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We study the diffusion of a tracer particle driven out-of-equilibrium by an external force and
traveling in a dense environment of arbitrary density. The system evolves on a discrete lattice and
its stochastic dynamics is described by a master equation. Relying on a decoupling approximation
that goes beyond the naive mean-field treatment of the problem, we calculate the fluctuations of the
position of the tracer around its mean value on a lattice of arbitrary dimension, and with different
boundary conditions. We reveal intrinsically nonequilibrium effects, such as enhanced diffusivity of
the tracer induced both by the crowding interactions and the external driving. We finally consider
the high-density and low-density limits of the model and show that our approximation scheme
becomes exact in these limits.
Introduction.— Biased diffusion in crowded media is
ubiquitous in living systems. At the molecular level, bio-
logical motors are able to overcome thermal fluctuations
to achieve directed motion and perform highly precise
functions. At the cellular level, bacteria are able to self-
propel within densely packed biofilms. Both examples
involve a biased, or more generally persistent particle
that moves in a directed manner, and a crowded envi-
ronment. The description of such systems constitutes
a key problem of modern statistical physics [1, 2]. Be-
yond fundamental interests, understanding the transport
and diffusion properties of biased particles in complex
environments finds applications in the field of artificial
active matter [3, 4], and in active microrheology [5–7].
The interplay between the dynamics of the active agents
and their passive surroundings can trigger self-assembly,
through effective interactions mediated by the quiescent
medium [8, 9].
Recently, from an analytical perspective, the question
of the diffusion of a biased particle, i.e. the limit case of
an active particle with infinite persistence, which inter-
acts with a bath of passive particles has received a grow-
ing interest through different approaches [12, 13]. Here,
we focus on the case where the particles interact via hard-
core interactions and evolve on a lattice. This model is a
variation on exclusion processes, which are paradigmatic
models of nonequilibrium statistical mechanics [2, 14].
In the generic situation where the lattice dimension is
greater than one and where the density of particles is
arbitrary, results are essentially limited to the mean dis-
placement of the tracer [15–18]. The fluctuations of the
tracer position around its mean value received less inter-
est, and results are limited to the case of fixed obstacles
at low density [19], or for mobile obstacles at high density
[20]. Crucially, the fluctuations of the tracer position ac-
tually contain information about the environment of the
system and its nonequilibrium dynamics, as illustrated
by the studies of the diffusion of driven particles in su-
percooled liquids close to the glass transition [21, 22],
in biased periodic potentials [23–25], disordered systems
[26], or for active particles [27]. Actually, the problem
where the tracer is not biased is already highly complex
and does not admit an exact solution, although an ap-
proximate yet very accurate expression of the diffusion
coefficient as a function of the bath density in 2D was
found by Nakazato and Kitahara [28].
In this Letter, we calculate the fluctuations of the po-
sition of the driven tracer around its mean value in the
generic case of a bath of arbitrary density and on lattices
of dimension 2 and 3, which constitute the most physi-
cally relevant situations. Our analytical approximations
are valid both when the system is infinite in every direc-
tion, and when it is confined in directions perpendicular
to the applied bias. Monte-Carlo simulations of the mas-
ter equation confirm the accuracy of our closure scheme.
Remarkably, our approach reveals that the diffusion of
the tracer can be maximised, either as a function of the
driving force or as a function of the density of bath par-
ticles. We emphasize that these effects cannot be pre-
dicted within a linear-response description. We finally
show that our approximate expression becomes exact in
the high and low density limits, which highlights the con-
sistency and relevance of our closure scheme.
Model.— We consider the general problem of a biased
tracer in a dynamic environment, i.e. with mobile ob-
stacles of density ρ. The bath particles and the tracer
evolve on a cubic lattice, of spacing σ and of arbitrary
dimension d, that can be infinite in every direction or fi-
2nite with periodic boundary conditions in the directions
perpendicular to the bias. The bath particles perform
symmetric random walks, and jump on adjacent sites
with rate 1/(2dτ∗). The tracer performs a biased ran-
dom walk, and jumps in direction ν with rate pν/τ . We
assume hardcore (exclusion) interactions between all the
particles present on the lattice. The set of jump prob-
abilities {pν} is a priori arbitrary. However, it can be
convenient to assume that the bias is controlled by an
external force F = Fe1, and that pν = exp(F · eν/2)/Z,
where Z =
∑
µ exp(F ·eµ/2) is a normalization constant
and eµ are the base vectors of the lattice (sums on Greek
letter indices run implicitly on {±1, . . . ,±d}).
Analytical approximation.— The state of the system
at a given time is described by the position of the tracer
X and the configuration of the lattice η = {ηr}, where
ηr = 1 if site r is occupied by a bath particle and 0
otherwise. Enumerating the possible configurations of
the system, one can write the master equation satisfied
by the probability distribution P (X, η; t) under the form
∂tP (X, η; t) = LbathP + LTPP, (1)
where the terms in the rhs describe respectively the sym-
metric diffusion of bath particles and the biased diffusion
of the tracer constrained by hardcore interactions. The
expression of these operators is given in the Supplemen-
tal Material (SM) [29]. The evolution equation for the
mean displacement of the tracer can be deduced from the
master equation [Eq. (1)], and was described in previous
publications [5, 18]. We recall it in the SM [29]. We
focus here on the variance of the tracer position in the
direction of the bias, defined as
σ2X(t) ≡
〈
[Xt − 〈Xt〉]2
〉
=
〈
Xt
2
〉− 〈Xt〉2 , (2)
and whose evolution equation is obtained straightfor-
wardly by multiplying Eq. (1) by (X · e1) and (X · e1)2
and summing over all configurations X and η:
d
dt
σ2X(t) = −
2σ
τ
[
p1g˜e1(t) − p−1g˜e−1(t)
]
+
σ2
τ
{
p1 [1− ke1(t)] + p−1
[
1− ke−1(t)
]}
, (3)
which holds in dimensions greater than 1, and where we
define the density profiles kr ≡ 〈ηr〉 and the correlation
functions g˜r ≡ 〈(Xt − 〈Xt〉)(ηr − 〈ηr〉)〉 that couple the
dynamics of the tracer with that of the bath of parti-
cles, and where r is evaluated in the frame of reference
of the tracer. The diffusion coefficient of the tracer par-
ticle, defined as D ≡ 12d limt→∞ ddtσ2X(t), can be deduced
straightforwardly from Eq. (3).
The evolution equations of the density profiles kr and
of the cross-correlation functions g˜r involve higher-order
cross-correlation functions, and the infinite hierarchy of
equations yielded by the master equation can be closed by
the following mean-field-type decoupling approximations:
〈ηrηr′〉 ≃ 〈ηr〉 〈ηr′〉 , (4)
〈δXtηrηr′〉 ≃ 〈ηr〉 〈δXtηr′〉+ 〈ηr′〉 〈δXtηr〉 . (5)
obtained by writing each random variable x as x =
〈x〉 + δx and neglecting terms of order O(δx2) [Eq. (4)]
and O(δx3) [Eq. (5)]. We emphasize here that these ap-
proximations go beyond naive mean-field, as the density
profiles 〈ηr〉 are not replaced by their spatial average ρ.
This closure scheme yields closed evolution equations for
the density profiles and cross-correlation functions [1].
Noticing that lim|r|→∞ kr = ρ, i.e. the density profiles
relax to their spatial average far from the tracer, we de-
fine the quantities hr = kr − ρ and will use the notation
hµ ≡ heµ .
Using discrete Fourier transforms [29], we find that, in
the stationary limit t → ∞, the density profiles hr and
the cross-correlation functions g˜r obey the equations
Ahr =
∑
ν
Aνhν∇−νFr − ρ(A1 −A−1)(∇1 −∇−1)Fr,
(6)
g˜r =
1
A
{∑
µ
(
Aµ − 2dτ
∗
τ
pµhµ
)
g˜µ∇−µ + 2dτ
∗
τ
[
ρ
∑
ǫ=±1
ǫpǫg˜ǫ(∇1 −∇−1)− σ
∑
ǫ=±1
ǫpǫ(1− ρ− hǫ)[ρ(∇ǫ + 1) + hǫ]
]}
Fr
−2dτ
∗
τ
1
A2
{∑
µ
Aµhµ∇−µ − ρ(A1 −A−1)(∇1 −∇−1)
}{∑
µ
pµg˜µ∇µ − σ
∑
ǫ=±1
ǫpǫ(1− ρ− hǫ)∇ǫ
}
Gr, (7)
where we define the discrete gradient operators ∇µfr ≡ fr+eµ − fr, the coefficients
Aν ≡
1 + 2dτ
∗
τ pν(1− ρ− hν)∑
µ[1 +
2dτ∗
τ pµ(1− ρ− hµ)]
, (8)
3and their sum A =∑µAµ. The functions Fr are defined
as the limits Fr = limξ→1 P̂(r|0; ξ) where P̂(r|0; ξ) is the
generating function associated with the propagator of a
random walk starting from 0 and arriving at site r on a d-
dimensional lattice with the following evolution rules: the
random walk goes in direction −1 with probability A1/A,
in direction 1 with probability A−1/A, and in any other
direction with probability A2/A. In what follows, we will
consider two types of lattices: (i) d-dimensional lattices
infinite in every direction, (ii) generalized capillary-like
lattices, infinite in the direction of the applied bias and
finite (of size L) with periodic boundary conditions in all
the other directions. The Fourier transform of P̂(r|0; ξ)
is simply given by
˜̂P(q; ξ) = [1 − ξλ(q)]−1, where λ is
the structure function of this random walk [2, 29]. We
finally define Gr = limξ→1 ∂∂λ P̂(r|0; ξ). We emphasize
the generality of Eqs. (6) and (7), that hold for different
lattice geometries (infinite or bounded), which only affect
the expression of the generating functions P̂ [29].
The determination of D requires the knowledge of h±1
and g˜±1 [see Eq. (3)]. Although Eqs. (6) and (7) cannot
be solved explicitly, h±1 and g˜±1 can be determined using
a numerical procedure that we sketch here, with further
details to be found in the SM [29]. The first step consists
in noticing that Eq. (6) evaluated for r = e1, e−1 and
e2 yields a closed set of three equations for h1, h−1 and
h2, where we have used that hµ = h2 for µ = ±2, ...,±d
for symmetry reasons, and the explicit expressions of Aν
[Eq.(8)] and Fr (Eq. (S24) of SM [29]). This system is
solved numerically for any set of parameters. Next, Eq.
(7) is written for r = e1, e−1 and e2, which, now that
h1, h−1 and h2 are known, provides a closed set of three
equations for g1, g−1 and g2. Using the explicit expres-
sion of Gr (Eq. (S25) of SM [29]), this set of equations
can be solved numerically. Finally, this determines h±1
and g˜±1, and allows us to plot the diffusion coefficient D
against the different variables (density, force).
Eqs. (6) and (7), together with the evolution equation
of the variance σ2X(t) [Eq. (3)], constitute the central re-
sult of this Letter. Using exact Monte-Carlo samplings of
the master equation, the approximations obtained from
our decoupling scheme are shown to be extremely ac-
curate for a wide range of parameters. Moreover, we
show below that our equations yield the exact expres-
sions of the fluctuations of the tracer position in the high-
and low-density limits. We also note that, in the ab-
sence of bias, our expression reduces to that obtained by
Nakazato and Kitahara [28]. From this point of view,
our approach constitutes a nonequilibrium extension of
that key result. It allows us to unveil typically nonequi-
librium effects both with respect to the density and the
bias experienced by the tracer.
Crowding-induced enhanced diffusion.— Using Eqs.
(6) and (7), we first study the behavior of D as a func-
tion of the particle density ρ, at fixed external force
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FIG. 1. (a)-(d): Comparison between analytical approxima-
tions (lines) for D(ρ) and numerical simulations (symbols).
(a) 2D infinite lattice, τ = τ∗ = 1. (b) 2d infinite lattice,
τ = 1, τ∗ = 10. (c) Quasi-1d strip-like lattice of width L = 3,
with τ = τ∗ = 1. (d) 3d infinite lattice, τ = τ∗ = 1. The
approximation is very accurate in a wide range of parame-
ters. On each plot, the inset shows the velocity of the tracer
particle as a function of the density. (e) Contributions (ana-
lytical approximations) to D(ρ) on a 2D lattice that involve
the cross-correlation function g˜1 (e), g˜−1 (f) and the density
profiles (e, inset) for the values of F given in panel (a).
F . As shown in Fig. 1, which confronts our analyti-
cal approximation with Monte-Carlo simulations of the
master equation, a nonmonotonic behavior is observed
for large enough forces. This means that, counter-
intuitively, the diffusivity of the biased tracer can ac-
tually be enhanced by the addition of passive particles
on the lattice. To gain insight into this nontrivial be-
havior, we consider separately the different contributions
in the expression of the fluctuations of the tracer po-
sition [Eq. (3)]. While the contribution to the dif-
fusion coefficient involving the density profiles (defined
as K ≡ σ24τ [p1(1 − ke1) + p−1(1 − ke−1)]) and the con-
tribution involving the function g˜e−1 are systematically
monotonous (decreasing) functions of the density [Fig.
1(e)], the contribution involving the cross correlation g˜e1
becomes non-monotonous for large enough forces [Fig.
1(f)]. This shows that crowding-induced enhanced diffu-
sion originates from cross-correlations between the posi-
tion of the tracer and the occupation of the site located
immediately ahead in the direction of the force, which
become more pronounced for an increasing driving force.
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FIG. 2. Comparison between analytical approximations
(lines) and numerical simulations (symbols) for D(F ) and
V (F ) (inset), for τ = τ∗ = 1 (a) and τ = 1 and τ∗ = 10
(b), for different values of ρ in a 2d infinite lattice. Note the
nonmonotonic behavior of D(F ) for τ∗ = 10 [33].
Force-induced enhanced diffusion.— We also study the
dependence of D on the external force, keeping the total
density ρ fixed. In this case, for large enough values of τ∗
(the typical waiting time of bath particles between two
moves), a non-monotonic behavior of the diffusion coef-
ficient as a function of F is found (Fig. 2). This means
that there exists an optimal value of the external force
which produces the maximum of diffusivity. This kind
of behavior is similar to the negative differential mobility
observed in analogous models [5, 17, 18, 34] (see inset of
Fig. 2). Although increasing the driving force reduces
the travel time of the tracer between consecutive obsta-
cles, it will increase the times the tracers spends trapped
by bath particles if they are slow enough. The tradeoff
between these two competing effects results in a non-
monotonous dependence of the diffusion coefficient as a
function of the driving force, and to the existence of an
optimum diffusivity. Force-induced enhanced diffusion
and negative mobility are found to be related, although
the effect is more pronounced for the velocity. For all
tested values of parameters, the velocity V (F ) and the
diffusion coefficient D(F ) have the same monotonicity as
a function of F . Note that, on the contrary, crowding-
induced enhanced diffusion occurs while the velocity is
always decreasing with the density.
High-density limit.— The high-density limit of the
problem can be studied exactly by relating the statis-
tical properties of the tracer position to the first-passage
densities of the vacancies (empty sites on the lattice)
[3, 36, 37]. At linear order in (1 − ρ), i.e. when the va-
cancies have independent dynamics, explicit expressions
for the fluctuations of the tracer position have been ob-
tained [20]. In confined systems, this analysis revealed
the existence of a transient regime in which the fluctua-
tions of the tracer position are superdiffusive, growing as
t3/2 on generalized capillaries and as t ln t on an infinite
two-dimensional lattice. The tracer ultimately reaches a
regular diffusive regime, after a crossover time that scales
as 1/(1− ρ)2, in such a way that the superdiffusive fluc-
tuations can be long-lived for crowded systems. Impor-
tantly, these results can be retrieved using Eqs. (6) and
(7).
First, the transient regime can be obtained by taking
the limit ρ → 1 and then the long-time limit t → ∞ of
the evolution equations for kr and g˜r [29]. Using generic
relations for propagators on lattice random walks to sim-
plify the combinations of Fr [2, 29], we obtain the asymp-
totic expression for the fluctuations of the tracer, which
coincides with the exact expressions [20]:
σ2X(t) ∼ σ2(1− ρ)

8a0
2
3Ld−1
√
d
2π
t3/2 d-capillaries,
2a0
2
π
t ln t 2D lattice,
(9)
where we define a0 =
p1−p−1
1+ 2dα2d−α (p1+p−1)
. Note that we con-
sidered for simplicity the case where τ = τ∗, which cor-
responds to the discrete vacancy-mediated dynamics de-
scribed above. The coefficient α depends on the geometry
of the lattice through the relation α = limξ→1[P̂ (0|0; ξ)−
P̂ (2e1|0; ξ)] where P̂ (r|r0; ξ) is the generating function
of a symmetric random walk starting from r0 and arriv-
ing at r on the considered lattice.
The ultimate diffusive regime is obtained by taking
t → ∞ first and ultimately ρ → 1. In the high-density
limit, Eqs. (6) and (7) reduce to linear systems that can
be solved explicitly [29]. We finally obtain
σ2X(t) ∼

2σ2
Ld−1
[
1
a0
+
4d2
Ld−1(2d− α)
]−1
t d-capillaries,
4σ2a0
2
π
(1− ρ) ln
(
1
1− ρ
)
t 2D lattice.
(10)
The asymptotic expressions of the fluctuations of the
tracer position presented in Eqs. (9) and (10) then coin-
cide with the results obtained from the exact approach
[20]. This shows that the decoupling approximation [Eqs.
(4) and (5)] we propose to treat the master equation of
the problem is exact in the high-density limit.
Low-density limit.— Finally, we consider the low-
density limit of our decoupling approximation. In this
limit, the rescaled density profiles can be expanded as
hν = vνρ + O(ρ2), where the coefficients vν (for ν =
±1, 2) are the solution of a linear set of three equations
[5]. By taking the limit of ρ → 0 of Eq. (7), we ex-
tend this result to the cross-correlation functions g˜ that
read g˜ν = uνρ + O(ρ2), where the coefficients uν are
the solution of another set of linear equations [29]. The
asymptotic expression of the diffusion coefficientD in two
dimensions coincides numerically with the exact analyt-
ical solutions in the limit of fixed obstacles (τ∗ → ∞),
that reveal a non-analytic behavior at small forces and
an exponential divergence at large forces (see Eqs. (16)
and (17) from Ref. [19]). We find an excellent agreement
between our result from the decoupling approximation
and the exact expression, as shown in Fig. 3. This addi-
tional comparison strongly suggests that our decoupling
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FIG. 3. Comparison between the result of Ref. [19] for small
forces and large forces (inset) and the result from our lin-
earized approximation in a 2d infinite lattice with fixed ob-
stacles.
approximation is exact both in the high- and low-density
limit. We expect this result to hold when the obstacles
can move (τ∗ < ∞), as the decoupling approximation
works best when the environment of the tracer is mobile.
As a by-product of our approach, we thus obtained an
exact expression for the diffusion coefficient of the tracer
in the low-density limit.
Conclusion.— In this Letter, we studied the statistical
properties of a biased random walker traveling in a pas-
sive bath of particles on a lattice of dimension 2 or more.
The master equation of the problem is solved through
a decoupling scheme that goes beyond a naive mean-
field approximation, and we calculate the fluctuations of
the position of the tracer particle for an arbitrary set
of parameters. We reveal striking counter-intuitive and
intrinsically nonequilibrium effects, namely crowding-
induced and force-induced enhanced diffusion. The force-
enhanced diffusion is related to the phenomenon of nega-
tive differential mobility [5, 18]: although increasing the
applied force on the tracer can reduce its travel time
between different obstacles, it will increase the time it
spends trapped by the bath particles it these move suf-
ficiently slowly. The competition between these two ef-
fects is at the origin of the non-monotonous behaviour
of the diffusion coefficient of the tracer particle. The
effect of density-enhanced diffusion is more subtle and
relies on non-trivial cross-correlations between the tracer
and the bath particles. By studying the different contri-
butions to the diffusion coefficient that are unveiled by
our analytical approach, we show that crowding-induced
enhanced diffusion originates from the cross-correlations
between the tracer position and the occupation of the
site ahead, whose contribution becomes dominant when
the bias experienced by the tracer is large enough. We
finally show that our decoupling scheme becomes exact
in both the high- and low-density limits, which validates
its relevance.
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OPERATORS ACTING ON THE DISTRIBUTION P IN THE MASTER EQUATION [EQ. (1)]
We denote by X the position of the tracer and ηr ∈ {0, 1} the occupation number at site r. P (X, η; t) is the
probability to find the tracer at position X with the lattice in configuration η ≡ {ηr}. ηr,µ is the configuration
obtained from η by exchanging the occupation numbers of sites r and r + eµ.
2dτ∗∂tP (X, η; t) =
d∑
µ=1
∑
r 6=X−eµ,X
[P (X , ηr,µ; t)− P (X, η; t)]
︸ ︷︷ ︸
≡LbathP
+
2dτ∗
τ
∑
µ
pµ
[
(1− ηX)P (X − eµ, η; t)−
(
1− ηX+eµ
)
P (X, η; t)
]
︸ ︷︷ ︸
≡LTPP
(S1)
EVOLUTION EQUATION FOR THE MEAN DISPLACEMENT OF THE TRACER
Multiplying Eq. (S1) by (X · e1) and summing over all configurations X and η, we find
d 〈Xt〉
dt
=
σ
τ
{p1[1− ke1(t)]− p−1[1 − ke−1(t)]}. (S2)
Noticing that lim|r|→∞ kr = ρ, we define the quantities hr = kr − ρ which are shown to obey Eq. (6) from the main
text. Finally, the velocity of the tracer in the stationary limit is defined as V ≡ limt→∞ d〈Xt〉dt .
DERIVATION OF EQS. (6) AND (7)
Starting from the master equation and using the decoupling approximations [Eqs. (4) and (5)], we find the equations
satisfied by the density profiles hr:
• r /∈ {0,±e1, . . . ,±ed}
2dτ∗∂thr = L˜hr, (S3)
• r ∈ {±e1, . . . ,±ed}
2dτ∗∂theν = L˜heν + ρ(Aν −A−ν), (S4)
8and the cross-correlation functions g˜r [1]:
• for r /∈ {0, e±1, . . . , e±d}:
2dτ∗∂tg˜r =L˜g˜r +
2dτ∗
τ
σ {p1(1− ρ− h1)∇1hr − p−1(1− ρ− h−1)∇−1hr} − 2dτ
∗
τ
∑
µ
pµg˜µ∇µhr, (S5)
• for r = eν with ν 6= ±1:
2dτ∗∂tg˜ν =(L˜+Aν)g˜ν +
2dτ∗
τ
σ {p1(1− ρ− h1)∇1hν − p−1(1− ρ− h−1)∇−1hν}
− 2dτ
∗
τ
∑
µ
pµg˜eµ∇µheν −
2dτ∗
τ
[pν(ρ+ hν)g˜ν − p−νρg˜ν ] , (S6)
• for r = e1 :
2dτ∗∂tg˜1 =(L˜+A1)g˜ν +
2dτ∗
τ
σ {p1(1 − ρ− h1)∇1h1 − p−1(1− ρ− h−1)(∇−1h1 + ρ)}
− 2dτ
∗
τ
∑
µ
pµg˜eµ∇µh1 −
2dτ∗
τ
[p1(ρ+ h1)g˜1 − p−1ρg˜−1] , (S7)
• for r = e−1 :
2dτ∗∂tg˜−1 =(L˜+A−1)g˜−1 +
2dτ∗
τ
σ {p1(1− ρ− h1)(∇1h−1 − ρ)− p−1(1− ρ− h−1)∇−1h−1}
− 2dτ
∗
τ
∑
µ
pµg˜eµ∇µh−1 −
2dτ∗
τ
[p−1(ρ+ h−1)g˜−1 − p1ρg˜1] , (S8)
where we defined the operator L˜ ≡ ∑µAµ∇µ and the quantities Aµ ≡ 1 + 2dτ∗τ pµ(1 − keµ). We will define for
simplicity the operators
2dτ∗∂tg˜r ≡ L(r), (S9)
2dτ∗∂tg˜ν ≡ L′(ν). (S10)
Eqs. (S3)-(S8) can be solved by introducing the auxiliary variable w = (w1, . . . , wd) and defining the generating
functions
H(w; t) =

∞∑
r1=−∞
L−1∑
r2,...,rd=0
hr(t)
d∏
j=1
wj
rj for a generalized capillary,
∞∑
r1,...,rd=−∞
hr(t)
d∏
j=1
wj
rj for an infinitely extended lattice,
(S11)
G(w; t) =

∞∑
r1=−∞
L−1∑
r2,...,rd=0
g˜r
d∏
j=1
wj
rj for a generalized capillary,
∞∑
r1,...,rd=−∞
g˜r
d∏
j=1
wj
rj for an infinitely extended lattice.
(S12)
9Multiplying Eqs. (S3) and (S5) by
∏d
j=1 wj
rj , summing over all lattice sites and using the boundary conditions [Eqs.
(S4), (S6), (S7) and (S8)], we find that H(w; t) and G(w; t) are the solutions of the differential equations
2dτ∗∂tH(w; t) =
A1
w1
+A−1w1 +A2
d∑
j=2
(
1
wj
+ wj
)
−A
H(w; t) +K(w; t), (S13)
2dτ∗∂tG(w; t) =
[
A1
w1
+A−1w1 +A2
∑
µ
w
sgn(µ)
|µ| −A
]
G(w; t)
+
2dτ∗
τ
σ
[
p1(1 − ρ− h1)
(
1
w1
− 1
)
− p−1(1 − ρ− h−1)(w1 − 1)
]
H(w; t)
−2dτ
∗
τ
∑
µ
pµg˜µ
 1
w
sgn(µ)
|µ|
− 1
H(w; t)− L0 +∑
µ
w
sgn(µ)
|µ| [L′(µ)− L(µ)] , (S14)
with A = A1 +A−1 + 2(d− 1)A2 and
K(w; t) ≡ A1(w1 − 1)h1 +A−1
(
1
w1
− 1
)
h−1
+ A2
d∑
j=2
[
(wj − 1)hj +
(
1
wj
− 1
)
h−j
]
+ ρ[A1 −A−1]
(
w1 − 1
w1
)
, (S15)
L0 =
∑
µ
Aµg˜µ +
2dτ∗
τ
σ [p1(1 − ρ− h1)− p−1(1− ρ− h−1)]− 2dτ
∗
τ
∑
µ
g˜µhµ, (S16)
and where we used the symmetry relation A±2 = . . . A±d = A2. In the stationary limit, we find
H(w) =
K(w)
A
1
1− λ(w) , (S17)
G(w) =
J1(w)K(w)
A2[1− λ(w)]2 +
J0(w)
A[1− λ(w)] , (S18)
with λ(w) = A1A
1
w1
+ A−1A w1 +
A2
A
∑d
j=2
(
1
wj
+ wj
)
and
J0(w) ≡
∑
µ
(
w
sgn(µ)
|µ| − 1
)(
Aµ − 2dτ
∗
τ
pµhµ
)
g˜µ − 2dτ
∗
τ
ρ
(
w1 − 1
w1
)
(p1g˜1 − p−1g˜−1)
+
2dτ∗
τ
σ
[
p−1(1− ρ− h−1) (ρw1 − h−1)− p1(1− ρ− h1)( ρ
w1
− h1)
]
, (S19)
J1(w) ≡2dτ
∗
τ
σ
[
p1(1− ρ− h1)
(
1
w1
− 1
)
− p−1(1− ρ− h−1)(w1 − 1)
]
−
∑
µ
g˜µ
 1
w
sgn(µ)
|µ|
− 1
 . (S20)
Finally, expressing the generating function variables w1, . . . , wd in terms of the Fourier variables:
• w1 = e
iq1 and wj = e
2ipikj
L (j ≥ 2) for a generalized capillary,
• wj = e
iqj (0 ≤ j ≤ d) for an infinitely extended lattice,
one can compute the inverse Fourier transform of Eqs. (S17) and (S18) in order to retrieve the equations satisfied by
hr and g˜r presented in the main text [Eqs. (6) and (7)].
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EXPRESSION OF THE GENERATING FUNCTIONS P̂
P̂(r|0; ξ) =

1
(2π)d
∫
[−π,π]d
dq1 . . . dqd
∏d
j=1 e
−irjqj
1− ξλ(q1, . . . , qd) for an infinitely extended lattice,
1
Ld−1
L−1∑
k2,...,kd=0
1
2π
∫ π
−π
dq
e−ir1q
∏d
j=2 e
−2iπrjkj/L
1− ξλ(q, k2, . . . , kd) for a generalized capillary,
(S21)
with the structure factors
λ(q1, . . . , qd) =
A1
A e
−iq1 +
A−1
A e
iq−1 +
2A2
A
d∑
j=2
cos qj , (S22)
λ(q, k2, . . . , qd) =
A1
A e
−iq +
A−1
A e
iq +
2A2
A
d∑
j=2
cos
(
2πkj
L
)
. (S23)
Using the definition of the functions Fr = limξ→1 P̂(r|0; ξ) and Gr = limξ→1 ∂∂λ P̂(r|0; ξ), we find
Fr =

1
(2π)d
∫
[−π,π]d
dq1 . . . dqd
∏d
j=1 e
−irjqj
1− λ(q1, . . . , qd) for an infinitely extended lattice,
1
Ld−1
L−1∑
k2,...,kd=0
1
2π
∫ π
−π
dq
e−ir1q
∏d
j=2 e
−2iπrjkj/L
1− λ(q, k2, . . . , kd) for a generalized capillary,
(S24)
Gr =

1
(2π)d
∫
[−π,π]d
dq1 . . . dqd
∏d
j=1 e
−irjqj
[1− λ(q1, . . . , qd)]2 for an infinitely extended lattice,
1
Ld−1
L−1∑
k2,...,kd=0
1
2π
∫ π
−π
dq
e−ir1q
∏d
j=2 e
−2iπrjkj/L
[1− λ(q, k2, . . . , kd)]2 for a generalized capillary,
(S25)
where λ is given by Eq. (S22) for an infinite lattice and by Eq. (S23) for a generalized capillary. These expressions
of Fr and Gr are to be used to solve numerically Eqs. (5) and (6) from the main text and to compute the velocity
and diffusion coefficient of the tracer particle.
HIGH-DENSITY EXPANSION OF EQ. (7)
Transient regime – derivation of Eq. (9)
We study the limit where ρ → 1 is taken first, and t → ∞ ultimately, which allows us to calculate the transient
regime that precedes the ultimate diffusive regime [Eq. (9)]. To this purpose, we start from the differential equation
satisfied by the generating function G(w; t) [Eq. (S14)]. In the limit ρ→ 1, at leading order, this equation reduces to
2dτ∗∂tG(w; t) =
[∑
µ
w
sgn(µ)
|µ| − 2d
]
G(w; t) + J0(w; t). (S26)
Defining the Laplace transform of any time-dependent function ψ(t) as ψ̂(s) =
∫∞
0
e−stψ(t)dt, we find
Ĝ(w; s) =
1
2d(1 + τ∗s)
Ĵ0(w; s)
1− 11+τ∗sΛ(w)
, (S27)
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where we define
Er ≡

1
Ld−1
L−1∑
k2,...,kd=0
1
2π
∫ π
−π
dq
e−ir1q
∏d
j=2 e
−2iπrjkj/L
1− 11+τ∗sΛ(q, k2, . . . , kd)
for a generalized capillary,
1
(2π)d
∫
[−π,π]d
dq1 . . . dqd
∏d
j=1 e
−iqiri
1− 11+τ∗sΛ(q1, . . . , qd)
otherwise.
(S28)
and
Λ(w) ≡ 1
2d
1
w1
+
1
2d
w1 +
1
2d
d∑
j=2
(
1
wj
+ wj
)
(S29)
Recalling the definitions of G [Eq. (S12)] and J0 [Eq. (S19)], specifying the generating function variable w in terms
of Fourier variables (see Section ), and computing the inverse Fourier transform of Eq. (S27), one gets
̂˜gr(s) =∑
ν
̂˜gν(s)∇−νEr + 2dτ∗τ [p1̂˜g1(s)− p−1̂˜g−1(s)](∇1 −∇−1)Er
− 2dτ
∗
τ
{
p1
[
1− ρ
s
− ĥ1(s)
]
(∇1 + 1)− p−1
[
1− ρ
s
− ĥ−1(s)
]
(∇−1 + 1)
}
Er. (S30)
Evaluating this equation for r = e1, e−1 and e2, we get a system of three equations that can be solved in order to get
g˜1, g˜−1 and g˜2. We find that the limit s → 0 of the quantities Er are identical to the limit ξ → 1 of the propagators
P̂ . Consequently, we find the following sytem:
2d̂˜g1(s) = ̂˜g1(s)∇−1P̂e1 + ̂˜g−1(s)∇1P̂e1 + 2(d− 1)̂˜g2(s)∇2P̂e1 + 2dτ∗τ [p1̂˜g1(s)− p−1̂˜g−1(s)] [∇1P̂e1 −∇−1P̂e1]
−2dτ
∗
τ
σ
{
p1
[
1− ρ
s
− ĥ1(s)
]
P̂2e1 − p−1
[
1− ρ
s
− ĥ−1(s)
]
P̂0
}
, (S31)
2d̂˜g−1(s) = ̂˜g1(s)∇−1P̂e−1 + ̂˜g−1(s)∇1P̂e−1 + 2(d− 1)̂˜g2(s)∇2P̂e−1 + 2dτ∗τ [p1̂˜g1(s)− p−1̂˜g−1(s)] [∇1P̂e−1 −∇−1P̂e−1]
−2dτ
∗
τ
σ
{
p1
[
1− ρ
s
− ĥ1(s)
]
P̂0 − p−1
[
1− ρ
s
− ĥ−1(s)
]
P̂2e1
}
, (S32)
2d̂˜g2(s) = ̂˜g1(s)∇−1P̂e2 + ̂˜g−1(s)∇1P̂e2 + ̂˜g2(s) [∇−2P̂e2 +∇2P̂e2]+ 2(d− 2)̂˜g2(s)∇3P̂e2
+
2dτ∗
τ
(p1̂˜g1(s)− p−1̂˜g−1(s)) [∇1P̂e2 −∇−1P̂e2]
−2dτ
∗
τ
σ
{
p1
[
1− ρ
s
− ĥ1(s)
]
P̂e2+e1 − p−1
[
1− ρ
s
− ĥ−1(s)
]
P̂e2+e−1
}
. (S33)
where P̂ (r|r0; ξ) is the generating function associated to the propagator of a symmetric random walk on the considered
lattice, starting from r0 and arriving at r. We write for convenience ∇ν P̂r = limξ→1∇ν P̂ (r|0; ξ). To simplify the
system of Eqs. (S31)-(S33) a bit further, we also use the following symmetry properties on the quantities P̂ [2]:
P̂ (r|r0; ξ) = P̂ (r − r0|0; ξ), (S34)
P̂
 d∑
j=1
rjej |0; ξ
 = P̂
−riei + d∑
j=1
j 6=i
rjej |0; ξ
 . (S35)
The first relation originates from the translational invariance of the lattice, the second one from the symmetry of the
random walk described by P̂ . We also use the relations
P̂ (0|0, ξ) = 1 + 1
d
[
P̂ (e1|0, ξ) + (d− 1)P̂ (e2|0, ξ)
]
, (S36)
P̂ (e1|0, ξ) = 1
2d
[
P̂ (0|0, ξ) + P̂ (2e1|0, ξ) + 2(d− 1)P̂ (e1 + e2|0, ξ)
]
, (S37)
P̂ (e2|0, ξ) = 1
2d
[
P̂ (0|0, ξ) + P̂ (2e2|0, ξ) + P̂ (2e1|0, ξ) + 2(d− 2)P̂ (e2 + e3|0, ξ)
]
, (S38)
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that are obtained from the generic relation P̂ (r|r0; ξ) = δr,r0 + ξ2d
∑
µ P̂ (r|r0+eµ; ξ) [2]. We introduce the quantities
α = limξ→1[P̂ (0|0; ξ) − P̂ (2e1|0; ξ)] and β = limξ→1[P̂ (0|0; ξ)− P̂ (2e1|0; ξ)]. At leading order when s → 0, one can
replace the propagators P̂r by G0(1− s), where the function G0 is defined as the leading order term of the expansion
of the propagators P̂ (r|r0; ξ) when ξ → 1:
P̂ (r|r0; ξ) =
ξ→1
G0(ξ) +O(1). (S39)
We deduce that at leading order when s→ 0, the system of Eqs. (S31)-(S33) may be written as
M(δ = 0)
 ̂˜g1(s)̂˜g−1(s)̂˜g2(s)
 = 2dτ∗(1 − ρ) p1 − p−1
1 + 2dα2d−α
τ∗
τ (p1 + p−1)
G0(1− s)
s
11
1
 , (S40)
where M(δ) is defined as
M =

−
[
2dp1
τ∗
τ (α+ 2δ) + 2d− β − δ
]
2dp−1
τ∗
τ (α+ 2δ)− α+ β − δ α− 2β
2dp1
τ∗
τ (α− 2δ)− α+ β + δ −
[
2dp−1
τ∗
τ (α− 2δ) + 2d− β + δ
]
α− 2β
1
2(d−1)
[
−8δp1 τ∗τ (d− 1)− 2β(d+ 1) 12(d−1)
[
−8δp1 τ∗τ (d− 1)− 2β(d+ 1) 1d−1
[
2β(d+ 1)− 2d2 − α]
+2δ(d− 1) + α− 2β + 2d
]
−2δ(d− 1) + α− 2β + 2d
]
 ,
(S41)
with δ = d/Ld−1. We finally obtain the expressions of ̂˜g1(s) and ̂˜g−1(s) in the limit s→ 0:
̂˜g±1(s) ∼
s→0
(1 − ρ)στ
∗
τ
(p1 − p−1)(2d− α)
(
α− 2d− 4dατ∗τ p∓1
)
[
2d− α+ 2dατ∗τ (p1 + p−1)
]2 G0(1 − s)s (S42)
The evolution equations for hr(t) [1] can be treated in a similar fashion, to find
M
 sĥ1(s)sĥ−1(s)
sĥ2(s)
 = 2dτ∗
τ
(1− ρ)(p1 − p−1)
−αα
0
 , (S43)
and
lim
ρ→1
ĥ1(s)
1− ρ =s→0 ±
1
s
2dατ∗
τ (p1 − p−1)
2dατ∗
τ (p1 + p−1) + 2d− α
. (S44)
Recalling the expression of the second cumulant [Eq. (3)] and considering its Laplace transform, we get
L
[
d
dt
σ2X(t)
]
(s) ∼
s→0
2(1− ρ)τ
∗σ2
τ
[
p1 − p−1
1 + 2dα2d−α (p1 + p−1)
]2
G0(1− s)
s
. (S45)
Using the following expression of the functions G0(ξ) [2, 3]
G0(ξ) ∼
ξ→1

√
d/2
Ld−1
√
1− ξ for a capillary of dimension d,
1
π
ln
1
1− ξ for a two-dimensional lattice,
(S46)
and taking the inverse Laplace transform of Eq. (S45), we finally derive the result presented in the main text [Eq.
(9)].
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Stationary state – derivation of Eq. (10)
In the limit where ρ→ 1, at leading order in (1− ρ), and in the stationary state we find that Eq. (7) reduces to
2dg˜r =
{∑
µ
g˜µ∇−µ + 2dτ
∗
τ
(p1g˜1 − p−1g˜−1)(∇1 −∇−1)
−2dτ
∗
τ
σ {p1(1− ρ− h1)(∇1 + 1)− p−1(1− ρ− h−1)(∇−1 + 1)]}
}
Fr. (S47)
In this limit, evaluating Eq. (S47) for r = e1, e−1 and e2, we find that g˜1, g˜−1 and g˜2 are the solutions of the linear
system
2dg˜1 = g˜1∇−1Fe1 + g˜−1∇1Fe1 + 2(d− 1)g˜2∇2Fe1 +
2dτ∗
τ
(p1g˜1 − p−1g˜−1) [∇1Fe1 −∇−1Fe1 ]
−2dτ
∗
τ
σ[p1(1 − ρ− h1)F2e1 − p−1(1 − ρ− h−1)F0], (S48)
2dg˜−1 = g˜1∇−1Fe−1 + g˜−1∇1Fe−1 + 2(d− 1)g˜2∇2Fe−1 +
2dτ∗
τ
(p1g˜1 − p−1g˜−1)
[∇1Fe−1 −∇−1Fe−1]
−2dτ
∗
τ
σ[p1(1 − ρ− h1)F0 − p−1(1− ρ− h−1)F2e−1 ], (S49)
2dg˜2 = g˜1∇−1Fe2 + g˜−1∇1Fe2 + g˜2 [∇−2Fe2 +∇2Fe2 ] + 2(d− 2)g˜2∇3Fe2
+
2dτ∗
τ
(p1g˜1 − p−1g˜−1) [∇1Fe2 −∇−1Fe2 ]
−2dτ
∗
τ
σ[p1(1 − ρ− h1)Fe2+e1 − p−1(1− ρ− h−1)Fe2+e−1 ]. (S50)
In what follows, we study the ρ → 1 limit of these equations in the two situations where the lattice is a generalized
capillary, and where it is a two-dimensional lattice.
Generalized capillaries
We will use the relation
lim
ρ0→0
∇νFr = lim
ξ→1
[
P̂ (r + eν |0; ξ)− P̂ (r|0; ξ)
]
+ δν . (S51)
with
δν =

− d
Ld−1
if ν = 1,
d
Ld−1 if ν = −1,
0 otherwise.
(S52)
Contrary to the equation verified by the quantities (h1, h−1, h2) [Eq. (6)] which only involves differences of the
functions Fr, the system (S48)-(S50) also involves functions Fr alone, which diverge when ρ → 1. In the case of
generalized capillaries, we find that
Fr ∼
ρ→1
1
Ld−1V
≡ G(V ), (S53)
where V is the velocity of the tracer [4, 5]:
V ∼
ρ→1
σ
τ
[p1(ρ− 1− h1)− p−1(ρ− 1− h−1)] , (S54)
and vanishes when ρ → 1. Using Eqs. (S53) and (S51), we simplify Eqs. (S48)-(S50). With the usual symmetry
properties on the quantities P̂ [Eqs. (S34)-(S35)] as well as the relations (S36)-(S38), we rewrite Eqs. (S48)-(S50)
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in terms of the propagators P̂ (0|0; ξ), P̂ (2e1|0; ξ) and P̂ (e1|0; ξ) only. We finally show that g˜1, g˜−1 and g˜2 are the
solutions of the linear system
M
 g˜1g˜−1
g˜2
 = 2dτ∗V (1− ρ)(p1 − p−1)G(V )
11
1
 , (S55)
where M is defined as previously [Eq. (S41)]. At leading order in ρ → 1, this system has the following solutions for
g˜±1:
g˜±1 ∼
ρ→1
στ∗
Ld−1
α− 2d− 4dατ∗τ p∓1[
2d− α+ 2dατ∗τ (p1 + p−1) + 4d
2
Ld−1
τ∗
τ (p1 − p−1)
]2 . (S56)
With a similar treatment of Eq. (6), we find that h1, h−1 and h2 are the solution of the linear set of equations
M
 h1h−1
h2
 = 2dτ∗
τ
(1 − ρ)(p1 − p−1)
−α− 2δα− 2δ
−2δ
 . (S57)
We deduce the expressions of h±1:
h±1 = ±(1− ρ)
2dτ∗
τ (α+
2d
Ld−1
)(p1 − p−1)
2dτ∗
τ α(p1 + p−1) +
4d2
Ld−1
τ∗
τ (p1 − p−1) + 2d− α
(S58)
Using Eq. (3), this yields the result presented in the main text [Eq. (10)].
Two-dimensional lattice
Extending the relation (S51) to an infinite two-dimensional lattice by taking d = 2 and L→∞, we get:
lim
ρ0→0
∇νFr = lim
ξ→1
[
P̂ (r + eν |0; ξ)− P̂ (r|0; ξ)
]
. (S59)
We can also show that, for the case of a two dimensional lattice,
Fr ∼
ρ0→0
2
π
ln
1
V
, (S60)
where V is the velocity of the TP [Eq. (S54)]. Using again the symmetry relations presented above [Eqs. (S34)-
(S38)], we find that g˜1, g˜−1 and g˜2 are the solutions of the system (S55), where we take G(V ) = 2π ln 1V . We obtain
the following solutions of the system at leading order in ρ→ 1:
g˜±1 ∼
ρ→1
(1− ρ)τ
∗
τ
σ
(α − 4)(p1 − p−1)
(
8α τ
∗
τ + 4− α
)
4− α+ 4α τ∗τ (p1 + p−1)
2
π
ln
1
V
(S61)
and deduce the expression of the diffusion coefficient presented in the main text in Eq. (10).
LOW-DENSITY EXPANSION
We start from the expression of the diffusion coefficient in terms of the density profiles kr and the cross-correlation
functions g˜r [Eq. (3)]. In the ρ→ 0 limit, we define the functions vr and ur as follows:
kr =
ρ→0
(1 + vr)ρ+O(ρ2) ; g˜r =
ρ→0
urρ+O(ρ2), (S62)
so that equation diffusion coefficient reads
D =
ρ→0
σ2
2dτ
(p1 + p−1)− σ
2dτ
ρ{p1[σ(1 + v1) + 2u1] + p−1[σ(1 + v−1)− 2u−1]}+O(ρ2). (S63)
15
The functions vν have been studied before in the low-density limit [5], and are the solutions of the system:
D˜v˜ = (p1 − p−1)F˜ , (S64)
with
v˜ =
 v1v−1
v2
 ; F˜ =
 (∇1 −∇−1)Fe1(∇1 −∇−1)Fe−1
(∇1 −∇−1)Fe2
 , (S65)
and
D˜ =
1
2d
(
1 + τ
∗
τ
)

(
1 + 2dτ
∗
τ p1
)
∇−1Fe1 − 1
(
1 + 2dτ
∗
τ p−1
)
∇1Fe1 2
(
1 + 2dτ
∗
τ p2
)
∇2Fe1(
1 + 2dτ
∗
τ p1
)
∇−1Fe−1
(
1 + 2dτ
∗
τ p−1
)
∇1Fe−1 − 1 2
(
1 + 2dτ
∗
τ p2
)
∇2Fe−1(
1 + 2dτ
∗
τ p1
)
∇−1Fe2
(
1 + 2dτ
∗
τ p−1
)
∇1Fe2
(
1 + 2dτ
∗
τ p2
)
(∇2 +∇−2)Fe2 − 1
 .
(S66)
In order to calculate the functions ur, we start from Eq. (7), and use the following expansions at leading order in ρ:
A ∼ 2d
(
1 +
τ∗
τ
)
; Aν ∼ 1 + 2dτ
∗
τ
pν ; hµ ∼ vµρ. (S67)
We then find, at leading order in ρ, the equation reduces to
ur =
1
2d
(
1 + τ
∗
τ
) {∑
µ
(
1 +
2dτ∗
τ
pµ
)
uµ∇−µFr − 2dτ
∗
τ
σ[p1(∇1 + 1 + v1)− p−1(∇−1 + 1 + v−1)]Fr
}
+
σ τ
∗
τ
2d
(
1 + τ
∗
τ
)2
{∑
µ
(
1 +
2dτ∗
τ
pµ
)
vµ∇−µ − 2dτ
∗
τ
(p1 − p−1)(∇1 −∇−1)
}
(p1∇1 − p−1∇−1)Gr. (S68)
Bringing together the terms involving ur on the one hand and vr on the other hand, we evaluate this equation for
r = e1, e−1 and e2 and obtain a closed set of three equations that we recast under the matrix form
A˜u˜ = C˜ − B˜v˜ (S69)
with u˜ =
 u1u−1
u2
 and
A˜ =
1
2d
(
1 + τ
∗
τ
)

(
1 + 2dτ
∗
τ p1
)
∇−1Fe1 − 1
(
1 + 2dτ
∗
τ p−1
)
∇1Fe1 2
(
1 + 2dτ
∗
τ p2
)
∇2Fe1(
1 + 2dτ
∗
τ p1
)
∇−1Fe−1
(
1 + 2dτ
∗
τ p−1
)
∇1Fe−1 − 1 2
(
1 + 2dτ
∗
τ p2
)
∇2Fe−1(
1 + 2dτ
∗
τ p1
)
∇−1Fe2
(
1 + 2dτ
∗
τ p−1
)
∇1Fe2
(
1 + 2dτ
∗
τ p2
)
(∇2 +∇−2)Fe2 − 1
 ,
(S70)
B˜ =
σ τ
∗
τ
1 + τ
∗
τ


1+ 2dτ
∗
τ
p1
2d
(
1+ τ
∗
τ
)∇−1(p1∇1 − p−1∇−1)Ge1 − p1Fe1
1+ 2dτ
∗
τ
p−1
2d
(
1+ τ
∗
τ
) ∇1(p1∇1 − p−1∇−1)Ge1 + p−1Fe1 2
1+ 2dτ
∗
τ
p2
2d
(
1+ τ
∗
τ
)∇2(p1∇1 − p−1∇−1)Ge1
1+ 2dτ
∗
τ
p1
2d
(
1+ τ
∗
τ
)∇−1(p1∇1 − p−1∇−1)Ge−1 − p1Fe−1
1+ 2dτ
∗
τ
p−1
2d
(
1+ τ
∗
τ
) ∇1(p1∇1 − p−1∇−1)Ge−1 + p−1Fe−1 2
1+ 2dτ
∗
τ
p2
2d
(
1+ τ
∗
τ
)∇2(p1∇1 − p−1∇−1)Ge−1
1+ 2dτ
∗
τ
p1
2d
(
1+ τ
∗
τ
)∇−1(p1∇1 − p−1∇−1)Ge2 − p1Fe2
1+ 2dτ
∗
τ
p−1
2d
(
1+ τ
∗
τ
) ∇1(p1∇1 − p−1∇−1)Ge2 + p−1Fe2
1+ 2dτ
∗
τ
p2
2d
(
1+ τ
∗
τ
) (∇2 +∇−2)(p1∇1 − p−1∇−1)Ge2


,
(S71)
C˜ =

τ∗
τ
1+ τ
∗
τ
σ[p1(∇1 + 1)− p−1(∇−1 + 1)]Fe1 +
(
τ∗
τ
1+ τ
∗
τ
)2
σ(p1 − p−1)(∇1 −∇−1)(p1∇1 − p−1∇−1)Ge1
τ∗
τ
1+ τ
∗
τ
σ[p1(∇1 + 1)− p−1(∇−1 + 1)]Fe−1 +
(
τ∗
τ
1+ τ
∗
τ
)2
σ(p1 − p−1)(∇1 −∇−1)(p1∇1 − p−1∇−1)Ge−1
τ∗
τ
1+ τ
∗
τ
σ[p1(∇1 + 1)− p−1(∇−1 + 1)]Fe2 +
(
τ∗
τ
1+ τ
∗
τ
)2
σ(p1 − p−1)(∇1 −∇−1)(p1∇1 − p−1∇−1)Ge2

. (S72)
16
It is easy to take the limit of fixed obstacles in these equations (τ∗ →∞) to retrieve the results concerning the Lorentz
gas. In this particular limit, we notice limτ∗→∞ A˜ = D˜. Finally, u1 and u−1 are obtained with u1u−1
u2
 = A˜−1(C˜ − B˜v˜), (S73)
and are used to calculate the diffusion coefficient using Eq. (S63).
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