In this work we present a definition for coherence and compatibility of multilinear mappings and homogenous polynomial classes. These definitions are more restricted than the ones proposed before. We began analyzing this new definition in a technical sense, searching for what it has in common with other approaches. Then, we moved on to a more practical analysis. Through numerous examples of different classes of multilinear mappings and homogenous polynomials we checked the limits on these proposed definitions and propose there is a vast field in which they apply.
Introduction and background
When we think in terms of multilinear mappings and/or homogenous polynomial classes, it makes sense to ask how such classes compare with each other in distinct degrees of linearity (for multilinear mappings) or homogeneity degrees (for homogenous polynomials), a comparison that is made in general through neighboring levels (or degrees). Such a study is called a coherence study of the class. A comparison that also deserves attention is that of an n-linear applications (or n-homogeneous polynomials) class with an 1-linear applications class (which is the same for both multilinear applications and homogeneous polynomials) and is known as a class compatibility study. It is worth noting that it is not always a simple task to associate a multi-ideal to an operator ideal. For example, the ideal of absolutely summing operators has, at least, eight possible extensions to higher degrees (see, for example, [5, 11, 15, 18, 19, 24, 25] ). The study of coherence and compatibility was motivated by the concepts of ideals of polynomials closed under differentiation and closed for scalar multiplication that were introduced in [4] (see also [3] ) as an attempt to identify a set of properties that polynomial ideals are expected to have in order to maintain some harmony between the different levels of homogeneity. In that spirit, Carando, Dimant and Muro (related papers can be seen in [13, 14] ) introduced a notion of coherent and compatible polynomial ideals with the same aim of filtering good polynomial extensions of given operator ideals. One question that arises at this point is: Should we develop the study of the coherence and compatibility of multilinear mappings and homogenous polynomials independently or should we compare these classes in any sense? Our approach starts from the principle, defended by Pellegrino and Ribeiro in [22] , that yes, we must do a comparative and unified study of these classes. It would theoretically be possible to develop this study in more general classes, but due to the lack of applicability and also due to the good properties of the ideals, we will work with classes of multi-ideal mappings and classes of homogeneous polynomials ideals. Our work is motivated in the interest of comparing distinct levels of linearity that are not neighbors and this comparison is made through forms (scalar polynomials) rather than the product of linear functionals (linear functional powers). One of the motivations for this approach is the concept of hyperideals, introduced in [7] , where multilinear mappings classes satisfy a stronger property than the multi-ideal property. Instead of the class being stable by composition with linear operators, the class is stable by composition with multilinear mappings, and such a concept will be adapted to homogenous polynomials. This new approach of coherence and compatibility places the forms in a protagonism previously occupied by linear functionals. We call these new concepts strong coherence and strong compatibility.
In Section 1 we formally present this definition and deduce some general properties of this new concept, comparing especially with the approach presented in [22] . In the following sections, through a series of examples, we show that well-known classes satisfy this new concept with some kind of particularity. For example, the composition ideals, introduced in [5] and studied in Section 2, are strongly coherent and compatible regardless of taking, in the polynomial case, the adapted concept from multilinear mappings or the ideal of polynomials obtained naturally through one of the conditions of the definition. However, the inequality method, presented in [8] and studied in Section 5, is strongly coherent and compatible only in the second way. A class that also deserves to be highlighted is the Dunfort-Pettis class, introduced in Section 4, since it is one of the classes that shows the independence of the conditions of definition and does not satisfy the hyper ideal property, which is surprising from an intuitive perspective, as will be seen throughout the text.
From now on, E, F, G, H, E n , G n , n ∈ N, shall denote Banach spaces over K = R or C. The symbols E ′ stands for the topological dual of E and B E for its closed unit ball. By L(E 1 , . . . , E n ; F ) we denote the Banach space of continuous n-linear operators from E 1 × · · · × E n to F endowed with the usual uniform norm · . In the linear case, we write L(E; F ). If
. By P( n E; F ) we mean the Banach space of all continuous n-homogeneous polynomials from E to F endowed with the usual sup norm, which shall be denoted by · . Given ϕ 1 ∈ E ′ 1 , . . . , ϕ n ∈ E ′ n and y ∈ F , by ϕ 1 ⊗ · · · ⊗ ϕ n ⊗ y we mean the n-linear operator defined by
Linear combinations of such operators are called n-linear operators of finite type. A vector-valued map is said to be of finite rank if its range generates a finite dimensional subspace of the target space. The same concept goes for homogenous polynomials, that is, given ϕ ∈ E ′ and y ∈ F by ϕ n ⊗ y we mean the n-homogenous polynomial
Linear combinations of such operators are called n-homogenous mappings of finite type. Analogously, the finite rank polynomials are defined. Given P ∈ P( n E; F ), forP , we denote the only symmetrical multilinear mapping in L( n E; F ) such that
For a ∈ E, we also denoted by P a the (n − 1)-homogenous polynomial such that
For background on spaces of multilinear and/or homogenous polynomials we refer to [16, 21] . Given a class M (Q, resp.) of multilinear mappings (homogenous polynomials) between Banach spaces, by M n we mean its n-linear (n-homogenous) component, that is, for all Banach spaces E 1 , . . . , E n , E and
. . , E n ; F ) containing the n-linear mappings of finite type;
The notions of normed, Banach and p-Banach multi-ideals are defined in the obvious way and goes back to [26] . Now A p-normed polynomial is a class Q of homogenous polynomials endowed with a map
is a p-normed linear subspace of Q( n E; F ) containing the n-homogenous polynomials of finite type;
The notions of normed, Banach and p-Banach polynomial ideals are also defined in the intuitive way.
2 Definition and properties Definition 2.1. Let M be a class of normed multilinear operators and U a class of normed homogeneous polynomials and
, where k indicates the linearity degree (homogeneity degree) of the mappings (polynomials) that are in M (U, respectively) with U 1 = M 1 = I, is strongly coherent if there are constants β 1 , β 2 and β 3 such that, for all Banach spaces E, E 1 , . . . , E k+1 and F , the following conditions are true for all k = 1, ..., N − 1:
; F ) and a j ∈ E j for j = 1, . . . , k + 1, then
and
(CH5) For all k = 1, . . . , N, P belongs to U k k E; F if, and only if,P belongs to
Definition 2.2. Let M be a class of normed multilinear operators and U a class of normed homogenous polynomials and
, with U 1 = M 1 = I, is strongly compatible with I if there are constants α 1 , α 2 and α 3 such that, for all Banach spaces E and F , the following conditions are true for all n ∈ {2, . . . , N}:
. . , E n ; F ) and a j ∈ E j , for all j ∈ {1, . . . , n}\k, then
(CP2) If P ∈ U n ( n E; F ) and a ∈ F , then P a n−1 ∈ I(E; F ) and
where P a n−1 (x) =P (a, . . . , a, x).
Qu ∈ M n (E 1 , ..., E n ; F ) and ||Qu|| Mn ≤ α 3 Q ||u|| I .
(CP4) If u ∈ U(E; F ) and P ∈ P ( n−1 E), then P u ∈ U n ( n E; F ).
(CP5) P belongs to U n ( n E; F ) if, and only if,P belongs to M n ( n E; F ).
Remark 2.3.
(1) It is clear that the above definitions are more restrictive than [22, Definition 3.1 and Definition 3.2] regarding the conditions (CH3) and (CP3).
(2) As previously done in [22] , we do not use the norm control conditions in (CH4) and (CP4) because, under these conditions, some canonical pairs of ideals would not be strongly coherent nor strongly compatible.
implies the strong compatibility with I.
(4) Regarding the notation of the degree of linearity, in the multilinear case, or homogeneity, in the polynomial case, we will reserve the option of overwriting that index when we find it appropriate to the overall notation.
Before we move on to explore this concept through numerous examples we noted that given a normed class (M; · M ) of multilinear mappings there is a natural choice for the polynomial class that could permit the pair becoming coherent or compatible. It is a well-known class, the definition of which we recall below. Definition 2.4. Let (M; · M ) be a normed class of multilinear mappings. Then we considered the class P M := P ∈ P;P ∈ M (1)
with the norm
inherited from the class M.
Before we prove the main result of this section, we need to recall an important notion in the class of multilinear mappings. Let S n denote the group of permutations of {1, . . . , n}. Given a multilinear operator A ∈ L( n E; F ) and a σ ∈ S n , define
We say that a subclass G of the class of continuous multilinear operators between Banach spaces is symmetric if A s ∈ G( n E; F ) whenever A ∈ G( n E; F ). If G is endowed with a function
be a sequence of symmetrical multi-ideals satisfying the conditions (CH1) and (CH3) of Definition 2.1. Then, the sequence of homogenous polynomials
satisfies the conditions (CH2) and (CH4).
Proof. We begin with condition (CH2). Let E, F be Banach spaces, P ∈ P M n+1 ( n+1 E; F ) and a ∈ E. By (CH1), we have
From the definition of P Mn , it follows that
Now, again from (CH1),
Thus we only need to take β 2 = β 1 . Now we verify the condition (CH4). Let P ∈ P Mn ( n E; F ) and Q ∈ P( m E). Note that,
Remark 2.6.
is a normed class of multilinear mappings satisfying the conditions (CH1) and (CH3), with β 1 = β 3 = 1, then by Proposition 2.5 and item (3) of Remark 2.3 we have that
is strongly coherent and strongly compatible with M 1 = P M 1 = I.
(2) We have an analogous result for coherence and compatibility, as was previously done in [22] , by adapting the verification of (CH4) for linear functionals instead of forms.
Now is the appropriate time to talk about the concept of hyper-ideals of multilinear mappings and homogenous polynomials. The definition of hyper-ideals of multilinear mappings was originally given in [7] , whose adaptation to the homogeneous polynomials is immediate, which will be enunciated below. Definition 2.7. Let 0 < p ≤ 1, (Q, · Q ) be a subclass of all homogenous polynomials with a function and (C m ) ∞ m=1 be a sequence of real numbers with C m ≥ 1 for every m ∈ N and C 1 = 1. For all n ∈ N and Banach spaces E and F , assume that:
is a linear subspace of P( n E; F ) containing the n-homogenous polynomials of finite type, (ii) the restriction of
-hyper-ideal if it satisfies the Hyper-ideal property: For n, m ∈ N, and Banach spaces E, F , G and H, if P ∈ Q( n E; F ), Q ∈ P( m G; E) and t ∈ L(F ; H), then t • P • Q ∈ Q( mn G; H) and
When C m = 1 for every m ∈ N, we simply say that (Q, · Q ) is a p-normed polynomial hyper-ideal. If the components Q( n E; F ) are complete with respect to the topology generated by
Because this definition is an intermediary concept between polynomial ideals and twosided ideals, introduced in [9] , many properties found there can be adapted for polynomials hyper-ideal. An notable exception can be made, regarding the class P M , as we will see next.
Definition 2.8. Let G be a subclass of the class of all continuous multilinear operators between Banach spaces endowed with a function · G : G −→ R. We define P G := {P ∈ P : there is A ∈ G such that P = A}, and
This class naturally forms a polynomial hyper-ideal, when G is a multilinear hyperideal, as ensures the next result.
Proof. We will prove only the hyper-ideal property. Given t ∈ L(F ; H), Q ∈ P H ( n E; F ) and R ∈ P(
Let us give a brief reason why, contrary to the case of multilinear/polynomial ideals, it is not to be expected that (P H , · P H ) is a polynomial hyper-ideal whenever (H, · H ) is a multilinear hyper-ideal. Given a multilinear hyper-ideal H, P ∈ P H ( n E; F ) and Q ∈ P( m G; E), P • Q does not belong to P H in general. Indeed, all we know is thatP ∈ H( n E; F ), and from the hyper-ideal property of H we can only conclude thatP •(Q, . . . ,Q) belongs to H. For P • Q to belong to P H we should have (P • Q)
∨ in H, so everything would work if (P • Q) ∨ =P • (Q, . . . ,Q). There is no hope for this equality to hold, because the multilinear operatorP • (Q, . . . ,Q) is not symmetric in general.
Thus, we need to impose an extra condition on the multilinear hyper-ideal (H, · H ) to guarantee that (P H , · P H ) is a polynomial hyper-ideal. As one could guess, the strongly symmetry is necessary. To arrive at this result the following lemma is needed.
Lemma 2.10.
(a) A subclass G of the class of continuous multilinear operators between Banach spaces is symmetric if, and only if,
is a strongly symmetric p-normed multilinear hyper-ideal, then
for all n ∈ N and P ∈ P H ( n E; F ).
Proof. The item (a) is immediately obvious from the definitions. For the item (b), only the second inequality demands a proof. Let P ∈ P H ( n E; F ) and A ∈ H( n E; F ) be such that A = P . SinceP = A s and H is strongly symmetric, we have
Taking the infimum over all such multilinear operators A to get the desired inequality.
Thus we have:
Proof. By item (a) of 2.10 P H = P H and by the item (b) of the same lemma, with p = 1, · P H = · P H . The result follows from Proposition 2.9.
With this result we can obtain a version of Proposition 2.5 for hyper-ideals.
Corollary 2.12. Let (H n , · Hn ) ∞ n=1 be a sequence of symmetrical hyper-ideals satisfying the conditions (CH1) and (CH3) of Definition 2.1. Then, the sequence of homogenous polynomials P Hn , · P Hn ∞ n=1 is a hyper-ideal that satisfies the conditions (CH2) and (CH4).
Before we finish the section it is worth noting that there are classes with distinct properties that satisfy the Definitions 2.1 and 2.2. In the examples in the following sections, all classes are at least multi-ideals. For the symmetric classes (M n ) N n=1 that satisfy the conditions (CH1) and (CH3), we can obtain, according to Proposition 2.5, the conditions (CH2) and (CH4) of Definition 2.1 when we take the class (P Mn ) N n=1 , thus concluding that the pair
is strongly coherent. It is also worth noticing that even with condition (CH5) giving the form of polynomial ideal associated with M n in order to become the pair strongly coherent (or compatible), we still have a variety of norms (which are not necessarily equivalent) · n that we can choose in P Mn that still maintain the pair ((P Mn , · n ) , (M n , · Mn )) N n=1 strongly coherent (or compatible), we will see some of these norms in the examples given in the next sections. Also note that the multi (hyper)-ideal properties are not directly related to the conditions of Definition 2.1, 2.2 or even the Definition 3.1 of [22] . For instance, we can have multi-ideals that satisfy our definitions of strongly coherent and strongly compatible and hyper-ideals that do not. We will also explore these notions in the followings sections.
Composition ideal
We begin by remembering the definition of the object that will be studied in this section. Such a definition could for instance be found in [5] .
Definition 3.1. Let I be an operator ideal and A ∈ L(E 1 , . . . , E n ; F ). We write A ∈ I • L n (E 1 , . . . , E n ; F ) if there is a Banach space G, a linear operator u ∈ I(G; F ) and an n-linear operator B ∈ L(E 1 , . . . , E n ; G), such that
If (I, · I ) is a p-normed ideal, we define
where the infimum is taken above all representations u • B of A.
The composition ideal is a hyper-ideal; for more details see [7] . In that work we also see that, when (I, · I ) is an p-Banach ideal, then the composition ideal is also an p-Banach hyper-ideal. Now, for the polynomial case, we recall the Definition 3.2. Given an operator ideal I and an n-homogeneous polynomial P ∈ P( n E; F ), we write P ∈ I • P n ( n E; F ) if there is a Banach space G, a linear operator u ∈ I(G; F ) and a n-homogeneous polynomial B ∈ P( n E; F ), such that,
If (I, · I ) is a p-normed ideal, we defined
The next result is immediate. Therefore, the proof will be omitted.
Proposition 3.3. When (I, · I ) is an p-Banach ideal, then I • P will be an p-Banach polynomial hyper-ideal.
We already know that P ∈ I • P( n E; F ) if, and only if,P ∈ I • L(E n ; F ) (see [5, Proposition 3.2 (b)]) and that the norms · I•P and · P I•L are equivalent (see [5, Proposition 3.7 (b)]). Therefore, we can take the definition of P I•L instead of the Definition 3.2.
We will verify that the sequence (
is strongly coherent and strongly compatible with I. This fact will be consequence of the following propositions. The next result can be proved with the same ideas of [12, Proposition 3.1].
Proposition 3.4. Let T ∈ I • L n+1 (E 1 , . . . , E n+1 ; F ) and a j ∈ E j , where j = 1, . . . , n+ 1.
Proof. Let T ∈ I • L n (E 1 , . . . , E n ; F ) and Q ∈ L(E n+1 , . . . , E n+m ), there is a Banach space G, a linear operator u ∈ I(G; F ) and an n-linear mapping B :
. . , E n+m ; F ). We also have
where the infimum are taken over every representation of
Since (I • L n ) is symmetric, it follows from Proposition 2.5 that
is strongly coherent and compatible with the ideal I.
Example 3.7. Ryan [27] proved that P K = K • P and P W = W • P and Pe lczyński [23] proved that
So, Theorem 3.6 guarantees that the pairs (P K,n , L K,n ) N n=1 of compact homogeneous polynomials and multilinear mappings and (P W,n , L W,n ) N n=1 of weakly compact homogenous polynomials and multilinear mappings are strongly coherent and compatible with K and W, respectively. The same is true for the pair of finite rank polynomials/multilinear mappings (see [20, 
Dunfort-Pettis
In this section we discuss the class of Dunford-Pettis multilinear mappings (for the linear case, we refer to [1, 2, 10] ), which will allow us to verify the independence of conditions (CH1) and (CH3). It is easy to find a multi-ideal that satisfies (CH1) but not (CH3); for example, the finite type mappings (or the mappings that can be approximate by finite type, if we want a complete class). The study of this class is justified because it has the property to satisfy (CH3) but not (CH1). It follows directly from this that it is not approximable by operators of finite type.
Definition 4.1. Let E 1 , . . . , E n and F be Banach spaces. A continuous multilinear mapping T :
In that case we write T ∈ L DP (E 1 , . . . , E n ; F ).
Definition 4.2. Let E and F be Banach spaces. A continuous n-homogeneous polynomial P : E → F is called Dunford-Pettis when
for any sequences (x j ) ∞ j=1 ⊂ E that converges weakly to zero. In that case we write P ∈ P DP ( n E; F ).
An important fact about this class is the following:
(ii) The class (P DP ; · ) is a Banach polynomial ideal.
Proof. We will do the first assertion, the second is analogous. We begin by showing that the finite type mappings are contained in
⊂ E i weakly convergent to zero. Then
clearly converges to zero. Now we can check the ideal propriety. Let G 1 , . . . , G n , E 1 , . . . , E n , F, H be Banach spaces, u i ∈ L(G i ; E i ), i = 1, . . . , n, T ∈ L DP (E 1 , . . . , E n ; F ) and t ∈ L(F ; H). Also let
⊂ G i be weakly convergent to zero. Because u i is continuous we have that
is a weakly convergent sequence to zero in E i , i = 1, . . . , n. Since (G 1 , . . . , G n ; H).
Now we need to prove that L DP (E 1 , . . . , E n ; F ) is closed in L(E 1 , . . . , E n ; F ). In order to do that, let (T k ) ∞ k=1 ⊂ L DP (E 1 , . . . , E n ; F ) a convergent sequence, say to T ∈ L(E 1 , . . . , E n ; F ). We have to show that T is Dunford-Pettis. Given ǫ > 0, there is k 0 ∈ N, such that
. . , n, weakly convergent to zero sequences. Since all weakly convergent sequences are bounded, there is M > 0, such that x
, where CC is the class of the operators completely continuous. So, if L DP were a hyper-ideal, we would have
that is a contradiction. Proof. Let T ∈ L DP (E 1 , . . . , E n ; F ) and Q ∈ L(E n+1 , . . . , E n+m ). Let also x converges to zero. Therefore QT ∈ L DP (E 1 , . . . , E n+m ; F ).
Let's show that L DP does not satisfy (CH1). Consider E a Banach space and take a ∈ E \ {0}. Then, by the Hahn-Banach Theorem there is ϕ ∈ E ′ , such that |ϕ(a)| = 1.
It is easy to see that T is continuous bilinear application. Now if x j w −→ 0 in E and
Now note that T a / ∈ L DP (ℓ 2 ; ℓ 2 ). Indeed, consider e j ∈ ℓ 2 , j ∈ N. It is well known that e j converges weakly to zero in ℓ 2 . But
does not converges to zero in ℓ 2 , that is, L DP does not satisfy (CH1).
Inequality method
The inequality method was introduced in [8] as a class of multilinear mappings that form a hyper-ideal. We recall those definitions and results. (ii) For all x ∈ E and j ∈ N, we have (0, . . . , 0, x, 0, . . . ) ∈ X (E), where x is placed at the jth coordinate, and (0, . . . , 0, x, 0, . . .
(iii) For every u ∈ L(E; F ) and every finite E-valued sequence (x j )
.
When p = 1 we simply say that X is a sequence functor.
Definition 5.2. Let 0 < p, q ≤ 1, p-sequence functor X and q-sequence functor Y. We say that an A ∈ L(E 1 , . . . , E n ; F ) is (X − Y)-summing if there is a constant C > 0 such that
for all k ∈ N and any finite sequences x
. . , n. In this case we write A ∈ (X − Y)(E 1 , . . . , E n ; F ). The infimum of constants C > 0 that satisfies the condition (2) is a q-norm in (X − Y)(E 1 , . . . , E n ; F ), that will noted by · (X −Y) . Definition 5.3. Let 0 < p, q ≤ 1. We say that an p-sequence functor X is scalary dominated by the q-sequence functor Y when, for all finite sequence (λ j )
is an q-Banach hyper-ideal.
The proof of the next result is easily verified, and will be omitted.
Proposition 5.5. Let T ∈ (X − Y) n+1 (E 1 , . . . , E n+1 ; F ) and a i ∈ E i , i = 1, . . . , n. Then
Proof. Let T ∈ (X − Y) n (E 1 , . . . , E n ; F ) and Q ∈ L(E n+1 , . . . , E m ). Then
Thus,
QT ∈ (X − Y) n (E 1 , . . . , E n+m ; F ) and
We could define the polynomial case in the intuitive way. However, this treatment is not suitable in our context. For instance, in [15] it was shown that the polynomial ideal
, generated by this method, is not compatible with the ideal p , according to [22] . Thus, we follow the natural approach and work with the class P (X −Y) . This is a hyper-ideal, by Proposition 2.11, because it is not to difficult to see that the class (X − Y) is strongly symmetric. Moreover, by Proposition 2.5, we have that is true the conditions (CH2) and (CH4). Therefore, by the Remark 2.3 item (3) we conclude that:
is strongly coherent and compatible with (X − Y) 1 .
6 I-bounded method Definition 6.1. Let I be an operator ideal. We say that a subset K of a Banach space F is I-bounded if there is a Banach space H and a linear operator u ∈ I(H; F ), such that, K ⊂ u(B H ). The class of I-bounded operators is denoted by C I (F ). Definition 6.2. Let I be an operator ideal. We say that a mapping A ∈ L(E 1 , . . . , E n ; F ) is I-bounded if
In other words, there is a Banach space H and an operator u ∈ I(H; F ), such that,
We denoted by L I the class of I-bounded mappings. If · I is an p-norm in I, then we can define a norm in L I , by
In [8] was proven the following.
Now we are going to show that L I satisfies the conditions of coherence and compatibility introduced at the beginning of the paper.
Proof. As in other proofs on the same subject, we only do the case j = 1. Let T ∈ L (n+1) I (E 1 , . . . , E n+1 ; F ) and a 1 ∈ E 1 , there is a Banach space H and a linear operator u ∈ I(H; F ), such that, for any x j ∈ E j , j = 2, . . . , n + 1,
We considered the operator a 1 u ∈ I(H; F ). In this way,
Then,
Thus we conclude, T a 1 ∈ L (n)
Taking the infimum above all operators u that satisfies (3), we have
I (E 1 , . . . , E n ; F ) and Q ∈ L(E n+1 , . . . , E n+m ), there is a Banach space H and a linear operator u ∈ I(H; F ), such that, for any (
That is, it exist h ∈ B H , such that, T (x 1 , . . . , x n ) = u(h). Now
where (x 1 , . . . , x n+m ) ∈ B E 1 × · · · × B E n+m . Considering the operator
we haveũ ∈ I(H; F ) and
We also have,
Then, taking the infimum above all operators u that satisfies (3),
Now we analyze the polynomial case. Using that A σ (B E ×· · ·×B E ) = A(B E ×· · ·×B E ) it is not difficult to see that L I , · L I is a strongly symmetric hyper-ideal. Thus the pair
is strongly coherent and compatible with L
I , according to Proposition 2.5 and item (3) of 2.3. Now we begin the analysis of the case where the definition is independent of the multilinear case. Definition 6.6. Let P ∈ P( n E; F ) and I be an operator ideal. We say that P is I-bounded if P (B E ) ∈ C I , that is, there is a Banach space H and a linear operator u ∈ I(H; F ), such that P (B E ) ⊂ u(B H ).
We denoted the I-bounded polynomial space by P (n) I ( n E; F ). We can also define, in the same fashion as the multilinear mappings, a norm in P (n) I ( n E; F ) through the norm of I in the following manner. We considered the mapping · P We denoted the class of I-bounded homogeneous polynomials by P I .
Adapting the proof of [8, Theorem 3.3 ] for polynomials we get: Theorem 6.7. Let (I, · I ) be an p-Banach operator ideal. Then (P I , · P I ) is an p-Banach polynomial hyper-ideal. Proposition 6.8. Let E and F be Banach spaces. Then P ∈ P (n) I ( n E; F ) if, and only if, P ∈ L (n) I ( n E; F ).
Proof. Given P ∈ P (n) I ( n E; F ), then there exists a Banach space H and a linear operator u ∈ I(H; F ) such that P (B E ) ⊆ u(B H ). Let x 1 , . . . , x n ∈ B E and ε 1 , . . . , ε n = ±1. Since ε 1 x 1 + · · · + ε n x n n ∈ B E , there is z ε 1 ,...,εn ∈ B H such that P ε 1 x 1 + · · · + ε n x n n = u (z ε 1 ,...,εn ) .
Then w := 1 2 n ε j =±1 ε 1 · · · ε n z ε 1 ,...,εn ∈ B H . By the Polarization Formula, P (x 1 , . . . , x n ) = 1 n!2 n ε j =±1 ε 1 · · · ε n P (ε 1 x 1 + · · · + ε n x n ) = 1 n!2 n ε j =±1 ε 1 · · · ε n n n P ε 1 x 1 + · · · + ε n x n n = n n n!2 n ε j =±1 ε 1 · · · ε n u(z ε 1 ,...,εn ) = n n n! u(w) ∈ n n n! u(B H ).
Since n n n! u ∈ I(H; F ), we conclude thatP (B E × · · · × B E ) ⊆ n n n! u(B H ), proving thať P ∈ L (n) I ( n E; F ). Conversely, the other implication follows easily from the definitions.
Proposition 6.9. Let a ∈ E and P ∈ P (n+1) I ( n+1 E; F ). Then P a ∈ P (n) I ( n E; F ) and
Proof. Let a ∈ E, a = 0 and P ∈ P (n+1) I ( n+1 E; F ). By Proposition 6.8,P ∈ L (n+1) I ( n+1 E; F ).
So,P a ∈ L (n) I ( n E; F ). SinceP a = (P a ) ∨ , it follows that (P a ) ∨ ∈ L (n) I ( n E; F ). Therefore, by Proposition 6.8, P a ∈ P (n) I ( n E; F ). SinceP ∈ L (n+1) I ( n+1 E; F ), there exists a Banach space H and a linear operator u ∈ I(H; F ), such thatP (B E × · · · × B E ) ⊂ u(B H ) So, P a (x) =P (a, x, . . ., x) =P a a , x, . . . , x a . Since a u ∈ I(H; F ), we have P a (x) ∈ a u(B H ). So, P a P I ≤ a u I for every u ∈ I(H; F ), such thatP (B E × · · · × B E ) ⊂ u(B H ). Therefore
Using the same argument of Proposition 6.5 we can prove Proposition 6.10. Let P ∈ P (n) I ( n E; F ) and Q ∈ P( m E). Then P Q ∈ P (n+m) I
( n+m E; F ) and P Q P (n+m) I ≤ P P (n) I
Q .
Thus we can also conclude that the pair
I .
