Abstract: Given a quantum many-body system with few-body interactions, how rapidly can quantum information be hidden during time evolution? The fast scrambling conjecture is that the time to thoroughly mix information among N degrees of freedom grows at least logarithmically in N . We derive this inequality for generic quantum systems at infinite temperature, bounding the scrambling time by a finite decay time of local quantum correlations at late times. Using Lieb-Robinson bounds, generalized Sachdev-Ye-Kitaev models, and random unitary circuits, we propose that a logarithmic scrambling time can be achieved in most quantum systems with sparse connectivity. These models also elucidate how quantum chaos is not universally related to scrambling: we construct random few-body circuits with infinite Lyapunov exponent but logarithmic scrambling time. We discuss analogies between quantum models on graphs and quantum black holes, and suggest methods to experimentally study scrambling with as many as 100 sparsely-connected quantum degrees of freedom.
Introduction 1
Despite the unitarity of time evolution in quantum mechanics, it is still possible for an isolated manybody quantum system to thermalize and dissipate. The origin of thermalization in such systems is the spreading of quantum information and entanglement. Information which was once stored in small regions of space, or in simple operators, can only be accessed by measuring a finite fraction of all N 1 degrees of freedom at late times. Our inability to perform such complicated measurements is why these closed quantum systems still appear thermal.
Understanding the process of thermalization in quantum systems is of great interest for a number of reasons. Firstly, a quantitative understanding of quantum thermalization, together with the emergence of hydrodynamics, remains an incredibly hard problem [1] with experimental applications in nuclear, condensed matter and atomic physics. Secondly, as quantum information has been hidden -but not destroyed -under unitary time evolution, constraints on thermalization also imply bounds on quantum information processing and protection [2] .
A natural question is whether thermalization can occur arbitrarily fast. Remarkably, evidence from black hole physics has led to the conjecture that fundamental bounds on the "scrambling" of quantum information do exist: the time t s before quantum information can be thoroughly lost to a 'local' observer obeys [3] t s log N λ s , (N → ∞)
with λ s N 0 . This conjecture comes from a thought experiment where black holes appear to clone quantum states (in violation of a theorem [4, 5] ) unless t s obeys (1) . Three immediate questions arise. Can this conjecture be understood on general quantum mechanical grounds, without appealing to black holes? If so, what is λ s ? In which systems can the bound (1) be saturated? The purpose of this paper is to explore and resolve such questions in a broad class of quantum systems.
We first clarify the conjecture. For simplicity, consider a Hilbert space H which is a tensor product of N two-dimensional Hilbert spaces H i . We refer to each H i as a single degree of freedom (DOF). We shall be concerned with the class of Hamiltonians H acting on H that are k-local in the computer science sense: namely, they involve products of at most k Pauli matrices σ α i : 
We will always take k to be finite in the thermodynamic limit N → ∞. The coefficients above are normalized so that the Hamiltonian is extensive. We define the scrambling time as the time after which two initially unentangled halves of a system become nearly maximally entangled. Let A ⊂ {1, . . . , N } be a subset of N = pN of the degrees of freedom, with 0 < p 1 2 , such that H = H A ⊗ H A c . Given a time-dependent pure state |Ψ (t) , we define the reduced density matrix of A:
and the von Neumann entanglement entropy
If the initial state |Ψ (0) = |Ψ A ⊗ |Ψ A c has no entanglement between A and its complement, then we define the scrambling time as the smallest time when [3] S A (t s ) S max A − a,
regardless of the choice of initial unentangled state and for any bipartition A, A c . Here S max A = N log 2, and a ∝ N 0 is a fixed constant offset as N → ∞. Since log N ≈ log N , we will see that the choice of a or p should not affect (1) at leading order in N . Extending these definitions to quantum systems where H i are higher-dimensional is straightforward. Another generalization of the fast scrambling conjecture in more quantum information theoretic terms was given in [6] .
Fast Scrambling from Local Correlation Functions 2
We are now ready to answer the first of the questions posed previously: can the fast scrambling conjecture be proved for arbitrary quantum systems using purely quantum mechanical arguments? We sketch a proof here by demonstrating that scrambling is ultimately limited by the slow growth of entanglement at late times. Specifically, we shall find that t s log N because a fixed, generic k-local Hamiltonian cannot readily entangle two subsystems that are already nearly maximally entangled. This slowdown of entanglement growth at late times can be related to the decay of two-point correlators, which generically decay exponentially. While entanglement may grow rapidly at early times, this exponential time-dependence implies that the approach to maximal entanglement at long times is not arbitrarily fast.
We make this intuition precise by considering an initially unentangled set of N qubits evolving under an arbitrary k-local Hamiltonian, and observe the approach to scrambling from the point of view of individual qubits i. (These arguments are easily generalized to DOF with Hilbert spaces of arbitrary dimension.) Close to the scrambling time t s a typical qubit i will be highly entangled with the rest of the system, so that its reduced density matrix ρ i is nearly maximally mixed:
where α i (t) are parameters encoding the approach of the density matrix toward the maximally mixed state ρ i (t) → 1 2 I i . Since the qubits are initially unentangled, ρ i (0) is pure: as a consequence, max α ( α i (0))
. The fast scrambling conjecture follows from two assertions: firstly, that the functions α i (t) must decay to a small value of order O(1/ √ N ) at the scrambling time t = t s ; and secondly, that the decay of α i (t) can occur no faster than exponentially quickly: α i (t) e −λ 2 t as t → ∞, for a finite rate λ 2 ∝ N 0 . Together, these statements imply the fast scrambling conjecture: it is impossible to scramble at time t λ −1 2 log N . The first statement is proved by considering the formal definition of scrambling (5), which requires that the entanglement entropy S A of any subsystem A be nearly maximal. By the property of subadditivity, the entanglement entropy of A can be no larger than the sum of the entanglement entropies of its constituent qubits:
where S i denotes the entanglement entropy of qubit i with the other N − 1 qubits. Intuitively, (7) holds because the right hand side measures entanglement between different qubits in A that will not be counted in S A . Using (6), we can then quantify the growth of single-qubit entanglement S i (t) in terms of the decaying functions α i (t). Taylor expanding
This expansion is sensible for α i (t) 1, at a time when the initially unentangled qubits become significantly entangled. Combining (7) and (8), we obtain:
In order for S A (t) to be nearly maximal as defined in (5), we require that i,α ( α i (t)) 2 < 4a or that
N for at least half of the qubits i. When N → ∞, O( 3 ) corrections to (9) are negligible. It remains to demonstrate that the functions α i (t) cannot decay arbitrarily quickly, or equivalently, that entanglement cannot build up in the system arbitrarily quickly. This is the main physical content of the fast scrambling conjecture. To show this, we relate the decay of the functions α i (t) to the decay of twopoint correlation functions, and argue on general grounds that such correlators cannot decay arbitrarily quickly. We note that other recent work [7, 8, 9, 10] has also discussed contributions to scrambling arising from the decay of two-point functions.
Using (6), we may write:
where ρ is the initial (separable) state of the entire many-qubit system and tr denotes a trace over the entire system. We expect that single-site correlation functions for the initial state ρ can decay no faster than they decay for the initial state ρ i (0) ⊗ ρ ∞ −i , where ρ ∞ −i = I −i /2 N −1 is the maximally-mixed state of all qubits other than qubit i. That is, for a constant C ∝ N 0 ,
The intuition behind this inequality is that the state ρ ∞ −i serves as an infinite-temperature bath that relaxes qubit i faster than any other initial state. A more formal perspective is found in Supporting Information. Combining (10) and assuming (11) holds exactly as an inequality:
where λ 2 is the decay rate of infinite-temperature two-point correlators, and C is an O(1) constant.
Crucially, the decay rates λ 2 will be finite for generic qubit i, with generic Hamiltonian. In Supporting Information, we find that λ 2 ∝ N 0 whenever the Hamiltonian H is extensive and k-local (with k finite), and when the density of eigenvalues of H is a smooth function in the large-N limit. Combining (9) and (12) with the definition of the scrambling time (5), we find that 2λ 2 λ s . Entanglement grows slowly at late times whenever local two-point functions decay exponentially (which generically does occur). Hence we derive the logarithmic lower bound (1) on scrambling. The origin of the logarithmic divergence in the scrambling time is the slow saturation to a maximally entangled state at late times.
Out-of-Time-Ordered Correlators and Operator Growth 3
We now turn to our final question: when might (1) be saturated? The exponential decay of two-point functions is necessary but not sufficient for fast scrambling: for example, a system made of two decoupled fast scramblers is not itself a fast scrambler (information cannot spread between decoupled systems). To answer this question, therefore, we now turn to another probe of fast scrambling: the growth of operators [10, 11, 12] . In particular, we bound the growth of operators, and t s , by how the Hamiltonian connects the N degrees of freedom.
Recall that in the Heisenberg picture, an operator O evolves in time as O(t) = e iHt Oe −iHt . Suppose that at time t = 0, O acts only on qubits in A: we may store quantum information by preparing the system in the mixed state ρ(0) = |Ψ O Ψ O | ⊗ 2 −|A c | I A c , where |Ψ O is an eigenvector of O. Whereas initially S A [ρ(0)] = 0, in a scrambling quantum system S A [ρ(t)] becomes large at late times: equivalently, almost every eigenvector of O(t) must be highly entangled between A and A c , even though O acts only on A. This is only possible if O(t) itself is a complicated operator. We may parameterize the growth of the operator O(t) by writing
where O R (t) is an operator that acts non-trivially on qubit i if and only if i ∈ R, with O R = 1, where
is the operator norm. Note that the real coefficients a R (t) obey R a R (t) 2 = 1. Whereas at t = 0, a R (t) = 0 only when R ⊆ A, at the scrambling time almost all weight a R (t) is on large operators where R contains O(N ) qubits in both A, A c . One way to effectively describe the growth of operators without listing every a R (t) is to ask what fraction of the operator O(t) acts non-trivially on qubits j in A c . Expanding the operators O(t), O R (t) over the complete basis of tensor products of Pauli matrices, we find that the overlap with qubit j is [13] 1 8
Using (14), we can easily find an operator σ α j for which
Since operator growth is bounded from above by (15), if we can place an upper bound on the time t * at which [O(t * ), σ α j ] becomes O(1), then we bound the scrambling time. We achieve this by generalizing [11, 14, 15 ] the Lieb-Robinson theorem [16] to more general Hamiltonians such as (2) . Historically, the Lieb-Robinson theorem was used to show that commutator norms in lattice models can only be large inside of an emergent "lightcone." Here, we will strengthen the Lieb-Robinson theorem and show that the growth of operators is intimately tied to the structure of the interaction graph of the Hamiltonian.
For simplicity, we will focus on 2-local Hamiltonians, leaving a more general discussion to Supporting Information. To any 2-local Hamiltonian
we may associate a discrete, undirected graph G = (V, E), where DOF live on the vertices v ∈ V and interact pairwise via couplings H uv if and only if the pair u, v is connected by an edge e = (u, v) ∈ E. The connectivity of the graph G is described by the adjacency matrix
and the degree matrix D uv = k v δ uv , where the degree k v = u A uv of a given vertex v counts the number of vertices it is connected to. Denoting
where K = 1 N v k v is the mean degree, and assuming c ∝ N 0 by extensivity, our generalized Lieb-
where O v is any operator with support only on vertex v. This result is derived by using the triangle inequality:
These bounds can be repeated at every order in t and resummed to give (19) : see Supporting Information. Crucially, since the result (19) bounds the operator norm · , it bounds operator growth at infinite temperature since O 2 = tr(ρ ∞ O † O) where ρ ∞ = 2 −N I N is the infinite-temperature thermal state of all N qubits.
It is instructive to average (19) over all choices of u and v:
where k max is the maximal degree in the graph. Whenever k max /K is finite, we see that operator growth is constrained to be exponentially fast. The form of the bound (20) is particularly useful because it naturally bounds the growth of out-of-time-ordered correlators (OTOCs) such as tr( 
where e ≈ 2.718 and d uv is the minimal path length between vertices u and v. This is the classic Lieb-Robinson bound [16] . Operators spread at most ballistically through the graph, and the timescale required for an arbitrary operator to spread throughout the entire system is limited by the path length between the two most distant sites max u,v (d uv ), or the graph diameter. We immediately conclude that only graphs with diameter max u,v (d uv ) log N can support fast scrambling [11, 15] . Fast scrambling is thus impossible for spin models on regular lattices in D spatial dimensions [23] , where the diameter ∝ N 1/D . On the other hand, fast scrambling is expected to be rather generic on almost every connected sparse random graph, whose diameter is O(log N ) for any K > 2 [24] . How "random" must a sparse graph of fixed degree k v = K be to host a fast scrambler? It is likely that any finite amount of non-locality is sufficient. For example, consider the small world network [25] depicted in Figure 1d , which is constructed by starting with a one-dimensional cyclic graph where each of the N vertices connects to its nearest K/2 neighbors on each side, and randomly re-wiring a fraction p 1/K of the edges to connect two randomly chosen vertices. The typical distance between two vertices in the small world graph is [26] 1
Using (22), we see that infinitesimal randomness (p > 0) is sufficient for logarithmic scrambling. In order to check our assertion that fast scrambling is achievable on generic sparse graphs, we study a maximally chaotic toy model on a random graph by choosing the H uv in (16) to be generalized SachdevYe-Kitaev (SYK) models [27, 28, 29, 30] . The SYK model is a model of M 1 Majorana fermions interacting via random all-to-all q-body interactions. To construct our toy model, we select a graph G consisting of L vertices and place one SYK model on each vertex v. The local Hilbert space on each vertex has dimension dim(H v ) = 2 M/2 . We then couple pairs of vertices u, v by introducing random q-body interactions involving q/2 fermions from each of the two vertices u, v whenever there is an edge (u, v) in G. The result is a model of N = M L/2 strongly-interacting degrees of freedom that is both maximally chaotic and analytically tractable. Our main result for these generalized SYK models is the computation of OTOCs; as discussed earlier, the time t * when OTOCs become large is a lower bound on t s . We find that whenever the graph Laplacian Λ uv = D uv − A uv has a single vanishing eigenvalue as N → ∞:
where λ SYK L is the Lyapunov exponent of the fully connected SYK model, which has previously been computed [30] . As log M + log L ≈ log N , (24) is the same time that it takes for OTOCs to grow large in a fully connected SYK model of N fermions. Remarkably, (24) holds whenever the graph has the property that for an arbitrary subset A ⊂ V with |A| 1, the "surface area" of the subregion (i.e. the number of vertices in A connected to vertices not in A) is proportional to |A| (see Supporting Information, and Figure 1 ). Generic random graphs have this property, implying that all-to-all connectivity in G can be redundant and is not necessary for fast scrambling.
Random Quantum Circuits 4
Now, let us return to the question of OTOC growth when k max /K diverges as N → ∞. In this regime, (19) and (20) do not rule out rapid OTOC growth in a time t * independent of N (or worse). A simple example is the Hamiltonian
For this model, (19) implies that
In this case, the bound (19) allows the possibility that OTOCs are large by the time t * ∼ N −1 log N . Is (19) accurately capturing incredibly rapid operator growth, or is it simply a lousy upper bound on an exponentially growing commutator norm? We can answer this question explicitly in a solvable quantum dynamical system: a random unitary circuit (RUC) [2, 31, 32, 33, 34] . In the RUC, the time evolution operator e −iHt is replaced by a product of N t unitary operations U , each of which act on a finite number k of the DOF (to mimic k-locality). The simplifying assumption is that we uniformly average over all allowed local unitary operations, which reduces the resulting dynamics to a classical stochastic process [32, 33, 34] .
For example, consider a 2-local RUC in the limit where the local Hilbert space dimension d → ∞. (A full discussion of RUC dynamics at finite d is presented in Supporting Information.) A 2-local unitary U uw acting on vertices u and w almost surely acts on tensor product operators as follows, where we use O to represent any non-identity operator:
Here O rest denotes operators acting on the remaining N − 2 vertices. Suppose that the allowed u and w correspond to a uniformly chosen edge from a given graph G. From (27) , if an arbitrary operator O acts either on u or w, then U † uw OU uw acts on both u and w. A series of random unitary operations U uw applied in this manner will spread information from an initial vertex v across the entire system, similar to the way in which an operator O v (t) initially localized on vertex v grows under time evolution as in (13) . This is reminiscent of a spreading 'infection,' where we say a vertex u is 'infected' if and only if a non-identity operator O u is present on u. From (27) , infections spread whenever we choose an edge that connects infected and uninfected vertices. The resulting infection dynamics is equivalent to the well-known SI model [35] . Therefore, we can use the theory of infection spreading on general graphs to understand the spread of operators in the RUC.
Of particular interest is the fact that infections spread faster than exponentially on heterogeneous networks in the SI model [36] . A heterogeneous network is one where the probability p(k) that vertex v has degree k v = k has a heavy tail, with the variance of p(k) diverging as N → ∞. An example is the interaction graph of (25) . An RUC on this graph will be 'super-chaotic,' with λ L = ∞. To model the commutator in (26), we start with vertex 1 infected at t = 0. At time t 0 (whose probability distribution is P(t 0 > s) = e −s ) the infection will jump to the central vertex N . Starting from the time t 0 when N is infected, the probability that vertices 2, . . . , N − 1 are infected is 1 − e t 0 −t (t > t 0 ). At time t = t 0 + log 2, vertex 2 is infected with probability
] is large. Thus, this RUC exhibits an operator growth time t * ∝ N 0 log N . While our bound (26) is very weak, the conclusion that operator growth is faster than on a regular graph, where all vertices have the same degree, remains.
In agreement with our earlier discussions, however, the scrambling time in the RUC is ultimately limited by the slow growth of entanglement entropy at late times. To demonstrate this, suppose we start in a tensor product state |Ψ (0) = ⊗ v |Ψ v . Choose an arbitrary subset A of half of the vertices, with S A (t = 0) = 0. To generate nearly maximal entanglement S A (t) 2K. Therefore, the time t A it takes to choose every vertex in A obeys t A 1 2 log N with high probability: at shorter times at least one vertex has not yet been chosen. Since t s t A , the fast scrambling conjecture (1) holds, despite the system exhibiting an infinite Lyapunov exponent.
Discussion 5
We have shown that the scrambling time in few-body quantum dynamics is always bounded by the decay rates of local operators. By contrast, there is no universal relationship between fast scrambling and quantum chaos. In particular, we emphasize that the rapid growth of OTOCs is not always a reliable indicator of fast scrambling. For instance, the SYK model is highly chaotic, but generates entanglement extremely slowly at late times [37] . On the other hand, we found a RUC model which is 'super-chaotic' (λ L = ∞) at early times, yet still obeys the fast scrambling conjecture. Furthermore, while black holes are believed to be the fastest scramblers in nature [3] , they are 'less' chaotic than this RUC: known Hamiltonians related to black holes have a finite Lyapunov exponent at all temperatures. One reason for this is that microscopic quantum models of black holes [38] have homogeneous, k-local, all-to-all connectivity. Heterogeneous connectivity is required to obtain λ L = ∞, as shown by our generalized Lieb-Robinson bounds.
That scrambling is instead intimately connected to local decay rates is reminiscent of the historical origins of the fast scrambling conjecture in black hole physics. The ringdown of quasinormal modes in a time t s ∝ log N is in large part the motivation for the conjecture [2, 3] . Furthermore, the scrambling time of black holes appears as fast as possible without measurable violations of quantum no-cloning theorems [2] . Rather than cloning information, black holes rapidly generate entanglement between degrees of freedom. Our arguments show that the rate of this entanglement growth is limited by the finiteness of decay rates in general quantum systems. In the context of the AdS/CFT correspondence [39] , these decay rates are those of black hole quasinormal modes. This makes the original justification of fast scrambling precise.
There is another remarkable analogy between black holes and quantum dynamics on random graphs. The area of a black hole is proportional to the thermal entropy [40] , which is in turn proportional to the total number of degrees of freedom N . Generic random graphs have a similar property, where a significant fraction of vertices in any connected region A ⊂ V are located at the boundary of A -they connect to the 'outside.' This is in contrast to, say, a regular lattice, in which most of the vertices of any particular connected region A reside deep within the volume of A and do not connect to vertices outside A. See Supporting Information for a precise statement, and Figure 1 for a pictorial demonstration of this result; see also [41] . As a specific example, on any graph with this property "area ∝ N ," our generalized SYK model is just as chaotic as the fully connected model, where the fully connected model is itself a crude model of a black hole [28, 30] .
Outlook 6
The most important extension of our results is to finite temperature quantum dynamics. We conjecture that at all temperatures and for all initially unentangled states, the scrambling time is limited by the decay of thermal two point functions. A proof likely requires more sophisticated methods than what we have developed here: see [10] for some preliminary directions. More interestingly, our explicit construction of random circuits with λ L = ∞ is surprising given that, under mild assumptions, Lyapunov exponents generally are bounded from above by λ L 2πk B T / at finite temperature T [42] , where = h/2π and k B and h are Boltzmann's and Planck's constants, respectively. Our work does not contradict [42] , however: the RUC is not generated by a fixed Hamiltonian, and should be considered as a model of infinite temperature dynamics where the bound of [42] is trivial. However, a necessary condition to obtain λ L 2πk B T / is that OTOCs stay sufficiently small (O( 1 N )) at early times. This condition fails on heterogeneous graphs.
Our discussion of scrambling on sparse graphs is also relevant for experimental efforts to realize highly chaotic quantum systems. Simulations of Hamiltonians on sparse graphs can leverage, for instance, the non-local interactions naturally afforded by cavity quantum electrodynamics (QED) setups. Cavity QED systems have long provided the ability to engineer strong non-local interactions between atoms, where virtual photons in the cavity mode mediate correlated spin-flips between positionally fixed atoms whose ground states serve as pseudo-spin-1 2 degrees of freedom [43, 44, 45] . While single-mode cavities naturally generate uniform all-to-all couplings between spins [46, 47, 48, 49] , additional experimental tools may be used to engineer non-local interactions on more general graphs.
Spin models on sparse graphs, for instance, can be obtained in a single-mode cavity by suppressing interactions with a magnetic field gradient and selectively enhancing interactions between pairs of atoms at particular distances by driving the ensemble with multi-frequency light [50] . Similarly, by coupling an ensemble of atoms to a multimode cavity and controlling their positions with, e.g., optical tweezers [51] , one may obtain spin models whose interactions correspond to a complete graph, but whose strength and sign are disordered, similar to random couplings in the SYK model [52, 53] . While these tools would enable the implementation of scrambling dynamics, several groups have also demonstrated techniques to measure OTOCs via interferometric protocols [54, 55, 56, 57] , thereby allowing one to experimentally observe and characterize the growth of operators in these systems. Owing to the presence of photon losses in cavity setups, one is always restricted by the effects of dissipation which limit the allowed time evolution of the system before decoherence sets in. With state-of-the-art cavity systems deep in the strong coupling regime, however, we expect that it is possible to realistically observe scrambling in systems of as many as 100 spins in the near future.
Bounding the Growth of Entanglement A
The supporting information contains the technical details of the results announced in the first section. Henceforth, we will assume that the Hamiltonian is k-local on a hypergraph with L vertices, and that the local Hilbert space dimension is 2 M . Here we are only interested in models where M is strictly finite: e.g.
In this section, we sketch a proof that λ 2 is finite under rather general circumstances: (i ) the k-local Hamiltonian (2) is extensive, and (ii ) the spectrum of the many-body Hamiltonian approaches a smooth distribution in the thermodynamic limit. The proof proceeds in two parts. Let ρ v (t) be the reduced density matrix for vertex v at time t, and define
First, we show that if M log 2 − S (2) v = δ, and 2 M δ 1,
Secondly, we show that
where O v and O v are local operators on vertex v, and λ * v is a v-dependent decay rate which is independent of N for almost all vertices.
With these two results in hand, we now consider the von Neumann entanglement entropy of a region A consisting of L = pL of the vertices in the graph, with 0 < p
and
if half of the vertices within A have decay rates λ 2v λ 2 , then such vertices must (on average) have δ 4a L in order for M L log 2 − S v a. In the thermodynamic limit (L → ∞ with M finite), we will show that there exists a positive constant C ∝ N 0 for which δ Ce −λ 2 t , which proves (12).
A.1 Relating Renyi to von Neumann Entropy
First we show (29) . If 0 p i 1 denote the eigenvalues of the reduced density matrix ρ v , then
Also observe that p i = 1. Let
and let M log 2 − S
Thus, for all i,
Now, when 2 M +1 δ 1,
and so
Taylor expanding the equality in (35) , and using (36), we obtain (29).
A.2 Renyi Entropy and the Memory Function
Next, we derive an exact, albeit non-local in time, equation of motion for S (2) v (t). To do so, let us consider the vector space of all Hermitian operators which act on the Hilbert space of vertex v. The density matrix |ρ v ) is in this vector space. A basis set for this vector space is {|I), |T a v )}, where T a v denote the Hermitian generators of SU(2 M ), acting on vertex v alone. An (orthogonal) inner product for this basis is
Our goal is now to find a linear equation for |ρ v (t)). This can be done, as the Schrödinger equation is linear. However, as we are integrating out degrees of freedom, the resulting equation will be nonlocal. This is the essence of the memory function formalism [58, 59, 60] . Unlike in the usual of the memory function equations (in real time), here we will also need to keep track of additional terms related to the initial conditions of the entire many-body state. We will ultimately argue that these additional terms cannot generally modify (30) .
The key point is as follows. First, let us temporarily expand the vector space to include the set of all Hermitian matrices. Our goal is to project the dynamics back on to the set of reduced density matrices on vertex v, which is an exponentially small subset of all possible basis vectors. Let the initial many-body state be |0). Since trρ = 1 for all times, we know that |0) and |I) have some overlap, so we may write the initial state as
The first term is the initial condition for ρ v , tensored with the identity on all other sites; the second term makes up the remainder of terms. Let L be the Liouvillian:
with H the many-body Hamiltonian. The time evolution of the density matrix is given by e −iLt |0). Denoting p as the projection operator onto {|I), |T a v )}, and q = 1 − p, we thus wish compute
More specifically, since e −S (2)
we wish to compute dS
Using the identity
we obtain
This is a linear equation (albeit nonlocal in time) with a source, given by the first term on the right hand side. We may write its solution as the sum of a particular solution and a homogeneous solution:
The first term above is a homogeneous solution of (46), obeying p|ρ 0 v ) = |ρ 0 v ); the second term is a particular solution of (46) obeying | ρ v (0)) = 0. For generic initial conditions, we expect the decay of |ρ v (t)) to ∼ |I) can be no faster than the decay of the homogeneous term. So we expect that it suffices to bound the decay of |ρ 0 v (t)). This is the first point at which we will sacrifice some rigor and simply sketch out a proof of (30) . The fact that a generic linear equation decays no faster than the decay of the homogeneous solution is the formal version of the inequality we provided in (12) .
It is most natural to describe the dynamics of |ρ 0 v (t)) via a Laplace transform. It is convenient to subtract out the identity component:
Since |I) is a null vector of L, it decouples from the dynamics and we will omit this basis vector in what follows. The assumption that entropy saturates to maximal then implies that ρ v (t)) → 0 as t → ∞. Letting
we find that
where the memory function
The inverse Laplace transform then gives us the time-dependent reduced density matrix:
The real number z 0 is chosen somewhere where the contour can be closed: i.e. for z 0 Re(z * ), where z * is the complex number with smallest real part such that z + K(z) + ipLp is a singular matrix. For the moment, let us assume that z * is finite. We will justify this in the next subsection, together with Re(z * ) < 0. Standard theorems then give that (for generic initial conditions) as t → ∞ (53) where p * projects onto all vectors with this most singular 'eigen'vector, and C * is a suitable matrix. Subleading corrections to this equation decay with a faster exponential rate. We then conclude that (30) holds, with λ * v = −2Re(z * ) and C = (ρ v (0)|C 2 * |ρ v (0)).
A.3 Finiteness of the Memory Function
It remains to justify why −∞ < Re(z * ) < 0. First, let us suppose that |E α ) denote the eigenfunctions of qLq in the image of q. We write
Let us further assume that the density of states of the many-body Hamiltonian is continuous, and is given by ρ(E). We then find that the density of states of both L and qLq is given by
Because qLq and L are identical matrices up to an exponentially small number of entries, corrections to their relative continuous spectra are ∝ e −L , and such effects are comparable, in the thermodynamic limit, to other "finite size" effects that we neglect. We further assume that
is a smooth-valued positive definite matrix as a function of E, in the thermodynamic limit. 2 If these two assumptions hold, we obtain
We first show that −∞ < Re(z * ). We do this by bounding F, since
First, define
For a k-local Hamiltonian, using the L ∞ operator norm (for simplicity):
The last step uses extensivity. Using Markov's inequality, this means that a finite fraction of vertices have L v < M 0 , for an L-independent constant M 0 (as M 0 → ∞, the fraction goes to 1). From (56), we find
Hence
To argue that Re(z * ) < 0, observe that
Re(z * ) < 0 whenever F(0) is positive definite. It is positive semidefinite by construction. We do expect that all eigenvalues are strictly positive in a typical chaotic model. One subtlety arises from the possiblity of Hamiltonians which have continuous many-body spectrum but are integrable. These include either the quantum version of "classical" Ising Hamiltonians with integer coefficients, or many-body localized systems [61] . For these systems, we do expect that F has null vectors or vectors that are so close to null that the above proof fails. For example, in the many-body localized theories, one can generalize the above procedure to finite subsets of vertices. Localization of eigenstates will apply that some eigenvalues of F are extremely small, when the subset of vertices is finite in the thermodynamic limit, but large compared to the localization length. Subject to the caveats described above, this completes the argument for the finiteness of λ * v for most vertices. Our assumptions seem quite plausible in chaotic many-body systems. As stated in the main text, it would be interesting if the "proof" sketched here can be made rigorous.
A.4 Possible Generalizations
We now briefly comment on a few possible generalizations of our results. Firstly, we expect that the bounding of entanglement generation at late times by the decay of correlation functions also holds at finite temperature, though a generalization of our "proof" appears non-trivial. Nevertheless, we present some circumstantial evidence that hints towards a finite temperature generalization of (12) . Combining results from [62] and [17] , we find that scrambling at late times is set by the decay rate of two point functions at finite temperature in two dimensional holographic conformal field theories. Another example where the (partial) saturation of entanglement is related to the decay of two-point functions is the SachdevYe-Kitaev model [37] .
The presence of conservation laws, including energy conservation, may further slow down the growth of entanglement by preventing the rapid decay of mutual information between vertices within the subregion A [63, 64] . Such effects further increase t s beyond log L/(2λ 2 ), consistent with the fast scrambling conjecture.
The growth of entanglement is extremely rapid at early times, and slows down at late times. 3 This is consistent with bounds on the rate of entanglement generation, which show that the generation of entanglement is proportional to the perimeter of A [67, 68, 69] . So we can formally bound the growth of entanglement at early times. For simplicity, we will focus on a 2-local Hamiltonian with operator norms (18), though we will now let α, β run from 1 to 2 2M − 1: [68, 69] 
In the above equation, |E A,A c | counts the number of edges between A and A c . On a generic, locally tree-like graph, nearly every vertex is at the edge of A [24], so we do expect dS A /dt ∼ N at early times. The fact that dS A /dt ∝ N at early times was also noted in [7] ; however, in [7] , a ∝ N in (5), so that t s ∝ N 0 is possible. We view this N -independent time scale as a time scale for local thermalization, but not for scrambling.
Lieb-Robinson Bounds B B.1 Derivation
In this section we derive Lieb-Robinson bounds for arbitrary Hamiltonians of the form
where the sum over S includes all possible non-empty subsets of vertices, J S 0, and H S is an arbitrary unit norm Hermitian operator which acts non-trivially only on the Hilbert space i∈S H i . Observe that the requirement that the Hamiltonian is k-local amounts to a requirement that J S = 0 if |S| > k. To derive our bound, we review the useful notion of a factor graph [70] . A factor graph G = (V, F, E) consists of a vertex set V = {1, . . . , L}, a "factor vertex set" F ⊂ Z V 2 , which consists of the possible S in (65), and an edge set E ⊂ V × F containing all edges obeying the rule
See Figure 2 . As we will see below, it is convenient to take the factor vertex set F to only include the 3 Although saturation of entanglement entropy after a quench appears to be abrupt in translation invariant theories with a holographic dual [65, 66] , such models do not saturate (1): the spatial spread of information is "slow". 
sets S for which J S > 0, together with all S of size 1 (corresponding to single vertices), but this is not strictly necessary. In this case, the factor vertices denote terms in H, and the edges from F to V simply denote which vertices each term "acts" upon. We can define a natural adjacency matrix
and we also define the matrix
Let us now return to the question of operator growth. Consider a pair of operators A S and B Q which act non-trivially only on the vertices in S ∈ F and Q ∈ F , respectively. Define
with the supremum running over all possible Hermitian operators A S and B Q acting on the suitable Hilbert spaces. Without loss of generality below, we take t > 0 and > 0. Our goal is to find an inequality governing the growth of C SQ (t). Defining
we observe that
We thus obtain
which, upon taking → 0, leads to the differential inequality
where we have employed the Einstein summation convention above. In order to obtain (73), we have used the fact that the matrix (A T A) SS = |S ∩ S | counts the number of vertices which the two sets S and S share in common. Observe that both C SQ (0) and A T AJ are non-negative matrices -i.e., all components are non-negative. We can integrate (73) to obtain
By definition, we know that
Suppose for simplicity that we are interested in the evolution of operators that act only on a single vertex at time t = 0. In that case, the initial sets S = {u} and Q = {v}, and we may write A T Su Z u v A v Q = Z uv for any matrix Z uv . Using this identity, together with (74) , and denoting C {u}{v} (t) = C uv (t), we obtain our most general Lieb-Robinson bound:
Let us now focus on 2-local Hamiltonians with only h αβ uv = 0, as in the introductory section. Using (18) we obtain
In the sum on the first line, we put a factor of 1 2 to account for the double counting of u v and v u . Combining (76) and (77) we find (19) .
B.2 Fast Scrambling on "Regular Hypergraphs"
In the main text, we described the constraints on fast scrambling in 2-local models. To generalize this to k-local models, we can now consider the following simple argument. Let us suppose that the number of J S > 0 is given by N . For simplicity, let us assume that
with J * > 0, though it is straightforward to generalize the argument. Let 1 v = (1, . . . , 1). Since
and thus
where n u denotes the number of terms in H that act non-trivially on u. This generalizes the degree k u of the vertex in the 2-local case. On a hypergraph, where n u mN /L for every vertex (note m 1), we thus arrive at
and hence
If both k and m are finite in the limit L → ∞, the exponent is finite and thus C uv only becomes O(1) after a time t ∼ log L, consistent with the fast scrambling conjecture.
B.3 Towards the Traditional Bound
We now derive (22) , along with a generalization for arbitrary Hamiltonians. The observation is simply that we can tighten (79) to
where d uv , the distance between u and v, is the straightforward generalization of distance to the factor graph: half of the number of edges in the factor graph which must be traversed. From (76):
Using (77), we obtain (22) . More generally, we see that if m (as defined in the previous subsection) and k are finite, fast scrambling is only possible on hypergraphs with diameter log L.
Sachdev-Ye-Kitaev Models on a Graph C
In this section, we describe the generalized Sachdev-Ye-Kitaev model [71, 72] are independent and mean zero with the following variants:
The parameter 0 b 2 kmax sets the relative coupling strength on the links; J sets the effective coupling constant.
C.1 Large q Limit and Saddle Point
At large M , one solves for the correlation functions of the fermions by computing an effective action for the two-point Euclidean time Green's function
and an analogous self-energy Σ u (τ 1 , τ 2 ). The result is
where the matrix Λ = D − A is the graph Laplacian, which generalizes a discretized −∇ 2 to a general graph. Λ encodes all spatial dynamics of the effective action. Because Λ always has a null vector:
the above action admits a simple saddle point, where G v = G * and Σ v = Σ * do not depend on vertex v.
In the large q limit, we expand G * and Σ * to O(1/q) for this saddle point: [30] 
where the saddle point solution g * (τ ) is given by
where η is a parameter determined by the coupling constant: in the high temperature limit βJ 1, η ≈ βJ π ; in the low temperature limit βJ 1, η ≈ 1 − 2 βJ . In the discussion that follows, we will assume that q is large, but not the largest parameter in the problem. Namely, we will take M L q. We assume that the latter inequality may be safely taken, but have not explicitly checked this assumption.
C.2 Out-Of-Time-Ordered Correlators
By expanding around this saddle point, we can compute the connected piece of the averaged, regularized OTOC
where y = ρ 1/4 β , with ρ β the thermal density matrix at inverse temperature β. Because of the combined the large M limit and large q limit, we can describe the exponentially growing behavior of F uv (t 1 , t 2 ) at all temperatures in this model. Indeed, following [28, 30] , we find that F uv obeys the following linear equation in the exponential growth regime:
where K R uv is a retarded kernel with 'spatial' dynamics:
The exponentially growing ansatz has the following form:
Because the vertex dependence in K R uv comes entirely through S uv , we can solve for the spatial dynamics by studying (93) for each individual eigenvector φ of S with eigenvalue s. Suitable combinations of the solution to (93) for these eigenvectors can be used to construct F uv for any initial conditions. Using the explicit form of the retarded kernel, applying a pair of derivatives, ∂ 1 ∂ 2 , to (93), and denoting t 12 = βu πv , we find:
This equation is the Schrödinger equation in a cosh-potential in one spatial dimension. The following exact bound state solution is known, together with a corresponding eigenvalue parametrized by a:
Importantly, we have now fixed the Lyapunov exponent λ L . Focusing for simplicity on the OTOC F uv (t) = F uv (t, t), we conclude that
where C λ are undetermined constants, and φ λ v denote eigenvectors of Λ, and therefore S:
In the large q limit, the eigenvalues of S uv , s, are close to 1. Therefore
It remains to fix C λ to solve the problem. Unfortunately, this is highly non-trivial in general, and depends on complicated details of the early time physics in the SYK model, e.g. on the dynamics at early time 0 < t < β where (93) doesn't apply. We do understand, however, the late time dynamics in a number of important limits, which we elucidate below.
C.3 High Temperatures
First, we describe the high temperature limit βJ 1. In this regime, η ≈ βJ π and λ L = 2J 1 − 2bλ 3(q−1) . It is reasonable to expect that F uv (t) is approximately local at early times 0 < t < β. To zeroth order, we then anticipate that (99) can be applied at t = 0, and that
Since the set of φ λ u form an orthonormal basis, we conclude that C λ is a constant, independent of λ. This implies that
We can interpret this result in a simple way: F uv (t) is proportional to a concentration of "infected random walking individuals" located on vertex u at time t, given that the only infected individuals were located on vertex v at time t = 0. The assumptions we make are that infected individuals grow at a constant rate of 2J, and that infected individuals perform a random walk on G: traversing any given edge at a constant rate of 4bJ 3(q−1) . This connection between the growth of chaos and the spread of infections has been observed for some time, and is also visible in the RUC.
C.4 Graphs with Finite Spectral Gap
Next, we relax the high temperature assumption, but require that the graph Laplacian Λ has a finite spectral gap γ > 0. The gap of Λ implies a gap of Lyapunov spectrum, i.e.
In the long time limit, e.g. t qβ, the subleading terms are negligible comparing to the first term, related to the null vector 1 u = 1 √ L
(1, 1, . . . , 1). 5 Therefore we have:
In the last step we used N = M L. The constant C 0 is set by the overlap of the initial condition with the spatially uniform component of F uv , before the exponential growing regime, and we therefore expect C 0 to be an O(1) number. Thus, for the graphs with finite spectral gap, we obtain
at leading order in N , independently of any details of the graph structure.
As we are more interested in the spatial dynamics on the graph than in the dynamics of a single-site SYK model, we wish to take the limits M, L → ∞ in such a way that log M L → 0. In this case, it is necessary for the spectral gap γ to remain finite even in the thermodynamic limit L → ∞, in order to obtain (106). Rather remarkably, it is a famous result in graph theory that γ is strictly finite on any graph where the 'perimeter' of any subset of vertices scales proportionally to the number of vertices: see Appendix E. Therefore, on a typical sparse and locally treelike graph, the SYK model described above is just as chaotic as it would be on a fully connected graph. This serves as an explicit example of a chaotic quantum system where some amount of sparsity to the connectivity graph does not affect the time scales of quantum information loss and operator growth.
C.5 Low Temperatures
Another commonly discussed solvable limit is the low temperature limit M βJ 1. In this limit, we do not need to assume that q is large. In this limit, the saddle point equation can be approximately solved by a conformal ansatz, where K R uv takes the following form (for simplicity, we set q = 4 for this subsection):
Similarly to the large q discussion, K R uv can be diagonalized by the eigenvectors of S uv , and eigenfunctions of the temporal part [30, 28] , which determines the Lyapunov exponent through the following equation
We hence obtain
Therefore the gap γ in Λ also indicates a gap in the Lyapunov spectrum for the q = 4 model at low temperature (a similar result also applies to arbitrary q 4). Following the same argument as before, we can ignore the subleading terms and only focus on the null vector 1 u and leading exponent λ L = 2π β , which saturates the chaos bound [42] :
independently of the graph structure. We can gain further intuition about the spatial dynamics by using an alternative treatment of the leading exponent in the low temperature limit. Following [71, 72] , we describe the contribution to the leading exponent by the dynamics of reparametrization modes on every vertex. The generalization of these works is straightforward but as the computation is rather technical we do not write it explicitly. We find that the OTOC becomes
where α is a numerical constant. The identity matrix is implicitly assumed to be multiplying constants in the expression above. Note that this calculation assumes that λ L ≈ 2π β for all modes; we see from (109) that this is analogous to approximating b → 0.
At leading order in the small parameter 1/βJ, we reproduce the previous result Z −1 uv ≈ βJ αL independent of indices u and v. Regarding the higher order effects, we can interpret Z −1 uv in terms of a simple statistical problem: at vertex u, we release one random walker per unit time onto the graph. At any given instant in time, a random walker may walk along an edge of the graph to a neighboring vertex -this occurs with rate b 3 . Finally, the random walkers die with rate constant α βJ . Let n v be the expected number of random walkers on vertex v. In steady state, the rate of incoming walkers equals the rate of outgoing/dying walkers:
We conclude that n v = Z −1 uv 0. Interestingly, this does not have the interpretation of a diffusing random walker. The meaning of the different mechanisms for the spread of chaos at low vs. high temperature is not clear to us, although its origins can be straightforwardly understood: the mechanisms responsible for chaos at high [8] and low [30] temperatures are very different. See also the recent discussion in [73] , which argues that the high temperature behavior is more generic at finite M .
Random Unitary Circuit Model D D.1 Mapping OTOCs to a Classical Stochastic Process
In this subsection, we review the stochastic process which the computation of OTOCs in the m-local RUC maps on to. These results were all found previously in [33] . First, consider a growing operator O v (∆t) = U O v U † , with O v a local operator which acts non-trivially only on vertex v. Recall that ∆t = 1/L in order to recover extensive quantum dynamics. For simplicity, let us assume that U will act on a subset A of m vertices: namely, U is a random
after averaging over all U with uniform measure, U O v U † will be an equal superposition of all non-trivial 2 2M m − 1 Hermitian operators acting on the subset A. Observe that the fraction of these operators which act non-trivially on m vertices is given by
If we fix vertices u and v, and average over all U s acting on the subset A, and also average over local operators O u and O v , we find
The proportionality constant is related to the normalization of the O v and is not needed for our purposes. The right hand side should be interpreted as the weight in the operator U O v U † which act non-trivially on u.
At later time steps, the above procedure generalizes straightforwardly. For an operator A = O i which consists of a large number of complicated terms, U AU † can be evaluated term-by-term. In each term O v , if there exists a vertex v ∈ A for which O v is not the identity, then we replace u∈A O u with a random sum of all possible 2 2M m − 1 Hermitian operators with coefficients whose squares sum to one.
This leads to the following observation: after averaging over all possible circuits, we can compute the proportion of the growing operator U (t)O v U (t) † which acts non-trivially on the subset S ⊂ V by mapping onto the following stochastic process. Let n u ∈ {0, 1} denote whether a vertex is "infected" or not; at time t = 0, n v = 1 and all other n u = 0 for u = v. At each time step, pick a random allowed subset A ⊂ V of m vertices. If u∈A n u = 0, then do nothing; otherwise -regardless of the microscopic state -with probability p , set vertices in A, chosen uniformly at random, to be infected, and the remaining m − vertices to be uninfected.
In the limit M → ∞, p m = 1. The infection only grows. This is why, when m = 2, the RUC maps onto a discrete time analogue of the SI epidemic model. This is the example which we focused on in the main text.
D.2 2-Local Operator Dynamics: Mean Field Methods and their Breakdown
As we saw at infinite M in the main text, the RUC wih 2-local dynamics maps on to the SI epidemic model which has super-exponential infection growth on heterogeneous networks. In this section, we will show that this effect is an artifact of the M → ∞ limit for 2-local RUCs. The following section will give an example of super-exponential operator growth with a 3-local RUC. For now, we follow the literature on epidemics on complex networks [35] and use a mean field approximation to solve for the dynamics of the stochastic process of the previous section with m = 2. The key approximation is a closed set of equations for
The first term corresponds to the rate at which the vertex v becomes infected: this occurs with probability 1 − p 1 (as we do not care whether its neighbor gets uninfected in the process!), and requires the neighbor to be infected while v should be uninfected. The latter term corresponds to the rate at which a vertex uninfects itself, which occurs at rate 2p 1 /K per edge, regardless of the state of the neighbor.
At early times, we may write the growth equation as
The growth rate of the epidemic is thus related to the spectrum of a particular linear combination of adjacency and degree matrices. In order to make further progress, we resort to a further "degree-based" mean-field description [35] . Let P k denote the probability that n v = 1 for a vertex v with degree k, and let ρ k be the probability that a randomly chosen vertex in the graph has degree k. We define
which is the probability that a randomly chosen edge points to a node which is infected. The mean-field approximation is that each node effectively sees each neighbor infected with probability θ. With this approximation, P k obeys the closed differential equation
The overall factor of 2k/K arises because this is the rate at which a random edge which connects to a vertex of degree k is chosen. The first term in (118) counts the rate at which the vertex is uninfected, and an edge is chosen between the given vertex and one of its neighbors: the final factor of 1 − p counts the probability that the infection spreads to the vertex. The second term counts the probability that a random edge is chosen, and this causes the infection to decay from the central vertex.
At early times, we expect that P k ∼ e λ L t : namely, the largest eigenvalue of the linearized equation of motion dominates growth and sets a scrambling time, as defined by OTOCs. This eigenvalue equation gives that
when P k → 0. Combining (117) and (119), we find that
Let us begin with some formal bounds on λ L . A lower bound on λ L can be found from (119) by applying Jensen's inequality on the convex function x 2 /(x + 1) (for x > 0):
A lower bound can be found by applying Jensen's inequality to the concave function x/(x + 1), assuming the probability distribution on degrees kρ k /K, instead of ρ k :
This latter probability upper bound is proportional to the growth rate of an SI epidemic on a heterogeneous graph [36] :
Unsurprisingly, infections spread at a reduced rate at finite M . This accordingly increases the time for the operator to grow on a regular graph by the factor (1 − 2p 1 ) −1 . As noted in [33] , this is analogous to the emergence of a butterfly velocity [74] , which plays the role of an effective Lieb-Robinson velocity, accessible in correlation functions [75] .
In general, we expect that the upper bound above is better for heterogeneous graphs with a finite variance of the degree distribution, as it is known that epidemics do spread faster on heterogeneous networks, and our model reduces to the SI model as p 1 → 0. However, if k ρ k k 2 diverges, as it can on scale free graphs with ρ k ∝ K ν−1 k −ν , with 2 < ν 3, then this upper bound is lousy. We can estimate the value of λ L on these scale free graphs by observing that
which gives us that as p 1 → 0
This suggests that for any finite p 1 , the "epidemic spreading" dynamics of the RUC is fundamentally different from the SI model: in particular, λ L remains finite. Indeed, for 2-local dynamics, we are not able to construct any explicit examples where we can prove that λ L = ∞. One way to try is to consider the "star graph" (the interaction graph of (25)). Here (120) becomes 
namely, the mean-field description implies that λ L diverges in the thermodynamic limit L → ∞. However, on the star graph, we may also give a more explicit construction of the dynamics. For simplicity, let us consider dynamics where the infection starts on the central node, 1. At time steps ∝ 1/L, we act on the central node (and another) with a random unitary; if the central node is infected, at each time step there is a finite probability p 1 that this node is "uninfected". With high probability, at t ∝ 1/(p 1 L), the central vertex becomes uninfected. If Q ∝ p −1
1 of the other vertices were infected in this time frame, the time it takes for the central vertex to be reinfected is ≈ Q −1 ∝ p 1 . So we can estimate that the time it takes to infect a finite fraction of vertices as
This gives us a finite Lyapunov rate:
We have not mathematically shown that any 2-local RUC on any graph has a larger Lyapunov exponent than this. It is possible that the mean field treatment of the dynamics on scale free graphs is also inaccurate.
D.3 A 3-Local Model with λ L = ∞
One may ask -is the observation that λ L < ∞ when M is finite a general feature of the RUC, or is it an artifact of the 2-local dynamics above. We now show that it is the latter. Consider a 3-local RUC on a generalized star hypergraph consisting of R "inner" nodes and N "outer" nodes: we take R/N → 0 in the thermodynamic limit. Allowed unitaries in the RUC act on a single outer vertex and two inner vertices: all such pairs are allowed. See Figure 3 . As on the star graph under 2-local dynamics, we can understand 3-local dynamics on the generalized star by focusing on the fraction s of inner vertices which are infected at any given time. Denoting with q the fraction of outer edges which are infected, the probability that s transitions at each time step is
t Figure 4 : Bounding the entanglement generation in a 2-local RUC with L = 8 vertices. After 5 time steps, we see that the set B(t) has changed during 2 time steps, and so we conclude that S A (t) 2M log 2.
Here A and B are disjoint subsets of the vertex set V . This implies that S A (t) S A+v (t) + M log 2, S A (t) S A−v (t) + M log 2.
Here A + v = A ∪ {v} and A − v = A ∩ {v} c . The second useful fact that we will need is that S A [|Ψ ] = S A [U ij |Ψ ] if either {i, j} ⊂ A or {i, j} ∩ A = ∅: this is easy to show by writing out the explicit formula for S A in terms of a partial trace.
(138) may be used to get sharper bounds on the growth of entanglement. In particular, the result can be phrased as optimizing the following "cutting" problem on a graph: choose a (possibly) time-dependent subset B(t) ⊆ V of vertices for which at every discrete time t, the unitary U itjt (t) acts either entirely within B(t) or entirely outside B(t). At time steps where the subset B(t) changes, we either remove or add one vertex to B(t). Thus we conclude that
For simplicity, we simply write S B (t) instead of S B(t) (t). We now look for fluctuating subsets B(s) with the boundary condition B(t) = A, and arbitrary initial subset B(0). As the initial state is a tensor product, S B (0) = 0, and so we conclude from (139) that
where n cut denotes the number of time steps at which the subset B changes. See Figure 4 for an illustration of the algorithm described above. The entropy S A (t) is clearly bounded by the choice of fluctuating subset B(t) with the minimal number of cuts. In the limit of large M , S A (t) was observed to be given exactly by the minimal number of cuts (up to a factor of M log 2) [32] .
The Cheeger Inequality E
In this appendix we show that Λ has a finite spectral gap on any graph with sufficient "nonlocality". The result goes by the name of the Cheeger inequality: the derivation below follows [78] and we review it here for completeness.
Let φ v be any eigenvector of Λ, and let λ > 0 be the associated non-zero eigenvalue:
The spectral gap is given by the smallest possible choice of λ, and so we will simply look for bounds on λ. Let V + ⊂ V be the vertices where φ v > 0. Note that V + = V and V + = ∅ as Λ is a symmetric matrix with orthogonal eigenvectors, and Λ has a null vector (1, . . . , 1). We may write
Defining
Now, using the identity (for real numbers) a 2 + b 2 2ab, and thus
together with the Cauchy-Schwarz inequality on the vectors φ v and √ D φ v , we obtain
Without loss of generality, label the vertices such that φ 1 φ 2 · · · φ L . Then 
Denote with E i the number of edges between {1, . . . , i} and {i + 1, . . . , L}. Then
In the mathematics literature, it is more helpful to express E i in terms of a constant which we define as
h i denotes the fraction of edges that go between {1, . . . , i} and {i + 1, . . . , L}. In fact, the Cheeger constant, defined as
where E A,A c ⊂ E consists of the edges between A and A c , is well known to be finite in the thermodynamic limit for many families of random graphs [78] . This is a quantitative measure of how "locally treelike" the graph G is. Clearly, h G h i . So
