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RESUMEN 
La estimación del tiempo de vida útil (RUL) debido a sus siglas en inglés "Remaining Useful 
Life", está definida como el espacio de tiempo en el cual un determinado elemento o 
componente seguirá cumpliendo de manera adecuada la labor para la cual fue diseñado, o 
contribuyendo de forma apropiada al sistema en el que se encuentra.  Hoy en día, la 
estimación del RUL es una herramienta esencial en distintas áreas de la ciencia tanto 
teóricas como aplicadas, por ende ha incursionado en ramas como: bioestadística, 
econometría, mecánica, y en general, cualquier tarea en la que interviene la ingeniería. 
Esto último, se debe al hecho de que un adecuado cálculo el RUL permite tomar 
decisiones correctas en variables como confiabilidad, rendimiento y mantenimiento. 
En la literatura, se han realizado diferentes enfoques para estimar el RUL de un dispositivo 
especifico que se encuentra en estudio. Algunas de las metodologías que se han aplicado  
para resolver este tipo de problemas son: máquinas de soporte vectorial, modelos de 
riesgo, redes neuronales artificiales, y algunos otros modelos de tipo estocástico. Todos 
ellos como generalidad, usan metodologías basadas en gradiente para resolver el 
problema de estimación, lo cual implica que corren el riesgo de encontrar soluciones 
encontradas como mínimos locales en el espacio de soluciones, y no un mínimo global 
como sería lo esperado. 
En el presente proyecto, se estima el tiempo de vida útil restante de las baterías de Litio 
ion que se encuentran en el repositorio de base de datos de la NASA. Para cumplir tal fin, 
se tiene en cuenta un proceso Gaussiano como metodología de regresión. Para que esta 
técnica opere de una manera correcta, es necesario definir una función de distribución 
previa o prior que asigne un valor promedio y una función de covarianza a los datos de 
entrada. Esta función de covarianza o Kernel se recomienda sea asumida de acuerdo al 
comportamiento que se espera tengan los datos de entrada (datos periódicos, datos 
constantes, etc). En este documento, se selecciona una función exponencial cuadrática 
para definir el Kernel, la cual se caracteriza por ser una función suave, que no genera 
cambios tan drásticos entre los datos de entrada (dinámica esperada por las baterías), y 
que fundamentalmente posee tres hiperparámetros (               que deben ser 
optimizados para el excelente rendimiento de la función en la estimación. Se llaman 
hiperparámetros ya que son parámetros definidos para la función de distribución prior o 
previa. 
El proceso de optimización de estos hiperparámetros se efectúa mediante un algoritmo 
genético de valor, contando con la ventaja de que este tipo de herramientas desenvuelven 
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en todo el espacio de soluciones y su respuesta no está ligada fuertemente a un punto 
inicial, como lo hacen otro tipo de metodologías.  
Al efectuar la estimación de estos hiperparámetros y al hacer las pruebas 
correspondientes, se concluye que para los datos de prueba de las baterías de Litio ion, se 
obtienen resultados que poseen menores errores en la predicción del tiempo de vida útil 
restante (RUL) de estos dispositivos, ya que son comparados con diversos documentos en 
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1. ANTECEDENTES 
En los últimos años, tanto la industria como la academia vienen presentando un gran 
interés en desarrollar técnicas y modelos que permitan conocer en qué estado operativo 
se encuentra un determinado dispositivo o componente, todo esto con el fin de evaluar la 
cantidad de tiempo para el cual dicho elemento seguirá siendo productivo y útil en el 
ambiente que se encuentre implementado [1]. 
Profundizando un poco, lo anterior denota que el pronóstico del tiempo de vida útil 
restante (RUL) es un concepto esencial para la industria actual a nivel mundial, puesto que 
el hecho de tener maquinaria segura, confiable y con un alto nivel de disponibilidad es 
considerado como un ítem de primera importancia, por lo cual se ha venido aplicando de 
manera exitosa en diversos dominios de la ciencia.  
Por ejemplo, en la industria aeroespacial [2,3], usan el RUL para evaluar la confiabilidad de 
las estructuras mediante métodos probabilísticos o en algunos casos procesos 
determinísticos, si se cuenta con la cantidad de datos suficientes como: pruebas hechas a 
los distintos materiales y estructuras de los aviones. El RUL también ha incursionado en el 
área de la ingeniería electrónica [4], donde se efectúa un pronóstico de tiempo útil de 
operación a todos los elementos electrónicos (tarjetas seriales y simuladores de satélite) 
usados en el desarrollo del sistema de posicionamiento espacial; Allí, los parámetros de 
caracterización de cada módulo, se extraen de estudios previos donde se correlacionan 
ciertos parámetros físicos relevantes y la condición de deterioro o degradación del 
dispositivo. Además de las ramas anteriores, se destaca una aplicación del RUL en el 
ámbito de la ingeniería nuclear [5,6] donde se estima la confiabilidad, seguridad y 
sostenibilidad de todos los componentes que conforman las fuentes de energía de plantas 
nucleares, con el fin de evitar mantenimientos frecuentes que representaban un costo 
alto para las compañías. Se resalta además, que la estimación del tiempo de vida útil 
restante ha sido aplicado también a ciencias como la medicina [7] y la ejecución de 
pronósticos del clima [8]. 
En la industria Colombiana por ejemplo, se está practicando una nueva metodología que 
pretende determinar el tiempo útil remanente de los transformadores de distribución de 
0 a 10 KVA, con la ayuda de un dispositivo de microondas que analiza las ondas 
magnéticas transmitidas por estos mientras se encuentran en funcionamiento; todo con el 
fin de programar de manera más eficaz y temprana mantenimientos preventivos y 
correctivos, lo cual ahorraría considerables sumas de dinero, debido al hecho de tener 
información sobre el estado actual del transformador, sin necesidad de realizar algún 
corte de energía [57]. 
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Ahora bien, diversos enfoques se han utilizado en la literatura con el fin de dar la mejor 
solución a este crítico tema de ingeniería; estas diferentes tendencias, se pueden 
subdividir en dos grandes grupos, los cuales son: métodos basados en técnicas 
probabilísticas y técnicas no probabilísticas [9].  
Distintos casos de éxito se han dado bajo la estimación del RUL mediante técnicas no 
probabilísticas. Por ejemplo, las redes neuronales han sido ampliamente usadas para este 
tipo de problemas de deterioramiento de dispositivos, ya que una de sus características 
principales es tener la capacidad de interpretar la información o experiencia inicial y 
generar un aprendizaje adaptativo para ejecutar nuevas tareas, sin necesidad de elaborar 
modelos a priori ni funciones de distribución de probabilidad. En [10,11] se efectúan 
predicciones del tiempo de vida remanente de dos dispositivos diferentes: baterías y 
rodamientos respectivamente. Allí, se crean distintos modelos de entrenamiento para la 
red, y a su vez, distintas salidas que permiten generar respuestas a la necesidad de 
conocimiento de vida útil inicial para dichos elementos. 
Otro tipo de modelos no probabilísticos que han incursionado en la resolución del RUL son 
aquellos que se denominan: "basados en la experiencia".  [12] muestra un claro prototipo 
de este tipo de técnicas, puesto que expone que la estimación del tiempo de vida útil 
restante puede resolverse mediante la recopilación de ejemplos que muestren distintos 
casos de degradación de componentes similares, y posteriormente se compara una nueva 
entrada con el historial previo existente, para así dar solución al valor del RUL necesitado.  
Este tipo de métodos necesitan la extracción de una serie de indicadores de bienestar que 
permitan conocer en qué estado se encuentra el dispositivo en estudio (caracterización o 
parametrización); dichas variables se construyen mediante modelos de regresión lineal 
múltiple, la cual es otra técnica no probabilística usada para el cálculo del RUL. [13] 
representa un ejemplo de esta última metodología, ya que allí desarrollan un 
procedimiento que permite extraer indicadores de operación para rodamientos de 
motores, teniendo en cuenta como principal entrada los datos de vibración que se tenían. 
Por otro lado, se encuentran los métodos probabilísticos, los cuales generan una salida del 
RUL en términos de probabilidad [9]. Para ello, generalmente se modela el fenómeno de 
deterioramiento de los dispositivos como una variable aleatoria, lo cual los induce a usar 
herramientas estocásticas para poder trabajar con su comportamiento. Por ejemplo, es 
lógico pensar que el deterioro de un sistema o dispositivo vaya aumentando a través del 
tiempo debido a diversos factores climáticos, estructurales y demás, por lo cual un 
modelamiento estocástico basada en un proceso Gamma se hace indicado para 
representar lo anterior, ya que se conoce que este es un proceso estocástico 
monótonamente creciente [14].  En la referencia [15] se muestra como un proceso 
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Gamma es aplicado a sistemas de estimación de vida útil por medio de cálculos de 
confiabilidad. Existe otra técnica o método probabilístico muy usado en la literatura para 
calcular el tiempo de vida útil restante (RUL), este es el proceso Wiener, cuyo fundamento 
esencial es el hecho de que en algunos casos los sistemas en general no presentan 
comportamientos de deterioro monótonamente crecientes como lo propone un proceso 
Gamma [16], sino que pueden existir variaciones en su cantidad de uso y en la frecuencia 
de los mantenimientos preventivos, haciendo que la máquina o sistema tenga trayectorias 
de deterioro variables en el tiempo [17].  
Este último método probabilístico, fue usado en [18] para mostrar de manera práctica los 
resultados obtenidos para la estimación del tiempo de vida útil restante de unos 
giroscopios en un sistema de navegación inercial. 
Una de las herramientas más relevantes usadas en las diversas investigaciones para 
resolver la estimación del tiempo de vida útil remanente es el proceso Gaussiano, el cual 
es una herramienta transversal usado en diversos campos de la ciencia y forma parte del 
grupo de modelos probabilísticos. Este instrumento es en definición, una colección de 
cualquier número finito de variables aleatorias, las cuales poseen o tienen una 
distribución Gaussiana conjunta, donde dependiendo de la característica de la salida, este 
tipo de herramienta puede ser útil tanto para regresión si se desea que la salida sea 
continua, o de clasificación cuando se tiene la necesidad que el resultado sea discreto  
[19]. Considerando lo anterior y para el caso de la estimación del RUL, el proceso 
Gaussiano es utilizado para solucionar un problema de regresión (GPR), cuya salida es un 
intervalo de confianza en el cual se espera que esté presente la vida útil remanente del 
dispositivo que se esté analizando, o por lo menos una variable que permita calcularlo. Es 
esencial resaltar, que este intervalo de confianza obtenido, depende en gran medida de 
unos parámetros libres que posee el proceso Gaussiano en su función Kernel o de 
covarianza conocidos como híper-parámetros, y su optimización es en efecto fundamental 
para obtener excelentes resultados en el proceso de regresión. Su nombre se debe a que 
son parámetros que deben ser estimados mientras se está encontrando un modelo que se 
ajuste a los datos de entrada (base de datos), es decir, son parámetros que se estiman 
mientras se asume una función de distribución prior o previa para el proceso. 
Como se ha podido observar, diversos tipos de técnicas se han utilizado a nivel mundial a 
través del tiempo para calcular el tiempo de vida útil restante de diversos dispositivos 
(RUL). Ahora bien, con el objetivo de ahondar más en la esencia de este documento, se 
habla de distintos ejercicios  donde se han aplicado los GPR a nivel mundial para lograr 
este tipo de estimación a los dispositivos. Por ejemplo, en [20], mediante una serie de 
datos recolectados a partir del muestreo de ocho acelerómetros, se calcula el tiempo de 
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vida útil de unos rodamientos con la ayuda de un proceso Gaussiano. Allí, los híper-
parámetros de la función de covarianza se calculan mediante un optimizador basado en 
gradiente. Aunque en [21] también se usa un proceso Gaussiano para estimar el RUL de 
unos rodamientos, en este documento se expone una integración de varios modelos GPR 
(Procesos Gaussianos de regresión) con el fin de componer funciones de covarianza 
compuestas que tengan un mejor rendimiento en la predicción. Aquí los híper-parámetros 
se hallan mediante inferencia dados los datos de entrenamiento. 
Ahora bien, a nivel local hay gran variedad de temas que se han tratado con ayuda de este 
tema, debido a su gran flexibilidad en su estructura matemática. Por ejemplo, dos 
colaboradores en la universidad del Quindío, proponen en [53] un modelo en el que 
intervienen los procesos Gaussianos de regresión para valorar y predecir en un intervalo 
de tiempo el nivel de cicatrización de nueve conejos, a los cuales se les efectuó una 
resección de piel. Además de lo anterior, en [54] se desarrolla un método similar, pero 
esta vez con el objetivo de predecir el aporte de los componentes espectrales de unas 
imágenes tomadas a los frutos de banano para el siguiente día de maduración. 
Particularmente en la Universidad Tecnológica de Pereira también se ha trabajado en el 
ámbito de los GPR, los artículos [55] y [56] muestran dos temas aislados tratados bajo el 
mismo concepto. [55] expone como detectar eventos sonoros en señales de música 
usando la transformada de Fourier y clasificadores binarios basados en procesos 
Gaussianos. Por su parte [56], trata el tema de expansión de telefonía móvil (red GSM) 
mediante la caracterización de las celdas operativas a nivel nacional con variables como: 
número de conexiones caídas, número de conexiones rechazadas, manejo del recurso, 
entre otras. 
Aunque el proceso Gaussiano es una herramienta transversal que está siendo usada en 
varios campos de la ciencia, y se viene aplicando con un gran auge en todos los temas 
relacionados con el aprendizaje de máquina, éste presenta una desventaja latente, y se 
debe al hecho de la forma en que resuelve el problema de estimación de los híper-
parámetros, puesto que los métodos de optimización usados para el cálculo de ellos se 
centran en técnicas basadas en gradientes descendentes [22,23] o gradientes conjugados 
[24], lo cual conlleva a que los valores encontrados sean mínimos locales y no mínimos 
globales como es lo esperado. 
Lo anterior, se debe principalmente al hecho de que los métodos basados en gradiente 
operan  de una buena manera si la función que se trata de estimar que relacione los datos 
de entrada y salida es convexa, además este tipo de técnicas son muy susceptibles al 
punto inicial, ya que a partir de este punto, se empieza a avanzar hacia la minimización de 
la función objetivo, y una mala selección de este incurriría en resultados muy pobres.  
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Ahora bien, desde el año 2008 donde fue realizada la conferencia "IEEE Prognostics and 
Health Management" [9,10], el tema del cálculo del RUL para las baterías de litio ion se ha 
vuelto crítico en el ámbito mundial, puesto que juegan un papel fundamental en la 
autonomía de cualquier dispositivo eléctrico y electrónico, como por ejemplo actualmente 
lo son los vehículos eléctricos [25]. Es por lo anterior, que en este trabajo se propone la 
estimación del tiempo de vida útil restante o remanente de las baterías de Litio Ion a 
partir de un proceso Gaussiano de regresión, cuyos hiperparámetros sean calculados a 
partir de la minimización de una función de verosimilitud, optimizada usando un algoritmo 
genético de valor real. Este tipo de procedimiento va a permitir comparar el rendimiento 
puntual de la optimización basada en gradientes con uno centrado en algoritmos 
evolutivos. La base de datos de baterías de litio ion usada es suministrada por la NASA en 
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2. INTRODUCCIÓN 
Alrededor del año 2008, donde se tuvo la conferencia dictada por la IEEE denominada 
"Prognostics and Health Management", el auge por la estimación del tiempo de vida útil 
remanente o RUL por sus siglas en inglés ha tenido un crecimiento importante con 
respecto a su interés por parte de los entes científicos [51], ya que se ha convertido en un 
tema crítico para cualquier ámbito bien sea investigativo o empresarial tomando como 
consideración el diseño de maquinaría. En esta conferencia, se recalcaba esencialmente la 
importancia de poder predecir fallas incipientes en la maquinaria, para así maximizar 
retornos de inversión y optimizar los cronogramas de mantenimiento periódico. 
Cada vez más la industria y en general todo lo perteneciente al desarrollo tecnológico, se 
encuentran ingresando en una etapa de despliegue hacia dispositivos que le permitan a la 
maquinaría ser más autónoma, elementos que posean la bondad de brindar una mayor 
independencia al sistema en general, este es el caso puntual de las baterías de Litio-ion. 
Considerando el ingreso a la era electrónica, recientemente las baterías de Litio-ion han 
sido usadas de manera frecuente para distintas aplicaciones como: vehículos eléctricos, 
sistemas de celdas fotovoltaicas, dispositivos electrónicos móviles, etc. Este uso ya común 
de las baterías de Litio-ion, se debe principalmente a su virtud química de tener una alta 
densidad de energía, de ser más livianas que otro tipo de baterías y principalmente por su 
característica de no poseer memoria [27]. Debido al apogeo de este tema y a la utilidad 
frecuente que se le está dando actualmente al dispositivo, se decide en el presente 
documento hacer la estimación del tiempo de vida útil remanente de las baterías de Litio-
ion, tomando como referencia la base de datos suministrada por la NASA en su repositorio 
virtual [26]. 
Diversos enfoques se han realizado en los últimos años con el fin de dar solución a este 
caso de estudio, por ejemplo, la metodología usada en [12] propone estimar el RUL 
tomando como base la construcción de una base de datos en el cual se tenga ya el tiempo 
de vida útil remanente de otros dispositivos y calcular por ende el de las baterías de Litio-
ion por similaridad con estas. En [28] se revisan diversos aspectos de estos dispositivos, y 
condensan una serie de técnicas, modelos y algoritmos para el cálculo del RUL de ellos. 
Uno de los enfoques más recientes a este problema ha sido el expuesto en [58], en donde 
se extrae un indicador de los datos que se tienen y se efectúa una comparación de la 
capacidad real de la batería  y el parámetro extraído mediante un modelo Gray 
optimizado. 
En paralelo a la necesidad de la estimación del RUL,  también el aprendizaje de máquina 
ha teniendo mucho crecimiento a nivel de aplicación en el ambiente académico, es por lo 
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anterior que hay algunos autores también han dado su aporte en la estimación del tiempo 
de vida útil remanente de las baterías de Litio-ion. [46,49,59] son un claro ejemplo de lo 
anterior, ya que cada uno de ellos propone una metodología diferente para la resolución 
del problema: máquinas de soporte vectorial, procesos Gaussianos y redes neuronales 
respectivamente. 
La mayoría de este tipo de métodos probabilísticos aplicados tienen dificultad a nivel de 
implementación física, debido a que trabajan teóricamente con parámetros internos de la 
batería que son extraídos en laboratorios con dispositivos diseñados para tal fin. Por lo 
anterior, el presente proyecto propone utilizar un proceso Gaussiano de regresión 
teniendo como parámetros de entrada variables que puedan ser de fácil acceso para el 
ejecutante como lo son tensión de la batería y temperatura de la misma, con el objetivo 
principal de poder aplicar el modelo resultante en trabajos a nivel industrial. Se pretende 
finalmente predecir el tiempo de vida útil remanente de una batería de Litio-ion mediante 
la estimación de la disminución porcentual de la capacidad nominal del dispositivo dada 
en amperes-hora (Ah). 
Para el buen funcionamiento del proceso Gaussiano de regresión se deben calcular tres 
hiperparámetros                que son calculados en la literatura mediante métodos 
basados en gradiente [20,21,22,23,24,48,49,50]; para el presente documento, estos 
hiperparámetros se estimarán mediante un algoritmo genético de valor real, el cual es una 
herramienta que permite buscar en todo el espacio de solución establecido y no depender 
en gran medida del establecimiento de un punto inicial como lo hacen los métodos 
basados en gradiente. 
La teoría perteneciente a cada uno de las herramientas que componen la metodología 
usada para el cálculo de RUL de las baterías de Litio-ion se presenta en la sección 4. A su 
vez, en la sección 5 se presenta toda la descripción del modelo, su etapa de 
caracterización, contenido y validación. Finalmente, en la sección 6 se obtienen los 
resultados obtenidos para la base de datos [26], y se compara la metodología propuesta 
con otras de éxito en la literatura. En la sección 7 y 8 se pueden encontrar las conclusiones 
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3. OBJETIVOS 
3.1 OBJETIVO GENERAL 
Desarrollar una metodología de regresión basada en procesos Gaussianos que permita 
estimar el tiempo de vida útil restante (RUL) para baterías de Litio-ion usando como 
información sus ciclos de carga/descarga, siendo estimados los hiperparámetros del 
Kernel mediante un algoritmo genético. 
3.2 OBJETIVOS ESPECÍFICOS 
1.  Caracterización de la base de datos de las baterías de Litio-ion, por medio de la  
       extracción de patrones relevantes a las series de tiempo de los ciclos de carga y  
       descarga de estas. 
2.  Desarrollar una metodología que permita estimar los hiperparámetros del Kernel del  
       proceso Gaussiano, mediante un algoritmo genético de valor real. 
3. Comparar el algoritmo diseñado con esquemas implementados y exitosos, para evaluar  
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4. MARCO TEÓRICO 
4.1 BATERIAS LITIO - ION 
La batería de Li-ion o con su nombre técnico completo "batería de iones de litio", es 
básicamente un dispositivo creado con el fin exclusivo de generar un mejor 
almacenamiento de la energía eléctrica por medio de una sal de litio usada como 
electrolito. Este, permite producir una reacción electroquímica entre el ánodo y el cátodo 
generando finalmente la corriente eléctrica necesaria para excitar cualquier sistema. Para 
efectuar este proceso,  una celda de litio-ion  debe estar compuesta de cinco regiones: Un 
electrodo negativo colector de corriente, un electrodo de inserción negativo con 
compuesto poroso, un separador de poros, un electrodo de inserción positiva con 
compuesto poroso y finalmente un electrodo positivo colector de corriente . Su sistema 
de almacenamiento de energía puede estar compuesto de numerosas celdas de carga 
conectadas bien sea en configuración serie y/o en paralelo para cumplir bien sea 
especificaciones de voltaje y potencia [27]. 
Varios modelos se han expuesto en la literatura para representar las baterías de Litio ion, 
entre ellos uno de lo más usado es el modelo de tiempo real, en el cual se intenta 
garantizar veracidad sin sacrificar complejidad, por medio del uso de circuitos eléctricos 
que permiten exponer y caracterizar de una manera fiel la dinámica de voltaje-corriente 
de las celdas [28]. Lo anterior indica, que este modelo genera una razonable descripción 
de la dinámica de una batería de Litio-ion durante sus ciclos de carga/descarga [27]. 
En la figura 1, se puede verificar el modelo de tiempo real expuesto en [28], para el cual se 
tiene en cuenta una diferencia de potencial       , considerada como el efecto histéresis 
entre las curvas de carga y descarga de las baterías de litio [29]. En este modelamiento, 
      hace parte del cálculo del voltaje de circuito abierto     , junto con  la tensión 
promedio de equilibrio de la         , que depende del estado de carga que tenga la 
batería en un determinado instante de tiempo. 
A su vez, se tienen en cuenta una serie de resistencias y capacitores que juegan un papel 
fundamental en el desarrollo del modelo. 
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Figura 1. Circuito eléctrico RC de primer orden para modelamiento batería litio-ion. 
Imagen extraída de [28]. 
Por ejemplo, la resistencia en serie    es el elemento encargado de suministrar 
información de la energía perdida por la batería en sus respectivos ciclos de carga y 
descarga. A su vez,    y    representan la etapa de transferencia de carga y finalmente 
      presenta la diferencia de potencial final en los terminales de la celda. Un modelo 
eléctrico para el modelo de la batería en tiempo discreto, es el siguiente [28]: 
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Donde,                                     
  representa el estado,      
muestra la medida de salida de la batería,   simboliza la indexación en el tiempo,      
expone la capacidad máxima de la batería y    indica el periodo de muestreo. Además se 
tiene un circuito RC alterno del cual se tiene que:        
   
 
) , donde         , 
                      .  
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Para condensar, las ecuaciones (1), (2) y (3) representan el voltaje de salida en los bornes 
de la batería de Litio ion considerando todas sus variables internas, como: caídas de 
tensión, resistencias internas totales y su voltaje de circuito abierto. El entendimiento de 
las variables que intervienen en esta representación permite conocer la dinámica en el 
funcionamiento de las baterías de Litio-ion en función de su tensión o estado de carga 
       . 
Finalmente, los coeficientes    de la ecuación (3)              son los coeficientes 
usados para realizar la parametrización de la curva         mostrada en la figura 2, la 
cual me indica cómo va cambiando la tensión en los bornes de la batería de acuerdo a su 
porcentaje de estado de carga.  
 
Figura 2.  Curvas         para baterías de Litio-ion [28]. 
 
4.2 PROCESOS GAUSSIANOS 
En un problema típico de aprendizaje de máquina supervisado, se tiene acceso a un 
conjunto de datos de entrenamiento              
 , donde    se conoce como el vector 
de características y     se denominan las salidas. Dependiendo de la naturaleza de las 
salidas  , se reconocen dos tipos de problemas supervisados, si    pertenece a los 
números enteros se denomina clasificación, por su parte, si     pertenece a los reales se 
habla de un problema de regresión. 
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Para el caso de la estimación del tiempo de vida útil restante RUL, las características 
corresponden a parámetros extraídos del comportamiento de las baterías bajo diferentes 
circunstancias o condiciones, y su salida    corresponde a su capacidad la cual se expresa 
en Amperes-hora (Ah). Claramente, la salida de este problema en particular toma valores 
pertenecientes a los números reales, de esta manera, la estimación del RUL configura un 
problema de regresión. 
En este trabajo, dicha regresión se llevará a cabo a partir de un modelo probabilístico 
basados en procesos Gaussianos, el cual será especificado a continuación. 
Como definición básica, un proceso Gaussiano es una colección finita de variables 
aleatorias, las cuales tienen una distribución conjunta Gaussiana. Este tipo de proceso 
estocástico está totalmente especificado por dos funciones: La función de media 
             y la función de covarianza                             
       . 
De esta manera, un proceso Gaussiano se denota como: 
                                                                                                                                  (4) 
 
En el caso de regresión, las variables aleatorias están representadas por     , la cual hace 
alusión a la capacidad de las baterías de Litio-ion, y la cual es función de los parámetros 
representados en el vector   . 
En el formalismo Bayesiano, se hace necesario especificar como primer elemento un 
modelo inicial o prior para proceder a realizar el modelo de regresión. En esta etapa, es 
donde se manifiesta la creencia inicial de cómo se comportan los datos antes de observar 
o analizar los datos que se tienen [19]. Por lo anterior, para el presente trabajo se asume 
un proceso Gaussiano como modelo prior sobre las variables aleatorias  , el cual captura 
la suposición inicial del modelo para el comportamiento de las variables aleatorias que se 
encuentran consignadas en la base de datos [26]. 
Dicho modelo Gaussiano inicial o prior, se selecciona con una función media igual a cero y 
su función de covarianza        es calculada a partir de la función Kernel exponencial 
cuadrática. Estas expresiones se pueden verificar en las ecuaciones (5) y (6) 
respectivamente.  
               (5) 
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Como se puede observar en la ecuación (6), esta función Kernel cuenta con dos 
hiperparámetros definidos como   y   . El primero de ellos (   representa la longitud de 
escala del proceso y describe que tan suave es la función, es decir, longitudes de escala 
pequeños significa que los valores pueden cambiar rápidamente, mientras que un   alto 
caracteriza a funciones que cambian muy lentamente. Este parámetro además, me 
representa que tan lejos de manera confiable puedo extrapolar en los datos de 
entrenamiento  . 
 Por otro parte,    es básicamente un factor de escala que se le aplica a cualquier función 
de covarianza e indica la variación de los valores de la función respecto a su media. 
Valores muy altos de    permite un mayor variación, mientras que    pequeños 
caracteriza a funciones que permanecen cerca a su media. 
Cabe anotar, que este tipo de función Kernel se selecciona para el presente trabajo, ya 
que se espera que ciclos que se encuentren cerca en el espacio de entrada están muy 
correlacionados, y que dicha relación va disminuyendo a medida que se van alejando 
dichos datos, es decir, el Kernel exponencial cuadrático se usa para modelar funciones que 
no posean cambios muy drásticos en su dinámica, como es el caso de las baterías de Litio-
ion, puesto que es válido considerar que ciclos contiguos de descarga en la batería no 
difieran mucho y estén altamente correlacionados. 
Ahora bien, la idea de la regresión no es solo generar un modelo que se adapte a los datos 
de entrenamiento, sino que también pueda predecir de manera eficiente el valor de la 
variable aleatoria ante nuevos datos    . Sin embargo, en modelos realistas, para el 
entrenamiento no se tiene acceso al valor de la función aleatoria    sino a una versión 
ruidosa de esta, tal que          , es decir, que el proceso Gaussiano permite la 
existencia de una señal aleatoria aditiva conocida como ruido (   para los datos de 
entrenamiento   en la estimación del RUL para las baterías de Litio ion. 
Se asume que este ruido sigue una distribución Gaussiana idénticamente distribuida con 
varianza    
 . Este híper-parámetro representa cuanto ruido se espera que exista en los 
datos que ingresará al modelo. Con lo anterior, la covarianza sobre las nuevas 
observaciones ruidosas se convierte en lo siguiente: 
                
     (7) 
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En este sentido, la distribución conjunta de las salidas de entrenamiento   y las salidas del 




         
          
         
               
    
(8) 
 
A partir de la distribución conjunta definida, es posible muestrear variables latentes como 
función de los datos de entrenamiento   y los datos de prueba   , sin embargo, las únicas 
funciones que se pueden tener en cuenta son aquellas que se ajustan a los datos. El 
proceso anterior, se lleva a cabo a partir del cálculo de la distribución Posterior, la cual se 
puede determinar condicionando la distribución Gaussiana conjunta sobre las 
observaciones. Esta distribución Posterior puede determinarse de manera analítica o 
exacta siempre y cuando el Prior asumido siga una distribución Gaussiana, para este caso, 
como se cumple lo anterior, el Posterior está dado por las siguientes expresiones: 
                            ,  
donde  
                                
      . (9) 
 
                                  
              (10) 
 
Básicamente, las ecuaciones (9) y (10)  son la forma para calcular la media y la covarianza 
del proceso Gaussiano asociado con la predicción de la capacidad remanente para la 
batería caracterizada por el vector   . 
Analizando todo lo descrito anteriormente, se puede observar que el Kernel usado para el 
proyecto, tiene una serie de parámetros libres que deben de ser estimados. Estos 
parámetros se determinan a partir de la minimización del negativo del logaritmo de la 
verosimilitud marginal, también conocida como “La evidencia”, la cual está dada por la 
siguiente expresión [19]: 
           
 
 
            
       
 
 
             
    
 
 
     . (11) 
 
La optimización de esta función de verosimilitud marginal para encontrar los 
hiperparámetros óptimos (           es comúnmente llevada a cabo a partir de métodos 
Parra Martínez, Jaime David                                                                                                                          25 
 
basados en gradiente, sin embargo, estos son susceptibles a la inicialización, puesto que 
una indebida elección de este podría conllevar a encontrar mínimos locales, por lo cual en 
el presente trabajo la estimación de dichos parámetros será llevada a cabo haciendo uso 
de un algoritmo genético de valor real, el cual opera sin restricción por todo el espacio de 
soluciones. 
 
4.3 ALGORITMOS GENÉTICOS 
El algoritmo genético es una técnica de búsqueda adaptativa la cual se deriva de la teoría 
Darwiniana de selección natural [30], esta expone que individuos o seres que posean unas 
mejores características dentro de una población determinada, tendrán mejores 
oportunidades de poder quedarse en ella y así de esta manera, excelentes chances de 
sobrevivir. Lo anterior denota, que los algoritmos genéticos son en esencia una analogía 
directa con la conducta natural, en donde se intenta descubrir individuos (soluciones) con 
mayor éxito de supervivencia, debido a la combinación de buenas características 
provenientes de sus antecesores o ancestros. 
Este tipo de algoritmos son muy usados en la literatura para tratar diversos tipos de 
inconvenientes [31,32], puesto que es una herramienta robusta que es transversal en 
cualquier campo de la ciencia que exista la optimización, dando solución con éxito a 
dificultades que otro tipo de métodos encuentran diversos problemas. 
El mecanismo de operación de un algoritmo genético como se expuso en párrafos 
anteriores, se centra en recrear la analogía que posee este con la selección natural, es 
decir: se cruzan dos individuos de la población con unas determinadas características, esta 
relación va a producir un nuevo individuo descendiente de sus padres, cuyos parámetros 
finales tendrán que estar relacionados con los de sus predecesores. Este nuevo 
organismo, es evaluado para determinar que tan útil es como solución, e implícitamente 
se determinará si vale la pena que sus características se vayan propagando a través del 
tiempo para encontrar una excelente solución [33]. 
Un algoritmo genético posee varios subprocesos que deben ser tenidos en cuenta y 
llevados a cabo, para desarrollar un proceso robusto que lleve finalmente a obtener 
soluciones exitosas. Entre los procesos más relevantes, se encuentran los siguientes: [33]: 
 Codificación 
 Población 
 Función Objetivo 
 Selección 




Un diagrama de flujo básico que representa el esquema general de un algoritmo genético, 






















Figura 3. Esquemático general algoritmo genético 
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Es un término usado para referirse a la manera de presentación de los datos de un 
algoritmo genético. La codificación representa la manera en la cual se muestra cada uno 
de los individuos en la población total. Es muy importante resaltar, que la codificación es 
esencial al momento de entender y operar un algoritmo genético, puesto que la función 
objetivo debe tener claro como evaluar dicho organismo. 
En [34] por ejemplo, usan una codificación binaria para los datos que se manejan, 
representando los cromosomas como una cadena de caracteres que contiene 1's y 0's. 
Existe también otro tipo de representación, conocida como codificación de valor real [33], 
en la cual se tratan los individuos de la población como un conjunto de valores reales. Un 
ejemplo de lo anterior, se puede verificar en la figura 4. 
Figura 4. Distintas codificaciones población algoritmo genético. 
Considerando que el cálculo de las funciones objetivos se realiza para determinar si un 
nuevo organismo o individuo es bueno, y este cómputo se efectúa usando únicamente 
valores reales, se hace innecesario tener un sistema que condense la información de los 
individuos de manera binaría, puesto que la operabilidad de dichos datos requiere un tipo 
de procesamiento adicional de codificación y decodificación [33]. Por lo anterior, el 
presente proyecto trabaja con algoritmos genéticos de valor real, que permiten tener una 
mayor estabilidad mientras se efectúa las operaciones matemáticas, con la ventaja 
principal que el rendimiento computacional generado va a ser menor, debido al ahorro de 
ciertos cálculos de conversión. 
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4.3.2 POBLACIÓN  
La población inicial es un elemento esencial al momento de plantear solución a un 
problema mediante un algoritmo genético, puesto que la selección de esta, influye de una 
manera determinante en el resultado final. Incluso hay algunas teorías que proponen que 
el tamaño debe ser variable con respecto al tiempo, evaluando de esta manera si un 
determinado cromosoma debe salir de la población al exceder un parámetro de tiempo de 
vida [35]. 
Un tamaño de población pequeño implica que los cromosomas o individuos 
pertenecientes a esta, pueden tener cierta tendencia a no cubrir adecuadamente el 
espacio de soluciones o de búsqueda que el problema de optimización requiera. Como 
contra parte, si se posee una población inicial de un tamaño considerable, es posible 
obtener soluciones que no converjan rápido representando inevitablemente tiempo 
computacional. 
En el presente trabajo, se realiza una selección aleatoria de la población inicial abarcando 
un espacio de soluciones amplio, con el fin de no caer en una convergencia precoz hacia 
óptimos locales.  
 
4.3.3 FUNCIÓN  OBJETIVO 
Básicamente, la función objetivo es una ecuación que determina que tan bueno o malo es 
un cromosoma en particular para la resolución del problema de optimización que se está 
tratando. Esta función por ende, permite evaluar a todos los individuos de la población 
dependiendo de su codificación inicial, generando un dato único que expresa el 
rendimiento o la bondad del dato con respecto a los demás. 
Esta herramienta ayuda a cuantificar la población existente mediante la adjudicación de 
valores reales a cada cromosoma, permitiéndole al algoritmo genético, conocer cuáles son 
los datos que pueden llegar a ser la mejor solución del problema y por ende, ser estos más 
probables de ser seleccionados para la creación de una nueva generación, que se espera 
sea mejor que sus respectivos padres.  
Para el desarrollo de este documento, la función objetivo o de costo es negativo del 
logaritmo de la verosimilitud marginal referenciada en la ecuación (11) (ver sección 4.2). 
Allí como se comentó anteriormente, se pretende encontrar los híper-parámetros 
(            óptimos que minimicen dicha función de acuerdo a los datos de 
entrenamiento   existentes. 
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4.3.4  SELECCIÓN 
El método de selección de individuos de un algoritmo genético es muy relevante para un 
adecuado rendimiento de este, ya que afecta directamente y de una manera significativa 
su convergencia. La filosofía de aplicación de una técnica de selección es la siguiente: 
"Mientras mejor sea la valoración de un individuo determinado (valor de su función 
objetivo), mayor probabilidad tendrá de permanecer en la población y procrearse o 
aparearse [36]". 
El método usado en el presente proyecto, se denomina "Selección por ruleta", y fue 
seleccionado debido al hecho que es un método sencillo que no eleva en gran medida el 
costo computacional, y no posee parámetros adicionales que deban ser tenidos en cuenta 
para la selección de los individuos a recombinarse, como por ejemplo: la "Selección por 
torneo", en donde existe la necesidad de establecer la cantidad de individuos que 
formarán el subconjunto de selección [52].  
En pocas palabras, la técnica de "Selección por ruleta" propone o asume que la 
probabilidad de selección de un individuo, es proporcional a su rendimiento o valoración 
[37]. Es decir, la probabilidad de seleccionar un          individuo es equivalente: 
    
  
   
 
   
                  (12) 
 
Donde   es el dato de valoración de          perteneciente a la población de N 
cromosomas. 
Considerando lo anterior, la técnica de selección por ruleta plantea en su teoría la 
generación de una línea recta imaginaria, en la cual los pesos    indicadores de la 
valoración de cada individuo de acuerdo a su función objetivo, se van posicionando a 
través de esta, creando diversos sectores o particiones que van a permitir seleccionar el 
individuo. Es relevante anotar, que un dato aleatorio    es escogido (uniformemente 
distribuido), con el fin de posicionarlo en dicha recta y aquella sección donde se ubique 
será el individuo elegido (ver Figura 5). 
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Figura 5. Ejemplo método de selección por ruleta 
Bajo este procedimiento anterior, son seleccionados los dos padres que producirán un 
nuevo cromosoma en la población y de esta manera, identificar si mejora o no la solución 
al problema de optimización tratado, mediante la evaluación de la función objetivo. Se 
debe tener constante vigilancia de individuos que posean una función objetivo muy 
superior al resto, puesto que este hecho podría producir temprana convergencia en el 
algoritmo, generando que los nuevos individuos sean prácticamente copias de este que 
predomina sobre los demás. 
 
4.3.5  RECOMBINACIÓN 
La recombinación es una etapa esencial para el funcionamiento del algoritmo genético, 
puesto en esta instancia es donde se permite el intercambio de información genética de 
haciendo que los bloques constructivos de mejor calidad se repliquen a través de los 
individuos de la población y los que no posean una calidad tan alta disminuyan o incluso 
sean eliminados a través del paso de generaciones.  
El tipo de recombinación usada en el proceso de optimización depende en gran medida 
del tipo de codificación que se esté usando en el problema. Considerando que el presente 
trabajo se basa en un algoritmo genético con codificación de valores reales, se hace 
relevante indicar que tipo de técnica se usa para efectuar la recombinación de los 
cromosomas, en pro de resolver el problema de optimización planteado (encontrar los 
hiperparámetros óptimos del Kernel que minimicen el negativo del logaritmo de la 
verosimilitud marginal, ver sección 4.2)  
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El método de recombinación heurístico como el aplicado en [39], es el escogido para 
efectuar la recombinación de cromosomas codificados con valores reales en el presente 
trabajo. Allí, se  muestra el procedimiento de como generar dos descendientes a partir de 
los valores de la función objetivo de cada uno de sus padres. Para ello, se generan las 
algunas definiciones y se sigue la siguiente metodología: 
Definiciones básicas: 
                                                         
                                                        
                                                    
De allí se tiene que: 
    
        
     
                 
 
       
     







Donde r es un dato aleatorio uniformemente distribuido entre 0 y 1 que va variando en 
cada iteración. Puesto que el cromosoma del Hijo 2 (    representa un concepto de 
distancia o lejanía entre ambos padres, es posible afirmar que el valor r va a situar 
aleatoriamente al cromosoma del descendiente entre ellos, permitiendo diversidad en 
este nuevo cromosoma y evadiendo caer de manera inequívoca en óptimos locales [33]. 
Considerando la descripción anterior, se puede afirmar que siempre se va a tener que uno 
de los descendientes va a ser igual al padre de mejor función objetivo, mientras que el 
segundo hijo ocupará una nueva posición en el espacio global de soluciones (cromosoma 
ubicado entre ambos padres), siendo así una nueva alternativa de resultado. 
 En la figura 6, se puede verificar la conceptualización básica del método definido 
anteriormente para recombinaciones de cromosomas con codificación real.  
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Figura 6. Conceptualización recombinación heurística. 
La recombinación heurística busca por tanto, que los cromosomas que vayan 
evolucionando a través de cada iteración se encuentren cada vez más cerca entre sí, 
haciendo que la distancia numérica que los separa sea menor, en pro de buscar la 
convergencia. 
La figura 7 presenta un ejemplo numérico referente al método de recombinación 
heurística para cromosomas con codificación de valor real. Allí se asume que la 
codificación de los individuos o padres (       ) está realizada mediante un único valor 
real, y que se tiene conocimiento de su respectiva función objetivo previamente  evaluada 
(       ). Además se genera un dato aleatorio uniformemente distribuido equivalente a  
0.75. 
 
Figura 7. Ejemplo numérico recombinación heurística. 
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Es importante recalcar que en el presente trabajo, los individuos son representados 
mediante tres datos de valor real, equivalentes a los hiperparámetros de la función Kernel 
(            , y por ende el procedimiento mostrado en la figura 7 se debe ejecutar para 
cada uno de ellos con el fin de generar un nuevo individuo. 
 
4.3.6  MUTACIÓN 
La mutación es considerada en el algoritmo genético un parámetro fundamental o básico, 
esto se debe a que diversos estudios en la literatura han expuesto que aunque el operador 
de recombinación es el encargado de encontrar en el espacio de búsqueda las distintas 
soluciones al problema de optimización, el operador de mutación fortalece dicha 
exploración puesto que permite la creación de información nueva que no se encontraba 
presente en la población inicial, además de buscar de manera permanente posibles 
soluciones en la vecindad de los individuos resultantes después de un proceso de 
recombinación [40,41].  
Para codificaciones de valor real, la teoría propone la generación de un intervalo limitado 
de cambio [49], en el cual se tiene muy presente el número de la generación actual 
(número de iteraciones hasta el momento). En el inicio del procedimiento, el intervalo de 
cambio de los cromosomas para efectuar su mutación es amplio, a diferencia de cuando 
se va avanzando de generación en generación, donde este rango de cambio para los 
individuos va decreciendo. 
Esta técnica de mutación, se conoce en la literatura como mutación no uniforme, y opera 
de la siguiente manera [43]: 
 
              
                                  




            
Donde      es la función de estabilidad gobernada por la generación actual en la que se 
desarrolla la mutación.       es el máximo número de iteraciones permitidas (influye en 
el costo computacional),   es el valor de la generación actual y    es un parámetro de 
forma que para el desarrollo del trabajo tiene un valor de 1, puesto que se decide que la 
función      sea lineal. 
           
 
    
    
 
(15) 
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Esta ecuación (15), tiene como objetivo principal irle restando peso al operador de 
mutación mientras más iteraciones hayan transcurrido, ya que a medida que aumenta la 
cantidad de generaciones también se espera que la población donde se encuentra los 
híper-parámetros esté convergiendo y se aproxime a un mismo valor. 
La figura 8 representa de manera gráfica la conceptualización de la mutación no uniforme 
propuesta para el presente trabajo. Es importante resaltar, que es arbitraria la decisión de 
aplicar la ecuación (14) hacia el límite superior o el inferior, el hecho fundamental es 
aplicar este operador y generarle una vecindad al cromosoma seleccionado. 
Figura 8. Conceptualización mutación no uniforme 
Como se puede notar en la ecuación (15), al igual que en el proceso de recombinación, en 
la mutación no uniforme se usa el parámetro   (variable aleatoria uniformemente 
distribuida entre 0 y 1), para generar diversidad en el cálculo y evitar así óptimos locales 
en el problema. 
Tanto el límite superior como el inferior deben ser seleccionados de una manera 
cautelosa, puesto que el hecho de generar un intervalo muy amplio entre ellos implica 
que el posible cromosoma intervenido difiera en alta medida del original, pudiéndose 
perder quizá información valiosa del cromosoma o individuo inicial.  
En la figura 9, se puede observar un ejemplo numérico de la mutación no uniforme para 
un cromosoma de valor real de una única variable, para el cual se ha seleccionado un 
número de generaciones máxima de 500, y se efectúa la mutación hacia el límite superior 
del intervalo con un valor de 150. 
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Figura 9. Ejemplo numérico mutación no uniforme. 
Como se comentó en la sección 4.2, el presente trabajo busca encontrar de manera 
óptima los hiperparámetros de la función Kernel del proceso Gaussiano              , lo 
cual implica que los cromosomas usados posean tres datos de valor real en su interior, y 
por ende ante la necesidad de aplicar un operador de mutación no uniforme, el 









Parra Martínez, Jaime David                                                                                                                          36 
 
5. MATERIALES Y MÉTODOS 
5.1 DESCRIPCIÓN BASE DE DATOS 
La base de datos usada para la representación de este proyecto fue extraída del 
"Prognostics Data Repository" que posee la NASA [26]. Esta colección de bases de datos 
ha sido suministrada por diferentes entidades, entre ellas: universidades, agencias y 
algunas compañías del sector industrial, con el fin de que sean desarrollados algoritmos 
de predicción y pronóstico. 
Particularmente para este trabajo, se seleccionó el dataset denominado "Battery" de 
dicho repositorio, la cual brinda información detallada de una muestra de 36 baterías de 
Litio-ion tanto en sus procesos de operación ("carga", "descarga"), como en la medición 
de algunos parámetros físicos de la misma dados bajo el nombre de "impedancia". 
En la figura 10, es posible observar la estructura que poseen los datos para cada uno de 
sus procesos de operación: 
A continuación, se explica a que hacen referencia cada una de las series de tiempo de los 
diferentes ciclos de la batería. Cabe resaltar que se decide nombrar dichas variables en 
idioma inglés, con el fin de respetar la nomenclatura inicial suministrada originalmente 
por la base de datos [26]. 
CICLO DE CARGA 
 Voltage_Measured: Este parámetro hace referencia a la diferencia de potencial 
existente en los bornes de la batería, y está dada en Voltios (V). 
 Current_Measured: Esta variable mide la corriente de salida de la batería, su valor 
está en Amperios (A). 
 Temperature_Measured: Entrega la temperatura de la batería al cual se le está 
haciendo la prueba. Su valor está en grados Celsius (ºC). 
 Currente_Charge: Esta variable hace referencia a la corriente medida en el 
cargador mientras se encuentra en el periodo de carga. Su valor está en Amperios 
(A). 
 Voltage_Charge: Este parámetro mide la tensión existente en el cargador cuando 
está cargando. Su valor se da en Voltios (V). 
 Time: Es un vector que contiene el momento cada uno de los instantes en el cual 
se adquieren los datos durante el proceso de carga. La variable Time es un arreglo 
de 1xn, donde n es el número de datos existentes en el proceso. 
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CICLO DE DESCARGA 
 Voltage_Measured: Este parámetro hace referencia a la diferencia de potencial 
existente en los bornes de la batería, y está dada en Voltios (V). 
 Current_Measured: Esta variable mide la corriente de salida de la batería, su valor 
está en Amperios (A). 
 Temperature_Measured: Entrega la temperatura de la batería al cual se le está 
haciendo la prueba. Su valor está en grados Celsius (ºC). 
 Currente_Charge: Esta variable hace referencia a la corriente medida en la carga 
mientras se encuentra en el proceso de descarga. Su valor está en Amperios (A). 
 Voltage_Charge: Este parámetro mide la tensión existente en la carga cuando el 
cargador se encuentra suministrándole energía. Su valor se da en Voltios (V). 
 Time: Es un vector que contiene el momento cada uno de los instantes en el cual 
se adquieren los datos durante el proceso de carga. La variable Time es un arreglo 
de 1xn, donde n es el número de datos existentes en el proceso. 
 Capacity: Su valor está dado en Amperio-hora (Ah), y hace alusión a la capacidad 
de la batería para poder generar su ciclo de descarga. 
Es relevante acotar, que para los ciclos de impedancia descritos en [26], no se presenta 
una explicación para cada uno de los parámetros extraídos. 
Las series de tiempo para cada una de las variables nombradas anteriormente, fueron 
obtenidas por medio del procedimiento que se describe a continuación: 
"A una batería de litio-ion, se le realizan 3 perfiles operativos diferentes (carga, descarga y 
de impedancia) a cierta temperatura. El ciclo de carga, se lleva a cabo con una corriente 
constante (CC) de 1.5A hasta que el voltaje de la batería sea de 4.2V, y posteriormente se 
continua con un voltaje constante hasta que la corriente de carga se reduzca 20 mA. En el 
ciclo de descarga se conecta un elemento tal que le consuma una corriente fija a la fuente 
(2A, 4A , Onda cuadrada 4A con 50% de ciclo útil), y se le permite a la batería descender 
hasta un voltaje final determinado (2V , 2.2V , 2.5V , 2.7 V). Ahora bien, La medición de 
impedancia se lleva a cabo a través de una espectroscopia de impedancia electroquímica 
(EIS) con un barrido de frecuencias de 0,1 Hz a 5 kHz [42].  
"Los ciclos de carga y descarga repetidas dan lugar a un envejecimiento acelerado de las 
baterías, mientras que las mediciones de impedancia proporcionan información sobre los 
parámetros de la batería interna que cambian a medida que avanzan los diferentes ciclos. 
Los experimentos se detienen cuando se detecta una disminución en la capacidad nominal 
de la batería [43]". 


























Parra Martínez, Jaime David                                                                                                                          39 
 
5.2 CARACTERIZACIÓN BASE DE DATOS  
La caracterización de la base de datos, es un ítem fundamental para poder atacar el 
problema de una manera efectiva. Aquí, se busca obtener la mayor cantidad de 
información posible de la base de datos de trabajo mediante la menor cantidad de 
variables posibles, pero que me intenten representar toda la variabilidad que tiene el 
problema, y no haya pérdida de mucha información. 
Por ejemplo, en [44], teniendo en la base de datos las medidas básicas de corriente, 
voltaje, y demás, se generan 5 nuevas variables que sean indicativas de la capacidad de 
carga, para poder desde allí aplicar técnicas de regresión y encontrar la relación de estas 
últimas con el tiempo de vida útil restante (RUL). A su vez, en [45] usan únicamente los 
valores de corriente de la batería en su estado de carga, y los valores de tensión o 
diferencia de potencial del dispositivo en su fase de descarga para efectuar la 
caracterización de la base de datos. 
Ahora bien, para realizar la caracterización de la base de datos del presente trabajo [26], 
se ejecutó un procedimiento similar al efectuado en [46], en donde se tiene únicamente 
en cuenta la información del ciclo de descarga de cada una de las baterías, ya que este 
tipo de proceso posee datos fundamentales para poder determinar finalmente la 
capacidad (Ampere-hora) de la batería en estudio. Finalmente, se eligieron 15 parámetros 
que permitieran generar una buena caracterización o parametrización de la base de datos; 
en su gran mayoría, estas variables representan la cuantificación de los momentos de 
orden k (varianza, asimetría, curtosis) de las series de tiempo para el voltaje y la 
temperatura en la batería en estudio.  
Se hace relevante anotar, que en estos 15 parámetros descritos con antelación también 
está incluida la variable regresora, que describe la capacidad actual con la que cuenta la 
batería para ese instante de tiempo específico. A continuación, se muestran de manera 
explícita como se desarrolló la parametrización de la base de datos de las baterías de Litio-
ion. 
1) Se determina cuantos ciclos de descarga hay en toda la estructura de datos de la 
batería. Es decir, se examina cuantos ciclos de carga, impedancia y descarga existen, y se 
tiene en cuenta la cantidad de veces que se desarrolló este último proceso. Finalmente 
este número de ciclos de descarga se denota con la letra  . 
2) Se Parametrizan cada uno de los ciclos de descarga por medio de las 15 variables 
descritas a continuación: 
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2.1) Índice de fluctuación para el voltaje de descarga: 
     
          
 
   
 




                                                                 
                                                             
                                                                          
 
2.2) Índice de fluctuación para la temperatura: 
     
          
 






                                                                     
                                                                 
                                                                            
 
2.3) Índice de asimetría para el voltaje de descarga: 
     
        
  






                                                               
                                                             




Parra Martínez, Jaime David                                                                                                                          41 
 
2.4) Índice de asimetría para la temperatura: 
     
        
  






                                                                   
                                                                 
                                                                           
 
2.5) Índice de curtosis para el voltaje de descarga: 
     
        
  






                                                               
                                                             
                                                                       
 
2.6) Índice de curtosis para la temperatura: 
     
        
  






                                                                   
                                                                 
                                                                           
 
2.7) Valor máximo de la serie de voltaje en el ciclo de descarga: 
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2.8) Tiempo del valor máximo de la serie de voltaje en el ciclo de descarga:  
                                                                  
 
2.9) Valor mínimo de la serie de voltaje en el ciclo de descarga: 
                                                                           
 
2.10) Tiempo del valor mínimo de la serie de voltaje en el ciclo de descarga:  
                                                                 
 
2.11) Valor máximo de la serie de temperatura en el ciclo de descarga: 
                                                                   . 
 
2.12) Tiempo del valor máximo de la serie de temperatura en el ciclo de 
descarga:  
                                                                   
 
2.13) Valor mínimo de la serie de temperatura en el ciclo de descarga: 
                                                                    
 
2.14) Tiempo del valor mínimo de la serie de temperatura en el ciclo de 
descarga:  
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2.15) Capacidad de la batería 
                                                                              
Los parámetros designados desde el 2.1 hasta el 2.14 se denominan variables de entrada y 
son aquellas que ingresan al modelo de regresión, con el fin de que sea estimado con 
cierto intervalo de confianza el dato del parámetro 2.15 o variable regresora (Capacidad). 
Cabe anotar además, que se decide tener en cuenta las variables de voltaje y temperatura 
para caracterizar la batería, puesto que se conoce que son parámetros críticos y de gran 
variación con respecto al tiempo, por lo cual son esenciales al momento de determinar la 
capacidad en Amperes-hora (Ah) que posee una batería de Litio ion [47]. 
3) Generación matriz de variables de entrada y salida para el proceso Gaussiano 
Como último procedimiento de la parametrización de la base de datos, se condensa toda 
la información calculada en una matriz entrada - salida de dimensión       , donde como 
se dijo anteriormente,   representa la cantidad de ciclos de descarga existentes en la 
estructura de datos inicial, y   hace alusión a cada uno los 15 parámetros computados 
para cada uno de los ciclos.  
En la figura 11, es posible verificar la distribución de la matriz entrada-salida usada en el 
presente proyecto. En este gráfico, el subíndice de cada parámetro representa la i-ésima 
vez que se detecta un ciclo de descarga (ciclo i-ésimo de los   ciclos de descarga 
existentes).  
 
Figura 11. Matriz Entrada/Salida para la estimación del tiempo de vida útil restante de las 
baterías de Litio-ion. 
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Para contextualizar un poco más,              representan los índices de curtosis para los 
datos de voltaje y temperatura obtenidos en el primer ciclo de descarga; a su vez, 
            relacionan los índices de asimetría para los datos de voltaje y temperatura del 
i-ésimo ciclo de descarga. Este tipo de nomenclatura se extiende para cada uno de los 15 
parámetros seleccionados  con el fin de conformar en sus totalidad la matriz de entrada- 
salida del modelo. 
 
5.3 VALIDACIÓN 
Considerando que ya se tiene una matriz compacta en la cual se encuentran condensados 
los parámetros que representan o caracterizan la base de datos inicial, se efectuó la 
división de esta en dos grupos característicos, los cuales se explican a continuación: 
1) Grupo de entrenamiento (Training Set):  Este grupo fue sumamente importante para la 
obtención del tiempo de vida útil restante de las baterías de Litio-Ion, puesto que los 
datos pertenecientes a este, fueron los encargados de construir el modelo matemático 
que permitía estimar el valor del parámetro de salida (Capacidad en Ah) para la cantidad 
de variables de entrada existentes. 
2) Grupo de Prueba (Test Set): Dicha porción de la matriz, permitió cuantificar qué tan bien 
se ajusta el modelo creado a aquellos datos que no tuvieron ningún tipo de aporte al 
establecimiento del mismo.  
Se hace relevante comentar, que para este caso específico en el cual se está usando un 
proceso Gaussiano para efectuar una regresión, se realiza una partición a la matriz de 
parámetros equivalente al 70%, donde este porcentaje representa la cantidad de datos 
usados como grupo de entrenamiento, y el 30% restante es usado para efectuar la 
validación del modelo [49,50]. 
En la figura 12, se muestra un ejemplo de la división generada en la matriz de parámetros 
para la selección de los datos de entrenamiento (primeras k-ésimas muestras) y las filas 
restantes que son usados como datos de prueba del modelo. No está de más recalcar que 
demarcados en rojo se encuentran los datos de entrenamiento (Training Set) y en azul los 
datos de prueba (Test Set). 
Es esencial comentar, además, que la última columna de la matriz Entrada/Salida 
corresponde a la capacidad en Ah en la batería de Litio-Ion, la cual hace referencia a la 
variable regresora o de salida del modelo propuesto. 
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Figura 12. División de la matriz de parámetros para el Training Set y Test Set. 
 
5.4 REGRESIÓN PARA HALLAR EL RUL 
Para encontrar la estimación del tiempo de vida útil de las baterías de Litio-Ion, se hizo 
fundamental tomar como base un Toolbox de Matlab que contiene todas las pautas y 
códigos probados del libro de Rasmussen y Williams [19], el cual es un libro pilar en el 
mundo del aprendizaje de máquina aplicado. Lo anterior, garantiza una perfecta 
implementación y desarrollo de cálculos en todo lo que implica usar un proceso Gaussiano 
para resolver un determinado problema. Como se comentó en la sección 4.2, este tipo de 
herramientas tienen como particularidad, que implementan todo su proceso de 
optimización basado en métodos que usan gradiente.  
Es válido recalcar nuevamente, que este tipo de métodos de optimización tienden a caer 
en resultados ligados a mínimos locales, ya que dependen en gran medida del punto 
inicial suministrado. Por lo cual, se decide implementar la estimación de híper-parámetros 
del Kernel (             mediante una técnica heurística que permita recorrer todo el 
espacio de soluciones, como es el caso de un algoritmo genético de valor real. 
Teniendo en cuenta que el Kernel de un proceso Gaussiano busca generar una 
transformación al espacio de variables contenidas en la matriz de entradas y salidas, 
permitiendo así encontrar una correlación entre los distintos puntos contenidos en dicha 
matriz, se hizo intuitivo pensar en seleccionar una covarianza o Kernel exponencial 
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cuadrado, ya que dicha función representada en la ecuación (7) indica que puntos que se 
encuentren cerca en el espacio de entrada están muy correlacionados, y que dicha 
relación va disminuyendo a medida que se alejan (es conveniente un conocimiento previo 
de la función de covarianza, tal como se trata en el contexto de [48]) . Y este es el caso, de 
las baterías de Litio-ion, donde se espera que probablemente ciclos de descargas 
contiguos estén muy correlacionados. 
Además de lo anterior, y con el fin objetivo principal de realizar una validación del proceso 
desarrollado (Proceso Gaussiano + Algoritmo genético de valor real), el Kernel 
seleccionado es uno exponencial cuadrado ya que es usado también en el desarrollo de 
[9], y de esta manera, se pueden realizar diversos símiles usando herramientas 
estadísticas como lo es: el error cuadrático medio para verificar el sesgo entre los datos 
reales y sus respectivas estimaciones. 
Esta unidad del trabajo busca mostrar y exponer de manera explícita, el procedimiento 
propuesto para el cálculo del RUL de las baterías de Litio-Ion contenidas en la base de 
datos [26]. 
Considerando que los ciclos de descarga de las baterías analizadas son las que guardan la 
información más relevante del estado actual del dispositivo, se efectúa en primera 
instancia, la clasificación de este tipo de ciclos para cada uno de los elementos contenidos 
en la base de datos. Este resultado puede ser verificado en la sección resultados (ver Tabla 
1). 
Luego de tener la subdivisión de cada una las baterías mediante sus tipos de ciclo (carga, 
descarga e impedancia), se procede con la etapa de caracterización de los ciclos de 
descarga encontrados en esta clasificación. Allí, se siguen las pautas de parametrización 
descritas en la sección 5.2 (caracterización de la base de datos), en donde se tendrán 15 
variables  (14 de entrada y 1 de salida), con las que se pretende tener la información 
suficiente para explicar el ciclo en particular. Finalmente, se tendrá una matriz de 
entrada/salida para cada batería de Litio-ion con   ciclos de descarga, donde a cada uno 
de ellos le corresponderán   variables asignadas (      debido a la parametrización 
realizada (Ver figura 11). 
De acuerdo a la figura 12, y tal como se había comentado, para el presente trabajo se 
presenta una división de la matriz de entrada/salida en donde el 70% de los datos serán 
usados para el grupo de entrenamiento y del 30% restante para el grupo de Test o 
verificación del modelo. Se tendrá entonces destinado para el Training Set 
(                    ) y como Test Set (           , donde cada ciclo de descarga 
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para cualquier grupo, tendrá de igual manera sus   variables asignadas por la 
caracterización efectuada anteriormente.  
Luego de tener definidos los grupos de entrenamiento y validación, es esencial considerar 
qué tipo de operaciones se deben realizar con estos datos. Para ello, se debe tener en 
cuenta de manera inicial, el valor de la verosimilitud marginal que básicamente representa 
la función de costo a optimizar (ecuación (11)). Teniendo en cuenta lo nombrado en la 
sección 4.2, se discrimina a continuación la definición de cada variable de la ecuación (11), 
con sus respectiva dimensión para poder efectuar los cálculos correspondiente: 
           
 
 
            
       
 
 
             
    
 
 
     . (11) 
 
Discriminación y dimensionamiento de variables: 
           
  
  
       
 
   
 
                                         
                                                                   
                                                                    
                                                                      
                                                                     
  
                                                            
                                              
Luego de efectuar el cálculo de la función de verosimilitud marginal           con las 
variables nombradas anteriormente, se obtendrá un dato escalar que representa aquel 
valor que se debe minimizar mediante la selección de unos adecuados hiper-parámetros 
(             , puesto que los demás componentes de la función (11) no poseen ninguna 
variación. Es decir, los valores de               que minimicen esta función de costo 
          , serán los hiperparámetros seleccionados para efectuar la estimación de la 
capacidad de las baterías para el Test Set o grupo de validación. 
Como se comentó anteriormente, el presente proyecto propone efectuar la optimización 
de esta función objetivo mediante el uso de un algoritmo genético de valor real, con el fin 
de buscar en un espacio de soluciones más amplio y evitar caer en mínimos locales. 
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5.4.1 OPTIMIZACIÓN DE LOS HIPER-PARÁMETROS MEDIANTE ALGORITMO 
GENÉTICO DE VALOR REAL 
El algoritmo genético de valor real, es un método heurístico que posee diversos 
parámetros que pueden ser variados para modificar el desempeño de este, como es el 
caso de la población inicial y la cantidad de generaciones en las cuales se correrá el 
algoritmo de optimización. Para el actual trabajo, se decide seleccionar una población 
inicial de 500 individuos cuyo número de generaciones equivale también al mismo valor 
(Ver sección 6.2.1), es decir, inicialmente se tendrían 500 individuos aleatorios donde cada 
uno de ellos posee tres características equivalentes a los tres hiperparámetros     
          que se desean optimizar. Esta premisa se puede visualizar de mejor manera en la 
figura 13. 
 
Figura 13.  Población inicial para estimación de los hiperparámetros 
Posteriormente de definir esta población, se requiere evaluar cada uno de estos 
individuos en la función objetivo           para determinar qué resultado entregan y 
verificar de que tan buena calidad es su respuesta. Es importante tener presente en cada 
iteración, qué individuo representa la mejor y la peor función objetivo para cuestiones de 
reemplazo a través del paso de las generaciones. Finalmente, se tendría un esquema 
como el siguiente:  
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Figura 14.  Población de individuos con su respectiva función objetivo 
A continuación, sigue una de las etapas más importantes del proceso de estimación de los 
hiperparámetros del algoritmo genético, y es la fase de selección de padres. Para este 
caso puntual, se seleccionan dos individuos de los 500 existentes en la población con la 
finalidad de generar un hijo con características tales, que permita mejorar la genética de la 
población, y por ende obtener un valor menor en la función de costo           . La 
selección se realiza de acuerdo al procedimiento mostrado en la sección 4.3.4, en donde 
un número aleatorio uniformemente distribuido entre 0 y 1 selecciona en primera 
instancia a uno de los padres, y posteriormente se vuelve a ejecutar para escoger el 
segundo progenitor. 
En el tratamiento del presente trabajo, es relevante recordar que se decidió tener una 
tasa de recombinación equivalente a 1, lo cual significa que siempre que se ejecute el 
proceso de selección habrá un hijo de los padres elegidos. 
La etapa de recombinación como tal, es también sumamente relevante en el proceso de 
optimización mediante un algoritmo genético, puesto que es esencialmente allí donde se 
producen los nuevos individuos para la población. El procedimiento de recombinación se 
efectúa de acuerdo a lo descrito en la sección 4.3.5, en donde se describe cómo generar 
un nuevo individuo teniendo genotipos de índole real mediante el método de 
recombinación heurística. A continuación, se describe de una manera más puntual la 
ecuación (13), la cual pretende exponer como desarrollar el proceso de recombinación 
para dos padres con genotipo de valor real. Se define además cada variable de la 
ecuación: 
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Se hace esencial recalcar, que la expresión        significa que el padre    posee una 
mejor función objetivo            que el padre   , y viceversa para el caso       . 
Luego de esta etapa, se tendrán entonces dos nuevos individuos o hijos. Aunque hay 
algunos algoritmos genéticos que tienen en cuenta los dos descendientes obtenidos para 
continuar con el proceso de optimización; en el presente trabajo, se elimina uno de ellos 
de manera aleatoria con el fin de no sobrecargar computacionalmente el proceso de 
cálculo.  
Es aquí, donde luego de tener el descendiente del proceso de recombinación, se establece 
una tasa de mutación específica para el proceso, en este caso puntual se dicta un valor de 
0.1, lo cual quiere decir, que cuando finaliza el proceso de recombinación, se genera un 
número aleatorio  , el cual si        es necesario desarrollar la etapa de mutación para 
el nuevo individuo descrita en la sección 4.3.6, caso contrario los hiperparámetros del 
descendiente permanecerán constantes para la próxima instancia del proceso de 
optimización que se viene llevando.  
Si la operación de mutación debe realizarse debido a que      , el presente trabajo 
propone efectuar la operación descrita en la ecuación (14), Allí : 
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Como se comentó en la sección 4.3.6,      es una función que permite que a medida que 
pasen las iteraciones, el proceso de mutación tenga un menor peso ya que se espera que 
la población de los híper-parámetros se encuentre convergiendo, las variables de esta 
ecuación son las siguientes: 
                                                            
                                 
                                                        
                              . 
El resultado de la operación anterior, genera un nuevo individuo con un genotipo 
modificado, inicialmente con hiperparámetros                     y de manera final con 
valores                   . En el presente proyecto, es relevante decir que se eligen limites 
superiores iguales a 100 para cada uno de los tres hiperparámetros a estimar 
               . Además de lo anterior, se tendría un valor de         , considerando 
que este es el número máximo de iteraciones de la población. Finalmente, se selecciona 
un parámetro de forma     para cumplir con el objetivo de la función      sea lineal.   
La última instancia de algoritmo genético de valor real propuesto, consiste en comparar la 
función objetivo o de costo           para el                         dado el caso que no 
se haya hecho el proceso de mutación, o para el                               en caso 
contrario. Básicamente, si en la evaluación realizada a este nuevo individuo en la 
función           se obtiene un mejor resultado, este reemplazará en la población a 
aquel que posea el peor rendimiento, y nuevamente será ejecutado el proceso de 
selección en la nueva iteración o generación. Esta acción se puede chequear en la figura 
15. 
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Figura 15. Reemplazo de individuos en población del algoritmo genético de valor real. 
Finalmente, luego de que las 500 iteraciones sean efectuadas, se tendrá un individuo que 
representa el conjunto de hiperparámetros                tales que minimizan la función 
de costo            a través de todo el proceso. Estos valores son en conclusión los 
hiperparámetros que permitirán la evaluación de las funciones de estimación de la media 
y la varianza  (     y         respectivamente)  de la capacidad de las baterías de Litio-ion 
en el Test Set o Grupo de Prueba. 
La figura 16 representa un diagrama de flujo que sintetiza el proceso efectuado en el 
presente trabajo para el cálculo de la capacidad de las baterías de Litio-ion y por ende su 
respectivo RUL. Posteriormente y con ayuda de la nomenclatura interna del diagrama, se 
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Figura 16. Diagrama de flujo proceso de estimación del RUL para baterías de Litio-ion. 
¿Función objetivo 
individuo mutado 
mejor que el peor 
de la población? (h) 
 SI 
NO 
Reemplazar los parámetros                  del peor individuo de 
la población por                   del hijo mutado o       




generaciones   
            ?   (j) 
 SI 
NO 
Seleccionar el individuo de la población                  que  
              entregue la mejor función objetivo           .   (k) 
 
 




Usar hiperparámetros seleccionados en el proceso Gaussiano para  
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Contextualización del diagrama de flujo de la figura 16: 
Bloque (a): Generación de la población inicial con individuos de hiperparámetros 
             .  Ver sección 5.4.1 (Figura 13) y sección 4.3.2 en donde se explica el concepto 
de población inicial. 
Bloque (b): Se evalúa la bondad de cada individuo de la población en relación con la 
función objetivo           , para así determinar que tan bueno como solución del 
problema. Ver sección 5.4.1 (Figura 14), sección 4.3.3 para ver más información sobre la 
función objetivo y verificar su respectiva fórmula mediante la ecuación (11). 
Bloque (c): Se escogen dos padres de los 500 individuos de la población para la generación 
de un nuevo descendiente. En la sección 4.3.4 se explica el proceso de selección de 
individuos mediante el método "selección por ruleta), se sugiere ver Figura 5. 
Bloque (d): Se crea un nuevo descendiente mediante el proceso de recombinación 
heurística con hiperparámetros                      Se recomienda ver sección 4.3.5, donde 
se explica la metodología utilizada y se presenta un ejemplo numérico.                  
Bloque (e): Se efectúa el proceso de mutación no uniforme si se cumple cierto criterio de 
probabilidad., para este caso, valor de       . Ver sección 5.4.1 (pág. 47). 
Bloque (f): Se tiene un nuevo hijo con cierta modificación después del proceso de 
recombinación heurística con hiperparámetros                       Ver sección 4.3.6, 
donde se explica el método de operación de la mutación, además se muestra un ejemplo 
numérico en la figura 9.                  
Bloque (g): Se evalúa bondad del nuevo individuo mutado. Ver sección 5.4.1 (Figura 14), 
sección 4.3.3 para ver más información sobre la función objetivo y verificar su respectiva 
fórmula mediante la ecuación (11). 
Bloque (h): Se realiza una comparación entre la función objetivo del hijo mutado y el que 
tenga peor rendimiento en la población actual. Ver sección 5.4.1 (pág. 48). 
Bloque (i): Según sea el caso, se efectúa el reemplazo del nuevo descendiente, bien sea 
mutado o sin el efecto de la mutación. Ver figura 15 en el cual se presenta un esquemático 
del reemplazo. 
Bloque (j): Básicamente en esta instancia se indaga si la cantidad de iteraciones o 
generaciones propuestas ya fue alcanzada. Ver sección 5.4.1 (pág. 44). 
 
Parra Martínez, Jaime David                                                                                                                          56 
 
Bloque (k): Puesto que ya terminó la cantidad de iteraciones propuestas, se seleccionan 
los hiperparámetros                 que minimizan la función objetivo de la ecuación (11). 
Bloque (l): Se efectúa la estimación del RUL para un nuevo ciclo de baterías, con ayuda de 
los hiperparámetros estimados en el bloque (k), y mediante las ecuaciones (6), (9) y (10)  
Refiérase a la sección 4.2 para verificar el concepto de la estimación. 
Con el fin de condensar la metodología propuesta para la estimación del tiempo de vida 
útil restante de las baterías de Litio-ion, se propone verificar el diagrama de bloques de la 
figura 17, en la cual se muestra de una manera general, las entradas y las salidas que 
poseen los procesos más relevantes del método de optimización.  
El bloque "Base de datos" corresponde a la información contenida en [26] para todas las 
baterías de Litio-ion, de allí se dividen dichos datos en grupo de entrenamiento y grupo de 
prueba. La etapa de entrenamiento, tiene como fin estimar los hiperparámetros 
                óptimos de la función de covarianza para que finalmente, en el bloque 
"etapa de validación" se calcule la función media y de covarianza para la capacidad de las 
baterías de Litio-ion del grupo de prueba seleccionado inicialmente. 
 
Figura 17. Diagrama de bloques general proceso de estimación del RUL de las baterías 
Litio-ion. 
Las variables y parámetros que se utilizan en alguna instancia del modelo para poder 
efectuar la estimación del tiempo de vida útil de las baterías de Litio-ion, se presentan a 
continuación: 
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Variables:________________________________________________________________           
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6. RESULTADOS 
En esta sección, se muestran y se discuten los resultados de la metodología propuesta 
para la estimación del tiempo de vida útil de baterías de Litio-ion. Como primer elemento, 
se expone la cantidad de ciclos existentes para cada uno de los dispositivos que componen 
la base de datos usada [26], con la necesidad de extraer únicamente las muestras de 
descarga de las baterías para efectuar el proceso de regresión. Como segundo ítem, se 
exponen los resultados obtenidos mediante la metodología implementada. Finalmente, se 
comparan dichos resultados con los existentes en la literatura, para evaluar rendimiento y 
eficiencia en la operación. 
6.1 FILTRACIÓN DE CICLOS 
Considerando que la metodología propuesta fundamenta su operación en los ciclos de 
descarga de las baterías, se hizo relevante efectuar una clasificación exhaustiva a cada uno 
de los elementos que componen la base de datos [26], con el fin exclusivo de extraer cada 
uno de estos ciclos, ya que a partir de allí se genera la matriz de entrada y salida del 
proceso Gaussiano (Ver Sección 5.2). 
Los resultados de este filtro inicial, se pueden verificar en la tabla 1. 
Número 
Batería 





TOTAL DE CICLOS 
Batería 5 170 168 278 616 
Batería 6 170 168 278 616 
Batería 7 170 168 278 616 
Batería 18 134 132 53 319 
Batería 25 31 28 21 80 
Batería 26 31 28 21 80 
Batería 27 31 28 21 80 
Batería 28 31 28 21 80 
Batería 29 40 40 17 97 
Batería 30 40 40 17 97 
Batería 31 40 40 17 97 
Batería 32 40 40 17 97 
Batería 33 197 197 92 486 
Batería 34 197 197 92 486 
Batería 36 197 197 92 486 
Batería 38 47 47 28 122 
Batería 39 47 47 28 122 
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Batería 40 47 47 28 122 
Batería 41 67 67 29 163 
Batería 42 113 112 50 275 
Batería 43 113 112 50 275 
Batería 44 113 112 50 275 
Batería 45 72 72 40 184 
Batería 46 72 72 40 184 
Batería 47 72 72 40 184 
Batería 48 72 72 40 184 
Batería 49 25 25 12 62 
Batería 50 25 25 12 62 
Batería 51 25 25 12 62 
Batería 52 25 25 12 62 
Batería 53 55 55 26 136 
Batería 54 102 103 48 253 
Batería 55 102 102 48 252 
Batería 56 102 102 48 252 
Tabla 1. Clasificación de ciclos para la base de datos del repositorio de la NASA para 
baterías de Litio-Ion. 
Luego de tener la información anterior, se generó una subdivisión a cada uno de los ciclos 
de descarga de cada batería, con el fin de generar los datos de entrenamiento y de prueba 
para el modelo de regresión de acuerdo a lo expuesto en la sección 5.4 del presente 
documento. En la tabla 2, se muestra como se distribuyeron estos datos para cada una de 
las baterías estudiadas. 
Número Batería Total Ciclos de Descarga Datos de entrenamiento Datos de prueba 
Batería 5 168 118 50 
Batería 6 168 118 50 
Batería 7 168 118 50 
Batería 18 132 92 40 
Batería 25 28 20 8 
Batería 26 28 20 8 
Batería 27 28 20 8 
Batería 28 28 20 8 
Batería 29 40 28 12 
Batería 30 40 28 12 
Batería 31 40 28 12 
Batería 32 40 28 12 
Batería 33 197 138 59 
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Batería 34 197 138 59 
Batería 36 197 138 59 
Batería 38 47 33 14 
Batería 39 47 33 14 
Batería 40 47 33 14 
Batería 41 67 47 20 
Batería 42 112 78 34 
Batería 43 112 78 34 
Batería 44 112 78 34 
Batería 45 72 50 22 
Batería 46 72 50 22 
Batería 47 72 50 22 
Batería 48 72 50 22 
Batería 49 25 18 7 
Batería 51 25 18 7 
Batería 53 55 39 16 
Batería 54 103 72 31 
Batería 55 102 71 31 
Batería 56 102 71 31 
Tabla 2. Subdivisión ciclos de descarga baterías de Litio-Ion para datos de entrenamiento y 
prueba. 
6.2  REGRESIÓN CON PROCESO GAUSSIANO Y ALGORITMO            
GENÉTICO DE VALOR REAL 
6.2.1 SELECCIÓN PARÁMETROS DEL ALGORITMO GENÉTICO 
Como se puede verificar en la sección 4.2, el proceso Gaussiano usado para efectuar una 
regresión posee tres hiperparámetros, dos de ellos asociados al Kernel         que en 
este caso es una función exponencial cuadrada, y el tercero de ellos      que está ligado 
al ruido de los datos de entrada para la creación del modelo. La optimización de estos 
hiperparámetros se realizó mediante la utilización de un algoritmo genético de valor real 
como el mostrado en el inciso 4.3 del presente trabajo. Es relevante tener en cuenta, que 
al correr repetidamente este algoritmo de optimización, los resultados (valores de 
hiperparámetros) pueden variar un poco entre sí, ya que este tipo de técnicas heurísticas 
posee diversas variables como el tamaño de la población y el número de generaciones, 
que influyen en las magnitudes finales de los hiperparámetros optimizados (ver sección 
4.3). Por lo anterior, se decidió realizar una serie de corridas con distintos valores de 
tamaño de población y cantidad de generaciones para el algoritmo genético, todo con el 
fin de determinar para cual pareja de parámetros se obtenía una menor desviación para 
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los valores de los hiperparámetros              ). Se probaron valores para la cantidad de 
generaciones como (100, 500 y 1000), además de magnitudes para el tamaño de la 
población de (20, 100, 500). En la tabla 3, 4 y 5 se muestran los resultados de las corridas 
obtenidos para la batería de Litio-Ion 54 con una población fija de 20 individuos y diversos 
tamaños de población, cabe anotar que este dispositivo fue seleccionado para la prueba, 
puesto que cuenta con una cantidad de ciclos de descarga media, permitiendo llevar las 
conclusiones obtenidas tanto para baterías con un número de ciclos de descarga mayor y 
menor. 
Batería 54 
# Corrida Tamaño Población -  Número Generaciones         
1 20 - 100 7,11690762 -1,77450486 -0,91822789 
2 20 - 100 6,67992317 1,25093659 -0,80885401 
3 20 - 100 6,64021181 -2,375748 -1,44265448 
4 20 - 100 7,47390642 3,91990401 -6,68481301 
5 20 - 100 8,0168284 2,9945508 -4,07854627 
6 20 - 100 -3,97081613 -1,75323017 -0,46792352 
7 20 - 100 -2,60666515 -0,04183361 -2,22823314 
8 20 - 100 2,00624562 0,14287988 -1,68934065 
9 20 - 100 6,97361153 3,39000915 -0,24968577 
10 20 - 100 0,71925861 0,79967313 0,74977723 
     
 
Desviación estándar hiperparámetros 4,50608249 2,25153738 2,15541593 




Tamaño Población -  Número 
Generaciones 
        
1 20 - 500 7,99743945 1,92185314 -4,26095406 
2 20 - 500 9,59939064 4,99968006 -0,84899787 
3 20 - 500 7,32288861 3,37929266 -4,53754985 
4 20 - 500 8,40657799 4,7432899 -6,34977818 
5 20 - 500 9,7643716 8,28543475 -4,32681657 
6 20 - 500 6,68982499 5,00681219 -8,06199282 
7 20 - 500 7,96767884 5,64929447 -3,50552631 
8 20 - 500 9,40949459 6,62221032 -4,95952754 
9 20 - 500 7,48551572 4,05160214 -6,65825649 
10 20 - 500 9,80395549 -1,7016833 -0,19798945 
     
 
Desviación estándar hiperparámetros 1,13237086 2,72575368 2,44327329 
Tabla 4. Valores hiperparámetros para tamaño población = 20 y con un máximo de 500 
generaciones. 
 





Tamaño Población -  Número 
Generaciones 
        
1 20 - 1000 6,26484434 2,38198033 -6,53032741 
2 20 - 1000 9,59766941 6,90399701 -1,33386172 
3 20 - 1000 9,84928791 6,16103638 -4,92917771 
4 20 - 1000 9,68099162 8,77481967 -3,64272985 
5 20 - 1000 5,73804118 -0,56199454 -3,38709357 
6 20 - 1000 9,66408595 8,47726541 -6,0624566 
7 20 - 1000 7,57833306 1,90063247 -3,92803517 
8 20 - 1000 9,70722191 8,44466552 -0,83303279 
9 20 - 1000 8,37753621 7,15436628 -4,36030208 
10 20 - 1000 2,62208033 0,14824792 -2,78865208 
     
 
Desviación estándar hiperparámetro 2,39830707 3,6324407 1,83416281 
Tabla 5. Valores hiperparámetros para tamaño población = 20 y con un máximo de 1000 
generaciones. 
En las tablas anteriores, no es posible observar un cambio significativo en la desviación 
estándar de los hiperparámetros, mediante la modificación de la cantidad de 
generaciones soportadas por el algoritmo genético. En la tabla 6, se puede verificar que la 
desviación estándar de los hiperparámetros tanto del Kernel como de la función de 
verosimilitud van descendiendo a medida que se aumenta el tamaño de la población, 
haciéndose cada vez más estable. Lo anterior se comenta con el propósito de afirmar que 
al efectuar diferentes corridas para una población inicial de 500 individuos, se encuentran 
unos mejores resultados que al hacerlo con poblaciones con tamaños menores. Es por lo 
anterior, y teniendo en cuenta la poca variación efectiva que produce aumentar o 
disminuir la cantidad de generaciones (ver Tabla 6), que se decidió trabajar la metodología 
propuesta con una población inicial de 500 individuos y con un número máximo de 
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Desviaciones Estándar hiperparámetros (10 corridas) 
Tamaño Población -  Número 
Generaciones 
        
20 - 100 4,506082489 2,251537381 2,155415925 
20 - 500 1,132370856 2,725753684 2,443273288 
20 - 1000 2,398307068 3,6324407 1,83416281 
100 - 100 1,32413962 1,903981949 1,466563442 
100 - 500 2,229509081 3,39061346 0,806853263 
100 - 1000 2,579238945 3,493538614 0,926429698 
500 - 100 0,966736172 2,285781078 0,495468926 
500 - 500 1,252601479 1,329907569 0,497451683 
500 - 1000 1,173456762 1,859467678 0,632083805 
Tabla 6. Condensado de las desviaciones estándar de los hiperparámetros en las distintas 
corridas para la batería 54. 
Vale resaltar, que aunque el tamaño de la población podría incrementarse más para 
obtener posiblemente una pequeña mejora en el cálculo del RUL, computacionalmente 
empieza a ser muy costoso efectuar todas las operaciones que implica resolver la 
optimización de los hiperparámetros mediante este tipo de técnicas.  
6.2.2 APLICACIÓN DEL MODELO PROPUESTO 
Al definirse dos de los parámetros más relevante para el rendimiento del algoritmo 
genético, como lo son el tamaño de población y la cantidad de generaciones, se propone 
ahora la asignación de los valores de probabilidad para la realización de los 
procedimientos de recombinación y de mutación. Como se comentó en la sección 5.4.1, 
Para el desarrollo del presente proyecto, se seleccionó un valor de 1 para la 
recombinación, puesto que se asume que siempre que existan dos padres existirá un hijo; 
por su parte, la operación de mutación tiene una tasa equivalente a 0,1, ya que haciendo 
analogía con la naturaleza, se espera que no sea muy frecuente encontrar descendientes 
con alguna alteración. 
Ya con la parametrización total del algoritmo genético, se puede ejecutar en su totalidad 
la metodología propuesta, ya que los hiperparámetros del proceso Gaussiano pueden ser 
estimados mediante este procedimiento. 
Para verificar el buen funcionamiento de la técnica, se decide efectuar una prueba inicial 
con la batería de Litio-Ion 54 para observar su rendimiento con los 31 ciclos de test que se 
seleccionaron. En la figura 18 es posible chequear este resultado, allí el eje de abscisas 
hace referencia al número de ciclo de descarga correspondiente en el test set, mientras en 
las ordenadas se encuentra la capacidad en Amperes-hora de la batería de Litio-Ion de 
cada ciclo en específico. 
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Figura 18. Método de regresión para la batería 54 de la base de datos [26]. 
En la figura anterior, es válido rescatar las siguientes características o aspectos: 
 Las cruces de color rojo corresponden a las magnitudes de capacidad de la batería 
para cada uno de los datos del test set. 
 La línea azul hace referencia al valor de la media de la regresión hecha mediante el 
proceso Gaussiano + Algoritmo genético de valor real. 
 El área sombreada de color gris representa la varianza calculada mediante el 
proceso de regresión. 
Es relevante comentar, que entre más cerca se encuentre la línea azul de cada una de los 
cruces rojos, se puede decir que el rendimiento del proceso de regresión fue bueno. Cabe 
decir también, que se espera que la varianza sea pequeña indicando que la operación de 
estimación fue exitosa y cumple con las expectativas planteadas inicialmente. Para darle 
un valor numérico a la estimación realizada, se evalúa el rendimiento de la regresión por 
medio del índice RSE (Root Square Error) [9], la cual expresa una desviación o diferencia 
entre el estimador (datos del modelo de regresión) y la variable estimada que en este caso 
es la capacidad de la batería. El RSE está dado por la siguiente expresión [9]: 
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Para el caso de la figura 18, se tiene un RSE igual a           , el cual es una magnitud 
baja indicando que se tiene un muy buen resultado. Esta premisa es reafirmada debido al 
hecho de que al correr el algoritmo por medio del Toolbox de procesos Gaussianos de 
Matlab para esta batería 54, se obtiene un           . Lo anterior muestra una 
mejora significativa del algoritmo propuesto con respecto al ejecutado en el ToolBox. 
En la tabla 7, se muestran los valores arrojados para los hiperparámetros efectuando la 
metodología propuesta y el ToolBox de procesos Gaussianos. Se puede observar 
claramente que ambos difieren mucho, entendiéndose el motivo de resultados tan 
diferentes al momento de la predicción (ver figura 19), ya que en esta última figura los 
resultados son muy pobres, prediciendo siempre un valor de cero. 
  HIPERPARÁMETROS 
PROCEDIMIENTO         
Metodología propuesta 6.5143 -1.0543 -3.8522 
ToolBox GPR               0.0922      -2.3017 
                      Tabla 7. Valor hiperparámetros para cada procedimiento evaluado 
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Figura 19. Ejecución del Toolbox de Matlab para la regresión de la batería 54 de la base de 
datos [26]. 
6.3 COMPARACIÓN RESULTADOS TOOLBOX vs METODOLOGÍA 
PROPUESTA 
Al revisar previamente la figura 18 y la figura 19, se observa que la aplicación de un 
proceso Gaussiano para regresión en conjunto con un algoritmo genético de valor real, 
representa una estimación excelente para el caso puntual de la batería de Litio-Ion 54; 
pero, ¿Qué pasa si el tamaño del test set aumenta o disminuye?, ¿Sigue teniendo la 
metodología propuesta un mejor rendimiento?. 
Con el fin de dar resolución al planteamiento anterior, se decidió condensar los resultados 
de todas las baterías de la base de datos en la tabla 8. Allí, se registran los diferentes 
valores del RSE para cada operación permitiendo efectuar comparaciones entre ambos 
modelos, además de las magnitudes promedio de las varianzas para los pronósticos del 
RUL de la batería. 
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VALOR RSE Y VARIANZA PARA TÉCNICAS DE REGRESIÓN USADAS 
Número Batería 
ToolBox GPR Matlab Metodología Propuesta 
 RSE      RSE     
Batería 5 
0.0023 283.4340 0.0045 
 
            
Batería 6 
0.0312             0.0533 
 
            
Batería 7 0.0309             0.0188             
Batería 18 0.0167             0.0195             
Batería 25 0.1033             0.0096             
Batería 26 5.0384 3.1553 0.0194             
Batería 27 0.0177             0.0176             
Batería 28 4.9299 3.1719 0.0024             
Batería 29 0.0288             0.0037             
Batería 30 0.0231             0.0218             
Batería 31 0.0210             0.0209             
Batería 32                                                 
Batería 33 0.9781 0.0016 0.7977 0.0015 
Batería 34 0.0611             0.0930             
Batería 36 0.0035 0.2397 0.0105 0.0027 
Batería 38 6.4538 12.4077 1.1766 11.912 
Batería 39 6.1471 2.0438 1.3461 0.0252 
Batería 40 0.9438 0.0244 0.7512 0.0743 
Batería 41 0.1034             0.2432 0.0034 
Batería 42 7.1787 0.6401 9.6575 3.4253 
Batería 43 7.1038 0.4176 6.1598 2.8651 
Batería 44 6.8627 1.2125 6.8602 0.3638 
Batería 45 2.9102 0.5433 0.5002             
Batería 46 5.2383 1.7431 0.7886             
Batería 47 5.2099 1.6541 0.8878             
Batería 48 5.5076 1.7373 1.0247             
Batería 49 1.9366 1.1937 0.0922             
Batería 51 1.9274 1.0755 0.0673 0.0024 
Batería 53 4.1619 1.1118 0.1695 0.0082 
Batería 54 4.8061 0.9631 0.4437 0.0091 
Batería 55 0.0498             0.0462             
Batería 56 6.3474 1.4290 0.0099             
Tabla 8. Resultados de comparación entre el ToolBox GPR Matlab y la metodología 
propuesta. 
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Como se puede observar en la tabla 8, los valores resaltados en amarillo representan 
aquellos resultados que tuvieron un mejor rendimiento para una batería en específico. 
Como apunte general, se concluye que la metodología propuesta tiene siempre un 
rendimiento superlativo para todas las series de baterías analizadas en la base de datos 
[26]. Por ejemplo, para el caso específico de la batería 18, el ToolBox GPR de Matlab 
supera por algunas centésimas al método de GPR + Algoritmo genético, obteniendo 
ambos unos resultados excelentes. Pero en otros casos, como el de la batería 49, donde la 
metodología propuesta posee un rendimiento considerablemente mejor que el del 
ToolBox de Matlab. En la figura 20 se representa mediante un diagrama de torta el 
rendimiento de las dos metodologías comparadas tanto como el RSE como para    . Por 
ejemplo, con respecto al RSE, en el 75% de los casos analizados (24 de 32), la metodología 
propuesta obtiene un mejor resultado, así como para el ítem de la varianza en la 
estimación hay un mejor rendimiento en el 56,3% de las veces (18 de 32). 
 
 
Figura 20. Rendimiento porcentual comparación metodologías. 
25% 
75% 
PORCENTAJE MEJOR RENDIMIENTO RSE 
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Ahora bien, con el fin de analizar algunos casos específicos, en la figura 21 se expone las 
gráficas de regresión para los datos test set de la batería 5, en donde se tienen raíces 
cuadradas del error de predicción (RSE) muy similares, pero el modelo propuesto expone 
una varianza mucho más estrecha que la del ToolBox. Lo anterior quiere decir, que 
aunque ambos modelos poseen errores de predicción bajos y similares, la metodología 
propuesta representa una opción mucho más confiable, ya que su intervalo de 
incertidumbre es menor. 
 
Figura 21. Comparación resultados metodología propuesta y ToolBox GPR para batería 5. 
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La figura 22 también representa los buenos resultados que se obtienen al calcular los 
hiperparámetros del Kernel de un proceso Gaussiano mediante un algoritmo genético de 
valor real, puesto que mediante el ToolBox de Matlab se estima para todo el test set una 
señal constante de valor cero, mientras que, con la metodología propuesta en el presente 
proyecto, se alcanzan a reconocer todos los cambios adquiridos por la señal en los datos 
de entrenamiento, arrojando estimaciones adecuadas. 
 
Figura 22. Comparación resultados metodología propuesta frente al ToolBox GPR para 
batería 45. 
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Es válido analizar también una batería de la base de datos en la cual el ToolBox de Matlab 
presente mejores índices           que la metodología propuesta para verificar si 
existen diferencias tan evidentes como en las dos figuras anteriores. 
 
Figura 23. Comparación resultados metodología propuesta frente al ToolBox GPR para 
batería 41. 
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Al analizar detalladamente la figura anterior, se constata la información expuesta en la 
tabla 8, en donde el ToolBox de Matlab desarrolla un error RSE menor y una varianza     
más pequeña que la generada por la metodología propuesta. La cuestión a destacar 
también, es que aunque los índices son un poco mejores, existen algunos datos del test 
set de la batería 41, que no están siendo abarcados por la varianza total que entrega el 
ToolBox de Matlab (Observar que datos 5,6,7,16 Y 17 se encuentran fuera del intervalo de 
confianza. Por su parte, la metodología propuesta (GPR + Algoritmo genético de valor real) 
ubica a cada uno de los datos de entrenamiento dentro del intervalo de confianza 
entregado. 
6.4 COMPARACIÓN RESULTADOS LITERATURA 
Es interesante contrastar el rendimiento de la metodología propuesta con respecto a otro 
tipo de técnicas que se conocen han tenido éxito para este prototipo de casos en 
específico. Mayoritariamente, se usa el concepto de "función score" para evaluar el 
rendimiento del modelo propuesto. Este indicador se usa para cuantificar que tan bueno o 
malo es un modelo de acuerdo a unos parámetros seleccionados que ingresan a una 
función matemática. Por ejemplo, En la conferencia "IEEE Prognostics and Health 
Management (PHM)" realizada en el 2008, [9, 51] usa el concepto de "función score" para 
evaluar el rendimiento de su modelo mediante una red neuronal y un filtro de Kalman. 
Por lo anterior, se decidió acoger este concepto para realizar la comparación entre el 
modelo descrito en el presente documento y el expuesto en [9], ya que este último 
obtuvo el mejor puntaje para la estimación del RUL de la base de datos [26] en la 
conferencia PHM del año 2008, la cual es utilizada también en el actual trabajo.  
El function score seleccionado para la comparación de los modelos es el siguiente [9]:  
    
 
   
               
 
   
               





                             
                                 
Cabe anotar, que en el articulo [9], se obtuvo un valor de         para un total de 218 
predicciones (     ).  Ahora bien, en la tabla 9 se condensa la información entregada 
por [26] referente al porcentaje al cual se considera que cada batería ha terminado su 
ciclo de vida útil. Cabe anotar que en algunos de los dispositivos incluidos en la base de 
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datos, no se presenta información sobre este criterio, por lo cual no se tuvieron en cuenta 
para calcular el índice   hallado en [9]. Además de lo anterior, los datos de capacidad de 
ciertas baterías ya se encontraban por debajo del umbral admisible como útil, por lo cual 
tampoco fueron analizadas. En resumen, se consideran 15 baterías para efectuar el  





Criterio de Fin 
Vida útil (Ah) 
Ciclo de Fin 
Vida útil Real 
Ciclo de Fin Vida 
Estimado 
 
   
Batería 5 2 1,4 (-30%) 125 125 0 
Batería 6 2 1,4 (-30%) 109 109 0 
Batería 7 2 1,4 (-30%) N.A N.A N.A 
Batería 18 2 1,4 (-30%) 97 97 0 
Batería 25 2 N.A N.A N.A N.A 
Batería 26 2 N.A N.A N.A N.A 
Batería 27 2 N.A N.A N.A N.A 
Batería 28 2 N.A N.A N.A N.A 
Batería 29 2 N.A N.A N.A N.A 
Batería 30 2 N.A N.A N.A N.A 
Batería 31 2 N.A N.A N.A N.A 
Batería 32 2 N.A N.A N.A N.A 
Batería 33 2 1,6  (-20%) 53 53 0 
Batería 34 2 1,6  (-20%) 23 23 0 
Batería 36 2 1,6  (-20%) 186 186 0 
Batería 38 2 1,6  (-20%) 46 39 -7 
Batería 39 2 1,6  (-20%) 46 40 -6 
Batería 40 2 1,6 (-20%) 46 40 -6 
Batería 41 2 1,4 (-30%) N.A N.A N.A 
Batería 42 2 1,4 (-30%) 42 42 0 
Batería 43 2 1,4 (-30%) 42 42 0 
Batería 44 2 1,4 (-30%) 42 42 0 
Batería 45 2 1,4 (-30%) N.A N.A N.A 
Batería 46 2 1,4 (-30%) 22 22 0 
Batería 47 2 1,4 (-30%) 11 10 -1 
Batería 48 2 1,4 (-30%) 16 16 0 
Batería 49 2 N.A N.A N.A N.A 
Batería 51 2 N.A N.A N.A N.A 
Batería 53 2 1,4 (-30%) N.A N.A N.A 
Batería 54 2 1,4 (-30%) N.A N.A N.A 
Batería 55 2 1,4 (-30%) N.A N.A N.A 
Batería 56 2 1,4 (-30%) N.A N.A N.A 
Tabla 9. Vida útil baterías según información suministrada por [26]. 
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La figura 24 y 25 exponen algunos casos de estimación del RUL mediante la metodología 
propuesta para las baterías 40 y 47 respectivamente. Es importante resaltar, que donde 
existió la mayor diferencia    fue con las baterías en las que se contaba con una cantidad 
menor de datos de entrenamiento (Baterías 38 , 39 y 40), siempre respetando la relación 
70 - 30% entre el training y el test set respectivamente. Además, estas baterías presentan 
una particularidad y es el hecho de que poseen cambios muy bruscos en su capacidad (Ah) 
a medida que se van efectuando los procesos de descarga. 
 
Figura 24. Verificación RUL Estimado vs RUL Real para la batería 40 
 
Figura 25. Verificación RUL Estimado vs RUL Real para la batería 47 
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Finalmente al calcular el índice   con los datos contenidos en la tabla 9, se obtiene que 
        , obteniéndose que cada una de las 15 baterías aporta al índice   un promedio 
de       . Ahora bien, si se efectúa este procedimiento para la variable   hallada por 
Wang en [51], se tiene que cada una de las 218 baterías aportaría un valor promedio de 
      , indicando claramente que la metodología propuesta supera claramente el 
método de Wang , y que aunque no se han analizado las 218 muestras, su promedio de 
contribución para cada batería es mucho más bajo, soportando aun más los resultados de 
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7. CONCLUSIONES 
En este proyecto, se desarrolló una metodología que permite estimar el tiempo de vida 
útil restante de una batería, mediante la aplicación de un Proceso Gaussiano cuyos 
hiperparámetros se encuentran seleccionados por el desarrollo de un algoritmo genético 
de valor real. Se muestra que este método mejora los resultados obtenidos en la 
predicción, ya que contar con herramientas de tipo heurísticas permite abarcar por todo 
una mayor parte del espacio de soluciones totales. 
Se implementó una caracterización de la matriz de entrada/salida del Proceso Gaussiano 
basada principalmente en las medidas de distribución de las series de tiempo de voltaje y 
temperatura para cada uno de los ciclos de descarga de las baterías de Litio-ion, dando 
una robustez mayor a otro tipo de modelos de la literatura que tienen en cuenta 
únicamente los ciclos restantes de descarga. 
Se efectuaron diversas pruebas para determinar con qué valores de tamaño de población 
inicial y número de generaciones se iba a trabajar para el problema de estimación del RUL 
de las baterías. Según los resultados de este procedimiento, se detecta que aumentar el 
tamaño de la población juega un papel fundamental para la obtención de resultados 
menos variantes en cada corrida. Se establecen además, las magnitudes para la tasa de 
recombinación y mutación del algoritmo genético. 
Finalmente, se ejecuta en su totalidad la metodología propuesta notándose una 
significativa mejora en la estimación del RUL cuando se tiene en cuenta un proceso de 
optimización basado en un algoritmo genético de valor real y no en técnicas basadas en 
gradiente. Se compara también el rendimiento del método propuesto frente a otros que 
se conoce fueron exitosos en el "IEEE Prognostics and Health Management". 
En términos generales, se puede establecer que el desarrollar un ejercicio de regresión 
mediante un Proceso Gaussiano en conjunto con un algoritmo genético de valor real 
entrega resultados superlativos, pudiéndose por tanto, transversalizar este hecho y 
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8. TRABAJO FUTURO 
Para este trabajo, se implementó una regresión por medio de un Proceso Gaussiano para 
la base de datos de baterías de Litio-Ion ubicadas en el repositorio de la NASA. En este, se 
usa una función media única en conjunto con una función Kernel general. Un trabajo 
futuro puede estar orientado a realizar un desarrollo de Procesos Gaussianos integrados, 
donde tanto la función media como la función de covarianza sean seleccionadas mediante 
una combinación de distintas funciones ya existentes, permitiendo posiblemente una 
mejora en los resultados descritos. 
Aunque se ha obtiene una mejora substancial mediante la metodología propuesta, este 
método tiene aún un gran potencial para seguir mejorando, ya que se poseen diversos 
factores o variables que podrían ser modificadas para la obtención de un rendimiento más 
alto. Se propone por ende, definir una caracterización diferente para la matriz de 
entrada/salida, usando métodos supervisados y no-supervisados, revisando el 
rendimiento de cada uno de ellos, para observar cual se ajusta más a la naturaleza de la 
base de datos. A su vez, se podrían modificar parámetros internos del algoritmo genético, 
como modificar la tasa de mutación o experimentar otro tipo de recombinación para 
datos de naturaleza real. 
Puesto que se detectó que el tamaño de población es un ítem fundamental en el buen 
funcionamiento del algoritmo de optimización, se puede orientar un trabajo futuro, a la 
implementación de técnicas que manipulen tamaños de población dinámicas y ver su 
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