We prove that, unless P = NP, no polynomial-time algorithm can approximate the minimum length of reset words for a given synchronizing automaton within a constant factor.
There is a polynomial-time algorithm (basically due toČerný [4] ) that decides whether or not a given DFA is synchronizing. In contrast, determining the minimum length of reset words for a given synchronizing automaton is known to be computationally hard. More precisely, deciding, given a synchronizing automaton A and a positive integer , whether or not C(A ) ≤ is NP-complete [5, 9, 19] . This result remains true even within some restricted classes of synchronizing automata [10, 12] and the problem becomes even more computationally hard for some natural generalizations of DFA [11, 13] .
Moreover, deciding, given A and , whether or not C(A ) = is both NP-hard and co-NP-hard. One can easily derive this result from the reduction used in [5] . 1 Namely, given a SAT-formula ψ with n variables, Eppstein [5] constructed in polynomial of the size of ψ time a synchronizing automaton E (ψ) such that C(E (ψ)) = n if ψ is satisfiable and C(E (ψ)) = n + 1 if ψ is not satisfiable. Thus the equality C(E (ψ)) = n is equivalent to the satisfiability of ψ (the SAT problem) and the equality C(E (ψ)) = n + 1 holds true if and only if ¬ψ is a tautology (the negation of the SAT problem). Thus, unless NP = co-NP, even non-deterministic algorithms cannot decide in polynomial time whether or not the reset threshold of a given synchronizing automaton is equal to a given integer. Olschewski and Ummels [14] have proved that this problem is complete for the complexity class DP (Difference Polynomial-Time); this class consists of languages of the form L 1 ∩ L 2 where L 1 is a language from NP and L 2 is a language in co-NP. They also have shown that the problem of computing the reset threshold (as opposed to deciding whether it is equal to a given integer) is complete for the functional analogue FP NP [log] of the class P NP [log] consisting of all problems solvable by a deterministic polynomial-time Turing machine that has an access to an oracle for an NP-complete problem, with the number of queries being logarithmic in the size of the input.
There are some polynomial-time algorithms that, given a synchronizing automaton, find reset words for it, see [5, 17] . Such algorithms can be considered as approximation algorithms for calculating the minimum length of reset words but it seems that they have not been systematically studied from the approximation viewpoint. Experiments show that Eppstein's greedy algorithm [5] behaves rather well on average and approximates C(A ) within a logarithmic factor on all tested instances; however, no theoretical justification for these observations has been found so far.
Here we prove that, unless P = NP, no polynomial-time algorithm can approximate the minimum length of reset words for a given synchronizing automaton within a constant factor. This result was announced by the author in 2008 (this is mentioned in the survey [21] ) and its proof first appeared in the conference version [2] of the present paper. We also mention that a special case of our result, namely, the nonapproximability of C(A ) within a factor of 2, was announced by Gawrychowski [7] .
The paper is organized as follows. Section 2 presents an auxiliary construction that proves the non-approximability of C(A ) within a factor of 2 − ε for automata with 3 input letters. In Sect. 3 we show how to iterate this construction in order to obtain the main result, again for automata with 3 input letters. In Sect. 4 we describe how the construction can be modified to extend the result also to automata with only 2 input letters. In Sect. 5 we discuss two related problems that still remain open.
Non-approximability Within a Factor of − ε
First we fix our notation and introduce some definitions. When we have specified a DFA A = Q, Σ, δ , we can simplify the notation by writing q.w instead of δ(q, w) for q ∈ Q and w ∈ Σ * . For each subset S ⊆ Q and each word w ∈ Σ * , we write S.w instead of {q.w | q ∈ S}. We say that a subset S ⊆ Q is occupied after applying some
The length of a word w ∈ Σ * is denoted by |w|. Let K be a class of synchronizing automata. We say that an algorithm M approximates the reset threshold in K if, for an arbitrary DFA A ∈ K, the algorithm calculates a positive integer
The algorithm is said to approximate the reset threshold within a factor of k ∈ R if
In the sequel we consider only deterministic algorithms.
Even though the following theorem is subsumed by our main result, we prove it here because the proof demonstrates underlying ideas in a nutshell and in the same time presents a construction that serves as the induction basis for the proof of the main theorem. Proof Arguing by contradiction, assume that there exist a real number ε > 0 and a polynomial-time algorithm M such that R M (A ) ≤ 2 − ε for every synchronizing automaton A with 3 input letters.
We fix an arbitrary n > 2 and take an arbitrary instance ψ of the classical NPcomplete problem SAT (the satisfiability problem for a system of clauses, that is, formulae in conjunctive normal form) with n variables. Let m be the number of clauses in ψ . We shall construct a synchronizing automaton A (ψ) with 3 input letters and the number of states a polynomial in m, n such that C(A (ψ)) = n + 2 if ψ is satisfiable and C(A (ψ)) > 2(n − 1) if ψ is not satisfiable. If n is large enough, namely, n ≥ 6 ε − 2, then we can decide whether or not ψ is satisfiable by running the algorithm
Clearly, this yields a polynomial-time algorithm for SAT: given an instance of SAT, we can first, if necessary, enlarge the number of variables to at least 6 ε − 2 without influencing satisfiability and then apply the above procedure. This contradicts the assumption that P = NP. Now we describe the construction of the automaton A (ψ) = Q, Σ, δ where Σ = {a, b, c}. The state set Q of A (ψ) is the disjoint union of the three following sets:
The size of Q is equal to 2(m + 1)(n + 1) + 1, and hence is a polynomial in m, n. In order to formally describe the transition function δ : Q × Σ → Q, we need an auxiliary function f : {a, b} × {1, . . . , m} × {1, . . . , n} → Q defined as follows. Let the variables involved in ψ be x 1 , . . . , x n and the clauses of ψ be c 1 , . . . , c m . For a literal y ∈ {x 1 , . . . , x n , ¬x 1 , . . . , ¬x n } and a clause c i , we write y ∈ c i to denote that y appears in c i . Now set
Now the transition function δ is defined according to the following table:
Let us informally comment on the essence of our construction. It is based on Eppstein's gadget E (ψ) from [5] . The gadget consists of the state set {q i,j | 1 ≤ i ≤ m, 1 ≤ j ≤ n + 1} ∪ {z 0 }, on which the letters a and b act as described above, and controls the following. If the literal x j (respectively ¬x j ) occurs in the clause c i , then the letter a (respectively b) moves the state q i,j to the state z 0 . This encodes the situation when one can satisfy the clause c i by choosing the value 1 (respectively 0) for the variable x j . Otherwise, the letter a (respectively b) increases the second index of the state. This means that one cannot make c i be true by letting x j = 1 (respectively x j = 0), and the next variable has to be inspected. As mentioned in the introduction, C(E (ψ)) = n if ψ is satisfiable and C(E (ψ)) = n + 1 if ψ is not satisfiable. Our construction should ensure a growing with n gap between the values of C(A (ψ)) for satisfiable and non-satisfiable instances ψ . For this, we augment Eppstein's gadget with a bunch of additional states and an extra letter whose purpose is to force synchronization to involve an application of an additional word of length at least n − 1 in the case when ψ is not satisfiable.
For the reader's convenience, we illustrate the construction of A (ψ) on the following example. Figure 1 shows two automata of the form A (ψ) built for the SAT instances
If at some state q ∈ Q the picture shows no outgoing arrow labelled d ∈ Σ, the arrow q d → z 0 is assumed (all those arrows are omitted in the picture to improve readability). The two instances differ only in the first clause: in ψ 1 it contains the variable x 3 while in ψ 2 it does not. Correspondingly, the automata A (ψ 1 ) and A (ψ 2 ) differ only by the outgoing arrow labelled a at the state q 1,3 : in A (ψ 1 ) it leads to z 0 (and therefore, it is not shown) while in A (ψ 2 ) it leads to the state q 1, 4 and is shown by the dashed line.
Observe that ψ 1 is satisfiable for the truth assignment x 1 = 0, x 2 = 0, x 3 = 1 while ψ 2 is not satisfiable. It is not hard to check that the word cbbac synchronizes A (ψ 1 ) and the word a 7 c is one of the shortest reset words for A (ψ 2 ).
By the definition, the z 0 is fixed by all letters. Since there is a path to z 0 from each state in Q, the automaton A (ψ) is synchronizing.
To complete the proof, it remains to show that C(A (ψ)) = n + 2 if ψ is satisfiable and C(A (ψ)) > 2(n − 1) if ψ is not satisfiable. First consider the case when ψ is satisfiable. Then there exists a truth assignment
such that c i (τ (x 1 ), . . . , τ (x n )) = 1 for every clause c i of ψ. We construct a word v = v(τ ) of length n as follows:
We aim to prove that the word w = cvc is a reset word for A (ψ), that is, Q.w = {z 0 }. Proof Define a truth assignment τ : {x 1 , . . . , x n } → {0, 1} as follows: Let w be a reset word of minimal length for A (ψ) and denote w = cw c. Then the word w is also synchronizing and = |w| > n because already the length of the shortest path from q m+1,1 to z 0 is equal to n + 1. Let k be the rightmost position of the letter c in the word w [1. .n], i.e.
Lemma 3 T ⊆ Q.w[1..k].
Proof Indeed, since k ≤ n, for each 1 ≤ i ≤ m + 1 we have
We let v denote the longest prefix of the word w[k + 1.. ] such that v ∈ {a, b} * and |v| ≤ n. Since w ends with c, the word v cannot be a suffix of w. Let d ∈ Σ be the letter that follows v in w. If |v| = n, then Lemma 2 implies that q m+1,1 ∈ T .vd. If |v| < n, then by the definition of v we have d = c. Hence
Thus, q m+1,1 ∈ T .vd also in this case. Combining this with Lemma 3, we have
From the definitions of k and v it readily follows that
Recall that the length of the shortest path from q m+1,1 to z 0 is equal to n + 1, and the suffix of w following w [1. .k]vd must bring the state q m+1,1 to z 0 in view of (2). Hence |w| ≥ (n + 1) + (n + 1) = 2n + 2 > 2n and |w | > 2(n − 1). We have proved that C(A (ψ)) > 2(n − 1) if ψ is not satisfiable.
The Main Result
The main result of this paper is the following.
Theorem 2 If P = NP, then no polynomial-time algorithm can approximate the reset threshold within a constant factor in the class of all synchronizing automata with 3 input letters.
Proof Again we fix an arbitrary n > 2 and take an arbitrary instance ψ of SAT with n variables. We shall prove by induction that for every r = 2, 3, . . . , there exists a synchronizing automaton A r (ψ) = Q r , Σ, δ r with the following properties: Then, applying the same standard argument as in the proof of Theorem 1, we conclude that for no ε > 0 the reset threshold can be approximated by a polynomial-time algorithm within a factor of r − ε. Since r can be arbitrarily large, the statement of the main result follows.
Our construction for A r (ψ) is obtained by iterating the construction of A (ψ) from the proof of Theorem 1: the key ingredient of the (r + 1)-th step of the iteration is a sort of substitution of copies of A (ψ) for the states of A r (ψ).
The induction basis is verified in the proof of Theorem 1: we can choose the synchronizing automaton A (ψ) to play the role of A 2 (ψ). For the sake of uniformity, in the sequel we refer to the state set Q of A (ψ) and its transition function δ as Q 2 and δ 2 , respectively.
Suppose that r > 2 and the automaton A r−1 (ψ) = Q r−1 , Σ, δ r−1 with the desired properties has already been constructed. We let
Clearly, |Q r | = |Q r−1 | · |Q 2 | and from the induction assumption it follows that |Q r | is a polynomial in m, n.
We now define the transition function δ r :
If q = (q , q ) ∈ (Q 2 \ {z 0 }) × Q r−1 , we define 1 and either q = q i,n+1 for i ∈ {1, . . . , m} or q = q m+1,j for j ∈ {2, . . . , n} or q = z 1 ; (δ 2 (q , d) , q ) in all other cases. (4) Using this definition and the induction assumption, one can easily verify that in the automaton A r (ψ) the state z 0 is fixed by all letters and that there is a path to z 0 from every state in Q r . Thus, A r (ψ) is a synchronizing automaton.
In order to improve readability, we denote the subset {q i,j } × Q r−1 by Q i,j for each state q i,j ∈ S 1 and the subset {p i,j } × Q r−1 by P i,j for each state p i,j ∈ S 2 . Slightly abusing notation, we let T denote the "first row" of S 1 × Q r−1 , i.e. T = 1≤i≤m+1 Q i,1 . Similarly, let P = 1≤i≤m+1 P i,1 be the "first row" of S 2 × Q r−1 . We also specify that the dot-notation (like q.d) always refers to the function δ r .
First we aim to show that if ψ is satisfiable under a truth assignment τ : {x 1 , . . . , x n } → {0, 1}, then the word w = c r−1 v(τ )c synchronizes the automaton A r (ψ). By (3) In contrast, the next lemma, which is a counterpart of Lemma 2, uses the fact that in some cases the action of the letters via δ r drops states from ((Q 2 \ z 0 ) × Q r−1 ) down to Q r−1 ; see the middle alternative in (4).
Lemma 5 If ψ is not satisfiable, then for each word v ∈ {a, b} * of length n and each letter d ∈ Σ, we have Q r−1 ⊆ δ r (T , vd).
Proof If d = c, then the claim follows from Lemma 4 and the equalities δ r ((q i,n+1 , q ) , c) = q that hold for all i ≤ m and all q ∈ Q r−1 . If d = c, we observe that δ r ((q m+1,1 , q ) , v) = (z 1 , q ) and δ r ((z 1 , q ) , a) = δ r ((z 1 , q ) , b) = q for all q ∈ Q r−1 .
Let w be a reset word of minimal length for A r (ψ) and denote w = cw c. Then the word w is also synchronizing and = |w| > (r −1)n by the induction assumption. Let k be the rightmost position of the letter c in the word w [1..n] . The next lemma is parallel to Lemma 3 and has the same proof (with the "blocks" P i,j with 1 ≤ i ≤ m + 1, n + 2 − k ≤ j ≤ n playing the role of the states p i,j ). 
From the definitions of k and v it readily follows that |v| ≥ n −k.
The suffix of w following w [1. .k]vd must bring the set Q r−1 to a single state in view of (5) . However, by (3) the restriction of δ r to Q r−1 coincides with δ r−1 whence the suffix must be a reset word for A r−1 (ψ) . By the induction assumption C(A r−1 (ψ)) > (r − 1)(n − 1), and therefore,
and |w | > r(n − 1). We have thus proved that C(A r (ψ)) > r(n − 1) if ψ is not satisfiable. This completes the induction step.
The Case of 2-Letter Alphabets
Here we show that the main result extends to synchronizing automata with only 2 input letters. The proof of the following result relies on the usual technique of encoding letters in states.
Corollary 1 If P = NP, then no polynomial-time algorithm can approximate the reset threshold within a constant factor in the class of all synchronizing automata with 2 input letters.
Proof For every synchronizing automaton A = (Q, {a 1 , a 2 , a 3 }, δ), we shall construct a synchronizing automaton B = (Q , {a, b}, δ ) such that
and |Q | is a polynomial of |Q|. Then any polynomial-time algorithm approximating the reset threshold for 2-letter synchronizing automata within a factor of r would give rise to a polynomial-time algorithm approximating the reset threshold for 3-letter synchronizing automata within a factor of 3r. This would contradict Theorem 2. We let Q = Q × {a 1 , a 2 , a 3 } and define the function δ : Q × {a, b} → Q as follows:
Thus, the action of a on a state q ∈ Q substitutes an appropriate letter from the alphabet {a 1 , a 2 , a 3 } of A for the second component of q while the action of b imitates the action of the second component of q on its first component and resets the second component to a 1 . Now let a word w ∈ {a 1 , a 2 , a 3 } of length be a reset word for A . Define
Then the word v = bv 1 · · · v is easily seen to be a reset word for B and |v| ≤ 3 unless all letters in w are a 3 , but in this case we can just let a 2 and a 3 swap their names. Hence the second inequality in (6) holds true, and the first inequality is clear.
Open Problems
Of course, our main result does not solve all problems related to approximation algorithms for reset thresholds of synchronizing automata, and several intriguing questions remain open. In particular, the following conjecture by Gerbush and Heeringa [8] is of major interest. Using a transparent reduction from the problem SET COVER, Gerbush and Heeringa [8] have proved an analog of Conjecture 1 for the class of all synchronizing automata (when the number of input letters is allowed to grow with the state number).
Another related direction is optimal synchronizing coloring of digraphs. The underlying graph of a given automata A = Q, Σ, δ is the digraph whose vertex set is Q and whose edge multiset is { (q, δ(q, a) ) | q ∈ Q, a ∈ Σ}. In other words, the underlying graph of an automaton is obtained by erasing all labels from the arrows of the automaton. If a digraph G is isomorphic to the underlying graph of an automaton A , then A is called a coloring of G.
A digraph G is called aperiodic if the greatest common divisor of lengths of all directed cycles in G is equal to 1; a strongly connected aperiodic digraph in which all vertices have the same out-degree is called admissible. Adler, Goodwyn, and Weiss [1] conjectured that every admissible digraph has a synchronizing coloring. Recently this Road Coloring Conjecture has been proved by Trahtman [20] who also provided a polynomial-time algorithm that, given an admissible digraph G, constructs a synchronizing coloring of G. A digraph may have several non-isomorphic synchronizing colorings. For instance, Fig. 2 shows an admissible digraph and two of its synchronizing colorings with different reset thresholds. Given an admissible digraph G, its synchronizing coloring A is said to be optimal if C(A ) ≤ C(B) for any other synchronizing coloring B of G. The reset threshold of the optimal coloring is called reset threshold of G. It is natural enough to study the complexity issues related to this notion as it has been done for reset thresholds of synchronizing automata.
Roman [16] has shown that the problem of deciding whether or not the reset threshold of a given admissible digraph does not exceed 8 is NP-complete. The author [3] has proved that if P = NP, then for no ε > 0 a polynomial-time algorithm approximates the reset threshold within a factor of 2 − ε in the class of all admissible digraphs whose vertices have out-degree 2. This result sounds similarly to Theorem 1 of the present paper but has a much more involved proof. It remains an open question whether the construction in [3] can be "iterated" in the flavor of the proof of Theorem 2 in order to get non-approximability within an arbitrary constant factor.
