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Semidefinitno programiranje je grana optimizacije koja zanima znanstvenike
josˇ od cˇetrdesetih godina prosˇlog stoljec´a, a tijekom devedesetih godina za-
uzima jako bitno mjesto u matematicˇkom programiranju. Pokazalo se kao
iznimno koristan alat s mnogo primjena. Mnoge zadac´e konveksne optimiza-
cije mozˇemo zapisati kao zadac´e semidefinitnog programiranja, tako da nam
semidefinitno programiranje nudi jedinstven nacˇin za proucˇavanje svojstava i
razvijanje algoritama za sˇirok spektar razlicˇitih problema konveksne optimiza-
cije. Stoga je vazˇno naucˇiti uspjesˇnu metodu za rjesˇavanje zadac´a tog tipa.
Glavni cilj ovog rada je razviti teoriju semidefintnog programiranja te
narocˇito dualnosti koje predstavljaju polaziˇste za metodu unutrasˇnje tocˇke.
Prvo poglavlje se bavi iskljucˇivo linearnim programiranjem radi laksˇeg razu-
mijevanja semidefinitnog programiranja i medusobne usporedbe. Jedna od
slicˇnosti je bogata teorija dualnosti koja je centralni dio ovog rada. Ipak, se-
midefinitno programiranje je mnogo opc´enitije nego linearno programiranje i
postoji sˇirok spektar raznovrsnih problema nelinearne konveksne optimizacije
koji se mogu formulirati i rijesˇiti pomoc´u semidefintinog programiranja.
Teoriju dualnosti semidefinitnog programiranja nismo razvijali direktno, vec´
preko opc´enitijih postavki konusnog programiranja. Takva opc´enitost nam je
omoguc´ila da jasnije vidimo bit problema i jednostavnije ga ilustriramo na ne-
kim geometrijskim primjerima. Sˇtoviˇse, teorija konusnog programiranja mozˇe





1 Uvod u linearno programiranje
Cˇetrdesetih godina prosˇlog stoljec´a ljudi su se pocˇeli zanimati za probleme
minimizacije trosˇkova raznih sustava uz razlicˇita ogranicˇenja. Do takvih pro-
blema nam je i danas stalo i mozˇemo ih ucˇinkovito rijesˇiti. Takve probleme
nazivamo optimizacijski problemi, a linearno programiranje predstavlja nji-
hovu osnovnu klasu. Prije formalne definicije linearnog programiranja, navest
c´emo dva kljucˇna pojma u nasˇoj teoriji.
Definicija 1.1. Kazˇemo da je K ⊆ Rn konus ako (∀x ⊆ K)(∀λ ≥ 0)λx ∈ K
Definicija 1.2. Kazˇemo da je K zatvoreni konveksni konus ako zadovoljava
sljedec´a dva uvjeta:
1. Ako su x,w ∈ K, tada je αx+ βw ∈ K, za svaki α, β ≥ 0
2. K je zatvoren skup.
Sada promatramo zadac´u linearnog programiranja u njenoj standardnoj
formi:
cᵀx→ max
aᵀi x = bi, i = 1, ...,m
x ∈ Rn+
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Rn+ = {x ∈ Rn|x ≥ 0} je zatvoreni konveksni konus.
Vidimo da je zadac´a LP zapravo minimiziranje linearne funkcije cᵀx, tako
da je x rjesˇenje m jednadzˇbi danih s aᵀi x = bi, i = 1, . . . ,m i da x lezˇi u
zatvorenom konveksnom konusu K = Rn+.
Primjer 1.1 (Problem dijete). Pretpostavimo da osoba zˇeli otic´i na dijetu.
Istovremeno, u svojoj prehrani mora imati dovoljno hrane i nutrijenata. Pret-
postavimo da joj je na raspolaganju n vrsta hrane i m nutrijenata. Neka je
aij kolicˇina nutrijenta i u svakoj jedinici hrane j, bi minimalna kolicˇina nutri-
jenta i koje na dijeti treba unijeti, i cj cijena jedne jedinice hrane j. Ovakva




Ciljna funkcija koju treba minimizirati je cijena:∑
j
cjxj → min
Vec´ iz ovog jednostavnog primjera vidimo da na probleme ovakvog tipa
cˇesto nailazimo u svakodnevnom zˇivotu stoga je iznimno korisno znati ih
rjesˇavati.
2 Dualnost u linearnom programiranju
Prije formalnog definiranja teorije dualnosti, promotrit c´emo sljedec´i ilustra-
tivni primjer:
Primjer 2.1. Pogledajmo sljedec´u zadac´u linearnog programiranja:
f(x) = 2x1 + 3x2 → max
4x1 + 8x2 ≤ 12
2x1 + x2 ≤ 3
3x1 + 2x2 ≤ 4
x1, x2 ≥ 0
Pokusˇajmo dobiti maksimalnu vrijednost funkcije f ∗ na danom skupu stavlja-
njem gornjih granica na slucˇajeve:
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• Iz 2x1 + 3x2 ≤ 4x1 + 8x2 ≤ 12, imamo f ∗ ≤ 12
• Iz 2x1 + 3x2 ≤ 12(4x1 + 8x2) ≤ 6, imamo f ∗ ≤ 6
• Iz 2x1 + 3x2 ≤ 13((4x1 + 8x2) + (2x1 + x2)) ≤ 5, imamo f ∗ ≤ 5.
U svakom od ovih slucˇajeva uzimamo linearnu kombinaciju ogranicˇenja s pozi-
tivnim koeficijentima i gledamo sˇto bolju granicu na najvec´u moguc´u vrijednost
od 2x1 + 3x2. Mozˇemo ovo formalizirati, stavljajuc´i y1, y2, y3 kao koeficijente
nasˇe linearne kombinacije. Tada imamo:
4y1 + 2y2 + 3y2 ≥ 2
8y1 + y2 + 2y3 ≥ 3
y1, y2, y3 ≥ 0
12y1 + 3y2 + 4y3 → min .
Ovo je takoder zadac´a linearnog programiranja koju nazivamo dualnom zadac´om,
dok polaznu zadac´u nazivamo primarnom. Nacˇelno, nije bitno koji problem
nazivamo primarnim, a koji dualnim jer je dual dualne zadac´e zapravo jednak
primarnoj zadac´i. Konstruirali smo ovu dualnu zadac´u kako bi posluzˇila kao
gornja granica na optimalnu vrijednost primarne zadac´e. Drugim rijecˇima, ako
je y dopustiva tocˇka dualne i x dopustiva tocˇka primarne zadac´e, mora vrijediti
2x1 + 3x2 ≤ 12y1 + 3y2 + 4y3 (teorem slabe dualnosti). Stoga, ako mozˇemo
pronac´i dvije dopustive tocˇke primarne i dualne zadac´e koje su jednake, tada
smo pronasˇli optimalnu vrijednost ovog problema linearnog programiranja. U













vrijednost 4.75, sˇto mora biti optimalna vrijednost.
Kada medu ogranicˇenjima imamo jednakosti ili varijable koje mogu biti
negativne, primarna zadac´a izgleda ovako:
cᵀx→ max
aix ≤ bi, i ∈ I1
aix = bi, i ∈ I2
xj ≥ 0, j ∈ J1
xj ∈ R, j ∈ J2,
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cˇemu odgovara dualna zadac´a:
bᵀy → min
yi ≥ 0, i ∈ I1
yi ∈ R, i ∈ I2
Ajy ≥ cj, j ∈ J1
Ajy = cj, j ∈ J2.
Primjerice, zadac´e
cᵀx→ max
(P ) Ax ≤ b
x ∈ Rn
(2.1)
P = {x ∈ Rn : Ax ≤ b} i
bᵀy → min
(D) Aᵀy = c
y ≥ 0
(2.2)
D = {y ∈ Rm : y ≥ 0, Aᵀy = c} su u dualnosti.
Teorem 2.1 (Teorem slabe dualnosti). Ako je x ∈ P, a y ∈ D, tada vrijedi
cᵀx ≤ bᵀy
Dokaz.
cᵀx = (Aᵀy)ᵀx jer je y ∈ D
= yᵀAx
≤ yᵀb jer je x ∈ P i y ≥ 0
= bᵀy
Prije nego iskazˇemo teorem jake dualnosti navest c´emo Farkasevu lemu te
jednu njezinu varijantu koju koristimo u dokazu teorema.
Teorem 2.2 (Farkaseva lema). Neka je A ∈ Rm×n matrica i b ∈ Rm vektor.
Tada postoji vektor x ≥ 0 takav da je Ax = b ako i samo ako vrijedi implikacija
qᵀA ≤ 0⇒ qᵀb ≤ 0
.
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Teorem 2.3 (Farkaseva lema - varijanta). Sustav linearnih jednadzˇbi Ax ≤ b
ima rjesˇenje ako i samo ako je qᵀb ≥ 0 za svaki vektor q ≥ 0 za koji je qᵀA = 0.
Dokaz. Neka je x rjesˇenje sustava Ax ≤ b. Tada postoji z ≥ 0 koji zadovoljava
jednadzˇbu Ax+z = b. Nadalje, x zapiˇsemo u obliku x = u−v gdje je u, v ≥ 0.
Oznacˇimo li s x′ blok stupac sastavljen od u, v, z onda je x′ ≥ 0 rjesˇenje sustava
A′x′ = b, gdje je A′ blok matrica A′ =
[
A −A I] . Obratno, ako je x′ ≥ 0
rjesˇenje sustava A′x′ = b, onda je x = u− v rjesˇenje sustava Ax ≤ b.
Stoga je svejedno rjesˇavamo li sustav Ax ≤ b ili trazˇimo nenegativna rjesˇenja
x′ sustava A′x′ = b. Prema osnovnom teoremu Farkasove leme prosˇireni sustav
ima nenegativno rjesˇenje ako i samo ako qᵀA′ ≥ 0 ⇒ qᵀb ≥ 0 tj. ako qᵀa ≥ 0
za svaki stupac a matrice A′ implicira qᵀb ≥ 0.
Uvazˇimo li oblik matrice A′ vidimo da je uvjet qᵀa ≥ 0 za svaki stupac matrice
A′ ekvivalentan s qᵀa = 0 za svaki stupac matrice A te q ≥ 0 sˇto dokazuje
tvrdnju.
Teorem 2.4 (Teorem jake dualnosti). Ako su skupovi dopustivih tocˇaka P i
D primarne i dualne zadac´e (P) i (D) neprazni, onda vrijedi jednakost
max{cᵀx| Ax ≤ b} = min{yᵀb| y ≥ 0, yᵀA = cᵀ} (2.3)
Dokaz. Neka je x ∈ P i y ∈ D. Tada je
cᵀx = yᵀAx ≤ yᵀb
pa je maksimum konacˇan i max ≤ min. Za dokaz obratne nejednakosti do-
voljno je dokazati da postoje x ∈ P i y ∈ D takvi da je yᵀb ≤ cᵀx sˇto je



















Prema varijanti Farkaseve leme problem ima rjesˇenje ako i samo ako za svaki
u ∈ Rm, λ ∈ R, v ∈ Rn, w ∈ Rn, h ∈ Rm, takvi da je u ≥ 0, λ ≥ 0, v ≥ 0,
w ≥ 0, h ≥ 0, jednakost
[
A −cᵀ 0 0 0







 = 0 (2.5)
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implicira
[








 ≥ 0. (2.6)
Mi c´emo dokazati posljednu implikaciju. Pretpostavimo stoga da u, λ, v, w, h
zadovoljavaju njenu premisu. Tada je Aᵀu = λc i λb + Av − Aw = h odakle
mnozˇenjem druge jednakosti s uᵀ, zbog uᵀh ≥ 0, dobivamo
λuᵀb+ uᵀAv − uᵀAw ≥ 0
Iskoristimo li ponovno prvu jednakost dobivamo
λuᵀb+ λcᵀv − cᵀw ≥ 0.
U slucˇaju kad je λ ≥ 0 prethodna nejednakost implicira
uᵀb+ cᵀv − cᵀw ≥ 0
sˇto se i htjelo dokazati. Ako je λ = 0 tada je Aᵀu = 0 i Av − Aw = h ≥ 0 pa
za x ∈ P (P i D su neprazni) vrijedi
uᵀb ≥ uᵀAx = 0.
S druge strane postoji y ∈ D i
0 ≥ −hᵀy ≥ (wᵀ − vᵀ)Aᵀy = (wᵀ − vᵀ)c
sˇto kombinirano s prethodnom nejednakosˇc´u daje
uᵀ ≥ (wᵀ − vᵀ)c.
Time je teorem u potpunosti dokazan.
3 Metoda unutrasˇnje tocˇke za linearno
programiranje
Najpoznatija metoda rjesˇavanja zadac´e linearnog programiranja je simpleks
metoda. U ovom odjeljku mi c´emo proucˇavati jednu od elementarnijih alter-
nativa simpleks metodi - metodu unutrasˇnje tocˇke. Metoda unutrasˇnje tocˇke,
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kako joj samo ime govori, trazˇi rjesˇenje preko niza unutrasˇnjih tocˇaka. U
toj metodi ne postoje dvije faze, inicijalizacija i optimizacija kao u simpleks
metodi, pa je neki stoga svrstavaju u takozvane jednofazne metode. Druga
razlika izmedu simpleks metode i metode unutrasˇnje tocˇke je da simpleks me-
toda staje u konacˇno mnogo koraka i daje rjesˇenje koje je vrh polieadarskog
skupa dok metoda unutrasˇnje tocˇke generira niz aproksimacija rjesˇenja zadac´e
u unutrasˇnjosti skupa dopustivih tocˇaka. Te aproksimacije konvergiraju tzv.
analiticˇkom centru skupa rjesˇenja. Metoda unutrasˇnje tocˇke je genericˇki naziv
za viˇse metoda, a mi c´emo opisati jednu od jednostavnijih i ilustrativnijih -
metodu centralnog puta.
Primarnu i dualnu zadac´u zapisujemo u obliku
max{cᵀx| x ≥ 0, Ax ≤ b} (3.1)
min{yᵀb| y ≥ 0, yᵀA ≥ cᵀ} (3.2)
gdje je A ∈ Rm×n matrica s m redaka i n stupaca, b ∈ Rm i c ∈ Rn. Doda-
vanjem nenegativnih varijabli w ∈ Rm i s ∈ Rn u uvjetima primarne i dualne
zadac´e mozˇemo postic´i da ti uvjeti postanu jednakosti. Primarne varijable su
sada x,w, a dualne y, u i gornje zadac´e mozˇemo zapisati u formi
(P ′) max {cᵀx| x,w ≥ 0, Ax+ w = b}︸ ︷︷ ︸
P ′
(3.3)
(D′) min {yᵀb| y, u ≥ 0, yᵀA− uᵀ = cᵀ}︸ ︷︷ ︸
D′
(3.4)
Time smo postigli napredak jer je ogranicˇenje u obliku nejednakosti ostalo
samo za varijable, a ne i za funkcije tih varijabli. Uvjet xi ≥ 0 mozˇe se
eliminirati tako da se povezˇe s funkcijom cilja na nacˇin da joj dodamo neku
funkciju koja poprima vrijednost
−∞ ako je xi ≤ 0
0 inacˇe.
Dodavanjem takve funkcije mijenja se funkcija cilja i nestaju uvjeti na varijablu
xi, imajuc´i na umu da maksimiziramo funkciju cilja. Dobili smo ekvivalentnu
zadac´u, ali smo umjesto diskontinuiteta u varijabli dobili diskontinuitet u funk-
ciji cilja. Sljedec´i korak je diskontinuiranu funkciju cilja ’aproksimirati’ nekom
derivabilnom funkcijom. Najjednostavija od takvih aproksimacija je
µ lnxi
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i za male vrijednosti od µ, tj. kad µ → 0 ta c´e aproksimacija biti dobra, ali
samo za ogranicˇene vrijednosti od xi. Prema tome, bit c´e nam potreban doda-
tan uvjet na zadac´u linearnog programiranja koji osigurava ogranicˇenost skupa
rjesˇenje primarne i dualne zadac´e. Zˇelimo li izbaciti uvjete nenegativnosti na
sve varijable promatrat c´emo modificiranu glatku funkciju cilja.







i umjesto problema linearnog programiranja promatrati pridruzˇeni problem
max{f(x,w)| Ax+ w = b} (3.6)
koji se naziva problem s preprekom pridruzˇen linearnom programiranju. To je
zapravo familija problema parametriziranih parametrom µ. Svaki od njih je
jedan nelinearan problem jer je funkcija cilja f nelinearna. Nelinearna funkcija
cilja naziva se josˇ i kaznena funkcija ili logaritamska kaznena funkcija. Pre-
preka je ovdje xi = 0 i wj = 0 koju varijabla ne smije prec´i, a ako je prijede
kazna je (negativno) beskonacˇna. Ono sˇto je najtezˇe u problemu nije rijesˇiti ne-
linearni problem s preprekom, nego dokazati da njegovo rjesˇenje tezˇi k rjesˇenju
polaznog problema kad µ → 0. Skup dopustivih tocˇaka je poliedarski skup i
na rubu poliedarskog skupa bar jedna komponenta varijable x ili w jednaka
je nuli. Kaznena funkcija jednaka je −∞ na rubu i poprima konacˇne vrijed-
nosti na unutrasˇnjosti. Maksimum funkcije se postizˇe na unutrasˇnjosti i tocˇka
maksimuma se priblizˇava rjesˇenju originalne zadac´e linearnog programiranja
kad µ → 0 koja je u vrhu poliedarskog skupa. Promatrano kao funkcija od
µ tocˇke maksimuma lezˇe na krivulji koja pripada unutrasˇnjosti poliedarskog
skupa. Taj put nazivamo centralni put.
Egzistencija maksimuma kaznene funkcije
Da bi uopc´e mogli koristiti algoritme i metode racˇunanja maksimuma kaz-
nene funkcije, moramo se uvjeriti postoji li maksimum i pod kojim uvjetima.
U ovom pododjeljku napisat c´emo teoreme koji dokazuju egzistenciju maksi-
muma kaznene funkcije. Za dokaze teorema pogledati u knjizi L. Cˇaklovic´[1].
Zapisat c´emo josˇ jednom uvjete iz primarne i dualne zadac´e te njima pridruzˇiti
uvjete optimalnosti gdje nam u◦x oznacˇava Hadamardov produkt dva vektora
odnosno
u ◦ x = (u1x1, . . . , unxn)
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Zapiˇsimo jednadzˇbe
Ax+ w =b
Aᵀy − u =c
u ◦ x =µ1
w ◦ y =µ1
(3.7)
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Teorem 3.1. Za svaki niz µk → 0 niz (X(µk),W (µk)) rjesˇenja sustava (3.8)
je ogranicˇen pa stoga ima konvergentan podniz. Svaki njegov podniz konvergira
rjesˇenju (X∗,W ∗) zadac´e linearnog programiranja, koje je strogo komplemen-
tarno, tj. X∗ +W ∗ > 0.
Definicija 3.1. Neka je x ∈ Rp, x ≥ 0 nenegativan vektor, L ⊂ Rp afina
mnogostrukost i L+ = {x ∈ L| x ≥ 0} nenegativan dio od L. Pretpostavimo
da je L+ omeden.
Nosacˇ od x, u oznaci σ(x), definira se kao skup svih indeksa i za koje je xi > 0.
Nosacˇ od L+ definira se kao skup svih indeksa i ∈ {1, ..., p}
σ(L+) = {i|∃x ∈ L+, xi > 0}.
Tada je analiticˇki centar od L+ nul vektor ako je σ(L+) = ∅ odnosno, vektor
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Teorem 3.2. Primarni centralni put konvergira analiticˇkom centru skupa rjesˇenja
(P ′)∗ problema P ′, a dualni centralni put konvergira analiticˇkom centru skupa
rjesˇenja (D′)∗ problema D′.
Sumirajmo dosadasˇnje rezultate. Ako postoji unutarnja tocˇka od (P ′)∗ i
unutarnja tocˇka od (D′)∗, onda za svaki µ > 0 postoji jedinstveno rjesˇenje
sustava (3.8)
(X(µ),W (µ)).
Preslikavanje µ → (X(µ),W (µ)), µ > 0 naziva se primarno dualni centralni
put. Teorem 3.2. osigurava da limes tog puta kad µ → 0 postoji i jednak je
analiticˇkom centru skupa rjesˇenja (P ′)∗ × (D′)∗.
Naivni algoritam i Newtonova metoda
Ideja ”naivnog algoritma” se sastoji u tome da se fiksira broj 0 < α < 1,
pocˇetna vrijednost µ > 0 i tocˇka (X(µ),W (µ)) na centralnom putu. Formi-
rajmo niz
µi = (1− α)iµ
i za svaki µi izracˇunajmo µ-centar (Xi,Wi) = (X(µ),W (µ)) i vrijednost du-
alnog procjepa XᵀW = (n + m)µ. Glavni problem je pronalazˇenje µ-centra.
Kako je µ-centar tocˇka maksimuma logaritamske kaznene funkcije, koja ovisi
o µ, i koja je strogo konkavna najbolji je kandidat za racˇunanje tocˇke maksi-
muma Newtonova metoda. Konvergencija Newtonove metode je to bolja sˇto je
polazna tocˇka algoritma blizˇe tocˇki maksimuma, tj. u ovom slucˇaju µ-centru.
Numericˇke metode unutarnje tocˇke polaze od zadane unutarnje tocˇke (X,W ) >
0 i iterativno obnavljavaju njezine vrijednosti. Ovdje c´emo ugrubo prikazati
korake iteracije, a za detalje o Newtonovoj metodi pronalazˇenja µ-centra po-
gledati u knjizi L. Cˇaklovic´[1].
1. Ocijeniti pogodnu vrijednost za µ, niti preveliku niti premalu.
2. Izracˇunati vektor (∆X,∆W ) usmjeren prema µ-centru (X(µ),W (µ)).
3. Osigurati da je (X + ∆X,W + ∆W ) unutarnja tocˇka.
4. Zamijeniti X ← X + ∆X,W ← W + ∆W .
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Simpleks metoda nasuprot metodi unutrasˇnje tocˇke
U donjoj tablici sadrzˇani su rezultati usporedne analize u kojoj su rjesˇavani
navedeni problemi pomoc´u simpleks metode i metode unutrasˇnje tocˇke. Neki
od problema kao fit2p imaju 3000 uvjeta i oko 14000 varijabli. Za danasˇnje
standarde, to je srednje velik problem. Za vec´e probleme testovi pokazuju da
su metode unutrasˇnje tocˇke superiornije simpleks metodi iako rezultati vari-
raju ovisno o specificˇnosti problema. Zanimljivo je da su fit2p i fit2d dualni
problemi i metodi unutrasˇnje tocˇke potrebno je priblizˇno isto vrijeme da rijesˇi
jedan i drugi primjer, sˇto se ne mozˇe rec´i za simpleks metodu. Ipak, za rela-
tivno male probleme simpleks metoda je definitivno brzˇa i to 3-4 puta.
Ime Simpleks Unutr. tocˇka
25fv47 2m55.70s 3m14.82s








4 Uvod u semidefinitno programiranje
Problemi semidefinitnog programiranja obuhvac´aju jednu od najvec´ih klasa op-
timizacijskih problema koji mogu biti ucˇinkovito rijesˇeni - kako i u teoriji, tako
i u praksi. Igraju vazˇnu ulogu u razlicˇitim istrazˇivacˇkim podrucˇjima, kao sˇto
su kombinatorna optimizacija, algoritmi aproksimacije, racˇunalna slozˇenost,
teorija grafova, geometrija, algebarska geometrija, kvantno racˇunanje i dr.
U ovom c´emo odjeljku uvesti problem semidefinitnog programiranja (uz
pripadajuc´a svojstva pozitivno semidefinitnih matrica), uocˇiti slicˇnost izmedu
linearnog i semidefinitnog programiranja te pokazati kako je linearno progra-
miranje zapravo poseban slucˇaj semidefinitnog programiranja.
Pocˇnimo s konceptom linearnog programiranja. Ponovno zapisujemo zadac´u
linearnog programiranja iz prvog poglavlja:
LP : cᵀx→ max
Ax = b
x ≥ 0
gdje je x = (x1, x2, ..., xn)
ᵀ vektor s n varijabli, c = (c1, c2, ..., cn)
ᵀ vektor
funkcije cilja, b = (b1, b2, ..., bn)
ᵀ vektor desne strane i A ∈ Rm×n matrica
ogranicˇenja.
Drugim rijecˇima, od svih x ∈ Rn koji zadovoljavaju Ax = b i nejednakost
x ≥ 0, trazˇimo x∗ s najvec´om vrijednosti cᵀx∗.
Kako bi dobili zadac´u semidefinitnog programiranja, zamijenimo vektorski
prostor Rn s vektorskim prostorom
Symn = {X ∈ Rn×n : Xᵀ = X}
13
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simetricˇnih n × n matrica, a matricu A zamijenimo linearnim preslikavanjem
A : Symn → Rm.
Euklidski skalarni produkt (x, y) → xᵀy na Rn zamijenimo standardnim ska-
larnim produktom






na Symn. Alternativno, mozˇemo pisati X ·Y = Tr(XᵀY ), gdje je za kvadratnu
matricu M , Tr(M) (trag od M) suma vrijednosti na dijagonali od M. Na kraju,
zamijenimo ogranicˇenje x ≥ 0 s ogranicˇenjem
X  0,
gdje X  0 znacˇi ”matrica X je pozitivno semidefinitna”.
Prije nego formalno definiramo zadac´u semidefinitnog programiranja, defi-
nirat c´emo pojam pozitivno semidefinitnih matrica i neka njihova svojstva
Definicija 4.1. Kazˇemo da je kvadratna matrica M pozitivno semidefinitna
ako je simetricˇna (Mᵀ = M) i sve svojstvene vrijednosti su joj nenegativne.
Teorem 4.1. Neka je M ∈ Symn. Sljedec´e tvrdnje su medusobno ekvivalentne:
1. M je pozitivno semidefinitna, tj. njezine svojstvene vrijednosti su nene-
gativne
2. xᵀMx ≥ 0 za sve x ∈ Rn.
3. Postoji matrica U ∈ Rn×n takva da M = UᵀU .
Oznakom Sym+n oznacˇavamo skup pozitivno semidefinitnih n× n matrica.
Matricu M nazivamo pozitivno definitnom ako vrijedi xᵀMx > 0 za sve x 6= 0.






aijkxij = bk, k = 1, ...,m
X  0
(4.1)
gdje su xij, 1 ≤ i, j ≤ n, n2 vrijednosti koje zadovoljavaju uvjete simetrije
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U kompaktnijoj formi, (4.1) se mozˇe napisati i kao
C ·X → max
A1 ·X = b1
A2 ·X = b2
...







matrica funkcije cilja i
Ak = (aijk)
n
i,j=1, k = 1, ...m.
Sustav od m linearnih ogranicˇenja A1 ·X = b1, ..., Am ·X = bm mozˇemo napisati
i kao
AX = b
gdje je b = (b1, ..., bm) i A : Symn → Rm linearno preslikavanje.
Kao i kod linearnog programiranja, zadac´u semidefinitnog programiranja
(4.2) nazivamo dopustivom ako postoji dopustiva tocˇka, tj. matrica X˜ ∈
Symn takva da AX˜ = b, X˜  0. Vrijednost dopustive zadac´e semidefinitnog
programiranja je definirana kao
sup{C ·X : AX = b,X  0} (4.3)
sˇto ukljucˇuje moguc´nost da je vrijednost jednaka∞, inacˇe govorimo o ogranicˇenoj
zadac´i semidefinitnog programiranja.
Optimalna tocˇka je dopustiva tocˇka X∗ takva da C · X∗ ≥ C · X za sve
dopustive tocˇke X. Posljedicˇno, ako postoji optimalna tocˇka, vrijednost zadac´e
semidefinitnog programiranja je konacˇna, sˇto znacˇi da je supremum iz (4.3)
zapravo maksimum.
Napomena 4.1. Ako je supremum u (4.3) konacˇan, opc´enito ne mozˇemo
zakljucˇiti da je vrijednost moguc´e postic´i. Pokazat c´emo to na primjeru:
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Lako se vidi da je takva matrica pozitivno semidenitna ako i samo ako x11, x22 ≥
0 i x11x22 ≥ 1. Ekvivalentno, x11 > 0 i x22 ≥ 1/x11. Ovo povlacˇi da je vrijed-
nost zadac´e jednaka 0, ali ne postoji tocˇka koje postizˇe tu vrijednost.
Primjer 4.1. n = 3, m = 2
A1 =
1 0 10 3 7
1 7 5
A2 =
0 2 82 6 0
8 0 4
C =








Tada c´e varijabla X biti 3× 3 simetricˇna matrica
X =










1 2 32 9 0
3 0 7
 •
x11 x12 x13x21 x22 x23
x31 x32 x33

= x11 + 2x12 + 3x13 + 2x21 + 9x22 + 3x31 + 7x33
= (zbog simetricˇnosti)
= x11 + 4x12 + 6x13 + 9x22 + 7x33
Problem sad mozˇemo zapisati kao
x11 + 4x12 + 6x13 + 9x22 + 7x33 → min
x11 + 2x13 + 3x22 + 14x23 + 5x33 = 11
4x12 + 16x13 + 6x22 + 4x33 = 19
X =
x11 x12 x13x21 x22 x23
x31 x32 x33
  0
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Na sljedec´em primjeru c´emo pokazati da je zadac´a linearnog programiranja
zapravo specijalan slucˇaj zadac´e semidefinitnog programiranja.
Primjer 4.2. Pretpostavimo da (c, a1, ..., am, b) sadrzˇi podatke za zadac´u li-
nearnog programiranja, tada definiramo
Ai =

ai1 0 . . . 0





0 0 . . . ain
 , i = 1, ...,m C =

c1 0 . . . 0





0 0 . . . cn

Tada se zadac´a mozˇe zapisati kao
C ·X → min
Ai ·X = bi, i = 1, ...,m
Xij = 0, i = 1, ..., n, j = i+ 1, ..., n
X  0,
uz dogovor da je X =

x1 0 . . . 0





0 0 . . . xn
.
Naravno, u praksi nec´emo nikada pretvarati zadac´u linearnog programira-
nja u zadac´u semidefinitnog programiranja. Gornja konstrukcija pokazuje da
semidefinitno programiranje ukljucˇuje linearno programiranje kao svoj speci-
jalan slucˇaj.
5 Dualnost u semidefinitnom programiranju
Teorem jake dualnosti jedan je od najvazˇnijih rezultata u linearnom programi-
ranju. Za semidefinitno programiranje takoder je razvijena teorija dualnosti,
medutim dokaz je manje izravan od onog u linearnom programiranju.
Umjesto direktnog razvijanja teorije dualnosti u semidefinitnom programi-
ranju, mi c´emo raditi u opc´enitijem okruzˇju konusnog programiranja. Ova
apstrakcija omoguc´uje nam da jasnije vidimo bit problema, a i korisna je u
nekim drugim aspektima semidefinitnog programiranja.
POGLAVLJE II. SEMIDEFINITNO PROGRAMIRANJE 18
Radi preglednosti, ponovit c´emo definiciju semidefinitnog programiranja u
matricˇnom obliku (4.2)
C ·X → max
Ai ·X = bi, i = 1, 2, ...,m
X  0.
Pritom, X je realna n×n simetricˇna matrica (X ∈ Symn), C ∈ Symn matrica
funkcije cilja, b ∈ Rm i Ai ∈ Symn, i = 1, ...,m.
Za potrebe ovog poglavlja, zapisat c´emo ovih m ogranicˇenja u formi AX =
b, gdje je A : Symn → Rm linearni operator.
AX = (A1 ·X,A2 ·X, ..., Am ·X).
Osnovni cilj ovog poglavlja je izvesti i dokazati sljedec´i teorem jake dualnosti.
Teorem 5.1 (Teorem jake dualnosti za semidefinitno programiranje). Ako je
zadac´a semidefinitnog programiranja (4.2) dopustiva, sˇtoviˇse ako postoji pozi-
tivno definitna matrica X˜ takva da AX˜ = b, te ako (4.2) ima konacˇnu vrijed-




yiAi − C  0 (5.1)
dopustiva i ima konacˇnu vrijednost γ.
Poveznica s konusnim programiranjem je utvrdena cˇinjenicom da je skup
Sym+n = {X ∈ Symn : X  0} pozitivnih semidefinitnih matrica zapravo
zatvoreni konveksni konus.
Shema ovog poglavlja je sljedec´a. Ponovit c´emo definiciju zatvorenih ko-
nveksnih konusa i definirat c´emo njihove duale. Dokazat c´emo jednostavan,
ali moc´an teorem separacije za zatvorene konveksne konuse koji se vec´ mozˇe
smatrati rezultatom u teoriji dualnosti. Na temelju toga, uvodenjem linearnog
operatora A i vektora desne strane b, dokazat c´emo Farkasevu lemu za ko-
nuse. Za zavrsˇni korak josˇ uzimamo funkciju cilja u racˇun i izvodimo teorem
dualnosti za konusno programiranje. Rezultat u semidefinitnom slucˇaj c´e biti
izveden kao korolar.
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Zatvoreni konveksni konusi i njihovi duali
Josˇ smo u prvom poglavlju (Definicija 1.1.) definirali pojam zatvorenog ko-
nveksnog konusa.
Lema 5.1. Skup Sym+n ⊆ Symn pozitivno semidefinitnih matrica je zatvoreni
konveksni konus.
Dokaz. Za dokaz konveksnosti uzimamo karakterizaciju simetricˇnih matrica
(Teorem 4.1). Neka M,N ∈ Sym+n , tada za neki x ∈ Rn vrijedi xᵀMx ≥ 0 i
xᵀNx ≥ 0, tj. xᵀλMx = λxᵀMx ≥ 0 za λ ≥ 0 i xᵀ(M+N)x = xᵀMx+xᵀNx ≥
0. Time smo dokazali da se radi o konveksnom konusu.
Za dokaz zatvorenosti, pokazat c´emo da je komplement otvoren. Zaista, ako
imamo simetricˇnu matricu M koja nije pozitivno semidefinitna, onda postoji
x˜ ∈ Rn takva da x˜ᵀMx˜ < 0 i ova nejednakost i dalje vrijedi za sve matrice M
u dovoljno maloj okolini od M .
Pogledajmo josˇ primjera zatvorenih konveksnih konusa. Trivijalni primjeri
su naravno K = Rn i K = {0}. Ocˇito je da je nenegativni ortant Rn+ = {x ∈
Rn : x ≥ 0} primjer zatvorenog konveksnog konusa.
Primjer 5.1 (Lorentzov konus u Rn). Ovaj konus je definiran kao
Vn = {(x, r) ∈ Rn−1 × R : ||x|| ≤ r}.
Zatvoren je zbog nejednakosti ”≤” (slicˇan argument kao u dokazu zatvorenosti
u gornjoj lemi), a konveksnost proizlazi iz nejednakosti trokuta: ||x + y|| ≤
||x||+ ||y||.
Definicija 5.1. Neka je V konacˇnodimenzionalni vektorski prostor nad R.
Neka je K ⊆ V konus. Skup
K∗ := {y ∈ V : 〈y, x〉 ≥ 0 za sve x ∈ K}
zovemo dualni konus od K.
K∗ je zatvoreni konveksni konus cˇak i ako je K samo konus. Tvrdnja se
lako dokazuje, koristimo bilinearnost skalarnog produkta za dokaz konveksnosti
i Cauchy-Schwarzovu nejednakost za dokaz zatvorenosti.
Izracˇunajmo dual nenegativnog ortanta Rn+. To mora biti skup y ∈ Rn
takvih da vrijedi
yᵀx ≥ 0 za sve x ≥ 0.
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Slika 5.1: Lorentzov konus
Ovaj skup ocˇito sadrzˇi nenegativni ortant Rn+.
Ako uzmemo y ∈ Rn takav da yi < 0, imamo yᵀei < 0 gdje je ei i-ti jedinicˇni
vektor (element Rn+), a to dokazuje da y nije element dualnog konusa (Rn+)∗.
Slijedi da je dual od Rn+ zapravo Rn+, tj. nenegativni ortant je sam sebi dual.




Zbog ovakve konstrukcije duala, ocˇekujemo da c´e vrijediti da je dual duala
zatvorenog konveksnog konusa zapravo on sam. Za konusnu dualnost ova tvrd-
nja stvarno vrijedi i mi c´emo ju dokazati. Mozˇda i iznenadujuc´e, dokaz ove
cˇinjenice vec´ zahtijeva teorem separacije za konuse. Medutim, teorem separa-
cije nam je bitan i za kasnije razvijanje teorije konusnog programiranja. On,
u opc´em slucˇaju, govori da disjunktni konveksni skupovi mogu biti separirani
hiperravninom.
Teorem 5.2 (Teorem separacije). Neka je K ⊆ V zatvoreni konveksni konus
i b ∈ V \K. Tada postoji vektor y ∈ V takav da
〈y, x〉 ≥ 0 za sve x ∈ K, i 〈y, b〉 < 0
.
Dokaz. Neka je z projekcija tocˇke b na skupK. Kako jeK zatvoren i konveksan
skup, projekcija uvijek postoji i jedinstvena je. (Slika 5.2)
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Slika 5.2: Tocˇka b koja nije sadrzˇana u zatvorenom konveksnom konusu K
mozˇe se odvojiti od K hiperravninom h = {x ∈ V : 〈y, x〉 = 0}.
Definiramo y := z − b. Prvo provjerimo da je 〈y, z〉 = 0. Pretpostavimo
da vrijedi 〈y, z〉 > 0 i definiramo z′ = (1 − α)z za mali α > 0. Izracˇunamo
||z′− b||2 = 〈(y−αz), (y−αz)〉 = ||y||2−2α〈y, z〉+α2||z||2. Imamo 2α〈y, z〉 >
α2||z||2 za dovoljno male α > 0, a iz toga slijedi ||z′ − b||2 < ||y||2 = ||z − b||2
sˇto je u kontradikciji s tvrdnjom da je z najblizˇa tocˇka skupa K u tocˇki b.
Analogno rjesˇavamo za slucˇaj 〈y, z〉 < 0 uzimajuc´i z′ = (1 + α)z.
Za provjeru 〈y, b〉 < 0, imamo y 6= 0 i izracˇunamo 0 < 〈y, y〉 = 〈y, z〉 −
〈y, b〉 = −〈y, b〉.
Neka je x ∈ K, x 6= z. Kut ∠bzx mora biti najmanje 90◦, inacˇe, tocˇke
na segmentu [z, x] dovoljno bliske z c´e biti blizˇe b nego z (konveksnost od K);
ekvivalentno 〈(b− z), (x− z)〉 ≤ 0. Ovo je slicˇno gore navedenom argumentu
za 〈y, z〉 = 0. Dakle 0 ≥ 〈(b− z), (x− z)〉 = −〈y, x〉+ 〈y, z〉 = −〈y, x〉.
Lema 5.2. Neka je K ⊆ V zatvoreni konveksni konus. Tada je (K∗)∗ = K.
Dokaz. Za inkluziju K ⊆ (K∗)∗, samo trebamo primijeniti definiciju dualnosti:
Uzmimo b ∈ K. Po definiciji dualnosti K∗, 〈y, b〉 = 〈b, y〉 ≥ 0 za sve y ∈ K∗,
iz toga slijedi da je b ∈ (K∗)∗.
Za obrnutu inkluziju, uzmimo da je b ∈ V \K. Prema Teoremu 5.2, mozˇemo
nac´i vektor y takav da 〈y, x〉 ≥ 0 za sve x ∈ K i 〈y, b〉 = 〈b, y〉 < 0. Prva
nejednakost pokazuje da je y ∈ K∗, a posljednja nejednakost pokazuje da
b /∈ (K∗)∗.
Farkaseva lema
Farkaseva lema je kamen temeljac teorije linearnog programiranja. Pojavljuje
se u viˇse ekvivalentnih verzija, a jednu od njih smo dokazali u prvom poglavlju.
POGLAVLJE II. SEMIDEFINITNO PROGRAMIRANJE 22
Sada c´emo prikazati verziju koja je prikladnija za konusno programiranje.
Lema 5.3. Neka je A ∈ Rm×n i b ∈ Rm. Tada tocˇno jedan od sljedec´a dva
sustava ima rjesˇenje:
• Ax = b, x ≥ 0
• Aᵀy ≥ 0, bᵀy < 0.
Ovdje zˇelimo prije svega istaknuti da je Farkaseva lema poseban slucˇaj
Teorema 5.2. Definiramo V = Rm i
K = {Ax : x ∈ Rn+} ⊆ V.
K je, zapravo, skup svih konusnih kombinacija stupaca od A, tj. konacˇno ge-
neriran konus. Konacˇno generirani konusi su zatvoreni i konveksni pa mozˇemo
primijeniti Teorem 5.2.
Sada, ako prvi sustav Ax = b, x ≥ 0 nema rjesˇenja, to znacˇi da b ∈ V \K.
Po Teoremu 5.2, postoji y ∈ V = Rm takav da
yᵀAx ≥ 0 za sve x ∈ Rn+, i yᵀb < 0.
Kako prethodna nejednakost znacˇi AᵀY ∈ (Rn+)∗ = Rn+, mi zapravo imamo
rjesˇenje drugog sustava Aᵀy ≥ 0, bᵀy < 0. Vidimo da prvi i drugi sustav nikad
ne mogu biti rjesˇivi istodobno.
U ovom potpoglavlju zˇelimo generalizirati Farkasevu lemu za sustave oblika
AX = b, x ∈ K
gdje je K ⊆ V zatvoreni konveksni konus, a A : V → W linearni operator.
”Standardna” Farkaseva lema bavi se slucˇajem K = Rn+ ⊆ V := Rn,
W = Rm, gdje linearni operator mozˇe biti prikazan matricom. Za semidefinitno
programiranje moramo promotriti slucˇaj K = Sym+n ⊆ V := Symn i W = Rm.
Postoje dvije prepreke za prevladati. Prva je tehnicˇke prirode: moramo
definirati sˇto Aᵀ treba znacˇiti za opc´i linearni operator. Druga je stvarna:
konus oblika {AX : X ∈ K} je konveksan, ali ne i nuzˇno zatvoren, tako da
Teorem 5.2 nec´e biti primjenjiv.
Definirat c´emo odgovarajuc´u generalizaciju transponirane matrice.
Definicija 5.2. Neka je A : V → W linearni operator. Kazˇemo da je linearni
operator Aᵀ : W → V adjungiran operatoru A ako vrijedi
〈y, Ax〉W = 〈Aᵀy, x〉V za sve x ∈ V i y ∈ W.
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Za V = Rn i W = Rm i operator reprezentiran m × n matricom A, tran-
sponirana matrica Aᵀ predstavlja jedinstveni adjungirani operator. Opc´enito,
ako su V i W konacˇnodimenzionalni prostori (sˇto pretpostavljamo), postoji
adjungirani operator Aᵀ operatoru A. Ako postoji adjungirani operator, onda
je lako vidjeti da je on jedinstven, sˇto opravdava zapis Aᵀ.
U semidefinitnom programiranju, imamo V = Symn (sa skalarnim produk-
tom X ·Y ) i W = Rm (sa standardnim skalarnim produktom). U ovom slucˇaju
je takoder lako odrediti adjungirani operator.
Lema 5.4. Neka je V = Symn, W = Rm i A : V → W definiran s AX =





Nakon sˇto smo definirali adjungiran operator i time rijesˇili prvu prepreku,
ostaje nam pitanje zatvorenosti konusa C := A(K) = {Ax : x ∈ K}.
Da spasimo situaciju, radit c´emo sa zatvaracˇem skupa C.
Definicija 5.3. Neka je C ⊂ Rn. Zatvaracˇ skupa C, u oznaci C¯, je presjek
svih zatvorenih skupova sˇto sadrzˇe C.
Lema 5.5. Neka je K ⊆ V zatvoreni konveksni konus i C = {Ax : x ∈ K}.
Tada je C¯ zatvoreni konveksni konus.
Dokaz. Buduc´i da znamo da je C konus (lako dobijemo raspisivanjem po defi-
niciji konusa), ostaje nam provjeriti da ako je C konus, tada vrijedi i da je C¯
konus.
Neka je x ∈ C¯ takav da postoji niz (xn) ⊆ C takav da lim
n→∞
xn = x i neka




) ∈ C¯, odnosno C¯ je konus i lema je
dokazana.
Cˇinjenica ”b ∈ C¯” mozˇe se zapisati bez referenciranja na konus C, sˇto c´e
biti prikladnije za ono sˇto slijedi.
Definicija 5.4. Neka je K ⊆ V zatvoreni konveksni konus. Sustav
Ax = b, x ∈ K
se naziva granicˇno dopustivim ako postoji niz (xk)k∈N takav da xk ∈ K za sve
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Jasno je da ako je sustav Ax = b, x ∈ K granicˇno dopustiv, tada je
b ∈ C¯, ali vrijedi i obrnuta implikacija. Ako je (yk)k∈N niz u C koji konvergira
prema b, tada svaki niz (xk)k∈N takav da yk = Axk za sve k dokazuje granicˇnu
dopustivost sustava. Sada piˇsemo varijantu Farkaseve leme za konuse.
Lema 5.6 (Farkaseva lema za konuse). Neka je K ⊆ V zatvoreni konveksni
konus i b ∈ W . Ili je sustav
Ax = b, x ∈ K
granicˇno dopustiv, ili sustav
Aᵀy ∈ K∗, 〈b, y〉 < 0
ima rjesˇenje, ali ne oboje.
Dokaz. Ako je Ax = b, x ∈ K granicˇno dopustiv, uzimamo jedan niz (xk)k∈N
iz definicije granicˇne dopustivosti sustava. Za y ∈ W , racˇunamo




〈y, Axk〉 = lim
k→∞
〈Aᵀy, xk〉.
Ako je Aᵀy ∈ K∗, tada xk ∈ K povlacˇi 〈Aᵀy, xk〉 ≥ 0 za sve k ∈ N, pa slijedi
〈y, b〉 ≥ 0, tj. drugi sustav nema rjesˇenja.
Ako Ax = b, x ∈ K nije granicˇno dopustiv, to se mozˇe ekvivalentno izraziti
kao b /∈ C¯, gdje je C = {A(x) : x ∈ K}. Kako je C¯ zatvoreni konveksni konus,
iskoristimo Teorem separacije (Teorem 5.2) da dobijemo hiperravninu koja
strogo razdvaja b od C¯ (a onda i od C). To znacˇi da smo nasˇli y ∈ W takav
da
〈y, b〉 < 0 i za sve x ∈ K, 〈y, Ax〉 = 〈Aᵀy, x〉 ≥ 0.
Ostaje nam zakljucˇiti da je izraz ”〈Aᵀy, x〉 ≥ 0 za sve x ∈ K” ekvivalentan s
”Aᵀy ∈ K∗”.
Konusno programiranje
Sada c´emo definirati pojam konusnog programiranja. Ova dodatna opc´enitost
u odnosu na semidefinitno programiranje c´e uvesti simetriju izmedu primarnog
i dualnog programiranja.
Definicija 5.5. Neka su K ⊆ V , L ⊆ W zatvoreni konveksni konusi, b ∈
W, c ∈ V i A : V → W linearni operator. Zadac´a konusnog programiranja je
optimizacijski problem oblika
〈c, x〉 → max
b− Ax ∈ L
x ∈ K
(5.2)
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Za L = {0}, dobijemo zadac´u konusnog programiranja u obliku ranije
promatrane jednadzˇbe.
Slicˇno kao i kod linearnog programiranja, zadac´u konusnog programiranja
nazivamo dopustivom ako postoji dopustiva tocˇka x˜ takva da b−A(x˜) ∈ L, x˜ ∈
K. Vrijednost dopustive zadac´e konusnog programiranja definirana je kao
sup{〈c, x〉 : b− A(x) ∈ L, x ∈ K}, (5.3)
sˇto ukljucˇuje moguc´nost da je vrijednost ∞.
Optimalna tocˇka je dopustiva tocˇka x∗ takva da 〈c, x∗〉 ≥ 〈c, x〉 za svaku
dopustivu tocˇku x. Dakle, ako postoji optimalna tocˇka, onda je vrijednost
zadac´e konusnog programiranja konacˇna, a ta vrijednost je postignuta, sˇto
znacˇi da je supremum u (5.3) zapravo maksimum.
Vec´ smo u prethodnoj tocˇki pricˇali o pojmu granicˇne dopustivosti (Defi-
nicija 5.4), sˇto je takoder jedan aspekt s kojim se ne susrec´emo u linearnom
programiranju. Ako zadac´a linearnog programiranja nije dopustiva, ona c´e
takva ostati u bilo kojoj dovoljno maloj perturbaciji desne strane b. Nasuprot
tome, postoje zadac´e konusnog programiranja koje nisu dopustive, a mogu
postati dopustive pod proizvoljno malom perturbacijom desne strane b.
Ponovit c´emo Definiciju 5.4 za linearni operator (A|id) : V ⊕W → W i
konus K ⊕ L.
Definicija 5.6. Kazˇemo da je zadac´a konusnog programiranja (5.2) granicˇno
dopustiva ako postoje nizovi (xk)k∈N i (x′k)k∈N takvi da xk ∈ K i x′k ∈ L za sve






Ovakvi nizovi (xk)k∈N i (x′k)k∈N se zovu dopustivi nizovi od (5.2).
Svaka dopustiva zadac´a je granicˇno dopustiva, a obrat vrijedi samo ako je
konus C = {Ax+ x′ : x ∈ K, x ∈ L} zatvoren.
Granicˇno dopustivoj zadac´i konusnog programiranja mozˇemo dodijeliti vri-
jednost, a tu vrijednost nazivamo granicˇna vrijednost.
Definicija 5.7. S obzirom na dopustiv niz (xk)k∈N zadac´e (5.2), definiramo
njegovu vrijednost kao
〈c, (xk)k∈N〉 := lim sup
k→∞
〈c, xk〉.
Granicˇna vrijednost od (5.2) je onda definirana kao
sup{〈c, (xk)k∈N〉 : (xk)k∈N je dopustiv niz od (5.2)}.
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Nije tesˇko provjeriti da je granicˇna vrijednost dostignuta nekim dopustivim
nizom.
Po definiciji, vrijednost zadac´e dopustivog konusnog programiranja uvi-
jek je odozgo omedena granicˇnom vrijednosˇc´u i primamljivo je misliti da su
one jednake. Medutim, to opc´enito nije tocˇno. Postoje dopustive zadac´e s
konacˇnom vrijednosˇc´u, a beskonacˇnom granicˇnom vrijednosˇc´u. Moguc´a je i
situacija gdje su obe vrijednosti konacˇne, a nisu jednake.
Srec´om, takvi problemi nestaju ako program ima unutrasˇnju tocˇku. Opc´enito,
zahtijevanje dodatnih uvjeta, u cilju izbjegavanja iznimnih situacija, zovemo
zahtjevima regularnosti. Postojanje unutrasˇnje tocˇke poznato je kao Slaterov
zahtjev regularnosti
Definicija 5.8. Unutrasˇnja tocˇka (ili Slaterova tocˇka) konusnog programa je
vektor x takav da
x ∈ K, b− Ax ∈ L,
sa sljedec´im dodatnim uvjetom:
x ∈ int(K) ako L = {0}, i
b− Ax ∈ int(L) inacˇe.
(Za skup S, int(S) je skup svih tocˇaka x takvih da postoji dovoljno malena
kugla oko x potpuno sadrzˇana u S.)
Teorem 5.3. Ako zadac´a konusnog programiranja (5.2) ima unutrasˇnju tocˇku,
onda je njezina vrijednost jednaka granicˇnoj vrijednosti.
Dualnost
Zadac´u konusnog programiranja (5.2) zvat c´emo primarnom zadac´om s ozna-
kom (P):
(P ) 〈c, x〉 → max
b− Ax ∈ L
x ∈ K.
Sada definiramo dualnu zadac´u takoder kao zadac´u konusnog programira-
nja:
(D) 〈b, y〉 → min
Aᵀy − c ∈ K∗
y ∈ L∗.
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(D) formalno nema oblik zadac´e (5.2), ali to mozˇemo lako postic´i tako da ju
zapiˇsemo kao:
(D′) − 〈b, y〉 → max
− c+ Aᵀy ∈ K∗
y ∈ L∗.
Za dualni problem (D), sˇto je problem minimizacije, vrijednost i granicˇna
vrijednost su definirani preko inf i lim inf, analogno.
Kao i kod linearnog programiranja, pretpostavljamo da je primarna zadac´a
(P) dopustiva i ima konacˇnu vrijednost. Onda zˇelimo zakljucˇiti da je i njegova
dualna zadac´a dopustiva i ima jednaku vrijednost. Ali, za razliku od line-
arnog programiranja, trebamo josˇ jedan uvjet da bi ovo vrijedilo: (P) mora
imati unutrasˇnju tocˇku. Sada c´emo napisati teorem jake dualnosti za konusno
programiranje.
Teorem 5.4. Ako je primarna zadac´a (P) dopustiva, ima konacˇnu vrijednost
γ i ima unutrasˇnju tocˇku x˜, onda je dualna zadac´a (D) takoder dopustiva i
ima jednaku vrijednost γ.
Ovo je shema dokaza. Prvo c´emo dokazati slabu dualnost, slicˇnu kao i
kod linearnog programiranja. Onda c´emo dokazati regularnu dualnost: ako je
primarna zadac´a (P) granicˇno dopustiva, onda je dualna zadac´a (D) dopus-
tiva i ne postoji ”praznina” izmedu granicˇne vrijednosti (P) i vrijednosti (D).
Kod linearnog programiranja, naravno, ne postoji razlika izmedu vrijednosti i
granicˇne vrijednosti i zato tamo preskacˇemo regularnu dualnost i odmah pre-
lazimo na jaku dualnost. Ali ovdje je moguc´ sljedec´i scenarij: I (P) i (D) su
dopustivi, ali postoji praznina izmedu vrijednosti γ i β (Slika 5.3). Kako bi
Slika 5.3: Praznina izmedu γ i β.
dobili jaku dualnost, treba nam Slaterov zahtjev regularnosti: Ako primarna
zadac´a (P) ima unutrasˇnju tocˇku (Definicija 5.8), onda nema praznine izmedu
primarne i dualne vrijednosti. Ovaj rezultat je trivijalna posljedica regularne
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dualnosti i Teorema 5.3.
Slaba dualnost
Teorem 5.5. Ako je dualna zadac´a (D) dopustiva i ako je primarna zadac´a
(P) granicˇno dopustiva, onda je granicˇna vrijednost od (P) ogranicˇena odozgo
vrijednosˇc´u od (D).
Ako je (P) takoder dopustiv, vrijednost od (P) je ogranicˇena odozgo vri-
jednosˇc´u od (D) i one su konacˇne. Ovo je zapravo slaba dualnost kakvu poz-
najemo iz linearnog programiranja.
Dokaz. Uzmimo bilo koje dopustivu tocˇku y iz (D) i proizvoljno dopustiv niz
(xk)k∈N, (x′k)k∈N iz (P). Koristec´i definiciju adjungiranog operatora A
ᵀ, imamo












〈c, xk〉 ≤ lim sup
k→∞
〈y, Axk + x′k〉 = lim
k→∞
〈y, Axk + x′k〉 = 〈y, b〉.
Kako je dopustiv niz proizvoljan, granicˇna vrijednost od (P) nije vec´a od 〈y, b〉,
a buduc´i je y proizvoljna dopustiva tocˇka od (D), dokaz je gotov.
Regularna dualnost
Teorem 5.6. Dualna zadac´a (D) je dopustiva i ima konacˇnu vrijednost β ako
i samo ako je primarna zadac´a (P) granicˇno dopustiva i ima konacˇnu granicˇnu
vrijednost γ. Tada vrijedi β = γ.
Dokaz. Ako je (D) dopustiv i ima vrijednost β, znamo da vrijedi
Aᵀy − c ∈ K∗, y ∈ L∗ ⇒ 〈b, y〉 ≥ β. (5.4)
Takoder znamo
Aᵀy ∈ K∗, y ∈ L∗ ⇒ 〈b, y〉 ≥ 0. (5.5)
Zaista, ako postoji y koji ne zadovoljava posljednju implikaciju, mogli bismo
dodati veliki pozitivni viˇsekratnik na bilo koje dopustivu tocˇku (D) i na taj
nacˇin dobiti dopustivu tocˇku vrijednosti manje od β.
Sada mozˇemo spojiti (5.4) i (5.5) u jednu implikaciju
Aᵀy − zc ∈ K∗, y ∈ L∗, z ≥ 0 ⇒ 〈b, y〉 ≥ zβ. (5.6)
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Za z > 0, ovu implikaciju dobijemo iz (5.4) mnozˇenjem svih izraza sa z i
preimenovanjem zy ∈ L∗ natrag u y. Za z = 0, imamo (5.5). Koristec´i
matricˇni zapis, implikaciju mozˇemo zapisati Aᵀ −cid 0
0 1
 (y, z) ∈ K∗ ⊕ L∗ ⊕ R+ ⇒ 〈(b,−β), (y, z)〉 ≥ 0. (5.7)
Ovdje i u nastavku, uzimamo vektor stupac c ∈ V kao linearni operator
z  zc od R do V i vektor redak cᵀ kao (adjungirani) linearni operator x
〈c, x〉 od V do R.
Matricˇni oblik (5.7) nam dopusˇta da iskoristimo Farkasevu lemu. Prema




(x, x′, z) = (b,−β), (x, x′, z) ∈ (K∗⊕L∗⊕R+)∗ = K⊕L⊕R+
(5.8)
granicˇno dopustiv.
Sustav (5.8) je granicˇno dopustiv ako i samo ako postoje nizovi (xk)k∈N,









〈c, xk〉 − zk = β. (5.10)
(5.9) pokazuje da je (P) granicˇno dopustiv, a (5.10) pokazuje da je granicˇna
vrijednost od (P) barem β. Iz slabe dualnosti znamo da je on najviˇse β pa
smo jednu stranu dokazali.
Za obrnutu implikaciju pretpostavimo da je (P) granicˇno dopustiv s konacˇnom
granicˇnom vrijednosti γ.
Pretpostavimo suprotno, tj. da (D) nije dopustiv. Tada vrijedi
Aᵀy − zc ∈ K∗, y ∈ L∗, ⇒ z ≤ 0, (5.11)
jer za bilo koji par (y, z) koji to krsˇi, 1
z
y bi bilo dopustivo rjesˇenje od (D).





(y, z) ∈ K∗ ⊕ L∗ ⇒ 〈(0,−1), (y, z)〉 ≥ 0. (5.12)
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(x, x′) = (0,−1), (x, x′) ∈ (K∗ ⊕ L∗)∗ = K ⊕ L (5.13)
granicˇno dopustiv, sˇto zapravo znacˇi da postoje nizovi (xk)k∈N, (x′k)k∈N takvi









〈c, xk〉 = 1. (5.15)
Ovo je kontradikcija s pocˇetnom pretpostavkom. Elemenarno dodavanje
(xk)k∈N, (x′k)k∈N bilo kojem dopustivom nizu od (P) koji postizˇe granicˇnu vri-
jednost γ c´e rezultirati dopustivim nizom koji postizˇe granicˇnu vrijednost naj-
manje γ + 1.
Prema tome, dualna zadac´a (D) mora biti dopustiva. Slaba dualnost (Te-
orem 5.5) povlacˇi da (D) ima konacˇnu vrijednost β ≥ γ. Jednakost β = γ
slijedi iz dokaza prve implikacije.
Jaka dualnost
Sada napokon mozˇemo dokazati teorem jake dualnosti pod uvjetom Slate-
rovog zahtjeva regularnosti.
Dokaz Teorema 5.4. Primarna zadac´a (P) je dopustiva, pa onda i granicˇno
dopustiv. Buduc´i da ima unutrasˇnju tocˇku, Teorem 5.3 pokazuje da je granicˇna
vrijednost (P) jednaka vrijednosti (P), tj. γ. Koristec´i Teorem 5.6 (Regularna
dualnost), slijedi tvrdnja.
Semidefinitni slucˇaj
Koristec´i Teorem 5.4, mozˇemo dokazati ono sˇto nam je od pocˇetka bila
namjera - teorem jake dualnosti za semidefinitno programiranje (Teorem 5.1).
U tu svrhu primjenjujemo teorem 5.4 gdje je V = Symn, W = Rm, K =






Posljednja stvar za dokaz Teorema 5.1 je da odredimo dual skupa pozitivno
semidefinitnih matrica. Kao sˇto c´emo vidjeti, taj skup je sam sebi dual.
Lema 5.7. (Sym+n )
∗ = Sym+n .
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Dokaz. Prvo provjerimo da svaki X  0 takoder pripada (Sym+n )∗, sˇto znacˇi
da treba dokazati da X · Y ≥ 0 za svaki X, Y  0.




i , gdje su βi jedinicˇni vektori i
λi ≥ 0 (prema spektralnom teoremu). Onda c´emo upotrijebiti izraz X · Y za
Tr(XᵀY ) = Tr(XY ), odnosno trag matrice XY . Znamo da vrijedi ”komuta-





















i Y βi ≥ 0,
Nejednakost vrijedi zbog Y  0.
Ostaje dokazati drugu inkluziju (Sym+n )
∗ ⊆ Sym+n . Uzmimo proizvoljni
M ∈ (Sym+n )∗. Za sve x ∈ Rn, matrica xxᵀ je pozitivno semidefinitna, pa
koristec´i isti trik s tragom od prije, racˇunamo
0 ≤M · xxᵀ = Tr((Mx)xᵀ) = Tr(xᵀMx) = xᵀMx.
Imamo xᵀMx ≥ 0 za sve x, pa slijedi M  0. Lema je dokazana, a s njom i
Teorem 5.1.
Slika 5.4. na sljedec´oj stranici rezimira cijeli put dokaza teorema jake
dualnosti za semidefinitno programiranje koji smo proveli u ovom poglavlju.
6 Metoda unutrasˇnje tocˇke za semidefintno
programiranje
Kao u prvom poglavlju, i ovdje c´emo opisati jednu od jednostavnijih i ilus-
trativnijih metoda unutrasˇnje tocˇke - metodu centralnog puta. Detaljno c´emo
obraditi teorijsku pozadinu algoritma centralnog puta, odnosno egzistenciju i
jedinstvenost rjesˇenja i uvjete pod kojim se postizˇe. Takoder c´emo objasniti
glavne korake algoritma.
Ponovimo problem semidefinitnog programiranja u obliku jednadzˇbe:
C ·X → max
Ai ·X = bi, i = 1, 2, ...,m
X  0
(6.1)
gdje su C i Ai simetricˇne matrice.
Glavna ideja svih metoda centralnog puta je rijesˇiti se ”tesˇkog” neline-
arnog ogranicˇenja X  0 izmjenom funkcije cilja. Naime, dodamo joj kaz-
nenu funkciju tako da funkcija cilja tezˇi u −∞ kako se od interiora skupa
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Slika 5.4: Skica dokaza Teorema jake dualnosti za SDP
Sym+n = {X ∈ Symn : X  0} pribilizˇavamo njegovoj granici. Takvom
modifikacijom mozˇemo odbaciti uvjet X  0.
Formalno, za realni broj µ > 0, razmatramo sljedec´i pomoc´ni problem
fµ(X) := C ·X + µ ln detX → max
Ai ·X = bi, i = 1, ...,m,
X  0.
(6.2)
X  0 znacˇi da je X pozitivno definitan (sve svojstvene vrijednosti su mu
strogo pozitivne). Kako sve matrice na granici skupa Sym+n imaju barem
jednu svojstvenu vrijednost jednaku 0, singularne su i zadovoljavaju detX = 0.
µ ln detX je zaista kaznena funkcija u gore navedenom smislu.
Zˇeljeli bi pokazati da pod odredenim uvjetima, pomoc´ni problem (6.2)
ima jedinstveno rjesˇenje X∗(µ) za svaki µ > 0 i da C · X∗(µ) konvergira
optimalnoj vrijednosti (6.1) kada µ → 0. Ocˇito je da moramo pretpostaviti
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da postoji dopustivi X  0, ali bit c´e nam potrebni i dodatni uvjeti. Skup
{X∗(µ) : µ > 0} je poznat kao centralni put jer kazneni dio µ ln detX gura
X∗(µ) prema centru dopustivog podrucˇja.
Jedinstvenost rjesˇenja
Lema 6.1. Funkcija X → ln detX je strogo konkavna na skupu Sym+n . (Buduc´i
je C · X linearna u X, to takoder povlacˇi strogu konkakvnost funkcije fµ za
svaki µ > 0.)
Dokaz. Neka su X, Y  0, X 6= Y . Moramo pokazati da je za 0 ≤ α ≤ 1
zadovoljena nejednakost
ln det(αX + (1− α)Y ) ≥ α ln detA+ (1− α) ln detY
i da jednakost vrijedi za X = Y ili α ∈ {0, 1}.




2 , a s λi oznacˇavamo i-tu svoj-







2 (αI + (1− α)X− 12Y X− 12 )X 12 )
= ln((detX) det(αI + (1− α)X− 12Y X− 12 ))
= ln detX + ln
n∏
i=1
(α + (1− α)λi)
= ln detX +
n∑
i=1
ln(α + (1− α)λi)




= ln detX + (1− α) ln det(X−1Y )
= ln detX − (1− α) ln detX + (1− α) ln detY
Stroga konkavnost slijedi iz stroge konkavnosti logaritma.
Lema 6.2. Ako fµ postiˇze maksimum na dopustivom podrucˇju od (6.2), onda
fµ postiˇze jedinstveni maksimum.
Dokaz. Ova tvrdnja lako slijedi iz cˇinjenice da je fu stogo konkavna na interioru
Sym+n (Lema 6.1), sˇto znacˇi da za svaki X, Y  0 takav da X 6= Y vrijedi
fµ((1− t)X + tY ) > (1− t)fµ(X) + tfµ(Y ), 0 < t < 1.
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Ako se maksimum postizˇe u dvije razlicˇite matrice X∗ i Y ∗, onda bi stroga
konkavnost implicirala da (X∗+Y ∗)/2 postizˇe josˇ vec´u fµ-vrijednost - kontra-
dikcija.
Nuzˇni i dovoljni uvjeti za optimalnost
Iz prethodnog odjeljka znamo da ako za pomoc´ni problem uopc´e postoji op-
timalna tocˇka X∗(µ), tada je ona jedinstvena. Sada koristimo metodu La-
grangeovih multiplikatora da izvedemo nuzˇne i dovoljne uvjete optimalnosti
za optimalnu tocˇku X∗(µ).
Metoda Lagrangeovih multiplikatora je opc´enita metoda za nalazˇenje (lo-
kalnog) maksimuma f(x) uz m ogranicˇenja g1(x) = 0, g2(x) = 0, ..., gm(x) =
0, gdje su f i g1, ..., gm funkcije iz Rn u R. U njoj se uvodi sljedec´i sustav
jednadzˇbi s nepoznanicama x ∈ Rn i y ∈ Rm (yi su pomoc´ne varijable koje
nazivamo Lagrangeovi multiplikatori):

















Teorem 6.1. Neka su f i gi definirani na nepraznom otvorenom podskupu U
od Rn i imaju neprekidne prve parcijalne derivacije na njemu. Neka je x˜ ∈ U
regularna tocˇka, sˇto znacˇi da su vektori ∇g(x˜) linearno nezavisni.
Ako je x˜ lokalni maksimum od f(x) uz uvjet g1(x) = ... = gm(x) = 0, tada x˜
zadovoljava (6.3), tj. tada postoji y˜ takav da x˜ i y˜ zajedno zadovoljavaju (6.3).
Ako su funkcije ogranicˇenja gi linearne (sˇto je istina u nasˇem slucˇaju), onda
mozˇemo odbaciti uvjet regularnosti na x˜.
Sad kad smo ukratko opisali metodu Lagrangeovih multiplikatora, mozˇemo
ju primjeniti na nasˇ problem.
Lema 6.3. Ako je X∗(µ)  0 optimalna tocˇka za pomoc´ni problem (6.2), onda
postoji vektor y˜ ∈ Rm takav da X∗(µ) i y˜ zadovoljavaju jednakosti
Ai ·X = bi, i = 1, 2, ...,m,
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Dokaz ove leme je jednostavan jednom kad definiramo funkcije f i gi na
koje mozˇemo primjeniti Teorem 6.1.
Za otvoreni podskup U uzimamo dovoljno malo podrucˇje nasˇe optimalne
tocˇke X∗(µ). Za funkciju f jednostavno uzimamo funkciju cilja s kaznenim
dijelom:
f(X) = fµ(X) = C ·X + µ ln det(X).
Imamo dva skupa funkcija ogranicˇenja:
gi(X) = Ai ·X − bi, i = 1, 2, ...,m,
za linearna ogranicˇenja i
gij(X) = xij − xji, 1 ≤ i < j ≤ n,
za iskazivanje simetrije od X. Posˇto je X∗(µ) maksimum pomoc´nog problema
(6.2), vrijedi da je (lokalni) maksimum ogranicˇenjima gi(X) = 0 i gij(X) = 0
zbog X∗(µ)  0. gi i gij su linearni pa ne trebamo brinuti za uvjet regularnosti
X∗(µ). Takoder, lako je pokazati da vrijedi ∇ ln detX = (Xᵀ)−1. Sad smo
definirali sve potrebno za dokaz leme primjenom Teorema 6.1.
Dokaz Leme 6.3. Jednadzˇbe Ai · X(µ) = bi, i = 1, 2, ...,m slijede iz dopusti-
vosti X∗(µ) pomoc´nog problema.
Drugi skup jednadzˇbi se dobije iz uvjeta Lagrangeovih multiplikatora. Prvo
moramo izracˇunati gradijent funkcija f, gi, gij gore definiranih. Koristec´i cˇinjenicu
da vrijedi ∇(M ·X) = M za svaku matricu M , racˇunamo
∇fµ(X) = C + µ(Xᵀ)−1
∇gi(X) = Ai, i = 1, ...,m.
Povrh toga, ∇gij(X) je antisimetricˇna matrica za sve i < j. Dakle, iz metode
Lagrangeovih multiplikatora dobijemo y˜ ∈ Rm i antisimetricˇnu matricu Y˜ =∑
i<j y˜ij∇gij(X∗(µ)) takve da vrijedi
C + µ(X∗(µ))−1 =
m∑
i=1
y˜iAi + Y˜ ,
gdje koristimo X∗(µ) ∈ Symn. Buduc´i su sve matrice osim Y˜ simetricˇne,
antisimetricˇni dio Y˜ nestaje i lema je dokazana.
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Jednadzˇbe razvijene u lemi c´emo ponovno zapisati, ali u prakticˇnijem
obliku, uvodenjem matrice S =
∑m
i=1 yiAi − C = µX−1. Tada X∗(µ) za-
dovoljava Lagrangeov sustav
Ai ·X = bi, i = 1, 2, ...,m
m∑
i=1




za odgovarajuc´e y ∈ Rm i S ∈ SYMn.
Vrijedi i obrat Teorema 6.1: ako je f konkavna, a gi afine funkcije, onda
svako rjesˇenje Lagrangeovog sustava daje tocˇku globalnog maksimuma.
Iz cˇinjenice da X∗(µ), ako postoji, zadovoljava Lagrangeov sustav (6.4),
vec´ mozˇemo zakljucˇiti da kad µ tezˇi prema 0, optimalna vrijednost C ·X∗(µ)
kaznene funkcije konvergira vrijednosti nasˇeg originalnog semidefinitnog pro-
grama (6.1). Ovo c´e slijediti iz jacˇeg svojstva: Jednadzˇbe (6.4) nam daju
primarno dopustivu vrijednost i dualno dopustivu vrijednost s malom razli-
kom u dualnosti (razlika izmedu primarne i dualne vrijednosti funkcije cilja).
Lema 6.4. Ako X˜, S˜ ∈ Rn×n, y˜ ∈ Rm zadovoljavaju Lagrangeov sustav (6.4)
za neki µ > 0, tada vrijede sljedec´e tvrdnje.
1. Matrica X˜ je strogo dopustiva tocˇka primarnog semidefinitnog programa
C ·X → max
Ai ·X = bi, i = 1, 2, ..,m
X  0.
(6.5)
Ovdje stroga dopustivost znacˇi X˜  0.




yiAi − C  0. (6.6)
Ovdje stroga dopustivost znacˇi
∑m
i=1 y˜iAi − C  0.
3. Razlika primarne i dualne funkcije cilja zadovoljava
bᵀy˜ − C · X˜ = nµ.
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Dokaz. Iz S˜, X˜  0 odmah imamo da je X˜ strogo dopustiva tocˇka za primarnu,
a y˜ strogo dopustiva tocˇka za dualnu zadac´u. Za razliku primarne i dualne
funkcije cilja, koristimo linearnost skalarnog produkta u prvom argumentu i
racˇunamo
C · X˜ = (
m∑
i=1












y˜ibi − Tr( S˜X˜︸︷︷︸
µIn
)
= bᵀy˜ − nµ.
Lema pokazuje da, ako bi mogli izracˇunati X∗(µ) za mali µ, tada bi imali
skoro optimalnu tocˇku semidefinitnog programa (6.1). Buduc´i da zbog slabe
dualnosti vrijedi C ·X ≤ bᵀy˜ za sva dopustive tocˇke X, C ·X∗(µ) dolazi unutar
nµ optimalne vrijednosti.
Dosad smo pokazali da ako problem maksimiziranja funkcije fµ(X) uz
uvjete Ai · X = bi i X  0 ima maksimum u X∗, tada postoji S∗  0 i
y∗ ∈ Rm takvi da X∗, y∗, S∗ zadovoljavaju Lagrangeov sustav (6.4). Dalje
c´emo formulirati uvjete na semidefinitni problem pod kojim je Lagrangeov
sustav jedinstveno rjesˇiv i daje maksimum od fµ.
Da bi Lagrangeov sustav bio u potpunosti rjesˇiv, stroga dopustivost pri-
marne i dualne zadac´e mora biti ispunjena. Jedini uvjet iznad toga je linearna
nezavisnost matrica Ai, a to mozˇemo pretpostaviti bes smanjenja opc´enitosti.
Lema 6.5. Pretpostavimo da i primarna (6.5) i dualna zadac´a (6.6) imaju
strogo dopustive tocˇke X˜ i y˜, respektivno. Pretpostavimo josˇ da su matrice
Ai, i = 1, 2, ...,m linearno nezavisne (kao elementi vektorskog prostora SYMn).
Tada za svaki µ > 0, Lagrangeov sustav (6.4) ima jedinstveno rjesˇenje
X∗ = X∗(µ), y∗ = y∗(µ), S∗ = S∗(µ). Sˇtoviˇse, X∗(µ) je jedinstveni maksi-
mum od fµ uz uvjete Ai ·X = bi, i = 1, 2, ...,m i X  0.
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Algoritam centralnog puta
U ovoj tocˇki bavit c´emo se pitanjem kako se Lagrangeov sustav (6.4) mozˇe
rijesˇiti za mali µ, posˇto je to ono sˇto nam treba da bi dobili dobre primarne i
dualne tocˇke (Lema 6.4).
Definirajmo primarno-dualni centralni put semidefinitnog problema (6.5)
kao skup
{(X∗(µ), y∗(µ), S∗(µ)) ∈ Sym+n × Rm × Sym+n : µ > 0}.
. Ideja metode centralnog puta je pocˇeti od nekog (X˜, y˜, S˜) blizu centralnog
puta i aproksimativno pratiti centralni put dok µ ne postane dovoljno mali.
Fiksirajmo za pocˇetak µ i uvedimo funkciju centralnog puta F koja pred-
stavlja odstupanje trojke (X, y, S) od centralnog puta:
F : Symn × Rm × Symn → Rm × Symn × Symn,
F (X, y, S) =
P (X, y, S)Q(X, y, S)
R(X, y, S)
 ,
P (X, y, S) =

A1 ·X − b1
A2 ·X − b2
...
Am ·X − bm
 ,
Q(X, y, S) =
m∑
i=1
yiAi − S − C,
R(X, y, S) = SX − µIn.
(6.7)
Znamo da vrijedi F (X∗(µ), y∗(µ), S∗(µ)) = (0, 0, 0) i da je to jedina nultocˇka
od F uz uvjet X,S  0 zbog jedinstvenosti rjesˇenja Lagrangeovog sustava.
Nadalje, htjeli bismo izracˇunati tu nultocˇku za mali µ kako bi dobili gotovo
optimalno rjesˇenje primarne (6.5) i dualne zadac´e (6.6), po Lemi 6.4.
Direktno rjesˇavanje sustava F (X∗(µ), y∗(µ), S∗(µ)) = (0, 0, 0) je tesˇko jer
sadrzˇi n2 nelinearnih jednadzˇbi SX − µIn = 0. Zato koristimo poznatu nu-
mericˇku metodu za izracˇunavanje nultocˇki - Newtonovu metodu.
Newtonova metoda je iteratitivna metoda pronalazˇenja nultocˇke. Ako imamo
funkciju f : Rn → Rn, iteracija izgleda ovako::
Df(x(i))(x(i+1) − x(i)) = −f(x(i)),
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Uzimajuc´i u obzir da znamo provesti jedan korak Newtonove metode, uzimamo
µ = /n i provodimo ga na F X˜µ , sve dok F
X˜
µ ≈ 0. Tada su trenutni X˜, y˜ gotovo
optimalne tocˇke (6.5) i (6.6) s razlikom u dualnosti .
Problem u ovoj metodi nam mozˇe stvarati to sˇto se brza konvergencija
mozˇe postic´i samo ako krenemo dovoljno blizu centralnog puta. Nasˇa pocˇetna
tocˇka (X˜, y˜, S˜) mozˇe biti predaleko. Ne bi bilo dobro provoditi Newtonove
korake s fiksiranom velikom vrijednosˇc´u µ. Dobili bismo tocˇku proizvoljno
blizu centralnog puta na µ, ali to nebi bila otprilike optimalna tocˇka.
Kako bi to izbjegli, u svakoj iteraciji Newtonove metode provodimo korak s
obzirom na nesˇto manju vrijednost µ. Namjera nam je ponavljati taj postupak
sve dok iteracija ne bude blizu centralnog puta za dovoljno mali µ. Formalno
c´emo zapisati ovaj pojam ”blizine”.
Definicija 6.1. Za realni broj γ > 0, γ-okolina centralnog puta je skup unu-
trasˇnjih tocˇaka (X, y, S) takvih da ||X1/2SX1/2 − µIn||F ≤ µγ.







Ovaj izraz mozˇemo opravdano nazivati okolinom centralnog puta jer tocˇka na
centralnom putu zadovoljava SX = µIn, a to povlacˇi X
1/2SX1/2 = µIn, pa je
ta tocˇka u svim okolinama.
Napisat c´emo opc´i korak algoritma:





(Ako je (X(i), y(i), S(i)) tocˇka centralnog puta, onda X(i) = X∗(µi).)
2. Provedimo jedan korak Newtonove metode s obzirom na FX
(i)
µ , gdje je
µ := σµi, i σ := 1− 0.3√n .
To znacˇi, izracˇunamo ∆X,∆y,∆S i stavimo
X(i+1) := X(i) + ∆X
y(i+1) := y(i) + ∆y
S(i+1) := S(i) + ∆S
Teorem 6.2. Neka je γ := 0.3, pretpostavimo da je (X(i), y(i), S(i)) unutrasˇnja
tocˇka u γ-okolini centralnog puta. Tada je
(X(i+1), y(i+1), S(i+1))
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opet unutrasˇnja tocˇka u γ-okolini centralnog puta i vrijedi
S(i+1) ·X(i+1) = σS(i) ·X(i).
Glavna vrlina metoda unutrasˇnjih tocˇaka za semidefinitne programe je da
se oni lako implementiraju i dobro rade u praksi. Opc´enito ih nije lako ana-
lizirati. Specificˇni algoritmi s poznatim scenarijima najgoreg slucˇaja su cˇesto
spori u praksi i zamijenjeni su drugim varijantima koje su ocˇito brzˇe, ali je
njihova teorijska podloga nepoznata.
Za kraj mozˇemo zakljucˇiti da, koristec´i se metodom unutrasˇnje tocˇke, semide-
finitni programi se mogu ucˇinkovito rijesˇiti u teoriji i praksi.
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Semidefinitno programiranje je dio optimizacije kod kojeg na skupu simetricˇnih
pozitivno semidefinitnih matrica optimiziramo linearnu funkciju uz linearne
uvjete. Semidefinitno programiranje mozˇemo promatrati kao poopc´enje line-
arnog programiranja. Zbog toga smo se u radu kratko osvrnuli na linearno
programiranje. Opisali smo jednu od metoda za rjesˇavanje problema line-
arnog programiranja, metodu unutrasˇnje tocˇke. Upravo se ta metoda mozˇe
generalizirati i na semidefinitno programiranje pa je zbog toga dosta zanim-
ljiva. Centralni dio ovog rada bila nam je teorija dualnosti u semidefinitnom
programiranju i njezin glavni rezultat - teorem jake dualnosti. On tvrdi da
ako primarna zadac´a semidefinitnog programiranja ima konacˇnu vrijednost i
neko pozitivno definitnu tocˇku, tada njezina dualna zadac´a ima istu tu vri-
jednost. Dokaz smo proveli u opc´enitijem podrucˇju konusnog programiranja.
Konusno programiranje i linearno programiranje imaju jako slicˇnu teoriju du-
alnosti. Bitna razlika je u tome sˇto zadac´e konusnog programiranja mogu imati
granicˇnu dopustivost, sˇto znacˇi da zadac´a koja nije dopustiva mozˇe proizvoljno
malom perturbacijom ogranicˇenja postati dopustiva. Slicˇno tome, zadac´e ko-
nusnog programiranja imaju granicˇnu vrijednost koja se mozˇe razlikovati od
vrijednosti. Krenuli smo s teoremom separacije za zatvorene konveksne konuse,
a pomoc´u njega dokazali Farkasevu lemu. Pomoc´u Farkaseve leme smo dokazali
regularnu dualnost za konusne probleme, pa onda i jaku dualnost uz odredene
dodatne uvjete. Nakon sˇto smo zakljucˇili da vrijedi (Sym+n )
∗ = Sym+n , teorem
jake dualnosti za semidefinitno programiranje je slijedio iz konusne verzije.
Summary
Semidefinite programming is class of optimization problems in which we opti-
mize a linear function over the set of symmetric positive semidefinite matrices.
Semidefinite programming can be considered as an extension of linear pro-
gramming. Because of that in this paper we first took a short review of linear
programming. We described one of the methods of solving linear programs,
interior point method. This method can be successfully generalized to semi-
definite programming. The central part of this paper is the duality theory in
semidefinite programming and its main result - a strong duality theorem. It
asserts that if the primal semidefinite program has a finite value and some
positive solution, then the dual also has the same optimal value. The proof
is done in the more general framework of cone programming. Cone program-
ming and linear programming have very similar duality theory. The essential
difference is that cone programs may exhibit limit feasibility, meaning that an
infeasible program may become feasible under an arbitrarily small perturba-
tion of the constraints. Similarly, a cone program has a limit value, which
may differ from its value. We started with the separation theorem for closed
convex cones, and by using it we proved Farkas lemma. With Farkas lemma
we proved a regular duality for cone programs, then strong duality with some
additional conditions. Since cone Sym+n is a self-dual cone, the strong duality
theorem for semidefinite programming followed easily.
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