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Resumen
En este documento se propone un algoritmo para la planificacio´n de trayectorias basado
en el movimiento de part´ıculas activas Brownianas. Uno de los me´todos ma´s populares
en la planificacio´n de trayectorias es el basado en campos potenciales artificiales. Sin
embargo, este me´todo tiene la desventaja de presentar mı´nimos locales que pueden hacer
que el robot no llegue al punto destino. El algoritmo propuesto emplea un modelo de
part´ıculas activas Brownianas con comportamientos circulares lo cual permite escapar de
mı´nimos locales. Tambie´n se realiza un ana´lisis aproximado para la versio´n determinista
del modelo seleccionado, comprobando mediante simulaciones que los resultados obtenidos
son consistentes con el comportamiento del sistema. El algoritmo propuesto se probo´ en
cinco casos observando tanto resultados cualitativos como cuantitativos del desempen˜o del
algoritmo.
Palabras clave: Robo´tica mo´vil, planeacio´n de trayectorias, enjambre de part´ıculas.
Abstract
This document proposes an algorithm for trajectory planning based on the motion
of active Brownian particles. One of the most popular approaches in path planning is
using the artificial potential fields method. However, this method has the disadvantage
of local minima which can make the robot fail when reaching the destination point. The
proposed algorithm uses an active Brownian particle model with circular behaviors, which
allows escaping from local minima. An approximate analysis for the deterministic version
of the selected model was performed and it was observed, via simulations, that the results
obtained were consistent with the behavior of the system. The proposed algorithm is tested
on five cases, observing both qualitative and quantitative results on the performance of
the algorithm.
Keywords: Mobile robotics, path planning, swarm of particles.
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Introduccio´n
Uno de los aspectos de intere´s en robo´tica mo´vil consiste en determinar una trayectoria
adecuada para que un robot pueda desplazarse desde un punto inicial a uno objetivo. Dado
que el espacio de trabajo suele tener obsta´culos es importante garantizar una trayectoria
libre de colisiones. En el presente documento se propone un me´todo para la planeacio´n de
trayectorias de robot mo´viles tomando como referencia un modelo de part´ıculas activas
Brownianas.
El presente documento se encuentra organizado en tres partes fundamentales las cuales
se describen a continuacio´n.
Parte 1: Contiene informacio´n sobre la formulacio´n del proyecto; descripcio´n, justificacio´n,
objetivos y estado del arte.
Parte 2: Dispuesta para el marco teo´rico del proyecto el cual esta´ compuesto por una revisio´n
sobre los diferentes aspectos de robo´tica mo´vil relacionados con el problema de pla-
neacio´n de trayectorias, posteriormente se revisan los me´todos para la planeacio´n de
trayectorias resaltando el me´todo de campos potenciales.
Parte 3: En este grupo de cap´ıtulos se presenta el desarrollo del proyecto, en una primera
instancia se efectu´a una revisio´n de modelos de part´ıculas activas con caracter´ısticas
de vorticidad, posteriormente se realiza la seleccio´n del modelo donde se busca tener
una expresio´n compacta con pocos para´metros, luego se desarrolla un ana´lisis aproxi-
mado del modelo para observar las caracter´ısticas del mismo. En el siguiente cap´ıtulo
se propone el algoritmo para la planeacio´n de trayectorias, luego de tener definido el
algoritmo e´ste se prueba en diferentes casos cla´sicos y en dos problemas especiales
que aparecen en la planeacio´n de trayectorias. Los casos especiales considerados son:
el paso por caminos estrechos y escape de obsta´culos tipo trampa. Finalmente se
presentan las conclusiones de los resultados y el desempen˜o del algoritmo.
ix
Parte I
Descripcio´n del proyecto
1
Cap´ıtulo 1
Descripcio´n del proyecto
1.1. Resumen del proyecto
El presente proyecto consiste en el desarrollo de un algoritmo para la planeacio´n de
trayectorias de robots mo´viles empleando campos potenciales artificiales y enjambres de
part´ıculas activas Brownianas. El algoritmo propuesto emplea la caracter´ıstica de vortici-
dad del enjambre para lograr escapar de mı´nimos locales. El algoritmo consiste en detectar
la llegada a un mı´nimo local para incrementar su energ´ıa interna y as´ı aumentar el radio
de giro del enjambre lo cual le permite escapar del mı´nimo local.
1.2. Justificacio´n
En robo´tica existen diferentes me´todos para la planeacio´n de trayectorias [36], [37],
[62], [64] y [74], siendo el me´todo de campos potenciales artificiales de los ma´s atractivos
por estar fundamentado en la teor´ıa de campos ele´ctricos [51], sin embargo estos presentan
problemas de mı´nimos locales [44], [48], varias propuestas para atender esta problema´tica
se han desarrollado [4], [5], [6], [13], [15], [16], [47], [70] y [87], sin embargo en el momento
no se tiene una solucio´n definitiva a este problema. Debido a lo anterior se aprecia la
posibilidad de explorar la capacidad que tienen las part´ıculas activas Brownianas para
evadir mı´nimos locales en campos potenciales.
1.3. Identificacio´n del problema
Los me´todos basados en campos potenciales para la planeacio´n de trayectorias en
robo´tica mo´vil presentan problemas de mı´nimos locales [44], [48], por lo cual, es importante
investigar sobre me´todos que ayuden a superar este aspecto.
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Cap´ıtulo 2
Objetivos
2.1. Objetivo general y objetivos espec´ıficos
En este proyecto se busca emplear un modelo de enjambre de part´ıculas activas Brow-
nianas para la planeacio´n de trayectorias en robo´tica mo´vil. Lo anterior se propone ya
que trabajos como los desarrollados por Kevin Passino [68] y Colin McInnes [1] donde se
utilizan enjambres para la planeacio´n de trayectorias muestran ser una buena alternativa.
En particular, es de resaltar el trabajo de Colin McInnes donde se emplea un enjambre
con caracter´ısticas de vorticidad para evadir mı´nimos locales. La propuesta presentada por
Colin McInnes utiliza un modelo amplio con varios para´metros sin considerar una compo-
nente Browniana y con funciones espec´ıficas de campo potencial. Uno de los aspectos que
se busca con el algoritmo propuesto consiste en utilizar un modelo compacto con pocos
para´metros incluyendo una componente Browniana y adicionalmente emplear funciones
generales de campo potencial.
El principal aporte de este trabajo consiste en la propuesta de un algoritmo para la pla-
neacio´n de trayectorias que logre evadir mı´nimos locales de campos potenciales empleando
un modelo de enjambres de part´ıculas activas Brownianas.
2.1.1. Objetivo general
Proponer un algoritmo para la planeacio´n de trayectorias en campos potenciales em-
pleando enjambres de part´ıculas activas Brownianas.
2.1.2. Objetivos Espec´ıficos
Realizar la respectiva revisio´n bibliogra´fica.
Proponer el algoritmo de planeacio´n de trayectorias empleando enjambres de part´ıcu-
las activas Brownianas en campos potenciales.
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Establecer casos de aplicacio´n esta´ndar 2D considerando lo reportado en la literatura.
Validar el algoritmo propuesto en los casos de aplicacio´n esta´ndar 2D encontrados
en la literatura.
Cap´ıtulo 3
Estado del arte
3.1. Antecedentes
En esta seccio´n se presenta el estado del arte de los temas relacionados con el proyecto.
La primera parte consiste en una resen˜a de los me´todos generales para la planeacio´n de
trayectorias en robo´tica mo´vil. En la segunda parte se presenta un enfoque del modela-
miento enjambres de part´ıculas para describir el comportamiento de seres vivos. En la
parte final se describen algunos trabajos relacionados con la propuesta aqu´ı presentada,
estos trabajos se encuentran orientados a solucionar el problema de mı´nimos locales en el
me´todo de campos potenciales.
3.1.1. Me´todos para planeacio´n de trayectorias
Convencionalmente el problema de generacio´n de trayectorias para un robot mo´vil indi-
ca que dado un robot y un ambiente, se puede determinar una trayectoria entre dos puntos
espec´ıficos si el robot esta´ libre de colisiones y si satisface cierto criterio de desempen˜o
[36], [64].
Considerando las te´cnicas desarrolladas para la planeacio´n de trayectorias se puede
proponer la siguiente clasificacio´n [62], [74]:
Determin´ısticos:
• Basados en grafos:
◦ Grafos de visibilidad.
◦ Diagramas de Voronoi.
◦ Modelado del espacio libre.
◦ Descomposicio´n en celdas.
• Campos potenciales artificiales.
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Probabil´ısticos y aleatorios (algoritmos de bu´squeda aleatoria):
• Planeador aleatorio de trayectorias (Randomized Path Planner RPP).
• Mapas probabil´ısticos (Probabilistic Road Maps PRM).
• A´rboles de exploracio´n ra´pida (Rapidly Exploring Random Tree RRT).
• Basados en optimizacio´n:
◦ Algoritmos gene´ticos (Genetic Algorithms GA).
◦ Colonia de hormigas (Ant Colony Optimization ACO).
◦ Enjambre de part´ıculas (Particle Swarm Optimization PSO).
◦ Quimiotaxis bacteriana (Bacterial Chemotaxis BC).
3.1.2. Planificacio´n basada en grafos
Estos me´todos consisten en construir un grafo que interconecte el origen con el destino y
posteriormente encontrar el camino ma´s adecuado considerando algu´n ı´ndice de desempen˜o
que por lo general es la distancia ma´s corta [62].
Grafos de visibilidad
Propuesta por Nils J. Nilsson [63], consiste en un enfoque geome´trico para construir
el grafo suponiendo un entorno bidimensional donde los obsta´culos se pueden representar
por pol´ıgonos. El grafo se determina aplicando el concepto de visibilidad el cual consiste
en determinar si dos puntos sobre el espacio se pueden unir mediante un segmento de recta
que no presente interferencia con ningu´n obsta´culo. Se genera un grafo de conectividad
entre ve´rtices visibles y se escoge la mejor ruta. Presenta el inconveniente de generar rutas
muy cercanas a los obsta´culos [63].
Diagramas de Voronoi
Con este me´todo las l´ıneas de la ruta se localizan lo ma´s alejado posible de los obsta´cu-
los buscando maximizar la distancia entre obsta´culos y la ruta [77]. El grafo se forma de
segmentos rectil´ıneos y parabo´licos dependiendo la forma de los obsta´culos que se encuen-
tran a igual distancia de los dos obsta´culos ma´s pro´ximos.
Modelado del espacio libre
Me´todo desarrollado por Rodney A. Rrooks [8], generalmente se aplica a espacios de
trabajo con obsta´culos poligonales. La construccio´n del grafo se realiza mediante cilindros
rectil´ıneos generalizados (CRG). Al emplear los CRG se busca que el mo´vil se desplace de
la forma ma´s lejana de los obsta´culos. La ruta desde la configuracio´n inicial hasta la final
esta´ compuesta por una serie de CRG interconectados.
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Descomposicio´n en celdas
Estos me´todos consiste en descomponer el espacio libre en un conjunto de celdas desde
el punto inicial hasta el final, por lo tanto, el problema consiste en encontrar una sucesio´n
de celdas que no presente discontinuidades. Mediante un grafo es posible determinar la
conectividad de las celdas.
Los me´todos empleados para la descomposicio´n de celdas pueden ser exactos o apro-
ximados. Los me´todos exactos consisten en descomponer el espacio libre en celdas donde
la unio´n de estas corresponde al espacio libre, un ejemplo de esta orientacio´n se puede
apreciar en [80]. En los me´todos aproximados se construyen celdas de una forma esta-
blecida donde su unio´n no es exactamente el espacio libre [55]. Con los me´todos exactos
se puede garantizar encontrar un camino si existe lo cual no se puede garantizar con los
me´todos aproximados. La ventaja que tienen los me´todos aproximados es su facilidad de
implementacio´n [37].
3.1.3. Planeacio´n de trayectorias empleando campos potenciales
El me´todo de campos potenciales resulta ser de las te´cnicas ma´s populares en la ge-
neracio´n de trayectorias para robots mo´viles por ser una forma elegante en la solucio´n de
este problema. De los primeros desarrollos se tiene el presentado por Khatib [44], aqu´ı se
propone que los obsta´culos y el robot tienen un carga ele´ctrica del mismo signo con la
finalidad de generar una repulsio´n mientras que la meta tiene asociada una carga ele´ctrica
de signo opuesto para atraer al robot al punto destino. Convencionalmente los potenciales
atractivos y repulsivos se generan de forma separada y el potencial total del espacio de
trabajo es obtenido como la suma de estos.
Para generar la trayectoria con estos potenciales solo se requiere el ca´lculo de gradien-
tes, sin embargo, los campos potenciales generados pueden ser no convexos presentando
mı´nimos locales lo cual dejar´ıa caer al robot en una trampa. Otra desventaja consiste en
la estimacio´n de los para´metros del campo potencial para lograr una adecuada evasio´n de
obsta´culos. Modificaciones al planteamiento original de campos potenciales se realiza con-
siderando las anteriores limitaciones, Volpe y Khosla [45] proponen funciones potenciales
super-quadraticas (Superquadric Artificial Potential Functions), donde se utiliza un amplio
conjunto de formas desde recta´ngulos hasta elipses empleando fo´rmulas supercuadraticas.
Una propuesta basada en la solucio´n de la ecuacio´n de Laplace para la transferencia de
calor es propuesta de forma separada por Connolly [18] y adicionalmente por Kim y Khos-
la [46], este me´todo no presenta mı´nimos locales para configuraciones simples y se genera
mediante funciones potenciales harmonicas (Harmonic Potential Functions). Para el caso
donde se tienen obsta´culos en movimiento S.S. Ge y Y.J. Cui [34], proponen un nuevo
conjunto de funciones potenciales las cuales dependen tanto de la posicio´n como de la
velocidad de los obsta´culos.
Un problema adicional identificado tanto por S.S. Ge y Y.J. Cui [34] como por R. Volpe
y P. Khosla [45], aparece cuando el campo potencial de un obsta´culo encierra el objetivo
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lo cual ocurre cuando estos dos se encuentran muy cercanos, este problema es denomina-
do GNRON (Goals Non Reachable With Obstacle Nearby), los anteriores autores en sus
trabajos proponen diferentes tipos de campos potenciales para solucionar este problema.
Los anteriores me´todos debido a su caracter´ıstica de adicio´n de campos asociados a
los obsta´culos se denominaron campos potenciales locales. En contraste con la anterior
orientacio´n se tienen los campos potenciales globales donde se considera la totalidad de los
obsta´culos como tambie´n el objetivo para construir el campo potencial como un todo y no
como la adicio´n de partes, con esta orientacio´n se busca eliminar el problema asociado a los
mı´nimos locales. Bajo este nuevo enfoque aparecen las funciones de navegacio´n (Navigation
Function), propuestas por Rimon y Koditschek [73] las cuales son expl´ıcitamente disen˜adas
para presentar un u´nico mı´nimo local en el objetivo puesto que los dema´s puntos de
equilibrio son enmascarados (rellenados). Para construir las funciones de navegacio´n es
necesario conocer completamente el espacio de trabajo perdiendo la simplicidad y ventajas
computacionales que presentan los me´todos locales [51].
Una aplicacio´n de campos potenciales globales se puede apreciar en [51] donde se
emplea un esquema cooperativo de varios robots en un campo potencial para la planeacio´n
de trayectorias. En este trabajo se realiza una revisio´n sobre las caracter´ısticas de los
diferentes me´todos para generar campos potenciales.
3.1.4. Algoritmos de bu´squeda aleatoria
Segu´n [74] este tipo de me´todos se pueden considerar como locales puesto que solo ex-
ploran una parte del espacio de configuraciones y esta´n basados en movimientos aleatorios
para determinar la respectiva secuencia de configuraciones para que el robot pase de la
configuracio´n inicial a la final.
Planeacio´n aleatoria de trayectorias
El algoritmo de planeacio´n aleatoria de trayectorias (Randomized Path Planner RPP)
fue desarrollado por Jean-Claude Latombe y Je´rome Barraquand en 1991 [5]. Este algo-
ritmo emplea movimientos Brownianos para poder salir de mı´nimos locales.
Mapas probabilisticos
Este me´todo fue propuesto en 1992 de forma separada por Jean-Claude Latombe y
Lydia E. Kavraki en la Universidad de Stanford [43] y en la Universidad de Utrecht
desarrollado por los investigadores Mark H. Overmars y Peer Svestka [66].
Los mapas probabil´ısticos (Probabilistic Road Map Method PRM) buscan crear un
mapa generado de forma aleatoria libre de colisiones el cual conecta de forma ra´pida el
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mo´vil con el objetivo. En [89] se puede apreciar la implementacio´n del algoritmo PRM
aplicado a robots manipuladores.
A´rboles de exploracio´n ra´pida
Una alternativa en la generacio´n aleatoria de trayectorias son los a´rboles de exploracio´n
ra´pida (Rapidly Exploring Random Tree RRT), este me´todo fue propuesto por Steven M.
LaValle en 1998. En este me´todo se crean a´rboles que se expanden de forma aleatoria para
tener una conexio´n desde el punto de partida hasta el objetivo [53].
3.1.5. Me´todos basados en optimizacio´n estoca´stica
Estos me´todos utilizan te´cnicas de optimizacio´n estoca´stica por lo general bio-inspiradas.
Una primera aplicacio´n emplea algoritmos gene´ticos en la planeacio´n de trayectorias [32],
[35], [54], [88]. Este tipo de enfoque es u´til en espacios de bu´squeda muy amplios.
Otra estrategia probabil´ıstica, consiste en emplear la te´cnica de optimizacio´n basada
en colonias de hormigas, un ejemplo de esta aplicacio´n es desarrollada en [69].
Trabajos adicionales para la planeacio´n de trayectorias con me´todos de optimizacio´n
bio-inspirada consisten en la aplicacio´n del algoritmo de optimizacio´n basado en quimio-
taxis bacteriana [17] y optimizacio´n basada en comportamientos de enjambres Particle
Swarm Optimization (PSO) [79].
Un trabajo donde se examina de forma general la planeacio´n de trayectorias empleando
te´cnicas evolutivas se observa en [10].
3.1.6. Comportamiento de enjambres
En la naturaleza se pueden apreciar diferentes comportamientos los cuales han sido de
atencio´n para su descripcio´n de forma anal´ıtica, en particular el comportamiento de con-
gregaciones de individuos resulta ser una tema´tica interesante por los diferentes patrones
que forman los individuos y que esta´n dados por la interaccio´n de los mismos. De los tra-
bajos a resaltar en la descripcio´n de este tipo de comportamiento se tiene el presentado en
[84], donde se desarrolla un modelo ba´sico para describir el comportamiento de enjambres
de individuos. Una extensio´n del anterior trabajo se realiza en [85] donde se presentan
algunos patrones ba´sicos de los comportamientos de enjambres. Por otro lado en [82] se
realiza una revisio´n del comportamiento colectivo de enjambres observando las propieda-
des de la auto-regulacio´n y los principios del comportamiento colectivo como lo son: la
integridad y variabilidad, realimentacio´n positiva, realimentacio´n negativa, umbrales de
respuesta, direccio´n, inhibicio´n, redundancia, sincronizacio´n y ego´ısmo.
El comportamiento de enjambres ha sido empleado con e´xito en problemas de optimi-
CAPI´TULO 3. ESTADO DEL ARTE 10
zacio´n, logrando convergencia en problemas multiobjetivo de alta complejidad tal como
se aprecia en [2], [39], [90] y [91]. La planeacio´n de trayectorias por campos potenciales
puede ser visto como un problema de optimizacio´n donde se busca conducir una part´ıcu-
la, o grupo de part´ıculas, a un mı´nimo global o meta. Desafortunadamente y como es
comu´n en problemas de optimizacio´n, existen complicaciones ya que al generar los campos
potenciales se presentan mı´nimos locales los cuales puede hacer que la trayectoria nunca
converja a la meta.
Por lo general el enfoque de enjambre se ha empleado para la coordinacio´n de un grupo
de robots de lo cual existen varios trabajos como los presentados en [41], [51], [67], [71] y
[78]. Tambie´n se han reportado aplicaciones en las cuales los enjambres se emplean en la
planeacio´n de trayectorias para poder evadir mı´nimos locales. Los trabajos ma´s relevantes
con este enfoque son los desarrollados por Kevin Passino (Quimiotaxis bacteriana) [68] y
Colin McInnes (Enjambres con estados internos) [1], sin embrago por el momento no se
han empleado ampliamente modelos de part´ıculas activas Brownianas.
Modelos de part´ıculas auto-propulsadas y Brownianas
La descripcio´n del comportamiento de muchos entes biolo´gicos se caracteriza por ex-
hibir movimiento cooperativo coordinado, tal como poblaciones de bacterias la cuales
presentan movimientos basados en quimiotaxis, tambie´n se observa este tipo de compor-
tamiento en bandadas de aves, cardu´menes de peces e incluso en microorganismos como
el zooplancton Daphnia [30], [42], [86]. De los modelos ma´s empleados para representar
este comportamiento se tienen el de part´ıculas autopropulsadas [52], [65] y de part´ıcula
activa Browniana [25], el segundo modelo considera una componente estoca´stica a diferen-
cia del primero. Estos modelos tienen la caracter´ıstica de poder describir el movimiento
de part´ıculas con vorticidad. Por lo general estos modelos suelen emplear potenciales de
Morse para representar la interaccio´n entre individuos sin embrago en [29] se puede obser-
var un modelo donde se emplea un potencial cuadra´tico para describir la interaccio´n entre
individuos.
3.1.7. Planeacio´n de trayectorias empleando quimiotaxis bacteriana
La quimiotaxis bacteriana es el mecanismo mediante el cual las bacterias buscan ali-
mento. Principalmente esta estrategia consiste de dos tipos de movimiento, el primer tipo
de movimiento es de linea recta cuando la bacteria se encuentra en un campo de nutrientes
buscando de esta forma el punto de mayor concentracio´n, el segundo tipo de movimiento
es aleatorio y ocurre cuando la bacteria se encuentra en un ambiente neutro de nutrientes
o cuando pasa un determinado tiempo con un movimiento en linea recta [20].
Kevin Passino en [68] realiza la formulacio´n para emplear el algoritmo de optimizacio´n
basado en forrajeo de bacterias (Bacterial Foraging Optimization Algorithm BFOA) como
me´todo para la generacio´n de trayectorias donde la funcio´n objetivo considera un te´rmino
asociado a los obsta´culos y otro para el punto destino. La funcio´n asociada a los obsta´culos
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se realiza bajo la orientacio´n de campos potenciales y la funcio´n del punto destino se
establece como el cuadrado de la distancia euclidiana.
3.1.8. Enjambres y campos potenciales
Desde el punto de vista de enjambres y su movimiento en campos potenciales, en [51]
se presenta la simulacio´n de este tipo de comportamiento empleando campos potenciales
con funciones de navegacio´n las cuales no contienen mı´nimos locales. En [51] se considera
la presencia de fuerzas de atraccio´n y repulsion entre los individuos del enjambre, adicio-
nalmente, en este documento se realiza una buena descripcio´n de los campos potenciales
empleados para la generacio´n de trayectorias en robo´tica.
3.1.9. Campos potenciales y movimientos aleatorios
En [5] se aprecia un adelanto en el esquema aleatorio para la planeacio´n de trayectorias
con campos potenciales donde se alternan movimientos descendentes en el campo potencial
y movimientos de escape de los mı´nimos locales. Esta propuesta es realizada por Jean-
Claude Latombe.
Posteriormente en [6] se realiza una mejora de los algoritmos inicialmente desarrollados
en [5], donde se propone el algoritmo de planeacio´n aleatoria de trayectoria Randomized
Path Planner (RPP), este algoritmo se encuentra basado en movimientos Brownianos y
caminata aleatoria.
Adicionalmente en [4], [15] y [47], se puede apreciar la implementacio´n de la te´cnica de
caminata aleatoria para escapar de mı´nimos locales en campos potenciales. Una mejora
de este algoritmo se presenta en [13] donde se incluyen heur´ısticas al me´todo RPP para
aumentar su eficiencia ya que este suele ser ineficiente en la presencia de mı´nimos locales.
3.1.10. Planeacio´n de trayectorias basada en caminata aleatoria
Un algoritmo para la planeacio´n de movimientos basado en caminata aleatoria se pre-
senta en [11] el cual es similar al algoritmo de a´rboles de exploracio´n ra´pida pero donde se
considera un factor de crecimiento del a´rbol en la direccio´n del objetivo. Posteriormente,
estos mismos autores en [12] proponen el Adaptive Random Walks (ARW) el cual incorpo-
ra al algoritmo de caminata aleatoria informacio´n del objetivo como un campo potencial,
aunque en su implementacio´n se considera esta informacio´n con una funcio´n de probabili-
dad asociada a la distancia presente entre el robot y el objetivo. Con el anterior enfoque se
pretende influir en la bu´squeda basada en caminata aleatoria con estrategias denominadas
avaras (greedy). Los autores presentan esta te´cnica como una combinacio´n de RPP y del
algoritmo de bu´squeda basado en caminata aleatoria.
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3.1.11. Me´todos para evadir mı´nimos locales en campos potenciales
Un trabajo relacionado pero enfocado con la sinton´ıa de los para´metros de campos po-
tenciales se presenta en [70], a esta te´cnica los autores la denominaron campos potenciales
evolutivos (Evolutionary Artificial Potential Field EAPF), aqu´ı se propone un algoritmo
para evadir los mı´nimos locales el cual es llamado Fuerza de Escape (Escape Force) el cual
consiste en determinar los mı´nimos locales observando los puntos donde el gradiente del
campo potencial es nulo para posteriormente aplicar una fuerza adicional que le permite
al robot evitar el mı´nimo local.
Un me´todo adicional para evadir mı´nimos locales consiste en generar un objetivo vir-
tual, en este caso, cuando el robot se encuentra en un mı´nimo se genera un objetivo virtual
en lugar del global hasta que el robot logre salir de este punto [87]. Este enfoque se rea-
liza para que el robot pueda rodear obsta´culos. Otro trabajo bajo una orientacio´n similar
consiste en adicionar un obsta´culo virtual con la finalidad de evitar los mı´nimos locales en
el campo potencial [16].
Finalmente en [1] se emplean un conjunto de agentes con comportamiento de enjambre
y en particular con caracter´ısticas de vo´rtice con la finalidad de evitar los mı´nimos loca-
les, esta te´cnica se denomina Local Minimal Avoidance (LMA), o Local Minimal Escape
(LME).
Parte II
Marco teo´rico
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Cap´ıtulo 4
Robo´tica mo´vil
4.1. Introduccio´n
En este cap´ıtulo en primer lugar se revisan algunos conceptos generales en robo´tica
tales como espacio de trabajo, espacio de configuraciones, grados de libertad y cinema´tica
directa e inversa. Aunque la descripcio´n se realiza con un enfoque hacia la robo´tica mo´vil
estos conceptos se pueden extender a robots manipuladores, por lo cual, como ejemplo se
observan algunos de estos conceptos aplicados a un robot manipulador de dos eslabones.
El segundo aspecto de intere´s en este cap´ıtulo consiste en los conceptos relacionados
con robo´tica mo´vil. En primer lugar se considera su clasificacio´n como tambie´n las diferen-
tes configuraciones de robots mo´viles con ruedas. Adicionalmente se revisan los aspectos
relacionados con la planeacio´n de trayectorias donde se enfatiza sobre la representacio´n de
los obsta´culos en el espacio de configuraciones. De los aspectos a resaltar en este cap´ıtulo
se tiene la equivalencia del espacio de trabajo y el espacio de configuraciones cuando el
robot mo´vil es considerado como una part´ıcula. Cuando se tiene la anterior situacio´n la
navegacio´n del robot queda sujeta al seguimiento de la trayectoria, lo cual se presenta en
la seccio´n final.
4.2. Definiciones y notacio´n
A continuacio´n se realiza la definicio´n de conceptos sobre robo´tica tales como espacio
de trabajo, espacio de configuraciones, grados de libertad, cinema´tica directa e inversa y
restricciones cinema´ticas.
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4.2.1. Espacio de trabajo
El espacio de trabajo W de un robot A corresponde a la coleccio´n de todos los puntos
sobre los cuales el robot puede acceder [81].
4.2.2. Espacio de configuraciones
Una configuracio´n q consiste de un vector de para´metros que permiten describir la
posicio´n de A enW [81]. El espacio de configuraciones es el conjunto de todas las posibles
configuraciones las cuales consisten en las posiciones de los actuadores del robot relativos
a un sistema de coordenadas fijo [81]. De esta forma se puede representar el robot como
un punto llamado configuracio´n.
4.2.3. Grados de libertad
Los grados de libertad de un robot A son el nu´mero de para´metros necesarios para
especificar sus movimientos los cuales pueden ser desplazamientos y rotaciones [81].
En robots manipuladores cada articulacio´n provee un grado de libertad. Para localizar
el efector de un robot en cualquier posicio´n y orientacio´n en el espacio se requieren seis
grados de libertad.
Un robot mo´vil que se mueve sobre un plano normalmente tiene tres grados de libertad
los cuales se miden respecto a un punto de referencia fijo, los grados de libertad asociados
son la posicio´n del robot (x, y) y su orientacio´n (θ).
4.2.4. Cinema´tica y restricciones
La cinema´tica de un robot establece la relacio´n entre los movimientos de los actuadores
y los movimientos que el robot realiza. Dependiendo de las variables independientes y
dependientes que describen las ecuaciones de movimiento se tiene una descripcio´n de
cinema´tica directa o inversa.
La cinema´tica directa permite determinar la posicio´n final del robot conociendo la
posicio´n o configuracio´n inicial y los movimientos realizados por los actuadores. Median-
te la cinema´tica inversa es posible establecer los movimientos necesarios para lograr la
transicio´n del robot de una posicio´n inicial a una final. Siendo ~w = [w1, w2, . . . , wm]
T las
posiciones y orientaciones del robot en el espacio de trabajo y ~θ = [θ1, θ2, . . . , θn]
T los des-
plazamientos de los actuadores en el espacio de configuraciones, entonces, la cinema´tica
directa se puede definir mediante la expresio´n 4.1 y la cinema´tica inversa con la ecuacio´n
4.2.
~w = f{~θ} (4.1)
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~θ = f−1{~w} (4.2)
Mediante la cinema´tica directa se puede pasar del espacio de configuraciones al espacio
de trabajo mientras que la cinema´tica inversa permite pasar del espacio de trabajo al
espacio de configuraciones.
En un caso ideal sin importar la posicio´n inicial del robot seria posible moverlo a
cualquier posicio´n y orientacio´n, sin embargo, la forma y su cinema´tica facilita acceder a
diferentes puntos del espacio de trabajo. Por lo anterior existen restricciones cinema´ticas
en relacio´n a los grados de libertad que presenta el robot dando lugar a las siguientes
clasificaciones:
Robot holono´mico: Se presenta cuando los grados de libertad controlables son iguales
a los grados de libertad efectivos, lo cual ocurre cuando los grados de libertad del
robot esta´n desacoplados. En un sentido pra´ctico el sistema de control requerido
presenta una baja complejidad, sin embargo, su implementacio´n meca´nica puede
tener un costo elevado [50].
Robot no holono´mico: Ocurre cuando el numero de grados de libertad controlables
son menos que los grados de libertad efectivos, este es un efecto que se tiene cuando
los grados de libertad esta´n acoplados requiriendo una mayor complejidad en su
sistema de control [50].
4.2.5. Jacobiano y singularidades
El Jacobiano J se define mediante la expresio´n 4.3 relacionando las velocidades de los
actuadores y las velocidades en el espacio de trabajo [81]. El Jacobiano es una matriz que
se puede calcular mediante la expresio´n 4.4.
d~w
dt
= J
d~θ
dt
(4.3)
J =


∂w1
∂θ1
∂w1
∂θ2
· · · ∂w1
∂θn
∂w2
∂θ1
∂w2
∂θ2
· · · ∂w2
∂θn
...
...
. . .
...
∂wm
∂θ1
∂wm
∂θ2
· · · ∂wm
∂θn


(4.4)
Para determinar las velocidades de los actuadores conociendo las velocidades del espacio
de trabajo se emplea el inverso del Jacobiano tal como se presenta en la ecuacio´n 4.5.
d~θ
dt
= J−1
d~w
dt
(4.5)
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Si el determinante de J es muy pequen˜o entonces se tendr´ıan velocidades de los ac-
tuadores muy grandes, por lo tanto, las singularidades cinema´ticas se definen como las
posibles configuraciones del espacio de trabajo para las cuales det(J) = 0, [81]. Con el fin
de establecer como las singularidades afectan la cinema´tica del robot se define el ı´ndice de
manipulabilidad como:
M =
√
det(JJT ) (4.6)
Donde JT es la matriz transpuesta del Jacobiano. En el caso de tener un Jacobiano cua-
drado M = det(J), por lo cual, en la medida que M sea mayor las velocidades requeridas
en los actuadores son menores.
4.2.6. Obsta´culos y trayectorias en el espacio de configuraciones
Considerando a B como un obsta´culo en el espacio de trabajo W y siendo A(q) la
regio´n de W ocupada por A para una determinada configuracio´n q, entonces, CB es un
obsta´culo en C el cual se puede definir de la siguiente forma:
CB = {q|A(q) ∩ B 6= 0} (4.7)
El espacio de trabajo libre de obsta´culos se define como:
Wlibre =W\
(⋃
i
Bi
)
(4.8)
En un sentido pra´ctico se puede decir que los obsta´culos en el espacio de trabajo W
se mapean en regiones prohibidas en el espacio de configuraciones [81]. En el caso de
i-obsta´culos se tiene:
CBi = {q ∈ C|A(q) ∩ Bi 6= 0} (4.9)
Cada obsta´culo Bi enW tiene un correspondiente obsta´culo en el espacio de configura-
ciones CBi los cuales representan todas las configuraciones del robot A que se intersecan
o colisiones con Bi [81]. El mapeo de los obsta´culos en el espacio de trabajo al espacio de
configuraciones se realiza mediante la cinema´tica inversa del robot.
Al igual que se tiene un espacio libre de obsta´culos en el espacio de trabajo se tiene el
espacio de configuraciones libre Clibre el cual se define como [81]:
Clibre = C\
(⋃
i
CBi
)
(4.10)
Una trayectoria en el espacio de configuraciones es una curva continua que conecta dos
configuraciones qini y qobj , por lo cual, se puede definir como un mapa continuo [81]:
τ : s ∈ [0, 1] 7→ τ(s) ∈ C (4.11)
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Donde τ(0) = qini es la configuracio´n inicial y τ(1) = qobj es la configuracio´n objetivo.
Una trayectoria libre se presenta cuando no existe contacto con algu´n obsta´culo y se
puede definir como:
τ : [0, 1]→ Clibre = C\CB (4.12)
Una semi-trayectoria libre consiste en una trayectoria que conecta el punto inicial y
objetivo tocando los obsta´culos sin invalidar la trayectoria (ecuacio´n 4.13).
τ : [0, 1]→ cl(Clibre) (4.13)
4.3. Robot manipulador de dos eslabones
Con la finalidad de observar algunos de los conceptos anteriormente descritos se pre-
senta como ejemplo el manipulador planar de dos eslabones el cual se puede apreciar en
la figura 4.1.
b
b
b
L1
L2
α
β
(xp, yp)
x
y
W
Figura 4.1: Robot manipulador de dos eslabones.
El espacio de configuraciones asociado al robot manipulador se aprecia en la figura 4.2,
en este espacio de configuraciones los ejes corresponden a cada grado de libertad del robot
por lo cual la posicio´n del robot se puede ver como un punto en el respectivo sistema
coordenado [57].
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Figura 4.2: Espacio de configuraciones de un robot manipulador de dos eslabones.
Las ecuaciones 4.14 y 4.15 corresponden a la cinema´tica directa del robot de la figura
4.1, estas ecuaciones permiten pasar del espacio de configuraciones al espacio de trabajo
[57].
x = L1 cos(α) + L2 cos(α + β) (4.14)
y = L1 sin(α) + L2 sin(α + β) (4.15)
Para pasar del espacio de trabajo al espacio de configuraciones se emplean las ecua-
ciones 4.16 y 4.17 las cuales corresponden a la cinema´tica inversa del robot [57]. En las
ecuaciones 4.16 y 4.17 se tiene que R =
√
x2 + y2.
α = tan−1
(y
x
)
± cos−1
(
R2 + L21 − L22
2L1R
)
(4.16)
β = ± cos−1
(
R2 − L21 − L22
2L1L2
)
(4.17)
A medida de ejemplo en la figura 4.3 se puede observar el espacio de trabajo y el espacio
de configuraciones considerando 0 ≤ α ≤ 2π, 0 ≤ β ≤ 2π y L1 > L2.
Para el ana´lisis de velocidades se derivan las ecuaciones 4.14 y 4.15 en funcio´n del
tiempo, adicionalmente, por nomenclatura considerando dw/dt = w˙ se obtiene:
x˙ = −L1 sin(α)α˙− L2 sin(α + β)(α˙+ β˙) (4.18)
y˙ = L1 cos(α)α˙+ L2 cos(α + β)(α˙+ β˙) (4.19)
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Figura 4.3: Ejemplo del espacio de trabajo y el espacio de configuraciones con: 0 ≤ α ≤ 2π,
0 ≤ β ≤ 2π y L1 > L2.
Tomando la representacio´n vectorial ~w = [x, y]T y ~θ = [α, β]T las ecuaciones 4.18 y
4.19 se pueden escribir como:[
x˙
y˙
]
=
[ −L1 sin(α)− L2 sin(α+ β) −L2 sin(α+ β)
L1 cos(α) + L2 cos(α + β) L2 cos(α + β)
] [
α˙
β˙
]
(4.20)
~˙w = J~˙θ
Como es de apreciar en la ecuacio´n 4.20 el Jacobiano para el robot manipulador de dos
eslabones es:
J =
[ −L1 sin(α)− L2 sin(α+ β) −L2 sin(α+ β)
L1 cos(α) + L2 cos(α + β) L2 cos(α + β)
]
(4.21)
Con el fin de establecer las velocidades de las articulaciones estas se pueden calcular
mediante la expresio´n 4.22.
~˙θ = J−1 ~˙w (4.22)
Para determinar las posibles singularidades del robot manipulador de dos eslabones se
calcula det(J) = 0 obteniendo el resultado de la ecuacio´n 4.23.
det(J) = L1L2 sin(β) (4.23)
De la ecuacio´n 4.23 se aprecia que el Jacobiano no tienen inversa para β = 0 o β = π
presenta´ndose una configuracio´n de singularidad para estos valores. En la figura 4.4 se
muestra la configuracio´n singular del robot manipulador de dos eslabones para β = 0.
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Figura 4.4: Configuracio´n con una singularidad para el robot manipulador de dos eslabones.
4.4. Robots mo´viles
Aunque existen diferentes clasificaciones de los robots las cuales pueden ser por su
geometr´ıa, me´todo de control o segu´n su funcio´n, dentro de esta u´ltima categor´ıa se en-
cuentran los robots manipuladores y robots mo´viles, los primeros enfocados a aplicaciones
de manufactura y los segundos empleados en aplicaciones de exploracio´n [22]. En el caso
de los robots mo´viles se presentan las siguientes categor´ıas segu´n su forma de locomocio´n:
Terrestres:
• Robots de ruedas.
• Robots de patas.
Acua´ticos.
Ae´reos.
Espaciales.
Los robots con ruedas son los ma´s utilizados por su facilidad de construccio´n, buena
capacidad de carga y baja complejidad en su sistema de control. Los robots que emplean
ruedas esta´n limitados a desplazarse sobre terrenos relativamente planos ya que tienden a
presentar problemas si las diferencias en el terreno son mayores al radio de las ruedas. Las
ruedas de radio rd se mueven por el contacto con la superficie idealmente desplaza´ndose
a 2πrd por vuelta, sin embargo, el desplazamiento se ve afectado por factores como el
deslizamiento lateral y frontal [22].
En un un veh´ıculo con varias ruedas, existe un punto alrededor del cual cada rueda
sigue una trayectoria circular, este punto se denomina centro instanta´neo de rotacio´n CIR,
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cuando se tiene una trayectoria recta el centro instanta´neo de rotacio´n se localiza en el
infinito [22]. El centro instanta´neo de rotacio´n es el punto donde se cruzan todos los ejes
de las ruedas tal como se aprecia en la figura 4.5. Adicionalmente, para existir rotacio´n
esta debe ser consistente con el giro de las ruedas.
b CIR
a) b)
Figura 4.5: Configuraciones de ruedas: a) Con centro instanta´neo de rotacio´n, b) Sin centro
instanta´neo de rotacio´n.
Tal como se observo´ anteriormente la configuracio´n de las ruedas permite tener dife-
rentes caracter´ısticas cinema´ticas dando lugar a la siguiente clasificacio´n [64]:
Diferencial.
S´ıncrono.
Tipo triciclo.
Tipo Ackerman.
4.4.1. Traccio´n diferencial
Es uno de los esquemas ma´s sencillos, consiste de dos ruedas en un eje comu´n, donde
cada rueda se controla independientemente. Este tipo de configuracio´n permite realizar
desplazamientos en forma recta, de arco o girar sobre su propio eje [64]. En esta configura-
cio´n se puede utilizar una o dos ruedas adicionales para mantener el balance. En la figura
4.6 se observa el esquema de este tipo de traccio´n [64].
b bb
Figura 4.6: Esquema de un robot mo´vil de traccio´n diferencial.
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4.4.2. Traccio´n s´ıncronica
En esta configuracio´n todas las ruedas se mueven en forma s´ıncrona para dar vuelta y
avanzar, las ruedas esta´n dispuestas de forma que siempre apuntan en la misma direccio´n.
Para dar vuelta las ruedas giran sobre su eje vertical. Cuando giran las ruedas la direccio´n
del chasis se mantiene. En ciertas aplicaciones es necesario un mecanismo adicional para
mantener el frente del chasis en la misma direccio´n de las ruedas [64]. En la figura 4.7 se
observa el esquema de este tipo de traccio´n.
Figura 4.7: Esquema del robot mo´vil de traccio´n s´ıncrona.
4.4.3. Traccio´n tipo triciclo
Este esquema consiste en dos ruedas encargadas de suministrarle traccio´n al mo´vil
mientras se tiene una rueda para la direccio´n que normalmente no tiene traccio´n [64]. Esta
configuracio´n presenta buena estabilidad y simplicidad meca´nica, facilitando la descripcio´n
de trayectorias rectas [64]. En la figura 4.8 se observa la representacio´n de este tipo de
traccio´n.
Figura 4.8: Esquema de traccio´n tipo triciclo.
4.4.4. Tipo Ackerman
Es similar al tipo triciclo, consiste en dos ruedas de traccio´n y dos ruedas para direccio´n
[64]. Aunque tiene mayor complejidad meca´nica que el triciclo por el acoplamiento entre
las dos ruedas de direccio´n, presenta buena estabilidad y facilita describir trayectorias
rectas [64]. En la figura 4.9 se puede apreciar el esquema de este tipo de traccio´n.
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Figura 4.9: Esquema de traccio´n tipo carro.
4.5. Restricciones cinema´ticas
Tal como se mostro´ anteriormente existen robots holono´micos y no holono´micos depen-
diendo del nu´mero de grados de libertad efectivos del robot los cuales esta´n condicionados
al desacople que se presenta entre los movimientos dados por los actuadores [50].
Un robot que se desplaza sobre una superficie plana presenta tres grados de libertad
(x, y, θ) dos de posicio´n y uno de orientacio´n. Idealmente sin importar la posicio´n inicial se
deber´ıa posicionar el robot en cualquier punto y orientacio´n en el espacio de trabajo, sin
embargo, si la orientacio´n y la posicio´n esta´n acopladas el robot para realizar un giro debe
realizar movimientos hacia adelante y hacia atra´s por lo cual no puede ir directamente a
la posicio´n y orientacio´n deseada.
El robot de traccio´n diferencial y robot s´ıncrono son ejemplos de robots holono´micos.
En la figura 4.10 se presenta el ejemplo de un movimiento realizado por un robot de
traccio´n diferencial, donde es posible apreciar que se puede localizar con facilidad el robot
en la posicio´n deseada [50].
b
bW
Figura 4.10: Robot mo´vil de traccio´n diferencial realizando una trayectoria.
Ejemplos de robots no holono´mico son el robot tipo triciclo y el robot tipo Ackerman.
En la figura 4.11 se observa que al robot tipo triciclo se le dificulta llegar a la posicio´n
final ya que para lograr la orientacio´n debe moverse hacia el frente y hacia atra´s [50].
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W
Figura 4.11: Robot mo´vil tipo triciclo realizando una trayectoria.
4.6. Cinema´tica de un robot mo´vil
Tal como se comento anteriormente cuando un robot mo´vil se desplaza sobre una su-
perficie plana normalmente tiene tres grados de libertad dependiendo de su configuracio´n,
estos grados de libertad corresponden a la posicio´n del robot en el plano (x, y) y su orien-
tacio´n θ, por lo cual, en un modelo cinema´tico es de intere´s la representacio´n de la posicio´n
y orientacio´n del robot en funcio´n de las acciones de los actuadores dando lugar a la ci-
nema´tica directa e inversa del robot. Para robots con ruedas el desplazamiento se produce
por el contacto de las ruedas con la superficie de tal forma que se considera que la rueda
no presenta deslizamiento lateral ni frontal [64].
Con la cinema´tica directa de un robot mo´vil se puede determinar la posicio´n final del
robot conociendo la posicio´n inicial y los movimientos realizados. Mediante esta descripcio´n
se puede pasar del espacio de configuraciones al espacio de trabajo.
La cinema´tica inversa de un robot mo´vil permite establecer la serie de movimientos
que el robot debe realizar para desplazarse de la posicio´n inicial a la final. Mediante esta
cinema´tica se puede pasar del espacio de trabajo al espacio de configuraciones.
4.6.1. Cinema´tica de un robot mo´vil de traccio´n diferencial
Para realizar el ana´lisis cinema´tico del robot mo´vil de traccio´n diferencial en primer
lugar se determina su velocidad lineal y angular considerando las velocidades lineales de
las ruedas [64]. En la figura 4.12 se pueden observar las velocidades asociadas al robot
mo´vil de traccio´n diferencial.
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Figura 4.12: Cinema´tica de un mo´vil de traccio´n diferencial.
En la figura 4.12 se aprecia la relacio´n de la velocidad lineal v y velocidad angular ωz
del mo´vil con las velocidades de las ruedas vi y vd. En la figura 4.13 se observa la relacio´n
de velocidades con el centro instanta´neo de rotacio´n.
vi
vd
R
d
b CIR
wz
y
x
θ
Figura 4.13: Movimiento de las ruedas al rededor del centro instanta´neo de rotacio´n.
De la figura 4.13 se aprecia que:
vi = wz(R + r)
vd = wz(R− r)
R = r
vi + vd
vi − vd
Manipulando las anteriores expresiones se observa que la velocidad angular del mo´vil
es proporcional a la diferencia de velocidades vi y vd tal como se aprecia en la siguiente
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relacio´n:
vi − vd = 2rωz
ωz =
vi − vd
2r
(4.24)
La velocidad en cada uno de los puntos localizados en las llantas esta´ formada por una
componente de velocidad lineal v y otra componente debida a la velocidad angular ωz [64].
vi = v + rωz
vd = v − rωz
Al sumar las anteriores expresiones se obtiene:
v =
vi + vd
2
(4.25)
Las velocidades medidas sobre el sistema coordenado fijo son:
vx = v cos θ (4.26)
vy = v sin θ (4.27)
Finalmente, la posicio´n y orientacio´n del mo´vil se pueden determinar mediante las
siguientes expresiones:
θ =
∫ t
t0
ωz dτ (4.28)
x =
∫ t
t0
vx dτ (4.29)
y =
∫ t
t0
vy dτ (4.30)
4.7. Espacio de configuraciones para robots mo´viles
Adicional a los grados de libertad la forma del robot tiene un efecto considerable en su
navegacio´n particularmente cuando se tienen obsta´culos y pasillos angostos. Para robots
con forma circular la navegacio´n resulta ma´s simple por su simetr´ıa reduciendo el espacio
de configuraciones a un caso bidimensional. Por otro lado con robots de forma rectangular
su navegacio´n es ma´s compleja ya que es necesario considerar la orientacio´n del robot por
lo cual el espacio de configuraciones es tridimensional.
Para un robot circular que se desplaza en un plano el espacio libre de obsta´culos se
puede determinar extendiendo los obsta´culos considerando el radio del robot. Con este
enfoque el robot se puede ver como un punto en este espacio de configuraciones lo cual
facilita la planeacio´n de trayectorias.
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4.7.1. Mapeo de obsta´culos al espacio de configuraciones
Considerando un robot holono´mico circular con desplazamiento en un plano, los obsta´cu-
los en el espacio de configuraciones son equivalentes a dilatar los obsta´culos del espacio
de trabajo mediante un elemento de forma circular, un ejemplo de esta situacio´n se puede
apreciar en la figura 4.14. En el caso de considerar el robot como un punto, el espacio de
configuraciones es equivalente al espacio de trabajo tal como se observa en la figura 4.15.
b b
Espacio de trabajo Espacio de configuraciones
b
(x, y)
b
(x, y) (u, v) (u, v)
W C
Figura 4.14: Mapeo de obsta´culos al espacio de configuraciones.
b b
Espacio de trabajo Espacio de configuraciones
b
(x, y)
b
(x, y) (u, v) (u, v)
W C
Figura 4.15: Espacio de configuraciones para un robot considerado como un punto en el espacio
de trabajo.
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4.8. Navegacio´n y control de movimientos
Segu´n [69] la navegacio´n auto´noma de un robot mo´vil se puede dividir en dos problemas
los cuales son la planeacio´n de trayectorias y el problema de control del movimientos. Las
tareas que involucran la navegacio´n bajo esta orientacio´n son la percepcio´n del entorno, la
localizacio´n del robot, la generacio´n de trayectorias y el control de movimientos [69]. Una
descripcio´n de las anteriores tareas es la siguiente:
Percepcio´n: Consiste en interpretar la informacio´n suministrada por los diferentes
sensores la cual puede proporcionar un mapa global del entorno o mediciones relativas
de los obsta´culos y otros elementos pro´ximos al robot.
Localizacio´n: En esta tarea se determina la posicio´n del robot lo cual puede ser de
forma global o local relativa a posiciones anteriores del robot.
Planeacio´n: Mediante la informacio´n obtenida en los anteriores pasos se establece la
estrategia adecuada para alcanzar el objetivo.
Control de movimientos: Esta tarea consiste en determinar las acciones a realizar en
los actuadores para seguir la trayectoria deseada. En muchos casos los actuadores son
motores para los cuales se suelen emplear controladores de tipo PID (Proporcional
Integral Derivativo) [64].
En la tarea de planeacio´n dependiendo si se dispone o no de un mapa de todo el
espacio de trabajo se tiene la opcio´n de una planeacio´n de trayectorias de forma global o
una navegacio´n basada en comportamientos reactivos. Si se desea realizar una planeacio´n
global pero los sensores empleados no permiten tener un mapa global se puede construir un
mapa de exploracio´n lo cual se denomina SLAM (Simultaneous Localization And Mapping).
El problema asociado a la planeacio´n de trayectorias se aborda en el siguiente cap´ıtulo
mientras que a continuacio´n se presentan los conceptos ba´sicos para el control de movi-
mientos.
4.8.1. Control de movimientos
Mediante el control de movimientos se busca que el robot logre seguir una trayectoria
previamente determinada. En este proceso se realizan las respectivas correcciones conside-
rando la informacio´n suministrada por los sensores [37]. En la figura 4.16 se puede apreciar
el esquema general para el control de movimientos.
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Figura 4.16: Esquema del sistema de seguimiento de trayectoria.
El problema de control de movimientos segu´n [64] puede formularse como:
“El control de movimientos consiste en la obtencio´n de leyes de control que permitan
estabilizar el robot sobre un punto de trabajo, anulando el efecto las perturbaciones, o que
el robot siga de forma auto´noma una trayectoria de referencia”.
La trayectoria deseada generalmente esta´ dada por una funcio´n o un conjunto de puntos
en te´rminos de coordenadas globales [64]. En la figura 4.17 se muestra el seguimiento de
una trayectoria que realiza un robot mo´vil de traccio´n diferencial.
y
x
b
(x, y)
b
xr
yr
W
b
b
(xini, yini)
(xobj , yobj)
Figura 4.17: Robot mo´vil de traccio´n diferencial realizando el seguimiento de una trayectoria.
4.8.2. Seguimiento mediante persecucio´n pura
Este es uno de los me´todos denominados geome´tricos [64], en este me´todo se busca
determinar la curvatura necesaria que se debe aplicar al robot para desplazarse de su punto
inicial al punto final. En la figura 4.18 se puede apreciar el esquema del desplazamiento
del robot considerando un sistema de referencia fijo al robot.
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Figura 4.18: Esquema de seguimiento basado en persecution pura.
De la figura 4.18 se tiene:
R = ∆x+D
R2 = D2 + (∆y)2
Manipulando las anteriores expresiones se establece que el radio de curvatura R es:
R =
(∆x)2 + (∆y)2
2∆x
=
L2
2∆x
(4.31)
Finalmente para implementar el controlador se tiene que la velocidad angular del mo´vil
es wz = v/R, siendo necesario considerar el sentido de giro del robot para realizar el
desplazamiento [64].
Cap´ıtulo 5
Planeacio´n de trayectorias
5.1. Introduccio´n
En aplicaciones donde se tienen situaciones o condiciones las cuales presentan algu´n
peligro para el hombre o tambie´n en aplicaciones industriales con cadenas de produc-
cio´n donde robots manipuladores presentan restricciones de movilidad los robots mo´viles
ofrecen buenas caracter´ısticas de accesibilidad [62], [69]. Con el fin de aprovechar esta
caracter´ıstica de movilidad se requiere de te´cnicas adecuadas para determinar una tra-
yectoria apropiada libre de obsta´culos de tal forma que el robot mo´vil pueda desplazarse
desde una posicio´n inicial a una objetivo [62].
Algunas caracter´ısticas que se buscan en la planeacio´n de trayectorias son la generacio´n
de trayectorias o´ptimas permitiendo el ahorro de combustible, como tambie´n la generacio´n
de trayectorias libres de obsta´culos lo cual suele ser significante cuando se tienen ambientes
dina´micos [69].
El me´todo de campos potenciales artificiales resulta ser una buena opcio´n para la
generacio´n de trayectorias de robots mo´viles debido a su baja complejidad y su funda-
mento f´ısico que lo respalda, sin embargo, puede presentar problemas por la presencia de
mı´nimos locales como tambie´n la generacio´n de trayectorias no o´ptimas. Para atender la
anterior problema´tica se proponen variaciones de las funciones de campo potencial para
los obsta´culos y el objetivo como tambie´n se desarrollan algoritmos que buscan evitar los
mı´nimos locales.
5.2. Problema de planeacio´n de trayectorias
El problema general de planeacio´n de trayectorias segu´n [64] se puede enunciar como:
“Encontrar un camino desde una posicio´n-orientacio´n inicial S del robot hasta una
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posicio´n-orientacio´n final G de forma que no se produzcan colisiones y se optimice cierto
criterio”.
En esta definicio´n es importante sen˜alar que tanto la posicio´n-orientacio´n inicial y final
se encuentran en el espacio de trabajo libre de obsta´culos es decir S ∈ Wlibre y G ∈ Wlibre.
Adicionalmente el criterio ma´s comu´n a optimizar es la longitud del camino.
Dado que el planteamiento de este problema de forma general resulta ser complejo
segu´n [64] se pueden tener las siguientes consideraciones:
s1: Espacio de trabajo conocido.
s2: Entorno esta´tico.
s3: Obsta´culos modelados como pol´ıgonos discretizados en un grupo de puntos finitos.
s4: El robot se considera como un punto.
s5: No se consideran las restricciones dina´micas del robot.
s6: El robot ejecuta perfectamente las trayectorias.
Para el desarrollo del algoritmo propuesto en este documento se asume que se cumplen
las suposiciones s1-s6.
5.3. Campos potenciales
Esta te´cnica se encuentra basada en la analog´ıa del feno´meno que se presenta cuando
se libera una part´ıcula cargada en la presencia de un campo ele´ctrico. En esta analog´ıa el
robot se considera como una part´ıcula con carga ele´ctrica siendo el espacio libre el campo
potencial para lo cual los obsta´culos se toman con una carga ele´ctrica del mismo signo del
robot esto para generar una fuerza de repulsio´n mientras que la meta tiene asociada una
carga ele´ctrica de signo opuesto al robot con el fin de proporcionar una fuerza de atraccio´n
[37], [62]. Una vez construido el campo potencial la trayectoria del robot se determina me-
diante el ca´lculo del gradiente del campo potencial [64], [81], lo cual se puede realizar de
la siguiente forma:
~r [n+ 1] = ~r [n]− ν
~∇Uesp
|~∇Uesp|
∣∣∣∣∣
~r [n]
(5.1)
Donde n corresponde al ı´ndice de la iteracio´n, ~r [n] y ~r [n+ 1] son la posicio´n actual y
siguiente del robot, ν es el paso o avance del robot, Uesp es el campo potencial que contiene
la informacio´n del espacio de trabajo, ~∇Uesp es el gradiente del campo potencial y |~∇Uesp|
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es la magnitud del gradiente del campo potencial. Bajo esta orientacio´n el algoritmo
empleado para determinar la trayectoria es:
Algorimo 1: Algoritmo ba´sico de planeacio´n de trayectorias empleando campos potencia-
les.
1 Inicializar la posicio´n del robot;
2 begin
3 while Hasta llegar al punto destino o si no existe cambio de la posicio´n. do
4 Almacenar la posicio´n actual;
5 Actualizar ~r empleando la ecuacio´n 5.1;
6 end
7 Establecer la trayectoria final como la coleccio´n de todos las posiciones
calculadas.
8 end
La informacio´n de los obsta´culos y la meta esta´ contenida en el campo potencial Uesp.
En la versio´n ma´s simple de este me´todo se emplea un potencial parabo´lico para el objetivo
Uobj y barreras de potencial para los obsta´culos Uobs, las expresiones para estos potenciales
son respectivamente:
Uobj(~r) = kobj dis(~r, ~robj)
2 (5.2)
Uobs(~r) = kobs dis(~r, ~robs)
−1 (5.3)
Donde ~robj es la posicio´n del objetivo y ~robs la posicio´n del obsta´culo. La funcio´n de
distancia en coordenadas rectangulares es:
dis(~r, ~ra) =
√
(x− xa)2 + (y − ya)2 (5.4)
Considerando un total de M obsta´culos el campo potencial total puede ser calculado
como:
Uesp = Uobj(~r) +
M∑
m=1
Uobs,m(~r) (5.5)
Con el fin de aclarar de forma gra´fica los anteriores conceptos en la figura 5.1 se
presenta un campo potencial parabo´lico asociado al punto objetivo con kobj = 0,08 y
centrado en el origen. Un campo potencial tipo barrera para un obsta´culo con kobj =
0,7 y localizado en (−2, 0) se puede apreciar en la figura 5.2. El resultado de la suma
de los potenciales de atraccio´n y repulsio´n correspondientes a las figuras 5.2 y 5.2 se
puede observar en la figura 5.3. Casos donde se presentan mı´nimos locales y se muestra la
respectiva trayectoria resultante se pueden observar en el cap´ıtulo de resultados donde se
describen los para´metros empleados para lograr las diferentes configuraciones.
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x y
z
Figura 5.1: Campo potencial parabo´lico centrado en el origen asociado al objetivo.
x y
z
Figura 5.2: Campo potencial de un obsta´culo localizado en x = −2 y y = 0.
x y
z
Figura 5.3: Campo potencial total correspondiente al objetivo y obsta´culo.
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5.3.1. Ventajas y desventajas
El me´todo de campos potenciales resulta ser una te´cnica con buena aceptacio´n ya que
presenta las siguientes ventajas:
Se pueden generar trayectorias en tiempo real a partir del campo de fuerzas.
Las trayectorias generadas son suaves.
Facilita acoplar la parte de planeacio´n con el sistema de control del robot.
Aunque este me´todo presenta fortalezas bien marcadas aparecen ciertas limitaciones
las cuales no permiten tener el desempen˜o esperado en algunos casos. Las limitaciones del
me´todo de campos potenciales segu´n [48] y [51] son:
Trampas generadas por mı´nimos locales.
Mı´nimo local producido por un solo obsta´culo.
Mı´nimos locales producidos por varios obsta´culos.
Objetivo encerrado por un obsta´culo, lo cual es denominado: Goals Non-Reachable
with Obstacle Nearby (GNRON).
Es posible que no exista paso entre un espacio encerrado por dos obsta´culos.
Generacio´n de trayectorias no o´ptimas.
Limitaciones relacionadas con la implementacio´n tales como:
• Algunas configuraciones de obsta´culos generan oscilaciones.
• Se suelen presentar de oscilaciones en pasos angostos.
• En algunas configuraciones se puede requerir torque infinito.
La principal desventaja de este me´todo consiste en la convergencia a mı´nimos locales
por lo cual el robot nunca podr´ıa llegar al objetivo. Convencionalmente para evitar los
mı´nimos locales (trampas) se suelen recurrir a las siguientes estrategias:
Movimientos aleatorios (planeacio´n aleatoria de trayectorias PRM) [81].
Usar estrategias como el seguimiento de paredes.
Aumentar el potencial repulsivo de regiones visitadas.
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5.3.2. Funciones de potencial
Para implementar el me´todo de campos potenciales se han desarrollado diferentes fun-
ciones de potencial tanto para el objetivo como para los obsta´culos, cada una de estas
variaciones busca solucionar un problema en particular asociado al me´todo de campos
potenciales. Las diferentes funciones empleadas en campos potenciales son [51]:
1. FIRAS: The Force Involving and Artificial Repulsion from the Surface Function (FI-
RAS Funcio´n, en Frances), propuesta por Khatib [44].
2. GPF: Generalized Potential Field, propuesta por Krogh [49].
3. Superquadric Artificial Potential Functions, funciones introducidas por Volpe and
Khosla [45].
4. Harmonic Potential, propuesto por Kim y Khosla [46].
5. Navigation Function, propuestas por Rimon y Koditschek [73].
6. G&C Function, nuevas funciones de potencial propuestas por S.S. Ge y Y.J Cui [34].
Tal como se comento anteriormente las diferentes funciones empleadas para generar
campos potenciales obedecen a dificultades presentes en ciertas aplicaciones por lo cual la
forma de escoger una determinada funcio´n para implementar el campo potencial esta´ dada
por las siguientes caracter´ısticas [51]:
1. No presenta mı´nimos locales en la presencia de un obsta´culo.
2. No presenta mı´nimos locales en la presencia de varios obsta´culos.
3. Permite manejar el problema de metas no accesibles en la presencia de obsta´culos
cercanos (GNRON).
4. Solo se requiere informacio´n de la posicio´n.
La relacio´n de las diferentes funciones empleadas en campos potenciales y las anteriores
caracter´ısticas se pueden apreciar en la tabla 5.1.
Caracter´ıstica
Funciones Potenciales
1 2 3 4 5 6
1 No No Si Si Si No
2 No No No Si Si No
3 No Si Si Si Si Si
4 Si Si Si Si Si Si
Tabla 5.1: Comparacio´n de caracter´ısticas para funciones de campos potenciales.
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5.4. Para resaltar
Con la revisio´n mostrada en esta parte sobre robo´tica mo´vil se busca generar el contexto
suficiente sobre el problema de planeacio´n de trayectorias como tambie´n de la solucio´n
propuesta la cual se muestra en la siguiente parte del documento.
Parte III
Desarrollo
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Cap´ıtulo 6
Revisio´n sobre modelos de enjambres
de part´ıculas activas Brownianas
6.1. Introduccio´n
La naturaleza es una buena fuente de inspiracio´n para el desarrollo de algoritmos que
permiten solucionar problemas en diferentes a´reas. En buena proporcio´n los algoritmos
desarrollados bajo esta perspectiva se han enfocado a problemas de optimizacio´n, siendo
de los ma´s representativos los algoritmos gene´ticos, la optimizacio´n basada en colonia
de hormigas, enjambres de part´ıculas y quimiotaxis bacteriana. Por otro lado, en el a´rea
de la biolog´ıa son de intere´s los modelos que describan comportamientos de seres vivos
como aves, peces, hormigas y bacterias entre otros. En particular, cuando se trata de
comportamientos colectivos es de importancia modelar las interacciones presentes entre
individuos con el fin de reproducir las conductas de una congregacio´n de individuos. La
capacidad de rodear obsta´culos y evadir depredadores son comportamientos que presentan
los enjambres de individuos y que pueden ser empleados en procesos de bu´squeda.
En este cap´ıtulo se realiza la descripcio´n de algunos modelos de enjambres de part´ıculas
activas Brownianas. Particularmente se revisan los modelos del zooplancton Daphnia ya
que este presenta caracter´ısticas que pueden ser empleadas en un algoritmo de planeacio´n
de trayectorias. Sobre las caracter´ısticas del zooplancton Daphnia que se esperan aprove-
char se tiene su capacidad de evadir obsta´culos la cual esta´ asociada a movimientos con
la presencia de vo´rtices. De los modelos a resaltar del zooplancton Daphnia se tiene el de
part´ıcula autopropulsada donde se considera que el individuo posee una fuente interna la
cual le permite desplazarse de forma auto´noma [19].
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6.2. Modelos del zooplancton Daphnia
En el campo de la biolog´ıa es de intere´s modelar la interaccio´n entre individuos, en
particular, son de atencio´n los denominados comportamientos emergentes de los cuales
se distingue el movimiento de enjambres de individuos con la formacio´n de vo´rtices y/o
remolinos [82], [85]. La vorticidad es un comportamiento que se presenta con frecuencia
en los fluidos y esta´ dado por la relacio´n entre las fuerzas inerciales y las fuerzas viscosas
(nu´mero de Reynolds [7]), el ana´lisis de este de comportamiento se realiza mediante las
ecuaciones de Navier Stokes las cuales suelen ser dif´ıciles de resolver de forma anal´ıtica
en casos generales [14]. El comportamiento de vorticidad se caracteriza por el movimiento
rotacional de las part´ıculas al rededor de un punto el cual se denomina vo´rtice. A parte
de los fluidos este tipo de comportamiento se presenta en enjambres de individuos como
peces, aves y bacterias entre otros.
El intere´s sobre el estudio del zooplancton Daphnia radica en la posibilidad de mode-
lar la bu´squeda o´ptima de comida con la capacidad de evadir obsta´culos y depredadores
mediante un desplazamiento en enjambres con caracter´ısticas de vorticidad [42]. El mo-
vimiento de vorticidad puede ser visto como un feno´meno de auto-organizacio´n de la
realimentacio´n de la ficcio´n del agua y la alineacio´n indirecta con el zooplancton Daph-
nia. Adicionalmente, en [56] se expone que el comportamiento de vorticidad le permite al
zooplancton Daphnia evadir colisiones con otros animales [56].
Un recuento de los diferentes modelos que describen el comportamiento del zooplanc-
ton Daphnia se realiza en [30], en particular se revisan los modelos de part´ıculas auto-
propulsadas. Segu´n [30] los diferentes enfoques para modelar el comportamiento del zoo-
plancton Daphnia son:
Boids, programa para simular congregaciones de individuos desarrollado por Craig
Reynolds (1986) [72].
Interaccio´n de part´ıculas autopropulsadas (Self-Propelled Interacting Particles), pro-
puesto por Vicsek (1995) [84].
Interaccio´n de part´ıculas autopropulsadas con un rango corto de repulsio´n y un rango
largo de atraccio´n, propuesto por Levine (2001) [52].
Interaccio´n de part´ıculas Brownianas activas con depo´sitos de energ´ıa interna (Inter-
acting Active Brownian Particles with Internal Energy Depot). Para este modelo se
tienen las siguientes variaciones:
• Part´ıcula activa Browniana (Single Active Brownian Particle) [24], [76].
• Acople global mediante el momento angular promedio del enjambre (Global
coupling via mean angular momentum of swarm) [75].
• Interaccio´n de part´ıcula a part´ıcula (Particle-Particle Interaction) [28].
• Modelo con interacciones hidrodina´micas (Hydrodynamic Interaction) [30].
• Modelo con maniobras de evasio´n (Avoidance Maneuvers) [56].
CAPI´TULO 6. REVISIO´N SOBRE MODELOS DE ENJAMBRES DE PARTI´CULAS ACTIVAS BROWNIANAS 42
Dado que los anteriores enfoques tambie´n han sido empleados para modelar cardu´menes
de peces y bandadas de aves a continuacio´n se realiza una presentacio´n general de estos
modelos.
6.3. Modelo de Vicsek
El concepto de part´ıculas autopropulsadas (Self-Propelled Particles) se introdujo en
[84] con el fin de estudiar el movimiento colectivo de grandes grupos de organismos. De
forma general se aprecia que el movimiento de organismos esta´ dado por la interaccio´n
entre vecinos [19]. Los modelos de part´ıculas autopropulsadas consisten en part´ıculas que
interactu´an a nivel local con una forma de propulsio´n intr´ınseca a la part´ıcula [19]. El
comportamiento de autopropulsio´n aparece en procesos f´ısico-qu´ımicos donde se involu-
cran part´ıculas pequen˜as con fuerzas superficiales sensibles a concentraciones qu´ımicas y
temperaturas [59].
El modelo de part´ıculas autopropulsadas presentado [84] considera un desplazamiento
en dos dimensiones de N part´ıculas localmente alineadas con velocidad constante y ruido,
siendo los para´metros del modelo la densidad del enjambre de part´ıculas y la amplitud del
ruido. El esquema general de este modelo es:
~xi(t + 1) = ~x(t) + ~vi(t)∆t (6.1)
θi(t+ 1) = 〈θ(t)〉r +∆θ (6.2)
Donde 〈θ(t)〉r es la direccio´n promedio de las velocidades de las part´ıculas. La velocidad
~vi(t+ 1) se calcula con la direccio´n dada por θi(t+ 1) y la magnitud de la velocidad ν, la
cual corresponde al salto de la part´ıcula entre iteraciones. Finalmente ∆θ es un numero
aleatorio con probabilidad uniforme en el intervalo [−η/2, η/2].
6.4. Modelo de Levine
En este caso se adiciona al modelo de part´ıculas autopropulsadas una fuerza de interac-
cio´n dada por un potencial Ui el cual presenta un rango corto de repulsio´n y un rango largo
de atraccio´n [52]. El modelo considera N part´ıculas con masa mi, posicio´n ~ri, velocidad
~vi, una fuerza de interaccio´n dada por ~∇iUint, un coeficiente de friccio´n γ y una fuerza de
autopropulsio´n ~fi la cual esta acompan˜a por un factor de escala α. En te´rminos generales
las ecuaciones de movimiento para una part´ıcula son:
d~ri
dt
= ~vi (6.3)
mi
d~vi
dt
= α~fi − γ~vi − ~∇iUint (6.4)
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La direccio´n de ~fi puede ser cualquiera paralela a ~vi o a un promedio sobre la vecindad
~vj permitiendo alinear la fuerza de autopropulsio´n con la velocidad del enjambre segu´n la
influencia de los vecinos. Sin alineamiento se tiene ~fi = ~vi y con un alineamiento de rango
lc la fuerza de autopropulsio´n es:
~fi =
N∑
i 6=j
~vje
−
|~ri − ~rj|
lc (6.5)
La fuerza de atraccio´n entre part´ıculas tiene un rango largo la, mientras la fuerza
repulsiva entre part´ıculas presenta un rango corto lr. El potencial de interaccio´n entre
part´ıculas Uint tiene la siguiente expresio´n.
Uint =
N∑
j 6=i
Cae
−
|~xi − ~xj |
la −
N∑
j 6=i
Cre
−
|~xi − ~xj |
lr (6.6)
6.5. Modelos de part´ıculas activas Brownianas
El modelo de part´ıcula activa Browniana (Active Brownian Particle ABP) esta´ basado
en la ecuacio´n de Langevin de la cual se han realizado diferentes variaciones las cuales se
presentan en las siguientes sub-secciones.
Una expresio´n general en forma escalar para la ecuacio´n de Langevin es:
dx
dt
= v (6.7)
m
dv
dt
= F (x)− βv + η(t) (6.8)
Donde x y v son la posicio´n y velocidad de la part´ıcula, F (x) corresponde a las fuerzas
de interaccio´n, βv es un factor disipativo y η(t) se puede considerar como ruido te´rmico.
6.5.1. Modelo de una part´ıcula activa Browniana
Este enfoque considera un deposito de energ´ıa interna [76], lo cual es un aspecto fun-
damental para un modelo de part´ıcula activa Browniana que permita una descripcio´n del
movimiento activo de entidades biolo´gicas basado en consumo y conversio´n de energ´ıa [23].
Tal como se observa en [23] el depo´sito de energ´ıa considera las condiciones para tener un
movimiento biolo´gico activo. El modelo consiste de una part´ıcula de masa m, posicio´n ~r,
velocidad ~v, una fuerza de autopropulsio´n conectada por un deposito de energ´ıa e(t) y una
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friccio´n dependiente de la velocidad γ(v). Tambie´n se considera una componente de ruido
~ξ(t) y una fuerza externa parabo´lica dada por un potencial V (~r).
m
d~v
dt
= de(t)~v − γ(v)~v − ~∇V (~r) + ~ξ(t) (6.9)
d~r
dt
= ~v (6.10)
La expresio´n para el deposito interno de energ´ıa e(t) consiste de una compensacio´n
dependiente del espacio q(~r), una disipacio´n interna ce(t) con factor de escala c y un
te´rmino de conversio´n de energ´ıa interna en energ´ıa cine´tica de(t)v2(t) con coeficiente d,
finalmente para efectos de nomenclatura se tiene que |~v(t)|2 = v2. La ecuacio´n diferencial
que rige la energ´ıa interna e(t) es:
de(t)
dt
= q(~r)− ce(t)− de(t)v2(t) (6.11)
Considerando un flujo contante de energ´ıa hacia el deposito interno de energ´ıa se puede
tomar q(~r) = q0, adicionalmente se tiene que la funcio´n asociada al comportamiento de
friccio´n es:
γ(v) = γ0 − dq0
c+ dv2
(6.12)
De los resultados reportados en [76] se aprecia que un solo individuo presenta un
comportamiento de ciclo limite el cual consiste en un movimiento circular al rededor de
un potencial atractivo.
6.5.2. Modelo para un enjambre de part´ıculas Brownianas
Una alternativa para el modelo de part´ıculas activas Brownianas se presenta en [56], en
la cual la ecuacio´n de velocidad resulta de la superposicio´n de los te´rminos deterministicos
y estoca´sticos. En te´rminos generales la ecuacio´n que se presenta en [56] es:
d~ri
dt
= ~vi (6.13)
d~vi
dt
= γ(v2i )~vi − ~∇V (~r)|~ri +
√
2D~ζi(t) (6.14)
Donde ~ri, ~vi son la posicio´n y la velocidad de la i-e´sima part´ıcula, γ(v
2
i ) es una funcio´n
no lineal de friccio´n la cual considera un deposito interno de energ´ıa, a es un para´metro del
potencial parabo´lico externo V (~r) = (a/2)|~r|2 el cual se encuentra centrado en el origen y
que produce una fuerza de atraccio´n sobre cada part´ıcula correspondiente a ~Fi = −~∇V =
−a~ri. Finalmente se tiene la fuerza estoca´stica ~ζi(t) donde cada una de sus componentes
escalares tiene magnitud D, esta fuerza permite describir la influencia de los eventos
aleatorios sobre el movimiento del agente.
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6.5.3. Interaccio´n de part´ıculas activas Brownianas con acople global
Un enfoque para modelar la interaccio´n de part´ıculas consiste en adicionar un acople
global de los agentes al centro de masa del enjambre tal como se puede apreciar en [24],
[56] y [75]. Un modelo que considera esta orientacio´n se puede observar en [30] el cual
esta´ compuesto por las siguientes ecuaciones:
d~ri
dt
= ~vi (6.15)
mi
d~vi
dt
= −γ0~vi + dei(t)~vi − k
[
~ri − 1
N
N∑
j=1
~rj
]
+
√
2D~ζi(t) (6.16)
dei(t)
dt
= q0 − cei(t)− dv2i e(t) (6.17)
Donde d es un para´metro asociado a la disipacio´n de energ´ıa, k es una constante que
pondera la interaccio´n de los individuos, γ0 es una constante asociada a la friccio´n y D es
un para´metro del ruido blanco el cual para el caso escalar cumple las siguientes propiedades
de correlacio´n:
〈ζi(t)〉 = 0 (6.18)
〈ζi(t)ζj(τ)〉 = δijδ(t− τ) (6.19)
Segu´n lo presentado en [30] con este enfoque se mantiene la simetr´ıa en las dos direc-
ciones para un movimiento en el plano.
6.5.4. Modelo con acople global y deposito interno de energ´ıa aproximado
Un modelo adicional de part´ıcula activa Browniana con interacciones consiste en tomar
una aproximacio´n de segundo orden por series de Taylor para el movimiento activo y
tambie´n incorporar una fuerza de atraccio´n entre part´ıculas dada por un potencial de
atraccio´n de tipo parabo´lico el cual permite un acople global al centro de masa del enjambre
[26]. De la misma forma que en los anteriores modelos se incluye una fuerza de tipo
estoca´stica. El modelo propuesto en [26] y [30] es:
d~ri
dt
= ~vi (6.20)
d~vi
dt
= ~Fi − a
N
N∑
j=1
(~ri − ~rj) + ~ξi(t) (6.21)
Donde ~Fi = (α − βv2i )~vi, corresponde a la fuerza de autopropulsio´n la cual permite el
movimiento activo [59], el para´metro a caracteriza la intensidad de la fuerza de interaccio´n
y ~ξi(t) es una fuerza aleatoria. Cada una de las componentes escalares de la fuerza aleatoria
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se considera como ruido blanco con intensidad (magnitud) D el cual es independiente para
las diferentes part´ıculas y que cumple con las siguientes propiedades:
〈ξi(t)〉 = 0 (6.22)
〈ξi(t)ξj(τ)〉 = 2Dδijδ(t− τ) (6.23)
En [26], [30] se muestra que la magnitud del ruido permite tener una transicio´n de
movimiento lineal en rotacional. La transicio´n entre un comportamiento traslacional a
rotacional es un feno´meno que tambie´n se aprecia en los fluidos el cual puede ser descrito
mediante las ecuaciones de Navier Stokes y el numero de Reynolds.
6.5.5. Interacciones hidrodina´micas
En este caso se adicionada al modelo part´ıcula activa Browniana interacciones hidro-
dina´micas mediante contribuciones de Oseen aunque tambie´n se podr´ıa realizar conside-
rando las ecuaciones de Navier Stokes [30]. Las ecuaciones dina´micas para una part´ıcula
son:
d~ri
dt
= ~vi (6.24)
m
d~vi
dt
= KF~vF − γ(~vi)~vi − ~∇V (~ri) + ~ξi(t) (6.25)
Donde γ es una funcio´n disipativa no lineal, V es un potencial de influencias externas
y ~ξi es una componente estoca´stica de ruido blanco. El te´rmino KF~vF es generado por el
movimiento todas las part´ıculas el cual tiende a presentar un alineamiento de la velocidad
~vi con ~vF .
~vF (~rij) =
N∑
j 6=i
[
R
rij
~vj +
R(~rij · ~vij)
r3ij
~rij
]
para rij ≫ R (6.26)
En el anterior modelo R es una constante que representa el radio hidrodina´mico efectivo
y ~rij es el vector desde la i-e´sima hasta la j-e´sima part´ıcula. La anterior ecuacio´n muestra
que el flujo de Oseen presenta componentes en la direccio´n de ~vj y ~rij, lo cual genera
simetr´ıa en el comportamiento de las part´ıculas [30].
6.5.6. Modelo con maniobras de evasio´n
Este modelo esta´ formado por la adicio´n de un potencial de interaccio´n repulsivo de
tipo exponencial al modelo de part´ıcula activa Browniana [38], [56]. En te´rminos generales
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el modelo es:
d~ri
dt
= ~vi (6.27)
mi
d~vi
dt
= de(t)~vi − γ(~vi)~vi − ~∇V (~ri) +
N∑
j 6=i
~fij + ~ξ(t) (6.28)
De la misma forma que en el modelo de part´ıcula activa Browniana ~ri y ~vi son la
posicio´n y velocidad de la i-e´sima part´ıcula, γ es una funcio´n no lineal de disipacio´n de
energ´ıa, e(t) representa el deposito interno de energ´ıa con una constante asociada d, V es
un potencial externo y ~ξ(t) es una componente estoca´stica de ruido blanco. Finalmente
~fij es la fuerza de interaccio´n entre individuos que permite tener maniobras de evasio´n la
cual tiene la siguiente expresio´n:
~fij =
p
σRi
e
−
Ri
σ (~ri − ~rj) (6.29)
Donde Ri es una funcio´n de distancia entre agentes y p, σ representan la fuerza y el
rango del potencial.
Cap´ıtulo 7
Seleccio´n del modelo
7.1. Introduccio´n
En el presente cap´ıtulo se muestra la seleccio´n del modelo de part´ıcula activa Browniana
el cual se toma como referencia para la implementacio´n del algoritmo de planeacio´n de
trayectorias. El modelo seleccionado consiste en un conjunto de ecuaciones que describen
el movimiento de part´ıculas con caracter´ısticas de vorticidad.
Para la seleccio´n del modelo se pueden considerar como referencia los trabajos presen-
tados en [1] y [68]. En [68] se desarrolla un algoritmo para la planeacio´n de trayectorias
empleando forrajeo de bacterias, por otro lado en [1] se realiza una propuesta para la
planeacio´n de trayectorias empleando estados internos de enjambres con caracter´ısticas de
vorticidad. Es importante sen˜alar que en ambos trabajos se considera la interaccio´n entre
individuos.
Como criterio de seleccio´n se busca tener un modelo lo ma´s compacto posible y que
permita describir comportamientos de enjambre como desplazamientos uniformes y movi-
mientos circulares.
7.2. Esquema general de modelo seleccionado
El modelo seleccionado como referencia para la implementacio´n del algoritmo de pla-
neacio´n de trayectorias se encuentra basado en el comportamiento del zooplancton Daph-
nia. Con este enfoque se busca aprovechar la forma de locomocio´n con la presencia de
vorticidad ya que esta puede ser una buena estrategia para evadir mı´nimos locales tal
como se aprecia en [1].
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En te´rminos generales el modelo seleccionado presenta la siguiente forma:
d~ri
dt
= ~vi (7.1)
mi
d~vi
dt
= ~Fact + ~Fint + ~Fesp + ~Fest (7.2)
Donde la primera ecuacio´n corresponde al ca´lculo de posicio´n ~ri de la part´ıcula cono-
ciendo su velocidad ~vi. La segunda ecuacio´n corresponde al ca´lculo de la velocidad de la
part´ıcula siendo mi la masa de la part´ıcula que para un caso pra´ctico se puede tomar como
mi = 1. La ecuacio´n de velocidad presenta las siguientes componentes:
mi(d~vi/dt): Te´rmino de inercia, el cual es una fuerza de caracter´ıstica conservativa.
~Fact: Fuerza correspondiente al movimiento activo asociado a la autopropulsio´n, por
lo general presenta una componente disipativa siendo este te´rmino de cara´cter no
conservativo.
~Fint: Te´rmino que involucra las fuerzas de interaccio´n entre individuos, por lo general
esta componente es de caracter´ıstica conservativa.
~Fest: Fuerza estoca´stica, se puede considerar de caracter´ıstica externa.
~Fesp: Te´rmino de fuerzas dadas por el espacio donde se encuentra la part´ıcula la cual
se puede considerar como una fuerza de caracter´ıstica externa.
A continuacio´n se presentan las diferentes alternativas para ~Fact, ~Fint, ~Fest y ~Fesp.
7.2.1. Te´rminos disipativos y de autopropulsio´n
Considerando lo presentado en [25] y [27] la fuerza asociada a te´rminos disipativos y
de movimiento activo se puede tomar como:
~Fact = −miγ~vi −miσ2(~vi − ~V ) (7.3)
El primer te´rmino considera un deposito interno de energ´ıa donde una aproximacio´n
de este es γ = (−α + βv2). El segundo te´rmino tiende a hacer paralelas la velocidades ~vi
de las part´ıculas con la velocidad media del enjambre ~V la cual se puede calcular como:
~V =
1
N
N∑
j=1
~vj (7.4)
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Segu´n el modelo de Levine [52] la fuerza de autopropulsio´n considerada como ~Fact =
α~fi, para un caso sin alineamiento es ~fi = ~vi y con alineamiento corresponde a:
~fi =
N∑
i 6=j
~vje
−
|~ri − ~rj|
lc (7.5)
Como se aprecia en la anterior ecuacio´n el rango del alineamiento es lc.
7.2.2. Te´rminos de interaccio´n
Segu´n el modelo de Levine [52] y lo presentado en [25] y [58] una forma para representar
la fuerza de interaccio´n consiste en emplear potenciales exponenciales (Morse). La fuerza
asociada a este potencial se puede calcular como:
~Fint = −~∇iUint
La interaccio´n de los individuos del enjambre esta´ dada por un potencial atractivo de
rango largo:
Uaint = −Cae
−
|~rij |
la (7.6)
Adicionalmente, la colisio´n de las part´ıculas se evita mediante un potencial repulsivo
de rango corto:
U rint = −Cre
−
|~rij|
lr (7.7)
La distancia desde la part´ıcula i hasta la part´ıcula j se calcula como ~rij = ~ri − ~rj.
Considerando las anteriores expresiones el potencial de interaccio´n total es Uint =
Uaint+U
r
int. La magnitud de la fuerza de estos potenciales esta´ dada por Ca y Cr mientras
que el rango por la y lr con la > lr.
Otra alternativa para describir la interaccio´n entre individuos se presenta en [24], [26],
[30], [56] y [75], en este caso, la fuerza de interaccio´n se encuentra basada en un potencial
atractivo parabo´lico de la forma [75] :
Uint(~ri) =
c
2
(~ri − ~R)2
donde ~R es el centro de masa del enjambre el cual se puede calcular como:
~R =
1
N
N∑
j=1
~rj
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Este potencial genera fuerzas directamente sobre el centro de masa las cuales pueden
ser utilizadas para controlar la dispersio´n del enjambre produciendo un acople global de
las part´ıculas al centro de rotacio´n del enjambre. La fuerza producida por la interaccio´n
de las part´ıculas es:
~Fint = ~∇iUint(~r) = a(~ri − ~R)
~Fint =
a
N
N∑
j=1
(~ri − ~rj)
con a = c(1− 1/N).
Por otra parte, considerando el modelo de interacciones hidrodina´micas la fuerza de
interaccio´n es:
~Fint = KF
N∑
j 6=i
[
R
rij
~vj +
R(~rij · ~vij)
r3ij
~rij
]
para rij ≫ R (7.8)
Otra alternativa para la interaccio´n entre individuos se encuentra en el modelo que
incluye maniobras de evasio´n donde se tiene:
~Fint =
N∑
j 6=i
~fij (7.9)
~fij = −~∇Uij(Ri) = p
σRi
e
−
Ri
σ (~ri − ~rj) (7.10)
Siendo Ri una funcio´n de distancia entre individuos.
7.2.3. Te´rmino dependiente del espacio
Este te´rmino corresponde a la fuerza que produce el campo potencial generado por los
obsta´culos y el objetivo que componen el espacio de trabajo Uesp. Esta fuerza se puede
calcular como:
~Fesp = −kf ~∇Uesp (7.11)
7.2.4. Te´rmino estoca´stico
La fuerza estoca´stica ~Fest = ~ξ(t) corresponde a una componente de ruido blanco de
magnitud D y δ-correlacionada en el tiempo. Esta fuerza presenta componentes escalares
las cuales cumplen con:
〈ξi(t)〉 = 0
〈ξi(t)ξj(τ)〉 = 2Dδ(t− τ)δij
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Esta fuerza estoca´stica es empleada en los modelos de part´ıcula Browniana tal como
se aprecia en [24], [30], [52] y [76].
7.3. Te´rminos seleccionados
Como es de apreciar, para la fuerza dada por el espacio de trabajo y para el te´rmino
estoca´stico solo se presenta una alternativa de implementacio´n, por lo cual, estos se to-
man como fueron descritos anteriormente. Por otro lado, la fuerza de autopropulsio´n y el
te´rmino de interacciones entre individuos son de atencio´n en la presente seccio´n para su
seleccio´n.
Buscando un modelo compacto que logre describir el comportamiento de vorticidad
fueron seleccionados los te´rminos relacionados a continuacio´n. Para la componente de
autopropulsio´n (movimiento activo) se toma:
~Fact = (α− βv2i )~vi (7.12)
La anterior expresio´n tambie´n se encuentra en la ecuacio´n de Rayleigh la cual presenta
un comportamiento de ciclo limite. Con esta fuerza de autopropulsio´n la velocidad de las
part´ıculas en estado estable tiende a ser |~vi| =
√
α/β, [52], [65].
La fuerza de interaccio´n seleccionada se encuentra basada en un potencial atractivo
parabo´lico el cual permite un acople global al centro de masa del enjambre. La fuerza de
interaccio´n en este caso es:
~Fint =
a
N
N∑
j=1
(~ri − ~rj) (7.13)
7.3.1. Modelo seleccionado
Considerando lo presentado anteriormente el modelo seleccionado se encuentra descrito
por las siguientes ecuaciones:
d~ri
dt
= ~vi (7.14)
mi
d~vi
dt
= (α− βv2i )~vi −
a
N
N∑
j=1
(~ri − ~rj) + ~ξi(t) (7.15)
En este modelo segu´n [59], el te´rmino ~ξ(t) evita el colapso de los individuos de tal
forma que se puede omitir la interaccio´n de repulsio´n de rango corto. Adicionalmente en
[29] y [59] se muestra que el te´rmino ~ξ(t) permite tener una transicio´n de un movimiento
traslacional a uno rotacional lo cual se presenta cuando las condiciones iniciales de todos
los individuos son las mismas.
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7.4. Simulacio´n del modelo
Con la finalidad de observar las caracter´ısticas del modelo se realiza un conjunto de
simulaciones donde se toman diferentes valores de los para´metros del modelo. Los para´me-
tros a considerar son N , a, α, β y D.
Para la fuerza de autopropulsio´n Fact = (α − βv2i )vi la cual se puede considerar como
una fuerza disipativa Fdis = −Fact es posible observar su comportamiento con diferentes
valores de α tal como se muestra en la figura 7.1, en esta figura los valores negativos
representan la propulsio´n suministrada a la part´ıcula mientras que los valores positivos
corresponden a una accio´n de frenado. Adicionalmente en la figura 7.1 se observa que al
incrementar el valor de α la fuerza de propulsio´n aumenta.
1
2
−1
−2
1 2 3−1
α = 0,4
α = 1
α = 2
Fdis
v
Figura 7.1: Fuerza de friccio´n no lineal en funcio´n de v, para β = 1 y α de 2, 1 y 0,4.
El comportamiento de Fdis para diferentes valores de β se presenta en la figura 7.2, en
este caso se aprecia que al aumentar β la fuerza de propulsio´n disminuye mientras que el
efecto de la fuerza de frenado se incrementa.
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1 2 3−1
β = 0,4
β = 1
β = 2
Fdis
v
Figura 7.2: Fuerza de friccio´n no lineal en funcio´n de v, para α = 1 y β de 2, 1 y 0,4.
Considerando lo reportado en [26] y [29] se aprecia que los para´metros cr´ıticos del
modelo son α, β y D, por lo tanto, se toma a = 1 y N para 10 y 20 individuos. Adi-
cionalmente, dado que la velocidad de las part´ıculas en estado estable tiende a
√
α/β y
observando el efecto de β en la fuerza de autopropulsio´n (figuras 7.1 y 7.2), entonces, se
toma α = 1 y se varia β. Luego de una simulacio´n preliminar se estima que los valores
representativos de β a considerar son 0,2 y 0,5.
Segu´n [26] el valor cr´ıtico de la magnitud del ruido se puede estimar mediante la
siguiente expresio´n.
Dcr =
βα2
(
√
6β + 0,676)2
Con los valores de α y β anteriormente seleccionados se determina el valor cr´ıtico de
la magnitud del ruido obteniendo los resultados de la tabla 7.1.
α = 1 β = 0,2 β = 0,5
Dcr 0,1471 0,1384
Tabla 7.1: Valores cr´ıticos para la magnitud del ruido.
Considerando que Dcr es una estimacio´n de la magnitud cr´ıtica del ruido se escogen los
valores de 0 y 1 con el fin de observar de forma significante el efecto de esta componente.
Cuando las condiciones iniciales son iguales para la posicio´n y la velocidad las part´ıculas
presentan un movimiento de traslacio´n y en la medida que se aumenta la intensidad del
ruido existe un valor cr´ıtico para el cual el enjambre pasa de tener un movimiento de
traslacio´n a uno de rotacio´n donde el centro de masa del enjambre presenta un movimiento
aleatorio de´bil [29].
La simulacio´n se realiza empleando una aproximacio´n de Euler con un paso fijo de
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∆t = 0,1. Con el fin de lograr un movimiento de traslacio´n las condiciones iniciales son
las mismas para todas las part´ıculas, para la posicio´n se toma el origen y la velocidad
se considera con componentes de 0,001 en las dos direcciones. En la figura 7.3 se puede
apreciar el movimiento de traslacio´n que presentan las part´ıculas cuando se tiene D = 0.
−5 0 5
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y
Figura 7.3: Simulacio´n sin la presencia de ruido con N = 10 individuos y β = 0,2.
Los resultados con ruido de magnitud D = 1 se pueden observar en las figuras 7.4,
7.5, 7.6 y 7.7. La l´ınea continua muestra el movimiento descrito por el centro de masa del
enjambre.
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Figura 7.4: Simulacio´n con N = 10 individuos, β = 0,2 y una magnitud de ruido D = 1.
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Figura 7.5: Simulacio´n con N = 10 individuos, β = 0,5 y una magnitud de ruido D = 1.
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Figura 7.6: Simulacio´n con N = 20 individuos, β = 0,2 y una magnitud de ruido D = 1.
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Figura 7.7: Simulacio´n con N = 20 individuos, β = 0,5 y una magnitud de ruido D = 1.
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Otro aspecto a considerar en este grupo de simulaciones se tiene cuando las condi-
ciones iniciales se generan de forma aleatoria sin la presencia de ruido produciendo un
comportamiento de vorticidad por parte de las part´ıculas del enjambre.
Para condiciones iniciales aleatorias de la posicio´n y la velocidad y sin la presencia de
ruido se tienen los resultados presentados en las figuras 7.8, 7.9, 7.10 y 7.11. En este caso
se aprecia que el enjambre describe una trayectoria circular ma´s uniforme en comparacio´n
a los resultados presentados anteriormente.
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Figura 7.8: Simulacio´n con N = 10 individuos, β = 0,2 y una magnitud de ruido D = 0.
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Figura 7.9: Simulacio´n con N = 10 individuos, β = 0,5 y una magnitud de ruido D = 0.
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Figura 7.10: Simulacio´n con N = 20 individuos, β = 0,2 y una magnitud de ruido D = 0.
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Figura 7.11: Simulacio´n con N = 20 individuos, β = 0,5 y una magnitud de ruido D = 0.
Cap´ıtulo 8
Ana´lisis del modelo seleccionado
8.1. Introduccio´n
En este cap´ıtulo se realizan varios ana´lisis al modelo seleccionado de tal forma que
se puedan evidenciar sus caracter´ısticas ma´s relevantes con el fin de aprovecharlas en el
algoritmo de planeacio´n de trayectorias. El primer ana´lisis consiste en una comparacio´n
cualitativa con el modelo propuesto en [1] por Colin McInnes y Wahid Abdel ya que este es
uno de los trabajos ma´s relacionados con el algoritmo desarrollado en el presente documen-
to. Mediante esta comparacio´n se puede apreciar que el modelo propuesto es ma´s compacto
y con menos para´metros que el modelo empleado en [1]. Una comparacio´n cuantitativa se
deja abierta para un desarrollo futuro ya que el presente trabajo se enfoca en presentar
el algoritmo propuesto mostrando las caracter´ısticas del modelo seleccionado. Posterior-
mente se desarrolla un ana´lisis de estabilidad y de conservacio´n del momento angular con
el fin observar el comportamiento dina´mico del modelo seleccionado. Considerando las si-
mulaciones realizadas en el anterior cap´ıtulo el ana´lisis dina´mico del modelo se realiza sin
la componente estoca´stica. Con este ana´lisis se muestra que el modelo seleccionado logra
generar movimientos circulares con la presencia de un vo´rtice.
8.2. Comparacio´n con el modelo de evasio´n de mı´nimos locales
En esta seccio´n se realiza la comparacio´n cualitativa del modelo de part´ıcula activa
Browniana con el modelo propuesto en [1] por Colin McInnes y Wahid Abdel el cual se
emplea para evadir mı´nimos locales. En primer lugar se realiza una descripcio´n del modelo
utilizado para la evasio´n de mı´nimos locales expuesto en [1] y posteriormente se compara
con el modelo seleccionado.
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8.2.1. Modelo de evasio´n de mı´nimos locales
Una propuesta con la cual se busca evadir mı´nimos locales se realiza en [1] donde se
emplea un enjambre de agentes con caracter´ısticas de vorticidad, esta te´cnica se denomina
Local Minimal Avoidance (LMA), o Local Minimal Escape (LME).
El modelo descrito en [1] considera un grupo de Np individuos con masa mi, posicio´n
~ri, velocidad ~vi y distancia relativa ~rij entre el i-e´simo y j-e´simo individuo. Los agentes
interactu´an mediante un potencial generalizado de Morse Vinteraccio´n(~ri) (tambie´n utilizado
para el oscilador armo´nico cua´ntico) con un rango de´bil de atraccio´n la y un rango fuerte
de repulsio´n lr. Para controlar la velocidad de los individuos se tiene un te´rmino disipativo
con coeficiente βi.
Las ecuaciones de movimiento para una part´ıcula se pueden escribir como:
d~ri
dt
= ~vi (8.1)
mi
d~vi
dt
= ~Ftotal(~ri, ~vi) (8.2)
Donde ~Ftotal(~ri, ~vi) es la suma de todas las fuerzas que actu´an sobre el i-e´simo agente.
Considerando que la fuerza producida por un potencial se puede determinar como ~F =
−~∇V , entonces, el ca´lculo de esta fuerza se puede realizar mediante el potencial total:
Vtotal = Vinteraccio´n + Vobsta´culos + Vobjetivo (8.3)
El potencia de interaccio´n se considera como la suma de los potenciales de atraccio´n
y repulsio´n entre individuos. En este caso se emplean potenciales generalizados de Morse
con decaimiento exponencial buscando reproducir comportamientos como los presentes en
sistemas biolo´gicos cerrados.
Vinteraccio´n(~ri) =
Np∑
i 6=j
Crje
−|~ri−~rj |/lrj −
Np∑
i 6=j
Caje
−|~ri−~rj |/laj (8.4)
El potencial para los obsta´culos es:
Vobsta´culos(~ri) =
No∑
z=1
Coize
−|~ri−~roiz |/loiz (8.5)
Para el objetivo se emplea un potencial hiperbo´lico atractivo de fuerza wg con el cual
se espera asegurar la convergencia de los agentes al objetivo.
Vobjetivo(~ri) = wg
(√
1 + |~ri − ~rg|2 − 1
)
(8.6)
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La fuerza total que actu´a sobre una part´ıcula es:
~Ftotal(~ri, ~vi) = (8.7)
~Fdisipacio´n(~vi) + ~Finteraccio´n(~ri) + ~Forientacio´n(~ri, ~vi)
+~Fobsta´culos(~ri) + ~Fobjetivo(~ri)
Donde:
~Fdisipacio´n(~vi) = −βi~vi (8.8)
~Finteraccio´n(~ri) =
Np∑
i 6=j
[
Caj
laj
e−|~ri−~rj |/laj − Crj
lrj
e−|~ri−~rj |/lrj
]
rˆij (8.9)
~Fobsta´culos(~ri) =
No∑
z=1
[
Coiz
loiz
e−|~ri−~roiz |/loiz
]
rˆoiz (8.10)
~Fobjetivo(~ri) = − wg(~ri − ~rG)√
1 + |~ri − ~rg|2
(8.11)
~Forientacio´n(~ri, ~vi) = −
Np∑
i 6=j
[
CA(~vij · rˆij)e−|~rij |/lA
]
rˆij (8.12)
En las anteriores expresiones rˆij corresponde al vector unitario dirigido de la i-e´sima a la
j-e´sima part´ıcula.
8.2.2. Modelo de part´ıculas activas Brownianas
El modelo de part´ıcula activa Browniana seleccionado para el algoritmo de planeacio´n
de trayectorias es:
d~ri
dt
= ~vi (8.13)
mi
d~vi
dt
= ~Fact + ~Fint + ~Fesp + ~Fest (8.14)
Donde:
~Fact = (α− βv2i )~vi (8.15)
~Fint = − a
N
N∑
j=1
(~ri − ~rj) (8.16)
~Fesp = −kf ~∇Uesp(~r) (8.17)
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Uesp = Uobj(~r) +
M∑
m=1
Uobs,m(~r) (8.18)
Uobj(~r) = kobj dis(~r, ~robj)
2 (8.19)
Uobs(~r) = kobs dis(~r, ~robs)
−1 (8.20)
dis(~r, ~ra) =
√
(x− xa)2 + (y − ya)2 (8.21)
~Fest = ~ξ(t) (8.22)
8.2.3. Comparacio´n de modelos
Dado que la diferencia de los dos modelos se presenta para la ecuacio´n donde se rela-
ciona la derivada de la velocidad entonces se puede realizar una comparacio´n de cada uno
de los te´rminos de estas ecuaciones tal como se aprecia en la tabla 8.1.
Te´rmino Escape de mı´nimos locales Part´ıcula activa Browniana
Inercial mi
d~vi
dt mi
d~vi
dt
Disipativo-
propulsio´n
−βi~vi (α− βv2i )~vi
Interaccio´n
Np∑
i 6=j
(
Caj
laj
e
−
|~ri−~rj |
laj − Crjlrj e
−
|~ri−~rj |
lrj
)
rˆij − aN
N∑
j=1
(~ri − ~rj)
Objetivo ~F = −~∇V ~Fesp = −kf ~∇Uesp(~r)
Alineamiento −
Np∑
i 6=j
[
CA(~vij · rˆij)e−|~rij |/lA
]
rˆij No presenta
Estoca´stico No presenta ~ξ(t)
Tabla 8.1: Comparacio´n de modelos.
La comparacio´n cualitativa de los modelos se puede observar en la tabla 8.2.
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Te´rmino Escape de mı´nimos locales Part´ıcula activa Browniana
Inercial No se presenta diferencia No se presenta diferencia
Disipativo-
propulsio´n
Solo presenta un te´rmino disi-
pativo
Presenta un termino disipati-
vo y uno de propulsio´n.
Interaccio´n Emplea potencial de morse de
atraccio´n y repulsio´n
Emplea potencial parabo´lico
de atraccio´n
Objetivo Depende del potencial del ob-
jetivo y los obsta´culos
Depende del potencial del ob-
jetivo y los obsta´culos
Alineamiento Funcio´n de alineamiento de
las part´ıculas para tener una
sola direccio´n
No se presenta
Estoca´stico No se presenta Funcio´n estoca´stica de ruido
blanco
Tabla 8.2: Comparacio´n cualitativa de modelos.
8.3. Ana´lisis de la formacio´n de vo´rtices
En este ana´lisis se realizan varias consideraciones con las cuales se busca describir el
comportamiento de vorticidad cuando el enjambre se encuentra en un mı´nimo local.
Recordando que el modelo seleccionado es:
d~ri
dt
= ~vi
mi
d~vi
dt
= (α− βv2i )~vi −
a
N
N∑
j=1
(~ri − ~rj)− kf ~∇iUesp(~ri) + ~ξi(t)
Es importante sen˜alar que el factor producido por las interacciones entre part´ıculas esta´ da-
do por un potencial parabo´lico de la forma [75]:
Uint(~ri) =
c
2
(~ri − ~R)2
Este potencial armo´nico genera fuerzas directamente sobre el centro de masa presentando
un acople global de las part´ıculas al centro rotacio´n de estas. El para´metro a asociado al
campo de interaccio´n puede ser empleado para controlar la dispersion del enjambre. La
fuerza producida por la interaccio´n de las part´ıculas es:
~Fint,i = −~∇iUint(~ri)
~Fint,i = −c
(
1− 1
N
)
(~ri − ~R)
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con a = c(1− 1/N) se tiene:
~Fint,i = − a
N
N∑
j=1
(~ri − ~rj)
A continuacio´n se realiza un ana´lisis de energ´ıa tomando como referencia el proce-
dimiento presentado en [58], posteriormente se muestra un ana´lisis de conservacio´n de
momento angular para comprobar que el modelo logra generar vo´rtices. El ana´lisis se
efectu´a sin considerar la presencia de la componente estoca´stica ya que las simulaciones
realizadas en la seccio´n anterior muestran que para condiciones iniciales aleatorias no se
requiere la componente estoca´stica para que exista un movimiento circular. Adicionalmen-
te en trabajos donde se analiza el modelo de part´ıcula activa Browniana ([24], [27], [28])
se realiza un ana´lisis preliminar sin esta componente donde se observa la presencia de un
ciclo limite el cual esta ligado la fuerza de auto-propulsio´n.
8.3.1. Posicio´n y velocidad media del enjambre
Con la velocidad media del enjambre se busca determinar la condicio´n de equilibrio para
la velocidad de las part´ıculas cuando estas se encuentran en un mı´nimo local. Recordando
que la posicio´n y velocidad media del enjambre se definen como:
~R =
1
N
N∑
i=1
~ri,
~V =
1
N
N∑
i=1
~vi
y considerando que la masa de las part´ıculas es la misma para todas mi = m, entonces, la
ecuacio´n de movimiento de la velocidad media del enjambre es:
m
d~V
dt
=
1
N
N∑
i=1
(α− βv2i )~vi −
a
N
N∑
i=1
(
1
N
N∑
j=1
(~ri − ~rj)
)
− 1
N
N∑
i=1
kf ~∇iUesp(~ri) (8.23)
el punto de equilibrio para la velocidad media del enjambre se tiene con d~V /dt = 0, es
decir:
0 =
N∑
i=1
(α− βv2i )~vi − a
N∑
i=1
(
1
N
N∑
j=1
(~ri − ~rj)
)
−
N∑
i=1
kf ~∇iUesp(~ri)
0 =
N∑
i=1
(α− βv2i )~vi −
N∑
i=1
kf ~∇iUesp(~ri)
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Considerando que el enjambre al encontrarse cerca de un mı´nimo local ~∇iUesp(~ri) ≈ 0,
se tiene:
N∑
i=1
(α− βv2i )~vi ≈ 0
la anterior expresio´n se cumple con ~vi = 0 o con vi =
√
α/β.
8.3.2. Ana´lisis de energ´ıa
Con este ana´lisis se busca mostrar la conservacio´n de la energ´ıa cuando el enjambre se
encuentra en un mı´nimo local. El primer paso en este desarrollo consiste en determinar la
correspondiente energ´ıa cine´tica y potencial de cada part´ıcula. La energ´ıa cine´tica de una
part´ıcula es:
Ti =
1
2
miv
2
i (8.24)
Por otro lado, la energ´ıa potencial para una part´ıcula se puede calcular como:
Ui = Uint(~ri) + kfUesp(~ri) (8.25)
Para el siguiente procedimiento se debe tener presente que la derivada de una funcio´n
de la forma f(xi(t)) obedece a la regla de la cadena:
df
dt
=
df
dxi
dxi
dt
(8.26)
El siguiente paso en este desarrollo consiste en tomar la derivada de Ti+Ui en funcio´n
del tiempo, obteniendo:
d
dt
(Ti + Ui) =
d
dt
(
1
2
miv
2
i + Uint(~ri) + kfUesp(~ri)
)
(8.27)
Para un potencial de interaccio´n de la forma:
Uint(~ri) =
c
2
(~ri − ~R)2
al tomar la derivada con respecto al tiempo se tiene:
d
dt
Uint(~ri) = c
(
~ri − ~R
)
·
(
d~ri
dt
− d
~R
dt
)
= (~vi − ~V ) · c
N
N∑
j=1
(~ri − ~rj)
= ~vi · ~∇iUint(~ri)− ~V · ~∇iUint(~ri)
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Considerando que la posicio´n de una part´ıcula se puede representar como ~ri = rx,iuˆx+
ry,iuˆy donde (uˆx, uˆy) son vectores unitarios en la direccio´n x y y respectivamente, entonces,
la derivada temporal del campo potencial asociado a los obsta´culos y el objetivo Uesp se
puede calcular como:
d
dt
Uesp(~ri) =
∂Uesp
∂rx,i
drx,i
dt
+
∂Uesp
∂ry,i
dry,i
dt
=
[
∂Uesp
∂rx,i
uˆx +
∂Uesp
∂ry,i
uˆy
]
·
[
drx,i
dt
uˆx +
dry,i
dt
uˆy
]
= ~∇iUesp(~ri) · ~vi
= ~vi · ~∇iUesp(~ri)
Con los anteriores resultados se tiene la derivada en funcio´n del tiempo para Ti + Ui,
d
dt
(Ti + Ui) = mi~vi · ~vi
dt
+ (~vi − ~V ) · c
N
N∑
j=1
(~ri − ~rj) + ~vi · kf ~∇iUesp(~ri) (8.28)
Realizando el producto interno entre ~vi y la ecuacio´n de movimiento se tiene:
mi~vi · d~vi
dt
= ~vi · (α− βv2i )~vi − ~vi ·
a
N
N∑
j=1
(~ri − ~rj)− ~vi · kf ~∇iUesp(~ri) (8.29)
Reemplazando la ecuacio´n 8.29 en 8.28 y realizando la suma para todas las part´ıculas
del enjambre se tiene que la derivada de la energ´ıa total del enjambre es:
d
dt
(T + U) =
N∑
i=1
d
dt
(Ti + Ui) (8.30)
=
N∑
i=1
(α− βv2i )v2i (8.31)
De lo anterior se puede decir que el enjambre de part´ıculas mantienen un estado cons-
tante de energ´ıa si:
dE
dt
=
N∑
i=1
(α− βv2i )v2i = 0 (8.32)
Del ana´lisis realizado a la velocidad media se tiene que vi = 0 o vi =
√
α/β lo cual
hace que dE/dt = 0 implicando que la energ´ıa del enjambre tiende a conservarse para
estos valores, en particular siendo de intere´s vi =
√
α/β para la formacio´n del vo´rtice.
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8.3.3. Ana´lisis de momento angular
Con este ana´lisis se pretende evidenciar el comportamiento de vorticidad que presenta
el modelo, para lo cual, en primer lugar se revisa el concepto de conservacio´n del mo-
mento angular y posteriormente se presenta un desarrollo con el cual se puede apreciar la
conservacio´n del momento angular de las part´ıculas.
El momento angular permite observar las simetr´ıas rotacionales en los sistemas f´ısicos.
En algunos casos esta simetr´ıa permanece constante dando lugar a la ley de conservacio´n
de momento angular. Para una part´ıcula que se mueve con respecto a un punto O tal
como se aprecia en la figura 8.1, el momento angular de la part´ıcula respecto a este punto
se define como:
~L = ~r ×m~v (8.33)
b
m
~r
~v
x
y
z
O
Figura 8.1: Part´ıcula realizando un movimiento circular alrededor de O.
El ana´lisis de conservacio´n del momento consiste en determinar cuando ~L es constante
por lo cual se calcula su derivada y se iguala acero.
d~L
dt
=
d~r
dt
×m~v + ~r ×md~v
dt
(8.34)
Dado que d~r/dt× ~v = 0 entonces se tiene que:
d~L
dt
= ~r × ~F (8.35)
Para que exista conservacio´n del momento angular se debe tener que ~r× ~F = 0 lo cual
se presenta cuando la magnitud de la fuerza es cero o cuando la fuerza que se ejerce sobre
la part´ıcula pasa por el radio de giro de esta, lo cual ocurre con part´ıculas que giran con
respecto a un punto fijo a velocidad constante.
Para establecer las condiciones de conservacio´n del momento angular del modelo, se
calcula el producto vectorial de ~ri con todos los te´rminos de la ecuacio´n de movimiento
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obteniendo:
mi~ri × d~vi
dt
= ~ri × (α− βv2i )~vi − ~ri × ~∇iUint(~ri)− ~ri × kf ~∇iUesp(~ri) (8.36)
Tomando la suma para todas las part´ıculas del enjambres se tiene:
N∑
i=1
mi~ri× d~vi
dt
=
N∑
i=1
~ri× (α− βv2i )~vi−
N∑
i=1
~ri× ~∇iUint(~ri)−
N∑
i=1
~ri× kf ~∇iUesp(~ri) (8.37)
El gradiente del potencial Uint,i esta´ dado por la interaccio´n de pares de part´ıculas a
lo largo de ~rij , debido a la simetr´ıa de las interacciones internas este te´rmino tiende a ser
nulo. Los torques internos por interacciones de dos part´ıculas se anulan lo cual se puede
comprobar aplicando la identidad ~ri × ~rj = −~rj × ~ri, es decir:
N∑
i=1
~ri ×∇Uint,i =
N∑
i=1
~ri × a
N
N∑
j=1
(~ri − ~rj)
=
a
N
N∑
i=1
N∑
j=1
(~ri × ~ri − ~ri × ~rj)
=
a
N
N∑
i=1
N∑
j=1
(−~ri × ~rj)
= 0
Con el fin de observar mejor el anterior resultado se pueden desarrollar las sumas de
la siguiente forma:
N∑
i=1
N∑
j=1
(~ri × ~rj) = [(~r1 × ~r1) + (~r1 × ~r2) + (~r1 × ~r3) + · · ·+ (~r1 × ~rN )
+(~r2 × ~r1) + (~r2 × ~r2) + (~r2 × ~r3) + · · ·+ (~r2 × ~rN)
+(~r3 × ~r1) + (~r3 × ~r2) + (~r3 × ~r3) + · · ·+ (~r3 × ~rN)
...
+(~rN × ~r1) + (~rN × ~r2) + (~rN × ~r3) + · · ·+ (~rN × ~rN )]
= 0
Recordando que el momento angular de una part´ıcula se puede determinar como:
Li = mi~ri × ~vi (8.38)
entonces, la condicio´n para establecer la conservacio´n del momento angular esta´ dada por
la siguiente ecuacio´n.
N∑
i=1
dLi
dt
=
N∑
i=1
mi~ri × d~vi
dt
= 0 (8.39)
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Reemplazando la ecuacio´n 8.37 en 8.39 se tiene:
N∑
i=1
dLi
dt
=
N∑
i=1
~ri × (α− βv2i )~vi −
N∑
i=1
~ri × kf ~∇iUesp(~ri) (8.40)
Del ana´lisis realizado en la anterior seccio´n se tiene que el enjambre de part´ıculas en
estado estable tiende a presentar una velocidad de magnitud v = 0 o v =
√
α/β, por lo
cual, el te´rmino asociado a la propulsio´n en estado estable se elimina. Por otro lado, si se
considera un caso donde el enjambre de las part´ıculas se encuentra cerca a un mı´nimo local
o global la fuerza producida por este campo potencial se puede tomar como ~∇iUesp(~ri) ≈ 0,
por lo tanto:
N∑
i=1
~ri × kf ~∇iUesp(~ri) ≈ 0
Bajo las anteriores consideraciones se tiene que:
N∑
i=1
dLi
dt
= 0 (8.41)
lo cual indica que el momento angular se conserva, por lo tanto, en estado estable y en la
presencia de un mı´nimo global o local el enjambre de part´ıculas se mueve de forma circular
generando un vo´rtice.
Cap´ıtulo 9
Implementacio´n del modelo y
propuesta del algoritmo
9.1. Introduccio´n
En este cap´ıtulo se describe el algoritmo propuesto para la planeacio´n de trayectorias
el cual se encuentra basado en el modelo seleccionado. La implementacio´n del modelo
en el algoritmo se realiza discretizando las ecuaciones de movimiento. Adicionalmente, se
propone una estrategia para lograr que el enjambre de part´ıculas pueda escapar de mı´nimos
locales. La estrategia desarrollada consiste en incrementar la energ´ıa de autopropulsio´n
cuando el enjambre se estanca en un mı´nimo local. Para establecer cuando las part´ıculas
llegan a un mı´nimo local se guarda un registro del valor mı´nimo del campo potencial que
las part´ıculas han visitado. De los aspectos a sen˜alar en esta metodolog´ıa se tiene que el
mı´nimo global es conocido lo cual se emplea como criterio de finalizacio´n considerando
que otro criterio de parada es el nu´mero ma´ximo de iteraciones permitidas.
9.2. Implementacio´n del modelo
Para incorporar en el algoritmo el modelo dina´mico del enjambre se discretizan las
ecuaciones diferenciales tomando un intervalo de tiempo ∆t, de tal forma que se tiene:
~ri[n+ 1] = ~ri[n] + ~vi[n]∆t (9.1)
~vi[n+ 1] = ~vi[n] + (9.2)[(
α− βv2i [n]
)
~vi[n]− a
N
N∑
j=1
(~ri[n]− ~rj[n])− kf ~∇Uesp(~ri[n]) + ~ξi[n]
]
∆t
mi
El ca´lculo de ~ξi[n] se realiza en cada iteracio´n mediante una distribucio´n uniforme de
media cero y varianza D. Adicionalmente para tener un algoritmo ma´s eficiente la fuerza
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dada por la interaccio´n entre individuos se puede calcular de la siguiente forma:
a
N
N∑
j=1
(~ri[n]− ~rj[n]) = a
(
~ri[n]− 1
N
N∑
j=1
~rj [n]
)
= a
(
~ri[n]− ~R
)
(9.3)
9.3. Estrategia propuesta para la evasio´n de mı´nimos locales
El algoritmo desarrollado se encuentra basado en primer lugar en el comportamiento de
vorticidad que presentan las part´ıculas cuando se encuentran en un mı´nimo y en segundo
lugar se considera que el mı´nimo global es conocido correspondiendo al objetivo.
Considerando lo anterior para lograr que las part´ıculas escapen de un mı´nimo local
se propone aumentar la energ´ıa de propulsio´n α cuando el enjambre se encuentre en un
mı´nimo local.
Para incrementar la energ´ıa de propulsio´n se considera un valor mı´nimo del campo
potencial Umin el cual se calcula con la ecuacio´n 9.6 y que se actualiza en cada iteracio´n
empleando el valor actual del campo potencial Uact el cual se determina conociendo el
promedio de las posiciones del enjambre ~R mediante las ecuaciones 9.4 y 9.5.
~R =
1
N
N∑
j=1
~rj (9.4)
Uact = Uesp(~R) (9.5)
Umin =
{
Uact, si Umin ≥ Uact;
Umin, si Umin < Uact.
(9.6)
La adicio´n de energ´ıa de propulsio´n se realiza mediante el factor de propulsio´n:
α = α0 + αe (9.7)
Donde α0 es el valor mı´nimo de propulsio´n y αe corresponde a la parte de energ´ıa que se
adiciona la cual se encuentra limitada 0 ≥ αe ≥ αmax. En esta propuesta la variacio´n de
αe se considera como:
dαe
dt
=
{
τc, si Umin ≤ Uact;
τd, si Umin > Uact.
(9.8)
El ca´lculo de αe en el algoritmo se realiza como:
αe[n + 1] =
{
αe[n] + τc∆t, si Umin ≤ Uact;
αe[n]− τd∆t, si Umin > Uact. (9.9)
Con la anterior funcio´n se espera que la energ´ıa de propulsio´n aumente hasta que
las part´ıculas logren evadir el mı´nimo local, es decir, cuando Umin cambie. El aumento
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de la energ´ıa esta´ dado por el para´metro τc el cual es la tasa con la cual se incrementa
la energ´ıa de autopropulsio´n. Cuando el enjambre logra evadir el mı´nimo local se libera
la energ´ıa adicionada con una tasa de descarga τd. Para efectos pra´cticos se considera
τd ≫ τc. Finalmente la trayectoria se determina como el promedio de las posiciones de las
part´ıculas.
9.4. Algoritmo propuesto
Considerando que N corresponde al total de individuos del enjambre entonces el algo-
ritmo propuesto para la planeacio´n de trayectorias es el siguiente.
Algorimo 2: Algoritmo propuesto para la planeacio´n de trayectorias.
1 Inicializar el enjambre en el espacio solucio´n. La posicio´n inicial es el punto de
partida y la velocidad inicial es aleatoria;
2 begin
3 while Hasta llegar al punto destino o bajo algu´n criterio de finalizacio´n. do
4 Establecer la posicio´n media del enjambre ~R empleando la ecuacio´n 9.4;
5 Calcular Uact con la expresio´n 9.5;
6 Actualizar Umin mediante la ecuacio´n 9.6;
7 Determinar αe empleando la expresio´n 9.9;
8 for i = 1 hasta N do
9 Calcular la nueva posicio´n de las part´ıculas con la ecuacio´n 9.1;
10 Calcular la nueva velocidad de las part´ıculas empleando la ecuacio´n 9.2;
11 end
12 Pasar a la siguiente iteracio´n incrementando n.
13 end
14 Establecer la trayectoria final, como el promedio de las posiciones de las
part´ıculas.
15 end
Cap´ıtulo 10
Ana´lisis cualitativo de resultados
10.1. Introduccio´n
En este cap´ıtulo se presentan los resultados para el me´todo cla´sico de campos potencia-
les basado en gradiente y el me´todo propuesto. Segu´n lo expuesto en [1], [16], [31], [70] y
[87] cuando se emplea el me´todo de campos potenciales para la planeacio´n de trayectorias
se pueden considerar tres casos t´ıpicos, el primero no tiene mı´nimos locales, en el segundo
caso se presenta un mı´nimo local por variacio´n de los para´metros del campo potencial y en
el tercer caso se tiene un obsta´culo tipo barrera con un mı´nimo local. Adicionalmente, se
consideran dos casos especiales los cuales consisten en pasos estrechos y un obsta´culo tipo
U. Con el fin de observar el comportamiento del algoritmo para diferentes valores de sus
para´metros se toman como referencia las simulaciones realizadas del modelo, siendo los
para´metros a variar el numero de individuos, la magnitud del ruido y el coeficiente de la
fuerza disipativa. Los resultados cualitativos se presentan mediante figuras representativas
de cada caso.
10.2. Me´todo de campos potenciales basado en gradiente
El me´todo cla´sico de campos potenciales se encuentra fundamentado en el ca´lculo de
un vector unitario dado por el gradiente del potencial. Para este me´todo se probo su
efectividad en tres casos t´ıpicos los cuales consisten en un campo potencial sin mı´nimos
locales, un campo potencial con mı´nimo local y un potencial con un obsta´culo de barrera
que presenta un mı´nimo local. En todos los casos implementados se emplea un potencial
de atraccio´n de magnitud kobj = 0,2. El algoritmo se implementa empleando un paso de
magnitud uno.
El primer caso a considerar consiste en varios obsta´culos en el espacio de trabajo sin
la presencia de mı´nimos locales, para lograr esta configuracio´n el valor de la constante
asociada a los potenciales de los obsta´culos se toma de kobs = 50. Con este potencial se
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puede determinar la trayectoria empleando el ca´lculo del gradiente tal como se observa en
las figuras 10.1.a y 10.1.b. En la figura 10.1.a se muestra la superficie del campo potencial
generado donde se puede apreciar el objetivo y la presencia de tres obsta´culos, adicional-
mente el contorno del campo potencial y la trayectoria generada se presenta en la figura
10.1.b.
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Figura 10.1: a) Campo potencial y trayectoria, b) Contorno del campo potencial y trayectoria.
Un caso donde se presenta un mı´nimo local en el campo potencial total se obtiene al
incrementar la magnitud del campo para los obsta´culos (kobs = 250). En esta configuracio´n
no se tiene un obsta´culo directo entre el punto inicial y el objetivo sin embargo se presenta
un mı´nimo local en este trayecto lo cual no permite que el me´todo basado en gradiente logre
determinar la trayectoria. En la figura 10.2.a se aprecia la superficie del campo potencial
generado mientras que en la figura 10.2.b se muestra el contorno donde se aprecia la
existencia del mı´nimo local.
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Figura 10.2: a) Campo potencial y trayectoria, b) Contorno del campo potencial y trayectoria.
Para lograr una configuracio´n tipo trampa o barrera se adiciona un obsta´culo a la
configuracio´n mostrada anteriormente, en este caso adema´s de existir un mı´nimo local se
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tiene un obsta´culo entre el punto inicial y el objetivo. La superficie del campo potencial se
muestra en la figura 10.3.a donde se aprecia el obsta´culo adicionado. El mı´nimo local se
puede observar en el contorno del potencial (figura 10.3.b). Para esta configuracio´n al igual
que en el anterior caso el me´todo basado en gradiente no logra determinar la trayectoria.
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Figura 10.3: a) Campo potencial y trayectoria, b) Contorno del campo potencial y trayectoria.
10.3. Me´todo propuesto
A continuacio´n se presentan algunos resultados para los anteriores campos potenciales
empleando el algoritmo propuesto. Con el fin de observar el comportamiento del algoritmo
para diferentes para´metros se escogieron los siguientes valores considerando las simulacio-
nes realizadas del modelo.
Poblacio´n N : 10 y 20.
Fuerza estoca´stica D: 0 y 1,0.
Para´metro de frenado β: 0,2 y 0,5.
Para los otros para´metros se toma: masa de las part´ıculas mi = 1, paso de simulacio´n
∆t = 0,1, para´metro de interaccio´n entre individuos a = 1, factor de autopropulsio´n base
α0 = 1, tasa de incremento de la energ´ıa de propulsio´n τc = 1, tasa para la liberacio´n de
la energ´ıa de propulsio´n τd = 5 y coeficiente de ponderacio´n del campo potencial kf = 30,
adicionalmente la energ´ıa de propulsion se encuentra limitada de la forma 0 ≤ αe ≤ 10.
En la tabla 10.1 se muestran los diferentes casos que se tienen para la combinacio´n de
para´metros.
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Caso Caso 1 Caso 2 Caso 3 Caso 4 Caso 5 Caso 6 Caso 7 Caso 8
D 0 0 0 0 1 1 1 1
N 10 10 20 20 10 10 20 20
β 0.2 0.5 0.2 0.5 0.2 0.5 0.2 0.5
Tabla 10.1: Lista de casos para los diferentes para´metros considerados.
Los resultados presentados en esta seccio´n corresponden a figuras representativas de
cada caso las cuales consisten en las trayectorias que describen las part´ıculas como tambie´n
la trayectoria promedio y la energ´ıa adicionada para que el enjambre logre salir del mı´nimo
local.
10.3.1. Campo potencial sin mı´nimo local
En la tabla 10.2 se presenta el listado de las figuras ma´s representativas para un campo
potencial sin la presencia de mı´nimos locales. En esta tabla se relacionan las figuras de
las trayectorias que describen las part´ıculas como tambie´n la trayectoria promedio. En
esta oportunidad no se muestra la figura de energ´ıa adicionada porque en ningu´n caso fue
necesario este incremento.
Caso Caso 1 Caso 2 Caso 3 Caso 4 Caso 5 Caso 6 Caso 7 Caso 8
Enjambre 10.4.a 10.5.a 10.6.a 10.7.a 10.8.a 10.9.a 10.10.a 10.11.a
Promedio 10.4.b 10.5.b 10.6.b 10.7.b 10.8.b 10.9.b 10.10.b 10.11.b
Tabla 10.2: Lista de figuras para las ejecuciones considerando diferentes para´metros.
En este grupo de figuras se aprecia que la trayectoria final generada es muy similar
en la mayor´ıa de casos presenta´ndose pequen˜as variaciones cuando se emplea ruido de
magnitud uno. En buena proporcio´n los resultados obtenidos son similares al me´todo
basado en gradiente lo cual indica que en este caso la fuerza asociada al campo potencial
presenta una fuerte influencia en el comportamiento del enjambre.
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Figura 10.4: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, para D = 0,
N = 10 y β = 0,2.
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Figura 10.5: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, para D = 0,
N = 10 y β = 0,5.
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Figura 10.6: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, para D = 0,
N = 20 y β = 0,2.
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Figura 10.7: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, para D = 0,
N = 20 y β = 0,5.
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Figura 10.8: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, para D = 1,
N = 10 y β = 0,2.
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Figura 10.9: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, para D = 1,
N = 10 y β = 0,5.
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Figura 10.10: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 1,
N = 20 y β = 0,2.
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Figura 10.11: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 1,
N = 20 y β = 0,5.
10.3.2. Campo potencial con mı´nimo local
La relacio´n de figuras de los resultados obtenidos para el campo potencial donde se
presenta un mı´nimo local se pueden apreciar en la tabla 10.3. En este caso se presentan
las figuras de la energ´ıa adicionada para evadir el mı´nimo local.
Caso Caso 1 Caso 2 Caso 3 Caso 4 Caso 5 Caso 6 Caso 7 Caso 8
Enjambre 10.12.a 10.14.a 10.16.a 10.18.a 10.20.a 10.22.a 10.24.a 10.26.a
Promedio 10.12.b 10.14.b 10.16.b 10.18.b 10.20.b 10.22.b 10.24.b 10.26.b
Energ´ıa 10.13 10.15 10.17 10.19 10.21 10.23 10.25 10.27
Tabla 10.3: Lista de figuras para las ejecuciones considerando diferentes para´metros.
En este grupo de figuras se aprecia que es necesario incrementar la energ´ıa de propulsio´n
para que el enjambre logre escapar del mı´nimo local. En los casos donde no se tiene la
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accio´n del ruido se aprecia que al incrementar la fuerza de frenado las part´ıculas del
enjambre tienden a estar ma´s juntas. Cuando se incorpora la componente estoca´stica se
presenta una mayor dispersio´n de los individuos lo cual genera una trayectoria con mayores
irregularidades.
Como se aprecia en la mayor´ıa de los casos la energ´ıa de propulsio´n adicionada no
llega a ser la maxima limitada lo cual indica que el enjambre no muestra dificultades para
lograr evadir mı´nimos locales, adicionalmente se aprecia que el enjambre no presenta un
comportamiento con movimientos circulares ya que logra evadir el mı´nimo local empleando
una energ´ıa de propulsio´n moderada.
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Figura 10.12: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 0,
N = 10 y β = 0,2.
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Figura 10.13: Energ´ıa adicionada para evadir el mı´nimo local, con D = 0, N = 10 y β = 0,2.
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Figura 10.14: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 0,
N = 10 y β = 0,5.
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Figura 10.15: Energ´ıa adicionada para evadir el mı´nimo local, con D = 0, N = 10 y β = 0,5.
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Figura 10.16: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 0,
N = 20 y β = 0,2.
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Figura 10.17: Energ´ıa adicionada para evadir el mı´nimo local, con D = 0, N = 20 y β = 0,2.
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Figura 10.18: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 0,
N = 20 y β = 0,5.
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Figura 10.19: Energ´ıa adicionada para evadir el mı´nimo local, con D = 0, N = 20 y β = 0,5.
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Figura 10.20: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 1,
N = 10 y β = 0,2.
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Figura 10.21: Energ´ıa adicionada para evadir el mı´nimo local, con D = 1, N = 10 y β = 0,2.
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Figura 10.22: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 1,
N = 10 y β = 0,5.
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Figura 10.23: Energ´ıa adicionada para evadir el mı´nimo local, con D = 1, N = 10 y β = 0,5.
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Figura 10.24: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 1,
N = 20 y β = 0,2.
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Figura 10.25: Energ´ıa adicionada para evadir el mı´nimo local, con D = 1, N = 20 y β = 0,2.
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Figura 10.26: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 1,
N = 20 y β = 0,5.
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Figura 10.27: Energ´ıa adicionada para evadir el mı´nimo local, con D = 1, N = 20 y β = 0,5.
10.3.3. Campo potencial con obsta´culo tipo barrera
En la tabla 10.4 se puede apreciar la lista de resultados obtenidos para el campo
potencial con un obsta´culo tipo barrera el cual presenta un mı´nimo local. En esta tabla
se relacionan las figuras que muestran las trayectorias de las part´ıculas sobre el contorno
del campo potencial, tambie´n se presenta la trayectoria media del enjambre y las figuras
que muestran la energ´ıa adicionada en cada caso.
Caso Caso 1 Caso 2 Caso 3 Caso 4 Caso 5 Caso 6 Caso 7 Caso 8
Enjambre 10.28.a 10.30.a 10.32.a 10.34.a 10.36.a 10.38.a 10.40.a 10.42.a
Promedio 10.28.b 10.30.b 10.32.b 10.34.b 10.36.b 10.38.b 10.40.b 10.42.b
Energ´ıa 10.29 10.31 10.33 10.35 10.37 10.39 10.41 10.43
Tabla 10.4: Lista de figuras para las ejecuciones considerando diferentes para´metros.
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En este grupo de figuras se aprecia que en los casos donde no se considera la influencia
del ruido y adicionalmente se tiene un factor de frenado de β = 0,5, el enjambre de
part´ıculas tiende a estar ma´s junto sin presentar trayectorias circulares, por otro lado, si
β = 0,2 se observan movimientos circulares.
En los casos donde se incorpora la componente estoca´stica se aprecia que las part´ıculas
describen trayectorias circulares cerca del mı´nimo local. En todos los casos se llega al valor
ma´ximo de la energ´ıa de propulsion adicionada mantenie´ndose en esta valor hasta que el
enjambre logra escapar del mı´nimo local.
Aunque en todos los casos se logra determinar un trayectoria desde el punto inicial al
punto objetivo se aprecia que en algunas situaciones se presenta una trayectoria que puede
ser no optima, por lo cual, se puede considerar la necesidad de incorporar un algoritmo
para suavizar las trayectorias irregulares y eliminar las trayectorias circulares.
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Figura 10.28: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 0,
N = 10 y β = 0,2.
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Figura 10.29: Energ´ıa adicionada para evadir el mı´nimo local, con D = 0, N = 10 y β = 0,2.
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Figura 10.30: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 0,
N = 10 y β = 0,5.
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Figura 10.31: Energ´ıa adicionada para evadir el mı´nimo local, con D = 0, N = 10 y β = 0,5.
−10 0 10 20 30 40 50 60
−10
0
10
20
30
40
50
60
a) Trayectorias
x
y
−10 0 10 20 30 40 50 60
−10
0
10
20
30
40
50
60
b) Trayectoria promedio
x
y
Figura 10.32: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 0,
N = 20 y β = 0,2.
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Figura 10.33: Energ´ıa adicionada para evadir el mı´nimo local, con D = 0, N = 20 y β = 0,2.
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Figura 10.34: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 0,
N = 20 y β = 0,5.
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Figura 10.35: Energ´ıa adicionada para evadir el mı´nimo local, con D = 0, N = 20 y β = 0,5.
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Figura 10.36: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 1,
N = 10 y β = 0,2.
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Figura 10.37: Energ´ıa adicionada para evadir el mı´nimo local, con D = 1, N = 10 y β = 0,2.
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Figura 10.38: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 1,
N = 10 y β = 0,5.
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Figura 10.39: Energ´ıa adicionada para evadir el mı´nimo local, con D = 1, N = 10 y β = 0,5.
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Figura 10.40: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 1,
N = 20 y β = 0,2.
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Figura 10.41: Energ´ıa adicionada para evadir el mı´nimo local, con D = 1, N = 20 y β = 0,2.
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Figura 10.42: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 1,
N = 20 y β = 0,5.
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Figura 10.43: Energ´ıa adicionada para evadir el mı´nimo local, con D = 1, N = 20 y β = 0,5.
10.4. Configuraciones especiales
Adicional a los casos presentados anteriormente los cuales son comu´nmente empleados
para mostrar ciertas caracter´ısticas de los algoritmos de planeacio´n de trayectorias existen
casos que provienen de situaciones practicas, uno de estos se tiene con grupo de obsta´culos
que forman un pasaje estrecho [74], mientras que el otro caso se puede considerar como
una extensio´n del campo potencial tipo barrera y consiste en una configuracio´n de trampa
tipo U [1], [31]. En estas dos configuraciones de campo potencial se observa la presencia
de mı´nimos locales.
Al igual que en la anterior seccio´n, para estos casos especiales se observara el desempen˜o
del algoritmo con diferentes valores de los para´metros D, N y β los cuales se relacionan
en la tabla 10.1.
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10.4.1. Campo potencial con pasaje estrecho
Cuando se tienen obsta´culos muy pro´ximos se generan pasajes estrechos debido a las
magnitudes de los campos potenciales asociados a los obsta´culos. En este caso cuando la
magnitud de los campos potenciales es alta se genera una barrera en el pasaje estrecho
la cual dificulta la planeacio´n de la trayectoria. Uno de los problemas que se presenta en
esta configuracio´n es la oscilacio´n de la trayectoria [74].
En la figura 10.44.a se presenta el campo potencial generado con la presencia de un
pasaje estrecho. El contorno de este campo potencial se puede apreciar en la figura 10.44.b
donde se observa que en el inicio del pasaje estrecho se genera un mı´nimo local.
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Figura 10.44: a) Campo potencial con la presencia de un pasaje estrecho, b) Contorno del campo
potencial con la presencia de un pasaje estrecho.
En la tabla 10.5 se relaciona la lista de los resultados obtenidos del algoritmo propuesto
para el campo potencial que presenta un pasaje estrecho.
Caso Caso 1 Caso 2 Caso 3 Caso 4 Caso 5 Caso 6 Caso 7 Caso 8
Enjambre 10.45.a 10.47.a 10.49.a 10.51.a 10.53.a 10.55.a 10.57.a 10.59.a
Promedio 10.45.b 10.47.b 10.49.b 10.51.b 10.53.b 10.55.b 10.57.b 10.59.b
Energ´ıa 10.46 10.48 10.50 10.52 10.54 10.56 10.58 10.60
Tabla 10.5: Lista de figuras para las ejecuciones considerando diferentes para´metros.
En este grupo de figuras se aprecia que el enjambre de part´ıculas con los para´metros
seleccionados logra escapar del mı´nimo local y recorrer el pasaje estrecho permitiendo
de esta forma determinar una trayectoria desde el punto inicial al punto objetivo. En la
mayor´ıa de los casos se presentan oscilaciones en el pasaje estrecho lo cual puede hacer
que el robot mo´vil colisione con los obsta´culos. En todos los casos se aprecia que la energ´ıa
adicionada llega a su valor ma´ximo mantenie´ndose en este hasta que el enjambre logra
salir del mı´nimo local. Lo anterior causa que la trayectoria generada presente movimientos
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circulares antes de escapar del mı´nimo local.
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Figura 10.45: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 0,
N = 10 y β = 0,2.
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Figura 10.46: Energ´ıa adicionada para evadir el mı´nimo local, con D = 0, N = 10 y β = 0,2.
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Figura 10.47: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 0,
N = 10 y β = 0,5.
CAPI´TULO 10. ANA´LISIS CUALITATIVO DE RESULTADOS 94
0 50 100 150 200 250 300 350 400 450 500
0
2
4
6
8
10
Energía adicionada
Iteración
Ea
Figura 10.48: Energ´ıa adicionada para evadir el mı´nimo local, con D = 0, N = 10 y β = 0,5.
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Figura 10.49: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 0,
N = 20 y β = 0,2.
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Figura 10.50: Energ´ıa adicionada para evadir el mı´nimo local, con D = 0, N = 20 y β = 0,2.
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Figura 10.51: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 0,
N = 20 y β = 0,5.
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Figura 10.52: Energ´ıa adicionada para evadir el mı´nimo local, con D = 0, N = 20 y β = 0,5.
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Figura 10.53: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 1,
N = 10 y β = 0,2.
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Figura 10.54: Energ´ıa adicionada para evadir el mı´nimo local, con D = 1, N = 10 y β = 0,2.
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Figura 10.55: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 1,
N = 10 y β = 0,5.
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Figura 10.56: Energ´ıa adicionada para evadir el mı´nimo local, con D = 1, N = 10 y β = 0,5.
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Figura 10.57: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 1,
N = 20 y β = 0,2.
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Figura 10.58: Energ´ıa adicionada para evadir el mı´nimo local, con D = 1, N = 20 y β = 0,2.
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Figura 10.59: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 1,
N = 20 y β = 0,5.
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Figura 10.60: Energ´ıa adicionada para evadir el mı´nimo local, con D = 1, N = 20 y β = 0,5.
10.4.2. Campo potencial con trampa tipo U
El obsta´culo tipo trampa con forma de U es un problema cla´sico que se considera en
la planeacio´n de trayectorias [1], [31]. Este tipo de obsta´culo generalmente presenta por lo
menos un mı´nimo local el cual suele ser dif´ıcil de evadir por la misma forma del obsta´culo.
La configuracio´n del campo potencial implementado para este caso se presenta en la figura
10.61.a, el contorno de este campo potencial se puede observar en la figura 10.61.b, donde
se aprecia la presencia de dos mı´nimos locales.
0
20
40
0
20
40
5
10
15
20
y
a) Campo potencial
x
b) Contorno
x
y
0 10 20 30 40 50
0
10
20
30
40
50
Figura 10.61: a) Campo potencial con la presencia de un obsta´culo tipo trampa en forma de U,
b) Contorno del campo potencial con la presencia de un obsta´culo tipo trampa en forma de U.
En la tabla 10.6 se relacionan las figuras representativas para los resultados del algo-
ritmo con el campo potencial tipo trampa en forma de U. En este conjunto de figuras se
observa la existencia de dos mı´nimos locales donde se aprecia que el algoritmo incrementa
la energ´ıa en dos oportunidades para escapar de estos mı´nimos locales. Luego de escapar
del obsta´culo tipo trampa la energ´ıa de propulsio´n disminuye lo cual hace que el enjambre
se agrupe y llegue al punto objetivo. Cuando el enjambre de part´ıculas se encuentra en la
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trampa se tiene una trayectoria irregular sin embargo al escapar de la trampa la trayectoria
es suave.
Caso Caso 1 Caso 2 Caso 3 Caso 4 Caso 5 Caso 6 Caso 7 Caso 8
Enjambre 10.62.a 10.64.a 10.66.a 10.68.a 10.70.a 10.72.a 10.74.a 10.76.a
Promedio 10.62.b 10.64.b 10.66.b 10.68.b 10.70.b 10.72.b 10.74.b 10.76.b
Energ´ıa 10.63 10.65 10.67 10.69 10.71 10.73 10.75 10.77
Tabla 10.6: Lista de figuras para las ejecuciones considerando diferentes para´metros.
Con este grupo de resultados se aprecian los diferentes comportamientos que presenta
el enjambre al variar la fuerza de propulsio´n, de los para´metros considerados para evaluar
el desempen˜o del algoritmo se aprecia que el coeficiente de la fuerza de frenado β tiene
una alta influencia en el comportamiento del enjambre.
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Figura 10.62: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 0,
N = 10 y β = 0,2.
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Figura 10.63: Energ´ıa adicionada para evadir el mı´nimo local, con D = 0, N = 10 y β = 0,2.
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Figura 10.64: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 0,
N = 10 y β = 0,5.
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Figura 10.65: Energ´ıa adicionada para evadir el mı´nimo local, con D = 0, N = 10 y β = 0,5.
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Figura 10.66: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 0,
N = 20 y β = 0,2.
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Figura 10.67: Energ´ıa adicionada para evadir el mı´nimo local, con D = 0, N = 20 y β = 0,2.
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Figura 10.68: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 0,
N = 20 y β = 0,5.
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Figura 10.69: Energ´ıa adicionada para evadir el mı´nimo local, con D = 0, N = 20 y β = 0,5.
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Figura 10.70: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 1,
N = 10 y β = 0,2.
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Figura 10.71: Energ´ıa adicionada para evadir el mı´nimo local, con D = 1, N = 10 y β = 0,2.
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Figura 10.72: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 1,
N = 10 y β = 0,5.
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Figura 10.73: Energ´ıa adicionada para evadir el mı´nimo local, con D = 1, N = 10 y β = 0,5.
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Figura 10.74: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 1,
N = 20 y β = 0,2.
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Figura 10.75: Energ´ıa adicionada para evadir el mı´nimo local, con D = 1, N = 20 y β = 0,2.
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Figura 10.76: a) Trayectorias de las part´ıculas, b) Trayectoria promedio del enjambre, paraD = 1,
N = 20 y β = 0,5.
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Figura 10.77: Energ´ıa adicionada para evadir el mı´nimo local, con D = 1, N = 20 y β = 0,5.
Cap´ıtulo 11
Ana´lisis estad´ıstico de resultados
11.1. Introduccio´n
En este cap´ıtulo se realiza el ana´lisis estad´ıstico de los resultados obtenidos donde se
observa la influencia de los para´metros correspondientes a la componente estoca´stica, el
nu´mero de individuos y el coeficiente de la fuerza disipativa. La metodolog´ıa empleada
para el ana´lisis de datos consiste inicialmente en pruebas de normalidad y homocedasti-
cidad (igualdad de varianza) con las cuales se determina la prueba de hipo´tesis a realizar
para comparar los resultados obtenidos. La comparacio´n entre los diferentes grupos de
para´metros se realiza considerando el numero de iteraciones requeridas para que el enjam-
bre de part´ıculas logre llegar al objetivo. En la primera parte del cap´ıtulo se presenta la
metodolog´ıa donde se describen las diferentes pruebas a realizar, posteriormente se aplican
estas pruebas a los datos recolectados.
11.2. Metodolog´ıa
Cuando existe variabilidad en los datos recolectados de un experimento se suele emplear
prueba estad´ıstica de hipo´tesis. Cuando se quiere establecer si los resultados obtenidos para
dos configuraciones de para´metros son iguales, las hipo´tesis a considerar son:
H0: Hipo´tesis nula. Los resultados obtenidos para los dos grupos de para´metros pre-
sentan valores medios iguales.
H1: Hipo´tesis alternativa. Los resultados obtenidos para los dos grupos de para´metros
no presentan valores medios iguales.
En muchas oportunidades la prueba de hipo´tesis se realiza considerando un nivel de
significancia α-value el cual corresponde a la probabilidad de cometer un error tipo I. Para
pruebas de una cola si el estad´ıstico de prueba calculado con los datos es mayor que el
105
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calculado para el valor de significancia la hipo´tesis nula se rechaza. Otro enfoque para la
prueba de hipo´tesis consiste en el p-value el cual es la probabilidad de obtener un resultado
donde la hipo´tesis nula es cierta. Bajo este enfoque la hipo´tesis nula se rechaza si el p-value
del estad´ıstico de prueba es igual o menor que el nivel de significancia establecido.
11.2.1. Pruebas estad´ısticas de hipo´tesis
Para determinar si se acepta o rechaza la hipo´tesis nula existen diferentes pruebas
estad´ısticas las cuales principalmente se pueden clasificar como parame´tricas y no pa-
rame´tricas. Las pruebas parame´tricas esta´n basadas en suposiciones sobre los datos sin
embargo son ma´s robustas, por otro lado las pruebas no parame´tricas no requieren su-
posiciones para su aplicacio´n. En el caso de emplear pruebas parame´tricas es necesario
comprobar previamente las suposiciones mediante pruebas estad´ısticas las cuales suelen
ser de normalidad y homocedasticidad, la primera determina si los datos siguen una dis-
tribucio´n normal y la segunda consiste en establecer si los grupos de datos a comparar
presentan la misma varianza.
Considerando que las pruebas parame´tricas son ma´s confiables pero requieren de una
verificacio´n preliminar de las suposiciones que las soportan, entonces, una posible meto-
dolog´ıa para realizar este tipo de pruebas segu´n [3] y [9] se describe a continuacio´n. En
el caso de tener normalidad y homocedasticidad lo recomendado es realizar un ana´lisis de
varianza (ANOVA), cuando se presente la normalidad de los datos pero no la homocedas-
ticidad, se puede emplear la prueba de Welch o de Kruskal Wallis, finalmente, si no se
presenta normalidad la prueba recomendada es la de Kruskal Wallis. Esta metodolog´ıa se
puede apreciar en la figura 11.1.
Homocedasticidad
Normalidad
(Kolmogorov-Smirnov)
Welch
(Levene)
Kruskal-WallisANOVA
Cumple No cumple
Cumple No cumple
Figura 11.1: Metodolog´ıa para establecer la prueba de hipo´tesis a realizar.
Si luego de aplicar la metodolog´ıa indicada anteriormente se rechaza la hipo´tesis nula
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se concluye que existen diferencias significativas entre los grupos de resultados, por lo cual,
el siguiente paso consiste en realizar pruebas de comparaciones multiples para establecer
que grupos presentan diferencias entre si [3].
Si se cumplen los supuestos de normalidad y homocedasticidad, las comparaciones mul-
tiples se pueden realizar empleando los contrastes de: Duncan, Newman-Keuls, Bonferroni,
Scheffe´ o HSD de Tukey [3], [60].
En el caso de no cumplirse los supuestos de normalidad y homocedasticidad se pueden
emplear las pruebas no parame´tricas para comparaciones multiples de: Nemenyi, Holm,
Bonferroni-Dunn ([21], [33]), o la prueba de Bonferroni como me´todo complementario de
la prueba de Kruskal-Wallis [61].
Como resultado de aplicar el me´todo no parame´trico de Bonferroni se tienen interva-
los de confianza los cuales permiten determinar si los grupos a comparar no presentan
diferencias significativas. Una representacio´n aproximada del resultado de esta prueba se
realiza de forma gra´fica donde se muestra el ranking promedio de cada grupo y un inter-
valo equivalente. Dos grupos de resultados se consideran con diferencias significativas si
sus intervalos no se traslapan [40].
11.3. Ana´lisis de resultados
Considerando que el algoritmo propuesto consiste en un enjambre de part´ıculas, enton-
ces, para establecer el numero de corridas que se debe ejecutar el algoritmo con cada grupo
de para´metros se pueden tomar como referencia los trabajos presentados en [83] y [91] don-
de se emplean algoritmos de optimacio´n basados en enjambres de part´ıculas realizando 50
corridas para cada caso de aplicacio´n. Los datos que se muestran en las siguientes tablas
consisten en la media, la varianza (VAR), la desviacio´n esta´ndar (STD) y en rango medio
(MR) el cual se emplea para las pruebas no parame´tricas de Kruskal-Wallis y Bonferroni.
Para las pruebas de normalidad, homocedasticidad y comparacio´n entre grupos de
datos se toma un nivel de significancia de 0,05 lo cual corresponde a un error del 5%
de aceptar la hipo´tesis nula. Los casos considerados para las diferentes configuraciones de
para´metros son los relacionados en la tabla 10.1.
11.3.1. Campo potencial sin mı´nimo local
Los resultados para las 50 ejecuciones del algoritmo con las diferentes configuraciones
de para´metros se pueden apreciar en la tabla 11.1.
Al realizar la prueba de normalidad de Kolmogorov-Smirnov se tiene un p-value de
7,3046× 10−38 de tal forma que se rechaza la hipo´tesis de la normalidad de los datos y se
aplica la prueba de Kruskal-Wallis para determinar si existe diferencia significativa entre
los datos tomados con diferentes para´metros. Al realizar esta prueba se tiene un p-value
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Caso Caso 1 Caso 2 Caso 3 Caso 4 Caso 5 Caso 6 Caso 7 Caso 8
Media 174.06 236.34 173.94 236.14 174.58 236.92 174.62 236.92
VAR 0.30 0.56 0.26 0.45 0.82 0.89 0.36 0.44
STD 0.55 0.75 0.51 0.67 0.91 0.94 0.60 0.67
MR 83.47 285.23 73.99 271.73 118.18 320.30 126.36 324.74
Tabla 11.1: Resultados para el campo potencial sin mı´nimo local.
de 0, por lo tanto se rechaza la hipo´tesis nula y se procede a realizar una comparacio´n
entre grupos empleando la prueba no parame´trica de Bonferroni obteniendo los resultados
mostrados en la figura 11.2.
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Figura 11.2: Resultados de la comparacio´n para los casos con variacio´n de para´metros.
Con estos resultados se observa que los casos 1, 3, 5 y 7 presentan diferencias significa-
tivas con los casos 2, 4, 6 y 8. Lo anterior permite apreciar que para este campo potencial
el para´metro que tiene ma´s relevancia es el coeficiente de la fuerza disipativa.
11.3.2. Campo potencial con mı´nimo local
En este caso, los resultados para las 50 ejecuciones del algoritmo con las diferentes
configuraciones de para´metros se pueden apreciar en la tabla 11.2.
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Caso Caso 1 Caso 2 Caso 3 Caso 4 Caso 5 Caso 6 Caso 7 Caso 8
Media 182.06 234.40 181.92 234.16 182.66 384.42 182.82 312.50
VAR 0.59 3.47 0.40 0.95 1.21 78804.78 0.68 11763.28
STD 0.77 1.86 0.63 0.98 1.10 280.72 0.83 108.46
MR 83.57 251.05 72.10 250.13 117.55 353.02 128.78 347.80
Tabla 11.2: Resultados para el campo potencial con mı´nimo local.
Con los datos recolectados se realiza la prueba de normalidad obteniendo un p-value
de 2,1236 × 10−22, por lo cual, para determinar si existe variabilidad significativa entre
los diferentes casos se efectu´a la prueba de Kruskal-Wallis, con esta prueba se obtuvo un
p-value de 0 por lo tanto se concluye que existen diferencias entre los casos considerados.
Con el fin de establecer que casos presentan diferencias se realiza la prueba de Bonferroni
obteniendo los resultados mostrados en la figura 11.3.
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Figura 11.3: Resultados de la comparacio´n para los casos con variacio´n de para´metros.
Este ana´lisis permite apreciar que los casos 1, 3, 5 y 7 presentan diferencias significativas
con los casos 2, 4, 6 y 8. Este ana´lisis muestra el efecto significativo del para´metro de la
fuerza disipativa en el comportamiento del algoritmo.
11.3.3. Campo potencial con obsta´culo tipo barrera
Los resultados para las 50 ejecuciones del algoritmo con las diferentes configuraciones
de para´metros se pueden apreciar en la tabla 11.3.
Al realizar la prueba de normalidad para los datos recolectados se obtiene un p-value
de 1,4996 × 10−20, por lo tanto, para determinar si existe variabilidad significativa entre
los diferentes casos se realiza la prueba de Kruskal-Wallis obteniendo un p-value de 0
indicando que existen diferencias entre los casos considerados. Para determinar los grupos
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Caso Caso 1 Caso 2 Caso 3 Caso 4 Caso 5 Caso 6 Caso 7 Caso 8
Media 481.18 461.12 536.50 442.10 536.36 803.66 542.00 997.38
VAR 17769.3 11811.7 27216.4 1036.3 53165.7 138183.3 48291.1 498435.3
STD 133.30 108.68 164.97 32.19 230.58 371.73 219.75 706.00
MR 163.80 130.09 207.90 129.24 175.55 298.51 181.67 317.24
Tabla 11.3: Resultados para el campo potencial con obsta´culo tipo barrera.
que presentan diferencias se realiza la prueba no parame´trica de Bonferroni obteniendo
los resultados mostrados en la figura 11.4.
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Figura 11.4: Resultados de la comparacio´n para los casos con variacio´n de para´metros.
La lista de los casos que presentan diferencias significativas son:
Caso 1: con 6 y 8.
Caso 2: con 3, 6 y 8.
Caso 3: con 2, 4, 6 y 8.
Caso 4: con 3, 6 y 8.
Caso 5: con 6 y 8.
Caso 6: con 1, 2, 3, 4, 5 y 7.
Caso 7: con 6 y 8.
Caso 8: con 1, 2, 3, 4, 5 y 7.
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Los anteriores resultados muestran que la diferencia ma´s significativa se tiene de los
casos 6 y 8 en relacio´n a los otros casos. Para este campo potencial no se puede establecer
una relacio´n directa entre el comportamiento del algoritmo y los para´metros considerados.
11.3.4. Campo potencial con pasaje estrecho
Para este campo potencial los resultados de las 50 ejecuciones del algoritmo con las
diferentes configuraciones de para´metros se pueden apreciar en la tabla 11.4.
Caso Caso 1 Caso 2 Caso 3 Caso 4 Caso 5 Caso 6 Caso 7 Caso 8
Media 279.98 942.70 295.38 911.16 264.68 1145.26 268.40 890.84
VAR 1733.2 299316.8 2463.7 341174.7 1484.5 299908.1 734.4 104195.2
STD 41.63 547.10 49.64 584.10 38.53 547.64 27.10 322.79
MR 112.57 290.69 128.48 283.26 80.40 319.83 91.54 297.23
Tabla 11.4: Resultados para el campo potencial con pasaje estrecho.
Al realizar la prueba de normalidad de Kolmogorov-Smirnov se tiene un p-value de
3,9839 × 10−19 rechazando de esta forma la hipo´tesis nula de normalidad de los datos
por lo tanto se emplea la prueba de Kruskal-Wallis para determinar si existe diferencia
significativa de los datos tomados con los diferentes para´metros, al realizar esta prueba
se tiene un p-value de 0, por lo cual se procede a realizar la comparacio´n entre grupos
empleando la prueba de Bonferroni, obteniendo los resultados mostrados en la figura 11.5.
De la misma forma que en los dos primeros campos potenciales considerados, con estos
resultados se observa que los casos 1, 3, 5 y 7 presentan diferencias significativas con los
casos 2, 4, 6 y 8.
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Figura 11.5: Resultados de la comparacio´n para los casos con variacio´n de para´metros.
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11.3.5. Campo potencial con trampa tipo U
Los resultados para las 50 ejecuciones del algoritmo con las diferentes configuraciones
de para´metros se pueden apreciar en la tabla 11.5.
Caso Caso 1 Caso 2 Caso 3 Caso 4 Caso 5 Caso 6 Caso 7 Caso 8
Media 409.44 598.78 423.40 643.74 440.86 621.26 463.10 736.78
VAR 8608.1 19042.0 8105.3 24169.0 7207.6 22663.3 14776.6 39456.4
STD 92.78 137.99 90.03 155.46 84.90 150.54 121.56 198.64
MR 94.38 256.37 112.00 283.64 129.63 266.34 145.28 316.36
Tabla 11.5: Resultados para el campo potencial con trampa tipo U.
Con los datos de la tabla 11.5 se realiza la prueba de normalidad de Kolmogorov-
Smirnov produciendo un p-value de 6,8018× 10−6 el cual es menor que el nivel de signifi-
cancia de 0,05, por lo tanto, se realiza la prueba Kruskal-Wallis obteniendo un p-value de
0 concluyendo de esta forma que existen diferencias significativas entre los casos. Con el
fin de establecer la relacio´n de los casos que presentan diferencias se realiza la prueba de
Bonferroni obteniendo los resultados mostrados en la figura 11.6.
Para este campo potencial se tiene nuevamente que los casos 1, 3, 5 y 7 presentan
diferencias significativas con los casos 2, 4, 6 y 8. Este resultado muestra que para los
grupos de para´metros considerados el factor asociado a la fuerza de frenado presenta un
efecto considerable en el numero de iteraciones requeridas para encontrar una trayectoria
desde el origen al destino.
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Figura 11.6: Resultados de la comparacio´n para los casos con variacio´n de para´metros.
Cap´ıtulo 12
Conclusiones y expectativas futuras
La seleccio´n del modelo se realizo´ buscando tener una expresio´n compacta con pocos
te´rminos y que permita describir comportamientos de enjambre como desplazamientos
uniformes y movimientos circulares los cuales se aprecian en diferentes grupos de seres
vivos.
Para observar las caracter´ısticas del modelo se realizo´ un ana´lisis sin considerar la
componente estoca´stica, con este ana´lisis se muestra el comportamiento de movimiento
circular de las part´ıculas bajo ciertas caracter´ısticas de los para´metros del modelo.
Mediante los resultados cualitativos y cuantitativos se aprecio´ que para los cinco casos
considerados de campos potenciales el algoritmo propuesto logra evadir mı´nimos locales
permitiendo establecer una trayectoria entre el punto origen y destino.
Aunque en todos los casos se logra determinar un trayectoria desde el punto inicial al
punto objetivo se observa en algunas situaciones la presencia de trayectorias con irregu-
laridades y movimientos circulares lo cual puede producir trayectorias no o´ptimas. Consi-
derando lo anterior, en un trabajo futuro se puede desarrollar un algoritmo para suavizar
las trayectorias irregulares y eliminar las trayectorias circulares.
Con el ana´lisis estad´ıstico de los datos se proporciona validez a las observaciones efec-
tuadas para los diferentes experimentos. Los para´metros que se modificaron para observar
el comportamiento del algoritmo fueron seleccionados considerando ana´lisis reportados del
modelo y simulaciones previas del mismo.
En los resultados se aprecio´ que el para´metro asociado a la fuerza disipativa presenta un
efecto considerable en el algoritmo en comparacio´n al nu´mero de part´ıculas y la magnitud
del ruido. Esta caracter´ıstica puede ser utilizada para mejorar el desempen˜o del algoritmo.
En un trabajo futuro se puede proponer una estrategia de control para el factor de pro-
pulsio´n con la cual se pueda evadir mı´nimos locales de forma ma´s eficiente. Una alternativa
adicional para mejorar el algoritmo consiste en modificar de forma dina´mica el factor aso-
ciado al campo potencial de tal forma que el enjambre pueda escapar ra´pidamente de
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mı´nimos locales.
En trabajos futuros se podr´ıan considerar otros modelos de part´ıculas auto-propulsadas
y part´ıculas Brownianas para implementar el algoritmo propuesto. Tambie´n se puede con-
siderar la adecuacio´n de este algoritmo en problemas de optimizacio´n.
Ape´ndice A
Nomenclatura utilizada
a: magnitud para el potencial parabo´lico.
c: constante que pondera la transferencia de energ´ıa.
cl: semi-trayectoria libre.
Ca: magnitud de la fuerza de atraccio´n.
Caj: magnitud de la fuerza de atraccio´n para una part´ıcula j.
CA: magnitud de la fuerza de orientacio´n.
Coiz: magnitud de la fuerza de interaccio´n entre una part´ıcula i y un obsta´culo z.
Cr: magnitud de la fuerza de repulsio´n.
Crj: magnitud de la fuerza de repulsio´n para una part´ıcula j.
d: distancia de separacio´n entre ruedas de un robot mo´vil de traccio´n diferencial
d: constante que pondera la transferencia de energ´ıa.
D: magnitud del ruido.
Dcr: magnitud cr´ıtica de ruido.
e(t): variable asociada a la energ´ıa almacenada.
f{~θ}: funcio´n de los desplazamientos de los actuadores en el espacio de configuraciones.
f−1{}: funcio´n inversa.
~Fact: fuerza de autopropulsio´n.
~Fesp: fuerzas dadas por el espacio de trabajo.
115
APE´NDICE A. NOMENCLATURA UTILIZADA 116
~Fest: fuerza estoca´stica.
~Fint: fuerza de interaccio´n.
G: posicio´n final del robot.
J : matriz jacobiana.
JT : matriz transpuesta de J .
kf : factor de ponderacio´n de la fuerza producida por el espacio de trabajo.
kobj: ganancia asociada al potencial del objetivo.
kobs: ganancia asociada al potencial de los obsta´culos.
la: rango de interaccio´n para la fuerza de atraccio´n.
laj : rango de interaccio´n de la fuerza de atraccio´n para una part´ıcula j.
lA: rango de interaccio´n de la fuerza de orientacio´n.
lc: rango de interaccio´n para la fuerza de autopropulsio´n.
loiz: rango de interaccio´n entre una part´ıcula i y un obsta´culo z.
lr: rango de interaccio´n para la fuerza de repulsio´n.
lrj : rango de interaccio´n de la fuerza de repulsio´n para una part´ıcula j.
~L: momento angular.
L1, L2: longitud de los brazos del robot manipulador planar de dos eslabones.
m: masa.
mi: masa de una part´ıcula.
M : cantidad de obsta´culos.
n: variable asociada al tiempo discreto.
N : nu´mero de part´ıculas.
O: punto de origen.
p: magnitud de la fuerza de interaccio´n de maniobras de evasio´n.
q: configuracio´n de un robot.
flujo de energ´ıa.
qini: configuracio´n inicial del robot.
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qobj : configuracio´n objetivo del robot.
q0: flujo constante de energ´ıa.
rd: radio de la rueda.
~r: vector posicio´n.
~rg: posicio´n del objetivo.
~rG: posicio´n de la meta.
~ri: posicio´n de una part´ıcula.
rˆij: vector unitario dirigido de la i-e´sima a la j-e´sima part´ıcula.
R: para´metro asociado al robot manipulador planar de dos eslabones.
radio de curvatura.
~R: posicio´n media del enjambre.
S: posicio´n inicial del robot.
t: variable asociada a tiempo continuo.
Ti: energ´ıa cine´tica de una part´ıcula.
(u, v): sistema coordenado del espacio de configuraciones.
Uact: valor actual del campo potencial para la posicio´n media del enjambre.
Uesp: campo potencial asociado al espacio de trabajo.
Ui: energ´ıa potencial de una part´ıcula.
Uint: potencial de interaccio´n
Umin: valor mı´nimo encontrado del campo potencial.
Uobj : potencial asociado al objetivo.
Uobs,m: potencial asociado a un obsta´culo m.
(vi, vd): velocidad de la rueda izquierda y derecha de un robot mo´vil de traccio´n dife-
rencial.
~vi: velocidad de una part´ıcula.
v˙: derivada de la velocidad.
V : potencial externo.
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~V : velocidad media del enjambre.
wg: ponderacio´n del potencial del objetivo.
wz: velocidad angular del robot mo´vil.
~w: posiciones y orientaciones del robot en el espacio de trabajo.
(x, y): sistema coordenado para representar la posicio´n del robot en el espacio de tra-
bajo.
A: representacio´n del robot.
C: espacio de configuraciones.
CB: obsta´culo en el espacio de configuraciones.
Clibre: espacio de configuraciones libre de obsta´culos.
W: espacio de trabajo.
α: para´metro asociado al robot manipulador planar de dos eslabones.
para´metro de propulsio´n del modelo de part´ıcula activa Browniana.
αe: variable asociada a la energ´ıa adicionada.
α0: valor nominal del factor de propulsio´n.
β: para´metro asociado al robot manipulador planar de dos eslabones
para´metro de frenado del modelo de part´ıcula activa Browniana.
γ: funcio´n de friccio´n.
γ0: valor constante asociado a la componente disipativa.
δij : delta de Kroneck:
δij =
{
1, i = j;
0, i 6= j.
∆t: paso de simulacio´n.
(∆x,∆y): variacio´n de x y y.
ζi: ruido blanco.
η: valor ma´ximo para la distribucio´n uniforme.
θ: variable asociada a la orientacio´n del robot.
parametro del modelo de Vicsek.
~θ: desplazamientos de los actuadores en el espacio de configuraciones.
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ν: taman˜o de paso en el me´todo de campos potenciales.
ξi: ruido blanco.
σ: rango de interaccio´n de la fuerza con maniobras de evasio´n.
τ : mapa continuo entre dos configuraciones.
τc: tasa de incremento de energ´ıa.
τd: tasa de liberacio´n de energ´ıa.
∈: pertenece.
∪: unio´n.
6=: no es igual a.
·: producto escalar.
×: producto vectorial.
dis: funcio´n distancia.
[ ]T : matriz o vector transpuesto.
det(J): determinante de J .
|~v(t)| = v: magnitud de la velocidad.
|~v(t)|2 = v2: magnitud de la velocidad al cuadrado.
〈f(t)g(t)〉: funcio´n de correlacio´n:
〈f(t)g(t)〉 =
∫ ∞
−∞
f(t)g(t+ τ)dt
dw
dt
: derivada de w con respecto a t.
dx
dt
= x˙: derivada temporal de x.
∂w
∂θ
: derivada parcial de w con respecto a θ.
~∇U : gradiente del campo potencial U .
~∇iU : gradiente del campo potencial U con respecto a las coordenadas de ~ri.
|~∇U |: magnitud del gradiente del campo potencial U .
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