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Abstract
We study the Bahr-Esseen inequality. We show that the Bahr-Esseen inequality holds
with exponent p if it holds with exponent q > p for the truncated and centered
random variables. The Bahr-Esseen inequality is also true if the truncated random
variables are acceptable. We then apply the results to obtain weak and strong laws of
large numbers and complete convergence.
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1 Introduction
First, we recall the well-known Bahr-Esseen inequality. Let  ≤ p ≤ , and let Xn, n =
, , . . . , be a sequence of independent random variables (r.v.s) with ﬁnite pth moment and
mean zero (E|Xn|p <∞, EXn =  for all n = , , . . . ). Then
E
∣
∣
∣
∣
∣
n
∑
k=
Xk
∣
∣
∣
∣
∣
p
≤ cp,n
n
∑
k=
E|Xk|p (.)
for all n = , , . . . , where cp,n ≤ –n– (von Bahr and Esseen []). Inequality (.) is the pth
von Bahr-Esseen moment inequality.
We remark that the pth von Bahr-Esseen moment inequality is obviously true for  <
p ≤ , that is, E|∑nk=Xk|p ≤
∑n
k=E|Xk|p for  < p ≤  and any sequence Xn, n = , , . . . ,
of random variables with ﬁnite pth moment.
Dharmadhikari and Jogdeo [] proved the following inequality, which can be considered
as an extension of the Bahr-Esseen inequality to the case p > . Let p ≥ , and let Xn,
n = , , . . . , be a sequence of independent random variables with ﬁnite pth moment and
mean zero. Then (.) is satisﬁed with
cp,n = np/–
p(p – )
 max
{
, p–
}[
 + p–D(p–)/mm
]
,
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where the integer m satisﬁes m≤ p < m + , and
Dm =
m
∑
k=
km–/(k – )! .
In [] the pth von Bahr-Esseen moment inequality was obtained for pairwise independent
random variables and  < p < . The nd von Bahr-Esseen moment inequality is obvious
for pairwise independent zero-mean random variables, and in [] this fact is applied to
prove the pth ( < p < ) von Bahr-Esseen moment inequality. Analyzing the proof in [],
we can obtain the following result. Let  < p < , and let Xn, n = , , . . . , be a sequence of
arbitrary random variables with ﬁnite pth moment and mean zero such that the nd von
Bahr-Esseenmoment inequality holds for the truncated and centered variables XkI(|Xk| ≤
x) – EXkI(|Xk| ≤ x), k = , , . . . ,n, x > , where I denotes the indicator function of a set.
Then then the pth von Bahr-Esseen moment inequality is true for the random variables
Xn, n = , , . . . , themselves.
Moreover, we can generalize the previous result using q instead of . That is, if  < p < q
and the qth von Bahr-Esseen moment inequality holds for the truncated and centered
variables, then the pth von Bahr-Esseen moment inequality holds true for the original
random variables themselves.
However, there is another version of truncation. Given a r.v. X and a positive number t,
we can use the following truncated r.v.:
(–t)X(t) = –tI{X < –t} +XI{|X| ≤ t} + tI{X > t}. (.)
The advantage of this truncation is that (–t)X(t) = h(X) with an increasing real function h.
We know that certain dependence conditions are inherited if the random variables are
inserted into increasing functions. Therefore it ismore important to know that the qth von
Bahr-Esseenmoment inequality for the truncated and centered variables (–x)X(x)k –E(–x)X
(x)
k
implies the pth von Bahr-Esseen moment inequality for the original random variables Xk
themselves ( < p < q). This fact is proved in our Theorem .. We underline that in our
Theorem . we do not assume any weak dependence condition for the random variables.
We also emphasize that throughout the paper we use versions of truncation (.).
It is well known that certain exponential relations play a fundamental role in the proofs
of asymptotic results for independent and weakly dependent random variables. A general
form of such relations is included in the deﬁnition of acceptability. The r.v.’s X,X, . . . ,Xn
are called acceptable if
Ee
∑n
i= λXi ≤
n
∏
i=
EeλXi (.)
for any real number λ []. In Section ., we show that a version of inequality (.) im-
plies an exponential inequality; see Proposition .. Then, using the exponential inequal-
ity, we obtain the Rosenthal inequality (Proposition .). Finally, we will see that a version
of inequality (.) implies the pth von Bahr-Esseen moment inequality; see Theorem ..
Applying Theorem ., we obtain the von Bahr-Esseen’s moment inequality for WOD se-
quences (Theorem .).
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Important applications of moment inequalities are convergence theorems. In Sec-
tion ., we shall present laws of large numbers and complete convergence as conse-
quences of our inequalities. According to the well-known Etemadi strong law of large
numbers (SLLN), if X,X, . . . are pairwise independent and identically distributed ran-
dom variables with ﬁnite ﬁrst moment, then
lim
n→∞
X + · · · +Xn
n = EX
almost surely []. Our Theorem . is an Etemadi style SLLN. In our theorem, instead of
pairwise independence, we assume either (.) or (.) for the truncated r.v.s. Also, a well-
known SLLN is the result of Csörgő, Tandori, and Totik []. There pairwise independent,
but not identically distributed, r.v.s were considered. Our Theorem . is a new version
of the Csörgő-Tandori-Totik SLLN. In our theorem, we replace pairwise independence
with appropriate versions of (.) or (.). We also present a weak law of large numbers
(WLLN); see Theorem ..
The rate of convergence in laws of large numbers can be described by so-called complete
convergence theorems. Classical complete convergence results are due to Hsu, Robbins,
Erdős, Baum, and Katz; see []. First complete convergence results concerned probabil-
ities; later, such results were proved for moments as well. The general form of complete
moment convergence of the random variables Y,Y, . . . is
∞
∑
n
anE
(|Yn|/bn – ε
)q
+ <∞
for all ε > , where (·)+ denotes the positive part of a number. Here Yn is usually the partial
sum of r.v.s. The classical paper dealing with complete moment convergence for indepen-
dent r.v.s is []. Then several papers were devoted to the topic. In [] it is shown that if
certain moment inequalities are satisﬁed for the truncated r.v.s, then the complete mo-
ment convergence holds. In our paper, we prove the complete moment convergence if
(.) is true for the truncated r.v.s (Theorem .).
2 Results and discussion
2.1 Methods
In this paper, we apply truncations of random variables and then approximations of prob-
abilities and moments. The combination of these methods enables us to obtain general
versions of moment inequalities and convergence theorems.
2.2 The von Bahr-Esseenmoment inequality
In this subsection, we prove the following general theorem. If the von Bahr-Esseen mo-
ment inequality holds for q for the truncated and centered random variables, then it holds
for the random variables themselves for any pwith  < p < q.We emphasize that there is no
additional assumption on the dependence structure of the random variables. Wemention
that Theorem . in [] is the Bahr-Esseens inequality for pairwise independent random
variables. In our paper, we apply the method of the proof presented in []. However, as we
use truncation (.) instead of XkI(|Xk| ≤ x), our proof is shorter than that in [].
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Theorem . Let  < p < q. Let Xn,n = , , . . . , be a sequence of random variables with
E|Xn|p <∞ and EXn =  for all n = , , . . . . Assume that, for any x > ,
E
∣
∣
∣
∣
∣
n
∑
k=
((–x)X(x)k –E(–x)X
(x)
k
)
∣
∣
∣
∣
∣
q
≤ gq(n)
n
∑
k=
E
∣
∣(–x)X(x)k –E(–x)X
(x)
k
∣
∣
q. (.)
Then
E
∣
∣
∣
∣
∣
n
∑
k=
Xk
∣
∣
∣
∣
∣
p
≤ fp,q(n)
n
∑
k=
E|Xk|p, (.)
where fp,q(n) depends only on gq(n), p,and q (apossible choice is fp,q(n) = +cqgq(n)q( qq–p )
with cq = q–).
Proof Let V =
∑n
k=E|Xk|p. If V = , then Xk =  a.s. for all k = , , . . . ,n, so we may
assume that V = . For simplicity, Zi denotes the truncated random variable, that is,
Zi = (–x
/p)X(x
/p)
i , where x is an arbitrary positive number. For any ε > ,
E
∣
∣
∣
∣
∣
n
∑
k=
Xk
∣
∣
∣
∣
∣
p
=
∫ ∞

P
{∣
∣
∣
∣
∣
n
∑
k=
Xk
∣
∣
∣
∣
∣
p
> x
}
dx
≤ ( + ε)V +
∫ ∞
(+ε)V
P
{∣
∣
∣
∣
∣
n
∑
k=
Xk
∣
∣
∣
∣
∣
> x/p
}
dx
≤ ( + ε)V +
∫ ∞
(+ε)V
n
∑
k=
P
{|Xk| > x/p
}
dx
+
∫ ∞
(+ε)V
P
{∣
∣
∣
∣
∣
n
∑
k=
Zk
∣
∣
∣
∣
∣
> x/p
}
dx
= ( + ε)V + I + I. (.)
We see that
I ≤
n
∑
k=
∫ ∞

P
{|Xk| > x/p
}
dx =
n
∑
k=
E|Xk|p = V . (.)
Using that EXk = , we have that EXkI(|Xk| ≤ x/p) = –EXkI(|Xk| > x/p), so we obtain
sup
x≥(+ε)V
x–/p
∣
∣
∣
∣
∣
n
∑
k=
EZk
∣
∣
∣
∣
∣
= sup
x≥(+ε)V
x–/p
∣
∣
∣
∣
∣
n
∑
k=
–EXkI
(|Xk| > x/p
)
+ x/pP
(
Xk > x/p
)
– x/pP
(
Xk < –x/p
)
∣
∣
∣
∣
∣
≤ sup
x≥(+ε)V
x–/p
∣
∣
∣
∣
∣
n
∑
k=
E|Xk|I
(|Xk| > x/p
)
+ x/pP
(|Xk| > x/p
)
∣
∣
∣
∣
∣
≤  sup
x≥(+ε)V
x–/p
n
∑
k=
E|Xk|I
(|Xk| > x/p
)
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≤  sup
x≥(+ε)V
x–/p · x/p–
n
∑
k=
E|Xk|pI
(|Xk| > x/p
)
≤ ( + ε)–V– ·V = ( + ε)–. (.)
Now we apply (.), and then, as ε > , using Markov’s inequality, we obtain
I =
∫ ∞
(+ε)V
P
{∣
∣
∣
∣
∣
n
∑
k=
Zk
∣
∣
∣
∣
∣
> x/p
}
dx
≤
∫ ∞
(+ε)V
P
{∣
∣
∣
∣
∣
n
∑
k=
Zk –
n
∑
k=
EZk
∣
∣
∣
∣
∣
> x/p –
∣
∣
∣
∣
∣
n
∑
k=
EZk
∣
∣
∣
∣
∣
}
dx
≤
∫ ∞
(+ε)V
P
{∣
∣
∣
∣
∣
n
∑
k=
[Zk –EZk]
∣
∣
∣
∣
∣
>
[
 – ( + ε)–
]
x/p
}
dx
≤ [ – ( + ε)–]–q
∫ ∞
(+ε)V
x–q/pE
∣
∣
∣
∣
∣
n
∑
k=
[Zk –EZk]
∣
∣
∣
∣
∣
q
dx
≤ cqgq(n)
[
 – ( + ε)–
]–q
n
∑
k=
∫ ∞
(+ε)V
x–q/pE|Zk|q dx
= cqgq(n)
[
 – ( + ε)–
]–q
n
∑
k=
Ik . (.)
In the last step we applied (.) and the cq-inequality. Then, for a ﬁxed k,  ≤ k ≤ n, we
have
Ik =
∫ ∞
(+ε)V
x–q/pE|Zk|q dx
=
∫ ∞
(+ε)V
x–q/p
∫ xq/p

P
{|Xk|q > y
}
dydx
=
∫ ∞
(+ε)V
x–q/p
∫ (+ε)q/pVq/p

P
{|Xk| > y/q
}
dydx
+
∫ ∞
(+ε)V
x–q/p
∫ xq/p
(+ε)q/pVq/p
P
{|Xk| > y/q
}
dydx
= Ik + Ik . (.)
Again, using Markov’s inequality, we have
Ik =
p
q – p ( + ε)
–q/pV –q/p
∫ (+ε)q/pVq/p

P
{|Xk| > y/q
}
dy
≤ pq – p ( + ε)
–q/pV –q/p
∫ (+ε)q/pVq/p

E|Xk|p · y–p/q dy
= qp(q – p)E|Xk|
p. (.)
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For Ik , we also get
Ik =
∫ ∞
(+ε)q/pVq/p
P
{|Xk| > y/q
}
∫ ∞
yp/q
x–q/p dxdy
= pq – p
∫ ∞
(+ε)q/pVq/p
yp/q–P
{|Xk| > y/q
}
dy
≤ pq – p
∫ ∞

yp/q–P
{|Xk| > y/q
}
dy
= qq – pE|Xk|
p. (.)
Using relations (.)-(.), we get
I ≤ cqgq(n)
[
 – ( + ε)–
]–q
[ qp
(q – p) +
q
q – p
]
V
= cqgq(n)
[
 – ( + ε)–
]–q
( q
q – p
)
V . (.)
Summarizing (.), (.), and (.), we obtain
E
∣
∣
∣
∣
∣
n
∑
k=
Xk
∣
∣
∣
∣
∣
p
≤
{
 + ε + cqgq(n)
[
 – ( + ε)–
]–q
( q
q – p
)}
V .
We can see that the function
f (ε) =  + ε + cqgq(n)
[
 – ( + ε)–
]–q
( q
q – p
)
is positive and continuous on the interval (,∞) and limε→+ f (ε) = limε→∞ f (ε) = ∞.
Therefore f (ε) has a minimum on (,∞). Let fp,q(n) = inf<ε<∞ f (ε). We can see that
fp,q(n) > , it depends only on gq(n), p, and q, and so (.) is proved. 
2.3 Exponential inequalities and their consequences
In this subsection, we will see that if we assume that the exponential relation (.) is true
for the truncated random variables, then we obtain an exponential inequality (Proposi-
tion .), which implies Rosenthal’s inequality (Proposition .) and von Bahr-Esseen’s
moment inequality (Theorem .).
Let η,η, . . . ,ηn be a sequence of r.v.s. Consider the condition
Ee
∑n
i= ληi ≤ g(n)
n
∏
i=
Eeληi . (.)
If condition (.) is satisﬁed for g(n) =  and for all λ ∈ R, then η,η, . . . ,ηn are called
acceptable. It is easy to see that if (.) is true for η,η, . . . ,ηn, then it is true for η –
a,η – a, . . . ,ηn – an with any real numbers a, . . . ,an; in particular, it is true for η –
Eη,η –Eη, . . . ,ηn –Eηn.
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Given a r.v. X and numbers a < b, we deﬁne the following (asymmetrically) truncated
r.v.:
(a)X(b) = –aI{X < a} +XI{a≤ |X| ≤ b} + bI{X > b}. (.)
This truncation (a)X(b) is an increasing function of X.
Proposition . Let X,X, . . . ,Xn be a sequence of r.v.s. Assume that (.) is satisﬁed for
any λ ∈ R and for ηi = (ai)X(bi)i with any ai < bi, i = , , . . . ,n. Let d >  be ﬁxed, and let
Yi = (–d)X(d)i – E(–d)X
(d)
i , i = , , . . . ,n, be the truncated and centered r.v.s. Let Sn =
∑n
i= Yi,
and let Bn =
∑n
i=EY i be the sum of variances. Then, for any x >  and t > , we have
P
(|Sn| > x
) ≤ P
(
max
≤i≤n
|Yi| > t
)
+ g(n) exp
(x
t –
x
t ln
(
 + xtBn
))
. (.)
Proof We follow the classical ideas of [] (see also [] and []). For a real number t > 
and a r.v. ξ , let
ξ (t) = min{ξ , t}
be the r.v. truncated from above. Let ηi = Y (t)i , i = , , . . . ,n, denote our truncated r.v.s.
Then ηi are of the form (ai)X(bi)i –mi for some ai < bi andmi, i = , , . . . ,n. Therefore (.)
is satisﬁed for ηi = Y (t)i . So usual argument (see []) gives
P
( n
∑
i=
Y (t)i > x
)
≤ g(n) exp
(x
t –
x
t ln
(
 + xtBn
))
. (.)
Inequality (.) is true for ηi = (–Yi)(t), i = , , . . . ,n, so (.) is also true for the r.v.s
–Y, –Y, . . . , –Yn. Applying (.) to both r.v.s Y,Y, . . . ,Yn and r.v.s –Y, –Y, . . . , –Yn, we
get (.). 
Now we turn to Rosenthal’s inequality.
Proposition . Let X,X, . . . ,Xn be a sequence of r.v.s. Assume that (.) is satisﬁed for
any λ ∈ R and for ηi = (ai)X(bi)i with any ai < bi, i = , , . . . ,n. Let d >  be ﬁxed, and let
Yi = (–d)X(d)i – E(–d)X
(d)
i , i = , , . . . ,n, be the truncated and centered r.v.s. Let Sn =
∑n
i= Yi,
and let Bn =
∑n
i=EY i be the sum of variances. Then
E|Sn|p ≤ CE max≤i≤n |Yi|
p + Cg(n)Bp/n , (.)
where p >  and C, C depend only on p.
Proof It is known that the exponential inequality implies Rosenthal’s inequality; see, e.g.,
Theorem . in []. Therefore (.) implies (.). 
Now, we obtain the von Bahr-Esseen inequality.
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Theorem . Let  < p ≤ . Let Xn,n = , , . . . , be a sequence of random variables with
E|Xn|p < ∞ and EXn =  for all n = , , . . . . Assume that (.) is satisﬁed for any λ ∈ R
and for ηi = (ai)X(bi)i with any ai < bi, i = , , . . . ,n. Then
E
∣
∣
∣
∣
∣
n
∑
k=
Xk
∣
∣
∣
∣
∣
p
≤ fp(n)
n
∑
k=
E|Xk|p, (.)
where fp(n) depends only on g(n) and p.
Proof Let d >  be ﬁxed, and let Yi = (–d)X(d)i –E(–d)X
(d)
i , i = , , . . . ,n, be the truncated and
centered r.v.s. Let Sn =
∑n
i= Yi be their sum, and Bn =
∑n
i=EY i be the sum of variances.
Then, by Proposition . with exponent  we have
E
( n
∑
i=
Yi
)
= E|Sn| ≤ Cg(n)Bn =
n
∑
i=
Cg(n)EY i . (.)
So we obtained that the von Bahr-Esseen moment inequality holds for exponent  for
the truncated and centered random variables. Therefore, by Theorem . it holds for the
random variables themselves for any exponent p with  < p < . So (.) is proved for
 < p < . For p = , we use d ↑ ∞ in (.). Then the dominated convergence theorem
implies (.) if p = . 
Now, we apply our results to widely orthant-dependent sequences. A sequence of r.v.s
X,X, . . . is said to bewidely orthant-dependent (WOD) if, for any positive integer n, there
exists a ﬁnite g(n) such that, for any real numbers x, . . . ,xn, we have
P(X > x,X > x, . . . ,Xn > xn)≤ g(n)
n
∏
i=
P(Xi > xi) (.)
and
P(X ≤ x,X ≤ x, . . . ,Xn ≤ xn)≤ g(n)
n
∏
i=
P(Xi ≤ xi); (.)
see []. It is known that extended negatively orthant-dependent sequences, negatively
orthant-dependent sequences, negatively superadditive dependent sequences, negatively
associated and independent sequences are WOD; see []. We list a few known facts on
WOD sequences.
IfX,X, . . . is aWOD sequence and the real functions f, f, . . . are either all nondecreas-
ing or all nonincreasing, then the sequence f(X), f(X), . . . is alsoWOD. In particular, the
truncated sequence (ai)X(bi)i , i = , , . . . , is WOD. Moreover,
Ee
∑n
i= λXi ≤ g(n)
n
∏
i=
EeλXi (.)
for any real number λ and with g(n) in (.)-(.). Now, we obtain the von Bahr-Esseen
inequality forWOD sequences.We remark that the following theoremwas obtained using
a diﬀerent setup in [] (see Corollary . of []).
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Theorem . Let  < p ≤ . Let Xn,n = , , . . . , be a WOD sequence of random variables
satisfying (.) and (.). Assume that E|Xn|p <∞ and EXn =  for all n = , , . . . . Then
E
∣
∣
∣
∣
∣
n
∑
k=
Xk
∣
∣
∣
∣
∣
p
≤ fp(n)
n
∑
k=
E|Xk|p, (.)
where fp(n) depends only on p and g(n) from inequalities (.)-(.).
Proof Because of the above-mentioned properties ofWOD sequences, we can apply The-
orem .. 
2.4 Convergence theorems
In this subsection, we prove general convergence theorems. We show that when the ac-
ceptability relation (.) is satisﬁed for the truncated random variables, then weak and
strong laws of large numbers (WLLN, SLLN) and complete convergence hold without any
further weak dependence assumption. As the proofs go through the Bahr-Esseen inequal-
ity, we can see that the validity of (.) for the truncated and centered random variables
implies the above-mentioned asymptotic results.
We start with an Etemadi style SLLN.
Theorem . Let Xn,n = , , . . . , be a sequence of identically distributed r.v.’ satisfying
EX <∞ and EX = .
() Assume that (.) is satisﬁed with g(n) = C for any λ ∈R and for ηi = (ai)X(bi)i with
any ai < bi, i = , , . . . . Then
lim
n→∞

n
n
∑
k=
Xk =  (.)
with probability .
() If, instead of (.), the Bahr-Esseen inequality is satisﬁed for the truncated and
centered r.v.’, that is, if
E
( n
∑
i=
((ai)X(bi)i –E(ai)X
(bi)
i
)
)
≤ C
n
∑
i=
E
((ai)X(bi)i –E(ai)X
(bi)
i
), (.)
then (.) is satisﬁed.
Proof First, we remark that, by Theorem ., inequality (.) is always satisﬁed under
the conditions of our theorem. We know that the original Etemadi SLLN is satisﬁed for
pairwise independent r.v.s. However, analyzing the proof (see [] or []), the only step
where pairwise independence is applied is the use of inequality (.) with ai = , bi = i
and with ai = –i, bi = . 
Awell-knownWLLN for pairwise independent r.v.s is the result of Csörgő, Tandori, and
Totik []. We show that Theorem  in [] is valid if pairwise independence is replaced by
an acceptability condition. We mention that in our theorem p is arbitrary with  < p < ,
whereas p =  in [].
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Theorem . Let  < p < . Let Xn,n = , , . . . , be a sequence of r.v.’. Assume that
∞
∑
m=
E
|Xm –EXm|p
mp <∞ (.)
and

n
n
∑
m=
E|Xm –EXm| is bounded. (.)
() Assume that (.) is satisﬁed with g(n) = C for any λ ∈R and for ηi = (ai)X(bi)i with
any ai < bi, i = , , . . . . Then
lim
n→∞

n
n
∑
m=
(Xm –EXm) =  (.)
with probability .
() If, instead of (.), the Bahr-Esseen inequality is satisﬁed for the truncated and
centered r.v.s, that is, if
E
∣
∣
∣
∣
∣
n
∑
i=
((ai)X(bi)i –E(ai)X
(bi)
i
)
∣
∣
∣
∣
∣
p
≤ C
n
∑
i=
E
∣
∣(ai)X(bi)i –E(ai)X
(bi)
i
∣
∣
p, (.)
then (.) is satisﬁed.
Proof By Theorem . inequality (.) is always satisﬁed under the conditions of our the-
orem. In the original proof (see []) the only step where pairwise independence is applied
is the use of inequality (.) with with ai = , bi =∞ and with ai = –∞, bi = . 
It is known that in the case of nonidentically distributed random variables certain reg-
ularity conditions should be imposed for the moments or for the distributions (e.g., con-
ditions (.) and (.)). Such a condition is the weak mean domination.
A sequence of r.v.s Yn, i = , , . . . , is called weakly mean dominated (wmd) by the a r.v.
Y if

n
n
∑
i=
P
(|Yi| > t
) ≤ CP(|Y | > t) (.)
for all t ≥  and n = , , . . . (see Gut []).
We will often use the following lemma (see []).
Lemma. Let the sequence Yn, i = , , . . . , be weaklymean dominated by a r.v. Y . Let t > 
be ﬁxed. Let f : [,∞)→ [,∞) be a strictly increasing unbounded function with f () = .
Then
(a)

n
n
∑
i=
E|Yi| ≤ CE|Y |; (.)
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(b) the sequence f (|Yn|), i = , , . . . , is weakly mean dominated by the r.v. f (|Y |);
(c) the truncated sequence (–t)Y (t)n , i = , , . . . , is weakly mean dominated by the
truncated r.v. (–t)Y (t);
(d)

n
n
∑
i=
E|Yi|I
{|Yi| > t
} ≤ CE|Y |I{|Y | > t}. (.)
The following theorem contains a WLLN and Lp-convergence.
Theorem . Let  < p < . Let the sequence Xn,n = , , . . . , be weakly mean dominated
by a r.v. X with E|X|p < ∞. Assume that EXn =  for all n = , , . . . . Assume that (.) is
satisﬁed with g(n) = C for any λ ∈R and for ηi = (ai)X(bi)i with any ai < bi, i = , , . . . . Then
lim
n→∞E
∣
∣
∣
∣
∣

n/p
n
∑
k=
Xk
∣
∣
∣
∣
∣
p
= . (.)
Moreover,
lim
n→∞

n/p
n
∑
k=
Xk =  (.)
in probability.
Proof Let t > . Deﬁne
(–∞)Z(–t) = min{–t,Z}, (t)Z(∞) = max{t,Z}.
As EXk = , we have
E
∣
∣
∣
∣
∣

n/p
n
∑
k=
Xk
∣
∣
∣
∣
∣
p
≤ cE
∣
∣
∣
∣
∣

n/p
n
∑
k=
((–∞)X(–t)k –E(–∞)X
(–t)
k
)
∣
∣
∣
∣
∣
p
+ cE
∣
∣
∣
∣
∣

n/p
n
∑
k=
((–t)X(t)k –E(–t)X
(t)
k
)
∣
∣
∣
∣
∣
p
+ cE
∣
∣
∣
∣
∣

n/p
n
∑
k=
((t)X(∞)k –E(t)X
(∞)
k }
)
∣
∣
∣
∣
∣
p
= T + T + T, (.)
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say. Applying Theorem ., we obtain
T ≤ cn
n
∑
k=
E
∣
∣(t)X(∞)k –E(t)X
(∞)
k
∣
∣
p
≤ cn
n
∑
k=
E
∣
∣tI{Xk > t} –EtI{Xk > t}
∣
∣
p
+ cn
n
∑
k=
E
∣
∣XkI{Xk > t} –EXkI{Xk > t}
∣
∣
p
≤ cn
n
∑
k=
tpP{Xk > t} + cn
n
∑
k=
EXpk I{Xk > t}
≤ cn
n
∑
k=
EXpk I{Xk > t}.
Similarly,
T ≤ cn
n
∑
k=
E|Xk|pI{Xk < –t}.
Therefore, by (.),
T + T ≤ cn
n
∑
k=
E|Xk|pI
{|Xk| > t
} ≤ cE|X|pI{|X| > t} ≤ ε
for any ﬁxed ε >  if t is large enough, that is, t ≥ tε , say. Now, applying Theorem . with
exponent , we obtain
T ≤ cn
( n
∑
k=
E
((–t)X(t)k –E(–t)X
(t)
k
)
)p/
≤ cn
(
n(t)
)p/ = ctpnp//n. (.)
Let t = tε and choose n large enough so that ctpεnp//n≤ ε . Then T ≤ ε/. 
Remark . Our Theorem . is similar to Theorem . of [], where pairwise indepen-
dent r.v.s were considered. We can see that in our theorem the weak mean domination
assumption can be replaced by the pth uniform integrability assumption used in Theo-
rem . of [].
In the following theorem, we will see that if the acceptability condition (.) with g(n) =
C holds for the truncated random variables, then complete (moment) convergence results
can be obtained. In particular, if the Bahr-Esseen inequality holds for the truncated and
centered random variables, then complete (moment) convergence holds.
Theorem . Let  < p < ,  ≤ r < , and  < α < . Let the sequence Xn, n = , , . . . , be
weakly mean dominated by a r.v. X. Assume that EXn =  for all n = , , . . . . Assume that
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(.) is satisﬁedwith g(n) = C for any λ ∈R and for ηi = (ai)X(bi)i with any ai < bi, i = , , . . . .
(i) If r < α, then assume thatE|X|α <∞. (ii) If r = α, then assume thatE|X|r log(+ |X|) <∞.
(iii) If r > α, then assume that E|X|r <∞. Then
∞
∑
n=
nα/p–E
{∣
∣
∣
∣
∣

n/p
n
∑
k=
Xk
∣
∣
∣
∣
∣
– ε
}r
+
<∞ (.)
for any ε > .
Proof Let t = n/p. As EXk = , we have
B def=
∞
∑
n=
nα/p–E
{

n/p
∣
∣
∣
∣
∣
n
∑
k=
Xk
∣
∣
∣
∣
∣
– ε
}r
+
=
∞
∑
n=
nα/p–E
{∣
∣
∣
∣
∣

n/p
n
∑
k=
((–t)X(t)k –E(–t)X
(t)
k
)
+
n
∑
k=
((–∞)X(–t)k –E(–∞)X
(–t)
k
)
+
n
∑
k=
((t)X(∞)k –E(t)X
(∞)
k
)
∣
∣
∣
∣
∣
– ε
}r
+
≤ c
∞
∑
n=
nα/p–E
(

n/p
n
∑
k=
((–t)X(t)k –E(–t)X
(t)
k
)
)
+ c
∞
∑
n=
nα/p–E
∣
∣
∣
∣
∣

n/p
n
∑
k=
((–∞)X(–t)k –E(–∞)X
(–t)
k
)
∣
∣
∣
∣
∣
r
+ c
∞
∑
n=
nα/p–E
∣
∣
∣
∣
∣

n/p
n
∑
k=
((t)X(∞)k –E(t)X
(∞)
k
)
∣
∣
∣
∣
∣
r
, (.)
where we applied Lemma . of []. Now, as g(n) = C, by Theorem . we obtain
B≤ c
∞
∑
n=
nα/p– n/p
n
∑
k=
E
((–t)X(t)k –E(–t)X
(t)
k
)
+ c
∞
∑
n=
nα/p– nr/p
n
∑
k=
E
∣
∣(–∞)X(–t)k –E(–∞)X
(–t)
k
∣
∣
r
+ c
∞
∑
n=
nα/p– nr/p
n
∑
k=
E
∣
∣(t)X(∞)k –E(t)X
(∞)
k
∣
∣
r
= T + T + T, (.)
say.
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First consider T. Applying Lemma . and using that t = n/p, we obtain
T ≤ c
∞
∑
n=
nα/p–/p–
n
∑
k=
E
((–t)X(t)k
)
≤ c
∞
∑
n=
nα/p–/p–E
((–t)X(t)
)
= c
∞
∑
n=
nα/p–/p–E|X|I{|X| ≤ n/p} + c
∞
∑
n=
nα/p–/p–
(
n/p
)
P
{|X| > n/p}
= T + T.
Now we have
T ≤ c
∞
∑
n=
nα/p–
∞
∑
k=n
P
{
k/p < |X| ≤ (k + )/p}
= c
∞
∑
k=
P
{
k/p < |X| ≤ (k + )/p}
k
∑
n=
nα/p– ≤ cE|X|α .
Furthermore,
T ≤ c
∞
∑
n=
nα/p–/p–
n
∑
k=
E|X|I{(k – )/p < |X| ≤ k/p}
= c
∞
∑
k=
E|X|I{(k – )/p < |X| ≤ k/p}
∞
∑
n=k
nα/p–/p– ≤ cE|X|α .
Therefore we see that T <∞.
Now, we turn to T and T. Like in the proof of Theorem ., as t = n/p, we obtain
T ≤ c
∞
∑
n=
nα/p–r/p–
n
∑
k=
EXrkI
{
Xk > n/p
}
.
Similarly,
T ≤ c
∞
∑
n=
nα/p–r/p–
n
∑
k=
E|Xk|rI
{
Xk < –n/p
}
.
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Therefore, by Lemma .,
T + T ≤ c
∞
∑
n=
nα/p–r/p–
n
∑
k=
E|Xk|rI
{|Xk| > n/p
}
≤ c
∞
∑
n=
nα/p–r/p–E|X|rI{|X| > n/p}
≤ c
∞
∑
n=
nα/p–r/p–
∞
∑
k=n
E|X|rI{k/p < |X| ≤ (k + )/p}
≤ c
∞
∑
k=
E|X|rI{k/p < |X| ≤ (k + )/p}
k
∑
n=
nα/p–r/p–.
Now, we see the following:
(i) If r < α, then T + T ≤ cE|X|α <∞.
(ii) If r = α, then T + T ≤ cE|X|r log( + |X|) <∞.
(iii) If r > α, then T + T ≤ cE|X|r <∞.
Therefore we see that B <∞ in all cases. 
Remark . For pairwise independent and identically distributed random variables, The-
orem . in [] states the same assertion as our Theorem .. By our proof we can see that
Theorem . in [] can be extended to weaklymean dominated pairwise independent ran-
dom variables. We also see that our Theorem . implies complete convergence forWOD
random variables if g(n) = C in (.) and (.).
Remark . Under the conditions of Theorem ., we have
∞
∑
n=
nα/p–P
{∣
∣
∣
∣
∣

n/p
n
∑
k=
Xk
∣
∣
∣
∣
∣
> ε
}
<∞ (.)
for any ε > , which can be proved by usual calculations; see, e.g., [], Remark ..
3 Conclusions
We have obtained general versions of the von Bahr-Esseen moment inequality, the expo-
nential inequality, and convergence theorems. Our results can be applied to prove new
limit theorems for weakly dependent sequences.
Acknowledgements
The authors are grateful to the referees and the editor for careful reading the paper and for the valuable suggestions.
Competing interests
The authors declare that they have no competing interest.
Authors’ contributions
Both authors contributed equally and signiﬁcantly to this paper. Both authors have read and approved the ﬁnal
manuscript.
Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional aﬃliations.
Received: 13 May 2017 Accepted: 3 August 2017
Fazekas and Pecsora Journal of Inequalities and Applications  (2017) 2017:191 Page 16 of 16
References
1. von Bahr, B, Esseen, CG: Inequalities for the rth absolute moment of a sum of random variables, 1 ≤ r ≤ 2. Ann. Math.
Stat. 36(1), 299-303 (1965)
2. Dharmadhikari, SW, Jogdeo, K: Bounds on moments of certain random variables. Ann. Math. Stat. 40(4), 1506-1509
(1969)
3. Chen, P, Bai, P, Sung, SH: The von Bahr-Esseen moment inequality for pairwise independent random variables and
applications. J. Math. Anal. Appl. 419(2), 1290-1302 (2014)
4. Antonini, RG, Kozachenko, Y, Volodin, A: Convergence of series of dependent ϕ-sub-Gaussian random variables.
J. Math. Anal. Appl. 338(2), 1188-1203 (2008)
5. Etemadi, N: An elementary proof of the strong law of large numbers. Z. Wahrscheinlichkeitstheor. Verw. Geb. 55(1),
119-122 (1981)
6. Csörgo˝, S, Tandori, K, Totik, V: On the strong law of large numbers for pairwise independent random variables. Acta
Math. Hung. 42(3-4), 319-330 (1983)
7. Baum, LE, Katz, M: Convergence rates in the law of large numbers. Trans. Am. Math. Soc. 120, 108-123 (1965)
8. Chow, YS: On the rate of moment convergence of sample sums and extremes. Bull. Inst. Math. Acad. Sin. 6(3),
177-201 (1988)
9. Sung, SH: Moment inequalities and complete moment convergence. J. Inequal. Appl. 2009, Article ID 271265 (2009)
10. Fuk, DH, Nagaev, SV: Probabilistic inequalities for sums of independent random variables. Teor. Veroâtn. Primen. 16,
660-675 (1971)
11. Gan, S, Chen, P, Qiu, D: Rosenthal inequality for NOD sequences and its applications. Wuhan Univ. J. Nat. Sci. 16(3),
185-189 (2011)
12. Fazekas, I, Pecsora, S, Porvázsnyik, B: General theorems on exponential and Rosenthal’s inequalities and on complete
convergence. Manuscript (2016)
13. Wang, K, Wang, Y, Gao, Q: Uniform asymptotics for the ﬁnite-time ruin probability of a dependent risk model with a
constant interest rate. Methodol. Comput. Appl. Probab. 15(1), 109-124 (2013)
14. Wang, X, Xu, C, Hu, T-C, Volodin, A, Hu, S: On complete convergence for widely orthant-dependent random variables
and its applications in nonparametric regression models. Test 23(3), 607-629 (2014)
15. Bauer, H: Probability Theory. de Gruyter, Berlin (1996)
16. Gut, A: Complete convergence for arrays. Period. Math. Hung. 25(1), 51-75 (1992)
17. Fazekas, I: Convergence rates in the law of large numbers for arrays. Publ. Math. (Debr.) 41(1-2), 53-71 (1992)
