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Naslov: Avtomatsko povzemanje slovenskih besedil z globokimi nevron-
skimi mrežami
Povzemanje besedil naslavlja problem naraščujoče količine tekstovnih po-
datkov, v katerih želimo odkrivati pomembne informacije, npr. med razisko-
vanjem dokumentov želimo proces izbire poenostaviti in se odločati le na
podlagi povzetkov.
V delu smo se posvetili problemu povzemanja slovenskih besedil. Naš
cilj je generiranje kvalitetnega in berljivega povzetka. Problema smo se lo-
tili z uporabo globokih nevronskih mrež in arhitekture zaporedje v zapo-
redje. Razvili smo devet modelov, ki se razlikujejo po tipu rekurenčnih celic,
številu rekurenčnih celic, številu nivojev in dodatnih mehanizmih, kot sta
mehanizem pozornosti in mehanizem kopiranja. Uspešnost povzemanja smo
evalvirali z metrikama ROUGE in BERTScore. Med trenutno obstoječimi
slovenskimi povzemalniki naš najuspešneǰsi model dosega najbolǰse rezultate.
Ključne besede




Title: Automatic text summarization of Slovene texts using deep neural
networks
Text summarization allows us to extract useful information from a vast
amount of textual documents. For example, during research we want to
simplify the paper selection process by reading only abstracts instead of
whole articles.
In this thesis we focus on the problem of summarization of Slovene texts.
Our goal is to generate an accurate and readable summary. We tackle the
problem by applying a Sequence2Sequence architecture and deep neural net-
works. We developed nine models, which differ from one another by the type
of recurrent cells, number of recurrent cells, number of levels and additional
mechanisms, such as attention and copying. For evaluation we used ROUGE
and BERTScore evaluation metrics. Our most succesful model produces the
best results among Slovene text summarizers.
Keywords





Povzemanje besedil je postopek luščenja informacij iz dalǰsega besedila z na-
menom zapisa v kraǰsi in jedrnati obliki. Poznamo dve obliki povzemanja
besedil. Ekstrakcijsko povzemanje besedil [1] temelji na kopiranju posame-
znih stavkov iz izvornega besedila. Abstraktivno povzemanje besedil [2], [3],
[4] temelji na generiranju novih besed in stavkov. V bistvu gre za preslikavo
enega zaporedja besed v drugo zaporedje besed kraǰse dolžine.
Povzemanja se bomo lotili s pomočjo uporabe globokih nevronskih mrež
[5], ki predstavljajo trenutno najuspešneǰso metodo pri tovrstnih proble-
mih. Implementirali bomo arhitekturo zaporedje v zaporedje [6], [2] (angl.
Sequence2Sequence), znano tudi pod imenom kodirnik-dekodirnik (angl. En-
coder-Decoder). V osnovi gre za pretvorbo vhodne sekvence podatkov v vek-
tor fiksne dolžine (kodirnik) in nato na podlagi tega vektorja in trenutnega
stanja generiranje izhodne sekvence (dekodirnik). Kot glavno komponento,
ki omogoča pomnjenje, bomo uporabili rekurenčni nevronski mreži kot sta
GRU [7] (angl. Gated Recurrent Unit) in LSTM [8] (angl. Long Short-Term
Memory), kakor tudi kombinacijo s konvolucijskimi nevronskimi mrežami [9].
Sposobnost pomnjenja bomo poskušali izbolǰsati z mehanizmom pozornosti
[10] (angl. attention). Za predstavitev besed v nevronskih mrežah bomo
uporabili vektorske vložitve [11] (angl. word embeddings).
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2 POGLAVJE 1. UVOD
V nadaljevanju poglavja najprej opǐsemo problem in sorodna dela nato
pa podamo oris strukture dela po poglavjih.
1.1 Predstavitev problema
Zaradi naraščujočega števila virov informacij in njihove količine je povzema-
nje besedil aktualen problem na področju procesiranja naravnega jezika in
umetne inteligence. Vprašanje je, kako priti do informacij, ki so ključne.
Eden izmed načinov je izdelava povzetka, ki predstavlja originalno besedilo
v skraǰsani in zgoščeni obliki. Povzemanje besedil [12] je ključno na več
področjih: od spletnega povzemanja do povzemanja e-pošte ali člankov.
Pri spletnem povzemanju se ustreznost strani meri s prekrivanjem upo-
rabnǐsko vnešenih ključnih besed in povzetkom besedila iz te spletni strani.
Povzemanje e-pošte pride v upoštev pri sistemih, ki omogočajo tvorbo hitrih
odgovorov, ali pa morda urejajo celoten nabiralnik uporabnika v skupine
glede na temo, ki se ugotovi na podlagi povzetka posameznih sporočilnih
niti. V primeru povzemanja člankov želimo skraǰsati čas iskanja in namesto
da preberemo celotno besedilo, ustreznost ocenimo kar iz povzetka.
V delu se bomo posvetili abstraktivnemu povzemanju besedil, kjer gre
za generiranje novih besed in stavkov. Z razliko od kopiranja besed in stav-
kov iz originalnega besedila želimo tvoriti povzetke, ki se čim bolj približajo
človeškim. Prehodi med stavki naj bi bili tekoči oziroma naravno povezani.
Dodaten problem predstavlja razlika v dolžini originalnega besedila in pov-
zetka. Prevajanje, ki je podoben problem, te težave nima saj na nivoju besed
okvirno velja preslikava 1-na-1, kar poenostavi rešitev.
1.2 Sorodna dela
Osnova za reševanje problema so globoke nevronske mreže, natančneje arhi-
tektura zaporedje v zaporedje, ki sicer izhaja iz problema strojnega prevaja-
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nja besedil [10]. Prednost uporabe nevronskih mrež je zmožnost samostoj-
nega učenja značilk, ki jih programerju ni potrebno definirati. Arhitektura
uporabi eno izmed rekurenčnih nevronskih mrež za kodiranje vhodnega be-
sedila, nakar za tvorbo povzetka z dekodiranjem uporabi drugo rekurenčno
nevronsko mrežo.
Za bolǰse ohranjanje dalǰsih odvisnosti v besedilu lahko vhodno besedilo
obrnemo [6] ali uporabimo prehod skozi sekvenco naprej in nazaj. Ena izmed
možnih rešitev so tudi konvolucijske nevronske mreže [13].
Pri uporabi arhitekture zaporedje v zaporedje se pojavi problem pona-
vljanja besed, kar avtorji [3], [4], [14] rešujejo z mehanizmom pozornosti.
Tukaj na vsakem koraku dekodiranja tvorimo kontekstni vektor na podlagi
manǰsega dela skritih stanj kodiranja, ki predstavljajo zgoščeno informacijo
dela vhodnega besedila. Kontekstni vektor skupaj s preǰsnjim skritim sta-
njem dekodiranja generira naslednjo besedo povzetka.
Pomanjkljivost te arhitekture je tudi obravnava redkih besed, kot so npr.
imena podjetij ali ljudi, ki jih ni v slovarju. Lahko se zgodi, da so te besede
ključnega pomena, vendar mreža generira znak za neznano besedo. Gu in
sod. [15] predlagajo rešitev z mehanizmom kopiranja, ki hrani vsako vho-
dno besedilo in v primeru neznane besede, prekopira besedo neposredno iz
besedila.
Pomemben člen predstavlja tudi način predstavitve besed. Odločili smo
se za vložitve fastText [16], ki podpirajo slovenščino in spadajo med klasične
nevronske vektorske vložitve, kot sta GloVe in Word2Vec.
Ob pregledu področja nismo zasledili, da bi se kdo lotil problema povze-
manja slovenskih besedil z globokimi nevronskimi mrežami. Diplomsko delo
Jugovica [17] predlaga rešitev s pridobivanjem semantičnih trojk, iz katerih
zgradi besedilo v obliki grafa. Pomembnost vozlǐsč oceni z algoritmom P-PR,
nato pa iz njih generira povzetek.
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1.3 Struktura magistrskega dela
Magistrsko delo je sestavljeno iz šestih poglavij. Drugo poglavje vsebuje opis
in delovanje nevronskih mrež, vektorskih vložitev, mehanizma pozornosti ter
arhitekture zaporedje v zaporedje. Sledi poglavje o razvitih modelih, kjer
natančneje opǐsemo naše rešitve. Četrto poglavje govori o evalvaciji, kjer so
predstavljene podatkovne množice, evalvacijske mere in potek testiranja. V
petem poglavju so prikazani rezultati testiranj razvitih modelov ter rezultati
človeške evalvacije z nekaj primeri generiranih povzetkov. Zadnje poglavje
utemelji prispevke magistrskega dela in našteje nekaj možnosti za izbolǰsave.
Poglavje 2
Metodologija
Umetne nevronske mreže se zgledujejo po delovanju možganov. Ideja ne-
vronskih mrež [5] je nastala že v 60. letih preǰsnjega stoletja. Zopet se je
uveljavila v zadnjih letih z razvojem zmogljiveǰsih grafičnih kartic.
Glavna prednost pred drugimi metodami strojnega učenja [18] je, da glo-
boke nevronske mreže samodejno generirajo značilke. Za mnogo problemov s
področja obdelave naravnega jezika so globoke nevronske mreže najuspešneǰsi
pristop. S tem pristopom bomo skušali rešiti tudi naš problem abstrak-
tivnega povzemanja besedil z arhitekturo zaporedje v zaporedje [6] (angl.
Sequence2Sequence).
Obdelava naravnega jezika (angl. natural language processing) je po-
dročje umetne inteligence, ki se ukvarja z interakcijo med računalnǐskimi
sistemi in naravnim (človeškim) jezikom. Probleme, s katerim se ukvarja
področje, delimo na sintaktične probleme, kot so lematizacija, korenjenje in
oblikoskladenjsko označevanje [19] (angl. POS, Part-of-speech tagging). Se-
mantični problemi se ukvarjajo z razumevanjem jezika; sem spadajo strojno
prevajanje [20], avtomatsko povzemanje, prepoznavanje imenskih entitet (angl.
NER, Named Entity Recognition) in analiza sentimenta.
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2.1 Globoke nevronske mreže
Osnovna enota nevronske mreže je nevron, prikazan na sliki 2.1, ki je bodisi
aktiviran ali deaktiviran. Njegovo stanje je odvisno od vhoda, koeficientov
imenovanih uteži (angl. weights) in aktivacijske funkcije (angl. activation
function). Namen uteži je pripisati pomembnost oziroma vpliv vhodu pri
reševanju problema. Produkt vhodov in uteži seštejemo ter posredujemo
aktivacijski funkciji. Ta določi aktivacijo nevrona, matematično gledano nor-
malizira vsoto na vrednost med 0 in 1. Z drugimi besedami: nadzoruje
pretok podatkov in signalov skozi mrežo. Poznamo več vrst aktivacijskih
funkcij: sigmoidna, tanh, ReLu, softmax, itn.
Slika 2.1: Grafičen prikaz nevrona.
y = f(
∑
wixi + b) (2.1)
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Vrednost aktivacije posameznega nevrona se izračuna na podlagi formule
2.1, kjer xi predstavlja posamezen vhod, wi pripadajočo utež ter b vrednost
pristranskosti, ki se prǐsteje vsoti produktov vhodov in uteži. Aktivacijo
nevrona oziroma končno vrednost določi aktivacijska funkcija.
Večje število nevronov tvori nivo in več nivojev tvori globoko nevronsko
mrežo. Glede na pozicijo ločimo tri vrste nivojev: vhodni nivo, ki predstavlja
vhodne podatke v obliki vektorja, skriti nivo, kjer poteka učenje (teh nivo-
jev je lahko več) in izhodni nivo. V primeru klasifikacije je izhod napoved
verjetnosti pripadnosti določenemu razredu za dani primer.
Delovanje oziroma postopek učenja z globokimi nevronskimi mrežami si
lahko predstavljamo kot manipulacijo matrik. Cilj učenja je na podlagi danih
učnih podatkov izdelati model, ki čimbolje napoveduje razrede novim prime-
rom podatkov, torej ima čim manǰso posplošitveno napako. Model se ne sme
pretirano prilagajati [21] (angl. overfitting) učnim podatkom, kar lahko vodi
do manj uspešnega delovanja na še nevidenih podatkih. Pomemben vpliv
na učenje imata dve komponenti, kriterijska funkcija (angl. loss function) in
postopek vzratnega popravljanja uteži [22] (angl. backpropagation). Uteži
so na začetku naključno inicializirane, nato pa se skozi učne iteracije posoda-
bljajo, zato je naprej potrebno izračunati napako med dejanskim razredom
(angl. ground truth) in napovedanim razredom (angl. prediction). Glede
na namen ločimo več kriterijskih funkcij oziroma izgub: MSE (slov. srednja
kvadratna napaka), MAE (slov. srednja absolutna napaka), prečna entropija
(angl. Cross-Entropy Error), itn.
S pomočjo izračunane napake in vrednosti uteži, ki so prispevale k na-
paki, lahko določimo popravek uteži. To dosežemo z odvodom, ki ponazarja
spremembo uteži, glede na spremembo napake. S ponavljanjem popravljal-
nega postopka se mreža uči, napaka se manǰsa in napovedi so uspešneǰse.
Temu pravimo vzratno popravljanje napake (angl. backpropagation) in je
ključen sestavni del nevronskih mrež. Popravljanje dosežemo z uporabo op-
timizacijskih funkcij, katerih namen je iskanje minimuma kriterijske funkcije.
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Poznamo več funkcij za namen: SGD [23] (slov. stohastičen gradientni se-
stop), RMSProp [24] (slov. propagacija RMS), Adadelta, Adam, itn.
2.2 Rekurenčne nevronske mreže
Ena izmed pomankljivosti klasičnih nevronskih mrež je, da ne morejo spre-
jemati odločitev na podlagi njihovega predhodnega znanja. Primer takšnega
problema je napovedovanje naslednje besede v povedi. To pomanjkljivost
rešimo z rekurenčnimi nevronskimi mrežami [7], [8]. Delovanje si lahko pred-
stavljamo kot mrežo z zankami, kar omogoča ohranjanje informacije skozi čas.
Informacija se hrani v skritih stanjih mreže. Izračun trenutnega skritega sta-
nja je odvisen od vhoda in preǰsnjega skritega stanja. Rekurenčne mreže
uporabljamo predvsem pri obdelavi sekvenčnih podatkov, kot so besedila.
2.2.1 LSTM
LSTM mreže [8] (slov. mreža z dolgim kratkoročnim spominom) so posebna
vrsta rekurenčnih nevronskih mrež, ki so sposobne učenja dolgoročnih odvi-
snosti. Klasične rekurenčne mreže so sicer sposobne učenja kratkoročnih od-
visnosti, pri dalǰsih pa odpovedo. Težava nastane pri vzratnem popravljanju
napake dolgih sekvenc, pri čemer postane popravek zanemarljiv. Temu po-
javu pravimo problem izginjajočega gradienta [25] (angl. vanishing gradient
problem) in je vzrok za nastanek LSTM mrež, ki so sestavljene iz zaporedja
spominskih enot, imenovanih celice.
Posamezna LSTM celica ima 2 stanji, to sta skrito (h) in spominsko stanje
(c), ter 3 komponente, ki so: vhodna, izhodna in vrata pozabe. Spominsko
stanje nam služi kot dolgoročen spomin, medtem ko se skrito stanje upora-
blja za kratkoročen spomin. Namen vrat je nadzor pretoka informacij. Z
vrati pozabe nadzorujemo, koliko informacije iz preǰsnega spominskega sta-
nja naj se ohrani. Vhodna vrata so namenjena dodajanju nove informacije v
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trenutno spominsko stanje. Z izhodnimi vrati se celica odloči, kaj posredo-
vati naprej v naslednjo celico. S takšnim delovanjem dosežemo, da se celica
nauči, katere informacije iz preteklosti in sedanjosti so pomembne in jih je
potrebno ohraniti in katere informacije so nekoristne in jih lahko zavrže.
2.2.2 GRU
GRU mreže [7] (slov. rekurenčna enota z vrati) so vrsta rekurenčnih ne-
vronskih mrež, ki so v primerjavi z LSTM mrežo poenostavljene. Za prenos
informacije ne uporabljajo spominskega ampak kar skrito stanje. Uporabljajo
samo dve komponenti, ponastavitvena in posodobitvena vrata. Ponastavi-
tvena vrata združujejo delovanje vrat pozabe in vhodnih vrat pri LSTM,
posodobitvena vrata pa so v bistvu izhodna vrata.
2.3 Konvolucijske nevronske mreže
Konvolucijske nevronske mreže [9] so zgrajene z namenom razpoznati majhne
vzorce in iz njih zgraditi večje ter tako rešiti problem, kot je detekcija obraza.
Glavna operacija, ki jo izvajajo, je konvolucija, pri kateri se na podlagi defi-
niranega filtra izvajajo množenje in seštevanje uteži s podatki. Rezultat ope-
racije je vzorec značilk, nad katerim običajno izvedemo operacijo združevanja
(angl. pooling), s katero se informacija strne. Pri tem zmanǰsamo dimen-
zijo in izločimo dominantne značilke, s katerimi lahko razpoznamo vzorce. Z
uporabo različnih filtrov dosežemo razpoznavo večih različnih vzorcev.
Konvolucijo [26], [27] lahko uporabimo na besedilih, ki so enodimenzio-
nalni podatki (besede). Filter se premika naprej in nazaj kot drseče okno,
medtem ko se pri slikah premika še navzgor in navzdol.
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2.4 Vektorske vložitve
Vektorska vložitev besed [11], [28] (angl. word embedding) je modeliranje
jezikovnih podatkov, katerega rezultat so številski vektorji (angl. word vec-
tors). Z vložitvami predstavimo besede tako, da imajo podobne besede po-
dobne predstavitve. Postopek gradnje vložitve na podlagi konteksta (okolice
besede) zajame semantično in sintaktično podobnost besed. Vsaka beseda
ima svoj vektor, ki je lahko redek (angl. sparse) ali gost (angl. dense). Sprva
so bile besede predstavljene v obliki redkih vektorjev imenovanih enični vek-
torji (angl. one-hot), ki so bili dimenzije enaki velikosti slovarja (število vseh
možnih besed v podatkih). Sestavljeni so bili iz samo ene enice, ostalo so
bile ničle. Kasneje so se začeli uporabljati gosti vektorji manǰsih dimenzij,
sestavljeni iz realnih števil, ki so bolje zajeli podobnost med besedami, poleg
tega pa je njihova uporaba računsko bolj učinkovita.
Model CBOW [28] (slov. zvezna vreča besed), skuša na podlagi kon-
teksta napovedati osrednjo besedo, model Skip-gram[11] (slov. preskočni
ngram) pa počne ravno obratno. Pri preskočnem ngramu imamo nevronsko
mrežo z enim skritim nivojem, ki na vhod prejme besedo, na izhodu pa skuša
napovedati kontekst besede. Tukaj nas ne zanimajo napovedi, ampak uteži
skritega nivoja, ki predstavljajo vektor.
Slika 2.2 prikazuje prednosti uporabe vektorskih vložitev. Razvidno je,
da nastanejo gruče podobnih besed. Psu, mačku, levu in volku je skupno
to, da so živali. Ohranijo se relacije predstavljene z vektorji, npr. rela-
cija “udomačen”. Če vektorju “volk” prǐstejemo vektor “udomačen” dobimo
vektor “pes”. Če isti vektor “udomačen” prǐstejemo vektorju “lev” dobimo
približno vektor “maček”. Zadeva je podobna pri pridevnikih, le da tu ohra-
nimo relacijo stopnjevanja.
2.5. ARHITEKTURA ZAPOREDJE V ZAPOREDJE 11
Slika 2.2: Primeri vektorskih vložitev predstavljenih v 2D prostoru, ki ohra-
nijo relacije med besedami v obliki razdalj.
Besednih vektorjev se lahko naučimo kot uteži v modelu pri reševanju
določenega problema, lahko pa uporabimo že predhodno naučene vektorje
tipov: Word2Vec [28], GLoVe [29], fastText [16], ELMo [30] in BERT [31].
Zadnja dva spadata v skupino kontekstnih vektorjev, kjer ima posamezna
beseda več vektorskih predstavitev, odvisno v kakšnem kontekstu se pojavi.
Ta način reši problem enakopisnic, katerih uteži se klasični postopki vektor-
skih vložitev naučijo narobe. Npr. beseda “kos” se lahko nanaša na živalsko
vrsto ptice ali pa na “kos kruha”, zato sta potrebni dve različni vektorski
predstavitvi.
2.5 Arhitektura zaporedje v zaporedje
Z arhitekturo zaporedje v zaporedje [6] (angl. Sequence2Sequence), rečemo
ji tudi arhitektura kodirnik-dekodirnik (angl. Encoder-Decoder), neko se-
kvenco podatkov pretvorimo v drugo sekvenco. Med takšne probleme spa-
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data nevronsko prevajanje in abstraktivno povzemanje besedil.
Osnovna oblika arhitekture je sestavljena iz dveh delov, kodirnika in de-
kodirnika. Vsak je sestavljen iz enega ali več nivojev rekurenčnih nevronskih
mrež. Ločimo dve obliki delovanja, učenje in sklepanje (angl. inference). Pri
učenju je naloga kodirnika, da prejme vhodno sekvenco podatkov (članek), jo
obdela in vrne zadnje skrito stanje mreže. Temu stanju pravimo kontekstni
vektor in predstavlja zgoščeno informacijo celotnega besedila, ki ga želimo
povzeti. Dekodirnik je sestavljen iz rekurenčne nevronske mreže, na vhodu
prejme sekvenco podatkov (povzetek), kot začetno skrito stanje uporabi kon-
tekstni vektor in skuša napovedati izhodno sekvenco podatkov (povzetek;
zamaknjen za en časovni korak). Prikaz posameznih komponent je prikazan
na sliki 2.3.
Zadnji nivo dekodirnika je polno povezana nevronska mreža z izhodno
dimenzijo velikosti slovarja. Pri učenju izrabimo zamaknjenost podatkov, da
se mreža nauči generirati povzetek po eno besedo naenkrat. V nasprotnem
primeru bi bilo učenje oteženo, saj bi se mreža učila generiranja celotnega
besedila naenkrat. Tukaj uporabimo kontekstni vektor, da mreža ve, kaj
mora povzeti in trenutno skrito stanje dekodirnika, da mreža ve, kaj je že
povzela. Tako mreža s kontekstnim vektorjem in trenutno besedo v povzetku
generira naslednjo besedo.
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Slika 2.3: Arhitektura zaporedje v zaporedje.
Ko že imamo naučen model in želimo generirati povzetek besedila, upo-
rabimo način delovanja imenovan sklepanje. Najprej vhodno sekvenco ob-
delamo s kodirnikom in pridelamo kontekstni vektor, nato v dekodirnik po-
damo posebno začetno besedo in tako ustvarimo množico naslednjih možnih
besed. Ponavadi vzamemo tisto z največjo verjetnostjo (požrešno iskanje),
jo nastavimo kot novo trenutno besedo, posodobimo stanje v dekodirniku in
nadaljujemo. Namesto požrešnega iskanja lahko uporabimo tudi iskanje v
snopu. Postopek se izvaja v zanki, dokler dekodirnik ne generira posebne
končne besede, ali ne preseže praga maksimalne dolžine povzetka.
Pri uporabi te arhitekture ne potrebujemo posebnega predprocesiranja
besedil. Povzetku dodamo le posebni besedi, ki predstavljata začetek in
konec sekvence in se ne smeta pojaviti v besedilih. Kot posebno začetno
besedo uporabimo <START>, ki sproži delovanje dekodirnika in kot posebno
končno besedo uporabimo <END>, s katero ustavimo delovanje dekodirnika.
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2.6 Mehanizem pozornosti
V nevronskih mrežah uporabljamo mehanizem pozornosti, ki izhaja iz narav-
nega sveta. Človek ima sposobnost vizualne pozornosti, ki mu omogoča, da
del sveta vidi v vǐsji ločljivosti, preostanek pa v nižji, kar predstavlja periferni
vid. Pozornost nam omogoča natančneje analizirati del vidnega polja.
Arhitektura zaporedje v zaporedje je zgrajena iz dveh komponent, kodir-
nika in dekodirnika. Vhod dekodirnika je izhod kodirnika (kontekstni vektor),
ki je fiksne dolžine in hrani zgoščeno informacijo celotnega besedila. Pred-
stavlja informacijsko ozko grlo, predvsem pri dalǰsih sekvencah, saj sčasoma
informacija zbledi. Z vpeljavo dodatne komponente, imenovane mehanizem
pozornosti [10], [20] lahko dekodirnik dostopa do posameznih skritih stanj
kodirnika in uporabi to informacijo tudi pri napovedi naslednje besede.
Z uporabo mehanizma pozornosti delovanje kodirnika ostane nespreme-
njeno. Dekodiranje poteka tako, da trenutno stanje dekodirnika primerja z
vsemi (angl. global attention) ali zgolj nekaj (angl. local attention) skri-
timi stanji kodirnika in jim na podlagi podobnosti določi uteži (angl. at-
tention/alignment score). Z vrednostjo uteži interpretiramo pomembnost
besede: vǐsja je ta vrednost, bolj je pomembna beseda. Izračunamo uteženo
povprečje stanj kodirnika in pripadajočih uteži ter ustvarimo nov konteksni
vektor, ki ga uporabimo pri napovedi naslednje besede.
Poglavje 3
Razvoj in modeli
Razvili smo devet različnih modelov, ki so osnovani na arhitekturi zaporedje
v zaporedje. Uporabili smo knjižnico Keras [32], ki temelji na ogrodju Ten-
sorflow [33]. Testiranje smo izvajali na grafični kartici Nvidia TitanX 12GB.
Pri našem problemu gre za večrazredno klasifikacijo (angl. multiclass
classification), zato smo se odločili, da bomo pripadnost posameznemu ra-
zredu označevali z oznako, torej nismo uporabili eničnega kodiranja (angl.
one-hot encoding). Posledica tega je uporaba funkcije izgube (angl. loss
function) imenovane redka kategorična prečna entropija (angl. sparse cate-
gorical crossentropy). Zadnji nivo arhitekture je polno povezana nevronska
mreža, ki služi za generiranje napovedi naslednje besede. Izhodna dimenzija
je enaka velikosti slovarja, za aktivacijsko funkcijo pa uporabljamo softmax,
ki ustvari verjetnostno porazdelitev po posameznih besedah definiranih v slo-
varju. Največja vrednost velikosti paketa (angl. batch size), ki jo je sistem
bil zmnožen obdelati je znašala 16. Zgornjo mejo ponovitev učnih prehodov
podatkovne množice, epoh (angl. epoch) smo nastavili na 32.
Pred začetkom končnega testiranja smo izvedli preliminarno testiranje
posameznih komponent. To so: paketna normalizacija, izpust nevronov, ra-
zredne uteži, zgodnje ustavljanje učenja, mehanizem pozornosti, mehanizem
kopiranja in iskanje v snopu. Njihov namen uporabe je opisan v nadaljevanju.
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3.1 Komponente arhitekture
V tem razdelku predstavimo posamezne komponente, ki smo jih dodali k
osnovni arhitekturi zaporedje v zaporedje. Namen njihove uporabe je iz-
boǰsali delovanje arhitekture, kar smo ugotavljali z preliminarnimi testi. Te
komponente so: vektorske vložitve, normalizacija, izpust nevronov, razredne
uteži, zgodnje ustavljanje učenja, mehanizem pozornosti, mehanizem kopi-
ranja in iskanje v snopu.
3.1.1 Vektorske vložitve
Zaradi premalo podatkov se nismo lotili učenja lastnih vektorskih vložitev,
ampak smo uporabili klasične vložitve fastText [16]. Vložitve so dimezije
velikosti 300, naučene na podatkih iz Wikipedije in Common Crawla na
podlagi algoritma CBOW. Pri modelih, ki niso imeli dodanega mehanizma
pozornosti, smo pri vektorskih vložitvah uporabili maskiranje ničel (angl.
mask zero). Namen tega je pospešeno in bolj učinkovito učenje, saj sledeči
nivo, npr. LSTM, preskoči ničelni del, torej na njem ne dela izračunov, zato
ta ne vpliva na izgubo. Ta trik izniči vpliv dopolnjevanja (angl. padding),
ki ga moramo uporabiti pri rekurenčnih nevronskih mrežah.
3.1.2 Normalizacija
Nivoje rekurenčne nevronske mreže smo obdali z nivojem normalizacije ime-
novanim paketna normalizacija (angl. batch normalization), kar naj bi do-
prineslo k bolǰsim rezultatom. Razlog je normalizacija aktivacij s preǰsnjega
nivoja, ki ohrani povprečje aktivacij blizu ničle in standardni odklon blizu
enice.
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3.1.3 Regularizacija
V rekurenčnih nevronskih mrežah smo uporabili tudi regularizacijo, natančneje
izpust nevronov (angl. dropout), ki pripomore k preprečevanju prekomernega
prilagajanja. Del nevronov pri učenju uteži izpusti, oziroma ne upošteva pri
prehodu naprej in nazaj.
Ker se besede pojavljajo z različno frekvenco, pri učenju upoštevamo
razredne uteži (angl. class weights). S tem smo spremenili izračun funkcije
izgube, saj imajo besede z nižjo frekvenco večji pomen in s tem tudi večjo
utež, kar vpliva na izgubo kot dodatna kazen.
3.1.4 Zgodnje ustavljanje učenja
Kot dodatno obliko regularizacije smo učenju dodali funkcijo za zgodnje
ustavljanje učenja (angl. early stopping), ki na podlagi izgube na valida-
cijski množici ob izpolnjenih pogojih ustavi učenje in obnovi najbolǰse uteži.
Ko izguba doseže lokalen minimum s parametrom potrpežljivosti (angl. pa-
tience) nastavljenim npr. na vrednost 3, se učenje ustavi če v naslednjih 3
epohah ne dosežemo novega minimuma, sicer nadaljuje z novim minimumom.
Spremljamo lahko tudi drugo metriko, kot je točnost, ali merimo minimalno
spremembo metrike in če je ne dosežemo, se učenje zopet ustavi.
3.1.5 Iskanje v snopu
Alternativo klasičnemu požrešnemu iskanju (generiranju) naslednje besede,
ki vzame najbolj verjetno naslednjo besedo, predstavlja iskanje v snopu (angl.
beam search). Tukaj vzamemo N najbolj verjetnih besed in iz njih tvorimo
snop iskanja širok N2, ki predstavlja nabor možnih povzetkov. Med njimi
izberemo N kandidatov z največjo verjetnostjo in nadaljujemo iskanje. Po-
stopek se konča z N povzetki, med katerimi izberemo tistega z najbolǰso
oceno.
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3.1.6 Dodatni mehanizmi
Pri določenih modelih uporabimo mehanizem pozornosti (angl. attention).
Obstaja več različnih implementacij. Odločili smo se za najbolj pogost globa-
len mehanizem pozornosti, ki so ga razvili Bahdanau in sod. [10]. Delovanje
temelji na konkatenaciji izhoda rekurenčne nevronske mreže in kontekstnega
vektorja, ki se izračuna na podlagi vseh stanj kodirnika in trenutnega stanja
dekodirnika.
Kot dodatno komponento smo implementirali mehanizem kopiranja [15]
(angl. copy mechanism), ki reši problem neznanih besed, ki se pojavijo za-
radi skrčenega slovarja. Mehanizem kopiranja, neznane besede (<UNK>) v
generiranem povzetku nadomesti z besedami, ki se pojavijo v besedilu, hkrati
pa niso v slovarju.
3.2 Modeli
Za razvoj spodaj opisanih modelov smo se odločili na podlagi arhitektur, ki
smo jih zasledili v sorodnih delih. Ker so avtorji uporabljali različne kom-
ponente in njihove parametre, smo postopama preizkusili kako vplivajo na
uspešnost rezultatov. Osredotočili smo se na primerjavo tipa in števila re-
kurenčnih nevronskih celic, števila nivojev in komponent, kot so mehanizem
pozornosti, mehanizem kopiranja in iskanje v snopu. Ostale komponente, kot
so normalizacija, regularizacija in vektorske vložitve, smo fiksirali. V zadnjem
modelu so združene komponente, ki so se izkazale za najbolǰse. Preizkusili
smo naslednje modele:
1. TextSumGRU
• enonivojski kodirnik in dekodirnik iz 512 GRU celic.
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2. TextSumConvGRU
• enonivojski kodirnik iz 1D konvolucije in 512 GRU celic,
• enonivojski dekodirnik iz 512 GRU celic.
3. TextSumLSTM
• enonivojski kodirnik in dekodirnik iz 512 LSTM celic.
4. TextSumAddBiLSTM
• dvonivojski kodirnik iz 512 LSTM celic z obojestranskim preho-
dom (Bidirectional),
• združevanje stanj kodirnika z adicijo (Add),
• enonivojski dekodirnik iz 512 LSTM celic.
5. TextSumConcatBiLSTM
• dvonivojski kodirnik iz 512 LSTM celic z obojestranskim preho-
dom (Bidirectional),
• združevanje stanj kodirnika s konkatenacijo (Concat),
• enonivojski dekodirnik iz 1024 LSTM celic.
6. TextSumDoubleStackLSTM
• dvonivojski kodirnik in dekodirnik iz 512 LSTM celic.
7. TextSumTripleStackLSTM
• tronivojski kodirnik in dekodirnik iz 512 LSTM celic.
8. TextSumAttLSTM
• enonivojski kodirnik in dekodirnik iz 512 LSTM celic,
• mehanizem pozornosti (Bahdanau Attention).
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9. TextSumFinalLSTM
• dvonivojski kodirnik in dekodirnik iz 512 LSTM celic,
• mehanizem pozornosti (Bahdanau Attention),
• mehanizem kopiranja (Copy mechanism),
• iskanje v snopu (Beam Search).
Poglavje 4
Evalvacija
Za testiranje uspešnosti modelov potrebujemo čim večjo podatkovno množico
sestavljeno iz parov članek-povzetek. Izdelali smo dve taki množici, vendar
smo za učenje uporabili le množico novic, kajti množica narejena iz Wi-
kipedije je bila premajhna. Za evalvacijo uspešnosti smo uporabili metriki
ROUGE in BERTScore. V nadaljevanju opǐsemo podatkovni množici in eval-
vacijski meri.
4.1 Podatkovna množica
Izdelali smo dve podatkovni množici. Prva vsebuje članke in pripadajoče
povzetke iz slovenske Wikipedije, ki smo jih pridobili s pomočjo lastnega
spletnega pajka. Članki spadajo v več kategorij: od družboslovja, filozofije
in zgodovine do naravoslovja, tehnike in umetnosti. Omejili smo se le glede
dolžine člankov. Izločili smo članke dalǰse od 2000 besed in kraǰse od 600
besed. Tako smo zbrali 2010 učnih primerov. Histogram frekvence dolžine
člankov ter povzetkov korpusa iz Wikipedije prikazujeta sliki 4.1 in 4.2.
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Slika 4.1: Frekvence dolžine člankov korpusa iz Wikipedije.
Slika 4.2: Frekvence dolžine povzetkov korpusa iz Wikipedije.
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Druga podatkovna množica je precej večja. Novičarske članke Sloven-
ske tiskovne agencije [34] je zbral Aleš Žagar iz korpusa sodobne standardne
slovenščine Gigafida 2.0 [35]. V celoti je zbral 284 tisoč primerov. Ker iz
korpusa ni mogel razbrati, kateri stavki sodijo v prvi odstavek, je uporabil
naslednjo hevristiko. Iz spletne strani STA [34] je prenesel 25 naključno iz-
branih povzetkov. Izračunal je povprečno število znakov v vsakem povzetku.
Vsakemu je dodal generičen stavek, ki ne sodi v povzetek, temveč predstavlja
uvodni stavek besedila. V množico je nato dodajal stavke iz STA besedila
in se s tem približeval povprečnemu številu znakov v povzetku. Zanko je
ustavil, ko je naletel na stavek, ki bi to množico oddaljil bolj, kot je trenu-
tno sama oddaljena od povprečnega števila znakov v povzetku. Mi smo se
osredotočili le na članke z dolžinami med 100 in 300 besed z povzetki med
20 in 60 besed. S tem smo zbrali 119,119 primerov. Množico smo razdelili
na 3 podmnožice: učno sestavljeno iz 106,206 primerov, validacijsko z 11,801
primeri in testno, ki je vsebuje 1,192 primerov. Povprečna dolžina članka
znaša 189 besed, povprečna dolžina povzetka pa 44 besed. Največ člankov,
kar 3,535, ima dolžino med 178 in 182 besedami. Pri povzetkih imamo 13,904
primerov z dolžinami med 46 in 48 besedami. Histogram frekvence dolžine
člankov ter povzetkov korpusa STA prikazujeta sliki 4.3 in 4.4.
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Slika 4.3: Frekvence dolžine člankov korpusa STA.
Slika 4.4: Frekvence dolžine povzetkov korpusa STA.
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Izvedli smo osnovno predprocesiranje besedil. Obdržali smo velike začetnice
in številke, odstranili pa ločila, kot so pike, vejice, klicaji in vprašaji, ter po-
sebne znake, kot so oklepaji, poševnice, pomǐsljaji in enačaji. Pri decimalnih
številih smo ohranili zgolj celi del števila. S tem je nastal slovar velikosti
455,836 besed, od tega je bilo 181,654 besed, ki so se pojavile zgolj enkrat.
V nadaljevanju smo se odločili, da bomo slovar zmanǰsali (skrčili) zaradi
bolǰsega delovanja. Odstranili smo vse besede, ki so se ponovile manj kot 40-
krat, kar pomeni, da je končni slovar velikosti 43,425 besed. Ostale besede
smo označili s posebnim znakom za neznane besede (<UNK>). To pomeni,
da se je na posamezen članek v povprečju pojavilo 4,7% neznanih besed, na
povzetek pa 4,9% neznanih besed. Med najpogosteǰsimi besedami, ki so se
pojavljale v besedilih so vezniki in predlogi, kot so: je, v, in, na, itn. Zaradi
uporabe rekurenčnih nevronskih mrež smo morali uporabiti tudi dopolnje-
vanje (angl. padding). Članke kraǰse od 300 besed in povzetke kraǰse od 60
besed smo do maksimalne dolžine dopolnili s posebnih znakom (<PAD>).
To je povzročilo, da je bil v povprečju članek sestavljen iz 36,6% in povzetek
iz 26,1% dopolnjevalnih znakov.
4.2 Evalvacijske mere
Za ocenjevanje uspešnosti generiranja povzetkov smo uporabili evalvacijski
meri ROUGE in BERTScore, ki sta opisani v tem razdelku. Prikažemo tudi
primere izračunov, ter slabosti uporabe teh metrik.
4.2.1 ROUGE
Za evalvacijo uspešnosti naših modelov smo uporabili metriko ROUGE [36]
(angl. Recall-Oriented Understudy for Gisting Evaluation). Uporablja se
predvsem pri merjenju uspešnosti avtomatskega povzemanja besedil, lahko
pa tudi pri nevronskem prevajanju. ROUGE je množica metrik, uporabljajo
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se tri: ROUGE-1, ROUGE-2 in ROUGE-L. Prvi dve metriki merita prekriva-
nje unigramov (1 beseda) in bigramov (2 zaporedni besedi) med referenčnim
in generiranim povzetkom. Tretja metrika, ROUGE-L, identificira najdalǰso
skupno sekvenco besed v obeh povzetkih in daje globji vpogled v strukturo
generiranih stavkov.
Za izračun ocene ROUGE potrebujemo vrednost priklica (angl. recall R)
in točnosti (angl. precision P), nakar izračunamo oceno F1. Priklic pred-
stavlja razmerje med številom prekrivajočih se besed in številom besed v re-
ferenčnem povzetku, medtem ko točnost predstavlja razmerje med številom
prekrivajočih se besed in številom besed v generiranem povzetku. Končna
vrednost izračuna je odstotek, ki ponazarja uspešnost povzemanja na lestvici
od 0 do 100.
Formula za izračun ROUGE metrik je:
F 1 = (2 × P ×R)/(P + R) (4.1)
Primer izračuna:
Referenčni povzetek: Mǐska je pod mizo.
Generiran povzetek: Mǐska se skriva pod mizo.
unigram: R = 3/4, P = 3/5
bigram: R = 1/3, P = 1/4
F1(unigram) = 0,667 ROUGE-1 = 66,7
F1(bigram) = 0,286 ROUGE-2 = 28,6
Primer visoke ocene in nesmiselnosti:
Plenilec lovi plen.
Plen lovi plenilca.
F1(unigram) = 1,0 ROUGE-1 = 100,0
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Kljub temu, da je metrika ROUGE pogosto uporabljena, je potrebno
poudariti, da ima več slabosti. Npr. ROUGE-1 meri, koliko besed se hkrati
pojavi v generiranem in referenčnem povzetku. Če generiramo povzetek iz
popolnoma istih besed, kot se nahajajo v referenčnem povzetku, bomo dobili
rezultat 100,0. To nakazuje na popoln povzetek, čeprav so besede morda
naključno premešane in kot celota nimajo smisla.
4.2.2 BERTScore
Poskusili smo tudi noveǰso metriko imenovano BERTScore [37]. Podobno
kot metrika ROUGE, BERTScore izračuna oceno podobnosti med vsako be-
sedo v referenčnem povzetku in besedo v generiranem povzetku. BERTScore
ne zahteva popolnega ujemanja med besedama, ampak izračuna podobnost
med njima z uporabo kontekstnih vektorskih vložitev na podlagi kosinusne
podobnosti. Končno oceno povzetka predstavlja vrednost F1, izračunana
iz vrednosti točnosti in priklica med vsemi pari besed. Pri tem se izvede
požrešno ujemanje, kjer se uporabi maksimalna vrednost podobnosti med
referenčno besedo in generiranimi besedami, ter obratno. Namen uporabe te
metrike je, da bi bolje korelirala s človeško evalvacijo in tako pomagala pri
izbiri bolǰsega modela. Ena izmed omejitev, ki jo ima metrika ROUGE, je da
ne upošteva sinonimov. V sledečem primeru se metrika BERTScore izkaže
za bolj robustno.
Oceni ROUGE-1 in BERTScore:
Referenčni povzetek: Stranke imajo raǰsi sladoled.
Generiran povzetek: Kupci preferirajo sladoled.
ROUGE-1 = 25,0
BERTScore = 0,763
Za delovanje metrike BERTScore je potreben jezikovni model BERT [31].
Ta temelji na arhitekturi transformer [38]. Vektorske vložitve pridobimo z
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maskiranjem besed v stavkih, ki jih model skuša napovedati. Na voljo imamo
več inačic modela BERT glede na jezik: angleško, kitajsko in mnogojezično
inačico. Modeli se ločijo tudi po globini oziroma številu nivojev. Za našo
evalvacijo smo uporabili mnogojezični model, ki zajema slovenščino, s pri-
vzetim številom nivojev, kjer je dimenzija vložitev 768.
Poglavje 5
Rezultati
Po končanem razvoju in testiranju različnih modelov smo dobili rezultate, ki
so prikazani v nadaljevanju. Najprej opǐsemo testiranje posameznih modelov
omenjenih v tretjem poglavju, nato se osredotočimo na optimizacijo končnega
modela. Temu sledi primerjava nekaj referenčnih in generiranih povzetkov.
Prikažemo tudi rezultate človeške evalvacije, ter na koncu primerjamo re-
zultate z rezultati sorodnih del. Modele smo optimizirali po en parameter
naenkrat, iskali smo optimalno kombinacijo, ki bo generirala čim bolǰse re-
zultate glede na skupino metrik ROUGE. Pristop je bil časovno potraten.
Učenje in testiranje enostavnih modelov je bilo dokaj hitro, v povprečju je
trajalo 18 ur. Učenje in testiranje končnega modela, ki je najuspešneǰsi, je
trajalo 54 ur.
5.1 Posamezni modeli
V tem razdelku opǐsemo vrstni red in rezultate preliminarnih testov. Na pod-
lagi teh rezultatov v nadaljevanju zgradimo končni model, ki je najuspešneǰsi
glede na metriko ROUGE.
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5.1.1 Vrsta in število rekurenčnih nevronskih celic
Osnovni parameter, ki ga je bilo potrebno določiti je vrsta rekurenčne ne-
vronske celice. Na voljo imamo dve: GRU in LSTM. GRU (TextSumGRU)
je v osnovi enostavneǰsa in tudi časovno manj potratna od LSTM, v praksi
pa naj bi bila zmogljivost obeh enakovredna. V našem primeru se je izkazalo,
da smo s celico LSTM pridobili bolǰse rezultate. Iz tabele 5.1 je razvidno, da
model (TextSumLSTM) implementiran z LSTM celicami bolǰsi za 2,24 odsto-
tne točke pri metriki ROUGE-1. V nadaljnih modelih smo zato uporabljali
LSTM celice. Poskusili smo tudi s kombinacijo rekurenčne in konvolucijske
nevronske mreže (TextSumConvGRU). Čeprav je bilo učenje hitro, trajalo je
3 ure, smo s tem modelom dosegli najslabše rezultate. Predvidevamo, da je
razlog v tem, da se z uporabo konvolucije zmožnost hranjenja informacij v
konteksnem vektorju skrči in je s tem oteženo generiranje besed v povzetku.
Nadaljni razvoj modela s konvolucijsko arhitekturo smo opustili.
Ukvarjali smo se tudi z optimizacijo števila rekurenčnih celic oziroma
enot. Začeli smo z 256 celicami in jih povečevali za vrednost 256. Naj-
bolǰse delovanje smo dosegli pri številu 512. Pri 768 celicah je učenje postalo
časovno zelo potratno, poleg tega pa ni prǐslo do izbolǰsave rezultatov, zato
smo ta parameter fiksirali na vrednost 512.
Model ROUGE-1 ROUGE-2 ROUGE-L
TextSumGRU 7,50 1,07 9,19
TextSumLSTM 9,74 2,09 11,13
Tabela 5.1: Rezultati preliminarnih testov modelov TextSumGRU in Text-
SumLSTM.
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5.1.2 Večnivojski kodirnik in dekodirnik
V nekaterih sorodnih delih [13], [10] smo zasledili uporabo rekurenčnih celic z
obojestranskim prehodom, ki bi morale biti zmogljiveǰse zaradi tvorbe dveh
konteksnih vektorjev. Testirali smo tudi različne operacije nad kontekstnima
vektorjema, rezultati so vidni v tabeli 5.2. V osnovi smo uporabili konkate-
nacijo z namenom ohranitve informacij ob prehodu skozi besedilo naprej in
nazaj, zato smo morali povečati število rekurenčnih celic v dekodirniku. Po-
skusili smo povprečenje informacij kontekstnih vektorjev (adicija). To nam
je prineslo bolǰse rezultate kakor uporaba konkatenacije. Rezultati so bili
vseeno malce slabši v primerjavi z uporabo celic z enostranskim prehodom.
Predvidevamo, da je težava v pretiranem prilagajanju učnim podatkom, kajti
izguba te inačice na učni množici je manǰsa, izguba na validacijski množici pa
večja kot pri modelu z enostranskim prehodom (TextSumLSTM). Potrebno
je omeniti, da se ta vrsta modelov uporablja predvsem pri nevronskem pre-
vajanju, kjer je informacija na začetku enako pomembna, kakor na koncu be-
sedila. Pri povzemanju sklepamo, da so na koncu besedila manj pomembne
informacije kot na začetku. Na podlagi rezultatov smo se odločili za upo-
rabo rekurenčne celice z enostranskim prehodom, vendar smo vhod (članek)
v kodirnik obrnili. To je omililo bledenje informacij na začetku članka. Pri
prehodu skozi rekurenčni nivo ti podatki zdaj potujejo zadnji in tako infor-
macija ostane bolj sveža, kar dekodirniku olaǰsa delo.
Model ROUGE-1 ROUGE-2 ROUGE-L
TextSumAddBiLSTM 9,51 1,81 11,07
TextSumConcatBiLSTM 8,18 1,77 9,61
Tabela 5.2: Rezultati preliminarnih testov modelov TextSumAddBiLSTM
in TextSumConcatBiLSTM.
Pri nevronskih mrežah za kompleksneǰse probleme je zaželjeno uporabiti
globlje mreže oziroma večje število skritih nivojev, saj s tem olaǰsamo učenje
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in izbolǰsamo rezultate, ker je model sposoben aproksimirati kompleksneǰse
funkcije. Zato smo poskušali s povečanjem števila nivojev rekurenčnih mrež v
modelih. Za odtenek bolǰsi rezultat smo dobili z dvema nivojema rekurenčne
mreže samo v kodirniku. Dva nivoja v kodirniku in dekodirniku (TextSum-
DoubleStackLSTM) je izbolǰsalo delovanje v primerjavi z enonivojsko arhi-
tekturo za 3,23 odstotnih točk pri metriki ROUGE-1. Testirali smo tudi
tronivojsko arhitekturo, vendar ni prǐslo do izbolǰsave. Ker imamo z večjim
številom nivojev tudi več kontekstnih vektorjev kodirnika in začetnih stanj
dekodirnika smo poskušali tudi z različnimi kombinacijami teh. Za najbolǰso
nastavitev se je izkazalo propagiranje kontekstnih vektorjev, kar pomeni, da
v prvi nivo dekodirnika za začetno stanje postavimo kontekstni vektor prvega
nivoja kodirnika. Poskušali smo tudi z obratnim vrstnim redom, in s pona-
vljanjem, kjer se eden izmed kontekstnih vektorjev uporabi večkrat, vendar
je bilo delovanje slabše. Rezultati teh testiranj so v tabeli 5.3.
Model ROUGE-1 ROUGE-2 ROUGE-L
TextSumDoubleStackLSTM 12,97 3,03 14,65
TextSumTripleStackLSTM 9,35 1,15 11,01
Tabela 5.3: Rezultati preliminarnih testov modelov TextSumDouble-
StackLSTM in TextSumTripleStackLSTM.
5.1.3 Mehanizem pozornosti
Posebej smo testirali doprinos mehanizma pozornosti, ki se je izkazal za zelo
koristnega. Če primerjamo osnovno arhitekturo (TextSumLSTM) z meha-
nizmom pozornosti (TextSumAttLSTM) se je delovanje izbolǰsalo za 3,61
odstotnih točk glede na metriko ROUGE-1. Izsledki teh testiranj so vplivali
na razvoj končnega modela, v katerega smo vključili dvonivojsko arhitek-
turo na podlagi LSTM rekurenčnih nevronskih celic skupaj z mehanizmom
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pozornosti (TextSumFinalLSTM). V tabeli 5.4 so rezultati testiranj meha-
nizma pozornosti.
Model ROUGE-1 ROUGE-2 ROUGE-L
TextSumLSTM 9,74 2,09 11,13
TextSumAttLSTM 13,35 2,98 15,13
Tabela 5.4: Rezultati preliminarnih testov modelov TextSumLSTM in
TextSumAttLSTM.
5.1.4 Optimizacija končnega modela
V nadaljevanju smo se osredotočili zgolj na optimizacijo parametrov končnega
modela (TextSumFinalLSTM). Testirali smo različne velikosti slovarja, različne
vrednosti izpusta nevronov in različne optimizacijske funkcije, kar je prika-
zano v tabeli 5.5. Najprej smo se osredotočili na optimizacijo velikosti slo-
varja, kjer je bilo potrebno najti ravnovesje med številom besed v slovarju
in številom neznanih besed, ki niso v slovarju. Idealno bi bilo imeti popoln
slovar, vendar s tem otežimo delo zadnjega nivoja dekodirnika, ki je polno
povezana nevronska mreža in opravlja nalogo napovedovanja naslednje be-
sed. Pri večjem slovarju imamo več kandidatov za naslednjo besedo, s čimer
se tudi verjetnosti kandidatov manǰsajo. Testiranje je pokazalo, da dobimo
najbolǰse rezultate, če ohranimo vse besede, ki se pojavijo več kot 40-krat.
S tem je velikosti slovarja 43,425 besed. Če imamo majhen slovar, bo večina
besed neznanih in bo povzemanje oteženo, saj je napoved naslednje besede
odvisna od preǰsnjih. V primeru, da je preǰsnja beseda neznana, je večja
verjetnost, da bo taka tudi naslednja.
Pri izpustu nevronov je najbolje delovala nastavitev, kjer je mreža po-
zabila 20% uteži. Največje razlike pri uspešnosti delovanja so se pojavile
pri različnih optimizacijskih funkcijah. Za najslabši sta se izkazali SGD in
Adadelta, pri katerih je učenje trajalo vseh 32 epoh. Vrednost izgube je sicer
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konstantno padala, ampak prepočasi. Lahko bi povečali število epoh, am-
pak se za to nismo odločili, ker je testiranje teh dveh parametrov časovno
potratno, trajalo je po 5 dni. Pogosto uporabljena optimizacijska funkcija
RMSProp je delovala bolje in sicer z rezultatom malce pod 20 odstotnih
točk pri metriki ROUGE-1. Najbolǰse delovanje smo dosegli z optimizacijsko
funkcijo Adam z rezultatom 23,58 odstotnih točk pri metriki ROUGE-1. Pri
uporabi zadnjih dveh optimizacijskih funkcij se je učenje zaključilo predho-
dno z zgodnjim ustavljanjem učenja.
Parameter Vrednost 1 Vrednost 2 Vrednost 3 Vrednost 4
Velikost slovarja 51,842 47,210 43,425 40,294
ROUGE-1 16,13 18,07 18,35 17,61
Izpust nevronov 10% 20% 30% 40%
ROUGE-1 17,11 18,35 18,19 17,09
Opt. funkcija RMSProp SGD Adadelta Adam
ROUGE-1 18,35 14,02 7,07 23,766
Tabela 5.5: Primerjava nastavitev parametrov v modelu TextSumFi-
nalLSTM.
Velik doprinos k bolǰsemu rezultatu, ki znaša 3,1 odstotne točke, smo
dosegli z iskanjem v snopu. V tabeli 5.6 je prikazana razlika v delovanju
optimiziranega končnega modela (TextSumFinalLSTM), če v fazi sklepanja
pri napovedovanju uporabljamo požrešno iskanje ali iskanje v snopu.
Vrsta iskanja ROUGE-1 ROUGE-2 ROUGE-L
Požrešno iskanje 20,66 6,50 21,18
Iskanje v snopu 23,766 7,965 23,953
Tabela 5.6: Primerjava požrešnega iskanja in iskanja v snopu v modelu
TextSumFinalLSTM.
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5.2 Končni rezultati testiranj modelov
V tabeli 5.7 so prikazani končni rezultati testiranj. Učenje je bilo izvedeno
na celotni učni množici korpusa STA. Parametri so nastavljeni glede na prej
opisano optimizacijo končnega modela. Modeli imajo enako velikost slovarja,
delež izpusta nevronov in optimizacijsko funkcijo.
Model ROUGE-1 ROUGE-2 ROUGE-L
TextSumGRU 13,15 3,86 14,62
TextSumConvGRU 2,91 0,00 0,00
TextSumLSTM 16,47 3,90 17,77
TextSumAddBiLSTM 14,59 3,68 15,91
TextSumDoubleStackLSTM 17,53 4,88 18,41
TextSumAttLSTM 18,38 5,82 19,06
TextSumFinalLSTM 23,766 7,965 23,953
Tabela 5.7: Primerjava uspešnosti delovanja optimiziranih razvitih mode-
lov.
Ker imamo na voljo še podatkovno množico člankov iz Wikipedije, ki je
nismo uporabili pri učenju, smo jo uporabili kot dodatno testno množico.
Korpus slovenskih povzetkov iz Wikipedije ima le 2010 primerov, ki pa so
precej dalǰsi od učnih primerov. Maksimalna dolžina članka znaša 2000 besed.
Odločili smo se članke razdeliti na manǰse dele, do velikosti 300 besed in
uporabiti model naučen na člankih iz STA. Končne povzetke smo sestavili iz
zgrajenih delov. Tabela 5.8 prikazuje uspešnost delovanja končnega modela
na različnih testnih množicah. Rezultati med testnima množicama se precej
razlikujejo. Sklepamo, da se pisanje novičarskih člankov razlikuje od pisanja
člankov spletne enciklopedije. Največji razlog za slabše rezultate na člankih iz
Wikipedije, je naivno razdeljevanje člankov, saj zastopanost povzetka nekega
dela članka verjetno ni enaka v vseh delih referenčnega povzetka.
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Testna množica ROUGE-1 ROUGE-2 ROUGE-L
STA 23,766 7,965 23,953
Wikipedija 10,479 0,617 13,020
Tabela 5.8: Primerjava uspešnosti delovanja optimiziranih modelov na
različnih testnih množicah.
Na slikah 5.1 in 5.2 je prikazan padec vrednosti funkcije izgube na učni in
validacijski množici pri učenju končenga modela na korpusu STA. Učenje je
trajalo 11 epoh, nakar je bilo aktivirano zgodnje ustavljanje učenja, ker model
ni dosegel novega minimuma pri izgubi na validacijski množici. Posamezen
prehod skozi celotno množico podatkov je povprečno trajal 4,4 ure, celotno
učenje in testiranje modela pa 54 ur. Na sliki 5.3 je prikazan končni model
in njegov graf nivojev.
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Slika 5.1: Graf izgube na učni množici optimiziranega končnega modela.
Slika 5.2: Graf izgube na validacijski množici optimiziranega končnega mo-
dela.
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Slika 5.3: Graf nivojev modela TextSumFinalLSTM.
5.3 Primeri generiranih povzetkov
V tem razdelku prikažemo članke iz testne množice skupaj z generiranimi
povzetki našega končnega modela in referenčnimi povzetki. Izbrali smo nekaj
dobrih in nekaj slabih primerov. Poročamo vrednosti metrik ROUGE-1 in
BERTScore.
5.3. PRIMERI GENERIRANIH POVZETKOV 39
Primer 1 (STA):
Indeks je, potem ko je bil med trgovanjem že v negativnem območju, končal
z rastjo. Vlagatelje so spodbudili dobri podatki o kitajski proizvodnji, je
poročala francoska tiskovna agencija AFP. Na ostalih azijskih borzah je tr-
govanje neenotno. Seulski indeks Kospi je pridobil 0,54 odstotka, singapur-
ski STI je trenutno vǐsje za 0,12 odstotka. Hongkonški Hang Seng je doslej
izgubil 0,64 odstotka, šanghajski Shanghai Composite pa je nižje za 0,81 od-
stotka. V New Yorku so v sredo beležili padec. Indeks Dow Jones je sklenil
pri 15.413,39 točke, kar je 54,27 točke oziroma 0,35 odstotka več kot v torek.
Indeks 500 največjih amerǐskih podjetij S&P 500 se je znižal za 8,29 točke
oziroma 0,47 odstotka na 1746,38 točke. Tehnološki indeks Nasdaq pa je
izgubil 22,49 točke oziroma 0,57 odstotka in končal pri 3907,07 točke.
Referenčni povzetek: Tečaji delnic na vodilni azijski borzi v Tokiu so se
danes v povprečju zvǐsali Indeks Nikkei ki ga izračunavajo na osnovi vredno-
sti 225 najpomembneǰsih delnic je trgovanje končal pri vrednosti točke To je
0 točke oz 0 odstotka več kot v sredo
Generiran povzetek: Tečaji delnic na vodilni azijski borzi v Tokiu so se danes
v povprečju znižali Indeks Nikkei ki ga izračunavajo na osnovi vrednosti 225
najpomembneǰsih delnic je trgovanje končal pri vrednosti točke To je 0 točke
oz 0 odstotka manj kot v sredo
ROUGE-1: 95,83
BERTScore: 0,989
40 POGLAVJE 5. REZULTATI
Primer 2 (STA):
Skupno:
1. Kamil Stoch (Pol) 1370
2. Severin Freund (Nem) 1223
3. Peter Prevc (Slo) 1212
4. Noriaki Kasai (Jap) 1017
5. Anders Bardal (Nor) 1011
6. Gregor Schlierenzauer (Avt) 911
7. Simon Ammann (Švi) 728
8. Thomas Diethart (Avt) 644 9. Andreas Wellinger (Nem) 598
10. Stefan Kraft (Avt) 510
...
19. Jurij Tepeš (Slo) 348
36. Tomaž Naglič (Slo) 138
38. Nejc Dežman (Slo) 126
49. Jaka Hvala (Slo) 84 70.
Referenčni povzetek: Izidi smučarskih skokov v Planici in skupni vrstni red
v svetovnem pokalu Izidi 1 Severin Freund Nem m 2 Anders Bardal Nor 3
Peter Prevc Slo 4 Kamil Stoch Pol 5
Generiran povzetek: Izidi tekme svetovnega pokala v smučarskih skokih v
Avt in skupni vrstni red v svetovnem pokalu Izidi 1 Kamil Stoch Pol 2 Se-
verin Freund Nem 3 Peter Prevc Slo 5
ROUGE-1: 79,37
BERTScore: 0,876
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Primer 3 (STA):
Zaradi vztrajnega nasprotnega vetra za avtomobilsko industrijo smo se odločili
za nekatere prilagoditve v načrtovani proizvodnji ter najemanju delovne sile,
so po poročanju nemške tiskovne agencije dpa pojasnili v podjetju. A hkrati
nameravajo na novo zaposlovati visoko izobražene inženirje, absolvente in va-
jence. Po podatkih časnika Guardian se je Jaguar Land Rover za zmanǰsanje
števila delovnih mest za 1000 odločil zaradi upada prodaje svojih avtomobi-
lov kot posledice nameravanega izstopa Velike Britanije iz EU ter negotove
prihodnosti avtomobilov z dizelskim motorji. Podjetje v svojih tovarnah v
Veliki Britaniji zaposluje 40.000 delavcev. Avtomobilski proizvajalci v Veliki
Britaniji trenutno izdelajo približno 1,7 milijona osebnih avtomobilov letno,
tretjina od teh pride s tekočih trakov družbe Jaguar Land Rover. A prodaja
avtomobilov znamke Jaguar se je na domačem trgu v tem letu zmanǰsala
že za 26 odstotkov, znamke Land Rover pa za 20 odstotkov. Približno 90
odstotkov celotne prodaje na britanskem trgu predstavljajo dizelski modeli,
med tistimi avtomobili, prodanimi drugod po svetu, je takšnih približno 45
odstotkov.
Referenčni povzetek: Največji britanski proizvajalec avtomobilov Jaguar
Land Rover zaradi negotovosti glede brexita in razprav glede prihodnosti
dizelskih avtomobilov ukinja 1000 delovnih mest in zmanǰsuje proizvodnjo v
dveh svojih tovarnah v Angliji
Generiran povzetek: Francoski proizvajalec avtomobilov PSA Peugeot Ci-
troen je v minulem poslovnem letu ki se je sklenilo konec marca ustvaril
milijarde funtov milijona evrov čistega dobička kar je odstotka več kot v ena-
kem obdobju lani V podjetju so se povečali za odstotka na milijona evrov
ROUGE-1: 10,39
BERTScore: 0,641
42 POGLAVJE 5. REZULTATI
Primer 4 (STA):
Xiang Xiang, ime prihaja iz kitajske besede za dǐsavo, se je skotila 12. junija
v tokijskem živalskem vrtu Ueno, ob rojstvu pa je bila velika za človeško dlan
in tehtala 100 gramov. Po 100 dneh tehta že šest kilogramov, poročajo tuje
tiskovne agencije. Njena mama Shin Shin je pred petimi leti že skotila enega
mladiča, prvega v tem živalskem vrtu po 24 letih, vendar je po šestih dneh
poginil. Nato so skrbniki Shin Shin in njenemu partnerju Ri Riju zagotovili
nekaj zasebnega prostora, kjer sta imela ugodneǰse okolje za uspešno parje-
nje. Pande so do nedavnega veljale za ogroženo vrsto, po ocenah jih v divjini
v treh provincah osrednje Kitajske živi še okoli 2000.
Referenčni povzetek: Mala panda ki se je pred tremi meseci skotila v tokij-
skem živalskem vrtu je dobila ime Xiang Xiang kar naj bi pri ljudeh vzbudilo
prizor razpiranja dǐsečih cvetov Kot je sporočila tokijska guvernerka Yuriko
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Primer 5 (Wikipedija):
Steven Allan Spielberg se je rodil v Cincinnatiju, v Ohiu, kot sin judovskih
staršev, Leah Adler, koncertne pianistke, in Arnolda Spielberga, računalnǐskega
inženirja. Ko sta se starša ločila, se je Spielberg z očetom preselil v Kalifor-
nijo. Njegove tri sestre in mater so ostale v Arizoni, kjer je tri leta obiskoval
srednjo šolo. Srednjo šolo je dokončal v mestu Saratoga, v Kaliforniji, in se
vpisal na Univerzo Južne Kalifornije. Študiral je igro, vendar samo tri leta,
in univerze zaradi slabih ocen ni končal. Ko se je lotil režije, je napravil
nekaj zelo komercialno odmevnih filmov, najbolj pa je odmevala po posku-
sih televizijske režije njegova literarna priredba Žrela, kjer je z dramatično
upodobitvijo sicer ponesrečene robotizirane priredbe morskega psa uspel z
velikim uspehom uprizoriti grozljive in učinkovite prizore, ki so pomembno
zaznamovali kar nekaj letovanj mladih in stareǰsih, ki niso več upali plavati
zaradi napadov morskih psov. Izredne uspehe je imel tudi s Indiana Jonesom
in vesoljci in je tako postal s filmi pomemben glasnik javnega mnenja. Še
pomembneǰsi in odmevneǰsi pa je bil njegov film o dinozavrih, ki je dvignil
velik interes za paleontologijo med mladimi. Ko ga je sprejela tudi Amerǐska
filmska akademija kot nagrajenca za Schinderjev seznam, pa je njegov vpliv
še dodatno porastel ... [se nadaljuje]
Referenčni povzetek: Steven Allan Spielberg, amerǐski filmski režiser, pro-
ducent in scenarist, * 18. december 1947, Cincinnati, Ohio, ZDA.
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Iz danih primerov je razvidno, da je bilo nekaj člankov izredno kvalitetno
povzetih, vsaj glede na izračunani metriki. V primerjavi z referenčnimi so
skoraj enaki, oziroma se pojavljajo manǰse razlike. Najbolǰsi rezultat glede
na metriko ROUGE doseže prvi primer z vrednostjo ROUGE-1, ki znaša
skoraj 96 odstotnih točk. Vendar, če natančneje preberemo članek, opazimo
dve napaki. Model bi moral v dveh primerih besed generirati protipomenko.
Namesto “znižali”, je pravilna beseda “zvǐsali” in namesto “manj” bi moral
generirati besedo “več”. To sta sicer malenkosti, vendar povzročita napačen
pomen povzetka. Malce slabši rezultat glede na metriko ROUGE je dosegel
drugi primer, ki je tudi skoraj pravilen. Tekma skokov je sicer potekala v
Sloveniji, ne v Avstriji, pri končni razvrstitvi pa je model uspešno identificiral
tekmovalce, le njihovo uvrstitev je zamešal.
V testni množici se pojavi tudi nekaj člankov, ki jih model sploh ni uspel
povzeti. Eden slabših je četrti primer, kjer je v povzetku zgolj ena beseda
in še ta je bila generirana z mehanizmom kopiranja, ker se zaradi redkosti
ni nahajala v slovarju. Model je tako generiral le znak za neznano besedo
in končal izvajanje. Slab rezultat glede na metriki je dosegel tudi tretji
primer, ki je sicer tematsko ustrezen, saj tako članek kot povzetek govorita
o avtomobilski industriji in njenih prihodkih. Vendar je zgrešena znamka
avtomobila in s tem pomen članka.
Z obsežneǰso analizo rezultatov smo ugotovili, da naš končni model naj-
bolǰse rezultate dosega pri člankih s finančno in športno tematiko. Za športno
tematiko je značilno naštevanje vrstnega reda in imen tekmovalcev, kar je
standardizirano, le podatki med članki se menjajo. Pri finančnih člankih
se pojavljajo besede, ki so skupne tej tematiki, npr.: indeks, dobiček, del-
nice, točke, povprečje, tečaj, zvǐsali, znižali, itn. Tukaj so povzetki pisani
po vzorcu, ki ga je naš model razpoznal. Ostale tematike je model povzemal
slabše, razlog je v tem, da so manj zastopane v učni množici. Poleg tega je
pisanje povzetkov abstrakten proces, ki je odvisen od pisca, in ne obstaja
vzorec, ki bi se ga vsi držali.
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5.4 Človeška evalvacija
Poleg avtomatske evalvacije [39] smo se odločili tudi za človeško evalvacijo
[40], ker omogoča bolǰsi vpogled v uspešnost povzemanja. Kot smo že pri-
kazali s primeri, visoka ocena ROUGE ne zagotavlja kvalitete in pravilnosti
povzetka.
Pri človeški evalvaciji je sodelovalo 22 oseb, starih med 19 in 64 let. Med
ocenjevalci je bilo 10 moških in 12 žensk različnih izobrazb od V. do VII.
stopnje. Njihova naloga je bila izpolniti anketo sestavljeno iz 8 člankov in
povzetkov, pri katerih niso imeli informacije ali je povzetek referenčen, torej
spisan s strani človeka ali generiran z našim modelom. Pri posameznem
primeru so morali podati dve oceni na lestvici od 1 do 5. Prva ocena se
nanaša na točnost, torej ali so v povzetku zajeti točni podatki in dejstva,
ki so zapisana v članku. Druga ocena je tekočnost in ocenjuje smiselnost in
berljivost stavkov, oziroma ali so besede zapisane v pravilnem vrstnem redu.







Tabela 5.9: Lestvica ocen.
Iz zbranih rezultatov ocenjevalcev smo za oceni izračunali povprečje in
standardni odklon, ki sta prikazana v tabeli 5.10. Če se najprej osredotočimo
na točnost, je povprečna ocena referenčnih povzetkov vǐsja od generiranih,
kar je pričakovano. Ocena je vseeno nizka, glede na to, da so povzetke spisali
ljudje. Prav tako je vǐsji standardni odklon, kar nakazuje na različno inter-
pretacijo ocenjevalcev. Povprečna ocena točnosti, ki jo dosežejo generirani
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povzetki je skoraj 2 in če pogledamo na lestvico, to pomeni, da je malo infor-
macij točnih. Solidna ocena pri ROUGE metrikah je očitno zavajujoča. Pri
tekočnosti sta oceni bližje, razlika je le 0,38 točke. Naš model morda ni ujel
vseh informacij in dejstev iz člankov, vendar je sposoben tvorjenja tekočih
stavkov. Standardna odklona pri tekočnosti sta nižja, če ju primerjano s
točnostjo, ocenjevalci so se bolj strinjali. Zopet je standardni odklon vǐsji pri
referenčnih povzetkih kot pa pri generiranih.
Rezultat Točnost Tekočnost
Povprečje (standardni odklon) referenčnih 2,61 (1,39) 3,48 (1,04)
Povprečje (standardni odklon) generiranih 1,95 (1,24) 3,10 (1,27)
Tabela 5.10: Povprečje in standardni odklon točnosti in tekočnosti refe-
renčnih in generiranih povzetkov.
Poleg osnovne statistike smo izračunali tudi Fleissovo Kappo [41]. To
je mera strinjanja med ocenjevalci, izpeljana iz Cohenove Kappe. Vǐsja je
vrednost te mere, večje je strinjanje med ocenjevalci. Pri Cohenovi Kappi
se meri strinjanje med dvema ocenjevalcema, pri Fleissovi pa imamo lahko
več ocenjevalcev, ki ocenjujejo različne subjekte. V tabeli 5.11 imamo pri-
kazane vrednosti Fleissove Kappe za posamezni oceni (točnost in tekočnost)
na referenčnih in generiranih povzetkih. Pri tekočnosti in tekočnosti refe-
renčnih povzetkov je strinjanje dokaj nizko, kar pomeni, da so ocenjevalci
podajali različne ocene. Z uporabo te mere ne moremo vedeti, ali so bile
ocene blizu ali narazen glede na lestvico. Precej večje strinjanje se pojavi
pri točnosti generiranih povzetkov, iz česar lahko sklepamo, da so ocenjevalci
lažje identificirali netočne generirane povzetke.




Tabela 5.11: Vrednosti Fleissove Kappe, ki meri strinjanje ocenjevalcev.
Po analizi rezultatov in primerjavi posameznih ocen smo našli nekaj večjih
odstopanj in strinjanj med ocenjevalci. Ocene generiranega povzetka 20901
so zelo raznolike, pri točnosti se pojavijo ocene od 1 do 4, pri tekočnosti pa od
1 do 3. Podobno je pri referenčnem povzetku 50117, kjer se ocene tekočnosti
gibljejo od 1 do 5. Zanimivo je, da so štirje od petih ocenjevalcev točnost
referenčnega povzetka ocenili z 1. Poleg neskladij se pojavijo povzetki, ki so
jih ocenjevalci ocenili skoraj identično. To sta generiran povzetek 34025 in
referenčen povzetek 90365. Primer ankete, ki so jo reševali ocenjevalci in je
sestavljena iz omenjenih člankov se nahaja v dodatku A.
5.5 Primerjava s sorodnimi deli
Naš končni model (TextSumFinalLSTM) primerjamo s sorodnimi deli, med
katerimi je slovenski povzemalnik in štirje angleški. Smo prvi, ki smo se
lotili abstraktivnega povzemanja slovenskih besedil z globokimi nevronskimi
mrežami. Rezultate primerjamo z diplomskim delom Jugovica [17], ki je
uporabil algoritem P-PR (angl. Personalized-PageRank). Gre za postopek,
ki iz besedila najprej pridobi semantične trojke, in nato zgradi predstavitev
besedila v obliki grafa. Pomembnost vozlǐsč se oceni z algoritmom P-PR, iz
najpomembneǰsih trojk pa se ustvari povzetek. Testiranje je bilo izvedeno
nad članki iz Wikipedije. Razvidno je, da se je naš model odrezal znatno
bolje. Pri metriki ROUGE-1 smo dosegli dvakrat bolǰsi rezultat, pri ROUGE-
2 pa skoraj osemkrat bolǰsi rezultat. Metrika ROUGE-L ni bila testirana.
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Kljub implementaciji podobne arhitekture se naši rezultati ne morejo pri-
merjati z rezultati, ki jih dosegajo [4], [13], [2] in so navedeni v tabeli 5.12.
Vsem pristopom, razen zadnjemu, je skupna uporaba arhitekture zaporedje
v zaporedje, mehanizma pozornosti, iskanja v snopu in 200-dimenzionalnih
vektorskih vložitev. Razlike se pojavljajo pri uporabi optimizacijskih funkcij,
vrste in števila nivojev rekurenčnih celic ter števila rekurenčnih celic.
Rezultatsko se najbolj približamo modelu, ki so ga razvili Rusha in sod.
[4]. Metrika ROUGE-1 znaša 31 odstotnih točk. Z razliko od nas so uporabili
SGD optimizacijsko funkcijo, enonivojsko LSTM arhitekturo s 400 celicami
in 200-dimenzionalne vektorske vložitve, ki so jih sami naučili. Učenje so
izvedli na podatkovni množici Gigaword, kjer so povzetki dolgi en stavek,
zbranih je 4 milijone primerov, kar je bistveno več od naše učne množice.
Chopra [13], ki je sodeloval pri razvoju preǰsnjega modela, je razvil tudi na-
slednjega, ki je dosegel še bolǰse rezultate. Največji napredek se kaže pri
metriki ROUGE-2, ki jo je izbolǰsal za več kot 3,3 odstotne točke. ROUGE-
1 doseže 33,78 odstotnih točk. Podatkovna množica je enaka preǰsnji, razlika
pa je v uporabi dvonivojske LSTM arhitekture s 500 celicami in optimiza-
cijski funkciji Adam. Najbolǰsi rezultat, ki uporablja arhitekturo zaporedje
v zaporedje so dosegli Nallapati in sod. [2]. Njihov kodirnik je sestavljen iz
GRU celic z obojestranskim prehodom z adicijo. Uporabljajo dvojni slovar,
v kodirniku je 150 tisoč besed, v dekodirniku pa 60 tisoč besed. Dekodirnik
je tipa GRU velikosti 400 celic. Optimizacijska funkcija je Adadelta. Učna
množica, ki so jo izbrali, je precej podobna naši, saj so povzetki v povprečju
dolgi 50 besed, je pa precej večja. Sestavlja jo 290 tisoč učnih primerov,
imenuje se CNN/DailyMail.
Na koncu se primerjamo tudi s trenutno najuspešneǰsim modelom, razvi-
temu maja 2019 pri Microsoftu. Z razliko od ostalih uporablja arhitekturo
transformer [38]. Gre za arhitekturo, ki uporablja izključno mehanizem po-
zornosti, brez rekurenčnih nevronskih mrež. Poleg tega uporablja 3 vrste
vektorskih vložitev: žetonske, pozicijske in segmentne. Deluje podobno kot
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model BERT za kontekstne vložitve, le da je ta model prilagojen za pro-
bleme, kot sta prevajanje in povzemanje besedil. Učenje in testiranje je
potekalo na podatkovni množici CNN/DailyMail. Zmogljivost tega modela
krepko presega ostale. Metrika ROUGE-1 znaša kar 43,47 odstotne točke.
Ker metrika BERTScore pri sorodnih delih ni bila testirana, poročamo
vrednost le pri našem modelu, ta znaša 0,679.
Model ROUGE-1 ROUGE-2 ROUGE-L BERTScore
Jugovic 11,70 1,00 / /
Zidarn 23,766 7,965 23,953 0,679
Rush 31,00 12,65 28,34 /
Chopra 33,78 15,97 31,15 /
Nallapati 35,46 13,30 32,65 /
Dong 43,47 20,30 40,63 /
Tabela 5.12: Primerjava s sorodnimi deli. Rezultate ostalih metod nava-
jamo iz literature.
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Poglavje 6
Zaključek
V delu smo z globokimi nevronskimi mrežami in arhitekturo zaporedje v za-
poredje skušali rešiti problem abstraktivenga povzemanja besedil. Preizkusili
smo več modelov sestavljenih iz različnih komponent in parametrov. Dosegli
smo solidne rezultate glede na metriki ROUGE in BERTScore. Za lažjo inter-
pretacijo rezultatov smo opravili tudi človeško evalvacijo. Najbolǰse rezultate
smo dosegli z dvonivojsko LSTM arhitekturo z mehanizmom pozornosti, me-
hanizmom kopiranja in iskanjem v snopu. Poleg razvoja povzemalnika za
slovenski jezik prispevamo tudi podatkovno množico člankov in povzetkov iz
slovenske Wikipedije.
Podatkovna zbirka iz Wikipedije, ki smo jo sprva želeli uporabiti se je
izkazala za premajhno. To smo zamenjali z zbirko člankov iz STA, ki ima
skoraj 120 tisoč primerov. V primerjavi s sorodnimi deli je to še vedno malo,
kajti globoke nevronske mreže potrebujejo za uspešno delovanje dosti podat-
kov. Premajhna količina podatkov se je pokazala pri primerjavi z angleškimi
sistemi, kjer smo s podobnimi arhitekturami dosegli precej slabše rezultate.
Končni model je primere nekaterih tematik povzel uspešno, druge pa dokaj
slabo. Težava je v manǰsem številu primerov iz teh tematik. Zaželjeno bi bilo
povečati podatkovno zbirko člankov in povzetkov. Ena izmed pomanjkljivosti
so tudi predhodno naučene vektorske vložitve. Z večjo količino podatkov bi
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lahko sami naučili vložitve in jih bolj prilagodili dani nalogi. Pri povzemanju
besedil iz Wikipedije se je za težavno izkazala dolžina člankov, kljub učenju
na drugi množici bi morali dobiti primerljive rezultate. Ta arhitektura se je
pri dalǰsih sekvencah izkazala za neprimerno.
Cilje, ki smo si jih zadali na začetku, smo dosegli, kljub temu pa ostaja
prostor za izbolǰsave. Namesto klasičnih vektorskih vložitev bi lahko upo-
rabili kontekstne vložitve, kot so npr. BERT ali ELMo. Sicer smo skušali
uporabiti posamezne predhodno naučene vložitve BERT [31], vendar so bili
rezultati slabi. Ugotovili smo, da bi bilo za to potrebno uporabiti drugo
arhitekturo, ki je bila objavljena v času pisanja tega dela. Ta arhitektura,
imenovana transformer, bi delovala bolje, vendar trenutno še ni bila upora-
bljena na dolgih sekvencah, kot so npr. diplomska dela. Lahko bi tudi dodali
nov mehanizem za reševanje problema neznanih besed imenovan kazalnik-
generator (angl. pointer-generator). Ta je vključen v postopek učenja in
namesto, da se aktivira le pri neznanih besedah, je zmožen kopiranja, tudi
če dekodirnik napove besedo iz slovarja. Če je verjetnost te napovedane be-
sede majhna, ali dokaj enakomerno porazdeljena z ostalimi besedami in je
torej dekodirnik neodločen, se izvede kopiranje iz članka. Ker imamo težave
s količino slovenskih člankov, bi lahko povzemalnik objavili na spletu, kjer
bi ga ljudje uporabljali, poleg tega pa bi prispevali nove primere. Tako bi
izvajali inkrementalno učenje ter skozi čas izbolǰsali rezultate.
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Pozdravljeni! V svoji magistrski nalogi bi rad ocenil uspešnost delovanja
sistema za avtomatsko povzemanje besedil. Da bi v zvezi s tem problemom
pridobil natančne in objektivne rezultate, vas prosim, da odgovarjate re-
sno. Anketa je anonimna. Individualni odgovori ne bodo prikazani ločeno,
upoštevan bo povzetek rezultatov. Za reševanje ankete boste potrebovali 20
minut.
Vaša naloga bo branje posameznega članka ter pripadajočega povzetka in
dodelitev dveh ocen na lestvici od 1 do 5. Potrebno bo oceniti točnost pov-
zetka, torej ali so v povzetku zajeti točni podatki in dejstva, ki so zapisana
v članku. Druga ocena se bo nanašala na tekočnost povzetka, to pomeni ali
so stavki smiselno napisani, oziroma če so besede v pravilnem vrstnem redu.
Spodaj bo podan tudi primer, na naslednjih straneh se nahajajo članki in
povzetki, ki jih morate oceniti vi.
VAŠI PODATKI
Spol: Starost: Stopnja izobrazbe:
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Tabela A.1: Lestvica ocen točnosti in tekočnosti
PRIMERI
Članek 1: Na svetovnem prvenstvu v košarki na Japonskem je
zlato zopet osvojila ekipa ZDA. Največ točk k zmagi je pri-
speval zvezdnik lige NBA Kevin Durant, dosegel jih je 31.
Povzetek 1: Olimpijski prvaki postali so Španci, zabili kar 7 golov.
Točnost: 1 Tekočnost: 4
Članek 2: Z jutrǐsnjem dnem se k nam bliža anticiklon, ki prinaša
deževno vreme. Možne so krajevne nevihte z močneǰsimi na-
livi. Za jug bo razglašen rdeči alarm.
Povzetek 2: Dež jutri bo, nevihte možno pogoste, rdeč.
Točnost: 5 Tekočnost: 2
61
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Vsak dan je tam parkiralo vsaj 150 voznikov, trenutno jih lahko še 60. Kot je
povedal žalski župan Janko Kos, prihaja zaradi gradnje Lidlovega centra do
velikih težav s parkiranjem, zato se je občina odločila urediti novo parkirǐsče v
Arnovskem gozdu za približno 100 avtomobilov, ki pa ne bo več brezplačno.
Novo parkirǐsče bo tako predvidoma urejeno do poletja, parkirnina pa bo
znašala 1,50 evra. S tem denarjem bodo pokrili vzdrževanje parkirǐsča, upo-
rabo sanitarij in porabo elektrike , parkirǐsče pa bo namenjeno voznikom, ki
se vozijo v službo v Ljubljano in Maribor, vendar do tja pa pridejo s sku-
pnim prevozom. Žalska občina je pri celjski, velenjski in slovenjgraški občini,
iz katere prihaja večina voznikov, ki parkirajo v Arnovskem gozdu, preverila
interes za skupno ureditev parkirǐsča, a občine za to niso pokazale posebnega
zanimanja. V Arnovskem gozdu je sicer zasebni podjetnik začel graditi mo-
tel, ki bo namenjen tranzitnim gostom.
Parkirǐsča ob industrijski coni v Arnovskem gozdu pri Žalcu kmalu ne bo
več Velenjska družba Toming Inženiring je namreč tam začela graditi po-
slovno logistični center Lidla tako da parkiranje na opuščeni stari cesti proti
Velenju pri avtocesti v Arji vasi ne bo več možno
Točnost: Tekočnost:
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Letošnji proračun je sicer na ponedeljkovi seji ob obstrukciji opozicijskih sve-
tnikov iz vrst SDS, SMC, ZL, NSi in SLS potrdilo 21 svetnikov. Opozicija
je takoj opozorila, da mestni svet ob glasovanju ni bil sklepčen, zato je bila
seja za dobro uro prekinjena. V tem času se je sestala pravno - statutarna
komisija, ki je pripravila neobvezno mnenje o veljavnosti glasovanja. Pavlin
je ob tem poudaril , da gre za ”pravno - formalno akrobacijo župana Zo-
rana Jankovića, ki pa ne vzdrži”. Kot so še poudarili v svetnǐski skupini
SDS, Janković, kljub temu, da mu to nalaga poslovnik, po obstrukciji pred
glasovanjem o proračunu ni preveril navzočnosti. Janković je po seji pravno
- statutarne komisije pripravljeno mnenje uvrstil na dnevni red glasovanja
kot predlog. Najprej je preprečil razpravo demokratični opoziciji, nato pa s
sklepom koalicijske večine za nazaj odločil, da je bil sicer nesprejeti odlok o
proračunu zakonito sprejet, še pǐse v sporočilu za javnost.
Ljubljanski mestni svetniki so na današnji seji na izredni seji potrdili pre-
dlog zakona o davku na dodano vrednost DDV za leto 2014 ki ga je za STA




Umik države iz gospodarstva zanj ne pomeni privatizacije, ampak pomeni,
da se politiki ni treba odločati, da ji ni treba privatizirati in da lahko ne dela
nič. Ko Cerar reče, da lahko politika le sprejema zakone in ureja sistem,
je to seveda temeljno nepoznavanje delovnih obveznosti, zakaj Cerar sploh
dobiva plačo. Dokler je država lastnica pomembnega dela premoženja, to
premoženje mora upravljati. Če noče, ga mora prodati, ne pa da ga brez
navodil zaupa v upravljanje ljudi, za katere se sama odloči, da jih ne bo
nadzirala. Cerar denimo reče , da se bo politika umaknila iz gospodarstva,
hkrati pa je Cerarjeva vlada podalǰsala življenjsko dobo DUTB z leta 2017
na 2022. Če bi mislili resno z umikom države in politike iz gospodarstva,
se to ne bi zgodilo. Zakaj je pri DUTB veliko prostora za spremembe in
zakaj DUTB ne opravlja svojega dela? Ena od možnosti je, da imamo zares
sistemski problem - da so bile na DUTB stvari prenesene po previsokih vre-
dnostih in da podjetij ne prodajajo, ker po ceni, ko bi jih kdo kupil, delajo
novo luknjo. Zmanjkalo jim je češenj na torti - koliko bomo davkoplačevalci
še plačali gnile sliv, se sprašuje komentatorka.
Zakaj me to ko Miro Cerar reče da se vlada trudi da se politika umakne
iz gospodarstva skrbi namesto da bi me navduševalo če pa se že od leta 1992
na Financah zavzemamo da se politika umakne iz podjetij Zato ker je Miro
Cerar vse pomešal v Financah pǐse Simona Toplak
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Hollywood je streslo le en teden po tem, ko je potres z magnitudo 6,9 -
najmočneǰsi v zadnjih letih - stresel obalo severne Kalifornije. Kalifornija leži
na tako imenovanem pacifiškem ognjenem obroču, kjer so uničujoči potresi
pogosti. Geologi so prepričani , da bo v naslednjih 30 letih Kalifornijo pri-
zadel uničujoč potres, pǐse AFP. Potres z magnitudo 7,8 bi lahko poškodoval
50.000 in ubil 1800 ljudi ter poškodoval 300.000 stavb. Zadnji močan potres
z magnitudo 6,7 so v Los Angelesu zabeležili leta 1994. Umrlo je najmanj
60 ljudi, škode pa je bilo za okoli 10 milijard dolarjev. Leta 1989 je potres z
magnitudo 6,9 v San Franciscu terjal 67 smrtnih žrtev, še pǐse AFP.
Amerǐska zvezna država Kalifornija je danes sporočila da je v četrtek zvečer





V tekmi za predsednǐski stolček v ZDA sta Barack Obama in Mitt Romney tik
pred volitvami izjemno izenačena, poroča francoska tiskovna agencija AFP.
Oba kandidata sta izenačena že več mesecev, vlagatelji pa pred izidi pred-
sednǐske tekme ne želijo ničesar tvegati. Indeks najpomembneǰsih podjetij v
območju evra Eurostoxx 50 je na ravni 2524 točk , kar je 0,88 odstotka manj
kot ob koncu trgovanja v petek. Parǐski CAC 40 se je doslej znižal za 0,84
odstotka na okoli 3463 točk, frankfurtski DAX je izgubil 0,58 odstotka in je
pri 7321 točkah, londonski FTSE 100 pa je ob 0,66 - odstotnem padcu pri
5830 točkah. Milanski indeks FTSE MIB je nižje za 1,01 odstotka, zurǐski
SMI za 0,20 odstotka, dunajski ATX pa je izgubil 0,53 odstotka. S padci se
je končalo tudi trgovanje na vodilnih azijskih borzah. Tokijski Nikkei je izgu-
bil 0,48 odstotka, šanghajski Shanghai Composite pa je izgubil 0,14 odstotka.
Trgovanje na vodilnih evropskih borzah se je danes začelo s padci indeksov in
tako sledi dogajanju na azijskih borzah ki se je prav tako zaključilo v rdečih
številkah Vlagatelji so previdni pred volitvami za amerǐskega predsednika
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Nekatere razstavljene antične umetnine so popolnoma zakrili z belimi paneli.
Po poročanju italijanske tiskovne agencije Ansa pri večerji v znak spoštovanja
do islama prav tako niso stregli vina. Rohani je obisk v Rimu začel v ponede-
ljek kot del svoje evropske turneje, na katero se je odpravil le dober teden dni
po tem, ko je v veljavo stopil zgodovinski dogovor o rešitvi jedrskega spora
med Iranom in svetovnimi velesilami. ZDA in EU sta tako odpravili dolgo-
letne gospodarske sankcije, ki so ohromile iransko gospodarstvo, Iran pa je v
veliki meri omejil svoje jedrske aktivnosti. Iran in Italija sta v sklopu obiska
podpisala nekaj gospodarskih sporazumov, med drugim pa so govorili tudi
o končanju konflikta v Siriji in boju proti skrajni sunitski skupini Islamska
država. Rohani bo danes obiskal tudi Vatikan, kjer se bo srečal s papežem
Frančǐskom. Po poročanju italijanskih medijev bi lahko ob tej priložnosti
papeža povabil na obisk v Iran.
V Kapitolskih muzejih v Rimu ki so v ponedeljek gostili novinarsko kon-
ferenco iranskega predsednika Hasana Rohanija in italijanskega premierja
Mattea Renzija so ob tej priložnosti zakrili vse gole umetnǐske skulpture
Tako so oblasti izkazale spoštovanje Rohanijevi islamski veroizpovedi lokalne




O tem bankrotu govori tudi zadnja raziskava Transparency International, po
kateri se politika uvršča na vrh slovenske korupcije. Ko so decembra po-
skušali najti besedo za ta molk uporni Mariborčani, ki so naposled zapopadli
perverzna razmerja med ekonomskim in političnim razvratom, niso mogli na
transparente napisati nič drugega kot Gotofi ste! Pedantnim kritikom, ki
so Mariborčanom zamerili ta nediferencirani pristop do vladajoče politične
družine na Slovenskem, se splača prebrati vsaj najnoveǰse poročilo o tem, za
kaj vse so ljubljanski mestni svetniki v skladu z zakonom in redom v lanskem
letu potrošili 200.000 evrov. Če bi poskušali natančno povzeti sicer podrobno
poročilo o tem, ne bi mogli mimo ugotovitve, da so v času , ko se vsa po-
litična teorija in praksa vrtita okoli varčevanja, vsi po vrsti zelo pazili na to,
da ne bi v svoji politični blagajni privarčevali niti centa. Tovrstna poročila
so samo eden od mnogih dokazov ne samo za to, da kriza , ki s svojimi zao-
stritvami iz dneva v dan bolj pritiska na produktivne množice prebivalstva,
ni v ničemer vplivala na razvrat, ki vlada na slovenskih političnih dvorih, še
pǐse komentatorka.
V uporni je bilo v zadnjih letih zapopadli in perverzna
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Poleg tega bo na pogovore v ZDA poslala koordinatorja obveščevalnih služb
Didiera Le Breta. Veleposlanica ZDA se bo po navedbah tiskovnega pred-
stavnika francoske vlade pozno popoldne sestala s francoskim zunanjim mini-
strom Laurentom Fabiusom, poročajo tuje tiskovne agencije. Zaradi razkritij
, ki sta jih objavila časnika Liberation in Mediapart in ki vsebujejo dokumente
o prisluhih sedanjemu francoskemu predsedniku Francoisu Hollandu in nje-
govima predhodnikoma Nicolasu Sarkozyju in Jacquesu Chiracu med letoma
2006 in 2012, je Hollande že dopoldne sklical izredno zasedanje obrambnega
sveta. Po sestanku je glede na sporočilo iz njegovega urada zapisal, da obja-
vljena poročila razkrivajo nesprejemljiva dejstva, ki so med ZDA in Francijo
že prǐsla na plan. Francija , ki je že okrepila varnostne ukrepe, ne bo trpela
ničesar, ki ogroža varnost in zaščito njenih interesov, je dodal.





Pohodnike z vseh koncev Slovenije bo na cilju pozdravil tudi predsednik
Planinske zveze Slovenije Bojan Rotovnik. Kot je predstavnik prirediteljev
Matej Šteh povedal za STA, pričakujejo približno pet tisoč pohodnikov, ti
pa si bodo med zasneženo, a zložno pešpotjo ogledali številne krajinske in
zgodovinske zanimivosti dežele Desetega brata oz. jih bodo na tej spremljala
prizorǐsča Jurčičevih literarnih stvaritev. Pohodniki se bodo hkrati seznanili
s turističnimi zanimivostmi občine Ivančna Gorica, pot z Muljave pa bodo
lahko podalǰsali s šolsko potjo do vasi Krka, ki jo je prehodil Jurčič . Tam
bodo pohodnikom odprli vrata Krške jame, je dodal. Prireditelji bodo na
zaključni prireditvi, na kateri bosta poleg osrednjega govornika Rotovnika
spregovorila še ivanški župan Dušan Strnad in predsednik vǐsnjanskega Pla-
ninskega društva Polž Aleš Erjavec, poskrbeli za kulturni in zabavni spored, v
okviru katerega bodo obeležil 120 - letnico Planinske zveze Slovenije. Po ome-
njeni prireditvi bodo poskrbeli tudi za brezplačni avtobusni povratek v Vǐsnjo
Goro, pohodniki pa naj zjutraj ne pozabijo na primerno obutev in drugo po-
hodnǐsko opremo, je še opozoril Šteh. Pohod po Jurčičevi poti ob občini
Ivančna Gorica prirejajo še tamkaǰsnja društva in vǐsnjegorsko Planinsko
društvo Polž, namenjajo pa ga ljubiteljem narave in slovenske književnosti.
Na približno 12 kilometrsko pešpot od Vǐsnje Gore do Muljave in tamkaǰsnje
domačije pisca prvega slovenskega romana Josipa Jurčiča bo danes med in
uro krenilo več tisoč udeležencev tradicionalnega pohoda po Jurčičevi poti
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