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Abstract
This paper mainly considers Toeplitz algebras, subnormal tuples and rigidity concerning
reproducing C½z1;y; zd -modules. By making use of Arveson’s boundary representation
theory, we ﬁnd there is more rigidity in several variables than there is in single variable. We
specialize our attention to reproducing C½z1;y; zd -modules with U-invariant kernels by
examining the spectrum and the essential spectrum of the d-tuple fMz1 ;y; Mzdg; and
deducing an exact sequence of C-algebras associated with Toeplitz algebra. Finally, we deal
with Toeplitz algebras deﬁned on Arveson submodules and rigidity of Arveson submodules.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
This paper is devoted to investigating Toeplitz algebras, subnormal tuples and
equivalence problem associated with reproducing C½z1;y; zd -modules, where
C½z1;y; zd ; as usual, denotes the polynomial ring of d-complex variables. There
is a large literature concerning reproducing C½z1;y; zd -modules, where, the model
theory, the reproducing kernel theory and interpolation theory, and equivalence
problem are considered. We have made no attempt to compile a comprehensive list
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references concerning these topics, but we do call the reader’s attention to
[AE,AEM,Ag1,Ag2,At1,At2,Arv4,NF] for the model theory, [AM,Ar,AS,GY,MT]
for the reproducing kernel theory and the interpolation theory, [ACD,CG,DP,
DPSY,Guo1,Guo3,Izu,Yan] for equivalence problem of submodules. Concerning
these topics a more extensive list of references can be found in the references
mentioned above.
In last several years, less attention had been devoted to Toeplitz algebra deﬁned on
a general reproducing C½z1;y; zd -modules. In fact, we will see that Toeplitz algebra
deﬁned on a general reproducing C½z1;y; zd -module contains essential information
of this module, for example, rigidity of this module. Furthermore, one can judge
when a C½z1;y; zd -module is subnormal by exploiting the noncommutative
Choquet boundary of the d-tuple relative to the Toeplitz algebra deﬁned on this
module. The theory of boundary representations developed by Arveson [Arv1,Arv2]
had ever played an important role in multivariable operator theory [Arv4]. In this
paper we will continue to work in this direction. Using the theory of boundary
representations one will see that there is more rigidity in several variables than there
is in dimension 1: Boundary representations also provide concrete information about
the absence of inner multipliers in several variables.
Let H be a reproducing C½z1;y; zd -module on a bounded domain OCCd ; and let
CHðOÞ be the C-algebra generated by fI ; Mz1 ;y; Mzdg; which is called the Toeplitz
algebra deﬁned on H: The module H is said to have the boundary property if the
identity representation of CHðOÞ is a boundary representation for the d þ 1-tuple
fI ; Mz1 ;y; Mzdg: Section 2 contains some basic results about Toeplitz algebra
deﬁned on a general reproducing C½z1;y; zd -module and boundary representations
for the d þ 1-tuple fI ; Mz1 ;y; Mzdg: If the module H has the boundary property,
then one will see that there are not inner multipliers for this module, and hence this
module is rigid. Two examples are presented in this section.
By making use of the Berezin transform and the Arveson extension theorem we
ﬁnd in Section 3 that subnormal modules deﬁned on bounded domains, under a mild
restriction, have not the boundary property. The basic example is Bergman modules.
Although subnormal modules have not the boundary property, we can still prove that
there are not inner multipliers for such modules that are supported on sets of positive
Lebesgue measures, and it follows that each submodule of such a module is rigid.
In Section 4 we will be mainly concerned with Toeplitz algebra deﬁned on a
reproducing C½z1;y; zd -module with U-invariant kernel, the Taylor spectrum
and the essential Taylor spectrum for the d-tuple fMz1 ;y; Mzdg: For a U-invariant
kernel K ; one easily veriﬁes that the kernel K is deduced from a power series
f ðzÞ ¼Pn anzn with nonnegative coefﬁcients by
KlðzÞ ¼ f ð/z; lSÞ:
Write H
f
d for the module deﬁned by f ; and T
f
d for the Toeplitz algebra deﬁned on
the module H
f
d : When f is regular (see Section 4 for the deﬁnition), we get
1. sfMz1 ;y; Mzdg ¼ fzACd : jzjptg
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and
1. sefMz1 ;y; Mzdg ¼ fzACd : spjzjptg;
where s2 ¼ lim inf an
anþ1
and t2 ¼ lim sup an
anþ1
: From this result an exact sequence of
C-algebras associated with Toeplitz algebra Tfd is deduced
0-K+Tfd !
p
CðBd ½s; tÞ-0;
where p is the unital -homomorphism given by pðMziÞ ¼ zi for i ¼ 1;y; d; and
Bd ½s; t is the ball-shell fzACd : spjzjptg: We also give an example to which the
main theorems apply (Example 3). As a consequence of the above results, a necessary
condition for modules being subnormal is obtained, and we present an example to
show that this condition is not sufﬁcient (Example 4).
The preceding sections mainly concern global properties of reproducing
C½z1;y; zd -modules. In the last section we will restrict discussion to submodules
of reproducing C½z1;y; zd -modules. Because the Arveson module H2d is distin-
guished among all reproducing C½z1;y; zd -modules by playing an important role in
multivariable operator theory [Arv4–Arv6], we specialize our discussion to
submodules of the Arveson module. For a submodule M of the Arveson module,
it is shown that the Toeplitz algebraTMd deﬁned on M is irreducible, and it contains
all compact operators. In particular, we prove that the identity representation ofTMd
is a boundary representation for the d þ 1-tuple fI ; SM1 ;y; SMd g: From this fact, one
ﬁnds that there are not inner multipliers even for submodules of the Arveson
module. In this section we also make an attempt on equivalence problem of Arveson
submodules, and our results suggest the following question: if two submodules of the
Arveson module H2d ðdX2Þ are unitarily equivalent, must they be equal?
2. Toeplitz algebras and boundary representations for the tuple fI ; Mz1 ;y; Mzdg
Let OCCd be a domain, and let H be a Hilbert space of analytic functions on O:
We assume that for each lAO; point evaluation at l is a continuous linear functional
on H: This means that for every lAO; there is a unique KlAH such that f ðlÞ ¼
/f ; KlS; fAH: Because Kl reproduces the value of functions in H at l; it is called
the reproducing kernel of H: Such a space H is call a reproducing function space on
O: The normalized reproducing kernel kl is deﬁned by
kl ¼ Kl=jjKljj:
Let H be a reproducing function space on O: We say H a reproducing C½z1;y; zd -
module on O if the following conditions are satisﬁed:
(1) H+C½z1;y; zd ; and C½z1;y; zd  is dense in H;
(2) for any pAC½z1;y; zd ; hAH; ph is in H:
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By the deﬁnition if H is reproducing C½z1;y; zd -module on O; then by a simple
application of the closed graph theorem, the operator Mp deﬁned to be
multiplication by a polynomial p is bounded on H: We refer the reader to
[CG,DP,DPSY,Guo1] for some basic properties of reproducing C½z1;y; zd -
modules. The basic examples are most ‘‘natural’’ reproducing function spaces, the
Hardy spaces, the Bergman spaces and the Dirichlet spaces on both the ball and the
polydisk, and the Arveson spaces [Arv4] on the unit ball.
Let H be an reproducing C½z1;y; zd -module on O: We use CHðOÞ to denote the
C-algebra generated by f1; Mz1 ;y; Mzdg; which is called the Toeplitz algebra on H:
Concerning the Toeplitz algebra we have
Proposition 2.1. Let CHðOÞ be the Toeplitz algebra on the reproducing C½z1;y; zd -
module H. Then CHðOÞ is irreducible.
Proof. Suppose that an operator A commutes with each operator in CHðOÞ: Then
for every polynomial p we have AMp ¼ MpA: Set g ¼ A1: This insures that Ap ¼ gp
for any polynomial p: Since C½z1;y; zd  is dense in H; the function g is a multiplier
of H; and hence A ¼ Mg: The same reasoning gives that there is a multiplier f of H
such that A ¼ Mf : So, Mf ¼ Mg : Noticing that
fKl ¼ Mg Kl ¼ gðlÞKl; lAO;
we therefore see that both f and g are constants, completing the proof. &
Because CHðOÞ is irreducible, by a well-known fact [Arv3] CHðOÞ contains all
compact operators K if it contains a nonzero compact operator.
Below we will be mainly concerned with the identity representation of the
Toeplitz algebra on a reproducing C½z1;y; zd -module. First let us recall the theory
of boundary representations [Arv1,Arv2]. Let B be a C-algebra with the identity
and let S be a linear subspace of C-algebra B; which contains the identity of B
and generates B as a C-algebra, B ¼ CðSÞ: An irreducible representation
p :B-BðHÞ is said to be a boundary representation for S if pjS has a unique
completely positive linear extension to B; namely, p itself. Concerning completely
positive maps and some related results we refer the reader to [Pau1,Pi].
In the theory of boundary representations, a basic result is the following Boundary
theorem, due to Arveson [Arv2, Theorem 2.1.1].
Theorem 2.2 (Arveson’s boundary theorem). Let S be a irreducible linear subspace
of operators on a Hilbert space H, such that S contains the identity and CðSÞ
contains the ideal KðHÞ of all compact operators on H. Then the identity
representation of CðSÞ is a boundary representation for S if and only if the quotient
map Q :BðHÞ-BðHÞ=KðHÞ is not completely isometric on the linear span of
S,S:
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For a reproducing C½z1;y; zd -module H; we say that the module H
has the boundary property if the identity representation of the Toeplitz algebra
CHðOÞ is a boundary representation for the d þ 1-dimensional operator space
spanfI ; Mz1 ;y; Mzdg: Moreover, we let Hn denote the space of all homogeneous
polynomials with degree n; and deﬁne the number operator N in the reproducing
C½z1;y; zd -module H as follows
N ¼
X
nX0
nEn;
where En is the orthogonal projection from H onto Hn: ThenN is densely deﬁned,
and unbounded. Before going on we give two examples for the modules with the
boundary property.
Example 1. Consider the Dirichlet space Dd on the unit ball Bd whose reproducing
kernel is given by
KlðzÞ ¼  lnð1/z; lSÞ/z; lS ¼
XN
n¼0
/z; lSn
n þ 1 :
It is easy to check that the Dirichlet space Dd is a reproducing C½z1;y; zd -module
on the unit ball Bd : In order to compute the norm of a polynomial we need to recall
multi-index notation. Let a ¼ ða1;y; adÞ be a multi-index of nonnegative integers,
then we set jaj ¼ a1 þ?þ ad ; a! ¼ a1!?ad !; and @a ¼ @jaj=@za11 ?@zadd ; %@a ¼
@jaj=@ %za11 ?@ %z
ad
d ; z
a ¼ za11 ?zadd : Thus the multi-nomial formula implies that
KlðzÞ ¼
X
a
jaj!
ðjaj þ 1Þa!
%laza;
where the sum is taken over all multi-indices a with entries in the nonnegative
integers. By the equality
X
a
jaj!
ðjaj þ 1Þa!
%lala ¼ /Kl; KlS ¼
X
a;b
jaj!jbj!
ðjaj þ 1Þðjbj þ 1Þa!b!
%lalb/za; zbS;
we see that if aab; then ½ %@a@bKlðlÞl¼0 ¼ 0: From this the equality /za; zbS ¼ 0 is
deduced if aab: This means that fza=jjzajjg is an orthonormal basis for the Dirichlet
module Dd : Because
KlðlÞ ¼
X
a
jaj!
ðjaj þ 1Þa!
%lala ¼
X
a
%lala
jjzajj2;
we obtain that
jjzajj2 ¼ ðjaj þ 1Þa!jaj! :
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From this formula one easily compute the following
Mzi Mzi z
a ¼ ðai þ 1Þðjaj þ 2Þðjaj þ 1Þ2 z
a; i ¼ 1;y; d:
From the preceding reasoning we have
Xd
i¼1
Mzi Mzi ¼
XN
n¼0
ðn þ 2Þðn þ dÞ
ðn þ 1Þ2 En;
and hence
Pd
i¼1 M

zi
Mzi  I is a nonzero compact operator. By Proposition 2.1 the
Toeplitz algebra on the Dirichlet module contains all compact operators. We also
notice that
Xd
i¼1
Mzi Mzi



 ¼ 2d;
Xd
i¼1
Mzi Mzi




e
¼ 1:
To show that the Dirichlet module has boundary property we follow the proof of
[Arv4, Lemma 7.3]. Now by Theorem 2.2, it sufﬁces to show that the Calkin map is
not isometric when promoted to the space Md#S of d  d matrices over S; where
S ¼ spanfI ; Mz1 ;y; Mzdg: Considering the operator AAMd#S deﬁned by
A ¼
Mz1 0 y 0
Mz2 0 y 0
^ ^ ^ ^
Mzd 0 y 0
0
BBB@
1
CCCA;
then we have
jjAAjj ¼ jjMz1Mz1 þ?þ Mzd Mzd jj ¼ 2d
and hence jjAjj ¼ ﬃﬃﬃﬃﬃ2dp 41: On the other hand, we see the essential norm jjAAjje of
AA satisﬁes
jjAAjje ¼ jjAjj2e ¼
Xd
i¼1
Mzi Mzi




e
¼ 1:
Applying Boundary theorem 2.2 shows that the Dirichlet module has boundary property.
Example 2. Consider the reproducing function space H2v ðBdÞ on the unit ball deﬁned
by the reproducing kernel K
ðvÞ
l ðzÞ ¼ 1=ð1/z; lSÞv ðv40Þ: It is easy to verify that
the space H2v ðBdÞ is a reproducing C½z1;y; zd -module on the unit ball Bd : When
v ¼ 1; H2v ðBdÞ is the Arveson module H2d ; which is studied by Arveson in [Arv4].
When v ¼ d; H2v ðBdÞ is the usual Hardy module H2ðBdÞ; and when v4d; H2v ðBdÞ is
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the weighted Bergman module L2aðð1 jzj2Þvd1dVÞ: In the next section we will show
that the modules H2v ðBdÞ have not the boundary property if vXd: For the Arveson
module H2d ; Arveson proved that it has the boundary property [Arv4, Lemma 7.13]. In
what follows we will show that the module H2v ðBdÞ has the boundary property if vod:
Just as done in Example 1, one can verify that the module H2v ðBdÞ has an orthonormal
basis f½vðvþ1Þ?ðvþjaj1Þa! 1=2zag: From this it is easy to deduce the following:Xd
i¼1
Mzi Mzi ¼
Nþ d
Nþ v;
and hence
Pd
i¼1 M

zi
Mzi  I is a nonzero compact operator. By Proposition 2.1 the
Toeplitz algebraTvd on the module H
2
v ðBdÞ contains all compact operators. We also
notice that Xd
i¼1
Mzi Mzi



 ¼ d=v vod;1 vXd;

and Xd
i¼1
Mzi Mzi




e
¼ 1:
Combining the above computation with the reasoning in Example 1 we see that the
module H2v ðBdÞ has the boundary property if vod:
Reproducing C½z1;y; zd -modules with the boundary property enjoy many
interesting consequences, and here we will discuss one of them. Rudin posed the
following function-theoretic problem in 1960s: Do there exist nonconstant inner
functions in HNðBdÞ ðd41Þ [Ru]? This problem was ﬁnally solved (afﬁrmatively) in
1982 by Aleksandrov (cf. [Ru]). This ensures that on the Hardy module H2ðBdÞ one
has MZMZ ¼ I for each inner function Z: Also as one knows, Mz1Mz1 þ?þ
Mzd Mzd ¼ I on the Hardy module H2ðBdÞ: The following theorem shows that for
reproducing C½z1;y; zd -modules with the boundary property, the analogue of the
fact mentioned above is opposite.
Let H be a reproducing C½z1;y; zd -module on O: By a multiplier of H we mean
an analytic function f on O with the property f HCH: Then a multiplication
operator Mf on H deﬁned by a multiplier f is bounded, and obviously the multiplier
algebra MH of H contains C½z1;y; zd :
Theorem 2.3. Let H be a reproducing C½z1;y; zd -module on O which has the boundary
property, and let f1;f2;y be a finite or infinite sequence of multipliers of H. Suppose
Mf1Mf1 þ M

f2
Mf2 þ? ¼ I :
Then each fk is a scalar constant.
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Proof. Using the idea in the proof of [Arv4, Proposition 8.13], we consider the
completely positive map F deﬁned on the Toeplitz algebra CHðOÞ by
FðAÞ ¼ Mf1AMf1 þ Mf2AMf2 þ? :
Clearly, the sum converges strongly for each operator A because for each positive
operator B we have
0pFðBÞpFðjjBjj IÞ ¼ jjBjj I :
Obviously, we have FðMziÞ ¼ Mzi for i ¼ 1;y; d; and FðIÞ ¼ I : By the assumption
it follows that FðAÞ ¼ A for each AACHðOÞ: Let l be the number of operators in the
sequence f1;f2;y and let V be the linear operator from H to l  H deﬁned by
Vh ¼ ðf1h;f2h;yÞ;
where l  H denotes the direct sum of l copies of H: By the assumption it is easy to see
that V is an isometry. Letting p be the representation of CHðOÞ on l  H deﬁned by
pðAÞ ¼ A"A"?;
then it is easy to check that
FðAÞ ¼ VpðAÞV :
Since
ðVA  pðAÞVÞðVA  pðAÞVÞ ¼ AA  FðAÞA  AFðAÞ þ FðAAÞ ¼ 0
for each AACHðOÞ; we conclude that VA ¼ pðAÞV : By examining the components
of this operator equation one sees that AMfk ¼ Mfk A for each k and every
AACHðOÞ: Since the Toeplitz algebra CHðOÞ is irreducible it follows that each fk
must be a scalar constant. &
From Theorem 2.3 we see that the Hardy module H2ðBdÞ on the unit ball does not
have the boundary property. However, the following proposition holds for any
reproducing C½z1;y; zd -module.
Proposition 2.4. Let H be a reproducing C½z1;y; zd -module on O and let f1;f2;y
be a finite or infinite sequence of multipliers of H. Suppose
Mf1M

f1
þ Mf2Mf2 þ? ¼ I :
Then each fk is a scalar constant.
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Proof. Noticing
X
k
Mfk M

fk
kz; kz
* +
¼
X
k
jfkðzÞj2 ¼ 1:
So, for i ¼ 1;y; d we have
@2jf1ðzÞj2
@zi@ %zi
þ @
2jf2ðzÞj2
@zi@ %zi
þ? ¼ @f1ðzÞ
@zi


2
þ @f2ðzÞ
@zi


2
þ? ¼ 0
for zAO: This implies that each fk is a scalar constant on O; completing the
proof. &
We are now in a position to apply the preceding results to equivalence problem of
submodules of reproducing C½z1;y; zd -modules. The classical Beurling’s theorem
[Beu] says that for each submodule M of the Hardy module H2ðDÞ on the unit disk
D there is an inner function Z such that M ¼ ZH2ðDÞ: For the Hardy module
H2ðDdÞ in the multi-variable version, a natural problem is to consider the structure
of submodules. However, one quickly sees that a Beurling-like characterization is
impossible, and hence attention is directed to investigating unitary equivalence of
submodules of H2ðDdÞ: There are a lot of references concerning equivalence problem
of analytic submodules. We refer the reader to references [ACD,AS,CG,DP,DP-
SY,DY,Guo1–Guo3,Izu,Pau2,Pu,Ri,Yan] for the details of this topic. By a
submodule M of a reproducing C½z1;y; zd -module H we mean that M is closed,
and M is invariant for multiplications deﬁned by polynomials. Letting M and N be
submodules of H; a bounded linear operator A : M-N is called a module map if
Aph ¼ pAh for any polynomial p and hAM: The submodules M and N are said to be
unitarily equivalent if there exists a unitary module map A : M-N: Moreover, we
say that a submodule M of H is rigid if any submodule N of H which is unitarily
equivalent to M must be M itself. We call the reader’s attention to the above
references for rigidity appeared in spaces of analytic functions in several variables.
As an immediate consequence of Theorem 2.3, we have
Corollary 2.5. Let H be a reproducing C½z1;y; zd -module with the boundary
property. Then H is rigid.
Proof. Let M be a submodule of H which is unitarily equivalent to H; and let
U : H-M be a unitary equivalence. Set f ¼ U1: Then for any polynomial p;
we have Up ¼ fp: Since jjfpjjpjjpjj for any polynomial p; and C½z1;y; zd  is dense
in H; we see that f is a multiplier of H; and U ¼ Mf : Now by Mf Mf ¼ I and
Theorem 2.3, one sees that f is a nonzero constant, and hence M ¼ H; completing
the proof. &
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Remark. We say that a multiplier f of H is inner if the multiplication operator Mf
acting on H is an isometry. The reader easily check that H is rigid if and only if there
are not inner multipliers of H (except for constants).
3. Toeplitz algebras, subnormal tuples and rigidity
Recall that a d-tuple of commuting operators %T ¼ ðT1;y; TdÞ acting on a Hilbert
space H is said to be a subnormal if there is a commuting d-tuple of normal operators
%N ¼ ðN1;y; NdÞ acting on a larger Hilbert space K*H such that Tk ¼ NkjH for
k ¼ 1; 2;y; d: If K is the smallest common reducing subspace for %N we say that %N is
a minimal normal extension of %T: Since any two minimal normal extension of %T are
unitarily equivalent, we can speak of the minimal normal extension of %T:
Let H be a reproducing C½z1;y; zd -module on O: We say that the module H is
given by a positive measure m on Cd if
jjhjj2 ¼
Z
Cd
jhj2 dm; 8hAH:
The following proposition may be known by many people, for example, an
analogous statement appeared in [BM]. However, for the reader’s convenience we
remark it here.
Proposition 3.1. Let H be a reproducing C½z1;y; zd -module on O: Then the d-tuple
fMz1 ;y; Mzdg is subnormal if and only if the module H is given by some positive
measure m on Cd ; and in this case, one can choose the measure m such that its support
Dm is included in the Taylor spectrum sfMz1 ;y; Mzdg:
Proof. If the d-tuple fMz1 ;y; Mzdg is subnormal, then by [CSa, Theorem 2.1], or
[Cur2, Theorem 7.7], there is a positive measure m with its support included in the
Taylor spectrum sfMz1 ;y; Mzdg of the tuple fMz1 ;y; Mzdg such that
jjhjj2 ¼
Z
Cd
jhj2 dm; 8hAH;
and hence the module H is given by a positive measure on Cd :
Conversely, assume that the module H is given by a positive measure m on Cd : We
claim that m must have compact support. Setting g ¼ maxfjjMz1 jj;y; jjMzd jjg; then
for each lABd we have
jj/z; lSnjj ¼
X
jaj¼n
n!
a!
za %la



 ¼
X
jaj¼n
n!
a!
%laMza1




p gnjj1jj
X
jaj¼n
n!
a!
jlaj ¼ gnjj1jjðjl1j þ?þ jld jÞn:
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Letting X be the closed support of m we ﬁnd that
sup
zAX
j/z; lSj ¼ lim
n-N
Z
Cd
j/z; lSj2n dmðzÞ
 1=2n
pgðjl1j þ?þ jld jÞpg djlj:
So, for each eA@Bd ;
sup
zAX
j/z; eSjpgd:
The above reasoning shows that X is included in the closed ball fzACd : jzjpgdg;
and hence m has compact support. From the claim one sees that the tuple
fMz1 ;y; Mzdg can be normally extended to L2ðmÞ; and hence the tuple
fMz1 ;y; Mzdg is subnormal. &
By Proposition 3.1, one can speak of subnormal modules because the
subnormality of the d-tuple fMz1 ;y; Mzdg implies that any tuple of multiplication
operators is subnormal. Let H be a reproducing C½z1;y; zd -module on O: Then
obviously, sfMz1 ;y; Mzdg+ %O: In what follows we concentrate attention on the
case, where sfMz1 ;y; Mzdg ¼ %O: The basic examples are most ‘‘natural’’ reprodu-
cing C½z1;y; zd -modules, the Hardy modules, the Bergman modules and the
Dirichlet modules on both the ball and the polydisk, and the Arveson module [Arv4]
on the unit ball. Furthermore, by Theorem 4.5 in the next section, if the kernel of a
reproducing function space H is given by f ð/z; lSÞ ¼PNn¼0 an/z; lS; where an40;
and the limit R ¼ limn-N ananþ1 exists, then H is a reproducing C½z1;y; zd -module on
fzACd : jzjoRg; and
sfMz1 ;y; Mzdg ¼ fzACd : zjpRg:
Consequently, the module H2v ðBdÞ satisﬁes sfMz1 ;y; Mzdg ¼ Bd for each v40: We
refer the reader to [CSa] for more examples.
Theorem 3.2. Let H be a subnormal module on O satisfying
sfMz1 ;y; Mzdg ¼ %O:
Then the module H have not the boundary property. Equivalently, if the module H has
the boundary property, and sfMz1 ;y; Mzdg ¼ %O; then the module H is not subnormal.
For this theorem we need two lemmas.
Letting A be a bounded linear operator on the module H; the Berezin transform of
A is deﬁned by
A˜ðzÞ ¼ /Akz; kzS; zAO:
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Then one easily sees that A˜ is a bounded smooth complex-valued function on O: Let
BCðOÞ denote the space of all bounded continuous functions on O: Then it is a C-
algebra with the natural -operation and the norm ðjjf jj ¼ supzAO jf ðzÞj).
Lemma 3.3. Let H be a reproducing C½z1;y; zd -module on O: Then the Berezin
transform A/A˜ from BðHÞ to BCðOÞ is a completely positive map.
Proof. To prove this lemma we ﬁrst claim: if Aij be bounded linear operators on a
Hilbert spaceH for i; j ¼ 1;y; n such that the operator ½Aijnn on n H is positive,
then for every hAH the matrix ½/Aijh; hSnn is positive. The claim is known by
many people (for example, cf.[Pau1]). For the reader’s convenience, we write the
details of the proof. Indeed, for a ﬁxed hAH we deﬁne a map t : n H-Cn by
tðh1;y; hnÞ ¼ ð/h1; hS;y;/hn; hSÞ:
Then t :Cn-n H is given by
tðc1;y; cnÞ ¼ ðc1h;y; cnhÞ:
A simple computation gives
t½Aijnnt ¼ ½/Aijh; hSnn:
The claim follows. Apply the claim to obtain the required conclusion, completing the
proof. &
We also need the Arveson’s extension theorem [Arv1].
Lemma 3.4 (Arveson’s extension theorem). Let B be a C-algebra with identity and
let A be a self-adjoint closed subspace of B containing the identity. If f :A-BðHÞ is
a completely positive map, then there exists a completely positive map c :B-BðHÞ
such that f ¼ cjA:
We now prove Theorem 3.2.
Proof. Suppose that the module H is subnormal, then by Proposition 3.1 there is
some positive measure m supported inside %O such that the module H is given by m:
Since H is a closed subspace of L2ðmÞ; we can deﬁne a Toeplitz operator Tc with its
symbol cALNðmÞ as follows
Tcf ¼ Pðcf Þ; 8fAH;
where P is the orthogonal projection from L2ðmÞ onto H: Set
C ¼ spanfI ; Mzi ; Mzi ; Mzi Mzj : i; j ¼ 1;y; dg:
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Then C is a self-adjoint closed subspace of CHðOÞ containing the identity, and for
each AAC; the Berezin transform A˜ can be continuously extended to %O; and the
extension is unique. Establishing a map F :C-BðHÞ by FðAÞ ¼ TA˜ for A in C;
then Lemma 3.3 implies that the map F is completely positive. By Lemma 3.4
(Arveson’s extension theorem), there is a completely positive extension C of F to
CHðOÞ: Notice that
CðIÞ ¼ I ; CðMz1Þ ¼ Mz1 ;y;CðMzd Þ ¼ Mzd :
If the module H has the boundary property, then we have
Mzi M

zj
¼ CðMzi Mzj Þ ¼ Tzi %zj ¼ Mzj Mzi
for i; j ¼ 1; 2;y; d: This implies that the algebra CHðOÞ is commutative. This is
impossible by Proposition 2.1, and hence the theorem follows. &
Let us reconsider Example 2 in Section 2. Concerning the reproducing
C½z1;y; zd -modules H2v ðBdÞ; ðv40Þ on the unit ball, it is easy to check that the
modules H2v ðBdÞ ðv40Þ satisfying sfMz1 ;y; Mzdg ¼ Bd : When v ¼ d; the module
H2v ðBdÞ is the usual Hardy module H2ðBdÞ; and when v4d; the module H2v ðBdÞ is
the weighted Bergman module L2aðð1 jzj2Þvd1dVÞ: Therefore by Theorem 3.2, the
modules H2v ðBdÞ does not have the boundary property if vXd: From Example 2 we
know that the modules H2v ðBdÞ have the boundary property if vod: Moreover,
applying Theorem 3.2 yields that the tuple fMz1 ;y; Mzdg on the modules
H2v ðBdÞ ðvodÞ are not subnormal. We call the reader’s attention to the work of
Arazy and Zhang [AZ], where they used the Ryll-Wijtaszcyk polynomials to prove
nonsubnormality of the tuple fMz1 ;y; Mzdg on the modules H2v ðBdÞ ðvodÞ:
Corresponding to Theorem 2.3, for subnormal modules we also have
Theorem 3.5. Assume the module H on O is given by some positive measure m on Cd ;
and the support Dm of m has a positive Lebesgue measure in Cd : If f1;f2;y is a finite
or infinite sequence of multipliers of H satisfying
Mf1Mf1 þ M

f2
Mf2 þ? ¼ I ;
then each fk is a scalar constant.
Proof. For each lAO; we have ðfk  fkðlÞÞkl>fkðlÞkl for all k; and hence
jjMfk kljj2 ¼ jjðfk  fkðlÞÞkljj2 þ jfkðlÞj2XjfkðlÞj2:
We thus conclude that X
k
jfkðlÞj2p
X
k
jjMfk kljj2 ¼ 1:
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It is easy to see that H is a closed subspace of L2ðmÞ; and DmC %O: By the assumption
we have
/1; 1S ¼
Z
%O
dm ¼
X
k
/Mfk Mfk1; 1S ¼
Z
%O
X
k
jfkðzÞj2 dm;
and hence
Z
%O
1
X
k
jfkðzÞj2
 !
dm ¼ 0:
The preceding reasoning implies that
P
k jfkðzÞj2 ¼ 1 for each zADm: Since
VðDmÞ40; except at most a counting set, each point in Dm is a limit point in itself.
So, for i ¼ 1;y; d we have
@2jf1ðzÞj2
@zi@ %zi
þ @
2jf2ðzÞj2
@zi@ %zi
þ? ¼ @f1ðzÞ
@zi


2
þ @f2ðzÞ
@zi


2
þ? ¼ 0
for zADm (except at most a counting set). This means that each fk is a scalar constant
on a positive measurable set. Since each fk is analytic on the domain O; this implies
that each fk is a scalar constant on O; completing the proof. &
This theorem is sharp in an appropriate sense. To show this we consider the Hardy
module H2ðBdÞ; the measure associated with which does not satisfy the assumption
of the theorem. Just as one knows, for the Hardy module,
Mz1Mz1 þ?þ Mzd Mzd ¼ I :
Before ending this section we record a more strong ‘‘rigidity result’’ for subnormal
modules.
Proposition 3.6. Assume a reproducing C½z1;y; zd -module H on O is given by some
positive measure m on Cd ; and the support Dm of m has a positive Lebesgue measure in
Cd : Then each submodule M of H is rigid.
Proof. Let U :M-N be a unitary equivalence. Take a nonzero fAM and set
g ¼ Uf : Then we have
jjqf jj2 ¼ jjqgjj2
for any polynomial q; and it follows thatZ
Cd
jqðzÞj2ðjf ðzÞj2  jgðzÞj2Þ dm ¼ 0:
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By the equality
p %q ¼ 1
2
ðjp þ qj2 þ ijp þ iqj2  ði þ 1Þjpj2  ði þ 1Þjqj2Þ;
we get that Z
Cd
pðzÞqðzÞðjf ðzÞj2  jgðzÞj2Þ dm ¼ 0;
for any polynomials p and q: By Proposition 3.1, the support Dm of m is compact. It
follows from the Stone–Weierstrass theorem and the Riesz Representation theorem that
ðjf ðzÞj2  jgðzÞj2Þ dm ¼ 0:
Set fðzÞ ¼ f ðzÞ=gðzÞ for zADm  ZðgÞ: Since ZðgÞ is a zero-measurable set, just as
done in the proof of Theorem 3.5, we see that there is a constant g with jgj ¼ 1 such
that fðzÞ ¼ g; and hence f ¼ ggAN: It follows that MDN: The same reasoning
implies NDM; and hence M ¼ N: This gives the desired result. &
Remark. In the dimension d ¼ 1; this proposition was obtained by Richter [Ri]. In
the case of higher dimensions, Putinar proved the version where the measure is the
Lebesgue measure, and the domain is bounded pseudoconvex [Pu]. In underlying
domains being the complex d-dimensional space Cd ; some similar results appeared
in [GZ].
4. Reproducing C½z1;y; zd -modules with U-invariant kernels
From a general theory of reproducing kernels [Ar], one sees that a reproducing
function space is uniquely determined by its kernel. In this section we will mainly
concern the Taylor spectrum, the essential Taylor spectrum of the tuples of the
coordinate multipliers, and Toeplitz algebras on reproducing function spaces with
U-invariant kernels. We refer the reader to [GY] for some basic properties of U-
invariant kernals on the complex plane. Write Brd for the ball fzACd : jzjorg: Letting
K be a reproducing kernel on the ball Brd we say that K is U-invariant if for each
unitary map U :Cd-Cd ; KUlðUzÞ ¼ KlðzÞ for all l; zABrd : A routine veriﬁcation
shows that for a U-invariant kernel K on Brd ; there exists a unique power series
f ¼Pn anzn with nonnegative coefﬁcients satisfying the convergence radius RXr2
such that
KlðzÞ ¼ f ð/z; lSÞ:
Therefore, this kernel can be extended to B
ﬃﬃﬃ
R
p
d : Conversely, it is easy to check that if a
power series f ¼Pn anzn is of nonnegative coefﬁcients, then KlðzÞ ¼Pnan/z; lSn
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deﬁnes a U-invariant reproducing kernel on B
ﬃﬃﬃ
R
p
d ; where R is the convergence radius
of this series. Hence, without a loss of generality, we assume that the U-invariant
reproducing kernel induced by the above f is deﬁned on B
ﬃﬃﬃ
R
p
d :
Now let H
f
d denote the reproducing function space induced by the kernel K given
by f : Then we have the following.
Proposition 4.1. The reproducing function space H
f
d has a canonical orthonormal basis
ajaj
jaj!
a!
 1=2
za : ajaja0
( )
;
where a ¼ ða1; a2;y; adÞ run over multi-indices of nonnegative integers satisfying
ajaja0:
Proof. Let H be the Hilbert space with an orthonormal basis given by this
proposition. For convenience, we set ea ¼ ½ajajjaj!a! 1=2za: Then for any hAH; h has
expression h ¼Pa baea withPa jbaj2oN: For any lAB ﬃﬃﬃRpd ; the evaluation ElðhÞ of
h at l satisﬁes
jElðhÞj ¼
X
a
baeaðlÞ

p
X
a
jbaj2
 !1=2 X
a
jeaðlÞj2
 !1=2
¼
X
a
jbaj2
 !1=2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f ðjlj2Þ
q
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f ðjlj2Þ
q
jjhjj:
This means that El is continuous, and it is easy to see that El ¼
P
aeaðlÞea:
Furthermore, if ElðhÞ ¼ 0 for each lAB
ﬃﬃﬃ
R
p
d ; then h ¼ 0: Indeed, from the following
expression
@jajElðhÞ
@la11 ?@l
ad
d

l¼0
¼ 0;
the equality ba ¼ 0 is easily deduced, and hence h ¼ 0: This shows that
spanfEl : lAB
ﬃﬃﬃ
R
p
d g is dense in H: Notice that for any l; mAB
ﬃﬃﬃ
R
p
d ; we have
/El; EmSH ¼ /Kl; KmSHf
d
¼ f ð/m; lSÞ:
The proposition follows. &
Let f ¼Pnanzn; g ¼Pn bnzn be two power series with nonnegative coefﬁcients. Set
Nf ¼ fn : ana0g; Ng ¼ fn : bna0g:
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If NfDNg; we can establish an isometry V : H
f
d-H
g
d by Vea ¼ e0a; where
ea ¼ ajaj jaj!a!
 1=2
za; and e0a ¼ bjaj
jaj!
a!
 1=2
za:
We deﬁne a diagonal operator D in Hgd by
De0a ¼
ﬃﬃﬃﬃﬃﬃ
ajaj
bjaj
s
e0a; bjaja0:
Setting
Af ¼ spanfeag; and Ag ¼ spanfe0ag;
then the inclusion i :AfCAg; h/h is decomposed as i ¼ DV : Indeed, the above
discussion implies the following.
Proposition 4.2. If NfDNg; then we have
1. the inclusion i : H
f
dCH
g
d is bounded if and only if
sup
nANg
an
bn
oN;
2. the inclusion i : H
f
dCH
g
d is compact if and only if
lim
nANg;n-N
an
bn
¼ 0:
Applying this proposition, one easily veriﬁes that if vov0; then the space H2v ðBdÞ is
compactly included in H2v0 ðBdÞ (for these spaces, see Example 2 in Section 2).
For discussing the d-tuple fMz1 ;y; Mzdg of the coordinate multipliers we must
assume ana0 for n ¼ n0; n0 þ 1;y: Without a loss of generality, from now on we
always assume ana0 for all nX0; and we set a1 ¼ 0: By a simple calculation we have
Mzi z
a ¼ aiajaj1jajajaj
zaei ;
where a ei ¼ ða1;y; ai  1;y; adÞ: This gives the following conclusions.
Proposition 4.3. The following are true.
1. Mzi M

zi
za ¼ aiajaj1jajajaj za;
2. Mzi Mzi z
a ¼ ðaiþ1Þajajðjajþ1Þajajþ1 za;
3.
Pd
i¼1 Mzi M

zi
¼PNn¼0 an1an En;
4.
Pd
i¼1 M

zi
Mzi ¼
PN
n¼0
anðnþdÞ
anþ1ðnþ1ÞEn:
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As immediate consequences of Proposition 4.3, we have
Corollary 4.4. For the d-tuple fMz1 ;y; Mzdg acting on Hfd ; we have
1. the tuple fMz1 ;y; Mzdg is bounded if and only if supn ananþ1oN;
2. the tuple fMz1 ;y; Mzdg is essentially normal if and only if
lim
n-N
an
anþ1
 an1
an
 
¼ 0;
where by essential normality of fMz1 ;y; Mzdg we mean that each Mzi is essentially
normal.
Below we restrict discussion to essentially normal d-tuple fMz1 ;y; Mzdg:
This equivalently requires the power series f ¼Pn anzn satisfying the following
conditions
1. supn
an
anþ1
oN;
2. limn-N ½ ananþ1 
an1
an
 ¼ 0:
If f ¼Pn anzn satisﬁes the above conditions (1) and (2), we say that f is regular.
Therefore, if f is regular, then the d-tuple fMz1 ;y; Mzdg acting on Hfd is essentially
commutative by Fuglede–Putnam theorem [Con]. This means that Mzi M

zj
¼ Mzj Mzi
modulo compacts for i; j ¼ 1; 2;y; d: In this case, the space Hfd is a reproducing
C½z1;y; zd -module on B
ﬃﬃﬃ
R
p
d : Observing Examples 1 and 2 of Section 2 we see that
the Dirichlet space Dd ; and the spaces H
2
v ðBdÞ ðv40Þ are induced by regular
functions 1
z
lnð 11zÞ and 1ð1zÞv; respectively. Set
s2 ¼ lim inf an
anþ1
; t2 ¼ lim sup an
anþ1
:
Then it is easy to verify that the convergence radius R of f satisﬁes
s2pRpt2:
Theorem 4.5. Assume f is regular. Then for the d-tuple fMz1 ;y; Mzdg acting on Hfd
we have
1. the Taylor spectrum of the tuple fMz1 ;y; Mzdg is given by
sfMz1 ;y; Mzdg ¼ fzACd : jzjptg;
2. the essential Taylor spectrum of the tuple fMz1 ;y; Mzdg is given by
sefMz1 ;y; Mzdg ¼ fzACd : spjzjptg:
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We denote the Toeplitz algebra on H
f
d by T
f
d ; that is, the algebra T
f
d is the C
-
algebra generated by fI ; Mz1 ;y; Mzdg: By Proposition 2.1, we see that Tfd is
irreducible. Consequently, if f is regular, then T
f
d contains all compact operators,
and T
f
d is commutative modulo compacts. Write Bd ½s; t for the ball-shell
fzACd : spjzjptg: Then by Theorem 4.5(2) we immediately obtain the following.
Theorem 4.6. Let f be regular. Then on the reproducing C½z1;y; zd -module Hfd ; we
have an exact sequence of C-algebras
0-K+Tfd !
p
CðBd ½s; tÞ-0;
where p is the unital -homomorphism given by pðMziÞ ¼ zi for i ¼ 1;y; d:
We call the reader’s attention to [Arv4, Theorem 5.7], and [Cob,Sal], where several
similar exact sequences arose from Toeplitz algebras, but the last terms of the exact
sequences are the spaces of continuous functions on the boundaries of underlying
domains.
Before proving Theorem 4.5, let us see an example.
Example 3. Let gX1; and set
an ¼ 1
Yn
k¼0
ðsin
ﬃﬃﬃ
k
p
þ gÞ; n ¼ 0; 1; 2;y;
,
g ¼
X
n
anz
n:
Then it is easy to verify that g is regular, and
lim inf
an
anþ1
¼ g 1; lim sup an
anþ1
¼ gþ 1:
Hence by Theorems 4.5 and 4.6, we have
1. sfMz1 ;y; Mzdg ¼ fzACd : jzjp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gþ 1p g;
2. sefMz1 ;y; Mzdg ¼ fzACd :
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g 1p pjzjp ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃgþ 1p g;
3. 0-K+Tgd !
p
CðBd ½
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g 1p ; ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃgþ 1p Þ-0:
For Theorem 4.5 we need a technical lemma.
Lemma 4.7. If a positive sequence fpng satisfies conditions
1. supn pnoN;
2. limn-N ½pnþ1  pn ¼ 0;
then fp1; p2;y; g*½a; b; where a ¼ lim inf pn and b ¼ lim sup pn:
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Proof. It sufﬁces to prove that for any aorob; r is a limit point of the sequence
fpng: To do this, let p0 ¼ 0; t0 ¼ 0; tn ¼ pn  pn1 ðnX1Þ; then pn ¼
Pn
i¼1 ti; and
tn-0; as n-N: Choose subsequences of the natural numbers n
ðlÞ
1 on
ðlÞ
2 on
ðlÞ
3 o?
for l ¼ 1; 2 such that p
n
ð1Þ
k
¼Pnð1Þki¼1 ti-a and pnð2Þ
k
¼Pnð2Þki¼1 ti-b: Then there exists a
natural number K such that for all kXK ;
Xnð1Þk
i¼1
ti ¼ pnð1Þ
k
oro
Xnð2Þk
i¼1
ti ¼ pnð2Þ
k
: ð}Þ
To complete the proof we may assume that
n
ð1Þ
1 on
ð2Þ
1 on
ð1Þ
2 on
ð2Þ
2 o?on
ð1Þ
k on
ð2Þ
k on
ð1Þ
kþ1o?;
otherwise, we choose subsequences of fnðlÞk g such that they satisfy the above
condition. Then from ð}Þ there exists a nonnegative integer mk satisfying
Xnð1Þk þmk
i¼1
tior; but
Xnð1Þk þmkþ1
i¼1
tiXr:
Suppose that n
ð3Þ
k ¼ nð1Þk þ mk; then from tn-0 as n-N and the choice of the mk;
one can easily verify that n
ð3Þ
1 on
ð3Þ
2 on
ð3Þ
3 o?; and
0or  p
n
ð3Þ
k
¼ r 
Xnð3Þk
i¼1
tiptnð3Þ
k
þ1-0;
as k-N: This completes the proof of the lemma. &
We now give the proof of Theorem 4.5.
Proof. First we give the proof of (2). For this we claim
se
Xd
i¼1
Mzi M

zi
 !
¼ ½s2; t2:
Indeed, by the deﬁnitions of s2; t2; for any e40; there exists a natural number N such
that when n4N; an
anþ1
A½s2  e; t2 þ e: Thus for any re½s2; t2; there is e040 such that
for sufﬁcient large n;
r  an1
an

Xe0:
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Hence from Proposition 4.3(3), the operator
r  I 
Xd
i¼1
Mzi M

zi
¼
X
nX0
r  an1
an
 
En
is invertible modulo compacts, i.e., Fredholm. Therefore,
se
Xd
i¼1
Mzi M

zi
 !
C½s2; t2:
On the other hand, by Lemma 4.7, for any rA½s2; t2 there exists a subsequence
ank
ankþ1
n o
which converges to r: Thus the operator
r  I 
Xd
i¼1
Mzi M

zi
¼
X
nX0
r  an1
an
 
En
is not Fredholm. The above discussion leads to the fact
se
Xd
i¼1
Mzi M

zi
 !
*½s2; t2:
So, we have
se
Xd
i¼1
Mzi M

zi
 !
¼ ½s2; t2:
The claim follows.
To complete the proof, for each d  d unitary matrix u ¼ ðuijÞ in the unitary group
U we deﬁne a unitary operator Gu on H
f
d by
ðGuhÞðzÞ ¼ hðu1zÞ; 8hAHfd :
Indeed, Gu is a unitary operator on H
f
d because the kernel Kl induced by f is U-
invariant. The reader easily check that GuKl ¼ Kul for each lAB
ﬃﬃﬃ
R
p
d : From this the
following is deduced:
GuMziG

uKl ¼
Xd
j¼1
ujiM

zj
 !
Kl; i ¼ 1; 2;y; d;
and therefore we have
GuMziG

u ¼
Xd
j¼1
%ujiMzj ; i ¼ 1; 2;y; d:
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From the above equalities, we see that essential Taylor spectrum of the d-tuple
fMz1 ;y; Mzdg is U-invariant. Setting Zi ¼ pðMziÞ for i ¼ 1;y; d; and letting M
denote the maximal ideal space of the commutative C-algebra Tfd=K; then by
[Cur1, Corollary 3.10] the essential Taylor spectrum of the tuple fMz1 ;y; Mzdg can
be identiﬁed withM under the homeomorphism f-ðfðZ1Þ;y;fðZdÞÞ: For each r
satisfying sprpt; from the preceding claim we see that Pdi¼1 Mzi Mzi  r2I is not
Fredholm, and hence this operator is not invertible inT
f
d=K: This implies that there
is a frAM such that
Xd
i¼1
jfrðZiÞj2  r2 ¼ 0:
Since ðfrðZ1Þ;y;frðZdÞÞ belongs to sefMz1 ;y; Mzdg; the U-invariance of
sefMz1 ;y; Mzdg leads to the inclusion
sefMz1 ;y; Mzdg*Bd ½s; t:
To achieve the opposite inclusion we take any fAM; and consider the operatorPd
i¼1 Mzi M

zi
Pdi¼1 jfðZiÞj2: Obviously, this operator is not invertible modulo
compacts, and hence
Xd
i¼1
jfðZiÞj2Ase
Xd
i¼1
Mzi M

zi
 !
¼ ½s2; t2:
This means that ðfðZ1Þ;y;fðZdÞÞ belongs to Bd ½s; t; and it follows that
sefMz1 ;y; MzdgCBd ½s; t: We thus reach the equality
sefMz1 ;y; Mzdg ¼ Bd ½s; t:
This completes the proof of (2), and then Theorem 4.6 follows.
We now turn to the proof of (1). Since the convergence radius R of the power
series f ¼Pn anzn satisﬁes sp ﬃﬃﬃﬃRp pt; this insures that each lðjljosÞ is a evaluation
point for the space H
f
d : It follows that each lðjljosÞ lies in the Taylor spectrum of
the d-tuple fMz1 ;y; Mzdg: Since the tuple fMz1 ;y; Mzdg is commutative, applying
[Cur1] gives
sfMz1 ;y; Mzdg*sefMz1 ;y; Mzdg;
and it follows that
sfMz1 ;y; Mzdg*fzACd : jzjptg:
Given m; jmj4t; and considering the function fmðzÞ ¼ /z; mS jmj2; then Theorem
4.6 implies that the multiplication operator Mfm is Fredholm, and hence fmH
f
d is
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closed. We claim fmH
f
d ¼ Hfd : Equivalently, this requires 1=fmAHfd : For this claim, we
pick a e0 such that jmj  e04t; and by the inequality jmj  e04lim sup
ﬃﬃﬃﬃﬃﬃ
an
anþ1
q
; it is easy
to prove that there is a constant c0 such that anXc0=ðjmj  e0Þ2n for all n: Combining
this fact with the next equalities
1
fm
¼  1jmj2
1
1/z; m=jmj2S ¼ 
1
jmj2
X
a
jaj!
a!jmj2jaj
za %ma
¼  1jmj2
X
a
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jaj!
ajaja!
s
%ma
jmj2jaj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ajajaj!
a!
r
za;
we get
X
a
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jaj!
ajaja!
s
%ma
jmj2jaj


2
¼
X
a
jaj!
ajaja!
%mama
jmj4jaj
pc10
X
a
jaj!ðjmj  e0Þ2jaj
a!jmj4jaj %
mama ¼ c10 1
ðjmj  e0Þm
jmj2 ;
ðjmj  e0Þm
jmj2
* +" #1
¼ c10 1
ðjmj  e0Þ2
jmj2
" #1
oN:
Applying Proposition 4.1 gives 1=fmAH
f
d ; and hence fmH
f
d ¼ Hfd : The claim is proved.
By the claim we see that Mfm is invertible, and hence 0esðMfmÞ: If
mAsfMz1 ;y; Mzdg; then by the Taylor’s spectral mapping theorem [Tay2, Theorem
4.8], we would have 0 ¼ fmðmÞAsðMfmÞ: This contradiction shows that we have the
equality
sfMz1 ;y; Mzdg ¼ fzACd : jzjptg;
and hence the proof of (1) is completed. Theorem 4.5 follows. &
Let Cf be the norm closed subalgebra of BðHfd Þ generated by the multiplication
operators Mp; pAC½z1;y; zd ; and let Mf denote the maximal ideal space of Cf :
Then there is a natural homeomorphism of Mf onto the algebraic spectrum
#sfMz1 ;y; Mzdg of fMz1 ;y; Mzdg in Cf ;
o/ðoðMz1Þ;y;oðMzd ÞÞ;
where the algebraic spectrum #sfMz1 ;y; Mzdg of fMz1 ;y; Mzdg in Cf is deﬁned as
the set of all lACd for which the algebraic ideal generated by Mz1  l1;y; Mzd  ld
in Cf does not equal Cf : By [Tay1],
sfMz1 ;y; MzdgC #sfMz1 ;y; Mzdg:
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This means that if f is regular, then for each l; jljpt; and every polynomial p; we
have jpðlÞjpjjMpjj: Consequently, each element of Cf is a multiplication operator
Mg for some multiplier g of H
f
d which extends continuously to the closed ball
fzACd : jzjptg:
We now turn to the problem when the module H
f
d is subnormal, which is
equivalent to the problem when the d-tuple fMz1 ;y; Mzdg is subnormal.
Theorem 4.8. Let f ¼Pn anzn be regular. If
sup
ðn þ dÞan
ðn þ 1Þanþ14lim sup
an
anþ1
;
then the d-tuple fMz1 ;y; Mzdg is not subnormal. Equivalently, the module Hfd is not
subnormal.
Proof. Assume fMz1 ;y; Mzdg is subnormal. Then by Proposition 3.1 there is a
positive measure m supported on sfMz1 ;y; Mzdg such that
jjhjj2 ¼
Z
sfMz1 ;y;Mzd g
jhj2 dm; hAHfd :
Therefore, by Theorem 4.5(1) for any hAHfd ; jjhjj ¼ 1; we have
Xd
i¼1
Mzi Mzi h h
* +
¼
Z
sfMz1 ;y;Mzd g
Xd
i¼1
jzij2
 !
jhj2 dmpt2;
and hence
Xd
i¼1
Mzi Mzi



pt2 ¼ lim sup ananþ1:
However, by Proposition 4.3(4) we see
Xd
i¼1
Mzi Mzi



 ¼ sup ðn þ dÞanðn þ 1Þanþ1:
Hence, the required conclusion is deduced from this contradiction, completing the
proof. &
From Theorem 4.8, one sees that if the module H
f
d is subnormal, then necessarily,
sup
ðn þ dÞan
ðn þ 1Þanþ1 ¼ lim sup
an
anþ1
:
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The next example shows that this condition is not sufﬁcient for the module H
f
d being
subnormal.
Example 4. We consider the case d ¼ 1: By [Ag2, Theorem 3.1], if a contraction T
on a Hilbert space H is subnormal, then I  2TT þ T2T2X0: Let f ¼Pn anzn be
regular. Then Mz; acting on H
f
1 ; is an essentially normal weighted shift with weightsﬃﬃﬃﬃﬃﬃ
an
anþ1
q
; n ¼ 0; 1; 2;y: Assume that Mz is subnormal, and supn ananþ1p1; then by the
above statement and a simple reasoning, we have
2ananþ2panþ1ðan þ anþ2Þ; n ¼ 0; 1;y:
Taking
b2k ¼ k2  k þ 1; and b2kþ1 ¼ k2 þ k þ 1; k ¼ 0; 1;y;
and setting g ¼Pn bnzn; then it is easy to check that g is regular, and
supn
bn
bnþ1
¼ lim
n-N
bn
bnþ1
¼ 1:
Since
b2nþ2ðb2nþ1 þ b2nþ3Þ  2b2nþ1b2nþ3 ¼ 2ðn2 þ n þ 1Þðn þ 1Þo0;
we see that Mz; acting on H
g
1 ; is not subnormal by the above discussion, that is, H
g
1 is
not subnormal.
Before ending this section we remark the following proposition.
Proposition 4.9. Let f ¼Pn anzn be regular. If
sup
ðn þ dÞan
ðn þ 1Þanþ14lim sup
an
anþ1
;
then the module H
f
d has the boundary property.
Proof. By Proposition 4.3(4) and the proof of Theorem 4.5(2), we see
Xd
i¼1
Mzi Mzi



 ¼ sup ðn þ dÞanðn þ 1Þanþ1; and
Xd
i¼1
Mzi Mzi




e
¼ lim sup an
anþ1
:
Applying the proof of Example 1 shows that the module H
f
d has the boundary
property. &
In the case d ¼ 1; the condition in this proposition also is necessary for Hfd having
the boundary property. To see this, we recall a result from [Arv2, Corollary 2]. This
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result is stated as follows: Let T be an essentially normal weighted shift with weights
a0; a1;y: If lim supn janjosupn janj; then the identity representation is a boundary
representation for fI ; Tg: If lim supn janj ¼ supn janj; then the identity representation
is not even a boundary representation for fTn : n ¼ 0; 1; 2;yg: In the case
d ¼ 1; Mz is an essentially normal weighted shift with weights
ﬃﬃﬃﬃﬃﬃ
an
anþ1
q
; n ¼ 0; 1;y:
Using the Arveson’s result we see that in the case d ¼ 1; the module Hfd has the
boundary property if and only if the condition in this proposition is satisﬁed by f :
5. Submodules of the Arveson module
In the preceding sections we study global properties of reproducing Hilbert modules.
We will restrict this section to discussion of submodules of reproducing C½z1;y; zd -
modules. Noticing that the Arveson module H2d is distinguished among all reproducing
C½z1;y; zd -modules by playing an important role in multivariable operator theory as
shown by Arveson [Arv4–Arv6] and therefore, this section will mainly consider
submodules of the Arveson module. Indeed, to generalize the operator-theoretic
aspects of function theory on the unit disk to multivariable operator theory, Arveson
investigated the reproducing function space H2d on the unit ball Bd in the d-dimensional
complex space Cd (cf.[Arv4,Arv5]). Recall that the reproducing function space H2d on
the unit ball Bd is deﬁned by the reproducing kernel KlðzÞ ¼ 1=½1/z; lS: From the
preceding sections we see that this space is a reproducing C½z1;y; zd -module on the
unit ball, and we will call it the Arveson module. In this section we will be concerned
with Toeplitz algebras on submodules of the Arveson module. First let us recall some
basic results of Arveson submodules. For each submodule M; Arveson [Arv5] proved
that there exists a multiplier sequence ffkg of H2d such that
PM ¼
X
k
Mfk M

fk
ð%Þ
and hence
jjPMkljj2 ¼
X
k
jfkðlÞj2;
where PM denotes the orthogonal projection from H
2
d onto M: This impliesX
k
jfkðlÞj2p1
for all lABd : Furthermore, if M contains a nonzero polynomial, Arveson [Arv5]
proved that ffkg is an inner sequence, i.e. for almost all zA@Bd with respect to the
normalized natural measure s on @Bd ;X
k
jfkðlÞj2-1
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as l-z non-tangentially. The general case was proved by Greene et al. [GRS], that
is, for each submodule M; any sequence satisfying ð%Þ is inner. This shows that for
any nonzero submodule M; we have
jjPMkljj2-1 ð%%Þ
as l tends to the boundary of the ball non-tangentially. Below, we will frequently use
this fact. Using fS1;y; Sdg to denote the d-tuple fMz1 ;y; Mzdg on the Arveson
module, and we let fSM1 ;y; SMd g denote the restriction of the tuple fS1;y; Sdg to
the submodule M: The Toeplitz algebraTMd on the submodule M is the C
-algebra
generated by the d þ 1-dimensional operator space spanfI ; SM1 ;y; SMd g:
Theorem 5.1. Let M be a submodule of H2d : Then we have
1. the algebra TMd is irreducible, and T
M
d contains all compact operators;
2. the identity representation of the algebra TMd ðdX2Þ is a boundary representation
for the d þ 1-dimensional operator space spanfI ; SM1 ;y; SMd g:
Proof. (1). To obtain a contradiction we assume that TMd is reducible. This means
that there exists a nontrivial projection Q on M such that QSMi ¼ SMi Q for
i ¼ 1;y; d: From this it is easily deduced that M can be decomposed as direct
sum of two submodules, that is, there are two submodules M1; M2 such that
M ¼ M1"M2: It follows that
jjPMkljj2 ¼ jjPM1kljj2 þ jjPM2kljj2
for any lABd : By ð%%Þ this is impossible, and hence this contradiction shows that
the algebraTMd is irreducible. It remains only to show thatT
M
d contains a nonzero
compact operator, and hence from [Arv3], TMd contains all compact operators
on M: Indeed, considering the operator A ¼Pdi¼1 SMi SMi  IM ; then A ¼
PMð
Pd
i¼1 S

i Si  IÞPM is compact. We claim that Aa0: In fact, by [Arv4],
A ¼ ðd  1ÞPMðI þNÞ1PM :
Notice that kerðI þNÞ1 ¼ f0g and ðI þNÞ1X0 to show Aa0: The claim
follows, and hence the proof of (1) is completed.
(2). To complete the proof of (2) we follow the proof of Example 1. By the
Arveson’s boundary theorem it sufﬁces to show that the Calkin map is not isometric
when promoted to the space Md#S
M of d  d matrices over SM ; where SM
denotes d þ 1-dimensional operator space spanfI ; SM1 ;y; SMd g: Considering the
operator AAMd#SM deﬁned by taking the ﬁrst column of A as ðSM1 ;y; SMd ÞT ; and
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others as zeros, then we have
jjAjj2 ¼ jjAAjj ¼ jjPMðS1S1 þ?þ SdSdÞPM jj
¼ jjðS1S1 þ?þ SdSdÞ1=2PM jj2 ¼
XN
n¼0
n þ d
n þ 1
 1=2
En
" #
PM




2
;
and hence
jjAjj ¼
XN
n¼0
n þ d
n þ 1
 1=2
En
" #
PM



:
For any fAM; jjf jj ¼ 1; decomposing f as f ¼PNn¼0 fn; where fn ¼ Enf is the nth
homogeneous part of f ; then we have
XN
n¼0
n þ d
n þ 1
 1=2
En
" #
PMf




2
¼
XN
n¼0
n þ d
n þ 1 jjfnjj
24
XN
n¼0
jjfnjj2 ¼ 1:
Consequently, jjAjj41: On the other hand, obviously, the essential norm of
A; jjAjje; satisﬁes jjAjjep1; and hence jjAjjeojjAjj: Applying the Arveson’s
Boundary theorem gives the required conclusion. &
Letting f be an analytic function on Bd such that fMCM; then we say that f is a
multiplier of the submodule M: A simple application of the closed graph theorem
shows that the multiplication operator Mf on M deﬁned by multiplier f is bounded.
We denote the multiplier algebra of M by MM : Then it is easy to verify
MMCHNðBdÞ: Indeed, if f is a multiplier of M; then
/MfMfK
M
l ; K
M
l S ¼ jfðlÞj2/KMl ; KMl SpjjMfjj2jjKljj2;
where KMl is the reproducing kernel of the submodule M: From the above inequality
the following is deduced:
jfðlÞjpjjMfjj
for any lABd : This shows MMCHNðBdÞ: Since for each multiplier f of H2d ; there
exists a sequence fpng in C½z1;y; zd  such that Mpn-Mf in the weak operator
topology [GRS, Lemma 4.1], this implies
MH2
d
CMMCHNðBdÞ:
Proposition 5.2. The commutator algebra fSM1 ;y; SMd g0 equals MM :
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Proof. From ð%Þ; one easily check that the submodule M is generated by the
multipliers ffkg of H2d : Indeed, by the equality PM ¼
P
k Mfk M

fk
one sees
fkH
2
d ¼ ½ker Mfk 
> ¼ ½ker Mfk Mfk 
>C½ker PM > ¼ M;
and hence M contains the submodule N generated by ffkg: Conversely, if there is a
h satisfying h>N; then for each k we have Mfk h ¼ 0: This insures hAM>; and hence
M ¼ N: Now we let TAfSM1 ;y; SMd g0; then TMp ¼ MpT for any polynomial p:
Since for each multiplier f of H2d ; there exists a sequence fpng in C½z1;y; zd  such
that Mpn-Mf in the weak operator topology [GRS, Lemma 4.1], this means that
TMf ¼ MfT : It follows, by the equality Tfkfl ¼ fkTfl ¼ flTfk; that
Tf1
f1
¼ Tf2
f2
¼?:
Set f ¼ Tf1=f1; and M˜ as the algebraic module over C½z1;y; zd  generated by
ffkg: Then for every fAM˜; we have Tf ¼ ff : Now for each leZðf1Þ; we choose a
sequence ffng in M˜ such that fn-KMl in the norm of H2d : Then we have
j/TKMl ; KMl Sj ¼ lim/Tfn; KMl Sj
¼ jfðlÞjlim/fn; KMl Sj ¼ jfðlÞjjjKMl jj2
p jjT jjjjKMl jj2:
This shows that jfðlÞjpjjT jj for lABd  Zðf1Þ: Applying Hartogs’s extension
theorem [Kr] gives that fAHNðBdÞ: Notice that the algebraic module M˜ is dense in M;
and for each fAM˜; jjff jjpjjT jjjjf jj: This insures that f is a multiplier of M; and hence
fSM1 ;y; SMd g0DMM :
The opposite inclusion is obvious. &
As a consequence of Theorem 5.1 we have
Corollary 5.3. Let M be a submodule of the Arveson module H2d ; dX2; and let
f1;f2;y; be a finite or infinite sequence of multipliers of M which satisfy
Mf1Mf1 þ M

f2
Mf2 þ? ¼ I :
Then each fk is a scalar constant.
Proof. Consider the completely positive map F deﬁned on the Toeplitz algebraTMd by
FðAÞ ¼ Mf1AMf1 þ Mf2AMf2 þ?:
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Clearly the sum converges strongly for each operator A; and FðSMi Þ ¼ SMi for
i ¼ 1;?; d: It follows that FðAÞ ¼ A for each AATMd by Theorem 5.1. Since TMd
contains all compact operators, This means that for any lABd ; we have
Mf1ðK
M
l #K
M
l ÞMf1 þ Mf2ðK
M
l #K
M
l ÞMf2 þ? ¼ KMl #KMl :
A simple reasoning gives
jf1ðlÞj2 þ jf2ðlÞj2 þ? ¼ 1:
As done in the proof of Theorem 3.5, each fk is a scalar constant. &
Now we turn to equivalence problem of Arveson submodules. According to the
fact H2dDH
2ðBdÞ; we will frequently identity functions from H2d with their boundary
functions on the unit sphere @Bd : The following proposition is useful.
Proposition 5.4. Let A :M-N be a module map, then there is a function fALNð@BdÞ
such that A ¼ Mf; and jjfjjNpjjAjj: Furthermore, if NDM; then fAHNðBdÞ; and in
this case, f is a multiplier of M.
Proof. Following the proof of Proposition 5.2, the submodule M is generated by the
multipliers ffkg of H2d ; where ffkg is the inner sequence associated with M; that is,
PM ¼
P
k Mfk M

fk
: Since for each multiplier f of H2d ; there exists a sequence fpng in
C½z1;y; zd  such that Mpn-Mf in the weak operator topology [GRS, Lemma 4.1],
this leads to the fact AMf ¼ MfA: It follows, by the equality Afkfl ¼ fkAfl ¼
flAfk; that
Af1
f1
¼ Af2
f2
¼?:
Set f ¼ Af1=f1; and M˜ as the algebraic module over C½z1;y; zd  generated by
ffkg: Then for every fAM˜; we have Af ¼ ff : Now for each leZðf1Þ; we choose a
sequence ffng in M˜ such that fn-KMl in the norm of H2d : Then we have
j/AKMl ; KNl Sj ¼ limj/Afn; KNl Sj
¼ jfðlÞj limjfnðlÞj ¼ jfðlÞj jKMl ðlÞj
¼ jfðlÞj jjKMl jj2:
This shows
jfðlÞjpjjAjj jjKNl jj=jjKMl jj ¼ jjAjj jjPNkljj=jjPMkljj
for each lABd  Zðf1Þ: Since by ð%%Þ both jjPMkljj and jjPNkljj converge to 1 as
l tends to z non-tangentially for almost all zA@Bd ; this shows that jfðzÞjpjjAjj for
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almost all zA@Bd ; and so, fALNð@BdÞ: Now for any hAM; choosing a sequence
fhng in M˜ such that hn-h in the norm of H2d ; then we have
jjfhn  AhjjH2ðBd Þ ¼ jjAhn  AhjjH2ðBd ÞpjjAhn  AhjjH2d-0:
Also noting the fact
jjfhn  fhjjH2ðBd ÞpjjfjjNjjhn  hjjH2ðBd ÞpjjfjjNjjhn  hjjH2d-0;
we obtain Af ¼ ff for any fAM:
If NDM; then by the preceding reasoning we have
jfðlÞjpjjAjjjjKNl jj=jjKMl jjpjjAjj
for each lABd  Zðf1Þ: Applying Hartogs’s extension theorem [Kr] gives
fAHNðBdÞ; and in this case, f is a multiplier of M: &
Corollary 5.5. Let M; N be submodules of H2d ; dX2; and let M+N: If they are
unitarily equivalent, then M ¼ N:
Proof. Let U : M-N be a unitary equivalence. Then by Proposition 5.4, there exists
a multiplier f of M such that U ¼ Mf : M-M is an isometry, and hence MfMf ¼
I : Now applying Corollary 5.3 gives that f is a nonzero constant, and hence N ¼ M;
completing the proof. &
From the above corollary we are therefore led to ask the following:
Question. If two submodules of H2d ; dX2 are unitarily equivalent, must they be
equal?
For submodules generated by polynomials, the above question can afﬁrmatively
be answered.
Lemma 5.6. Let M be a nonzero submodule of the Hardy module H2ðBdÞ; and
fALNð@BdÞ: If fMCM; then fAHNðBdÞ:
Proof. This lemma may be known by many people. For the reader’s convenience, we
give a simple proof by using the technique of reproducing kernel. Take a nonzero
fAM; and deﬁne *fðzÞ ¼ ðff ÞðzÞ=f ðzÞ for each zABd  Zðf Þ: Since for any nonzero
g in M; we have ff =f ¼ fg=g; and hence ðff ÞðzÞgðzÞ ¼ ðfgÞðzÞf ðzÞ for each zABd :
This implies that
ðfgÞðzÞ ¼ *fðzÞgðzÞ
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for any gAM and each zABd  Zðf Þ: Therefore, for every zABd  Zðf Þ; we have
/MfKMz ; K
M
z S ¼ ðfKMz ÞðzÞ ¼ *fðzÞKMz ðzÞ ¼ *fðzÞjjKMz jj2:
From this the following is deduced
j *fðzÞjpjjMfjj
for each zABd  Zðf Þ: Applying Hartogs’s extension theorem [Kr] gives
*fAHNðBdÞ: Since on the unit sphere @Bd ; one has *ff ¼ ff ; and it follows that
f ¼ *fAHNðBdÞ: &
For an ideal I of polynomials we let ½I a denote the submodule of H2d generated
by I :
Proposition 5.7. Let I ; J be ideals of C½z1;y; zd ; dX2: If ½I a is unitarily equivalent
to ½Ja; then ½I a ¼ ½Ja:
Proof. Let U : ½I a-½Ja be a unitary equivalence. Then by Proposition 5.4 there is a
function fALNð@BdÞ satisfying U ¼ Mf; and jfðzÞjp1 for almost all zA@Bd : Also
note that U1 : ½Ja-½I a is a unitary equivalence, the same reasoning shows that
there is a function cALNð@BdÞ satisfying U1 ¼ Mc; and jcðzÞjp1 for almost all
zA@Bd : Since McMf is the identity operator on M; this means cf ¼ 1 on @Bd ; and
hence jfj ¼ 1 a.e. on @Bd : Combining the equality f½I a ¼ ½Ja with the fact that
both ½I a and ½Ja are included in the Hardy module H2ðBdÞ as sets, and taking the
closures for two sides of this equality in the Hardy module we have
f½I  ¼ ½J;
where ½I  and ½J denote submodules of H2ðBdÞ generated by I and J; respectively.
We apply [Guo3, Theorem 4.4.2] to obtain ½I  ¼ ½J: Furthermore, by Lemma 5.6,
both f and %f are inner. It follows from this that f is a constant, and hence
½I a ¼ ½Ja; completing the proof. &
Remark. Theorem 5.1, Corollaries 5.3 and 5.5 and Proposition 5.7 in Section 5 have
been collected in the book [CG], and the book cited this paper.
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