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Abstract 
Lone, Z., Majorization, packing, covering and matroids, Discrete Mathematics 12 I (1993) 15 1 -I 57. 
We show that under some assumptions the sets of sequences of block sizes of some partitions (resp. 
packings or coverings) are order ideals (filters) in some partially ordered sets. Therefore, to describe 
them we only need the sets of maximal (minimal) elements of the ideals (filters). The orders in the 
partially ordered sets turn out to be either the well-known majorization relations or some of their 
variations. Matroids provide basic examples satisfying assumptions of our theorems. 
1. Introduction 
Let p=(pl, . . ..P.) and q=(ql, . . . . qn) be nondecreasing sequences of positive 
integers such that I;! 1 pi = Cl= I qi = N, i.e. partitions of N. We say that the sequence 
( pl, . . , p,) mujorizes (ql, . . . , qn) and write qdp if xi=, qidC{=, pi for i= 1,2, . . . The 
relation of majorization and some of its analogies appears naturally in various 
branches of mathematics ranging from combinatorics and algebra to geometry and 
statistics (cf. [7] for a thorough overview). It is known (see [l]) that majorization is 
a partial order that induces a lattice on the set of partitions of an integer N. The lattice 
has some interesting combinatorial properties studied by several authors (cf. [4,1]). 
In this paper we study properties of some variations of the relation of majorization 
known as lower and upper weak majorizations (see [7, p. lo]) and we show their 
applications to some packing, covering and partition problems. 
Let X be a finite set and let G?‘, called a family of admissible sets, be a subfamily of 
the family of all subsets of X. An indexed family (Ai)i=1,,,,,, of elements of & is 
a packing into X (resp. couering of X) if Ain Aj =@ for every i #j (resp. 
X=A,~...~A,).Afamily(Ai)i,1,,.,,, is a partition of X if it is both a packing into 
X and a covering of X. 
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We associate with every packing, covering and partition (Ai)i= r,,,,, m the non- 
increasing sequence of cardinalities of the sets Ai and we call it the size sequence of 
the packing, covering and partition, respectively. Denote by 9(X, &), %7(X, &‘) and 
9(X, &‘) the sets of all size sequences of the appropriate packings, coverings and 
partitions, respectively. 
We shall prove that under some assumptions the sets P(X, s4), %(X,&‘) and 
9(X, &) are order ideals or order filters in some partially ordered sets. (A set A is an 
order ideal (resp. order _fifilter) in a partially ordered set if every element y, such that 
JI<X (resp. ~3.x) for some YEA, belongs to A.) Thus, we get a convenient way of 
characterizing the sets of size sequences of the packings, converings and partitions 
because it suffices to find the maximal (minimal) elements of the appropriate order 
ideals and filters. If finding these elements is hard we can try to look for elements 
lying high (low) in the ideal (filter) and characterize a large subset of the set of size 
sequences. 
A basic example for which our theorems hold is a pair (X, &‘), where X is the set of 
elements of a matroid and d is the family of its independent sets. 
2. Majorization 
Let us begin with some basic definitions. Throughout this paper, S is the set 
of all finite nonincreasing sequences of positive integers. For some technical reasons 
it is convenient to extend the sequences we consider by infinite sequences of 
zeros. Therefore, for a sequence p=(pr, . . . ,pn)~S we define the sequence 
P=(P1,...,Pn,Pn+1,...),wherepi=pifori~nandpi=Ofori>n.Letsum(p)=~:I=,pi 
for p=(pi, . . ..p&S. 
For p, qES define 
p<,qif i pi< i ii for j=l,2,... 
i=l i=l 
and 
p<“qif 2 pi<: ii forj=1,2,... 
izj i=j 
The relations 6, and $” are partial orders called the lower and the upper weak 
majorizations, respectively. It is evident that the relation <, is just an extension of the 
ordinary majorization (defined at the beginning) to sequences with arbitrary sums of 
terms. Denote Q = (S, Gw) and R = (S, < “). For a positive integer e, let Q, =(S,, < ,) 
and R,=(S,, <“), where S,=jp~s: sum(p)=e). Finally, let Rk=(Sk, <“), where Sk is 
the subset of S consisting of all sequences whose terms are less than or equal to k. 
For p=h, p2, . . . ,p,,)~s denote by pf the number of terms of the sequence 
p greater than or equal to i, for i=l,...,p,. The sequencep*=(pT,pl,...,p,*,) is 
called the cocjuyate of p. 
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Theorem 2.1. (i) The partially ordered sets Q and R are isomorphic. The ,function 
cj(p)=p* is an isomorphism between Q and R. 
(ii) 7’ke partially ordered sets Q, and R, are isomorphic and dual, for every positive 
integer e. 
(iii) The partially ordered sets Q and R are lattices. 
(iv) The partially ordered set Qe is a sublattice of Q and R, and Rk are sublattices of R. 
Proof. (i) Clearly, 4 is a bijection, so it suffices to prove that p<, q if and only if 
p*d”q*foreveryp,q~Q.Supposethatp=(p,,...,p,)~~q=(q,,...,q,).Letjbeany 
positive integer and let 1 (resp. k) be the greatest integer i such that pi>j- 1 (resp. 
qi3j- 1). By the definition of the order in Q we get 
Giil (4i-(j- l))= 2 4T 
i=j 
forj=1,2 ,..., sop*<“q*. 
Conversely, assume that p* < wq*. Let ,j be a positive integer and denote by 1 
(resp. k) the greatest integer i such that q: >j (resp. pT 2j). Then, for j= 1,2, , 
i ji= f qT+lj> f pT+lj. 
i=l i=t+l i=l+l 
If k<l then 
+g, ~F+l/a~=;+~ ?+kj=i$I Pi. 
If krl then 
k 
f pir+Q= c pi”+ f pi*+Ij 
i=l+l i=t+l i=k+l 
In both cases 
> f z+kj= f: pi. 
i=k+ 1 i= 1 
f: Yi 3 i Pi3 sopd,q. 
i=l i=l 
(ii) By part (i), 4 restricted to Q, is an isomorphism between Qe and R,. 
To prove that Qe and R, are dual it suffices to note that 
i Pi’ f Pi- f Vi=e-i=~l Pi 
i=l i=l i=j+l 
for every pcQe and ,j = 1,2, 
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(iii) Let p = ( p1 , .,. ,p,) and q=(ql, . . . , qm) be elements of S. Define Y = (rr , . . . , rk) to 
be the sequence satisfying the equalities 
for ,j= 1,2, . . It is routine to check that VCS and y=p A w q, i.e. Y is the infimum of 
p and q in Q (see [l, Proposition 2.21 for a similar argument). 
We can assume, without loss of generality, that sum(q)-sum(p)=d30. Define 
an (n+d)-term sequence pO=(pl, . . . ,p,,, 1, 1, . . , 1). One can readily verify that 
p v” q=po A, q. i.e. p0 A, q is the supremum of p and q in R. 
Finally, by part (i), p v, q = (p* v w q*)* and p ~~ q = (p* A w q*)*. 
(iv) It follows from the proof of part (iii) that the appropriate lattice operations are 
closed in Qe, R, and Rk. This completes the proof. 0 
Let p=(p,, . . . , P,,,)ES. If pi>pj for some i and j then denote by p’ the sequence 
obtained from the sequence ( pI , . . . , pi - 1, . . . , pj + 1, . , p,) by a rearrangement of its 
terms in the nonincreasing order and deleting possible zero terms. The transformation 
from p to p’ is called a straight trun$er from p to p’. 
The following theorem is among the basic ones in the majorization theory. 
Theorem 2.2 (Muirhead 183; see also Brylawski [1] or Green and Kleitman 141). [f 
p, qES und p < q then the sequence p can be deriaed,from q ~JJ successive applications of 
a jinite number qf straight tran@rs. 
We can easily prove analogous results for upper and lower weak majorizations. 
Let p=(pl, . . , pn)gS. Denote by p’ the sequence obtained from the sequence 
(P1>...>pi-l,...,p,) (resp. (pl>...>Pi+l,*.., p,)) by a rearrangement of its terms in 
the nonincreasing order and deleting possible zero terms. The transformation from 
p to p’ is called a lower (upper) transfer from p to p’. 
Lemma 2.3. !f‘ p, qES and p 6, q then the sequence p can he dericed from q by 
successive applicutions of a ,finite number crf’straight and lower transfers. 
Proof. By the definition of the order <,, sum(p)<sum(q). Let r=(rl,..., rk) be 
a sequence such that k- 1 is the greatest integer j satisfying 
and 
$I qi<sum(P), ri=qi for i= 1, . . . , k-l 
k-l 
rk=sum(p)- c qi. 
i=l 
Clearly p < w Y < w q and Y can be derived from q by a successive application of a finite 
number of lower transfers. Moreover, by Muirhead’s theorem, p can be derived from 
Y by a successive application of a finite number of straight transfers. This completes 
the proof of the lemma. 0 
Lemma 2.4. Jf p, qgS and p <“q then the sequence q can he derived from p by 
successive applications of a jinite number of straight and upper transfers. 
Proof. The proof is analogous. By the definition of the order <“, sum(p)dsum(q). 
Let r=(rI, . . . . rk) be a sequence such that r,=pl+sum(q)-sum(p) and ri=pi for 
i=2 > ... > n, where n is the number of terms in p. Clearly, p <w v< w q and Y can be 
derived from p by a successive application of a finite number of upper transfers. 
Moreover, it follows from Theorem 2.1 (ii) that q d Y, so by Muirhead’s theorem q can 
be derived from Y by a successive application of a finite number of straight transfers. 
This completes the proof of the lemma. 0 
3. Packings and coverings 
A family of admissible sets d is called hereditary if every subset of a set in 
d belongs to d. Moreover, it is said to have the maximum property if all maximal sets 
in ~2 (according to inclusion) have the same cardinality. A subset A of the set S has the 
jattening property if every sequence q obtained from a sequence PEA by a straight 
transfer belongs to A. 
Proposition 3.1. Let a ,family d be hereditary. The set 9(X, &) has the flattening 
property ifund only ifP(X, ~2) is an order ideal in Q. 
Proof. By the flattening property the sequence obtained from a sequence in 9(X, c-a3) 
by a straight transfer belongs to 9(X, ~2). The lower transfer has this property too 
because ~2 is hereditary. Thus, necessity follows by Lemma 2.3. The proof of suffi- 
ciency is immediate too, so we leave it to the reader. 0 
The proofs of the next two propositions are analogous so we omit them. 
Proposition 3.2. Let the family s4 have the maximum property. The set %?(X, ~2) has the 
flattening property if and only if 93(X, JZZ) is an order ,filter in Rk, where k is the 
cardinulity of the maximum-sized sets in &. 
Proposition 3.3. Let e= ) X 1. The following are equivalent: 
(i) 9(X, &) has the flattening property. 
(ii) 9(X, &) is an order ideal in Qe. 
(iii) 9(X, &) is an order jilter in R,. 
The next theorem describes a connection between the sets .9(X, ~6’) %7(X, d) and 
9(X, d). 
Theorem 3.4. Assume that the sets .9(X, d), %7(X, ~2) and 9(X, &) have thejlattening 
property and %7(X, ~8’) is nonempty. Moreover, the family ~2 is hereditary and it has the 
maximum property. Let e = 1 X 1 and let k he the cardinality of the maximum-sized sets in 
~6’. Then 
(i) the set of maximal elements of the ideal P(X, &) in Q, 
(ii) the set of’ minimal elements of the filter %‘(X, &‘) in Rk, 
(iii) the set of maximal elements of the ideal 9(X, ~2) in Qe and 
(iv) the set qf‘ minimal elements of the jilter 9(X, d) in R, coincide. 
Proof. Denote by Mq, M,, M, and Mb the sets listed in points (i))(iv), respectively. 
Since the family %7(X, &‘) is nonempty, all one-element subsets of X belong to ~2. 
Therefore, every packing whose size sequence is a maximal element of the ideal 
.9(X, JZZ) is a partition of X. Otherwise, if there were an element XEX not belonging to 
any set of the packing then we would be able to adjoin the set {x} to the packing and 
get a packing with a greater size sequence in Q. Similarly, every covering whose size 
sequence is a minimal element of the filter U(X, d) is a partition of X. Indeed, if there 
were an element XEX belonging to more than one set of the covering, then deleting 
x from one of the sets we would obtain a covering with less size sequence in Rk. We 
have proved that M?G 9(X, &‘) and MB c 9(X, ~2). If pEM, then p &,,, q for every 
qEY(X,&), qfp. Hence PE MD, since PEM,~ c 9(X, d) and p &G,,,q for every 
qeLS(X, a’) &9(X, at’), q fp. We have shown that M9 s M,. To prove the inclusion 
M,G M,, suppose that p#MP, for some p~y(X, A). Then there exists 
qgM, G 9(X, d) such that p -cw q, so p#Mg,. Thus MP= M,. 
Showing that M,= ML is very similar so we leave it to the reader. Finally, by 
Theorem Z.l(ii), M,= M’,. This completes the proof. 0 
Remark. It follows from the proof of Theorem 3.4 that MP= M, = M’, even without 
the assumption that the family & has the maximum property. 
4. Matroids and other examples 
Let M= (X, 9) be a nontrivial matroid, where 9 is the family of independent sets of 
M. Note that 9 as the family of admissible sets satisfies all the assumptions of 
Propositions 3.1-3.3 and Theorem 3.4. In particular, the exchange axiom of matroids 
implies the flattening property of the sets of size sequences of appropriate packings, 
coverings and partitions. 
Although packings, coverings and partitions of matroids are the basic examples, the 
flattening property is a weaker condition than the exchange axiom for matroids. 
Therefore, we have some other examples. 
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We call a family 9 of finite sets a star if n F # 8. Let X, 1 X I= n, be a finite set and 
denote by K any subset of (1,2, . . . , PI}. Define YK(X)={A cX: IAIEK}. It can be 
readily verified that the family & of stars contained in YK(X) is hereditary and it has 
the maximum property. Lone [S] proved that the sets of size sequences of packings, 
coverings and partitions of YK(X) into stars have the flattening property. It turned 
out (see [S]) that all the pairwise equal sets appearing in Theorem 3.4 consists of one 
element only, namely the sequence 
where 1 is the least of the integers in K and (i) = 0 for a < h. This result gives a very clear 
description of the sets of size sequences for these packings, coverings and partitions. 
The last example concerns graphs. Let G be a graph with the edge set E and let the 
family J&‘~ (resp. ~2;) of admissible sets be the family of edge sets of subgraphs with the 
maximum degree (resp. the chromatic index) at most p. The families ~2, and ~2; are 
hereditary. It was shown by Lone and Truszczynski [6] (resp. Caro [2]) that 
Y(E, -dp), Y(E, J$), g(E, dp) and g(E, @‘b) h ave the flattening property. Thus, 
Propositions 3.1 and 3.3 hold in this case. It should be mentioned here that the case 
p= 1 was studied extensively by Folkman and Fulkerson [3] and de Werra [9]. 
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