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Abstract 
Humans must frequently adapt their posture to prevent loss of balance. Such balance control 
requires complex, precisely-timed coordination among sensory input, neural processing, and 
motor output. Despite its importance, our current understanding of cortical involvement during 
balance control remains limited by traditional neuroimaging methods, which are stationary and 
have poor time resolution. High-density electroencephalography (EEG), combined with 
independent component analysis, has become a promising tool for recording cortical dynamics 
during balance perturbations due to its portability and high temporal resolution. Additionally, 
recent improvements in immersive virtual reality headsets may provide new rehabilitative 
paradigms, but the effects of virtual reality on balance and cortical function remain poorly 
understood. In my first study, I recorded high-density EEG from healthy, young adult subjects as 
they walked along a beam with and without virtual reality high heights exposure. While virtual 
high heights did induce stress, the use of virtual reality during the task increased performance 
errors and EEG measures of cognitive loading compared to real-world viewing without a 
headset. In my second study, I collected high-density EEG from healthy young adults as they 
walked along a treadmill-mounted balance beam to determine the effect of a transient visual 
perturbation on training in virtual reality. Subjects in the perturbations group improved 
comparably to those that trained without virtual reality, indicating that the perturbation helped 
subjects overcome the negative effects of virtual reality on motor learning. The perturbation 
primarily elicited a cognitive change. In my third study, healthy, young adult EEG was recorded 
during physical pull and visual rotation perturbations to tandem walking and tandem standing. I 
xiii 
 
found similar electrocortical patterns for both perturbation types, but different cortical areas were 
involved for each. In my fourth study, I used a phantom head to validate EEG connectivity 
methods based on Granger causality in a real-world environment. In general, connectivity 
measures could determine the underlying connections, but many were susceptible to high-
frequency false positives. Using data from my third study, my fifth study analyzed 
corticomuscular connectivity patterns following sensorimotor balance perturbations. I found 
strong occipito-parietal connections regardless of perturbation type, along with evidence of direct 
muscular control from the supplementary motor area during the standing perturbation response. 
Taken together, the work presented in this dissertation greatly expands upon the current 
knowledge of cortical processing during sensorimotor balance perturbations and the effect of 
such perturbations on short-term motor learning, providing multiple avenues for future 
exploration.  
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Chapter 1: Introduction 
Real-world Neuroimaging using EEG 
In everyday life, humans must constantly adjust their posture to avoid losing their balance. These 
adjustments necessitate precisely-timed coordination among sensory input, neural processing, 
and motor control (Macpherson & Horak, 2012). Dual-tasking research has demonstrated the 
importance of human supraspinal centers for maintaining balance during both walking and 
standing (Rankin, Woollacott, Shumway-Cook, & Brown, 2000; Woollacott & Shumway-Cook, 
2002). Despite the importance of such supraspinal areas, the current understanding of real-world 
human cortical activity in response to balance perturbations remains limited (Varghese, McIlroy, 
& Barnett-Cowan, Perturbation-evoked potentials: Significance and application in balance 
control research, 2017). Traditional neuroimaging techniques, such as functional magnetic 
resonance imaging (fMRI) and functional near-infrared spectroscopy (fNIRS), are restricted by 
low temporal resolution and stationary recordings. 
High-density EEG has become a promising method for noninvasively assessing cortical activity 
in mobile settings such as balance control. This is primarily due to its portability and high 
temporal resolution (Gramann, Ferris, Gwin, & Makeig, 2014; Gramann, et al., 2011). High 
temporal resolution is useful for capturing the quick cortical responses during perturbed balance. 
EEG has traditionally been confined by artifact contamination and low spatial resolution 
(Urigüen & Garcia-Zapirain, 2015). However, blind-source separation using independent 
component analysis, which finds sources with minimal statistical independence, can be used to 
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separate out cortical activity from artifacts, minimizing artifact contamination while boosting 
spatial resolution (Gwin, Gramann, Makeig, & Ferris, 2010; Makeig, Bell, Jung, & Sejnowski, 
1996). In addition, the sources from independent component analysis can be used to make 
inferences about specific cortical areas as opposed to choosing specific electrodes which will be 
influenced by volume conduction from the head (Brunner, Billinger, Seeber, Mullen, & Makeig, 
2016). 
Virtual Reality Training 
Virtual reality has become a popular training tool because it can expose users to unique sensory 
environments and training scenarios (Adamovich, Fluet, Tunik, & Merians, 2009). Virtual reality 
can immerse a user in a virtual world (Sanchez-Vives & Slater, 2005) and has been used in 
clinical scenarios such as reducing the sensation of pain for patients with burn injuries (Hoffman, 
et al., 2008; Hoffman, et al., 2014). Virtual reality can also improve gait speed and stability 
(Darekar, McFadyen, Lamontagne, & Fung, 2015; Mirelman, et al., 2011), and it is frequently 
used for rehabilitation of mobility and balance control (Darekar, McFadyen, Lamontagne, & 
Fung, 2015; Booth, Masud, Connell, & Bath-Hextall, 2013; Corbetta, Imeri, & Gatti, 2015; 
Palacios-Navarro, Albiol-Pérez, & García-Magariño García, 2016). However, many of these 
studies display virtual environments on a screen, which does not move with the user and allows 
the user to look away. Recent commercially available virtual reality head-mounted displays may 
provide more effective immersion, leading to new virtual experiences. 
Despite the potential of such immersive experiences, studies have found that virtual reality head-
mounted displays worsen gait performance and balance control compared to real-world viewing 
(Epure, et al., 2014; Robert, Ballaz, & Lemay, 2016). Of the studies that used fully immersive 
virtual reality head-mounted displays and measured gait stability, all reported worsened stability 
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when using a virtual reality head-mounted display (Epure, et al., 2014; Robert, Ballaz, & Lemay, 
2016; Lott, Bisson, Lajoie, McComas, & Sveistrup, 2003; Kelly, Riecke, Loomis, & Beall, 2008; 
Kawamura & Kijima, 2016; Soffel, Zank, & Kunz, 2016; Calogiuri, et al., 2017). We did not 
find any study reporting that training with virtual reality head-mounted displays was as good as 
or better than real-world training. There is a need to overcome the negative effects of immersive 
virtual reality on balance training in order to provide novel experiences equivalent with real 
world training. 
Sensory Perturbations 
One way to potentially boost balance training is by perturbing the sensory information needed 
during balance control. This idea relies on the specificity of learning hypothesis, which states 
that humans performing a task only utilize the optimal sources of information. These optimal 
sources of information can shift during a task when useful sensory information becomes 
impaired (Assländer & Peterka, 2014). Such shifts can be induced by altering vision, either by 
prism goggles (Fortis, Goedert, & Barrett, 2011; Martin, Keating, Goodkin, Bastian, & Thach, 
1996) or in virtual reality (Wright, 2014; Chiarovano, et al., 2015), but the effects are usually 
temporary. In contrast, repeated exposure to sensory perturbations can lead to improvements in 
motor performance (Luu, et al., 2017a). In a similar manner, repeated visual perturbations during 
balance may boost short-term motor learning. 
In addition to enhancing balance training, sensory perturbations can also yield insight into 
cortical sensorimotor integration during balance control. In particular, visual manipulations can 
have substantially affect EEG dynamics and balance performance because of conflict among 
visual, vestibular, and proprioceptive sensory systems. Understanding the role of vision during 
balance control is important because over-reliance on vision can lead to falls in older adults 
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(Franz J. R., Francis, Allen, O’Connor, & Thelen, 2015). Blindfolded walking in healthy adults 
can alter electrocortical dynamics in somatosensory areas, which are involved in sensorimotor 
integration (Oliveira, Schlink, Hairston, König, & Ferris, 2017a). Similarly, rotating prism 
goggles worsen mediolateral stability because of unreliable visual input (Cauquil, Bessou, 
Dupui, & Bessou, 1998). Sensory perturbations may also be advantageous for EEG experiments 
because they do not induce consistent motion artifact tied to the event of interest, which occurs 
during walking (Kline, Huang, Snyder, & Ferris, 2015). 
Connectivity 
Along with individual analysis of cortical areas, effective connectivity analysis investigates how 
these cortical areas interact with each other. Connectivity analysis has been used to characterize 
cortical networks during different tasks (Lau, Gwin, & Ferris, 2014) and to identify potential 
cortical impairments (Xu, et al., 2014). Multiple cortical areas appear active during balance 
control (Sipp, Gwin, Makeig, & Ferris, 2013; Slobounov, Cao, Jaiswal, & Newell, 2009), 
making such an analysis relevant. However, many different measures can be used for 
connectivity estimation, with no real-world validation on ground-truth signals of how well these 
measures perform when exposed to volume conduction and head motion (Blinowska, 2011). 
Many connectivity measures are based on Granger causality, which assumes that one channel 
(Channel A) causes activity in another channel (Channel B) if A provides past information that 
helps with predicting B (Granger, 1969). This principle has been extended to multichannel data 
with multivariate autoregressive models, which fit the EEG data by predicting the next value in 
time using a linear combination of past values (Harrison, Penny, & Friston, 2003). Connectivity 
estimation can be performed on either channel data or independent components, but component 
data can be less susceptible to motion artifact and volume conduction (Brunner, Billinger, 
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Seeber, Mullen, & Makeig, 2016; Snyder, Kline, Huang, & Ferris, 2015). Despite the advantages 
of performing connectivity estimation on independent components, combining multi-subject 
results into group-level connectivity estimation remains an open problem when using 
independent components. This is because independent component analysis is primarily data-
driven. While this is usually advantageous, it becomes a liability for connectivity analysis 
because the locations of independent components vary across subjects, making it challenging to 
combine them into a group-level result. There is a need to accurately perform group-level 
connectivity analyses, ideally by balancing group-level and subject-specific information. 
Dissertation Contributions 
The goals of this dissertation are to quantify the electrocortical effects of sensory perturbations 
during balance and to determine if such perturbations can improve balance learning during 
immersive virtual reality headset use. In chapter 2, I investigated the immersive effects of virtual 
reality high heights exposure during overground beam-walking on healthy young adults, as 
measured by heart rate variability, electrodermal activity, reaction time, and electrocortical 
dynamics. My results highlighted the negative behavioral and cortical effects of virtual reality. In 
chapter 3, I analyzed the effect of brief field-of-view rotations in virtual reality on healthy young 
adults as they learned a balance beam walking task. I used the number of step-offs per minutes 
on the beam to measure performance, demonstrating that the negative effects of immersive 
virtual reality use can be minimized. EEG activity was recorded to determine the cortical effects 
caused by perturbations training. In chapter 4, I quantified the similarities and differences 
between different sensorimotor perturbations to balance while healthy young adults performed 
tandem walking and tandem standing. I recorded EEG, lower leg electromyography (EMG), and 
motion capture. In chapter 5, I used a phantom head embedded with known signals to validate 
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multiple EEG connectivity estimators under real-world volume conduction and head motion 
conditions. In chapter 6, I developed a novel group-level technique to quantify differences in 
effective connectivity due to sensorimotor perturbations. I recorded EEG and EMG, finding 
evidence of corticomuscular connectivity during the perturbation response. This dissertation 
increases our understanding of cortical dynamics during perturbed sensorimotor input and how 
such perturbations can be leveraged to enhance motor learning.  
7 
 
Chapter 2: Effects of Virtual Reality High Heights Exposure during Beam-
walking on Physiological Stress and Cognitive Loading1 
Abstract 
Virtual reality has been increasingly used in research on balance rehabilitation because it 
provides robust and novel sensory experiences in controlled environments. We studied 19 
healthy young subjects performing a balance beam walking task in two virtual reality conditions 
and with unaltered view (15 minutes each) to determine if virtual reality high heights exposure 
induced stress. We recorded number of steps off the beam, heart rate, electrodermal activity, 
response time to an auditory cue, and high-density electroencephalography (EEG). We 
hypothesized that virtual high heights exposure would increase measures of physiological stress 
compared to unaltered viewing at low heights. We found that the virtual high height condition 
increased heart rate variability and heart rate frequency power relative to virtual low heights. 
Virtual reality use resulted in increased number of step-offs, heart rate, electrodermal activity, 
and response time compared to the unaltered viewing at low heights condition. Our results 
indicated that virtual reality decreased dynamic balance performance and increased physical and 
cognitive loading compared to unaltered viewing at low heights. In virtual reality, we found 
significant decreases in source-localized EEG peak amplitude relative to unaltered viewing in the 
anterior cingulate, which is considered important in sensing loss of balance. Our findings 
indicate that virtual reality provides realistic experiences that can induce physiological stress in 
                                                 
1 This chapter has been previously published in PLoS One (Peterson, Furuichi, & Ferris, 2018). 
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humans during dynamic balance tasks, but virtual reality use impairs physical and cognitive 
performance during balance.  
Introduction 
Humans regularly perform activities of daily living and tasks of mobility that require 
maintenance of dynamic balance. With human aging, balance control can deteriorate (Kanekar & 
Aruin, 2014), leading to falls and other serious consequences (Sterling, O'Connor, & Bonadies, 
2001). In addition, falls can induce a fear of falling again, potentially leading to a loss of 
independence (Lach, 2005).  
Balance training often reduces the risk of falling (Carter, Kannus, & Khan, 2001; Kannus, 
Sievänen, Palvanen, Järvinen, & Parkkari, 2005), even more than basic walking tasks 
(Sherrington, et al., 2008). Balance training equipment varies widely from wobble boards 
(Ogaya, Ikezoe, Soda, & Ichihashi, 2011) to complex balance systems (Ibrahim, Mattar, & 
Elhafez, 2016). Because integrating balance training into everyday activities reduces falls 
(Clemson, et al., 2012), virtual reality has been used to motivate users to perform challenging 
balance tasks in realistic scenarios (Duque, et al., 2013; Kalron, Fonkatz, Frid, Baransi, & 
Achiron, 2016). Dynamic training in virtual reality has improved walking speed for Parkinson’s 
patients (Mirelman, et al., 2011) and walking stability for stroke patients (Darekar, McFadyen, 
Lamontagne, & Fung, 2015). However, many studies project virtual environments onto a screen, 
which does not move with the user and allows the user to look away (Booth, Masud, Connell, & 
Bath-Hextall, 2013; Corbetta, Imeri, & Gatti, 2015). Virtual reality presented using a head-
mounted display may provide more effective immersion. 
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To test the realism of a head-mounted display virtual environment during dynamic balance, we 
exposed subjects to high heights in virtual reality while walking on a balance beam. High heights 
anxiety is both prevalent (Huppert, Grill, & Brandt, 2013) and measurably affects dynamic and 
static stability (Carpenter, Frank, & Silcher, 1999; Schniepp, et al., 2014). Human physiological 
stress levels increase at higher heights and do not noticeably differ across age groups (Brown, 
Polych, & Doan, 2006). Immersive virtual reality can provide a cognitive sense of presence 
where the user feels that they are in a real environment (Sanchez-Vives & Slater, 2005; 
Gonzalez-Franco & Lanier, 2017). Virtual reality heights exposure is comparable to real-world 
heights exposure (Emmelkamp, Bruynzeel, Drost, & van der Mast, 2001), with virtual high 
heights increasing measures of fear and altering standing posture dynamics (Seinfeld, et al., 
2015; Cleworth, Horslen, & Carpenter, 2012). In addition, presence during virtual heights 
exposure can be enhanced by having subjects stand with their feet on a ledge raised only a few 
centimeters off the ground (Meehan, Insko, Whitton, & Brooks, 2002). Given these results, 
virtual high heights should alter stress levels during a dynamic locomotor task. 
Despite advances in physiological recording methods, stress remains challenging to quantify. 
Cortisol level is considered one of the best standards for stress detection because cortisol is 
generated by the hypothalamus-pituitary-adrenal axis directly in response to stress, but 
measuring cortisol from blood or urine is invasive. Salivary cortisol, while non-invasive, has less 
fine time resolution than blood cortisol, creating a time lag between stress and cortisol levels 
(Hellhammer, Wüst, & Kudielka, 2009). Heart rate variability is affected by both 
parasympathetic and sympathetic activity, which vary based on stress levels (Thayer, Ahs, 
Fredrikson, Sollers, & Wager, 2012). It has been generally thought that stress induces less heart 
rate variability (Boesch, et al., 2014; Clays, et al., 2011), but results are conflicting and likely 
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depend on the paradigm and stressor used (Schlink, et al., 2017). Electrodermal activity may also 
indicate stress, as it is affected by sympathetic activity (Critchley, 2002). Electrodermal activity 
contains a tonic (slow) and phasic (fast) component (Lim, et al., 1997), with increased phasic 
activity relating to increases in stress (Reinhardt, Schmahl, Wüst, & Bohus, 2012; Giromini, et 
al., 2016). Other ways to quantify stress include cognitive task performance (Munoz, Sliwinski, 
Scott, & Hofer, 2015) and EEG activity (Schlink, et al., 2017). Our primary outcome measures 
of stress were electrodermal activity and heart rate variability because of their direct connections 
to sympathetic and parasympathetic responses and the ease of recording them during a dynamic 
balance task. 
In addition to stress, we wanted to quantify the physical and cognitive effects of virtual reality 
use. A head-mounted display moves with the user, which may be advantageous for dynamic 
balance training compared to screen displays, but immersive virtual reality may induce motion 
sickness. Motion sickness varies greatly across people and virtual reality setups (Kolasinski, 
1995), so it is important to limit and quantify its effects. To estimate cognitive loading, we 
measured response time to an auditory stimulus (Regenbogen, et al., 2012; Sabri, et al., 2014). 
We also wanted to know where a potential change in cognitive load was occurring in the brain. 
For this, we used EEG source localization, which has revealed areas of the brain involved during 
balance beam walking (Sipp, Gwin, Makeig, & Ferris, 2013). This added complexity helped us 
determine which cognitive centers were most affected by virtual reality use during beam-
walking. EEG has been used before to measure cognitive response to stimuli in virtual reality 
(González-Franco, Peck, Rodríguez-Fornells, & Slater, 2014). 
The purpose of this study was to determine if high height exposure in virtual reality induced 
stress and if virtual reality use affected physical and cognitive performance during a dynamic 
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balance-beam walking task. Our hypotheses were: 1) subjects’ stress would increase at a high 
virtual height compared to a low virtual height, as measured by increases in heart rate variability 
and electrodermal activity, and 2) virtual reality use during beam-walking would increase 
cognitive load compared to no virtual reality use during the task, as measured by increased 
response time to an auditory stimulus and decreases in EEG event-related activity peak 
amplitude. We included a virtual reality low height condition, which matched the beam height of 
the unaltered view low height condition, for this second comparison. We found that high virtual 
heights induced stress, and virtual reality use at low heights increased cognitive loading 
compared to beam-walking without the headset, confirming both hypotheses. 
Materials and Methods 
Subjects 
Nineteen healthy subjects participated in the study (10 male, age 23±4 years old (mean±SD)). 
All subjects identified themselves as right hand and right foot dominant. Subjects were screened 
for any orthopedic, cardiac, or neurological conditions and injuries. Any subjects indicating they 
experienced acrophobia (fear of heights) were excluded from the study because we wanted all 
subjects to be able to complete the full experiment. All subjects gave written informed consent. 
The protocol was approved by the University of Michigan Institutional Review Board for the 
protection of human subjects. 
Prior to the main experiment session, we screened subjects for motion sickness in virtual reality. 
Subjects stood in place while wearing the headset (Oculus Rift DK2, Oculus VR, Irvine, CA) for 
5 minutes. Subjects moved around a virtual environment using body gestures tracked by a 
Microsoft Kinect V2 (Microsoft, Redmond, WA). We intentionally included this disconnect 
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between real and virtual movements to be more disorienting than the experiment. Subjects were 
allowed to participate in the main experiment if both the experimenter and subject agreed that the 
subject did not exhibit any symptoms of motion sickness. Two subjects exhibited symptoms of 
motion sickness and did not perform the experiment; 19 subjects passed this screening process. 
Experiment Setup 
We tested subjects on a 3.8 cm-wide by 2.5 cm-tall by 3.05 meter-long wooden balance beam, 
similar to previous studies (Domingo & Ferris, 2009; Domingo & Ferris, 2010). We attached the 
beam to a non-skid surface to prevent it from slipping. Subjects walked the entire length of the 
beam in one direction, referred to as a beam pass. After completing a beam pass, subjects walked 
over-ground back to their starting position. Subjects walked heel-to-toe with their arms crossed 
over their chest. We did not make subjects follow a specific gait speed to avoid any effects from 
attending to this speed. We demonstrated a desired pacing of 0.22 m/s and informed the subject 
if he or she was walking too fast or too slow. We chose this speed based on previous beam-
walking experiments (Sipp, Gwin, Makeig, & Ferris, 2013; Domingo & Ferris, 2009). We also 
instructed subjects to look at their feet while balancing in all 3 conditions. 
Subjects performed the same physical beam-walking task under 3 viewing conditions: unaltered 
view low, virtual reality low, and virtual reality high. Unaltered view low involved normal 
viewing without virtual reality. For virtual reality low and virtual reality high, subjects wore the 
Oculus virtual reality headset. Subjects viewed themselves 2.5 cm off the ground in virtual 
reality low, which agreed with the real-world balance-beam height, and 15 meters off the ground 
in virtual reality high (Figure 2-1). To enhance the effects in the virtual reality high condition, 
subjects “fell” 15 meters in the virtual environment when they stepped off the beam. Both virtual 
reality conditions contained a virtual beam that was aligned with the physical beam. In all 3 
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conditions, subjects performed the same balance task on the physical beam. Subjects took 10 
minute breaks between each condition. We randomized the order of the virtual reality conditions, 
but all subjects performed the unaltered view low condition second to spread out virtual reality 
use during the experimental session.  
 
Figure 2-1: Subject setup and virtual reality views. Typical subject setup is shown (left). All 
subjects walked on the same physical beam for all three conditions. In both virtual reality 
conditions, subjects saw a virtual beam that aligned with the physical beam. In virtual reality 
low, the virtual beam was the same height off the ground as in unaltered view low (top right), 
while the virtual beam was 15 meters off the ground in virtual reality high (bottom right). 
The virtual environment was rendered using Unity 5 software (Unity Technologies, San 
Francisco, CA) and included a virtual avatar controlled by the Microsoft Kinect. This computer 
used a NVIDIA Titan X graphics card (NVIDIA, Santa Clara, CA) to avoid slow-downs in the 
virtual reality presentation. Because humans more reliably perceive heights when they have a 
body in virtual reality (Gutekunst, et al., 2014), each subject had a virtual avatar. This avatar 
mimicked the subject’s movements in the virtual environment, using the Kinect tracking with the 
‘Kinect v2 Examples with MS-SDK’ Unity package. We did not have the Kinect control the 
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avatar’s arms, hands, and toes because the Kinect could not reliably track them during the 
experiment. Because the Kinect can only reliably track a user that faces it, subjects made beam 
passes in one direction and walked over-ground in the other direction. Each condition ended after 
15 minutes of forward beam passes. We choose a fixed time instead of a fixed number of passes 
so that subjects were not encouraged to walk faster. 
Performance & Physiological Measures 
While beam-walking, subjects wore several sensors to measure physiological and cognitive 
activity. To determine gait events, we placed 30 reflective motion capture markers placed on the 
feet and legs of each subject, sampled at 100 Hz (Vicon, Los Angeles, CA). A wearable device 
(Empatica E4) was placed on both wrists to record electrodermal activity (Empatica, Milan, 
Italy). We recorded from both wrists to average out any unreliable activity (Picard, Fedor, & 
Ayzenberg, 2015). Figure 2-1 shows a representative subject during testing. Subjects also 
completed surveys after the experiment ended to assess motion sickness in virtual reality 
(Motion Sickness Assessment Questionnaire (Gianaros, Muth, Mordkoff, Levine, & Stern, 
2001)) and high heights apprehension (Heights Interpretation Questionnaire (Steinman & 
Teachman, 2011)). 
We analyzed beam-walking performance using motion capture markers at each foot. Marker 
traces were cleaned in Vicon Nexus and further processed in Visual3D (C-Motion, Germantown, 
MD). We implemented a similar algorithm as Zeni et al. to find gait events and manually 
inspected each trial to ensure accuracy (Zeni, Richards, & Higginson, 2008). We quantified 
balance performance by determining the number of times balance was lost divided by the total 
time spent on the beam. This metric is known as failures per minute and has previously assessed 
beam-walking performance (Domingo & Ferris, 2009; Domingo & Ferris, 2010). By including 
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the total time spent on the beam, faster walkers are not rewarded more than slower walkers for 
making fewer mistakes. In addition, we recorded the number of beam passes for each condition. 
We also estimated beam-walking speed by calculating the time subjects were on the beam and 
using the total number of passes as an estimate of distance. 
We recorded heart rate via an electrode taped over the sternum. We reduced line noise using the 
Cleanline EEGLAB plugin and bandpass filtered between 5 and 20 Hz. Kubios HRV software 
found the R-peaks, which correspond to heartbeats (Tarvainen, Niskanen, Lipponen, Ranta-Aho, 
& Karjalainen, 2014). We manually adjusted incorrectly labelled peaks. We determined heart 
rate variability as the standard deviation of the heart rate time series. We calculated heart rate 
frequency power by taking the fast Fourier transform power spectrum of the inter-beat intervals 
and determining the percent of total power not in the 0.04-0.15 Hz range. Kubios calculated all 
heart rate and heart rate variability metrics based on guidelines in the field (Malik, 1996). 
Electrodermal activity data was processed using Ledalab (Benedek & Kaernbach, 2010a; 
Benedek & Kaernbach, 2010b), which uses deconvolution to separate the tonic and phasic 
components of the signal. We ran deconvolution with the default parameters. Electrodermal 
activity responses were calculated as differences in the deconvoluted phasic signal greater than 
0.05μS (Schmidt & Walach, 2000). We averaged responses across each condition and 
normalized by condition duration in minutes. 
While beam-walking, subjects were instructed to listen for an auditory tone and press a 
pushbutton upon hearing the tone. We designed this secondary task to be simple because balance 
performance may worsen if it is too challenging (Howell, Osternig, & Chou, 2016; Woollacott & 
Shumway-Cook, 2002). Tones were spaced randomly 7-9 seconds apart, consistent with previous 
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research (Lawrence & Barry, 2010). We recorded the time subjects took to respond to the tone as 
an estimator of cognitive load during the beam-walking task. Increased cognitive load during 
beam-walking would be accompanied by decreased attention to the auditory tone task, resulting 
in increased response times. 
Auxiliary Experiment 
To determine if any differences found in our measures were caused by simply wearing the 
headset, we performed an auxiliary experiment on 20 subjects (10 male, age 24±5 years old 
(mean±SD)). Four subjects participated in both the main and auxiliary experiments, but on 
separate days. All subjects gave written informed consent, and the protocol was approved by the 
University of Michigan Institutional Review Board for the protection of human subjects. 
Subjects performed 4 randomized 5-minute blocks of sitting and standing, both with and without 
the headset. Subjects were asked to stand and sit up straight while staring at a fixation cross 
displayed at eye level. We recorded the same electrodermal activity, response time, and heart 
rate metrics as the main experiment. 
Fatigue Assessment 
Because we were concerned about fatigue, we quantified changes in failures per minute, heart 
rate, and response time during each condition. We chose these measures because they estimate 
motor performance, physical exertion, and cognitive loading, each of which can be affected by 
fatigue. We calculated percent change as the difference between the last and first 3 minutes of 
each condition, all divided by the first 3 minutes and converted to a percent. We divided the 
difference by the first 3 minutes because we wanted to see how each measure changed relative to 
its initial value during the first 3 minutes. If fatigue was present, we would expect to see a large 
percent change from the first 3 minutes to the last 3 minutes. 
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EEG Data 
In addition to response time, we recorded EEG to determine if specific brain areas showed 
increases in cognitive load during beam-walking. By comparing peak EEG activity following the 
tone, we can determine changes in electrocortical activity across conditions. Because an increase 
in cognitive loading during the main task likely results in less focus on the secondary task, we 
would expect a corresponding decrease in event-related peak amplitude (Gentili, et al., 2014; 
Neelon, Williams, & Garell, 2006). We performed independent components analysis (ICA) to 
find brain source activity from the channel data (Makeig, Bell, Jung, & Sejnowski, 1996). We 
used ICA because event-related potentials show distinct activity from compact sources in the 
brain (Makeig S. , 2002). Unlike response time, EEG with source localization provides insight 
into cognitive loading differences in specific brain areas. We recorded EEG using a 136-channel 
BioSemi Active II system (BioSemi, Amsterdam, NL), sampled at 512 Hz. The EEG AD-box 
and battery were placed in a backpack worn by the subject (Kline, Poggensee, & Ferris, 2014).  
EEG data was processed using custom scripts in EEGLAB (Delorme & Makeig, 2004). We high-
pass filtered the data at 1 Hz and removed noisy channels (Kline, Huang, Snyder, & Ferris, 2015; 
Oliveira, Schlink, Hairston, König, & Ferris, 2017a). We removed 12±8 bad channels 
(mean±SD) and interpolated them to maintain a consistent montage across the head. We ran 
AMICA 15 on the data (Palmer, Kreutz-Delgado, & Makeig, 2006; Palmer, Makeig, Kreutz-
Delgado, & Rao, 2008), using principal component analysis to reduce down to 100 principal 
components prior to ICA. This was less than the minimum number of channels remaining 
following bad channel removal (102 channels), ensuring that the data sent into ICA remained full 
rank. 
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After obtaining independent components, we fit the ICA scalp maps to equivalent current dipoles 
using DIPFIT2 (Oostenveld & Oostendorp, 2002). Independent components with residual 
variance <15% were retained for further analysis. We manually rejected independent 
components with non-brain activity, using power spectra and dipole location. We manually 
rejected 17±4 dipoles and retained 7±3 (mean±SD) cortical dipoles per subject. Brain dipoles 
were grouped using k-means clustering, using weights of 10, 2, and 1 for dipole location, power 
spectra, and scalp maps, respectively.  
We grouped the 178 total dipoles into 11 clusters. We retained 8 clusters containing dipoles from 
more than half (>9) the total subjects (Figure 2-2): anterior parietal (12 subjects, 17 dipoles), left 
sensorimotor (11 subjects, 17 dipoles), right frontal (11 subjects, 14 dipoles), anterior cingulate 
(15 subjects, 27 dipoles), medial occipital (11 subjects, 13 dipoles), supplementary motor area 
(14 subjects, 21 dipoles), left posterior parietal (12 subjects, 13 dipoles), and right sensorimotor 
(13 subjects, 16 dipoles). We epoched the data from -300 to 800 ms around the auditory tone 
presentation, subtracted average activity across each epoch, and rejected epochs with amplitude 
outside ±75 μV to remove excessive artifact. We removed 1±1 trials for unaltered view low and 
2±3 for virtual reality low, resulting in 102±4 trials for unaltered view low and 102±10 trials for 
virtual reality low (mean±SD). We only analyzed auditory events occurring while subjects were 
on the beam. We then calculated event-related potential activity time-locked to the auditory 
stimulus onset for each cluster. Auditory tone onset was set at time 0. We subtracted out 300 ms 
of average activity preceding the stimulus as baseline activity. 
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Figure 2-2: EEG source localization results. EEG source localization results are shown for the 
8 cortical clusters found across all subjects (n=19). Dipole locations (top) and cluster centroids 
(bottom) are shown in transverse, sagittal, and coronal views (left to right). We found clusters in 
anterior parietal (purple), left sensorimotor (blue), right frontal (maroon), anterior cingulate 
(green), medial occipital (yellow), supplementary motor area (orange), left posterior parietal 
(red), and right sensorimotor (cyan).  
Statistical Analyses 
For main experiment mean physiological and behavioral data, we used non-parametric Friedman 
and Wilcoxon signed-rank tests due to non-normal data. We were not interested in comparing 
unaltered view low and virtual reality high due to difficulty interpreting any differences between 
these two conditions. We used Bonferroni correction for multiple comparisons, except for 
electrodermal activity, failures per minute, heart rate, and response time because these were 
planned, a priori comparisons. For the auxiliary experiment and fatigue comparison of percent 
change, differences across conditions were determined using non-parametric Friedman and post-
hoc Wilcoxon signed-rank tests with Bonferroni correction for multiple comparisons. Non-EEG 
statistical analyses were performed using SPSS Statistics 22 (IBM SPSS Statistics 22.0, Armonk, 
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NY, United States). For EEG event-related activity, we used EEGLAB permutation statistics 
with 8000 permutations to calculate pairwise comparisons and false discovery rate to correct for 
multiple comparisons (Luck, 2014). Significance was determined to be less than 0.05 for all 
statistical tests. 
Results 
Survey Results 
Subjects did not experience substantial motion sickness from participating in the study. Results 
from the motion sickness survey are shown in Table 2-1, using a normalized percentage scale (0-
100%). 0% suggests motion sickness was completely absent during testing, while 100% indicates 
motion sickness was fully present across all subjects. Questions are also grouped into subsections 
referencing different factors of motion sickness. All subsection scores were less than 25% across 
subjects, with a score of 5.8% for feeling nauseous. We were primarily concerned with adverse 
effects from nausea and dizziness, but subjects reported minimal effects from these areas. Also, 
subjects scored 15.1%±14.9% (mean±SD) on the Heights Interpretation Questionnaire, with 0% 
indicating no high heights apprehension. 
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Table 2-1: Motion Sickness Assessment Results 
Feeling nauseous 5.8% (7.5%) 
Feeling dizzy 12.0% (9.8%) 
Feeling sweaty 21.3% (22.0%) 
Feeling tired 20.2% (14.9%) 
Total 14.2% (10.3%) 
Mean motion sickness assessment scores are shown normalized from 0-100%, with standard deviation in 
parentheses (n=19). The motion sickness assessment contains four subsections to analyze four factors of motion 
sickness: gastrointestinal (feeling nauseous), central (feeling dizzy), peripheral (feeling sweaty), and sopite (feeling 
tired). 
Physiological and Behavioral Measures 
We found significant increases in heart rate variability and heart rate frequency power in virtual 
reality high compared to virtual reality low (p=0.015 and p=0.006, respectively), as shown in 
Table 2-2.  Both heart rate variability and heart rate frequency power did not significantly differ 
between unaltered view low and virtual reality low (p=1.0 and p=0.108). Electrodermal activity 
did not significantly differ between virtual reality conditions (p=0.738), but did significantly 
increase in virtual reality low compared to unaltered view low (p=0.009). 
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Table 2-2: Behavioral and Physiological Measures 
 Measure Value P Value 
Measure UVL VRL VRH UVL|VRL VRL|VRH 
Heart Rate Variability 
(beats/min) 
6.6 (1.5) 7.0 (1.6) 8.3 (2.4) 1.00 0.02* 
Heart Rate Frequency Power 
(%) 
45.6 (12.5) 51.8 (15.2) 58.9 (14.0) 0.11 <0.01* 
Electrodermal Activity 
(counts/min) 
8.2 (11.7) 15.1 (14.7) 13.7 (11.0) <0.01* 0.74 
Failures per Minute 
(counts/min) 
7.1 (2.5) 26.1 (4.9) 24.8 (5.6) <0.01* 1.00 
Heart Rate (beats/min) 92.0 (7.9) 97.0 (8.7) 97.1 (10.6) <0.01* 1.00 
Response Time (s) 0.76 (0.25) 0.88 (0.25) 0.94 (0.27) 0.02* 0.10 
Number of Beam Passes 43.0 (15.7) 26.6 (9.4) 24.7 (7.6) <0.01* 0.38 
Estimated Gait Speed (m/s) 0.18 (0.07) 0.13 (0.04) 0.13 (0.04) 0.03* 1.00 
Mean behavioral and physiological measures are shown for unaltered view low (UVL), virtual reality low (VRL) 
and virtual reality high (VRH), with standard deviation in parentheses (n=19 for each condition). The first 3 
measures assessed stress induction. The other measures assessed cognitive and physical performance. All measures 
shown had significant Friedman test results across conditions. Pairwise comparison p-values are shown, with 
asterisks denoting significant differences (p<0.05). We only made two comparisons: 1) unaltered view low vs. 
virtual reality low and 2) virtual reality low vs. virtual reality high. 
 
Subjects’ heart rate and response time significantly increased in virtual reality low compared to 
unaltered view low (p<0.001 and p=0.018, respectively), indicating increased physical and 
cognitive exertion in virtual reality. We found no significant differences in heart rate (p=1.0) and 
response time (p=0.103) between virtual reality conditions. 
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Subjects’ balance performance significantly worsened in virtual reality low compared to 
unaltered view low (Table 2-2), as measured by failures per minute (p=1.0). There was no 
significant difference between virtual reality conditions (p=0.343). In addition, subjects 
performed significantly more beam passes in unaltered view low compared to virtual reality low 
(p<0.001), likely because fewer step-offs occurred. We found no significant differences in beam 
passes between virtual reality conditions (p=0.378). Subjects also beam-walked significantly 
faster in unaltered view low compared to virtual reality low (p=0.027). We found no significant 
difference in gait speed between virtual reality conditions (p=1.0). Gait speeds for all groups 
were lower than our desired speed of 0.22 m/s, potentially due to the difficulty of the beam-
walking task. 
Auxiliary Experiment Results 
Our auxiliary experiment found few significant differences, and none of these differences appear 
to occur from wearing the virtual reality headset (Table 2-3). We only found significant effects 
for heart rate and heart rate variability (p<0.001 and p=0.006). Heart rate increased when 
standing with the headset on and off compared to sitting with the headset on (p=0.004 and 
p<0.001) and sitting with the headset off (p=0.022 and p=0.007). Comparisons within standing 
conditions and within sitting conditions had non-significant p-values (p=1.0), suggesting that 
heart rate significantly changes due to alterations in physical task performance (sitting vs. 
standing), not from wearing the headset. While heart rate variability significantly differed across 
conditions, we did not find any significant pairwise comparisons. Sitting with the headset on 
decreased heart rate variability compared to standing with the headset off, but was not significant 
(p=0.061). This difference may be caused by sitting vs. standing and has the opposite trend 
compared to the main experimental results. Electrodermal activity, response time, and heart rate 
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frequency power did not significantly differ across conditions. Our auxiliary study of headset 
effects indicates that the significant differences found during beam-walking are likely not caused 
by just wearing the headset. 
Table 2-3: Sitting/standing experiment results. 
Measure Sit Headset 
Off 
Sit Headset 
On 
Stand Headset 
Off 
Stand Headset 
On 
Heart Rate Variability 
(beats/min) 
4.9 (1.5) 4.5 (1.7) 6.0 (1.5) 5.6 (2.0) 
Heart Rate Frequency Power 
(%) 
60.2 (15.5) 59.7 (15.9) 54.6 (16.5) 50.8 (14.4) 
Electrodermal Activity 
(counts/min) 
4.5 (9.9) 2.8 (5.3) 8.1 (12.7) 6.9 (10.1) 
Heart Rate (beats/min) 72.7 (10.5)* 70.7 (10.2)* 88.4 (14.5)✝ 86.0 (13.1)✝ 
Response Time (s) 0.63 (0.14) 0.66 (0.14) 0.62 (0.11) 0.66 (0.13) 
* significantly different from standing conditions 
✝ significantly different from sitting conditions 
Mean physiological results are shown for the auxiliary headset experiment, with standard deviation in parentheses 
(n=20). Pairwise significance was determined following a significant Friedman test (p<0.05). Heart rate and heart 
rate variability had significant Friedman test results, with significant pairwise differences in heart rate found 
between sitting and standing. No other significant differences were found. 
Fatigue Assessment Results 
We found significant differences across conditions related to fatigue for heart rate and failures 
per minute, but not for response time (Figure 2-3). Subjects’ percent change in failures per 
minute significantly increased in virtual reality compared to unaltered view low (p=0.004), 
suggesting that virtual reality impaired motor acquisition. Percent change in failures per minute 
did not significantly differ between virtual reality conditions (p=0.703). Heart rate percent 
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change did not significantly differ between virtual reality low and unaltered view low (p=0.489). 
Heart rate percent change significantly increased in virtual reality high compared to virtual 
reality low (p=0.021), which may have been induced by stress from virtual high heights. 
Response time percent change did not significantly differ between unaltered view low and virtual 
reality low (1.0) and between virtual reality conditions (1.0), suggesting that subjects did not 
experience significantly different cognitive fatigue across conditions. 
 
Figure 2-3: Percent change in failures per minute, heart rate, and response time. To assess 
fatigue effects, we calculated the percent change (mean±SE) between the first and last 3 minutes 
of each condition (n=19). Failures per minute, heart rate, and response time are shown for 
unaltered view low (red), virtual reality low (dark blue), and virtual reality high (light blue). 
Negative percent change indicates that the value in the final 3 minutes decreased compared to the 
first 3 minutes. Failures per minute percent change significantly decreased in unaltered view low 
compared to virtual reality low. Heart rate percent change significantly increased in virtual 
reality high compared to virtual reality low. No other comparisons were significant between 1) 
unaltered view low vs. virtual reality low and 2) virtual reality low vs. virtual reality high. 
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EEG Data 
We found significant differences in EEG event-related activity following the tone for the anterior 
cingulate cluster only (Figure 2-4). Because response time significantly differed between 
unaltered view low and virtual reality high but not between virtual reality conditions, we only 
compared EEG activity between unaltered view low and virtual reality low. In the anterior 
cingulate, virtual reality low peak activity significantly increased from 500-600 ms after the tone 
compared to unaltered view low. We were not concerned about motion artifact in the EEG 
recordings due to time-locking to a cognitive event and the slow gait speeds during the task 
(Table 2-2). 
 
Figure 2-4: EEG event-related activity for cortical clusters. EEG event-related activity is 
shown for each cortical cluster (n=19), with unaltered view low in red and virtual reality low in 
blue. Tone presentation occurred at 0 ms, preceded by 300 ms of baseline activity. We analyzed 
800 ms following the tone presentation. Shading reflects the condition with significantly higher 
amplitude (red for unaltered view low, blue for virtual reality low). We found significant 
differences in the anterior cingulate cluster only. 
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Discussion 
We found that heart rate variability indicated increased stress at virtual high heights, which 
agreed with our first hypothesis. Subjects’ response time also significantly increased in virtual 
reality low compared to unaltered view low, but this difference was not due to fatigue. 
Significantly decreased EEG event-related peak activity in anterior parietal and anterior 
cingulate areas further corroborated our response time findings, confirming our second 
hypothesis. 
We also found increased heart rate variability during virtual high heights exposure compared to 
low virtual heights exposure (Table 2-2). Increased heart rate variability during stress runs 
contrary to some studies (Clays, et al., 2011; Boesch, et al., 2014), but agrees with a recent study 
using an acute stressor (Schlink, et al., 2017). Such a discrepancy may arise from the paradigm 
that induced stress. In addition, a faster heart rate makes it more difficult to have high heart rate 
variability because there would be less time in a heartbeat cycle for variation in timing (McCraty 
& Shaffer, 2015). Heart rate variability significantly increased in virtual reality high compared to 
virtual reality low, despite both conditions having similar heart rates. 
Another measure of stress, heart rate frequency power, was also greater during virtual high 
heights exposure compared with virtual low heights exposure (Table 2-2). Heart rate frequency 
power focused on the percent of total power at all frequencies except 0.04-0.15 Hz. This 
excluded band contains a mix of sympathetic and parasympathetic responses (Thayer, Ahs, 
Fredrikson, Sollers, & Wager, 2012). The frequency power in this band decreased with high 
heights exposure, despite an increased heart rate in virtual reality. This suggests that the 0.04-
0.15 Hz frequency band primarily measured parasympathetic response during the task, which 
significantly decreased with virtual high heights exposure. It is worth noting that 
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parasympathetic changes can occur rapidly (milliseconds) compared to the sympathetic response 
(seconds) (Thayer, Hansen, & Johnsen, 2010). The sympathetic response may have been masked 
by increased physical exertion. While many studies focus on the high frequency power band 
(0.15-0.4 Hz) or on the ratio of low to high frequency power (Mellman, Knorr, Pigeon, Leiter, & 
Akay, 2004; Hjortskov, et al., 2004), a decrease in low frequency power with stress has also been 
documented (Clays, et al., 2011). 
While both heart rate variability metrics supported our hypothesis that stress was induced during 
virtual high heights exposure, electrodermal activity was primarily affected by physical exertion, 
instead of stress (Table 2-2). Electrodermal activity only measures the sympathetic response and 
has been shown to increase under both stress and physical loading (Poh, Swenson, & Picard, 
2010). Our findings contrast with stationary studies that have found decreased electrodermal 
activity in virtual reality (Cleworth, Horslen, & Carpenter, 2012; Simeonov, Hsiao, Dotson, & 
Ammons, 2005). This suggests that physical exertion primarily affected electrodermal activity. 
This is an important consideration for future experiments and highlights the challenges of 
quantifying stress, particularly during paradigms with high physical exertion. While we 
presented the phasic results of electrodermal activity here, we found similar results for the slower 
tonic component as well. 
Subjects performed worse on the beam-walking task in virtual reality, based on failures per 
minute (Table 2-2). In addition, we found that subjects significantly lowered their failures per 
minute in unaltered view low viewing compared to virtual reality low (Figure 2-3). This 
indicates that both motor performance and motor acquisition were impaired by virtual reality use. 
Virtual reality use has been shown to worsen balance performance, with comparable stability to 
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being blindfolded (Horlings, et al., 2009; Akizuki, et al., 2005). Subjects may have had difficulty 
adapting to virtual reality, reflected by increased physical and cognitive exertion. 
The cognitive load of the subjects was greater during virtual reality use than during the unaltered 
view low condition, as measured by significantly increased response time in virtual reality low 
(Table 2-2). Significantly decreased EEG peak amplitude also indicated increased cognitive 
loading in the anterior cingulate cluster during virtual reality use (Figure 2-4). Similar decreases 
in event-related activity have been seen for this type of secondary auditory task when subjects 
performed a more challenging cognitive task (Shaw, et al., 2018). The anterior cingulate is 
important for maintaining balance (Sipp, Gwin, Makeig, & Ferris, 2013) as it is thought to 
perform error-detection (Wolpert, Goodbody, & Husain, 1998; Gehring & Knight, 2000). Bogost 
et al. also found that the activity of the anterior cingulate and somatosensory area weakened 
during a reactive balance task when performing a challenging secondary task (Bogost, Burgos, 
Little, Woollacott, & Dalton, 2016). Dual-task interference during balance also reduces activity 
in sensorimotor and sensory areas in parietal cortex (Little & Woollacott, 2015). Other studies 
have found strong EEG activity in these regions during balance control with eyes open (Sipp, 
Gwin, Makeig, & Ferris, 2013; Slobounov, Cao, Jaiswal, & Newell, 2009) and eyes closed 
(Hülsdünker, Mierau, & Strüder, 2015). Increased cognitive loading in the anterior cingulate may 
affect error detection while balancing, which may help explain why balance performance 
significantly worsened during virtual reality viewing. 
While virtual reality induces realistic stress during virtual high height exposure, virtual reality 
headsets leave something to be desired during postural control. Low latency and limited field of 
view may have affected balance performance. The latency of the headset was 60 frames per 
second, but the movement generated by the Kinect was approximately 30 frames per second, 
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which was likely noticeable to the user. In addition, the Kinect may not have provided ideal body 
tracking, which could break a subject’s sense of presence in virtual reality. Such breaks in 
presence can alter cognitive processing (Padrao, Gonzalez-Franco, Sanchez-Vives, Slater, & 
Rodriguez-Fornells, 2016) and may have affected how realistic the virtual reality high heights 
experience felt to each subject. The headset also had a 110 degree field of view. In contrast, 
humans have at least a 180 degree field of view (Walker, Hall, & Hurst, 1976), and peripheral 
vision plays a primary role in worsen postural control (Amblard & Carblanc, 1980; Assaiante, 
Marchand, & Amblard, 1989). However, virtual reality can still impair stability even when 
controlling for latency and field of view (Kelly, Riecke, Loomis, & Beall, 2008). Virtual reality 
headsets continue to improve, and other options such as augmented reality may improve balance 
without the limitations of virtual reality headsets. This experiment establishes useful measures 
for assessing future virtual reality headsets in a dynamic setting. 
Conclusions 
Dynamic virtual reality exposure to high heights induces stress, indicating that this setup could 
provide realistic scenarios during dynamic balance training. However, technological limitations 
of virtual reality headsets currently limit the efficacy of balancing with a virtual reality headset. 
Balance performance, physical exertion, and cognitive loading provided a comprehensive 
quantification of how virtual reality use affects healthy young adults. Virtual reality technology 
needs to facilitate comparable balance to real world use before assisting patients with a fear of 
falling. Virtual reality technology will continue to develop, and we expect that future virtual 
reality headsets will achieve comparable results to balancing without a headset on. 
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Chapter 3: Transient Visual Perturbations Boost Short-term Balance 
Learning in Virtual Reality by Modulating Electrocortical Activity2 
Abstract 
Immersive virtual reality can expose humans to novel training and sensory environments, but 
motor training with virtual reality has not been able to improve motor performance as much as 
motor training in real world conditions. An advantage of immersive virtual reality that has not 
been fully leveraged is that it can introduce transient visual perturbations on top of the visual 
environment being displayed. The goal of this study was to determine if transient visual 
perturbations introduced in immersive virtual reality modify electrocortical activity and 
behavioral outcomes in human subjects practicing a novel balancing task during walking. We 
studied 3 groups of healthy young adults (5 male and 5 female for each) while they learned a 
balance beam walking task for 30 minutes under different conditions. Two groups trained while 
wearing a virtual reality headset, and one of those groups also had half-second visual rotation 
perturbations lasting ~10% of the training time. The third group trained without virtual reality. 
We recorded high-density electroencephalography (EEG) and movement kinematics. We 
hypothesized that virtual reality training with perturbations would increase electrocortical 
activity and improve balance performance compared to virtual reality training without 
perturbations. Our results confirmed the hypothesis. Brief visual perturbations induced increased 
theta spectral power and decreased alpha spectral power in parietal and occipital regions, and 
improved balance performance in post-testing. Our findings indicate that transient visual 
                                                 
2 This chapter has been previously published in Journal of Neurophysiology (Peterson, Rios, & Ferris, 2018). 
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perturbations during immersive virtual reality training can boost short-term motor learning by 
inducing a cognitive change, minimizing the negative effects of virtual reality on motor training.  
Introduction: 
Virtual reality has become a popular paradigm for training due to its ability to expose users to 
novel training and sensory environments (Adamovich, Fluet, Tunik, & Merians, 2009). Virtual 
reality use can make a user feel present in a virtual world (Sanchez-Vives & Slater, 2005) and 
improve clinical scenarios such as the sensing of pain in patients with burns (Hoffman, et al., 
2014; Hoffman, et al., 2008). Virtual reality has also been shown to improve walking speed and 
gait stability (Darekar, McFadyen, Lamontagne, & Fung, 2015; Mirelman, et al., 2011), leading 
to its use in rehabilitation of mobility and balance control (Booth, Masud, Connell, & Bath-
Hextall, 2013; Darekar, McFadyen, Lamontagne, & Fung, 2015). Recently, affordable virtual 
reality head-mounted displays have been able to provide unprecedented immersion into novel 
virtual experiences. These new headsets have driven interest in adapting virtual reality further 
into other clinical and research settings.  
Despite the promise of such immersive experiences, virtual reality head-mounted displays have 
been shown to decrease gait performance compared to unaltered viewing (Epure, et al., 2014; 
Robert, Ballaz, & Lemay, 2016). Numerous studies have examined the possibility of using 
virtual reality for improving rehabilitation and gait (Booth, Masud, Connell, & Bath-Hextall, 
2013; Corbetta, Imeri, & Gatti, 2015; Darekar, McFadyen, Lamontagne, & Fung, 2015; Palacios-
Navarro, Albiol-Pérez, & García-Magariño García, 2016), but few studies used head-mounted 
displays to provide fully immersive virtual reality. Among those that have measured gait 
stability, all reported worsened stability when subjects used the virtual reality head-mounted 
display (Calogiuri, et al., 2017; Epure, et al., 2014; Kawamura & Kijima, 2016; Kelly, Riecke, 
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Loomis, & Beall, 2008; Lott, Bisson, Lajoie, McComas, & Sveistrup, 2003; Robert, Ballaz, & 
Lemay, 2016; Soffel, Zank, & Kunz, 2016). Two studies have found improvements in timed-up 
and go performance in stroke patients when trained in virtual reality compared to conventional 
training (Jung, Yu, & Kang, 2012; Kang, Kim, Chung, & Hwang, 2012), but the head-mounted 
displays for these studies were similar to spectacles placed away from the eyes, providing users 
with peripheral vision. Another study found improved step length and walking speed in stroke 
patients when performing obstacle walking in immersive virtual reality (Jaffe, Brown, Pierson-
Carey, Buckley, & Lew, 2004). This comparison may be influenced by the control group 
performing overground walking while the virtual reality group performed treadmill walking. We 
could find no studies in the literature that found that training with virtual reality head-mounted 
displays was as good as or better than training in real world conditions. Despite these limitations, 
virtual reality head-mounted displays are the best available solution for controlling a user’s entire 
field of view while walking.  There is a need to overcome the effects of impaired performance 
training in immersive virtual reality in order to provide novel experiences equivalent to real 
world training. 
One potential way to improve balance training outcomes is to perturb the sensory input required 
for balance control. This partly relies on the specificity of learning hypothesis, where humans use 
the optimal sources of information during the task. These optimal sources of sensory information 
can dynamically change based on sensory perturbations (Assländer & Peterka, 2014), such as 
less emphasis on proprioception during balance when vision is available and reliable (Bernier, 
Chua, & Franks, 2005; Proteau, Marteniuk, & Lévesque, 1992). Transient perturbations of 
optical flow during stance in healthy adults have been shown to increase EEG parietal theta 
power. Studies have used virtual reality to expose subjects to visual rotations up to 45° (Wright, 
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2014; Chiarovano, et al., 2015), similar to prism goggle studies (Martin, Keating, Goodkin, 
Bastian, & Thach, 1996; Fortis, Goedert, & Barrett, 2011). However, such effects are usually 
temporary. In contrast, repeated exposure to visuomotor perturbations during lower limb cursor 
control has been shown to reduce tracking errors and decreases response time (Luu, et al., 
2017a). Using the control over the user’s visual field provided by a virtual reality head-mounted 
display, it may be possible to provide similar repeated perturbations during dynamic balance to 
the user’s visual input, leading to improved short-term motor learning. 
The purpose of this study was to determine if a transient visual perturbation, presented as visual 
rotations in virtual reality, can boost motor training outcomes and potentially overcome the 
negative effects of immersive virtual reality. We studied young health subjects performing short-
term motor training on a balance beam (Domingo & Ferris, 2009; Domingo & Ferris, 2010). We 
used a virtual reality headset to present brief visual perturbations. We chose visual perturbations 
because they induce large effects on mediolateral stability (Franz J. R., Francis, Allen, & Thelen, 
2016), making them relevant to a beam-walking task. We compared these results to virtual 
reality without perturbations and unaltered viewing without virtual reality (i.e. real world 
conditions) to determine if the sensory perturbation boosted short-term motor learning and 
overcome the negative training effects from virtual reality. We hypothesized that brief visual 
perturbations in virtual reality would significantly improve balance performance compared to 
virtual reality training without perturbations. To provide insight into the neural mechanisms for 
changes in balance performance, we used high-density electroencephalography (EEG) with 
independent component analysis (ICA) and source localization (Makeig, Bell, Jung, & 
Sejnowski, 1996; Sipp, Gwin, Makeig, & Ferris, 2013). We hypothesized that EEG theta spectral 
power in parietal and occipital sensorimotor integration areas would increase following 
35 
 
perturbation onset due to conflicting visuomotor information and impaired visual working 
memory.  
Materials and Methods: 
Subjects  
We recruited 32 healthy, young adults for this study. All subjects identified themselves as right 
hand and right foot dominant, with normal or corrected vision. We screened subjects for any 
orthopedic, cardiac, or neurological conditions and injuries. All subjects provided written 
informed consent. Our protocol was approved by the University of Michigan Health Sciences 
and Behavioral Sciences Institutional Review Board for the protection of human subjects. 
Before each experiment, we screened subjects for motion sickness in virtual reality. Subjects 
stood in place during a 5 minute activity while wearing a virtual reality headset (Oculus Rift 
DK2, Oculus virtual reality, Irvine, CA). Subjects walked and jumped around a virtual 
environment using body gestures tracked by a Microsoft Kinect v2 (Microsoft, Redmond, WA). 
We intentionally included a disconnect between real and virtual movements to be more 
disorienting than our main testing protocol. Subjects participated in the main experiment if both 
the subject and experimenter agreed that they did not exhibit any symptoms of motion sickness. 
Two potential subjects exhibited motion sickness symptoms and did not perform the experiment; 
30 subjects passed this screening (15 males and 15 females, age 22.6±4.5 years (mean±SD)). 
Experiment Design 
Subjects walked at a fixed speed of 0.22 m/s on a 2.5 cm wide by 2.5 cm tall treadmill-mounted 
balance beam, similar to previous studies (Domingo & Ferris, 2009; Sipp, Gwin, Makeig, & 
Ferris, 2013). We based this speed on pilot data we recorded at a range of walking speeds. The 
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0.22 m/s speed was the lowest speed setting on the treadmill. We placed subjects in a body-
support harness for safety, with extended support straps to increase unrestricted mediolateral 
movement. All subjects performed 30 minutes of training, separated into three 10-minute trials. 
Subjects also performed a 3 minute pretest before training and 3 minute posttest after training. 
Subjects took breaks as needed between training trials, with a 5-minute break between the end of 
training and the posttest. While beam-walking, subjects crossed their arms and walked heel-to-
toe, with their feet along the direction of the beam. We gave subjects specific instruction to look 
straight ahead and to avoid looking at their feet. If subjects stepped off while on the beam, they 
were instructed to step off the beam with both feet and walk on the treadmill for approximately 5 
seconds. When on the balance beam, subjects were instructed to only move their hips side-to-
side to balance, avoiding rotations across their body’s longitudinal axis. Our instructions 
followed previous studies (Domingo & Ferris, 2009; Domingo & Ferris, 2010).  
We randomly assigned subjects to one of three groups during training: 1) virtual reality with 
perturbations, 2) virtual reality without perturbations, and 3) unaltered view. Each group had 10 
subjects, with equal numbers of males and females. Subjects in all groups performed the same 
physical beam-walking task. Group 1 subjects wore a virtual reality headset with a webcam 
(Logitech C930e, Logitech, Lausanne, Switzerland) mounted underneath the front, providing the 
subject a passthrough view of what was in front of them. For this group, the webcam view 
rotated 20° clockwise or counterclockwise for 0.5 sec when both feet were placed on the beam, 
referred to as a visual perturbation. We used brief perturbations because continuous feedback can 
lead to dependency on the feedback used, leading to less general learning (Schmidt R. A., 1991; 
Schmidt, Young, Swinnen, & Shapiro, 1989). We added a random delay (up to 1 sec) to this 
visual perturbation to make it more difficult to anticipate. We rendered the virtual environment 
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with Unity 5 software (Unity Technologies, San Francisco, CA) using a NVIDIA Titan X 
graphics card (NVIDIA, Santa Clara, CA) to avoid slow-downs in the virtual reality presentation. 
Group 2 subjects wore the same virtual reality headset and webcam, but without any visual 
perturbations. Group 3 subjects had unaltered vision (no virtual reality headset). We included 
groups 2 and 3 to establish the negative effects of our virtual reality setup without perturbations 
on balance performance without a virtual reality headset. All groups performed the pretest and 
posttest with unaltered vision. Figure 3-1 shows the setup for a subject in one of the virtual 
reality groups, along with example visual perturbations in each direction. 
 
Figure 3-1: Subject setup and example visual perturbations. Typical subject setup for the 
virtual reality groups is shown (left). All 4 groups walked on the same physical beam. For the 
virtual reality training with perturbations group, each subject’s field of view in virtual reality was 
randomly rotated 20° counterclockwise (CCW; top right) or clockwise (CW; bottom right). The 
perturbation rotations are shown on an example image similar to the subject’s view during the 
experiment (right). Perturbations lasted for 0.5 sec and only occurred when subjects placed both 
feet on the balance beam. 
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Performance and Physiological Measures 
We recorded motion capture at the feet, sacrum, neck, and head using 16 reflective markers 
(Vicon, Los Angeles, CA) sampled at 100 Hz. We recorded EEG using a 136-channel BioSemi 
ActiView II system (BioSemi, Amsterdam, NL) sampled at 512 Hz. We placed one external 
electrode on the sternum to record heart rate, three external electrodes around the eyes to record 
eye movements, two external electrodes on the neck to record neck electromyography, and two 
external electrodes on each mastoid. EEG electrode locations were measured using a Zebris 
ELPOS digitizer (Zebris Medical GmbH, Isny, Germany). We placed the AD-box and battery 
upside-down on top of the body-weight support to maximize the reach of the cables, fastening 
the wires to the body-weight support to avoid wires pulling out of the AD-box. We programmed 
different key presses on the virtual reality keyboard to correspond with the visual perturbation 
onset and termination, using Windows Input Simulator. This keyboard input was recorded and 
synchronized with the EEG data using Lab Streaming Layer (Delorme, et al., 2011). We used a 
0.5 Hz square pulse to synchronize the motion capture and EEG data. We also measured skin 
conductance using wrist sensors (Empatica E4, Empatica, Milan, Italy), as a proxy for 
sympathetic activity. Subjects in the virtual reality groups filled out surveys for motion sickness 
(Motion Sickness Assessment Questionnaire (Gianaros, Muth, Mordkoff, Levine, & Stern, 
2001)) and presence (Witmer & Singer Presence Questionnaire (Witmer & Singer, 1998) and 
Slater-Usoh-Steed Questionnaire (Slater, Usoh, & Steed, 1994)) after performing the experiment. 
To assess behavioral performance, we recorded the number of times each subject stepped off the 
beam and the total time spent on the beam. We combined these measures into failures per 
minute, computed as the number of step-offs divided by the total time spent on the beam in 
minutes (Domingo & Ferris, 2009; Domingo & Ferris, 2010). Failures per minute decrease when 
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subjects spend more time on the beam and have fewer step-offs. To assess pretest-to-posttest 
changes in performance, we calculated the percent change in failures per minute as the posttest 
value minus the pretest, divided by the pretest value and multiplied by 100. A negative percent 
change in testing performance indicated that a subject’s balance performance improved in the 
posttest compared to the pretest. We also calculated failures per minute during training to 
determine if balance performance differed across groups during training. Based on our beam-
walking performance results, we concentrated further analysis solely on the two virtual reality 
groups, which reduced confounding factors in our comparisons. 
We used mean heart rate and electrodermal activity to assess physical exertion across groups 
during training. Electrodermal activity measures sympathetic activity, making it a good indicator 
of physical exertion (Critchley, 2002). We processed heart rate data during training using the 
Cleanline EEGLAB plugin (Mullen T. R., 2014) and bandpass filtering between 5 and 20 Hz. 
Kubios HRV software determined the R-peaks, which correspond to heartbeats (Tarvainen, 
Niskanen, Lipponen, Ranta-Aho, & Karjalainen, 2014). We manually adjusted incorrectly 
labeled R-peaks and used the mean heart rate calculated by Kubios. We processed the 
electrodermal activity using deconvolution in Ledalab to separate out the transient component of 
the signal (Benedek & Kaernbach, 2010a; Benedek & Kaernbach, 2010b). We ran deconvolution 
using default parameters. We counted the differences in the deconvoluted transient signal greater 
than 0.05 μS (Schmidt & Walach, 2000) during training, divided by the duration of training in 
minutes. 
Motion capture marker trajectories were cleaned in Vicon Nexus and further processed in 
Visual3D (C-Motion, Germantown, MD). We low-pass filtered the data at 6 Hz and determined 
foot contacts by finding the peaks and troughs of the foot markers in the anterior/posterior 
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direction of movement on the treadmill (Zeni, Richards, & Higginson, 2008). We manually 
adjusted incorrectly labeled foot contacts. We determined whether the foot contact was on or off 
the beam by manually thresholding the foot marker data in the mediolateral direction of 
movement. The beam location varied slightly for each subject, necessitating a manual threshold. 
In addition to foot contacts, we calculated the mediolateral standard deviation of markers at the 
head and sacrum as a measure of movement variability. For both markers, we calculated the 
average standard deviation during training, along with the percent change in standard deviation 
from the first to last 3 minutes of training. We also calculated the percent change in standard 
deviation from pretest to posttest. We only used marker values from when the subject was on the 
balance beam for calculating standard deviation. 
EEG Data & Analysis 
EEG data were processed using custom scripts in EEGLAB (Delorme & Makeig, 2004). Our 
complete EEG processing pipeline can be seen in Figure 3-2. We downsampled the data to 256 
Hz, high pass-filtered the EEG data at 1 Hz, and merged all conditions, referencing all channels 
to a common median reference to reduce the impact of potential outlier channels. We used 
Cleanline to reduce 60 Hz electrical noise. We rejected channels that had an abnormally high 
standard deviation from all other electrodes, had a kurtosis above five standard deviations, or 
were uncorrelated with other channels for more than 1% of the time (Kline, Huang, Snyder, & 
Ferris, 2015; Oliveira, Schlink, Hairston, König, & Ferris, 2017a). Including the five eye and 
neck muscle external channels, we retained 116 channels on average (range: 100-127). 
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Figure 3-2: EEG processing flow chart. A flowchart of the EEG processing pipeline is shown, 
including all pre-processing and cleaning methods. All methods were performed in EEGLAB 
using custom Matlab scripts. 
Following channel rejection, we used multiple denoising procedures to reduce prominent 
artifacts in the data. First, we used artifact subspace reconstruction (Mullen, et al., 2015) with a 
standard deviation of 20 to remove large artifacts. Next, we developed high-frequency denoising 
method based on two emerging signal processing methods: ensemble empirical mode 
decomposition (EEMD) (Wu & Huang, 2009) and canonical correlation analysis (CCA) 
(Hotelling, 1936), which have been combined before (Roy, Shukla, Shukla, & Rawat, 2017). Our 
EEMD-CCA method performed selective low-pass filtering, specifically targeting large high-
frequency activity with low autocorrelation such as muscle activity and line noise. With 
EMDLAB (Al-Subari, et al., 2015), we used EEMD to find the high-frequency content of each 
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channel, called the first intrinsic mode function (IMF1) (Huang, et al., 1998). Compared to 
standard filters, EEMD filtering is data-driven and does not assume the data is stationary. In our 
data, IMF1 mostly contained high frequencies above 40 Hz. We assumed that IMF1 primarily 
contained non-brain activity, such as line noise and muscle artifact. This assumption aligns with 
previous uses of EEMD denoising where IMF1 is completely removed as artifact (Boudraa & 
Cexus, 2007; Safieddine, et al., 2012). Instead of completely removing it, we ran CCA on IMF1 
and a copy of IMF1 time-lagged by one data point (Friman, Borga, Lundberg, & Knutsson, 
2002). We did this to separate out sources of activity based on autocorrelation, where muscle 
activity is expected to have low autocorrelation (Chen, He, & Peng, 2014). Then we applied a 
threshold to remove large CCA components based on interquartile range. We removed all CCA 
components from IMF1 whose variance exceeded the median interquartile range of IMF1. This 
targets high-frequency data that is well-clustered by CCA, similar to previous EEG methods to 
reduce muscle artifact (Bai, et al., 2016; Safieddine, et al., 2012). The data rank is not altered by 
removing CCA components because they are only removed from the first IMF of the signal, 
similar to typical frequency filtering. We have included pseudocode for this method in Figure 
3-3 to facilitate reproducibility. After EEMD-CCA denoising, we ran extended Infomax ICA 
(Lee, Girolami, & Sejnowski, 1999) and used the ADJUST plugin to automatically remove eye 
artifacts (Mognon, Jovicich, Bruzzone, & Buiatti, 2011). Our data included external channels 
around the eyes to potentially improve eye artifact removal. We then removed the external 
channels from the data. 
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Figure 3-3: EEMD-CCA pseudocode. The computational steps used to perform high-frequency 
denoising using a combined EEMD-CCA approach are described. 
We re-referenced the remaining channels to a common average and interpolated the rejected 
channels to maintain a consistent montage across the head. Next, we ran adaptive mixture of 
independent components analysis (AMICA 15) (Palmer, Kreutz-Delgado, & Makeig, 2006; 
Palmer, Makeig, Kreutz-Delgado, & Rao, 2008), using principal components analysis to reduce 
down to 80 principal components prior to keep the data at full rank. AMICA also rejected 
unlikely data frames. 
Following ICA, we performed dipole fitting (DIPFIT2) and retained dipoles explaining greater 
than 85% of the scalp variance (Oostenveld & Oostendorp, 2002). We removed non-cortical 
independent components based on visual inspection of power spectrum and dipole location. We 
then combined the remaining dipoles for each group (67 for virtual reality training with 
perturbations and 63 for virtual reality training without perturbations) and projected each dipole 
measure into predefined regions of interest (Bigdely-Shamlo, Mullen, Kreutz-Delgado, & 
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Makeig, 2013). We split the brain into 11 general regions of interest according to the LONI 
LPBA40 atlas (Shattuck, et al., 2008): left/right occipital, left/right parietal, left/right frontal, 
left/right fusiform, left/right temporal and cingulate (Figure 3-4). We excluded results from 
temporal and fusiform regions because few dipoles were located in these areas. Instead of 
weighting each dipole measure in a region equally, measure projection performs a weighted 
average based on each dipole’s location within a region, using a three-dimensional Gaussian 
(14.2 mm full-width half-maximum) to spatially smear each dipole. We chose this method so 
that we compared the same predefined regions between two groups of subjects.  
 
Figure 3-4: EEG source localization and regions of interest. EEG source localization are 
shown in blue for virtual reality training with perturbations, red for virtual reality training 
without perturbations training, and orange for unaltered view (n=10 for each group). Dipole 
locations (top) and regions of interest (bottom) are shown in transverse, sagittal, and coronal 
views (left to right). We retained 7 regions of interest: left frontal (blue), right frontal (tan), left 
parietal (orange), right parietal (olive green), left occipital (light green), right occipital (purple), 
and cingulate (pink; shown in small head plots). 
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For each region of interest, dipole weights are normalized to 1 for creating weighted averages of 
measures. Prior to normalization, weights sum to 1 for each dipole. We summed up the 
unnormalized weights as an estimate of dipole density in each region of interest (Bigdely-
Shamlo, Mullen, Kreutz-Delgado, & Makeig, 2013). For virtual reality training with 
perturbations, dipole density at each region was: 14.5 (left frontal), 6.4 (right frontal), 3.7 (left 
parietal), 4.7 (right parietal), 4.7 (left occipital), 2.9 (right occipital), and 3.7 (cingulate). For 
virtual reality training without perturbations, dipole density at each region was: 9.7 (left frontal), 
7.4 (right frontal), 6.0 (left parietal), 6.1 (right parietal), 3.6 (left occipital), 4.9 (right occipital), 
and 1.5 (cingulate). 
To assess perturbation-evoked electrocortical activity, we computed time-frequency activity for 
the virtual reality training with perturbations group (n=10) averaged across epochs, known as 
event-related spectral perturbation (ERSP) plots. We split the EEG data during training into 
epochs of -0.5 to 1.5 sec, with visual perturbation onset at 0 sec. We separated epochs by 
direction of the perturbation, resulting in 121±18 clockwise and 103±17 counterclockwise 
epochs for each subject (mean±SD). We took the median instead of the mean across trials to 
avoid any single trial from disproportionately affecting the resulting ERSP. Average baseline 
activity from -0.5 to 0 sec before perturbation onset was subtracted out. We computed the ERSP 
for each dipole in the virtual reality training with perturbations group and projected this to the 7 
regions of interest. 
We compared electrocortical differences between virtual reality groups using spectral power 
during the first and last 5 minutes of training (referred to as early training and late training, 
respectively). For each 5 minute period, we only analyzed spectral power while subjects were on 
the beam. The power spectra for each dipole were projected to the 7 regions of interest, using the 
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same measure projection weights as the ERSPs. Because differences in total power could be 
attributed to inter-subject recording and processing differences, we normalized all 4 conditions 
(virtual reality with perturbations early/late and virtual reality without perturbations early/late) to 
their common average total power. 
While motion artifact is a concern when collecting EEG activity (Castermans, Duvinage, 
Cheron, & Dutoit, 2014; Kline, Huang, Snyder, & Ferris, 2015; Snyder, Kline, Huang, & Ferris, 
2015), we mitigated the effects of motion artifact by having subjects walk at a slow speed (0.22 
m/s) and analyzing visual perturbation events, where any head motion would be delayed after the 
stimulus presentation. Based on prior studies analyzing motion artifact during human walking 
(Kline, Huang, Snyder, & Ferris, 2015; Nathan & Contreras-Vidal, 2015; Snyder, Kline, Huang, 
& Ferris, 2015), any effects of head motion on EEG results should have been negligible. To 
verify this, we computed the average sacrum and head mediolateral marker motion from our 
motion capture data, time-locked to the visual perturbation. These trajectories were baseline-
subtracted to the 1.5 seconds preceding the perturbation onset. Due to the way we ran the 
experiment, we presented perturbations to all 3 groups during training, except that the virtual 
reality perturbations group had a 20° rotation while the virtual reality perturbations group had a 
0° rotation (pseudo-perturbation) and the unaltered view group was not wearing the headset. This 
gives us a similar event to compare motion capture displacement across groups to determine 
what sacrum and head displacement was caused by the 20° perturbation for the virtual reality 
perturbations group. 
Statistical Analysis 
We performed behavioral performance statistical tests across all groups using ANOVA and 
pairwise t-tests with Bonferroni correction (p<0.05). These statistical tests were performed using 
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R (R Core Team, 2017). In addition, we tested if the failures per minute during the pretest and 
posttest were stable, to ensure that the performance improvement values we calculated were 
accurate. We used the heel strikes on and off the beam to create a “running total” failures per 
minute metric across each 3-minute condition. We normalized each subject’s data by subtracting 
out the mean and dividing by the standard deviation to reduce inter-subject variability within 
groups. For each group and pre/post trial, we then took the average “running total” and 
performed an augmented Dickey-Fuller test using R, which tests if data is stationary over time by 
assuming that the data is not stationary (null hypothesis). 
For EEG ERSPs, time-frequency activity was bootstrapped 200 times to determine significance 
(p<0.05). We used dipoles in each region with normalized weights above 0.05 to create the 
bootstrap distribution, so only the dipoles that noticeably contributed to a region were used. Non-
significant differences were set to 0. Because amount of time on the beam varied across subjects, 
we randomly selected 85 half-second time bins on the beam for each subject from the last 5 
minutes of training. Similar to the ERSPs, each time bin was projected to a region and 
normalized to average total power. We averaged these projected power spectra into predefined 
frequency bands: delta (1-4 Hz), theta (4-8 Hz), alpha (8-13 Hz), beta (13-30 Hz), and gamma 
(30-50 Hz). We used 3x2 non-parametric ANOVA’s with 2000 permutations to test for main 
effects of group (virtual reality with perturbations vs. virtual reality without perturbations vs. 
unaltered viewing) and training (early vs. late) on the power spectra results. Further pairwise 
comparisons were performed using a Wilcoxon rank-sum test (p<0.05) (Gibbons & Chakraborti, 
2011), with false discovery rate correction for multiple comparisons. 
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Results: 
Beam-walking Performance 
The percent change in beam-walking performance varied considerably across groups 
(F(2,27)=14.2, p=6.10e-5, ANOVA) (Table 3-1). Subjects improved significantly less during 
virtual reality training without perturbations compared to virtual reality training with 
perturbations (t(27)=4.50, p=3.50e-4, paired t-test with Bonferroni correction) and training with 
unaltered view (t(27)=4.73, p=1.90e-4, paired t-test with Bonferroni correction). There was more 
than a four-fold increase in beam-walking performance increases with virtual reality training 
with perturbations (mean 42%, SD 17%) compared to virtual reality training without 
perturbations (mean 9%, SD 20%). We found no significant difference in beam-walking 
performance improvement between unaltered view and virtual reality training with perturbations 
(t(27)=0.23, p=1.0, paired t-test with Bonferroni correction). In addition, we found significant 
results for the augmented Dickey-Fuller test for all groups and pre/post trials (p<0.02), indicating 
that pretest and posttest failures per minute can be reasonably assumed to be stationary for all 3 
groups. 
We also found that the number of errors made during the entire training period differed across 
groups (F(2,27)=14.69, p=4.802e-5, ANOVA) (Table 3-1). Subjects made significantly fewer 
errors during training with unaltered view compared to virtual reality training with perturbations 
(t(27)=4.70, p=2.10e-4, paired t-test with Bonferroni correction) and virtual reality training 
without perturbations (t(27)=4.69, p=2.10e-4, paired t-test with Bonferroni correction). We 
found no significant difference between virtual reality conditions (t(27)=0.002, p=1.0, paired t-
test with Bonferroni correction). 
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Table 3-1: Training failures per minute and percent change 
Measure VR with 
perturbations 
VR without 
perturbations 
Unaltered view 
Testing failures change (%) -42.4% (16.7%) -9.1% (20.4%)* -44.2% (12.5%) 
Training failures (min-1) 32.6 (9.3) 32.6 (10.0) 14.9 (5.7)* 
Average percent change in failures per minute from pretest to posttest are shown for the 3 viewing groups (A), with 
standard error bars (n=10 for each group). Negative percent change indicates that subjects improved balance 
performance in posttest compared to pretest. Asterisk denotes significantly less percent change in the virtual reality 
training without perturbations group compared to the other 3 conditions. Average failures per minute during training 
are shown with standard error bars (B). Asterisk denotes significantly fewer training failures per minute during 
training with unaltered view compared to the other 3 conditions. Significant pairwise comparisons were performed 
using post-hoc t-test with Bonferroni correction following significant ANOVA (p<0.05 for both). 
Behavioral & Physiological Measures 
We found no substantive differences in the gross physiological measures compared across 
groups (Table 3-2). There were no significant differences between virtual reality groups for 
motion sickness (F(1,18)=0.064, p=0.803, ANOVA) and both of the presence assessments 
(F(1,18)=0.005, p=0.942, ANOVA and F(1,18)=0.055, p=0.817, ANOVA, respectively). In 
addition, heart rate and electrodermal activity during training was not significantly different 
across groups (F(2,27)=0.053, p=0.949, ANOVA and F(2,27)=0.085, p=0.919, ANOVA) . 
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Table 3-2: Surveys and physiological measures during training 
Measure VR with perturbations VR without perturbations Unaltered view 
Motion Sickness 24.3% (17.3%) 22.2% (19.6%) - 
Presence #1 (WS) 64.9% (8.7%) 65.2% (9.6%) - 
Presence #2 (SUS) 55.2% (18.1%) 57.0% (16.1%) - 
Heart Rate (beats/min) 105.15 (18.74) 104.98 (9.02) 103.29 (12.99) 
Electrodermal Activity 
(counts/min) 
42.76 (9.42) 41.73 (17.62) 40.03 (16.45) 
Average values for motion sickness (Motion Sickness Assessment Questionnaire) and presence questionnaires, 
along with average heart rate and electrodermal activity during training for both virtual reality groups and unaltered 
view (n=10 for each group). Standard deviation is in parentheses. Presence #1 refers to Witmer & Singer Presence 
Questionnaire and presence #2 refers to Slater-Usoh-Steed Questionnaire. We found no significant differences 
across groups for these measures (ANOVA p>0.05). 
Head and sacrum motion variability were mostly similar between virtual reality groups, but head 
motion significantly increased with perturbations training (Table 3-3). Percent change in head 
marker standard deviation significantly differed across groups (F(2,26)=5.441, p=0.011, 
ANOVA), with significantly increased percent change during virtual reality training with 
perturbations compared to training with unaltered view (t(26)=0.807, p=0.012, paired t-test with 
Bonferroni correction) but not compared to virtual reality training without perturbations 
(t(26)=2.401, p=0.071, paired t-test with Bonferroni correction). The perturbations increased 
head movement as training progresses. We checked the correlation between performance 
improvement and the magnitude of change in head movement during training across groups. We 
found a nonsignificant correlation of 0.32 (p=0.094), which suggests that larger changes in head 
motion during training may lead to increased performance improvement, but more subjects 
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would likely be needed to establish a significant correlation. The percent change in head marker 
standard deviation from pretest to posttest (F(2,26)=0.504, p=0.610, ANOVA) did not 
significantly differ across groups (F(1,18)=0.126, p=0.727, ANOVA). The overall average head 
marker standard deviation during training was significantly different across groups 
(F(2,26)=3.965, p=0.031, ANOVA), with significantly increased head motion during training 
during unaltered view compared to virtual reality training with perturbations (t(26)=2.570, 
p=0.049, paired t-test with Bonferroni correction) but not compared to virtual reality training 
without perturbations (t(26)=2.332, p=0.083, paired t-test with Bonferroni correction). No other 
significant differences were found. For the sacrum marker, we found no significant differences in 
percent change during training (F(2,26)=2.462, p=0.105, ANOVA), percent change during 
testing (F(2,26)=1.570, p=0.226, ANOVA), and overall average during training (F(2,26)=2.471, 
p=0.104, ANOVA). Overall, we found few non-cognitive differences between virtual reality 
groups.  
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Table 3-3: Motion Capture Marker Standard Deviation 
 
Measure 
VR with 
perturbations 
VR without 
perturbations Unaltered view 
Head 
marker 
Train (% change)* 16.1% (19.7%) -0.9% (6.4%) -6.8% (18.2%) 
Test (% change) 2.7% (29.1%) -5.3% (22.8%) 6.8% (28.3%) 
Train (cm) 5.8 (1.1) 6.0 (0.8) 7.4 (2.1) 
Sacrum 
marker 
Train (% change) 3.9% (8.7%) 0.7% (9.5%) -5.7% (10.3%) 
Test (% change) -8.5% (20.4%) 6.7% (28.0%) -8.2% (15.8%) 
Train (cm) 5.1 (0.8) 5.2 (0.8) 4.5 (0.6) 
Average values for head and sacrum markers standard deviation during training along with percent change during 
training and testing for both virtual reality groups and unaltered view (n=10 for each group). Standard deviation is in 
parentheses. Head marker percent change during training significantly differed between groups, denoted with an 
asterisk (post-hoc t-test with Bonferroni correction following significant ANOVA; p<0.05). We found no other 
significant differences. 
EEG during Perturbations 
Parietal and occipital areas showed the strongest EEG activity immediately following 
perturbation onset and termination (Figure 3-5). We found synchronization in delta (1-4 Hz), 
theta (4-8 Hz) and alpha (8-13 Hz) EEG bands. The parietal and occipital synchronization was 
followed by beta (13-30 Hz) desynchronization. There was similar time-frequency activity for 
each perturbation direction across all regions. The cingulate region showed delta and theta 
synchronization after perturbation onset, followed by delta, alpha, and gamma (30-50 Hz) 
synchronization after perturbation termination. Frontal areas showed little activity, except for 
delta synchronization in the right frontal area during clockwise perturbations. 
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Figure 3-5: ERSP plots for virtual reality perturbation. EEG ERSPs are shown for the 7 
regions of interest for averaged perturbation activity during training in the virtual reality training 
with perturbations group (n=10). Perturbation onset occurs at 0 sec, with perturbation 
termination at 0.5 sec. Perturbations were split based on counterclockwise (CCW) or clockwise 
(CW) rotation. Non-significant ERSP power was set to 0 (bootstrap statistics; p>0.05). We 
subtracted out the spectral power during the 0.5 sec before perturbation onset as baseline activity. 
Power Spectra between Conditions 
We found increased theta spectral power during virtual reality with perturbations training across 
multiple cortical regions compared to the virtual reality without perturbations and unaltered view 
training groups (Figure 3-6). Theta power was significantly increased during virtual reality with 
perturbations compared to the other two conditions in left/right frontal, left/right occipital, and 
cingulate regions (pairwise p<0.002 for all). These significant differences were maintained for 
both early and late training, except for a non-significant difference in the left frontal region 
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between early virtual reality with perturbations training and early unaltered view training 
(p=0.075). Left occipital also had significantly decreased theta power during late training 
compared to early training (perturbations: p=0.009; no perturbations: p=0.001; unaltered view: 
p=0.006). 
 
Figure 3-6: Spectral power across groups. Average EEG spectral power is shown for the 7 
regions of interest during the first (early) and last (late) 5 minutes of training for both virtual 
reality training groups and the unaltered view group  (n=10 for each group). Average spectral 
power is shown for virtual reality with perturbations during early (cyan) and late (blue) training. 
For virtual reality without perturbations, early training is shown in magenta with late training in 
red. Early training with unaltered view is shown in yellow, with late training in orange. We 
plotted across frequencies from 1-50 Hz. Shaded areas at the bottom denote significant 
differences in spectral power between groups, as compared across 85 randomly selected time 
bins for each subject using non-parametric 3x2 ANOVA comparisons using permutation 
statistics. Green shading corresponds to a significant main effect of group (virtual reality with 
perturbation vs. virtual reality without perturbation vs. unaltered viewing). Red shading 
corresponds to a significant main effect of training (early vs. late). 
Alpha spectral power primarily decreased during perturbations training and also increased as 
training progressed for all 3 groups. Compared to virtual reality without perturbations training, 
alpha power decreased during virtual reality with perturbations and unaltered view training in 
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left frontal, left occipital, and right parietal (pairwise p<0.001 for all). This alpha power decrease 
occurred for both early and late training. Alpha power also significantly decreased during virtual 
reality with perturbations training compared to virtual reality training without perturbations in 
right occipital and left parietal for both early and late training (pairwise p<0.001 for all). In 
contrast, alpha power significantly increased in the cingulate region during late virtual reality 
training without perturbations compared with late training for both other groups (pairwise 
p<0.001 for both). In addition, alpha power significantly increased from early to late training for 
all 3 groups in left occipital and left/right parietal (pairwise p<0.003 for all). 
We found differences in beta and gamma spectral across groups across most cortical regions. 
Gamma power was significantly decreased during virtual reality with perturbations training in 
left and right occipital areas compared to virtual reality without perturbations training (pairwise 
p<0.001 for all). This significant difference persisted through early and late training. The virtual 
reality with perturbations group also showed significant gamma power increases in left/right 
parietal and cingulate regions compared to the other two groups for both early and late training 
(pairwise p<0.003 for all). Beta power was significantly decreased in right frontal during virtual 
reality training with perturbations compared to both other groups (pairwise p<0.001 for all). We 
also found significantly decreased gamma power in left/right parietal regions during late training 
compared to early training for all 3 groups (pairwise p<0.003 for all). 
Perturbation-evoked Body and Head Displacement 
In our comparison of head and sacrum mediolateral displacement following perturbation onset, 
we found large, slow deviations preceding the perturbation onset for the virtual reality with 
perturbations group (Figure 3-7). Similar activity was also seen in the virtual reality without 
perturbations and unaltered viewing groups, suggesting that the deviations seen were primarily 
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due to movements while balancing. For virtual reality with perturbations, subjects received a 20° 
rotation perturbation, while the other two groups received a 0° pseudo-perturbation. The 
perturbation onset for all groups occurred shortly after subjects had both feet on the beam, which 
may explain why similar head and sacrum displacements were seen for both groups. In addition, 
we found nearly identical head and sacrum displacements during early and late training for all 
groups. This suggests that the visual perturbation did not induce consistent head motion artifact 
in our EEG results. 
 
Figure 3-7: Perturbation-evoked head and sacrum motion. Average mediolateral motion 
capture marker trajectories are shown from the sacrum (top) and head (bottom) during training 
for virtual reality with perturbations (blue), virtual reality without perturbations (red), and 
unaltered view (orange), time-locked to the perturbation onset (n=10 for each group). In the case 
of the virtual reality without perturbations group, a pseudo-perturbation of 0° was performed. 
Motion capture trajectories were baseline subtracted to the 1.5 seconds preceding perturbation 
onset. 
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Discussion: 
Virtual reality training with perturbations resulted in equivalent pretest-to-posttest improvement 
compared to unaltered viewing without virtual reality. Performance improvement in both groups 
were significantly increased compared to virtual reality training without perturbations, indicating 
that the visual rotation perturbations helped subjects overcome the negative effects of virtual 
reality. Similar training errors and physiological results between virtual reality groups indicated 
that the perturbations primarily induced a cognitive change. We found strong perturbation-
evoked parietal and occipital activity, as hypothesized, but hardly any noticeable tuning based on 
perturbation direction. Subjects training in virtual reality with perturbations showed increased 
theta power in the cingulate, occipital, and frontal cortical regions compared to unaltered 
viewing and virtual reality training without perturbations. Perturbations training also decreased 
alpha power across multiple cortical regions compared to virtual reality training without 
perturbations. One interpretation of these findings is that our visual perturbations primed cortical 
areas to facilitate short-term motor learning equivalent to training without immersive virtual 
reality.   
Behavioral & Physiological Measures 
We found similar beam-walking improvement between virtual reality training with perturbations 
and unaltered viewing, indicating that the brief visual perturbations helped subjects overcome the 
negative effects of virtual reality. Both virtual reality training with perturbations and unaltered 
viewing showed significantly improved performance compared with virtual reality without 
perturbations. Increased improvement during perturbations training agrees with similar research 
using unexpected mechanical perturbations during walking to improve balance control (Kurz, et 
al., 2016). Comparing the two virtual reality groups, we found no evidence that the perturbation 
58 
 
affects the quantity of training errors, subjects’ experience of virtual reality, or physical exertion. 
While the perturbation may induce similar sensorimotor adaptation as prism glasses (Nemanich 
& Earhart, 2015), the resulting improvement is not likely an after-effect and likely reflects 
changes in short-term motor learning. Based on the average perturbations during training (224), 
perturbations occurred approximately every 8 seconds during training. Each perturbation lasts 
one half-second, leaving subjects in an unperturbed view for ~93.8% of training. Long-lasting 
improvements might occur because of repeated exposure to the perturbation (Bastian, 2008; 
Krakauer, Ghez, & Ghilardi, 2005) with randomly presented perturbations in clockwise and 
counterclockwise directions to avoid directional dependencies. Repeatedly adapting to shifting 
visual input can improve subjects’ ability to adapt to novel visual perturbations (Welch, 
Bridgeman, Anand, & Browman, 1993). Such adaptive generalization, also called learning to 
learn, has been seen during upper-limb movements (Seidler, 2004; Shadmehr & Moussavi, 2000) 
and gait training (Batson, et al., 2011; Mulavara, Cohen, & Bloomberg, 2009), with the anterior 
cingulate thought to be involved (Seidler, 2010). Similar virtual reality visual perturbations have 
improved responses to falls in older adults (Parijat, Lockhart, & Liu, 2015), although our 
paradigm induced more catastrophic errors whenever a perturbation occurred. Previous research 
has shown the importance of catastrophic errors, such as step-offs or falls, for improving stability 
(Domingo & Ferris, 2009). 
In addition to differences in beam-walking improvement, perturbation training increased 
mediolateral head motion variability as training progressed compared to the unaltered viewing 
groups. Control of the head during stance perturbations is initiated by proprioceptive and 
vestibular signals (Allum, Gresty, Keshner, & Shupert, 1997; Héroux, Law, Fitzpatrick, & 
Blouin, 2015). This increase in head movement may reflect alterations in sensory processing of 
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the visual perturbation during training. However, this large increase in head movement during 
training does not translate to increased head movement from pretest to posttest. It is interesting to 
note that the unaltered view group had higher head motion variability than the virtual reality 
conditions during training and that increased change in head motion during training appeared to 
be potentially related to increased balance performance improvement. This may reflect the 
importance of training head motion during balance beam walking. We primarily found cognitive 
differences due to the visual perturbations, agreeing with visuomotor perturbation research 
during upper-limb movements (Anglin, Sugiyama, & Liew, 2017). 
EEG Differences 
EEG showed robust time-frequency activity during perturbation onset and termination in the 
parietal and occipital areas. Unpredictable perturbations during stance induce large EEG event-
related potentials (Adkin, Quant, Maki, & McIlroy, 2006), with decreased amplitude when 
attention is diverted to a secondary task (Quant, Adkin, Staines, Maki, & McIlroy, 2004). We 
saw little activity in frontal areas in response to visual perturbations whereas frontal areas 
typically have large responses to mechanical perturbations (Maki & McIlroy, 2007; Mihara, 
Miyai, Hatakenaka, Kubota, & Sakoda, 2008). The exception to this was right frontal delta 
synchronization to the clockwise perturbations only. Our delta band results must be interpreted 
cautiously due to the close proximity of delta band to our high-pass filtering frequency of 1 Hz. 
In occipital and parietal areas, we found similar theta, alpha, and beta synchronization following 
perturbation onset and termination, which matches previous research (Varghese, et al., 2014). 
The beta desynchronization following this activity aligns with research indicating that beta 
desynchronization occurs when stability is important (Bruijn, Van Dieën, & Daffertshofer, 
2015). While no differences in perturbation direction were found, we noticed larger magnitude 
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responses in right parietal and occipital areas, which may reflect increased right hemisphere 
involvement in position sensing (Iandolo, et al., 2018). Also, theta and alpha synchronization 
occurred in the cingulate region only during perturbation onset. Several studies suggest that the 
anterior cingulate functions as an error monitor (Anguera, Seidler, & Gehring, 2009; Carter, et 
al., 1998; Kerns, 2004; Miltner, et al., 2003), and our results showing increased activity during 
visuomotor conflict appear to support this claim. We also found increased gamma activity in 
occipital, parietal, and cingulate regions following perturbation onset and termination, which 
may indicate increased cognitive processing during instability (Slobounov, Cao, Jaiswal, & 
Newell, 2009; Sipp, Gwin, Makeig, & Ferris, 2013). 
Power spectral analysis revealed significantly increased theta power for the virtual reality with 
perturbations group in frontal, occipital, and cingulate regions, likely related to differences in 
sensorimotor processing. Increased theta power is consistent with Slobounov et al., which found 
theta activity located in the anterior cingulate (Slobounov, Cao, Jaiswal, & Newell, 2009). 
Balance beam walking increases frontal theta power compared to walking on a treadmill (Sipp, 
Gwin, Makeig, & Ferris, 2013). Increased theta power also corresponds to more challenging 
balance tasks (Hülsdünker, Mierau, & Strüder, 2015; Youssofzadeh, Zanotto, Wong-Lin, 
Agrawal, & Prasad, 2016). Our increase in theta power may indicate improved sensorimotor 
processing during balancing and may be of interest for future studies with motor training 
interventions. 
We also found wide-spread decreases in alpha power for the virtual reality perturbations group 
compared to virtual reality training without perturbations, likely indicating more active cortical 
processing. The unaltered view group also had significant decreases in alpha power in multiple 
regions compared to virtual reality training without perturbations, suggesting that alpha power 
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reflects impaired cortical processing due to virtual reality use. Regions with significantly 
decreased alpha power also showed significantly higher alpha power during late training 
compared to early training. This may indicate decreased mental engagement towards the end of 
training. Alpha activity decreases when walking compared to standing (Presacco, Goodman, 
Forrester, & Contreras-Vidal, 2011; Youssofzadeh, Zanotto, Wong-Lin, Agrawal, & Prasad, 
2016), when walking in interactive virtual reality compared to walking while viewing a black 
screen (Wagner, Solis-Escalante, Scherer, Neuper, & Müller-Putz, 2014), and when walking 
with closed-loop brain-computer interface control of a virtual avatar compared to no closed-loop 
control (Luu, Nakagome, He, & Contreras-Vidal, 2017b). Centro-parietal alpha suppression has 
also been associated with improved stance stability (Del Percio, et al., 2007). Increased alpha 
power has been found in high fall-risk older adults compared to a low fall-risk group during 
perturbed balance (Chang, Yang, Yang, & Chern, 2016), showing similarity with our results 
where the subjects with improved balance showed reduced alpha power. 
We also found significant differences in beta and gamma power across multiple regions, 
suggesting differences in active cortical processing during training (Başar, Başar-Eroglu, 
Karakaş, & Schürmann, 2001). Beta power decreased in the right frontal region during 
perturbations training compared to the other 2 groups, agreeing with research showing decreased 
beta power under more challenging balance conditions (Bruijn, Van Dieën, & Daffertshofer, 
2015). This reinforces the idea that the perturbations may induce a greater challenge to stability 
than training without them. Perturbations training also increased parietal gamma power, which 
may indicate greater instability (Slobounov, Cao, Jaiswal, & Newell, 2009). The significant 
decrease in parietal gamma power from early to late training may indicate improved stability for 
all groups as a result of training. Yet, gamma power results should be interpreted with caution 
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due to the possible presence of neck muscle contamination, especially in the occipital regions. 
Fortunately, EEG differences across groups are not likely influenced by perturbation-induced 
artifacts based on similar mediolateral head movements around the perturbation onset (Figure 
3-7). 
Limitations of Virtual Reality Setup 
Motor performance improvement during virtual reality training without perturbations was much 
lower than improvement during virtual reality training with perturbations and training with 
unaltered view (Table 3-1). There seems to be a decrement in short-term motor learning that 
occurs with virtual reality use compared to not using virtual reality at all, as expected from the 
literature. One contributing factor may be the field of view. Our virtual reality headset had a 100° 
field of view, whereas human field of view is at least 180° (Walker, Hall, & Hurst, 1976). 
Peripheral vision is important for maintaining stability (Amblard & Carblanc, 1980; Assaiante, 
Marchand, & Amblard, 1989); therefore decreased field of view could have impaired balance 
performance. Peripheral optic flow while wearing a headset can greatly reduce head and body 
sway during stance (Horiuchi, Ishihara, & Imanaka, 2017). Another possible factor is the refresh 
rate of the webcam (30 Hz) and headset (75 Hz), which can affect unipedal stance stability 
(Kawamura & Kijima, 2016). In contrast, stability in virtual reality may remain impaired even 
when controlling for field of view and refresh rate (Kelly, Riecke, Loomis, & Beall, 2008), 
suggesting further research is needed. See Steinicke et al. for further discussion (Steinicke, 
Visell, Campos, & Lécuyer, 2013).  
It is also worth noting that the perturbation timing affects improvement. During pilot testing, we 
randomized perturbations to occur throughout training, which actually led to worse improvement 
for the virtual reality perturbations group (mean: 30.7%, SD: 59.0%, n=3) compared to the 
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virtual reality without perturbations group (mean: -16.4%, SD: 24.9%, n=3). By timing 
perturbations to consistently occur shortly after subjects stepped onto the beam, we appear to 
have maximized their impact. Future studies should also consider larger sample size per group 
and testing for longer learning and retention effects across days. 
Conclusions 
We used a novel visual rotation perturbation paradigm to overcome the negative effects of 
immersive virtual reality during a beam-walking balance task. These perturbations induced 
distinct electrocortical responses in parietal, occipital, and cingulate areas due to conflicts 
between sensory input during balance. Power spectra differences between virtual reality training 
groups showed increased theta power and decreased alpha power when training with 
perturbations compared to virtual training without perturbations across multiple cortical regions, 
indicating that the perturbations induced a change in cortical activity. The beam-walking 
improvements we found could not be explained as adaptation effects, suggesting short-term 
motor learning improvements in balance control. Such perturbation training may be useful in 
future immersive virtual reality paradigms to minimize the negative effects of virtual reality on 
short-term motor learning. 
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Chapter 4: Differentiation in Theta and Beta Electrocortical Activity between 
Visual and Physical Perturbations to Walking and Standing Balance3 
Abstract 
Human balance is a complex process in healthy adults, requiring precisely-timed coordination 
between sensory information, cognitive processing, and motor control. It has been difficult to 
quantify brain dynamics during human balance control due to limitations in brain imaging 
modalities. The goal of this study was to determine if by using high-density 
electroencephalography (EEG) and independent component analysis, we can identify common 
cortical responses to visual and physical balance perturbations during walking and standing. We 
studied the responses of 30 healthy young adults to sensorimotor perturbations that challenged 
their balance. Subjects performed four 10-minute trials of beam-walking and tandem stance 
while either being mediolaterally pulled at the waist or viewing brief 20° field-of-view rotations 
in virtual reality. We recorded high-density EEG, motion capture, lower leg electromyography 
(EMG), and neck EMG. We hypothesized that both physical pull and visual rotation 
perturbations would elicit time-frequency fluctuations in theta (4-8 Hz) and beta (13-30 Hz) 
bands, with increased occipito-parietal activity during visual rotations compared to pull 
perturbations. Our results confirmed this hypothesis. For both perturbations, we found early theta 
synchronization and late alpha-beta (8-30 Hz) desynchronization following perturbation onset. 
This pattern was strongest in occipito-parietal areas during visual perturbations and strongest in 
sensorimotor areas during pull perturbations. These results suggest a similar time-frequency 
                                                 
3 This chapter has been accepted for publication in eNeuro (Peterson & Ferris, 2018). 
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electrocortical pattern when humans respond to sensorimotor conflict, but with substantive 
differences in the brain areas involved for visual vs. physical perturbations. Our findings may 
have important implications for assessing and training balance in individuals with and without 
motor disabilities.  
Introduction 
In the real world, humans must constantly make postural adjustments to avoid losing balance. 
Such adjustments require precise coordination between sensory input, cognitive processing, and 
motor control (Macpherson & Horak, 2012). Dual-tasking studies have highlighted the 
importance of human supraspinal centers for maintaining balance during walking and standing 
(Rankin, Woollacott, Shumway-Cook, & Brown, 2000; Woollacott & Shumway-Cook, 2002). 
Despite this, our current understanding of real-world human cortical activity in response to 
balance perturbations is limited (Varghese, McIlroy, & Barnett-Cowan, 2017). Traditional 
neuroimaging methods, such as functional magnetic resonance imaging (fMRI) and functional 
near-infrared spectroscopy (fNIRS), are limited by stationary subjects and low temporal 
resolution. 
High-density, source-localized EEG is currently the most promising method to noninvasively 
assess human cognitive activity during balance. The strengths of EEG are its portability and high 
temporal resolution (Gramann, Ferris, Gwin, & Makeig, 2014; Gramann, et al., 2011). High 
temporal resolution is essential for quantifying brief cortical balance responses. EEG is typically 
limited by its low spatial resolution and susceptibility to artifact contamination (Urigüen & 
Garcia-Zapirain, 2015). However, blind-source separation techniques such as independent 
component analysis can separate out cortical activity from artifacts, both reducing the effects of 
artifacts and enhancing spatial resolution (Makeig, Bell, Jung, & Sejnowski, 1996; Gwin, 
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Gramann, Makeig, & Ferris, 2010). Independent component analysis also allows researchers to 
draw stronger conclusions about specific brain regions compared to channel data which contains 
activity from multiple regions due to volume conduction. 
Healthy adult EEG balance studies have focused on theta (4-8 Hz) and beta (13-30 Hz) 
frequency bands (Varghese, McIlroy, & Barnett-Cowan, 2017). EEG recordings show decreased 
electrocortical beta power associated with active gait control (Wagner, Solis-Escalante, Scherer, 
Neuper, & Müller-Putz, 2014) and more challenging balance tasks (Sipp, Gwin, Makeig, & 
Ferris, 2013). Beta power in parietal and central cortical regions has been shown to decrease 
following sudden changes in gait patterns, indicating that beta power in these areas is involved in 
motor inhibition (Wagner, Makeig, Gola, Neuper, & Müller-Putz, 2016). In addition, brief EEG 
theta oscillations occur when subjects lose their balance (Sipp, Gwin, Makeig, & Ferris, 2013) or 
are exposed to external perturbations (Varghese, et al., 2014). Other healthy adult EEG studies 
have indicated that theta may be related to changes in balance performance (Hülsdünker, Mierau, 
& Strüder, 2015; Slobounov, Teel, & Newell, 2013). It seems likely that increased theta and 
decreased beta power are involved during active balance control and may fluctuate as balance 
difficulty changes. 
In addition to physical manipulations such as pushing the subject or suddenly translating the 
support surface (Adkin, Campbell, Chua, & Carpenter, 2008; Duckrow, Abu-Hasaballah, 
Whipple, & Wolfson, 1999), manipulated sensory information can provide insight into cortical 
sensory integration during balance control. In contrast to physical perturbations, sensory 
manipulations such as restricted vision, altered surface firmness, and auditory feedback target 
specific sensory input (Pirini, Mancini, Farella, & Chiari, 2011; Tse, et al., 2013). Sensory 
perturbations are advantageous for EEG experiments because they do not directly move the 
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subject in a consistent manner, unlike physical perturbations, reducing the effects of motion 
artifact (Kline, Huang, Snyder, & Ferris, 2015). 
In particular, visual manipulations can greatly impact healthy adult electrocortical dynamics and 
balance control by inducing conflict among visual, vestibular, and proprioceptive inputs. 
Blindfolded walking in healthy adults has shown increased EEG spectral power in 
somatosensory areas (Oliveira, Schlink, Hairston, König, & Ferris, 2017a), indicating that visual 
manipulations can substantially alter electrocortical dynamics. Similarly, visual rotations using 
prism goggles can increase mediolateral sway during stance due to sensory conflict caused by 
inaccurate visual input (Cauquil, Bessou, Dupui, & Bessou, 1998).  Also, perturbed optical flow 
can increase healthy adult parietal theta power (Slobounov, Teel, & Newell, 2013). 
Understanding visual processing during balance control is important because over-reliance on 
vision is a cause of increased falls in older adults (Franz J. R., Francis, Allen, O’Connor, & 
Thelen, 2015).  
The purpose of our study was to identify similarities and differences in healthy adult 
electrocortical activity between physical pull and visual rotation perturbations during beam 
walking and tandem stance. We used a mediolateral pull to the subject’s waist to physically 
challenge balance. For the visual perturbation, subjects wore a virtual reality head-mounted 
display that induced a 20° visual field rotation during beam walking and tandem stance. We 
hypothesized that both the physical pull and visual perturbations would transiently increase theta 
power (4-8 Hz) and decrease beta power (13-30 Hz), indicating cortical detection of perturbed 
balance and decreased motor inhibition, respectively. We also expected that visual rotations 
would increase fluctuations in occipito-parietal areas based on the prominent cortical areas for 
visual processing whereas physical pull perturbations would increase cortical activity in central 
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sensorimotor areas due to large EEG event-related potentials seen in these areas during physical 
perturbations, likely indicating planning of a motor response (Marlin, Mochizuki, Staines, & 
McIlroy, 2014). 
Materials & Methods 
Subjects 
We tested 30 healthy, young adults [15 females-15 males, age 22.5±4.8 years (mean±standard 
deviation (SD))] for this study. All subjects identified themselves as right hand and right foot 
dominant, with normal or corrected vision. We screened subjects for any neurological, 
orthopedic, or cardiac conditions and injuries. All subjects provided written informed consent. 
Our protocol was approved by the University of Michigan Health Sciences and Behavioral 
Sciences Institutional Review Board for the protection of human subjects. 
Before each experiment, we screened subjects for motion sickness in virtual reality. Subjects 
stood in place for a 5 minute activity while wearing a virtual reality headset (Oculus Rift DK2, 
Oculus VR, Irvine, CA). Subjects walked and jumped around a virtual environment using body 
gestures tracked by a Microsoft Kinect v2 (Microsoft, Redmond, WA). We included a disconnect 
between real and virtual movements to be more disorienting than our main testing protocol. 
Subjects participated in the main experiment if both the subject and experimenter agreed that 
they did not exhibit any symptoms of motion sickness. Two potential subjects exhibited motion 
sickness symptoms and did not participate in the experiment; 30 subjects passed this screening. 
Experiment Design 
Subjects either walked at 0.22 m/s or stood on a 2.5 cm tall by 12.7 cm wide balance beam 
mounted to a treadmill. Subjects wore a body-support harness for safety, with extended support 
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straps to allow for unrestricted mediolateral movement. The beam was designed to be wide 
enough for a single foot to enforce tandem gait and tandem stance. We gave subjects specific 
instruction to look straight ahead and to avoid looking at their feet. We instructed subjects to 
only move their hips side-to-side to balance when on the balance beam, avoiding rotations across 
their body’s longitudinal axis. Subjects also crossed their arms and walked heel-to-toe during the 
walking conditions. These instructions followed previous studies (Domingo & Ferris, 2009; 
Domingo & Ferris, 2010). We had subjects cross their arms while walking so that subjects 
avoided swinging their arms to stabilize themselves. It made the task more difficult and also 
conformed with previous studies on treadmill balance beam walking (Domingo & Ferris, 2009; 
Domingo & Ferris, 2010; Sipp, Gwin, Makeig, & Ferris, 2013). Crossed arms can also reduce 
inter-subject variability during the task because there is no variation in arm movement. 
We used two types of perturbations during testing: a visual field rotation and a mediolateral pull 
to one side (Figure 4-1). We randomly selected half of the subjects to perform visual rotations 
first while the other half performed the pull perturbations first. The visual field rotation was 
presented with an Oculus Rift virtual reality headset. Subjects saw the view of a webcam 
mounted to the headset. This view was digitally rotated 20° clockwise or counterclockwise for 
0.5 sec. For the pull perturbation, subjects were physically pulled by one of two 
electromechanical motors [Chiaphua Industries Motor (CIM)] placed on either side of the 
treadmill. When commanded (dSPACE GmbH, Paderborn, Germany), one motor rotated an 
attached bar 90° away from the subject, which pulled on a steel cable connected to the subject’s 
safety harness. The motor rotated back 1 sec after the initial rotation. Tensile load cells 
(LCM703, OMEGA Engineering, INC., Norwalk, CT) were attached in series with the steel 
cable on either side to record pull force and onset. Both perturbation types were presented using 
70 
 
predefined pseudo-random sequences. Subjects were exposed to each perturbation for 10 minute 
conditions of 150 perturbations each (75 per side). We had subjects exposed to each of these 
perturbations while standing and while walking (4 trials total). Subjects were asked to stand in 
tandem stance, with their right foot in front of the left. Subjects walked at a speed of 0.22 m/s to 
enable subjects to maintain balance consistently on the balance beam. 
 
Figure 4-1: Experiment setup. A sketch of a subject walking on the beam, exposed to pull (left) 
and visual rotation (right) perturbations. Subjects wore a body-support harness for all conditions. 
The inset sketches show example 20° perturbations in counterclockwise (top) and clockwise 
(bottom) directions. Subjects were exposed to pull and visual rotation perturbations during 
separate 10-minute trials of standing and walking, leading to 4 total trials per subject. 
We recorded EEG using a 136-channel system (BioSemi Active II, BioSemi, Amsterdam, NL), 
sampled at 512 Hz. Two of the EEG electrodes were used to record left and right neck muscle 
activity. EEG electrode positions were measured using a Zebris ELPOS digitizer (Zebris Medical 
GmbH, Isny, Germany). We also recorded motion capture from 16 reflective markers on the feet, 
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sacrum, neck, and head (Vicon, Los Angeles, CA). We recorded EMG from 4 lower leg muscles 
of each leg (tibialis anterior, soleus, medial gastrocnemius, and peroneus longus), sampled at 
1000 Hz (Biometrics, Ladysmith, VA). We used a 0.5 Hz square pulse to synchronize the 
recording systems. 
To analyze perturbation-evoked activity, we needed to determine perturbation onset events. For 
visual perturbations, we programmed keyboard button presses on the virtual reality computer 
keyboard to correspond with perturbation onset, using Windows Input Simulator. This keyboard 
input was recorded and synchronized with the EEG data using Lab Streaming Layer (Delorme, et 
al., 2011). Pull perturbation events were determined by finding peaks in detrended load cell data. 
We estimated the pull onset events by finding when the load cell voltage first went 3 standard 
deviations above baseline voltage prior to each peak and manually inspected each to ensure 
accuracy. We used these onset times as the final pull perturbation events. 
Behavioral and Physiological Measures 
We used cleaned, mediolateral motion capture marker trajectories from the head and sacrum to 
estimate perturbation-evoked changes in stability and overall stability during each trial. We 
estimated body and head sway during each trial with mediolateral standard deviation of the 
sacrum and head markers. We ran a 2x2 repeated measure ANOVA to test for main effects of 
perturbation type (pull vs. rotate) and physical task (standing vs. walking). Post-hoc pairwise 
comparisons were performed using t-tests with false discovery rate correction (p<0.05) 
(Benjamini & Yekutieli, 2001). We also analyzed the perturbation-evoked head and sacrum 
mediolateral displacement. Marker trajectories were detrended, 6 Hz low-pass filtered, and fully 
rectified. We epoched the result around each perturbation onset, subtracted baseline motion for 
the half-second before perturbation onset, and averaged the result for each perturbation type. 
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Peak load cell voltages were used to determine if pull forces differed due to the physical task 
(standing vs. walking) or pull direction (left vs. right). We converted peak detrended load cell 
voltages to pull forces (in N) based on prior calibration of the load cells with known weights. A 
2x2 repeated measure ANOVA analyzed main effects of physical task and pull direction on peak 
pull force. 
We also analyzed perturbation-evoked EMG activity in the lower leg. EMG data were detrended, 
20 Hz high-pass filtered, and full-wave rectified (Sipp, Gwin, Makeig, & Ferris, 2013). We used 
3 minutes of 0.22 m/s baseline tandem walking to normalize the EMG activity for each muscle 
electrode. Baseline walking occurred without perturbations and without the virtual reality 
headset. EMG activity during baseline walking was detrended, 20 Hz high-pass filtered, and full-
wave rectified. We then time-warped the baseline EMG to the gait cycle (beginning and ending 
at right heel strike) and averaged across gait cycles for each EMG electrode. We found 
45.9±18.9 baseline gait cycles per subject (mean±SD). The maximum value of the average time-
warped gait cycle for each EMG electrode was used for normalization. Such peak gait cycle 
normalization has been shown to reduce inter-subject variability compared to using maximum 
voluntary contractions (Yang & Winter, 1984). We epoched the normalized EMG activity 
around each perturbation onset, subtracted baseline activity during the half-second before 
perturbation onset, and averaged across trials for each perturbation type. Based on these results, 
we averaged the perturbation-evoked EMG over a 0.3 sec time window (0.2-0.5 after 
perturbation onset) for each subject to statistically compare peak EMG activity. 2x4 repeated 
measure ANOVA tests analyzed intra-condition main effects of muscle type (tibialis anterior, 
soleus, gastrocnemius, peroneus longus) and body side (left vs. right). We also used a 2x2 
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repeated measure ANOVA to test for inter-condition main effects of physical task and 
perturbation type. Post-hoc pairwise comparisons were performed using t-tests, corrected for 
multiple comparisons using false discovery rate.  
To test for the presence of adaptation effects during each trial, we calculated the pull force, peak 
EMG amplitude, and mediolateral marker position for the head and sacrum during the first and 
last minute of each trial. We performed 2x4 repeated measure ANOVA tests to look for 
significant main effects of trial type and adaptation (first minute vs. last minute). Post-hoc 
pairwise comparisons were performed using t-tests with false discovery rate correction. All non-
EEG statistics were calculated in R (R Core Team, 2017), with statistical significance 
determined if p<0.05. 
EEG Data Processing 
We processed all EEG data using custom EEGLAB scripts (Delorme & Makeig, 2004). EEG 
data was downsampled to 256 Hz, 1 Hz high-pass filtered, merged across all conditions, and 
referenced to the common median of all channels. We reduced 60 Hz line noise using Cleanline 
(Mullen T. R., 2014). We rejected bad channels that had high standard deviation, had kurtosis 
above 5 standard deviations, or were uncorrelated for more than 1% of the time (Kline, Huang, 
Snyder, & Ferris, 2015; Luu, Brantley, Nakagome, Zhu, & Contreras-Vidal, 2017c). We retained 
111±7 channels (mean±SD). 
We further denoised the remaining EEG channels. To remove large mechanical artifacts, we 
used artifact subspace reconstruction (Mullen, et al., 2013) with a threshold of 20 standard 
deviations, which has been used in a previous mobile EEG study (Artoni, et al., 2017). We also 
performed selective low-pass filtering using ensemble empirical mode decomposition (Al-
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Subari, et al., 2015; Wu & Huang, 2009) and canonical correlation analysis (Hotelling, 1936), 
similar to Roy et al. (Roy, Shukla, Shukla, & Rawat, 2017). This specifically targeted large high-
frequency activity with low autocorrelation such as muscle activity and line noise (Safieddine, et 
al., 2012). We then re-referenced the data to the common average and interpolated the rejected 
channels to maintain a consistent montage across the head.  
Next, we ran independent component analysis on the data using adaptive mixture independent 
component analysis (AMICA) (Palmer, Kreutz-Delgado, & Makeig, 2006; Palmer, Makeig, 
Kreutz-Delgado, & Rao, 2008). Prior to this, we ran principal component analysis to ensure that 
the data sent into independent component analysis was full rank. We reduced down to 90 
principal components for all subjects to maximize the ratio of data points to channels, which 
helps ensure that independent component analysis can properly separate sources of activity 
(Särelä & Vigário, 2003).  
After independent component analysis, we fit each independent component to an equivalent 
dipole using DIPFIT2, retaining components that explained greater than 85% of the scalp 
variance (Oostenveld & Oostendorp, 2002). We removed non-cortical components based on 
visual inspection of dipole location and power spectra, retaining 240 total dipoles. These 
remaining cortical dipoles were clustered using k-means, with weights of 10 for dipole locations, 
2 for power spectra, and 1 for scalp maps. Dipoles greater than 3 standard deviations from the 
final clusters were placed in an outlier cluster. We analyzed clusters containing dipoles from 
more than half of the subjects (>15), which resulted in 8 clusters (Figure 4-2). These clusters 
were located in left occipital (18 subjects, 25 dipoles), right occipital (16 subjects, 22 dipoles), 
posterior parietal (23 subjects, 29 dipoles), anterior parietal (18 subjects, 23 dipoles), left 
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sensorimotor (23 subjects, 25 dipoles), right sensorimotor (22 subjects, 30 dipoles), 
supplementary motor (27 subjects, 48 dipoles), and anterior cingulate (16 subjects, 18 dipoles). 
 
Figure 4-2: Source-localized dipole clusters across subjects. The resulting cortical dipoles 
corresponding to independent components are shown (top) for all subjects (n=30), colored 
according to its corresponding cluster. Cluster centroids are shown (bottom) in axial (left), 
sagittal (middle), and coronal (right) views. Cluster coloring is: left occipital (red), right occipital 
(green), posterior parietal (yellow), anterior parietal (pink), left sensorimotor (blue), right 
sensorimotor (cyan), supplementary motor (orange), and anterior cingulate (purple). 
To analyze electrocortical activity during each trial, we calculated average EEG log power 
spectra. We compared spectral differences across trials by averaging spectral power into 4 
frequency bands: theta (4-8 Hz), alpha (8-13 Hz), beta (13-30 Hz), and gamma (30-100 Hz). 2x2 
nonparametric permutation test repeated measure ANOVAs were used to analyze main effects of 
perturbation type and physical task for each frequency band, with 2000 permutations for each 
test. Further pairwise comparisons were performed using Wilcoxon rank-sum tests, corrected for 
multiple comparisons using false discovery rate. These statistics were performed in MATLAB 
(MATLAB 2013a, Mathworks, Natick, MA), with significance if p<0.05 for all tests. 
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We assessed perturbation-evoked electrocortical activity with EEG log time-frequency activity 
averaged across epochs, known as event-related spectral perturbations (ERSPs). We split the data 
into 2-sec epochs (0.5 sec before to 1.5 sec after perturbation onset), resulting in 150±1 epochs 
for stand pull, 145±22 epochs for walk pull, 148±7 epochs for stand rotate, and 149±0 epochs for 
walk pull (mean±SD). We subtracted baseline activity for the half-second preceding perturbation 
onset. We used bootstrap statistics in MATLAB to determine significant differences from 
baseline, with a significant difference if p<0.05. Non-significant values were set to 0. When 
calculating ERSPs, we took the median across trials instead of the mean to ensure that any large 
power fluctuations from a single trial did not skew the final ERSP results. 
Because of the consistent spectral pattern across clusters, we were able to quantify the onset of 
each perturbation-evoked synchronization and desynchronization. We chose the largest 
contiguous region between 200 ms before and 500 ms after the perturbation onset, specifying 
frequency bands of 4-13 Hz for the synchronization and 8-30 Hz for the desynchronization. 
These bands were chosen based on the frequencies of the major ERSP fluctuations for both 
perturbation types. We defined the onset latency as the first time bin when the ERSP was outside 
of ±1 dB. This was performed on significance masked ERSPs for every dipole within each 
cluster. For each cluster, we performed one-way Kruskal-Wallis tests to test for a significant 
effect of synchronization vs. desynchronization onsets. We also performed two separate Kruskal-
Wallis tests for significant effects of perturbation type (rotations vs. pulls) and physical task 
(standing vs. walking) for each of the synchronization and desynchronization onsets (5 total tests 
per cluster). We performed these statistics in R, with significance if p<0.05. 
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We also assessed neck muscle EMG recorded from two EEG external electrodes placed on the 
back of the neck, approximately 5 cm above the seventh cervical vertebrae (C7) and 1 cm to 
either side. We referenced these externals to the EEG common-average reference and use artifact 
subspace reconstruction to remove any gross artifact. We epoched the muscle activity into the 
same 2-sec epochs as the EEG data, calculating average EEG log power spectra and ERSPs 
using the same methods as the EEG data. We performed the same ERSP significance masking 
and 2x2 nonparametric permutation test repeated measure ANOVAs for the power spectra, with 
significance if p<0.05. We have included statistical tables summarizing all statistical tests 
performed (Table 4-1, Table 4-2, Table 4-3). Note that all pairwise comparisons used a false 
discovery rate correction (Benjamini & Yekutieli, 2001), and all p-values presented for these 
comparisons are adjusted to keep the false positive (alpha) threshold at 0.05. 
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Table 4-1: Statistical table for behavioral analyses 
Measure Data 
Structure 
Type of test Power (parametric) or 95% confidence interval (non-
parametric) 
Pull force Normal 
2x2 repeated 
measure 
ANOVA 
Pull direction: 0.568, physical task: 0.360, interaction: 
0.059 
Sacrum marker SD 
(Fig. 4A) Normal 
2x2 repeated 
measure 
ANOVA 
Perturbation type: 1.00, physical task: 0.997, interaction: 
0.358 
Head marker SD 
(Fig. 4B) Normal 
2x2 repeated 
measure 
ANOVA 
Perturbation type: 1.00, physical task: 0.998, interaction: 
0.378 
EMG intra-
conditions (Fig. 5) Normal 
2x4 repeated 
measure 
ANOVA 
Stand Pull (Muscle type: 1.00, body side: 1.00, 
interaction: 0.730), Walk Pull (Muscle type: 1.00, body 
side: 0.054, interaction: 0.228), Stand Rotate (Muscle 
type: 0.206, body side: 0.088, interaction: 0.153), Walk 
Rotate (Muscle type: 0.217, body side: 0.233, 
interaction: 0.123) 
EMG inter-
conditions (Fig. 5) Normal 
2x2 repeated 
measure 
ANOVA 
Perturbation type: 0.950, physical task: 1.00, interaction: 
0.988 
Behavioral 
adaptation (Fig. 6) Normal 
2x2 repeated 
measure 
ANOVA 
Pull force (trial type: 0.698, adaptation: 0.589, 
interaction: 0.052), peak EMG (trial type: 1.00, 
adaptation: 0.379, interaction: 0.196), head marker SD 
(trial type: 1.00, adaptation: 0.111, interaction: 0.896), 
sacrum marker SD (trial type: 1.00, adaptation: 0.263, 
interaction: 0.174)  
The data structure, type of statistical test used, and statistical power are shown for all behavioral statistical tests 
performed. We calculated two-way repeated measure ANOVA power using the anova_stats() function from the 
sjstats library in R. 
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Table 4-2: Statistical table for event-related spectral perturbation (ERSP) onsets 
Measure Data 
Structure 
Type of test 95% confidence interval 
EEG ERSP onset 
latencies between 
synchronization/ 
desynchronization 
(Fig. 10) 
Non-normal 
One-way 
Kruskal-
Wallis test 
Left occipital (sync: 52.7-105, desync: 182-242), right 
occipital (sync: 54.7-114, desync: 160-203), posterior parietal 
(sync: 23.4-70.3, desync: 176-234), anterior parietal: (sync: 
54.7-145, desync: 188-250), left sensorimotor (sync: 39.1-
113, desync: 137-203), right sensorimotor (sync: 82.0-145, 
desync: 195-250), supplementary motor area (sync: 54.7-
97.7, desync: 160-258), anterior cingulate (sync: 137-203, 
desync: 129-234)  
EEG ERSP 
synchronization 
onset (Fig. 10) 
Non-normal 
2 one-way 
Kruskal-
Wallis tests 
Stand (Left occipital: 39.1-105, right occipital: 54.7-112, 
posterior parietal: 7.81-54.7, anterior parietal: 7.81-97.7, left 
sensorimotor: 7.81-76.2, right sensorimotor: 31.2-113, 
supplementary motor area: 39.1-84, anterior cingulate: 113-
211), walk (Left occipital: 39.1-189, right occipital: 54.7-
129, posterior parietal: 54.7-113, anterior parietal: 97.7-188, 
left sensorimotor: 82.0-176, right sensorimotor: 97.7-188, 
supplementary motor area: 82.0-121, anterior cingulate: 113-
256), pull perturbation (Left occipital: 70.3-189, right 
occipital: 70.3-152, posterior parietal: 54.7-152, anterior 
parietal: 23.4-160, left sensorimotor: 15.6-89.8, right 
sensorimotor: 70.3-145, supplementary motor area: 7.81-
39.1, anterior cingulate: 82.0-174), rotation perturbation 
(Left occipital: 23.4-70.3, right occipital: 26.8-105, posterior 
parietal: 7.81-54.7, anterior parietal: 37.9-143, left 
sensorimotor: 39.1-160, right sensorimotor: 70.3-160, 
supplementary motor area: 113-176, anterior cingulate: 176-
242) 
EEG ERSP 
desynchronization 
onset (Fig. 10) 
Non-normal 
2 one-way 
Kruskal-
Wallis tests 
Stand (Left occipital: 182-281, right occipital: 160-219, 
posterior parietal: 176-234, anterior parietal: 197-266, left 
sensorimotor: 145-219, right sensorimotor: 188-250, 
supplementary motor area: 176-309, anterior cingulate: 97.7-
266), walk (Left occipital: 137-219, right occipital: 145-227, 
posterior parietal: 176-234, anterior parietal: 129-281, left 
sensorimotor: 113-211, right sensorimotor: 160-273, 
supplementary motor area: 70.3-234, anterior cingulate: 54.7-
266), pull perturbation (Left occipital: 82.0-273, right 
occipital: 84.0-219, posterior parietal: 105-234, anterior 
parietal: 189-316, left sensorimotor: 121-195, right 
sensorimotor: 160-250, supplementary motor area: 145-309, 
anterior cingulate: 99.8-281), rotation perturbation (Left 
occipital: 188-242, right occipital: 188-219, posterior parietal: 
196-234, anterior parietal: 176-250, left sensorimotor: 145-
250, right sensorimotor: 188-258, supplementary motor area: 
113-242, anterior cingulate: 54.7-242) 
Data structure, type of statistical test used, and 95% confidence intervals are shown for ERSP onset. We calculated 
95% confidence intervals using bootstrap statistics with 5000 replicates. 
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Table 4-3: Statistical table for EEG power analyses 
Measure Data Structure Type of test 95% confidence interval 
EEG power spectra (Fig. 7) Non-normal 
2x2 permutation 
repeated measure 
ANOVA 
- 
EEG ERSPs (Figs. 8 & 9) Non-normal Bootstrap statistics - 
Neck power spectra (Fig. 11) Non-normal 
2x2 permutation 
repeated measure 
ANOVA 
- 
Neck muscle ERSPs (Fig. 11) Non-normal Bootstrap statistics - 
The data structure and type of statistical test used are shown for EEG event-related spectral power (ERSP) and 
power spectra statistical comparisons performed. We did not include power or confidence intervals due to the high 
number of comparisons performed. 
Results 
Marker Standard Deviation & Perturbation Response 
Pull perturbations induced rapid mediolateral displacements in the subject’s head and torso, but 
visual perturbations led to a delayed head mediolateral displacement that was more prominent 
for walking compared to standing (Figure 4-3). Mediolateral head and sacrum position changed 
starting at approximately 400 ms after perturbation onset. In contrast, visual perturbations during 
standing induced no noticeable displacements in head and sacrum. Average head and sacrum 
displacements following perturbation onset were small, indicating that minimal motion artifact is 
present in the EEG (Figure 4-3). Marker displacements were primarily under 1 cm, suggesting 
little head and sacrum motion immediately following perturbation onset. The walk rotate trial 
appears to induce the largest deviation of the head, which is most pronounced approximately 1 
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sec after perturbation onset. This suggests a lack of consistent head motion immediately 
following perturbation onset. Based on this, we would expect minimal motion artifact in the EEG 
data. 
 
Figure 4-3: Motion capture marker perturbation-evoked displacement. Average sacrum 
(top) and head (bottom) mediolateral displacement is shown for all conditions (n=30), time-
locked to the perturbation onset at 0 sec (shading shows standard error). We rectified 
displacements to quantify average mediolateral movements away from the beam in either 
direction. We subtracted off baseline activity during the half-second prior to perturbation onset. 
Displacements of both markers stayed near or below 0.5 cm for the first second after the 
perturbation onset, indicating little consistent head or body mediolateral movement to the 
perturbation. This suggests that there is likely minimal motion artifact in the EEG data. 
Across each entire trial, estimated sacrum and head mediolateral sway was notably increased 
during walk rotate and decreased during stand pull (Figure 4-4). Our 2x2 repeated measure 
ANOVA test found significant main effects of perturbation type (sacrum: p=1.62e-7, head: 
p=1.09e-12) and physical task (sacrum: p=8.08e-6, head: p=3.47e-6) for both markers. The 
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interaction terms were not significant. Pairwise comparisons for both markers found that walk 
rotate had significantly increased standard deviation compared to stand pull (sacrum: p=2e-16, 
head: p=2.1e-12), walk pull (sacrum: p=2.7e-12, head: p=1.1e-9), and stand rotate (sacrum: 
p=0.004, head: p=0.003). Marker standard deviation was also significantly decreased during 
stand pull compared to walk pull (sacrum: p=4.5e-11, head: p=1.2e-8) and stand rotate (sacrum: 
p=0.047, head: p=1.7e-3). We found no other significant differences. Note that this estimated 
sway is the average across the entire trial and does not reflect the perturbation-evoked 
displacement responses shown in Figure 4-3. 
 
Figure 4-4: Mean mediolateral marker standard deviation across trials. The average sacrum 
(top) and head (bottom) mediolateral standard deviation for each entire trial is shown (n=30; 
error bars show standard error). Asterisks indicate significant pairwise differences (p<0.05). Both 
head and sacrum mediolateral sway indicate that subjects had the least side-to-side movement to 
pull perturbations during stance and the most movement to visual rotations during walking. 
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Pull Force Results 
We found no differences in pull perturbation force between walking and standing trials, and 
between right and left pulls. Pull forces to the subject’s left side were 16.73±6.56 N during 
standing and 15.76±6.23 N during walking (mean±SD). Pull forces to the subject’s right side 
were 15.38±2.15 N during standing and 14.00±2.54 N during walking. While we found a 
significant main effect of pull direction (p=0.035), we found no significant pairwise differences 
in pull direction during standing (p=0.420) and walking (p=0.420). We found no significant main 
effect of physical task (p=0.112), and the interaction term was also not significant (p=0.778). 
EMG Perturbation Response 
We found substantial differences in peak EMG activity across muscles following perturbation 
onset, along with notably increased left leg EMG compared to right leg during stand pull. The 
average EMG perturbation response is shown in Figure 4-5. The 2x4 repeated measure ANOVA 
test for stand pull found significant main effects for muscle type (p=3.68e-9), body side (p=2e-
16), and their interaction (p=0.027). Pairwise comparisons showed significant increases in all left 
side muscles compared to right muscles (tibialis anterior: p=0.0087, gastrocnemius: p=5.17e-11, 
peroneus longus: p=5.58e-7), except for soleus (p=0.065). Across muscles, we found 
significantly decreased soleus activity compared to tibialis anterior (p=6.94e-6) and peroneus 
longus (0.021). Gastrocnemius peak EMG was also significantly decreased compared to tibialis 
anterior (p=1.32e-6) and peroneus longus (p=0.002). Tibialis anterior peak EMG was also 
significantly greater than peak peroneus longus EMG (p=0.039). No other significant pairwise 
comparisons were found. For walk pull, we found a significant main effect of muscle type 
(p=4.38e-14), with significantly decreased soleus and gastrocnemius EMG compared to tibialis 
anterior (soleus: p=7.12e-6, gastrocnemius: p=3.17e-13) and peroneus longus (soleus: p=3.66e-5, 
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gastrocnemius: p=8.26e-13). Peak gastrocnemius EMG was significantly decreased compared to 
soleus (p=1.65e-8). No other comparisons were significant. ANOVA tests for stand rotate and 
walk rotate found no significant effects.  
 
Figure 4-5: EMG perturbation-evoked activity. Average rectified EMG activity is shown for 
8 lower leg muscles across all trials (n=30), time-locked to the perturbation onset at 0 sec 
(shading shows standard error). Each muscle’s activity was normalized to peak EMG activity 
during the 15 seconds of walking prior to perturbation onset during the walk pull condition. The 
horizontal green line indicates this 100% peak EMG activity during walking. We subtracted off 
the baseline activity during the half-second before perturbation onset. Pull perturbations show 
clear increases in muscle activity following perturbation onset, with substantially increased left 
leg muscle activity to pull perturbations administered during standing. This is especially 
noticeable between the left and right medial gastrocnemius. 
For EMG across all 4 conditions, pull perturbations substantially increased peak EMG compared 
to visual perturbations, with notable differences in muscle activity between standing and 
walking. Our 2x2 repeated measure ANOVA across all 4 conditions showed a significant main 
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effect of physical task (p=3.32e-4), a significant main effect of perturbation type (p=2e-16), and 
a significant interaction term (p=2.53e-5). For pairwise comparisons, we found significantly 
increased peak EMG activity between the pull and rotate conditions for almost all muscles. The 
only exception was that the right gastrocnemius muscle did not significantly differ between walk 
pull and both stand rotate (p=0.077) and walk rotate (p=0.171). We found significantly increased 
EMG during stand pull compared with walk pull for left tibialis anterior (p=0.008), left soleus 
(p=0.025), left gastrocnemius (p=2.17e-11), and left peroneus longus (p=0.003). In contrast, we 
found significantly increased right peroneus longus (p=0.002) EMG during walk pull compared 
to stand pull. 
Behavioral Adaptation during Each Trial 
There was no notable adaptation in any behavioral measure from the first to last minute of each 
trial. Comparing the first minute to the last minute of each 10-minute trial showed no statistical 
differences in standard deviation of sacrum (p=0.187) and head (p=0.474) marker mediolateral 
position or pooled EMG amplitude across muscles (p=0.099), as shown in Figure 4-6. We did 
find a significant adaptation of pull force (p=0.031), but no pairwise comparisons were 
significant (p=0.200 for walk pull early vs. stand pull late; p=0.410 for all other comparisons). 
There was also a significant interaction between trial and adaptation effects for the head 
mediolateral standard deviation (p=0.004). Post-hoc pairwise t-tests found no significant 
adaptation effects for head mediolateral standard deviation during stand pull (p=0.208), walk pull 
(p=0.141), stand rotate (p=0.118), and walk rotate (p=0.118). Adaptation effects appeared 
minimal during each trial, indicating that each trial can be considered reasonably consistent from 
beginning to end. 
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Figure 4-6: Adaptation results for behavioral measures. The average and standard error of the 
first (lighter color) and last (darker color) minute of each 10-minute trial are shown for 
behavioral measures (n=30). Because pull force could only be calculated during the pull 
perturbation, there are no values during the rotation perturbations. We only found a significant 
difference between the first and last minute for pull force (denoted by asterisk; repeated measure 
ANOVA p=0.031), although no pairwise comparisons were significant. We found no other 
significant adaptation effects for the other measures. Our results indicate that minimal adaptation 
effects were present. 
EEG Power Spectra 
We found significantly increased theta spectral power during walk rotate compared to all other 
conditions across multiple areas (Figure 4-7). Walk rotate showed significantly increased theta 
power in right occipital, left occipital, anterior parietal, and anterior cingulate compared to all 
other conditions (p=5.0e-4 for all). 
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Figure 4-7: EEG cluster power spectra for each trial. The average EEG power spectra is 
shown for each trial (n=30), with log scaling along the x-axis. Shading reflects significant 2x2 
ANOVA main effects. Green shading indicates a significant main effect of physical task 
(standing vs. walking), red shading indicates a significant main effect of perturbation type 
(rotation vs. pull), and brown shading indicates both main effects are significant. We found 
significant increases in theta and gamma power during walk rotate compared to the other three 
conditions, primarily in occipito-parietal areas. We also found significant increases in alpha and 
beta power during standing compared with walking in sensorimotor areas. 
Alpha and beta power were substantially increased during standing conditions compared to 
walking in several cortical areas. Left and right sensorimotor areas showed significantly 
increased alpha and beta spectral power during stand pull and stand rotate compared to walk pull 
and walk rotate, respectively (p=5.0e-4 for all). We also found significantly increased alpha 
power during both standing conditions compared to their corresponding walking conditions in 
posterior parietal (p=5.0e-4 for both). In addition, we found significantly increased alpha and 
beta power in supplementary motor area during stand pull compared to walk pull (p=5.0e-4), but 
no significant difference between conditions with the visual rotation. 
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In gamma band, we primarily found increased spectral power during walk rotate and decreased 
spectral power during stand pull. Across all clusters, walk rotate had significantly increased 
gamma power compared to all other conditions (p=5.0e-4 for all). We also found significantly 
decreased gamma power for stand pull compared to all other conditions in left occipital, right 
occipital, and posterior parietal (p=5.0e-4 for all). 
EEG ERSPs 
ERSP plots for visual perturbations show theta synchronization immediately after perturbation 
onset followed by alpha-beta desynchronization (Figure 4-8). A similar pattern of time-frequency 
activity occurs immediately following perturbation termination. This pattern is strongest in the 
left occipital, right occipital, and posterior parietal areas, with weaker patterns of synchronization 
and desynchronization seen in other cortical clusters. 
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Figure 4-8: EEG event-related spectral perturbation (ERSP) plots for visual rotations. EEG 
ERSPs are shown for the visual rotation perturbations during standing and walking (n=30). 
Significant increases in spectral power relative to baseline (the 500 ms before perturbation onset) 
are shown in red, referred to as synchronization. Significant decreases in power relative to 
baseline are displayed in blue and are referred to as desynchronization. Vertical lines indicate 
perturbation onset and termination at 0 sec and 0.5 sec, respectively. Non-significant differences 
from baseline (bootstrap statistics p≥0.05) were set to 0 dB (green). Occipito-parietal areas 
showed the largest spectral fluctuations, while anterior cingulate had little changes in spectral 
power. 
Pull perturbation ERSPs show a similar pattern of theta synchronization followed by alpha-beta 
desynchronization during perturbation onset and termination (Figure 4-9), but primarily located 
in different cortical areas compared to the visual perturbation. Theta synchronization appears in 
sensorimotor and anterior cingulate areas, with the strongest activity in the supplementary motor 
area. Large alpha-beta desynchronization also occurs in these areas, with strongest activity in left 
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and right sensorimotor areas. Similar time-frequency patterns with weaker strength were seen in 
occipito-parietal areas. 
 
Figure 4-9: EEG event-related spectral perturbation (ERSP) plots for pull perturbations. 
EEG ERSPs are shown for the pull perturbations during standing and walking (n=30). 
Significantly increased spectral power compared to baseline (the 500 ms before perturbation 
onset) is displayed in red, known as synchronization. Significantly decreased power compared to 
baseline is shown in blue, referred to as desynchronization. Vertical lines indicate perturbation 
onset and termination at 0 sec and 1 sec, respectively. Non-significant differences from baseline 
(bootstrap statistics p≥0.05) have been set to 0 dB (green). Centro-frontal motor areas show large 
fluctuations in spectral power following perturbation onset, with the greatest theta 
synchronization in supplementary motor area. Alpha-beta desynchronization (8-30 Hz) is most 
prominent in left and right sensorimotor clusters. 
ERSP synchronization onset occurred notably before desynchronization in most cortical clusters, 
with differences in synchronization onset across trials in multiple sensorimotor areas (Figure 
4-10). In all clusters except the anterior cingulate (p=0.615), we found significantly earlier 
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synchronization onset compared with desynchronization onset (left occipital: p=5.85e-5, right 
occipital: p=6.04e-5, posterior parietal: p=7.56e-10, anterior parietal: p=1.14e-5, left 
sensorimotor: p=2.70e-4, right sensorimotor: p=1.30e-6, supplementary motor area: p=1.24e-5). 
In addition, we found a significant effect of perturbation type during synchronization onset in 
posterior parietal (p=0.019), supplementary motor area (p=4.18e-11), and anterior cingulate 
(p=0.024). We also found a significant effect of physical task during synchronization onset in 
posterior parietal (p=0.006), anterior parietal (p=0.008), left sensorimotor (p=0.005), and right 
sensorimotor (p=1.88e-4). For desynchronization onset, we found no significant main effects of 
perturbation type or physical task. 
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Figure 4-10: Event-related spectral perturbation (ERSP) onset latencies. The onset latencies 
of ERSP’s across each cluster are shown for the theta-alpha synchronization (top) and alpha-beta 
desynchronization (bottom), with error bars showing standard error. We have indicated 
significant one-way Kruskal-Wallis main effects of perturbation type (#, rotation vs. pull) and 
physical task (†, standing vs. walking). Left and right SM indicate left and right sensorimotor 
areas, and SMA indicates supplementary motor area. Most significant effects were found in 
centro-frontal motor areas during synchronization onset. We found significantly increased 
desynchronization onset latency compared with synchronization onset latency in all clusters 
except anterior cingulate. 
Neck Muscle EMG 
Neck muscles showed substantially increased spectral power in the walk rotate condition and 
perturbation-evoked power increased only during the pull perturbations (Figure 4-11). We found 
significantly increased beta and gamma power during walk rotate compared to the other 
conditions and significantly decreased beta and gamma power for stand pull compared to all 
other conditions (p=5.0e-4 for all). ERSP plots show significantly increased neck muscle power 
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immediately following pull perturbation onsets, primarily in beta and gamma frequency bands. 
In contrast, we found little power fluctuations during the visual rotation perturbations. 
 
Figure 4-11: Neck muscle spectral power activity. Average power spectra (top) and median 
event-related spectral perturbation (ERSP) plots (bottom) are shown for left and right neck 
muscle EEG electrode locations (n=30). Power spectra shading indicates that there were 
significant 2x2 repeated measure ANOVA effects of perturbation type and physical task across 
all frequency bands. The neck muscle power spectra for the Walk Rotate condition was 
noticeably higher than the other 3 conditions for both neck electrodes. Significantly increased 
spectral power compared to baseline (the 500 ms before perturbation onset) is displayed in red 
and significantly decreased power compared to baseline is shown in blue. Vertical lines indicate 
perturbation onset at 0 sec and perturbation termination at 0.5 or 1 sec, depending on the 
perturbation type. We set non-significant differences from baseline (bootstrap statistics p≥0.05) 
to 0 dB (green). Based on the ERSPs, only the pull perturbations appear to immediately increase 
neck muscle activity. Neck muscle activity only showed up as increased synchronization on the 
ERSP, and not decreased synchronization. 
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Discussion 
We were able to identify robust electrocortical fluctuations in response to perturbations that 
challenged balance. We found transient theta synchronization and alpha-beta desynchronization 
following perturbation onset, as hypothesized. This spectral activity increased in occipito-parietal 
areas following visual perturbations, whereas physical pulls increased activity in sensorimotor 
areas, as hypothesized. Surprisingly, we found little activity in the anterior cingulate following 
visual perturbations. This study demonstrates that analysis of spectral power fluctuations in 
clusters of electrocortical sources can provide considerable insight into the networks and 
functional activity related to sensorimotor tasks (Gramann, et al., 2011; Makeig S. , 2002).  
Body Sway and Muscle Response 
Body and head sway notably increased during walking and during virtual reality use, indicating 
reduced stability (Figure 4-4). We expected to find increased body and head sway during 
walking compared to standing because walking involves dynamic balance. In addition, body and 
head motion increased when subjects wore the virtual reality headset for the visual perturbations 
compared to unaltered viewing during the pull perturbations. Based on previous studies, this may 
indicate decreased stability when wearing a head-mounted display (Kelly, Riecke, Loomis, & 
Beall, 2008; Robert, Ballaz, & Lemay, 2016). In our virtual reality setup, reduced stability could 
have been caused by a reduced field of view, low latency, or the location of the webcam below 
eye level. 
Our lower leg EMG results showed that physical pull perturbations induced a robust muscle 
response while visual perturbations did not elicit a consistent muscle response (Figure 4-5). This 
is not surprising because the pull perturbations physically attempt to move the subject 
mediolaterally, necessitating a muscular response. The visual perturbation does not physically 
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alter each subject’s movement, instead relying on disruption of visual input to require a balance 
response. Physical mediolateral perturbations induce a reflex response, where the ankle muscles 
attempt to brake side-to-side motion by co-contracting (Hof & Duysens, 2018). This quick 
muscle response to physical pull perturbations highlights the importance of sufficient muscle 
strength to maintain stability (Papa, Garg, & Dibble, 2015). 
During the pull perturbations, muscle activity was greatest in the peroneus longus and tibialis 
anterior, with a notable asymmetry between left and right leg muscles during standing. The 
tibialis anterior, peroneus longus, and medial gastrocnemius have been shown to be important in 
mediolateral body stabilization, while soleus activity may be more active during posterior 
perturbations (Henry, Fung, & Horak, 1998). Interestingly, muscle activity during stand pull was 
notably asymmetrical, with left leg muscle activity higher than the corresponding right leg 
muscles, especially for the medial gastrocnemius. Subjects stood with their left leg in back, 
suggesting that the back leg was more involved in stabilization. The large increase in the left 
gastrocnemius muscle may indicate recruitment of larger leg muscles to help stabilize the body 
during balance. It would be interesting to see if this asymmetrical muscle response also occurs 
between the front and back foot during walking, but this would require timing the perturbation to 
occur during double support phase. 
EEG Power Spectra 
Electrocortical spectral power showed increased alpha power during standing compared with 
walking, likely reflecting differences in motor readiness (Figure 4-7). We found this increased 
alpha power during standing compared to walking in left/right occipital, left/right sensorimotor, 
anterior parietal, posterior parietal, and supplementary motor area, with the largest differences in 
sensorimotor areas. Alpha power has been shown to decrease when walking compared to 
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standing (Presacco, Goodman, Forrester, & Contreras-Vidal, 2011; Youssofzadeh, Zanotto, 
Wong-Lin, Agrawal, & Prasad, 2016). Alpha power can also decrease when performing 
cognitively engaging tasks such as walking in an interactive virtual environment (Wagner, Solis-
Escalante, Scherer, Neuper, & Müller-Putz, 2014) and closed-loop brain-computer interface 
control of a virtual avatar while walking (Luu, Nakagome, He, & Contreras-Vidal, 2017b). 
In addition, we found significantly increased theta power across multiple clusters when subjects 
were exposed to visual perturbations while walking, possibly indicating a cognitive response to 
challenging balance conditions. Body and head sway substantially increased during walk rotate 
compared to all other conditions, suggesting that this condition challenged balance the most. 
Increased theta power has been seen during tasks requiring balance (Sipp, Gwin, Makeig, & 
Ferris, 2013; Slobounov, Cao, Jaiswal, & Newell, 2009) and can correspond to more challenging 
balance tasks (Hülsdünker, Mierau, & Strüder, 2015; Youssofzadeh, Zanotto, Wong-Lin, 
Agrawal, & Prasad, 2016). Increased theta power during walk rotate seems to provide a 
cognitive indicator that balance difficulty increased. 
In the gamma band, we found increased power during walking visual rotations and decreased 
power during standing physical pull perturbations for most brain areas. Gamma power 
differences appeared most pronounced in left occipital, right occipital, and posterior parietal. 
These power spectra differences align quite well to the head and body sway estimates (Figure 
4-4), with stand pull having the lowest sway and walk rotate having the highest. Gamma power 
has been implicated in active cortical processing (Başar, Başar-Eroglu, Karakaş, & Schürmann, 
2001) and can increase with greater instability (Slobounov, Cao, Jaiswal, & Newell, 2009).  It is 
possible that neck muscle activity contaminated the occipital and posterior parietal clusters as 
they are closest to the back of the head where the neck muscles are located. However, there was 
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virtually no neck muscle activation in response to the visual rotation and very strong neck 
muscle activation in response to the physical pull perturbation (Figure 4-11). In contrast, the 
visual rotation had the greatest gamma power in occipital and posterior parietal clusters, and 
physical pull perturbations had low gamma power in occipital and posterior parietal clusters. 
These observations strongly suggest that our signal processing adequately removed neck muscle 
activity from the brain sources. Even for the physical pull perturbations when there was clear 
neck muscle activity, the neck ERSP showed frequencies primarily above 13 Hz and it remained 
fairly consistent after perturbation onset. The brain source synchronizations of interest were all 
below 13 Hz and occurred within the first half-second after perturbation onset. For these reasons, 
it does not seem likely that the neck muscle electrical activity affected our results. 
Perturbation-evoked EEG 
During the pull perturbations, large theta synchronization was seen in sensorimotor and 
supplementary motor areas (Figure 4-9). This initial synchronization has been shown to be 
similar to the N1 peak seen during averaged event-related EEG activity following balance 
perturbations (Varghese, et al., 2014). This N1 activity tends to be widespread, with strongest 
activity localized to the supplementary motor area (Marlin, Mochizuki, Staines, & McIlroy, 
2014), which also shows the greatest theta synchronization in our study. N1 activity has been 
shown to be present despite changes in task (Quant, Adkin, Staines, Maki, & McIlroy, 2004). 
Similarly, theta synchronization in our data appears to show up in most clusters for both 
perturbation types and is well-conserved between standing and walking. In addition, theta 
synchronization onset latency was notably altered in centro-frontal motor areas based on the type 
of perturbation and whether subjects stood or walked. Previous research has shown that the brain 
uses an internal model and identifies loss of balance if body motion diverges too many standard 
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deviations from the previous behavior (Ahmed, 2005). Walking involves more baseline 
movement than standing, which could notably increase this standard deviation threshold used by 
the brain and potentially result in the delayed theta synchronization seen during walking. This 
increased threshold may be due to the increased mediolateral sway seen during walking. 
Interestingly, the single N1 EEG peak in young adults has been found to be delayed and more 
prolonged in older adults, especially in older adults with reduced mobility (Duckrow, Abu-
Hasaballah, Whipple, & Wolfson, 1999). This suggests that theta band synchronization may be 
useful for studying cognitive deterioration in balance performance. 
Although the pull perturbations during standing elicited a asymmetrical electrocortical onset 
times and leg muscle response amplitude, these are likely unrelated to each other. We found a 
substantial increase in left leg muscle response compared to the right leg during pull 
perturbations while standing, likely due to greater use of the back leg for maintaining balance. 
Similarly, the EEG synchronization onset during this trial (Figure 4-10) showed a notable 
decrease in onset latency in left sensorimotor compared with right sensorimotor. Previous 
research during loss of balance showed that the left sensorimotor area was more active than right 
sensorimotor, regardless of the direction in which balance was lost and even though leg muscle 
activity differed based on direction (Sipp, Gwin, Makeig, & Ferris, 2013). The authors concluded 
that the left sensorimotor was the earliest electrocortical indicator that balance is lost, which 
agrees with our findings. In another study, beta power in left premotor area was modulated 
during stabilized vs. unaltered walking, while remaining unaffected in the right premotor area 
(Bruijn, Van Dieën, & Daffertshofer, 2015). Diffusion tensor imaging of older adults found 
significant correlations between stability measures and left hemisphere corticospinal tracts, with 
no significant correlations for right corticospinal tracts, suggesting corticospinal lateralization 
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when maintaining stability (Bruijn, Van Impe, Duysens, & Swinnen, 2014). This may be 
explained by left hemisphere dominance in right-handed humans during a variety of skilled 
movements (Serrien, Ivry, & Swinnen, 2006), potentially implicating subjects’ handedness in 
inducing asymmetrical cortical results. These studies suggest that our subjects’ asymmetrical 
electrocortical onset times are likely influenced by brain laterality during balance control, not 
stance position, but further research is needed to verify this. 
We also found large alpha-beta desynchronization in sensorimotor areas following the pull 
perturbation while standing, likely reflecting changes in motor readiness and decreased motor 
inhibition. This is further evidenced by the largest alpha-beta desynchronization during standing 
occurring in sensorimotor areas, which also showed the large increases in alpha-beta spectral 
power during standing compared to walking. Similar transient alpha-beta desynchronization has 
been shown previously (Luu, Nakagome, He, & Contreras-Vidal, 2017b; Seeber, Scherer, 
Wagner, Solis-Escalante, & Müller-Putz, 2014). It has also been suggested that beta 
desynchronization may reflect the brain detecting a change from the status quo (Engel & Fries, 
2010). During the visual rotations, beta desynchronization may indicate a change in the status 
quo due to conflict between visual and vestibular inputs and conflict between visual and 
proprioceptive inputs. Such alpha-beta frequency fluctuations may not readily correspond to 
averaged event-related activity, indicating that time-frequency decomposition can provide useful 
additional information. 
The similarity in time-frequency patterns between visual and physical perturbations suggests a 
common electrocortical signature due to sensorimotor conflict (Figure 4-8 and Figure 4-9). We 
were able to determine that low-frequency synchronization consistently occurred before higher-
frequency desynchronization in most cortical areas, suggesting a similar pattern to sensorimotor 
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perturbations. This pattern in our data is similar to that seen during visual conflict tasks using 
EEG (Jiang, Bailey, & Xiao, 2018) and local field potential recordings in the subthalamic 
nucleus (Hell, Taylor, Mehrkens, & Bötzel, 2018; Zavala, et al., 2016). All three of these studies 
recorded similar theta and beta oscillations in the cortex, indicating an important connection 
between the subthalamic nucleus and cortex during conflict. This seems to warrant further 
exploration, especially due to the importance of the subthalamic nucleus in Parkinson’s disease 
(Collomb-Clerc & Welter, 2015). Based on the similar patterns elicited by visual and pull 
perturbations, one might expect notable differences in electrocortical activity using visual 
conflicts on patients with Parkinson’s disease compared to healthy adults, especially if they have 
freezing of gait symptoms (Gilat, et al., 2013; Matar, Shine, Naismith, & Lewis, 2013). Despite 
our study being limited to healthy, young adults, there seems to be enough evidence to suggest 
that similar time-frequency, perturbation-evoked EEG activity should be studied in patient 
populations. While Parkinson’s disease has been primarily associated with basal ganglia 
dysfunction (Blandini, Nappi, Tassorelli, & Martignoni, 2000), dual-task studies have indicated 
that cortical activity is also affected (Salazar, et al., 2017; Yogev, et al., 2005), making EEG a 
potentially relevant recording site. It is also interesting to note similarities between our 
perturbation time-frequency pattern and the gait-related time-frequency pattern seen in other 
studies during foot-ground contact and initial stance (Gwin, Gramann, Makeig, & Ferris, 2011; 
Seeber, Scherer, Wagner, Solis-Escalante, & Müller-Putz, 2014). Gait time-frequency patterns 
usually show theta synchronization during heel-strikes, which is similar to the synchronization 
we found after perturbation onset. This theta synchronization during foot-ground contact may 
indicate increased sensorimotor processing due to increased instability during stepping. 
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We were surprised by the lack of spectral fluctuations in anterior cingulate following the visual 
rotation (Figure 4-8). We had hypothesized that there would be large occipito-parietal spectral 
fluctuations for the visual rotation condition, but we still expected some spectral fluctuations in 
the anterior cingulate based on past balance studies (Sipp, Gwin, Makeig, & Ferris, 2013; 
Slobounov, Cao, Jaiswal, & Newell, 2009) and gait (Luu, Nakagome, He, & Contreras-Vidal, 
2017b; Gwin, Gramann, Makeig, & Ferris, 2011). We did see anterior cingulate activity during 
pull perturbations, which was likely a more similar match to the previous studies. One 
interpretation for the lack of anterior cingulate spectral fluctuations after the visual rotations is 
that the anterior cingulate is primarily focused on maintaining balance and changes to physical 
posture. The posterior parietal and occipital areas may be primarily responsible for resolving 
visual conflict, so no further processing by the anterior cingulate is needed. The anterior 
cingulate has been shown to be active during error-monitoring to visual conflicts (Gehring & 
Knight, 2000; van Veen & Carter, 2002), but it may depend on how the anterior cingulate 
defines errors (Carter, et al., 1998). It is also worth noting that most visual flanker or Stroop 
tasks to analyze anterior cingulate activity require a motor response, whereas our visual 
perturbation did not necessitate a physical response. If the visual perturbations led to a step-off 
from the beam, we would expect to see anterior cingulate activity. Further research is needed, but 
this highlights the importance of measuring electrocortical activity during more real-world 
movements. 
While we did not find consistent cortical sources in the prefrontal area, this should not 
necessarily be interpreted that prefrontal areas are uninvolved with the perturbation response. On 
the contrary, multiple fNIRS studies have found increased prefrontal oxygenation during 
challenging balance tasks (Basso Moro, et al., 2014; Ferrari, et al., 2013) and dual-tasking 
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(Mahoney, et al., 2016; Mirelman, et al., 2014). It is possible that artifact from eye movements 
and blinks in the EEG may have made it more challenging for independent component analysis 
to separate out prefrontal sources. 
Perturbation Magnitude 
A limitation of the study is the use of only one perturbation magnitude for the visual rotation and 
physical pull perturbations. In an ideal world, we could have conducted a range of different 
magnitudes of visual rotation (e.g., 5°, 10°, 20°, 40°, and 90° of rotation) and physical pull forces 
(e.g. 5 N, 10 N, 15 N, 25 N, and 50 N). This would have provided information about the 
relationship between perturbation size and the electrocortical dynamics timing and amplitude. 
Previous studies examining scalp EEG during perturbations to standing have found that either 
increasing the perturbation magnitude or shortening the perturbation duration can increase the 
low-frequency electrocortical response, with no differences in electrocortical timing (Dietz, 
Quintern, Berger, & Schenck, 1985; Mochizuki, Boe, Marlin, & McIlRoy, 2010; Staines, 
McIlroy, & Brooke, 2001). While these studies did show some scaling of electrocortical 
responses with perturbation magnitude, the relationship was less than proportional. Given that 
there was no effect on electrocortical timing in the previous studies, it suggests that measuring 
only one perturbation magnitude per condition was not a major weakness to our results. It may 
also be worth conducting future studies at faster walking speeds than 0.22 m/s. We did not 
include faster gait speeds because we did not want to add an extra confound into the experiment. 
Faster speeds increase the inter-subject variability in balance performance as the task is more 
difficult. Choosing 0.22 m/s also makes it easier to compare our results to previous studies that 
have used the same speed (Domingo & Ferris, 2009; Domingo & Ferris, 2010; Sipp, Gwin, 
Makeig, & Ferris, 2013). However, previous studies have found no difference in cortical and 
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muscular responses to cognitive dual-tasking at various gait speeds, so the effect of gait speed 
may be minimal (Kline, Poggensee, & Ferris, 2014; Meester, Al-Yahya, Dawes, Martin-Fagg, & 
Piñon, 2014). Future studies that examine patient population will likely want to examine scaling 
of the perturbation magnitude as they can have reductions in sensorimotor function that make 
detection of the perturbation different from neurologically intact subjects. 
EEG Motion Artifact 
While any EEG study during human movement includes concerns of artifact contamination, 
motion artifact appeared to have minimal effect on our results. Motion artifact has been shown to 
have differential effects across the head during walking (Kline, Huang, Snyder, & Ferris, 
Isolating gait-related movement artifacts in electroencephalography during human walking, 
2015). In contrast, our EEG ERSPs and power spectra were quite consistent between left and 
right clusters in occipital and sensorimotor areas (Figure 4-8 and Figure 4-9). Such symmetry 
provides strong evidence against motion artifact being present. In addition, we do not see 
broadband activity during perturbation onset, which is a hallmark of motion artifact during EEG 
gait experiments (Oliveira, Schlink, Hairston, König, & Ferris, 2017b). We also validated our 
EEG hardware and signal processing techniques against motion artifacts using an electrical head 
phantom and motion platform as done in previous published work (Oliveira, Schlink, Hairston, 
König, & Ferris, 2016). We are very confident that the EEG is not affected by motion artifacts 
given this validation. Furthermore, the visual rotations do not elicit consistent head movement, 
especially during standing (Figure 4-3). While some motion from the pull perturbations was 
expected, the head movement immediately following perturbation onset was at most 0.5 cm on 
average. Little consistent head motion appeared to be present, and the effects of inconsistent 
motion artifacts were likely reduced by averaging. In addition, taking the median across trials for 
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the ERSPs instead of the mean likely prevented any inconsistent artifacts skewing the resulting 
ERSP. Using the median may be useful in future EEG studies, especially if motion artifact is a 
concern. 
Conclusions 
By testing subjects with brief visual rotation and physical pull perturbations, we were able to 
identify a highly conserved electrocortical time-frequency pattern but in different brain regions. 
This pattern was strongest in occipito-parietal areas during visual perturbations and strongest in 
sensorimotor areas during pull perturbations. Such a common time-frequency signature may be 
important in assessing balance dysfunction and improving our understanding of balance control 
in individuals with mobility disorders. 
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Chapter 5: Combined Head Phantom and Neural Mass Model Validation of 
Effective Connectivity Measures4 
Abstract 
Objective Due to its high temporal resolution, electroencephalography (EEG) has become a 
promising tool for quantifying cortical dynamics and effective connectivity in a mobile setting. 
While many connectivity estimators are available, the efficacy of these measures has not been 
rigorously validated in real-world scenarios. The goal of this study was to quantify the accuracy 
of independent component analysis and multiple connectivity measures on ground-truth 
connections while exposed real-world volume conduction and head motion. Approach We 
collected high-density EEG from a phantom head with embedded antennae, using neural mass 
models to generate transiently interconnected signals. The head was mounted upon a motion 
platform that mimicked recorded human head motion at various walking speeds. We used cross-
correlation and signal to noise ratio to determine how well independent recovered the original 
antenna signals. For connectivity measures, we computed the average and standard deviation 
across frequency of each estimated connectivity peak. Main results Independent component 
analysis recovered most antenna signals, as evidenced by cross-correlations primarily above 0.8, 
and maintained consistent signal to noise ratio values near 10 dB across walking speeds 
compared to scalp channel data, which had decreased signal to noise ratio to ~2 dB at fast 
walking speeds. The various connectivity measures were generally able to identify the true 
interconnections, but some measures were susceptible to spurious high-frequency connections 
                                                 
4 This chapter will be submitted for publication in Journal of Neural Engineering. 
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inducing large standard deviations of ~10 Hz. Significance Our results indicate that independent 
component analysis and some connectivity measures can be effective at recovering underlying 
connections among brain areas. These results highlight the utility of validating EEG processing 
techniques with a combination of complex signals, phantom head use, and realistic head motion. 
Introduction 
A recent thrust of neuroimaging research has been to measure brain activity during mobile real-
world scenarios (Ladouce, Donaldson, Dudchenko, & Ietswaart, 2017). Traditional 
neuroimaging methods, such as functional magnetic resonance imaging (fMRI) and positron 
emission tomography (PET), require stationary subjects, limiting their use for real-world 
recordings. In contrast, high-density EEG is a promising method for recording real-world brain 
dynamics due to its portability and high temporal resolution (Gramann, Ferris, Gwin, & Makeig, 
2014; Gramann, et al., 2011). EEG is affected by low spatial resolution and artifact 
contamination, making it challenging to extract meaningful cortical information (Urigüen & 
Garcia-Zapirain, 2015). Blind source separation using independent component analysis can 
separate out cortical and artefactual sources, reducing the impact of artifact contamination and 
improving spatial resolution (Gwin, Gramann, Makeig, & Ferris, 2010; Makeig, Bell, Jung, & 
Sejnowski, 1996). Such high-density, source-localized experiments have been performed during 
mobile tasks such as treadmill walking, stair stepping, and balance-beam walking (Bradford, 
Lukos, & Ferris, 2016; Peterson, Furuichi, & Ferris, 2018; Luu, Brantley, Nakagome, Zhu, & 
Contreras-Vidal, 2017c). 
While many EEG studies analyze frequency-domain spectral power, understanding the flow of 
information amongst brain areas using connectivity analysis can provide a more complete 
understanding of the brain by quantifying interactions amongst cortical regions. However, there 
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are many connectivity measures to choose from. One class of measures originated from Granger 
causality, which states that one signal causes activity in another if information from the past of 
the cause signal provides information that helps predict the future of the effect signal (Granger, 
1969). This idea was developed for 2 signals only, but has since been extended to multichannel 
data use a multivariate autoregressive modelling (Lütkepohl, 2007). One extension was directed 
transfer function (Kaminski & Blinowska, 1991), which was based on the transfer function of the 
autoregressive model. This was corrected using normalization to be frequency independent and 
sensitive only to direct connections, leading to full-frequency directed transfer function (ffDTF) 
and direct directed transfer function (dDTF), respectively (Korzeniewska, Mańczak, Kamiński, 
Blinowska, & Kasicki, 2003). Another extension of Granger Causality is partial directed 
coherence, which was based on the model coefficients in the frequency domain (Baccalá & 
Sameshima, 2001). Corrections to make this measure less dependent on scaling and later scale-
free have resulted in generalized partial directed coherence (gPDC) and renormalized partial 
directed coherence (rPDC), respectively (Baccala, Sameshima, & Takahashi, 2007; Schelter, 
Timmer, & Eichler, 2009). In additions to these extensions of Granger causality, there is also 
Granger-Geweke Causality (GGC) (Geweke, 1982). Additionally, other connectivity measures, 
such as weighted phase lag index (WPLI) and phase locking value (PLV), do not use 
multivariate autoregressive models. PLV measures the relative phase between two sources 
(Lachaux, Rodriguez, Martinerie, & Varela, 1999), but can include spurious, instantaneous 
connections due to volume conduction. In contrast, WPLI is based on imaginary coherence, 
which ignores these instantaneous connections and increases sensitivity to true connections 
(Vinck, Oostenveld, van Wingerden, Battaglia, & Pennartz, 2011). For our study, we used the 
debiased WPLI-square estimator from Vinck et al. (Vinck, Oostenveld, van Wingerden, 
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Battaglia, & Pennartz, 2011). Because PLV and WPLI do not act on model-fit EEG activity, they 
take advantage of averaging results across multiple trials. 
Due to the abundance of connectivity measures, several studies have attempted to validate these 
measures. Previous research has used simulated data to generate connection patterns with a 
known ground truth (Wang, et al., 2014). This has been used to verify connectivity during 
walking (Snyder, Vindiola, Vettel, & Ferris, 2013) and to show that connectivity measures can 
be affected by volume conduction (Brunner, Billinger, Seeber, Mullen, & Makeig, 2016). The 
downside of such modelling is that it usually avoids the non-linearities of the real world, which 
could potentially violate the assumptions of the measure being validated. Another way to 
compare measures is by recording EEG from human subjects and then using various metrics for 
validation (Mahjoory, et al., 2017), but this leads to assumptions about the underlying 
connectivity pattern in the absence of a ground truth. There is currently a need to validate 
connectivity measures on real-world ground truth signals. 
In addition, there is ongoing debate as to whether connectivity estimation should be performed at 
the channel or source level (Brunner, Billinger, Seeber, Mullen, & Makeig, 2016; Kaminski & 
Blinowska, The Influence of Volume Conduction on DTF Estimate and the Problem of Its 
Mitigation, 2017; Van de Steen, et al., 2016). The concern with source-level connectivity is that 
it impairs the channel data’s correlative structure, removing important information (Kaminski & 
Blinowska, Directed Transfer Function is not influenced by volume conduction inexpedient pre-
processing should be avoided, 2014). On the other hand, source-level connectivity is less 
influenced by volume conduction and involves a specific cortical area (Brunner, Billinger, 
Seeber, Mullen, & Makeig, 2016). In addition to the volume conduction, motion artifact becomes 
a concern in mobile settings (Kline, Huang, Snyder, & Ferris, 2015). There is also a need to 
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determine if independent component analysis preprocessing can result in accurate connectivity 
estimation in the presence of real-world volume conduction and motion artifact. 
One way to provide a real-world testing with ground truth signals is to use a phantom head with 
embedded antennae. Head phantoms have long been used in fMRI research to test methods 
(Kneeland, Knowles, & Cahill, 1984) and have also validated EEG source estimation techniques 
(Baillet, et al., 2001; Chowdhury, Mullinger, Glover, & Bowtell, 2014). EEG phantom heads 
mounted upon a moving platform have quantified the effects of head motion and cable sway 
(Oliveira, Schlink, Hairston, König, & Ferris, 2016; Symeonidou, Nordin, Hairston, & Ferris, 
2018). However, no phantom head studies have validated connectivity estimation techniques. In 
order to test connectivity measures using complex, multi-frequency signals, we used a neural 
mass model. Neural mass models are based on the oscillatory properties of neuronal networks, 
which can be used to generate oscillations at various physiological frequency ranges (David & 
Friston, 2003). By summing the results of multiple neural mass models, complex waveforms can 
be created (Ma, 2018). Additionally, interconnections can be created between neural mass model 
signals to analyze EEG connectivity (Gordon, Franaszczuk, Hairston, Vindiola, & McDowell, 
2013; Vindiola, Vettel, Gordon, Franaszczuk, & McDowell, 2014; Snyder, Vindiola, Vettel, & 
Ferris, 2013). However, these previous studies involved computer simulation and did not account 
for the real-world effects as a phantom head might. 
The purpose of this study was to determine the efficacy of independent component analysis and 
connectivity measures on signals of varying complexity exposed to real-world volume 
conduction and motion artifact. We hypothesized that independent component analysis would be 
able to recover the antennae sources and separate out motion artifact as measured by signal to 
noise ratio and cross-correlation of the resulting independent components. In addition, we 
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hypothesized that the connectivity estimation measures we used would be able to find the true 
causal interactions based on the peak frequency for each measure. 
Materials & Methods 
Phantom Head Setup and Antenna Signals 
Our phantom head consisted of a mannequin head with 8 exposed wire pairs, around which we 
used a combination of dental plaster, sodium propionate, and water to simulate realistic tissue 
conductance. See Oliveira et al. for a more complete description (Oliveira, Schlink, Hairston, 
König, & Ferris, 2016). We sent predefined signals into each antenna using an input/output 
interface (MicroLabBox, dSPACE GmbH, Paderborn, Germany). We used 6 of the 8 antennae 
due to memory constraints (Figure 5-1). 3 antenna signals contained intermittent connections, 
while the other 3 were distractor signals to see how well independent component analysis and 
connectivity measures performed in the presence of other signals. 
 
Figure 5-1: Phantom head antennae locations. A CT scan (left) and diagram (right) of the 
antennae locations within the phantom head are shown, using an axial view. The low, mid, and 
high antennae were used to generate the signals of interest that contained intermittent 
connections. These names are based on the peak frequency content of each antenna, with the low 
signal containing the lowest peak frequency while the high signal included the highest peak 
frequency of the 3 signals. In addition, we used 3 distractor signals at the antenna locations 
marked in yellow, which are numbered for later reference. Two other antennae were not used for 
this study due to technological constraints. 
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The 3 non-distractor signals were classified as low, mid, and high based on the main frequency 
component of the signal, as shown in Figure 5-2. The low signal’s peak frequency was at 6.5 Hz, 
corresponding to the EEG theta band. Peak frequency for the mid signal was at 10 Hz, 
corresponding to the EEG alpha band. For the high signal, the peak frequency was at 41 Hz, 
which corresponded to the EEG gamma band. The experiment included 3 conditions with 
different antenna signals: 1) signals with a single peak frequency, 2) signals with a smeared, 
single peak frequency, and 3) signals with two frequency peaks.  
 
Figure 5-2: Antenna signals of interest power spectra. The power spectra for the 3 signals of 
interest (low, mid, high) are shown for each condition. Signals in the single peak condition have 
a single sharp frequency peak, indicating one dominant frequency (the smaller peaks in the mid 
and high signals are from intermittent connections throughout each condition). The power 
spectra during the smeared peak condition are less sharp, reflecting a more complex signal. For 
the double peak condition, each signal had two frequency peaks, which is best exemplified by 
the high signal power spectra. 
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We generated complex and physiologically-relevant signals for each antenna using a neural mass 
model based on previous research (David & Friston, 2003; Vindiola, Vettel, Gordon, 
Franaszczuk, & McDowell, 2014). We used the neural mass model to generate 6 separate 
sources with peak frequencies in different EEG bands (delta, theta, alpha, beta, low gamma, and 
high gamma). These sources were summed together to create each final antenna signal, using the 
different weightings shown in Table 5-1. 
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Table 5-1: Neural mass model frequency weightings  
    Delta 
(4 Hz) 
Theta 
(6.5 Hz) 
Alpha 
(10 Hz) 
Beta 
(23 Hz) 
Low gamma 
(41 Hz) 
High gamma 
(47 Hz) 
Low Signal 
Single Peak 0 1 0 0 0 0 
Smeared Peak 0.1 0.5 0.25 0.1 0.05 0 
Double Peak 0 0.7 0 0 0.3 0 
Mid Signal 
Single Peak 0 0 1 0 0 0 
Smeared Peak 0.1 0.1 0.5 0.25 0.05 0 
Double Peak 0 0 0.7 0.3 0 0 
High Signal 
Single Peak 0 0 0 0 1 0 
Smeared Peak 0.1 0.1 0.25 0.05 0.5 0 
Double Peak 0 0.3 0 0 0.7 0 
Distractor 1 
Single Peak 1 0 0 0 0 0 
Smeared Peak 0.5 0.1 0 0 0.2 0.2 
Double Peak 0.7 0 0 0 0 0.3 
Distractor 2 
Single Peak 0 0 0 1 0 0 
Smeared Peak 0.1 0 0 0.5 0.2 0.2 
Double Peak 0 0 0.3 0.7 0 0 
Distractor 3 
Single Peak 0 0 0 0 0 1 
Smeared Peak 0.2 0 0 0.1 0.2 0.5 
Double Peak 0.3 0 0 0 0 0.7 
Values show the relative weighting of each source generated from the neural mass model (column headers), with 
weights adding up to 1. The single peak condition used one neural mass model source for each antenna, while the 
smeared peak condition distributed weights to neural mass model sources with nearby peak frequencies. The double 
peak condition used unequal weightings of only 2 neural mass model sources. 
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For each condition, we induced periodic connections between the 3 antenna signals of interest, 
using the pattern shown in Figure 5-3. The 6 pre-defined signals lasted for 20 minutes total for 
each signal condition, with intermittent connections every 2 seconds. We recorded 20 minutes of 
128-channel EEG (BioSemi Active II, BioSemi, Amsterdam, NL) from these signals sent 
through the phantom head, resulting in 100 trials for each type of periodic connection. 
 
Figure 5-3: Connectivity protocol between 3 antennae of interest. The pattern for each 
connectivity trial is shown. Circles indicate the 3 antenna signals of interest, with low/mid/high 
referring to each signal’s relative peak frequency. Arrows signify when a connection between 
signals was present, with titles at the top indicating what type of connection was present during 
each 2 second period. Each trial lasted 12 seconds total. We included 100 trials (20 minutes total) 
for each motion condition. 
It should be noted that for the single dominant frequency condition, we found that the front-most 
low-frequency distractor signal (peak frequency of 4 Hz) resulted in suboptimal independent 
component analysis decomposition. When we analyzed the correlation for each antenna signal 
between 12 sec trials, we found a much higher autocorrelation for this low-frequency distractor 
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signal (0.42) than any of the other signals, including the low signal (0.01). This suggests that 
independent component analysis performs better with some data variability. We used a 3.25-4.75 
Hz notch filter to remove this signal only for the single dominant frequency condition, which 
improved the independent component analysis decomposition. 
We collected real-world human head motion during gait from one young healthy subject (male), 
using an inertial measurement unit (APDM, Portland, OR) strapped to his forehead. This subject 
provided written informed consent, and our protocol was approved by the University of 
Michigan Health Sciences and Behavioral Sciences Institutional Review Board for the protection 
of human subjects. We recorded 20-minute conditions each of standing and walking at 0.5 m/s, 
1.0 m/s, 1.5 m/s, and 2.0 m/s. This data was converted into trajectories that were replicated by 
our Notus hexapod (Symétrie, Nimes, FR), similar to a previous study (Symeonidou, Nordin, 
Hairston, & Ferris, 2018). By mounting the phantom head on top of the hexapod, we could 
simulate realistic human motion during phantom head recordings. Due to electromagnetic noise 
from the hexapod motors when using the MicroLabBox, all EEG recordings with the antenna 
signals turned on were performed with the motors off. We recorded EEG motion data separately 
on the same testing day and added the motion data to the signal data during post-processing. 
EEG Analysis 
EEG data were processed in EEGLAB using custom Matlab 2013a scripts (Delorme & Makeig, 
2004). We high-pass filtered the data at 1 Hz to remove baseline drift. We performed bad 
channel rejection by identifying channels with notably large standard deviation, a kurtosis above 
5 standard deviations, or with uncorrelated activity for more than 1% of the trial time (Peterson, 
Furuichi, & Ferris, 2018). No channels matched these criteria, so all channels were retained. We 
referenced the data to the common channel average. For the motion-only data, we performed a 
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fast Fourier transform using Welch’s method to characterize the frequency content of motion 
artifact at different walking speeds. We then added the motion and signal data, creating separate 
motion trials for each signal condition. In addition, we added simulated pink noise to maintain a 
similar 1/f power result to standard EEG studies (Linkenkaer-Hansen, Nikouline, Palva, & 
Ilmoniemi, 2001). We also increased the 60 Hz noise by adding uniform random noise that was 
bandpass filtered between 59-61 Hz. We then re-referenced to the common average across 
channels and ran adaptive mixture independent component analysis (AMICA) (Palmer, Makeig, 
Kreutz-Delgado, & Rao, 2008; Palmer, Kreutz-Delgado, & Makeig, 2006), using principal 
component analysis reduction to 60 components beforehand. 
After running independent component analysis, we used the maximum cross-correlation between 
independent components and the original antenna signals to identify the component associated 
with each antenna. It is important to note that the sign of each independent component time 
series can be arbitrary based on the component weights, leading to inverted component data 
compared to the original signals (Makeig & Onton, 2009). This is less of an issue for single-
frequency sinusoidal signals, where lagging the component signal can remove the inversion 
effect. Because we dealt with complex frequencies, we selected the maximum cross-correlation 
between each the inverted and non-inverted component time series. We also calculated the power 
spectra of the 3 antenna signals of interest (low, mid, high) and their corresponding components 
in order to quantify similarity in frequency content. We also computed scalp maps for each 
component to visually determine the spatial similarity between the antenna and its corresponding 
component. In addition to cross-correlation, we calculated signal to noise ratio by using the 
independent component analysis weights that map channels to components and applying them 
separately to the signal data and to the motion and pink noise data because we collected the 
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signal and noise data separately. Signal to noise ratio was calculated as the mean square of the 
signal data divided by the mean square of the noise data, converted to decibels. 
Connectivity was performed using the Source Information Flow Toolbox (SIFT) (Delorme, et 
al., 2011). We retained the 5 components that best aligned with the 5 antenna signals used 
(excluding the front-most distractor components for consistency across conditions). These 5 
components were processed in SIFT, using a 500 ms sliding window and 25 ms step size. Each 
window was detrended. Each connection type had 100 trials per condition. We fit separate 
multivariate autoregressive models to our data for each motion and signal condition (and 
connection type), using Hannan-Quinn information criterion to determine the optimal model 
order (Lütkepohl, 2007). After fitting and validating the model, connectivity was estimated using 
dDTF, ffDTF, gPDC, rPDC, GGC, WPLI, PLV (Figure 5-4). We also performed phase-
randomized surrogate statistics to determine significantly nonzero connectivity estimates 
(Theiler, Eubank, Longtin, Galdrikian, & Doyne Farmer, 1992). This uses the same model fitting 
and connectivity estimation techniques, but applied to phase-randomized data, creating a null 
distribution. Non-significant values were set to 0. 
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Figure 5-4: Connectivity measure abbreviations. The abbreviations for the connectivity 
measures used in this study are provided for reference. We have used different colors to indicate 
measures that used an autoregressive model (black) and ones that were applied directly to the 
independent component data (gray). 
To reduce the dimensionality of our connectivity data, we averaged the resulting time-frequency 
connectivity values across the first second of connectivity onset, as shown in Figure 5-5. We 
then normalized the averaged results to the maximum value for each condition, allowing 
comparisons across different measures. We plotted this averaged, normalized connectivity 
together for all connectivity measures during the stationary condition. To quantify relative 
accuracy and precision, we computed an average frequency and standard deviation during the 
stationary condition, weighted by the connectivity strengths at each frequency. We also used the 
maximum value across frequency bins for each connection to determine how strong each 
estimated connection was. We compared the stationary condition to the motion conditions using 
correlation of the time-averaged, significance-masked connectivity. This included a comparison 
119 
 
between the connectivity results from the stationary condition and from the signals that were sent 
into each antenna, which helped determine the effect of the phantom head. While we did use 
surrogate statistics, we were unable to use statistics to compare across conditions and measures 
because there is no inter-subject variability. We feel that it is reasonable to not have statistics 
because we have a ground truth to compare to. Similar studies attempting to validate EEG 
processing and connectivity measures have also not used statistics (Mahjoory, et al., 2017; 
Oliveira, Schlink, Hairston, König, & Ferris, 2016). 
 
Figure 5-5: Example of time-averaged connectivity. An example of how the time-averaged 
connectivity is obtained from the time-frequency connectivity results from SIFT. We averaged 
the 1 second following connection onset, which is at time 0. This results in a one-dimensional 
trace that shows the average frequency connectivity that measure found. Using this, we were able 
to plot connectivity results across all measures of interest on a single plot. 
Results 
The EEG motion artifact noise from head motion during walking was concentrated at 
frequencies below 4 Hz (Figure 5-6). Each walking speed contained different frequency peaks. 
As walking speed increased, EEG noise data power peaks increased in power and shifted 
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towards higher frequencies. This can be seen in the raw data traces, where faster speeds have 
larger peak amplitudes and faster oscillatory behavior. At faster walking speeds of 1.5-2.0 m/s, 
large harmonic frequency peaks can be seen near 2 and 3 Hz. 
 
Figure 5-6: Real walking noise effect on EEG. The time courses (left) and power spectra 
(right) of just the head motion artifact recorded with the EEG system are shown. We recorded 
head motion during 5 different walking speeds, from stationary (0 m/s) to 2.0 m/s, and used a 
motion platform to play back this head motion while recording EEG from the phantom head. 
Peak frequency power increases at faster walking speeds, along with each peak shifting towards 
a higher frequency. This can be seen in the time courses, as the rhythmic motion artifact becomes 
more pronounced and oscillates quicker as walking speed increases. 
Independent component analysis performed well in finding the 3 signals of interest in each 
condition (Figure 5-7 and Figure 5-8). The only exception was the low signal during the double 
peak condition, which was not well-recovered based on the difference in power spectra and low 
signal to noise ratio. Otherwise, independent components had high signal to noise ratio values 
~10 dB or higher that remained consistent at fast movement speeds. In contrast, the signal to 
noise ratio of the Cz channel started near 10 dB during the stationary condition, but decreased to 
~2 dB at the fastest walking speed. Visual inspection of the independent component power and 
original antenna signal power spectra indicated that volume conduction, head motion, and pink 
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noise mostly added power to the delta (1-4 Hz) and gamma (>30 Hz) power bands. Cross-
correlation was above 0.9 for the single peak condition, above 0.8 for the mid and high signals 
for the other conditions. Based on the decreased signal to noise ratios and cross-correlations for 
the low signals compared to the other signals in the smeared peak and double peak conditions, 
independent component analysis seemed to have the greatest difficulty recovering low-frequency 
signals. 
 
Figure 5-7: Antennae signals and recovered independent components. The results of each 
independent component decomposition are shown for the 3 conditions. Power spectra results for 
each movement speed are displayed along with the power spectra of the original signals sent 
through each antenna in red. We visually compared the time course for each signal before being 
sent through the phantom (red) to the reconstructed signal from independent component analysis 
during the stationary condition (green). Additionally, the channel weightings for each 
independent component are visualized by the inset scalp maps, which match well with the true 
locations of the antenna that generated the corresponding signal. 
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Figure 5-8: Component signal to noise ratio and cross-correlation. Plots are shown of 
recovered component signal to noise ratio and cross-correlation between the component and 
original antenna signal. Signal to noise ratio remained consistent across walking speeds for the 
components, while the signal to noise ratio of a representative channel (Cz) is notably affected. 
Additionally, cross-correlation indicated which independent components best match with their 
respective original signals. With the exception of the low signal for the double peak condition, 
independent component analysis appeared to recover the original signals well. 
Autoregressive model validation prior to connectivity estimation showed reasonable model fits 
to the data, as shown in Table 5-2. All models across signal and motion conditions had low 
parameter to datapoint ratios (<0.1), indicating that overfitting was unlikely. Interestingly, the 
model orders increased slightly for the single peak condition compared to the other two 
conditions. For all conditions, the likelihood of the residuals being white and the consistency 
were below the desired levels of 0.95 and 85%, respectively, which likely indicates extra data 
structure not captured by the model. The negative stability index across all conditions indicated 
that all models were stable. Overall, the models were stable and appeared to avoid overfitting, 
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indicating that they fit the data well. In addition, we used the same model fit across different 
connectivity measures, meaning that the fit of each model should not have impacted inter-
measure connectivity differences. 
 
Table 5-2: Multivariate autoregressive model validation results 
 Single Peak Smeared Peak Double Peak 
Parameter to datapoint ratio 0.04 (0.00) 0.03 (0.00) 0.03 (0.00) 
Model Order 9.4 (0.9) 7.8 (0.1) 7.8 (0.2) 
Residual whiteness likelihood 0.82 (0.02) 0.90 (0.01) 0.90 (0.01) 
Consistency (%) 75.7 (1.5) 74.6 (4.1) 75.9 (3.3) 
Stability index -0.03 (0.00) -0.11 (0.02) -0.10 (0.00) 
Mean validation results from the fit models are shown, with standard deviation in parentheses. Optimal model order 
was determined using the Hannan-Quinn Criterion across all time windows. The models were stable and likely 
avoided overfitting due to negative stability indices and parameter to datapoint ratios below 0.1, respectively. The 
likelihood of the residuals being white and the model consistency were slightly lower than desired, indicating that 
the model may not have completely captured all of the data variance. We used the same model fit across different 
connectivity measures, which avoids differences in model fit from affecting inter-measure differences. 
Time-averaged estimated connectivity varied among different connectivity measures for the 
stationary motion condition (Figure 5-9), with some measures containing frequent spurious 
results. Most connectivity measures were able to determine the mid signal to high signal 
connection, validating the use of such measures for estimating connectivity. However, there were 
clear differences across measures. Both PLV and WPLI frequently found spurious, high-
frequency connections. They also correctly estimated connectivity in the low to mid connection 
during the double peak condition, even though independent component analysis did not recover 
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the original low signal. Both GGC and gPDC also had spurious high-frequency connections, 
with GGC identifying no true connectivity during the single peak condition. In addition, rPDC 
incorrectly estimated spurious low-frequency connectivity. While ffDTF and dDTF appeared to 
be robust to noise, we noticed that ffDTF can sometimes estimate the connection to be in the 
wrong direction, such as to both low to mid connections during the smeared peak condition. 
dDTF may sometimes show directional connections as bidirectional, but it does not appear to 
indicate incorrect connectivity direction. Still, this suggests caution when interpreting estimated 
connectivity direction. 
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Figure 5-9: Time-averaged connectivity results. Time-averaged connectivity results are shown 
for our 8 measures of interest for the stationary motion speed only. Connectivity was tested for 
significance using phase-randomized surrogate statistics with 200 permutations. Non-significant 
connectivity results were set to 0, and the resulting connectivity was averaged across the 1 
second after connection onset. Red titles indicate true connections, with red frequencies 
indicating the frequency range of the expected connection. Note that WPLI and PLV are 
undirected measures, so they show the same result regardless of connectivity direction. 
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The weighted average and standard deviation of the time-averaged connectivity highlighted 
differences in accuracy and precision across measures (Table 5-3). PLV, WPLI, and gPDC had 
consistently high average frequency and large standard deviations, reflecting their susceptibility 
to spurious high-frequency connectivity. GGC performed best when estimating the mid to high 
connections for the smeared peak and double peak conditions. Otherwise, it did not estimate 
much other connectivity, indicating that its performance can vary considerably based on 
experimental conditions and the underlying connections present. ffDTF performs well for the 
single peak condition, but did not find anything for the low to mid connections during the 
smeared peak condition. Both dDTF and rPDC appear to perform well, but rPDC appears biased 
towards low frequencies of 4-5 Hz during some mid to high connections when the low to mid 
connection is also present. 
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Table 5-3: Weighted mean and standard deviation of connectivity results 
 
For each time-averaged connectivity result with surrogate statistics applied, we computed a weighted mean and 
standard deviation to quantify the location and spread of the estimated connectivity. This is only shown for the 
stationary motion speed. In addition, green shading indicates the maximum value within that time-averaged 
connectivity result to determine how strong the result was. 
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Correlation between the stationary condition and motion conditions show a complex effect of 
motion on connectivity estimation (Figure 5-10). All measures were affected by motion, which 
may rely on the quality of the independent component decomposition for each condition. dDTF 
usually had high correlations close to 1 across motion conditions, except for the double 
connections for the single peak and smeared peak conditions where correlation dropped almost 
to 0. rPDC also had consistently high correlations near 1 across motion conditions, except during 
the smeared peak condition. Both WPLI and PLV only displayed correlations near 1 for the 
single peak condition, indicating that they may be more susceptible to motion effects for 
complex signals. It is important to note that these results must be interpreted in conjunction with 
the stationary condition results. For example, GGC was quite consistent for the single peak 
condition, but the stationary results show that GGC was consistently finding hardly any 
connectivity. In addition, the estimated connectivity using the raw antenna signals was 
consistently different from the stationary condition for all measures, highlighting the effect of 
real-world phantom head testing. 
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Figure 5-10: Correlation to original signals and motion conditions. The correlation between 
time-averaged connectivity of the stationary motion and all other head motions are shown. We 
also included connectivity results performed on the original signals that were sent into each 
antenna, designated as ‘no phantom’. All motion speeds (and original signals) were fit to their 
own model, time-averaged, and masked using phase-randomized surrogate statistics with 200 
permutations each. Both dDTF and rPDC appear to have high correlation across motion for most 
conditions. In addition, connectivity on the signals before they were sent through the antennae 
had consistently low correlation to the stationary condition, indicating the importance of using 
head phantoms for validating connectivity methods. 
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Discussion 
We used a novel combination of complex neural mass model signals and a phantom head to 
validate independent component analysis and connectivity measures under realistic head 
motions. We found that independent component analysis primarily recovered the original signals 
of interest and separated out motion artifact. For connectivity estimation, we found variable 
results across measures and conditions, with most measures were able to correctly estimate the 
underlying connectivity. Measures applied directly to the data, instead of a fitted model, were 
susceptible to spurious high-frequency connections. In general, dDTF, ffDTF, and rPDC 
performed best for our experiments out of the measures we used. 
Motion Artifact and Independent Component Analysis  
The effect of walking on the EEG occurred mostly at low frequencies, indicating that slow 
walking speeds minimally affect EEG results, especially at most physiological frequencies. This 
has been indicated by other studies (Nathan & Contreras-Vidal, 2015; Snyder, Kline, Huang, & 
Ferris, 2015), but differences in cable sway across experimental setups can affect results 
(Symeonidou, Nordin, Hairston, & Ferris, 2018). We bundled the cables together for this study, 
which decreased the effect of motion artifact. As walking speed increased, the spectral power 
peaks of the noise data and the frequencies of these peaks increased. This highlights the 
challenge of computationally removing motion artifact during fast walking and running, where 
the motion artifact is large and can overlap with EEG frequencies of interest. Dual-layer EEG 
systems that can subtract out motion artifact appear to be a promising method to mitigate this 
issue (Nordin, Hairston, & Ferris, In press). 
Independent component analysis performed well in mostly recovering the original signals. We 
expected this given the frequent use of independent component analysis in EEG research and its 
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ability to recover single-frequency, sinusoidal signals during similar phantom head validation 
(Oliveira, Schlink, Hairston, König, & Ferris, 2016). The consistent signal to noise ratio across 
motion speeds emphasizes the importance of using blind source separation to minimize the 
effects of motion, which is why such methods are used often during mobile tasks (Gwin, 
Gramann, Makeig, & Ferris, 2010; Sipp, Gwin, Makeig, & Ferris, 2013). The cross-correlation 
results aligned well with the signal to noise ratio results of the recovered independent 
components of interest. Based on the low-frequency profile of the motion artifact, it is perhaps 
not surprising that independent component analysis did not recover the low signal as well as the 
other signals in the smeared peak and double peak conditions. This may be an important concern 
when analyzing low-frequency EEG activity during motion. Still, all signals had consistent 
cross-correlations and signal to noise ratios across motion speeds, suggesting that robust motion 
separation did occur. 
Connectivity Estimation Measures 
Connectivity measures generally identified the true connections, especially the mid to high 
connection. This validates the use of independent component analysis and such measures for 
mobile EEG settings. However, there were substantial differences in performance across 
measures, especially with regards to finding false positives. We especially noticed this for PLV 
and WPLI, which estimated connectivity directly from the data instead of using a fitted model. 
Because these measures utilize trial averaging, their performance likely would have increased 
with more trials. In addition, many other factors could have altered connectivity estimation, such 
as choice of reference or type of source localization used (Mahjoory, et al., 2017). Still, 
multivariate autoregressive modelling may provide a more robust framework for connectivity 
estimation than trial averaging. 
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Out of the estimation techniques using multivariate autoregressive modelling, we found that 
dDTF, ffDTF, and rPDC appear to provide the most reliable estimates. GGC appeared 
unreliable, especially in the single peak and smeared peak conditions. Other techniques have 
been used for GGC besides multivariate autoregressive models (Dhamala, Rangarajan, & Ding, 
2008), indicating that the methods used with GGC should be carefully considered beforehand 
(Dhamala, Liang, Bressler, & Ding, 2018). We also found that ffDTF estimated the true 
connectivity correctly in most cases, but some of its results would lead researchers to conclude 
that the connection occurred in the wrong direction. This makes ffDTF potentially problematic to 
use if directionality is of particular interest, such as analyzing the connectivity between the 
cortex and leg muscles. Directionality accuracy appears improved for dDTF and rPDC, but it still 
appears important to utilize statistical tests to firmly establish a specific directionality. Our 
results show that no one measure provides a completely clean picture of the true underlying 
connectivity, suggesting that using multiple connectivity measures may provide the most robust 
estimates of underlying connections.  
Despite the consistent component signal to noise ratio values, connectivity estimation still was 
impacted by motion and real-world volume conduction. Correlations varied between motion 
conditions and the stationary condition for all measures, without a clear indication of one 
measure being most robust to motion in all cases. In general, rPDC and dDTF appear to be the 
most stable across walking speeds, despite varying estimates during the smeared peak condition. 
While GGC, WPLI, and PLV were fairly consistent in some conditions, it is important to note 
that their stationary connectivity estimations were not ideal results, even if they were maintained 
for different walking speeds. In addition, we found consistently low correlation between the 
estimated connectivity during the stationary condition and the estimated connectivity performed 
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on the original signals before being sent through the head. This effect was seen across all 
measures and conditions, indicating that volume conduction and noise from real-world recording 
at the scalp do consistently affect the resulting connectivity estimation (Brunner, Billinger, 
Seeber, Mullen, & Makeig, 2016). 
Limitations 
While we were able to validate connectivity under real-world scenarios, our study was limited to 
a subset of connectivity measures and motion artifact that did not consistently occur during the 
event of interest. There are many other available measures to estimate connectivity, including 
coherence, mutual information, and multivariate phase synchronization (Jalili, Barzegaran, & 
Knyazeva, 2014). We focused primarily on measures based on Granger causality that were 
available in the SIFT toolbox (Delorme, et al., 2011). In addition, there are many other source 
localization techniques, such as the various beamforming methods (Jonmohamadi, et al., 2014). 
We also did not look at motion artifact that consistently overlaps with connectivity onset, which 
would be applicable to EEG studies during locomotion. Any lingering motion artifact following 
independent component analysis may have had a notable effect on connectivity if time-locked to 
an event of interest. For this reason, it is important to consider the potential effects of motion 
artifact, even at slow walking speeds, if it is time-locked to the event of interest. The influence of 
motion artifact depends on a variety of factors, including the performance of blind source 
separation of motion and brain sources, the events of interest, and cable sway (Symeonidou, 
Nordin, Hairston, & Ferris, 2018; Snyder, Kline, Huang, & Ferris, 2015). 
Conclusions 
We validated that several connectivity measures can accurately estimate true connections 
between complex signals exposed to real-world volume conduction and head movement via a 
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head phantom. Independent component analysis recovered most of the original signals and 
appeared to separate out motion artifact. We were able to show that performing connectivity on 
sources from independent component analysis can find the true connections in a real-world 
scenario, but no one measure performed optimally in every condition. It may be beneficial to use 
multiple connectivity measures to increase confidence in the estimated connectivity results. Our 
technique opens up the ability to use complex, ground-truth signals in a real-world environment 
to validate EEG methods, improving our understanding of how well common EEG methods truly 
work. 
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Chapter 6: Group-level Corticomuscular Connectivity during Visual and 
Physical Perturbations to Walking and Standing Balance 5 
Abstract 
Maintaining balance is a complex process requiring multisensory processing and coordinated 
muscle activation. Previous studies have indicated that the cortex is directly involved in balance 
control, we less information is known about cortical flow of signals for balance. We studied 
electrocortical dynamics of healthy young subjects (19 subjects: 7 male and 12 female) walking 
and standing with both visual and physical perturbations to their balance. Independent 
component analysis of electroencephalography (EEG) can provide rigorous single-subject 
connectivity information but extending such analysis to multiple subjects remains an open 
problem due to variations in computed components across subjects. The goal of this study was to 
estimate missing component data in order to quantify differences in group-level corticomuscular 
connectivity responses to sensorimotor perturbations during walking and standing. We 
hypothesized that our novel group-level connectivity method would result in a model that would 
fit the data well. We also hypothesized that cortical connectivity would be located primarily in 
occipito-parietal areas during visual rotations and primarily in central motor areas during 
physical pull perturbations. Our findings show that our estimation technique reasonably 
approximates independent components and our models were likely unaffected by overfitting. We 
also found the strongest cortical connections in similar parietal and occipital areas, regardless of 
the perturbation type. Results also indicated corticomuscular connectivity from supplementary 
                                                 
5 This chapter has been submitted for publication in NeuroImage. 
136 
 
motor area to lower leg muscles, suggesting potential corticomuscular communication during 
perturbed balance. These results show that sensorimotor perturbations to balance alter cortical 
networks and that similar group-level connectivity analyses may be useful for future studies. 
Introduction 
In real world scenarios, humans frequently make postural adjustments to avoid losing balance. 
Such adjustments necessitate precise coordination between sensory input, cognitive processing, 
and motor control (Macpherson & Horak, 2012). Despite the cortex’s involvement in 
maintaining balance (Bolton, 2015), our current understanding of real-world human cortical 
activity during perturbed balance remains limited (Varghese, McIlroy, & Barnett-Cowan, 2017). 
Stationary recordings and low temporal resolution have limited traditional neuroimaging 
methods, such as functional magnetic resonance imaging (fMRI) and functional near-infrared 
spectroscopy (fNIRS). In contrast, high-density, source-localized EEG is a promising method to 
assess human cortical dynamics during balance because of its high temporal resolution and 
portability (Gramann, Ferris, Gwin, & Makeig, 2014; Gramann, et al., 2011). While EEG can be 
limited by low spatial resolution and artifact contamination (Urigüen & Garcia-Zapirain, 2015), 
blind-source separation techniques such as independent component analysis can separate out 
cortical activity from artifacts, leading to enhanced spatial resolution and reduced artifact 
contamination (Makeig, Bell, Jung, & Sejnowski, 1996; Gwin, Gramann, Makeig, & Ferris, 
2010). 
In addition to analyzing dynamics of each cortical area individually, connectivity allows analysis 
of how these sources interact with each other. This is relevant during perturbed balance, where 
many brain regions are active due to sensorimotor integration (Sipp, Gwin, Makeig, & Ferris, 
2013; Slobounov, Cao, Jaiswal, & Newell, 2009). A variety of measures can be used to quantify 
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connectivity, including undirected and directed measures (Blinowska, 2011). Such measures can 
be used on either channel data or independent components from blind-source separation, 
although component data is less susceptible to motion artifact and volume conduction (Snyder, 
Kline, Huang, & Ferris, 2015; Brunner, Billinger, Seeber, Mullen, & Makeig, 2016). We used 
direct Directed Transfer Function (dDTF) (Korzeniewska, Mańczak, Kamiński, Blinowska, & 
Kasicki, 2003), which is a modified form of Directed Transfer Function (Kaminski & Blinowska, 
1991) that emphasizes direct connections. dDTF is an extension of Granger causality to multiple 
data channels and allows for quantification of directed connectivity. Granger causality is based 
on the assumption that one channel (Channel A) causes activity in another channel (Channel B) 
if A provides past information that helps predict B (Granger, 1969). A multivariate 
autoregressive model is often used to extend this principle to more than 2 channels. This model 
fits the time series data by predicting the next value in time by using a linear combination of past 
values (Harrison, Penny, & Friston, 2003). The number of past values used, referred to as the 
model order, must be carefully managed to avoid overfitting the model with too many past 
values (Lütkepohl, 2007). We chose dDTF to quantify connectivity based on its robust 
performance and ability to ignore indirect connections (Astolfi, et al., 2007; Höller, et al., 2017). 
Despite several rigorous pipelines and toolboxes for single-subject connectivity estimation 
(Delorme, et al., 2011; He, et al., 2011; Oostenveld, Fries, Maris, & Schoffelen, 2011), analyzing 
group-level connectivity with independent components remains an open problem. Independent 
component analysis is primarily data-driven, with the experimenter not directly influencing 
where the resulting components will be located. While this is an advantage in many cases, this 
becomes a challenge for connectivity analysis because the locations of independent components 
vary across subjects. Ideally, every subject would have one component dipole in each group-
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level cluster, as seen for example subject 1 in Figure 6-1. More likely, though, subjects will not 
have dipoles in all clusters, which greatly impacts the available connections to analyze. Despite 
missing dipoles in just one cluster, example subject 2 only has one connection between dipoles 
that we can analyze, instead of 3. Example subject 3 demonstrates another issue of having 
multiple dipoles in a single cluster. Due to this component location inconsistency across subjects, 
it has been challenging to develop an appropriate technique for addressing this issue. One 
currently available method for group analysis is disjoint clustering via the measure projection 
toolbox (Bigdely-Shamlo, Mullen, Kreutz-Delgado, & Makeig, 2013). This projects each dipole 
into common regions of interest which can then be averaged across subjects, resulting in an 
estimation for group-level connectivity. The downside to this method is that it does not 
specifically address any missing dipoles, and the results can be substantially different based on 
parameter selection and the connectivity measure used (Lee C. , 2016). Another method uses a 
hierarchical Bayesian model to infer group-level connectivity using a Monte Carlo algorithm 
(Mullen T. R., 2014). This method includes the uncertainty from missing dipoles to generate 
more robust statistical analyses, but is complex and remains under development. There is a need 
to estimate the missing data for group connectivity analysis, ideally by combining group-level 
and subject-specific information. 
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Figure 6-1: Example of group-level connectivity missing data problem. Example subject 
independent components are shown to illustrate the group-level connectivity issue with missing 
data. Dashed gray circles indicate 3 cortical clusters in the brain. Ideally, all subjects would have 
a single dipole in each cluster (subject 1). However, independent component analysis is data-
driven, so group-level clusters are unlikely to contain dipoles from all subjects or can contain 
multiple dipoles from a single subject, as can be seen for subjects 2 and 3. Because connectivity 
is interested in the interaction between sources (shown with double-sided arrows), missing a 
single component for subjects 2 and 3 eliminates two connections between clusters. There is a 
need to estimate this missing data in order to perform group-level connectivity analyses. 
Connectivity has been studied during gait and perturbed balance, with different motor actions 
altering cortical and corticomuscular connections. Connectivity has been shown to increase 
during standing compared to treadmill walking as well as decrease when performing a cognitive 
task during standing, potentially indicating increased focus during stationary balance control 
(Lau, Gwin, & Ferris, 2014). In addition, connectivity responses to expected and unexpected 
balance perturbations were found to be similar, although unexpected perturbations elicited 
increased connectivity strengths (Varghese J. P., 2016). For healthy adults performing recumbent 
stepping, it was found that connectivity was greatly increased during arm movements compared 
to leg movements, likely reflecting greater cortical involvement with upper-limb movements 
(Kline, Huang, Snyder, & Ferris, 2016). In addition to cortical connections, multiple studies have 
shown potential corticomuscular connections during gait (Artoni, et al., 2017; Petersen, 
Willerslev-Olsen, Conway, & Nielsen, 2012; Roeder, Boonstra, Smith, & Kerr, 2018). While 
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gait may involve more anticipatory balance responses, similar connectivity responses between 
unexpected and expected balance perturbations seen by Varghese (2016) suggest that the cortex 
may be involved in muscles responses to unexpected perturbations, in addition to subcortical 
structures (Jacobs & Horak, Cortical control of postural responses, 2007). In general, many 
aspects of connectivity during perturbed balance remain unexplored (Varghese, McIlroy, & 
Barnett-Cowan, 2017). Assessing group-level connectivity during perturbed balance could 
improve understanding of cortical network activity during balance as well as electrocortical 
dynamics in mobile, real-world scenarios. 
The purpose of this study was to quantify differences in group-level corticomuscular 
connectivity responses to sensorimotor perturbations and during walking. We estimated missing 
component data by balancing group-level and subject-specific information, enabling group 
connectivity analysis of independent components. We hypothesized that our group-level 
connectivity model would fit the data well and produce connectivity results robust to parameter 
selection and choice of connectivity measure. We also hypothesized that cortical connectivity 
would be located primarily in occipito-parietal areas during visual rotations based on the 
prominent visual processing cortical areas and primarily in central motor areas during physical 
pull perturbations, based on previous perturbation-evoked EEG activity found in these areas 
(Sipp, Gwin, Makeig, & Ferris, 2013; Varghese, et al., 2014). For corticomuscular connectivity, 
we were unsure if there would be any interaction during the perturbations because they are 
reactionary, but we hypothesized that the most likely connection would be between the tibialis 
anterior and supplementary motor area, based on previous corticomuscular connectivity during 
gait (Artoni, et al., 2017; Petersen, Willerslev-Olsen, Conway, & Nielsen, 2012).  
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Materials and Methods 
We tested 30 healthy, young adults [15 females and 15 males, age 22.5±4.8 years (mean±SD 
{standard deviation})]. All subjects identified themselves as right hand and right foot dominant, 
with normal or corrected vision. We screened subjects for any neurological, orthopedic, or 
cardiac conditions and injuries. All subjects provided written informed consent. The University 
of Michigan Health Sciences and Behavioral Sciences Institutional Review Board approved our 
protocol for the protection of human subjects. Prior to testing, we prescreened all subjects for 
motion sickness in virtual reality. 
During the experiment, subjects either walked at 0.22 m/s or stood on a 2.5 cm tall by 12.7 cm 
wide balance beam mounted to a treadmill. The beam was only wide enough for one foot to 
enforce tandem gait and tandem stance. Subjects wore a body-support harness for safety, which 
had extended support straps to allow unrestricted mediolateral movement. We specifically 
instructed subjects to look straight ahead and to avoid looking down at their feet. We also 
instructed subjects to cross their arms to increase the difficulty of the task and to decrease inter-
subject variability because there is no variation in arm movement. Subjects were also told to 
walk heel-to-toe and to move their hips side-to-side to balance, avoiding rotations across their 
body’s longitudinal axis. These instructions align with previous treadmill balance beam walking 
studies (Domingo & Ferris, 2009; Domingo & Ferris, 2010; Sipp, Gwin, Makeig, & Ferris, 
2013). 
We presented subjects with two types of sensorimotor perturbations: a side-to-side pull at the 
waist and a 20 degree field-of-view rotation. The side-to-side pull was performed using 
rotational motors on either side of the subject. During perturbation onset, one motor rotates a bar 
away from the subject. This bar is fixed to a wire that is attached to the subject, pulling the 
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subject mediolaterally to one side. This perturbation lasted for 1 second before the motor rotated 
back to its starting position. We used tensile load cells in series with the wire connected to the 
subject in order to determine the onset of the pull perturbation. The field-of-view rotation was 
performed using a virtual reality headset (Oculus Rift DK2, Oculus, Redmond, WA). We 
attached a webcam (Logitech c930e, Logitech) below the virtual reality headset. The webcam 
view was displayed on the virtual reality headset, providing subjects a pass-through virtual 
reality experience. We performed perturbations by digitally rotating the virtual reality view 20 
degrees clockwise or counterclockwise. This perturbation lasted for a half second before the 
virtual reality view digitally rotated back to its starting position. 
We recorded 136-channel EEG (BioSemi Active II, BioSemi, Amsterdam, NL) and 8 lower-leg 
EMG channels (Vicon, Los Angeles, CA). EEG was sampled at 512 Hz and synced with visual 
perturbation events using Lab Streaming Layer (Delorme, et al., 2011). EEG electrode positions 
were determined using a Zebris ELPOS digitizer (Zebris Medical GmbH, Isny, Germany). EMG 
was sampled at 1000 Hz and was recorded with the load cell data. We synced the EMG and EEG 
data using a 0.5 Hz square wave. To determine pull perturbation onset, we detrended the load 
cell data (LCM703, OMEGA Engineering, INC., Norwalk, CT) and used a 3-standard deviation 
threshold from baseline activity that was visually inspected. 
We used custom EEGLAB scripts to process the EEG data (Delorme & Makeig, 2004). EEG 
data was downsampled to 256 Hz, high-pass filtered at 1 Hz, merged across all conditions, and 
referenced to the median channel value for each timepoint. We reduced 60 Hz line noise using 
the Cleanline plugin for EEGLAB (Mullen T. R., 2014). We rejected bad channels that had high 
standard deviation, had kurtosis above 5 standard deviations, or were uncorrelated for more than 
1% of the total time (Peterson, Furuichi, & Ferris, 2018). We retained 111±7 channels 
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(mean±SD) across all subjects. These remaining channels were further denoised. We removed 
large mechanical artifacts using artifact subspace reconstruction (Mullen, et al., 2013), setting a 
threshold of 20 standard deviations (Artoni, et al., 2017). We also performed selective low-pass 
filtering by combining ensemble empirical mode decomposition (Al-Subari, et al., 2015; Wu & 
Huang, 2009) and canonical correlation analysis (Hotelling, 1936). This targeted large high-
frequency activity with low autocorrelation, such as muscle activity and line noise (Safieddine, et 
al., 2012). We then performed a common average reference and interpolated the rejected 
channels to maintain a consistent head montage. 
We performed adaptive mixture independent component analysis (Palmer, Kreutz-Delgado, & 
Makeig, 2006; Palmer, Makeig, Kreutz-Delgado, & Rao, 2008), reducing down to 80 principal 
components prior to independent component analysis. We performed dipole fitting on each 
resulting independent component, retaining only those components that were well fit by the 
model (residual model variance less than 15%). We visually inspected the remaining dipoles, 
removing components contaminated with muscle artifact, eye movements, and line noise based 
on power spectra and dipole location. The final cortical components were pooled across all 
subjects and grouped with k-means clustering. We retained clusters containing more than half of 
the subjects (>15), resulting in 8 cortical clusters of activity. We split the data into epochs of -1 
to 2 sec, centered around perturbation onset, resulting in 146±1 epochs for stand pull, 145±5 
epochs for walk pull, 144±9 epochs for stand rotate, and 146±1 epochs for walk rotate 
(mean±SD). 
Before calculating connectivity, we determined how many clusters each subject had at least one 
dipole in (Figure 6-2). Subjects with fewer dipoles across all clusters had more missing 
information, which was undesirable. We only retained subjects with dipoles in more than half 
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(>4) of the total clusters, resulting in 19 subjects (7 male and 12 female, age 22.1±5.1 years 
[mean±SD]) with 175 total dipoles. We then estimated the missing information in these subjects 
using each cluster’s average scalp map, which was computed from the dipoles of the 19 subjects 
retained (Figure 6-3). These cluster scalp map provide an average mapping of EEG channels to 
that particular cluster across the group and tend to be highly dipolar, meaning that they can be 
well explained by a single equivalent dipole in the brain. High dipolarity is thought to be an 
indication that independent components reflect true EEG sources (Delorme, Palmer, Onton, 
Oostenveld, & Makeig, 2012). For each subject that had missing data for a particular cluster, we 
warped that cluster’s scalp map to the subject’s specific channel locations, based on their head 
coordinate transform calculated by DIPFIT2 (Oostenveld & Oostendorp, 2002). We then used 
the subject’s channel locations to estimate the inverse weight matrix using the cluster scalp map. 
This inverse weight matrix provides a mapping from each subject’s channel data to the estimated 
group-level cluster activity. It is important to note that our estimated data does not directly result 
from independent component analysis, which minimizes mutual information to maximize 
independence between components. Instead, our estimation method is indirectly reliant on ICA 
because it uses information from the group clusters, which are averaged across independent 
components from other subjects. It also uses the subject-specific data, which is critical in keeping 
group comparisons consistent. In addition to estimating missing data, if a subject had multiple 
dipoles in one cluster, we retained the dipole whose activity had the highest variance. This 
resulted in every subject having exactly 8 dipoles corresponding to each of the group-level 
clusters. 
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Figure 6-2: Clusters with dipoles per subject. A histogram of the number of clusters (out of 8) 
with at least one dipole for each subject. The red line indicates the cutoff of a subject having 
dipoles in more than half of the total clusters (>4). To minimize data estimation, we retained the 
19 subjects to the right of the red line. This reduced the amount of estimated data by ~68%. 
 
Figure 6-3: Group cluster scalp maps. Average scalp maps across all 19 subjects are shown for 
the 8 cortical clusters prior to data estimation. Scalp maps show the mapping of channels to 
average cluster activity. These scalp maps were interpolated to each subject’s channel locations 
to estimate missing subject components for each cluster (number of estimated subjects for each 
cluster shown in parentheses). 
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To test how well our data estimation performs, we compared pairwise mutual information and 
dipole fitting residual variance for our estimated data and independent components. Both 
measures are used as quality measures to determine how well ICA performed (Artoni, 
Menicucci, Delorme, Makeig, & Micera, 2014; Delorme, Palmer, Onton, Oostenveld, & Makeig, 
2012). Mutual information quantifies statistical independence between two variables, with a 
lower value indicating less dependence between the two sources. A mutual information value of 
0 indicates that the two signals are completely independent (Cover & Thomas, 2006). We looked 
at the 8 cortical cluster sources for each subject following data estimation and calculated mutual 
information between all pairs (excluding self-pairs). We separated pairs of non-estimated 
independent components from all pairs that included at least one estimated component. We also 
computed the pairwise mutual information of the channel data for comparison. Due to volume 
conduction, we would expect the channel data to have many more high-valued mutual 
information pairs than either component set. Exponential probability distributions were fit to 
each group (components, estimated data, channels), scaled by the number of comparisons in each 
group. We chose an exponential distribution based on visual inspection of each group’s 
histogram. In addition to mutual information, we also performed dipole fitting on the estimated 
components to find the residual variance that the model was unable to explain. Lower residual 
variance indicates components that fit the model well and can be more indicative of true brain 
sources (Delorme, Palmer, Onton, Oostenveld, & Makeig, 2012). We performed the same scaled 
exponential fit as the pairwise mutual information, but we only compared components and 
estimated data because channels do not have scalp maps. 
We also included data from the 8 lower leg EMG electrodes in our connectivity analysis. EMG 
data was 1 Hz high-pass filtered and half-wave rectified as has been done previously (Gwin & 
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Ferris, 2012). We also de-modulated the signal using the Hilbert transform to retain the phase 
component of the EMG signal while forcing the amplitude to be consistent. This has been used 
previously or corticomuscular connectivity estimation and can help reduce the effect of EMG 
bursts in amplitude on the final connectivity measure (Boonstra, et al., 2009; Roeder, Boonstra, 
Smith, & Kerr, 2018). We then downsampled the both the EEG and EMG data to 128 Hz and 
synced them together, using epochs of -1 to 2 sec, centered around perturbation onset. Adding 
the EMG data resulted in 16 total sources for each subject (8 cortical, 8 muscular). 
Following missing data estimation, we randomly selected 100 trials from each subject to create 
one large EEG-EMG dataset that was balanced across subjects. Because both visual and pull 
perturbations were performed to two sides (left/right or clockwise/counterclockwise), we 
selected 50 trials in either direction for each subject to maintain consistency. We then used the 
source information flow toolbox (SIFT) to fit a multivariate autoregressive model to the data 
(Delorme, et al., 2011). One limitation of grouping multiple subjects into one for modelling is 
that it assumes that all subjects have the same model order, which is likely not the case. 
However, we are looking for group-level connectivity, and there are always assumptions that 
must be made to perform a coherent group-level analysis. We felt that a single model of the 
group could best capture the variability of the subjects and find the similarities between them. In 
addition, having a high number of trials (1900) across the group can help avoid overfitting by 
minimizing the ratio of parameters to data points. We used a sliding window of 400 ms with step 
size of 20 ms. We analyzed model orders of 1 to 20 and used Hannan-Quinn information 
criterion to determine the optimal model order (Lütkepohl, 2007), which tries to improve model 
fit while avoiding high model orders to avoid overfitting. We also validated our fitted model 
using tests for consistency, stability, and whiteness of residuals, provided by SIFT. Consistency 
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was determined by simulating data from the model and calculating the Euclidean norm between 
the real and simulated data correlation matrices (Ding, Bressler, Yang, & Liang, 2000). This 
value ranges from 0-100%. Higher consistency indicates that the model was able to adequately 
capture the correlation structure of the real data. Stability was determined checking the logarithm 
of the largest eigenvalue of the model coefficient matrix (Ding, Bressler, Yang, & Liang, 2000). 
If this value is less than 0, then the model is stable and the results are stationary across time. 
Whiteness of residuals was tested using an autocorrelation function test with confidence 
intervals, where the final value indicates the probability that the data is white. This value ranges 
from 0 to 1 and should be as high as possible to increase the confidence that the residuals are 
truly white. If the residuals are not white, then this would indicate that there is still some 
correlation structure in the data that is not captured by the model (Lütkepohl, 2007). 
Next, we calculated connectivity using direct directed transfer function (dDTF). Directed transfer 
function can be considered an extension of Granger causality (Kamiński, Ding, Truccolo, & 
Bressler, 2001) that can determine directed information flow amongst multichannel data. To 
minimize the effects of indirect connections, dDTF involves multiplying full frequency directed 
transfer function by partial coherence, which is sensitive to only direct connections. We 
calculated dDTF across time-frequency bins ranging from 2-50 Hz and -0.5 to 1.5 seconds, with 
perturbation onset at 0 seconds. Because we were concerned that our model order may have been 
too low, we separately fit models for each condition using a model order of 30 and computed 
dDTF. We compared the dDTF results between our 2 models for each condition, using the R2 
from a simple linear fit to determine how well the models compared. We used the lower model 
order fit for all subsequent analyses because lower model orders are less susceptible to 
overfitting the data.  
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Similar to EEG time-frequency analyses, we analyzed baseline and perturbation-evoked 
connectivity for each condition using non-parametric surrogate statistics to eliminate non-
significant results. To analyze baseline activity, we applied phase randomization statistics to the 
dDTF connectivity results (Theiler, Eubank, Longtin, Galdrikian, & Doyne Farmer, 1992), using 
250 samples and setting non-significant differences to 0. This statistical test randomizes the 
phase of the data and then performs model fitting and connectivity estimation, creating a null 
distribution. The connectivity results with non-randomized phase can be compared with this null 
distribution to determine how likely they reflect true connectivity. After phase randomization 
statistics, we then averaged the results across time (-0.5 sec before perturbation onset to 1.5 sec 
after) and frequency, using 3 frequency bands of interest: theta (4-8 Hz), alpha (8-13 Hz), and 
beta (13-30 Hz). For perturbation-evoked connectivity, we applied bootstrap statistics (250 
samples) to determine significantly different connectivity from the half second of activity prior 
to perturbation onset (Efron & Tibshirani, 1993). This half-second of baseline activity was then 
subtracted off and all non-significant differences from baseline were set to 0. In contrast to phase 
randomization, bootstrapping samples the data with replacement before fitting a model and 
estimating connectivity, creating a null distribution to use for the baseline connectivity. We 
plotted the significance-masked, time-frequency plots for the perturbation-evoked connectivity to 
avoid averaging out transient activity. 
We analyzed cortical connectivity for all 4 perturbation conditions. Baseline connectivity results 
were plotted in a bidirectional graph for each condition and frequency band. Edge widths in this 
bidirectional graph indicate baseline connectivity strength, with larger widths indicating 
increased baseline connectivity. We thresholded visible connections at one-fifth of the maximum 
baseline cortico-cortical connection across conditions. This provides a clearer view of the largest 
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cortico-cortical connections. For perturbation-evoked activity, we plotted the time-frequency 
maps for each of the 4 conditions, using the bootstrap significance masking procedure described 
previously. Because we were uninterested in self-interactions, we plotted spectral density along 
the diagonal of the time-frequency plots for each condition. Spectral density was computed based 
on the fit model and bootstrap significance-masked in the same way as the dDTF results. This 
spectral density measure is equivalent to event-related spectral perturbations (ERSPs), but uses 
the model-fitted results instead of the data directly. 
In addition to cortical connectivity, we were also interested in quantifying differences in 
intermuscular connectivity and corticomuscular connectivity. To simplify our analysis, we only 
focused on the 2 pull perturbation conditions, as we found that these elicited a consistent time-
frequency muscle response, whereas the visual perturbations did not (Peterson & Ferris, 2018). 
We analyzed baseline connectivity between muscles for the 2 conditions, plotting the results 
using a bidirectional graph for each condition and frequency band. We then looked at the 
significance-masked, perturbation-evoked connectivity between muscles and between cortical 
and muscular sources using surrogate bootstrap statistics. Because dDTF is a directional measure 
of connectivity, it can be used to determine if corticomuscular connectivity occurs only from the 
brain to muscles and not in the other direction. For corticomuscular connectivity we significance 
masked for both significant differences from baseline and significant differences from muscle-to-
brain connectivity. We did not plot baseline corticomuscular connectivity because visual 
inspection of significance-masked connectivity using phase randomization was nearly identical 
to the significance-masked, perturbation-evoked connectivity using bootstrap statistics, 
indicating that the estimated corticomuscular activity from our models did not have a baseline.  
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Results 
Missing Data Estimation 
The estimated components generated from the group-averaged scalp maps appear quite similar to 
components generated from ICA, based on mutual information and residual variance (Figure 
6-4). Pairwise mutual information showed a similar exponential fit between the independent 
components and the estimated components. There is a larger tail for the estimated components, 
but this is expected because Infomax ICA is designed minimize mutual information. The 
exponential fit for the channels is qualitatively different than both component fits. For residual 
variance (or dipolarity), the estimated components show decreased residual variance on average 
than the independent components, indicating that they can be better modelled by DIPFIT2. This 
was expected because the estimated components are generated from the average group scalp 
maps (Figure 6-3), which appear tightly located in one region of the scalp. While the estimated 
components may not be as statistically independent as components from ICA, they are more 
dipolar and appear to be a reasonable estimation of subject-specific, group-level activity. 
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Figure 6-4: Pairwise mutual information of estimated components. Pairwise mutual 
information (A) and dipole fitting residual variance (B) are shown for the clustered independent 
components (blue), estimated components (green), and channel data (red). Estimated component 
pairwise mutual information includes all component pairs with at least one estimated component. 
Lines show a normalized exponential fit to histogram data. Decreased pairwise mutual 
information indicates greater statistical independence. As expected, components from 
independent component analysis show the lowest pairwise mutual information. While the 
estimated components have increased pairwise mutual information compared to the independent 
components, they still have much lower pairwise mutual information than the channel data. Also, 
the estimated components have higher dipolarity on average than the independent components, 
likely due to the high dipolarity of the group scalp maps. 
Model Validation 
Our model validation metrics indicate that the multivariate autoregressive model for each 
condition fits the group data well and is unlikely to be overfitted to the data (Table 6-1). The 
model order for all conditions was 6. This was the optimal model order for all time windows and 
even across other information measures besides Hannan-Quinn information criterion, including 
Bayesian information criterion, Akaike information criterion, and Akaike’s final prediction error 
(Lütkepohl, 2007). Because model order, number of epochs, and number of components were 
consistent across conditions, they all had the same parameter to datapoint ratio of 0.02, which is 
below the target value of 0.1 to avoid overfitting. The residual whiteness likelihood was 0.89 for 
all conditions, indicating that there is an 11% chance that the residuals are not white. While this 
would ideally be 95% or higher, we were unable to increase this likelihood by using higher 
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model orders, indicating that this is likely the most optimal fit. Consistency was ~55-60% across 
conditions, likely reflecting the difficulty of capturing inter-subject variability. In addition, all 
conditions had model stability index values below 0, indicating that the models were stable and 
stationary. These model validation results suggest that the fitted models reflect group-level 
activity reasonably well. 
Table 6-1: Model fitting results 
 Stand Pull Walk Pull Stand Rotate Walk Rotate 
Parameter to 
datapoint ratio 0.02 0.02 0.02 0.02 
Model Order 6 6 6 6 
Residual whiteness 
likelihood 0.89 (0.00) 0.89 (0.00) 0.89 (0.01) 0.89 (0.00) 
Consistency (%) 58.3 (3.7) 56.2 (3.6) 60.5 (3.8) 54.9 (3.9) 
Stability index -0.19 (0.01) -0.19 (0.00) -0.18 (0.01) -0.19 (0.01) 
Average validation results from model fitting are shown for all 4 conditions, with standard deviation in parentheses. 
We selected the average optimal model order determined by the Hannan-Quinn Criterion across all 400 ms windows 
used. Residual whiteness was tested using the autocorrelation function test for significance. Consistency indicates 
how well the model can generate data that correlates to the original data, with 100% being a perfect match. Stability 
index looks at how stationary the model is across time. The model can be considered stable if the stability index is 
less than 0. 
Our higher-order models are highly similar to the lower-order models, indicating that the neither 
model seems to overfit or underfit the data too much. For the higher-order model, the optimal 
model order was 30 across all conditions, time windows, and information criteria. All model 
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validation metrics were nearly identical between the two model orders. We plotted the lower- 
and higher-order model dDTF results against each other to determine how much of an effect the 
model order had on the results (Figure 6-5). The linear fit R2 value ranged from 0.73-0.85 across 
the perturbation conditions, indicating that such a drastic change in the model order did not alter 
the resulting connectivity analysis much. Overall, the model order does not appear to have a 
large effect on the subsequent connectivity result, potentially because the parameter to data point 
ratio was only 0.08 due to the large number of trials used. Additionally, we computed a linear fit 
on just the lower order model between dDTF and renormalized partial directed (rPDC) as well as 
dDTF and Granger-Geweke causality (GGC), which are other common connectivity measures. 
The linear fit R2 value ranged from 0.40-0.50 across conditions between dDTF and rPDC 
(Schelter, Timmer, & Eichler, 2009) and from 0.58-0.68 across conditions between dDTF and 
GGC (Geweke, 1982). While this does indicate differences across measures, the results are quite 
consistent and showed qualitatively similar results. 
155 
 
 
Figure 6-5: Linear fit of different model orders. To determine if the model was underfitting 
the data, we fit the data to a separate model with much higher model order (30) and compared 
the connectivity results to our 6th-order model (computed using dDTF). We found that the 
connectivity results for both models aligned with each other for all 4 conditions. Using a linear 
fit, we found R2 values greater than 0.7 for all conditions, indicating that both models seem to be 
relatively free of overfitting/underfitting. 
Cortical Connectivity 
Baseline cortical connectivity was primarily focused in parietal and occipital areas, with 
consistent connections between occipital and posterior parietal areas and from sensorimotor to 
occipital areas (Figure 6-6). This may reflect sensorimotor integration when performing the task. 
The strongest connections were in theta and alpha bands. Few connections went across 
hemispheres, with the only exception being between left and right occipital areas. Interestingly, 
we found similar theta band connections during both standing conditions, with notably fewer 
during walking. In contrast, alpha connections seemed to vary more between pull and rotation 
perturbations. 
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Figure 6-6: Baseline cortical connectivity results. Baseline cortical connectivity results are 
shown using dDTF. Cortical areas are designated with each cluster centroid: left occipital (red), 
right occipital (green), posterior parietal (yellow), anterior parietal (magenta), left sensorimotor 
(blue), right sensorimotor (cyan), supplementary motor area (orange), and anterior cingulate 
(purple). Non-significant differences from a phase-randomized null distribution were set to 0, 
and the resulting connectivity was averaged across time for each frequency band. The maximum 
connection was in the theta band from posterior parietal to right occipital during stand pull. We 
are only showing connections that are greater than one-fifth of this maximum connection. 
Baseline connectivity is focused primarily in parietal and occipital areas in theta and alpha 
bands, with consistent baseline connectivity between occipital and posterior parietal areas, along 
with connections from sensorimotor to occipital areas. 
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For perturbation-evoked connectivity, we found transient theta connectivity from supplementary 
motor area to left sensorimotor, right sensorimotor, and posterior parietal areas during pull 
perturbations while standing (Figure 6-7). These transient connections were not present during 
pull perturbations while walking. Interestingly, the theta spectral density was strongest in 
supplementary motor area, left sensorimotor, and right sensorimotor area for stand pull. In 
contrast, we found a transient theta connectivity increase during walk pull between anterior 
parietal and left sensorimotor that was not present during stand pull. We also found some alpha 
connectivity decreases from posterior parietal to left/right occipital after pull perturbation onset, 
especially during stand pull. For the visual perturbation, we found a large decrease in alpha 
connectivity from left sensorimotor to left occipital. This was strongest during standing, but still 
present during walking. 
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Figure 6-7: Perturbation-evoked cortico-cortical connectivity. The perturbation-evoked 
connectivity between cortical areas using dDTF is shown with event-related spectral perturbation 
(ERSP) plots along the diagonal (boxed in red). Cortical area abbreviations are: left occipital 
(LO), right occipital (RO), left sensorimotor (LS), anterior cingulate (ACC), right sensorimotor 
(RS), posterior parietal (PP), supplementary motor area (SMA), and anterior parietal (AP). We 
subtracted baseline activity from the half-second before the perturbation onset and set non-
significant differences from baseline to 0 using bootstrap surrogate statistics (p>0.05). ERSPs 
show low frequency power increase (synchronization) and higher frequency power decrease 
(desynchronization), both of which are stronger in the standing conditions compared to walking. 
Stand pull shows decreased connectivity from posterior parietal to left/right occipital areas and 
increased connectivity between supplementary motor area and left/right sensorimotor areas. 
Stand rotate shows a large decrease in left sensorimotor to left occipital connectivity, which is 
weaker during walk rotate. 
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Intermuscular and Corticomuscular Connectivity during Pull Perturbations 
For baseline intermuscular connectivity, we found 3 consistent bidirectional connections for both 
pull conditions, with no large connections between legs (Figure 6-8). We found bidirectional 
connections between tibialis anterior and peroneus longus, soleus and peroneus longer, and 
soleus and medial gastrocnemius. The overall connections during walking appeared more 
symmetrical than during stance. This indicates an asymmetrical EMG response during stance, 
where the back leg (left leg) appears more active than the front leg (right leg). Importantly, we 
did not find large baseline connections between muscles on different legs, which suggests that 
our results reflect true intermuscular connections. 
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Figure 6-8: Baseline intermuscular connectivity results. The baseline connectivity strengths 
among lower leg muscles are shown for both pull perturbation conditions, using average 
significance-masked dDTF. Arrows designate the direction of each connection. Leg muscles are 
designated using spheres as: left tibialis anterior (red), left soleus (purple), left medial 
gastrocnemius (yellow), left peroneus longus (blue), right tibialis anterior (magenta), right soleus 
(orange), right medial gastrocnemius (green), right peroneus longus (cyan). All results are to the 
same scale, with the maximum connection in the theta band from left peroneus longus to left 
soleus during walk pull. Only connections with a value greater than one-tenth this maximum 
value are shown. Peroneus longus is shown slightly below the muscle belly for visual purposes. 
Both conditions show bidirectional connectivity between tibialis anterior and peroneus longus, 
peroneus longus and soleus, and soleus and medial gastrocnemius, especially across lower 
frequency bands. 
161 
 
 
For perturbation-evoked intermuscular connectivity, we found increased 4-13 Hz connectivity 
following perturbation onset (Figure 6-9, top row). Similar to baseline intermuscular 
connectivity, the perturbation-evoked connectivity pattern appears to be more symmetrical 
between legs during walking pull perturbations compared to stance pull perturbations. During 
walking the 4-13 Hz increase in connectivity occurs primarily between peroneus longus and both 
tibialis anterior and soleus. In contrast, intermuscular connectivity during stance pull 
perturbations shows a notable 4-13 Hz connectivity increase between left tibialis anterior and 
both left peroneus longus and left medial gastrocnemius that were not seen in the right leg. 
Muscle spectral fluctuations for each condition show a similar pattern that is much stronger 
during standing. This pattern is an increase in low-frequency (4-13 Hz) spectral power and a 
decrease in high-frequency (30-50 Hz) spectral power. As with baseline intermuscular 
connectivity, we found little perturbation-evoked connectivity effects between muscles on 
different legs. 
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Figure 6-9: Intermuscular and corticomuscular connectivity. The perturbation-evoked 
intermuscular (top row) and corticomuscular (bottom row) connectivity are shown for both pull 
perturbation conditions, using dDTF. Cortical area abbreviations are left occipital (LO), right 
occipital (RO), left sensorimotor (LS), anterior cingulate (ACC), right sensorimotor (RS), 
posterior parietal (PP), supplementary motor area (SMA), and anterior parietal (AP). Muscle 
abbreviations are left/right tibialis anterior (LTA/RTA), left/right soleus (LSO/RSO), left/right 
medial gastrocnemius (LMG/RMG), and left/right peroneus longus (LPL/RPL). Intermuscular 
connectivity plots show baseline-subtracted event-related spectral perturbation (ERSP) plots 
along the diagonal, boxed in red. Non-significant differences from baseline have been set to 0 for 
all plots. ERSPs for both conditions show low frequency power increase with high frequency 
power decrease, but power fluctuations are stronger for stand pull. Both conditions show 
transient connectivity between peroneus long and tibialis anterior as well as peroneus longus and 
soleus for both legs, but stand pull has stronger connectivity between left peroneus longus and 
left tibialis anterior and from left medial gastrocnemius to left soleus, potentially reflecting 
asymmetrical muscle response between legs during standing pull perturbations. For 
corticomuscular connectivity, we set non-significant differences from baseline to 0, along with 
non-significant differences from the muscles to the brain to remove potential motion artifact. We 
only found significant theta band activity from the supplementary motor area primarily to left leg 
muscles during pull perturbations during stance. This was not present during walk pull or any 
other brain areas for stand pull, suggesting that it may indicate some sort of true connection. 
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For corticomuscular connectivity, we found significant 4-8 Hz connectivity from supplementary 
motor area to left leg muscles following pull perturbations during standing (Figure 6-9, bottom 
row). This corticomuscular connectivity was significant from the supplementary motor area to 
left/right tibialis anterior, left soleus, and left peroneus longus. This low-frequency connectivity 
increase agrees with the intermuscular results and only come from the cortical region that 
appears to have the strongest theta band synchronization following perturbation onset. Most of 
the muscles that had significant corticomuscular connectivity were in the left leg, which had 
asymmetrically increased activation compared to the right leg. Corticomuscular connectivity was 
not present, when the muscle responses were weaker and more symmetrical. In addition, this 
connectivity was significantly different compared to connections from each muscle to the 
supplementary motor area, indicating that this may be true corticomuscular connectivity.  
Discussion 
We developed a novel group-level connectivity analysis for quantifying differences in 
information flow between cortical areas for different sensorimotor perturbations. This group-
level analysis modelled the data well and was robust to parameter selection and the connectivity 
measure used, as hypothesized. Baseline cortical connectivity was strongest in occipital and 
parietal areas for both perturbation types, which partially agrees with our hypothesis. There was 
also a large decrease in alpha connectivity from left sensorimotor to left occipital following the 
visual perturbation. We found consistent bidirectional intermuscular connections between lower 
leg muscles following pull perturbation onset. For corticomuscular connectivity, we found 
significant 4-8 Hz connectivity from supplementary motor area to most left leg muscles and right 
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tibialis anterior, as hypothesized, which may reflect direct cortical influence on the asymmetrical 
standing postural response. 
Group-level Connectivity Analysis 
Our missing data estimation technique performed comparably to the cortical components from 
independent component analysis, indicating that this is a reasonable method. It should be noted 
that our data estimation technique is not equivalent to independent component analysis, as can be 
seen by the slightly increased pairwise mutual information for these estimated components 
compared to the independent components. Our estimation technique also removes inter-subject 
differences in dipole location because it assumes that the best approximation is based on the 
group. However, we limited the effects of this estimation by removing subjects with few dipoles 
across clusters. For studies with fewer subjects, it may be preferable to remove certain clusters 
instead of subjects to reduce the amount of data estimation performed. 
In addition, our multivariate autoregressive model fits across pooled subject data for each group 
produced reliable and reasonable results (Lütkepohl, 2007).  Our low parameter to datapoint ratio 
suggests that our model avoided overfitting. It should be noted that our model validation results 
indicate that the model is not as stationary and consistent as desired. This was unaffected by a 
higher model order, but may have been marginally improved by a smaller window size. We 
avoided window sizes below 400 ms because we wanted appropriate frequency resolution for our 
results and lower time windows can degrade low-frequency connectivity results. While the 
stationary and consistency below their desired values, the models were stable and did not appear 
affected by overfitting or underfitting of the model, based on low parameter to data point ratio 
and similarity between dDTF at low and high model orders. Additionally, the model-fitted 
cortical spectral density results during the pull perturbations closely match the cortical cluster 
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ERSPs from previous studies, with low-frequency power increase primarily in supplementary 
motor area (Sipp, Gwin, Makeig, & Ferris, 2013; Varghese, et al., 2014). The higher-frequency 
power decrease also matches desynchronization seen following perturbed stepping speed during 
walking (Wagner, Makeig, Gola, Neuper, & Müller-Putz, 2016). This gives us confidence that 
our model reasonably captured group-level activity. 
Cortical Connectivity 
Baseline cortical connectivity was located in parietal and occipital areas and mostly avoiding 
crossovers between hemispheres. Similar theta and alpha connectivity in occipital and parietal 
areas was found during single leg balance in healthy adults (Mierau, et al., 2017). Connectivity 
in frontal areas has been shown to increase in older adults and in young adults when the postural 
task becomes more challenging (Huang, Lin, & Hwang, 2017). Our postural task may have been 
fairly easy to perform because it did not induce stepping, which may explain the lack of fronto-
central clusters and connectivity. We also found increased theta connections during standing 
conditions compared with walking conditions, which agrees with a previous study using Granger 
causality (Lau, Gwin, & Ferris, 2014). Additionally, alpha connections increased during the pull 
perturbation compared to the visual rotation, which may reflect differences in the motor response 
required between perturbation types. 
Perturbation-evoked cortical connectivity showed few substantive results, despite similar model-
fitted cortical spectral density patterns across multiple cortical regions. We found a notable 
decrease in connectivity from left sensorimotor to left occipital during visual rotations, likely 
reflecting unreliable visual input. The left sensorimotor area has been shown to be more active 
during loss of balance than the right sensorimotor area (Sipp, Gwin, Makeig, & Ferris, 2013), 
which may reflect a left hemisphere bias in responding to perturbations, at least in right-handed 
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healthy adults (Bruijn, Van Impe, Duysens, & Swinnen, 2014). We also found brief theta 
connectivity between left sensorimotor and supplementary motor area during pull perturbations 
while standing and between left sensorimotor and anterior parietal during pull perturbations 
while walking, agreeing with previous research showing that pull perturbations only briefly alter 
cortical connectivity (Varghese J. P., 2016). Interestingly, we found little beta band baseline or 
perturbation-evoked connectivity, despite large beta desynchronization in spectral density for all 
conditions. Based on the delayed onset of alpha desynchronization compared to beta 
desynchronization for our spectral density plots, it seems likely that these reflect two separate 
processes. This alpha desynchronization appears mostly absent during walking with pull 
perturbations, which likely reflects a change in motor readiness (Wagner, Solis-Escalante, 
Scherer, Neuper, & Müller-Putz, 2014). With connectivity analysis, it is clear that the alpha and 
beta desynchronization reflect two distinct processes, highlighting the importance of using 
connectivity analysis in conjunction with spectral information. 
Intermuscular and Corticomuscular Connectivity during Pull Perturbations 
We found primarily low frequency connectivity among muscles, which is surprising because 
EMG and corticomuscular connectivity are usually analyzed primarily at higher frequencies 
(Gwin & Ferris, 2012). In contrast, intermuscular coherence during balance control has been 
seen to be strongest at low frequencies (Boonstra, et al., 2015; Boonstra, et al., 2008) and is 
thought to reflect that the activity in different muscles are changing at the same time (Mochizuki, 
Semmler, Ivanova, & Garland, 2006). While this could be motion artifact, we primarily see 
baseline and perturbation-evoked connectivity within each leg, instead of between legs, 
indicating that this likely reflects true linkages amongst muscles. It has also been suggested that 
surface EMG recordings are low-pass filtered due to volume conduction by the skin (Farina & 
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Holobar, 2016), which could lead to important information being located mostly at low 
frequencies. 
Despite finding several intracortical and intermuscular connections following the perturbation, 
we only found significant corticomuscular connectivity from the supplementary motor area 
primarily to left leg muscles. Repeated transcranial magnetic stimulation of the supplementary 
motor area has been shown to affect anticipatory postural response duration in both healthy 
adults and individuals with Parkinson’s disease, indicating that the supplementary motor area is 
important during balance control (Jacobs, Lou, Kraakevik, & Horak, 2009). While our 
experiment was a reactive response and not an anticipatory response, it has been shown that both 
types of responses result in similar cortical connectivity patterns (Varghese J. P., 2016). The 
supplementary motor area also has strong spectral fluctuations and has been shown to be one of 
the most prominent electrocortical areas during perturbed balance responses (Marlin, Mochizuki, 
Staines, & McIlroy, 2014). It seems likely that this transient increase in 4-8 Hz corticomuscular 
connectivity may reflect the cortical input into the timing of the postural response. 
Limitations and Considerations 
Despite the promising results of our group-level connectivity method, it is important to note the 
limitations of this approach. Firstly, our method does not account for inter-subject variability in 
estimated component locations, instead forcing the group-level location on it because there is no 
other scalp map to use for the missing data. This reduces inter-subject variability, which is 
further reduced when data from all subjects are pooled and fit to one group-level model. This 
reduction in inter-subject variability is not ideal, but appears to produce reasonable and 
informative group-level results. We would prefer to explore the information flow in each 
subject’s cortical areas, but variations in number of dipoles, dipole location, and model fitting 
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parameters make it difficult to tease apart what effects are only due to each subject’s data, and 
not variations in analysis parameters. Additionally, the group-level scalp maps used to estimate 
missing component data may act as a suboptimal spatial filter given the true variation in inter-
subject dipole locations. However, we are taking advantage of the low spatial resolution of EEG 
and the model attempting to find common activity across all subjects. We are assuming that if 
the true missing dipole is located nearby, our estimated group-level scalp map is close enough 
and that any unwanted activity from this estimation is ignored by the final fitted model. This may 
be a valid assumption for mobile EEG data, where the resulting clusters tend to be quite separate 
in space from each other, but may not apply to EEG data where cortical areas of interest are 
spatially close together. It is worth noting that we also removed 11 subjects’ data for this study to 
limit the amount of data estimation performed. Such subject removal may be infeasible for 
studies with smaller numbers of total subjects. 
In addition, it is also possible that spurious connectivity results are generated due to high number 
of estimated sources between 2 cortical areas. This would be expected if the estimated sources 
were not statistically independent from each other and the independent components and 
contained common information. If this were the case, we would have expected to see strong 
connections between anterior parietal and posterior parietal due to their close proximity and high 
number of estimated sources. Because we did not see this, our results seem to have been 
unaffected by such spurious connectivity. 
Conclusions 
We used a novel group-level connectivity analysis technique to analyze source-localized 
information flow between brain regions during sensorimotor perturbations. Our analysis 
modelled the data well, producing reasonable connectivity results. We found that sensorimotor 
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perturbations to walking and standing balance led to strong baseline cortical connectivity in 
parietal and occipital areas, which may reflect sensory integration performed to consistently 
maintain balance. We also found corticomuscular connectivity from the supplementary motor 
area primarily to lower leg muscles, which may indicate cortical assistance with response timing. 
Our group-level connectivity analysis may useful for future connectivity studies to enhance our 
understanding of group-level neuromuscular interactions.  
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Chapter 7: Discussion 
The purpose of this dissertation was to quantify the effects of sensorimotor perturbations on 
electrocortical dynamics and short-term balance learning in virtual reality. In chapter 2, I 
examined the effects of high heights exposure in virtual reality on balance performance and 
electrocortical dynamics. In chapter 3, I compared the use of transient visual perturbations during 
balance training to virtual reality and real world control groups, analyzing differences in balance 
performance and EEG activity. In chapters 4 and 6, I identified similarities and differences in 
electrocortical activity and group-level connectivity between physical pull and visual rotation 
perturbations during beam walking and tandem stance. In chapter 5, I validated independent 
component analysis and standard connectivity techniques when exposed to real-world head 
motion and volume conduction with ground-truth signals. These studies have expanded the 
understanding of perturbed sensory input during balance while also providing novel techniques 
and research questions for future EEG studies. 
Main Findings 
The main finding for chapter 2 was that virtual reality headset use is immersive but impairs 
balance performance and cognitive loading compared to unaltered viewing without the headset.  
I found significantly increased response times to a secondary task while beam walking during 
virtual reality at low heights compared to unaltered view. This was corroborated by significantly 
decreased EEG event-related peak activity in the anterior cingulate in virtual reality. Decreased 
EEG event-related peak activity has been seen for a similar secondary task during increasingly 
challenging cognitive tasks (Shaw, et al., 2018). The anterior cingulate plays an important role in 
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maintaining balance and detecting errors (Sipp, Gwin, Makeig, & Ferris, 2013; Gehring & 
Knight, 2000), so I was not surprised to find this area the most affected by virtual reality use 
during beam-walking. 
In chapter 3, I showed that a brief visual perturbation during virtual reality balance training can 
boost short-term motor learning to remove the negative learning effects of virtual reality. Virtual 
reality training with perturbations led to equivalent pretest-to-posttest improvement compared to 
unaltered viewing without the headset. Both groups had significantly increased improvement 
compared to virtual reality training without perturbations. The perturbations did not induce after-
effects, suggesting that perturbation training altered short-term motor learning through repeated 
adaptation (Bastian, 2008; Krakauer, Ghez, & Ghilardi, 2005). Repeated adaptation to perturbed 
visual input can improve the ability to adapt to novel visual perturbations, known as adaptive 
generalization (Welch, Bridgeman, Anand, & Browman, 1993). Such adaptive generalization can 
occur during upper-limb and lower-limb training (Seidler, 2004; Shadmehr & Moussavi, 2000; 
Batson, et al., 2011). 
Based on our findings, perturbations training appeared to primarily induce a cognitive change. 
The perturbation-evoked EEG response matched previous EEG event-related dynamics during 
perturbed balance (Varghese, et al., 2014), with strongest perturbation responses in parietal, 
occipital, and cingulate regions. Power spectral analysis indicated that virtual reality with 
perturbations training significantly increased theta power in frontal occipital, and cingulate 
regions compared to the control groups, likely indicating altered sensorimotor processing during 
perturbations training (Hülsdünker, Mierau, & Strüder, 2015; Youssofzadeh, Zanotto, Wong-Lin, 
Agrawal, & Prasad, 2016). I also found decreases in alpha power for the virtual reality 
perturbations group in multiple cortical regions compared to the virtual reality without 
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perturbations group. This suggests that perturbations training may improve mental engagement, 
as has been shown in other lower-limb tasks (Wagner, Solis-Escalante, Scherer, Neuper, & 
Müller-Putz, 2014; Luu, Nakagome, He, & Contreras-Vidal, 2017b). Taken together, this study 
shows that brief visual perturbations can be used to substantially improve virtual reality balance 
training by altering cortical dynamics. 
In chapter 4, I identified a similar electrocortical time-frequency pattern for both physical pull 
and visual rotation perturbations but in notably different areas of the brain. The time-frequency 
pattern involved an initial theta synchronization followed by alpha-beta desynchronization, 
matching previous research into perturbed lower limb movements (Varghese, et al., 2014; 
Seeber, Scherer, Wagner, Solis-Escalante, & Müller-Putz, 2014). Theta-band synchronization 
appears to be a hallmark of perturbed balance (Sipp, Gwin, Makeig, & Ferris, 2013), while beta 
desynchronization may be the cortical response to a change in the status quo (Engel & Fries, 
2010). This time-frequency pattern appears in other research, including 
magnetoencephalography recordings in auditory cortex during repetitive tone presentation 
(Fujioka, Trainor, Large, & Ross, 2012) and local field potential recordings in the subthalamic 
nucleus during visual conflict (Hell, Taylor, Mehrkens, & Bötzel, 2018). 
In chapter 5, I used ground truth signals exposed to the real-world effects of volume conduction 
and motion artifact to perform novel validation of effective connectivity measures. I found that 
independent component analysis can separate out motion artifact well (Snyder, Kline, Huang, & 
Ferris, 2015). The potential for motion artifact to generate spurious connectivity results 
highlights the need to use independent component analysis, instead of scalp channel data, when 
performing connectivity analysis on mobile EEG data. My phantom head validation technique 
highlighted the prevalence of false positive results for several popular connectivity measures, 
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which could be caused by the nonlinearities of the real-world EEG recording. Such phantom 
heads embedded with complex antenna signals will allow future validation of our EEG 
processing methods, improving the robustness of EEG analyses. 
In chapter 6, I used a novel group-level connectivity analysis which found occipito-parietal 
patterns of cortical connectivity and evidence of corticomuscular connectivity during balance 
control. For cortical connectivity, I found increased theta connections during standing compared 
to walking, agreeing with previous research (Lau, Gwin, & Ferris, 2014). In addition, the pull 
perturbations increased alpha connections compared to the visual rotations, indicating potential 
inter-perturbation differences in the motor cortex’s response. I found low-frequency 
corticomuscular connectivity from the supplementary motor area primarily to left leg muscles 
during pull perturbations. Low-frequency coherence between muscles has been seen during 
balance control (Boonstra, et al., 2008; Boonstra, et al., 2015) and may indicate muscle 
coactivation (Mochizuki, Semmler, Ivanova, & Garland, 2006). The supplementary motor area 
makes sense as the cortical area as it had the largest pull perturbation response, agreeing with 
previous studies (Marlin, Mochizuki, Staines, & McIlroy, 2014; Varghese, et al., 2014). 
Transcranial magnetic stimulation of the supplementary motor area can disrupt the physical 
perturbation response, indicating its importance during balance control (Jacobs, Lou, Kraakevik, 
& Horak, 2009). This study showed the utility of group-level connectivity analysis to uncover 
information about the brain network dynamics during perturbed balance. 
Limitations 
While these studies provide novel insights and techniques into the field, there were several 
limitations of these experiments, most notably with the virtual reality setup. Virtual reality use 
negatively impacted stability and short-term motor learning (Peterson, Rios, & Ferris, 2018; 
174 
 
Peterson, Furuichi, & Ferris, 2018). One factor may have been the 100° field of view of our 
virtual reality headset, which was below typical human field of view of 180° (Walker, Hall, & 
Hurst, 1976). Several studies have demonstrated the importance of peripheral vision in 
maintaining stability (Amblard & Carblanc, 1980; Assaiante, Marchand, & Amblard, 1989). 
Another factor may have been the low refresh rate of the headset and webcam, which were 75 Hz 
and 30 Hz, respectively. Low refresh rates can impair stability (Kawamura & Kijima, 2016). 
Future studies should consider constructing virtual reality setups that improve upon these 
limitations to minimize its negative effects on stability. 
In addition, the EEG analyses and results used in my studies may have been limited by artifact 
contamination. Because there is not ground truth for most of my studies, I could not verify that 
the EEG data is completely free from artifact contamination. However, I used head motion and 
neck EMG to determine the likely impact of the most prominent artefactual signals. I also found 
similar electrocortical patterns in symmetrical cortical areas, which differs from the 
asymmetrical motion artifact patterns seen across the head during walking (Kline, Huang, 
Snyder, & Ferris, 2015). In addition, several of my events of interest were not time-locked to a 
consistent motion event, as is the case when studying gait. Because of these factors, I feel 
confident that my EEG results contain little, if any, motion artifact that would not affect the 
conclusions of each study. Still, EEG recordings typically do not include ground-truth validation, 
which is why phantom head testing seems important for future experiments. 
Despite the increased realism provided by phantom head testing, there were limitations for my 
connectivity validation approach. The signals sent through the phantom were assumed to 
reasonably approximate true cortical signals, especially in the way that transient connections 
occurred. This approach seemed optimal compared to using independent component results from 
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recorded human data because it provides no guarantee that independent component analysis will 
be able to separate the signals, whereas it may be biased in separating out previous independent 
components. In addition, the phantom head only contains a single material, without skin or a 
skull. I partially compensated for the lack of skin by computationally adding pink noise to the 
data. However, the realism of the phantom head should be improved in future studies to contain 
more realistic layers of varying conductances for enhanced validation accuracy. 
Even though my group-level connectivity method showed promising results, it was limited by 
not taking into account inter-subject variability and applying potentially suboptimal estimates for 
missing component data. Ideally, this method would include inter-subject variability, but model 
fitting parameters and inter-subject differences in the number of dipoles can greatly affect 
connectivity estimation, making it challenging to tease apart which differences in estimated 
connectivity are due to true inter-subject cortical differences. In addition, my estimation 
technique assumed that the group-level dipole locations were the best choice for each subject’s 
missing data, even though inter-subject dipole locations tend to vary. This assumption took 
advantage of the low spatial resolution of EEG and how clusters tend to be spatially spread out 
for mobile recordings. Because of this, my group-level connectivity method may not be suitable 
for EEG studies where the group-level clusters are packed tightly in space.  
Conclusions 
Throughout this dissertation, I have shown the importance of using high-density, source-
localized EEG analysis to understand the cortical effects of sensorimotor balance perturbations. 
In addition, my dissertation highlights the usefulness of considering cortical dynamics for 
improving motor learning. It is important to consider cortical activity in conjunction with 
behavior because each provides extra information to facilitate understanding of the other. I also 
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developed new EEG analysis methods, including a selective low-pass filter to remove muscle 
activity and a group-level analysis method in source space. As new techniques are developed, it 
will become important to validate them using realistic head phantoms, similar to my assessment 
of connectivity measures. Such methodology should improve future mobile EEG experimental 
findings, while also providing new avenues for exploration in human balance control and 
sensorimotor integration. 
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