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Abstract
A special configuration of graph state stabilizers, which contains only Pauli σX operators, is studied. The vertex sets ξ
associated with such configurations are defined as what we call X-chains of graph states. The X-chains of a general graph state
can be determined efficiently. They form a group structure such that one can obtain the explicit representation of graph states
in the X-basis via the so-called X-chain factorization diagram. We show that graph states with different X-chain groups can
have different probability distributions of X-measurement outcomes, which allows one to distinguish certain graph states with
X-measurements. We provide an approach to find the Schmidt decomposition of graph states in the X-basis. The existence of
X-chains in a subsystem facilitates error correction in the entanglement localization of graph states. In all of these applications,
the difficulty of the task decreases with increasing number of X-chains. Furthermore, we show that the overlap of two graph
states can be efficiently determined via X-chains, while its computational complexity with other known methods increases
exponentially.
I. INTRODUCTION
Graph states [1–7] represent specific multipartite en-
tangled quantum systems. They are an important re-
source for measurement-based quantum computation:
there, the multipartite entanglement of cluster states
(a special class of graph states) is consumed by local
measurements on subsystems. Depending on the mea-
surement outcomes, local unitary transformations of the
remaining systems are performed. In this way, certain
quantum operations can be implemented.
Graph states can be represented in the stabilizer for-
malism as eigenstates of certain tensor products of Pauli
σX - and σZ-operators (the graph state stabilizers). The
explicit structure of the stabilizer operators depends on
the structure of the underlying graph. The stabilizers
form a group (under multiplication), which is generated
from n generators, where n is the number of vertices of
the graph.
In this paper, we will discuss what we call X-chains. X-
chains are subsets of vertices of a given graph which corre-
spond to graph state stabilizers that consist only of Pauli
σX -operators. We will show that these X-chains form a
group. Not every graph contains an X-chain. However,
it will be shown that if a graph does contain X-chains,
this fact can be used as an efficient tool to determine es-
sential properties of the corresponding graph state, such
as its overlap with other graph states, its entanglement
characteristics, and the existence of error correcting code
words in subsystems of graph states. Note that the over-
lap of two graph states cannot be determined efficiently
to date. The X-chains provide an efficient method to
solve this problem.
While graph states are usually given in the Z-basis,
the concepts and methods developed in this paper show
that it is often favorable to represent graph states in the
X-basis, in particular when one wants to study overlaps
of graph states or determine their entanglement proper-
ties. The reason for this fact is that for all graph states
originating from the same number of vertices, the prob-
ability distribution of outcomes of local Z-measurements
is uniform, while it is nonuniform for outcomes of local
X-measurements. Different X-measurement outcomes of
two graph states reflect their difference in the X-chain
groups, as the existence of an X-chain in a graph state
implies vanishing probability of certain X-measurement
outcomes. Conversely, X-chain groups of graph states
determine their representation in the X-basis.
In the present paper we will focus on introducing the
concept of X-chains, illustrating it with examples, and
presenting some applications. The X-chain group of
a given graph state can be efficiently determined, the
search of X-chains in a given graph state will be studied
in detail elsewhere [8] and a MATHEMATICA package
is available in the Supplemental Material [9].
This paper is organized as follows. In section I A,
we review the essential concepts of graph theory and
graph states. In section II, we review the representation
of graph states in the Z-basis and point out its disad-
vantage in distinguishing graph states. Then we intro-
duce X-chains and study their properties in section III.
The representation of graph states in the X-basis is de-
rived via the so-called X-chain factorization in section
IV, where we show how X-chain groups feature the X-
measurement outcomes on graph states. In section V,
we discuss several applications of X-chains, namely the
calculation of the overlap of two graphs states (section
V A), the Schmidt decomposition of graph states in the
X-basis (section V B) and the entanglement localization
[10] of graph states against errors (section V B 1). The
proofs are presented in Appendix A. A list of notations
and symbols is given in Appendix B.
A. Basic concepts
Here we review the concepts of graphs [11] and graph
states [6, 7], and introduce the notation used in the main
text.
a. Graph theory [11]: A graph G = (V,E)
consists of n vertices V and l edges E. The vertices,
denoted by VG = {v1, ..., vn}, are depicted as dots and
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Name of
graph
Graph Definition
Star graph
Sn
Graphs, for which the center ver-
tex has n − 1 neighbors and all
the others have the center vertex
as their only neighbor.
Cycle graph
Cn
Graphs, for which every vertex
has degree 2. They are closed
paths.
TABLE I: The graphs considered in this paper.
represent locations, particles etc. The edges, denoted by
EG = {e1, ..., el}, describe a relation network between
vertices. A symmetric relation between two vertices v1
and v2, e.g. a two-way bridge between two islands, can
be represented by the vertex set e = {v1, v2}, which is
called undirected edge. Let ξa, ξb ⊆ VG be two subsets
of VG, then the edges between ξa and ξb are the edges
e = {va, vb}, which have one vertex va ∈ ξa and another
vertex vb ∈ ξb. The set of these edges is denoted by
EG(ξa : ξb). A vertex v1 is a neighbor of v2, if they
are connected by an edge. The set of all neighbors of v,
called the neighborhood of v, is denoted as Nv. In Table
I we list two of the relevant types of graphs, which will
be considered in the main text.
A graph F is a subgraph of G, if its vertices and edges
are subsets of the vertex set and the edge set of G, re-
spectively, i.e., VF ⊆ VG and EF ⊆ EG. A subgraph
induced by a vertex set ξ ⊆ VG is defined as the graph
G[ξ] := (ξ, EG(ξ : ξ)), (1)
which has the edge set EG(ξ : ξ) consisting of edges be-
tween vertices inside the set ξ.
b. Binary notation: In this paper, we use binary
numbers to denote a subset of vertices of graphs. Let G
be a graph with vertices VG = {1, ..., n} and ξ ⊆ VG be
a vertex subset. We denote the binary number of ξ as
i(ξ) := i1 · · · in, (2)
with
ij =

0 , j 6∈ ξ
1 , j ∈ ξ
.
For example, in a 4-vertex graph, 0110 = i{2,3}. The
tensor product of Pauli-operators σα with α ∈ {x, y, z}
is denoted as
σ(ξ)α := σ
i1(ξ)
α ⊗ · · · ⊗ σin(ξ)α , (3)
with σ0α = 1, σ
1
α = σα. For example, for n = 4, σ
{2,3}
α :=
1⊗ σα ⊗ σα ⊗ 1.
II. REPRESENTATION OF GRAPH STATES
We review the representation of graph states [6, 7]. A
given graph with n vertices has a corresponding quantum
state by associating each vertex vi with a graph state
stabilizer generator gi,
gi = σ
(i)
X σ
(Ni)
Z . (4)
Here, Ni is the neighborhood of the vertex vi. A graph
state |G〉 is the n-qubit state stabilized by all gi, i.e.,
gi|G〉 = |G〉, for all i = 1, ..., n. (5)
The n graph state stabilizer generators, gi, generate the
whole stabilizer group (SG, ·) of |G〉 with multiplication
as its group operation. The group SG is Abelian and con-
tains 2n elements. These 2n stabilizers uniquely represent
a graph state on n vertices. Let us define the“induced
stabilizer”, which is uniquely associated with a given ver-
tex subset.
Definition 1 (Induced stabilizer).
Let G be a graph on vertices VG = {v1, v2, · · · , vn}. Let
ξ be a subset of VG. We call the product of all gi with
i ∈ ξ, i.e.
s
(ξ)
G :=
∏
i∈ξ
gi, (6)
the ξ-induced stabilizer of the graph state |G〉. Here, gi
is the graph state stabilizer generator of |G〉 associated
with the i-th vertex.
Since this ξ-induction map is bijective, it maps the
group (P (VG) ,∆) into the stabilizer group (SG, ·), where
P (VG) := {ξ ⊆ VG} is the power set (the set of all sub-
sets) of VG and ∆ is the symmetric difference operation
acting on two sets as ξ1∆ξ2 = (ξ1 \ ξ2) ∪ (ξ2 \ ξ1).
Proposition 2 (Isomorphism of ξ-induction).
Let (SG, ·) be the stabilizer group of a graph state |G〉
and P(VG) be the power set of the vertex set of G. The
vertex-induction operation s
(ξ)
G is a group isomorphism
between (P(VG),∆) and (SG, ·), i.e.
(P(VG),∆) s
(ξ)
G∼ (SG, ·) , (7)
where ∆ is the symmetric difference operation.
Proof. See Appendix A.
The summation operation maps the stabilizer group
SG to its stabilized space, i.e. the density matrix of the
graph state |G〉 [7],
SG Σ−→ |G〉〈G| = 1
2n
∑
s∈SG
s. (8)
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Hence there also exists an operation mapping the group
P(VG) to graph states
P(VG) Σ◦s
(ξ)
G−→ |G〉〈G| = 1
2n
∑
ξ⊆VG
s
(ξ)
G =
n∏
i=1
1 + gi
2
. (9)
This is a well-known representation of graph states [7].
The representation of a graph state in the computational
Z-basis |iZ〉 [12] is given by
P(VG) Σ◦s
(ξ)
G in |iZ〉−→ |G〉 = 1
2n/2
∑
i∈{0,1}⊗n
(−1)〈i,i〉AG |iZ〉.
(10)
Here σ⊗nz |iZ〉 = (−1)|i| |iZ〉, where |i| is the Hamming
weight of i. AG is the adjacency matrix of the graph
G, and 〈i, i〉AG = (i1, ..., in)AG(i1, ..., in)T. For all graph
states with n vertices, the probability amplitudes of Z-
basis states 〈iZ |G〉 are homogenously distributed for all
|iZ〉 up to a phase −1, i.e. | 〈iZ |G〉 | = 1/2n/2. Therefore
graph states with the same vertex set all have the equiv-
alent probability distribution of local σZ-measurement
outcomes. This means that the Z-basis representation
conceals the inner structure of graph states.
Different from the Z-basis, the representation of graph
states in the computational X-basis |iX〉 ( i.e. σ⊗nX |iX〉 =
(−1)|i| |iX〉) reveals the structure of graph states to a cer-
tain degree. One aim in this paper is to find an efficient
algorithm, i.e. a mapping from P(VG) to |G〉, to repre-
sent graph states in the computational X-basis:
P(VG) ?−→ |G〉 in |iX〉. (11)
In the rest of the paper, we denote the X-basis |iX〉 as |i〉;
that is, |0〉 = |+Z〉 = (|0Z〉+ |1Z〉)/
√
2 and |1〉 = |−Z〉 =
(|0Z〉 − |1Z〉)/
√
2.
III. X-CHAINS AND THEIR PROPERTIES
The commutativity of the measurement setting with
graph state stabilizers determines whether one can obtain
information about a graph state in the laboratory. Graph
state stabilizers that commute with σX -measurements
are the stabilizers consisting of solely σX operators. They
are the key ingredient in the representation of graph
states in the X-basis. We will call the vertex sets ξ in-
ducing such configurations X-chains of graph states. In
this section, the concept of X-chains will be introduced
and their properties will be investigated.
The number of σZ-operators in the graph state stabi-
lizer s
(ξ)
G depends on the neighborhoods within the ver-
tex set ξ. If a vertex v has an even number of neighbors
within ξ, then the Pauli operator σ
(v)
Z appears an even
number of times in s
(ξ)
G , such that the product becomes
the identity. Therefore to find the X-chain configurations
of graph states, one needs to study the symmetric differ-
ence of neighborhoods within the vertex set ξ, which we
define as the correlation index of ξ as follows.
Definition 3 (Correlation index).
Let ξ be a vertex subset of a graph G. Its correlation
index is defined as the symmetric difference of neighbour-
hoods within ξ,
cξ := Nv1∆Nv2 · · ·∆Nvk , (12)
where Nvi is the neighbourhood of vi and ξ = {v1, ..., vk}.
The name “correlation index” will become clearer in The-
orem 13 and refers to the fact that for vanishing correla-
tion index the corresponding stabilized state is factorized.
(These states are called X-chain states in Def. 9.) Note
that the set cξ occurs as an “index” for the σZ operator
of the induced stabilizer s
(ξ)
G (see Proposition 5).
Besides the correlation index, due to the anticommu-
tativity of σX and σZ , the graph state stabilizers also
depend on the so-called stabilizer parity of ξ.
Definition 4 (Stabilizer parity).
Let ξ be a vertex subset of a graph G. Its stabilizer parity
in |G〉 is defined as the parity of the edge number ∣∣EG[ξ]∣∣
of the ξ-induced subgraph G[ξ]
piG (ξ) := (−1)|EG[ξ]|. (13)
The stabilizer parity of ξ, piG (ξ) is positive if the edge
number E(G[ξ]) is even, otherwise it is negative. The
explicit form of the induced stabilizers is given in the
following proposition.
Proposition 5 (Form of the induced stabilizer).
Let ξ be a vertex subset of a graph G. The ξ-induced
stabilizer (see Def. 1) of a graph state |G〉 is given by
s
(ξ)
G = piG (ξ)σ
(ξ)
X σ
(cξ)
Z , (14)
where cξ is the correlation index of ξ and piG (ξ) is the
stabilizer parity of ξ.
Proof. See Appendix A.
Let us illustrate these concepts with an example. The
star graph state |S3〉 is shown in Fig. 1a. Its stabilizers
3
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(a)
XG
82,3<
XG
81,2,3<
XG
81<
Æ 82, 3< 82< 83< 81< 81, 2, 3< 81, 2< 81, 3<
1 2 3
XG
IÆM
82, 3< 82, 3< 82, 3< 82, 3<
VG
Ξ
(b)
ξ ∅ and {2, 3} {2} and {3} {1} and {1, 2, 3} {1, 2} and {1, 3}
cξ ∈ CG ∅ {1} {2, 3} {1, 2, 3}
|EG[ξ]| 0 0 0 and 2 1
piG (ξ) 1 1 1 −1
s
(ξ)
G 1, σ
{2,3}
X σ
{2}
X σ
{1}
Z , σ
{3}
X σ
{1}
Z σ
(1)
X σ
{2,3}
Z , σ
{1,2,3}
X σ
{2,3}
Z −σ{1,2}x σ{1,2,3}Z , −σ{1,3}X σ{1,2,3}Z
ξ ∈ 〈KG〉 ∅ {2} {1} {1, 2}
ΓG = {{2, 3}}, KG = {{1}, {2}}
(c)
FIG. 1: (Color online) Correlation indices and X-resources: (a) 3-vertex star graph. (b) The mapping from X-resources to
correlation indices is illustrated in the incidence structure [13] of the graph S3. The upper line is the correlation index, while
the lower line are the vertex subsets (including the empty set). The arrows go from lower vertex subsets ξ to the upper
vertices corresponding to the nonzero entries of their correlation index cξ. For example, the vertex set {1, 2, 3} points to the
vertices {2, 3}, indicating that the correlation index of {1, 2, 3} is c{1,2,3} = {2, 3}. In particular, the vertex set ∅ and {2, 3}
are X-chains (see Def. 7), since their correlation index is ∅. The resources in the sets X (∅)G = {∅, {2, 3}}, X {1}G = {{2}, {3}},
X {2,3}G = {{1}, {1, 2, 3}} and X {1,2,3}G = {{1, 2}, {1, 3}} are all “connected” by {2, 3} via the symmetric difference operation ∆.
(c) Grouping of vertex subsets according to the correlation index. ΓG and KG are the X-chain group generators and correlation
group generators, respectively.
can be represented in the following binary matrix:
0 0 0 0 0 0
1 0 0 0 1 1
0 1 0 1 0 0
0 0 1 1 0 0
1 1 0 1 1 1
1 0 1 1 1 1
0 1 1 0 0 0
1 1 1 0 1 1

,
in which each row represents a stabilizer. The bit strings
on the left hand side of the divider are the possible ver-
tex sets ξ occurring as a superscript for the Pauli σX
operators in Eq. (14), while the right hand side is their
correlation indices cξ occurring as a superscript for the
Pauli σZ operators. This is the so-called binary represen-
tation of graph states [14–16]. We interpret this binary
representation as an incidence structure [13] in Fig. 1b,
in which the vertex sets ξ are depicted as the nodes in
the lower row, while the upper row interprets the corre-
lation indices cξ . In the example of |S3〉, one observes
that the correlation indices cξ do not cover all possible
3-bit binary numbers. The vertex subsets are regrouped
according to their correlation indices in Fig. 1c. The
concept of regrouping is introduced via the definition of
the so-called X-resources as follows.
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Definition 6 (X-resources of correlation indices).
We denote the set of correlation indices of a graph G as
CG := {cG(ξ) : ξ ⊆ VG} .
If a vertex set ξ has correlation index c, i.e. cG(ξ) = c,
then we call ξ an (X-)resource of c-correlation in G. The
(X-)resource set of c-correlation is written as
X (c)G := {ξ ⊆ VG : cG(ξ) = c} . (15)
Since in the example of |S3〉 the correlation index of {2, 3}
is ∅, each correlation index c ∈ CS3 has two X-resources
ξ(c1) and ξ(c2) with ξ(c1) = ξ(c2)∆{2, 3}. The number of
X-resources of |S3〉 is 23. Therefore the graph state |S3〉
generates 4 correlation indices corresponding to 4 binary
numbers. The other 4 correlation indices are excluded
due to the existence of the non-trivial ∅-correlation re-
source {2, 3}. This non-trivial ∅-correlation resource de-
creases the correlations of the graph state in the X-basis.
Explicitly a non-trivial ∅-correlation resource induces a
stabilizer consisting solely of σX operators as follows.
s
(ξ)
G = piG (ξ)σ
(ξ)
X , for all ξ ∈ X (∅)G .
We will call such vertex sets X-chains.
Definition 7 (X-chains).
Let |G〉 be a graph state. An X-resource of ∅-correlation
in G is called an X-chain of G. The set of all X-chains
is denoted as X (∅)G .
The X-chains of a graph state |G〉 can be determined
efficiently with standard linear algebra tools [8]. As ex-
amples, the X-chains of the graph states |S3〉, |S4〉 and
|C3〉 are given in Table II. Besides, the X-chains for cer-
tain types of graph states (i.e. linear graph states |Ln〉,
cycle graph states |Cn〉, complete graph states |Kn〉 and
star graph states |Sn〉) are studied in [8]. A MATH-
EMATICA package is provided for finding X-chains in
general graph states; see Supplemental Material [9].
We point out that the X-chains form a group with the
symmetric difference operation.
Graph G X-chains 〈ΓG〉 X-chain generatorsΓG
1
2
3
S3
{{2,3}}
1
23
C3
{{1, 2, 3}}
1
2
3
4
S4
{{2, 3}, {2, 4}}
TABLE II: X-chain groups of simple graphs: The directed
graphs shown under the X-chains illustrate the criterion of
X-chains. Once a vertex is selected in a vertex subset, one
draws arrows from it to its neighbors. A vertex subset ξ is
an X-chain if and only if all vertices of the graph are incident
by even number of arrows. The X-chain groups 〈ΓG〉 are
generated by their generating sets ΓG.
Lemma 8 (X-chain groups and correlation groups).
Let |G〉 be a graph state. The set of X-chains to-
gether with the symmetric difference (X (∅)G ,∆), is a
normal subgroup of (P (VG) ,∆). The quotient group
(P (VG) /X (∅)G ,∆) is identical to the set of all resource
sets
P (VG) /X (∅)G =
{
X (c)G : c ∈ CG
}
, (16)
which we call call the correlation group of |G〉. Let
ΓG and KG denote the generating sets of (X (∅)G ,∆)
and (P(VG)/X (∅)G ,∆), respectively. The stabilizer group
(SG, ·) is isomorphic to the direct product of the X-chain
group and the correlation group,
(SG, ·) ∼ (〈ΓG〉 ,∆)× (〈KG〉 ,∆) , (17)
As a result, the graph state |G〉 is the product of the X-
chain group and correlation group inducing stabilizers,
i.e.
|G〉〈G| =
∏
κ∈KG
1 + s
(κ)
G
2
∏
γ∈ΓG
1 + s
(γ)
G
2
. (18)
Proof. See Appendix A.
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Note that the brackets 〈ΓG〉 and 〈KG〉 denote the group
generated by ΓG and KG, respectively The correlation
group represents the partition of the powerset of ver-
tex set P(VG) regarding the correlation index of the ver-
tex subsets ξ ∈ P(VG). The members in the correlation
group ξ ∈ 〈KG〉 possess distinct correlation indices. All of
the members in the c-correlation resource set ξ ∈ X (c) are
connected by X-chains. Let ξ
(c)
1 ∈ X (c) and ξ(c)2 ∈ X (c) be
two X-resources for the same correlation index c. Then
there must exist an X-chain γ ∈ ΓG, such that
ξ
(c)
2 = ξ
(c)
1 ∆γ. (19)
For instance, in the example of |S3〉 (Fig. 1b), the re-
sources of correlation i(c) = 111 (i.e. c = {1, 2, 3})
are connected by the X-chain {2, 3}, i.e. {1, 3} =
{1, 2}∆{2, 3}. Therefore, one can choose one member in
X (c) to represent the whole resource set X (c). Hence,
after the X-chain factorization the group (P (VG) ,∆)
for S3 becomes 〈KG〉 = {∅, {1} , {2} , {1, 2}} with KG =
{{1} , {2}}
In Eq. (18), the Hilbert space HG of the graph state
|G〉 is first projected onto the subspace stabilized by
the stabilizers s
(γ)
G with γ ∈ ΓG. It is the subspace,
span (Ψ∅), spanned by the stabilized states |ψ∅〉 with
Ψ∅ :=
{
|ψ∅〉 : s(γ)G |ψ∅〉 = |ψ∅〉, for all γ ∈ ΓG
}
. (20)
In this projection, |ψ∅〉 are all product states, since every
X-chain stabilizer s
(γ)
G commutes with the σ
⊗n
X opera-
tor. After the first projection, the graph state is then
obtained via projecting the subspace span (Ψ∅) into the
state that is stabilized by the stabilizers s
(κ)
G induced by
the correlation group; that is,
HG
ΓG−→ Ψ∅ KG−→ |G〉. (21)
This approach will be employed in the next section to
derive the representation of graph states in the X-basis.
IV. X-CHAIN FACTORIZATION OF GRAPH
STATES
We express |G〉 in the X-basis as |G〉 = ∑2ni=1 αi|iX〉,
with
∑
i |αi|2 = 1. Since the X-chain stabilizers s(γ)G
stabilize |G〉, it holds that∑
αi|iX〉 =
∑
αis
(γ)
G |iX〉. (22)
Since s
(γ)
G solely contains σX -operators, s
(γ)
G |iX〉 =±|iX〉. In order to fulfill Eq. (22), however, it follows
that only the plus sign is possible, i.e.
s
(γ)
G |iX〉 = |iX〉 for all αi 6= 0. (23)
That means that the possible X-measurement outcomes
are solely those X-basis states |iG〉, which are stabilized
by all X-chain stabilizers s
(γ)
G . A graph state |G〉 is hence
a superposition of such particular X-basis states.
For example, the star graph state |S3〉 in Fig. 1 is stabi-
lized by the X-chain stabilizer s
{2,3}
S3
= σ
{2,3}
X . Therefore|S3〉 belongs to the space spanned by the states stabi-
lized by s
{2,3}
S3
. From the table in Fig. 1, one observes
that the X-basis |i(c)〉, with c ∈ CS3 (see Def. 6) corre-
sponding to the correlation indices of |S3〉, are stabilized
by s
{2,3}
S3
, i.e. σ
({2,3})
X |i(c)〉 = |i(c)〉 for all c ∈ CS3 . That
means |S3〉 belongs to the subspace, span(Ψ), spanned by
Ψ =
{|i(c)〉, c ∈ CS3} = {|000〉, |100〉, |011〉, |111〉}. Thus
|S3〉 can be represented solely in 4 X-basis states instead
of 8 Z-basis states.
In this section, we will derive a general mapping from
the X-chain group and correlation group to graph states
in the X-basis. This is the question we raised in section
II. We first introduce X-chain states and K-correlation
states (Definition 9), which span the subspace stabilized
by X-chain stabilizers and K-correlation stabilizers, re-
spectively. Given the explicit form of the X-chain states
and correlation states in the X-basis (Proposition 10 and
11), one arrives at the X-chain factorization representa-
tion of graph states in Theorem 13.
Definition 9 (X-chain states and correlation states).
Let |G〉 be a graph state with the X-chain group 〈ΓG〉 and
the correlation group 〈KG〉. We define the X-basis state
|i(xΓG )〉 (in short form |i(xΓ)〉) as the state stabilized by
the Pauli σX operators such that
1. piG (γ)σ
(γ)
X |i(xΓ)〉 = |i(xΓ)〉, for all γ ∈ ΓG,
2. σ
(κ)
X |i(xΓ)〉 = |i(xΓ)〉, for all κ ∈ KG.
The local unitary transformed states
|ψ∅(ξ)〉 = s(ξ)G
∣∣∣i(xΓ)〉 , ξ ∈ 〈KG〉 (24)
are called X-chain states. Let 〈K〉 ⊆ 〈KG〉 be a correla-
tion subgroup, then a K-correlation state of graph state
|G〉, |ψK (ξ)〉, is defined as
|ψK (ξ)〉 = s(ξ)G
∏
κ∈K
1 + s
(κ)
G√
2
|i(xΓ)〉 (25)
with ξ ∈ 〈KG〉 / 〈K〉. Let 〈K〉⊆ 〈K′〉⊆ 〈KG〉, where a set
of K-correlation states is denoted as
Ψ
(K)
K′ = {|ψK (ξ)〉 : ξ ∈ 〈K′〉 / 〈K〉} (26)
In this notation, the set of X-chain states is then writ-
ten as Ψ
(∅)
KG , or in short form as Ψ
(∅), while the set of all
K-correlation states is denoted by Ψ(K)KG , or in short form
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as Ψ(K). Note that |ψ∅ (∅)〉 = |i(xΓ)〉, and X-chain states
|ψ∅ (ξ)〉 are ∅-correlation states. The X-basis |i(xΓ)〉 is the
fundamental state from which the non-vanishing X-basis
components in graph states can be derived. According
to its definition, |i(xΓ)〉 depends on the generating set of
the X-chain group and the correlation group of a given
graph state. One can employ the following approach to
obtain the fundamental X-chain state |i(xΓ)〉.
Proposition 10 (X-chain states in X-basis).
Let |G〉 be a graph state with the X-chain group 〈ΓG〉
and the correlation group 〈KG〉. Let ΓG = {γ1, γ2, ...},
and γi = {vi1 , vi2 , · · · }. The generating set ΓG and KG
can be chosen as
1. ΓG = {γ1, ..., γk} such that γi 6⊆ γj for all γi, γj ∈
ΓG,
2. KG =
{
{v} : v ∈ VG\
⋃k
i=1 {vi1}
}
.
Here, the first element of γi = {vi1 , vi2 , ...} is selected in
a way such that vi1 6= vj1 for all i 6= j. Then the X-chain
state |ψ∅(∅)〉 of |G〉 is an X-basis state, |i(xΓ)〉, with
xΓ = {vi1 : piG (γi) = −1} . (27)
Proof. See Appendix A.
The vertices vi1 are the key for the determination of |xΓ〉.
First of all, we choose the X-chain generators ΓG, such
that γi 6⊆ γj , for all γi, γj ∈ ΓG. That means each X-
chain generator possesses at least a vertex vi1 as its own
exclusive vertex, i.e. vi1 ∈ γi\ (∪j 6=iγj). In other words,
the vertex vi1 uniquely represents the X-chain generator
γi. The correlation group generators are then chosen as
the single vertex sets {v} with v ∈ VG \
⋃
i {vi1}. At the
end, the corresponding vertex set xΓ of the fundamen-
tal X-chain state |i(xΓ)〉 is the set of vi1 , whose X-chain
generator γi possesses a negative stabilizer-parity. Note
that in general the choice of the X-chain generators ΓG
is not unique, and therefore neither are the fundamental
X-chain states |i(xΓ)〉. However, the above mentioned ap-
proach still arrives to the same set Ψ(∅) of X-chain states,
since the X-chain group is unique.
Let us illustrate these concepts by an example, the
graph state |K¬14 〉 (Fig. 2a), which corresponds to the
graph with one edge missing from the complete graphK4.
Its X-chain generators can be chosen as ΓG = {γ1, γ2} =
{{1, 2, 3} , {2, 4}} (see Fig. 2c). The exclusive vertex v1
for γ1 can be chosen as 1, while v2 for γ2 is 4. Only
γ1 has negative parity, and therefore xΓ = {1} and the
fundamental X-chain state is |i(xΓ)〉 = |1000〉.
From the fundamental X-chain state |i(xΓ)〉 one can
derive all the X-chain states and correlation states with
the following proposition.
Proposition 11 (Form of X-chain states, K-correlation
states).
Let ξ ∈ 〈KG〉 be an X-resource and 〈K〉 ⊆ 〈KG〉. An
X-chain state is given as
|ψ∅ (ξ)〉 = piG (ξ)
∣∣∣i(xΓ) ⊕ i(cξ)〉 , (28)
where piG (ξ) is the stabilizer parity of ξ (see Eq. (13)),
and cξ is the correlation index of ξ.
A K-correlation state is the superposition of X-chain
states,
|ψK (ξ)〉 = 1
2|K|/2
∑
ξ′∈〈K〉
|ψ∅ (ξ∆ξ′)〉. (29)
Proof. See Appendix A.
According to this proposition, the X-chain states of |K¬14 〉
derived from |i(xγ)〉 = |1000〉 are given in the table in Fig.
2c. Alternatively, one can also choose the X-chain gener-
ators ΓG = {γ1, γ2} = {{2, 1, 3} , {4, 1, 3}} (see Fig. 2d).
In this case v1 = 2 and v2 = 4. The parities of γ1 and γ2
are both negative, hence |i(xΓ)〉 = |0101〉. However, the
sets of obtained X-chain states Ψ(∅) are identical in both
cases.
The correlation states |ψK (ξ)〉 are then the superpo-
sition of their corresponding X-chain states. For ex-
ample, in Fig. 2c the correlation state |ψ{{2,3}} (∅)〉 =
(|1000〉 − |1111〉)/√2. The correlation states have the
following properties.
Corollary 12 (Properties of K-correlation states).
Let 〈K〉 ⊆ 〈KG〉 be a correlation index subgroup, then
1. |ψK (ξ)〉 is stabilized by all stabilizers s(κ)G with κ ∈〈ΓG〉 × 〈K〉
s
(κ)
G |ψK (ξ)〉 = |ψK (ξ)〉. (30)
Therefore the space span(Ψ(K)), see Eq. (26), is
also stabilized by s
(κ)
G with κ ∈ 〈ΓG〉 × 〈K〉.
2. For ξ1 ∈ 〈KG〉 and ξ1 6∈ 〈K〉, it holds that
s
(ξ1)
G |ψK (ξ2)〉 = |ψK (ξ1∆ξ2)〉. (31)
3. For κ ∈ KG and κ 6∈ K, the K ∪ {κ}-correlation
state can be obtained by
|ψK∪{κ} (ξ)〉 = 1 + s
(κ)
G√
2
|ψK (ξ)〉. (32)
Proof. See Appendix A.
With these properties one can derive the representa-
tion of graph states in the X-basis.
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12
3
4
(a)
(P(VG),∆)
|K¬14 〉
=
=
〈{{1, 2, 3}, {2, 4}}〉 × 〈{{2}, {3}}〉
Ψ
(∅)
KG = {|ψ∅(ξ)〉 : ξ ∈ 〈{{2}, {3}}〉} with
|ψ∅(ξ)〉 = piG(ξ) |i(cξ) ⊕ 1000〉
|ψKG(∅)〉 =
1
22/2
∑
ξ∈〈{{2},{3}}〉
|ψ∅(ξ)〉
(b)
81, 2, 3< 82, 4< 82< 83<
1 2 3 4
γ ∈ ΓG {1, 2, 3} {2, 4} KG {{2} , {3}}
vi1 1 2 ξ ∈ 〈KG〉 ∅ {2} {3} {2, 3}
piG (γ) −1 1 piG (ξ) 1 1 1 −1
xΓ {1} i(cξ) 0 1010 1101 0111
|i(xΓ)〉 |1000〉 |ψ∅ (ξ)〉 |1000〉 |0010〉 |0101〉 −|1111〉
(c)
81, 2, 3< 81, 3, 4< 81< 83<
1 2 3 4 γ ∈ ΓG {2, 1, 3} {4, 1, 3} KG {{1} , {3}}
vi1 2 4 ξ ∈ 〈KG〉 ∅ {1} {3} {1, 3}
piG (γ) −1 −1 piG (ξ) 1 1 1 −1
xΓ {2, 4} i(cξ) 0 0111 1101 1010
|i(xΓ)〉 |0101〉 |ψ∅ (ξ)〉 |0101〉 |0010〉 |1000〉 −|1111〉
(d)
FIG. 2: (Color online) Example for the determination of X-chain states (see section IV for details). (a) The graph state |K¬14 〉.
(b) The factorization diagram of |K¬14 〉 (for an explanation, see Algorithm 14). (c),(d) The incidence structure of the X-chain
generators and correlation group generators of |K¬14 〉. The choices of these generators are not unique, and lead to different
fundamental X-chain states |i(xΓ)〉. However, they arrive at the identical set of X-chain states {|ψ∅(ξ)〉 , ξ ∈ 〈KG〉}.
Theorem 13 (X-chain state representation of graph
states).
Let |G〉 be a graph state. Then |G〉 is a KG-correlation
state, which is a superposition of X-chain states |ψ∅ (ξ)〉,
i.e.
|G〉 = |ψKG〉 =
1
2|KG|/2
∑
ξ∈〈KG〉
|ψ∅ (ξ)〉. (33)
Proof. According to property 1 in Corollary 12, one can
infer that |ψKG〉 is stabilized by all graph state stabilizers
s
(ξ)
G with ξ ∈ 〈ΓG〉 × 〈KG〉. As a result of Lemma 8,
|ψKG〉 is stabilized by the whole graph state stabilizer
group SG. According to the definition of graph states in
the stabilizer formalism, one can infer that |G〉 = |ψKG〉.
The explicit form of |ψKG〉 in Eq. (33) is obtained by
Proposition 11.
Note that the graph state obtained by this theorem
may differ from the real one by a global phase −1, i.e.
|G〉 = − |ψKG〉 [31]. We summarize the approach of X-
chain factorization of a graph state representation in a
so-called factorization diagram.
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Algorithm 14 (Factorization diagram).
The X-chain factorization of graph states can be described
in the factorization diagram shown in Fig. 3.
1. One decomposes the group P(VG) into the direct
product of the X-chain group 〈ΓG〉 and the correla-
tion group 〈KG〉 (Lemma 8).
2. From the X-chain group 〈ΓG〉, one obtains the set
of X-chain states Ψ∅KG (Proposition 10).
3. From the correlation group 〈KG〉, one obtains graph
states via the superposition of the X-chain states in
Ψ∅KG (Theorem 13).
(P(VG),∆)
|G〉
=
=
〈ΓG〉 × 〈KG〉
Ψ
(∅)
KG = {|ψ∅(ξ)〉 : ξ ∈ 〈KG〉} with
|ψ∅(ξ)〉 = piG(ξ) |i(cξ) ⊕ i(xΓ)〉
|ψKG(∅)〉 =
1
2|KG|/2
∑
ξ∈〈KG〉
|ψ∅(ξ)〉
FIG. 3: (Color online) X-chain factorization diagram of graph
states: A graphical summary of Proposition 10, 11 and Theo-
rem 13. This diagram illustrates the algorithm for represent-
ing a graph state in the X-basis.
The arrows in the factorization diagram can be inter-
preted as a mapping from the sets of X-resources to their
corresponding stabilized Hilbert subspaces. As we al-
ready discussed at the end of the section II, a graph
state is mapped from the powerset of vertices by sta-
bilizer induction, which is depicted in the left hand side
of the equality in the diagram. The equation in the first
row is the X-chain factorization of the group (P(VG),∆)
(Lemma 8). The arrow from the X-chain group ΓG to
the X-chain states Ψ(∅) interprets the mapping from the
X-chain group to the stabilized subspace spanned by
Ψ(∅) (Definition 9 and Proposition 10). The arrow from
the correlation group 〈KG〉 through the X-chain states
Ψ(∅) to the KG-correlation state is a mapping from the
subspace span(Ψ(∅)) to the KG-correlation state |ψKG〉,
which is stabilized by the KG-stabilizers. This arrow-
represented mapping is the summation (superposition)
of the X-chain states over the correlation group 〈KG〉
(Proposition 11). Since the graph state |G〉 is the only
stabilized state of the stabilizers induced by the group
〈ΓG〉 × 〈KG〉, it is identical to the KG-correlation state
|ψKG〉 (Theorem 13), which is represented by the equal-
ity of the last line in the factorization diagram. With the
help of the factorization diagram in Fig. 2b, the graph
state |K¬14 〉 is given by
|K¬14 〉 =
1
2
(|1000〉+ |0010〉+ |0101〉 − |1111〉) . (34)
Since the edge number |EG[ξ]| is identical to the prod-
uct 〈i(ξ)Z , i(ξ)Z 〉AG in Eq. (10), according to the definition
of the stabilizer-parity (Def. 4),
piG (ξ) = (−1)〈i
(ξ)
Z ,i
(ξ)
Z 〉AG . (35)
Hence the representation of graph states in the Z-basis
in Eq. (10) can be reformulated as
|G〉 = 1
2n/2
∑
ξ⊆VG
piG (ξ) |i(ξ)Z 〉. (36)
Comparing this Z-representation with the representation
of a graph state in the X-basis given in Eq. (33), the
number of terms in the representation is reduced from
2|VG| to 2|KG|. The correlation group 〈KG〉 can be directly
obtained if one knows the X-chain group. The X-chain
group can be searched by a criterion that the cardinality
of the intersection of the vertex neighborhood with the
X-chain |Nv ∩ ξ| should be even for all v ∈ VG [8]. The
search of the X-chains of a graph state |G〉 is equivalent
to finding the 2-modulus-kernel of the adjacency matrix
of the graph G. As this is efficient, the representation
of graph states in the X-basis is feasible. The larger the
X-chain group that a graph state possesses, the smaller
is its correlation group and hence the more efficient is its
X-chain factorization.
Note that not every graph state has non-trivial X-
chains (non-trivial means not the empty set). For graph
states without non-trivial X-chains, their X-chain factor-
ization contains all X-basis states, and thus has the same
difficulty as their Z-representation.
Besides, the X-chain factorization of graph states in
Theorem 13 implies that the possible outcomes of X-
measurements are only the X-chain states, |ψ∅ (ξ)〉. Con-
sequently two graph states with different X-chains can
have different X-chain states, and hence are distinguish-
able via the X-measurement outcomes. In Table III,
we list the X-chain generators and X-chain states of
graph states with 3 vertices. Since the X-chain states
of these graph states are different from each other, one
can therefore distinguish these 8 graph states via local
X-measurements with non-zero probability of success.
V. APPLICATION OF THE X-CHAIN FACTOR-
IZATION
The representation of graph states in the X-chain fac-
torization reveals certain substructures of graph states.
In this section, we discuss its usefulness for the calcula-
tion of graph state overlaps, the Schmidt decomposition
and unilateral projections in bipartite systems.
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|G〉 ΓG Ψ(∅)KG = {|ψ∅(ξ)〉 : ξ ∈ 〈KG〉}
1 2
3
{{1}, {2}, {3}} {|000〉}
1 2
3
{{3}} {|000〉 , |010〉 , |100〉 ,− |110〉}
1 2
3
{{2}} {|000〉 , |001〉 , |100〉 ,− |101〉}
1 2
3
{{1}} {|000〉 , |001〉 , |010〉 ,− |011〉}
1 2
3
{{2, 3}} {|000〉 , |100〉 , |011〉 ,− |111〉}
1 2
3
{{1, 3}} {|000〉 , |100〉 , |101〉 ,− |111〉}
1 2
3
{{1, 2}} {|000〉 , |001〉 , |110〉 ,− |111〉}
1 2
3
{{1, 2, 3}} {|100〉 , |010〉 , |001〉 ,− |111〉}
TABLE III: X-chain states of 3-vertex graph states
A. Graph state overlaps
In [17], the overlaps of graph states are the basis for
genuine multipartite entanglement detection of random-
ized graph states with projector-based witnesses WG =
1/2−|G〉 〈G|, see [18, 19], where G is a connected graph.
An expectation value tr(|H〉〈H|G〉〈G|) > 1/2 indicates
the presence of genuine multipartite entanglement of the
graph state |H〉.
In general, a graph state |G〉 = ∏e∈EG U (e)Z |0X〉 is cre-
ated by control-Z operators U
(e)
Z , where
U
{va,vb}
Z := |0〉 〈0|(a) ⊗ 1(b) + |1〉 〈1|(a) ⊗ σ(b)Z . (37)
Since the operators U
(e)
Z commute for different edges e
and are unitary and Hermitian, the overlap 〈G|H〉 is cal-
culated by
〈G|H〉 = 〈0⊗nX |
∏
e∈EG∆EH
U
(e)
Z |0⊗nX 〉 = 〈0⊗nX |G∆H〉.
(38)
According to Eq. (10),
〈G|H〉 = 1
2n/2
2n−1∑
i=0
(−1)〈iZ ,iZ〉AG∆H , (39)
where G∆H is the symmetric difference of the graphs
G and H. G∆H is the graph (VG∆H , EG∆H), whose
vertices and edges are VG∆H = VG = VH and EG∆H =
EG∪EH\EG∩EH , respectively. However, the complexity
of this calculation increases exponentially with the size
of the system.
The quantity obtained from Eq. (10),
〈
0⊗nX |G
〉
=
1
2n/2
2n−1∑
i=0
(−1)〈iZ ,iZ〉A , (40)
corresponds to the difference of the positive and nega-
tive amplitudes of |G〉 in the Z-basis. We can define for
each graph state |G〉 a Boolean function fG := 〈iZ , iZ〉A
(mod 2) with A being the adjacency matrix. The func-
tion fG is balanced, if and only if 〈0⊗nX |G〉 = 0, otherwise
it is biased. We introduce the bias degree of a graph state
and define its Z-balance as follows.
Definition 15 (Bias degree and Z-balanced graph
states).
The (Z-)bias degree β of a graph state |G〉 with n vertices
is defined as the overlap
β(|G〉) := 〈0⊗nX |G〉, (41)
where |0X〉 = (|0Z〉+ |1Z〉) /
√
2. A graph state with zero
bias degree is called Z-balanced.
The bias degree is related to the weight of a graph
state, ω− (G) := |{iZ : 〈iZ |G〉/ |〈iZ |G〉| = −1}|, which is
equal to the number of minus amplitudes in |G〉 in the
Z-basis [20]. The probability of finding a negative ampli-
tude in the Z-basis is 1/2 − β(|G〉)/2, which is equal to
ω− (G) /2n. Note that as a result of Eq. (36), the bias
degree of a graph state is equal to the sum of its stabilizer
parities.
β(|G〉) =
∑
ξ⊆VG
piG(ξ). (42)
As a result of Theorem 13, the bias degree 〈0x |G〉,
depends only on the number of X-chain generators and
the parity of their corresponding X-resources.
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Corollary 16 (Graph state overlaps and bias degrees).
The overlap of two graph states |G〉 and |H〉 is equal to
the bias degree of the graph state |G∆H〉, i.e.
〈G|H〉 = β(|G∆H〉). (43)
The bias degree of a graph state |G〉 is equal to
|β(|G〉)| = 1
2(n−|ΓG|)/2
∏
γ∈ΓG
δ1piG(γ), (44)
where ΓG is the X-chain generating set of |G〉, δ is the
Kronecker-delta and piG(γ) is the stabilizer-parity of X-
chain generators γ.
Proof. First we prove that there does not exist ξ such that
cξ = xΓ. Assume cξ = xΓ, then |cξ ∩ γ| mod 2= |ξ ∩ cγ | = 0.
However, according to the definition of xΓ (Def. 10),
|cξ ∩ γ| = |xΓ ∩ γ| = 1 which contradicts |cξ ∩ γ| =
0 mod 2. Then the only possible zero X-chain state is
|ix(Γ)〉. Therefore Theorem 13 leads to
|β(|G〉)| = 1
2(n−|ΓG|)/2
〈0X |i(xΓ)〉. (45)
According to the definition of the X-chain basis, xΓ = ∅ if
and only if piG (γ) = 1 for all X-chain generators γ ∈ ΓG,
that means
〈
0X |i(xΓ)
〉
=
∏
γ∈ΓG δ
1
piG(γ)
.
In [20], the authors relate the weight ω− (G) to the binary
rank of the adjacency matrix of graphs. Our Corollary 16
is a similar result showing that the bias degree depends
on the binary rank of the adjacency matrix, which is
equal to n− |ΓG|.
Here, we focus on the bias degree and Z-balance of
graph states. Since the X-chain group of a graph state
can be efficiently determined, instead of Eq. (39), Corol-
lary 16 provides an efficient method to calculate the
graph state overlap. As a result of Corollary 16, we arrive
at the following corollary.
Corollary 17 (Z-balanced graph states).
A graph state is Z-balanced, if and only if it has at least
one X-chain generator γ− with negative stabilizer-parity,
i.e. |E (G [γ−])| is odd. Two graph states are orthogonal,
if and only if |G∆H〉 is Z-balanced.
Knowing all the Z-balanced graph states with vertex
number n allows one to identify all pairs of orthogonal
graph states with n vertices. Note that relabeling a graph
state (graph isomorphism) does not change its bias de-
gree, since the structure of the X-chain group does not
change under graph isomorphism.
In Fig. 4, the Z-balanced graph states up to five ver-
tices are listed. Every graph in the figure represents an
isomorphic class. From these balanced graph states one
can obtain orthogonal graph states via the graph sym-
metric difference. Examples of orthogonal graph states
derived from the Z-balanced graph states |C3〉 and |C5〉
are shown in Figs. 5 and 6 , respectively, (C3 and C5 are
the first and fifth graph in Fig. 4 ).
B. Schmidt decomposition
In this section, we discuss the Schmidt decomposition
of graph states represented in the X-basis, which is de-
rived via the X-chain factorization. The Schmidt decom-
position of a graph state for an A|B-bipartition reads
|G〉 = 1
2rS/2
rS∑
i=1
|φ(A)i 〉 |ψ(B)i 〉 , (46)
where 〈φ(A)i |φ(A)j 〉 = δij and 〈ψ(B)i |ψ(B)j 〉 = δij . Here rS
is the Schmidt rank of the graph state |G〉 with respect
to the partition A versus B. Its value
rS = |SA| :=
∣∣∣{s(ξ)G ∈ SG : supp(s(ξ)G ) ⊆ A}∣∣∣ (47)
is studied in the section III.B of Ref. [6] via the Schmidt
decomposition of graph states in the Z-basis, where
supp(s
(ξ)
G ) is the support of the stabilizer s
(ξ)
G . The
supp(s
(ξ)
G ) is equal to the projection on the Hilbert space
spanned by qubits corresponding to the vertices ξ ∪ cξ,
which is the set of vertices on which the stabilizer s
(ξ)
G
acts non-trivially (i.e. not equal to the identity).
We derive the Schmidt decomposition of graph states
in the X-basis in the following steps. First, we generalize
the X-chain factorization of graph states (Theorem 13) to
the X-chain factorization of arbitrary correlation states
(Theorem 18). Second, we introduce three correlation
subgroups, whose correlation states are A|B-biseparable
(Lemma 20). Third, we prove the orthonormality of these
correlation states (Lemma 21). At the end, we arrive at
the Schmidt decomposition in Theorem 22.
The X-chain factorization of graph states in Theorem
13 can be generalized to correlation states (introduced in
Eqs. (25) and (29)) as follows.
Theorem 18 (X-chain factorization of K-correlation
states).
Let 〈K1〉 , 〈K2〉 ⊆ 〈KG〉 be two disjoint correlation sub-
groups of a graph state |G〉, and K = K1 ∪K2. Then the
K-correlation state is a superposition of K1-correlation
states,
|ψK (ξ)〉 = 1
2|K2|/2
∑
ξ′∈〈K2〉
|ψK1 (ξ∆ξ′)〉 (48)
with ξ ∈ 〈KG〉 / 〈K〉 being an element in their quotient
group. Theorem 13 is a special case of this theorem re-
lated by 〈K〉 = 〈K1〉 × 〈K2〉 = ∅ × 〈KG〉.
11
FIG. 4: (Color online) Z-balanced graph states (see Def. 15) up to 5 vertices: Each graph represents a graph isomorphic class.
Each balanced graph state has at least one X-chain γ− with negative parity. In each graph, the γ−-induced subgraph G[γ−] is
highlighted in red with bold edges. Every highlighted γ−-induced subgraph has an odd edge number.
FIG. 5: Orthogonal graph states derived from the Z-balanced graph state |C3〉: The graph states in each cell are orthogonal to
each other. Their symmetric difference is identical to the cycle graph C3, where C3 is the first graph in Fig. 4.
Proof. According to the definition in Eq. (25) it holds
|ψK1∪K2 (ξ)〉 = s(ξ)G
∏
κ∈K2
1 + s
(κ)
G√
2
∏
κ∈K1
1 + s
(κ)
G√
2
∣∣∣i(xΓ)〉 .
(49)
Due to the commutativity of the graph state stabilizers
it follows
|ψK (ξ)〉 = |ψK1∪K2 (ξ)〉 =
∏
κ∈K2
1 + s
(κ)
G√
2
|ψK1 (ξ)〉. (50)
According to Proposition 2, s
(κ1∆κ2)
G = s
(κ1)
G s
(κ2)
G , the
product of (1+s
(κ)
G ) with κ ∈ K2 becomes the sum of the
stabilizers s
(ξ′)
G with ξ
′ ∈ 〈K2〉.
|ψK (ξ)〉 = 1
2|K2|/2
∑
ξ′∈〈K2〉
s
(ξ′)
G |ψK1 (ξ)〉
=
1
2|K2|/2
∑
ξ′∈〈K2〉
|ψK1 (ξ∆ξ′)〉, (51)
where the second equality is a result of property 2 in
Corollary 12.
Algorithm 19 (Factorization diagram of correlation
states).
Theorem 18 can be interpreted by the factorization dia-
gram in Fig. 7.
1. One decomposes the group P(VG) into the direct
product of the X-chain group 〈ΓG〉 and the correla-
tion group 〈KG〉.
2. From the X-chain group 〈ΓG〉, one obtains the set
of X-chain states Ψ∅KG .
3. From the correlation group 〈K1〉, one obtains graph
states via the superposition of the X-chain states in
Ψ∅KG within 〈K1〉.
4. At the end the correlation state |ψK1∪K2(ξ)〉
is the superposition of the K1-correlation states
|ψK1(ξ∆ξ′)〉 ∈ Ψ(K1)KG inside the correlation group
ξ′ ∈ 〈K2〉 (Theorem 18).
The subspace of X-chain states span(Ψ
(∅)
KG
) are pro-
jected via 〈K1〉-stabilizers to the space spanned by the
K1-correlation states |ψK1 (ξ)〉. Further, the subspace
span(Ψ
(K1)
KG
) are then projected via 〈K2〉-stabilizers to
the K1 ∪ K2-correlation states |ψK1∪K2 (ξ)〉. With this
theorem, one can obtain the Schmidt decomposition of
graph states, by appropriate selection of the correlation
subgroup K1, such that its corresponding K1-correlation
states are A|B-separable and mutually orthonormal.
Let |G〉 be a graph state with the correlation group
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FIG. 6: Orthogonal graph states derived from the Z-balanced graph state |C5〉: The graph states in each cell are orthogonal.
Their symmetric difference is identical to the cycle graph C5, where C5 is the fifth graph in Fig. 4.
〈ΓG〉 × 〈K1〉 × 〈K2〉
Ψ
(∅)
KG = {|ψ∅(ξ)〉 : ξ ∈ 〈KG〉}
Ψ
(K1)
KG = {|ψK1(ξ)〉 : ξ ∈ 〈KG〉 / 〈K1〉}
|ψK1∪K2(ξ)〉 =
1
2|K2|/2
∑
ξ′∈〈K2〉
|ψK1(ξ∆ξ′)〉
FIG. 7: (Color online) The X-chain factorization diagram of
correlation states: A graphical summary of Theorem 18. The
ξ in |ψK1∪K2 (ξ)〉 are elements in the quotient group, ξ ∈
〈KG〉 / 〈K1 ∪ K2〉.
〈KG〉 and A|B be a bipartition of its vertices. In order
to find the Schmidt decomposition, we select 〈K1〉 as the
union of three disjoint correlation subgroups specified as
follows.
1. The correlation subgroup, whose elements possess
a correlation index only in B:
〈K(B)〉 := {ξ ∈ 〈KG〉 : cξ ⊆ B} . (52)
2. The correlation subgroup, whose elements possess
a correlation index only in A and only consists of
vertices in A:
〈K(A)A 〉 := {ξ ∈ 〈KG〉 : cξ ⊆ A, ξ ⊆ A} . (53)
3. The correlation subgroup, whose elements possess
a correlation index only in A, consists of vertices
in B and has an even number of edges between all
β ∈ 〈K(B)〉:
〈K(A)∼B〉 := {ξ ∈ 〈KG〉 : cξ ⊆ A, ξ 6⊆ A} ∩ {ξ ∈ 〈KG〉 :
|EG (ξ : β)| mod 2= 0, for all β ∈
〈
K(B)
〉
}. (54)
These three groups form a special group
〈KAcB〉 := 〈K(A)A ∪ K(A)∼B〉 × 〈K(B)〉 (55)
called AcB-correlation group. (The notation “AcB”
is used, as the group is not symmetric with respect
to exchanging A and B.) We will show in Lemma
20 that all AcB-correlation states |ψKAcB (ξ)〉 with ξ ∈
〈KG〉 /〈KAcB〉, are A|B-separable. The corresponding
quotient group is denoted as
〈KA⇀B〉 := 〈KG〉 /〈KAcB〉 (56)
and called (A ⇀ B)-correlation group. (The notation
A ⇀ B is introduced, as there is again no symmetry
under exchange of A and B, as the correlation index cξ
of ξ ∈ 〈KA⇀B〉 is always inside A.) We will show in
Theorem 22 that the Schmidt rank of |G〉 is equal to
the cardinality | 〈KA⇀B〉 |. That means that the corre-
lation subgroup KA⇀B generates the A|B correlation in
the graph state |G〉. Note that we investigated many
graphs and found their correlation subgroups 〈K(A)∼B〉 all
to be empty. That means the group 〈K(A)∼B〉 may not ex-
ist for any graph state. However, this is still an open
question.
In this AcB-factorization, the correlation group KG
is divided into four subgroups. Let us take the graph
of “St. Nicholas’s house” in Fig. 8a as an example.
This “house” state |GHouse〉 is divided into the bipar-
tition A = {1, 2, 3} versus B = {4, 5}. The correlation
group factorization is shown in Fig. 8b. The X-chain
group of |GHouse〉 is {{1, 2, 3}}. The X-resources are fac-
torized by the X-chain group, P(VG) = 〈ΓG〉 × 〈KG〉,
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12 3
4 5
A
B
(a)
1 1 1 0 0 0 0 0 0 0
0 1 1 0 0 0 1 1 0 0
0 1 0 0 0 1 0 1 1 1
0 0 0 1 1 0 0 0 1 1
0 1 1 1 0 0 0 0 0 1
1 1 1 0 0 0 0 0 0 0
0 1 0 0 0 1 0 1 1 1
0 0 1 0 0 1 1 0 1 1
0 0 0 1 0 0 1 1 0 1
0 0 0 0 1 0 1 1 1 0
1, 2, 3 2 3 4 5
1 2 3 4 5
GG
G AA
BA B
A BA B-factorization
1, 2, 3 2, 3 2 4, 5 2, 3, 4
1 2 3 4 5
(b)
P(VG)
|G〉
=
=
〈{{1, 2, 3}}〉 × 〈{{2, 3}}〉 × 〈{{4, 5}, {2, 3, 4}}〉× 〈{{2}}〉
Ψ(∅) = {|ψ∅(ξ)〉 : ξ ∈ 〈KG〉} with |ψ∅(ξ)〉 = piG(ξ) |i(cξ) ⊕ 10000〉
Ψ(K
AcB) =
{
piG(ξ) |φ(A)AcB(ξ)〉 |φ(B)AcB(ξ)〉 : ξ ∈ 〈{{2}}〉
}
( c ) pi (ξ) | ( )c (ξ)〉 : ξ 〈 〉
|ψKG〉 =
1
21/2
∑
ξ∈〈KA⇀B〉
piG(ξ)|φ(A)AcB(ξ)〉|φ(B)AcB(ξ)〉
(c)
FIG. 8: (Color online) AcB-factorization of graph states: (a) The graph state |GHouse〉 corresponding to a “St. Nicholas’s
house” is divided in two subsystems A = {1, 2, 3} and B = {4, 5}. (b) The binary representation of the X-chain factorization
(the upper row) and AcB-factorization (the lower row). (c) The AcB-factorization diagram (see Algorithm 23) of the “St.
Nicholas’s house” graph state |GHouse〉.
see the upper row in Fig. 8b. The array is the binary
representation of the stabilizers induced by the X-chain
generators Γ = {{1, 2, 3}} and correlation group genera-
tors KG = {{2}, {3}, {4}, {5}}, it corresponds to the inci-
dence structure on its right hand side. In the second row
of Fig. 8b, the X-resources, whose correlation indices lie
in the system B, are first grouped together into 〈K(B)〉 =
〈{{4, 5}, {2, 3, 4}}〉. Second, the X-resources ξ, whose
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correlation indices cξ and ξ itself are both contained
by VA, are grouped into 〈K(A)A 〉 = 〈{{2, 3}}〉. Third,
the group K(A)∼B is empty. At the end, the (A ⇀ B)-
correlation group is then 〈KA⇀B〉 = 〈{{2}}〉.
These three special correlation subgroups, 〈K(A)A 〉 ,
〈K(A)∼B〉 and 〈K(B)〉, project the space spanned by the X-
chain states into a subspace spanned by their correlation
states |ψAcB(ξ)〉. These states are A|B-separable states,
which is stated in the following lemma.
Lemma 20 (A|B-Separability of AcB-correlation
states).
For ξ ∈ 〈KA⇀BG 〉, the (A ⇀ B)-correlation states
|ψAcB(ξ)〉 = piG (ξ) |φ(A)AcB(ξ)〉|φ(B)AcB(ξ)〉 (57)
are A|B-separable with |φ(A)AcB(ξ)〉 := |ψ(A)K(A)A ∪K(A)∼B (ξ)〉 and
|φ(B)AcB(ξ)〉 := |ψ(B)K(B)(ξ)〉 being the (K
(A)
A ∪ K(A)∼B)- and
K(B)-correlation states projected into the subspaces of A
and B, respectively.
Proof. See Appendix A.
Note that |ψAcB(ξ)〉 will be shown to be the Schmidt
basis in Theorem 22. There, one will also see that the
global phase piG(ξ) ensures positive Schmidt coefficients.
Let us continue to consider the “St. Nicholas’s house”
state as an example. According to Proposition 10, the
fundamental X-chain state of |GHouse〉 is |ixΓ〉 = |10000〉.
Then from the K(A)A -correlation states,
|ψK(A)A (∅)〉 = |φ
(A)
AcB(∅)〉 ⊗ |00〉 and (58)
|ψK(A)A ({2})〉 = |φ
(A)
AcB ({2})〉 ⊗ |00〉 , (59)
one can read off
|φ(A)AcB(∅)〉 =
|100〉 − |111〉√
2
and (60)
|φ(A)AcB ({2})〉 =
|001〉+ |010〉√
2
. (61)
From the K(B)-correlation states,
|ψK(B) (∅)〉 = |100〉 ⊗ |φ(B)AcB(∅)〉 and (62)
|ψK(B) ({2})〉 = |100〉 ⊗ |φ(B)AcB ({2})〉, (63)
one can read off
|φ(B)AcB(∅)〉 =
|00〉 − |01〉 − |10〉 − |11〉
2
and (64)
|φ(B)AcB ({2})〉 =
−|00〉 − |01〉 − |10〉+ |11〉
2
. (65)
According to Lemma 20, AcB-correlation states are
|ψAcB(∅)〉
=
( |100〉 − |111〉√
2
)( |00〉 − |01〉 − |10〉 − |11〉
2
)
(66)
and since piG({2}) = 1,
|ψAcB({2})〉
=
( |001〉+ |010〉√
2
)(−|00〉 − |01〉 − |10〉+ |11〉
2
)
.
(67)
Orthonormality of the states within the subspaces still
needs to be verified. This holds for the explicit example
|GHouse〉 in Eqs. (66) and (67). In the general case, the
orthonormality is shown in the following lemma.
Lemma 21 (Orthonormality of (A ⇀ B)-correlation
states).
The components of AcB-correlation states on subspace A
and B, |φ(A)AcB(ξ)〉 and |φ(B)AcB(ξ)〉, are orthonormal with
respect to ξ ∈ 〈KA⇀B〉 within the subspaces A and B,
respectively, i.e.,
〈φ(A)AcB(ξ1)|φ(A)AcB(ξ2)〉 = 0 (68)
and
〈φ(B)AcB(ξ1)|φ(B)AcB(ξ2)〉 = 0
for all ξ1, ξ2 ∈ 〈KA⇀B〉 and ξ1 6= ξ2.
Proof. See Appendix A.
We can now construct the Schmidt decomposition of
graph states with AcB-correlation states as follows.
Theorem 22 (Schmidt decomposition in
AcB-correlation states).
The Schmidt decomposition of a graph state |G〉 is the
superposition of its AcB-correlation states,
|G〉 = 1
2|KA⇀B |/2
∑
ξ∈〈KA⇀B〉
piG (ξ) |φ(A)AcB(ξ)〉|φ(B)AcB(ξ)〉.
(69)
The Schmidt rank rS and geometric measure of the A|B-
bipartite entanglement [21, 22] can be expressed by
log2(rS) = EA|Bg =
∣∣KA⇀B∣∣ (70)
with E(A|B)g (|G〉) := −2 log2 (minψ |〈ψAψB |G〉|).
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Proof. Employing Theorem 13 and 18 together with
Lemma 20 one can prove that the graph state |G〉 is equal
to the superposition of all biseparable AcB-correlation
states |ψAcB(ξ)〉 = piG(ξ)|φ(A)AcB(ξ)〉|φ(B)AcB(ξ)〉. As a re-
sult of the orthonormality of |φ(A)AcB(ξ)〉 and |φ(B)AcB(ξ)〉
(Lemma 21), Eq. (69) is a Schmidt decomposition. The
bipartite geometric measure of entanglement is equal to
the maximum singular value smax of the matrix Mij :=
{〈iAjB |G〉}i,j with i = 0, ..., 2|VA|−1 and i = 0, ..., 2|VB |−
1 [21]. For the bipartite case the singular value decompo-
sition is equivalent to the Schmidt decomposition. Since
the Schmidt coefficients are all 2−|KA⇀B|/2, it follows
that the geometric measure of bipartite entanglement of a
graph state, EA|Bg := −2 log2 (smax), is equal to the log of
the Schmidt rank, i.e. log2(rS) =
∣∣KA⇀B∣∣. As a result,
the AcB-correlation states piG(ξ)|φ(A)AcB(ξ)〉|φ(B)AcB(ξ)〉 are
the A|B-separable states, which are closest to |G〉.
According to [7], the Schmidt rank is given by
log2 |{σ ∈ SG : supp (σ) ⊆ VA}| with |VA| ≤ |VB |, which
is |VA| −
∣∣∣K(A)A ∣∣∣ − |ΓG ∩ P (VA)| in the language of the
X-chain factorization. The Schmidt rank is also equal to
the cardinality of the matching [32] between A and B
[23]. The matching is the set of edges between A and
B, which do not mutually share any common vertex [11].
Hence the cardinality
∣∣KA⇀B∣∣ should be equal to the
matching. However the proof of this equality is still an
open question.
The result of this section can be summarized in an
AcB-factorization diagram.
Algorithm 23 (Factorization diagram: Schmidt decom-
position of graph states).
The Schmidt decomposition of graph states in Theorem
22 can be summarized in the factorization diagram of Fig.
9.
1. The group P(VG) is decomposed into the direct
product of 〈ΓG〉, 〈KAcB〉 = 〈K(A)A ∪ K(A)∼B〉 × 〈K(B)〉
and 〈KA⇀B〉.
2. Via the X-chain group 〈ΓG〉, one obtains the set of
X-chain states Ψ∅.
3. The Schmidt basis states |φ(A)AcB(ξ〉) are constructed
from the superposition of states in Ψ∅ inside the
correlation group 〈K(A)A ∪ K(A)∼B〉 (Lemma 20).
4. Similar to the previous step, one obtains the states
|φ(B)AcB(ξ)〉 via the correlation group 〈K(B)〉 (Lemma
20).
5. Together with the stabilizer-parities piG(ξ), the set
of AcB-correlation states Ψ(AcB) (Lemma 20) is
constructed.
6. Via the (A ⇀ B)-correlation group 〈KA⇀B〉, one
obtains the Schmidt decomposition from the super-
position of states in span(Ψ(AcB)) (Lemma 21 and
Theorem 22).
The AcB-factorization diagram of |GHouse〉 is shown
in Fig. 8c. As a result of this theorem, the Schmidt
decomposition of this state is
|GHouse〉 = 1√
2
(|ψAcB(∅)〉+ |ψAcB({2})〉) (71)
with |ψAcB(∅)〉 and |ψAcB({2})〉 being given in Eqs. (66)
and (67). The house state has Schmidt rank rS = 2
and the geometric measure of bipartite entanglement
E
(A|B)
g = −2 log2 (minψ |〈ψAψB |GHouse〉|) = 1.
1. Entanglement localization of graph states protected
against errors
In this section, we consider the localization of entan-
glement [10] on graph states shared between Alice and
Bob (A|B-bipartition); see Fig. 10a. Alice measures the
graph state with Pauli-measurements on her system, then
tells Bob her measurement results via a classical channel.
At the end, Bob should possess a bipartite maximally en-
tangled state which he knows. A connected graph state is
maximally “connected” with respect to entanglement lo-
calization, if every pair of vertices can be projected onto
a Bell pair with local measurements [7]. The simplest ap-
proach to localize the entanglement of |G〉 in the subsys-
tem {B1, B2} is finding a path between B1 and B2, then
removing vertices outside the path with Z-measurements,
and, at the end, measuring each vertex on the path be-
tween {B1, B2} in the X-direction. However, the result-
ing state depends on the measurement outcomes. If er-
rors occur in Alice’s measurements, it will lead to a wrong
state of Bob. Therefore, error correction would be a nice
feature in the entanglement localization of graph states.
Graph states are stabilizer states. These states can
be exploited as quantum stabilizer codes [7, 14, 15, 24],
which are linear codes and protect against errors. In the
Schmidt decomposition, the measurement outcomes on
the system A imply which states are projected in the
system B. The existence of X-chains on Alice’s side can
provide simple repetition codes as the Schmidt basis in
the Schmidt decomposition in the X-basis. Therefore,
instead of removing the vertices outside a selected path
between B1 and B2, we will make X-measurements on
them to take the benefit of X-chains for the error correc-
tion.
The graph state |G〉 in Fig. 10a is taken as an
example. This state has the X-chain generating set
ΓG = {{1, 2}, {1, 3}, {4, 5}}. The generating set of the
three correlation groups (Eq. (52), (53) and (54)) for
the Schmidt decomposition are K(A)A = K(A)∼B = ∅ and
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P(VG)
|G〉
=
=
〈ΓG〉 × 〈K(A)A ∪ K(A)∼B〉 × 〈K(B)〉 × 〈KA⇀B〉
Ψ(∅) = {|ψ∅(ξ)〉 : ξ ∈ 〈KG〉} with |ψ∅(ξ)〉 = piG(ξ) |i(cξ) ⊕ i(xΓ)〉
Ψ(K
AcB) =
{
piG(ξ) |φ(A)AcB(ξ)〉 |φ(B)AcB(ξ)〉 : ξ ∈ 〈KA⇀B〉
}
( c ) pi (ξ) | ( )c (ξ)〉 : ξ 〈 〉
|ψKG〉 =
1
2|KA⇀B |/2
∑
ξ∈〈KA⇀B〉
piG(ξ)|φ(A)AcB(ξ)〉|φ(B)AcB(ξ)〉
FIG. 9: (Color online) X-chain factorization diagram for the Schmidt decomposition of graph states in the X-basis. A graphical
summary of Lemmas 20 and 21, and Theorem 22.
1 2 3
4 5
Z
Err
or c
orr
ect
ion
(a)
1 1 0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0 0
0 0 0 1 0 1 1 1 0 0
1 0 0 0 0 0 0 0 1 1
1, 2 1, 3 4, 5 4 1
1 2 3 4 5
A B
G BA B
(b)
FIG. 10: (Color online) An example of entanglement localization of graph states protected against errors: (a) Local X-
measurements on subsystem A project the graph state |G〉 onto the maximally entangled state |φ(B)AcB(ξ)〉 for subsystem B.
Under the assumption of a single qubit error, the outcome |m(A)X 〉 = |110〉 indicates a Z-error on vertex 3. Alice sends Bob the
corrected outcome (111), such that Bob knows from the Schmidt decomposition that he possesses the state |φ(B)AcB({4})〉. (b)
Binary representation and incidence structure after AcB-factorization.
K(B) = {{1}}, while the generating set of the (A ⇀ B)-
correlation group is K(A⇀B) = {{4}}. According to The-
orem 22 and with the help of Algorithm 23, one has
|ψAcB(∅)〉 = |000〉 |00〉+ |11〉√
2
(72)
and
|ψAcB({4})〉 = |111〉 |00〉 − |11〉√
2
. (73)
As a result, the Schmidt decomposition of the graph state
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is
|G〉 = 1√
2
(
|000〉 |00〉+ |11〉√
2
+ |111〉 |00〉 − |11〉√
2
)
.
(74)
In this example, one observes that there are 2 X-chain
generators {1, 2} and {1, 3} on Alice’s 3-qubit system.
This encodes the following [3, 1, 3] repetition code [14,
15, 24] in the Schmidt vectors on Alice’s system:
|φ(A)AcB(0)〉 = |000〉 and |φ(A)AcB({4})〉 = |111〉. (75)
These codes have the Hamming distance 3. Thus, a sin-
gle Z-error can be corrected. After a measurement in
the X-basis, Alice can therefore correct her result before
sending it to Bob. In this approach, Bob will gain the
correct acknowledgment of his maximally entangled state
after Alice’s measurement with confidence. Although the
repetition code cannot correct phase errors (the X-errors
in X-measurements), it is already sufficient for our task,
since a phase error on Alice’s side does not change the
measurement outcomes.
This application may be useful for quantum repeaters
[25]. The parties B1 and B2 can be at a large distance,
such that they are not able to directly create an entangled
state between them. In this case, they need the help from
Alice as a repeater station to project the entanglement
onto B1 and B2.
VI. CONCLUSIONS
In this paper, we discussed properties of the repre-
sentation of graph states in the computational X-basis.
We introduced the framework of X-resources and corre-
lation indices and linked them to the binary representa-
tion of graph states. A special type of X-resources was
defined as X-chains: an X-chain is a subset of vertices
for a given graph, such that the product of the stabi-
lizer generators associated with these vertices contains
only σX -Pauli operators. The set of X-chains of a graph
state is a group, which can be calculated efficiently [8].
The X-chain groups revealed structures of graph states
and showed how to distinguish them by local σX mea-
surements. We introduced X-chain factorization (Lemma
8, 13) for deriving the representation of graph states in
the X-basis, and it was shown that a graph state can be
represented as superposition of all X-chain states (The-
orem 13). This approach was illustrated in the so-called
factorization diagram (Algorithm 14). The larger the X-
chain group is, the fewer X-chain states are needed for
representing the graph state.
We demonstrated various applications of the X-chain
factorization. An important application is its usefulness
for efficiently determining the overlap of two graph states
(Corollary 16) using our algorithm.
Further, we generalized the X-chain factorization ap-
proach such that it allows to find the Schmidt decompo-
sition of graph states, which is the superposition of ap-
propriately selected correlation states (Theorem 22, Al-
gorithm 23 and MATHEMATICA package in the Sup-
plemental Material [9]).
Further benefits of the X-chain factorization are er-
ror correction procedures in entanglement localization of
graph states in bipartite systems. This could be useful
for quantum repeaters [25].
The results of this paper can be extended to general
multipartite graph states, e.g. weighted graph states
[26, 27] and hypergraph states [28–30]. Another possible
extension of these results is to consider the representa-
tion of graph states in a hybrid basis, i.e. for a subset
of the qubits one adopts the X-basis, while for the other
parties one uses the Z-basis. The graph state in such
a hybrid basis can even have a simpler representation
(i.e. a smaller number of terms in the superposition)
than the one obtained by X-chain factorization. Besides,
in [6, 7, 20, 23], various multipartite entanglement mea-
sures for graph states were studied. We expect that the
approach of X-chain factorization may also be useful in
these cases.
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Appendix A: Proofs
Proposition 2 shows the isomorphism between the sta-
bilizer group and power set of the graph vertex set. It is
proved as follows.
Proposition 2 (Isomorphism of ξ-induction).
Let (SG, ·) be the stabilizer group of a graph state |G〉
and P(VG) be the power set of the vertex set of G. The
vertex-induction operation s
(ξ)
G is a group isomorphism
between (P(VG),∆) and (SG, ·), i.e.
(P(VG),∆) s
(ξ)
G∼ (SG, ·) , (A1)
where ∆ is the symmetric difference operation.
Proof of Proposition 2. Let ξ1, ξ2 ⊆ VG be two
vertex subsets. Since the stabilizer group SG is
Abelian, one can resort the product as s
(ξ1)
G s
(ξ2)
G =∏
i∈ξ1∆ξ2 gi
∏
i′∈ξ1∩ξ2(gi′)
2. The property (gi)
2 = 1 leads
to s
(ξ1)
G s
(ξ2)
G = s
(ξ1∆ξ2)
G . Therefore s
(ξ)
G is a group homo-
morphism (P(VG),∆) s
(ξ)
G→ (SGk , ·). The kernel of s(ξ)G is
∅, therefore (P(VG),∆) s
(ξ)
G∼ (SG, ·).
Proposition 5 provides us with a mathematical expres-
sion of ξ-induce graph state stabilizer. It is proven by
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counting of the exchanging times of Pauli X and Z op-
erators.
Proposition 5 (Induced stabilizer).
Let ξ be a vertex subset of a graph G. The ξ-induced
stabilizer (see Def. 1) of a graph state |G〉 is given by
s
(ξ)
G = piG (ξ)σ
(ξ)
X σ
(cξ)
Z (A2)
where cξ is the correlation index of ξ and piG (ξ) is the
stabilizer parity of ξ.
Proof of Proposition 5. Let ξ = {j1, ..., jm}. Once we
write down the ξ-induced stabilizers explicitly, we have
s
(ξ)
G = σ
(j1)
x σ
(Nj1 )
z · · ·σ(jm)x σ(Njm )z (A3)
with Nj being the neighborhood of j. Now we shift σx
operators to re-sort the expression such that all the σx
are on the left side of σz. First, let us consider the
last X-operator, σ
(jm)
x . The number of σ
(jm)
z on the left
hand side of σ
(jm)
x indicates how many times one needs
to exchange σ
(jm)
x and σ
(jm)
z . It is equal to the number
of neighbors of jm in the ξ-induced graph G[ξ], namely
djm(G[ξ]). Due to the anti-commutativity of σx and σz,
the shifting brings us a prefactor (−1)djm (G[ξ]). Recur-
sively, shifting σ
(jm−1)
x to the left side of σ
(jm−1)
z brings
us a prefactor (−1)djk−1 (G[ξ]−jm), and so on. In total, the
times that one needs to exchange σx and σz is
djk(G [ξ])+djk−1(G [ξ]−jm)+· · ·+d2(G [{j1, j2}]), (A4)
which is equal to the edge number |E(G[ξ])|. Hence, after
the shifting, we obtain a product of re-sorted σx and σz
operators with a prefactor (−1)|E(G[ξ])|, i.e.,
s
(ξ)
G = (−1)|E(G[ξ])|σ(j)x σ(nG(j1))z · · ·σ(nG(jm))z , (A5)
while σ
(N(j1))
z · · ·σ(N(jm))z = σcG(ξ)z .
Lemma 8 regroups the power set of vertices with fac-
torization regarding the X-chain group into the correla-
tion group. Accordingly, one can regroup the graph state
projector by stabilizers induced by the correlation group.
It is a result of Proposition 2.
Lemma 8 (X-chain groups and correlation groups).
Let |G〉 be a graph state. The set of X-chains to-
gether with the symmetric difference (X (∅)G ,∆), is a
normal subgroup of (P (VG) ,∆). The quotient group
(P (VG) /X (∅)G ,∆) is identical to the set of all resource
sets
P (VG) /X (∅)G =
{
X (c)G : c ∈ CG
}
, (A6)
which we call call the correlation group of |G〉. Let
ΓG and KG denote the generating sets of (X (∅)G ,∆)
and (P(VG)/X (∅)G ,∆), respectively. The stabilizer group
(SG, ·) is isomorphic to the direct product of the X-chain
group and the correlation group,
(SG, ·) ∼ (〈ΓG〉 ,∆)× (〈KG〉 ,∆) , (A7)
As a result, the graph state |G〉 is the product of the X-
chain group and correlation group inducing stabilizers,
i.e.
|G〉〈G| =
∏
κ∈KG
1 + s
(κ)
G
2
∏
γ∈ΓG
1 + s
(γ)
G
2
. (A8)
Proof of Lemma 8. Let ξ1 and ξ2 be two elements of
X (c)G . The correlation index mapping, cG : (P(VG),∆)→
(CG,∆), is a group homomorphism, since cG (ξ1∆ξ2) =
cG (ξ1) ∆cG (ξ2). Due to the definition of X-chains that
cG(ξ) = 0, (X (∅)G ,∆) is the kernel of the mapping cG.
Since (P (VG) ,∆) is Abelian, the kernel (X (∅)G ,∆) and
the correlation group P (VG) /X (∅)G are both normal sub-
groups. The correlation group 〈KG〉 is obtained via
〈KG〉 = P (VG) /X (∅)G
=
{
ξ∆X (∅)G : ξ ∈ P (VG)
}
=
{
X (c)G : c ∈ CG
}
. (A9)
As a result of group theory,
(P(VG),∆) = (〈ΓG〉 ,∆)× (〈KG〉 ,∆) . (A10)
According to Proposition 2, one obtains the isomorphism
(SGk , ·)
s
(ξ)
Gk∼ (〈ΓG〉 ,∆)× (〈KG〉 ,∆) . (A11)
The projector of graph state |G〉〈G| is the sum of all ξ-
induced stabilizers, s
(ξ)
G , with ξ ∈ 〈ΓG〉 × 〈KG〉. As a
result,
|G〉〈G| =
∑
ξ∈P(VG)
s
(ξ)
G
=
∏
κ∈KG
1 + s
(κ)
G
2
∏
γ∈−G
1 + s
(γ)
G
2
. (A12)
Proposition 10 (X-chain states in X-basis).
Let |G〉 be a graph state with the X-chain group 〈ΓG〉
and the correlation group 〈KG〉. Let ΓG = {γ1, γ2, ...},
and γi = {vi1 , vi2 , · · · }. The generating set ΓG and KG
can be chosen as
1. ΓG = {γ1, ..., γk} such that γi 6⊆ γj for all γi, γj ∈
ΓG,
2. KG =
{
{v} : v ∈ VG\
⋃k
i=1 {vi1}
}
.
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Here, the first element of γi = {vi1 , vi2 , ...} is selected in
a way such that vi1 6= vj1 for all i 6= j. Then the X-chain
state |ψ∅(∅)〉 of |G〉 is an X-basis state, |i(xΓ)〉, with
xΓ = {vi1 : piG (γi) = −1} . (A13)
Proof of Proposition 10. Let γ−i be an X-chain genera-
tor with negative parity piG
(
γ−i
)
= −1, then vi1 ∈ xΓ.
Since vi1 ∈ γi and vi1 6∈ γj for all j 6= i, the inter-
section γ−i ∩ xΓ = {vi1}, hence piG
(
γ−i
)
σ
(γi)
x |i(xΓ)〉 =
|i(xΓ)〉. For an X-chain generator γ+j with positive parity
piG
(
γ+i
)
= 1, the intersection γ+i ∩xΓ = ∅, and therefore
piG
(
γ+i
)
σ
(γi)
x |i(xΓ)〉 = |i(xΓ)〉. Hence the condition 1 in
Definition 9 is fulfilled.
Let {v} ∈ KG be a generator of correlation group,
then σ
({v})
x |i(xΓ)〉 = (−1)|xΓ∩{v}| |i(xΓ)〉 = |i(xΓ)〉, since
|xΓ ∩ {v}| = 0 according to the choice of KG. Hence, the
condition 2 in Definition 9 is fulfilled.
The Proposition 11 derives the correlation states as
the summation of X-chain states. It follows directly from
their definition.
Proposition 11 (Form of X-chain states, K-correlation
states).
Let ξ ∈ 〈KG〉 be an X-resource and 〈K〉 ⊆ 〈KG〉. An
X-chain state is given as
|ψ∅ (ξ)〉 = piG (ξ)
∣∣∣i(xΓ) ⊕ i(cξ)〉 , (A14)
where piG (ξ) is the stabilizer parity of ξ (see Eq. (13)),
and cξ is the correlation index of ξ.
A K-correlation state is the superposition of X-chain
states,
|ψK (ξ)〉 = 1
2|K|/2
∑
ξ′∈〈K〉
|ψ∅ (ξ∆ξ′)〉. (A15)
Proof of Proposition 11. According to Proposition 2,
s
(ξ)
G ∆s
(ξ′)
G = s
(ξ∆ξ′)
G , the product of the operators in Eq.
(25) can be reformulated to the sum of
|ψK (ξ)〉 = 1
2|K|/2
∑
ξ′∈〈K〉
s
(ξ∆ξ′)
G
∣∣∣i(xΓ)〉 . (A16)
With the formulas in Proposition 5,
|ψK (ξ)〉 = 1
2|K|/2
∑
ξ′∈〈K〉
piG (ξ∆ξ
′)σ
(cξ∆ξ′ )
z σ
(ξ∆ξ′)
x
∣∣∣i(xΓ)〉 .
(A17)
Since σ
(κ)
x
∣∣i(xΓ)〉 = ∣∣i(xΓ)〉 for all κ ∈ 〈K〉, one obtains
|ψK (ξ)〉 = 1
2|K|/2
∑
ξ′∈〈K〉
piG (ξ∆ξ
′)
∣∣∣i(xΓ) ⊕ i(cξ∆ξ′ )〉 .
(A18)
The following calculation is the proof of Corollary 12,
which is employed in the proof of Theorem 13.
Proof of Corollary 12. The properties (2) and (3) are
direct results of Proposition 11. Property (1) follows
from the commutativity of graph state stabilizers. Let
κ = γ∆κ0 ∈ 〈ΓG〉 × 〈K〉 with γ ∈ 〈ΓG〉 and κ0 ∈ 〈K〉;
then
s
(κ)
G φK (ξ) = s
(γ)
G s
(κ0)
G s
(ξ)
G
∏
κ′∈K
1 + s
(κ′)
G√
2
|xΓ〉
= s
(ξ)
G
1
2|K|/2
s
(κ0)
G
∑
κ′∈〈K〉
s
(κ′)
G s
(γ)
G |xΓ〉.
Due to the definition of |xΓ〉, it holds that s(γ)G |xΓ〉 =
|xΓ〉. Since κ0 ∈ 〈K〉, the operator s(κ0)G
∑
κ′∈〈K〉 s
(κ′)
G =∑
κ′∈〈K〉 s
(κ′)
G is not changed by s
(κ0)
G , hence
s
(κ)
G |φK (ξ)〉 = s(ξ)G
1
2|K|/2
∑
κ′∈〈K〉
s
(κ′)
G |xΓ〉 = |φK (ξ)〉 .
(A19)
Lemma 20 shows us the A|B-separability of the corre-
lation state |ψAcB(ξ)〉. It is a result of the property of
multiplication G-parities.
Lemma 24 (Multiplication of G-parity).
Let G be a graph; then the multiplication of two of the
parities of two-vertex subset piG (ξ1) and piG (ξ2) is equal
to
piG (ξ1)piG (ξ2) = (−1)|EG(ξ1:ξ2)| piG (ξ1∆ξ2) . (A20)
Proof. Since (P (V ),∆) is isomorphic to the stabilizer
group (SG, ·), it holds then that
s
(ξ1)
G s
(ξ2)
G = s
(ξ1∆ξ2)
Gk
.
Reorder the σx and σz in both sides, such that σx are on
the left side of σz; then one obtains
piG (ξ1)piG (ξ2) = (−1)|EG(ξ1:ξ2)| piG (ξ1∆ξ2) . (A21)
With this lemma one can prove Lemma 20 as follows.
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Lemma 20 (A|B-Separability of AcB-correlation states).
For ξ ∈ 〈KA⇀BG 〉, the (A ⇀ B)-correlation states
|ψAcB(ξ)〉 = piG (ξ) |φ(A)AcB(ξ)〉|φ(B)AcB(ξ)〉 (A22)
are A|B-separable with |φ(A)AcB(ξ)〉 := |ψ(A)K(A)A ∪K(A)∼B (ξ)〉 and |φ
(B)
AcB(ξ)〉 := |ψ(B)K(B)(ξ)〉 being the (K
(A)
A ∪ K(A)∼B)- and K(B)-
correlation states projected into the subspaces of A and B, respectively.
Proof of Lemma 20. According to Proposition 11,
|ψAcB(ξ)〉 =
∑
ξ′∈
〈
K(A)A ∪K(A)∼B∪K(B)
〉piG (ξ′∆ξ) |xΓ ⊕ cξ′ ⊕ cξ〉. (A23)
Each X-resource ξ′ ∈
〈
K(A)A ∪ K(A)∼B ∪ K(B)
〉
can be decomposed as ξ′ = α∆β = αA∆αB∆β with αA ∈
〈
K(A)A
〉
and
αB ∈
〈
K(A)∼B
〉
and β ∈ 〈K(B)〉. Due to Lemma 24
piG (ξ
′∆ξ) = (−1)|EG(ξ:α∆β)| piG (α∆β)piG (ξ) and piG (α∆β) = (−1)|EG(α:β)| piG (α)piG (β) (A24)
Since αA ⊆ A and cβ ⊆ B, it holds |EG(αA : β)| mod 2= |αA ∩ cβ | mod 2= 0, while αB ∈
〈
K(A)∼B
〉
is defined
by |EG(αB : β)| mod 2= 0. Therefore the edge number is |EG(α : β)| = |EG(αA∆αB : β)| mod 2= 0. In addition,
|EG(ξ : α∆β)| mod 2= |EG(ξ : α)|+ |EG(ξ : β)|, and therefore
piG (ξ
′∆ξ) = (−1)|EG(ξ:α)| (−1)|EG(ξ:β)| piG (α)piG (β)piG (ξ)
According to Eq. (13) in Proposition 5, the following equation holds
piG (ξ) (−1)|EG(ξ:β)| piG (β) = (−1)|E(G[β])|+|EG(ξ:β)|+|E(G[ξ])| = (−1)|E(G[β∆ξ])| = piG (ξ∆β) . (A25)
This equality also holds for α, and therefore
piG (ξ
′∆ξ) = piG (α∆ξ)piG (β∆ξ)piG (ξ) . (A26)
Insert this equality into Eq. (33), and one obtains
|ψAcB(ξ)〉 = piG (ξ)
∑
α∈
〈
K(A)A
〉
∑
β∈〈K(B)〉
piG (α∆ξ)piG (β∆ξ) |i(xΓ) ⊕ i(cα) ⊕ i(cβ) ⊕ i(cξ)〉 = piG (ξ) |φ(A)AcB(ξ)〉|φ(B)AcB(ξ)〉
(A27)
with
|φ(A)AcB(ξ)〉 = |ψ(A)K(A)A ∪K(A)∼B (ξ)〉 =
∑
α∈
〈
K(A)A ∪K(A)∼B
〉piG (α∆ξ) |i(x
(A)
Γ ) ⊕ i(cα) ⊕ i(c(A)ξ )〉, (A28)
and
|φ(B)AcB(ξ)〉 = |ψ(B)K(B)(ξ)〉 =
∑
β∈〈K(B)〉
piG (β∆ξ) |i(x
(B)
Γ ) ⊕ i(cβ) ⊕ i(c(B)ξ )〉. (A29)
Lemma 21 is the key to derive Theorem 22. Its proof is as follows.
Lemma 21 (Orthonormality of (A ⇀ B)-correlation states).
The components of AcB-correlation states on subspace A and B, |φ(A)AcB(ξ)〉 and |φ(B)AcB(ξ)〉, are orthonormal with
respect to ξ ∈ 〈KA⇀B〉 within the subspaces A and B, respectively, i.e.,
〈φ(A)AcB(ξ1)|φ(A)AcB(ξ2)〉 = 0 (A30)
21
and
〈φ(B)AcB(ξ1)|φ(B)AcB(ξ2)〉 = 0
for all ξ1, ξ2 ∈ 〈KA⇀B〉 and ξ1 6= ξ2.
Proof of Lemma 21. According to the definition of correlation states (Def. 9) and the unitarity of stabilizer s
(ξ1)
G and
s
(ξ2)
G , it holds that
〈φK(ξ1)|φK(ξ2)〉 = 〈φK(0)|φK(ξ1∆ξ2)〉. (A31)
One just needs to consider the overlap 〈φ(A)AcB(0)|φ(A)AcB(ξ)〉 and 〈φ(B)AcB(0)|φ(B)AcB(ξ)〉 with ξ ∈ 〈KA⇀BG 〉. That means for
all α ∈ 〈K(A)A ∪ K(A)∼B〉 and β ∈ 〈K(B)〉, it holds that
cα ⊕ cβ 6= cξ. (A32)
For |φ(A)AcB(ξ)〉, due to the commutativity of graph state stabilizers, it holds that
〈φ(A)AcB(0)|φ(A)AcB(ξ)〉 =
1
2
∣∣∣K(A)A ∪K(A)∼B∣∣∣
∑
α,α′∈
〈
K(A)A ∪K(A)∼B
〉piG (α′)piG (α∆ξ) 〈i(x(A)Γ )⊕ i(cα′)|i(x(A)Γ )⊕ i(cα)⊕ i(c(A)ξ )〉
(A33)
=
1
2
∣∣∣K(A)A ∪K(A)∼B∣∣∣
∑
α,α′∈
〈
K(A)A ∪K(A)∼B
〉
:cα∆α′=c
(A)
ξ
piG (α
′)piG (α∆ξ) . (A34)
If there exists λ ∈
〈
K(A)A ∪ K(A)∼B
〉
such that cλ = c
(A)
ξ , then ξ∆λ ∈ K(B) (since cξ∆λ ⊆ B). This means ξ ∈〈
K(A)A ∪ K(A)∼B
〉
× 〈K(B)〉, which is in contradiction to the definition of ξ ∈ 〈KA⇀B〉. Hence there are no pairs
α, α′ ∈ K(A)A such that cα∆α′ = c(A)ξ , and therefore
〈φ(A)AcB(0)|φ(A)AcB(ξ)〉 = 0. (A35)
Analogously for |φ(B)AcB(ξ)〉, it holds that
〈φ(B)AcB(0)|φ(B)AcB(ξ)〉 =
1
2|K(B)|
∑
β,β′∈〈K(B)〉:cβ∆β′=c(B)ξ
piG (β
′)piG (β∆ξ) . (A36)
If there exists no λ ∈ K(B) such that cλ = c(B)ξ , then 〈φ(B)AcB(0)|φ(B)AcB(ξ)〉 = 0. If there exist such λ ∈ K(B) then we
substitute ξ by ξ′ := ξ∆λ, and then ξ′ ∈ 〈KA⇀B〉 still holds and c(B)ξ′ = 0. Hence the overlap becomes
〈φ(B)AcB(0)|φ(B)AcB(ξ)〉 =
1
2|K(B)|
∑
β∈〈K(B)〉
piG (β)piG (β∆ξ
′) =
1
2|K(B)|
∑
β∈〈K(B)〉
(−1)|EG(β:ξ′)|
=
1
2|K(B)|
∏
β∈K(B)
(
1 + (−1)|EG(β:ξ′)|
)
. (A37)
Since ξ′ ∈ 〈KA⇀B〉 and c˜ξ′ ⊆ A implies that ξ′ 6⊆ A, under the assumption that |EG (β : ξ′)| mod 2= 0 for all β ∈ K(B),
one can infer (according to the definition in Eq. (54) ) that ξ′ ∈ 〈K(A)∼B〉. This is in contradiction to the condition that
ξ′ ∈ 〈KA⇀B〉. Therefore, there must be at least one β0, which has odd number of edges to ξ′, i.e., |EG (β : ξ′)| mod 2= 1.
Hence,
〈φ(B)AcB(0)|φ(B)AcB(ξ)〉 = 0. (A38)
Appendix B: The list of notations
Here we present a list of symbols together with the
page number where they occur for the first time.
AG The adjacency matrix of the graph G. 322
β(|G〉) The Z-bias degree of the graph state |G〉. 10
|φ(B)AcB(ξ)〉 The state projected from the AcB-correlation
state |ψAcB(ξ)〉 onto the subsystem B. 15
|φ(A)AcB(ξ)〉 The state projected from the AcB-correlation
state |ψAcB(ξ)〉 onto the subsystem A. 15
〈KA↼B〉 The correlation subgroup obtained by the quo-
tient group KG/KAcB . 13
|ψAcB(ξ)〉 A K(AcB)-correlation state. 13
〈KAcB〉 The correlation subgroup, whose corresponding
correlation state are the A|B-separable Schmidt ba-
sis. 13
〈K(A)∼B〉 A special correlation subgroup. 13
〈K(A)A 〉 The correlation subgroup, whose elements and
their corresponding correlation index are both in
the subsystem A. 13
〈K(B)〉 The correlation subgroup, whose elements possess
correlation index only in the subsystem B. 13
Ψ
(K)
K′ The set K-correlation states |ψK(ξ)〉 with ξ ∈〈K′〉 / 〈K〉. 6
|ψK(ξ)〉 A K-correlation state. 6
〈K〉 A general correlation subgroup of 〈KG〉. 5
〈KG〉 The correlation group of G generated by its gener-
ating set KG. 5
CG The set all correlation indices in G. 5
cξ The correlation index of the vertex subset ξ. 3
EA|Bg A|B-bipartite geometric measure of entanglement.
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G A graph. 1
SG The graph state stabilizer group of G. 2
s
(ξ)
G The graph state stabilizer induced by the vertex sub-
set ξ. 2
gi The graph state stabilizer generator associated to ith
vertex. 2
G[ξ] The subgraph of G induced by vertices ξ. 1
Nv The neighborhood of v. 1
EG The edge set of G. 1
VG The vertex set of G. 1
|i(ι)α 〉 The α-basis state with binary number correspond-
ing to the index set ι, α ∈ {X,Y, Z}. 2
P(VG) The power set of the vertex set VG. 2
rS The Schmidt rank. 11
piG(ξ) The stabilizer parity of ξ in G. 3
|i(xΓ)〉 The basic X-chain state. 6
|ψ∅(ξ)〉 An X-chain state. 6
〈ΓG〉 The X-chain group generated by its generating set
ΓG. 5
X (∅)G The set of X-chains. 5
X (c)G The set of all X-resources of c-correlation. 5
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