Constraining the Size of the Dusty Torus in Active Galactic Nuclei: An Optical/Infrared Reverberation Lag Study by Vazquez, Billy
Rochester Institute of Technology 
RIT Scholar Works 
Theses 
9-2015 
Constraining the Size of the Dusty Torus in Active Galactic Nuclei: 
An Optical/Infrared Reverberation Lag Study 
Billy Vazquez 
bxv2548@rit.edu 
Follow this and additional works at: https://scholarworks.rit.edu/theses 
Recommended Citation 
Vazquez, Billy, "Constraining the Size of the Dusty Torus in Active Galactic Nuclei: An Optical/Infrared 
Reverberation Lag Study" (2015). Thesis. Rochester Institute of Technology. Accessed from 
This Dissertation is brought to you for free and open access by RIT Scholar Works. It has been accepted for 
inclusion in Theses by an authorized administrator of RIT Scholar Works. For more information, please contact 
ritscholarworks@rit.edu. 
Constraining the Size of the Dusty Torus in
Active Galactic Nuclei:
An Optical/Infrared Reverberation Lag Study
Billy Vazquez
A dissertation submitted in partial fulfillment of the requirements for the degree of
Ph.D. in Astrophysical Sciences and Technology
in the College of Science, School of Physics and Astronomy
Rochester Institute of Technology
© B. Vazquez
September, 2015
Cover image: Sloan Digital Sky Survey DR-12 i-band image
of galaxy NGC6418 in false HSV colors.
Certificate of Approval
Astrophysical Sciences and Technologies
R·I·T College of Science
Rochester, NY, USA
The Ph.D. Dissertation of Billy Vazquez has been approved
by the undersigned members of the dissertation committee as satisfactory for the degree of
Doctor of Philosophy in Astrophysical Sciences and Technology.
Dr. Roger Easton, Committee Chair Date
Dr. Michael Richmond, Dissertation Adviser Date
Dr. Andrew Robinson, Dissertation Adviser Date
Dr. Brad Peterson, External Chair Date
To my children,
Allison, Ethan and Nathan Vazquez,
you are my eternal inspiration and to
the memory of Dr. David Axon,
advisor, teacher and friend.
ABSTRACT
The dusty torus is the key component in the Active Galactic Nuclei
(AGN) Unification Scheme that explains the spectroscopic differences be-
tween Seyfert galaxies of types 1 and 2. The torus dust is heated by the
nuclear source and emits the absorbed energy in the infrared (IR); but be-
cause of light travel times, the torus IR emission responds to variations of
the nuclear ultraviolet/optical continuum with a delay that corresponds to
the size of the emitting region. The results from a mid-infrared (MIR) moni-
toring campaign using the Spitzer Space Telescope and optical ground-based
telescopes (B and V band imaging), which spanned over 2 years and covered
a sample of 12 Seyfert galaxies, are presented. The aim was to constrain
the distances from the nucleus to the regions in the torus emitting at wave-
lengths of 3.6 µm and 4.5 µm. MIR light curves showing the variability
characteristics of these AGN are presented and the effects of photometric
uncertainties on the time-series analysis of the light curves are discussed.
Significant variability was observed in the IR light curves of 10 of 12 ob-
jects, with relative amplitudes ranging from ∼10% to ∼100% from their
mean flux. The “reverberation lags” between the 3.6 µm and 4.5 µm IR
bands were determined for the entire sample and between the optical and
MIR bands for NGC6418. In NGC6418, the 3.6 µm and 4.5 µm fluxes
lagged behind those of the optical continuum by 47.5+2.0−1.9 days and 62.5
+2.5
−2.9
days, respectively. This is consistent with the inferred lower limit to the
sublimation radius for pure graphite grains at T=1800 K but smaller by a
factor of 2 than the lower limit for dust grains with a “standard” interstel-
lar medium (ISM) composition. There is evidence that the lags increased
following approximately by a factor of 2 increase in luminosity, consistent
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Astronomers discovered in the early 20th century that certain galaxies
exhibit spectral emission lines in their nuclei. Carl Seyfert in his 1943 pa-
per Nuclear Emission in Spiral Nebulae (Seyfert, 1943) that in some spiral
galaxies the nuclear emission is starlike and more importantly that they show
broadening of spectral emission lines. This broadening, which is due to the
motion of gas in excess of thousands of kilometers per second, could only
be achieved if a large mass is concentrated in a very small volume (Woltjer,
1959). It was not until advances in radio astronomy and with the discovery
of quasi-stellar objects (QSOs) that this issue was seriously addressed. In
1964, Edwin Salpeter (Salpeter, 1964) suggested that accretion of interstel-
lar gas into a massive compact object explains the observed energy release.
In 1969, Lynden-Bell (Lynden-Bell, 1969) showed that the observed emitted
energy from quasars and Seyfert galaxies result from the gravitational po-
tential energy of gas falling into a compact region of “collapsed masses” (of
107 − 109M) with a size similar to that of our solar system. The launch
Uhuru, the first X-Ray telescope created a new window in the electromag-
netic spectrum to study galactic nuclei and revealed their X-ray luminosities
and variability (Tananbaum et al., 1978; Gursky et al., 1971, and references
therein).
These discoveries fueled an increased interest in the study of AGN, which
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Historical Background
led to their categorization. Seyfert galaxies typically have high-ionization
narrow forbidden lines and broad hydrogen lines with a rising ultraviolet
continuum. Two broad categories of Seyfert type galaxies (due to their ob-
scuration along the line of sight) labeled Type 1 and 2, were adopted early in
this study. Seyfert 1 galaxies (unobscured) show broad and narrow emission
lines while only narrow lines are present in the spectra of Type 2 (obscured).
Type 2 spectra also exhibit a weak nuclear continuum that blends with the
galactic starlight continuum. The broad line region (BLR) is a small region
close to the nucleus made up of clouds of dense gas that have large velocity
dispersions due to bulk motion. The narrow line region (NLR) is a much
larger region of less dense clouds with a lower velocity dispersion. The size
of these regions was determined initially via the application of a technique
named reverberation mapping or “echo mapping”. Initially applied to the
BLR, this technique attempts to measure the time delay between variations
in the continuum and line emissions. This delay translates directly to a
characteristic size of the region.
By the early 1970’s, astrophysicists had categorized and characterized
both emission line regions of the AGN, but the question of the differences
between the emission line spectra of Type 1 and Type 2 Seyferts remained. Is
there a physical explanation for the differences? Is the BLR absent in Seyfert
2 AGN? The findings of Rowan-Robinson (1977) raised the possibility that
the missing broad lines were due to obscuration by dust along the line of
sight. The answers to these questions started to be revealed with advances in
spectropolarimetry and the discovery of polarized broad lines (Antonucci &
Miller, 1985). Spectropolarimetry showed broad lines in the polarized light
spectrum of Type 2 Seyferts, implying that Type 1 and Type 2 Seyferts are
the same objects. Therefore, orientation of the Seyfert galaxy in combination
with a dusty molecular gas toroidal structure surrounding the nucleus could
potentially explain the differences between categories. This picture was
named the AGN unification scheme (e.g., Antonucci (1993)). In this picture,
the central engine of the AGN is powered by accretion into a super massive
black hole. The dust grains in the torus absorb ultraviolet (UV) and optical
radiation from the accretion disk which heats up the dust; the absorbed
energy is reemitted in the infrared band. This structure is also thought to
be the dominant source of IR radiation in most AGN. Understanding this
obscuration of the central engine is therefore important to understanding
2
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Figure 1.1: An artistic representation of the Active Galactic Nuclei Unifi-
cation paradigm (original figure in Urry & Padovani (1995)). An accretion
disk surrounds the central black hole. Surrounding the central nucleus there
is a toroidal structure composed of dusty molecular gas. Classification into
Seyfert 1 or 2 depends on the orientation of the torus towards the observer.
the physical processes operating in AGN and more generally, their role in
galaxy evolution.
1.2 AGN Unification Scheme
The AGN unification scheme posits dusty molecular gas in a toroidal
configuration surrounding the central nucleus (Antonucci, 1993; Urry &
Padovani, 1995; Urry, 2003). Figure 1.1 shows an artistic representation
of the model. The various components of this scheme and their character-
istic sizes are well discussed in books, review articles and references therein
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(Blandford et al., 1990; Peterson, 1997; Krolik, 1998; Osterbrock & Ferland,
2006; Netzer, 2013, 2015). In this model, there is a “scattering medium”
that is found above the opening hole of the bicone formed by the torus in
Seyfert 2. Light traveling outwards from the accretion disk (AD) into this
bicone is scattered by free electrons in the narrow line region (NLR) or dust
grains at the inner surface of a torus and, depending on the polarizing angle,
it reveals the broad lines otherwise hidden in non-polarized light. The basis
for this model comes from detection of weak broad emission lines in the
linear polarization spectrum of Seyfert 2 NGC 1068 (Antonucci & Miller,
1985).
A brief summary of the model’s components is presented in this section.
Surrounding a supermassive black hole (SMBH) there is an AD. The AD
has an inner radius of the size of the innermost stable circular orbit (ISCO)1
and an outer radius of up to a hundred astronomical units (AU). This is the
central engine that converts gravitational potential energy of the infalling
gas to radiation and energetic particles. The AD emits radiation across a
broad range of the electromagnetic spectrum, peaking predominantly in the
ultraviolet (UV). The broad line region (BLR) is located very close (. 1
pc) to the SMBH, and dense ionized gas “clouds” within this region have
bulk motion of the order of thousands to ten of thousands of kilometers per
second. The gas within this region emits the broad emission lines. The
nature of the bulk motion of these “clouds” is still a topic of much de-
bate, as it could come from inflows (Storchi-Bergmann et al., 2007; Riffel
& Storchi-Bergmann, 2011; Davies et al., 2014), outflows (Barbosa et al.,
2009) or orbital motion. At a characteristic distance of hundreds of parsecs
we find the NLR. The NLR is characterized by narrow emission lines with
velocities of hundreds of kilometers per second. The widths of these narrow
lines are correlated to the stellar bulge velocity dispersion, suggesting that
the bulge potential provides an important component of their kinematics
(Whittle, 1985). The inner edge of the toroidal structure, defined by the
dust sublimation temperature, is located at distances of tenths of a parsec.
This region is responsible for most of the near infrared (NIR) to mid in-
frared emission (MIR) (Prieto et al., 2010). MIR interferometry suggests
that it is compact (Jaffe et al., 2004). The observed 1-100 µm bump in the
spectral energy distribution (SED) is attributed to emission from the torus.
1A 107 solar mass Schwarzschild SMBH has an ISCO of ∼0.6 AU.
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The dust grains within the gas absorb the UV photons emitted by the AD.
This energy heats the grains, which in turn emit in the IR. In this picture,
Seyfert 1 and 2 AGN are explained as a geometrical effect caused by the
inclination of the torus to the line of sight of the observer. Seyfert 1 AGNs
show broad emission lines since the BLR (an indeed the accretion disk) is
unobscured by the torus. Conversely, these broad lines are absent in Seyfert
2, since the BLR and the AD are obscured.
1.3 The current picture of the AGN torus
The observational evidence (Antonucci, 1993; Jaffe et al., 2004; Tristram
et al., 2007) indicates that the obscuring structure is geometrically and op-
tically thick, although a warped thin disk that extends throughout the host
galaxy has also been proposed (Sanders et al., 1989). The conventional pic-
ture is that of a compact, but geometrically thick, torus of optically thick
dusty molecular clouds with a size on the order of parsecs (Antonucci &
Miller, 1985; Krolik & Begelman, 1988; Pier & Krolik, 1992). To support
the vertical thickness of this hypothetical toroidal structure several theo-
retical models have been presented: large random velocities due to elastic
collisions between clouds (Krolik & Begelman, 1988), IR radiation pressure
(Pier & Krolik, 1992; Krolik, 2007), or turbulence induced by supernovae
(Wada & Norman, 2002; Schartmann et al., 2009). In an alternative class
of models, the dusty material is not part of an essentially static torus, but
is rather embedded in an outflowing hydromagnetic wind launched from
the accretion disk (e.g., Blandford & Payne, 1982; Emmering et al., 1992;
Bottorff et al., 1997; Elitzur & Shlosman, 2006; Dorodnitsyn et al., 2012).
Dust radiative transfer models for the torus broadly reproduce the IR
SED of AGN. Of necessity, early radiative transfer models assumed smooth
density distributions (e.g. Pier & Krolik, 1993; Granato & Danese, 1994;
Efstathiou & Rowan-Robinson, 1995), but more recently, models for clumpy
dust distributions have been developed (e.g., Nenkova et al., 2002; Dulle-
mond & van Bemmel, 2005; Hönig et al., 2006; Schartmann et al., 2008;
Nenkova et al., 2008a,b). These “clumpy torus” models are more successful
in reproducing certain details of the SED such as the strength of the 10 µm
silicate feature (Nikutta et al., 2009; Nenkova et al., 2008b).
The torus is too small to be directly imaged by any existing single tele-
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scope. Some constraints on its size and structure can be inferred from SED-
fitting using radiative transfer models (e.g., Nenkova et al., 2008b; Mor et al.,
2009; Hönig & Kishimoto, 2010; Ramos Almeida et al., 2011; Alonso-Herrero
et al., 2011), but there are many theoretical and observational uncertain-
ties that obfuscate the results. Other methods are therefore required, the
two most important being reverberation mapping and, for relatively close
objects, IR interferometry.
Following the seminal work of Blandford & McKee (1982), the reverber-
ation mapping technique has been well developed and extensively applied
to studies of the broad emission line region (BLR). Time series analysis of
the response of the broad emission lines to variations in the UV or opti-
cal continuum (as proxies for the AGN ionizing continuum) has revealed
the characteristic size of the BLR in about 50 AGN, enabling estimates of
black hole masses and Eddington ratios2 (Clavel et al., 1989; Peterson, 1993,
2006; Gaskell, 2009; Galianni & Horne, 2013; Du et al., 2014, and references
therein). It has also been determined that the BLR follows a size-luminosity
relationship of the form R ∝ L1/2 (Peterson et al., 2004; Greene et al., 2010;
Bentz et al., 2013),
Near-IR (K-band) versus optical (V-band) reverberation lags have been
measured for around 20 Seyfert galaxies (Oknyanskij & Horne, 2001; Minezaki
et al., 2004; Suganuma et al., 2006; Koshida et al., 2009, 2014). As dust
grains emitting in the K-band have temperatures close to the sublimation
temperature (∼ 1200− 1800 K, depending on grain composition), these lags
are thought to represent the inner radius of the torus. The K-band rever-
beration lags are found to be larger than those of the BLR, while following a
similar R ∝ L1/2 size-luminosity relation, implying that the BLR is bounded
by the dust distribution. The central idea of the AGN unification scheme is
consistent with these results.
The inner regions of several bright, nearby Seyfert galaxies have been
directly studied using near-IR (K-band) interferometry (Swain et al., 2003;
Kishimoto et al., 2009; Pott et al., 2010; Kishimoto et al., 2011; Weigelt
et al., 2012). The effective ring radii derived from the observed visibilities
scale approximately as L1/2, and are comparable with or slightly larger than
the radii derived from reverberation lags (Kishimoto et al., 2011). Since Jaffe
2ratio of bolometric to Eddington luminosity
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et al. (2004)’s pioneering study of the archetypal Seyfert 2 galaxy, NGC 1068,
mid-IR (8− 12µm) interferometric observations have also been obtained for
≈ 20 AGN (e.g., Tristram et al., 2007; Burtscher et al., 2009; Kishimoto
et al., 2009; Tristram et al., 2009; Hönig et al., 2013) In a recent analysis
of the available data, Burtscher et al. (2013) find that while the mid-IR
source size scales with luminosity in a manner similar to that seen in the
near-IR, the inferred size is more than an order of magnitude larger than
the measured K-band size and the scatter is quite large.
1.4 Reverberation Mapping
UV/Optical continuum light that was generated at the AD travels di-
rectly to us in Seyfert 1 galaxies. The torus and BLR clouds absorb and
reprocess the electromagnetic radiation from the AD. The re-emitted light,
whether in the form of emission lines (in the case of the BLR) or the IR dust
emission (torus), is delayed relative to the AD continuum variations due to
light traveling time within these regions. This reverberation “echo” allows
us to measure the distances to these characteristic regions. Reverberation
Mapping (RM) is a technique that successfully determines the characteristic
size of the BLR (Gaskell & Sparke, 1986; Gaskell & Peterson, 1987; Edelson
& Krolik, 1988; Maoz & Netzer, 1989; Koratkar & Gaskell, 1991) and the
torus regions (Suganuma et al., 2006; Oknyanskij et al., 2006; Koshida et al.,
2009). Applied first to the BLR region it assumes that variations of broad
line emissions are in response to variations on the continuum (e.g., Peterson
et al. 2004; see Peterson 2001 for a tutorial). These variations (which have
timescales of days to weeks for typical Seyfert 1) are attributed to the light
travel time across the BLR. The time or lag (τ) between variations of AD
continuum and line emission variability can be measured and the character-
istic distance R can be determined, i.e., τlt = R/c. The general assumptions
of RM are:
• The radiation is emitted from a compact central source. The contin-
uum source is of the order of AUs and is identified as the accretion
disk.
• The response, light traveling, and dynamical timescales support the
concept of light “echo” to measure distances in AGN, that is:
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– The light travel time is the most important time scale as it is of
the order of weeks. It is longer than the response time, and much
shorter than dynamical changes.
– The response time is given by the recombination timescale, τrec =
(ne αB)
−1, which is of the order of hours due to the high density
of the clouds (ne ∝ 1010 cm−3). The assumption is that the BLR
or the torus response is instantaneous.
– The assumption is that the clouds are stable during the duration
of the reverberation experiment. That is that the dynamical time
scale (τdyn) is much longer than the experiment. The ratio of the
dynamical to the light traveling timescale is proportional to ratio







For typical Seyfert 1, τdyn ≈ 3 − 5 years for the BLR and much
longer for torus clouds. Therefore, the assumption is that there
are no large scale dynamical changes (“bulk motion”) during the
reverberation experiment.
• There is a simple relationship between the driving continuum (AD
continuum) and the response continuum (IR continuum for the torus).
In the case of torus clouds, a linearized model that can describe the IR
continuum light curve (response light curve) as a function of time can be





where Fd(t) is the driving continuum light curve and Fr(t) is the response
light curve. Ψ(τ) is the “delay map” also known as the “transfer function”
(Blandford & McKee, 1982). The goal is to obtain the transfer function given
the driving and response light curves. This is a classical inversion problem
in physics and is typically solved with Fourier methods. Unfortunately,
application of Fourier methods to sparsely sampled astronomical light curves
provides results with very low precision. For most reverberation mapping
8
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Figure 1.2: A simple diagram depicting light traveling from the central
engine to a distant torus cloud. In this diagram, light that reached the torus
cloud travels an additional distance r + r cos θ to reach a distant observer.
experiments, we determine the mean delay time or lag as a good estimate
of the centroid of the delay map. We achieve this by using cross-correlation
analysis methods that use the strength of the correlation between driving
and response light curves over a span of trial lags (τ) (details in Chapter 4).
To illustrate the effects of individual clouds contributing to the time
delay of the light curve response, a visualization in 2D of the location of
clouds with respect to the central AGN is shown in Figure 1.2 and 1.3. The
circle represents the ideal location of clouds within radius r in a spherical
distribution. The parabolic dashed lines represent loci of constant time
delay. They are 2D representations of isodelay surfaces. Clouds located
on an isodelay surface share the same time delay. Therefore, for clouds at
position (r, θ), we see that the observer measures a time delay
τ = (1 + cos θ)r/c (1.3)
where θ is the angle measured as seen in Figure 1.2, r is the radial distance
from the central nucleus, and c is the speed of light.
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Figure 1.3: A circle representing the location of torus clouds. At the center
of the circle is the driving nuclei. The dashed lines are locations of constant
delay time or isodelay surfaces. Any emitting cloud within the dashed line
emits IR with the same time delay towards the observer.
1.5 Multi-wavelength Observations Campaign, Mo-
tivation and Goals
NIR and MIR observations of nearby AGNs have revealed that nuclear
dust structures indeed exist and that they can be observed with extremely
high angular resolution of a few milli-arcseconds (Burtscher et al., 2015;
Swain et al., 2003; Wittkowski et al., 2004; Jaffe et al., 2004). In the NIR, the
radius of the hot dust has been resolved for at least 9 sources and it exhibits
a tight correlation with AGN luminosity (Kishimoto et al., 2011; Weigelt
et al., 2012). In the MIR, studies of Seyfert 2 galaxies in Circinus (Tristram
et al., 2007, 2012) and NGC 1068 (Raban et al., 2009) have resolved the
torus into a large round structure that contains most of the MIR flux. A
study of Seyfert 1 NGC4151 in the MIR has revealed structures similar to
those observed in Seyfert 2s (Burtscher et al., 2009).
Still, most tori are unresolved even at the highest resolution of single dish
observations (Asmus et al., 2014). Therefore RM experiments are necessary
to characterize the distance to their inner edge. Observational efforts to
probe the hot (K ′ band) and cold dust (MIR) have demonstrated that the
torus does exist in AGN. Probing the inner edge of the torus is not without
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its problems though as clearly seen in NGC4151 where the reverberation
distance to the inner edge of the torus varies from ∼30-70 days (Koshida
et al., 2009) over a period of 5 years. This discovery suggests that the dust
of the inner edge of the torus was destroyed but reformed on a timescale of
1 year. Polarimetry observations of NGC1068 (Young et al., 1995) and the
infrared excess in the NIR spectra of several objects (Rodŕıguez-Ardila &
Mazzalay, 2006; Riffel et al., 2009a; Mor et al., 2009) suggest that there is
hot dust (&1500 K) in this region. To avoid such complexities our collab-
oration designed a campaign aimed at studying the cooler dust regions of
the torus using the Spitzer Space Telescope Infrared Array Camera (IRAC)
“warm mission” channels 1 and 2 (3.6 and 4.5 µm) and ground based optical
observations.
We obtained Spitzer IRAC “warm mission” 3.6 µm and 4.5 µm imaging
of 12 AGNs during Cycle 8 (program 80120) with a cadence of approximately
3 days between August, 2011 and January, 2013. In addition, we obtained
imaging on the same targets with Spitzer IRAC during Cycle 9 (program
90209) with a cadence of approximately 30 days between February, 2013 and
January, 2014, thus providing effectively 212 years of observations in the MIR.
Concurrently with the MIR observations, we conducted a ground-based op-
tical coverage using the Liverpool Telescope (LT), Faulkes Telescope North
(FTN), the Southwestern University Fountainwood Telescope (SU) and the
Catalina Sky Survey (CSS) (Drake et al., 2009). The optical observations
were done in the B and V band, although coverage on both bands was not
even, with just SU making V band observations. The CSS observations were
taken using Clear filter.
We selected our targets based on the following criteria:
• a combination of Seyfert 1’s and Narrow Line Seyfert 1’s as they pro-
vide unobstructed view into the nucleus, allowing us to monitor the
AGNs optical continuum which would be impossible for Seyfert 2’s,
• proximity (z < 0.4),
• location near one of Spitzer’s continuous viewing zones to provide un-
interrupted IR coverage,
• visual brightness (mB < 17 )
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Table 1.1. Target Basic Properties
Name RA DEC redshift type L3.6
(J2000) (J2000) [1042]a
NGC6418 17h38m09.32s +58d42m53.74s 0.030162 Sy 1 4.68
3C390.3 18h42m08.98s +79d46m17.12s 0.058208 BLRG 51.0
AKN524 17h36m53.33s +68d10m17.30s 0.025528 Sy 1.5 0.90
IRAS 17552+6209 17h55m40.42s +62d09m40.60s 0.089002 Sy 1.9 9.68
KAZ102 18h03m28.80s +67d38m10.00s 0.147160 Sy 1 65.8
KAZ163 17h46m59.84s +68d36m36.80s 0.065787 Sy 1 19.4
MRK507 17h48m38.37s +68d42m15.88s 0.058260 Sy 1 9.74
MRK876 16h13m57.18s +65d43m09.58s 0.139283 Sy 1 169
MRK885 16h29m48.25s +67d22m41.78s 0.026778 Sy 1.5 1.50
PGC61965 18h30m23.10s +73d13m10.00s 0.131948 Sy 1 727
UGC10697 17h02m44.29s +72d53m29.87s 0.055189 Sy 1 7.18
2MASSJ19091092+6652212 19h09m10.85s +66d52m21.20s 0.213617 NL Sy 1 147
a3.6 µm luminosity in erg.s−1
bHo = 73 km/s/Mpc
cAll objects are above declination 58 degrees falling within the CVZ of the Spitzer Space Telescope
Table 1.1 shows the targets basic properties as listed in the NASA/IPAC
Extragalactic Database (NED)3.
The key goal of the campaign was to obtain the characteristic distances to
the regions of the torus at 3.6 and 4.5 µm and the lag between MIR channels
for all AGNs in the sample. In addition to the main goal of determining
these distances, probing this warm dust at effective temperatures of ∼800
and ∼650 K allows us to test extreme cases of the distribution of dust in
these regions. In one case, there is a smooth distribution of optically thin to
UV photons dust from the inner edge of the torus extending to the 4.5 µm
region. The expected lag at 4.5 µm for this case should be approximately
twice as large than that at 3.6 µm. If instead the dust is “clumpy”, then the
individual clumps will follow the radius-temperature scaling but the clumps
will individually emit over a broad IR spectrum. The contributions from
each individual cloud will weaken the lag dependency on wavelength and
described in Nenkova et al. (2008b) the separation between 3.6 and 4.5 µm
regions will be much shorter than that expected for smooth distributions.
Furthermore, we are motivated to study dust in these MIR regions as it is less
susceptible to complicating effects such as dust sublimation that is expected
3https://ned.ipac.caltech.edu
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in the 2.2 µm (K band) region (Minezaki et al., 2004; Kishimoto et al., 2013),
or contamination by variable accretion disk emission (Tomita et al., 2006;
Kishimoto et al., 2007). Therefore, probing dust in these warmer regions
with the Spitzer Space Telescope allows us to constrain the distribution of
dust of tori in AGN.
My contributions to the collaboration were:
• to reduce all images from the campaign with the objective to construct
light curves of all passbands
• to evaluate the quality of MIR and optical light curves
• to develop the software necessary for automated data reduction pipeline
and cross correlation analysis which gives the time lag
• to compare the lag results to models of smooth and clumpy tori
• to evaluate the lag results in the luminosity-distance relationship to






We monitored 12 AGNs using the Infrared Array Camera (IRAC) of the
Spitzer Space Telescope for a period of over 2 years during cycles 8 and 9
of the “warm mission” The Spitzer Space Telescope is on an Earth-trailing
orbit around the Sun with a maximum distance of 0.62 astronomical units.
Spitzer operates far away from Earth allowing it to reach an equilibrium
temperature of 27.5 K during its “warm mission”. Its primary mirror has a
diameter of 85 cm and is diffraction limited at 5.5 µm over the IRAC field
of view. IRAC is one of 3 instruments on the Spitzer Space Telescope. It is
Table 2.1. Cycle 8 MIR Observations
telescope start date end date # images cadence instrument filter aperture
[days] µm
Spitzer 08/01/11 01/04/13 111-170 3 IRAC 3.6 3.6”
Spitzer 08/01/11 01/04/13 111-170 3 IRAC 4.5 3.6”
Note. — The number of images corresponds to the mosaics obtained from the integration of the
BCD images on each night of observation. The number of images for 3C390.3 is below the listed range
(105 images). The aperture used for the analysis of NGC6418 in Vazquez et al. (2015) was 1.8”
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Table 2.2. Cycle 9 MIR Observations
telescope start date end date # images cadence instrument filter aperture
[days] µm
Spitzer 02/21/13 01/25/14 8-12 30 IRAC 3.6 3.6”
Spitzer 02/21/13 01/25/14 8-12 30 IRAC 4.5 3.6”
Note. — The number of images corresponds to the mosaics obtained from the integration of the
BCD images on each night of observation.
a four channel camera that provides 5.2’ × 5.2’ images at 3.6 and 4.5 µm
during the “warm mission”. Both detector arrays in the camera are 256 ×
256 pixels in size, with a pixel size of 0.6” × 0.6”.
All objects were observed in both IRAC channel 1 (3.6 µm) and channel 2
(4.5 µm). For cycle 8, the cadence is approximately 3 days and for cycle 9 it is
approximately 30 days. The composite Basic Calibrated Data (BCD) mosaic
was constructed from the standard MOPEX pipeline (Jacob et al., 2007)
using 9 dithered images for a total integrated time over the 10 images of 10
seconds with one exception. The exposure time of PGC61965 during Cycle
9 was reduced to 4 seconds over 10 images to avoid possible saturation. The
underlying images were dithered to minimize the effects of inhomogeneous
CCD sensitivity leaving a mosaic with a square area of approximately 10
arcminutes2 centered on the target with a uniform background. Details of
the observations are summarized in Table 2.1 and Table 2.2 for the first and
second epoch, respectively.
For the full campaign (cycle 8 and 9), an analysis to determine the best
aperture for all AGNs was performed. Details of the aperture analysis can
be found in chapter 3.1
2.2 Optical B/V
Contemporaneously with the IR observations, we monitored the AGNs
with the 2-meter Liverpool Telescope (LT), the 2-meter Faulkes Telescope
North (FTN) and, the 0.4-meter Fountainwood Observatory (SU) obser-
1 Note that for the publication of Vazquez et al. (2015), the aperture used for the MIR
light curves of NGC6418 was 1.8” (3 pixels) which is not optimal. The optimal aperture
was found after publication to be 3.6” (6 pixels) which gives smaller uncertainties.
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Table 2.3. Cycle 8/9 Optical Observations
telescope target start date end date # images instrument filter
Liverpool 2MASSJ19091092+6652212 08/06/11 10/24/12 127 RATCAM/IO:O B
Faulkes North 2MASSJ19091092+6652212 08/06/11 9/23/13 92 EM01 B
Liverpool 3C390.3 08/06/11 10/24/12 169 RATCAM/IO:O B
Faulkes North 3C390.3 08/06/11 9/23/13 114 EM01 B
Liverpool AKN524 08/06/11 10/24/12 117 RATCAM/IO:O B
Faulkes North AKN524 08/06/11 9/23/13 87 EM01 B
Liverpool IRAS17552+6209 08/06/11 10/24/12 102 RATCAM/IO:O B
Fountainwood IRAS17552+6209 05/16/12 1/27/14 55 SBIG B,V
Liverpool KAZ102 08/06/11 10/24/12 114 RATCAM/IO:O B
Faulkes North KAZ102 08/06/11 9/23/13 93 EM01 B
Liverpool KAZ163 08/06/11 10/24/12 118 RATCAM/IO:O B
Faulkes North KAZ163 08/06/11 9/23/13 77 EM01 B
Liverpool MRK507 08/06/11 10/24/12 114 RATCAM/IO:O B
Faulkes North MRK507 08/06/11 9/23/13 79 EM01 B
Fountainwood MRK507 05/16/12 1/27/14 52 SBIG B,V
Liverpool MRK876 08/06/11 10/24/12 157 RATCAM/IO:O B
Faulkes North MRK876 08/06/11 9/23/13 81 EM01 B
Liverpool MRK885 08/06/11 10/24/12 127 RATCAM/IO:O B
Faulkes North MRK885 08/06/11 9/23/13 73 EM01 B
Fountainwood MRK885 05/16/12 1/27/14 51 SBIG B,V
Liverpool NGC6418 08/06/11 10/24/12 99 RATCAM/IO:O B
Faulkes North NGC6418 08/06/11 9/23/13 82 EM01 B
Fountainwood NGC6418 05/16/12 1/27/14 57 SBIG B,V
CSS NGC6418 5/31/2010 6/20/2014 93 SI 1100S Clear
Liverpool PGC61965 08/06/11 10/24/12 140 RATCAM/IO:O B
Faulkes North PGC61965 08/06/11 9/23/13 90 EM01 B
Liverpool UGC10697 08/06/11 10/24/12 133 RATCAM/IO:O B
Faulkes North UGC10697 08/06/11 9/23/13 78 EM01 B
Note. — The number of images represent the total images taken by the telescopes. Some nights have multiple




vatories. We also obtained data from the University of Arizona Catalina
Sky Survey (CSS) 1.54-meter telescope. The observations could not be per-
formed simultaneously with the Spitzer observations, but together they ap-
proximately span the time period covered by the Spitzer campaign except
during November 2011, when the targets were too low in the sky or below
the horizon from the ground. The CSS has a Spectral Instruments 4K ×
4K CCD thermo-cooled camera with a 1.0” × 1.0” pixel size, the LT used
two instruments during the campaign: IO:O a 4K × 4k CCD camera with
a 0.3” × 0.3” pixel size and RATCAM 2k × 2k CCD camera with a 0.14”
× 0.14” pixel size, FTN has a 2k × 2k CCD camera with 0.3” × 0.3” pixel
size and SU has a SBIG ST-8300 CCD Camera. The exposure time of these
observations range from 60 to 180 seconds. Additional details of all the
optical observations are found on Table 2.3.
Of the 12 AGN’s in the sample only one has data fully reduced in the
optical, NGC6418. The decision was made early in the campaign to work
on the most variable object in the MIR. The methods and techniques that
follow were applied only to NGC6418 for a subset of the timespan of Cycle
8 starting at Mean Julian Date (MJD) 55900 and extending to MJD 56300 .
The decision to omit the data before 55900 MJD was made for two reasons:
the MIR variability pre MJD 55900 is very small for both channels (. 2%
relative to its mean flux value), and there is a gap in the MIR of ∼30 days
that I wanted to avoid to increase the reliability of the time-series analysis.
2.2.1 NGC6418 Optical Data Reduction for Cycle 8
Dark/bias subtraction and flat field division of all images from SU were
performed using the XVISTA software package (Treffers & Richmond, 1989).
Images from the RATCam (cycle 8) and IO:O (cycle 9) instruments on the
LT were bias subtracted and flat fielded by an automatic pipeline (Steele
et al., 2004), as were images taken by the FTN. When more than one expo-
sure was available per night from LT or FTN, the images were stacked and
registered using MATCH, an implementation of the star matching algorithm
of Tabur (2007). Photometric analysis of the SU and CSS datasets was per-
formed in two stages: in the first stage, the instrumental magnitudes are
measured for each object using standard aperture photometry (the target
plus all comparison stars) in all exposures; in the second stage the measure-
ments from all exposures in a given passband are combined and the measure
17
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instrumental magnitudes are subjected to inhomogeneous ensemble photom-
etry (Honeycutt, 1992). Small differences in sky brightness, transparency,
exposure time and other factors can cause all objects in some particular
exposure to appear slightly brighter or dimmer than average; ensemble pho-
tometry is designed to identify these systematic changes and remove their
effects. Photometric analysis of the LT and FTN datasets was performed
using image differencing (Alard, 2000, and references therein).The combined
optical (LT and FTN observations) and Spitzer light curves for cycle 8 of
NGC 6418 are shown in flux density, normalized to their respective mean
fluxes, in figures 2.1 and 2.2 (Vazquez et al., 2015). The light curves are
also shown after applying a shift equal to the time delay computed by the
time series analysis described in chapter 4. For cycle 8, the optical and
IR curves show clear variations with similar features on timescales of ∼100
days, but with the variations in the IR lagging behind those in the optical.
It is important to note that the IR light curve data uncertainties reported
in cycle 8 were those obtained from the uncertainties reported by MOPEX,
which are derived from Poisson noise statistics. It is shown in section 3.2,
that these uncertainties are largely underestimated.
2.2.2 NGC6418 Optical Data Reduction for Cycle 8 and 9
Several factors affected the optical data reduction for NGC6418 during
Cycle 9. First, the FTN dataset for Cycle 9 is of low photometric quality.
The Cycle 9 FTN observations suffer from trailed images of the target and
non-photometric seeing. For this reason I excluded this dataset. Second,
the LT dataset does not cover the rise in brightness of 100% observed in
the MIR. This prompted us to find a dataset that covers the span of time
that covers this event. The CSS (Drake et al., 2009) dataset covers part
of this event and more. It extends from 2010 to June, 2014. To match
the CSS dataset in clear filter to the the LT dataset in B band we found a
multiplicative factor in flux that matches the LT data. Therefore, for the
full campaign analysis and that of that defined as Cycle 9 (greater than
MJD 56300) the datasets used for the construction of light curves and the






























































Days after MJD 55900 (12-05-2011)
B band shifted +37.2 days
B band
3.6 µm
Figure 2.1: Spitzer 3.6 µm and the combined B band optical data light
curves. The error bars of the 3.6 µm and the combined B band optical light
curves are the uncertainties reported by MOPEX and the image differencing
solution, respectively. The bottom panel shows the combined optical light






























































Days after MJD 55900 (12-05-2011)
B band shifted +47.1 days
B band
4.5 µm
Figure 2.2: Spitzer 4.5 µm and the combined B band optical data light
curves. The error bars of the 4.5 µm and the combined B band optical light
curves are the uncertainties reported by MOPEX and the image differencing
solution, respectively. The bottom panel shows the combined optical light
curve shifted by +47.1 days.
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CHAPTER 3
AGN PHOTOMETRY, STATISTICS AND
VARIABILITY
3.1 Photometry Aperture
Aperture photometry results can vary substantially depending on the
size of the circular aperture used on a target. For star-like astronomical
objects, the rule of thumb is to adopt an aperture that encompasses 1.5-2
times the full-width at half maximum (FWHM) of the point spread function
(PSF).1 Too large of an aperture will include undesired background noise
while too small of an aperture excludes a significant amount of the target’s
flux. Therefore it is important that the aperture is carefully optimized.
In this section, the results of the Spitzer data reduction pipeline are
presented using different size apertures. Visual inspection of the Spitzer
3.6 µm light curves shows that an aperture of 6 pixels results in the lowest
amount of scatter. In addition, the mean flux density is plotted for different
sized apertures. The mean flux density value of a “star like” object increases
as the radius of the photometric aperture. In general, the larger the aperture,
the more flux it encloses. As the aperture increases, it will collect increasing
amount of background flux. Since background flux remains approximately
constant, progressively increasing the radius of the aperture (beyond the
wings of the source’s PSF) only adds a small constant amount of background
1The optimum signal-to-noise ratio for a Gaussian PSF is obtained for a circular aper-
ture that contains 72% of the encircled energy.
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Figure 3.1: NGC6418 false color image from the Spitzer space telescope at
3.6 µm. The white circle has a radius of 6 pixels and represents the aperture
(diameter 7.2”) used for the photometry for the cross-correlation analysis.
flux. Therefore, the flux vs. aperture function should plateau with increasing
radii. All Figures for all AGNs can be found in Appendix A.
All the mean flux density plots exhibit, as expected, a rapidly increasing
flux density that plateaus at larger aperture sizes with some exceptions.
NGC6418, UGC10697, MRK885, AKN524 and KAZ163 exhibit aperture
analysis plots that increase in mean flux without reaching a plateau. This
behavior is explained by the extended emission from their host galaxies as
seen in Figures 3.1, A.49, A.41, A.17 and 3.2. In addition, KAZ163 is the
southern member of an interacting galaxy pair. The companion galaxy is
the fainter object visible in 3.2. The companion galaxy is at a distance
greater than 20 pixels (12”). This aperture size is the largest used in the
analysis.
The “knee” of the flux vs. aperture function is used to determine the best
aperture. To determine the “knee”, the simple definition of the intersection
of the slopes of the first two data points with the last two data points is used.
On average, the obtained knee values agree with the ideal aperture found
via visual inspection. It is important to note that there is no significant
difference between the aperture analysis for the 3.6 µm and 4.5 µm channels.
As an example, Figures 3.3 and A.4 show the analysis done for both channels
for NGC6418. There is less than a pixel difference between the two channels.
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Figure 3.2: KAZ163 false color image of the Spitzer space telescope at 3.6
µm. The white circle has a radius of 6 pixels and represents the aperture
(diameter 7.2”) used for the photometry used in the cross-correlation anal-
ysis.
This behavior is consistent across the whole sample.
Figures A.1 to A.48 show the light curves with different apertures anal-
ysis. The analysis plot has a vertical red line that indicates the estimated
best aperture using the simple slope intersection method as described. The
goal is to find an aperture which encloses enough target flux to reduce the
scatter of the light curves to a minimum while at the same time not includ-
ing additional sources of noise and flux density that do not come from the
nucleus (extended emission due mostly to star light from the galaxy). The
PSF of stars in the Spitzer images have an empirical average FWHM (mea-
sured over several images and stars of different brightness) of ∼4.8 pixels
(2.8”). The ideal aperture radius of 6 pixels (3.6”) is 30% larger than the
measured FHWM PSF of the stars. The ideal aperture is optimized for our
sample, as it minimizes the flux scatter of the light curves on all our targets.
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Figure 3.3: NGC6418 channel 1 (3.6 µm) aperture analysis plot. The ab-
scissa displays the aperture size in pixels and the ordinate shows the mean
flux density. The vertical red line indicates the ideal aperture size as esti-
mated from the knee of the mean flux curve. Error bars show the standard
deviation of the light curve.
3.2 On the Uncertainties associated with Spitzer
MIR Time Series Photometry
Reverberation time lag uncertainties of AGN are sensitive to the pre-
cision of the underlying photometric observations. The uncertainty of the
measured flux of an astronomical source in a single photometric observation
is typically obtained from the Poisson statistics of the source shot noise,
the read and dark noise of the CCD. This ideal uncertainty of the flux
is inadequate when light curve variations above a few percent of its mean
flux value are considered. Therefore, it is necessary to consider inter-pixel
noise correlations, bias levels, structure corrections, flat fielding corrections,
aperture corrections, charge skimming and many other CCD systematics.
Compounding these uncertainties is the field rotation of the images, which
places the comparison stars and (to a lesser extent) the source target at
different pixel locations. More importantly for light curve analysis are the
temporal considerations. Variations in seeing, atmospheric extinction and
sky brightness are well known problems for ground-based measurements.
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Table 3.1. AGN Poisson Uncertainty and Windowed Standard Deviation
AGN 3.6 Poisson 4.5 Poisson 3.6 σ 4.5 σ
[%] [%] [%] [%]
NGC6418 0.67 0.61 1.46 1.24
2MASSJ19091092+6652212 0.10 0.08 0.81 0.37
3C390.3 0.12 0.14 0.86 0.34
AKN524 0.17 0.19 0.38 0.42
IRAS17552+6209 0.18 0.14 0.55 1.71
KAZ102 0.35 0.28 1.17 0.72
KAZ163 0.08 0.06 0.90 0.36
MRK507 0.40 0.36 0.95 0.87
MRK876 0.16 0.14 1.09 0.45
MRK885 0.54 0.59 1.00 1.18
PGC61965 0.08 0.08 0.99 1.40
UGC10697 0.11 0.10 0.56 0.45
The nature of light curves of astronomical sources adds a time component
that is not otherwise considered in the typical Poisson statistics treatment
of flux uncertainties in single photometric exposures.
Although space telescopes do not suffer from atmospheric effects, they
still suffer from temporal systematics due to telescope pointing and back-
ground illumination. The 3.6 µm and 4.5 µm light curves suffer from these
temporal considerations. As a result of telescope pointing errors, the targets
will, in general, be centered on different pixels in different image exposures.
In addition, differences in the background illumination result as the tele-
scope slews through the sky during the length of the campaign. This chapter
includes a description of an alternative approach to determining flux uncer-
tainties that accounts for temporal effects. A description of an alternate
approach to estimate uncertainties in light curves follows.
The alternate approach to estimating uncertainties adopted is to cal-
culate the mean standard deviation of the source light curve using sliding
varying-size time windows (see Figure 3.4). The steps in the algorithm are
as follows:
1. There are ten window sizes from 3 to 30 days in increments of 3 days.
This range was chosen because it omits both variations below the
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Figure 3.4: NGC6418 3.6 µm light curve between MJD 56900 and 56100.
The boxes enclose the data for window sizes of 10 and 30 days. The standard
deviation σ is represented by the nested boxes.
shortest sampling interval of 3 days and intrinsic variations which typ-
ically occur on timescales longer than 30 days.
2. Starting at the beginning of the light curve, calculate the standard
deviation of all the data points within the window.
3. Store the standard deviation just calculated in a list and slide the
window one day forward in time.
4. Repeat the previous two steps until the end of the light curve.
5. Take the median of the list of standard deviations and store this me-
dian value in a new list. The median is used instead of the average
as it is more resistant to outliers. As the window size increases the
likelihood to include the real variations of the target increases.
6. Repeat all the steps above for the next window size
7. Calculate the average of the list of median standard deviations. The
median is not taken again as it is only used to eliminate outliers from
the constructed list of standard deviations (step 5).
This method is applied to the MIR light curves of all AGN’s and to a
reference star of similar brightness in the field of view for each target. The
reference stars are chosen within one magnitude of the AGN.
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Figure 3.5: Standard deviation analysis with a moving sliding window for a
simulated constant source with random Gaussian noise with mean of 1 and
standard deviation of 0.01. The abscissa axis has the window size in days
and the ordinate axis shows the calculated normalized standard deviation.
To test the validity of this approach, I simulated a light source with 100
data points. Each data point is randomly drawn from a Gaussian distri-
bution with a mean of one and standard deviation of 0.01. The standard
deviation algorithm as explained above was run for 1000 randomly gener-
ated constant sources. The mean of these 1000 iterations is taken for each
window size. As seen in Figure 3.5, the standard deviation increases until
it reaches a plateau between window sizes of 10 to 15 days. The plateau
asymptotes to the expected value of 1% as set on the simulated data. The
AGN and its reference star exhibit similar behavior.
In addition to the aforementioned two methods, there is a technique
named inhomogeneous ensemble photometry (Honeycutt, 1992). In this
technique an “ensemble” of non-variable stars is used to determine the pho-
tometric level of the images processed. The error in each photometric mea-
surement is defined as,
error(i, j) = m(i, j)− [M(i)− e(j)] (3.1)
where e(j) is the zero-point offset in image j, M(i) is the true photomet-
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Figure 3.6: The uncertainty ratio over mean flux of the field stars of
NGC6418 as calculated by the ensemble photometric solution. The abscissa
axis has the flux density in micro Jansky and the ordinate axis shows the
uncertainty/flux ratio.
ric measurement in the magnitude scale and m(i, j) is the actual photometric
measurement of a star i in an image j.
The technique uses standard least-squared methods to find M(i) and
e(j), while minimizing error(i, j). For the purpose of this section, we want
to compare the scatter determined by this technique to the Poisson noise and
the windowed standard deviation technique. Figure 3.6 shows the fraction
of scattered flux over the mean flux value of each star in the ensemble for the
NGC6418. The stars chosen are the closest stars to the AGN in a square area
with a side of 10 arcminutes centered on the AGN. This plot of scattered
flux (σ) vs flux shows clearly that scatter decreases with increased flux of
the star and it can be used to determine the theoretical scatter of any source
in the field. I fit a quadratic equation of the form f(x) = ax2 + bx+ c using
a least squares fit method. From the fit the theoretical scatter of NGC6418
is calculated.
In Figure 3.7, the scattered values obtained with the windowed stan-
dard deviation method are compared to the quadratic function fitted to the
ensemble solution. It is evident from the figure that there is reasonable
agreement. The windowed standard deviation points are scattered about
28

































Figure 3.7: Comparison of the windowed standard deviation method (red
points) and the ensemble solution (green points) for NGC6418. The abscissa
measures the flux density in micro Jansky and the ordinate shows the un-
certainty/flux ratio. The ensemble solution points are calculated from the
least squares fit to a quadratic equation.
the fit to the ensemble solution.
3.3 AGN IR Light Curves and Statistics
In this section, the light curves of the 12 AGN’s in the Spitzer 3.6 and 4.5
µm channels are presented. Tables (3.2 and 3.3) include the mean, maximum
and minimum flux density values, the (max-min)/mean and the Fvar value





where σ2 is the variance of all the flux density values and ∆2 is the mean
square value of the uncertainties associated to the flux density values. Table
3.4 presents the Welch-Stetson (W-S) variability index as defined by Stetson
(1996). This W-S index is used to determine variability of stars in crowded
fields for automated data reduction pipelines. A value of zero for Fvar tells
us that the target is non-variable. The W-S table has four columns. The
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first two columns show the variability index for each channel with unbinned
data. The last two columns show the variability index for each channels with
the data randomly sampled every 30 days and averaged over 1000 iterations.
I provide sampled results with a sample window of 30 days since Cycle 9 of
the Spitzer observations have a cadence of ∼30 days.
As whole, the AGN sample exhibits a wide range of flux amplitude
changes from 1% to 100% relative to their respective mean flux density
values. Eleven out of twelve of the AGNs exhibit significant IR variability.
The timescales of these variations vary widely with ranges from a few days
to over 200 days. Although the timescale range is wide, significant (&5%)
variations are only seen on timescales greater than 20 days. It is impor-
tant to note that there are color changes between MIR during the range of
observations (see next section for details).
3.4 Notes on Individual Objects
In this section, the variability and color changes of the AGN sample in
the 3.6 µm and 4.5 µm light curves is briefly explored. The color difference
figures are not shifted by the calculated time lag obtained by the time se-
ries analysis. All the percentages used for the variations are relative to the
respective mean flux density for each AGN and passband. The figures in-
cluded in this chapter are limited to the most interesting AGNs. A complete
set of figures for all AGNs in included in Appendix A and referenced in this
chapter.
3.4.1 NGC6418
Starting at MJD 55876, there is long-term variation of 180 days, which
shows an increase in flux density of 20%. A second variability feature fol-
lowed with an increase in brightness of 15% spanning about 200 days. Start-
ing at MJD 56350 the AGN increased in brightness by 100% over a span
of 100 days. During this increase the AGN gets substantially redder (the
4.5/3.6 micron flux ratio increases to 1.2 from a previous ratio of ∼1) and
remains brighter in 4.5 µm for the rest of the campaign. 150 days after
the peak of this brightness outburst the flux density dropped by 34% and
40% for channels 3.6 µm and 4.5 µm, respectively. The last 60 days of the
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Figure 3.8: NGC6418 IRAC channel 1 (3.6 µm) and channel 2 (4.5 µm)
light curves normalized to the mean flux density value. The abscissa is the
mean Julian date and the ordinate shows the normalized flux density.
campaign show an increase of ∼30% for both channels. Figures 3.9 and 3.8
show the light curves and color ratio, respectively.
3.4.2 2MASSJ19091092+6652212
2MASSJ19091092+6652212 decreased steadily in brightness by approxi-
mately 8% from maximum brightness at the beginning of the campaign over
900 days. There is no evident color change. Figures A.52 and A.53 show
the light curves and color ratio, respectively.
3.4.3 3C390.3
3C390.3 shows over the first 150 days average amplitude changes of 2.0%
and 6.0% for channels 3.6 and 4.5 µm, respectively. There are several large
gaps in the MIR coverage, the Spitzer light curves have 62% coverage (rela-
tive to the best covered AGN). Although there are color variations of ∼5%,
there is no evident pattern to these color changes. Figures A.55 and A.54
show the light curves and color ratio, respectively.
31










   	 	 	








Figure 3.9: NGC6418 3.6 µm to 4.5 µm ratio light curve. The abscissa is
mean Julian date and the ordinate shows the ratio of the IRAC ch1/ch2
fluxes.
3.4.4 AKN524
AKN524 remains constant in flux density in both MIR channels through-
out the campaign. Figures A.57 and A.56 show the light curves and color
ratio, respectively.
3.4.5 IRAS17552+6209
During the first 400 days of the campaign IRAS17552+6209 shows a
steady decline in brightness with a drop of approximately 13% in flux density
for both channels. This decline is followed by an increase in brightness for
both channels of ∼4% over ∼100 days. This is followed by an event spanning
over 300 days which shows a drop followed by a rise of approximately 6%
in flux density. Starting circa MJD 56000 there is sustained trend in which
the color ratio increases. Figures A.59 and A.58 show the light curves and
color ratio, respectively.
3.4.6 KAZ102
KAZ102 exhibits a steady increase in brightness on both channels of
11% during the initial 496 days. Following this increase there are amplitude
changes of about 4% over timescales of the order of hundreds of days. There
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Figure 3.10: KAZ163 IRAC channel 1 (3.6 µm) and channel 2 (4.5 µm) light
curves normalized to the mean flux density value. The abscissa is the mean
Julian date and the ordinate shows the normalized flux density.
are no evident color changes. Figures A.61 and A.60 show the light curves
and color ratio, respectively.
3.4.7 KAZ163
KAZ163 shows distinctive variability. At 3.6 µm, there is a peak near the
beginning of the campaign, around MJD 55800, followed by a steady decline
by ∼15% over the next ∼200 days. This culminates in a sharp minimum
spanning ∼40 days around MJD 56050, before the flux density recovers to
an approximately constant level. In cycle 9, there is a further ∼5% decrease
over ∼100 days between MJD 56400 and 56500. The 4.5 µm light curve
exhibits similar general behavior, but it is notable that the shorter timescale
events (the initial peak and the sharp dip) are smoothed out. As a result,
this object exhibits significant color changes, with the 3.6/4.5 µm flux ratio
showing behavior similar to that of the 3.6 µm light curve, but with lower
amplitudes. Figures 3.11 and 3.10 show the light curves and color ratio,
respectively.
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Figure 3.11: KAZ163 3.6 µm to 4.5 µm ratio light curve. The abscissa is
mean Julian date and the ordinate shows the ratio of the IRAC ch1/ch2.
3.4.8 MRK507
The campaign begins with the light curves showing a steady decline in
brightness of 10% in both MIR channels. A minimum is reached at ∼MJD
56000 after 200 days. Following this feature there is an increase in brightness
of 22% over a time span of 250 days. Beyond MJD 56300 in Cycle 9 the
flux densities show small amplitude variations (∼2%) at this higher level.
There is evidence that the 3.6/4.5 µm flux ratio increased by 2-3% during
the flux increase. Figures A.65 and A.64 show the light curves and color
ratio, respectively.
3.4.9 MRK876
MRK876 remains essentially constant during Cycle 8 and shows a slow
decline during Cycle 9. It shows no significant color changes through the
full duration of the campaign. Figures A.67 and A.66 show the light curves
and color ratio, respectively.
3.4.10 MRK885
MRK885 exhibits a sharp decline in brightness of 35% over 45 days at
the beginning of the campaign. The decay is interrupted by a subsidiary
peak around MJD 55950, but continues thereafter, bottoming out around
34
Notes on Individual Objects
MJD 56100. Two or three low amplitude fluctuations occur in this low state
before a rise in brightness of 25% starting around MKD 56300 and peak at
MJD 56554. It is followed by a drop in brightness of about 10% by the end
of the campaign. There is a distinct pattern to the color changes. There is
a steady rise of the 3.6/4.5 color ratio of about 20% peaking at MJD 56300
followed by a steady decline of this ratio of about 12% for the rest of the
campaign. Figures A.69 and A.68 show the light curves and color ratio,
respectively.
3.4.11 PGC61965
Both MIR channels, show a steady decline in brightness throughout the
whole campaign. The 3.6 µm and 4.5 µm light curves diverge in Cycle 9,
with the 4.5 µm fluxes being approximately steady, while the 3.6 µm fluxes
continue to decrease systematically. Figures A.71 and A.70 show the light
curves and color ratio, respectively.
3.4.12 UGC10697
Both MIR channels show a steady decline of 12% over a time span of
375 days reaching a minimum around MJD 56200. Subsequently, both MIR
channels show an increase in brightness over a similar timescale of 25%
peaking circa MJD 56550. The increase is followed by 5% drop at to the
end of the campaign. During the brightness increase of 25% the MIR color
ratio was predominantly blue. Figures A.73 and A.72 show the light curves
and color ratio, respectively.
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Table 3.2. 3.6 µm Light Curve Statistics
name <flux> max(flux) min(flux) (max-min)/mean Fvar
[mJy] [mJy] [mJy]
NGC6418 4.62 8.41 3.72 1.02 0.181
3C390.3 42.4 43.7 40.9 0.07 0.013
AKN524 3.80 3.88 3.76 0.03 0.008
IRAS17552+6209 3.58 3.90 3.31 0.16 0.047
KAZ102 9.46 9.96 8.72 0.13 0.024
KAZ163 12.8 14.6 11.7 0.22 0.055
MRK507 8.15 9.28 7.45 0.23 0.056
MRK876 26.9 27.5 24.9 0.10 0.009
MRK885 5.74 6.87 5.27 0.28 0.059
PGC61965 127.9 133.6 116.7 0.13 0.026
UGC10697 6.67 7.51 6.21 0.20 0.039
2MASSJ19091092+6652212 7.54 7.93 7.13 0.11 0.021
Table 3.3. 4.5 µm Light Curve Statistics
name <flux> max(flux) min(flux) (max-min)/mean Fvar
[mJy] [mJy] [mJy]
NGC6418 4.03 8.45 3.04 1.34 0.201
3C390.3 28.0 29.7 26.4 0.11 0.007
AKN524 2.30 2.45 2.25 0.08 0.008
IRAS17552+6209 3.56 4.69 3.14 0.16 0.066
KAZ102 12.1 13.0 11.1 0.15 0.040
KAZ163 16.1 17.4 14.9 0.16 0.041
MRK507 8.33 9.56 7.67 0.23 0.053
MRK876 34.7 35.1 33.6 0.04 0.007
MRK885 4.35 5.79 3.86 0.44 0.101
PGC61965 158.8 163.0 151.0 0.08 0.016
UGC10697 6.43 7.23 5.93 0.20 0.042
2MASSJ19091092+6652212 9.48 9.67 9.15 0.06 0.011
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Table 3.4. Welch-Stetson Variability Index for 3.6 and 4.5 µm
name CH1 CH2 CH1 resampled CH2 resampled
NGC6418 0.233 0.720 0.751 2.219
3C390.3 0.059 0.176 0.069 0.168
AKN524 0.002 0.003 0.002 0.006
IRAS17552+6209 0.140 0.363 0.133 0.460
KAZ102 0.022 0.082 0.023 0.073
KAZ163 0.752 0.633 0.682 0.769
MRK507 0.069 0.109 0.105 0.203
MRK876 0.011 0.004 0.036 0.001
MRK885 0.036 0.148 0.038 0.140
PGC61965 0.315 0.307 2.598 1.670
UGC10697 0.158 0.313 0.278 0.491
2MASSJ19091092+6652212 0.091 0.020 0.126 0.029
Note. — The absolute value of the W-S index is the value shown in the table.
The sign of the index only indicates if the variations are predominantly above or
below the light curve mean. The resampled columns show the mean of the W-S




The goal of applying time series analysis to light curves of different pass-
bands in the AGN sample is to estimate the relative time delays among
these passbands. These time delays are used to estimate the distance from
the nucleus to the characteristic emission region for that passband. It is
expected that the regions characterized by Spitzer 3.6 µm and 4.5 µm pass-
bands are dusty regions within the torus. Therefore a study of the time
delays provides distance constraints for the inner regions of the dusty torus.
The application of time series analysis to the broad-line region (BLR)
for emission line variability of AGN is well developed (Clavel et al., 1989;
Gaskell & Sparke, 1986; Gaskell & Peterson, 1987; Edelson & Krolik, 1988;
Maoz & Netzer, 1989; Koratkar & Gaskell, 1991) and has been widely used
to measure the size of the BLR (Peterson et al., 2004). It has also been
applied to the inner edge of the torus (Suganuma et al., 2006; Oknyanskij
et al., 2006; Koshida et al., 2009). Although there are different techniques to
estimate the time delay between light curves, the use of the cross correlation
technique will be used, in which the linear correlation coefficient (CF) is
r =
∑N
i=1 (xi − x̄) (yi − ȳ)(√∑N
i=1 (xi − x̄)
2
)(√∑N
i=1 (yi − ȳ)
2
) (4.1)
where N is the total number of data points in the time series, xi and
yi are the values of the respective time series (the driving optical curve and
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the MIR response curve) and x̄, ȳ are their respective mean values. It is a
requirement of the linear correlation coefficient that the data values of both
time series occur at identical time steps. The range of r goes from -1 to 1
where -1 means the data is anticorrelated, 0 means that the data are uncor-
related and 1 means that the data are correlated. A useful generalization of
the CF is the cross-correlation function CCF (τ). This function evaluates
the CF after shifting one of the time series by a time τ . The CCF (τ) can




Fr(t) Fd(t− τ) dt (4.2)
where Fr and Fd are the response and driving light curves respectively.
Substituting the definition of the response light curve in terms of the transfer




Ψ(τ ′) Fd(t− τ ′) Fd(t− τ) dτ ′dt (4.3)
It should be clear from the previous equation that the CCF (τ) is the
convolution of the transfer function with the CCF of the driving light curve
with itself (the autocorrelation function).
The centroid of the CCF (τ) estimates the time delay between two pass-
bands (section 1.4). However, astronomical data suffers from two main issues
that affect the results from the CCF (τ). First, astronomical data rarely is
sampled simultaneously in two passbands a requirement of the CCF (τ) and
is often sampled sparsely; second, the data suffer from uncertainties which
significantly affect the calculated time delay. A software package was de-
veloped to determine the CCF centroid, which attempts to address these
issues.
4.1 Cross Correlation Centroid Distribution Monte
Carlo Algorithm
A Monte Carlo software algorithm using the software package R (R Core
Team, 2013) was developed (a new implementation of the Peterson Flux
Randomization (FR) algorithm) to calculate the centroid of the time delay
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Figure 4.1: An example of synthetic driving (optical data) and response (IR
data) light curves which shows the the uncertainties of the data. The curves
shown are cubic splines fitted to the data.
between two light curves. Although the CCF (τ) is a continuous function of
the continuous variable τ (as shown on the previous section), the realities of
astronomical data precludes us from treating the problem in the continuous
realm. The nature of discrete noisy data in astronomy forces a solution that
is statistically significant. As an example, Figure 4.1 shows synthetic driving
and response light curves. The data of the driving light curve has significant
flux uncertainties. The curves displayed in the Figure are cubic splines,
which are plotted over the data simply as a guide to show a possible path the
light curve might take. Since astronomical data is uncertain and frequently
sparse as seen in Figure 4.1 then the data uncertainties propagate into the
CCF (τ) defined by equation 4.2. Since the data is discrete and contain gaps
in coverage, it introduces substantial uncertainties in the calculation of the
time delay. Therefore, in order to incorporate the full effect of photometric
uncertainties, the following procedure was adopted:
1. to create a process that takes into account the measured uncertainties,
2. to incorporate these uncertainties in a Monte Carlo code to obtain
time delay results,
3. and to assign uncertainties to the estimated time delay based on the
uncertainties of the Monte Carlo simulation.
Following is the description of the algorithm used in the Monte Carlo
simulation to find the centroid of the time delay. First, the IR data is
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Figure 4.2: Two realizations of the Spitzer 3.6 µmm light curve of NGC6418,
generated by the Flux Randomization method. There are small differences
between the data points which are shifted from their original value by a
random value from an underlying Gaussian distribution. The time span
shown is restricted to MJD<56350 for clarity.
linearly interpolated to the time stamps of the optical light curve. The
IR light curve is the response while the optical is the driving light curve.
The reason to linearly interpolate in time between the IR light curve data
is that for Cycle 8 the IR data are finely sampled (approximately every 3
days) while the optical data sampling interval is typically much larger and
nonuniform. The interpolation allows the two light curves to be sampled
at the same times and therefore meet the requirement of equation 4.1, for
computing the CF. Although interpolation is required for IR vs optical, CCF
analysis was also performed between the 2 Spitzer’s IR channels which were
sampled synchronously (within minutes), so that no interpolation is needed.
To determine the centroid of the time delay, the data from the interpo-
lated light curves and associated uncertainties were used to generate syn-
thetic light curves that have the same noise characteristics as the original
data. The data values of these synthetic light curves are selected from a
Gaussian distribution with mean equal to the measured data value (flux
density) and standard deviation equal to the uncertainty. These new data
values are altered only in flux but not in time. This method is called ”Flux
Randomization” (Peterson et al., 1998) which is applied to every point in
the light curves. The program then generates a large number of light curves
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Figure 4.3: Illustration of the time series analysis concepts. The centroid
of the CCF is determined from the region shaded in gray which includes all
CF values exceeding 0.8 ∗CCFmax. The calculated centroid of the CCF for
each iteration of the MC is then plotted in the Cross Correlation Centroid
Distribution (CCCD) histogram. The IQR range of the CCCD is used as
the uncertainty of the centroid of the CCCD.
for both the driving and response light curves. For this study the number
of light curves generated was 1000 per passband. Figure 4.2 shows two such
realizations of the Spitzer 3.6µm light curve for NGC6418.
Now we are ready to calculate the CCF (τ) for each of the generated
pairs of light curves. It should be clear that the different light curves pairs
(iterations of the Monte Carlo calculation) will generate different CCFs.
Once the CCFs are generated, something becomes clear. Visual inspection
of the CCFs show that the functions span a wide range of lags and are non-
symmetrical. This behavior of the CCFs begs the question, should we use
the full range of the CCF or is there a practical limit that should be used to
calculate the centroid? Peterson (2001) suggests that a good rule of thumb
is to only consider CF values of the CCF (τ) that are within 80% of the
peak value, CCFpeak(τ), for the determination of the CCF centroid. Once
the program has calculated the centroid of the CCF (τ) for all realizations
of the Monte Carlo simulation a histogram of the centroids is built. The
centroid was chosen as a statistical quantity in favor of the mean or median
because we want to characterize a function that, in general, is asymmetrical
due to uncertainties of the underlying measurements. This histogram is
dubbed the cross correlation centroid distribution (CCCD) and its mean
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Table 4.1. Comparison of cross-correlation methods
name 3.6 µm-Optical 4.5 µm-Optical 3.6 µm-4.5 µm
(lag(day)± δ) (lag(day)± δ) (lag(day)± δ)
Peterson et al. 36.7±3.4 48.6±3.7 14.6±6.0










effectively gives us the time delay between the passbands. This distribution
also characterizes the uncertainty of the time delay, which is asymmetrical
since the underlying CCF’s are so themselves. I use the interquartile range
(IQR), a measure of statistical dispersion, as the uncertainty of the CCCD.
Figure 4.3 illustrates these quantities.
The CCCD as an analytic tool to determine time delay has been used
in other software packages. For example Peterson et al. (2004, 1998)’s Ran-
dom Subset Selection/Flux Randomization (RSS/FR), subsets undersam-
pled light curves to avoid data points which can substantially bias the re-
sults due to their large uncertainties (RSS), in addition, it creates synthetic
light curves which mimic the noise properties of the real data (FR); Zu et al.
(2011)’s Stochastic Process Estimation for AGN Reverberations (SPEAR)
method provides a statistical framework for determining time lags under the
assumption that the underlying physical variable process has an exponential
correlation function corresponding to a damped random walk. I have found
that the time delays derived from these packages agree with the results from
our own implementation of the FR algorithm (see Table 4.1).
4.2 On the Effects of Photometric Uncertainties
on the Cross Correlation Centroid Distribu-
tion
As mentioned in chapter 3, photometric uncertainties of astronomical
light curves are of great importance for reverberation time series analysis.
Reverberation mapping attempts to determine the time delay “shift” of two
time series. This shift is interpreted as the characteristic size of the region
under study. The methods described above (see section 4.1) attempt to
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Figure 4.4: The sliding window standard deviation (WSD) of the AGN and
star light curves vs the light curves mean fluxes for both MIR bands. See
Chapter 3 for details on the WSD.
estimate the lag between two light curves which is the result of light travel
time delays. The centroid of the CCCD gives the characteristic time lag. To
describe the uncertainties of this centroid, I use the IQR. The “width” of this
distribution (as I will show in the next sections of this chapter) is drastically
affected by the uncertainties of the underlying light curve measurements.
For the rest of this chapter, the calculated uncertainty returned by MOPEX
(sum in quadrature of the shot noise, read noise, dark noise of the Spitzer
detector) will be referred as the Poisson Noise.
Each AGN is discussed individually in the following sections. All were
analyzed for the duration of the campaign, which included more than 2
years of observations. Table 4.2 shows the mean fluxes of all AGNs for both
channels using an aperture of 6 pixels (3.6”) and the standard deviation
for each channel as computed by the sliding window standard deviation
(WSD) method explained in Chapter 3. Table 4.3 shows the mean fluxes
and standard deviation of all reference stars used in the following subsections
(4.2.1-4.2.12). Figure 4.4 shows all the data from tables 4.2 and 4.3. The plot
shows that in most cases the standard deviation for the reference stars is in
reasonable agreement with that for the corresponding AGN, although there
are outliers. These outliers are reference stars corresponding to MRK876 and
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Table 4.2. AGN Mean Flux and Windowed Standard Deviation
AGN 3.6 µm flux 4.5 µm flux 3.6 µm σ 4.5 µm σ
[mJy] [mJy] [%] [%]
NGC6418 14.2 14.1 1.46 1.24
3C390.3 42.4 28.0 0.86 0.34
AKN524 3.80 2.30 0.38 0.42
IRAS17552+6209 3.58 3.56 0.55 1.71
KAZ102 9.46 12.1 1.17 0.72
KAZ163 12.8 16.1 0.90 0.36
MRK507 8.15 8.33 0.95 0.87
MRK876 26.9 34.7 1.09 0.45
MRK885 5.74 4.35 1.00 1.18
PGC61965 127.9 158.8 0.99 1.40
UGC10697 6.67 6.43 0.56 0.45
2MASSJ19091092+6652212 7.54 9.48 0.81 0.37
UGC10697, in one case the star is saturated and in the other it is located at
the edge of the image. Stars at the edge of the image suffer from different
background noise as it rotates over time on the field since the images are
dithered.
Each section below discusses the relationship between light curve stan-
dard deviation and time window size for both AGN and reference stars. It
also discusses the CCCD analysis using Poisson uncertainties and the CCCD
using the calculated light curve standard deviation. The analysis is limited
to the 3.6 µm (channel 1) and 4.5 µm (channel 2) light curves.
4.2.1 NGC6418
NGC6418 exhibits a higher WSD on channel 1 than on channel 2 for all
window sizes of the standard deviation analysis. Channel 1 has a WSD of
1.46% as a percentage of the mean flux while channel 2 shows a WSD of
1.24% as seen in Figure 4.10. A reference star with mean flux of 26.3 mJy
and 17.1 mJy for channel 1 and channel 2, respectively, shows a WSD of
1.76% as seen in Figure 4.11. The same reference star on the field of channel
2 shows a WSD of 1.08% as seen in Figure 4.12. The mean Poisson noise of
channel 1 is 0.67% which is approximately half of the uncertainty (1.46%)
computed by the WSD method.
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Table 4.3. Reference Star Mean and Windowed Standard Deviation
star 3.6 µm flux 4.5 µm flux 3.6 µm σ 4.5 µm σ
AGN [mJy] [mJy] [%] [%]
TYC 3901-528-1
NGC6418 26.3 17.1 1.76 1.08
TYC 4591-756-1
3C390.3 47.5 15.6 0.98 2.91
TYC 4428-1937
AKN524 13.8 9.04 2.39 1.07
2MASSJ17553957+6209167
IRAS17552+6209 4.12 2.65 1.08 0.71
2MASSJ18031530+6737527
KAZ102 28.7 17.8 1.17 0.63
2MASSJ17465105+6836145
KAZ163 0.39 0.24 3.34 3.10
2MASSJ17483485+6840258
MRK507 4.70 2.88 1.99 2.22
BD+66
MRK876 496 350 6.06 1.38
RX J1629.8+6722
MRK885 25.8 16.4 1.15 0.54
2MASSJ18304420+7311348
PGC61965 8.07 5.13 1.40 1.51
TYC 4426-627-1
UGC10697 61.4 45.1 7.94 4.69
2MASSJ19091546+6652334
2MASSJ19091092+6652212 1.75 1.12 1.12 0.83
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The effect on the CCCD of using Poisson noise statistics as compared
with the WSD is shown in Figure 4.13, which presents the CCCD of the
3.6 µm vs. 4.5 µm light curves using both statistics. The CCCD using
Poisson statistics shows a mean lag of 11.0+0.01−0.49 days while the CCCD with
calculated standard deviation uncertainties shows a mean value of 11.5+1.41−1.19
days. In this case, the results are consistent between methods, albeit with
larger uncertainty for the windowed standard deviation method.
4.2.2 3C390.3
3C390.3 exhibits a higher WSD on channel 1 than on channel 2 for all
window sizes of the standard deviation analysis. Channel 1 has an WSD of
0.86% as a percentage of the mean flux while channel 2 shows a WSD of
0.34% as seen in Figure 4.14. A reference star with mean flux of 47.5 mJy
and 15.6 mJy for channel 1 and channel 2, respectively, shows a WSD of
0.98% as seen in Figure 4.15. The same reference star on the field of channel
2 shows a WSD of 2.91% as seen in Figure 4.16. The mean Poisson noise of
channel 1 is 0.13% which is approximately 6.6 times smaller than the one
obtained with the WSD method.
The CCCD using Poisson statistics shows a mean value of 1.54+1.76−0.55 days
while the CCCD using the WSD shows a mean value of −0.40+3.48−7.06 days
(Figure 4.17). The results of both methods are consistent.
4.2.3 AKN524
AKN524 shows variations of less than 1% for the duration of the cam-
paign (Figure A.56). It exhibits a lower WSD on channel 1 than on channel
2 for all window sizes of the standard deviation analysis. Channel 1 has
a WSD of 0.38% as a percentage of its mean flux while channel 2 shows a
WSD of 0.42% (Figure 4.18). A reference star with mean flux of 13.8 mJy
and 9.04 mJy for 3.6 µm and 4.5 µm, respectively, shows a WSD of 2.39%
(Figure 4.19). The same reference star on the field of channel 2 shows a
WSD of 1.07% (Figure 4.20). The mean Poisson noise of channel 1 is 0.17%,
which is approximately 45% of the value obtained with the WSD method.
Given the WSD and the intrinsic variations, it is clear that the variations
are not statistically significant.
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4.2.4 IRAS17552+6209
IRAS17552+6209 shows variations of more than 15% from the mean flux
for the duration of the campaign. It exhibits a lower WSD on channel 1 than
on channel 2 for all window sizes of the standard deviation analysis. Channel
1 has a WSD of 0.55% as a percentage of its mean flux while channel 2 shows
a WSD of 1.71% (Figure 4.21). A reference star with mean flux of 4.12 mJy
and 2.65 mJy for 3.6 µm and 4.5 µm, respectively, shows a WSD of 1.08%
(Figure 4.22). The same reference star in the field of channel 2 shows a WSD
of 0.71% (Figure 4.23). The mean Poisson noise of channel 1 is 0.18%, which
is approximately one third of the value obtained with the WSD method.
The CCCD using Poisson statistics shows a mean value of 1.34+0.03−0.03 days
while the CCCD using the WSD shows a mean value of 1.24+0.25−0.27 days (Fig-
ure 4.24). The results between methods are consistent but with a larger
uncertainty for the WSD method.
4.2.5 KAZ102
KAZ102 shows variations of more than 8% from the mean flux for the
duration of the campaign. It exhibits a higher WSD on channel 1 than on
channel 2 for all window sizes of the standard deviation analysis. Channel 1
has a WSD of 1.17% as a percentage of its mean flux while channel 2 shows
a WSD of 0.72% (Figure 4.25). A reference star with mean flux of 28.7 mJy
and 17.8 mJy for 3.6 µm and 4.5 µm, respectively, shows a WSD of 1.17%
(Figure 4.26). The same reference star on the field of channel 2 shows a
WSD of 0.63% (Figure 4.27). The mean Poisson noise of channel 1 is 0.35%
which is approximately one third of the obtained with the WSD method.
The CCCD using Poisson statistics shows a mean value of 15.1+1.60−2.2 days
while the CCCD using the WSD shows a mean value of 29.3+2.02−3.86 days as seen
in Figure 4.28. The CCCD derived from the WSD method shows a double
peaked distribution with over 0.1 in probability density at corresponding lag
values of ∼25 and ∼30 days. The CCCD using the smaller Poisson uncer-
tainty shows a distribution with 3 peaks over 0.1 in probability density at
respective lag of 11, 15 and 23 days. I attribute these substantial lag discrep-
ancies to the underestimated Poisson variations which are approximately 3
times smaller than the typical scatter.
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4.2.6 KAZ163
KAZ163 shows variations of more than 8% from the mean flux for the
duration of the campaign. It exhibits a higher WSD on channel 1 than on
channel 2 for all window sizes of the standard deviation analysis. Channel 1
has a WSD of 0.90% as a percentage of its mean flux while channel 2 shows
a WSD of 0.36% (Figure 4.29). A reference star with mean flux of 0.39 mJy
and 0.24 mJy for 3.6 µm and 4.5 µm, respectively, shows a WSD of 3.34%
(Figure 4.30). The same reference star on the field of channel 2 shows a
WSD of 3.10% (Figure 4.31). The mean Poisson noise of channel 1 is 0.07%
which is 8% of the value obtained with the WSD method.
The CCCD using Poisson statistics shows a mean value of 5.30+0.02−0.02 days
while the CCCD using the WSD shows a mean value of 9.81+1.28−1.5 days (Fig-
ure 4.32). The results of the CCCD between these 2 methods are largely
inconsistent. The WSD method has much larger uncertainties and the cen-
troid is shifted to a longer lag. I attribute these discrepancies to the large
difference in the size of the uncertainties between methods.
4.2.7 MRK507
MRK507 shows variations of more than 10% from the mean flux for the
duration of the campaign. It exhibits a higher WSD on channel 1 (3.6 µm)
than on channel 2 (3.6 µm) for all window sizes of the standard deviation
analysis. Channel 1 has a WSD of 0.95% as a percentage of its mean flux
while channel 2 shows a WSD of 0.87% as seen in Figure 4.33. A reference
star with mean flux of 4.70 mJy and 2.88 mJy for 3.6 µm and 4.5 µm,
respectively, shows a WSD of 1.99% as seen in Figure 4.34. The same
reference star on the field of channel 2 shows a WSD of 2.22% as seen in
Figure 4.35. The mean Poisson noise of channel 1 is 0.40% which is 40% of
the value obtained with the WSD method.
The CCCD using Poisson statistics shows a mean value of 22.9+0.51−0.49 days
while the CCCD using the WSD shows a mean value of 23.3+1.04−1.18 days as
seen in Figure 4.36. The results for both methods are consistent but for the
larger uncertainty of the result that uses the WSD method.
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4.2.8 MRK876
MRK876 shows variations of more than 2% from the mean flux for the
duration of the campaign. This AGN exhibits very low variability making
the CCCD analysis pointless. It exhibits a larger WSD on channel 1 than on
channel 2 for all window sizes of the standard deviation analysis. Channel 1
has a WSD of 1.09% as a percentage of its mean flux while channel 2 shows
a WSD of 0.45% as seen in Figure 4.37. A reference star with mean flux of
496 mJy and 350 mJy for 3.6 µm and 4.5 µm, respectively, shows a WSD of
6.06% as seen in Figure 4.38. The same reference star on the field of channel
2 shows a WSD of 1.38% as seen in Figure 4.39. The mean Poisson noise of
channel 1 is 0.16% which is approximately 6.81 times smaller than the one
obtained with the WSD method.
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4.2.9 MRK885
MRK885 shows variations of more than 10% from the mean flux for the
duration of the campaign. It exhibits a higher WSD on channel 1 than on
channel 2 for all window sizes of the standard deviation analysis. Channel 1
has a WSD of 1.00% as a percentage of its mean flux while channel 2 shows
a WSD of 1.18% (Figure 4.40). A reference star with mean flux of 25.8 mJy
and 16.4 mJy for 3.6 µm and 4.5 µm, respectively, shows a WSD of 1.15%
(Figure 4.41). The same reference star on the field of channel 2 shows a
WSD of 0.60% (Figure 4.42). The mean Poisson noise of channel 1 is 0.54%
which is approximately 54% the value obtained with the WSD method.
The CCCD using Poisson statistics shows a mean value of 18.0+0.99−3.03 days
while the CCCD using the WSD shows a mean value of 16.3+3.56−2.12 days (Fig-
ure 4.43). The results between methods are consistent but for a larger
uncertainty range for the windowed standard deviation method.
4.2.10 PGC61965
PGC61965 shows a continuous decrease in flux without minima or max-
ima for the duration of the campaign. It exhibits a higher WSD on channel
1 than on channel 2 for all window sizes of the standard deviation analysis.
Channel 1 has a WSD of 0.99% as a percentage of its mean flux while chan-
nel 2 shows a WSD of 0.41% as seen in Figure 4.44. A reference star with
mean flux of 8.07 mJy and 5.13 mJy for 3.6 µm and 4.5 µm, respectively,
shows a WSD of 1.40% (Figure 4.45). The same reference star on the field
of channel 2 shows a WSD of 1.51% (Figure 4.46). The mean Poisson noise
of channel 1 is 0.08% which is approximately 8% the value obtained with
the WSD method.
The CCCD using Poisson statistics shows a mean value of 0.95+0.06−0.06 days
while the CCCD using the WSD shows a mean value of 0.90+0.33−0.33 days as
seen in Figure 4.47. The results between methods are consistent but for a
larger uncertainty range for the WSD method.
4.2.11 UGC10697
UGC10697 shows a continuous decrease in flux without minima or max-
ima for the duration of the campaign. It exhibits a higher WSD on channel
1 than on channel 2 for all window sizes of the standard deviation analy-
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sis. Channel 1 has a WSD of 0.56% as a percentage of its mean flux while
channel 2 shows a WSD of 0.45% (Figure 4.48). A reference star with mean
flux of 61.4 mJy and 45.1 mJy for 3.6 µm and 4.5 µm, respectively, shows a
WSD of 7.94% (Figure 4.49). The same reference star on the field of channel
2 shows a WSD of 4.69% as seen in Figure 4.50. The mean Poisson noise of
channel 1 is 0.11% which is approximately 20% of the value obtained with
the WSD method.
The CCCD using Poisson statistics shows a mean value of 8.36+0.47−0.47 days
while the CCCD using the WSD shows a mean value of 8.27+1.93−1.79 days (Fig-
ure 4.51). The results between methods are consistent but for a larger
uncertainty range for the WSD method.
4.2.12 2MASSJ19091092+6652212
2MASSJ19091092+6652212 shows a continuous decrease in flux without
minima or maxima for the duration of the campaign. It exhibits a higher
WSD on channel 1 than on channel 2 for all window sizes of the standard
deviation analysis. Channel 1 has a WSD of 0.81% as a percentage of its
mean flux while channel 2 shows a WSD of 0.37% (Figure 4.52). A reference
star with mean flux of 1.75 mJy and 1.12 mJy for 3.6 µm and 4.5 µm,
respectively, shows variations of 1.12% (Figure 4.53). The same reference
star on the field of channel 2 shows a WSD of 0.83% (Figure 4.54). The
mean Poisson noise of channel 1 is 0.10% which is approximately 12% of the
value obtained with the WSD method.
The CCCD using Poisson statistics shows a mean value of 13.9+0.30−0.44 days
while the CCCD using the WSD shows a mean value of 21.3+6.67−0.33 days (Fig-
ure 4.55). The results between methods are inconsistent. There is a large
discrepancy between the two distributions. The distribution calculated with
the Poisson noise shows two peaks above 0.1 probability density at lags of 14
and 16 days while the distribution calculated with the WSD method shows
two peaks at lags of 15 and 24 days.
4.2.13 Summary of Time Series Analysis
It is worth noting that for 7 out of 10 objects the results of both uncer-
tainties methods are consistent with each other, with a larger uncertainty
range for the windowed standard deviation method. Two sources, AKN524
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Figure 4.5: Fvar variability index for the 3.6 and 4.5 µm light curves of the
full sample of AGNs (details in Section 4.3.)
and MRK876 showed weak variability during the time span of our campaign,
rendering time series analysis valueless. The cases of 2MASSJ19091092+6652212,
KAZ102 and KAZ163 are interesting. They are inconsistent between uncer-
tainties methods showing multi-peaked distributions. The multiple peaks in
the CCCDs are due to isolated data points in the light curves and to the
sensitivity of the time series analysis due to these points. As a test case,
these points were removed and the multi-peaked behavior of the CCCD
disappeared. In general, we conclude that the windowed standard devia-
tion method is more conservative and probably more robust than than the
Poisson noise method.
4.3 Discussion of the Variability of the AGN Sam-
ple
AGN are variable which allows the study of distances to its different
regions via the technique of reverberation mapping. As seen in chapter 3,
both the Welch-Stetson variability index and Fvar give a good indication
of the variability of a light curve. Figure 4.5 shows the Fvar index of both
Spitzer’s channels 1 and 2. Three zones are defined: the first zone delimited
by Fvar ≤ 0.02 includes 2 AGN with minimal to zero variability. The 2
non-variable AGNs are AKN524 and MRK876 with Fvar . 0.01. A second
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zone extends from 0.02 < Fvar ≤ 0.2 and includes MRK507, MRK885,
KAZ102, 2MASSJ19091092+6652212 and 3C390.3. This zone exhibits in
general, variations from the mean flux of 5% with the exception of MRK885
which has a drastic drop of 35% at the beginning of Cycle 8. The last zone
extends beyond Fvar > 0.2 and includes NGC6418, PGC61965, UGC10697
and IRAS17552+6209 and KAZ163. Although the zones are set at arbitrary
boundaries, they describe 3 separate groupings for our sample of AGN’s. The
Fvar index calculates a single value for the variability of the target, therefore
the groupings as defined do not correlate to any specific variability feature of
any of the targets but only represents its variability as the weighted average
of all its features. For example MRK885 despite having very interesting
short timescale features is located in the mid group which also includes
KAZ102 which exhibits no short time scales.
4.3.1 KAZ163
As stated previously, KAZ163 shows a feature with a 5% decrease in 3.6
µm flux forming a “dip” that spans 35 days. This feature is completely
absent in the 4.5 µm light curve. Given the simple assumption that both
MIR light curves should be smoothed and shifted versions of the driving
optical light curve, the difference in MIR KAZ163 light curves is puzzling.
See Figure 3.10. It implies that the reverberation response at 4.5µm flux
is much slower than that at 3.6 µm, yet the estimated lag differential of
these two passbands is 9.81+1.281.50 days which is three times smaller than the
observed gap.
4.3.2 NGC6418
In the MIR, NGC6418 shows variations of increasing timescales (150,
200 and 300 days). In the optical, there are features with timescales ranging
from 10-200 days. The short timescale variation of less than 30 days are not
present in the MIR light curves. A possible explanation for the smoothing
and/or absence of these features in the MIR echo is that the characteristic
light-crossing times of the MIR regions are longer than the variations them-
selves. At the beginning of Cycle 9, the 3.6 µm flux density increased in
brightness by 100%, a variation that lasted approximately 300 days. This
outburst in brightness is seen in all passbands. The maximum of the 4.5 µm
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Figure 4.6: The log of the ratios of the photometric uncertainties methods
log(Pswsd/Ppoisson) plotted versus the log of the ratios of the CCCD IQRs
log(Uswwd/Upoisson).
light curve with respect to its mean value is 20 % larger than that of the 3.6
µm light curve. The discovery of this behavior is the most interesting result
from this object. In a simple model in which the 3.6 µm emission comes
from a more compact region, it would be expected to exhibit stronger vari-
ability than the 4.5 µm emission, contrary to what is observed. In addition,
preliminary theoretical modeling of clumpy dust clouds indicates that there
is little to no difference in the response curves of these two passbands. See
Figures 3.8, 6.16, 6.10 and 6.22.
4.4 Discussion of the Uncertainties of the Time
Lags derived from AGN light curves
The photometric uncertainties of the light curves affect directly the width
of the CCCDs. As seen in table 3.1, the uncertainties derived from the slid-
ing windowed standard deviation method are factors of 2.2-12.4 and 2.0-17.5
larger than those derived from Poisson noise statistics for channels 3.6 and
4.5 µm, respectively. To illustrate the relationship between the photometric
uncertainties of the data and the IQR range of the CCCD two quantities,
were defined. First, the ratio of the photometric uncertainties calculated
with two different methods, the Poisson based photometric uncertainties
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Figure 4.7: Dependence of the CCCD centroid (lag) on the threshold (%
CCFpeak) for computing the CCF centroid. The example used here is the
optical/3.6 µm CCCD for NGC6418.
Ppoisson and the sliding windowed standard deviation uncertainties Pwsd.
Second, the ratio of the IQR of the CCCDs as derived from the photometric
Poisson uncertainties (Upoisson) to that obtained from the sliding windowed
standard deviation method (Uwsd). Figure 4.6 shows the relationship be-
tween these 2 ratios. There seems to be a trend of increasing ratios with
increasing photometric uncertainties. All of the CCCDs were constructed
using the 80% threshold to determine the CCF centroid. In chapter 4 I
showed that all of the CCCDs computed for the 3.6-4.5 µm light curves
display a broader distribution when using the sliding windowed standard
deviation approach than when using the Poisson noise uncertainties.
Another source of uncertainty is the adopted threshold to determine
the centroid of the CCF for each iteration of the MC. The criterion for all
objects is that only data points above 80% of the peak of the CCF are used
for the centroid determination. As described in the following chapters, an
alternative approach was proposed in Vazquez et al. (2015) to determine
this threshold. Although it worked adequately for the data sets under study
for that publication, the same technique applied to the data sets of the
rest of the targets in our campaign produced ranges with too few points
to calculate the centroid. Therefore, that technique was not used for the
rest of the analysis shown in this dissertation. The question is then, what
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Note. — AKN524 and MRK876 are con-
stant sources.
would happen to the centroid if any other threshold percentage is adopted?
Take for example NGC6418. Figure 4.7 shows the effect of adopting different
values for the threshold percentage relative to the CCFpeak on the computed
centroid of the CCF (lag). A range between 70% to 95% generates centroids
which are consistent with each other. It is unclear which particular threshold
value gives the best answer.
4.5 Discussion of the Time Lag between Mid-IR
Passbands
The centroid of the 3.6/4.5 µm CCCD gives us the lag between light
curves, which we interpret as a measure of the separation between the emit-
ting regions (the difference in the flux-weighted mean radii). The time delay
between the 3.6 and 4.5 µm regions for all the AGN in the sample have been
calculated (Table 4.4). Of the 10 AGN for which a meaningful time series
analysis was possible, 9 (the exception being 3C390.3) exhibit significant
lags between the 3.6 and 4.5 µm light curves. This is reasonable since sim-
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Figure 4.8: 3.6 µm luminosity vs 3.6-4.5 µm reverberation lag. On the
vertical axis is plotted log(L3.6) in erg.s
−1 and on the horizontal axis the
reverberation lag in days. The lag uncertainties are given by the IQR of the
CCCD.
ple physical considerations argue for positive lags between these two pass-
bands. Dust grains far from the central emitting source reprocess ultraviolet
radiation and emit it in the infrared. The IR emission will peak at longer
wavelengths the farther the dust grains are from the central source. Figure
4.8 shows these time delays with respect to the calculated 3.6 µm luminosity
which was derived using luminosity distances obtained from NASA/IPAC
Extragalactic Database (NED1) and the mean 3.6 µm flux. There is no
evident correlation between L3.6 and the time delay, but what we can see
(delimited in the plot by vertical red lines) is that all these time delays lie in
the range of ∼0-30 days. One might naively have expected that the lag be-
tween 3.6 and 4.5 µm, which is interpreted as the separation between these
regions, would have increased as luminosity increases. This evidently is not
the case, which implies that these regions are much more complex. Figure
4.9 shows the relationship between the Fvar variability index of the 3.6 µm
light curves versus 3.6/4.5 µm time delay and it shows no trend. Neither
intrinsic light curve variability nor the MIR luminosity have any apparent
effect on the time delay between 3.6 and 4.5 µm.
1https://ned.ipac.caltech.edu
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Figure 4.9: The 3.6 µm/4.5 µm reverberation lag of the AGN sample plotted































Figure 4.10: The standard deviation analysis for the 3.6 and 4.5 µm light
curves of NGC6418. Each data point is the standard deviation calculated
with the sliding window standard deviation method (WSD) as detailed in
section 3.2. The mean standard deviation, as a percentage of the mean flux,
is plotted against the width of the sliding window. The red dots correspond
to the 4.5 µm light curve and the black dots to the 3.6 µm light curve.
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Figure 4.11: The NGC6418 channel 1 standard deviation analysis with a
moving sliding window. The red dots correspond to the reference star light






























Figure 4.12: The NGC 6418 channel 2 standard deviation analysis with a
moving sliding window. The red dots correspond to the reference star light
curve and the black dots to the 4.5 µm light curve. See Figure 4.10 for
details.
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Figure 4.13: Cross correlation centroid distributions (CCCD) for the 3.6
and 4.5 µm light curves of NGC6418. The hatched histogram shows the
CCCD computed using photometric uncertainties based on Poisson noise;
the histogram outlined in red shows the CCCD computed using photometric
uncertainties obtained from the WSD method (see Section 3.2).
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Figure 4.14: The 3C390.3 standard deviation analysis with a moving sliding
window. The red dots correspond to the 4.5 µm light curve and the black






















Figure 4.15: The 3C390.3 channel 1 standard deviation analysis with a
moving sliding window. The red dots correspond to the reference star light
curve and the black dots to the 3.6 µm light curve. See Figure 4.10 for
details.
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Figure 4.16: The 3C390.3 channel 2 standard deviation analysis with a
moving sliding window. The red dots correspond to the reference star light
























Poisson CCCD 3.6/4.5 µm
SD CCCD 3.6/4.5 µm
Figure 4.17: Cross correlation centroid distributions (CCCD) for the 3.6 and
4.5 Î¼m light curves of 3C390.3. See Figure 4.13 for details.
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Figure 4.18: The AKN524 standard deviation analysis with a moving sliding
window. The red dots correspond to the 4.5 µm light curve and the black





















Figure 4.19: The AKN524 channel 1 standard deviation analysis with a
moving sliding window. The red dots correspond to the reference star light
curve and the black dots to the 3.6 µm light curve. See Figure 4.10 for
details.
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Figure 4.20: The AKN524 channel 2 standard deviation analysis with a
moving sliding window. The red dots correspond to the reference star light

























Figure 4.21: The IRAS17552+6209 standard deviation analysis with a mov-
ing sliding window. The red dots correspond to the 4.5 µm light curve and
the black dots to the 3.6 µm light curve. See Figure 4.10 for details.
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Figure 4.22: The IRAS17552+6209 channel 1 standard deviation analysis
with a moving sliding window. The red dots correspond to the reference
























Figure 4.23: The IRAS17552+6209 channel 2 standard deviation analysis
with a moving sliding window. The red dots correspond to the reference
star light curve and the black dots to the 4.5 µm light curve. See Figure
4.10 for details.
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Poisson CCCD 3.6/4.5 µm
SD CCCD 3.6/4.5 µm
Figure 4.24: Cross correlation centroid distributions (CCCD) for the 3.6 and
4.5 Î¼m light curves of IRAS17552+6209. See Figure 4.13 for details.
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Figure 4.25: The KAZ102 standard deviation analysis with a moving sliding
window. The red dots correspond to the 4.5 µm light curve and the black





















Figure 4.26: The KAZ102 channel 1 standard deviation analysis with a
moving sliding window. The red dots correspond to the reference star light
curve and the black dots to the 3.6 µm light curve. See Figure 4.10 for
details.
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Figure 4.27: The KAZ102 channel 2 standard deviation analysis with a
moving sliding window. The red dots correspond to the reference star light

























Poisson CCCD 3.6/4.5 µm
SD CCCD 3.6/4.5 µm
Figure 4.28: Cross correlation centroid distributions (CCCD) for the 3.6 and
4.5 Î¼m light curves of KAZ102. See Figure 4.13 for details.
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Figure 4.29: The KAZ163 standard deviation analysis with a moving sliding
window. The red dots correspond to the 4.5 µm light curve and the black
























Figure 4.30: The KAZ163 channel 1 standard deviation analysis with a
moving sliding window. The red dots correspond to the reference star light
curve and the black dots to the 3.6 µm light curve. See Figure 4.10 for
details.
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Figure 4.31: The KAZ163 channel 2 standard deviation analysis with a
moving sliding window. The red dots correspond to the reference star light
























Poisson CCCD 3.6/4.5 µm
SD CCCD 3.6/4.5 µm
Figure 4.32: Cross correlation centroid distributions (CCCD) for the 3.6 and
4.5 Î¼m light curves of KAZ163. See Figure 4.13 for details.
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Figure 4.33: The MRK507 standard deviation analysis with a moving sliding
window. The red dots correspond to the 4.5 µm light curve and the black





















Figure 4.34: The MRK507 channel 1 standard deviation analysis with a
moving sliding window. The red dots correspond to the reference star light
curve and the black dots to the 3.6 µm light curve. See Figure 4.10 for
details.
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Figure 4.35: The MRK507 channel 2 standard deviation analysis with a
moving sliding window. The red dots correspond to the reference star light



























Poisson CCCD 3.6/4.5 µm
SD CCCD 3.6/4.5 µm
Figure 4.36: Cross correlation centroid distributions (CCCD) for the 3.6 and
4.5 Î¼m light curves of MRK507. See Figure 4.13 for details.
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Figure 4.37: The MRK876 standard deviation analysis with a moving sliding
window. The red dots correspond to the 4.5 µm light curve and the black























Figure 4.38: The MRK876 channel 1 standard deviation analysis with a
moving sliding window. The red dots correspond to the reference star light
curve and the black dots to the 3.6 µm light curve. See Figure 4.10 for
details.
74























Figure 4.39: The MRK876 channel 2 standard deviation analysis with a
moving sliding window. The red dots correspond to the reference star light
curve and the black dots to the 4.5 µm light curve. See Figure 4.10 for
details.
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Figure 4.40: The MRK885 standard deviation analysis with a moving sliding
window. The red dots correspond to the 4.5 µm light curve and the black






















Figure 4.41: The MRK885 channel 1 standard deviation analysis with a
moving sliding window. The red dots correspond to the reference star light
curve and the black dots to the 3.6 µm light curve. See Figure 4.10 for
details.
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Figure 4.42: The MRK885 channel 2 standard deviation analysis with a
moving sliding window. The red dots correspond to the reference star light

























Poisson CCCD 3.6/4.5 µm
SD CCCD 3.6/4.5 µm
Figure 4.43: Cross correlation centroid distributions (CCCD) for the 3.6 and
4.5 Î¼m light curves of MRK885. See Figure 4.13 for details.
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Figure 4.44: The PGC61965 standard deviation analysis with a moving
sliding window. The red dots correspond to the 4.5 µm light curve and the
























Figure 4.45: The PGC61965 channel 1 standard deviation analysis with a
moving sliding window. The red dots correspond to the reference star light
curve and the black dots to the 3.6 µm light curve. See Figure 4.10 for
details.
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Figure 4.46: The PGC61965 channel 2 standard deviation analysis with a
moving sliding window. The red dots correspond to the reference star light



























Poisson CCCD 3.6/4.5 µm
SD CCCD 3.6/4.5 µm
Figure 4.47: Cross correlation centroid distributions (CCCD) for the 3.6 and
4.5 Î¼m light curves of PGC61965. See Figure 4.13 for details.
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Figure 4.48: The UGC10697 standard deviation analysis with a moving
sliding window. The red dots correspond to the 4.5 µm light curve and the




















Figure 4.49: The UGC10697 channel 1 standard deviation analysis with a
moving sliding window. The red dots correspond to the reference star light
curve and the black dots to the 3.6 µm light curve. See Figure 4.10 for
details.
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Figure 4.50: The UGC10697 channel 2 standard deviation analysis with a
moving sliding window. The abscissa has the window size in days and the
ordinate shows the calculated normalized standard deviation. The red dots
correspond to the reference star light curve and the black dots to the 4.5

























Poisson CCCD 3.6/4.5 µm
SD CCCD 3.6/4.5 µm
Figure 4.51: Cross correlation centroid distributions (CCCD) for the 3.6 and
4.5 Î¼m light curves of UGC10697. See Figure 4.13 for details.
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Figure 4.52: The 2MASSJ19091092+6652212 standard deviation analysis
with a moving sliding window. The red dots correspond to the 4.5 µm light
























Figure 4.53: The 2MASSJ19091092+6652212 channel 1 standard deviation
analysis with a moving sliding window. The red dots correspond to the
reference star light curve and the black dots to the 3.6 µm light curve. See
Figure 4.10 for details.
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Figure 4.54: The 2MASSJ19091092+6652212 channel 2 standard deviation
analysis with a moving sliding window. The red dots correspond to the
reference star light curve and the black dots to the 4.5 µm light curve. See

























Poisson CCCD 3.6/4.5 µm
SD CCCD 3.6/4.5 µm
Figure 4.55: Cross correlation centroid distributions (CCCD) for the 3.6





NGC6418: CCCD ANALYSIS OF THE CYCLE 8
LIGHT CURVES
NGC6418 (Véron-Cetty & Véron, 2006) is a Hubble type Sab galaxy
(Nair & Abraham, 2010) with an apparent magnitude g = 14.87 at a redshift
of z = 0.0285 (Ahn et al., 2014). It is classified spectroscopically as a
Seyfert 1 on the basis of a strong, broad Hα emission line, but it is otherwise
dominated by the stellar continuum (see Remillard et al. 1993, who described
it as an “embedded” AGN). Nevertheless, it is also an X-ray source with
a 0.1-2.4 keV luminosity of LX = 10
42.26 erg/s (Anderson et al., 2007). It
was selected out of our sample due to its larger than average variations in
the Spitzer channels for the Cycle 8 data. Observations and photometric
measurements are discussed in chapter 2 and 3, respectively.
The cross-correlation analyses were performed for three pairs of data
sets: 3.6 µm versus combined optical, 4.5 µm versus combined optical, and
4.5 µm versus 3.6 µm1. The time series analysis was performed between
the dates of MJD 55900 (12-05-2011) and MJD 56300 (1-08-2013). This
time span was selected due to the significant optical and IR variations of
the light curves and because there were no large gaps in coverage. For each
pair, the CCF (τ) was computed using a lag step size of 1 day. The optical
observations were not synchronized with the Spitzer observations and are
typically separated by irregular intervals. On the other hand, the Spitzer
1This chapter is based on (Vazquez et al., 2015)
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Figure 5.1: The figure shows an optical/3.6 µm CCF MC instance of
NGC6418 during Cycle 8. The blue shaded area represents the region of data
points used for centroid determination. The CCFmax, CCmin, CCFfit(τ)
and σ(CCF (τ)− CCFfit(τ)) are clearly overlayed on the plot.
light curves are for the most part more evenly and densely sampled than the
optical measurements. The photometric uncertainties used for NGC6418
Cycle 8 in the Vazquez et al. (2015) publication are Poisson noise based.
The sliding windowed standard deviation method was devised after this
publication.
The maximum of the CCF (τ) yields the lag, τ , between the two light
curves. However, the maximum is not always well defined, since computed
CCFs typically exhibit a broad peak and structure in the wings (at large
positive or negative lags), which can influence the calculation of the centroid.
As mentioned in chapter 4, a common approach is to calculate the centroid
of the CCF using a subset of points whose correlation coefficients exceed a
certain value; for example, 80% of the peak value (Peterson, 2001). Here, we
used a different method in which we fit a cubic spline to the CCF and use
it to set a threshold for the minimum correlation coefficient. This minimum
correlation coefficient is defined as:
CCmin = max(CCF (τ))− 2σ(CCFfit(τ)− CCF (τ)) (5.1)
where CCmin is the minimum correlation coefficient, CCF (τ) is the cross-
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Table 5.1. Comparison of cross-correlation methods
name 3.6 µm-Optical 4.5 µm-Optical 3.6 µm-4.5 µm
(lag(day)± δ) (lag(day)± δ) (lag(day)± δ)
Peterson et al. 36.7±3.4 48.6±3.7 14.6±6.0










correlation function and σ(CCFfit(τ)−CCF (τ)) is the standard deviation
of the difference between the fitted and actual CCF value. The CCF cen-
troid is computed using only values exceeding CCmin. See figure 5.1 for an
illustration of these concepts.
To estimate the uncertainty on the CCF lags, we used the cross-correlation
centroid distribution (CCCD) method (Gaskell & Peterson, 1987; Maoz &
Netzer, 1989; Peterson et al., 1998), generating 1000 random realizations
of the light curves. The CCCDs for the 3 pairs of data sets are shown in
Figure 5.2 and the derived lags are listed in Table 5.1. The lag is taken to
be the median of the distribution and the uncertainty is given by the in-
terquartile range. The CCCDs for the 3.6 µm versus optical, 4.5 µm versus
optical and 3.6 µm versus 4.5 µm light curves yield lags of 37.2+2.4−2.2 days




−2.6 × 10−3 pc), and 13.9
+3.7
−3.8 days
(11.7+0.4−0.1 × 10−3 pc), respectively.
For comparison, we also analyzed our data following the slightly different
cross-correlation methods described by Peterson et al. (2004) and Zu et al.
(2011). The results are compared in Table 5.1. We find that all methods
yield results which are consistent within the uncertainties for all three pairs
of light curves.
5.1 Sizes of the 3.6 µm and 4.5 µm emitting re-
gions
Our results for Cycle 8 indicate that the Spitzer MIR clouds are located
at a distance ≈ 1 light-month (≈ 0.03 pc) from the source of the AGN
UV–optical continuum. However, the two Spitzer bands have significantly
different lags, with the 4.5 µm–optical lag being longer by 9.9 ± 3.9 days.
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Figure 5.2: Cross-correlation centroid distributions (CCCDs) for 3.6 µm
versus 4.5 µm (top), 4.5 µm versus optical (middle), 3.6 µm versus optical
(bottom). We have shifted the 3.6 µm versus 4.5 µm CCCD by 37.2 days,
approximately the time lag between of the 3.6 µm and optical light curves,
since, in principle, we expect its peak to coincide with that of the 4.5 µm
versus optical CCCD.
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The lag between the 4.5 µm and 3.6 µm light curves is 13.9±0.5 days and is
consistent with this difference. This implies that the clouds producing the
bulk of the 4.5 µm emission are about 10 light-days ( ∼ 27%) further from
the UV–optical continuum source.
In most models, the innermost radius of the torus is taken to be the dust
sublimation radius which, for a typical ISM dust composition with silicate









where Lbol is the bolometric luminosity of the AGN and Tsub is the dust
sublimation temperature.
However, many broad-line AGN exhibit a distinct near infrared “bump”,
peaking around 2− 4µm, which has a black body temperature T & 1000 K
(e.g. Edelson & Malkan, 1986; Barvainis, 1987; Rodŕıguez-Ardila & Maz-
zalay, 2006; Riffel et al., 2009a,b). This feature often dominates the NIR
and it has been found that it cannot be reproduced by torus models alone
in fits to the infrared spectral energy distribution (SED); instead, one must
add a separate hot (T ∼ 1400 K) black body component. The latter has
been attributed to hot pure graphite dust located within the torus (Mor
et al., 2009; Mor & Trakhtenbrot, 2011), and Mor & Netzer (2012) have
modeled this component as dust embedded in the outermost BLR, between









and the torus inner radius as given by equation 5.2. The hot dust spec-
trum computed by Mor & Netzer suggests that this hot graphite dust con-
tributes significant luminosity at 3.6 µm and 4.5 µm. In order to estimate
the sublimation radii given by equations 5.2 and 5.3, it is necessary to deter-
mine Lbol. However, this is difficult to determine accurately for NGC6418,
as the optical spectrum is dominated by the stellar continuum and the AGN
itself is evidently heavily reddened (Remillard et al., 1993).
88
Optical Spectrum and Bolometric Luminosity








































Figure 5.3: SDSS DR9 optical spectrum of NGC6418.
5.2 Optical Spectrum and Bolometric Luminosity
In order to estimate the bolometric luminosity, a Sloan Digital Sky Sur-
vey (SDSS) DR9 optical spectrum of NGC6418 (Ahn et al., 2012) was used.
The spectrum (Figure 5.3) shows broad Hα and narrow lines of [OIII]λ5007,
Hα, [NII]λ6548, 6583 and [SII]λ6717, 6731, but the continuum is dominated
by an evolved stellar population. The fact that the broad Hβ line is not
evident in the spectrum indicates a steep broad-line Balmer decrement and
suggests classification as a Seyfert Type 1.9 (Sy1.9; Osterbrock 1977, 1981).
However, NGC6418 is unusual in that the narrow Hβ emission is also very
weak (in fact, this line appears in absorption) and the [OIII]λ4959, 5007 lines
are much weaker relative to the stellar continuum than is typical in Seyferts,
even Sy 1.9s. Interestingly, these lines are not obviously visible in the ear-
lier (1989) spectrum obtained by Remillard et al. (1993), even though the
broad Hα line is clearly much stronger relative to the narrow Hα and [NII]
lines than in the SDSS spectrum. Evidently, the strong stellar continuum,
the foreground reddening and the variable broad emission lines make the
classification of this source somewhat ambiguous.
The flux in the broad Hα line was measured from the SDSS spectrum
using Gaussian profiles to fit and deblend the [N II], [S II] and Hα lines.
In the fit, the wavelengths of the components representing the narrow lines
were fixed at the values determined by the SDSS spectroscopic measurement
pipeline (spec1d; Bolton et al. 2012). The amplitudes and widths were free
89




































Figure 5.4: Fit to the Hα broad emission line and blended narrow lines in
the SDSS DR9 optical spectrum of NGC6418. The fitted gaussian profiles
represent: broad Hα (red), [N II]λλ6548, 83 (magenta), and [S II]λλ6717, 31
(cyan) and narrow Hα (green).
Table 5.2. Emission line fit parameters
line λ flux FWHM
(Å) (erg s−1cm−2 × 10−17) (Å)
Hα broad 6742±2 2563±120 156±4
Hα narrow 6753 41±20 5±1
[NII] 6739 90±25 8±1
[NII] 6775 269±26 8±1
[SII] 6912 159±28 10±1
[SII] 6926 151±27 9±1
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parameters, with the exception of [NII]λ6548, which is constrained so as to
preserve its fixed 1:3 intensity ratio with [NII]λ6583. The variances provided
by the SDSS spectroscopic data reduction pipeline (spec2d; Stoughton et al.
2002) were used to assign weights to each data point; in addition, a 10%
systematic error was assigned to the derived fluxes due to residual spec-
trophotmetric calibration errors (Bolton et al., 2012). The resulting fit is
shown in Figure 5.4 and the parameters derived from the fit are summarized
in Table 5.2. The broad Hα component has a flux of (2563 ± 120) ×10−17
erg s−1cm−2.
Using the measured broad Hα flux and assuming a distance of 122 Mpc
(Mould et al., 2000), the observed Hα broad line luminosity was calculated
to be LobsHα = (4.56 ± 0.85) × 1040erg s−1. It is clear, however, that a large
extinction correction needs to be applied in order to obtain the intrinsic Hα
luminosity. From the SDSS spectrum a lower limit to the broad line Balmer
decrement of Hα/Hβ ≥ 6 was estimated. We used the mean Hα/Hβ from
Dong et al. (2005) and their expression to allow for reddening:
logLintHα = logL
obs
Hα + 1.87(log(Hα/Hβ)− log(2.97)) (5.4)
which yields a lower limit to the intrinsic broad Hα luminosity of LintHα ≥
(1.70± 0.32)× 1041ergs−1.
To determine the bolometric luminosity of NGC6418, a relationship es-
tablished between the broad Hα luminosity (LbHα) and the bolometric AGN
luminosity (LAGN ) in a large sample of quasars and Sy1 (Richards et al.,
2006; Stern & Laor, 2012) was used:
log(Lbol) = (2.114± 0.380) + log(LbHα) (5.5)
Equation 5.5 yields a lower limit to the bolometric luminosity of the AGN
in NGC6418 of Lbol ≥ (2.21+3.09−1.29)× 1043 erg s−1. Using Kaspi et al. (2000)’s
relation Lbol ∼ 9λLλ(5100) and assuming Lλ(5500) ∼ Lλ(5100) we obtain a
lower limit to the AGN V-band luminosity of LV ≥ (2.46+3.43−1.44)×1042 erg s−1.
For comparison, the flux variation gradient (FVG) method (Choloniewski,
1981; Sakata et al., 2010; Haas et al., 2011; Pozo Nuñez et al., 2012, 2014)
was used to estimate the (constant) host galaxy contribution within our
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photometric aperture as illustrated in figure 6.25. Using the B and V fluxes
obtained from the SU observations (3.5” aperture), an AGN/Host ratio of
1.55 was found, yielding an an estimate for the AGN contribution to the
V-band luminosity of 1.54 ± 0.53 × 1042 erg s−1 (as reddening corrections
have not been applied to the B and V fluxes, this value should be regarded
as a lower limit.) Thus, within the admittedly large uncertainties, the AGN
V-band luminosity estimated from the FVG method is consistent with that
determined from the Hα luminosity.
5.3 Implications for the Dust Sublimation Radius
Having determined the lower limit on the bolometric luminosity of the
AGN, the dust sublimation radii given by equations 5.2 and 5.3 can be
determined. For silicate dust with a sublimation temperature ≈ 1500 K,
Rd,Si ≥ 60+33−21 × 10−3 pc (71
+39
−25 light days) , whereas for pure graphite dust




These sublimation radii bracket the radii derived from the lags at 3.6
µm (Rτ,3.6 = 31.2
+2.0
−1.9 × 10−3 pc) and 4.5 µm (Rτ,4.5 = 39.5
+2.6
−2.6 × 10−3 pc).
As Rd,Si and Rd,C are lower limits, this suggests that the bulk of the 3.6 µm
and 4.5 µm emission comes from the region bounded by the graphite and
silicate sublimation radii, respectively, and is conceivably emitted by the
same graphite dust that is thought to be responsible for the NIR bump. As
already noted, the model graphite dust emission spectrum computed by Mor
& Netzer (2012), while peaking in the 2 − 3µm range, also emits strongly
in the 3.6 – 4.5 µm range. Nevertheless, the longer lag exhibited by the 4.5
µm emission implies the presence of a temperature gradient in the emitting
region.
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Figure 5.5: Reverberation lag distance as a function of optical AGN lumi-
nosity. The data points are the K−band lag measurements of Koshida et al.
(2014); Suganuma et al. (2006); Clavel et al. (1989) and the 3.6 µm and 4.5
µm lag measurements of NGC6418. The solid line represents the fit to the
(τ ∝ L0.5) relationship as found by (Suganuma et al., 2006) and defined as
equation 3 in (Kishimoto et al., 2007).
In K-band reverberation mapping studies of Seyfert 1 galaxies it has
been found that the reverberation radius derived from the time lag is quite
tightly correlated with L0.5opt, where Lopt is the AGN optical luminosity (Sug-
anuma et al., 2006; Koshida et al., 2009, 2014). This is consistent with the
R ∝ L0.5 relation expected for dust in radiative equilibrium. However, Kishi-
moto et al. (2007) found that the K−band reverberation radii are a factor
∼ 3 smaller than the sublimation radii as predicted by equation 5.2. One
possible explanation is that the NIR dust emission is dominated by graphite
93
Implications for the Dust Sublimation Radius
grains; sublimation radii predicted by equation 5.3 are a factor ∼ 3 smaller
than the silicate radii and thus much closer to the K−band reverberation
measurements (see Fig. 5.5). Several other explanations have been advanced
for the apparent discrepancy between the measured dust radii and the subli-
mation radii predicted for the standard ISM dust composition. For example,
the dust may include larger grains than the typical size (a ≈ 0.05µm) as-
sumed in equation 5.2 (Kishimoto et al., 2007). Kawaguchi & Mori (2010)
investigated the effect of anisotropic illumination of the torus inner wall by
the accretion disk, which permits a smaller torus inner radius close to the
disk plane. Another possibility, proposed by Pozo Nuñez et al. (2014), is
that the torus is very optically thick in the NIR so that only emission from
the facing rim of the torus inner wall is seen, leading to a “foreshortened”
lag. Modeling of the time-dependence of the optical-NIR spectral energy
distribution (SED) of NGC 4151 by Schnülle et al. (2013) suggests that the
innermost dust is well below the sublimation temperature. This implies that
the dust is located beyond the sublimation radius, suggesting anisotropic il-
lumination or geometrical foreshortening, as envisaged by Pozo Nuñez et al.
(2014).
In Figure 5.5, the reverberation radii versus V-band luminosity (λLλ(V ))
for both the 3.6 µm and 4.5 µm lags, and K-band results taken from Clavel
et al. (1989), Suganuma et al. (2006) and Koshida et al. (2014) are shown.
For this purpose, the lower limit to the AGN V-band luminosity of NGC6418
inferred from LobsHα, is used.







With the caveat that the NGC6418 points represent lower limits in lumi-
nosity, it can be seen that the mid-IR reverberation radii are located above
the trend defined by the K-band lag times, as expected if the 3.6 µm and
4.5 µm emission is dominated by cooler dust located somewhat deeper in
the torus. Equation 5.6 predicts Rτ,K & 11.6× 10−3 pc for NGC6418, given
our lower limit on the V luminosity, implying that Rτ,3.6 . 2.7Rτ,K and
Rτ,4.5 . 3.4Rτ,K , respectively.
For dust grains in radiative equilibrium, the radius at which grains have
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where Rsub is the sublimation radius and α ≈ 2 − 2.8 depends on the
dust composition. In combination with Wien’s Law, Equation 5.7 provides
a rough estimate of the largest radius at which the dust contributes to the
torus emission at a specific wavelength. For the typical ISM composition
of Equation 5.2 (α = 2.6), we find R3.6/RK ' 3.6, R4.5/RK ' 6.4 and
R4.5/R3.6 ' 1.8. The values for R3.6/RK and R3.6/RK exceed the empirical
upper limits determined from reverberation mapping, while the value of
R4.5/R3.6 agrees with the ratio of the reverberation lags (Rτ,4.5/Rτ,3.6 =
1.3± 0.7). All these ratios are tabulated in table 5.3.
However, in clumpy torus models (e.g. Nenkova et al., 2008a,b), there
is a wide range of dust temperature within a typical cloud, which therefore
emits a broad IR spectrum. In the models of Nenkova et al. (2008b), the
bulk of the emission at λ . 5µm emerges from clouds at no more than
twice the inner radius (see Nenkova et al. (2008b) their Fig. 13). Thus, the
relative sizes of the reverberation radii at 3.6 µm, 4.5 µm and K−band seem
consistent with at least some clumpy tori models.
It is well established, mainly from Balmer line reverberation mapping
(Bentz et al. 2013; Greene et al. 2010 and references therein), that the
broad emission line region follows a similar R ∼ L1/2 size-luminosity rela-
tionship. For a given AGN luminosity, the BLR reverberation radius is a
factor 4−5 smaller than the K-band dust emission reverberation radius (Sug-
anuma et al., 2006; Koshida et al., 2014), as expected in the AGN unification
paradigm. Interestingly, radii derived from Mor & Netzer (2012)’s SED fits
suggest that the NIR emission component attributed to hot graphite dust
clouds occupies a region intermediate between the BLR and K-band rever-
beration radii (see Koshida et al., 2014, Figure 13), consistent with the idea
that this dust resides in the outer BLR clouds. In their analysis of mid-IR
(12µm) interferometric observations, Burtscher et al. (2013) find that al-
though source sizes scale in a similar way with luminosity, there is a much
larger scatter, with mid-IR source radii ranging from . 4 to 20×Rτ,K .
A clearer picture of the structure of the AGN emission regions beyond the
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accretion disk is therefore beginning to emerge. Placing our results in this
context, the reverberation radii derived from the 3.6 µm and 4.5 µm light
curves are consistent with the variable emission at these wavelengths arising
in the inner clouds of the torus. However, we note as a caveat that NGC6418
exhibits an atypical optical spectrum for a Seyfert 1, with a relatively strong,
broad Hα line but with a steep Balmer decrement, relatively weak narrow
lines (for instance, the equivalent width of [OIII]λ5007 is only ∼ 3Å, that
of narrow Hα ∼ 0.5Å) and with stellar emission dominating the optical
continuum. This indicates that the BLR and AGN UV-optical continuum
are subject to heavy extinction along the line-of-sight, raising the possibility




INFRARED- OPTICAL REVERBERATION IN
NGC6418: CCCD ANALYSIS OF THE CYCLE 9
AND COMBINED CYCLES 8 AND 9 LIGHT
CURVES
In chapter 5 the time series analysis for Cycle 8 Spitzer vs optical data
of NGC6418 was presented. It showed that the time delay between infrared
channels is 13.9+3.7−3.8 days and the delay between the optical vs 3.6 and 4.5
µm channels is 37.2+2.4−2.2 and 47.1
+3.1
−3.1 days, respectively. Combining these
results with an SDSS optical spectrum we conclude in Vazquez et al. (2015)
that NGC6418 is heavily obscured by dust along the line of sight and that
there are two distinctive reverberation radii of the regions of warm dust
characterized by the weighted average temperature of torus dust within the
passbands of the Spitzer channels (3.6 and 4.5 µm). In this chapter, the
results of the optical vs. infrared CCCD analysis for Spitzer Cycle 9, which
spans MJD 56300 (01-08-2013) to MJD 56670 (1-08-2014), are presented.
The LT dataset is supplemented with the CSS dataset in the optical during
Cycle 9. The photometry and the observations were presented in chapters
2 and 3. In Cycle 8 we used the MOPEX uncertainties for Spitzer data. In
contrast, for the analysis of the Cycle 9 and the combined Cycle 8 and 9
light curves, we use the WSD method to determine the uncertainty on the
photometric measurements. The combined results of Spitzer Cycle 9 and the
full campaign (Cycle 8 and 9) are presented here followed by a discussion of
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these results.
6.1 NGC6418 Cycle 9 Results
Cross-correlation analyses was performed for five pairs of data sets for
the duration of Spitzer Cycle 9: 3.6 µm versus LT optical, 3.6 µm versus LT
+ Catalina Sky Survey optical, 4.5 µm versus LT optical, 4.5 µm versus LT +
Catalina optical and 4.5 µm versus 3.6 µm. The Cycle 9 observation cadence
for all Spitzer data is 30 days. The time series analysis was performed
between the dates of MJD 56300 (01-08-2013) and MJD 56670 (1-08-2014).
For each pair the CCF (τ) was computed using a lag step size of τ = 1 day.
The optical observations were not synchronized with the Spitzer observations
and are typically separated by irregular intervals. Just as for Cycle 8, the
Spitzer light curves are for the most part more evenly and densely sampled
than the optical measurements. All photometric uncertainties for Cycle 9
are derived from the sliding windowed standard deviation method.
Each of the following subsections will present the results from the time
series analysis, in the following order:
• A figure showing the light curves of both passbands used for the CCCD
analysis.
• A figure showing the CCF (τ) of an example of the 1000 realizations
from which the CCCD is constructed. The importance of showing the
CCF (τ) is that it shows the wide range of values used to calculate its
centroid.
• The maximum value of the CCF (τ). It is an indicator of how close
the two light curves correlate with each other.
• The range of values used to calculate the centroid of the CCF (τ). The
centroid is calculated using only the data that lies above 80% of the
peak of the CCF (τ). As mentioned above this range is wide and more
importantly it is much wider than the computed uncertainty of the
CCCD.
• The centroid of the CCCD and its uncertainty (the IQR of the CCCD).
In addition, we will comment on these results as they contrast with the
results obtained for Cycle 8.
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6.1.1 Light Curves and CCCD Lag Analysis: Spitzer 3.6 µm
vs. Liverpool Telescope Optical
Figure 6.1 shows Spitzer 3.6 µm and LT optical light curves during
Spitzer Cycle 9 and Figure 6.2 shows a cross correlation function from a
single realization of the LT/3.6 µm data sets. It has a maximum correlation
factor of 0.86. At 80% of the peak CF, this instance of the CCF (τ) shows a
corresponding lag range of approximately 10 to 55 days. The CCCD for the
3.6 µm versus LT optical yield a lag of 34.8+3.9−4.7 days (29.2
+3.3
−3.9× 10−3 pc) as
seen in Figure 6.3. This value is consistent with the value (37.2+2.4−2.2 days)
obtained for Cycle 8.
The LT data for Cycle 9 lacks data between 56300 and 56450 MJD. It is
during this time that the brightness of the AGN rises by 100% relative to the
mean value during Cycle 8. Although the optical points cover the the second
half of Cycle 9, the last 2 data points are ∼100 days apart. These issues
with the optical coverage lower the confidence of the recovered centroid of
the CCCD based on the LT data only.
6.1.2 Light Curves and CCCD Lag Analysis: Spitzer 3.6 µm
vs. Liverpool Telescope + Catalina Sky Survey Optical
The LT+Catalina optical and IR light curve spanning Cycle 9 are shown
in Figure 6.4. To match the CSS dataset to the LT dataset we used a
multiplicative factor in flux that resulted in overlapping points between the
datasets. It adds data beyond the coverage of the Spitzer light curve and
more importantly a single data point during the rise in brightness of 100%
in the IR. Figure 6.5 shows, the cross correlation function (CCF (τ)) from
a single realization of the LT+CSS vs 3.6 µm analysis. It has a maximum
correlation factor of 0.65. At 80% of the peak CF, this instance of the
CCF (τ) shows a corresponding lag range of approximately 22 to 75 days.
The CCCD for the 3.6 µm versus LT+CSS optical yields a lag of 51.6+6.7−3.5
days (43.3+5.6−3.3 × 10−3 pc) as seen in Figure 6.6. This value is inconsistent
with the value obtained for Cycle 8. It shows an increase of about 14 days
in the time lag over that obtained previously for Cycle 8.
Given it’s importance, is worth considering the validity of the single CSS
data point that coincides with the brightness increase near the beginning of
Cycle 9. The CSS took 4 images on that single night. Visual inspection of
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these images reveal that there are no artifacts and more importantly that
the photometric counts within an aperture of 6 arcseconds between these
4 images has a standard deviation of ∼6%. The torus dust emission varies
in response to changes in the AGN optical/UV continuum, so we would
expect that any event in the IR should be preceded by a “driving” event of
comparable, or greater amplitude in the optical. This single CSS data point
coincides with an increase in brightness of 100% in the IR.
6.1.3 Light Curves and CCCD Lag Analysis: Spitzer 4.5 µm
vs Liverpool Telescope Optical
Figure 6.7 shows the Spitzer 4.5 µm and the LT optical light curves dur-
ing Spitzer Cycle 9. Figure 6.8, shows an instance of the CCF (τ), which has
a maximum correlation factor of 0.90. At 80% of the peak CF, an example of
the CCF (τ) computed from an instance of the light curve realizations shows
a corresponding lag range of approximately 35 to 80 days. The CCCD for
the 4.5 µm versus LT optical yield a lag of 44.6+3.7−3.1 days (37.4
+3.1
−2.6×10−3 pc)
as seen in Figure 6.9. This value is consistent with the previous value (47.1
days) obtained for Cycle 8.
6.1.4 Light Curves and CCCD Lag Analysis: Spitzer 4.5 µm
vs Liverpool Telescope + Catalina Sky Survey Optical
Figure 6.10 shows the Spitzer 4.5 µm and LT+Catalina optical light
curves during Spitzer Cycle 9. In Figure 6.11, the CCF (τ) derived from a
single realization of the LT/4.5 µm light curves is shown. It has a maximum
correlation factor of 0.64. At 80% of the peak CF, an example of the CCF (τ)
computed from an instance of the light curve realizations shows a corre-
sponding lag range of approximately 60 to 100 days. The CCCD for the 4.5
µm versus LT+CSS optical yields a lag of 73.9+2.1−2.6 days (62.0
+1.8
−2.2×10−3 pc)
as seen in Figure 6.12. This value is inconsistent with the value obtained for
Cycle 8. It shows an increase of about 27 days in the time lag over the value
(47.1 days) obtained previously for Cycle 8. The same reasons for which the
results of the 3.6 µm analysis is of low confidence apply the the results of
this analysis.
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6.1.5 Light Curves and CCCD Lag Analysis: Spitzer 3.6 µm
vs 4.5 µm
Figure 6.13 shows the Spitzer 3.6 µm and 4.5 µm light curves during
Spitzer Cycle 9. In Figure 6.14, the CCF (τ) derived from a single realization
of the 3.6/4.5 µm light curves is shown. It has a maximum correlation factor
of 0.97. At 80% of the peak CF, an example of the CCF (τ) computed from
an instance of the light curve realizations shows a corresponding lag range of
approximately 0 to 45 days. The CCCD for the 4.5 µm versus 3.6 µm yields
a lag of 20.3+1.0−1.0 days (17.0
+0.8
−0.8×10−3 pc) as seen in Figure 6.15. This value
is inconsistent with the value obtained for Cycle 8. It shows an increase of
about 6 days in the time lag over the value (13.9 days) obtained previously
for Cycle 8.
6.1.6 Cycle 9 Summary
The inclusion of the CSS dataset fills the gap in optical data not covered
by the LT observations, including the period when the IR fluxes increased
by a factor ∼2 at the beginning of Cycle 9. Therefore, the confidence of our
results increase with the inclusion of the CSS dataset which will be used for
the full campaign time span analysis. Although the MIR sampling is reduced
during Cycle 9, we think it is adequately sampled, and it is both the gaps in
the optical and the optical uncertainties that drive the uncertainties of the
lags. In summary, the LT+CSS vs MIR analysis shows an increase in the
lag for both channels of about 14 and 27 days, respectively. The 3.6 vs 4.5
µm lag differential increased by about 6 days.
6.2 NGC6418 Results Full Campaign
In this section are presented the results of the cross-correlation analyses
of three pairs of combined light curves covering the duration of Spitzer Cycles
8 and 9: 3.6 µm versus LT + Catalina Sky Survey optical, 4.5 µm versus LT
+ Catalina optical and 4.5 µm versus 3.6 µm. The time series analysis was
performed between the dates of MJD 55774 (08-01-2011) and MJD 56670 (1-
08-2014). All the data seen in the light curves is used in the CCCD analysis.
The start date of the analysis is earlier than that of Cycle 8 because the CSS
dataset covers a period of approximately 1 year prior to the beginning of the
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Cycle 8 campaign. For each pair, the cross-correlation function , CCF (τ),
was computed using a lag step size of τ = 1 day. As mentioned before,
we have 2 optical data sets (LT and Catalina Sky Survey, from now on
LTCSS); the cadence of the Spitzer observations is every 3 days for Cycle 8
using MOPEX uncertainties and every 30 days for Cycle 9 using the WSD.
The WSD is used for the analysis of light curves of the combined Cycles
8+9; the optical observations are irregularly sampled.
6.2.1 Light Curves and CCCD Lag Analysis: Spitzer 3.6 µm
vs Liverpool Telescope + Catalina Sky Survey Optical
Figure 6.16 shows the Spitzer 3.6 µm and LTCSS light curves during the
Spitzer campaign (Cycles 8,9). In Figure 6.17, the CCF (τ) derived from
a single realization of the LT+CSS/3.6 µm light curves is shown. It has a
maximum correlation factor of 0.75. At 80% of the peak CF, an example of
the CCF (τ) computed from an instance of the light curve realizations shows
a corresponding lag range of approximately 0 to 110 days. The CCCD for
the 3.6 µm versus LTCSS a optical light curves yields a lag of 47.5+2.0−1.9 days
(39.9+1.7−1.6 × 10−3 pc) as seen in Figure 6.18. The time delay for the full
campaign shows an increase of about 10 days over that obtained (37.2 days)
previously for Cycle 8.
The CSS adds data before and after the coverage of the Spitzer light
curves. This data is used to calculate the CCCD. In addition the CSS
dataset adds a single data point during the 100% increase in brightness in
the IR. As explained in the analysis of the Cycle 9 data. The increase in lag
that is expected from sublimation of dust at the inner radius of the dusty
torus agrees with the data (see section 6.3 for details).
6.2.2 Light Curves and CCCD Lag Analysis: Spitzer 4.5 µm
vs Liverpool Telescope + Catalina Sky Survey Optical
Figure 6.19 shows the combined Spitzer 3.6 µm and LTCSS optical light
curves during the full Spitzer campaign (Cycle 8,9). In Figure 6.20, the
CCF (τ) derived from a single realization of the LTCSS/4.5 µm light curves
is shown. It has a maximum correlation factor of 0.70. At 87% of the peak
CF, an example of the CCF (τ) computed from an instance of the light curve
realizations shows a corresponding lag range of approximately 0 to 90 days.
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Table 6.1. Centroid of CCCD for NGC6418
passband τc cycle 8 τc cycle 9 τc campaign
[days] [days] [days]















The CCF has spurious lag peaks past +100 days. To prevent these peaks
from affecting the centroid, 87% of the peak CF is used in this particular
case. The CCCD for the 4.5 µm versus LTCSS optical yields a lag of 62.5+2.5−2.9
days (52.5+2.1−2.4 × 10−3 pc) as seen in Figure 6.21. This value is inconsistent
with the value obtained for Cycle 8. It shows an increase of 15 days in the
time lag over the value (47.1 days) obtained previously for Cycle 8.
6.2.3 Light Curves and CCCD Lag Analysis: Spitzer 3.6 µm
vs 4.5 µm
Figure 6.22 shows the Spitzer 3.6 µm and 4.5 µm light curves during
of the full Spitzer campaign. In Figure 6.23, the CCF (τ) derived from a
single realization of the 3.6/4.5 µm light curves is shown. It has a maxi-
mum correlation factor of 0.98. At 80% of the peak CF, an example of the
CCF (τ) computed from an instance of the light curve realizations shows a
corresponding lag range of approximately -50 to +80 days. The CCCD for
the 4.5 µm versus 3.6 µm yields a lag of 11.5+1.4−1.2 days (9.7
+1.2
−1.0 × 10−3 pc)
as seen in Figure 6.24. This value is consistent within the uncertainty with
the value obtained for Cycle 8, even though the lag derived from the Cycle
9 data alone is longer by about 6 days.
6.2.4 Summary of the Full Campaign
The results of the time delay analysis for all passbands are shown in
Table 6.1. The differences between the time lag measurements for Cycle 8
and the full campaign (Cycle 8 and 9) are summarized below:
• Cycle 8 3.6 µm vs. optical has a lag of 37.2+2.4−2.2 days. In comparison to
the full campaign 3.6 µm vs optical lag of 47.5+2.0−1.9, we see an increase
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in the time lag of 10.3+4.4−4.1 days.
• Cycle 8 4.5 µm vs. optical has a lag of 47.1+3.1−3.1 days. In comparison
to the full campaign 4.5 µm vs optical lag of 62.5+2.5−2.9 days, we see an
increase in the time lag of 15.4+5.6−6.0 days.
• Cycle 8 3.6 vs 4.5 µm time lag is 13.9+3.7−3.8 days. In comparison to
the full campaign 3.6 vs. 4.5 µm lag of 11.5+1.4−1.2 days. This result is
consistent with the results from Cycle 8.
• While analysis of both MIR channels versus optical show an increase
in the time lag compared with the Cycle 8 measurements, the MIR
channels time lags show no change in time lag.
6.3 Discussion of NGC6418 - Cycle 9 Results
Observations of NGC6418 during Spitzer Cycle 9 have the following dif-
ferences from those obtained in Cycle 8:
• The observations at both 3.6 and 4.5 µm have a cadence of 30 days as
compared with the Cycle 8 cadence of 3 days.
• Optical coverage is limited to the Liverpool Telescope and excludes
observations from the Faulkes Telescope North.
• Optical data obtained from the Catalina Sky survey were added to
supplement the optical observations.
• There is a brightness increase of approximately 100% on both optical
and 4.5 µm light curves.
• On average the 4.5 µm light curve exhibits a 20% increase in flux over
the observed maximum of the 3.6 µm flux relative to their respective
mean fluxes.
These are very important factors that affect drastically the results of the
time series analysis for NGC6418. As mentioned in section 6.1.2, the time lag
computed for the optical/3.6 µm light curves is 51.6+6.7−3.5 days (43.3
+5.6
−3.3×10−3
pc). This is an increase of 38.7+5.6−3.5% from the derived lag for Cycle 8. The
optical/4.5 µm lag for Cycle 9 is 73.9+2.1−2.6 days (62.0
+1.8
−2.2 × 10−3 pc) which is
an increase of 56.9+4.1−4.3% over Cycle 8.
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Before the discussion of the physical implications of these results we must
consider the impact of the differentiating factors itemized at the beginning
of this section:
• The optical coverage during the beginning of Cycle 9 is patchy. This
lack of coverage creates a gap during the 100% increase in brightness
in the IR. For this particular reason the time series analysis of Cycle 9
should be regarded with lower confidence than that of Cycle 8 or the
full campaign analysis. This is the most important factor affecting the
uncertainty and reliability of the results.
• The increased cadence during Cycle 9 may affect the centroid of the
CCF and therefore the time lag computed. As seen during Cycle
8, NGC6418 displays variability features in the optical that are on
timescales of a month. These features were sampled ten times more
finely during Cycle 8 and therefore may introduce low amplitude but
high frequency features to which the cross-correlation function is sen-
sitive. Features at short timescales would have been missed in Cycle
9. It is important to note that the change of cadence is not reflected
on the uncertainties obtained for Cycle 9 as they are comparable to
those on Cycle 8. This is an open question and a very important issue;
further work will be carried out to quantify the uncertainty introduced
by a change of cadence on the time lags derived from the Spitzer data.
• Another important factor is the introduction of new set of optical ob-
servations, the Catalina Sky Survey (CSS). This data set fill in some
gaps in the optical coverage but at the expense of introducing sys-
tematic differences when comparing the results of the different cycles.
The CSS images have considerable lower spatial resolution compared
to either Spitzer or LT. The CSS observations were obtained through
a “clear” filter, therefore introducing not only an amplitude change in
the mean flux but a color change as the LT observations were done in
the B-band. A scaling factor was applied to put them on the same
relative flux scale, this adjustment nonetheless introduce systematic
uncertainties into the light curve and therefore into the computed lag.
Having established that there could be a potential large degree of un-
certainty in the lags for Cycle 9, let us look at the possible physical im-
plications of the inferred increase in the optical-IR and 3.6-4.5 µm lags.
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There was a 100% change over the mean flux value of both optical and 3.6
µm light curves beginning near MJD 56300 and peaking approximately 100
days later. This change was for the most part missed in the optical coverage.
With the assumption that the increase in brightness is due to an increase
of the bolometric luminosity of the AGN, the theoretical sublimation radius
should have increased by 41% as predicted by the τ ∝ L1/2 relationship.
Considering that an increase in sublimation radius translates also into a
shift of the distance to the 3.6 µm region then the observed increase of the
lag of 38.7+5.6−3.5% agrees within the uncertainty with the predicted increase
in sublimation radius. An increase of 56.9+4.1−4.3% with respect to the radius
determined in Cycle 8 suggests that there is a differential increase in the
separation between MIR regions as the luminosity of the AGN increases.
The 4.5 µm light curve maximum is 20% larger with respect to its own
mean flux (full campaign) than that of the 3.6 µm; this difference in ampli-
tude is unexpected. The 4.5 µm flux post outburst has a larger amplitude
of variation and remains this way to the end of the campaign. A possible
explanation of this discrepancy is the sublimation of dust within the 3.6 µm
region. The increase in luminosity of the AGN could have destroyed the
dust which characterized this region during Cycle 8. Fewer clouds emitting
strongly at 3.6 µm means less flux overall at that wavelength than at 4.5
µm. In addition, we could interpret the IR amplitude difference by consid-
ering propagation of the isodelay surfaces through the torus. The isodelay
surface produces a paraboloid front as seen by a distant observer. Dust
within the isodelay surface corresponding to the brightness increase in the
clouds would be sublimated while that in clouds behind the isodelay cone
will remain intact. This effect will last for a light crossing time. While this
effect can explain a single pulse from the nucleus during a light crossing
time, it does not provide the complete picture. In the case of NGC6418
there is an increase of 100% in brightness followed by a drop of about 20%
that continues to the end of the campaign. This behavior spanned over 300
days.
To summarize, the results of the Cycle 9 analysis supplemented by the
CSS data show an increase of the lag for both IR channels vs the optical
continuum. Although there are several reasons that lower our confidence in
the results, there are two strong reasons why we should trust our findings:
• First, the intensity shows an increase of 100% and 80% at 4.5 µm and
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3.6 µm respectively. Therefore, it is reasonable to expect a preceding
outburst in the optical light curve.
• The images of the CSS were inspected for possible defects during this
rise. There are no reasons to believe that the data are spurious.
6.4 Discussion of the NGC6418 Cycle 9 - APO
2014 Spectrum
Another piece of evidence that suggests destruction of dust during the
outburst in this AGN is a spectrum of NGC6418 taken at the Apache Point
Observatory (APO) by Dr. Jack Gallimore with the Dual Imaging Spec-
trograph (DIS) on January 2014. The spectrum of NGC6418 which was
obtained near the end of the Spitzer campaign (MJD 56685) shows both
Hβ and Hα broad lines as seen in Figure 6.26. The Hβ and Hα lines are
shown “close up” in Figure 6.27 and Figure 6.28, respectively. The Hα/Hβ
can be estimated to a first order approximation to be 2.71 ± 0.21 which
is in agreement within the uncertainty to the Balmer decrement (2.86) of
sources without extinction by dust (theoretical Case B (Osterbrock & Fer-
land, 2006)). This is a major change compared with previous observations.
Remillard et al. (1993) describes this AGN as “embedded” and the 2001
SDSS spectrum shows a weak broad Hα line superposed on a typical galaxy
spectrum with no visible broadHβ line, indicative of reddening along the line
of sight. As discussed in chapter 5 we estimated a steep Balmer decrement
Hα/Hβ > 6 from this spectrum. The implication of this drastic change of
the Hα/Hβ ratio is that the extinction to the nucleus along the line of sight
was minimal at the time this spectrum was taken. The spectrum is dated
approximately 10 months after the AGN doubled in infrared intensity (100%
and 80% for 4.5 and 3.6 µm, respectively) but still at over 150% of the mean
flux density of Cycle 8 as clearly seen in the IR light curves. There must
have been an intrinsic increase in Lbol, because the IR fluxes also increased
by a factor of two. A possible explanation is that there was destruction of
dust along the line of sight near the nucleus, yet we cannot exclude that the
change is due to a combination of the flux increase and dynamical effects
such as inflows and outflows. A small number of AGN have been observed to
change their spectroscopic type (LaMassa et al., 2015; Runnoe et al., 2015).
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These transitions to a different “type” imply a time-dependent mechanism is
operating in addition to the obscuration due to its geometrical orientation.
NGC6418 falls into this category of “Changing-look” AGN.
6.5 Implications of the Full Campaign on NGC6418
In the previous sections we have shown that the time delays to the char-
acteristic regions indicated by by the 3.6 and 4.5 µm light curves change
significantly between Cycle 8 and Cycle 9. The implication of these results
is that the variations of the nuclear luminosity destroy the dust within the
clouds of the torus. This work would not be complete without looking at the
light curves for the full time span of the campaign. The time delays derived
for the 3.6 µm vs optical and the 4.5 µm vs optical light curves are 47.52.0−1.9




−2.4 × 10−3 pc). These
distances are as expected, shorter than those of Cycle 9 but larger than
those of Cycle 8. These delays are consistent with our conclusions for Cycle
8 in which they are bracketed by the theoretical silicate (Rd,Si) and pure
graphite (Rd,C) sublimation radii. Figure 6.29 shows the Rτ ∝ L
1/2
opt rela-
tionship with both Cycle 8 and Cycle 9 data points. To plot these points, it
was assumed that the V-band luminosity of the AGN in NGC6418 increased
by the same factor(2.1) as the IR fluxes. It is clear from this plot that the
luminosity-radius relationship still holds but that an increase in luminosity
does affect the radius the these regions.
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Figure 6.2: An instance of the CCF (τ) for the LT optical vs 3.6 µm light
curves.
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Figure 6.3: CCCD derived from the LT vs 3.6 µm light curves for Cycle 9.

































Figure 6.4: 3.6 µm and LT+Catalina optical light curves for Spitzer Cycle
9.
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Figure 6.6: 3.6 µm and LT+Catalina optical CCCD for Spitzer Cycle 9.
The centroid of the CCCD is 51.6+6.7−3.5 days.
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Figure 6.8: An instance of the CCF (τ) of the LT optical vs 4.5 µm light
curves.
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Figure 6.9: CCCD of the LT vs 4.5 µm light curves for Cycle 9. The centroid
of the CCCD is 44.6+3.7−3.1 days.
113












































        	 	 
 
















Figure 6.11: An instance of the CCF (τ) of the LT+Catalina optical vs 4.5
µm light curves.
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Figure 6.12: 4.5 µm and LT+Catalina optical CCCD for Spitzer Cycle 9.
































Figure 6.13: 4.5 µm and 3.6 µm light curves for Spitzer Cycle 9.
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Figure 6.15: 3.6 µm and 4.5 µm CCCD for Spitzer Cycle 9. The centroid of
the CCCD is 20.3+1.0−1.0 days.
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Figure 6.17: An instance of the CCF (τ) of the LTCSS optical vs 3.6 µm
light curves.
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Figure 6.18: 3.6 µm and LTCSS CCCD for the full campaign. The centroid

































Figure 6.19: 4.5 µm and LTCSS optical light curves for Spitzer Cycle 8 and
9.
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Figure 6.20: An instance of the CCF (τ) of the LTCSS optical vs 4.5 µm


























Figure 6.21: 4.5 µm and LTCSS optical CCCD for the full campaign. The
centroid yields a lag of 62.5+2.5−2.9 days.
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Figure 6.23: An instance of the CCF (τ) of the 4.5 vs 3.6 µm light curves.
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Figure 6.24: 3.6 µm and 4.5 µm CCCD for the full campaign. The centroid

















Figure 6.25: Flux variation gradient diagram of NGC6418 constructed from
observations made at the Fountainwood Observatory in Southwestern Uni-
versity. The data are represented by the black dots. The host contribution
as indicated by the asterisk is 0.58 mJy and 0.29 mJy for the V and B band,
respectively. The dashed lines indicate the range of host slopes determined
in the optical by Sakata et al. (2010). The dot-dashed and solid lines indicate
the least-square best fit to the range of the AGN slope.
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Figure 6.26: The APO Spectrum of NGC6418 obtained at the end of Cycle
9 (MJD 56685) is plotted in black. Overplotted in red is the SDSS spectrum






















Figure 6.27: Hβ closeup of the spectrum of NGC6418 at the end of Cycle 9
(MJD 56685)
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Figure 6.28: Hα closeup of the spectrum of NGC6418 at the end of Cycle 9
(MJD 56685)
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Figure 6.29: Reverberation lag distance as a function of optical AGN lumi-
nosity. The data points are the K−band lag measurements of Koshida et al.
(2014); Suganuma et al. (2006); Clavel et al. (1989) and the 3.6 µm and 4.5
µm lag measurements of NGC6418 for both Cycle 8 and Cycle 9. The solid
line represents the fit to the (τ ∝ L0.5) relationship as found by (Suganuma
et al., 2006) and defined as equation 3 in (Kishimoto et al., 2007).
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CHAPTER 7
CONCLUSIONS AND FUTURE WORK
The aim of this work was to constrain the characteristic sizes of the MIR
regions of the torus in AGN as seen by the Spitzer Space Telescope. To that
effect, I carried on reverberation mapping analyses on datasets obtained for
12 AGNs. I presented the MIR lags between 3.6 and 4.5 µm light curves for
all AGNs in the sample. The results indicate that the separation between
these MIR-emitting regions is between 0-30 days. This result is based on
the small sample but nonetheless, it spans 3.6 µm luminosities ranging over
about three orders of magnitude between the lowest to the highest luminos-
ity AGN. Furthermore, the variability properties of the sample range from
non-variable to significant variations over timescales spanning a range of tens
to hundreds of days and between 5% to 100% of their mean fluxes. There are
significant color changes in at least three of the AGNs ( IRAS17552+6209,
NGC6418, KAZ163 ) which implies that there is a possible physical corre-
lation between variations in the AGN nuclear continuum and the flux ratio
of these two MIR regions. I consider the possibility that the physical reason
behind the color change is dust sublimation in the 3.6 µm region. NGC6418
doubled brightness and during this event the 4.5 µm flux was 20% larger
than the 3.6 µm flux relative to the light curves mean flux value. Another
piece of evidence favoring dust sublimation is the spectrum of NGC6418.
The AGN in this galaxy has previously been described as “embedded” due
to the large dust extinction but during its luminosity outburst the spec-
trum clearly shows that the dust extinction is effectively non existent as
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determined from the Hα/Hβ ratio. These pieces of evidence suggest that
the torus warm dust regions can vary substantially in size with an increase
in the AGN continuum flux. This discovery could be the most significant
contribution from this work.
The focus of the optical-MIR time series analysis was on NGC6418 which
during the initial cycle of observations showed time delays between the op-
tical and 3.6,4.5 µm regions of ∼37,47 days, respectively. These time lags
are consistent with the radius-luminosity relations determined from K-band
reverberation mapping, in the sense that the MIR lags are higher than the
K-band lags, as expected on theoretical grounds. More importantly, the re-
sults of the full campaign analysis show that the time delay between optical
and the 3.6,4.5 µm regions increased to ∼48,63 days following a factor 2
increase in luminosity. If we consider the change of its spectrum between
cycles, the color change during its outburst and the increased time delay for
the full campaign it strongly suggests that there is a direct correlation be-
tween increased AGN continuum flux and a positive shift in the time delay
to the MIR regions and I propose that this change is due to destruction of
dust.
The time series analysis of the 3.6/4.5 µm light curves show that using
the Poisson uncertainties from the MOPEX photometric pipeline results
in substantially underestimated uncertainties for the derived time lags. The
sliding windowed standard deviation method gives a better representation of
the photometric uncertainties. It produces CCCDs with larger IQRs by up
to a a factor of 12. This result is of great important as it clearly shows that
relying on photometric uncertainties of individual data points can drastically
misrepresent the uncertainty of reverberation mapping experiments.
7.1 Future Work
In future work, I shall determine the optical/MIR time delays of the other
11 AGNs. Using a combination of B-band datasets (Liverpool Telescope
and CSS ) and the existing image differencing data reduction pipeline, I will
generate B-band light curves that will be used for the time series analysis.
In addition to the B-band imaging, I also have Fountainwood Observatory
R-band imaging which could be used to fill gaps in the optical coverage.
K-band imaging from Peters Automated Infrared Imaging Telescope
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(PAIRITEL) survey of selected targets which if it provides sufficient and
overlapping coverage with the optical data could be used to determine the
reverberation inner radius of the torus. Obtaining reverberation radii for the
other AGNs will allow me to determine if the emprical luminosity-distance
relationship of the inner edge of the torus still holds for the MIR regions.
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APPENDIX A
AGN IR LIGHT CURVES AND STATISTICS
FIGURES
All of the IR light curves and other statistics related plots are found in































































































































































Figure A.1: NGC6418 channel 1 (3.6 µm) light curves reduced with different
size apertures. The abscissa is the mean Julian date in days and the ordinate
shows the normalized flux density. The panels show light curves obtained
with the indicated extraction aperture. The time range shown is shorter































































































































































Figure A.2: NGC6418 channel 2 (4.5 µm) light curves reduced with different
size apertures. The abscissa is mean Julian date in days and the ordinate
shows the normalized flux density. The panels show light curves obtained
with the indicated extraction aperture. The time range shown is shorter



























Figure A.3: NGC6418 channel 1 (3.6 µm) aperture analysis plot. The ab-
scissa displays the aperture size in pixels and the ordinate shows the mean
flux density. The vertical red line indicates the ideal aperture size as esti-
mated from the knee of the mean flux curve. Error bars show the standard


























Figure A.4: NGC6418 channel 2 (4.5 µm) aperture analysis plot. The ver-
tical red line indicates the ideal aperture size as estimated from the knee of
the mean flux curve. Error bars show the standard deviation of the light
curve.
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Figure A.5: False color image of NGC6418 at 3.6 µm, obtained with the
Spitzer space telescope. The white circle has a radius of 6 pixels and rep-
























































































































































Figure A.6: 2MASSJ19091092+6652212 channel 1 (3.6 µm) aperture anal-
























































































































































Figure A.7: 2MASSJ19091092+6652212 channel 2 (4.5 µm) light curves

























Figure A.8: 2MASSJ19091092+6652212 channel 1 (3.6 µm) aperture anal-
ysis plot. The vertical red line indicates the ideal aperture size as estimated
from the knee of the mean flux curve. Error bars show the standard devia-
tion of the light curve.
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Figure A.9: False color image of 2MASSJ19091092+6652212 at 3.6 µm,

























































































































































Figure A.10: 3C390.3 channel 1 (3.6 µm) light curves reduced with different

























































































































































Figure A.11: 3C390.3 channel 2 (4.5 µm) light curves reduced with different























Figure A.12: As Fig A.1, for 3C390.3, channel 1 (3.6 µm) aperture analysis
plot.
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Figure A.14: AKN524 channel 1 (3.6 µm) light curves reduced with different
























































































































































Figure A.15: AKN524 channel 2 (4.5 µm) light curves reduced with different


























Figure A.16: As Fig A.1, for AKN524, channel 1 (3.6 µm) aperture analysis
plot.
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Figure A.18: IRAS17552+6209 channel 1 (3.6 µm) aperture analysis plot.
















































































































































































Figure A.19: IRAS17552+6209 channel 2 (4.5 µm) light curves reduced with

























Figure A.20: As Fig A.1, for IRAS17552+6209, channel 1 (3.6 µm) aperture
analysis plot.
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Figure A.21: False color image of IRAS17552+6209 at 3.6 µm, obtained























































































































































Figure A.22: KAZ102 channel 1 (3.6 µm) light curves reduced with different
























































































































































Figure A.23: KAZ102 channel 2 (4.5 µm) light curves reduced with different

























Figure A.24: As Fig A.1, for KAZ102, channel 1 (3.6 µm) aperture analysis
plot.
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Figure A.25: False color image of IRAS17552+6209 at 3.6 µm, obtained
























































































































































Figure A.26: KAZ163 channel 1 (3.6 µm) light curves reduced with different
















































































































































































Figure A.27: KAZ163 channel 2 (4.5 µm) light curves reduced with different





















Figure A.28: As Fig A.1, for KAZ163, channel 1 (3.6 µm) aperture analysis
plot.
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Figure A.30: MRK507 channel 1 (3.6 µm) light curves reduced with different




























































































































































































Figure A.31: MRK507 channel 2 (4.5 µm) light curves reduced with different


























Figure A.32: As Fig A.1, for MRK507, channel 1 (3.6 µm) aperture analysis
plot.
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Figure A.34: MRK876 channel 1 (3.6 µm) light curves reduced with different
























































































































































Figure A.35: MRK876 channel 2 (4.5 µm) light curves reduced with different


























































































































































































Figure A.38: MRK885 channel 1 (3.6 µm) light curves reduced with different






























































































































































Figure A.39: MRK885 channel 2 (4.5 µm) light curves reduced with different
























Figure A.40: As Fig A.1, for MRK885, channel 1 (3.6 µm) aperture analysis
plot.
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Figure A.42: PGC61965 channel 1 (3.6 µm) light curves reduced with dif-
























































































































































Figure A.43: PGC61965 channel 2 (4.5 µm) light curves reduced with dif-


























Figure A.44: As Fig A.1, for PGC61965, channel 1 (3.6 µm) aperture anal-
ysis plot.
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Figure A.46: UGC10697 channel 1 (3.6 µm) aperture analysis plot. (see











































































































































































Figure A.47: UGC10697 channel 2 (4.5 µm) light curves reduced with dif-























Figure A.48: As Fig A.1, for UGC10697, channel 1 (3.6 µm) aperture anal-
ysis plot.
158
0 200 400 600
N
E



































Figure A.50: NGC6418 channel 1 (3.6 µm) and channel 2 (4.5 µm) light
curves normalized to the mean flux density value. The abscissa is the mean
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Figure A.51: “Light curve” for the ratio of 3.6 µm to 4.5 µm flux densities,
for NGC6418. The abscissa is mean Julian date and the ordinate shows the
















































Figure A.52: 2MASSJ19091092+6652212 channel 1 (3.6 µm) and channel 2

















































































Figure A.54: 3C390.3 channel 1 (3.6 µm) and channel 2 (4.5 µm) light curves
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Figure A.56: AKN524 channel 1 (3.6 µm) and channel 2 (4.5 µm) light
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Figure A.58: IRAS17552+6209 channel 1 (3.6 µm) and channel 2 (4.5 µm)
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Figure A.60: KAZ102 channel 1 (3.6 µm) and channel 2 (4.5 µm) light
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Figure A.62: KAZ163 channel 1 (3.6 µm) and channel 2 (4.5 µm) light











































































Figure A.64: MRK507 channel 1 (3.6 µm) and channel 2 (4.5 µm) light
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Figure A.66: MRK876 channel 1 (3.6 µm) and channel 2 (4.5 µm) light
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Figure A.68: MRK885 channel 1 (3.6 µm) and channel 2 (4.5 µm) light
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Figure A.70: PGC61965 channel 1 (3.6 µm) and channel 2 (4.5 µm) light
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Figure A.72: UGC10697 channel 1 (3.6 µm) and channel 2 (4.5 µm) light
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