The data underlying the results presented in the study are available in the Supporting Information, and from the following third party sources: (1) SAIL lab at USC <https://sail.usc.edu/iemocap/> (2) Dr. Stefan Steidl at <https://www5.cs.fau.de/de/mitarbeiter/steidl-stefan/fau-aibo-emotion-corpus/> and <https://www5.cs.fau.de/en/our-team/steidl-stefan/fau-aibo-emotion-corpus/> (3) Berlin Database of Emotional Speech at <http://emodb.bilderbar.info/docu/> The authors did not have any special access privileges to the data. Interested researchers will be able to replicate the results of this study using the protocol outlined in the Methods section of the paper.

Introduction {#sec001}
============

Automatic recognition of human emotions is of vital importance in human-computer interaction and its applications \[[@pone.0220386.ref001]\]. Applications include human-robot communication, when robots respond to humans according to the detected emotions, implementation in call centers to detect the caller's emotional state in cases of emergency, identifying the level of a customer's satisfaction, medical analysis, and education. Emotion recognition can be conducted using facial expressions, verbal communication, text, electroencephalography (EEG) signals, or a combination of multiple modalities. Furthermore, emotion recognition can identify emotions solely in relation to a single language, or can simultaneously recognize emotions expressed through several languages. Although many studies on monolingual emotion recognition have been published, multilingual emotion recognition is still an open research area. Therefore, in the current study, comprehensive experiments and analysis of bilingual and multilingual emotion recognition based on speech, using English, German, and Japanese corpora are reported. For classification, deep neural networks fed with i-vector \[[@pone.0220386.ref002]\] features are used.

Previous studies on speech emotion recognition reported methods based on Gaussian mixture models (GMMs) \[[@pone.0220386.ref003], [@pone.0220386.ref004]\], hidden Markov models (HMMs) \[[@pone.0220386.ref005]\], and support vector machines (SVM) \[[@pone.0220386.ref006]--[@pone.0220386.ref008]\]. Other studies demonstrate speech emotion recognition based on neural networks \[[@pone.0220386.ref009], [@pone.0220386.ref010]\] and deep neural networks (DNN) \[[@pone.0220386.ref011], [@pone.0220386.ref012]\]. Furthermore, in \[[@pone.0220386.ref013]\], audio-visual emotion recognition has also been presented.

The majority of studies in speech emotion recognition focused solely on a single language, while cross-corpus or multilingual speech emotion recognition has been addressed in only a few studies. In \[[@pone.0220386.ref014]\], experiments on emotion recognition are described using speech corpora collected from American English and German interactive voice response systems, and the optimal set of features for mono-, cross-, and multilingual anger recognition were computed. Cross-language speech emotion recognition based on HMMs and GMMs is reported in \[[@pone.0220386.ref015]\]. Four speech databases for cross-corpus classification, with realistic emotions and a large acoustic feature vector are reported in \[[@pone.0220386.ref016]\]. Similarly, cross-lingual speech emotion recognition is introduced in \[[@pone.0220386.ref017]--[@pone.0220386.ref019]\].

The current study approaches the problem of bilingual and multilingual speech emotion recognition by exploiting spoken language identification. A method that integrates spoken language identification and speech emotion recognition into a complete system is proposed. A two-pass classification scheme is demonstrated to allow the selection of appropriate emotion models according to the language identified in the first pass. State-of-the-art classifiers are used in both passes namely, DNN and convolutional neural networks (CNN) \[[@pone.0220386.ref020], [@pone.0220386.ref021]\]. Considering the success of i-vectors in many speech applications, in the proposed method, i-vectors are used as input features. The well-known and effective mel-frequency cepstral coefficients (MFCC) \[[@pone.0220386.ref022]\] concatenated with shifted delta cepstral (SDC) coefficients \[[@pone.0220386.ref023], [@pone.0220386.ref024]\] are used to extract the i-vectors used in the experiments. SDC coefficients were originally applied in spoken language identification due to superior performance compared to the sole use of MFCC features. In the current study, in addition to spoken language identification, SDC coefficients are also used for speech emotion recognition. In the current study, comprehensive investigation and analysis on bilingual and multilingual speech emotion recognition are conducted. Additionally, another method based on deep learning, which uses common bilingual emotion models and without spoken language identification, is introduced and compared with the proposed method. The improvements when using SDC coefficients are also described and the differences when using MFCC features only are shown.

Multilingual speech emotion recognition based on spoken language identification was also reported in \[[@pone.0220386.ref025]\]. In that specific study, i-vectors and a Gaussian linear classifier were applied for spoken language identification. For emotion recognition, low-level descriptors (LLD) and SVM were used. The results showed improvements in most cases using spoken language identification (nine out of twelve conditions). In contrast, the current study is based on advanced classifiers such as DNN and CNN integrated with i-vectors for both language identification and speech emotion recognition. Although, i-vectors have previously been used in speech emotion recognition, to date, the integration of deep learning (DL) and i-vectors in the case of very limited training data has not been investigated exhaustively. Also, the case of limited training i-vectors and DL in spoken language identification has been examined in only a few studies \[[@pone.0220386.ref026], [@pone.0220386.ref027]\]. Furthermore, in the current study, the FAU Aibo \[[@pone.0220386.ref028]\] and the IEMOCAP \[[@pone.0220386.ref029]\] state-of-the-art emotional corpora are used for bilingual emotion recognition based on DNN and i-vectors. In addition to the DNN and i-vector-based method, another method is also reported which uses CNN in conjunction with i-vectors.

The current study was further extended to address recognition of emotions in three languages. Specifically, experiments were conducted on multilingual emotion recognition using the English IEMOCAP, the German Emo-DB \[[@pone.0220386.ref030]\], and a Japanese emotional corpus \[[@pone.0220386.ref031]\]. The three speech corpora were collected under similar conditions and therefore, the experiments are more realistic as they also eliminate possible mismatches between the English IEMOCAP (i.e. adult's speech) and FAU-Aibo (i.e. children's speech).

Automatic language identification is a process whereby a spoken language is identified automatically. Applications of language identification include, but are not limited to, speech-to-speech translation systems, re-routing incoming calls to native speaker operators at call centers, and speaker diarization. Because of the importance of spoken language identification in real applications, many studies have addressed this issue. The approaches reported are categorized into the acoustic-phonetic approach, the phonotactic approach, the prosodic approach, and the lexical approach \[[@pone.0220386.ref032]\]. In phonotactic systems \[[@pone.0220386.ref032], [@pone.0220386.ref033]\], sequences of recognized phonemes obtained from phone recognizers are modeled. In \[[@pone.0220386.ref034]\], a typical phonotactic language identification system is used, where a language dependent phone recognizer is followed by parallel language models (PRLM). In \[[@pone.0220386.ref035]\], a universal acoustic characterization approach to spoken language recognition is proposed. Another method based on vector-space modeling is reported in \[[@pone.0220386.ref032], [@pone.0220386.ref036]\], and presented in \[[@pone.0220386.ref037]\].

In acoustic modeling-based systems, different features are used to model each language. Earlier language identification studies reported methods based on neural networks \[[@pone.0220386.ref038], [@pone.0220386.ref039]\]. Later, the first attempt at using deep learning was also reported \[[@pone.0220386.ref040]\]. Deep neural networks for language identification were used in \[[@pone.0220386.ref041]\]. The method was compared with i-vector-based classification, linear logistic regression, linear discriminant analysis-based (LDA), and Gaussian modeling-based classifiers. In the case of a large amount of training data, the method demonstrated its superior performance. When limited training data were used, the i-vector yields the best identification rate. In \[[@pone.0220386.ref042]\] a comparative study on spoken language identification using deep neural networks was presented by the authors. Other methods based on DNN and recurrent neural networks (RNN) were presented in \[[@pone.0220386.ref043], [@pone.0220386.ref044]\]. In \[[@pone.0220386.ref045]\], the authors reported experiments on language identification using i-vectors and conditional random fields (CRF) \[[@pone.0220386.ref046]--[@pone.0220386.ref049]\]. The i-vector paradigm for language identification with SVM \[[@pone.0220386.ref050]\] was also applied in \[[@pone.0220386.ref051]\]. SVM with local Fisher discriminant analysis was used in \[[@pone.0220386.ref052]\]. Although significant improvements in LID have been achieved using phonotactic approaches, most state-of-the-art systems still rely on acoustic modeling.

Materials and methods {#sec002}
=====================

Evaluation metrics {#sec003}
------------------

In the current study, recall, precision, F1-score and unweighted average recall (UAR) are used as evaluation metrics. Based on [Table 1](#pone.0220386.t001){ref-type="table"}, the metrics in binary classification case are computed as follows: $$\begin{array}{r}
{\text{Recall} = \frac{TP}{TP + FN}} \\
\end{array}$$ $$\begin{array}{r}
{\text{Precision} = \frac{TP}{TP + FP}} \\
\end{array}$$ $$\begin{array}{r}
{F1 - \text{score} = 2 \times \frac{Precision \times Recall}{Precision + Recall}} \\
\end{array}$$ $$\begin{array}{r}
{UAR = \frac{1}{N}\sum\limits_{i = 1}^{N}Recall_{i}\mspace{720mu}\mspace{720mu}\mspace{720mu}\mspace{720mu}\text{N}\text{number}\text{of}\text{classes}} \\
\end{array}$$

10.1371/journal.pone.0220386.t001

###### Recall, precision, and F1-score in the binary case.

![](pone.0220386.t001){#pone.0220386.t001g}

  -------------- ---------------------- --------------------- ----------------------
                 Predicted Class                              
                 (+)                    (-)                   
  Actual Class   (+)                    True Positives (TP)   False Negatives (FN)
  (-)            False Positives (FP)   True Negatives (TN)   
  -------------- ---------------------- --------------------- ----------------------

The metrics shown in [Eq 1](#pone.0220386.e001){ref-type="disp-formula"} can be generalized for multi-class classification by considering the individual classes, accordingly.

Data {#sec004}
----

For bilingual emotion recognition, the English Interactive Emotional Dyadic Motion Capture (IEMOCAP) and the spontaneous German FAU Aibo emotional databases are used. The IEMOCAP database is an acted, multimodal and multispeaker database, collected at the SAIL lab of the University of Southern California. It contains 12 hours of audiovisual data produced by ten actors. Specifically, the IEMOCAP database includes video, speech, motion capture of facial expressions, and text transcriptions. The IEMOCAP database is annotated by multiple annotators into several categorical labels, such as anger, happiness, sadness, and neutrality, as well as dimensional labels such as valence, activation and dominance. In the current study, categorical labels were used to classify the emotional states of *neutral*, *happy*, *angry*, and *sad*. To avoid unbalanced data, 250 training utterances and for testing 50 utterances randomly selected for each emotion were used.

The FAU Aibo corpus consists of 9 hours of German speech derived from 51 children aged 10-13 years interacting with Sony's pet robot Aibo. The spontaneous emotional children's speech has been recorded using a close-talking microphone. The data are annotated with 11 emotion categories by five human labelers on the word level. In the current study, the FAU Aibo data are used for classification of the *angry*, *emphatic*, *joyful*, *neutral*, and *rest* emotional states. To use balanced training and test data, 590 training utterances and 299 test utterances randomly selected for each emotion were used.

The German database used was the Berlin Emo-DB database, which includes seven emotional states: anger, boredom, disgust, anxiety, happiness, sadness, and neutral speech. The utterances were produced by ten professional German actors (five female and five male) uttering ten sentences with an emotionally neutral content but expressed with the seven different emotions. The actors produced 69 frightened, 46 disgusted, 71 happy, 81 bored, 79 neutral, 62 sad, and 127 angry emotional sentences. In the multilingual experiment on three languages, the emotions happy, neutral, sad, and angry were considered. For each emotion, 40 instances were used for training, and 22 instances were used for testing.

Four professional female actors simulated Japanese emotional speech. These comprised neutral, happy, angry, and sad emotional states. Fifty-one utterances for each emotion were produced by each speaker. The sentences were selected from a Japanese book for children. The data were recorded at 48 kHz and down-sampled to 16 kHz, and they also contained short and longer utterances varying from 1.5 seconds to 9 seconds. Twenty-eight utterances from each speaker and emotion were used for training and 20 utterances from each speaker and emotion were used for testing. In total, 512 utterances were used for training, and 256 utterances were used for testing. The remaining utterances were excluded due to poor speech quality.

[Table 2](#pone.0220386.t002){ref-type="table"} shows the emotions used in bilingual emotion recognition using the IEMOCAP and FAU Aibo corpora when spoken language identification was not used (i.e., common bilingual emotion models). Six emotions were considered namely, *happy*, *angry*, *sad*, *neutral*, *emphatic*, and *rest*. For training, 450 utterances were used, and for testing, 100 utterances for each emotion were used. The training and testing data included randomly selected utterances from both the English and German corpora. In the case of spoken language identification in the first-pass, the same data as that used in speech emotion recognition were used. For each language, the utterances of all emotions were pooled to create the training and test data for the language identification task.

10.1371/journal.pone.0220386.t002

###### Emotions considered in bilingual emotion recognition with a common model set.
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  Monolingual emotions   Bilingual emotion   
  ---------------------- ------------------- ----------
  Happy                  Joyful              Happy
  Angry                  Angry               Angry
  Sad                    \-                  Sad
  Neutral                Neutral             Neutral
  \-                     Emphatic            Emphatic
  \-                     Rest                Rest

Shifted delta cepstral (SDC) coefficients {#sec005}
-----------------------------------------

Previous studies showed that language identification performance is improved by using SDC feature vectors, which are obtained by concatenating delta cepstra across multiple frames. The SDC features are described by the *N* number of cepstral coefficients, *d* time advance and delay, *k* number of blocks concatenated for the feature vector, and *P* time shift between consecutive blocks. For each SDC final feature vector, *kN* parameters are used. In contrast, in the case of conventional cepstra and delta cepstra feature vectors, *2N* parameters are used. The SDC is calculated as follows: $$\begin{array}{r}
{\Delta c\left( t + iP \right) = c\left( t + iP + d \right) - c\left( t + iP - d \right)} \\
\end{array}$$

The final vector at time *t* is given by the concatenation of all Δ*c*(*t* + *iP*) for all 0 ≤ *i* \< *k*, where *c*(*t*) is the original feature value at time *t*. In the current study, SDC coefficients were used not only in spoken language identification, but also in emotion classification. [Fig 1](#pone.0220386.g001){ref-type="fig"} shows the computation procedure of the SDC coefficients.

![Computation of shifted delta cepstral (SDC) coefficients.](pone.0220386.g001){#pone.0220386.g001}

Feature extraction {#sec006}
------------------

In automatic speech recognition, speaker recognition, and language identification MFCC features are among the most popular and widely used acoustic features. Therefore, in modeling the languages being identified, this study also used 12 MFCC features, concatenated with SDC coefficients to form feature vectors of length 112. The MFCC features were extracted every 10 ms using a window-length of 20 ms. The extracted acoustic features were used to construct the i-vectors used in emotion and spoken language identification modeling and classification.

The i-vector paradigm {#sec007}
---------------------

A widely used approach for speaker recognition is based on Gaussian mixture models (GMM) with universal background models (UBM). The individual speaker models are created using maximum a posteriori (MAP) adaptation of the UBM. In many studies, GMM supervectors are used as features. The GMM supervectors are extracted by concatenating the means of the adapted model.

The problem of using GMM supervectors is their high dimensionality. To address this issue, the i-vector paradigm was introduced which overcomes the limitations of high dimensionality. In the case of i-vectors, the variability contained in the GMM supervectors is modeled with a small number of factors, and the whole utterance is represented by a low dimensional i-vector of 100-400 dimension.

Considering language identification, an input utterance can be modeled as: $$\begin{array}{r}
{\mathbf{M} = \mathbf{m} + \mathbf{\text{Tw}}} \\
\end{array}$$ where **M** is the language-dependent supervector, **m** is the language-independent supervector, **T** is the total variability matrix, and **w** is the i-vector. Both the total variability matrix and language-independent supervector are estimated from the complete set of the training data. The same procedure is used to extract i-vectors used in speech emotion recognition.

Classification approaches {#sec008}
-------------------------

### Deep neural networks (DNN) {#sec009}

DNN is an important method for machine learning, and has been applied in many areas. A DNN is a feed-forward neural network with many (i.e., more than one) hidden layers. The main advantage of DNNs compared to shallow networks is the better feature expression and the ability to perform complex mapping. Deep learning is behind several of the most recent breakthroughs in computer vision, speech recognition, and agents that achieved human-level performance in games such as go and poker. In the current study, four hidden layers with 64 units and *ReLu* activation function are used. On top, a fully-connected *Softmax* layer is added. The number of batches is set to 512, and 500 epochs are used.

### Convolutional neural networks (CNN) {#sec010}

A convolutional neural network is a special variant of the conventional deep neural network, and consists of alternating convolution and pooling layers. Convolutional neural networks have been successfully applied to sentence classification \[[@pone.0220386.ref053]\], image classification \[[@pone.0220386.ref054]\], facial expression recognition \[[@pone.0220386.ref055]\], and in speech emotion recognition \[[@pone.0220386.ref056]\]. In \[[@pone.0220386.ref057]\] bottleneck features for language identification are extracted using CNNs.

In the proposed CNN architecture, four convolutional layers with 64 5 × 5 filters and the *ReLu* activation function were used. Each convolutional layer is followed by a max-pooling layer with width = 2 × 2. On top, a fully connected *Softmax* layer was used. The batch size was set to 64, and the dropout probability was set to 0.25. The epochs number was 200. [Fig 2](#pone.0220386.g002){ref-type="fig"} shows the architecture of the proposed method.

![Architecture of the proposed convolutional neural networks-based classifier.](pone.0220386.g002){#pone.0220386.g002}

Results {#sec011}
=======

Spoken language identification using emotional data {#sec012}
---------------------------------------------------

In the first pass of the proposed method for emotion recognition, a spoken language identification module is implemented. The task of this module is to identify the spoken language and to switch to the appropriate emotion models. For classification, DNN and CNN trained with IEMOCAP and FAU Aibo databases are used. The system is fed with i-vectors constructed from concatenated MFCC and SDC features. Although the proposed method focuses on only two languages, the system can deal with additional languages of interest. The performance of the first pass significantly affects the overall classification accuracy of the emotions included in the IEMOCAP and FAU Aibo databases. Therefore, it is of vital importance to apply powerful classification approaches and effective feature extraction methods. To address this issue, in the current study state-of-the-art DNN and CNN, in conjunction with i-vectors features are used.

[Table 3](#pone.0220386.t003){ref-type="table"} shows the identification rates when using DNN and CNN, respectively. As shown, when using supplemented with SDC coefficients the identification rate are is 100.0% in all cases. Without SDC coefficients, the rates in some cases are slightly lower. Results also show that the same identification rates are obtained when using DNN and CNN, respectively.

10.1371/journal.pone.0220386.t003

###### Spoken language identification rates \[%\] using English and German emotional speech data.
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  Features used in i-vectors extraction   Classification Method                   
  --------------------------------------- ----------------------- ------- ------- -------
  MFCC                                    100.0                   99.0    100.0   99.0
  MFCC+SDC                                100.0                   100.0   100.0   100.0

The results show the effectiveness of using deep learning and i-vectors for spoken language identification. Note, however, that only two languages are identified and very high rates may be expected. Another possible reason for the high identification rates obtained may be the mismatch between the two corpora (adult's speech vs children's speech). Also the recording environment and conditions may differ resulting in higher classification rates. The problems of speaker, environment, acoustic, and technology based mismatch in speech, speaker, and language recognition have been addressed and discussed in details in \[[@pone.0220386.ref058]\]. In that study, the authors suggested some solutions to enable the collection of more realistic data. On the other hand, language identification using emotional data was not associated with additional difficulty compared to normal speech. In general, language identification is conducted using normal speech. In the proposed method, however, emotional speech is used to identify the language in the first pass. The results obtained show that even in emotional speech, information about the language spoken is included in a way similar to normal speech.

Bilingual emotion recognition based on two-pass classification scheme {#sec013}
---------------------------------------------------------------------

This section presents the results of bilingual speech emotion recognition using the proposed two-pass classification scheme. The results also show the differences when DNN and CNN were used. Furthermore, the improvements when SDC coefficients are used in conjunction with MFCC features are demonstrated.

### Results using the English IEMOCAP corpus {#sec014}

Tables [4](#pone.0220386.t004){ref-type="table"} and [5](#pone.0220386.t005){ref-type="table"} show the recalls for the English IEMOCAP data when using DNN and CNN, respectively. As shown, *angry* and *sad* emotions have the highest recalls in both DNN and CNN followed by the emotions *neutral* and *happy*. The order of individual recalls is consistent with the order reported in \[[@pone.0220386.ref059]\]. The UARs in the case of using MFCC features only were 56.5% and 55.5% for DNN and CNN, respectively. When SDC coefficients were also used, the UARs for DNN and CNN were 64.0% and 62.0%, respectively. Note that when MFCC features were used in conjunction with SDC coefficients, the UAR for *neutral* emotion in DNN, and for *happy* emotion in CNN decreased. However, the UARs when SDC coefficients were concatenated with MFCC features show relative improvements of 17.2% and 13.7% based on DNN and CNN classifiers, respectively. These results are very promising and demonstrate the effectiveness of the proposed method for bilingual speech emotion recognition. The results obtained are even superior or very similar to those obtained in studies using the IEMOCAP corpus for monolingual speech emotion recognition \[[@pone.0220386.ref060]--[@pone.0220386.ref062]\].

10.1371/journal.pone.0220386.t004

###### Recalls for speech emotion recognition using IEMOCAP and DNN.
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  Features used in i-vectors extraction   Emotions                        
  --------------------------------------- ---------- ------ ------ ------ ------
  MFCC                                    52.0       42.0   70.0   62.0   56.5
  MFCC+SDC                                48.0       44.0   88.0   76.0   64.0

10.1371/journal.pone.0220386.t005

###### Recalls for speech emotion recognition using IEMOCAP and CNN.
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  Features used in i-vectors extraction   Emotions                        
  --------------------------------------- ---------- ------ ------ ------ ------
  MFCC                                    46.0       40.0   66.0   70.0   55.5
  MFCC+SDC                                48.0       36.0   88.0   76.0   62.0

Tables [6](#pone.0220386.t006){ref-type="table"} and [7](#pone.0220386.t007){ref-type="table"} show the precisions obtained when using DNN and CNN. The precisions are also compared when using MFCC features and MFCC features with SDC coefficients, respectively. The results show higher precision when SDC coefficients were used, and also the superior performance of DNN.

10.1371/journal.pone.0220386.t006

###### Precision of speech emotion recognition using IEMOCAP and DNN.
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  Features used in i-vectors extraction   Emotions                           
  --------------------------------------- ---------- ------- ------- ------- -------
  MFCC                                    45.61      51.22   66.04   63.27   56.54
  MFCC+SDC                                51.06      57.89   77.19   65.52   62.92

10.1371/journal.pone.0220386.t007

###### Precision of speech emotion recognition using IEMOCAP and CNN.
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  Features used in i-vectors extraction   Emotions                           
  --------------------------------------- ---------- ------- ------- ------- -------
  MFCC                                    45.10      47.62   68.75   59.32   55.20
  MFCC+SDC                                48.98      54.55   73.33   65.52   60.60

Tables [8](#pone.0220386.t008){ref-type="table"} and [9](#pone.0220386.t009){ref-type="table"} show F1-scores obtained when using DNN and CNN. As shown, higher F1-scores were obtained using DNN compared with CNN. The results also show improved scores when SDC coefficients were concatenated with MFCC features.

10.1371/journal.pone.0220386.t008

###### F1-scores for speech emotion recognition using IEMOCAP and DNN.
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  Features used in i-vectors extraction   Emotions                           
  --------------------------------------- ---------- ------- ------- ------- -------
  MFCC                                    48.60      46.15   67.96   62.63   56.34
  MFCC+SDC                                49.48      50.00   82.24   70.37   63.02

10.1371/journal.pone.0220386.t009

###### F1-scores for speech emotion recognition using IEMOCAP and CNN.
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  Features used in i-vectors extraction   Emotions                           
  --------------------------------------- ---------- ------- ------- ------- -------
  MFCC                                    45.54      43.48   67.35   64.22   55.15
  MFCC+SDC                                48.48      43.37   80.00   70.37   60.56

Tables [10](#pone.0220386.t010){ref-type="table"} and [11](#pone.0220386.t011){ref-type="table"} show the confusion matrices when using DNN and CNN, respectively. As shown, in both cases, similar tendencies are observed. The emotions *neutral* and *happy* show a high number of confusions. The emotions *angry* and *sad* show the lowest number of misclassifications.

10.1371/journal.pone.0220386.t010

###### Confusion matrix \[%\] using IEMOCAP and DNN with MFCC/SDC features.
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  --------- ---------- ---------- ---------- ----------
            Neutral    Happy      Angry      Sad
  Neutral   **48.0**   20.0       12.0       20.0
  Happy     30.0       **44.0**   10.0       16.0
  Angry     4.0        4.0        **88.0**   4.0
  Sad       12.0       8.0        4.0        **76.0**
  --------- ---------- ---------- ---------- ----------

10.1371/journal.pone.0220386.t011

###### Confusion matrix \[%\] using IEMOCAP and CNN with MFCC/SDC features.
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  --------- ---------- ---------- ---------- ----------
            Neutral    Happy      Angry      Sad
  Neutral   **48.0**   18.0       14.0       20.0
  Happy     34.0       **36.0**   14.0       16.0
  Angry     4.0        4.0        **88.0**   4.0
  Sad       12.0       8.0        4.0        **76.0**
  --------- ---------- ---------- ---------- ----------

### Results using the German FAU AIBO corpus {#sec015}

Tables [12](#pone.0220386.t012){ref-type="table"} and [13](#pone.0220386.t013){ref-type="table"} show the recalls for bilingual speech emotion recognition when using the German FAU Aibo corpus. In this case, five emotions are classified. The results show the comparisons when using MFCC features and MFCC features concatenated with SDC coefficients. Furthermore, DNN and CNN classifiers are compared. The results show that when SDC coefficients are used, the recalls are significantly higher compared with the recalls when MFCC features are used on their own. Specifically, in the case of DNN, the UAR improves from 38.99% to 61.14%, and in the case of using CNN, the UAR improves from 39.53% to 59.80%. In contrast to the English IEMOCAP corpus, when the German FAU Aibo corpus was used, all emotions show higher recalls when SDC coefficients are concatenated with MFCC features. The emotion *joyful* has the highest recall, while the emotion *rest* has the lowest recall. The results obtained are superior or comparable to those reported in similar studies \[[@pone.0220386.ref063]--[@pone.0220386.ref065]\].

10.1371/journal.pone.0220386.t012

###### Recalls for speech emotion recognition using FAU Aibo and DNN.
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  Features used in i-vectors extraction   Emotions                                   
  --------------------------------------- ---------- ------- ------- ------- ------- -------
  MFCC                                    40.47      42.47   48.16   28.76   35.12   38.99
  MFCC+SDC                                63.55      63.88   68.90   60.20   49.16   61.14

10.1371/journal.pone.0220386.t013

###### Recalls for speech emotion recognition using FAU Aibo and CNN.
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  Features used in i-vectors extraction   Emotions                                   
  --------------------------------------- ---------- ------- ------- ------- ------- -------
  MFCC                                    46.49      35.12   53.51   33.78   28.7    39.53
  MFCC+SDC                                55.52      62.88   71.24   68.23   41.14   59.80

Tables [14](#pone.0220386.t014){ref-type="table"} and [15](#pone.0220386.t015){ref-type="table"} show the precisions when using DNN and CNN in the case of the German FAU Aibo corpus. It can be clearly seen that when using SDC coefficients concatenated with MFCC features, the precisions increased. It can also be seen that DNN has superior performance in the case of FAU Aibo, too.

10.1371/journal.pone.0220386.t014

###### Precision of speech emotion recognition using FAU Aibo and DNN.
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  Features used in i-vectors extraction   Emotions                                   
  --------------------------------------- ---------- ------- ------- ------- ------- -------
  MFCC                                    41.02      33.60   55.38   37.55   31.53   39.82
  MFCC+SDC                                64.85      61.41   69.36   62.50   48.04   61.23

10.1371/journal.pone.0220386.t015

###### Precision of speech emotion recognition using FAU Aibo and CNN.
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  Features used in i-vectors extraction   Emotions                                   
  --------------------------------------- ---------- ------- ------- ------- ------- -------
  MFCC                                    41.12      35.35   52.81   35.07   31.97   39.26
  MFCC+SDC                                67.76      58.93   69.38   58.79   44.40   59.85

Tables [16](#pone.0220386.t016){ref-type="table"} and [17](#pone.0220386.t017){ref-type="table"} show the F1-scores when using DNN and CNN in the case of the German FAU Aibo corpus. The results show the same tendency as in recall and precision.

10.1371/journal.pone.0220386.t016

###### F1-scores for speech emotion recognition using FAU Aibo and DNN.
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  Features used in i-vectors extraction   Emotions                                   
  --------------------------------------- ---------- ------- ------- ------- ------- -------
  MFCC                                    40.74      37.52   51.52   32.58   33.23   39.12
  MFCC+SDC                                64.19      62.62   69.13   61.33   48.60   61.17

10.1371/journal.pone.0220386.t017

###### F1-scores for speech emotion recognition using FAU Aibo and CNN.
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  Features used in i-vectors extraction   Emotions                                   
  --------------------------------------- ---------- ------- ------- ------- ------- -------
  MFCC                                    43.64      35.23   53.16   34.41   30.28   39.34
  MFCC+SDC                                61.03      60.84   70.34   63.16   42.71   59.61

Tables [18](#pone.0220386.t018){ref-type="table"} and [19](#pone.0220386.t019){ref-type="table"} show the confusion matrices for bilingual emotion recognition using the German FAU Aibo data. The results obtained for bilingual speech recognition using the English corpus and the German corpus clearly indicate the effectiveness of the proposed two-pass classification approach. The UAR using DNN was 64.0% and 61.14% for the English and German corpora, respectively. When using CNN, the average classification rates obtained for English and German were 62.0% and 59.8%, respectively.

10.1371/journal.pone.0220386.t018

###### Confusion matrix \[%\] using FAU Aibo and DNN with MFCC/SDC features.
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  ---------- ----------- ----------- ---------- ---------- -----------
             Angry       Emphatic    Joyful     Neutral    Rest
  Angry      **63.55**   14.38       6.69       5.02       10.37
  Emphatic   15.05       **63.88**   0.33       14.38      6.35
  Joyful     3.68        2.34        **68.9**   4.35       20.74
  Neutral    3.34        14.38       6.35       **60.2**   15.72
  Rest       12.37       9.03        17.06      12.37      **49.16**
  ---------- ----------- ----------- ---------- ---------- -----------

10.1371/journal.pone.0220386.t019

###### Confusion matrix \[%\] using FAU Aibo and CNN with MFCC/SDC features.
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  ---------- ----------- ----------- ----------- ----------- -----------
             Angry       Emphatic    Joyful      Neutral     Rest
  Angry      **55.52**   18.06       7.02        6.35        13.04
  Emphatic   11.37       **62.88**   0.33        18.39       7.02
  Joyful     2.68        2.68        **71.24**   5.69        17.73
  Neutral    1.0         13.04       4.01        **68.23**   13.71
  Rest       11.37       10.03       20.07       17.39       **41.14**
  ---------- ----------- ----------- ----------- ----------- -----------

Bilingual emotion recognition using a common model set {#sec016}
------------------------------------------------------

This section presents the results for bilingual emotion recognition using a common emotion model set. In this experiment, data from both the IEMOCAP and FAU Aibo corpora are used in conjunction to train the emotion models. Three emotion models are trained using both data (*happy, angry, neutral*), two emotion models are trained using the FAU Aibo data (*emphatic, rest*), and another emotion model is trained using the IEMOCAP data (*sad*).

[Table 20](#pone.0220386.t020){ref-type="table"} shows the recalls using a common emotion model set and DNN. As shown, the emotions *emphatic, rest, sad* have the highest recalls. This is attributable to the fact that for these emotion models, monolingual data were used. The UAR using only MFCC features was 48.33%, and when SDC coefficients were also used, the UAR increased to 51.17%.

10.1371/journal.pone.0220386.t020

###### Recalls for speech emotion recognition using a common model set and DNN.
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  Features used in i-vectors extraction   Emotions                               
  --------------------------------------- ---------- ------ ------ ------ ------ ------
  MFCC                                    37.0       61.0   33.0   26.0   37.0   96.0
  MFCC+SDC                                51.0       54.0   26.0   29.0   51.0   96.0

[Table 21](#pone.0220386.t021){ref-type="table"} shows the recalls when CNN was used. As shown, the same tendency is observed when using DNN. The UAR using MFCC features was 47.83%, and when SDC coefficients were also used the UAR increased to 51.50%.

10.1371/journal.pone.0220386.t021

###### Recalls for speech emotion recognition using a common model set and CNN.
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  Features used in i-vectors extraction   Emotions                               
  --------------------------------------- ---------- ------ ------ ------ ------ ------
  MFCC                                    39.0       60.0   42.0   25.0   29.0   92.0
  MFCC+SDC                                54.0       62.0   24.0   37.0   40.0   92.0

The recalls using a common model set are lower compared with two-pass bilingual emotion recognition. Note, however, that in the case of using a common model set, six emotions were classified. Furthermore, the results achieved using DNN and CNN are very similar.

Tables [22](#pone.0220386.t022){ref-type="table"} and [23](#pone.0220386.t023){ref-type="table"} show the precisions when using DNN and CNN, respectively. In the case of DNN, the average precision using MFCC features only was 47.45%, and when SDC coefficients were also used a 50.43% precision was obtained. In the case of CNN, precisions of 46.58% and 49.98% were achieved using MFCC features and MFCC with SDC coefficients, respectively. As shown, the precisions for DNN and CNN were highly comparable, with DNN showing slightly better performance.

10.1371/journal.pone.0220386.t022

###### Precision of speech emotion recognition using a common model set and DNN.

![](pone.0220386.t022){#pone.0220386.t022g}

  Features used in i-vectors extraction   Emotions                                   
  --------------------------------------- ---------- ------- ------- ------- ------- -------
  MFCC                                    52.11      42.07   47.83   33.77   33.33   75.59
  MFCC+SDC                                53.13      59.34   36.62   44.62   34.46   74.42

10.1371/journal.pone.0220386.t023

###### Precision of speech emotion recognition using a common model set and CNN.
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  Features used in i-vectors extraction   Emotions                                   
  --------------------------------------- ---------- ------- ------- ------- ------- -------
  MFCC                                    52.7       43.17   44.21   30.86   31.87   76.67
  MFCC+SDC                                47.37      55.36   41.38   42.05   37.04   76.67

The F1-scores obtained when using a common emotion model set are shown in the Tables [24](#pone.0220386.t024){ref-type="table"} and [25](#pone.0220386.t025){ref-type="table"} when using DNN and CNN, respectively. When using DNN and MFCC features only, the average F1-score was 46.86%. When SDC coefficients were also used an average F1-score of 49.85% was obtained. In the case of using CNN, the average F1-score was 46.63% with MFCC features only, and 50.13% when SDC coefficients were concatenated. The results show, that for both DNN and CNN cases, comparable F1-scores were observed.

10.1371/journal.pone.0220386.t024

###### F1-scores for speech emotion recognition using a common model set and DNN.
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  Features used in i-vectors extraction   Emotions                                   
  --------------------------------------- ---------- ------- ------- ------- ------- -------
  MFCC                                    43.27      49.80   39.05   29.38   35.07   84.58
  MFCC+SDC                                52.04      56.54   30.41   35.15   41.13   83.84

10.1371/journal.pone.0220386.t025

###### F1-scores for speech emotion recognition using a common model set and CNN.
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  Features used in i-vectors extraction   Emotions                                   
  --------------------------------------- ---------- ------- ------- ------- ------- -------
  MFCC                                    44.83      50.21   43.08   27.62   30.37   83.64
  MFCC+SDC                                50.47      58.49   30.38   39.36   38.46   83.64

Multilingual emotion recognition for English, German, and Japanese {#sec017}
------------------------------------------------------------------

In this section, the results for multilingual speech emotion recognition using corpora from three languages are presented. The experiments were based on the proposed two-pass classification scheme consisting of spoken language identification and speech emotion recognition. The method was evaluated in relation to the recognition of four emotions namely neutral, happy, angry, sad. In these experiments, unbalanced data were used from the IEMOCAP corpus. For the German and Japanese corpora, the training and test instances which were described previously in this paper were used. [Table 26](#pone.0220386.t026){ref-type="table"} shows the training and test instances for the English IEMOCAP.

10.1371/journal.pone.0220386.t026

###### Training and test instances for the IEMOCAP corpus.
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  Instances   Emotions                       
  ----------- ---------- ----- ------ ------ ----------
  Training    1139       397   735    723    2994
  Test        569        198   368    361    1496
  Total       1708       595   1103   1084   **4490**

Because of significant improvements achieved when SDC coefficients were used, in these experiments only MFCC concatenated with SDC coefficients were considered. [Table 27](#pone.0220386.t027){ref-type="table"} shows the confusion matrix of spoken language identification in the first-pass. As can be seen, the three languages were classified with high recalls. Specifically, the recall for the Japanese language was 96.48%, 97.43% for English, and 87.61% for German. The reason for the lower recall for German is the higher acoustic similarity between English and German. This was exacerbated by the high rate of confusion between English and German when German was the test language. The UAR obtained was 93.84%, which is a very promising result.

10.1371/journal.pone.0220386.t027

###### Confusion matrix \[%\] of the spoken language identification in the first pass.
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  ---------- ---------- --------- --------
             Japanese   English   German
  Japanese   96.48      3.52      0.0
  English    0.41       97.43     2.16
  German     0.88       11.51     87.61
  ---------- ---------- --------- --------

[Fig 3](#pone.0220386.g003){ref-type="fig"} shows the UARs achieved by monolingual classifiers along with the results achieved by the proposed two-pass multilingual approach. As can be seen, in the case of the English and Japanese corpora, the results obtained by monolingual and multilingual classifiers are highly comparable. In the case where the German corpus was used, the UAR for multilingual emotion recognition is lower because of the lower identification in the first pass. Compared to the recalls obtained in monolingual speech emotion recognition, the differences were considered not to be statistically significant. Performing the t-test, the two-tailed P value was 0.6116 in the case of CNN, and when using DNN the two-tailed P value was 0.6410.

![UARs for multilingual and monolingual emotion recognition for three languages.](pone.0220386.g003){#pone.0220386.g003}

Discussion {#sec018}
==========

The current study addresses the problem of multilingual speech emotion recognition. We conducted a comprehensive study that examined English and German emotional corpora for which the recognition of four and five emotions, respectively, were tested. Additionally, experiments on multilingual speech emotion recognition using three languages was also investigated. Although the current study considered only three languages, the same methodology and techniques can be extended to cover an arbitrary number of languages. In such studies, it is likely that performance will depend on the number of languages as well as on the acoustic similarities of the languages under consideration. Because the spoken language is identified in the first pass, acoustically similar languages will show a higher number of misclassifications resulting in decreased performance of the emotion recognition system. An interesting observation is the classification rate for the spoken language identified in the first pass using the emotional corpus. The results show perfect classification for IEMOCAP and FAU Aibo even where emotional data are used, and indicate that there are no additional difficulties compared to normal speech.

Regarding the features used in language identification and emotion recognition, several options (e.g., LLD, MFCC, i-vectors etc.) were considered when conducting the classification experiments. Given that i-vectors have been used successfully in several speech areas, and the small number of studies which integrate i-vectors and deep learning for language identification and emotion recognition where only very limited training data are available, it was decided that the current study would be based on the i-vector paradigm. To extract i-vectors, the well-known and very effective MFCC features were used. Furthermore, SDC coefficients were also applied in concatenation with MFCC features to investigate their effectiveness in both spoken language identification and emotion recognition. When SDC coefficients were also used, significant improvements in emotion classification rates were obtained.

In the experiments, the state-of-the-art English IEMOCAP and German FAU Aibo corpora were used for bilingual emotion recognition. Previously, several studies reported results using the two corpora, and many researchers continue to evaluate their methods using IEMOCAP or FAU Aibo data. Therefore, by using the two corpora, comparisons with similar studies are possible, though very often the experiments differ in terms of data selection and usage. In the current study, balanced data were used in both language identification and emotion recognition. In other studies, unbalanced training and test data were selected.

Another option that was considered was to use multilingual emotional speech corpora. Specifically, a multilingual emotional speech corpus for Slovenian, English, Spanish, and French language that was recorded under the IST project Interface "Multimodal Analysis/Synthesis System for Human Interaction to Virtual and Augmented environments" was also considered. However, that corpus faces the disadvantage of using data from two actors only producing a small amount of utterances. Another multilingual speech emotional corpus that was considered, was the EmoFilm corpus \[[@pone.0220386.ref066]\] consisting of 1115 utterances produced in English, Italian, and Spanish languages. This corpus, however, is not publicity available, and access to EmoFilm corpus was not possible. The proposed method was evaluated using DNN and CNN, and compared to a baseline method. Previously, only a few studies have reported spoken language identification and speech emotion recognition based on DNN and i-vectors. To our knowledge, however, the integration of CNN and i-vectors in these fields has not been investigated so far. In the current study, CNN was also integrated with i-vectors for language identification and emotion recognition. The main advantage of using CNN is that fewer parameters are required compared to DNN. As a result, CNN is more efficient in terms of memory and computational requirements. The results obtained using DNN and CNN showed comparable performance. Furthermore, even though only limited training data were used, the results obtained show that emotion recognition and language identification based on deep learning and i-vectors was still possible. These results confirm the previously reported results in \[[@pone.0220386.ref026], [@pone.0220386.ref027]\] for language identification using a small number of training i-vectors and deep learning. Therefore, the results obtained in the current study are of high importance and should prove to have great utility for society in general. Furthermore, the current study demonstrates that high classification rates can be obtained when deep neural networks and limited training i-vectors are used for speech emotion recognition.

Conclusion {#sec019}
==========

A method for bilingual and multilingual speech emotion recognition was presented. The proposed method is based on a two-pass classification scheme consisting of language identification and emotion recognition. In both passes, deep neural networks and i-vector features were used. The results obtained are very promising and superior or closely comparable to those obtained in similar studies on multilingual or monolingual speech emotion recognition using the same corpora. Currently, the proposed method is being extended to deal with a larger number of languages in order to investigate its effectiveness in multilingual speech emotion recognition. Furthermore, different feature extraction methods (e.g., combination of bottleneck features and i-vectors) are being considered.

Supporting information {#sec020}
======================

###### I-vector features for the Japanese emotional corpus.
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