Introduction
This paper is devoted to the proof of Theorem 1. Let L be a minimal countable standard transitive model of ZFC + V =L.
There exists a real x ng having the following three properties:
(3) In the following sense, x ng is not generic over any outer model of L: Assume that V is transitive and contains the same ordinals as L, and that P is a V -amenable partial ordering. Let 0 be the forcing relation for P over V ; P , restricted to Σ 0 sentences of the forcing language. Suppose that V ; P, 0 ZF, that G is V ; P, 0 -definably generic, and that V [G] is admissible. If x ng ∈ V [G], then x ng ∈ V .
INTRODUCTION
The standard structure L β is said to be minimal when there exists an ordinal α < β such that every element in L β is first-order definable from ordinal parameters less than α. For example, if β is the least ordinal greater than α such that L β ZFC, then L β is minimal.
A class A ⊆ V is V -amenable if A ∩ x ∈ V , for all x ∈ V . A filter G on P is V ; P, · · · -definably generic, when G meets every dense subclass of P that is definable over the standard structure V ; P, · · · .
Rather than generic, the real x ng is "diagonally generic" over L: There exist Ldefinable class orderings P n , for n ∈ ω, such that x ng is partially generic over each P n . These orderings are designed so that were x ng class generic over an outer model V , then a truth predicate for L would be definable from the Σ 0 forcing relation for that class forcing. Because L is minimal, this would contradict that V satisfies ZF.
Perhaps more perspicuous than Theorem 1 itself is its corollary, Theorem 2. Let L be a minimal countable standard transitive model of ZFC + V =L.
There exists a real x ng such that (1) x ng / ∈ L; (2) L[x ng ] satisfies ZFC; and (3) x ng is not weakly class generic over L. That is, there does not exist an outer model V , a V -amenable partial ordering P, and a filter G on P meeting every V ; P -definable dense subclass of P such that (a) x ng / ∈ V ; (b) x ng ∈ V [G]; and (c) V [G]; V, P, G satisfies ZFC.
Transparently, Theorem 2 follows from Theorem 1 and the following proposition, which lies outside the scope of this paper:
Proposition 3. (c.f. [S3] ) Assume that V is a standard transitive model of ZFC, that P is an V -amenable partial ordering, and that G is a filter on P meeting every dense subclass of P that is definable over V ; P . Suppose also that V [G]; V, P, G satisfies ZFC. Then the Σ 0 forcing relation is definable on a cone of conditions rooted in G; that is, there exists a conditionp ∈ G such that (p, ϕ) : p p and ϕ is Σ 0 and p ϕ is first-order definable over V ; P .
This section has four subsections. The first of these makes a number of definitions to clarify what is claimed in Theorems 1 and 2. The next discusses some related results and open questions. The third makes a number of definitions and cites several propositions that will be needed for the proof. The last explains the organization of the paper.
Let us begin with some definitions towards making precise what is claimed in Theorems 1 and 2. Much of what follows cannot be formalized in ZFC for class models; the reader who would work in first-order set theory should cast it in terms of countable models of ZFC.
Indeed, in any broad sense, class genericity is not a first-order property. Consequently, unlike propositions regarding set generic extensions, our theorems cannot be euphemized in terms of consistency.
As is customary, we confuse partial orderings with their underlying fields of conditions, and standard models of set theory with their underlying universes.
If P is a partial ordering, say that the condition p extends the conditionp when p p.
Suppose that V is transitive. If R 1 , . . . , R k are relations on V , say that the structure V ; R 1 , . . . , R k satisfies ZFC when this standard structure satisfies ZFC as formulated in a language with predicate symbols for the relations R 1 , . . . , R k . In particular, ZFC in such an expanded language includes all instances of collection and separation that can be formulated in the augmented language.
Suppose that V is a transitive standard model of ZFC and that P is a V -amenable partial ordering, that is, that both the underlying field of conditions in P and their ordering are V -amenable. Assume as well that V ; P satisfies ZFC. Working in this structure, the class V P of Shoenfield terms can be defined:
For Shoenfield termså andb, set a(b) = p ∈ P : (b, p) ∈å .
Say that G ⊆ P is a filter on P iff any pair of conditions in G has a common extension in G, and any condition extended by a condition in G itself lies in G. The requirement that the compatibility of conditions in G is witnessed in G improves the numerology in §1.3.
If G is a filter on P, setå G = b G :å(b) ∩ G = ∅ , and
Then V [G] is transitive. If G is non-empty, then the same ordinals lie in V [G] as in V ; also V ⊆ V [G], and V is V [G]-amenable. Furthermore, the standard structure V [G] satisfies the axioms of extensionality, pairing, infinity, and foundation. If it satisfies separation, then it satisfies the axioms of unions and choice, as well. So, to preserve ZFC in V [G] it suffices to preserve the power set axiom and instances of collection and separation.
Say that a set x is V -amenably generic when (1) there exists a V -amenable partial ordering P such that V ; P satisfies ZFC; (2) there exists a filter G on P meeting every dense subclass of P that is first-order definable over V ; P ; (3) x ∈ V [G] \ V ; and (4) V [G]; V, P, G satisfies ZFC.
For current purposes, three sorts of class genericity are relevant, namely, L-amenable class genericity, weak genericity, and invisible genericity.
Say that x is weakly generic if there exists an outer model V such that x is Vamenably generic. And say that x is invisibly generic over V , if x satisfies the definition of V -amenable genericity with (4) replaced by simply (4 ) V [G] satisfies ZFC.
Open problems
Theorem 1 is motivated by the following conjecture of Beller-Jensen-Welch [BJW] :
, then x is class generic over L.
The real x ng of Theorem 1 is non-generic in a strong sense. All that is not ruled out is that it is invisibly generic for a forcing with an undefinable forcing relation. However, x ng is incompatible with the existence of 0
Sy Friedman [F1] has found a real that, though non-generic in a weaker sense, is compatible with 0 # . His real is not L-amenably generic and is constructible from 0 # . Several questions remain regarding non-generic reals. Question 1. Can the hypothesis that L is minimal be eliminated in Theorem 1?
If this is the case, then perhaps the virtues of x ng and Friedman's real can be combined:
Question 2. Does 0 # construct a real that is not weakly generic?
If α is countable and x is a real such that L α [x] satisfies ZFC + "x is 0 # ," then let us call x a "countable 0 # " (even though x might be the "real" 0 # ). If L α supports a countable 0 # , then it supports 2 ω many countable 0 # 's. A candidate for answering Question 2 is at hand:
It is shown in [S2] that there exist countable 0 # 's that are invisibly generic. However, it open whether they all are. In fact, no set is known to not be invisibly generic.
Question 5. Do there exist reals that are not invisibly generic?
Ramified genericity
This subsection makes some definitions and states some results about class forcing needed for the proof of Theorem 1. Let T − be the result of removing the power set axiom from the set theory T . ZF n+1 is ZF with collection restricted to Σ n+1 formulas and with separation restricted to Σ n formulas. Adjoining 'C' to the name of a set theory indicates adding the Axiom of Choice.
A standard model of ZF − n+1 is said to be Σ n+1 -admissible (or simply admissible, if n = 0). A quibble is that in ZF the ∈-well-foundedness of definable classes follows from the ∈-well-foundedness of sets, so usually the axiom of foundation in ZF is a single sentence asserting the ∈-well-foundedness of sets. In admissible set theory, Foundation is a scheme asserting the ∈-well-foundedness of all definable classes. Since we shall be working with these fragments of ZF, let us adopt this foundation scheme as part of ZF.
Partial orderings are required only to be transitive and reflexive, but not necessarily anti-symmetric. Conditions in a partial ordering are compatible when they have a common extension. Say that X ⊆ P is predense with respect to p if every extension of p is compatible with some element of X. Similarly, X is dense with respect to p when every extension of p has an extension into X. A set or class of conditions X is empty with respect to a condition p if p is incompatible with every member of X.
Suppose R 1 , . . . , R k are relations on the universe V , and that Y ⊆ V . Say that the class X ⊆ V is Σ n ( Y ; R 1 , . . . , R k ) definable if X is definable over V ; R 1 , . . . , R k by a Σ n formula with (set) parameters from Y and predicate symbols for R 1 , . . . , R k . We speak similarly of Π n (Y ; R 1 , . . . , R k ) and ∆ n (Y ; R 1 , . . . , R k ) definability. Say that X is Σ ω (Y ; R 1 , . . . , R k ) definable, if it is Σ n (Y ; R 1 , . . . , R k ) definable, for some n.
Say that P satisfies Σ n ( Y ; P, R 1 , . . . , R k ) predensity reduction when, given any conditionp ∈ P, and any uniformly Σ n (Y ; P, R 1 , . . . , R k ) definable sequence D i : i ∈ I of classes predense with respect top (where I ∈ V is a set), there exists a condition p extendingp, and sets d i ⊆ D i such that d i : i ∈ I ∈ V , and d i is predense with respect to p, for all i ∈ I.
If the axiom of choice holds in V (so that every set has a cardinality), say that P satisfies strong Σ n ( Y ; P, R 1 , . . . , R k ) predensity reduction when, given any condition p ∈ P, and any uniformly Σ n (Y ; R 1 , . . . , R k ) definable sequence D i : i ∈ I of classes predense with respect top (where I ∈ V is a set), there exists a condition p extendingp, and sets d i such that d i : i ∈ I ∈ V , and, for each i ∈ I, d i is predense with respect to p, |d i | |I|, and any condition meeting d i meets D i .
(To see that the strong form of Σ n (Y ; P, R 1 , . . . , R k ) predensity reduction implies the weak form, apply the strong form to
If forcing with P preserves ZFC in a language with predicate symbols for V , P, and G, then P satisfies Σ ω (V ; P) predensity reduction: Proposition 1.2. (c.f. [S3] ) Fix a natural number n > 0. Assume that G is a filter on P meeting every Σ ω (V ; P) definable dense class. Assume also that V [G]; V, P, G satisfies ZF n . Then there exists a conditionp ∈ G such that P p satisfies Σ n (V ; P) predensity reduction (in V ; P ).
In turn, sufficient predensity reduction is enough to prove that 0 , the forcing relation restricted to Σ 0 sentences of the forcing language, is first order definable over V ; P . The version of this claim we shall use is Proposition 1.3. (c.f. [S3] ) Assume that
• V ; P is a model of ZFC; that • (p, q) : p is compatible with q is ∆ 1 (V ; P) definable; and that • P satisfies Σ ω (V ; P) predensity reduction. Then 0 is Π 2 (∅; P) definable.
(In fact, at the cost of a slightly more complicated definition for 0 , the hypothesis that compatibility is ∆ 1 (V ; P) can be eliminated. Also, only a bounded amount of predensity reduction is required. Proposition 3 cited earlier follows from Proposition 1.2 and such a modified Proposition 1.3.)
Using Proposition 1.3, the following converse of Proposition 1.2 can be proved:
, and P satisfies Σ ω (V ; P) predensity reduction, and
In order to argue that our diagonally generic real x ng preserves ZF − , we shall need a ramified version of this. To state it, we need a ramified notion of genericity.
If X is a class of conditions, say that p decides X, when either p meets X, or p is incompatible with every member of X. Say that a filter G on P is Π n ( Y ; R 1 , . . . , R k ) generic provided that any Π n (Y ; R 1 , . . . , R k ) definable class X is decided by some condition p ∈ G. This definition, a bit stronger than simply requiring G to meet all Π n (Y ; R 1 , . . . , R k ) definable predense classes, improves the estimates in the following two propositions. Proposition 1.5. (c.f. [S3] ) Assume that • V ; P is a model of ZFC; that • (p, q) : p is compatible with q is ∆ 1 (V ; P) definable; that • P satisfies Σ ω (V ; P) predensity reduction; and that
: p is compatible with q is ∆ 1 (V ; P) definable; that • P satisfies Σ ω (V ; P) predensity reduction; and that • G is a Π n+2 (V ; P) generic filter on P. Then V [G] ϕ iff ∃p ∈ G p ϕ, whenever ϕ is either a Σ n or Π n sentence of the forcing language.
Organization of the proof
The heart of the proof is in §2, where x ng is constructed and Theorem 1 is proved assuming certain facts, labeled (T1)-(T5) and (P1)-(P4). These are verified in the remaining sections.
As mentioned above, x ng is "diagonally generic" for a certain sequence of class orderings P n , where n ∈ ω. Forcing with P n adds a real x, as well as branches through certain definable trees T n k,i (where k ∈ ω and i is 0 or 1). In fact, a P n generic real x codes a branch through T n k,i iff x(k) = i. Conceptually, then, P n has two components, namely the trees T n k,i , and coding apparatus that serves to code branches through these trees into a real.
The trees T n k,i are constructed in §3, where facts (T1)-(T5) are verified. The coding apparatus, which is based on a simplified version of Jensen coding [S1] , is developed from scratch in §4.
The ordering P n is defined in §5, and all of (P1)-(P4) except one part of (P3) are verified. On account of the simplified coding, this is almost trivial.
The one remaining fact, namely that P n satisfies strong predensity reduction, is verified in §6.
The first draft of this paper was written in the fall of 1986. Though the idea for the proof remains same, this version is substantially different from the original in two ways. First of all, I am indebted to Sy Friedman for the essential idea used in §3 to construct the trees T n k,i . This construction is much simpler than the original. Secondly, the coding developed in §4 allows for several simplifications because extending conditions is almost trivial. In Jensen's version [BJW] , extending conditions is entwined with distributivity. Jensen's methods are more general and less destructive than those used here, but these features are not needed to prove Theorem 1.
Proof of Theorem 1
In this section, assuming certain facts that are proved in the remaining sections, the real x ng is constructed and shown to confirm Theorem 1.
Let 2 <ω consist of all functionsŝ: n → {0, 1}, for some natural number n. Ifŝ ∈ 2 <ω , let
That is, d(ŝ) is the set of all pairs (k, i) such thatŝ (k) = i, for someŝ extendingŝ in 2 <ω . Typically, this notation will be used forŝ ∈ 2 <ω approximating the non-generic real x ng .
Begin by fixing a sequence E k,i : k ∈ ω and i = 0, 1 of sets of natural numbers having the following three properties:
For example, we could set E k,0 = n : n k or the k th prime number does not divide n and E k,1 = n : n k or the k th prime number does divide n .
With such a sequence in mind, let us observe for future reference a key feature that is used in proving the distributivity facts we need to see that L[x ng ] satisfies ZFC and preserves L-cardinals:
Lemma 2.1. Given any natural number n and anyŝ ∈ 2 <ω , there exists an n n and anŝ ⊇ŝ such that n ∈
Because we are working in a minimal model, the class of η such that L η L is bounded in the ordinals. Let η * be its supremum. For n < ω, define Ω n to be the class of all α such that α > η * and L α Σ n L. Then Ω n is a ∆ n+1 {η * } definable club class of ordinals, and n<ω Ω n = ∅. If α is an ordinal, let n(α) = 0, if α is not admissible; otherwise, let n(α) be the greatest n ω such that L α is a model of ZF − n . In §3 we shall define (uniformly in k and i, but not in n) trees T n k,i of closed sets of ordinals, for n, k ∈ ω and i = 0, 1. Our non-generic real x ng : ω → 2 will code a branch through T n k,x ng (k) , for each n and k. These trees will have the following five properties: (T1) If t ∈ T n k,i , then t is a closed subset of {i}∪{ α : n(α) ∈ E k,i }; i ∈ t; (1−i) / ∈ t; and sup(t) ∈ t. (T2) Ordered by end-extension, T n k,i is a normal tree. Specifically, let t ⊆ e t indicate that t end-extends t, that is, t ⊆ t and t ∩ sup(t) + 1 = t. Then
k,i and δ is an ordinal, then there exists t ∈ T n k,i such that t ⊆ e t and sup(t ) δ; and
As mentioned above, the T n k,i 's are not definable uniformly in n. As n gets larger, the definition of T n k,i gets logically more complex. The complexity of these definitions is controlled by the function σ: ω → ω:
Why such a function works will be the subject of a certain amount of numerology; any function growing sufficiently quickly would do.
If t, t ∈ T n k,i are incomparable under ⊆ e , set split(t, t ) = sup δ :
The final two properties we need are (T4) and (T5): (T4) Suppose that k < n and t, t ∈ T n k,i are incomparable under end-extension. Set
The point of (T4) is that initial segments of Ω σ(n) can be recovered from sufficiently high pairs of incomparable nodes in T n k,i . A feature of (T1) is that it is incompatible with ZF − that there exist definable cofinal branches through both of T n k,i and T n k,(1−i) , because the intersection of two such branches would be a club class consisting of ordinals that are not Σ k+1 -admissible. These two features of the trees T n k,i are used in Lemma 2.3 to show that x ng is not generic.
In §4 a decoding process that recovers a class of ordinals Decode(z, k) from any real z and any natural number k will be described. The class
, uniformly in z and k. (Consequently, the decoding is absolute for admissible outer models that include z.)
Our non-generic real x ng will have the following two properties:
definable class is decided.) By (T1) and (T2), such a class B is closed and unbounded.
x ng is not generic
Using (T1)-(T5), (R1), and (R2), we can prove that x ng is not generic.
Lemma 2.2. x ng is non-constructible.
Proof: Suppose not. Say x ng (0) = 0. Then
is ∆ 2 (L) definable, and is dense, since T 0 0,0 is a normal tree and Decode(x ng , 0) is a cofinal branch through T 0 0,0 . So, by (R2), it is met by Decode(x ng , 0), which is absurd.
Proof: The proof breaks into two claims. The first is that the branch through T 0 k,x ng (k) coded by x ng is definable over V (uniformly in k); the second claim is that T 0 k,1−x ng (k) does not have such a V -definable branch. It follows then that x ng ∈ V .
Letx be a Shoenfield term such thatx
Claim. Fix a natural number k. There exists a condition p such that
Proof: For q ∈ P, let b(q) be the initial segment of Decode(x,ǩ) determined by q; that is α ∈ b(q) iff ∀β α q β ∈ Decode(x,ǩ) or q β / ∈ Decode(x,ǩ) and
If q, q ∈ P, and if b(q) and b(q ) are incomparable under end-extension, declare that α ∈ c(q, q ) iff
If one of b(q) and b(q ) end-extends the other, let c(q, q ) be empty. Fix n > k and assume for a contradiction that the Claim fails. We maintain that
iff α > η * , and there exists an ordinal η and a conditionp ∈ P such that (a) ∀δ ∃q , q p sup c(q, q ) δ;
Note that establishing this will suffice for a contradiction. Indeed, the above provides a definition of Ω σ(n) over V ; P, 0 uniformly in n. This contradicts that V ; P, 0 satisfies ZF, since the function n → min Ω σ(n) is cofinal in the ordinals of V .
To see the (
, and (b) is established. Note next that on account of our assumption that the Claim fails, there exists an ordinal γ and conditions p, p
γ, whenever q p and q p . To see (a), given δ, choose q p and q p such that max(η, δ, γ) sup b(q) sup b(q ) . This is possible by (T2) and our choice ofp. Then c(q, q ) \ max(η, δ) = ∅, which suffices for (a).
Item (c) is similar, since by hypothesis α ∈ Ω σ(n) .
To see the ( ⇐) implication, fix α,p, and η as in (a)-(c). Set
Then C is unbounded in the ordinals by (a).
. By the previous claim, we have that for each k, there exists a
Using these two Claims, the proof of Lemma 2.3 can be completed by noting that
and so x ng ∈ V .
Construction of x ng
This subsection reduces (R1) and (R2) to facts (P1)-(P4) regarding the orderings P n mentioned earlier, and constructs the real x ng , given a counting of L. Working in L we shall define class forcing properties P n , for each natural number n. As n increases, P n decreases under containment and has a definition of increasing logical complexity. The real x ng is denoted by a Shoenfield termx that is common to the forcing languages of all of the forcing properties P n . The ordering P n is constructed so that if G is sufficiently P n generic, thenx G codes a suitably generic branch through T n k,i , wherex G (k) = i. In the next lemma, we construct a G ⊆ P 0 such that G ∩ P n is suitably P n generic, simultaneously for all n. This is how (R2) is arranged. In order to arrange (R1), namely, that L[x ng ] is a cardinal and ZFC preserving extension of L, it suffices to arrange that
is then an L-cardinal preserving model of ZF − , and, consequently, a model of ZFC, since x ng is a real. For this, it suffices to arrange that P n satisfies strong predensity reduction, as well as that G ∩ P n is sufficiently generic. Perhaps a distressing point in this outline is that G ∩ P n is required to be suitably generic, simultaneously for various n. This is impossible in the case of full genericity. However, if we ask only that G∩P n be partially generic, only a restricted version of the usual Truth Lemma holds, as was made precise in Proposition 1.6. If the complexity of P n+1 's definition is greater than the degree of genericity required of G ∩ P n , suitable P n genericity does not preclude suitable P n+1 genericity. (This suggests why σ needs to be at least quadratic: P n+1 should be "invisible" to Π n+2 (L; P n ) genericity.) Of course, these genericity requirements are not automatically compatible, either. We shall need to take measures while constructing the T n k,i 's to insure that it is possible to decide simply definable subclasses of P n with conditions that lie in P n+1 .
The orderings P n will have the following properties. It is these, as well as properties (T1)-(T5) of the trees T n k,i that the remaining sections of this paper will address.
(P2) The orderings P n and P n+1 are related as follows:
(P3) P n has these combinatorial properties:
(P3a) Compatibility in P n is ∆ 1 (∅; P n ) definable; and
Given that
Proof: Let α n be the least element of Ω σ(n) . Let ϕ n : n ∈ ω enumerate all formulas ϕ such that ϕ is a Π σ(m)+m+2 (L) formula defining a subclass of P m , for some m. Assume, as well, that ϕ n ∈ L α n+1 , and that it is for some m n that ϕ n is a Π σ(m)+m+2 (L) formula defining a subclass of P m .
Define a descending sequence of conditions p n : n ∈ ω such that p n ∈ P n L α n+1
as follows: Let p 0 ∈ P 0 L α 1 be arbitrary. Since η * < α 1 and L α 1 Σ 5 L, and since (P1) and (P2b). Let m n be such that ϕ n is a Π σ(m)+m+2 (L) formula defining a subclass of P m . Using (P2c), there exists a condition p extending p n−1 in P n and deciding (in P m ) the class defined by ϕ n . In fact, there exists such a condition in P n L α n+1 . This is because
Proof: We have that G ∩ P n is Π n+2 (L; P n ) generic, by hypothesis, and that P n satisfies strong Σ ω (L; P n ) predensity reduction. Using that compatibility in
Because this holds for all n, we have that
Claim. Suppose that κ is an L-regular cardinal, and thatf is a term in L
Proof:
for all Σ 1 sentences of the forcing language. Choosep ∈ G 1 such thatp f :κ → OR. Using that P 1 satisfies strong Σ ω (L) predensity reduction, it follows that the class p : ∃B |B| κ and p rng(f ) ⊆B is predense with respect top. And this class is Σ 3 (L; P 1 ) definable by Proposition 1.3. It follows that there exists p ∈ G 1 meeting it.
In fact, L[G] is a cardinal preserving extension of L. This follows by the same proof, and that a Π 2 (L; P 0 ) generic filter meets every Σ 3 (L; P 0 ) definable dense class. Seeing this requires some work which we need not undertake.
Construction of the trees
In this section the trees T n k,i described in the previous section are constructed. Once we have constructed T n k,i : k ∈ ω and i = 0, 1 , an associated partial ordering Q n can be defined. For each k, the forcing Q n picks one of T n k,0 and T n k,1 and adds a cofinal branch through it. Precisely, elements of Q n are functions q such that
• dom(q) = ω; and • there exists a natural number sp(q) such that
Let Q n be ordered by declaring thatiff sp(q) sp(q) and t k,i (q) end-extends t k,i (q) in T n k,i , for all k and i such that t k,i (q) is defined. Conceptually, Q n is one of two components of the partial ordering P n mentioned in the previous section. The other is the coding apparatus defined in the next section. If G is a (suitably) generic filter on Q n , then L[G] adds a Cohen real x = ŝ(q) : q ∈ G , as well as a (suitably) generic branch through T n k,x(k) , for each k. The ordering P n will constrain x so that, rather than being Cohen generic, it codes the branches added.
It is while constructing the T n k,i 's that the only real work to insure property (P2c) of P n will be done. (Recall that (P2c) states that if m n, then any condition in P n can be extended in P n to decide any simply definable subclass of P m .) Now P n , unlike Q n , imposes commitments on the growth ofŝ(q) aimed at making the generic real x code branches through the T 
and let Q n z inherit the ordering of Q n .
The trees T n k,i will be constructed to have properties (TC1)-(TC7) listed below. Listing these properties has three purposes. First of all, some serve as recursion hypotheses in the construction. Secondly, as we shall see presently, the facts (T1)-(T5) used in §2 follow easily from them. Finally, (TC1)-(TC7) will be used in §5 and §6 to prove facts (P1)-(P5).
It is convenient to set Ω
(TC4) Suppose that k < n, and that t, t ∈ T n k,i are incomparable under endextension. If δ ∈ t and
Note that (T1), (T3), (T4), and (T5) in §2 are immediate from (TC1), (TC3), (TC4), and (TC7), respectively. To see (T2), note first that T n k,i = ∅ by (TC1). If t ∈ T n k,i and δ is an ordinal, then given any α, β ∈ Ω σ(n) k,i \ max δ, sup(t) , both t ∪ {α} and t ∪ {β} lie in T n k,i by (TC2). Let us now construct the trees T n k,i . Proceed by recursion on n. Begin by declaring that
z and ϕ is a Σ ω (L) formula in one free variable. Let us also insist that ϕ ξ ,q ξ ∈ L κ , where κ is the least uncountable cardinal greater than ξ. This sequence will be used for property (TC6).
If k n + 1, simply set T Begin by letting
, as required by (TC3).
and that we have defined
• sup δ<λ sup(t δ ) = α; and
∩ α , and
. Let ξ be the order type of X.
In this case, let q be identical withq ξ , except that q (m) =q ξ (m) ∪ {β}, for each
Let us now check properties (TC1)-(TC7). Properties (TC1) and (TC2) are clear from the construction. Property (TC5) is evident for T 0 k,i and was explicitly ensured for T 
If α fell under Case 1 in the construction of T n+1 k,i
Finally, if α fell under Case 3, then again (TC2) and induction suffice, unless t = t k,i (q) ∪ {α}, in the notation of that case. But q ∈ Q n , so t k,i (q) ∈ T 
(In fact, this must be the case by (TC2).) Suppose that t, t ∈ T n+1 k,i ∩ L α + are incomparable under end-extension, that δ ∈ t, and that min Ω
. If µ = α, then µ ∈ Ω σ(n+1) ; so assume also that µ < α. If α falls under either of Cases 1 and 2, then it follows by induction that µ ∈ Ω σ(n+1) . If α falls under Case 3, then, in the notation of that case, we may assume by induction that µ β. We maintain that µ = β, and hence µ ∈ Ω σ(n+1) , as required. Indeed, if µ > β, then it must be that t = t k,i (q) ∪ {α}, since µ < α. It follows that t ∩ (β, α) = ∅, since t = t . So δ β, since δ ∈ t and δ µ < α. Now β ∈ t because β ∈ t k,i (q) by construction. Thus µ = min(t \ δ) β, contradicting our hypothesis that µ > β.
For (TC6), note first that it suffices to see that if
. This can be seen by induction on n, using (TC7) and that σ(m + 1) = σ(m) + m + 4.
Fix a z ⊆ ω, fix a Σ σ(n)+n+4 (L) formula ϕ defining a dense subclass D of Q n z , and fix a conditionq ∈ Q n+1 z . We seek a conditionq extendingq in Q n+1 z and meeting D. Without loss of generality, sp(q) n+1. Setŝ =ŝ(q) and choose n ∈ k<sp(q) E k,ŝ(k) such that n σ(n + 1). Let ξ be such that (ϕ ξ ,q ξ , z ξ ) = (ϕ,q, z), let β be the ξ th element of the class γ ∈ Ω σ(n+1) : n(γ) = n , and let α k be least in Ω σ(n+1) k,ŝ(k) greater than β, for k < n + 1.
k,ŝ(k) then fell under Case 3, and we chose q extendingq in Q n z ∩ L α such that q meets D, and put
Furthermore, we chose q canonically, so our choice of q at stage α k in the construction of T n+1 k,ŝ(k) was the same for all k < n + 1. Letq be identical with q, except that
, as required.
Coding
This section develops the building blocks of a simplified version of Jensen coding based on that in [S1] . Because we shall be coding a generic extension of L, and because there is no need to preserve large cardinal properties in the extension, substantial simplifications are possible. In fact, the coding developed here is a simplified version of that in [S1] , where one concern is preserving large cardinals. Unlike Jensen's, our coding conditions will have Easton support. Furthermore, the coding of intervals [α, α + ) will be essentially the same, whether α is regular or singular. Our coding does render all inaccessibles non-Mahlo. This is merely a convenience. It permits us to isolate efforts towards coding the extension on intervals [α, α + ), for different cardinals α.
Nothing more elaborate than ordinary condensation and the statement of ∞ will be needed. No use of our assumption that L is minimal will be made.
Threads
Threads are the price to pay for a unified treatment of regular and singular cardinals. This uniform treatment makes extending coding conditions trivial. In Jensen coding, extending conditions is entwined with distributivity.
When α is infinite and regular, the ordinary almost disjoint coding of a subset X ⊆ [α, α + ) proceeds by fixing a ground model sequence b ξ : ξ ∈ [α, α + ) of pairwise almost disjoint unbounded subsets of α, then producing generically a coding set x ⊆ α such that ξ ∈ X iff |x ∩ b ξ | < α. In order to do the same sort of thing when α is singular, instead of a sequence of unbounded sets of ordinals below α, we shall use a sequence of "indomitable" sets of "threads" below α at regular and singular α alike. These sets of threads will be pairwise almost disjoint in an appropriate sense.
Let CARD be the class of all infinite L-cardinals, together with 0. Let α + denote the least element of CARD greater than α. Say that a set of ordinals is Easton when it is bounded below every infinite regular cardinal.
A thread is a non-empty Easton set of ordinals u such that |u ∩ [α, α + )| 1, for all α ∈ CARD. If u is a thread, define its support by
Say that a thread u is below α when u ⊆ α. If α ∈ sp(u), let u α be the ordinal β such that u ∩ [α, α + ) = {β}. If a and b are sets of ordinals, say that a is cofinal in b if a ∩ b \ β = ∅, for all β ∈ b. A set b of threads below α is indomitable iff whenever e ⊆ α is Easton, there exists a thread u ∈ b such that sup(u) sup(e) and e is not cofinal in u.
If α is an infinite cardinal, let α * denote the least regular cardinal greater than or equal to α.
The non-indomitable sets of threads below α form a <α * -complete ideal on the threads below α. In this sense, an indomitable set of threads below α has "positive measure." Lemma 4.1. If b is an indomitable set of threads below α and X is a set of fewer than α * many threads below α, then there exist indomitably many threads in b in which no thread from X is cofinal.
It follows that if b is an indomitable set of threads below α and X ⊆ b is a set of fewer than α * many threads, then b \ X is indomitable.
Proof: If α is regular, then ∪X \ |X| is Easton. If α is singular, set λ = cf(α) and let β i : i < λ be a monotonically increasing sequence of cardinals that is cofinal in α. Let e ⊆ α be Easton. Suppose X = i<λ X i , where |X i | β i , and set
Then e \ λ is Easton and sup(e ) = α. If u ∈ b is such that sup(u) = α and e is not cofinal in u, and if u ∈ X i , then either u ⊆ β i , or a tail of u is contained in e . In either case, u is not cofinal in u.
Suppose thatα is admissible and that x ∈ Lα is a parameter. Fix a natural number n 1, and define an ordinal θ and a sequence α i : i < θ by setting
for i such that this α is less thatα; let θ be the least i such that α i is not defined. Call the sequence α i : i < θ the canonical Σ n -tower approximating Lα above x and call θ its height. For infinite γ ∈ |θ|,α ∩ CARD, set
Lemma 4.2. (Thread Lemma) Suppose that α is an infinite cardinal. Then there exists a (uniformly ∆ 1 {α} definable over L α + ) sequence b ξ : ξ ∈ [α, α + ) having the following four properties:
(1) b ξ is an indomitable collection of threads below α.
(2) Suppose that α ξ, ζ < α + and that ξ = ζ. Then
(3) Suppose thatα > α is a limit cardinal, that n 1 is a natural number, that x ∈ Lα is a parameter, and that |θ| α, where θ is the height of the canonical Σ n -tower approximating Lα above x. Suppose that ξ ∈ [α, α + ), that u ∈ b ξ , and that
Conclusions (1) and (2) hold that the codes b ξ are analogous to ordinary almost disjoint codes with "indomitable" in place of "unbounded in α," and with conclusion (2) in place of "pairwise almost disjoint." Conclusion (3) is only used in verifying predensity reduction in §6. Conclusion (4) facilitates dealing with Q n without coding constraints in P n interfering, cf., (TC6) in §3.
Proof: Case 1. α is regular. Let F be the L-least one-to-one function from 2 <α into the collection of threads u below α such that |u| = 1. For ξ ∈ [α, α + ), letb ξ be the L-least path through 2 <α such thatb ξ =b ζ , for all ζ < ξ. Finally, set b ξ = F "b ξ . Properties (1), (2), and (4) are insured by our choice of b ξ . Property (3) is trivial, because if u δ < f x (δ), for some δ ∈ sp(u), then u ∈ M δ x , since |u| = 1. Case 2. α is singular. For i < α + , set
Then every element of L µ i is definable over L µ i from parameters in α ∪ {α, sup j<i µ j }.
(In fact, the parameter α is unnecessary.) By induction on i, note also that µ i > i,
Note that if g ∈ N i is a function with dom(g) ⊆ CARD satisfying g(γ) < γ + , for all γ ∈ dom(g), then there exists a bound β < α such that g(γ) < u i γ , for all γ ∈ dom(g) \ β. (Choose β such that g ∈ N β i .) Note also that if j < i < α + , then u j ∈ N i ; consequently, u i ∩ u j is bounded below α. Let ξ, ζ indicate the Gödel pairing of the ordinals ξ and ζ. Fix an Easton set of cardinals E ∈ L µ 0 that is cofinal in α. (It is for this that we insisted that α be singular in L µ 0 .) For ξ ∈ [α, α + ), declare that u ∈ b ξ iff sp(u) = E and, for some i < α
Then b ξ is indomitable, since { ξ, i : i < α + } is cofinal in α + , and if e ∈ N j is Easton, then e is not cofinal in u j . (Consider g(γ) = sup(e ∩ γ + ), for γ ∈ CARD ∩ α.) If α ζ, ξ < α + and ξ = ζ, and if u ∈ b ζ and u ∈ b ξ , then u ∩ u is bounded below α. Hence u ∈ b ζ : u is cofinal in some u ∈ b ξ is empty.
Finally, to verify (3) in the statement of the lemma, suppose that u ∈ b ξ . Say that
where α i : i < θ is the canonical Σ n -tower approximating Lα above x. We must see that
But then µ i > η. Indeed, we may assume that η > α. On the one hand, if β > α, then L η |β| = α, and, on the other, if β = α, then L η "α is regular."
Let π: L η → Lα be the inverse of the transitive collapse of M to L η . Then π is a Σ n -elementary embedding. Setx = π −1 (x) and let ᾱ i : i <θ be the canonical Σ n -tower approximating L η abovex. Then
Colors
Different sorts of threads will be used for coding different intervals [α, α + ) so that efforts to code one interval do not interfere with those to code another. Two mechanisms will be useful, namely, colors and supports.
Recall that a thread u has support sp(u) = { α ∈ CARD : u ∩ [α, α + ) = ∅ }. For each ordinal δ, let Z δ be the class of all ordinals of the form δ, ξ , and say that ordinals in Z δ have color δ. Say that a thread u has color δ when u ⊆ Z δ . Clearly, if u and u are threads of different colors, then u ∩ u = ∅.
Our assignment of colors and possible supports to infinite cardinals will be oneto-one. The assignment of possible supports takes place in the ground model. The assignment of colors is generic, though for successor and singular cardinals it effectively takes place in the ground model. The following table summarizes these assignments. Colorization Table   cardinal possible supports possible colors
Here C λ : λ is a singular cardinal is a fixed ∆ 1 (∅; CARD) definable ∞ -sequence with the property that C λ ∈ L µ , where µ is the least ordinal ZF − -ordinal such that λ is singular in L µ . (Standard ∞ -sequences have this property.)
Let SP α be the set of possible supports and COL α the set of possible colors assigned to α in the above table. 
, then u has color c(α) and sp(u) ∈ SP α . The proof of the Colorized Thread Lemma is a minor variation on the proof of the Thread Lemma. (In the case of successor cardinals α + , require that the range of F includes only threads above α. In the case of singular α, let E = C α \ ot(C α ). In each case, use only threads of the correct color.)
The following consequence of our colorization scheme will be used later.
Lemma 4.4. Assume that c: CARD → OR is an Easton support partial function assigning colors as in the colorization table, and that c is one-to-one on inaccessible cardinals. Suppose that α, α ∈ dom(c) and α = α ; that ξ ∈ [α, α + ) and ξ ∈ [α , α + ); and that
Proof: The lemma is clear unless α and α are singular cardinals such that ot(C α ) = ot(C α ). But then sp(u) = C α \ ot(C α ) and sp(u ) = C α \ ot(C α ) are eventually disjoint.
Decoding
If x: ω → {0, 1} is a sufficiently generic real added by the forcing P n , then a branch through T n k,x(k) is definable from x, for each k. In this section we make explicit how these branches are defined; that is, we define the class Decode(x, k) mentioned in §2.
A branch through T n k,x(k) is recovered in three steps. First, a sequence P
by recursion on CARD. Finally, a branch through T n k,x(k) is extracted from the B k γ 's. To be as described in §2, the class Decode(x, k) must be uniformly ∆ 2 (∅) definable, for all reals x preserving admissibility in the universe, not just those which happen to code branches through T n k,x(k) . Assume that the ambient universe is at least admissible, and fix any real x. Declare that
(Recall that the Colorization Table gives ω = 0 + the color 2, 0 .) Next, we define sets of ordinals
by recursion on CARD. Once we have succeeded in this, we shall declare that
Because colors are assigned generically by P n , we shall need to recover simultaneously a coloring of cardinals. Consequently, we must simultaneously define
We have already defined P k ω . Set B k ω = ∅, and set c k (ω) = 2, 0 . Suppose now that γ ∈ CARD is greater than ω. Define c k (γ) as follows:
, where C γ is provided by our fixed ∆ 1 (∅; CARD) definable ∞ -sequence.
The interesting case is that of inaccessible γ. Set
If there is no such δ < γ, set c(γ) = 0, 0 . (If x is sufficiently P n generic, then there will exists such a δ.)
Now let us define B k γ and P k γ for γ > ω. Declare that
, and there exists a constructible Easton set of ordinals e such that if u ∈ b
The definition of B k γ is the same as that of P k γ , except the subscript " ξ, 1 " is replaced by " ξ, 0 ."
is defined by recursion on CARD, it can be seen that Decode(x, k) is ∆ 1 ∅; CARD definable, uniformly in x and k. It follows that Decode(x, k) is ∆ 2 (∅) definable, uniformly in x and k.
The conditions P n

Before giving P
n 's precise definition, let us describe it informally. Conditions in P n are quintuples p = (q, c,p,ṗ,ṡ), where q ∈ Q n and the remaining components help s(q) grow into a real x G that codes a branch through T n k,x G (k) , for each k ∈ ω. Below p there are effectively d ŝ(q) many copies of the coding apparatus. (Recall that (k, i) ∈ d(ŝ) whenŝ (k) = i, for someŝ ⊇ŝ.) The copy indexed by (k, i) is devoted to coding into a subset of [ω, ω 1 ) the branch through T n k,i that is approximated by t k,i (q). For (k, i) ∈ d ŝ(q) ,p k,i is an Easton support characteristic function approximating the (k, i) th coding class. Let us temporarily call this class P k,i . The componentṗ k,i is a function with an Easton set of cardinals as its domain;ṗ k,i (α) imposes commitments that control the growth ofp k,i α so that P k,i ∩ α codes both
The component c is a function assigning colors to cardinals in accord with the Colorization Table. Finally,ṡ is a finite set of coding commitments that controls the growth ofŝ(q), so that the generic real
. To be precise, a quintuple p = (q, c,p,ṗ,ṡ) is in P n when it meets the following requirements:
(1) q ∈ Q n . (2) c is a function with an Easton set of uncountable cardinals as its domain.
(a) If α ∈ dom(c), then
1, ot(C α ) , if α is singular; and 0, γ , for some γ < α, if α is inaccessible. 
where α * is the least regular cardinal greater than or equal to α);
(c) Ifp k,i (ξ) = 1 and ξ has color 0, γ , then there exists an α ∈ dom(c) \ (ξ + 1) such that c(α) = 0, γ .
(4)ṡ is a finite subset of
Most clauses in the definition of P n are transparent, but three have technical motivations that should be mentioned. Clause (2b) implies that c is one-to-one on inaccessible cardinals, and also insures that no condition uses up too many colors. This is used in Lemma 5.5 to see that conditions can be extended to absorb arbitrary uncountable cardinals into the domain of c.
If α is inaccessible, then that possiblyṗ k,i (α) ∩ α = ∅ and clause (3c) work together (with clause (6) in the definition of P n 's ordering) to insure that c(α) is the least 0, γ such that Z 0,γ ∩ P k,i ∩ α is unbounded in α. As described in §4.3, this is used when recovering the color assigned to α from a generic real x G . These clauses figure in the proof of Lemma 5.10.
The elements of P n are ordered by declaring thatp = (q,c,p,ṗ,ṡ) (q, c,p,ṗ,ṡ) = p when the following seven conditions are met:
(1)in Q n ; and if ξ ∈ṡ and u ∈ b 2,0 ξ and k ∈ u ∩ sp(q), sp(q) , then s(q)(k) = 0. (2) The function c extends the functionc, literallyc ⊆ c.
By analogy to (7), the prima facie weaker clause (1 ) might be expected in place of (1): (1 )in Q n ; and if ξ ∈ṡ and u ∈ b 2,0 ξ and sp(q), sp(q) is cofinal in u, thenŝ(q) −1 (1) is not cofinal in u.
In fact, (1 ) is equivalent to (1), since |u| = 1 when u ∈ b 2,0 ξ . The simpler characterization of the coding commitmentsṡ offered by (1) is used in the proof of Lemma 5.2, which verifies property (P2).
If p = (q, c,p,ṗ,ṡ) is a condition, then set
We can immediately verify several of properties (P1)-(P4) used in §2.
Proof: This is evident, given that Q n is ∆ σ(n)+1 {η * } definable, that CARD is Π 1 (∅) definable, and that σ(n) + 1 2.
Lemma 5.2. (Property (P2)) The orderings P n and P n+1 are related as follows:
Proof: Conclusions (a) and (b) are consequences of (TC3), which holds the analogous facts regarding T n+1 k,i and T n k,i . For conclusion (c), begin by noting that if D is a Π σ(m)+m+2 (L) definable subclass of P m , then the class of p ∈ P m deciding D, namely,
n is dense in P n . Givenp ∈ P n , let z ⊆ ω capture the coding commitments imposed byṡ(p) by declaring that k ∈ z iff k sp q(p) , and k ∈ u, for some u ∈ b 2,0 ξ and some ξ ∈ṡ(p). So there exists a condition q ∈ Q n z meeting this class by (TC6). Consequently, there exists p ∈ P m belowp such that p meets D and q(p) ∈ Q n . Since q(p) ∈ Q n , in fact we have p ∈ P n .
Lemma 5.3. (Property (P3a)) Compatibility in P n is ∆ 1 (∅; P n ) definable.
Proof: Two conditions p and p in P n are compatible iffŝ =ŝ(p ) ∪ŝ(p ) ∈ 2 <ω , and p ∈ P n and extends both p and p , where p = (q, c,p,ṗ,ṡ) is defined as follows:
The operation (p , p ) → p is Σ 0 (∅) definable, so the relation " p is compatible with p " is ∆ 1 (∅; P n ) definable. (In fact, it can be seen to be Σ 0 (∅; P n ) definable, but we do not need this sharper estimate.)
The properties that remain to be verified are (P3b) and (P4). Property (P4) will be checked in §5.4, and property (P3b), in §6.
Easy extension lemmas
There are no hard extension lemmas, but with the modest exception of adding inaccessibles to dom c(p) , the sorts of extensions described in the following four lemmas are trivial.
Lemma 5.4. Suppose thatp is a condition in P n . If e is an Easton set of infinite ordinals, then there exists a condition p extendingp that is identical withp except
Lemma 5.5. Suppose thatp is a condition in P n and that α is an uncountable cardinal. Thenp has an extension p such that α ∈ dom c(p) and α ∈ dom ṗ k,i (p) , for all (k, i) ∈ d ŝ(p) .
Proof:
We may assume that α / ∈ dom c(p) , and that α is inaccessible, since otherwise we can simply set c(p)(α) to the value prescribed by the Colorization Table, and 
Assume, then, that α is inaccessible. Setc = c(p). Note first that c(β) : β is inaccessible andc(β) < α < β is finite. Indeed, ifc(β) andc(β ) lie in this set and β < β , thenc(β ) <c(β). (This is the main purpose of clause (2b) in the definition of P n .)
Let p be identical withp except that dom c(p) = dom ṗ k,i (p) = dom(c) ∪ {α}, and c(p)(α) = 0, δ andṗ k,i (p)(α) = ∅, for (k, i) ∈ d ŝ(p) .
EASY EXTENSION LEMMAS
Lemma 5.6. Suppose thatp ∈ P n , that (k, i) ∈ d ŝ(p) , and that α ∈ dom c(p) is an uncountable cardinal.
(
, thenp has an extension p such that ω 1 +ζ, 0 ∈ṗ k,i (p)(α). (c) If α is inaccessible and ξ < α, thenp has an extension p with ξ ∈ṗ k,i (p)(α).
Proof: Let p be identical withp except thatṗ k,i (p)(α) =ṗ k,i (p)(α) ∪ {η}, where η = ξ, 1 , η = ω 1 +ζ, 0 , or η = ξ, in (a), (b), and (c), respectively.
Lemma 5.7. Suppose thatp is a condition in P n . If ξ lies in the interval [ω, ω 1 ) and p k,i (p)(ξ) = 1, thenp has an extension p such ξ, k, i ∈ṡ(p).
Coding lemmas
The following three lemmas are used in the proof of Lemma 5.11 to see that a P n generic real x codes a branch through each T n k,x(k) . Lemma 5.8. Assume thatp = (q,c,p,ṗ,ṡ) is a condition in P n , that α is an uncountable cardinal, and that ξ is an ordinal in the interval [α, α + ).
(a) If ξ ∈ṗ k,i (α), then there exists an Easton e ⊆ α such that if p extendsp and u ∈ bc
in which e is not cofinal.
Proof of (a): Set e = dom(p k,i ) and apply clause (7) in the definition of the ordering of P n .
Proof of (b): Choose u ∈ bc
To see that these requirements can be met, note that there exist indomitably many threads u ∈ bc (α) ξ as in (a), because (a) fails for fewer than α * many u ∈ bc (α) ξ . Also sup ṗ k,i (α) ∩ α < α. And the set of ordinals in (c) is an Easton subset of α.
Let p be identical withp, except that dom p k,i (p) = dom p k,i ∪ u, and
Note that p is a condition in P n , specifically, note clause (3c) in the definition. In seeing that p extendsp, the only matters requiring attention are clauses (6) and (7) in the definition. For clause (6), fix ζ ∈ u \ dom(p k,i ), and suppose that ζ has colorc(β) and ζ < sup ṗ k,i (β) ∩ β . Thenc(β) =c(α), since ζ ∈ u, which has colorc(α). Hence β = α, sincec is one-to-one on inaccessibles. But thenp k,i (p)(ζ) = 0 by definition.
For clause (7), suppose that ξ ∈ṗ
. It suffices to see that dom p k,i (p) \ dom p k,i is not cofinal in u . This follows by (a) in our choice of u, if α = α. Otherwise, it follows from Lemma 4.4.
Lemma 5.9 is the analog of Lemma 5.8 for the coding that produces a P n generic real.
Lemma 5.9. Assume thatp = (q,c,p,ṗ,ṡ) is a condition in P n and that ξ is an ordinal in the interval [ω, ω 1 ).
(a) If ξ ∈ṡ, then there exists a natural number m such that if p extendsp and
(b) If ξ / ∈ṡ and m ∈ ω, then there exists a condition p extendingp such that
Proof of (a): Set m = dom ŝ(p) and apply (1) in the definition of P n 's ordering.
(This is the only point at which this fact is used.) Say u = {r}. Let s ∈ 2 <ω be such that dom(ŝ) = r + 1 and
if k = r; and 0, otherwise.
Then set p = (q, c,p,ṗ,ṡ), where
Then p is as required.
Lemma 5.10 is used to recover the coloring of inaccessible cardinals in a generic extension.
Lemma 5.10. Assume thatp = (q,c,p,ṗ,ṡ) is a condition in P n , that α ∈ dom(c) is an inaccessible cardinal, and that (k, i) ∈ d ŝ(p) .
(a) If β < α, then there exists a condition p extendingp and an ordinal ξ of colorc(α) such that β < ξ < α andp k,i (ξ) = 1. (b) Suppose that 0, γ <c(α). Then there exists a condition p extendinḡ p and a bound β < α such that if p is any condition extending p, then
Proof of (a): This is immediate from the proof of part (b) of Lemma 5.8. Proof of (b): Case 1. There is no p p such that c( p )( α ) = 0 , γ , for some inaccessible α > α. Set p =p and set β =c(α). Suppose that p extends p and thatp k,i (p )(ξ) = 1, where ξ has color 0, γ . Then there exists an α ∈ dom c(p ) \ (ξ + 1) such that c(p )(α ) = 0, γ . (This is the reason for (3c) in the definition of P n .) Because 0, γ < c(p )(α), it follows that either α < α or α < c(p )(α). The former of these possibilities is ruled out by the case hypothesis; the latter implies that ξ < β.
Case 2. There does exist a condition p p such that c( p )( α ) = 0 , γ , for some inaccessible α > α. Let p p be such a condition p . We may assume that α ∈ṗ k,i (p)(α ). Set β = sup dom(p k,i (p)) ∩ α . Then p is as required on account of clause (6) in the definition of P n 's ordering.
The termx
If G is a filter on P n , let x G be defined by
The task at hand is defining a termx that is common to forcing languages of all of the P n 's and is such thatx G = x G , whenever G is a filter on P n . Forŝ ∈ 2 <ω , define pŝ ∈ P n by setting pŝ = (q, ∅,p,ṗ, ∅), where
{0}, {1} , otherwise;
(Note that P n has a weakest condition, namely p ∅ , so ∨-terms can be defined as usual.) Thenx G = x G whenever G is a filter on P n . Finally, note thatx
Decoding branches
Suppose that G is a Π n+2 (L; P n ) generic filter on P n . Fix a natural number k, and suppose that x G (k) = i. Define the following classes:
is Π n+2 (L; P n ) definable, hence decided by G.
In the previous subsection, we saw thatx G = x G . So it suffices to see that Decode(x G , k) = D k G . Because Decode(x G , k) is defined in three steps, we shall need to retrace those steps to see this. Recall that the decoding process begins by declaring that ξ ∈ P Using Lemmas 5.7 and 5.9, G is sufficiently generic that and η∈CARD∩[ω,γ) P k η is cofinal in u, then e is cofinal in u.
Using Lemmas 5.6 and 5.8, G is sufficiently generic that 
Predensity reduction
This section proves (P3b): P n satisfies strong predensity reduction. This is the one remaining fact needed to complete the proof of Theorem 1.
In outline, the proof is typical: Fix an infinite regular cardinal κ. A condition in P n can be broken into an "upper part" and a "lower part." (There will also be a small "middle part," but this is unimportant for now.) There exist only κ many possible lower parts. Given a uniformly definable κ-sequence of predense classes, in κ many steps, the upper part of a given conditionp will be extended to meet each of these predense classes relative to each possible alternative lower part that can be adjoined top. In this way, we obtain a condition p κ such that any extension of p κ can be extended to meet any of the predense classes in the given sequence simply by adjoining a suitable lower (and middle) part. Two facts get us through limit stages in the construction of p κ : One is (TC5), which implies that Q n is closed at certain levels; the other is conclusion (3) of the Thread Lemma, which can be used to show that properly constructed limit conditions do not inadvertently violate prior coding commitments.
Let us begin by breaking conditions into upper and lower parts. Fix an infinite regular cardinal κ and a conditionp ∈ P n . Suppose that sup t k,i (q(p)) κ + , for all (k, i) ∈ d ŝ(p) . It is such a conditionp that we shall extend to reduce a given uniformly definable κ-sequence of predense classes. Mention ofp is suppressed in the following notation, since we shall always be working below it.
Define the "lower part" (p) κ of a condition p extendingp by settingŝ =ŝ(p) and (p) κ = (q, c,p,ṗ,ṡ), where Lemma 6.2. (Property (3b)) P n satisfies strong Σ ω (L) predensity reduction.
Proof: Fix an infinite regular cardinal κ, and suppose that D ξ : ξ < κ is a uniformly Σ m {w} definable sequence of classes predense in P n . Fix a condition p ∈ P n and suppose, as we have above, that sup t k,i q(p) κ + , for all (k, i) ∈ d ŝ(p) . We may also assume that m > σ(n), and, extendingŝ(p) if necessary, that m ∈ (k,i)∈d(ŝ(p)) E k,i , by Lemma 2.1.
Let α ξ : ξ κ enumerate the first κ+1 many elements of the canonical Σ m -tower approximating L above {p, κ, w, η * }. That is, define α ξ : ξ κ by α ξ = the least α such that L α Σ m L and {p, κ, w, η * } ∪ { α ζ : ζ < ξ } ⊆ L α .
Then α ξ : ξ κ is a continuous, monotonically increasing sequence of limit cardinals. Furthermore, n(α ξ ) = m, for all ξ κ. Thus α ξ ∈ Ω σ(n) k,i , for all (k, i) ∈ d ŝ(p) . Set M ξ = L α ξ , for ξ κ. Then for γ ∈ CARD ∩ [κ, α ξ ), set Note that then B (ξ) is Easton. Indeed, if β is regular, then B (ξ) ∩ β = e ∩ [α, β) : α ∈ B ∩ β and e ∈ M α ξ is Easton is a union of fewer than β many bounded subsets of β.
Let ϕ(v 1 , v 2 ) be a Σ m {w} formula such that D ξ = p ∈ P n : ϕ(ξ, p) . And let (p ξ , ϕ ξ ) : ξ < κ enumerate all pairs p , ϕ(η, v 2 ) such that p ∈ (P n ) κ and η < κ. We may assume that (p ξ , ϕ ξ ) : ξ < κ lies in all of the M γ ξ 's, or, equivalently, that (p ξ , ϕ ξ ) : ξ < κ ∈ M κ 0 . Let E ξ = p ∈ P n : ϕ ξ (p) . Next, let us define simultaneously a κ -descending sequence p ξ : ξ κ of conditions in P n and a sequence r ξ+1 : ξ < κ of conditions in P n . Inductively, we shall maintain that p ξ ∈ M κ ξ+1 . The idea is that p ξ+1 will reduce meeting E ξ below a condition extending p ξ+1 and having lower part p ξ to extending r ξ+1 , if this is possible.
Setŝ =ŝ(p). Begin by setting p 0 =p. At stage ξ + 1, set r ξ+1 = the L-least r p ξ such that r meets E ξ and (r) κ = p ξ , if such a condition r exists; otherwise, set r ξ+1 =p.
p ξ+1 = the L-least p κ p ξ such that
⊆ dom p k,i (p) , where sp p k,i (p) = γ ∈ CARD : dom p k,i (p) ∩ γ, γ + = ∅ ; and
• sup t k,i (q(p)) α ξ , for all (k, i) ∈ d(ŝ ).
