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The evolution of phenotype is often based on changes in
gene expression rather than changes in protein-coding
sequence. Gene expression is controlled by complex
networks of interacting regulators that act through
a variety of biochemical mechanisms. Perturbation of
these networks can have profound effects on the fitness
of organisms. This highlights an important challenge: the
investigation of whether the mechanisms and network
architectures we observe in Nature evolved in response
to selective pressure — and, if so, what that pressure
might have been — or whether the architectures are
a result of non-adaptive forces. Synthetic biologists aim
to construct artificial genetic and biological systems to
increase our understanding of Nature as well as for
a number of biotechnological applications. In this review,
I will highlight how engineering ‘synthetic’ control of
gene expression provides a way to test evolutionary
hypotheses. Synthetic biology might allow us to investi-
gate experimentally the evolutionary paths not taken by
extant organisms.
Introduction
It has long been hypothesized that the evolution of pheno-
type is often based on changes in gene expression rather
than changes in encoded proteins [1,2]. Many animal
proteins show remarkable sequence conservation over one
billion years of divergent evolution and are able to substitute
functionally for each other in vivo. Some of the first examples
of this conservation include the ability of the mouse Hox
genes to specify segment identity in Drosophila [3,4] and
the ability of mouse Pax-6 to trigger eye development in
flies [5]. Given this striking conservation of protein sequence
and function, a large number of studies have correlated the
differences in when, where, and at what level genes are
expressed with morphological and functional differences
between organisms. For example, experimental analysis of
the HoxD complex has shown that novel regulatory control
emerged in the evolution of tetrapod limbs from paired fins
of fish [6]. Changes in the regulation and expression of
conserved genes are also involved in the evolution of
complex plant leaves [7], avian feathers [8], butterfly spots
[9,10], and tissue-fate specification in echinoderms [11].
The study of the evolution of gene expression and genetic
control networks is confounded by the fact that we are often
only able to study the network in a single model organism.
For example, it is difficult to ascertain whether the hierar-
chical organization of transcriptional control [12] (where
a handful of master regulators control a large number of
genes) is due to a functional advantage or is the result of
non-adaptive processes, such as genome duplication. One1Centre for Synthetic Biology and Innovation and 2DivisionofMolecular
Biosciences, Imperial College London, London SW7 2AZ, UK.
E-mail: t.bayer@imperial.ac.ukcould investigate the functional value of hierarchical control
by comparison to closely related networks that have an alter-
native organization of genetic control. Synthetic biology,
which entails the design, construction, and re-engineering
of living systems [13,14], can provide a way to do precisely
this. In this review, I will highlight cases where synthetic
biology has been used to rewire regulatory networks to
probe the adaptive and functional value of the biological
systems we observe in Nature.
Synthetic Biology
Synthetic biology is the design and construction of biological
systems guided by engineering principles, with the aim of
understanding biology or producing useful biological tech-
nologies. While a precise definition and scope has been dis-
cussed elsewhere [14,15], in broad terms synthetic biology
encompasses a wide range of focus areas, including alterna-
tive chemistries, artificial cells, self-replicating macromole-
cules, and in silico life forms. The construction of genetic
circuits is one of the defining research areas of synthetic
biology and is (currently) the most relevant focus area for
understanding the evolution of gene expression.
Genetic Circuits
The ability to engineer genetic regulatory elements to func-
tion analogously to electronic circuits was first described in
several seminalpapersadecadeago thatdescribedagenetic
toggle switch (a synthetic, bistable gene-regulatory network)
[16] and a genetic oscillator [17] constructed from well-char-
acterizedpromoters and transcription factors (such as the tet
repressor (TetR), the lac repressor (LacI), and lambda phage
regulators). Subsequent papers have described circuits that
are able to count cellular events [18], form patterns [19],
control intracellular noise [20,21], have memory [22], and
replicate predator–prey behavior [23], amongst other func-
tions. The construction and analysis of genetic circuits has
been instrumental in demonstrating the role of architecture
in determining network stability [24]. What distinguishes
synthetic biology from earlier genetic engineering is the
(somewhat obvious) realization that the use of well-charac-
terized genetic components and predictive mathematical
models of genetic circuit behavior is a powerful approach
for designing complex biological functions. In addition,
a push towards community-wide standards of construction,
design, and measurement aims to move synthetic biology
from tinkering with biological systems to a true engineering
discipline [25]. As the capacity to synthesize long sections
of DNA increases [26–28] and the price of synthesis
decreases, the limiting factor will be the ability to design
and validate complexbiological circuits rather than the ability
to assemble them. The use of well-characterized parts and
models are complemented by approaches that take advan-
tage of diversity on a gene-circuit and genome scale.
Synthetic Chemistries and Other Approaches
A complementary focus of synthetic biology has been the
study of how biological processes and functions (particularly
Darwinian evolution) could arise from purely physical and
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Figure 1. Construction of a complex genetic
circuit to detect edges in a projected image.
A simplified schematic of the bacterial edge
detection circuit described in the main text.
(A) The intended functionality of the edge
detection circuit. An image is projected onto
a lawn of cells. After the biological ‘computa-
tion’ is performed, the bacterial population
delineates the edge between light and dark
regions on the plate by producing a black
pigment. (B) The genetic circuit encoding
edge detection. Cells in the dark (bottom)
induce expression of luxI and cI due to the
engineered cph8 protein, which is phosphory-
lated (yellow circle) and activates gene expres-
sion from the OMP promoter in the dark. The
diffusible acylhomoserine lactone (AHL, green
circles), generated by the AHL synthase luxI,
binds to luxR and activates expression from
the lux-l promoter driving lacZ expression;
however, lacZ is dominantly repressed by cI.
Cells at the edge of the image (in the light but
in close proximity to the dark regions) receive
the AHL signal and induce lacZ expression
via the effects of luxR, producing black
pigment (represented by black crosses) as an
output. cI is not induced because cph8 is inac-
tive in the presence of light. Cells in the light
but far away from the light/dark boundary do
not receive the AHL signal or induce luxI/cI
expression, resulting in no expression of lacZ.
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been significant efforts to construct
a protocell that compartmentalizes
a self-replicating molecule or metabolic
process. Hanczyc et al. [29] demon-
strated that mineral particles were able
to nucleate the formation of lipid vesicles
fromasolutionofmicelles and that these
vesicles could divide and absorb RNA.
Further work showed that protocells were able to take up
synthetic DNA that had been designed to provide a template
for the extension of a complementary strand when activated
nucleotides were supplied exogenously [30].
Several groups have explored how the synthesis of unnat-
ural nucleobases can be used to expand the genetic system
to six (rather than four) nucleotides [31,32]. Yang et al. [33]
have shown that this third basepair can be enzymatically
incorporated into DNA strands, which offers the possibility
of a novel form of information storage in biology. DNA can
also be used as amaterial for the assembly of complex nano-
scale structures (often termed ‘DNA origami’), where groups
have described the construction of two-dimensional crystals
and lattices [34], tubes [35], three-dimensional scaffolds [36],
and layers of helices that can be designed to assemble into
virtually any three-dimensional shape [37]. The design of
nanostructures that could self-assemble and template the
assembly of more nanostructures would allow Darwinian
evolution to proceed and could be used as a tool to evolve
new functions and structures.
Designing Biological Systems: Rational and Evolutionary
Approaches
A recent example of the use of well-characterized genetic
components and mathematical modeling to engineercomplex behavior in cells is the construction of bacteria to
detect edges in a projected image. To accomplish this,
Tabor et al. [38] built upon previous work in which bacteria
were engineered to sense light [39] and respond with
a pigment output following the expression in Escherichia
coli of a chimeric two-component phytochrome system
from a cyanobacterium. When coupled to the expression
of a chemical output, this function allowed a lawn of
bacteria to act as a photographic film: projection of an
image onto the lawn results in the recording of a high-defi-
nition, two-dimensional chemical image. To enable bacterial
edge detection, the authors connected additional genetic
circuitry to the light-sensing component (Figure 1), each
part of which was constructed independently, character-
ized, and modeled to predict the behavior of the full system.
Tabor et al. [38] engineered a cell–cell communication
component and a simple genetic logic such that cells in
the dark areas of the image produce a diffusible chemical
signal. A genetic logic gate acts analogously to an electronic
logic gate, by integrating two signals and performing simple
logic such as AND or OR. By implementation of genetic
logic, only cells that sense the light areas of the image
and the diffusible signal are able to generate a pigment as
a read-out of the image edge. These efforts demonstrate
how design and construction of complex biological
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R774behavior proceeds from the drawing board to a functional
piece of DNA in living cells.
Construction of a gene network from genetic components
to behave in a predictable way remains a task that requires
iterative rounds of post hoc tweaking, redesign, and testing.
Often, this tinkering is constrained by the limited number of
available biological parts, such as promoters, or by incom-
plete knowledge or prediction of circuit behavior. Several
groups have used directed evolution as a tool to achieve
desired circuit performance. Yokobayashi et al. [40] com-
bined rational engineering with directed evolution in which
a non-functional genetic logic gate evolved into a functioning
genetic device. Recent work by Ellis et al. [41] showed that
the synthesis and screening of libraries of standard parts
can be a powerful approach to design gene networks. In this
work the authors randomized regions of the lac and tet
promoters, which resulted in promoters with different levels
of transcription. They were then able to use computational
models to select which promoter variants to use in the
design of their synthetic networks. The lac and tet promoters
were used to create a toggle switch that acts as a biological
timer for controlling the onset of yeast sedimentation. The
timing of the sedimentation event could be predictably tuned
by changing the relative strength of the promoters. This work
demonstrates that biological engineers can take advantage
of diversity in designing systems rather than attempting to
limit diversity. The two necessary ingredients for Darwinian
change — genetic variation and selection (in this case
provided by the model) — provide unique opportunities for
engineering biology.
The generation and screening of diversity to acheive
desired function has been used to optimize rationally
designed genetic circuits and can also be applied at the
genome scale. Wang et al. [42] recently described a method
for introducing DNA mismatches, insertions, and deletions
across the E. coli chromosome in a single cell or in a popula-
tion of cells. The method relies on homology between trans-
formed oligonucleotides and chromosomal DNA.Wang et al.
[42] were able to automate this process and termed it MAGE
(multiplex automated genome engineering). The MAGE
method was used to ‘evolve’ overproduction of lycopene in
an engineered strain of E. coli. In this selection, over 15 billion
mutants were generated in 25 cycles of mutagenesis. Clones
were isolated that showed fivefold increases in lycopene
production over the ancestral strain. The generation of diver-
sity and selection for desired function is an important (and
somewhat unique) tool available to the synthetic biologist
to engineer genetic regulatory circuits and networks.
Testing Hypotheses in the Evolution of Gene Expression
One of the major future contributions of synthetic biology to
the study of evolution may be to discriminate whether regu-
latory network features arose through natural selection or
through other, non-adaptive processes. For example, theo-
retical studies of genome duplication have found that
networkmotifs (such as feed-forward loops) arise frequently,
even in the absence of selection [43,44]. In addition, Lynch
[45] has discussed how genetic drift, mutation, and recombi-
nation are sufficient to explain transcription control network
topology, especially in populations of limited size.
These investigations suggest that the features of networks
we observe may be what Gould and Lewontin termed ‘span-
drels’ of genome evolution [46]. In architecture, spandrels
correspond to the space between a curved arch andrectangular enclosure, and these regions are usually heavily
decorated in cathedrals. Although spandrels were later co-
opted for aesthetic purposes, they are the by-products
of the building rules and, as such, were not intentionally
designed. Some features of regulatory networks, such as
the abundance of small motifs, modular organization, and
complexity, may well be by-products of the mechanistic
processes of genome evolution. However, the emergence
of features by non-adaptive mechanisms does not preclude
their later adaptive value to an organism, particularly if envi-
ronmental conditions change. The construction and analysis
of synthetic regulatory networks could be a powerful way to
test hypotheses surrounding the emergence and adaptive
value of genetic regulatory networks.
Optimality in Biology
One of the fundamental predictions of evolutionary theory
is that protein expression levels are optimized during evolu-
tion to maximize fitness in a given environment. However,
fitness as a function of expression level is rarely measured.
Synthetic biology allows researchers to design simple
genetic circuits where the expression level of a protein (or
proteins) of interest can be precisely tuned to measure
organism fitness across a range of expression levels. In an
example of this, Dekel and Alon [47] characterized the costs
and benefits of the expression of the lac operon inE. coli. The
lac operon encodes LacZ, which cleaves lactose as the first
step in its catabolism, and LacY, which imports lactose into
the cell. The benefit of LacZ and LacY expression is the
energy and carbon provided by lactose metabolism, while
the cost is the metabolic burden of LacZ and LacY protein
expression. Costs of lac expression were measured using
the non-metabolizable inducer of lac, IPTG, and assessing
the decrease in growth rate. The authors used these data
to parameterize a fitness function for cells as a function of
lactose. As would be expected, for a given lactose concen-
tration in the environment there is an optimal expression
level of the lac operon genes. Dekel and Alon then performed
‘laboratory evolution’ in different lactose environments and
found that E. coli evolved lac operon expression to the pre-
dicted level. This work is a simple yet powerful demonstra-
tion that cells evolve expression levels to an optimal solution
of a cost–benefit function. Construction of precise genetic
control of expression of a metabolic pathway could be
used to ask whether cost–benefit analysis [48] applies to
more complex networks in the cell.
Optimal function is a shared idea between engineering and
evolutionary biology. One open question is towards which
functions evolution has optimized metabolic networks.
Organisms facemultiple challenges from their environments,
including fluctuating nutrient sources, a variety of stress
conditions, and potentially deleterious (or beneficial) interac-
tions with other organisms. The Palsson group [49] has
shown that in some cases the ‘objective’ of genetic regula-
tion of metabolism is to maximize growth and, in this way,
gene expression levels and metabolic flux through a given
pathway can be predicted. In an elegant demonstration of
this objective function, Palsson and colleagues [49] grew
E. coli on glycerol (a non-preferred carbon source for this
organism) and observed that gene expression evolved to
maximize its growth rate according to the predictions
described by an in silico model. The utility of this simple
evolutionary principle has been further validated by its use
to predict essential genes [50].
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Figure 2. Rewiring the B. subtilis competence circuit.
(Top) The natural ComK genetic circuit. ComK induces is own expres-
sion and inhibits the expression of ComS; in turn, ComS is able to
induce ComK expression. (Bottom) The synthetic ComK circuit, in
which ComK, as well as inducing its own expression, induces the
expression of MecA, an inhibitor of ComK expression. In the synthetic
circuit, ComK induces the expression of its inhibitor, whereas in the
natural circuit ComK represses the expression of its inducer.
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regulatory and metabolic networks that are optimized for
other functions besides growth. An analysis of gene dele-
tions in Bacillus subtilis revealed that several mutants grew
faster than wild type, showing that gene expresion levels
have not evolved solely to maximize biomass production
[51]. The authors found that B. subtilis invests a significant
amount of resources in anticipation of changing environ-
mental conditions, which the authors term a ‘stand-by
mode’. For example, most identified deletion mutants dis-
playing increased biomass production were regulators of
alternative phenotypic states of B. subtilis, such as sporula-
tion and competence. These developmental pathways
are activated in starvation conditions and are repressed
in nutrient-rich environments. Thus, gene expression is a
compromise between rapid growth in resource-abundant
environments and the anticipation of environmental change.
These results demonstrate how multiple selective pressures
can shape metabolic networks and suggest that human
engineers will similarly have to balance multiple functions
in designing useful biological systems.
Synthetic Circuits to Study Functional
and Fitness Contributions
The above examples highlight an important challenge in
evolutionary biology: explaining why the genetic network
architectures we observe in Nature have evolved to solve
a particular problem an organism faces in its environment.
This challenge is often complemented by the question of
which selective forces (i.e. environmental or cellular condi-
tions) have shaped the biological systems we observe in
modern organisms. The null hypothesis is simply that
a particular architecture has arisen by non-selective forces
and thatmultiple architectures would be sufficient to achieve
the biological functionality observed. For example, the
circuit that regulates mating in ascomycete yeasts uses an
activator in Candida albicans and a repressor in Saccharo-
myces cerevisiae, but appears to encode identical regulatory
logic [52]. As stated above, asking the ‘why’ question in
biology is often confounded by the availability of only one
system in a limited number of model organisms.
The construction of synthetic versions of natural circuits is
a powerful way to interrogate questions of ‘why’ in biology.
Along these lines, Cagatay et al. [53] studied the circuit that
regulates competence in B. subtilis. Competence refers to
the developmental state of B. subtilis in which a fraction of
cells in a populationwill take up and incorporate extracellular
DNA under periods of environmental stress. In wild-type
B. subtilis, competence is controlled by a master regulator,
ComK, which induces its own expression to form a positive
feedback loop. ComK represses ComS expression, and
ComS in turn induces ComK. This has the effect of forming
a net negative-feedback loop, which generates a transient
pulse of competence upon environmental induction. In the
synthetic version of this circuit, ComK induces the expres-
sion of the regulator MecA, which in turn represses ComK.
This circuit topology again forms a net negative-feedback
loop but differs in the specific topology: in the native circuit,
ComK represses its inducer, whereas in the synthetic circuit
ComK induces its repressor (Figure 2). The authors found
that the synthetic circuit was able to generate wild-type
competence dynamics and mimic wild-type competence
frequency. However, analysis of competence at the single-
cell level was able to reveal the differences between thewild-type and synthetic circuits and shed light on why the
particular wild-type circuit topology has evolved. Cagatay
et al. [53] found that there was significantly more variation
in the duration of the competence pulses between cells
expressing the wild-type circuit. The ‘noisy’ operation of
the wild-type circuit may be beneficial in unpredictable
environments.
Synthetic Rewiring Studies
Synthetic approaches have also been used to study how the
fitness and phenotype of the cell respond to ‘rewiring’ of the
transcriptional regulatory network (Figure 3). Isalan et al. [54]
added new ‘links’ in the regulatory network of E. coli by con-
structing synthetic constructs that consisted of a regulatory
region with a different transcription factor or s-factor
protein-coding region. When this synthetic construct was
introduced into cells, the swapped promoter controlled
expression of the transcription factor or s-factor, which in
turn regulated the expression of genes downstream in the
network and created new network motifs: for example, if
regulatory gene A induced expression of gene B, then
a synthetic construct in which the protein-coding region of
A is controlled by B had the effect of introducing a posi-
tive-feedback loop. Isalan et al. [54] constructed and
screened approximately 600 such rewirings and found that
95 percent resulted in viable cells. This included rewiring
the expression of global regulators of gene expression
such as s70, which controls the expression of approximately
1,000 genes. The authors also applied selection pressure to
their set of synthetic construct strains to assess whether
rewiring networks could provide a route to evolvability. After
serial passaging, they found that specific rewirings were
fitter than the wild-type strain with respect to growth in liquid
media, longevity in stationary phase, and survival after heat
shock. For growth in liquid culture, the fittest clones were
those that rewired the control of flagellar biosynthesis genes.
These genes are non-essential and are costly for the cell in
terms of metabolic resources. In the longevity and heat-
shock challenges the surviving clones all harbored rpoS–
ompR constructs, where the promoter for rpoS (a s-factor)
drives the expression of ompR (a DNA-binding response
regulator of two-component systems). These results
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Figure 3. Rewiring transcriptional control in E. coli.
The approach taken to rewire the transcriptional control network of
E. coli. In the endogenous network, regulator A induces the expression
of gene X and regulator B induces the expression of gene Y. By adding
a construct that fuses the promoter of X and the open reading frame
(ORF) of Y, a new regulatory link is added to the cell, whereby regulator
A can now induce the expression of gene Y.
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can evolve by small changes in their regulatory network; and
secondly, variation in the network is largely tolerated. The
accumulation of variation in a population provides a basis
on which natural selection can act at a later time or in novel
environments.
Re-engineering approaches can also be used to parse the
potential functional advantages of the observed complexity
of many genetic circuits found in Nature. Recent work by
Smith and Davidson [55] has shown that a gene regulatory
network that specifies skeletogenic mesenchyme fate in
sea urchins operates in parallel with a back-up circuit to
ensure correct skeletogenic specification if the first circuit
is disabled. Two effectors (pmar1 and blimp1) are activated
at the same time and by the same inputs. The authors con-
structed a re-engineered gene circuit that removed a down-
stream binding site for the back-up effector (blimp1). The
wild-type and re-engineered systems could then be per-
turbed using morpholino antisense oligonucleotides. Under
perturbation of pmar1, the wild-type circuit was able to
correctly specify cell fate, whereas the re-engineered circuit
was not. This ‘fail-safe’ circuitry ensures that development
will proceed reliably and reproducibly, even under perturba-
tion, and is an example of a case in which complexity is
favored over simpler circuit topologies.
Future Directions
Progress in synthetic biology will allow more far-reaching
questions to be investigated in the evolution of gene expres-
sion and regulation. Several technological driving forces are
enabling researchers to design and construct larger and
more complex biological systems. For example, the process
of physically synthesizing and assembling pieces of DNA is
rapidly becoming cheaper, faster, and more accessible to
a wider range of laboratories. Efforts by Gibson et al.
[27,28] have demonstrated how a combination of in vitro liga-
tion and in vivo recombination can be used to assemblegenes, pathways, and genomes. These technological
advances will make it possible for a standard molecular
biology laboratory to redesign and build entire chromo-
somes or genomes with reasonable labor and time invest-
ments. However, the ability to synthesize and construct large
fragments of DNAhas far outpaced the ability to design novel
systems. The development of automated tools for designing
‘well-behaved’ biological parts [56,57] has shown promise in
enabling researchers to forward engineer genetic circuits
and will be necessary for the management of the complexity
of large circuit design.
Linking Synthetic and Systems Approaches: Hypothesis
Generation and Testing
The synthetic approaches described above complement
more classical and systems approaches to determine fitness
effects of evolutionary rewiring of gene expression control,
and can provide ways to test hypotheses generated by these
methods. Babu et al. [58] used the experimentally deter-
mined transcriptional network of E. coli to computationally
predict the targets of transcriptional regulators across 175
prokaryotic genomes, which were then used to predict the
regulatory network topology for each organism. The authors
found that networks have evolved by placing orthologous
genes in different transcriptional regulatory motifs. Organ-
isms with similar lifestyles had similar preservation of inter-
actions and motifs, suggesting functional advantages of
a given motif for a given environmental niche. Investigating
motif to niche fitness is an ideal problem for a synthetic
approach.
Similarly, the dissection of gene expression level at quan-
titative trait loci has shed light on how genomes evolve in
response to selection. Tirosh et al. [59] compared allele-
specific expression of S. cerevisiae, S. paradoxus, and their
hybrid to determine whether differences in expression were
linked to cis (in the gene) or trans (in the regulatory factor)
effects. They found that the majority of expression differ-
ences were due to changes in cis, although changes in trans
were associated with genes that responded differently to the
environment in each species. Similarly, sequencingmethods
developed by Brem and co-workers [60] were able to identify
polygenic regulatory evolution in yeast species, or the accu-
mulation of cis mutants that act the same way on gene
expression in a pathway (increase or decrease activity).
Recoded genomes thatmanipulatemany cis or trans regions
at once will allow us to understand their effects on organism
fitness, which has been shown by the above studies to be
central to genomic evolution.
Redesigning Pathways and Genomic Features
The ability to design and build biological systems at the
genomic scale will open new avenues for studying how
selective forces shape the patterns of gene expression,
regulatory control, and genome architecture. For example,
the adaptive value of features, such as operon organization,
presence of introns, antisense transcription, and overlap-
ping genes (amongst others), could be assessed by synthe-
sizing entire genomes or subsets of genomes that lack or
reorganize these features. To take one example, overlapping
genes have been discovered in viral [61] and mitochondrial
genomes [62], as well as in free-living microbes and eukary-
otes [63,64]. Despite the enormous variety of microbial
metabolisms and environments, overlapping genes appear
to be a consistent feature of microbial genomes. Overlaps
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and in the regulation of gene expression by introducing tran-
scriptional or translational coupling [65,66]. For example, in
the E. coli trp operon the termination codon of trpE overlaps
with the start codon of trpD such that premature termination
of trpE reduces the expression of trpD [67]. Parsing of
the contributions of gene overlap on gene expression and
fitness will require genome-scale redesign of protein-coding
regions, given that approximately one-third of genes across
sequenced microbial genomes are overlapping. In addition,
removal of overlapping genes and addition of synthetic regu-
latory control could shed light on why overlapping genes are
selected as a regulatory mechanism rather than (or in addi-
tion to) transcriptional, translational, and other mechanisms.
One area in which synthesis and manipulation of entire
genomes may have a profound impact is the study of the
genomic basis of lifestyle strategies in organisms. Lifestyle
strategy refers to complex phenotypes, such as specialists
or generalists in nutrient acquisition, or cooperative or selfish
behavior in social organisms [68,69]. Recent work has begun
to define genomic ‘signatures’ of particular lifestyle strate-
gies in marine bacteria. Lauro et al. [70] identified genomic
features of marine bacteria that have evolved to grow opti-
mally at high nutrient concentrations (copiotrophic species)
or low nutrient concentrations (oligotrophic species) by
comparing the genome sequences of a model copiotroph
(Photobacterium angustum) and oligotroph (Sphingopyxis
alaskensis). Besides differences in the type and diversity of
transporters, cell motility, and defense mechanisms, copio-
trophs possess an abundance of genes related to signal
transduction and transcriptional regulation. This is consis-
tent with the hypothesis that copiotrophs are able to respond
to a number of environmental stimuli and utilize multiple
substrates for rapid growth. These results bring up inter-
esting hypotheses that could be tested using synthetic
approaches: can oligotrophic microbes evolve towards
copiotrophic lifestyles (or vice versa) by manipulating
the expression of existing protein-encoding genes, acquisi-
tion of novel protein-coding genes, or some combination
thereof? This question could be addressed by a stepwise
rewiring of gene-expression networks with the intention of
switching an oligotroph to a copiotrophic lifestyle (or vice
versa), which could delineate the minimum number of
genomic changes necessary to occupy a new environmen-
tal niche. The ability to re-engineer lifestyle strategy and
nutrient acquisition may also be useful in engineering
industrial microbes for fermentation and biotechnological
applications.
Resurrecting Ancient Proteins and Pathways
In the same way that synthetic biology allows us to build and
evaluate alternative schemes of genetic regulatory control, it
may allow us to construct and experimentally interrogate
ancestral gene expression schemes and regulatory circuits.
Recent advances in DNA synthesis and computational
phylogenetics have made it possible to experimentally
‘resurrect’ ancient proteins in the laboratory [71–73]. Essen-
tially, the sequence of an ancestral protein is inferred by
using phylogenetics and statistical inferences on a family
of modern day proteins and this sequence (or multiple
candidate sequences) is chemically synthesized and ex-
pressed in a host organism or studied in vitro [74]. While
the structure of ancestral gene regulatory networks and
expression levels is undoubtedly difficult to infer givenexisting techniques, it may be possible to recreate some
ancestral expression schemes using synthetic approaches.
For example, while gene duplication is believed to be amajor
source of genetic novelty [75], the evolution of gene expres-
sion and regulatory control between duplicate genes is less
understood. Computational analysis of microarrays, gene
sequences, and regulatory networks suggests that, in dupli-
cated genes, the expression profile of one gene evolves
rapidly while the other gene maintains the ancestral (pre-
duplication) expression profile [76,77]. Replacing natural
regulation of duplicated genes with synthetic control would
allow the effects of coupled (and divergent) gene regulation
to be explored. Construction of multiple mutants with a
range of combinations of coupled expression and different
ancestral proteins could provide a recapitulation of the
evolutionary route taken after gene duplication and could
allow for the experimental investigation of the fitness effects
of duplication.
Conclusions
The expanding ability to design and manipulate genetic
regulatory schemes in living cells will allow biologists to
tackle important questions in the evolution and emergence
of gene expression control. There are several emergent
features of biological systems that have been hypothesized
to be favored in evolution, such as the modularity of regula-
tory and protein interactions [78], the robustness to environ-
mental and mutational perturbations [79], and the ability of
a regulatory network to foster evolvability [80]. Construction
of biological systems will also allow for the parsing of the
relative contributions of other mechanisms of diversity
generation, such as protein-domain duplication and non-
coding RNA control. The design, synthesis, and analysis of
synthetic genomes with alternative genetic regulatory orga-
nization could become a powerful tool in asking precisely
why the systems-level features we observe in biology have
appeared throughout evolution.
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