Analytical methods from signal detection theory were applied in an effort to quantify the ability of cochlear nucleus (CN) units to signal changes in intensity. Of particular interest was the relation between this ability and the different patterns of discharge that characterize auditory neurons. Single-unit responses to best-frequency (BF) tone bursts were recorded from neurons in the gerbil cochlear nucleus, and empirical spike-count distributions were generated. The mean-to-variance ratios for regular units were generally larger than those of irregular units. Receiver operating characteristic (ROC) curves were generated from empirical spike-count distributions. The area under the ROC curve [P(•4) ] was computed and used to d6fine the performance of an observer detecting whether or not a change in firing rate has occurred, thus signaling a change in intensity. For a given change in mean spike count, units
I. METHODS 'Mongolian gerbils (Meriones unguiculates) weighing
48-92 g were obtained from Tumblebrook Farms (West Brookfield, MA) and from the breeding colony of the Auditory Research Laboratory at Northwestern University. Animals were anesthetized with intraperitoneal injections of sodium pentobarbital (60 mg/kg), with supplemental injectioris given to maintain arefiexia. Animals were traeheotomized and placed in a headholder. Body temperature was maintained around 38 øC with a feedback-controlled dc heating pad (Frederick Haer). The external meatus was exposed and transcoted. The bulla was opened, and a small hole was made in the temporal bone within the superior semicircular canal to expose the cerebellum according to the method described by Frisina et al. (1982) . Experiments were carried out in a double-walled sound-attenuating chamber (Tracoustics).
Glass micropipettes filled with 3 M NaCI were advanced through the cerebellum into the cochlear nucleus by a hydraulic microdrive (Kopf 650).. Micropipettes were used to record neural activity, because they produce wellisolated single units having high signal-to-noise ratios that .can be reliably discriminated with a Schmitt trigger (Rhode and Smith, 1986 ). However, the use of glass micropipettes did not allow us make lesions and histologically verify recording locations. Based .on the physiological response properties, most of our recordings are probably from the ventral cochlear nucleus. In addition, we cannot rule out the possibility that our sample of primarylike units may contain recordings from auditory-nerve fibers. The use of micropipettes allowed us to obtain unambiguously triggered single units and, thus, accurate estimates of sampled spike counts generated by cochlear nucleus neurons.
Experiments were under the control of a MassComp 5400 computer system. Action potentials were amplified, filtered, and detected with a Schmitt trigger. Trigger pulses were digitized through a 12-bit analog-to-digital converter (MassComp AD 12FA) at a sampling rate of 50 kHz over a 1-s interval beginning with the onset of the stimulus. The times of occurrence of the trigger pulses relative to the onset of the stimulus were determined on-line with 20-/•s resolution from the digitized pulse train and stored for off-line processing.
Acoustic stimuli were presented to the ipsilateral ear through an electrostatic earphone (Stax-SR5) enclosed in a brass housing and shielded with co-netic AA foil (Perfection Mica Co. ). The brass housing also held a calibrated probe tube microphone (Bruel and Kjaer 4134) that allowed measurements of sound-pressure levels near the tympanic membrane. A closed acoustic system was obtained by sealing the opening of the housing around the external meatus with petroleum jelly.
Search stimuli consisting of 100-ms broadband noise or tone bursts with 10-ms rise/fall times were presented as the electrode was advanced through the nucleus. Experimental stimuli of 400-ms best-frequency (BF) tones having 10-ms rise/fall times were digitally computed on-line and presented through a 16-bit digital-to-analog converter (MassComp DA04H) at a sampling rate of 50 kHz. The repetition rate of the experimental stimulus was once per second. The level of the stimulus was controlled by a programmable attenuator (Coulbourn S85-08).
When a unit was isolated, its BF was determined using audiovisual cues. Rate versus level functions for BF tones were generated over a 100-dB range in l-dB steps with one presentation per level. Discharge rate was computed over the entire 400-ms duration of the tone, and rate-level functions were displayed on-line. BF thresholds that were visually determined on-line from the rate-level functions were used as the only monitor of the physiological condition of the auditory system. Post-stimulus time (PST) histograms were generated in response to 100 presentations of the stimulus; interspike-interval (ISI) histograms were computed in response to the 400-ms BF tone for intervals over the last 380 ms of the stimulus. PST and ISI histograms generated at 20-40 dB above audiovisual threshold were used to classify cochlear nucleus unit types. The tone was then set at a level that was clearly above the threshold determined visually from the on-line rate-level function. A series of empirical spike-count distributions were then generated along the rising portion of the rate-level function for as long as the unit could be triggered unambiguously. The level of the tone was typically incremented in 1-to 2-dB steps. The number of spikes produced during the entire 400-ms duration was counted for each presentation of the tone burst. Every spikecount distribution used in this paper is based on 100 repetitions of the stimulus. The data for a spike-count distribution were discarded if at any time before 100 presentations were completed the unit was either lost, injured, or showed fluctuations in discharge rate, suggesting that the firing rate was influenced by the micropipette.
II. RESULTS

A. Cochlear nucleus unit classification
The results in this paper are based on data from 57 cochlear nucleus units. Units in this paper are broadly categorized as irregular (N= 41), regular (N= 9), and onset (N= 7).
An example of an ISI histogram from an irregular unit is shown in Fig. 1 . The ISI histograms of irregular units are asymmetrical and have a tail region at longer intervals. The coefficients of variation (CV) for ISI histograms of irregular units are greater than 0.5 at levels of 20-40 dB above threshold. The characteristic discharge patterns of irregular units include primarylike (N= 16), primarylike with a notch (pri-n; N = 6), and chopper (N = 9). Other units classified as irregular include phase lockers (N = 6) having BFs below 1.5 kHz (Bourk, 1976) In order to compare quantitatively the two responses described above, the spike-count distributions are first con-verted into probability-density functions by dividing each number of observations in a bin by 100 (the total number of presentations). A criterion spike count can then be defined. This criterion spike count refers to a count below which the unit is presumed to make a response, indicating that a signal of/had been presented, above which the presumed response is ! + AL For those spike counts that are greater than the criterion, the area under the I distribution indicates the probability of a false alarm, while the area under the I + AI distribution yields the probability of a hit (Green and Swets, 1974) .
By systematically moving the criterion from low to high spike counts through the two distributions, a family of hit and false alarm probabilities is obtained that forms a receiver operating characteristic (ROC) curve. The ROC curves generated from the two pairs of spike-count distributions above are shown in Fig. 3 . The above process is identical to that used for generating ROC curves from psychephysically obtained rating-scale experiments except that spike counts rather than rating-scale values are treated as criteria (Green and Swets, 1974) .
One objective measure of detectability is the area under the ROC curve, referred to as PC4) by Green and Swets (1974) . P(•4) is equal to the percent correct in a two-alternative forced-choice task by an observer using a neutral criterion (i.e., that spike count that is as likely to occur when the level equals ! as it is when the level equals I + AI). Thus P(,4) ranges from 0.5, for the ease where the two distribu- is this latter use of P(,4) that we focus on for the remainder of the paper. We use P(A) to describe the ability of cochlear nucleus units to signal a change in intensity for a given change in average firing rate. Note that this use of P(,,/) is a slightly different point of view than using P(A) as a measure of detectability for a given change in stimulus intensity. In contrast to primarylike units, the data showing vari: anee versus mean spike count for pri-n (Fig. 6 ) and phaselooked (Fig. 7) units tend to be more clustered around the diagonal, .representing a mean-to-variance ratio of 2. Because ofstrong synchrony to the tone, we cannot distinguish these phase-locked units as primarylike or pri-n. The scatter diagrams of variance versus mean spike count suggest that, for the same mean firing rate, prim and phase-locked units are less variable than primarylike units. The plots of PG4) versus the change in mean spike'count for pri-n (Fig. 6) and   phase-locked (Fig. 7) units tend to fall slightly above those of primarylike units. (solid squares, Fig. 8). P(A ) values obtained from on-? units  (open triangles, Fig. 8 ) are similar to those of on-L units. P(21 ) values for prim units tend to fall between those ofon-L and primarylike units (Fig. 9) ; thus there appears to be a continual shift to larger values in the plots of P(,4) from primarylike units to pri-n and on-L units. This shift is intriguing, because on-L and pri-n discharge patterns are both barbiturate-anesthetized gerbils. Thus we conclude that anesthesia has little if any influence on the regularity of discharge.
B. Mean-to-variance ratios of empirical spike-count distributions
The statistical properties of empirical spike-count distributions have been previously described for auditory-nerve fibers (Teich and Khanna, 1985; Young and Barta, 1986; Relkin and Pelli, 1987) . In the present study, we describe these same statistical properties of spike-count distributions for units in the cochlear nucleus. A convenient measure used to characterize empirical spike-count distributions is the mean-to-variance ratio. A homogeneous Poisson process has zero memory and a mean-to-variance ratio of 1, while a periodic pulse train has long-term memory and a mean-tovariance ratio approaching infinity (Teich and Khanna, 1985) . Thus the greater the mean-to-variance ratio, the more regularly the unit discharges. In this study, the relationship between regularity and physiological unit type was of particular interest.
There are two variables that will have an effect on the spike-count distributions and measured mean-to-variance ratios, namely, the counting time window and the number of samples. In regards to the number of samples, Teich (1989) provides evidence that the mean-to-variance ratio decreases as the number of samples increases. Thus, if we used a greater number of stimulus presentations, we presumably would measure smaller mean-to-variance ratios than those reported in this paper. If this is true, then sample size only becomes a problem if we try to compare spike-count distributions that are derived from different sample sizes. All spike-count distributions analyzed for this paper have a sample size of 100 (see Sec. I), and therefore, any effect that the number of samples has on the shape of the spike-count distributions, mean-to-variance ratios, and ROC curves should be negligible across units. Teich (1989) also states that the capturing of large spike clusters increases as sample size increases. These spike clusters tend to give spike-count distributions having a jagged or scalloped appearance (Teich and Khanna, 1985; Teich, 1989) . Because spike-count distributions of our irregular units typically have a jagged appearance (Fig. 2) , we conclude that we are accurately capturing spike clusters with our sample size of 100.
Concerning the counting time window, we used a duration of 400 ms over which to count spikes. This time window corresponds to the duration of the tone bursts, and, consequently, the spike-count distributions in this paper include both onset and steady-state responses. Although 400 ms is somewhat arbitrary, we chose this particular time window, because a duration on the order of several hundred ms is commonly used in both psychophysical and physiological studies. We also included the initial onset response, because there is no reason to assume that the nervous system counts spikes only over the duration of the onset or steady-state response. Nevertheless, the chosen time window will affect the spike-count distributions and measured mean-to-variance ratios. For instance, Teich and Khanna (1985) state that, for a spike counting window of 51.2 ms, the mean-tovariance ratio is approximately 1.5, but for a longer window of 204.8 ms, the mean-to-variance ratio is approximately 1. Relkin and Pelli (1987) also argue that short time windows produce larger mean-to-variance ratios, particularly if the onset response is predominant during the time window.
Thus short time windows increase the estimate of mean-tovariance ratios over those measured using long counting windows. In addition, the jagged appearances of spike-count distributions derived from long time windows is lost when shorter counting windows are used (Teich and Khanna, 1985; Teich, 1989) One of the advantages of using empirical spike-count distributions over ISI histograms to measure the regularity of neuronal discharge is that accurate estimates of regularity can be measured even at low discharge rates (Teich and Khanna, 1985) . This is not only useful for studying the discharge of sustained units at low stimulus levels, but is particularly important for studying onset units which discharge at low rates even to high stimulus levels. Our results show that on-L units tend to have mean-to-variance ratios around 2 and, thus, discharge in a slightly more regular fashion than do primarylike units. The discharge pattern of on-L units is characterized by: ( 1 ) a first spike, which is precisely timed to the onset of the stimulus; (2) a deadtime where there is no spike activity; and (3) a period of sustained, but low-level discharge. The precisely timed onset spike allows one to observe the deadtime or refractory period in the PST histograms for both pri-n and on-L units, while the absence of this precisely timed onset spike prevents the observation of a refractory period in the PST histograms of primarylike units. The deadtime or refractory period is much longer in the case ofon-L units than for prim units. Teich and Khanna (1985) argue that one of the neurophysiological effects that results in an increase in regularity is refractoriness. Thus the longer deadtime observed in on-L units over that of pri-n and primarylike units may in part increase the regularity of discharge ofon-L units. Moreover, the low sustained firing rate ofon-L units effectively acts in the same way as does shortening the counting window; that is, the number of spikes counted is low, resulting in a smaller variance and a higher degree of regularity.
The larger mean-to-variance ratios of empirical spike- 
C. ROC analysis
In terms of rate encoding schemes, it is rate change rather than total firing rate that is often represented (Geisler, 1981; Sachs etal., 1983; Costalupes, 1985; Young and Barta, 1986; Relkin and Pelli, 1987) . Our analyses of the mean-tovariance ratios of cochlear nucleus units suggest that changes in firing rate of some unit types may carry more information than for other unit types. In order to provide a quantitative description of the ability of cochlear nucleus units to signal intensity changes in terms of rate changes, we extend the analysis beyond that of estimating the mean-tovariance ratios by using methods from signal detection theory. Signal detection theory generally uses as a measure of detectability a change in the mean divided by some measure of variability. If the underlying distributions are Gaussian and equivariant, we can compute d' as a measure of detectability (Green and Swets, 1974) . However, empirical spikecount data do not show variances that are generally equal, and thus it is ambiguous as to which is the appropriate estimate of variance to use. Practical solutions to this problem are to apply a variance-stabilizing transformation to the distributions and then compute a measure of detectability that is analogous to d' (Young and Barta, 1986) , to estimate d2 from ROC curves (Cohn et aL, 1975; Cohn, 1977) , or to simply define an arbitrary criterion and measure a statistically significant change (Geisler et al., 1985) . Alternatively, one can carry out ROC analysis and measure P(A), the area under the ROC curve (Tolhurst et aL, 1983; Relkin and Pelli, ! 9.87). The advantages of using P(•t ) as a measure of detectability over the approaches described above are that: among the above studies is that the measure of detectability is used to define a threshold or just noticable difference for the stimulus feature of interest. Our application of signal detection theory is somewhat different from that of the above studies. While we use small level increments to evoke changes in average firing rate, we are not attempting to relate detectability to a specific level increment, nor are we attempting to define a just noticiable difference of intensity discrimination for cochlear nucleus units. We are using P(A) to define the performance of a detector for determining whether or not a change in firing rate has occurred in the output of the cochlear nucleus neurons, thus signaling a change in level. In other words, rather than asking the question, "Given a 1-dB level increment, how well do cochlear nucleus neurons encode that 1-dB increment?," we are ask- Thus cochlear nucleus neurons can increase their ability to signal intensity changes by ( 1 ) discharging in a sustained fashion, but with regular interspike intervals or (2) discharging in an onset manner. It should also be noted that we observe a slight superiority in the ability of phased-locked units to signal intensity changes over that of primarylike units, because synchrony (phase locking) results in an increase in regularity of discharge (Teich and Khanna, 1985) . We interpret these results to mean that, at the output of the cochlear nucleus, regular chopper and on-L unit types carry more neural information in firing rate change than do irregular unit types.
