This paper proposes a quadratic programming (QP) model for optimal coordinated production of a risk-averse hydropower producer. The day-ahead, intra-day and real-time markets are considered. A rolling planning approach is used to take advantage of sequential clearing of mentioned markets. The multi-period risk of trading in different markets is modelled as quadratic terms in the objective function. To cope with uncertain prices, three price forecasting techniques are used. The best forecasting technique is selected based on a designed Markov switch. The discrete behaviour of intra-day and real-time market prices are modelled as different Markov states. The proposed QP model is coded in GAMS (GAMS Development Corporation, Washington, DC, USA) platform and solved using the MOSEK (Mosek ApS, Copenhagen, Denmark) solver. An example of a three-reservoir system from a Swedish hydropower producer is used to examine the proposed QP model. The results show the economic gains from coordinated production planning in sequential markets.
in day-ahead market. The authors in [6] develop a stochastic coordinated bidding strategy for day-ahead, intra-day and real-time markets for thermal power plants. In this paper, the market prices in three market places are considered uncertain. Reference [7] models stochastic bidding to day-ahead market taking into account price uncertainties. In [8] , authors integrate strategic bids and reserve sales. The authors present stochastic bidding to day-ahead market in [9] considering price and inflow uncertainties. Reference [10] discusses an optimal bidding strategy to day-ahead and intra-day markets.
Risk management in the production planning models is discussed in the following papers. Reference [11] addresses the self-scheduling problem for a thermal power producer considering only the day-ahead market. Reference [12] introduces a risk-constrained bidding strategy to day-ahead market for a wind power producer. The authors in [13] model the risk in hydro planning model considering day-ahead market, using minimum profit and conditional value-at-risk (CVaR) models. Risk is modelled with CVaR also in reference [14] , where authors develop optimal bidding strategy for generation companies.
This paper extends the previous works by proposing a framework for coordinated production planning of a profit-maximising risk-averse hydropower producer in sequential day-ahead, intra-day and real-time markets. The expected profit and the multi-period risk measure are used in the set-up model. The multiperiod risk metric measures the variance of profit over different time periods and over different markets.
The prices in different market places are modelled and predicted using the mean reversion jump diffusion (MRJD), Holt Winter (HW) and autoregressive integrated moving average (ARIMA) models. These price forecasting models predict the expected value and variance of the price for the horizon day of planning. To determine the best performing forecasting technique, a Markov switch is developed based on the historical data. Using the predicted expected and variance of prices, many number of scenarios are generated and reduced in a way that the previous information about the stochastic process is maintained in a best possible way [15] . The backward reduction algorithm is used for scenario reduction. A mean-variance quadratic programming (QP) model is developed for the risk-averse hydropower producer. The QP model is solved using the generated scenarios. The whole framework models the risks in different markets with quadratic terms in the objective function. It also considers arrival of new information because of the sequence of the three mentioned markets using a rolling planning approach implemented in the framework. This paper is organised as follows. Section 1 reviews the existing literature in the field. Section 2 explains methods to model and forecast electricity market prices and scenario generation. The threestage stochastic production planning model is developed in Section 3. The model results are discussed and analysed in Section 4. The future work is stated in Section 5. Section 6 concludes the paper.
MULTI-PREDICTOR MODEL FOR DAY-AHEAD, INTRA-DAY AND REAL-TIME MARKETS
The price forecasting in the competitive electricity markets is challenging mainly because special characteristics of commodity market are reflected in market price dynamics [16, 17] . Reference [18] provides a detailed review on the price-forecasting techniques for day-ahead market. Regression (or causal) models [19, 20] , exponential-smoothing models [21] and stochastic models [22] are three broad classes of techniques for forecasting day-ahead market prices. In contrast, forecasting models for intraday and real-time market prices are few [23] [24] [25] . The multi-predictor model in this paper is developed based on three individual forecasting techniques. Each individual model is, potentially, very suitable to capture some specific characteristics of price dynamic.
Mean reversion jump diffusion model
The stochastic continuous-time MRJD process for a time series p t f g T t¼1 is defined as follows:
In (1), ν η is the long-term mean. The D t is Brownian motion, which is responsible for frequent small fluctuations around
Holt Winter model
The standard HW model for a time series p t f g T t¼1 with a unique seasonal pattern is as follows [21, 27] :
where γ t is the exponential component, T t is the trend and I t is the seasonal component with period s. The α, β and δ are smoothing parameters, which belong to the interval [0, 1]. e p t h ð Þ is the forecast with h hours forward.
Autoregressive integrated moving average model
The ARIMA processes incorporate a wide range of non-stationary series, which in turn, after differencing finitely many times, reduces to ARMA process [28, 29] . The ARMA (a and b) process can be expressed as ϕ(B)p t = θ(B)n t , where p t f g T t¼1 is the time series, ϕ and θ are, respectively, a th and b th degree polynomials and B is backward shift operator defined by B j p t = p t À j . In addition, ϵ t is white noise sequence with normal distribution ϵ t ∼ N(0, σ 2 ). The ϕ and θ are expressed as follows:
2.4. Markov model for predicting the state of intra-day and real-time market prices
The real-time and intra-day market prices have discrete behaviour in the sense that in addition to price levels, we need to forecast price states. The intra-day market price at each bidding interval t belongs to one of the following four states: (i) no selling or buying price exits; (ii) only buying price exists; (iii) only selling price exits; and (iv) both buying and selling price exist. The state of intra-day market price can be modelled using a four-state Markov process. This is shown in Figure 1 . The probabilities of the transition matrix for intra-day Markov model are estimated using historical intra-day market prices. Based on the intra-day prices, the binary pair b Figure 1 . Network representation of four-state Markov process for intra-day market prices.
COORDINATED PRODUCTION PLANNING
We define o t as the parameter that shows the state of intra-day price at time t:
, then element (i and j) of transition probability matrix pr ij for i, j = 1, …, 4 can be calculated as
The real-time market prices have the same discrete behaviour. The following four states can be distinguished for real-time market prices: (i) no up-regulating or down-regulating price exists; (ii) only up-regulating price exists; (iii) only down-regulating price exits; and (iv) both up-regulating and downregulating price exist. Similar to the intra-day market, the state of real-time market price can be modelled using a four-state Markov process. The states of the real-time Markov model are defined as follows:
The transition probability matrix of Markov model for real-time prices is estimated using the real-time historical data. The process is similar to the one for the intra-day Markov model, and it is omitted for brevity.
Best performing price predictor
Suppose a set of N competing price predictors producing forecasts p
o is the set of errors for price predictors 1 to N, then minimum element of this set (ϵ Ã t ) determines the best performing price predictor for period t. The ϵ Ã t and its associated predictor can be used to design a Markov model that can predict the best performing predictor for period t in the multi-predictor model. Specifically, let ϵ ARIMA , ϵ HW and ϵ MRJD be absolute errors for ARIMA, HW and MRJD forecasting techniques as compared with the real prices. The parameter e t defines the state of Markov model at time t:
Let E ij = {e t : e t = j, e t À 1 = i, t = 1, …, T}, then the 3 × 3 transition probability matrix is defined as
Using the transition matrix earlier, we can determine the best predictor for forecasting the dayahead, intra-day and real-time market prices.
To model the probabilistic information on random prices, a large number of scenarios are initially generated. The initial number of scenarios is then reduced such that the probability information is maintained as much as possible. The problem of optimal scenario reduction can be stated as
The optimisation problem (13), (14) can be approximately solved using the backward reduction technique. In this reduction technique, price scenario p k is deleted such that
.
THE SCENARIO-BASED QUADRATIC PROGRAMMING MODEL
The three-market coordinated production model for a risk-averse profit-maximising hydropower producer with multi-period risk measure and rolling planning is presented in the following. The uncertainties related to the prices in different market places are reflected via expected prices and covariance matrices, which are calculated based on the price scenarios. The price scenarios are generated based on the best performing forecasted technique suggested by Markov switch model presented in the previous section.
The expected profit of the hydropower producer 
The multi-period variance of the profit
The positive semidefinite matrix W ≥ 0 is the covariance matrix that is calculated based on the preserved price scenarios. Moreover, the variance of future prices is calculated based on future price scenarios. Equation (17) is derived based on the variance definition under the assumption that prices at different market places are mutually independent. This means that in the variance matrix, only diagonal elements are considered non-zeros. The multi-period variance in (17) measures the risk of profit change between different periods of horizon day of planning. The risk of profit change in one single period (Var s [Π(s, t)]) is predicted using the historical data.
The objective function of the QP model for production planning is defined as the convex combination of the expected profit and the multi-period variance of profit. This is formulated in (18) . (18) is interpreted as a risk aversion level, and it belongs to [0, ∞]. The value of χ gives trade-off between expected profit and risk. The risk-averse hydropower producer solves the following quadratic programme to find its optimal coordinated production planning. 
subject to
Q jÀ1;tÀτ j ;n þ S jÀ1;tÀτ j þ I j;t (20)
μ j;n Q j;t;n (21)
The constraint (20) sets balance in the reservoirs, which means new content of reservoir is equal to old content of reservoir plus water inflow minus water outflow. The generation and discharge relation in each power plant is stated in constraint (21) . The constraint (22) guarantees that dispatched quantity on day-ahead market together with offered selling and upregulation production volume are equal to the total generation quantity plus offered buying and downregulation production. In addition, the buying and downregulation volumes should not exceed the dispatched volume to day-ahead market, which is achieved by constraint (23) . Maximum discharge capacity and maximum reservoir content is set by the constraints (24) and (25) .
The QP model (19) (20) (21) (22) (23) (24) (25) is non-linear but convex. The convexity guarantees the global optimum solution.
On the other hand, the information about intra-day and real-time markets is revealed continuously. In order to benefit from the information releasing over time, the scenario tree is updated with arrival of new information. Ideally, we can update the scenario tree once a new set of information on intra-day and realtime prices exits. However, to keep the model computationally tractable, we update the scenario tree every few hours period t, which we call 'iteration'. For each iteration, new scenario tree is used, which contains the updated forecasts for intra-day and real-time market prices. The implementation of the rolling planning to update the intra-day and real-time prices every 4-h period is depicted in Figure 2 . Note that each scenario contains information for both intra-day and real-time market prices.
The whole framework of coordinated production planning is presented in Figure 3 .
The future electricity price is estimated by taking the average value of forward contracts. The average of the forward market prices is calculated as 40€/MWh. The initial reservoir content is considered 60% of its maximum storage capacity.
The multi-predictor model for price forecasting is used to forecast the electricity prices in day-ahead, intra-day and real-time markets. The parameters of MRJD, ARIMA and HW models are derived using Matlab software. For day-ahead market, HW method parameters are taken α, β and δ = 0.1. For MRJD method, the corresponding parameters for day-ahead market are estimated as follows: long term mean parameters ν = 1.04 and η = 0.04, the parameter corresponding to frequent small fluctuations ζ = 2.86, the mean and the standard deviation of non-frequent spikes are μ = 31.5 and γ = 2.06 and the corresponding arrival rate λ = 0.0034. ARIMA model parameters for day-ahead market prices are set out in Table II .
The estimated transition matrices P intra À day , P real À time and P switch for intra-day market, real-time market and switch are presented in (26) , (27) and (28), respectively. In these transition matrices, the symbol '*' means that the system has never been in the state associated to the asterisk row or column. 
Using estimated parameters, 1000 scenarios are initially generated and reduced to 30 scenarios. The daily absolute error is calculated using the real prices and the simulated prices using all three forecasting techniques for the whole year. Then, diurnal absolute error using all three forecasting tools is depicted in Figure 4 . According to Figure 4 , 23% of cases ARIMA method outperforms, and 77% cases HW method beats its competitors. The MRJD happened to be the worst predictor for our price data. This behaviour is also consistent with (28) .
The QP model is coded in GAMS 24.2 platform and solved using MOSEK solver. The solver is using interior point method and is suitable for solving large-size linear, convex quadratic and conic quadratic programmes [32] . Because quadratic programmes are convex, the solver guarantees the global optimum. The whole simulation is run on a computer with Intel(R) Core(TM)2 Quad CPU Q 9400 at 2.66 GHz and 4 GB RAM. The objective function value together with execution time for all iterations are summarised in Table III . The model statistics for the three-reservoir hydropower system is stated in Table IV. According to Table III , the total computation time is 0.359 s, which clearly shows that the model is applicable to bigger hydropower systems. Moreover, fast execution time will allow updating the information in the model in every hour using rolling planning approach.
The optimal coordinated production planning of the hydropower producer in three sequential markets with risk factor χ = 0.001 is set out in Tables V and VI. The production volumes to day-ahead market remain the same for all iterations (the first column in the Table V) . In contrast, intra-day production volumes (selling and buying) and real-time production volumes (upregulation and Tables V and VI show that in the planning period, the hydropower producer allocates the production differently in different markets.
4.1.1. Discussion in terms of risk factor. Simulation results have shown that the QP model is very sensitive to the risk factor. Table VII illustrates the impact of the inclusion of the risk factor in the discharge plan. For that purpose, the model is simulated with χ = 0 (no risk) and χ = 0.001 (small weight to risk factor). The discharge plans for both cases are set out in Table VII . For the no-risk case, the model allocates the maximum production to day-ahead market nearly for all hours and withdraws it via downregulation. These types of strategies are expected in the multi-settlement markets. When we include a small risk more realistic, productions are achieved. The model allocates base production to day-ahead market and saves some amount for intra-day and real-time markets depending on the expected prices. Table V . The optimal coordinated production allocation in day-ahead and intra-day markets with risk factor χ = 0.001 and four iterations of rolling planning.
Day-ahead market
Selling intra-day market In Table VIII , χ = 0 models a risk-neutral hydropower producer, and χ = 0.004 models a risk-averse hydropower producer. Table VIII shows that the continuous increase of risk factor brings continuous decrease in the expected profit (E[π]) and continuous decrease in risk (Var[π] ). The expected profit with maximum risk (standard deviation of 17 320€) is E[π] = 223 511€. However, for a risk-averse producer with minimum risk (standard deviation of 3742€), the expected profit is only E[π] = 181 962€. Therefore, there is no optimal value for χ. The level of weight assigned to the risk factor highly depends on the producer risk attitude. The expected profit versus profit standard deviation is depicted in Figure 5. 4.1.2. The economic gain from coordinated production. To show the economic gain from coordinated production, the expected profit and variance under the following five cases are studied: (Case 1) coordinated production under three sequential markets, (Case 2) coordinated production under two sequential markets, (Case 3) separated production in day-ahead market, (Case 4) separated production in intra-day market and (Case 5) separated production in real-time market. Case 1 is the suggested three-market coordinated production model. The results from Case 1 are compared with the results of four models Cases 2-5. Case 2 considers day-ahead and real-time markets to allocate production. Cases 3-5 consider only one market for trading the energy. The results for risk factor χ = 0.01 is tabulated in Table IX .
Table IX clearly shows that under coordinated production, hydropower producer has much richer strategies to maximise its profit. The coordinated production planning under three-sequential market has the highest profit for the hydropower producer.
The coordinated and separated production planning for hour 13 of day-ahead market is drawn in Figure 6 . In the coordinated case, the hydropower producer allocates smaller volume at 41.62€ price, because there is still an opportunity to trade on intra-day or on the real-time markets. In contrast, the separated model allocates the higher volume under the same price, because in this case, the only alternative is to sell the water with the expected future price of 40€. 
Eighteen-reservoir system
A numerical example is provided studying real 18-reservoir cascaded hydropower system from a Swedish river. The layout of the system is depicted in Figure AI , stated in I. The physical characteristics of the system are summarised in Table X. The optimization problem for 18-reservoir system again is coded in GAMS and is solved with MOSEK solver using the same computer. The total computation time in this case is 0.748 s instead. This proves the claim stated earlier that the model is applicable for a big system. The discharge plan for 'Iteration 4' is summarised in the Table XI. According to the results, the model suggests to allocate electric power to day-ahead market and keeps some volume for correcting actions via intra-day and real-time markets. Hence, the results are consistent independent of the size of the hydro system the model is applied.
FURTHER DISCUSSIONS AND FUTURE WORKS
Possible extension of the current work will be to build multi-stage stochastic coordinated bidding to day-ahead, intra-day and real-time markets for a risk-averse hydropower producer. In this case, the objective function will be modelled as a convex combination of the expected profit and time-consistence risk measure (29) . . Day-ahead market production for hour 13 using coordinated production planning (solid curve) and separate production planning (dashed curve). 65  60  2  1921  50  27  480  3  1798  165  75  15  4  4220  160  60  45  5  2602  50  25  45  6  8008  340  95  30  7  1392  310  50  120  8  4008  330  90  360  9  2083  450  45  60  10  1000  315  83  20  11  900  320  25  20  12  0  320  21  30  13  3000  480  110  210  14  0  450  42  10  15  0  450  78  30  16  0  450  203  30  17  795  450  52  120  18  2808  1040  590  0 
