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Re´sume´ – Dans cette communication nous pre´sentons une analyse statistique pour l’optimisation des codes de phase utilise´s en
radar. Nous conside´rons, en effet, chaque code comme e´tant la re´alisation d’une variable ale´atoire et nous de´terminons la densite´
de probabilite´ qui permet d’avoir la meilleure fonction d’ambigu¨ıte´ possible. Nous montrons donc quelles proprie´te´s statistiques
doivent ve´rifier les codes et nous analysons plus particulie`rement quelques exemples. Enfin, des simulations montrent l’accord
entre les proprie´te´s statistiques e´tablies et le bon comportement de la fonction d’ambigu¨ıte´.
Abstract – In this paper we present a statistical analysis for the optimization of the phased codes used in radar. Indeed, we
consider each code as being the realization of a random variable and we determine the probability density which makes it possible
to have the best possible ambiguity function. We therefore show which statistical properties must check the codes and we analyze
more particularly some examples. Finally, simulations show the agreement between the established statistical properties and the
good behavior of the ambiguity function.
1 Introduction
La recherche de codes conduisant a` la ”meilleure” fonc-
tion d’ambigu¨ıte´ (FA) possible, en particulier en termes
de lobes secondaires bas, a de´ja` fait l’objet de nombreux
travaux dans la litte´rature mais reste un proble`me non
totalement re´solu et toujours d’actualite´ notamment en
radar MIMO [1]. Certains travaux s’inspirent du domaine
des communications multi-utilisateurs [2], d’autres visent
a` synthe´tiser des se´quences en optimisant certains crite`res
concernant leurs fonctions d’auto- et d’inter-corre´lation
[3], [4], [5]. Cependant, la FA de´pend e´galement de pa-
rame`tres concernant l’impulsion de mise en forme, le dia-
gramme d’e´mission, les fre´quences et distances d’analyse
et de cibles potentielles. De plus, les codes ge´ne´re´s par les
me´thodes existantes pre´sentent des inconve´nients. Soit ils
sont de longueur limite´e, soit ils ne´cessitent des calculs
importants.
Dans cette communication, nous proposons une approche
statistique pour la recherche de codes. Pour cela nous
conside´rons chaque code comme la re´alisation d’une va-
riable ale´atoire et nous e´tablissons les densite´s de proba-
bilite´ (ddp) qui permettent d’aboutir a` une bonne FA. Les
re´sultats trouve´s par le calcul sont ensuite valide´s par si-
mulations. Dans la section 2, nous introduisons brie`vement
la fonction a` optimiser dont de´pend la FA. Notons que
cette e´tude peut-eˆtre vue comme une premie`re e´tape en
attendant de traiter le cas plus ge´ne´ral et plus difficile du
MIMO dans un travail ulte´rieur. La section 3 est consacre´e
a` l’analyse de l’influence de la distribution de la variable
ale´atoire ge´ne´rant les se´quences sur la FA a` Doppler nul.
Dans la section 4 nous expliquons comment le re´sultat
pre´ce´dent peut eˆtre e´tendu a` la FA pour une fre´quence
Doppler quelconque. La section 5 illustre a` travers des
simulations les re´sultats obtenus. Nous concluons et don-
nons quelques perspectives dans la section 6.
2 Rappel sur la fonction d’ambigu¨ıt
La FA d’un syste`me radar est la sortie bidimensionelle,
pour un temps d’arrive´e τ et une fre´quence Doppler ν,
d’un filtre adapte´ au signal e´mis et s’e´crit :
A(τ, ν) =
∫
s(t)s∗(t+ τ)ej2piνtdt (1)
ou` la forme d’onde d’e´mission s(t) est donne´e par :
s(t) =
Nc∑
p=1
wpu(t− (p− 1)Tc) (2)
Nc est la longueur de la se´quence code´e {wp}p=1,Nc et
u(t) est la fonction de mise en forme de support [0, Tc].
(1) devient donc :
A(τ, ν) =
Nc∑
p=1
Nc∑
l=1
wpw
∗
l γ˜
u
p,l(τ, ν) (3)
γ˜up,l(τ, ν) =
∫
u(t− (p− 1)Tc)u(t− (l − 1)Tc + τ)ej2piνtdt
(4)
Apre`s calculs, la FA pour τ = kTc devient :
A(kTc, ν) = Rw(ν, k)α(ν) (5)
α(ν) =
∫ Tc
0
|u(t)|2ej2piνtdt (6)
En supposant u(t) impulsion rectangulaire et ν plus petite
que la largeur de bande de la forme d’onde, on peut sup-
poser que | sinpiνTcpiν | ' Tc. On en de´duit que l’optimisation
de la FA revient a` analyser :
|R(k, ν)| = |
Nc−k∑
p=1
ωpω
∗
p+ke
jpiν(p−1)Tc | (7)
ou` ωp = e
jpixp , xp e´tant une variable ale´atoire prenant des
valeurs dans l’intervalle [−1, 1]. L’expression (7) devient
|R(k, ν)| = |
Nc−k∑
p=1
ejpizp(k)| (8)
avec
zp(k) = xp − xp+k + ν(p− 1)Tc (9)
Ainsi |R(k, ν)| pour k 6= 0 contient l’information sur les
lobes secondaires de la FA. Optimiser les codes d’e´mission
{xp} consiste donc a` minimiser |R(k, ν)|, ∀ν et ∀k 6= 0.
Dans la section suivante nous commenc¸ons par e´tudier les
proprie´te´s statistiques de la variable ale´atoire
R = |Zk| = |
Nc−k∑
p=1
ejpiyp | (10)
en fonction de la distribution de la variable ale´atoire yk.
Ensuite, dans la section 4, nous e´tudierons l’influence sur
la variable R de (10) du terme de´terministe ν dans (9).
3 Propie´te´s statistiques de |Zk|
Supposons les yp i.i.d ; soient α (resp β) la moyenne
de la partie re´elle (resp imaginaire) de Zk, s1 et s2 leurs
variances respectives. La distribution de yp est suppose´e
syme´trique par rapport a` 0 et donc β = 0 ; soit
X = R√
s1+s2
B = α√
s1+s2
K =
√
s2
s1
(11)
Il a e´te´ montre´ dans [6] que la ddp de la variable ale´atoire
normalise´e X de´pend le´ge`rement de K et de´pend forte-
ment de B. Pour K = 1 cette ddp est
fX(x) = 2xe
−(B2+x2)I0(2Bx) (12)
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Figure 1 – Distribution fX(x) pour K = 1 et pour
diffe´rentes valeurs de B
ou` I0(.) est la premie`re fonction de Bessel modifie´e de
premie`re espe`ce. Nous avons repre´sente´ sur la figure 1 la
ddp (12) pour B = 0; 0.5; 1 ; on peut voir que pour B =
0 la ddp est la meilleure dans le sens ou` pour x0 fixe´
la probabilite´ X < x0 est la plus grande pour B = 0.
Cette ddp est appele´e la distribution de Rayleigh et sera
conside´re´e comme la re´fe´rence dans ce travail ; l’optimalite´
de notre proble`me consistant a` rendre la ddp de R la plus
proche possible d’une loi de Rayleigh.
3.1 Cas ou` yp est uniforme´ment re´parti
dans [−a, a] avec a ≤ 1
On obtient la distribution de Rayleigh pour a = 1 ; en
effet dans ce cas seulement, α = 0 et s1 = s2 = (Nc−k)/2
et donc B = 0. Dans ce cas il est facile de montrer que la
moyenne et la variance de R = |Zk| sont :{
E =
√
(s1+s2)pi
2
V = (1− pi4 )(s1 + s2)
(13)
3.2 Cas ou` yp est uniforme´ment re´partie
dans [−a, a] avec a > 1
Dans ce cas et du fait de la pe´riodicite´ de ejpiyp , on
de´finit sur [−1, 1] la variable ale´atoire enroule´e y˜p cor-
respondant a` yp et ve´rifiant e
jpiyp = ejpiy˜p , comme par
exemple celle repre´sente´e par la courbe rouge sur la Fi-
gure 2. Ainsi les proprie´te´s statistiques de |Zk| seront les
meˆmes pour yp et y˜p. Soit bac la partie entie`re de a ; yp
e´tant uniforme´ment re´partie sur [−a, a] avec a > 1, on
montre que fy˜p(y) peut avoir deux expressions suivant bac.
— si bac est pair, bac = 2l
fy˜p(y) =
{
l
a si a− 2l ≤ |y| ≤ 1
2l+1
2a 0 ≤ |y| ≤ a− 2l
(14)
— si bac est impair, bac = 2l + 1
fy˜p(y) =
{
2l+1
2a si 0 ≤ |y| ≤ −a+ 2l + 2
l+1
a si − a+ 2l + 2 ≤ |y| ≤ 1
(15)
Sur la Figure 2, nous avons repre´sente´ les ddp de fy(y) et
fy˜(y) dans les deux cas bac pair et impair. Dans les deux
cas la ddp uniforme est obtenue lorsque a est un entier.
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Figure 2 – fy(y) et fy˜(y) dans le cas d’une distribution
uniforme
3.3 Distribution de yp triangulaire sur [−a, a]
Une telle distribution est obtenue lorsque xp et xp+k dans
(9) sont uniforme´ment re´parties et ν = 0. On montre que
la distribution fy˜(y) de la variable ale´atoire enroule´e cor-
repondant a` yp peut avoir deux expressions suivant bac :
— si bac est pair, bac = 2l
fy˜(y) =
{
(2l+1)a−2l(l+1)−|y|
a2 si 0 ≤ |y| ≤ a− 2l
2la−2l2
a2 si a− 2l ≤ |y| ≤ 1
(16)
— si bac est impair, bac = 2l + 1
fy˜(y) =
{
(2l+1)a−2l(l+1)−|y|
a2 si 0 ≤ |y| ≤ 2l + 2− a
2(l+1)a−2(l+1)2
a2 si 2l + 2− a ≤ |y| ≤ 1
(17)
Dans les deux cas, la ddp de y˜ admet l’allure de la Figure
3 et on obtient la loi uniforme lorsque a est un entier > 1.
−4 −3 −2 −1 0 1 2 3 4
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
 
 
fy(y)
fy˜(y)
Figure 3 – fy(y) et fy˜(y) dans le cas d’une distribution
triangulaire
3.4 Distribution de yp gaussienne centre´e
Une telle distribution est obtenue lorsque xp et xp+k dans
(9) sont aussi gaussiennes centre´es et ν = 0. Lorsque fy(y)
est gaussienne, fy˜(y) a une des deux allures repre´sente´es
sur la Figure 4, suivant la variance σ2 :
— σ2 < 1 on obtient une ddp qui diffe`re beaucoup de
la ddp uniforme, (Figure 4 pour σ2 = 13 ).
— σ2 ≥ 1, la ddp est proche de la ddp uniforme sur
[−1, 1].
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Figure 4 – fy(y) et fy˜(y) dans le cas d’une distribution
gaussienne centre´e
3.5 Histogrammes de |Zk|
Sur la Figure 5, nous avons repre´sente´ les histogrammes
normalise´s de |Zk| dans le cas Nc = 1023 et pour les
distributions conside´re´es ; nous avons repre´sente´ aussi en
rouge la distribution de Rayleigh. Ils sont calcule´s a` par-
tir de 10000 re´alisations de yp. Notons que d’apre`s (13)
la moyenne et la variance sont E ∼= 28 and V ∼= 219. On
retrouve que :
— les distributions uniformes sur [−n, n], n e´tant un
entier non nul et triangulaires sur [−n, n], n ≥ 2
permettent d’avoir un |Zk| qui suit la loi de Ray-
leigh ;
— meˆme chose pour les distributions gaussiennes centre´es
de variance supe´rieure ou e´gale a` 1 ;
— dans les autres cas, on obtient une distribution tre`s
diffe´rente de celle de Rayleigh.
Il s’ensuit que pour espe´rer avoir |Zk| petit, ce qui cor-
respondrait a` avoir des lobes secondaires faibles, il vaut
mieux eˆtre dans les deux premiers cas.
4 Fonction d’ambigu¨ıte´
La pre´sence du terme de´terministe ν(p−1)Tc dans l’ex-
pression (9) rend difficile l’analyse des statistiques de |Zk|
(8) mais on peut quand meˆme faire l’analyse suivante. Soit
A la moyenne E[ejpiyp ], yp e´tant i.i.d., alors
E[Zk(ν)] = A
Nc−k∑
p=1
ejpi(p−1)νTc (18)
Si νTc = 2q, q entier, E[Zk(ν)] = A(Nc − k). Si A = 0 la
partie re´elle de Zk(ν) est nulle et donc α = 0 et B = 0,
condition pour que |Zk| suive la loi de Rayleigh [6]).
Dans le cas νTc 6= 2q :
E[Zk(ν)] = A
ejpi(Nc−k)νTc/2
ejpiνTc/2
sin[pi(Nc − k)νTc/2]
sin[piνTc/2]
(19)
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Figure 5 – Histogrammes de Zk
Puisque | sin[pi(Nc − k)νTc/2]| ≤ (Nc − k)| sin[piνTc/2]|,
|Re(E[Zk(ν)])| ≤ |A|(Nc− k) (20)
Dans ce cas aussi si A = 0, Re(E[Zk(ν)]) est nulle, d’ou`
α = 0 et B = 0 et |Zk| suit encore la loi de Rayleigh.
Il s’ensuit que pour optimiser (8) il suffit de l’optimiser
pour ν = 0 et donc d’optimiser |Zk| de (10).
5 Simulation
Pour le calcul de la FA nous avons pris Nc = 1023.
Une se´quence xp uniforme´ment re´partie sur [−a, a] donne
une se´quence yp = xp+k−xp triangulaire sur [−2a, 2a], ce
cas correspond a` fy˜(y) de la Figure 3 ; ainsi le cas trian-
gulaire sur [−2, 2] (resp sur [−2.4, 2.4]) de la figure 5 est
obtenu par xp uniforme´ment re´partie sur [−1, 1] (resp sur
[−1.2, 1.2]). De meˆme xp gaussienne centre´e de variance
σ2 donne une yp gaussienne de variance 2σ
2 ; le cas gaus-
sien de variance 1 (resp 13 ) de la figure 5 est obtenu par xp
gaussienne de variance 12 (resp
1
6 ). Pour ces cas nous avons
calcule´ la moyenne sur 50 re´alisations du pic maximal des
lobes secondaires de la FA note´ P (la FA est normalise´e
pour que le maximum de son lobe principal soit e´gal a` 1).
Les re´sultats sont donne´s sur le tableau suivant.
xp U[−1,1] U[−1.2,1.2] Gσ2=1 Gσ2= 16
yp T[−2,2] T[−2.4,2.4] Gσ2=2 Gσ2= 13
y˜p U[−1,1] Fig.3 Fig.4 Fig.4
P(dB) -10.15 -10.02 -9.914 -6.23
On peut voir que les trois premiers cas du tableau qui cor-
respondent ou sont tre`s proches de la loi uniforme donnent
de faibles pics maximaux, alors que le dernier cas corre-
pondant a` la loi gaussienne en pointille´s sur la Figure 4
et qui diffe`re beaucoup de la loi uniforme donne un pic
maximal e´leve´.
6 Conclusion
Dans ce travail nous avons adopte´ une approche statis-
tique pour la recherche de se´quences permettant d’optimi-
ser la FA radar. En conside´rant les se´quences comme e´tant
des re´alisations d’une variable ale´atoire, nous avons pu
trouver une condition sur la ddp de cette variable ale´atoire
permettant de mimimiser le pic maximal des lobes secon-
daires de la FA du syste`me radar. Notons que l’analyse
re´alise´e dans ce papier constitue une premie`re e´tape d’un
travail plus complet sur le cas du radar MIMO qui sera
fait ulte´rieurement et ou` il s’agira de rechercher avec une
approche statistique des familles de se´quences. Un travail
concernant la construction de se´quences ayant les pro-
prie´te´s e´tablies ici a` partir de se´quences chaotiques est
e´galement en cours.
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