In this paper, we propose a new multi-armed bandit problem called the Gambler's Ruin Bandit Problem (GRBP). In the GRBP, the learner proceeds in a sequence of rounds, where each round is a Markov Decision Process (MDP) with two actions (arms): a continuation action that moves the learner randomly over the state space around the current state; and a terminal action that moves the learner directly into one of the two terminal states (goal and dead-end state). The current round ends when a terminal state is reached, and the learner incurs a positive reward only when the goal state is reached. The objective of the learner is to maximize its long-term reward (expected number of times the goal state is reached), without having any prior knowledge on the state transition probabilities. We first prove a result on the form of the optimal policy for the GRBP. Then, we define the regret of the learner with respect to an omnipotent oracle, which acts optimally in each round, and prove that it increases logarithmically over rounds. We also identify a condition under which the learner's regret is bounded. A potential application of the GRBP is optimal medical treatment assignment, in which the continuation action corresponds to a conservative treatment and the terminal action corresponds to a risky treatment such as surgery.
I. INTRODUCTION
Multi-armed bandits (MAB) are used to model a plethora of applications that require sequential decision making under uncertainty ranging from clinical trials [1] to web advertising [2] . In the conventional MAB [3] , [4] the learner chooses an action from a finite set of actions at each round, and receives a random reward. The goal of the learner is to maximize its long-term expected reward by choosing actions that yield high rewards. This is a non-trivial task, since the reward distributions are not known beforehand. Numerous orderoptimal index-based learning rules have been developed for the conventional MAB [4] - [6] . These rules act myopically by choosing the action with the maximum index in each round.
Situations that require multiple actions to be taken in each round cannot be modeled using conventional MAB. As an example, consider medical treatment administration. At the beginning of each round a patient arrives to the intensive care unit (ICU) with a random initial health state. The goal state is defined as discharge and dead-end state is defined as death. Actions correspond to treatment options that move the patient randomly over the state space. The objective is to maximize the expected number of patients that are discharged by learning the optimal treatment policy using the observations gathered from the previous patients. In the example given above, each round corresponds to a goaloriented Markov Decision Process (MDP) with dead-ends Cem Tekin is supported by TUBITAK 2232 Fellowship (116C043). [7] . The learner knows the state space, goal and dead-end states, but does not know the state transition probabilities a priori. At each round, the learner chooses a sequence of actions and only observes the state transitions that result from the chosen actions. In the literature, this kind of feedback information is called bandit feedback [8] .
Motivated by the application described above, we propose a new MAB problem in which multiple arms are selected in each round until a terminal state is reached. Due to its resemblance to the Gambler's Ruin Problem [9] - [11] , we call this new MAB problem the Gambler's Ruin Bandit Problem (GRBP). In GRBP, the system proceeds in a sequence of rounds ρ ∈ {1, 2, . . .}. Each round is modeled as an MDP (as in Fig. 1 ) with unknown state transition probabilities and terminal (absorbing) states. The set of terminal states includes a goal state G and a dead-end state D, and the non-terminal states are ordered between the goal and dead-end states. In each non-terminal state, there are two possible actions: a continuation action (action C) that moves the learner randomly over the state space around the current state; and a terminal action (action F ) that moves the learner directly into a terminal state. Starting from a random, non-terminal initial state, the learner chooses a sequence of actions and observes the resulting state transitions until a terminal state is reached. The learner incurs a unit reward if the goal state is reached. Otherwise, it incurs no reward. The goal of the learner is to maximize its cumulative expected reward over the rounds.
If the state transition probabilities were known beforehand, an omnipotent oracle with unlimited computational power could calculate the optimal policy that maximizes the probability of hitting the goal state from any initial state, and then select its actions according to the optimal policy. We define the regret of the learner by round ρ as the difference in the expected number of times the goal state is reached by the omnipotent oracle and the learner by round ρ.
First, we show that the optimal policy for GRBP can be computed in a straightforward manner: there exists a threshold state above which it is always optimal to take action C and on or below which it is always optimal to take action F . Then, we propose an online learning algorithm for the learner, and bound its regret for two different regions that the actual state transition probabilities can lie in. The regret is bounded (finite) in one region, while it is logarithmic in the number of rounds in the other region. These bounds are problem-specific, in the sense that they are functions of the state transition probabilities. Finally, we illustrate the behavior of the regret as a function of the state transition probabilities through numerical experiments. The contributions of this paper can be summarized as follows:
• We define a new MAB problem, called GRBP, in which the learner takes a sequence of actions in each round with the objective of reaching to the goal state. • We show that using conventional MAB algorithms such as UCB1 [4] in GRBP by enumerating all deterministic Markov policies is very inefficient and results in high regret. • We prove that the optimal policy for GRBP has a threshold form and the value of the threshold can be calculated in a computationally efficient way. • We derive bounds on the regret of the learner with respect to an omnipotent oracle that acts optimally. Unlike conventional MAB where the regret growth is at least logarithmic in the number of rounds [3] , in GRBP regret can be either logarithmic or bounded, based on the values of the state transition probabilities. We explicitly characterize the region of state transition probabilities in which the regret is bounded. Remainder of the paper is organized as follows. Related work is given in Section II. GRBP is defined in Section III. Form of the optimal policy for the GRBP is given in Section IV. The learning algorithm for GRBP is given in Section V together with its regret analysis. Numerical results are shown in Section VI. Conclusion is given in Section VII.
II. RELATED WORK A. Gambler's Ruin Problem
If action F is removed from the GRBP, it becomes the Gambler's Ruin Problem. In the model of Hunter et al. [10] of the Gambler's Ruin Problem, in addition to the standard outcome of moving one state to the left or right, two extra outcomes are also considered. One outcome changes the state immediately to G, while the other outcome changes the state immediately to D. These outcomes are referred to as Windfall and Catastrophe outcomes, respectively. The ruin and winning probabilities and the duration of the game are calculated based on these additional outcomes. In another model [11] , modifications such as the chance of absorption in states other than G and D and staying in the same state are considered. The ruin and winning probabilities are calculated according to the proposed state transition model. Unlike GRBP which is an MDP, the Gambler's Ruin Problem is a Markov chain. Moreover, the ruin and winning probabilities in the models above can be calculated exactly since the transition probabilities are assumed to be known.
B. MDPs
GRBP is closely related to goal oriented MDPs and stochastic shortest path problems [12] . For these problems, in each state (or time epoch), an action has to be taken with the aim of reaching to the goal state (G) with minimum cost. For this task, the optimal policy have to be determined beforehand using the set of known transition probabilities. Recently, progress has been made in obtaining solutions for MDPs that have dead-end (D) states in addition to goal (G) states [7] , [13] . These solutions require value iteration and heuristic search methods to be performed using the knowledge of transition probabilities. To the best of our knowledge, a reinforcement learning algorithm that works without knowing the transition probabilities a priori and that achieves logarithmic regret bounds, has not been developed yet for these problems.
Reinforcement learning in MDPs is considered by numerous researchers [14] , [15] . In these works, it is assumed that the underlying MDP is unknown but ergodic, i.e., it is possible to reach from any state to all other states with a positive probability under any policy. These works adopt the principle of optimism under uncertainty to choose an action that maximizes the expected reward among a set of MDP models that are consistent with the estimated transition probabilities. Unlike these works, in GRBP (i) the MDP is not ergodic, and (ii) the reward is obtained only in the terminal state and not after each chosen action.
C. Multi-armed Bandits
Over the last decade many variations of the MAB problem is studied and many different learning algorithms are proposed, including Gittins index [16] , upper confidence bound policies (UCB-1, UCB-2, Normalized UCB, KL-UCB) [4] - [6] , greedy policies ( -greedy algorithm) [4] and Thompson sampling [17] (see [8] for a comprehensive analysis of the MAB problem). The performance of a learning algorithm for a MAB problem is computed using the notion of regret. For the stochastic MAB problem [3] , the regret is defined as the difference between the total (expected) reward of the learning algorithm and an oracle which acts optimally based on complete knowledge of the problem parameters. It is shown that the regret grows logarithmically in the number of rounds for this problem.
GRBP can be viewed as a MAB problem in which each arm corresponds to a policy. Since the set of possible deterministic policies for the GRBP is exponential in the number of states, it is infeasible to use algorithms developed for MAB problems to directly learn the optimal policy by experimenting with different policies over different rounds.
In addition, GRBP model does not fit into the combinatorial models proposed in prior works [18] . Due to these differences, existing MAB solutions cannot solve GRBP in an efficient way. Therefore, a new learning methodology that exploits the structure of the GRBP is needed.
III. PROBLEM FORMULATION

A. Definition of the GRBP
In the GRBP, the system is composed of a finite set of states S := {D, 1, . . . , G}, where integer D = 0 denotes the dead-end state and G denotes the goal state. The set of initial (starting) states is denoted byS := {1, . . . , G−1}. The system operates in rounds (ρ = 1, 2, . . .). The initial state of each round is drawn from a probability distribution q(s), s ∈ S over the set of initial statesS, such that 1 − q(1) > 0. The current round ends and the next round starts when the learner hits state D or G. Because of this, D and G are called terminal states. All other states are called non-terminal states. Each round is divided into multiple time slots in which the learner takes an action in each time slot from the action set A := {C, F } with the aim of reaching to state G. Here, C denotes the continuation action and F is the terminal action. According to Fig. 1 , action C moves the learner one state to the right or to the left of the current state. Action F moves the learner directly to one of the terminal states. Let s ρ t denote the state at the beginning of the tth time slot of round ρ and a ρ t denote the action taken at the tth time slot of round ρ. The state transition probabilities for action C are given by
The state transition probabilities for action F are given by
If the state transition probabilities are known, each round can be modeled as a MDP and an optimal policy can be found by dynamic programming [12] , [19] .
B. Value Functions, Rewards and the Optimal Policy
Let π = (π 1 , π 2 , . . .), where π t :S → A, t ≥ 1 represent a deterministic Markov policy. π is a stationary policy if π t = π t for all t and t . For this case we will simply use π : S → A to denote a stationary deterministic Markov policy. Since the time horizon is infinite within a round and the state transition probabilities are time-invariant, it is sufficient to search for the optimal policy within the set of stationary deterministic Markov policies, which is denoted by Π. Let V π (s) denote the probability of reaching to G by using policy π given that the system is in state s. Let Q π (s, a) denote the probability of reaching to G by taking action a in state s, and then continuing according to policy π. We have
Hence, V π (s), s ∈S can be computed by solving the following set of equations:
where π(s) denotes the action selected by π in state s. The value of policy π is defined as
The optimal policy is denoted by π * := arg max π∈Π V π and the value of the optimal policy is denoted by
The optimal policy is characterized by Bellman optimality equations for all s ∈S
As it is sufficient to search for the optimal policy within stationary deterministic Markov policies and since there are only two actions that can be taken in each s ∈S, the number of all such policies is 2 G−1 . In Section IV, we will prove that the optimal policy for GRBP has a simple threshold form, which reduces the number of policies to learn from 2 G−1 to 2.
C. Online Learning in the GRBP
As we described in the previous subsection, when the state transition probabilities are known, optimal solution and its probability of reaching to the goal can be found by solving Bellman optimality equations. When the learner does not know p C and p F , the optimal policy cannot be computed a priori, and hence needs to be learned. We define the learning loss of the learner, who is not aware of the optimal policy a priori, with respect to an oracle, who knows the optimal policy from the initial round, as the regret given by
Vπ ρ whereπ ρ denotes the policy that is used by the learner in round ρ. Let N π (T ) denote the number of times policy π is used by the learner by round T . For any policy π, let ∆ π := V * − V π denote the suboptimality gap of that policy. The regret can be rewritten as
(2)
In this paper, we will design learning algorithms that minimize the growth rate of the expected regret, i.e., E[Reg(T )]. A straightforward way to do this will be to employ UCB1 algorithm [4] or its variants [6] by taking each policy as an arm. The result below state a logarithmic bound on the expected regret when UCB1 is used. Theorem 1. When UCB1 in [4] is used to select the policy to follow at the beginning of each round (with set of arms Π), we have
Proof. See [4] .
As shown in Theorem 1, the expected regret of UCB1 depends linearly on the number of suboptimal policies. For GRBP, the number of policies can be very large. For instance, we have 2 G−1 different stationary deterministic Markov policies for the defined problem. These imply that using UCB1 to learn the optimal policy is highly inefficient for the GRBP. The learning algorithm we propose in Section V exploits a result on the form of the optimal policy that will be derived in Section IV to learn the optimal policy in a fast manner. This learning algorithm calculates an estimated optimal policy using the estimated transition probabilities, and hence learns much faster than applying UCB1 naively. Moreover, it can even achieve bounded regret (instead of logarithmic regret) under some special cases.
IV. FORM OF THE OPTIMAL POLICY
In this section, we prove that the optimal policy for GRBP has a threshold form. The value of the threshold depends only on the state transition probabilities and the number of states. First, we give the definition of a stationary threshold policy. Definition 1. π is a stationary threshold policy if there exists τ ∈ {0, 1, . . . , G − 1} such that π(s) = C for all s > τ and π(s) = F for all s ≤ τ . We use π tr τ to denote the stationary threshold policy with threshold τ . The set of stationary threshold policies is given by Π tr := {π tr τ } τ ={0,1,...,G−1} . The next lemma constrains the set of policies that the optimal policy lies in. Lemma 1. In the GRBP it is always optimal to select action C at s ∈S − {1}.
By definition,
Therefore,
According to (4) we find that V * (s − 1) = p F must hold.
Then, we conclude that if
This also implies that
By (5), if V * (s) = p F for some s ∈S − {1}, then this
This shows that unless p F = 1, it is suboptimal to select action F in statesS − {1} and since p F = 1 is a trivial case, we disregard that. Hence, it is always optimal to select action C at s ∈S − {1}.
The result of Lemma 1 holds independently from the set of transition probabilities (given that p F < 1) and the number of states. Lemma 1 leaves out only two candidates for the optimal policy. The first candidate is the policy which selects action C at any state s ∈S. The second candidate selects action C in all states except state 1. Hence, the optimal policy is always in set {π tr 0 , π tr 1 }. This reduces the set of policies to consider from 2 G−1 to 2. Let r := p D /p C denote the failure ratio of action C. The next lemma gives the value functions for π tr 1 and π tr 0 . Lemma 2. In the GRBP we have
Proof. See our online appendix [20] .
The form of the optimal policy is given in the following theorem.
Theorem 2. In the GRBP, the optimal policy is π tr τ * , where
where sign(x) = 1 if x is nonnegative and 0 otherwise.
Proof. Since we have found in Lemma 1 that it is always optimal to select action C when the state is in {2, . . . , G−1}, to find the optimal policy, it is sufficient to compare the value functions of the two policies for s = 1. When r = 1, this gives π * = π tr 1 if 1 − r 1 − r G ≤ p F and π * = π tr 0 otherwise. 1 Similarly, if r = 1 and 1/G ≤ p F , then π * = π tr 1 . Otherwise, π * = π tr 0 . Using these, the value of the optimal threshold is given as
which completes the proof.
When r = 1, the term (1 − r)/(1 − r G ) represents probability of hitting G starting from state 1 by always selecting action C. This probability is equal to 1/G when r = 1. Because of this, it is optimal to take the terminal action in some cases for which p C > p F . Although the continuation action can move the system state in the direction of the goal state for some time, the long term chance of hitting the goal state by taking the continuation action can be lower than the chance of hitting the goal state by immediately taking the terminal action at state 1.
Equation of the boundary for which the optimal policy changes from π tr 0 to π tr 1 is
when r = 1. This decision boundary is illustrated in Fig. 2 for different values of G. We call the region of transition probabilities for which π tr 0 is optimal as the exploration region, and the region for which π tr 1 is optimal as the noexploration region. In exploration region, the optimal policy does not take action F in any round. Therefore, any learning algorithm that needs to learn how well action F performs, needs to explore action F . As the value of G increases, area of the exploration region decreases due to the fact that probability of hitting the goal state by only taking action C decreases.
V. AN ONLINE LEARNING ALGORITHM AND ITS REGRET ANALYSIS
In this section, we propose a learning algorithm that minimizes the regret when the state transition probabilities are unknown. The proposed algorithm forms estimates of state transition probabilities based on the history of state transitions, and then, uses these estimates together with the form of the optimal policy obtained in Section IV to calculate an estimated optimal policy at each round. 1 When (1 − r)/(1 − r G ) = p F both π tr 1 and π tr 0 are optimal. For this case, we favor π tr 1 because it always ends the current round. 
A. Greedy Exploitation with Threshold Based Exploration
The learning algorithm for the GRBP is called Greedy Exploitation with Threshold Based Exploration (GETBE) and its pseudocode is given in Algorithm 1. Unlike conventional MAB algorithms [3] , [4] , [6] which require all arms to be sampled at least logarithmically many times, GETBE does not need to sample all policies (arms) logarithmically many times to find the optimal policy with a sufficiently high probability. GETBE achieves this by utilizing the form of the optimal policy derived in the previous section. Although GETBE does not require all policies to be explored, it requires exploration of action F when the estimated optimal policy never selects action F . This forced exploration is done to guarantee that GETBE does not get stuck in the suboptimal policy.
GETBE keeps counters N G F (ρ), N F (ρ), N u C (ρ) and N C (ρ): (i) N G F (ρ) is the number of times action F is selected and terminal state G is entered upon selection of action F by the beginning of round ρ, (ii) N F (ρ) is the number of times action F is selected by the beginning of round ρ, (iii) N u C (ρ) is the number of times transition from some state s to s + 1 happened (i.e., the state moved up) after selecting action C by the beginning of round ρ, (iv) N C (ρ) is the number of times action C is selected by the beginning of round ρ. Let T F (ρ) and T C (ρ) represent the number of times action F and action C is selected in round ρ, respectively. Since, action F is a terminal action, it can be selected at most once in each round. However, action C can be selected multiple times in the same round. Let T G F (ρ) and T u C (ρ) represent the number of times state G is reached after the selection of action F and the number of times the state moved up after the selection of action C in round ρ, respectively.
At the beginning of round ρ, GETBE forms the transition probability estimatesp F ρ := N G F (ρ)/N F (ρ) andp C ρ := N u C (ρ)/N C (ρ) that correspond to actions F and C, respectively. Then, it computes the estimated optimal policyπ ρ by using the form of the optimal policy given in Theorem 2 for the GRBP. Ifπ ρ = π tr 1 , then GETBE operates in greedy exploitation mode by acting according to π tr 1 for the entire round. Else ifπ ρ = π tr 0 , then GETBE operates in triggered exploration mode and selects action F in the first time slot of that round if N F (ρ) < D(ρ), where D(ρ) is a non-decreasing control function that is an input of GETBE. This control function helps GETBE to avoid getting stuck in the suboptimal policy by forcing the selection of action F , although it is suboptimal according toπ ρ . When N F (ρ) ≥ D(ρ), GETBE employsπ ρ for the entire round.
At the end of round ρ the values of counters are updated as follows:
These values are used to estimate the transition probabilities that will be used at the beginning of round ρ + 1, for which the above procedure repeats. In the analysis of GETBE, we will show that when N F (ρ) ≥ D(ρ), the probability that GETBE selects the suboptimal policy is very small, which implies that the regret incurred is very small.
Algorithm 1 GETBE Algorithm 1: Input : G, D(ρ) 2: Initialize: Take action C and then action F once to form initial estimates: N G F (1), NF (1) = 1, N u C (1), NC (1) = 1 (Round(s) to form the initial estimates (at most 2 rounds) are ignored in the regret analysis). ρ = 1 3: while ρ ≥ 1 do 4:
Get initial state s ρ 1 ∈S, t = 1 :
end while 23:
Update the counters according to (7) 24: ρ = ρ + 1 25: end while
B. Regret Analysis
In this section, we bound the (expected) regret of GETBE. We show that GETBE achieves bounded regret when the unknown transition probabilities lie in no-exploration region and logarithmic (in number of rounds) regret when the unknown transition probabilities lie in exploration region. Based on Theorem 2, GETBE only needs to learn the optimal policy from the set of policies {π tr 0 , π tr 1 }. Using this fact and taking the expectation of (2), the expected regret of GETBE can be written as
Let ∆(s) := |V π tr 1 (s)−V π tr 0 (s)|, s ∈S be the suboptimality gap when the initial state is s. For any π ∈ {π tr 0 , π tr 1 }, we have ∆ π ≤ ∆ max , where ∆ max := max s∈S ∆(s). The next lemma gives closed-form expressions for ∆(s) and ∆ max .
See our online appendix [20] .
Next, we bound E[N π (T )] for the suboptimal policy in a series of lemmas. From (6) , it is clear that the boundary is a function of r. Let r = 1−x x . Then, the boundary becomes a function of x by which we have
Let δ be the minimum Euclidean distance of pair (p C , p F ) from the boundary (x, B(x)) given in Fig. 2 . The value of δ specifies the hardness of GRBP. When δ is small, it is harder to distinguish the optimal policy from the suboptimal policy. If the pair of estimated transition probabilities (p C ρ ,p F ρ ) in round ρ lies within a ball around (p C , p F ) with radius less than δ, then GETBE will select the optimal policy in that round. The probability that GETBE selects the optimal policy is lower bounded by the probability that the estimated transition probabilities lie in a ball centered at (p C , p F ) with radius δ.
The (expected) regret given in (8) can be decomposed into two parts: (i) regret in rounds in which the suboptimal policy is selected, (ii) regret in rounds in which the optimal policy is selected and GETBE explores. Let IR(T ) denote the number of rounds by round T in which the suboptimal policy is selected. The first part of the regret is upper bounded by E[IR(T )], since the reward in a round can be either 0 or 1. Similarly, the second part of the regret is upper bounded by the number of explorations when the optimal policy is π tr 0 . When the optimal policy is π tr 1 , exploration will only be performed when the suboptimal policy is selected. Hence, there is no additional regret due to explorations, since all the regret is accounted for in the first part of the regret.
Let A ρ denote the event that the suboptimal policy is selected in round ρ. Let
It can be shown that on event C c ρ the Euclidian distance between (p C , p F ) and (p C ρ ,p F ρ ) is less than δ. This implies that on event C c ρ , the optimal policy is selected. Therefore, C ρ contains the event that the optimal policy is not selected. Using the linearity of expectation and the union bound, we obtain
Let I exp ρ be the indicator function of the event that GETBE explores. By the above discussion we have
Next, we bound the expected regret of GETBE for the GRBP using (10) and (11) .
is a positive constant that depends only on p F , p C and G, whose explicit value is given in [20] , we have E[Reg(T )|π * = π tr 1 ] ≤ w(p F , p C , G) and
is a positive constant that depends only on p F , p C and G whose explicit value is given in [20] .
Proof. (Sketch) For the full proof, see our online appendix [20] . First, we show that independent of the number of times π tr 0 and π tr 1 is selected by GETBE, N a (ρ) cannot be smaller than a logarithmic function of ρ, when ρ is sufficiently large. This is ensured for N C (ρ) since GETBE selects action C with positive probability in each round unless it explores (even when it uses π tr 1 ). In addition, GETBE selects action F with positive probability in each round when it uses π tr 1 . Moreover, in rounds in which GETBE uses π tr 0 , it forces action F to be selected at least logarithmically many times by using the control function.
By using the above results together with Hoeffding's inequality, the bound on E[IR(T )] given in (9) becomes w(p F , p C , G). In [20] it is also shown that w(p F , p C , G) increases as δ decreases. On the other hand, E[ T ρ=1 I exp ρ ] is bounded by the control function. The result follows from summing these terms using (10) and (11) . Theorem 3 bounds the expected regret of GETBE. When π * = π tr 1 , Reg(T ) = O(1) since both actions will be selected with positive probability by the optimal policy at each round. When π * = π tr 0 , Reg(T ) = O(log T ) since GETBE forces to explore action F logarithmically many times to avoid getting stuck in the suboptimal policy.
VI. NUMERICAL RESULTS
We create a synthetic medical treatment selection problem based on [21] . Each state is assumed to be a stage of gastric cancer (G = 4, D = 0). The goal state is defined as at least three years of survival. Action C is assumed to be chemotherapy and action F is assumed to be surgery. For action C, p C is determined by using the average survival rates for young and old groups at different stages of cancer given in [21] . For each stage, the survival rate at three years is taken to be the probability of hitting G by taking action C continuously. With this information, we set p C = 0.45. Also, the five-year survival rate of surgery given in [22] (29%) is used to set p F = 0.3.
The regrets shown in Fig. 3 and 4 correspond to different variants of GETBE, named as GETBE-SM, GETBE-PS and GETBE-UCB. Each variant updates the state transition probabilities in a different way. GETBE-SM uses the control function together with sample mean estimates of the state transition probabilities. Unlike GETBE-SM, GETBE-UCB and GETBE-PS do not use the control function. GETBE-PS uses posterior sampling from the Beta distribution [17] to sample and update p F and p C . GETBE-UCB adds an inflation term that is equal to to the sample mean estimates of the state transition probabilities that correspond to action a. PS-PolSelection and UCB-PolSelection algorithms treat each policy as a super-arm, and use PS and UCB methods to select the best policy among the two threshold policies. Instead of updating the state transition probabilities, they directly update the rewards of the policies.
Initial state distribution is taken to be the uniform distribution. Initial estimates of the transition probabilities are formed by setting N F (1) = 1, N G F (1) ∼ Unif[0, 1], N C (1) = 1, N u C (1) ∼ Unif[0, 1]. The time horizon is taken to be 5000 rounds, and the control function is set to be D(ρ) = 15 log ρ. Reported results are averaged over 200 iterations.
In Fig. 3 the regrets of GETBE and other algorithms are shown for p F and p C values given above. For this case, the the optimal policy is π tr 1 and all variants of GETBE achieve finite regret, as expected. However, the regrets of UCB-PolSelection and PS-PolSelection increase logarithmically.
Next, we set p C = 0.65 and p F = 0.3, in order to show how the algorithms perform when the optimal policy is π tr 0 . The result for this case is given in Fig. 4 . As expected, the regret grows logarithmically over the rounds for all variants of GETBE, PS-PolSelection and UCB-PolSelection. GETBE-PS achieves the lowest regret for this case. shift from the no-exploration region to the exploration region the regret increases as expected.
VII. CONCLUSION
In this paper, we introduced the Gambler's Ruin Bandit Problem. We characterized the form of the optimal policy for this problem, and then developed a learning algorithm called GETBE that operates on the GRBP to learn the optimal policy when the transition probabilities are unknown. We proved that the regret of this algorithm is either bounded (finite) or logarithmic in the number of rounds based on the region that the true transition probabilities lie in. In addition to the regret bounds, we illustrated the performance of our algorithm via numerical experiments.
