Stable glassy configurations of the Kob-Andersen model using swap Monte
  Carlo by Parmar, Anshul D. S. et al.
Stable glassy configurations of the Kob-Andersen model using swap Monte Carlo
Anshul D. S. Parmar,1 Benjamin Guiselin,1 and Ludovic Berthier1, 2
1Laboratoire Charles Coulomb (L2C), Universite´ de Montpellier, CNRS, 34095 Montpellier, France.
2Department of Chemistry, University of Cambridge,
Lensfield Road, Cambridge CB2 1EW, United Kingdom.
(Dated: June 19, 2020)
The swap Monte Carlo algorithm allows the preparation of highly stable glassy configurations
for a number of glass-formers, but is inefficient for some models, such as the much studied binary
Kob-Andersen (KA) mixture. We have recently developed generalisations to the KA model where
swap can be very effective. Here, we show that these models can in turn be used to considerably
enhance the stability of glassy configurations in the original KA model at no computational cost.
We develop several numerical strategies both in and out of equilibrium to achieve this goal and show
how to optimise them. We provide several indicators, together with mechanical and thermodynamic
signatures of enhanced stability, including a clear transition towards brittle yielding behaviour.
I. INTRODUCTION
Computer simulations of supercooled liquids and
glasses play an important role to link their physical prop-
erties to the structure and dynamics at the microscopic
scale [1]. Structural relaxation and equilibration are how-
ever so slow that simulating glass-forming liquids is gen-
erally difficult. This problem was recently solved for a
broad class of model glass-formers using the swap Monte
Carlo algorithm [2–4]. For some models, an equilibration
speedup larger than 1011 was achieved, opening the door
to direct comparisons between numerical and experimen-
tal work [5–13].
The Kob-Andersen (KA) model is a binary mixture of
Lennard-Jones particles devised to describe the generic
physical properties of simple metallic glasses [14]. For
this well-studied model, the swap Monte Carlo algorithm
is inefficient as the swap of unlike species is almost al-
ways rejected [15]. Therefore, the simulation of low-
temperature properties of the KA model requires alter-
native methods, such as parallel tempering [16], simu-
lations on graphic cards [16, 17], ghost particle inser-
tion [18], Wang-Landau algorithm [19], transition path
sampling [18, 20], physical vapor deposition [21], oscilla-
tory shear [22–24]. Recently, we introduced generalised
versions of the KA model (called KA1 and KA2 mod-
els) which are very similar to the original KA model,
and for which the swap Monte Carlo algorithm is very
efficient [25]. The strategy relies on introducing a small
amount of additional species to the binary KA mixture
to enhance the swap efficiency. This strategy will allow
the investigation of properties of simple metallic glasses
down to the experimental glass transition, but not for the
KA model itself. In this work, we demonstrate that the
production of very stable configurations within the KA1
model can in turn be used to produce stable glassy con-
figurations of the original KA model as well, for a modest
computational effort.
The manuscript is organised as follows. In Sec. II we
define the various glass models we used. In Sec. III, we
use histogram reweighting techniques to measure equilib-
rium properties of the KA model. In Sec. IV we present
two annealing procedures to prepare stable configura-
tions of the KA model. In Sec. V we quantify the stability
of the obtained configurations. We conclude in Sec. VI.
II. MODELS
We consider mixtures of particles i = 1, .., N of differ-
ent species characterized by a number ωi ∈ [0; 1]. The
interaction potential between two particles i and j is
v(rij ;ωi, ωj) = 4ωiωj
[(
σωiωj
rij
)12
−
(
σωiωj
rij
)6]
, (1)
which depends on the distance rij between the two parti-
cles, on the interaction strength ωiωj , and on the cross-
diameter σωiωj . The potential is truncated and shifted
at the cutoff distance rcut,ωiωj = 2.5σωiωj .
We focus on two related models. The first one is the
standard Kob-Andersen model [14] which is a 80:20 bi-
nary mixture of NA particles of type A (with ωi = 1)
and NB particles of type B (with ωi = 0). The inter-
action parameters are: AB/AA = 1.5, BB/AA = 1.0,
σAB/σAA = 0.8 and σBB/σAA = 0.88. Energies and
lengths are expressed in units of AA and σAA, respec-
tively. We denote HKA the corresponding Hamiltonian.
We also consider an extended version of the KA model
(KA1) by introducing a small fraction δ = NC/(NA+NB)
of particles of type C interpolating continuously between
A and B particles. More precisely, C particles are char-
acterized by a uniform distribution of ωi ∈]0; 1[. The
Hamiltonian of the KA1 model is
H1[rN ] =
∑
i<j
v(rij ;ωi, ωj), (2)
with the additional interaction parameters
X1ωi = ωiXAA + (1− ωi)XAB ,
X0ωi = ωiXAB + (1− ωi)XBB ,
Xωiωj = ωijXAA + (1− ωij)XBB ,
(3)
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2where X = σ,  and ωij = (ωi + ωj)/2 [25]. We also
define the Hamiltonian H0[rN ] the system would have if
C particles with ωi ≤ 0.2 (resp. ωi > 0.2) were taken
as B (resp. A) particles. Thus, H0 is the hamiltonian
of the corresponding KA model, given by Eq. (2) with
ωi replaced by ω
′
i = 1 − θ(1 − ωi/0.2), with θ(x) the
Heaviside function. Finally, we define
W = H1 −H0 (4)
as the energy difference between the KA1 and the KA
energies for a given configuration of the KA1 model.
We study the KA1 model with NC = 5, NA = 800 and
NB = 200 (so that δ = 0.5%), at number density ρ = 1.2.
We use 9 times larger systems for the rheology, see be-
low. The model is studied using the swap Monte Carlo
algorithm: with probability p = 0.2, the identity of two
randomly chosen particles are exchanged, otherwise we
perform standard translational moves, and both moves
are accepted according to the Metropolis rule [3, 25]. Due
to the large difference in diameters between A and B par-
ticles, swap moves are inefficient in the KA model [15],
whereas the introduction of a small fraction of C particles
makes swap moves possible and results in a much faster
relaxation [25]. The structural relaxation time τα of the
system is defined as the time value at which the self-part
of the intermediate scattering function calculated for the
whole system, with a wave number corresponding to the
first peak of the total structure factor, decays to the value
1/e. It is expressed in units of Monte Carlo (MC) steps,
where 1 MC step corresponds to N attempted moves.
The lowest temperature for which we can ensure equili-
bration in the KA model is T ' 0.415, whereas for the
KA1 we can reach T ' 0.36 for a comparable numeri-
cal effort of 108 Monte Carlo steps. In terms of τα, this
represents a speedup factor of more than 102 over the
standard KA model at the lowest temperature.
III. REWEIGHTING EQUILIBRIUM
DISTRIBUTIONS
In this section, we show how to compute the thermo-
dynamic properties of the KA model from simulations of
the KA1 model using reweighting methods [26]. Since
the swap Monte Carlo algorithm efficiently thermalises
the KA1 model, the use of histogram reweighting can po-
tentially produce thermodynamic properties for the KA
model at the low temperatures where only the KA1 model
can reach equilibrium.
In particular, we focus on the probability distribution
of the energy in the standard KA model
P (E) = 〈δ(E −HKA)〉HKA
=
∫
drNδ(E −HKA[rN ])e−βHKA[rN ]∫
drNe−βHKA[r
N ]
,
(5)
with δ(x) the delta function and 〈· · · 〉HKA the thermo-
dynamic average at inverse temperature β = T−1 (the
Boltzmann constant is set to unity) for the hamiltonian
HKA.
It is useful to rewrite Eq. (5) using quantities defined
within the KA1 model,
P (E) =
∫
drNδ(E −H0)e−βH1+βW∫
drNe−βH1+βW
=
〈δ(E −H0)eβW〉H1
〈eβW〉H1
,
(6)
where now 〈· · · 〉H1 stands for the thermodynamic average
for the hamiltonian H1. We used Eq. (2) and the fact
that, by definition, H0 = HKA.
Introducing P
(1)
W (W ) = 〈δ(W −W)〉H1 the probability
distribution of W measured in the KA1 model, using the
trivial identity eβW =
∫
dWeβW δ(W −W) and the Kol-
mogorov definition of a conditional probability, Eq. (6)
can be written as
P (E) =
∫
dWP
(1)
H0|W(E|W )P
(1)
W (W )e
βW∫
dWP
(1)
W (W )e
βW
, (7)
where P
(1)
H0|W is the conditional probability of H0 given
W, measured in the KA1 model. The two distributions
in the right-hand side of Eq. (7) can be measured in the
course of a simulation of the KA1 model and subsequently
reweighted to obtain the probability distribution of the
energy in the KA model in the left-hand side. Thus, in
principle, the properties of the KA model can be obtained
without ever performing a simulation of the KA model
itself but only working with the KA1 model where swap
Monte Carlo works well.
In Fig. 1(a), we show the distributions of H1 and H0
measured in the KA1 model, for a temperature T = 0.45
for which the relaxation time of the KA model is τα/τ0 '
2× 102, with τ0 ' 3× 103 the relaxation time at the on-
set temperature. We also show P (E) directly measured
in the KA model to assess the validity of the reweight-
ing procedure. The product P
(1)
W (W )e
βW plays a crucial
role in the reweighting scheme as emphasized by Eq. (7).
However, as shown in Fig. 1(b), this quantity increases
(exponentially) without bounds in the range ofW that is
being explored in a direct simulation of the KA1 model.
This finding indicates that a direct application of Eq. (7)
is not possible with this set of data, as the tails of the
distributions involved in the various integrands are not
appropriately sampled. This limitation becomes increas-
ingly difficult to tackle when δ increases, which explains
why we chose the smallest value δ = 0.5% studied in
Ref. [25].
To overcome this sampling issue, we need to force the
system to visit non-typical, larger values of W. To this
3FIG. 1. (a) Probability distributions P
(1)
H1 , P
(1)
H0 of energies H1 and H0 in the KA1 system at T = 0.45 along with the reweighted
probability distribution P (E) [Rew.] of the energy for the KA model obtained from Eq. (7). The probability distribution P (E)
has also been directly measured in the KA model [KA] to check the quality of the reweighting procedure. (b) Plot of P
(1)
W (W )e
βW
with (red) and without (black) umbrella sampling. The dashed line marks the limit of W in unbiased Monte Carlo simulations
of the KA1 model. (c) Relaxation time τα of the system in the different umbrella simulations as a function of 〈W〉H1,W0 , the
average value of W.
end, we use umbrella sampling techniques [27, 28]. We
perform several simulations of the KA1 model in parallel,
each simulation being run with a biased Hamiltonian of
the form
H1,W0 = H1 + κ(W −W0)2, (8)
with κ = 0.05 the strength of the bias, in order to be
able to sample values of W 'W0 ∈ [−17.5; 20]. By com-
bining the different umbrella simulations, we can extend
the range over which P
(1)
H0|W and P
(1)
W are measured. The
latter is obtained by histogram reweighting, as
P
(1)
W (W ) = Z(W0)P (1,W0)W (W )eβκ(W−W0)
2
, (9)
with P
(1,W0)
W the probability density of W with the bias
and Z(W0) an unknown normalisation constant [29]. For
two consecutive values of W0, the ratio of these nor-
malisation constants can be estimated from the range
of overlapping values of the biased probabilities [30].
Thus, the estimates of P
(1)
W from different umbrella sim-
ulations can be glued together, and for each bin the
most accurate value is kept. In Fig. 1(b), we show that
P
(1)
W (W ) exp(βW ) is now bounded with a maximum for
W ' 0. This implies that the integrals in Eq. (7) are
dominated by configurations havingW ' 0, namely KA-
like configurations. After umbrella sampling, Eq. (7) can
now be numerically evaluated to obtain an accurate esti-
mate of P (E), see Fig. 1(a).
We have shown that thermodynamic properties of the
KA model can be obtained from simulations of the KA1
model, which can involve the efficient swap moves. How-
ever, these measurements rely on umbrella sampling sim-
ulations, and care must be taken that these biased sim-
ulations are all performed in equilibrium conditions. To
ensure a proper sampling in the umbrella simulations, we
measure the relaxation time τα as a function of 〈W〉H1,W0 ,
the average value of W [see Fig. 1(c)]. It turns out that
τα increases from its value in the KA1 model to its value
in the KA model when 〈W〉H1,W0 ' 0, and increases fur-
ther for positive values. The physical interpretation is
that the biased KA1 system visits KA-like configurations
when 〈W〉H1,W0 ' 0, for which the swap algorithm is
inefficient, despite the fact that the acceptance rate of
swap moves is actually very high. This means that the
frequently-accepted swap moves in the biased KA1 model
do not accelerate the equilibration.
Therefore, the strategy devised here does work cor-
rectly, and numerical results for the KA model can be
obtained without ever simulating it. However it can only
be implemented at sufficiently high temperatures, as one
needs to achieve equilibration times close to the one of
the KA model itself to implement the reweighting pro-
cedure. In other words, at equilibrium, we can measure
P (E) using the KA1 model only in a range of temper-
atures for which it can directly be measured in the KA
model as well, as a continuous chain of equilibrium sim-
ulations interpolating between KA1 and KA models is
needed. There is thus no computational advantage.
IV. TWO ANNEALING PROCEDURES
To produce useful results for the KA model using only
the KA1 model, one needs to smoothly transform KA1
data into KA ones. If done in fully equilibrium condi-
tions, a bottleneck is necessarily encountered as the final
steps involve being in equilibrium within a system close
to the KA model. This is always problematic, as the
swap Monte Carlo algorithm does not work well in this
regime.
In this section, we again transform KA1 results (which
benefit from the swap algorithm) into KA ones (which do
not), but relax the constraint that the final configurations
are at equilibrium. To this end, we develop two annealing
procedures to smoothly transform in a finite amount of
time very stable KA1 configurations into KA ones. The
hope is that the gain in stability in the first steps is not
4completely lost during the annealing procedure.
In method I, we perform simulations with the Hamil-
tonian H1,W0 and we linearly increase the value of the
bias W0 up to W0 = 0 (the system is then close to the
KA model) in a total number of Monte Carlo steps tMC.
We then switch the Hamiltonian to H0, which is equiva-
lent to treating the final configuration as a bona fide KA
configuration. In this method, the KA1 model is then
gradually biased using the umbrella sampling Hamilto-
nian in Eq. (8) towards the KA model.
In method II, we always use the KA1 Hamiltonian,
but we gradually convert the minority species C par-
ticles into A or B particles, thus achieving the desired
H1 → H0 annealing. In practice, we run simulations
with Hamiltonian H1 and at each MC step, with prob-
ability pω = 1/50, we pick up at random one C particle
and we increase (resp. decrease) its variable ωi by a small
increment dω if initially ωi > 0.2 (resp. ωi ≤ 0.2). The
increment dω is chosen so that after an average number
of tMC MC steps, the C particles are all converted into
either A or B particles. We can then switch the Hamil-
tonian to H0, which is again equivalent to treating the
final configuration as a bona fide KA configuration.
In both methods, we transform KA1 into KA configu-
rations at constant temperature. More complicated an-
nealing schemes could involve changing other parame-
ters as well [31], but we leave them for future work. To
test our methods, and compare the relative efficiency of
all schemes, we decided to use similar computational ef-
fort (i.e. similar CPU times) for all configurations, with
a maximum walltime of 2 weeks (corresponding to 108
Monte Carlo steps).
First, we prepared a series of equilibrium and glassy
configurations of both KA and KA1 models. For the KA
model, equilibration is ensured down to T = 0.415, and
for the KA1 model down to T = 0.36. To produce glassy
configurations at even lower temperatures, we quenched
several configurations at these final temperatures to a
range of lower temperatures, down to T = 0.30. The
aging time for each of these glasses is tw = 10
8.
The equilibrium (for T ≥ 0.36) and aged (for T <
0.36) KA1 configurations are then slowly annealed using
methods I and II towards KA configurations. We used
annealing times tMC from 9 × 105 to 7.5 × 107, to keep
the longest simulations to at most 108 Monte Carlo steps
and to ensure a fair comparison between all protocols.
To improve the statistics, we performed 30 independent
simulations for each temperature.
As a result of the annealing methods, we obtained an
ensemble of KA configurations at various temperatures,
whose stability we can compare to direct simulations of
the KA model over a similar preparation timescale. For
the KA model, we used either equilibrium configurations
for T ≥ 0.415 or configurations aged for 108 Monte Carlo
steps for T < 0.415.
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FIG. 2. Average inherent structure energy per particle eIS for
the KA and KA1 models as a function of inverse temperature.
The dashed blue line corresponds to eIS = a/T + b which fits
the equilibrium data for the KA model. The IS energies are
obtained thanks to method I (panel a) and II (panel b) at
different rates. Fictive temperatures are determined via the
dashed-dotted lines.
V. STABLE GLASSY KA CONFIGURATIONS
In this section we analyse the KA configurations pro-
duced by the annealing methods I and II, and by direct
aging with the KA Hamiltonian using various physical
quantities.
A. Inherent structure energies
Our first strategy to quantify the stability of the KA
configurations is to quench them to T = 0 and to record
the inherent structure (IS) energy per particle. In Fig. 2,
we show the average energy of the IS per particle eIS
for (a) method I and (b) method II as a function of the
inverse temperature for three different annealing rates,
corresponding to tMC = 9 × 105, 9 × 106 or 7.5 × 107
(and dω = 10−4, 10−5 or 1.2×10−6 for method II). For a
given rate, we have checked the influence of the number
of C particles and we found that for concentrations larger
than δ = 0.5%, higher energy states were reached. This
is why we only show results for δ = 0.5%. In addition,
we clearly see that the lower annealing rates give lower
IS energies at fixed temperature.
As a matter of comparison, we show two additional
data sets in Fig. 2. The first one represents the average
IS energy of the KA1 model for the set of initial condi-
tions described before. The second one corresponds to
the IS energies obtained directly in the KA model, as
explained in the previous section. The annealing data
clearly lie above the data for the KA1 model, suggest-
ing that during the annealing some of the initial stability
gained via the swap Monte Carlo algorithm is lost. How-
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FIG. 3. Parametric plot of the estimated relaxation time τα
versus the average IS energy per particle eIS. The full line
combines the estimate of τα(T ) using a parabolic fit with an
affine dependence of eIS with 1/T . We can then report the
IS energies obtained by direct aging in the KA model, or by
annealing the KA1 model with methods I and II, and convert
them into estimated relaxation times.
ever, the annealed states lie much below the IS energies
obtained by direct aging in the KA model using a com-
parable numerical effort. Overall, this suggests that the
annealing procedures I and II at small rates lead to more
stable KA states with lower IS energies.
B. Fictive temperatures
To further quantify the stability of the annealed states,
we estimate their fictive temperature Tf . To this end, we
fit the temperature evolution of the equilibrium IS energy
of the KA model as eeqIS(T ) = a/T + b (with a, b fitting
parameters), shown by the dashed blue line in Fig. 2.
This is a well-known temperature dependence [32, 33].
We can then directly read-off the value of the fictive
temperatures for the annealed KA configurations by the
identification eIS = e
eq
IS(Tf ). This is shown with the
purple dashed-dotted lines in Fig. 2. We find that in a
direct KA simulation, the lowest IS energies correspond
to Tf ' 0.386, whereas the lowest IS energies for methods
I and II give Tf ' 0.355. The latter is within 18% of the
experimental glass transition temperature estimated for
this system, Tg ' 0.30. These IS energy values confirm
the enhanced stability of the annealed KA configurations.
C. Relaxation timescales
To determine a dynamic speedup gained by the an-
nealing protocols devised above, we convert the obtained
IS energies (or, equivalently, fictive temperatures) into an
equilibrium relaxation timescale. To do this, we first need
to extrapolate the equilibrium relaxation time τα(T ) of
the KA model to lower temperatures, to infer relaxation
timescales that are too large to be directly measured [34].
We use a parabolic fit of the temperature dependence
of τα(T ) [33]. In Fig. 3, we combine this fit with the
(a/T + b) extrapolation of the IS energies to construct a
parametric plot τα = τα(eIS). On this equilibrium rela-
tion, we can now report the various IS energies obtained
by direct aging in the KA model, and the annealed con-
figurations obtained for the slowest annealing rates at
various temperatures. The lowest IS energies obtained
for the annealed configurations provide much larger esti-
mates of the corresponding relaxation timescales, with a
speedup factor of about 102−103. Therefore, we conclude
that the speedup factor obtained for the KA1 model with
δ = 0.5% translates into a similar speedup for the original
KA model, for an equivalent computational effort.
We recall that this very large speedup factor is
obtained keeping constant the total computational
timescale involved in the preparation of the KA configu-
rations. We did not attempt to combine our approach to
any other technique, such as parallel tempering, graphic
cards, or longer simulation times. This would provide
even more stable configurations, at the expense of in-
creased computational time and, for some of these meth-
ods, a different scaling of the efficiency with system size.
D. Rheology
We next examine the stability of the annealed KA con-
figurations against shear deformation. It has recently
been shown that the stability of glassy configurations
qualitatively affects the nature of the yielding transition,
with a sharp ductile-to-brittle transition with increasing
stability [35–39]. This transition is characterised by the
emergence, in large enough systems, of a macroscopic
discontinuity in the stress-strain curves, accompanied by
the formation of macroscopic failure taking the form of
a system-spanning shear-band.
To study the rheology of stable KA configurations, we
need to prepare larger configurations. We first produce
very large KA / KA1 samples by replicating 3
3 systems
of N = 1000 / 1005 particles to obtain larger samples of
N = 27000 / 27135 particles. These replicated systems
are further aged for 106 MC steps at temperature T =
0.36. The KA1 samples are then annealed to KA states
using both methods I and II, with tMC = 5× 104, pω =
1/50 and dω = 5× 10−3.
Using these KA configurations, we perform a constant-
volume athermal quasi-static shear protocol in the xz-
plane with a strain increment ∆γ = 10−4. In Fig. 4(a),
we present the stress-strain curves for three different sam-
ples for each of the three different preparation protocols
(aged KA, methods I and II). In all cases, we observe an
elastic regime, a weakening due to small plastic events,
followed by a stress drop at the yielding transition, be-
fore reaching a steady-state regime at large deformation.
For the aged KA samples, the yielding transition after
6(b) (c) (d)
FIG. 4. (a) Stress-strain curves for aged KA and annealed
samples with methods I and II. We report three independent
loading curves for each case. The smooth stress overshoot
of the aged KA turns into a sharp stress drop for the stable
annealed samples. Snapshots of the non-affine displacement
between γ = 0 and γ = 0.11 for (b) a KA sample, (c) an
annealed sample with method I and (d) an annealed sample
with method II.
the stress overshoot is the result of several plastic events,
resulting in a modest stress drop and a relatively ho-
mogeneous strain field [see snapshot in Fig. 4(b)]. The
two annealing protocols provide KA samples with much
lower fictive temperatures. This results in unique, sharp
and macroscopic stress drops in the stress-strain curves
of all samples, associated with system-spanning shear-
bands that are formed within a single energy minimi-
sation, and a highly heterogeneous plastic deformation
field [see snapshots in Figs. 4(c,d)]. The strong shear
localisation at the yielding transition is correlated with
the increased stability of the system [35–43], which fur-
ther confirms that the proposed annealing methods pro-
duce highly stable KA glass configurations. These results
therefore show that brittle yielding can now be analysed
in the KA model as well, which opens interesting research
avenue to understand, for instance, correlations between
structure and deformation in the brittle regime [44].
E. Calorimetric measurements
We finally perform calorimetric measurements on sys-
tems of size N = 1000/1005 to study the stability of the
generated glasses in the spirit of experiments performed
on vapor-deposited ultrastable glasses [45, 46]. Our goal
is to monitor the onset temperature Ton at which the po-
tential energy per particle e(T ) shows a brutal change of
slope from its low-temperature glassy behavior when the
glass sample is heated at constant rate.
In Fig. 5, we compare four different glasses at the same
heating rate of 10−6: (i) a glass prepared from an equi-
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Cooling
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FIG. 5. Potential energy per particle e of various glasses
heated at constant rate 10−6: the liquid-cooled glass (LC KA)
and the aged KA glass show relatively lower Ton, compared
to the glasses generated by the two annealing methods I and
II. The onset temperatures are marked by arrows. For the
liquid-cooled glass cooled at constant rate 10−7, we also show
the cooling curve.
librium configuration at T = 1.36 cooled at a constant
rate of 10−7; (ii) a KA sample aged at T = 0.36 during
tw = 10
8; (iii/iv) annealed samples prepared thanks to
methods I/II at the same temperature T = 0.36 and the
lowest annealing rate (with tMC = 7.5 × 107). For the
liquid-cooled glass, we estimate the onset temperature
Ton = 0.56. The well-aged KA sample shows a mod-
erately larger onset temperature, Ton = 0.58, while the
two annealed glasses display a higher Ton = 0.65, which
again reflects the much larger kinetic stability reached
using the annealing methods proposed in this work.
VI. CONCLUSION
To summarise, we have examined the possibility of us-
ing the speedup offered by the swap Monte Carlo al-
gorithm in the KA1 model to access low-temperature
states in the KA model where swap moves are ineffi-
cient. We found that an equilibrium method introduces
a bottleneck with equilibration times that are as large
as in the original KA model and therefore this method
does not provide any significant speedup. We have how-
ever introduced two non-equilibrium annealing methods
that produce very stable glassy configurations of the KA
model at equivalent computational cost, with a speedup
of about 2-3 orders of magnitude. The achieved glass
states have a significantly lower inherent structure en-
ergy compared to the ones obtained from direct aging
in the KA model, they have lower fictive temperatures,
and mechanical and calorimetric properties that indeed
correspond to enhanced kinetic stabilities.
We have thus developed a computationally cheap
7method to produce KA glassy configurations that are
very stable. Unlike parallel tempering, transition path
sampling, or ghost insertion method, the methods pro-
posed here scale very well with system size, and are con-
ceptually very simple. We believe that our strategy is
generic, and it can be implemented in other glass-formers
with a small number of components. We also believe that
combining the annealing methods with a parallel temper-
ing scheme or graphic card simulations would allow the
production of even more stable systems. These would
prove useful for further investigations of physical proper-
ties of highly stable metallic glasses.
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