Abstract--Vertical partitioning is a design technique for reducing the number of disk accesses to execute a given set of queries by minimizing the number of irrelevant instance variables accessed. This is accomplished by grouping the frequently accessed instance variables as vertical class fragments. The complexity of object-oriented database models due to subclass hierarchy and class composition hierarchy complicates the definition and representation of vertical partitioning of the classes, which makes the problem of vertical partitioning in OODBs very challenging. In this paper, we develop a comprehensive analytical cost model for processing of queries on vertically partitioned OODB classes. A set of analytical evaluation results is presented to show the effect of vertical partitioning, and to study the trade-off between projection ratio vs. selectivity factor vis-a-vis sequential vs. index access. Furthermore, an empirical experimental prototype supporting vertical class partitioning has been implemented on a commercial OODB tool kit to validate our analytical cost model.
INTRODUCTION
Object-Oriented Database (OODB) technology is being used to support main stream business information systems and decision support systems. In both kinds of systems it is critical not only to have efficient implementation but also a good design of the database system. Vertical partitioning is a design technique for reducing the number of disk accesses needed for executing a query by minimizing the number of irrelevant instance variables accessed. This is accomplished by grouping the frequently accessed together instance variables as vertical class fragments. The complexity of object-oriented database models due to subclass hierarchy and class composition hierarchy complicates the definition and representation of vertical partitioning of the classes, and makes the problem of vertical partitioning in OODBs very challenging. In contrast to vertical partitioning, indexing in OODBs is a facility to reduce the number of disk IOs in query processing (e.g., see [2, 10] ), by reducing the accesses to irrelevant object instances. Note that indexing reduces disk IOs at the object instance level, and it may still access some irrelevant instance variables (i.e., not all the instance variables accessed will always be relevant to the query). While vertical partitioning is also a facility in OODBs to reduce the number of disk IOs in query processing, it does so by reducing the accesses to irrelevant fragments containing irrelevant instance variables. Hence, partitioning reduces disk IOs at the instance variable level. In a nutshell, indexing and vertical partitioning are orthogonal, that means they can be used independently. Furthermore, indexing is complementary to vertical partitioning, and indices can be specified on vertical fragments to further reduce irrelevant object instance retrievals, that means both techniques can be used together.
In the following subsection, we present a motivating example for vertical partitioning in OODBs.
Motivating Example
We start with a motivating example. Consider the schema for class Employee in figure 1 , the size of an Employee object is 582 bytes. Let class Employee be vertically partitioned into 3 fragments: 1 V , 2 V and 3 V , as shown in figure 2 , with Emp , a new composite object to contain the 3 OIDs of the fragments. Fragment 1 V containing the instance variables EmpId, Name, Title, Tel and Fax, fragment 2 V containing the instance variables Street, City, Country and Zip, and fragment 3 V containing the instance variables Qualification and Experience. If most of the accesses to Employee class are for the instance variables of fragment 1 V , then the cost saving is quite substantial. This is especially the case in multimedia/hypertext applications where data objects tend to be very large, and many of the user queries/accesses do not require access to the full/entire objects/documents.
The usefulness of vertical partitioning is of two fold: (a) from performance point of view -it reduces irrelevant data accesses by grouping frequently accessed together instance variables to form vertical fragments, and (b) from design/semantic point of view -a vertical fragment (say 1 V ) is a component object of a more complex object (Employee). Since the instance variables of an object are accessed through queries, the set of queries that accesses a class provides the most significant clues for partitioning the class in our cost-based approach. Vertical fragments derived from this approach serve as a higher level abstraction of the original (unpartitioned) class: these vertical fragments provide us with more insight about the structural semantics (the instance variables) and the query access semantics for the original class.
We shall now review the background concepts on representing vertical fragments internally (and transparently), which is necessary for our subsequent discussions.
Internal Representation of Vertical Fragments
A vertical partitioning/fragmentation of a class C with a set of instance variables I ={ 1 i , 2 i , n i } results in a set of vertical class fragments V ={ 1 V , 2 V , ... , k V } such that each vertical class fragment j V has a non empty subset of I I = φ . We shall concentrate on non-overlapping and complete vertical partitioning in this paper. Figure 3 shows the internal representation of vertical class fragments, a class C with a vertical partitioning scheme V ={ 1 V , 2 V , ... , k V } can be internally represented by a class C with a set of objectbased instance variables I ={ 1 io , 2 io , ... , k io }, where each object-based instance variable j io refers to an object from vertical class fragment j V . This is an object-oriented representation of a vertical partitioning of a class: each of the vertical class fragments is represented as a class, and a logical object of class C is internally represented as a composite object (of class C ) that consists of pointers to vertical class fragments.
Class Employee { EmpId char [8] 
Related Work
The preliminary ideas of vertical class partitioning in OODBs were developed in [11, 12, 13] . In [11] , the need for class partitioning was motivated by enumerating and evaluating the issues involved; in [12] , we developed, classified and represented different partitioning schemes in OODBs, and in [13] , we presented a method induced approach for class partitioning and techniques for supporting fragmentation transparency. This background work facilitated in-depth understanding of class partitioning in OODBs. In [1, 5] , the authors adopted an affinity-based approach [15] to vertical partitioning of object-oriented databases. However, they did not consider any representation scheme for vertical class fragments. Also, they ignored the physical costs corresponding to the savings on the amount of irrelevant data accessed, and the overhead due to vertical partitioning. As demonstrated by [4] the utility of the vertical partitioning schemes can be measured by the savings in the number of disk accesses for query processing. Thus, there is a need to develop, based on the savings in number of disk accesses, a costdriven approach to vertical partitioning in OODBs. Although significant research has been conducted within the context of cost models for query processing in unpartitioned cases (e.g., see [9] ), there is very little work on detailed cost analysis of query processing for the vertically partitioned OODBMS. In [7] , we presented a preliminary cost model to study the effectiveness of vertical partitioning in OODB in terms of reducing the number of disk accesses for query processing. We show that there is an optimal number of vertical fragments for a class collection, which can give rise to substantial savings in number of disk accesses. Further, we showed that the cardinality of the class does not impact the proportion of the reduction in the number of disk accesses incurred, implying that as the cardinality of the classes increase the IO savings will also proportionally increase. However, in [7] , we have ignored for simplicity the extra processing for dealing with the composite objects generated from vertical partitioning, instead, the main focus there was on comparing the two approaches to vertical partitioning namely, affinity-based and cost-driven. As affinity-based approach does not model the size of the instance variables/objects, but this is a very important factor in the query processing cost, this is especially the case in multimedia database applications where the instance variables have highly varied sizes. Our cost-based approach do model the size of instance variables/objects and in [7] , we have shown that cost-driven approach outperforms the affinity-based approach. In this paper, we aim at a more comprehensive cost model which encompasses both class composition hierarchy and subclass hierarchy. We shall also compare vertical partitioning and indexing in processing queries under different selectivities and projection ratio 2 parameter values.
Contributions and Organization of the Paper
The main contributions of this paper include: (a) Development of a comprehensive analytical cost model for query processing on vertically partitioned classes that encompasses both class composition hierarchy and subclass hierarchy. We also validate the cost model under an example OODB schema (Section 4.2). (b) Detailed discussion of the extra overhead of processing composite objects due to vertical partitioning, by showing that this overhead is relatively small if the number of the composite objects is small. This overhead will, however, blow up if the objects in a class collection are vertically partitioned into excessively many small vertical fragments. (c) Demonstration of the fact that the projection ratio is the most influencing factor in deciding whether a given vertical partitioning scheme is beneficial or not. (d) Observing the utility of vertical class partitioning through analytical evaluations by using a range of parameters and the cost model. Our results show that (1) for a given query work load, there is an optimal vertical partitioning scheme; (2) we demonstrate that the higher the fan-out the better the savings from vertical fragmentation; (3) we show that the percentage of savings due to vertical fragmentation is constant as the cardinality of the class increases; and (4) we verify that vertical class partitioning is better for small projection ratios. Note that this kind of evaluation has not been done in earlier vertical partitioning research.
The rest of the paper is organized as follows: Section 2 presents the cost model; Section 3 presents results of analytical evaluations conducted to show the utility and benefit of vertical partitioning; Section 4 presents the validation of our cost model, and Section 5 presents our conclusions.
COST MODEL
In this section, we present a general analytical cost model for processing a query over both unpartitioned classes and vertically partitioned classes. We further highlight the differences between the cost models in these two cases and discuss the overhead due to vertical partitioning. This cost model will be used for further analytical evaluations in section 3.
Cost Model Building Blocks
The total cost of processing a query is given by: Total_cost=IO_cost+CPU_cost where IO_cost is the cost for performing disk IOs and CPU_cost is the cost for performing computation during query processing. In this paper, as in [4] , we concentrate on the IO_cost and disregard the CPU_cost. This is because for very large database applications with huge amount of data accesses, the CPU_cost's contribution towards the Total_cost will not be significant.
We assume a syntax of Object Query Language (an Object-Oriented version of SQL) as given below:
SELECT "result list" FROM "target class" WHERE "condition/predicate"
The "result list" can involve instance variables from any class in the schema. The "condition" can involve predicates on instance variables from any class. In addition to that, the condition may also allow us to specify a path expression along the class composition hierarchy. A path expression is of the form
, where 1 C is the root class,
is the object based instance variable defined in class
). An implicit join condition is of the form
, where relop can be any relational operator: " = ", " <> ", ">", "<", ">=" and "<=", and const is a constant value in the domain of the value based instance variable vbiv of class n C . As in [9] , we make the following distinctions regarding the amount of main memory available for query processing since main memory availability affects the number of disk accesses: (1) Large Memory Hypothesis (LMH): the main memory size is so large that we have enough memory buffers for all the incoming objects (i.e., in loading objects from the disk, they are only loaded once) and (2) Small Memory Hypothesis (SMH): the main memory size is so small that we can afford to allocate only one page of memory buffer for each class or fragmented class (i.e., during the predicate evaluation, the same objects or object fragments of a particular class may be required to be loaded into the main memory multiple times and cause a high increase in the number of disk IOs).
Our cost model is based on a set of parameters which can be categorized into three types as shown in Table 1 , namely, database system parameters, query parameters, and specific vertical partitioning parameters.
Basic Cost Factors (a) Estimation of the number of pages in a class collection
The total number of pages occupied by a class collection C with object size SC and cardinality C is given by:
, where   is the ceiling function and PS is the page size used by OODB system. When applying these formulae to a subclass hierarchy, we assume that objects of the same class/subclass are stored together, but among different classes/subclasses, objects are stored separately. This means all the subclasses are not clustered into one huge class collection for the reason of efficient processing of queries on individual subclasses. When we apply these formulae to a subclass hierarchy with vertical fragments, we also assume that the fragments of different class/subclasses are stored separately (for the same reason as the unpartitioned case). The same assumptions are also used for storing composite objects. , where
The expected number of page accesses is not equal to k because some pages may contain two or more result records. In our discussion, we take
(where SEL is the selectivity of the predicate on the current class C ). But Yao function is only applicable when n b ≤ , that is when object size is smaller than or equal to the page size. For object size greater than page size, we estimate the number of page accesses by proportion:
. In building the cost model, we therefore use the auxiliary function Y :
(c) Estimation of the number of page accesses for index lookup If the predicate in the query involves an instance variable associated with an index, we can make use of this index to expedite the loading of root class objects. For clustered index B + -tree with average fan-out b [3, 9] , the number of page accesses required is is the number of objects (of the k th subclass of the root class) per page. For non-clustered index [3, 9] , the number of page accesses required is
(d) Estimation of the number of object references
We need to estimate the number of object references during predicate evaluation (along the class composition hierarchy). For sequential scan, 
Cost of Query Processing on Unpartitioned (UP) Classes
Along with a class hierarchy for unpartitioned case; there is a class composition hierarchy along the path from class 1 C , 2 C , through n C . And for every class i C , there is also a subclass hierarchy rooted by it. Our cost model is quite general in that these different subclass hierarchies may have different number of child nodes; further, they can also have different number of tree levels in the hierarchy. We denote the k th subclass of subclass hierarchy (rooted by class i C ) by the notation k i C , , where k ranges over 1 through i q (the total number of subclasses in class i C ). To make the cost formulae more compact, we denote the root class i C as 0 , i C . The cost model can be broken up into 3 components: the cost of loading a class collection, the cost of evaluating the predicate, and the cost of building the output result. We note that the unpartitioned class cost model is similar to [9] 's formulation.
The total IO cost of query processing consists of three components:
where IOLoad is the number of page accesses to load the root class objects to start the path expression traversal, IOEval is the number of page accesses to traverse the path expression along the class composition hierarchy, and IOBuild is the number of page accesses to generate the result. To start the path expression traversal, we need to first load in the root class objects. There are two scan strategies: (a) sequential scan, and (b) index scan. These two strategies have different cost formulae for the IOLoad component. But the scan strategy to load root class objects does not affect the path traversal in the other classes as well as the subsequent building of results. Hence, the IOEval and IOBuild cost formulae are the same no matter which scan strategy is used. The cost formulae are presented in tables 2 and 3, and detail derivation can be found in Appendix A.
Cost of Query Processing on Vertically Partitioned (VP) Classes
We adopt an object-oriented representation of vertical partitioning: each of the vertical class fragments is represented as a class, and a logical object of class C is internally represented as a composite object (of class C ) which contains pointers to the vertical class fragments. Figure 4 shows a vertically partitioned class hierarchy. Note that not all classes along the path expression need to be vertically partitioned. We define binary variables i VP , with
where
. We denote the j th vertical fragment of the k th subclass of class i C by
where j ranges over 1 through i m (the total number of fragments for each class in the subclass hierarchy rooted by class i C ). We assume after vertical partitioning, all the class/subclasses of the whole subclass hierarchy are partitioned into the same number of fragments.
Given a predicate/condition in a query, we define binary variables The cost formulae are presented in tables 2 and 3, and detail derivation can be found in Appendix B. Note that our cost model is a general-purpose one which supports the main OODB features, including: (a) Class composition hierarchy: Class composition hierarchy is fully supported in our cost model in the form of path expression traversal; (b) Subclass hierarchy: Superclass/subclass hierarchy is fully supported in our cost model, we model it by the summation of cost over every class in the subclass hierarchy. The hierarchy can be of any level and subclasses can define new instance variables and may have different object sizes.
Guidelines for Good Vertical Partitioning Schemes
From the detailed derivations of the cost model in Appendix A and B, the following guidelines are summarized, a beneficial vertical partitioning scheme should: (a) minimize the number of pages occupied by the relevant vertical fragments (also the size of the vertical class fragment object should be as small as possible); (b) to minimize the overhead due to the processing of the composite object (created to contain the OIDs of the vertical fragments) and as a large number of small fragments is difficult to buffer, we should try to group the relevant instance variables into as few vertical class fragments as possible; (c) if the fan-outs between the classes in the class composition hierarchy are high, it is advisable to use vertical partitioning along the complete path expression. 
IOBuild same as LMH same as LMH
ANALYTICAL EVALUATIONS
To compare and contrast the utility of vertical partitioning, we conducted in this section a number of analytical evaluations to investigate the effect of number of vertical fragments, projection ratio, fan-out, cardinality and selectivity on the performance gain due to vertical partitioning. As the cost model formulae are rather complex, we conduct these analytical evaluations so as to have a better understand of the effect of variations in parameter values on the effectiveness of the vertical partitioning schemes.
As LMH cost model is a good approximation to the actual implementation (c.f. section 4.3), we shall concentrate on LMH cases in this section.
Performance Metric
The improvement of performance is characterized by the performance metric, the Normalized IO (NIO) where: A beneficial vertical partitioning scheme is a scheme with NIO as less than 1. To study the impact of parameter changes while maintaining the control over the number of parameters, we consider the following seven parameters. These are cardinality of root class, page size, number of objects per page, number of vertical fragments per class, fan-out of a class along class composition hierarchy, selectivity of predicate, and projection ratio (discussed later) of a query. Further, in these evaluations, we consider a class collection with a class composition hierarchy of path length 3. That is, there are three classes 1 C , 2 C , and 3 C , with a class composition hierarchy
. Though the class composition hierarchy is simple and contains only three classes, but it illustrates the trend and the results can be applied to "real-world" systems with many more layers of depth.
Parameter Settings
Though the cost model is a general one and models all the important parameters, in order to have a concentrated theme of evaluation and for uniform comparison, we use the following simplifying assumptions in parameter settings for the evaluations in this section (i.e., the whole Section 3): (a) cardinalities: for a particular class i C , we assume that all the subclasses of i C have the same cardinality as i C , but a different class j C can have different cardinality; (b) size of objects: for each evaluation, objects in all the class/subclasses are of the same size; (c) size of fragments (i.e., the total size of the instance variables in the fragment): for each evaluation, we assume that the size of fragments is the same (i.e., we divide each class into equal size fragments) for all class/subclasses. Though "real-world" systems will not be like this, but in order to have a uniform comparison and illustration of the effect of varying the size of the fragment on the performance of the vertical partitioning scheme, we make this assumption in these evaluations. (d) number of fragments: for each evaluation, the number of fragments is the same for all classes/subclasses; (e) number of subclasses in an IsA class hierarchy: we take the number of subclasses ( i q ) rooted by class i C to be 3 for (g) result list in the Object Query Language query: we assume that the projected instance variables for query results are only from the root class 1 C ; (h) selectivities: as the results are from the root class, we concentrate on the selectivity on the root class, and for the other classes their selectivities are set to 1; (i) projection ratio: is defined as the ratio between the total size (in byte) of the relevant instance variables to query processing (on a projection of instance variables of a class) and the size of the original object. In the cost model, we need to obtain the values for the sum of some cost components over all fragments, e.g., the sum
. Without any query characteristics/information, we make the following simplification in calculating the sum: if m is the number of fragments, the sum should be a value between 1 and m. A sum of value 1 is not always possible. This is because for large projection ratio (PR), one fragment cannot contain all the result instance variables. We use the formula
is small (say 0.4) we use the ceiling function to make up the sum to be at least 1. On the other hand, if PR is large (say 0.99) we have the other extreme that the sum is just m. (j) the average B + -tree fan-out is set as100.
Effect of Varying the Number of Fragments
In this section, we investigate the utility of vertical partitioning by identifying the existence of an optimal number of fragments that can give rise to high performance gain. We perform two analytical evaluations: the first one concentrates on sequential scan, and the second considers both sequential and index scans. These two evaluations are based on a very general cost model, in order to better illustrate the effect of varying the two important parameters, we treat all attributes alike (that is, they have the same size and so on), hence we do not need any query details except two important query characteristics: the selectivity and the projection ratio.
On Sequential Scan
In this evaluation, we concentrate on the sequential scan strategy to the root class collection. We want to identify the existence of optimal number of fragments that produces high performance gain. In this evaluation, we consider three possible schemes for vertical partitioning:
(a) 1 VP -only class 1 C is vertically partitioned; (b) 2 
VP
-both classes 1 C and 2 C are vertically partitioned; (c) 3 VP -all the classes 1 C , 2 C and 3 C are vertically partitioned.
The reason for selecting such a class collection is that it enables us to study both the impact of fan-out along the class composition hierarchy, and also the effect of partitioning classes along class composition hierarchy.
The parameter values used and result plots are shown in figures 5 and 6, and in particular, the number of objects per page is 1/16 (i.e., object size 128 KByte for figure 5) and 16 (i.e., object size 0.5 KByte for figure 6 ). The size of the object varies from 0.5KByte to 128KBytes. The number of fragments for class 1 C is 2, 4, 8 and so on. In figures 5 and 6, the legends i VP for 3 1 ≤ ≤ i means as given above, and S the selectivity of the predicates of the query.
To perform the analytical evaluations, we feed different parameter values into the cost model and we have the following observations from the result plots of figures 5 and 6: (a) All curves show a minimum Normalized IO at certain optimal number of fragments, i.e., the optimal vertical partitioning scheme exists. In figure 5 , the performance gain for different number of fragments ranges from the best: 76.2% (0.762=1-0.238, for 3 VP with high (0.95) selectivity) savings, which is quite substantial; to the worst: -162.2% (-1.622=1-2.622, for 3 VP with low (0.05) selectivity) where it needs 2.622 times the total IO cost of the unpartitioned case. The above results imply that the optimal number of fragments exists and a good choice of the number of fragments can produce an optimal partition scheme with high performance gain. The plots for other numbers of objects per page, fan-outs and projection ratios show similar results. (b) The plots of Normalized IO vs. Number of Fragments show that the Normalized IO decreases initially as the number of fragments initially increase, but starts to increase as the number of fragments further increase, revealing an optimal number of vertical fragments. This can be explained by the fact that the vertical fragments are stored independently, i.e., different class fragments are stored in different disk pages. Large number of vertical fragments leads to small fragments, and accesses to large number of small fragments cause extra disk IOs. Further, if there are a large number of fragments, the total storage sizes of composite objects will also be large and hence the overhead to process these composite objects will also be large. Therefore, the performance gain will decrease (due to overhead) and the Normalized IO value will start to increase. In some cases, the Normalized IO value for very large number of fragments can jump above 2 as shown in figure 5 , resulting in a very poor performance for vertical partition in comparison to the unpartitioned case. (c) Regarding the impact of vertical partition the classes along the class composition hierarchy (path expression), we observe that for any particular selectivity, if the classes are not excessively vertically partitioned into too many very small vertical fragments, the NIO values show the trend:
NIO VP1 > NIO VP2 > NIO VP3 implying that 3 VP is the best in terms of performance gain. The observation is that one should vertically partition all the classes along the class composition hierarchy, especially for high fan-out cases.
On Both Sequential and Index Scan
In the previous evaluation, we concentrated on sequential scan strategy. In this evaluation, we want to show that the optimal number of fragments also exists for the other scan strategies (namely, clustered index scan and non-clustered index scan) and we want to compare the performance gains due to these scan strategies.
We repeat the previous evaluation but include the clustered and non-clustered index scans. In the following evaluations, we only consider 3 VP (that is, with all the classes along the class composition hierarchy being vertically partitioned) to concentrate on the comparison of different scan strategies to the root class collection. Parameter values used to produce evaluation results (as shown in figures 7 and 8) are similar to the previous evaluation with the object size being 128KBytes (for figure 7) and 0.5KBytes (for figure 8) , respectively. The legends in figures 7 and 8 mean the following: SEQ means sequential scan, CI means clustered index scan, NCI means non-clustered index scan for the root class, and S is the selectivity and with the same meaning as that of figures 5 and 6.
Based on figures 7 and 8, we have the following observations: (a) No matter which scan strategy we use, the curves in figures 7 and 8 show that for different scan strategies always have an optimal number of fragments which can give rise to substantial performance gain for vertical partitioning. (b) When comparing the different scan strategies, sequential scan is more flexible and has a larger range of number of fragments that can produce good performance gain. While for the clustered and non-clustered index scan, they have a smaller range of number of fragments that can produce good performance gain. Further, both are more sensitive to the increase in the number of fragments: at higher number of fragments, the NIO values easily go up above 1, implying poorer performance than the unpartitioned case. (c) When comparing figures 7 and 8, we notice that for large object (128KB), we can vertically fragment it to a larger number of fragments before the NIO value exceeds 1. Further, large object is not as sensitive to the variation in the number of fragments as a small object. 
Effect of Varying the Fan-outs
In this evaluation, we study the impact of the variations in the fan-outs (along class composition hierarchy) on the performance gain. The main purpose of this evaluation is to show the performance gain for vertical partitioning for high fan-out values. That is, great savings can be obtained by using vertical partitioning at high fan-out. In figure 9 , the number of fragments in class 1 C is 32 and in the curve of 3 VP , the normalized IOs approach 1/32 = 0.03. That is, a performance gain of 97% saving, which is quite substantial in query execution. Note that with high fanout, the number of object instances in classes 2 C and 3 C , i.e., 2 C and 3 C will be quite large when compared to 1 C . Therefore, the IOEval will dominate the total IO cost. For the 3 VP case (with low projection ratio), all classes in 1 C , 2 C and 3 C are vertically partitioned into 32 fragments. During the predicate evaluation, we need only to retrieve 1 out of the 32 fragments from classes 1 C , 2 C and 3 C (as we only need the fragment that contains the relevant instance variables). Note also for the curves 1 
VP and 2
VP approaching NIO value of 1.0 at high fan-outs. The observation is that if the fan-outs between the classes in the class composition hierarchy are high, it is advisable to use vertical partitioning along the whole path expression.
Effect of Varying the Cardinalities
In this evaluation, we study the impact of the variations of the cardinality of the root class on the performance gain. The main result of this evaluation is that the performance gain in terms of normalized IO is constant as the cardinality increases. All the curves in figure 10 
Trade Off Between Projection Ratio and Selectivity
We now turn our attention to one of the most influential factors on the utility of vertical partitioning, that is, the projection ratio. We show that projection ratio determines whether vertical partitioning is beneficial or not. We further compare and contrast the results from pure vertical partitioning and pure indexing. By pure vertical partitioning, we mean that we use sequential scan to the root class collection (but the classes 1 C , 2 C and 3 C are vertically partitioned) and by pure indexing, we just use clustered index scan to the root class collection (but all classes 1 C , 2 C and 3 C are not vertically partitioned). By performing these evaluations, we obtain more insight on the utility of vertical partitioning as opposed to indexing.
Effect of Varying the Projection Ratio
In this evaluation we study the impact of the variation of projection ratio on the NIO which indicates the performance gain. In the plots in figures 11 and 12, the parameter values are as shown in the figures. In both of the figures, they have the same parameter settings except for the object size (128KB and 0.5KB for figures 11 and 12, respectively), both of the figures show the following trend: (a) For low projection ratio, vertical partitioning produces high performance gain. (b) As projection ratio increases, the performance gain diminishes. (c) In figure 11 , at PR=0.9, NIO reaches 1.0. In figure 12 , at PR near 0.8, NIO reaches 1.0.
Effect of Varying the Projection Ratio and Selectivity
From the previous evaluation, we observe that projection ratio is an important factor which governs the usability of vertical partitioning. In this evaluation, we further study the impact of the variation of projection ratio so as to compare pure vertical partitioning and pure indexing. At each fixed projection ratio, we determine the selectivity at which pure vertical partitioning NIO will be the same as pure indexing NIO, and for selectivity higher than that, pure vertical partitioning NIO will be lower than pure indexing NIO.
In the 3D plots in figures 13 to 16, the parameter values are presented on top of the plots. In particular, the fan-out is 2.0 (for figures 13 and 14) and 0.125 (for figures 15 and 16) , the number of fragments is 8 (for figures 13 and 15) and 32 (for figures 14 and 16). The projection ratio varies from 0.01, 0.1, 0.2, ..., 0.9 to 0.99. The object size varies from 0.5KB, 8KB to 128KB. The observations from figures 13 to 16 are: (a) The region above the surface in the 3D plot is the region in which pure vertical partitioning performs better than pure indexing. Hence the larger area in the above region implies vertical partitioning is more widely applicable (hence more effective) than indexing. That is, the parameter ranges for which vertical partitioning out performs indexing is much larger than the parameter range over which indexing outperforms vertical partitioning. (b) From all the four figures, there is a large region in which vertical partitioning performs better than indexing. The conclusion is therefore vertical partitioning is a complementary technique for saving disk IOs, that means indexing can be implemented after vertical partitioning to further enhance the performance of query processing. (c) When comparing figure 13 with figure 15 , the only difference is the fan-out. In figure 13 the fan-out is 2.0 and it shows a larger above region than that of figure 15 (with fan-out 0.125), implying that figure 13 has better performance gain in vertical partitioning than figure 15 . The observation is that high fan-out favours vertical partitioning. Figures 14 and 16 show similar results. 
VALIDATION OF COST MODEL
The cost model established in section 2 has two distinct parts, one part is for the unpartitioned case and the other part is for the vertically partitioned case. [9] validated their cost model for query processing for unpartitioned case. As our unpartitioned cost model stems from their work, we concentrate on validating the cost model in the vertically partitioned case. Note that the index scan strategies use conventional indexing cost models, hence they are not specific to OODB. Furthermore, not every instance variable of an object has an index associated with it. For uniform comparison of cost, we therefore concentrate on the sequential scan strategy in validating our cost model for vertically partitioned case.
In this section, we first report our empirical experiment on the utility of vertical partitioning by reporting the performance gain due to vertical partitioning for a single class. We then validate our cost model by using a more complex OODB example schema. We confirm that the empirical experimental number of disk IOs required for query processing is bounded by the SMH (upper bound) and LMH (lower bound) theoretical calculations. The implementation [16] was carried out on NeoAccess System -an OODB tool kit [14] . To validate the cost model, Unix time utility is used for counting the actual number of physical disk accesses, we eliminate the effect of memory contention by conducting experiments in single user mode with no caching of the object database. The results presented are averages over multiple runs of the same experiment.
Utility of Vertical Partitioning
The aim of this empirical experiment is to testify that vertical partitioning can provide performance gain. We implement vertical partitioning in a single class, and study the effect of object size on the performance gain. The implementation has the following schema: In NeoAccess System, each object has a unique object identifier (OID) of 6 bytes in length, and each reference pointer to other object instance (e.g., DeptInfo) uses 4 bytes. The "P" factor is a multiplication factor so that we can vary the size of the object (for example, if we set P=2, then the size of Emp object will be 1024bytes=1KB).
Vertical Partition Scheme
We vertically partition the class Emp into 4 fragments: fragment 1-(DeptInfo), fragment 2-(EmpId, EName), fragment 3-(Skill) and fragment 4-(EAddress). These four fragments thus become component objects of a composite object. The composite object contains its own OID and the 4 object references to these fragments. The cardinality of the class Emp is 1000 and the page size is 8KB. Many query processing environments for this experiment (with queries in notation of Object Query Language) had been run and similar results were observed. Therefore, we present the details of one such query processing environment below.
We present two result plots to observe the performance gain variation, one with larger range in the object size to show the general trend and another plot with smaller range in the object size which is close to the page size of the system. Recall that the improvement of performance is characterized by the Normalized IO metric. If the value of Normalized IO is less than 1, it implies vertical partitioning is beneficial. Figure 17 shows the plot of NIO vs. object size. The plot shows two different regions, with the break point at object size around 8KB. We observe that when the object size is less than 8KB, the NIOs are close to but still above 1, meaning that the performance of the vertically partitioned case is only comparable to that of the unpartitioned case and that the vertically partitioned case requires a little bit more disk IOs than the unpartitioned case due to some overhead. This can be explained by the cost model: when the object size is small, the overhead to handle the extra composite objects will be significant and can cause the vertical partitioned case to perform a bit poorer than the unpartitioned case. But for the region with object sizes range from 16KB to 64KB, the NIO decreases from 0.66 to 0.31. For the 64KB's case, the saving in disk IO is 1-0.31=69% which is quite substantial. When the object size increases from 16KB, the NIO decreases; when the object size further increases, the NIO decreases, but at a slower rate and tends to flatten for very large object size.
Observations
In order to find the critical object size that has better performance than unpartitioned case, we plot figure 18 which zooms on to the 8KB region. When the object size is 9KB or larger, the vertical partitioned case performs better than unpartitioned case. The observation is that, because the page size is 8KB, it seems that page size plus a fixed amount is the critical size which makes vertical partitioning more effective. This is because when implementing vertical partitioning, we have extra operating system overhead of maintaining quite a number of very small composite objects that store the reference pointers to different vertical fragments. When the size of the unpartitioned object is larger than the critical size, it becomes more beneficial. 
Validation of Vertical Partitioning
Our cost model has an important assumption concerning the availability of free memory buffers for objects. For the LMH case, we have very large memory page buffers for the objects so that no object needs to be retrieved twice. This corresponds to an ideal case, i.e., the disk IOs predicted by LMH will be the lower bound to the actual implementation. For the SMH case, we have the other extreme that we only have one memory page buffer for every class/class fragment. That means when traversing the class composition hierarchy to evaluate the predicate, the same object may be required to be loaded in a number of times, causing a high increase in the number of disk IOs required. This corresponds to the worst case scenario, i.e., the disk IOs cost predicted by SMH will be the upper bound to the actual implementation. In this experiment, our aim is to demonstrate that the actual implementation disk IO costs are indeed bounded by the SMH and LMH theoretical calculations.
Implementation Setup
Our cost model is very general and models quite a number of database characteristics. We shall start with an elementary query processing environment. We concentrate on the class composition hierarchy, since the subclass hierarchy is modeled by our cost model as a sum of cost factors over all the subclasses. Once an individual class's cost model is confirmed, we can infer that the same also holds for each subclass in its subclass hierarchy, and hence, we can infer that this also holds for the whole subclass hierarchy. In this section, we present the second empirical experiment. The schema for this experiment is shown below and illustrated by figure 19. Similar to experiment one, we also have a P factor. For example, a P factor of 10 means that all the sizes of value-based instance variables are scaled up by 10, but the sizes of object-based instance variables are not scaled up (since object-based instance variables are pointer references and their sizes are fixed). 
Vertical Partitioning Scheme
The following vertical partitioning schemes are the optimal vertical partition schemes obtained from our previous theoretical work [7] 
Results and Observations
Due to the space limit, we only present results on the Emp class here; the results of the other two classes follow the same trend. Figure 20 shows the plot of Disk IO vs. the P factor (that is the object size for the unpartitioned Emp class). The figure shows three curves: "Theory SMH UP"-the theoretical calculation result from the SMH cost model in the unpartitioned case, "Expt UP"-the actual implementation result from the NeoAccess System in the unpartitioned case, and "Theory LMH UP"-the theoretical calculation result from the LMH cost model in the unpartitioned case. We observe that the experimental result curve is bounded by the SMH (as upper bound) and LMH (as the lower bound) curves. This verifies that our cost model is sound and realistic. Further, as the P factor (object size) increases, the "Expt UP" curve approaches the "Theory LMH UP" curve, which means for large object, the LMH cost formula is a good approximation to the experimental results. Figure 21 shows a similar plot of Disk IO vs. the P factor for the vertically partitioned Emp class. The legend "Theory SMH VP"-theoretical calculation results from the SMH cost model in the vertically partitioned case, and the other legends have similar meanings as those of figure 20. In figure 21 , we also observe that the experimental curve is bounded by the SMH upper bound and LMH lower bound, which confirms that our cost model for vertically partitioned case is also sound and realistic. Further, similar to the unpartitioned case, for large object, the LMH cost formula is a good approximation to the experimental results.
Summary of Validation Experimental Results
The conclusions from these two empirical experiments are: (1) vertical partitioning can effectively reduce disk accesses for query processing; (2) theoretical calculations based on our cost model of LMH and SMH assumptions provide realistic lower and upper bounds respectively for the actual disk IO accesses incurred for OODB query processing; (3) vertical partitioning favours large object sizes (greater than the page size), and (4) for large object LMH cost formulae are good approximation to the estimation of the actual query processing costs. 
CONCLUSIONS
Vertical partitioning in object-oriented databases (OODBs) is an effective technique to improve the efficiency of executing a given set of queries by grouping the instance variables of a class into non-overlapping subsets, with the aim of reducing irrelevant data (instance variable) accesses. The query processing efficiency is enhanced when a query can access fewer instance variables (projection ratio). The effect of indexing depends on the number of object instances retrieved for a query (selectivity factor). In order to study the effect of vertical partitioning, we have developed a comprehensive analytical cost model for calculating the number of disk accesses required for processing a query, by considering an OODB schema with both subclass hierarchy and class composition hierarchy, both sequential and index access schemes, and over a range of selectivity values and projection ratios. This represents the first piece of work on analytical cost-based approach advocated for vertical class partitioning in OODBs. The analytical cost model has been used to observe the effectiveness of vertical partitioning under various parameter setups. First, we showed that for a given query work load, there is an optimal vertical partitioning scheme. Second, we demonstrated that the higher the fanout the better the savings from vertical fragmentation. Third, we showed that the percentage of savings due to vertical fragmentation is constant as the cardinality of the class increases. Fourth, we verified that vertical class partitioning is better for small projection ratios. We also studied the trade-off between selectivity factor and projection ratio for evaluating the goodness of vertical partitioning versus clustered index on root class. We have found that for a large parameter space vertical partitioning out performs clustered index for high selectivity and not so high projection ratio. Thus there are cases in which it is better to apply vertical fragmentation than clustered index.
In order to validate the analytical cost model, we have implemented a test object-oriented database schema with vertical partitioning functionality, using NeoAccess Object-Oriented Database System. We executed a set of queries on both partitioned and unpartitioned environments and collected statistics about the number of disk accesses incurred. We found that the analytical cost model reasonably models the query processing. Further, we found that page size plays an important role towards effectiveness of vertical partitioning. In particular, we found that as the object size increases to greater than the page size, the vertical partitioning produces substantial reduction in number of disk accesses required to process all the queries.
We are currently working on an analytical cost model for method execution for both partitioned and unpartitioned scenarios, and algorithms to generate optimal vertical fragmentation for a given set of queries [6, 8] . And the term ( )
represents the number of page accesses to load in the objects derived from the index look up. It is a summation over all subclasses; further it involves the Y() function as one target page may contain more than one relevant objects. For non-clustered index [3, 9] :
represents the number of page accesses to look up the non-clustered index. And the
represents the number of page accesses to load in the objects derived from the index look up. It is a summation over all subclasses, but unlike the clustered index case, it does not involve the Y() function. This is because in non-clustered index, the data objects are not ordered in the data pages, hence the Y() function cannot be applied.
A.1.2 IOEval
In estimating the number of page accesses to a collection during the evaluation of a predicate, we use the Y() function. The number of page accesses in predicate evaluation during the traversal along the whole path expression is given by:
The outer summation is over the classes along the class composition hierarchy, which ranges from 2 to n. It starts from 2 (but not 1), as the scanning to the root class collection is already incorporated in the term IOLoad. The inner summation is over the different subclasses in the subclass class hierarchy rooted by class 
A.1.3 IOBuild
The number of page accesses in building the result is given by:
Similar to IOEval, the outer summation is over the class along the class composition hierarchy, but this time, it ranges from 1 to n. The inner summation is still over the different subclasses in the subclass hierarchy rooted by class 
A.2 SMH Case
For the SMH case, the IOLoad(Seq), IOLoad(NonCluIndex) and IOBuild are identical to that of the LMH case. As there is only one page in buffer for every class, the performance of clustered index scan reduces to that of non-clustered index scan:
Further, the IOEval is quite different from LMH case:
The cost of evaluating the predicate is a sum of page accesses for the different class collections along the path expression. In the i th class collection along the path expression, we need
accesses. Thus, SMH requires many more pages to be loaded into main memory than LMH. 
represents the extra-overhead to handle the composite objects generated from vertical partitioning and it involves a Y() function as the composite objects are stored together and sorted in OID sequence.
The term ( )
represents the number of page accesses to load in the objects derived from the index look up. It is a summation over all subclasses and all vertical fragments; further, it involves the Y() function as one target page may contain more than one relevant object.
IOLoad(NonCluIndex) =
The term is similar to the unpartitioned case which represents the number of page accesses to load in all the unpartitioned objects.
B.1.3 IOBuild
The IOBuild is also a summation over the fragments that give the result fragment pages: It is a summation over all classes along the class composition hierarchy, all subclasses in the subclass hierarchy and all vertical fragments.
B.2 SMH case
For the SMH case, the IOLoad(Seq), IOLoad(NonCluIndex) and IOBuild are identical to that of the LMH case. As there is only one page in buffer for every class, similar to the unpartitioned case, the performance of clustered index scan reduces to that of non-clustered index scan:
IOLoad_SMH ( represents the extra overhead to process the composite objects generated from vertical partitioning: as there is not enough buffer space, every object/fragment access requires one such page access to the composite object. Thus, SMH requires many more pages to be loaded into main memory than LMH. Dr. Li is a member of ACM and IEEE. Locally, he also serves/served as an executive committee (EXCO) member of ACM Hong Kong Chapter, IEEE Hong Kong Computer Chapter, and Hong Kong Web Society; in addition, he is a steering committee member of the WISE Society (http://www.i-wise.org/).
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