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1. Introduction
The jovian system is of particular interest for studying magnetic induction in icy ocean worlds. Jupiter has 
a strong magnetic field whose dipole axis is tilted 9.6° with respect to its rotation axis (Acuna & Ness, 1976), 
while the orbits of the Galilean moons lie very nearly in the equatorial plane of Jupiter. This means that 
Jupiter's magnetic field varies in time at the orbital positions of the satellites. Also, the outer layers of the 
Abstract Prior analyses of oceanic magnetic induction within Jupiter's large icy moons have assumed 
uniform electrical conductivity. However, the phase and amplitude responses of the induced fields 
will be influenced by the natural depth-dependence of the electrical conductivity. Here, we examine 
the amplitudes and phase delays for magnetic diffusion in modeled oceans of Europa, Ganymede, and 
Callisto. For spherically symmetric configurations, we consider thermodynamically consistent interior 
structures that include realistic electrical conductivity along the oceans' adiabatic temperature profiles. 
Conductances depend strongly on salinity, especially in the large moons. The induction responses of 
the adiabatic profiles differ from those of oceans with uniform conductivity set to values at the ice–
ocean interface, or to the mean values of the adiabatic profile, by more than 10% for some signals. We 
also consider motionally induced magnetic fields generated by convective fluid motions within the 
oceans, which might optimistically be used to infer ocean flows or, pessimistically, act to bias the ocean 
conductivity inversions. Our upper-bound scaling estimates suggest this effect may be important at Europa 
and Ganymede, with a negligible contribution at Callisto. Based on end-member ocean compositions, we 
quantify the magnetic induction signals that might be used to infer the oxidation state of Europa's ocean 
and to investigate stable liquids under high-pressure ices in Ganymede and Callisto. Fully exploring this 
parameter space for the sake of planned missions requires thermodynamic and electrical conductivity 
measurements in fluids at low temperature and to high-salinity and pressure as well as modeling of 
motional induction responses.
Plain Language Summary Oscillations in a planet's magnetic fields can create magnetic 
signals within its companion moons if those moons have salty oceans under their icy surfaces. Fluid 
currents within those oceans can also create magnetic fields. Spacecraft investigating those oceans can 
measure such fields and thereby learn about the properties of the oceans. We compute possible magnetic 
properties for Jupiter's ocean moons—Europa, Ganymede, and Callisto—using available chemical data 
and electrical conductivity. Previous work has also computed these properties, but our methods allow 
us to account for how the electrical properties vary with depth due to pressure and temperature. We also 
model ocean currents. We find that the depth-dependence of electrical conductivity affects the predicted 
magnetic fields more than 1 nT as compared with the typical assumption of a uniform conductivity. This 
is important because the planned Europa Clipper and JUpiter ICy moons Explorer (JUICE) missions will 
measure magnetic fields at these moons with roughly 1 nT precision. For Europa, we examine seawater 
(NaCl) and MgSO4 ocean compositions linked to more hydrogen-rich or oxygen-rich scenarios. With 
additional constraints on ice shell and ocean thickness from other spacecraft measurements, magnetic 
measurements may be a key tool for determining the composition of Europa's ocean, and thus its chemical 
evolution through time.
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satellites themselves are believed to consist mainly of water ice at the surface, underlain by salty oceans. 
Brines are good conductors, while ice is a significant insulator.
Magnetic induction from Jupiter's diurnal signal sensed by the Galileo mission provides the most com-
pelling direct observational evidence for the existence of oceans within Europa and Ganymede (Hand & 
Chyba, 2007; Khurana et al., 1998; Khurana & Russell, 2009; Kivelson et al., 2000; Saur, Strobel, & Neubau-
er, 1998; Schilling, Neubauer, & Saur, 2007). The case has also been made for an induction response from 
an ocean in Callisto (Zimmer, Khurana, & Kivelson, 2000), but this interpretation may be clouded by inter-
actions with the peak of the jovian current sheet and by ionospheric interactions (Hartkorn & Saur, 2017; 
Liuzzo et al, 2015).
Longer-period signals penetrate more deeply, as penetration of the magnetic field into the interior is a 
diffusive process. It is convenient that the skin depths at the dominant periods of variation experienced 
by Europa, Ganymede, and Callisto are comparable to the expected ocean depths, which makes it possi-
ble to probe the properties of their oceans using magnetic induction (Saur et al., 2009). The spectrum of 
frequencies driving induced magnetic responses includes not just the orbits of the Galilean satellites and 
the rotation of Jupiter's tilted dipole field, but also their harmonics and natural oscillations of the magne-
tospheric structure relative to the satellites' orbital locations (Seufert et al., 2011). Electrical conductivi-
ty structure within the subsurface oceans—for example, from convective adiabatic temperature gradients 
(Vance et al., 2018) and stratification (Vance & Goodman, 2009)—will affect the induction response at these 
frequencies.
Further variations in the magnetic fields arise from the motion of the moons about Jupiter. Perturbations 
to the orbits of the moons arise from multiple sources, including the oblate figure of Jupiter, gravitational 
interactions with the other satellites, and even from Saturn and the Sun (Lainey et al., 2006; Lieske, 1998). 
These subtle perturbations introduce additional frequencies of oscillation in the magnetic fields the bodies 
experience. These additional oscillations, in turn, induce magnetic fields that oscillate on the same time 
scales. A complete understanding of the dominant frequencies of oscillation is vital to a physically consist-
ent interpretation of spacecraft measurements; for our analysis, we use the NAIF-produced SPICE kernels 
to obtain the most precise ephemeris data available as they include the orbital perturbations responsible for 
most magnetic oscillation for the bodies we study.
An additional induced magnetic response may occur in the icy Galilean satellites, arising not from Jupiter's 
changing magnetic field, but from motions of salty water within the oceans themselves. Such motionally 
induced magnetic fields are typically neglected because they are expected to be relatively weak. On Earth, 
ocean currents induce fields on the order of 100 nT in a background field of about 40,000 nT; these fields 
are observable by space-based magnetometers and have been used to monitor ocean currents (Constable & 
Constable, 2004; Tyler et al., 2003). If there are motional induction signals present in the icy Galilean sat-
ellites, and if the spatial or temporal structures of these induction signals allow them to be separated from 
the contributions driven by variations in the jovian magnetic field, it would permit characterization of the 
ocean flows themselves as has been done for the oceans of Earth (e.g., Chave, 1983; Grayver et al., 2016; Mi-
nami, 2017; Tyler et al., 2003). Conversely, if such induced signals are present but the analysis of spacecraft 
magnetic field measurements does not accommodate that fact, then the recovered electrical conductivity 
estimates may be biased and inaccurate.
Here, we examine the amplitudes and phase delays for magnetic diffusion in modeled oceans of Europa, 
Ganymede, and Callisto. For Europa, we focus on whether these responses might reveal not just the ocean's 
thickness and electrical conductivity, but also the speciation of dissolved salts in the ocean—here either 
MgSO4 or seawater dominated by NaCl. We restrict our analysis to spherically symmetric configurations, 
treating interior structures based on self-consistent thermodynamics, which account for variations in elec-
trical conductivity with depth in convective oceans (Vance et al., 2018).
In addition, we consider the generation of motionally induced magnetic fields due to oceanic thermal con-
vection and estimate upper-bound field amplitudes using a scaling analysis. Based on end-member ocean 
compositions (Zolotov, 2008; Zolotov & Kargel, 2009), we demonstrate the possibilities for using magnetic 
induction to infer the oxidation state of Europa's ocean and to identify stable liquid layers under high-pres-
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In Section 2, we examine the diffusive induction response of Jupiter's ocean moons. We build on the prior 
work of Seufert et al. (2011) by including electrical conductivity profiles that follow the adiabatic profiles 
of pressure and temperature within the ocean of each moon. In Section 3, we describe possible ocean flows 
due to thermal convection (assuming the models of Soderlund, 2019) and use a scaling relationship to esti-
mate upper bounds for motionally induced magnetic field strengths. In Section 4, we discuss these results 
and describe the prospects for detecting signals from each. The Supplemental Material includes detailed 
derivations of the theoretical techniques we use to model the induced magnetic fields, as well as additional 
results for field components not covered in Sections 2–4.
2. Diffusive Induction in Jupiter's Ocean Moons
The complex response to the excitation field 1
e  describes the frequency-dependent, normalized amplitude 
 | |enA   and phase delay   arg( )
e
n  for a uniform excitation field from Jupiter (degree n = 1). We com-
pute the magnetic induction amplitude and phase delay for a spherically symmetric system with multiple 
conducting layers. This complex response function is the same as employed by, e.g., Zimmer et al. (2000); 
Khurana et al. (2002); Seufert et al. (2011), generalized to an arbitrary number of layers and any degree n 
in the excitation field. A derivation for this solution was first described by Srivastava (1966). Our adapted 
version from Eckhardt (1963) is provided in the supplement, along with a description of the optimized nu-
merical implementation used in this work. The analytical benchmark described in the supplement builds 
on recent work by Styczinski et al. (in progress) examining perturbations from spherical symmetry.
2.1. Spectral Content of the Imposed Magnetic Field Variations
Temporal variations in the magnetic field occur in the reference frames of Jupiter's satellites. Figure 1 shows 
time series spectra over the range of periods showing the strongest components for each of Europa, Ga-
nymede, and Callisto, arising from their orbital and synodic periods, as well as beats and harmonics of 
these periods. Table 1 lists the three main periods (in hr) and the corresponding component fields (in nT). 
For these analyses, we use body-centric ϕΩ coordinates EϕΩ, GϕΩ, and CϕΩ (e.g. “E-phi-O”; Khurana 
et al., 2009). In these coordinate systems, x̂ is directed along the corotation direction, approximately along 
the orbital velocity vector, ŷ is directed toward the jovian spin axis, approximately toward Jupiter's center of 
mass, and ẑ is directed along the jovian spin axis in a right-handed sense. These coordinate systems are con-
stantly rotating, and remain fixed to center of each satellite. Seufert et al. (2011) determined the time series 
spectra for the time-varying magnetic perturbations applied to each of the four Galilean moons based on the 
VIP4 model of Connerney et al. (1998) combined with the jovian current sheet model of Khurana (1997). In 
contrast, we use the JRM09 Jupiter field model accounting for Juno measurements (Connerney et al., 2018). 
Paired with this model, we use the current sheet model of Connerney et al. (1981) because the JRM09 model 
is derived using this current sheet model. Together, the latter two match the Juno measurements well. We 
compute a time series of the field at the orbital positions of the moons using the NAIF SPICE kernels and 
10 years of data sampled at a ten-minute cadence. To determine the primary periods relevant to the diffusive 
interaction with the satellites, we compute the Fourier transform of the entire data set.
We note that Seufert et al. (2011) also examined the time series spectra of magnetic perturbations from dy-
namic migration of the jovian magnetopause based on solar wind data from the Ulysses spacecraft, which 
we do not consider.
The temporal variations in imposed magnetic field at each satellite depend on the orbits of the satellites and 
the magnetic field of Jupiter. To find them, we compute Jupiter's magnetic field in a Jupiter-centered coor-
dinate system from a spherical harmonic series representation of the magnetic potential (Parkinson, 1983):
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for Jupiter's rotation rate ω and R the outer radius of the body. The internally generated magnetic field vec-








Figure 1. Time series spectra (in hr) for the largest magnetic field oscillations (in nT) experienced by the Galilean 
moons. Variations in orbital parameters over time introduce magnetic fluctuations at multiple periods in addition 
to Jupiter's synodic rotation and the satellites' orbits. The coordinate axes are detailed in Section 2.1. Peak values for 
the main three periods for each moon are provided in Table 1. The input time series is 10 years long; the spectra are 
sampled with about 500,000 data points in uniform, ten-minute increments.
Period (hr)
Bx,y,z (nT) Bx,y,z (nT) Bx,y,z (nT)
Europa 5.62 11.23 85.20
10.03 15.03 1.22 75.55 209.78 15.24 3.17 10.65 11.97
Ganymede 5.27 10.53 171.57
1.76 2.64 1.78 16.64 82.61 2.42 0.14 1.21 0.38
Callisto 5.09 10.18 400.33
0.17 0.25 1.82 1.31 37.57 0.20 0.03 1.72 0.14
Table 1 
Peak Periods (in h) and Component Field Strengths (in nT) for the Time Series Spectra Shown in Figure 1
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 int,Jup ΦB (2)
The external field including the current systems is
       external , e i tzB A (3)
where   , zA  is described by the current sheet model of Connerney et al. (1981), ρ′ and z′ are radial and 
axial coordinates in the magnetic equatorial cylindrical coordinate system, and ω is again Jupiter's rotation 
rate. The magnetic field applied to the Galilean moons is found by taking the sum of these
 int,Jup externaloB B B (4)
Within the conducting portion of the satellites, the net magnetic field B must satisfy the Helmholtz equation
  2 2kB B (5)
which is a diffusion equation for B. The wavenumber k is a function of the material properties and the an-
gular frequency of oscillation of B within the body (see Section S1):
   0pk i (6)
All terms within B are proportional to an oscillation factor i tpe , where ωp is the angular frequency of oscil-
lation. Only the largest oscillation amplitudes induce significant diffusive responses.









which is a complex quantity that has the desirable property of ranging from 0 for a nonconducting body 
to (1 + 0i) for a perfect conductor. Bi and Be are magnetic potentials for the induced and excitation fields, 
respectively, outside the moon (see Section S1.1.2).
The magnetic field Bo applied to the Galilean moons is close to uniform across the body of each satellite, 
so it is customary to choose n = 1 in the excitation field. In this case, the potential Be is equal to the am-
plitude of oscillation of the applied field for a particular angular frequency ωp and has units of nT. On 
the surface of the body, at the poles, the diffusive response field is directed opposite the applied field. It 
oscillates as
dif , 1( )
i te p
p eB t B e (8)
and it has the form of a dipole (see Section S1.3). The measured magnetic field is then the real part of the 
net field outside the moon
 net difoB B B (9)
which includes sums over all n, m, and p. The motionally induced fields discussed in Section 3 add another 
term to Equation 9. For our full mathematical derivation, see Section S1.
Unique among the satellites in our solar system, Ganymede has an internally generated dynamo field (Kiv-
elson et al., 2002). In the case of this satellite, the analysis of the diffusive field is no different because this 
intrinsic field does not vary with time in the frame of the body. As with the mean background field applied 
by Jupiter, the dynamo field from Ganymede simply presents a static offset to magnetometer measurements 
near the body, and does not appear in the Fourier analysis. The magnitude of this net background field, 
around 800  nT at Ganymede's surface, is about a factor of two larger than that experienced by Europa 
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2.2. Parameter Space of the Diffusive Induction Response
Previous investigations have considered a continuous parameter space of ocean thickness and conductivity 
for three-layer models, consisting of a nonconducting mantle (and core), salty ocean, and nonconducting ice 
(Khurana et al., 2002; Zimmer et al., 2000). A five-layer model, adding an ionosphere and metallic core has 
also been studied (Schilling, 2006). More recent work by Seufert et al. (2011) has further examined the influ-
ence of a metallic core and an ionosphere. None of this prior work required the self-consistency among the 
ocean temperature and density, composition, ice and ocean thickness, etc., that are the focus of this paper. In 
this section, we also examine the parameter space of ocean thickness and conductivity for simple three-layer 
models with uniformly conducting oceans, in the interest of assessing the general range of possible responses 
and demonstrating consistency between our methods and those used in previous investigations.
Figures 2–4 show contours of the maximum induced magnetic field at the surface as a function of ocean 
thickness and mean ocean conductivity for each body. These figures show the signals for the three strongest 
driving periods, which are described in Section 2.1 and shown in Figure 1. Phase delays for the Jupiter syn-
odic frequencies for Europa and Callisto match those described by Zimmer et al. (2000). An ice thickness 
of 20 km was set for Europa, consistent with previous calculations by Khurana et al. (2002) (we note that 
these authors did not specify what ice thickness was used). For both Ganymede and Callisto, 50 km ice 
shells were used. In each case, the fixed ice thickness means the seafloor depth varies to accommodate the 
range of Docean.
The amplitudes for Europa's orbital and synodic frequencies (85.23 h and 11.23 h) match those described by 
Khurana et al. (2002, 2009). However, these authors scaled the diffusive induction response to an excitation 
amplitude of 14 and 250 nT for Europa's orbital and synodic periods, respectively; in this work, each contour 
plot in Figures 2–4 is scaled to the largest relevant peak in the frequency spectrum in Figure 1. When we 
instead apply a matching scaling along with a 20 km ice shell, we generate matching figures.
By choosing a scaling that matches the applied excitation amplitudes, Figures  2–4 indicate the maxi-




Figure 2. Europa: Contours of the maximum induced field By components (in nT) and phase delays (in °) at the 
strongest inducing periods—orbital (85.20 h; dotted), Jupiter synodic (11.23 h; solid), and second synodic harmonic 
(5.62 h; dot–dash)—shown in Figure 1. The assumed, fixed ice thickness of 20 km and variable seafloor depth yield 
normalized amplitudes consistent with the previous calculations by Khurana et al. (2002), and phase delays for the 
synodic frequency matching those described by Zimmer et al. (2000). Unlike in previous work, we scale the amplitudes 
to the maximum component of the magnetic oscillation the satellite actually experiences at each frequency, which are 
the largest peaks in Figure 1.




Figure 3. Ganymede: Contours of the maximum induced field By components (in nT) and phase delays (in °) at the 
strongest inducing periods—orbital (171.57 h; dotted), Jupiter synodic (10.53 h; solid), and second synodic harmonic 
(5.27 h; dot–dash)—shown in Figure 1. The amplitudes and phases for the synodic and orbital periods are comparable 
to those described by Seufert et al. (2011) for greater ocean conductivities and thicknesses, but these authors model 
a highly conducting core, which we do not consider. A 50 km ice shell is assumed at the surface, implying that the 
seafloor depth varies to accommodate the range of Docean.
Figure 4. Callisto: Contours of the maximum induced field By components (in nT) and phase delays (in °) at the 
strongest inducing periods—orbital (400.33 h; dotted), Jupiter synodic (10.18 h; solid), and second synodic harmonic 
(5.09 h; dot–dash)—shown in Figure 1. Additional harmonic short-period components will be advantageous for 
investigating Callisto's interior structure. The normalized amplitudes and phases for the synodic frequencies are 
consistent with those described by Zimmer et al. (2000). The amplitudes and phases for the synodic and orbital periods 
are similar to those described by Seufert et al. (2011), but these authors model a moderately conducting silicate interior, 
which we do not consider. A 50 km ice shell is assumed at the surface, implying that the seafloor depth varies to 
accommodate the range of Docean.
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locations. For example, the largest variation at Ganymede's synodic period is in its By component in GϕΩ 
coordinates, approximately along the direction toward Jupiter. If a lander at the sub or antijovian point 
on Ganymede's surface measures an induced field amplitude of 75 nT at that period, the matching ocean 
thickness Docean and mean conductivity σocean must lie along the 75 nT contour. Ganymede's orbital period 
also has its largest oscillation in By, so including the measured amplitude at that period too determines the 
values for both Docean and σocean, at the crossover point between the two contours. The phase delay for each 
frequency offers complementary information.
In contrast with the parameter exploration reproduced here and employed in previous work, we allow ice 
thickness to vary. We consider how the ocean conductivity varies in accordance with the ice thickness: 
the melting temperature at the base sets the adiabatic temperature of the ocean, and is determined by the 
ocean's salinity and the pressure at the base of the ice (Vance et al., 2018). Also in contrast with the param-
eter space exploration depicted in Figures 2–4, we examine a smaller space of σocean and Docean consistent 
with previous models of Europa's ocean composition, as described in the next section and summarized in 
Tables 2–4.
In this work, we do not consider the effect on the diffusive induction signal from a possible highly conduc-
tive metallic core or moderately conductive, hydrated rocky mantle in any of the satellites. One past study 
of Europa by Schilling (2006) determined that for even modest ocean conductivities (≳ 0.06 S/m), the pres-
ence of a core would be all but undetectable. A mantle would similarly be easily screened by a moderately 
conductive ocean. Seufert et al. (2011), however, found that for some combinations of Docean and σocean, a 
metallic core would change the amplitude of the diffusive response by several percent and decrease the 
phase delay by 10◦ or more. A conductive core will have the most dramatic effect for the thinnest and least 
conductive ocean layers, at the bottom-left of Figures 2–4. For an ocean that fails to entirely screen a highly 
conductive core, new contours with a smaller phase delay appear in this corner of the plot. Modeling the 
wide parameter space of possible interior configurations that also include a core or mantle is beyond the 
scope of this work.
We also add to the rich set of previous analyses the exploration of a third, shorter-period signal of inter-
mediate strength to the orbital and synodic signals. We do not consider the longer-period solar oscillation 
studied by Seufert et al. (2011).
2.3. Depth-Dependent Electrical Conductivity in Adiabatic Oceans
Here we describe the structural models that allow us to consider depth-dependent electrical conductivity in 
Jupiter's ocean moons. Fluid temperature, pressure, and salt content determine the electrical conductivity 
of an aqueous solution, and thus dictate the magnetic induction responses of the Galilean oceans. With suf-
ficient prior knowledge of the ice thickness and the ocean's composition—for example, from geological and 
compositional measurements by the planned Europa Clipper mission (Buffington et al., 2017)—magnetic 
induction studies can provide information on the amounts and compositions of the salts that link to global 
thermal and geochemical processes.
Depth-dependence in the ocean's electrical conductivity can arise from stratification in the ocean due to 
melting or freezing at the ice–ocean interface, and dissolution and precipitation within the ocean or at the 
water–rock interface (Travis et al, 2012; Vance & Brown, 2005). Even for oceans with uniform salinity, as 
is typically assumed, electrical conductivity will increase with depth along the ocean's convective adiabatic 
profile because the greater temperature and pressure increase the electrical conductivity. Figure 5 depicts 
this variation for Europa, Ganymede, and Callisto, based on the forward models of Vance et al. (2018) that 
use available thermodynamic and geophysical data to explore the influences of the ocean, rock layer, and 
any metallic core on the radial structures of known icy ocean worlds. As noted by Hand and Chyba (2007), 
the adiabatic gradient for Europa is rather small, albeit nonzero. A more significant influence on the ocean's 
temperature is the influence of pressure on the melting temperature of the ice, which in turn depends on 
the ocean's salinity. For Ganymede and Callisto, the adiabatic gradients are large, with temperatures at the 
base of the thickest Ganymede ocean reaching 290K.
As detailed in Section 2.2, we examine the magnetic induction signals from the small set of self-consist-









Period (hr): 5.62 11.23 85.20
By (nT): 15.03 209.78 10.65
Tb (K) T (K) DI (km) Docean (km) 1
e
yB  (nT)
Ionosphere Only Re Im Re Im Re Im
Pedersen 0.001 0.104 0.002 0.727 0.000 0.005
MgSO4 1 wt% Re Im Re Im Re Im
273.1 273.9 5 117 13.641 1.527 184.568 38.142 2.942 4.479
Pedersen
1Δ
e  (%) 0.02 0.17 0.03 0.03 0.10 0.05
  0.4533 S/m 1Δ
e  (%) 0.36 −0.41 0.39 −0.08 0.85 0.50
σtop = 0.4107 S/m 1Δ
e  (%) 0.10 7.75 −0.45 8.80 −12.31 −3.57
270.4 271.1 30 91 13.054 1.917 172.021 49.195 1.680 3.611
Pedersen
1Δ
e  (%) 0.04 0.18 0.05 0.03 0.15 0.09
  0.4132 S/m 1Δ
e  (%) 0.22 −0.10 0.24 0.01 0.55 0.34
σtop = 0.3847 S/m 1Δ
e  (%) −0.09 6.49 −0.88 6.09 −10.65 −4.23
MgSO4 10 wt% Re Im Re Im Re Im
272.7 274.1 5 124 14.309 0.539 196.395 10.221 9.414 1.714
Pedersen
1Δ
e  (%) 0.01 0.38 0.00 0.16 0.00 0.01
  3.7646 S/m 1Δ
e  (%) 0.23 −3.83 0.33 −2.87 0.49 −0.10
σtop = 3.3197 S/m 1Δ
e  (%) −0.01 2.28 −0.01 2.13 −0.34 11.33
269.8 270.8 30 96 13.595 0.534 187.098 9.765 8.853 2.245
Pedersen
1Δ
e  (%) 0.01 0.64 0.01 0.27 0.01 0.01
  3.3661 S/m 1Δ
e  (%) 0.18 −2.30 0.23 −1.35 0.30 0.02
σtop = 3.0763 S/m 1Δ
e  (%) −0.01 1.41 0.08 2.77 −0.81 7.99
Seawater 0.35165 wt% Re Im Re Im Re Im
272.5 273.2 5 117 13.567 1.744 181.600 44.022 2.299 4.139
Pedersen
1Δ
e  (%) 0.03 0.14 0.03 0.02 0.12 0.06
  0.3855 S/m 1Δ
e  (%) 0.43 −0.30 0.46 −0.02 1.02 0.63
σtop = 0.3415 S/m 1Δ
e  (%) 0.01 10.36 −0.98 10.77 −16.33 −5.92
270.0 270.7 30 91 12.983 2.139 168.558 54.379 1.368 3.324
Pedersen
1Δ
e  (%) 0.04 0.15 0.05 0.03 0.18 0.10
  0.3651 S/m 1Δ
e  (%) 0.26 −0.07 0.29 0.03 0.65 0.42
σtop = 0.3339 S/m 1Δ
e  (%) −0.23 8.27 −1.49 7.33 −13.72 −5.87
Seawater 3.5165 wt% Re Im Re Im Re Im
270.8 271.9 5 119 14.245 0.590 195.352 10.912 9.274 2.109
Pedersen
1Δ
e  (%) 0.01 0.36 0.01 0.16 0.00 0.00
Table 2 
Europa: Magnetic Induction Field Strengths {Re,Im} 1( )
e
yB  , in nT, at the Main Inducing Periods in Figure 1
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changes to the PlanetProfile software used to generate the models (Melwani Daswani et al., under revision, 
S3) do not significantly change the ocean thicknesses and electrical conductivities reported in the previous 
work. We do not consider significant induction from rocky or metallic layers. For each ocean, we consider 
a nominal 10 wt% MgSO4 salinity, as investigated in previous work. The published equation of state and 
electrical conductivity data are adequate for the pressures in the largest moon, Ganymede, up to 1.6 GPa, 
with the caveat that both have been extrapolated in pressure above about 0.7 GPa, and the laboratory data 
for electrical conductivity have been extrapolated below 298 K and above 1 wt% (Vance et al., 2018). The 
pressure conditions in Europa's ocean are low enough (<200 MPa) to be in the range covered by the TEOS-
10 package (McDougall & Barker, 2011), which provides plausible values of conductivity for concentrations 
of seawater equivalent to that of Earth's ocean (3.5 wt% NaCl) or less. For this work, we created additional 
lower-conductivity models for the same ice thickness, but with salinities reduced by a factor of 10 from the 
nominal cases.
On Europa, the flux of surface-generated oxygen to the ocean may have created oxidizing (acidic) condi-
tions (Hand & Chyba, 2007; Pasek & Greenberg, 2012; Vance et al., 2016), permitting the presence of dis-
solved MgSO4 in addition to NaCl (Zolotov, 2008; Zolotov & Kargel, 2009). The respective radial models of 
electrical conductivity for oceans containing seawater and MgSO4 are consistent with compositions linked 
to the thermal evolution scenarios cited above (Zolotov & Kargel, 2009). In one scenario, Europa's ocean 
remains relatively reducing and high pH, with a composition dominated by NaCl. In the other, the flux into 
the ocean of oxidants generated by radiolysis of Europa's ice causes the ocean to become more oxidized and 
low pH, containing quantities of MgSO4 exceeding the amount of NaCl. Thus the ocean's salinity and com-
position that might be constrained by magnetic induction measurements relate to the thermal history of 
Europa. The salinity measurement is also a key indicator of the types of life that might be able to live in the 
ocean because the chemical affinity—or energy in excess of equilibrium—for different metabolic reactions 
depends on the ocean's pH (Glein et al., 2019).
Radial conductivity profiles for Europa (Figure 5; top) illustrate the coupling to temperature and composi-
tion. We consider ice thicknesses of 5 and 30 km (magenta and blue curves, respectively) as representative 
extremes. Because we consider only the mean inferred value of the gravitational moment of inertia (C/
MR2 = 0.346 ± 0.005 Schubert et al., 2004), the hydrosphere thickness is fixed at about 125 km. Seawater 
(solid and dot–dashed lines), though less concentrated than the modeled composition of MgSO4 (dashed 







Period (hr): 5.62 11.23 85.20
By (nT): 15.03 209.78 10.65
Tb (K) T (K) DI (km) Docean (km) 1
e
yB  (nT)
   3.0760 S/m 1Δ
e  (%) 0.24 −3.32 0.33 −2.24 0.46 −0.03
σtop = 2.7347 S/m
1Δ
e  (%) −0.02 2.08 0.04 2.37 −0.74 10.53
268.2 269.1 30 91 13.530 0.560 186.582 10.460 8.612 2.664
Pedersen
1Δ
e  (%) 0.01 0.63 0.01 0.26 0.01 0.00
   2.8862 S/m 1Δ
e  (%) 0.18 −1.89 0.22 −0.95 0.28 0.03
σtop = 2.6476 S/m
1Δ
e  (%) 0.01 1.46 0.10 3.88 −1.26 7.23
Note. For the different ocean compositions and thicknesses of the upper ice I lithosphere/ocean (DI/Docean; Figure 5), 
the adiabatic response is listed first. These values are also shown in Figure 7. Following these are the deviations from 
the adiabatic response (in %) when including a 100  km ionosphere with Pedersen conductance of 30  S (Hartkorn 
& Saur, 2017), then for the ocean with uniform conductivity set to the mean of the adiabatic ocean ( ), and then 
for the case with uniform conductivity set to the value at the ice–ocean interface (σtop). The surface responses of the 
ionosphere in the absence of an ocean are listed at the top of the table.
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ice. The lower temperature for seawater combines with the different electrical conductivity for the different 
dissolved ions to create distinct profiles unique to ocean composition and ice thickness (upper right). As a 
result, our conductivity values differ from the summary predictions in Figure 1 of Hand and Chyba (2007) 
for T = 0°C and 1 atm. This discrepancy from previously published values of electrical conductivity is fur-
ther evident in the larger moons Ganymede and Callisto, where ocean temperatures vary farther from the 





Period (hr): 5.27 10.53 171.57
By (nT): 2.64 82.61 1.21
Tb (K) T  (K)
DI 
(km) Docean (km) 1
e
yB  (nT)
Ionosphere Only Re Im Re Im Re Im
Pedersen 0.000 0.002 0.000 0.033 0.000 0.000
MgSO4 1 wt% Re Im Re Im Re Im
270.7 279.0 25 442 2.393 0.150 72.835 6.420 0.791 0.390
Pedersen
1Δ
e  (%) 0.00 0.03 0.00 0.01 0.00 0.00
  0.5166 S/m 1Δ
e  (%) 0.87 −8.82 1.23 −7.04 2.61 1.01
σtop = 0.3890 S/m 1Δ
e  (%) −0.03 4.54 −0.14 5.86 −9.33 17.09
261.6 266.2 92 276 2.169 0.165 66.167 6.714 0.417 0.476
Pedersen
1Δ
e  (%) 0.00 0.06 0.00 0.03 0.00 0.00
  0.3322 S/m 1Δ
e  (%) 0.95 −5.29 1.18 −2.65 2.44 1.41
σtop = 0.2623 S/m 1Δ
e  (%) 0.08 3.83 0.45 10.74 −22.82 −3.32
MgSO4 10 wt% Re Im Re Im Re Im
270.2 278.3 25 458 2.499 0.056 77.528 2.435 1.020 0.124
Pedersen
1Δ
e  (%) 0.00 0.04 0.00 0.02 0.00 0.00
  4.0699 S/m 1Δ
e  (%) 0.29 −10.57 0.41 −9.78 1.48 −3.07
σtop = 3.1150 S/m 1Δ
e  (%) −0.00 2.03 −0.01 2.84 −0.18 7.55
260.0 263.5 93 282 2.290 0.067 70.816 2.910 0.936 0.163
Pedersen
1Δ
e  (%) 0.00 0.10 0.00 0.04 0.00 0.00
  2.3476 S/m 1Δ
e  (%) 0.27 −7.17 0.38 −6.43 1.01 −0.28
σtop = 1.9483 S/m 1Δ
e  (%) 0.00 1.71 −0.00 2.51 −0.11 15.65
bottom layer: 30 km 20 S/m
1Δ
e  (%) 0.00 −0.00 0.00 −0.00 −1.20 0.20
Pedersen
1Δ
e  (%) 0.00 0.10 0.00 0.04 −1.20 0.20
For the different ocean compositions and thicknesses of the upper ice  I lithosphere (DI; Figure  5), the adiabatic 
response is listed first. These values are also shown in Figure 7. Following these are deviations from the adiabatic 
response (in %) when including a 100 km ionosphere with Pedersen conductance of 2 S (Hartkorn & Saur, 2017), then 
for the ocean with uniform conductivity set to the mean of the adiabatic ocean ( ), and then for the case with uniform 
conductivity set to the value at the ice–ocean interface (σtop). The surface responses of the ionosphere in the absence 
of an ocean are listed at the top of the table.
Table 3 
Ganymede: Magnetic Induction Field Strengths {Re,Im} 1( )
e
yB  , in nT, at the Main Inducing Periods in 1
Journal of Geophysical Research: Planets
Although we also fix the moments of inertia for Ganymede and Callisto to their mean published values, the 
depths of the ocean vary due to the presence of high-pressure ices (as further discussed in Section S3). Be-
cause the melting of high-pressure ices also depends on pressure (e.g., Hogenboom et al., 1995) the presence 
of ices above and below the ocean increases the sensitivity of the ocean's conductance to the composition 
and abundance of dissolved salts.
Larger Ganymede (Figure 5; middle) has distinct conductivity profiles for both ice thickness and ocean 





Period (hr): 5.09 10.18 400.33
By (nT): 0.25 37.57 1.72
Tb (K) T  (K) DI (km) Docean (km) 1
e
yB   (nT)
Ionosphere Only Re Im Re Im Re Im
Pedersen 0.019 0.070 0.769 5.549 0.000 0.007
Cowling 0.230 0.097 23.854 20.120 0.002 0.056
MgSO4 1 wt% Re Im Re Im Re Im
257.4 259.6 99 132 0.204 0.023 29.774 6.332 0.021 0.171
Pedersen 0.207 0.026 30.227 6.544 0.022 0.177
Cowling 0.231 0.036 33.248 7.167 0.033 0.225
  0.2307 S/m 1Δ
e  (%) 0.49 −0.44 0.53 −0.08 1.45 0.96
σtop = 0.1965 S/m 1Δ
e  (%) 0.06 14.62 −1.03 15.03 −26.08 −13.62
250.8 250.9 128 21 0.060 0.095 2.885 9.085 0.000 0.012
Pedersen 0.102 0.119 5.702 13.168 0.000 0.018
Cowling 0.238 0.083 27.259 18.811 0.003 0.068
  0.0895 S/m 1Δ
e  (%) 0.04 0.02 0.04 0.03 0.05 0.03
σtop = 0.0874 S/m 1Δ
e  (%) −3.26 −0.99 −4.12 −1.87 −4.52 −2.28
MgSO4 10 wt% Re Im Re Im Re Im
255.7 256.9 99 130 0.211 0.008 31.391 1.533 0.552 0.696
Pedersen 0.212 0.011 31.490 1.787 0.556 0.698
Cowling 0.226 0.027 32.566 3.378 0.582 0.715
  1.5256 S/m 1Δ
e  (%) 0.20 −2.91 0.26 −1.74 0.69 0.39
σtop = 1.3789 S/m 1Δ
e  (%) 0.01 1.12 0.12 3.18 −10.78 −1.59
250.8 250.9 128 21 0.195 0.053 24.308 13.231 0.003 0.067
Pedersen 0.202 0.055 25.716 13.402 0.004 0.074
Cowling 0.239 0.049 32.873 12.030 0.009 0.123
  0.6025 S/m 1Δ
e  (%) −0.00 −0.00 −0.00 −0.00 −0.00 −0.00
σtop = 0.6062 S/m 1Δ
e  (%) 0.08 −0.53 0.28 −0.34 1.23 0.61
Note. For the different ocean compositions and thicknesses of the upper ice I lithosphere/ocean (DI/Docean; Figure 5), 
the adiabatic response is listed first. These values are also shown in Figure 7. Following these are the responses (in 
nT) including a 100 km ionosphere with {Pedersen, Cowling} conductance of {800,6850} S (Hartkorn & Saur, 2017), 
then the deviations from the adiabatic response (in %) for the ocean with uniform conductivity set to the mean of the 
adiabatic ocean ( ) , and then for the case with uniform conductivity set to the value at the ice–ocean interface (σtop). 
The surface responses of the ionosphere in the absence of an ocean are listed at the top of the table.
Table 4 
Callisto: Magnetic Induction Field Strengths {Re,Im} 1( )
e
yB  , in nT, at the Main Inducing Periods in Figure 1
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greatest depths for the warm Ganymede ocean (right-most curve). This inflection occurs because the ocean 
achieves GPa + pressures, at which the packing of water molecules begins to inhibit the charge exchange of 
the dissolved ions (Schmidt & Manning, 2017).
Dense brines may also reside at the base of the high-pressure ices on Ganymede, and even between them 
(Journaux et al., 2013, 2017; Vance et al., 2014, 2018). Although more detailed modeling of the coupled 
geochemical and geodynamic regimes is needed, this scenario seems consistent with recent simulations of 
two-phase convection in high-pressure ices (Choblet et al., 2017; Kalousová et al., 2018). These simulations 
show that even without the effects of dissolved salts, meltwater should form at the water–rock interface as 
part of the geodynamic evolution of the ice. If such a stable fluid layer exists under the high-pressure ice 
within Ganymede, it will create an induction response at longer periods, as discussed below.
For Callisto, there is a small range of ice I thicknesses and ocean salinities for which oceans may be present. 
Salty oceans considered by Vance et al. (2018) have thicknesses of 20 and 132 km. For the thinner ocean, 
a 96 km layer of high-pressure ice underlies the ocean. The depicted state is likely transient, as ice III is 
buoyant in the modeled 10 wt% MgSO4 composition, and an upward snow effect should hasten the transfer 
of heat from the interior. Simulating a subsequent stage with ice III above the ocean awaits improved ther-
modynamic data that couples recently improved ice thermodynamics (Journaux et al., 2020) to the ther-
modynamics of aqueous phases (Bollengier et al., 2019), and is left for future work. Because of the thicker 
ice considered for Callisto and the consequentially lower temperature at the upper ice–ocean interface, the 
electrical conductivities in all Callisto models are lower than for the corresponding concentrations in Gany-




Figure 5. Adiabatic ocean temperature (left) and electrical conductivity (right). Convecting oceans with MgSO4 
(dashed lines) are warmer. Standard seawater (mostly NaCl; dot–dashed lines) creates colder oceans and lower 
electrical conductivities. Thicker ice (blue), corresponds to colder adiabatic profiles in the underlying oceans, which 
also lowers electrical conductivity. Filled circles show the inferred depth to the upper boundary of the silicate layer 
for the saline and pure water oceans, respectively. Conductivities in the liquid regions are several orders of magnitude 
larger than in the ice and rock, and are set to zero for this study. Adapted from Vance et al. (2018).
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compound the lower overall conductance resulting from the thinner ocean, and also the smaller driving 
magnetic oscillations at more distant Callisto.
2.4. Accounting for the Ionospheres
For each of the above models, we add an overlying ionospheric layer based on recent analyses by Hartkorn 
and Saur (2017). We adopt their simplified ionospheric models, while also noting that the detailed radial 
and asymmetric structures of the ionospheres will affect the complex induction response and should be 
considered in future work. For each satellite, we consider a 100-km-thick layer extending from the surface, 
with Pedersen conductances of {30, 2, 800} S for Europa, Ganymede, and Callisto, respectively. For Callisto, 
we also consider a higher value of 6850 S corresponding to a Cowling channel enhancement near the equa-
tor arising from anisotropy in the current sheet, consistent with Hartkorn and Saur (2017). We use this value 
as an extreme case to inform the analysis of measurements near the equator. In reality, the nonspherical 
character of the ionosphere will influence the induction response from the one computed here, perhaps up 
to the order of nT (Styczinski & Harnett, 2021). The enhancement of the Cowling effect is expected to create 
an effective conductance only twice that of the Pedersen value at higher latitudes. For clarity in presenting 
the results, the effects of the ionosphere are included only in the tabulated results (Tables 2–4). Amplitudes 
are normalized to the moons' surface radii R:  3surf top( / )A R R A, where Rtop = R + 100 km, so they can be 
larger than unity.
2.5. Amplitude and Phase Delay of the Diffusive Response
Figure 6 shows the normalized surface induction responses for Europa, Ganymede, and Callisto based on 
the adiabatic ocean electrical conductivity profiles shown in Figure 5. Some general characteristics of the 
induction response may be discerned. Warmer and thus thicker oceans (magenta curves for MgSO4 com-




Figure 6. Normalized magnetic induction amplitudes (  1| |
eA  ; left) and phase delays (   1arg( )
e ; right) for 
Europa, Ganymede, and Callisto at periods including the induction peaks noted in Figure 1 (vertical red lines). As in 
Figure 5, dashed lines are for oceans containing MgSO4. Solid and dot–dashed lines are for oceans containing seawater 
(mostly NaCl). Thicker lines have higher concentrations of {10, 3.5} wt%, respectively, and thinner lines correspond to 
oceans diluted by a factor of 10. For the MgSO4-bearing oceans, thinner ice corresponding to warmer oceans is denoted 
with magenta and thicker ice is dark blue. The trends with ice thickness/ocean temperature are the same for seawater 
oceans: larger amplitude and lower phase delay for thinner ice/warmer oceans. For Ganymede, the dotted line indicates 
the effect of introducing a 30-km-thick, 20 S/m layer at the seafloor for the thick-ice and high-salinity ocean, which is 
the thicker blue dashed line.
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longer periods, the influence of salinity on the amplitude responses dominate, while the thickness of the 
ocean dominates at shorter periods. Amplitudes approach zero around periods of 104 h. Less saline oceans 
have more significant phase delays at longer periods.
For Europa, the induction characteristics for modeled oxidized (10 wt% MgSO4) and reduced (seawater) 
oceans are nearly identical in their amplitude responses. However, the two ocean models show a separation 
in phase delay of a few degrees at the orbital period of 85.20 h. The combination of these features that con-
stitutes the complex induction waveform will be key to separating them, as shown in Section 2.6.
Regional enhancements in the ocean conductivity can have a significant induction response. For Ganyme-
de, we simulate a second ocean layer at the water–rock interface at a depth of 900 km. Lying under 530 km 
of ice VI (Vance et  al.,  2018), this layer is modeled as a 30-km-thick high-conductivity region (20  S/m) 
corresponding to a nearly saturated MgSO4 solution, consistent with (Hogenboom et al., 1995) and (Calvert 
et al., 1958). The influence of such a layer (dotted lines in Figure 6) is a ∼1% decrease in amplitude at the 
orbital period of 171.57 h. The amplitude decrease results from mutual induction between the conducting 
layers at this period.
For Callisto, the present simulations illustrate the influence of the thicker and deeper oceans in terms of 
a higher amplitude response at lower frequencies and a phase delay curve also shifted in the direction of 
lower frequencies.
2.6. Distinguishing Diffusive Responses for Different Model Oceans
We examine the possible separability of different model oceans by plotting the real and imaginary compo-
nents of the induced waveforms for the peak values of Jupiter's inducing field vectors. Figure 7 shows the 
real and imaginary parts of the complex diffusive induction response. The normalized complex response 
e
n  is multiplied by the strength of the excitation field By at the driving periods shown in Figure 1, in ac-
cordance with Equation 8. 1
e  is equal to Ae−iϕ, with the normalized amplitude A and phase delay ϕ equal to 
those used in past studies such as Zimmer et al. (2000; see Section S1). Previous authors (including Zimmer 
et al., 2000) have defined the complex response as Aeiϕ, but they obtain a result equal to the complex con-
jugate of 1
e  because they rely on a derivation in Parkinson (1983) that contains an error (see Section S1). 
Relating 1
e  to A and ϕ as we do enables us to use the same representation as past authors in comparing 
the induced magnetic field to that which would result from a perfectly conducting ocean Bdif,∞ at an earlier 
time t − ϕ/ω:
  dif dif ,( ) ( / )t A tB B (10)
If we were to instead define 1
e  as equal to conjiAe , −90° ≤ ϕconj < 0° and Equation 10 would then become
  dif dif , conj( ) ( / )t A tB B (11)
Both definitions represent the same physical result.
The quantities By|{Re,Im} 1( ) |
e , equivalent to ByA cos ϕ and ByA sin ϕ, describe the strengths of the responses 
that are in phase with the excitation field—an instantaneous response that opposes the external field—and 
the component that is exactly 90° out-of-phase, respectively. Thus, the two components together describe 
the full range of the induction response. Tables 2–4 include the corresponding data; absolute values are im-
plied on the out-of-phase components, consistent with considering spectral information and required by the 
choice of positive phase delay as in Equation 10. These tables also provide the computed values that include 
the modeled ionospheres, and the values computed for the equivalent oceans with the conductivity set to 
the mean of the adiabat and to the value at the top of the ocean. For convenience, Figures S6 and S7 and 
Tables S1–S6 provide the corresponding data for Bx and Bz; these corresponding values may also be obtained 
by substituting the field strengths in Table 1 in the data and tables for By.
2.6.1. Europa
The different phase delays and amplitudes at the orbital and synodic harmonic periods described in Sec-








Figure 7. Real and imaginary components of the diffusive induction response to the changing By component of 
Jupiter's magnetic field at the main driving periods (Figure 1) for {Europa, Ganymede,Callisto}. The real component 
(on the x-axis) is in phase with the excitation field, and the imaginary component (on the y-axis) is 90° out-of-phase, 
as detailed in Section 2.6. Subpanels on the left side show the lower-magnitude signals of panels on the right. Filled 
symbols are for the higher concentrations. Upward and downward triangles are for thicker ice ({30, 95, 130} km) and 
thinner ice ({5, 26, 100} km), respectively. Symbol sizes scale with the period of the oscillation, denoting the orbital 
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the in-phase synodic component of the more saline and thick ocean with the less-saline, thin ocean. The im-
aginary component of the induced field (ByA sin ϕ) reveals the influence of the stronger phase delay for the 
lower-salinity oceans (Figure 7, empty symbols). The out-of-phase synodic signal in particular separates the 
MgSO4 and seawater models of constant ice thickness by 6 nT for the lower-salinity models. For the 5 and 
30 km ice thickness models, for fixed ocean composition, the separation of the stronger in-phase synodic 
components is 9 and 13 nT for the nominal and lower-salinity models. The synodic harmonic components 
differ with salinity by as much as 1.5 nT in the out-of-phase response, and by at most 0.7 nT with ice thick-
ness in the in-phase component.
The modeled Pedersen ionosphere has a maximum induction response of about 0.7 nT in the out-of-phase 
synodic component Table 2. This is significant relative to the numerical precision of the calculation of about 
0.001% (Figure S2). Including the ionosphere with the modeled adiabatic ocean conductivity profiles chang-
es By{Re,Im}( )
e
n  less than 0.05 nT. Distinguishing such signal differences in spacecraft measurements of 
the magnetic field requires a very careful accounting of the fields generated by plasma, which is beyond the 
scope of this work.
Comparing the ocean with uniform conductivity set to the mean of the adiabatic profile   with the adiaba-
tic conductivity profile, the differences in the amplitude of the response field at the surface are as much as 
0.7 nT (0.4%) and 0.3 nT (0.7%) for the synodic and orbital periods. For the uniform ocean using the conduc-
tivity at the ice–ocean interface σtop, the orbital-period signal (85.20 h) differs by up to 20% for the warmer 
and lower-salinity oceans, or about 0.5 nT.
2.6.2. Ganymede
The synodic component separates the modeled ice thicknesses of 25 and 90 km (Docean ∼ 450 and 280 km) 
by about 7 nT in the in-phase By component, and for the nominal- and low-salinity models (10 and 1 wt% 
MgSO4) by about 4 nT in both the in- the out-of-phase components. The orbital and synodic harmonic com-
ponents show a similar pattern, with separations of about 0.2 and 0.1 nT.
Ganymede's ionospheric conductivity is smaller than Europa's. The resulting induction response is a max-
imum of about 0.03 nT, which adds small contributions to the oceanic fields that are comparable to the 
numerical resolution of the calculation. Currents and fields generated from Ganymede's magnetospheric 
interaction with Jupiter's local magnetic field and plasma are not considered in this calculation, although 
they may affect the induction signal (Paty & Winglee,  2006; Jia et  al.,  2009; Payan et  al.,  2015). Hence, 
this work represents an end-member induction calculation, with contributions from Ganymede's magneto-
spheric current system left for future studies.
The uniformly conducting ocean with conductivity set to the mean of the adiabatic profile   differs from the 
adiabatic profile in the amplitude of the response field at the surface by up to 1.2 nT (1%) and 0.03 nT (2%) 
at the synodic and orbital periods (Table 3 and Figure S4). The uniform ocean using the conductivity at the 
outermost ice–ocean interface σtop differs from the adiabatic case by up to 0.18 nT (2%) for the orbital period.
2.6.3. Callisto
The synodic component shows different offsets for the thick/thin ice/ocean (130/20 km) and thinner ice/
thicker ocean (100/130 km) for the two examined MgSO4 compositions ({1, 10} wt%). For the thinner ice 
(downward arrows), the in-phase synodic components differ by 1.6 nT, while the out-of-phase components 
differ by nearly 5 nT. Models with thicker ice (upward arrows) have larger phase delays as well as larger 
separations in their amplitudes at the synodic period, creating a stronger in-phase separation of 21.4 nT, 
and a weaker out-of-phase separation of 4.1 nT. The synodic component has a similar configuration for the 
amplitude and phase responses, being close in period to the synodic period, and thus shows a similar pat-
tern of separations as the synodic signal, albeit with smaller magnitudes on the order of 0.1 nT. The orbital 
component has stronger separation in both amplitude and phase for the thinner ice models, leading to pro-
portionally larger differences in the induced field strengths, albeit for small overall magnitudes approaching 
zero except for the thin ice/thick ocean model that has a high-salinity.
Both the Pedersen and Cowling ionospheres have strong induced field strengths and affect the induction in 
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ionospheres creates signals of comparable or much greater magnitude than the signal of the ocean by itself. 
In the Cowling case, the phase responses become reversed, such that the stronger field occurs for the in-
phase component. Comparing these different models, the influence of the oceans creates distinct in- and 
out-of-phase induction responses, such that with sufficient knowledge of the properties of the ionosphere it 
might be possible to infer the presence of an ocean.
The uniformly conducting ocean with conductivity set to the mean of the adiabatic profile   differs from the 
adiabatic profile in the amplitude of the response field at the surface at the orbital period (400.33 h) by ≲ 2 
pT. The induction responses of the σtop ocean models differ by up to 8 pT (10%–20%) for the orbital period.
3. Motional Induction due to Ocean Convection
We next consider motional induction driven by fluid flows within the oceans, which further complicates 
the interpretation of magnetic measurements. This effect is treated independently of the diffusive response 
considered above as a first approximation. Future work should consider the coupled induction response. 
Previous work by Tyler  (2011) considered the possibility of magnetic remote sensing to detect resonant 
ocean tides on Europa in the limits of shallow water equations and thin-shell electrodynamics. Here, we fo-
cus instead on global fluid motions that may be driven by thermal convection within the oceans of Europa, 
Ganymede, and Callisto in the low-magnetic-Reynolds-number approximation in order to estimate upper 
bounds for motionally induced magnetic field amplitudes.
Thermal convection in icy satellite oceans is expected in order to efficiently transport heat from the deeper 
interior that arises primarily from radiogenic and tidal heating in the mantle (e.g., Soderlund et al., 2020). 
Using global convection models in combination with rotating convection theory, Soderlund et al.  (2014) 
and Soderlund (2019) predicted the ocean of Europa to have large-scale flows organized into three zon-
al jets with retrograde (westward) flow at low latitudes and prograde (eastward) flow at high latitudes 
(Figure 8a). Upwelling at the equator and downwelling at mid to high latitudes effectively forms an over-
turning Hadley-like cell in each hemisphere (Figures  8b and 8c). Nonaxisymmetric convective motions 
are quasi-three-dimensional, due to rotational and inertial timescales of the flow being comparable. Pre-
dictions for Ganymede are significantly more uncertain, but Soderlund (2019) argued that a similar con-
figuration may be expected. Convection in a possible Callisto ocean may be in the double-diffusive regime 
(Vance & Brown, 2005; Vance & Goodman, 2009) if the ocean's salt concentration is nearly saturated (Vance 
et al., 2018). However, considering thermal convection as an upper bound, application of the scaling argu-
ments in Soderlund (2019) to Callisto suggest similar ocean flows here as well. The nominal ocean model 
shown in Figure 8 will, therefore, be assumed for all three ocean worlds considered here, noting that the use 
of nondimensional units permits different physical properties to be assumed for each satellite.
Because the modeled velocity field is given in units of the dimensionless Rossby number Ro = U/ΩD (the 
ratio of rotational to inertial timescales), the results can be scaled to the different satellites with assump-
tions about ocean thickness D and rotation rate Ω (Figure 8). A range of different ocean compositions, and 
therefore ocean thicknesses, are considered for velocity estimates that are given in Table 5. Flows are fastest 
for Ganymede and Europa, where the zonal jets can reach m/s speeds, the mean latitudinal flows have peak 
speeds of tens of cm/s, and the mean radial flows are ∼10 cm/s. At Callisto, flow speeds tend to be roughly 
an order of magnitude weaker.
Characteristic flow speeds U, in combination with the physical ocean properties σ and D, allow the ratio of 
magnetic induction to magnetic diffusion to be estimated via the magnetic Reynolds number: Rm = μ0σUD. 
Using the values of these parameters from Table 5, Rm ≲ 1 such that the low-magnetic-Reynolds approx-
imation may be applied (Davidson,  2016). Here, the magnetic field b associated with induced current 
J ∼ σu × B (Ohm's Law) due to velocity field u is small compared to the imposed magnetic field Bo. Using 
Ampere's Law, the mean motionally induced field strength in the ocean can be estimated as
  0 .o ob DUB RmB (12)
The resulting induced magnetic fields are thus stronger for larger electrical conductivities, ocean thick-
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120, 35} nT for {Europa, Ganymede,Callisto} (Showman & Malhotra, 1999). Ganymede is a special case be-
cause of its intrinsic magnetic field with surface field strength of 720 nT at the equator and approximately 
twice that near the poles (Kivelson et al., 2002); thus, we assume here Bo ≈ 1,000 nT as a mean value. Note 
that a more rigorous derivation of this relationship is given in Section S2, which demonstrates that these 
b estimates should be taken as loose upper bounds and further distinguishes contributions due to radial, 
meridional, and azimuthal velocity fields.
Table 5 summarizes the assumed ocean flows at Europa, Ganymede, and Callisto as well as estimates of 
their induced magnetic field strengths at the top of the ocean. Field strengths at the surface will be a factor 
of ( 2)ocean satellite( / )
lr r  times weaker, where l is spherical harmonic degree, so the surface fields will be weak-
er by ≲ {6%,10%,15%} at {Europa, Ganymede,Callisto} assuming a dipole l = 1 configuration for the most 
optimistic amplitude. Our analysis focuses on the radial br ∼ RmrBo component because boundary-confined 
surface currents can cause discontinuities in the tangential induced magnetic components. We also assume 
flow speeds typical of the steady overturning cells due to their temporal persistence and large spatial scale, 
which we hypothesize will produce the strongest induced magnetic signatures and would be more easily 
discernible by spacecraft. We find that br ≲ 20 nT for Europa, br ≲ 300 nT for Ganymede, and br ≲ 1 nT for 
Callisto. Implications of these field estimates on magnetic measurements and future work needed for their 
refinement are discussed in the next section.
4. Discussion and Conclusions
The inverse problem of reconstructing the full induction response from spacecraft data is beyond the scope 
of this work, and is discussed in detail elsewhere (e.g., Khurana et al., 2009, and Cochrane et al. in progress). 
We focus here on the significance and separability of the diffusive induction responses for the physically 
consistent models described above. We examine the likelihood of being able to detect and separate the 




Figure 8. Mean flow fields in our nominal global ocean model from Soderlund (2019), averaged over 18 planetary 
rotations and all longitudes. To the previous work we add dimensional units for Europa, Ganymede, and Callisto 
assuming intermediate ocean thicknesses across the range of interior models, and a depiction of the meridional flow. 
(a) Geometry of the 3D ocean model. (b) Zonal (east–west) velocity field where red denotes prograde flows and blue 
denotes retrograde flows. (c) Meridional (latitudinal) velocity field where red denotes away from the north pole and 
blue denotes toward the north pole. (d) Radial velocity field where red denotes upwelling flows and blue denotes 
downwelling flows. The model has the following dimensionless input parameters: shell geometry χ = ri/ro = 0.9, 
Prandtl number Pr = ν/κ = 1, Ekman number E = ν/ΩD2 = 3.0 × 10−4, and Rayleigh number Ra = αgΔTD3/νκ, where 
ri and ro are the inner and outer radii of the ocean, D = ro − ri is ocean thickness, Ω is rotation rate, ν is kinematic 
viscosity, κ is thermal diffusivity, α is thermal expansivity, g is gravitational acceleration, and ΔT = Ti − To is the 
superadiabatic temperature contrast. The boundaries are impenetrable, stress-free, and isothermal.




(Ω=2.1•10-5 s-1, D=110 km)
Dimensional, Ganymede
(Ω=1.0•10-5 s-1, D=370 km)
Dimensional, Callisto
(Ω=4.4•10-6 s-1, D=75 km)
-3 3[m/s] -0.3 0.3[m/s] -7 7[cm/s]
-6 6[m/s] -0.6 0.6[m/s] -11 11[cm/s]







(b) Zonal Flow, uφ (c) Meridional Flow, uθ (d) Radial Flow, ur(a) Model Geometry
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sistent models as inputs to the inverse problem, the future experimental and modeling work that is needed 
for material properties and motional induction, and the implications for future missions.
4.1. Significance and Separability of the Diffusive and Motional Signals
The representative, physically consistent structures of Jupiter's ocean moons that we model have distinct 
magnetic induction signals when the phase delays are considered. The waveform responses at the three 
characteristic periods identified for each moon (Figure 7; Tables 2–4) illustrate the possibility for inferring 
key properties of the moons, possibly by planning missions (Section 4.3). This study demonstrates the exist-
ence of magnetic induction responses tracing to the unique melting curves of different ocean compositions, 
and thus to physical features arising from their coupled thermal and chemical evolution. Lower salinity 
oceans have larger induced responses that are out-of-phase with Jupiter's rotating field.
For Europa, models consistent with reducing/oxidizing (MgSO4-/NaCl-dominated) oceans have distinct in-
duction features at all three periods considered here. We find a motionally induced field of br ≲ 20 nT for 
Europa, or up to 5% of the ambient jovian field. For comparison, the field strength induced by tidal motions 
(Rossby-Haurwitz response to obliquity tidal forcing) is ∼1 nT (Tyler, 2011) and at Jupiter's synodic period 
of 11.23 h is ≲200 nT (Figure 7; Table 2). Schilling et al. (2004) found an upper limit for an intrinsic mag-
netic field at Europa to be 25 nT at the surface, implying that an observable signal from motional flows may 
have gone unnoticed there. A detailed analysis is required to better characterize the potential response and 
its implications for determining ocean composition, salinity, and convective flows.
For Ganymede, the tabulated results (Table 3) show that a plausible liquid layer at the rock interface be-
neath the high-pressure ice would create an in-phase signal of about 0.01 nT at the orbital period. The 
ionosphere should not impede sensing the induction response of the ocean. Here, br ≲ 300 nT, which ap-




σ [S/m] D [km] Ur [m/s] Uθ [m/s] Uϕ [m/s] br [nT]
Europa
 MgSO4 1 wt%, Thicker ice shell 0.4 91 0.06 0.29 2.9 1
 MgSO4 1 wt%, Thinner ice shell 0.5 117 0.07 0.37 3.7 2
 MgSO4 10 wt%, Thicker ice shell 3.4 96 0.06 0.30 3.0 10
 MgSO4 10 wt%, Thinner ice shell 3.8 124 0.08 0.39 3.9 20
 Seawater 0.35 wt%, Thicker ice shell 0.4 91 0.06 0.29 2.9 1
 Seawater 0.35 wt%, Thinner ice shell 0.4 117 0.07 0.37 3.7 2
 Seawater 3.5 wt%, Thicker ice shell 2.9 91 0.06 0.29 2.9 8
 Seawater 3.5 wt%, Thinner ice shell 3.1 119 0.07 0.37 3.7 14
Ganymede
 MgSO4 1 wt%, Thicker ice shell 0.3 276 0.08 0.41 4.1 8
 MgSO4 1 wt%, Thinner ice shell 0.5 442 0.13 0.66 6.6 36
 MgSO4 10 wt%, Thicker ice shell 2.3 282 0.08 0.42 4.2 65
 MgSO4 10 wt%, Thinner ice shell 4.1 458 0.14 0.69 6.9 330
Callisto
 MgSO4 1 wt%, Thicker ice shell 0.09 21 0.003 0.01 0.14 ≪1
 MgSO4 1 wt%, Thinner ice shell 0.2 132 0.02 0.09 0.87 0.02
 MgSO4 10 wt%, Thicker ice shell 0.6 21 0.002 0.01 0.12 ≪1
 MgSO4 10 wt%, Thinner ice shell 1.5 130 0.02 0.09 0.86 0.2
Note. Radial Ur, latitudinal Uθ, and zonal Uϕ flow speeds from Figure 8 with U = ΩDRo; ocean thicknesses D and electrical conductivity σ from Tables 2–4.
Table 5 
Ocean Characteristics and Upper Bound Estimates of the Motionally Induced Magnetic Field Strengths From Equation (12) at the top of the oceans
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considered; magnetic fields induced at Jupiter's synodic period of 10.53 h are ≲80 nT (Figure 7; Table 3). As 
a result, these motionally induced magnetic fields warrant further study as they may allow ocean flows to be 
inferred, bias electrical conductivity inversions, and/or complicate extraction of Ganymede's core dynamo 
magnetic field component.
For Callisto, strong induction responses (>10 nT) that might be used to infer the ocean's conductivity and 
thickness might exist at the synodic period of Jupiter's rotation, with smaller signals (>1 nT) at the other 
excitation periods. However, the modeled Cowling ionosphere without any ocean creates a strong induction 
response that is not easily distinguished from an oceanic signal. Motional inductions signals of br ≲ 1 nT 
are less significant relative to the peak strength (≲ 30 nT) of the field induced at Jupiter's synodic period of 
10.18 h (Figure 7; Table 4). Thus, as demonstrated and further discussed by Hartkorn and Saur (2017), mag-
netic induction measured by the Galileo spacecraft (Kivelson et al., 1999) might be explained as resulting 
from the response of Callisto's ionosphere and not an ocean.
Structural models of ocean worlds (e.g., Schubert et al., 2004) often assume a uniform ocean temperature 
determined by the melting temperature of the ice–ocean interface. Using this temperature as the basis for 
the ocean's electrical conductivity leads to large differences from the more physically consistent, adiabatic 
case. The greater mismatch of conductivities of the lower part of the ocean causes large differences in am-
plitude and phase at longer periods (i.e. for larger skin depths).
Prior analyses of magnetic induction in Jupiter's ocean moons have all assumed a uniform conductivity of 
the oceans (Khurana et al., 2002; Kivelson et al., 2002, 2000; Schilling et al., 2007; Seufert et al., 2011). For 
all three moons, we compared the diffusive response for a uniformly conducting ocean with conductivity set 
to a reference value from the adiabatic conductivity profile. We find that the diffusive induction responses 
of the oceans with uniform conductivity equal to the mean of the adiabatic profile are, for many interior 
configurations, a reasonable approximation to the induction response for a more realistic electrical conduc-
tivity following the adiabatic profile. The response amplitudes are most distinct between the adiabatic and 
mean-conductivity oceans for the thin-ice, lower-salinity configurations.
For the mean-conductivity oceans ( ), the in-phase response amplitudes are all larger than for the corre-
sponding adiabatic profiles and the out-of-phase amplitudes mostly decrease slightly (see Tables 2–4).
For Europa, the in-phase response amplitudes range from about 0.22% to 0.46% greater for the synodic peri-
od and from 0.28% to 1.02% greater for the orbital period; the out-of-phase responses range from 2.87% less 
to 0.03% greater for the synodic period and from 0.10% less to 0.63% greater for the orbital period. Larger 
differences are observed for thinner-ice, warmer oceans in all cases.
For Ganymede, the in-phase response amplitudes range from about 0.38% to 1.23% greater for the synodic 
period and from 1.01% to 2.61% greater for the orbital period; the out-of-phase responses range from 9.78% 
to 2.65% less for the synodic period and from 3.07% less to 1.41% greater for the orbital period. These excess-
es/deficits in the synodic/orbital component differences arise because the mean conductivity case increas-
es/reduces the conductance contributed by the shallower/deeper parts of the ocean (Figure 5) associated 
with smaller/larger skin depths of the diffusive response.
For Callisto, the in-phase response amplitudes range from 0.00% to 0.53% greater for the synodic period and 
from 0.00% to 1.45% greater for the orbital period; the out-of-phase responses range from 1.74% less to 0.03% 
greater for the synodic period and from 0.00% to 0.96% greater for the orbital period. For the thicker oceans, 
where conductivity changes with depth, the differences are similar to those for Ganymede.
We also considered the diffusive response from uniformly conducting oceans with a conductivity equal to 
that at the ice–ocean interface (σtop) in comparison to the adiabatic profiles (see Tables 2–4). Unlike the 
mean-conductivity oceans, there is not a consistent pattern of larger or smaller responses when compared 
to the adiabatic case.
For Europa, the in-phase response amplitudes range from about 1.49% less to 0.10% greater for the synodic 
period and from 16.33% to 0.34% less for the orbital period; the out-of-phase responses range from 2.13% to 
10.77% greater for the synodic period and from 5.92% less to 11.33% greater for the orbital period. Differenc-
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For Ganymede, the in-phase response amplitudes range from about 0.14% less to 0.45% greater for the 
synodic period and from 22.82% to 0.11% less for the orbital period; the out-of-phase responses range from 
2.51% less to 10.74% greater for the synodic period and from 3.32% less to 17.09% greater for the orbital 
period. For the lower-salinity ocean we model, the marked difference in phase delay between the thin-ice, 
warmer profile and the thick-ice, colder profile (Figure 6) is evident in how the in-phase and out-of-phase 
components change between the two cases.
For Callisto, the in-phase response amplitudes range from about 4.12% less to 0.28% greater for the synodic 
period and from 26.08% less to 1.23% greater for the orbital period; the out-of-phase responses range from 
1.87% less to 15.03% greater for the synodic period and from 13.62% less to 0.61% greater for the orbital 
period. The lower phase lag of the nominal salinity case for the thicker ocean is evident in the differences 
between the in-phase and out-of-phase components from the other cases.
For larger oceans, where the nonlinear pressure behavior of the adiabat introduces curvature to the electri-
cal conductivity profile, slightly larger differences can arise for thicker oceans. The presence of high-pres-
sure ice also enhances the sensitivity of the overall ocean thickness to the ocean's salinity.
4.2. Future Experimental and Modeling Work
The diffusive induction models described in Section 2.3 make use of thermodynamic and electrical con-
ductivity data developed for applications to ocean worlds (Vance & Brown, 2013; Vance et al., 2018). Future 
work should explore a broader space of compositions. Constructing models that account for the effects of 
high concentration and pressure requires updated thermodynamic data (Bollengier et al., 2019; Journaux 
et al., 2020), as described above, matched with accurate electrical conductivity data. Recent progress in ap-
plying electrical conductivity to geochemical systems at Earth's surface (McCleskey et al., 2012) provides a 
starting point for considering oceanic concentrations with realistic assemblages of salts (Kargel et al., 2000; 
Zolotov & Shock, 2001). Extending these data to high-pressures and concentrations requires further exper-
imental work (e.g., Guo & Keppler, 2019; Keppler, 2014). Future investigations should also examine a fuller 
parameter space of interior structures, including conductivity in the solid layers. Such future work should 
examine a broader range of ice and hydrosphere thicknesses, including density structures that explore the 
full range of constraints based on Galileo gravity data, not just the mean values of the moments of inertia 
(Schubert et al. 2004; Vance et al., 2019). Future work should also examine asymmetry in the conducting 
layers. Work by Seufert et al. (2011) permits consideration of small deviations from spherical symmetry, 
for example due to long-wavelength variations in the thickness of Europa's ice (Nimmo et al., 2007). Ulti-
mately, the ability to consider diffusive magnetic induction from electrically conducting regions with ar-
bitrary geometry would enable accounting for the effects of the Cowling ionosphere at Callisto (Hartkorn 
& Saur, 2017), meridional variations in salinity at Europa (Zhu et al., 2017), brine lenses in Europa's ice 
(Schmidt et al., 2011).
The simplified approaches to motional induction described in Sections 3 and S2 give order of magnitude 
estimates of the maximum induced fields due to ocean convection and shows that these fields may be large 
enough to impact interpretations of magnetic measurements. Future work will assess the implications of 
the simplifying assumptions made through more detailed calculations. For example, we have assumed ho-
mogeneous and constant jovian and Ganymede background fields. However, the temporal and spatial var-
iation of the ambient fields and the plasma interaction fields generated by currents (especially Ganymede's 
magnetosphere) are expected to be significant, and the magnetic environment each satellite experiences 
throughout its orbit is highly dynamic (e.g., Bagenal et al., 2015). The influence of these variations on ocean-
flow-driven magnetic field signatures also remains to be explored (cf. Gissinger & Petitdemange,  2019). 
Kinematic models that directly solve the coupled momentum and induction equations to determine the 
motionally induced magnetic fields are an exciting and necessary future venue to refine these estimates. 
The resulting predictions for field strength and spatial structure may allow the motional and diffusive com-
ponents of the induced magnetic field to be separated, facilitating better electrical conductivity inversions 
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4.3. Implications for Future Missions
The Europa Clipper mission will conduct multiple (>40) flybys of Europa, and will investigate its mag-
netic induction response with the goal of constraining the ocean salinity and ice thickness, each to within 
50%. With independent constraints on ice thickness obtained from the Radar for Europa Assessment and 
Sounding: Ocean to Near-surface (REASON) and Europa Imaging System (EIS) investigations (Steinbrügge 
et al., 2018), it may be possible to constrain the ocean's temperature and thus the adiabatic structure for the 
best-fit ocean composition inferred from compositional investigations. The analyses provided here (Figure 7 
and Table 2) indicate that a sensitivity of 1.5 nT is probably sufficient to distinguish between the end-mem-
ber MgSO4 and NaCl oceans, and the corresponding ice thicknesses considered here.
The JUpiter ICy moons Explorer (JUICE) mission will execute two Europa flybys and nine Callisto flybys, 
and will orbit Ganymede (Grasset et  al.,  2013). The magnetic field investigation seeks to determine the 
induction response to better than 0.1 nT. The Europa flybys might aid the Europa Clipper investigation in 
constraining the composition of the ocean. We find that at Ganymede, JUICE's magnetic field investigation 
will not be sufficient to discern the modeled basal liquid layer at the ice VI–rock interface, which would re-
quire sensitivity better than 0.01 nT. Although the ability to discern between ocean compositions could not 
be assessed owing to insufficient thermodynamic and electrical conductivity data at high pressures, it seems 
likely that useful constraints could be derived based on the signal strengths at Ganymede, if appropriate 
laboratory-derived data for relevant solutions under pressure became available. Motional induction also ap-
pears to be even more important to consider at Ganymede than Europa, with JUICE's orbital tour providing 
a continuous and detailed data set at Ganymede, critical in investigating the interplay and relative contribu-
tions of magnetospheric interaction fields, diffusive induction fields, and motional induction fields.
At Callisto, both Europa Clipper and JUICE would be able to investigate the synodic signals that vary 
by more than 2 nT for the different models considered here, including models with only an ionosphere. 
JUICE's 0.1 nT sensitivity might be able to obtain useful information at the orbital and first harmonic peri-
ods as well. In contrast with Europa and Ganymede, however, good knowledge of the ionospheric structure 
at Callisto is required for detecting an ocean.
Data Availability Statement
The Matlab scripts and associated data needed to compute the results of this work are archived as a release 
on github (https://github.com/vancesteven/PlanetProfile) with DOI: 10.5281/zenodo.4052711. All global 
ocean convection model data were first published in Soderlund (2019) and are available therein.
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