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Abstract
The quantized flag manifold, which is a q-analogue of the ordinary flag manifold, is realized as a non-
commutative scheme, and we can define the category of D-modules on it using the framework of non-
commutative algebraic geometry; however, when the parameter q is a root of unity, Lusztig’s Frobenius
morphism allows us to handle D-modules on the quantized flag manifold through modules over a certain
sheaf of rings on the ordinary flag manifold. In this paper, we will show that this sheaf of rings on the ordi-
nary flag manifold is an Azumaya algebra over its center. We also show that its restriction to certain subsets
are split Azumaya algebras. These are analogues of some results of Bezrukavnikov–Mirkovic´–Rumynin on
D-modules on flag manifolds in positive characteristics.
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0. Introduction
0.1
In [20] Lunts and Rosenberg constructed the quantized flag manifold for a quantized
enveloping algebra as a non-commutative projective scheme. They also defined a category of
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D-modules on it, and conjectured a Beilinson–Bernstein type equivalence of categories. In [29]
we proposed a modification of the definition of the ring of differential operators on the quantized
flag manifold, and established a Beilinson–Bernstein type equivalence for the modified ring of
differential operators (see also Backelin–Kremnizer [3]).
The above mentioned results are for a quantized enveloping algebra when the parameter q
is transcendental. The aim of this paper is to investigate the ring of differential operators on
the quantized flag manifold when the parameter is a root of unity. It is a general phenomenon
that quantized objects at roots of unity resemble ordinary objects in positive characteristics.
Hence it is natural to pursue analogue of the theory of D-modules on flag manifolds in positive
characteristics due to Bezrukavnikov et al. [5]. In [5] an analogue of the Beilinson–Bernstein
equivalence was established on the level of derived categories. Moreover, it was also shown
there that the ring of differential operators satisfies certain Azumaya properties. In this paper we
will be concerned with the Azumaya properties in the quantized situation.
0.2
Let G be a connected simply-connected simple algebraic group over C, and let g be its Lie
algebra. We fix Borel subgroups B+ and B− of G such that H = B+ ∩ B− is a maximal torus
of G. We denote by N± the unipotent radical of B±. We denote by Q and Λ the root lattice
and the weight lattice respectively. We also denote by Λ+ the set of dominant weights. Set
F = Q(q1/|Λ/Q|), where q1/|Λ/Q| is an indeterminate. We denote by UF the quantized enveloping
algebra of g over F. It is a Hopf algebra over F, and is generated as an F-algebra by the
elements kλ, ei , fi (λ ∈ Λ, i ∈ I ), where I is the index set for simple roots for g. We can define
a q-analogue CF of the coordinate algebra of G as a Hopf algebra dual of UF. More precisely,
we define CF to be the subspace of HomF(UF,F) spanned by the matrix coefficients of type 1
representations of UF. Then we have a UF-bimodule structure of CF given by
⟨u1 · ϕ · u2, u⟩ = ⟨ϕ, u2uu1⟩ (u, u1, u2 ∈ UF, ϕ ∈ CF).
Set
AF =

λ∈Λ+
AF(λ) ⊂ CF
with
AF(λ) = {ϕ ∈ CF | ϕ · v = χλ(v)ϕ (v ∈ U50F )},
where U50F is the subalgebra of UF generated by kλ, fi (λ ∈ Λ, i ∈ I ) and χλ is the character of
U
50
F corresponding to λ. Note that AF is a non-commutative Λ-graded F-algebra. The quantized
flag manifold Bq is defined as a non-commutative projective scheme by
Bq = ProjΛ(AF).
This actually means that we are given an abelian category Mod(OBq ) of “quasi-coherent sheaves
on Bq” defined by
Mod(OBq ) = ModΛ(AF)/TorΛ+(AF),
where ModΛ(AF) is the category of Λ-graded left AF-modules, and TorΛ+(AF) denotes its full
subcategory consisting of M ∈ ModΛ(AF) such that for each m ∈ M there exists some λ ∈ Λ+
such that AF(λ+ µ)m = 0 for any µ ∈ Λ+.
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Define an F-subalgebra DF of EndF(AF) by
DF = ⟨ℓϕ, rϕ, ∂u, σλ | ϕ ∈ AF, u ∈ UF, λ ∈ Λ⟩,
where ℓϕ and rϕ are the left and the right multiplications of ϕ respectively, ∂u denotes the natural
left action of u ∈ UF on AF induced by that on CF, and σλ is the grading operator given by
σλ(ϕ) = q(λ,µ)ϕ for ϕ ∈ AF(µ) (see (1.1) for the notation). Then DF is a Λ-graded ring by
DF(λ) = {Φ ∈ DF | Φ(AF(µ)) ⊂ AF(µ + λ) (µ ∈ Λ)} for λ ∈ Λ. By the aid of the universal
R-matrix we can show that rϕ can be expressed using other type of generators. Hence we have
DF = ⟨ℓϕ, ∂u, σλ | ϕ ∈ AF, u ∈ UF, λ ∈ Λ⟩.
A DF-module is regarded as an AF-module by the algebra homomorphism AF ∋ ϕ → ℓϕ ∈ DF
in the following. We define an abelian category Mod(DBq ) of “quasi-coherentDBq -modules” by
Mod(DBq ) = ModΛ(DF)/ModΛ(DF) ∩ TorΛ+(AF).
Denote by H(F) the set of F-rational points of the maximal torus H of G. For t ∈ H(F) we
define an abelian category Mod(DBq ,t ) of “quasi-coherent DBq ,t -modules” by
Mod(DBq ,t ) = ModΛ,t (DF)/ModΛ,t (DF) ∩ TorΛ+(AF),
where ModΛ,t (DF) is the full subcategory of ModΛ(DF) consisting of M ∈ ModΛ(DF) such
that σµ|M(λ) = µ(t)q(λ,µ)id for any λ ∈ Λ. Then DBq ,1 is “the sheaf of differential operators on
Bq”, and other DBq ,t ’s are its twisted analogues (although they have only symbolical meanings).
Let us consider the specialization of the parameter q to roots of unity. We take an odd integer
ℓ > 1 which is prime to |Λ/Q|, and prime to 3 if g is of type G2, F4, E6, E7, E8. We fix a
primitive ℓ-th root of unity ζ ′ ∈ C and consider the specialization
q1/|Λ/Q| → ζ ′, q → ζ = (ζ ′)|Λ/Q|. (0.1)
Note that ζ is also a primitive ℓ-th root of unity by our assumption. Set
A = { f (q1/|Λ/Q|) ∈ F | f (x) is regular at x = ζ ′},
and
U LA = ⟨kλ, e(n)i , f (n)i | λ ∈ Λ, i ∈ I, n ∈ Z=0⟩A-alg ⊂ UF,
UA = ⟨kλ, ei , fi | λ ∈ Λ, i ∈ I ⟩A-alg ⊂ UF,
where e(n)i , f
(n)
i denote standard divided powers. U
L
A and UA are Hopf algebras over A called
the Lusztig form and the De Concini–Kac form of UF respectively. Taking the Hopf algebra dual
of U LA we obtain an A-form CA of CF. We set
AA = AF ∩ CA =

λ∈Λ+
AA(λ),
DA = ⟨ℓϕ, rϕ, ∂u, σλ | ϕ ∈ AA, u ∈ UA, λ ∈ Λ⟩
= ⟨ℓϕ, ∂u, σλ | ϕ ∈ AA, u ∈ UA, λ ∈ Λ⟩ ⊂ EndA(AA) ⊂ EndF(AF).
Now we consider the specializations
Aζ = C⊗A AA, U Lζ = C⊗A U LA , Uζ = C⊗A UA,
Dζ = C⊗A DA,
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whereA→ C is given by (0.1). Note that the natural homomorphism Dζ → EndC(Aζ ) is not in-
jective. Similarly to Bq we obtain a non-commutative projective scheme Bζ = ProjΛ(Aζ ), which
actually means we are given an abelian category Mod(OBζ ) defined similarly to Mod(OBq ).
We also have abelian categories Mod(DBζ ),Mod(DBζ ,t ) for t ∈ H(C) defined similarly to
Mod(DBq ) and Mod(DBq ,t ) respectively.
Let U Lζ → U (g) be Lusztig’s Frobenius morphism, where U (g) is the enveloping algebra
of g. By taking the dual Hopf algebras we obtain a central embedding C[G] → Cζ of the
coordinate algebra C[G] of G into Cζ . Let A1 be the subalgebra of C[G] defined similarly to
AF. Then A1 is a commutative Λ-graded C-algebra such that ProjΛ(A1) is naturally isomorphic
to the flag manifold B = B− \ G of G. Under the identification C[G] ⊂ Cζ we have A1 ⊂ Aζ
and A1(λ) ⊂ Aζ (ℓλ) for λ ∈ Λ+. We denote by Fr∗OBζ the OB-module corresponding to the
Λ-graded A1-module A
(ℓ)
ζ =

λ∈Λ+ Aζ (ℓλ). The A1-algebra structure of A
(ℓ)
ζ endows Fr∗OBζ
with a canonical OB-algebra structure. Then we have an equivalence
Mod(OBζ ) ∼= Mod(Fr∗OBζ )
of abelian categories, where Mod(Fr∗OBζ ) denotes the category of quasi-coherent Fr∗OBζ -
modules. Similarly, we have
Mod(DBζ ) ∼= Mod(Fr∗DBζ ),
Mod(DBζ ,t ) ∼= Mod(Fr∗DBζ ,t ) (t ∈ H(C)),
where Fr∗DBζ and Fr∗DBζ ,t are OB-algebras corresponding to A1-algebras D(ℓ)ζ and D(ℓ)ζ
⊗C[Λ] C respectively. Here D(ℓ)ζ =

λ∈Λ+ Dζ (ℓλ), and C[Λ] =

λ∈Λ Ce(λ) denotes the
group algebra of Λ. Moreover, C[Λ] → D(ℓ)ζ and C[Λ] → C are given by e(λ) → σλ and
e(λ) → λ(t) respectively.
Denote by Z D(ℓ)ζ the central subalgebra of D
(ℓ)
ζ generated by elements ℓϕ, ∂u, σλ (ϕ ∈ A1,
u ∈ ZFr(Uζ ), λ ∈ Λ), where ZFr(Uζ ) denotes the Frobenius center of Uζ . Let Zζ be the central
OB-subalgebra of Fr∗DBζ corresponding to Z D(ℓ)ζ . By [10] ZFr(Uζ ) is a Hopf subalgebra of Uζ
isomorphic to the coordinate algebra C[K ] of the algebraic group
K = {(hg+, h−1g−) | h ∈ H, g± ∈ N±} ⊂ B+ × B−.
We note also that the group algebra C[Λ] is naturally isomorphic to the coordinate algebra C[H ]
of H . Hence we have a natural surjective algebra homomorphism A1⊗C[K ]⊗C[H ] → Z D(ℓ)ζ .
Correspondingly, we have a natural surjective OB-algebra homomorphism p∗OB×K×H → Zζ ,
where p : B × K × H → B is the projection. Define κ : K → G by κ(k1, k2) = k1k−12 .
Theorem 0.1. We have Zζ ∼= p∗OV , where
V = {(B−g, k, t) ∈ B × K × H | gκ(k)g−1 ∈ t2ℓN−}.
The proof of this theorem is accomplished as follows. In order to show that the kernel of
p∗OB×K×H → Zζ contains defining equations of V one needs to establish certain relations
among elements of Z D(ℓ)ζ

⊂D(ℓ)ζ

. As mentioned earlier, rϕ for ϕ ∈ Aζ can be expressed using
other generators by the aid of the universal R-matrixR. In fact we have two universal R-matrices
R and tR−1 by which we obtain two different expressions of the same element rϕ . This gives
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our desired relations. Hence Zζ is a quotient of p∗OV . To show that Zζ is isomorphic to p∗OV
we use Poisson geometry. We have a natural Poisson structure of Y = (N− \ G)× K × H , and
the support of the pullback of Zζ to Y is a Poisson subvariety of Y by [10]. On the other hand
we can show that the pullback of V to Y is a connected symplectic leaf of the Poisson manifold
Y . Hence the assertion follows from the fact that Zζ ≠ 0 which is easy to check.
We denote by D˜ the localization of Fr∗DBζ on V .
Theorem 0.2. D˜ is locally free over OV of finite rank. Moreover, for any v ∈ V the fiber D˜(v) of
D˜ at v is isomorphic to the matrix algebra MℓN (C), where N is the number of the positive roots.
In particular, D˜ is an Azumaya algebra.
This result follows from a result of Brown–Gordon [7] and the fact that D˜ is locally generated
by ℓ2N sections. Using the action of the braid group on D˜ the proof of the latter fact is reduced
to a calculation on a standard open subset of B.
Let W denote the Weyl group. Consider the fiber product K ×H/W H , where K → H/W is
the composite of κ : K → G and the map G → H/W associating g ∈ G with its semisim-
ple part, and H → H/W is given by associating t ∈ H with the W -orbit of t2ℓ. We define
δ : V → K ×H/W H by δ(B−g, k, t) = (k, t).
Theorem 0.3. For any (k, t) ∈ K ×H/W H there exists a locally free Oδ−1(k,t)-module M such
that D˜|δ−1(k,t) ∼= EndOδ−1(k,t)(M). Hence D˜|δ−1(k,t) is a split Azumaya algebra.
The proof of Theorem 0.3 is similar to that for the corresponding fact in positive
characteristics due to Bezrukavnikov et al. [5]. By Brown–Gordon [7] the result is already known
when t ∈ H belongs to certain open dense subset Hur of H . The proof for the general case is
reduced to this special case by using certain isomorphisms of Azumaya algebras.
Let us give a comment on the Beilinson–Bernstein type derived equivalence in our context.
In [26] we have formulated a precise conjecture concerning it, and have shown that it
follows from a statement about the derived global section of the ring of differential operators.
Unfortunately the conjecture itself is still open. We hope to deal with the problem in the near
future.
The content of this paper is as follows. In Sections 1 and 2 we recall basic facts on a quantized
enveloping algebra and its representations respectively. In Section 3 the quantized flag manifold
is introduced and some of its properties are investigated. In Section 4 we define the ring of
differential operators on the quantized flag manifold and establish some properties. In particular,
we show that it acquires an action of the braid group. Theorem 0.1 is proved in Section 5.
Theorems 0.2 and 0.3 are proved in Section 6.
We note that a closely related result is given in [4].
0.3
In this paper we shall use the following notation for a Hopf algebra H over a field K. The
comultiplication, the counit, and the antipode of H are denoted by
∆H : H → H ⊗K H, (0.2)
εH : H → K, (0.3)
SH : H → H (0.4)
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respectively. The subscript H will often be omitted. For n ∈ Z>0 we denote by
∆n : H → H⊗n+1
the algebra homomorphism given by
∆1 = ∆, ∆n = (∆⊗ idH⊗n−1) ◦∆n−1,
and write
∆(h) =

(h)
h(0) ⊗ h(1), ∆n(h) =

(h)n
h(0) ⊗ · · · ⊗ h(n) (n = 2).
Moreover, for a K-algebra A we denote by
m : A ⊗ A → A
the K-linear map induced by the multiplication of A.
1. Quantized enveloping algebras
1.1
Let G be a connected simply-connected simple algebraic group over the complex number field
C. We fix Borel subgroups B+ and B− such that H = B+ ∩ B− is a maximal torus of G. Set
N+ = [B+, B+] and N− = [B−, B−]. We denote the Lie algebras of G, B+, B−, H, N+, N−
by g, b+, b−, h, n+, n− respectively. Let ∆ ⊂ h∗ be the root system of (g, h). For α ∈ ∆ we
denote by gα the corresponding root space. We denote by Λ ⊂ h∗ and Q ⊂ h∗ the weight lat-
tice and the root lattice respectively. For λ ∈ Λ we denote the corresponding character of H by
θλ : H → C×. We take a system of positive roots ∆+ such that b+ is the sum of weight spaces
with weights in ∆+ ∪ {0}. Let {αi }i∈I be the set of simple roots, and {ϖi }i∈I the correspond-
ing set of fundamental weights. We denote by Λ+ the set of dominant integral weights. We set
Q+ = i∈I Z=0αi . Let W ⊂ GL(h∗) be the Weyl group. For i ∈ I we denote by si ∈ W the
corresponding simple reflection. We take a W -invariant symmetric bilinear form
( , ) : h∗ × h∗ → C (1.1)
such that (α, α) = 2 for short roots α.
Lemma 1.1. We have
(Λ, Q) ⊂ Z, (Λ,Λ) ⊂ 1|Λ/Q|Z.
Proof. For α ∈ ∆ and λ ∈ Λ we have
(λ, α) = 2(λ, α)
(α, α)
(α, α)
2
∈ Z.
The second formula follows from the first one. 
For α ∈ ∆ we set α∨ = 2α/(α, α). For i ∈ I we fix ei ∈ gαi , f i ∈ g−αi such that [ei , f i ] =
α∨i under the identification h = h∗ induced by ( , ).
For λ =i∈I ciαi ∈ h∗ we set ht(λ) =i∈I ci .
We define ρ ∈ Λ by (ρ, α∨i ) = 1 for any i ∈ I .
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1.2
For n ∈ Z=0 we set
[n]t = t
n − t−n
t − t−1 ∈ Z[t, t
−1], [n]t ! = [n]t [n − 1]t · · · [2]t [1]t ∈ Z[t, t−1].
We denote by UF the quantized enveloping algebra over F = Q(q1/|Λ/Q|) associated to g.
Namely, UF is the associative algebra over F generated by elements
kλ (λ ∈ Λ), ei , fi (i ∈ I )
satisfying the relations
k0 = 1, kλkµ = kλ+µ (λ, µ ∈ Λ), (1.2)
kλei k
−1
λ = q(λ,αi )ei , (λ ∈ Λ, i ∈ I ), (1.3)
kλ fi k
−1
λ = q−(λ,αi ) fi (λ ∈ Λ, i ∈ I ), (1.4)
ei f j − f j ei = δi j ki − k
−1
i
qi − q−1i
(i, j ∈ I ), (1.5)
1−ai j
n=0
(−1)ne(1−ai j−n)i e j e(n)i = 0 (i, j ∈ I, i ≠ j), (1.6)
1−ai j
n=0
(−1)n f (1−ai j−n)i f j f (n)i = 0 (i, j ∈ I, i ≠ j), (1.7)
where qi = q(αi ,αi )/2, ki = kαi , ai j = 2(αi , α j )/(αi , αi ) for i, j ∈ I , and
e(n)i = eni /[n]qi !, f (n)i = f ni /[n]qi !
for i ∈ I and n ∈ Z=0. We will use the Hopf algebra structure of UF given by
∆(kλ) = kλ ⊗ kλ, (1.8)
∆(ei ) = ei ⊗ 1+ ki ⊗ ei , ∆( fi ) = fi ⊗ k−1i + 1⊗ fi ,
ε(kλ) = 1, ε(ei ) = ε( fi ) = 0, (1.9)
S(kλ) = k−1λ , S(ei ) = −k−1i ei , S( fi ) = − fi ki . (1.10)
Define subalgebras U 0F,U
+
F ,U
−
F ,U
=0
F ,U
50
F of UF by
U 0F = ⟨kλ | λ ∈ Λ⟩, U+F = ⟨ei | i ∈ I ⟩, U−F = ⟨ fi | i ∈ I ⟩,
U
=0
F = ⟨kλ, ei | λ ∈ Λ, i ∈ I ⟩, U50F = ⟨kλ, fi | λ ∈ Λ, i ∈ I ⟩.
Then the multiplication of UF induces isomorphisms
UF ∼= U−F ⊗U 0F ⊗U+F , (1.11)
U
=0
F
∼= U 0F ⊗U+F ∼= U+F ⊗U 0F, U50F ∼= U 0F ⊗U−F ∼= U−F ⊗U 0F (1.12)
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of vector spaces. Moreover, {kλ | λ ∈ Λ} is an F-basis of U 0F . We have
U±F =

γ∈Q+
U±F,±γ , (1.13)
U±F,±γ = {u ∈ U±F | kλuk−1λ = q±(λ,γ )u (λ ∈ Λ)}. (1.14)
We denote by B the braid group corresponding to W . Namely, B is a group generated by
elements Ti (i ∈ I ) satisfying relations
Ti T j · · · · · ·  
ord(si s j )-times
= T j Ti · · · · · ·  
ord(si s j )-times
(i, j ∈ I, i ≠ j),
where ord(si s j ) denotes the order of si s j ∈ W . For w ∈ W we set Tw = Ti1 · · · Tir where
w = si1 · · · sir is a reduced expression of w. It does not depend on the choice of a reduced
expression. We have a group homomorphism
B→ Autalg(UF)
given by
Ti (kµ) = ksiµ (µ ∈ Λ),
Ti (e j ) =

−ai j
k=0
(−1)kq−ki e
(−ai j−k)
i e j e
(k)
i ( j ∈ I, j ≠ i),
− fi ki ( j = i),
Ti ( f j ) =

−ai j
k=0
(−1)kqki f (k)i f j f
(−ai j−k)
i ( j ∈ I, j ≠ i),
−k−1i ei ( j = i)
(see [23]).
Let w0 be the longest element of W . We fix a reduced expression
w0 = si1 · · · siN
of w0, where N = |∆+|, and set
βk = si1 · · · sik−1(αik ) (1 5 k 5 N ).
Then we have ∆+ = {βk | 1 5 k 5 N }. For 1 5 k 5 N set
eβk = Ti1 · · · Tik−1(eik ), fβk = Ti1 · · · Tik−1( fik ). (1.15)
Then {em NβN · · · e
m1
β1
| m1, . . . ,m N = 0} (resp. { f m NβN · · · f
m1
β1
| m1, . . . ,m N = 0}) is an F-basis of
U+F (resp. U
−
F ), called the PBW-basis (see [22]). We have eαi = ei and fαi = fi for any i ∈ I .
For 1 5 k 5 N , m = 0 we also set
e(m)βk = emβk/[m]qβk !, f
(m)
βk
= f mβk/[m]qβk !, (1.16)
where qβ = q(β,β)/2 for β ∈ ∆+.
Denote by
τ : U=0F ×U50F → F (1.17)
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the Drinfeld pairing. It is characterized as a bilinear form satisfying
τ(x, y1 y2) = (τ ⊗ τ)(∆(x), y1 ⊗ y2) (x ∈ U=0F , y1, y2 ∈ U50F ), (1.18)
τ(x1x2, y) = (τ ⊗ τ)(x2 ⊗ x1,∆(y)) (x1, x2 ∈ U=0F , y ∈ U50F ), (1.19)
τ(kλ, kµ) = q−(λ,µ) (λ, µ ∈ Λ), (1.20)
τ(kλ, fi ) = τ(ei , kλ) = 0 (λ ∈ Λ, i ∈ I ), (1.21)
τ(ei , f j ) = δi j/(q−1i − qi ) (i, j ∈ I ) (1.22)
(see [28,23]). It satisfies the following (see [28,23]).
Lemma 1.2. (i) τ(S(x), S(y)) = τ(x, y) for x ∈ U=0F , y ∈ U50F .
(ii) For x ∈ U=0F , y ∈ U50F we have
yx =

(x)2,(y)2
τ(x(0), S(y(0)))τ (x(2), y(2))x(1)y(1),
xy =

(x)2,(y)2
τ(x(0), y(0))τ (x(2), S(y(2)))y(1)x(1).
(iii) τ(xkλ, ykµ) = q−(λ,µ)τ(x, y) for λ,µ ∈ Λ, x ∈ U+F , y ∈ U−F .
(iv) τ(U+F,β ,U
−
F,−γ ) = {0} for β, γ ∈ Q+ with β ≠ γ .
(v) For any β ∈ Q+ the restriction τ |U+F,β×U−F,−β is non-degenerate.
Denote by Z(UF) the center of UF. Let
F[Λ] =

λ∈Λ
Fe(λ)
be the group algebra of Λ. Define a linear map
ι : Z(UF)→ F[Λ]
as the composite of
Z(UF) ⊂ UF ≃ U−F ⊗U 0F ⊗U+F
ε⊗1⊗ε−−−−→ U 0F ∼= F[Λ],
where U 0F
∼= F[Λ] is given by kλ ↔ e(λ) for λ ∈ Λ. Then ι is an injective algebra homomorphism
and its image is described as follows. Note that the Weyl group W naturally acts on F[Λ] by
we(λ) = e(wλ) (w ∈ W, λ ∈ Λ).
We also consider a twisted action of W on F[Λ] given by
w ◦ e(λ) = q(wλ−λ,ρ)e(wλ) (w ∈ W, λ ∈ Λ).
Then the image of ι coincides with
F[2Λ]W◦ = { f ∈ F[2Λ] | w ◦ f = f (w ∈ W )}
(note that the twisted action of W on F[Λ] preserves F[2Λ]). In particular, we have an isomor-
phism
Z(UF) ≃ F[2Λ]W◦ (1.23)
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of F-algebras (see, e.g. [28]). For λ ∈ Λ+ we denote by m(λ) the element of Z(UF) which
corresponds to
w∈W/Wλ
w ◦ e(−2λ) ∈ F[2Λ]W◦
under the identification (1.23), where Wλ = {w ∈ W | wλ = λ}. Then we have
Z(UF) =

λ∈Λ+
Fm(λ). (1.24)
1.3
We fix an integer ℓ > 1 satisfying
(a) ℓ is odd,
(b) ℓ is prime to 3 if G is of type G2, F4, E6, E7, E8,
(c) ℓ is prime to |Λ/Q|,
and a primitive ℓ-th root ζ ′ ∈ C of 1. Define a subring A of F by
A = { f (q1/|Λ/Q|) | f (x) ∈ Q(x), f is regular at x = ζ ′}.
We set ζ = (ζ ′)|Λ/Q|. We note that ζ is also a primitive ℓ-th root of 1 by the condition (c).
We denote by U LA ,UA the A-forms of UF called the Lusztig form and the De Concini–Kac
form respectively. Namely, we have
U LA = ⟨e(m)i , f (m)i , kλ | i ∈ I, m ∈ Z=0, λ ∈ Λ⟩A-alg ⊂ UF,
UA = ⟨ei , fi , kλ | i ∈ I, λ ∈ Λ⟩A-alg ⊂ UF.
We have obviously UA ⊂ U LA . The Hopf algebra structure of UF induces Hopf algebra structures
over A of U LA and UA. Setting
U L ,♭A = U LA ∩U ♭F, U ♭A = UA ∩U ♭F (♭ = +,−,= 0,5 0),
we have
U LA ∼= U L ,−A ⊗A U L ,0A ⊗A U L ,+A , (1.25)
U
L ,=0
A
∼= U L ,0A ⊗A U L ,+A ∼= U L ,+A ⊗A U L ,0A , (1.26)
U
L ,50
A
∼= U L ,0A ⊗A U L ,−A ∼= U L ,−A ⊗A U L ,0A , (1.27)
and
UA ∼= U−A ⊗A U 0A⊗A U+A , (1.28)
U
=0
A
∼= U 0A⊗A U+A ∼= U+A ⊗A U 0A, (1.29)
U
50
A
∼= U 0A⊗A U−A ∼= U−A ⊗A U 0A. (1.30)
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Set 
ki ; c
m

=
m−1
s=0
qc−si ki − q−c+si k−1i
qs+1i − q−s−1i
(i ∈ I, m ∈ Z=0, c ∈ Z),
ki
m

=

ki ; 0
m

(i ∈ I, m ∈ Z=0).
Then we have
ki ; c
m

∈ U L ,0A (i ∈ I, m ∈ Z=0, c ∈ Z)
and
U L ,0A =

λ∈Λ′,(εi )∈{0,1}I ,(ni )∈ZI=0
Akλ

i∈I
kεii

ki
ni

,
U 0A =

λ∈Λ
Akλ,
where Λ′ ⊂ Λ is a representative of Λ/Q. By Lusztig [22] we have the following.
Lemma 1.3. (i) {e(m N )βN · · · e
(m1)
β1
| m1, . . . ,m N = 0} (resp. { f (m N )βN · · · f
(m1)
β1
| m1, . . . ,m N =
0}) is an A-basis of U L ,+A (resp. U L ,−A ).
(ii) U LA is B-stable.
By De Concini–Kac [8] we have also the following.
Lemma 1.4. (i) {em NβN · · · e
m1
β1
| m1, . . . ,m N = 0} (resp. { f m NβN · · · f
m1
β1
| m1, . . . ,m N = 0}) is
an A-basis of U+A (resp. U
−
A ).
(ii) UA is B-stable.
By Lemma 1.4(i), Lemma 1.3(i) and Jantzen [15, 8.28] we have
Lemma 1.5.
U+A = {u ∈ U+F | τ(u,U L ,−A ) ⊂ A}, U−A = {u ∈ U−F | τ(U L ,+A , u) ⊂ A}.
1.4
Now we consider the specialization
A→ C (q1/|Λ/Q| → ζ ′).
Note that q is mapped to ζ = (ζ ′)|Λ/Q| ∈ C, which is also a primitive ℓ-th root of 1.
We set
U Lζ = C⊗A U LA , U L ,♭ζ = C⊗A U L ,♭A (♭ = +,−,= 0,5 0),
Uζ = C⊗A UA, U ♭ζ = C⊗A U ♭A (♭ = +,−,= 0,5 0).
2246 T. Tanisaki / Advances in Mathematics 230 (2012) 2235–2294
Then U Lζ and Uζ are Hopf algebras over C, and we have
Uζ ∼= U−ζ ⊗C U 0ζ ⊗C U+ζ ,
U
=0
ζ
∼= U 0ζ ⊗C U+ζ ∼= U+ζ ⊗C U 0ζ ,
U
50
ζ
∼= U 0ζ ⊗C U−ζ ∼= U−ζ ⊗C U 0ζ .
We denote by
Lτ : U L ,=0ζ ×U50ζ → C, τ L : U=0ζ ×U L ,50ζ → C
the bilinear forms induced by the Drinfeld pairing τ .
In general for a Lie algebra s we denote its enveloping algebra by U (s).
We denote by
π : U Lζ → U (g). (1.31)
Lusztig’s Frobenius homomorphism [22]. Namely π is the C-algebra homomorphism given by
π(e(m)i ) =

e(m/ℓ)i (ℓ|m)
0 (ℓ ̸ |m), π( f
(m)
i ) =

f
(m/ℓ)
i (ℓ|m)
0 (ℓ ̸ |m), π(kλ) = 1
for i ∈ I,m ∈ Z=0, λ ∈ Λ. Here, e(n)i = eni /n!, f
(n)
i = f ni /n! for i ∈ I and n ∈ Z=0. Then π is
a homomorphism of Hopf algebras.
Let
j : Uζ → U Lζ (1.32)
be the Hopf algebra homomorphism induced by the embedding UA ⊂ U LA . Then we can easily
check that
(π ◦ j)(u) = ε(u)1 (u ∈ Uζ ) (1.33)
using generators kλ, ei , fi (λ ∈ Λ, i ∈ I ) of Uζ .
1.5
We recall the description of the center Z(Uζ ) of the algebra Uζ due to De Concini–Kac [8]
and De Concini–Procesi [10].
Denote by Z(UA) the center of UA. Then by [8] we have
Z(UA) =

λ∈Λ+
Am(λ).
Define a subalgebra ZHar(Uζ ) of Z(Uζ ) by
ZHar(Uζ ) = Im(Z(UA)→ Uζ ).
We define a twisted action of W on the group algebra C[Λ] =λ∈Λ Ce(λ) of Λ by
w ◦ e(λ) = ζ (wλ−λ,ρ)e(wλ) (w ∈ W, λ ∈ Λ).
By [8] (1.23) induces an isomorphism
ZHar(Uζ ) ≃ C[2Λ]W◦ (1.34)
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of C-algebras. Namely, the linear map
ι : ZHar(Uζ )→ C[Λ]
defined as the composite of
ZHar(Uζ ) ⊂ Uζ ≃ U−ζ ⊗U 0ζ ⊗U+ζ
ε⊗1⊗ε−−−−→ U 0ζ ∼= C[Λ]
is an injective algebra homomorphism whose image coincides withC[2Λ]W◦. Moreover, we have
ZHar(Uζ ) =

λ∈Λ+
Cm(λ), (1.35)
where we also denote by m(λ) its image in Uζ by abuse of notation.
By [8] the elements
eβ
ℓ, fβ
ℓ, kℓλ (β ∈ ∆+, λ ∈ Λ)
are central in Uζ . Let ZFr(Uζ ) be the subalgebra of Uζ generated by them. ZFr(Uζ ) turns out to
be a B-stable Hopf subalgebra of Uζ . Define an algebraic subgroup K of B+ × B− by
K = {(gh, g′h−1) | h ∈ H, g ∈ N+, g′ ∈ N−}.
By [10] we have an isomorphism
ZFr(Uζ ) ∼= C[K ] (1.36)
of Hopf algebras. The following description of the isomorphism (1.36) is due to Gavarini [14].
Let us identify C[K ] with C[N+] ⊗ C[N−] ⊗ C[H ] via the isomorphism
N+ × N− × H ∼= K ((g, g′, h)↔ (gh, g′h−1))
of algebraic varieties. For f ∈ C[N−], f ′ ∈ C[N+], λ ∈ Λ the element of ZFr(Uζ ) correspond-
ing to f ′ ⊗ f ⊗ θλ is given by ukℓλ(Su′) where u ∈ U+ζ , u′ ∈ U−ζ are given by
τ L(u, y) = ⟨ f, π(y)⟩ (y ∈ U L ,−ζ ),
Lτ(x, u′) = ⟨ f ′, π(x)⟩ (x ∈ U L ,+ζ ).
Here we identify C[N±] with a subspace of U (n±)∗ via the canonical Hopf pairing.
Define
κ : K → G (1.37)
by κ(g1, g2) = g1g−12 . Define η : G → H/W as follows. For g ∈ G let gs ∈ G be the semisim-
ple part of g with respect to the Jordan decomposition. Then Ad(G)(gs)∩H coincides with a sin-
gle W -orbit in H . We define η(g) ∈ H/W to be this W -orbit. The morphism η ◦κ : K → H/W
of algebraic varieties induces an injective algebra homomorphism (η ◦ κ)∗ : C[H/W ] → C[K ].
We identify C[H/W ] with
C[2ℓΛ]W = { f ∈ C[2ℓΛ] | w f = f (w ∈ W )}
using the identification
C[2ℓΛ] ∼= C[H ] (e(2ℓλ)↔ θλ).
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Proposition 1.6 (De Concini–Procesi [10]). There exists an isomorphism
ZHar(Uζ ) ∩ ZFr(Uζ ) ∼= C[2ℓΛ]W (1.38)
of algebras such that the diagram
ZHar(Uζ ) ←−−−− ZHar(Uζ ) ∩ Z Fr (Uζ ) −−−−→ Z Fr (Uζ )  
C[2Λ]W◦ ←−−−− C[2ℓΛ]W −−−−→ C[K ]
commutes. Here the vertical arrows are the isomorphisms (1.34), (1.38), (1.36), the upper hori-
zontal arrows are the inclusions, and the lower horizontal arrows are the inclusion C[2ℓΛ]W ⊂
C[2Λ]W◦ and (η ◦ κ)∗. Moreover, we have an isomorphism
Z(Uζ ) ∼= ZHar(Uζ )⊗ZHar(Uζ )∩ZFr(Uζ ) ZFr(Uζ ) (z1z2 ↔ z1 ⊗ z2)
of algebras. In particular, we have
Z(Uζ ) ∼= C[2Λ]W◦⊗C[2ℓΛ]W C[K ]. (1.39)
Corollary 1.7. We have
Spec Z(Uζ ) ∼= K ×H/W H/W◦,
where H/W◦ → H/W is given by [t] → [tℓ].
2. Representation
2.1
If R is a ring, we denote by Mod(R) the category of left R-modules.
Remark 2.1. We will also use the notation like Mod(R) even when R is not a ring
(e.g. Mod(OBζ )). The meaning of this type of notation will be explained separately when they
appear.
For M1, M2 ∈ Mod(UF) the tensor product M1 ⊗ M2 has a natural UF-module structure by
u · (m1 ⊗ m2) = ∆(u)(m1 ⊗ m2) (u ∈ UF, m1 ∈ M1, m2 ∈ M2).
For λ ∈ Λ we define an algebra homomorphism χλ : U 0F → F by χλ(kµ) = q(λ,µ) (µ ∈ Λ).
For M ∈ Mod(UF) and λ ∈ Λ we set
Mλ = {m ∈ M | hm = χλ(h)m (h ∈ U 0F)}.
We denote by Mod f (UF) the category of finite dimensional UF-modules M such that M =
λ∈Λ Mλ. We also denote by Modint(UF) the category of UF-modules M which is a sum of
modules in Mod f (UF). It is well-known that a UF-module M belongs to Modint(UF) if and only
if M = λ∈Λ Mλ and for any m ∈ M there exists r ∈ Z>0 such that e(r)i m = f (r)i m = 0 for
any i ∈ I . For M1, M2 ∈ Modint(UF) we have M1 ⊗ M2 ∈ Modint(UF).
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For λ ∈ Λ we define M+,F(λ), M−,F(λ) ∈ Mod(UF) by
M+,F(λ) = UF

y∈U−F
UF(y − ε(y))+

h∈U 0F
UF(h − χλ(h)),
M−,F(λ) = UF

x∈U+F
UF(x − ε(x))+

h∈U 0F
UF(h − χλ(h)).
M+,F(λ) is a lowest weight module with lowest weight λ, and M−,F(λ) is a highest weight
module with highest weight λ. By (1.11) we have isomorphisms
M+,F(λ) ∼= U+F (u ↔ u), M−,F(λ) ∼= U−F (u ↔ u)
of F-modules. Moreover, we have weight space decompositions
M+,F(λ) =

µ∈λ+Q+
M+,F(λ)µ, M−,F(λ) =

µ∈λ−Q+
M−,F(λ)µ.
For λ ∈ Λ+ we define L+,F(−λ), L−,F(λ) ∈ Mod f (UF) by
L+,F(−λ) = UF

y∈U−F
UF(y − ε(y))+

h∈U 0F
UF(h − χ−λ(h))+

i∈I
UFe
((λ,α∨i )+1)
i ,
L−,F(λ) = UF

x∈U+F
UF(x − ε(x))+

h∈U 0F
UF(h − χλ(h))+

i∈I
UF f
((λ,α∨i )+1)
i .
L+,F(−λ) is a finite-dimensional irreducible lowest weight module with lowest weight −λ, and
L−,F(λ) is a finite-dimensional irreducible highest weight module with highest weight λ. We
have weight space decompositions
L+,F(−λ) =

µ∈−λ+Q+
L+,F(−λ)µ, L−,F(λ) =

µ∈λ−Q+
L−,F(λ)µ.
We have also L−,F(λ) ∼= L+,F(w0λ). Moreover, the category Mod f (UF) is semisimple, and its
simple objects are L−,F(λ) for λ ∈ Λ+ (see [21]).
Let M be a UF-module with weight space decomposition M = µ∈Λ Mµ such that
dim Mµ <∞ for any µ ∈ Λ. We define a UF-module M⋆ by
M⋆ =

µ∈Λ
M∗µ ⊂ M∗ = HomF(M,F),
where the action of UF is given by
⟨um∗,m⟩ = ⟨m∗, (Su)m⟩ (u ∈ UF, m∗ ∈ M⋆, m ∈ M).
Here ⟨ , ⟩ : M⋆ × M → F is the natural pairing.
We set
M∗±,F(λ) = (M∓,F(−λ))⋆ (λ ∈ Λ),
L∗±,F(∓λ) = (L∓,F(±λ))⋆ (λ ∈ Λ+).
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Since L∓,F(±λ) is irreducible, we have
L∗±,F(∓λ) ∼= L±,F(∓λ) (λ ∈ Λ+).
Note that we have an injective UF-homomorphism
L∗±,F(∓λ)→ M∗±,F(∓λ) (λ ∈ Λ+) (2.1)
induced by the natural homomorphism M∓,F(±λ)→ L∓,F(±λ).
For M ∈ Modint(UF) we have a group homomorphism
B→ End(M)×
given by
Ti = expq−1i (qi ki fi ) expq−1i (−ei ) expq−1i (q
−1
i k
−1
i fi )Hi
= expq−1i (−qi k
−1
i ei ) expq−1i
( fi ) expq−1i
(−q−1i ki ei )Hi , (2.2)
where
expt (x) =
∞
n=0
tn(n−1)/2
[n]t ! x
n ∈ Q(t)[[x]],
and Hi is the operator on M which acts by q(λ,αi )((λ,α
∨
i )+1)/2id on Mλ for each λ ∈ Λ. This
operator Ti coincides with Lusztig’s operator T ′′i,1 in [23, 5.2]. We have
Tw(Mλ) = Mwλ (M ∈ Modint(UF), λ ∈ Λ),
and
Tw(um) = Tw(u)Tw(m) (w ∈ W, u ∈ UF, m ∈ M ∈ Modint(UF)).
For M1, M2 ∈ Modint(UF) we sometimes write the action of T ∈ B on M1 ⊗ M2 ∈ Modint(UF)
by 1T : M1 ⊗ M2 → M1 ⊗ M2. We will need the following (see [23, 5.3]).
Lemma 2.2. For M1, M2 ∈ Modint(UF) and i ∈ I we have
1Ti = expqi (q−2i (qi − q−1i )ei k−1i ⊗ fi ki )(Ti ⊗ Ti )
= (Ti ⊗ Ti ) expqi ((qi − q−1i ) fi ⊗ ei )
in EndF(M1 ⊗ M2)×.
2.2
For M ∈ Mod(U LA ) and λ ∈ Λ we set
Mλ = {m ∈ M | hm = χλ(h)m (h ∈ U L ,0A )}.
Lemma 2.3. Let λ,µ ∈ Λ such that λ ≠ µ. Then there exists h ∈ U L ,0A such that χλ(h) = 1 and
χµ(h) = 0. In particular, we have χλ ≠ χµ in HomA(U L ,0A ,A).
Proof. Take i ∈ I such that (λ, α∨i ) ≠ (µ, α∨i ). We may assume (λ, α∨i ) > (µ, α∨i ). Then the
assertion holds for h =

ki ;−(µ, α∨i )
(λ− µ, α∨i )

. 
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For λ ∈ Λ we define M+,A(λ), M−,A(λ) ∈ Mod(U LA ) by
M+,A(λ) = U LA
 
y∈U L ,−A
U LA (y − ε(y))+

h∈U L ,0A
U LA (h − χλ(h)),
M−,A(λ) = U LA
 
x∈U L ,+A
U LA (x − ε(x))+

h∈U L ,0A
U LA (h − χλ(h)).
By (1.25) we have isomorphisms
M+,A(λ) ∼= U L ,+A (u ↔ u), M−,A(λ) ∼= U L ,−A (u ↔ u)
of A-modules. In particular, M±,A(λ) is a free A-module and we have F⊗A M±,A(λ) ∼=
M±,F(λ). Moreover, we have weight space decompositions
M+,A(λ) =

µ∈λ+Q+
M+,A(λ)µ, M−,A(λ) =

µ∈λ−Q+
M−,A(λ)µ.
For λ ∈ Λ+ we define L+,A(−λ) ∈ Mod(U LA ) (resp. L−,A(λ) ∈ Mod(U LA )) to be the U LA -
submodule of L+,F(−λ) (resp. L−,F(λ)) generated by 1 ∈ L+,F(−λ) (resp. 1 ∈ L−,F(λ)). By
definition L±,A(∓λ) is a free A-module and we have F⊗A L±,A(∓λ) ∼= L±,F(∓λ). Moreover,
we have weight space decompositions
L+,A(−λ) =

µ∈−λ+Q+
L+,A(−λ)µ, L−,A(λ) =

µ∈λ−Q+
L−,A(λ)µ.
The canonical surjective UF-homomorphism M±,F(∓λ)→ L±,F(∓λ) induces a surjective U LA -
homomorphism
M±,A(∓λ)→ L±,A(∓λ) (λ ∈ Λ+). (2.3)
Note that (2.3) is a split epimorphism of A-modules since A is PID and L±,A(∓λ)µ is a torsion
free finitely generated A-module for any µ ∈ ∓λ± Q+.
Let M be a U LA -module with weight space decomposition M =

µ∈Λ Mµ such that Mµ is a
free A-module of finite rank for any µ ∈ Λ. We define a U LA -module M⋆ by
M⋆ =

µ∈Λ
HomA(Mµ,A) ⊂ HomA(M,A),
where the action of U LA is given by
⟨um∗,m⟩ = ⟨m∗, (Su)m⟩ (u ∈ U LA , m∗ ∈ M⋆, m ∈ M).
Here ⟨ , ⟩ : M⋆ × M → A is the natural pairing.
We set
M∗±,A(λ) = (M∓,A(−λ))⋆ (λ ∈ Λ),
L∗±,A(∓λ) = (L∓,A(±λ))⋆ (λ ∈ Λ+).
Then M∗±,A(λ) for λ ∈ Λ and L∗±,A(∓λ) for λ ∈ Λ+ are free A-modules satisfying
F⊗A M∗±,A(λ) ∼= M∗±,F(λ), F⊗A L∗±,A(∓λ) ∼= L∗±,F(∓λ).
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Moreover, we can identify M∗±,A(λ) and L
∗
±,A(∓λ) with A-submodules of M∗±,F(λ) and
L∗±,F(∓λ) respectively. Under this identification we have
L∗±,A(∓λ) = L∗±,F(∓λ) ∩ M∗±,A(∓λ) (λ ∈ Λ+). (2.4)
In particular, the U LA -homomorphism
L∗±,A(∓λ)→ M∗±,A(∓λ) (λ ∈ Λ+) (2.5)
is a split monomorphism of A-modules.
2.3
Let λ ∈ Λ. By abuse of notation we also denote by χλ : U L ,0ζ → C the C-algebra homomor-
phism induced by χλ : U L ,0A → A.
Lemma 2.4. (i) Let λ,µ ∈ Λ. If we have χλ = χµ in HomC(U L ,0ζ ,C), then we have λ = µ.
(ii) {χλ}λ∈Λ is a linearly independent subset of HomC(U L ,0ζ ,C).
Proof. (i) is a consequence of Lemma 2.3, and (ii) follows from (i) easily. 
For M ∈ Mod(U Lζ ) and λ ∈ Λ we set
Mλ = {m ∈ M | hm = χλ(h)m (h ∈ U L ,0ζ )}.
We denote by Mod f (U Lζ ) the category of finite dimensional U
L
ζ -modules M such that M =
λ∈Λ Mλ. We also denote by Modint(U Lζ ) the category of U Lζ -modules M which is a sum of
modules in Mod f (U Lζ ). It is known that a U
L
ζ -module M belongs to Modint(U
L
ζ ) if and only if
M =λ∈Λ Mλ and for any m ∈ M there exists r ∈ Z>0 such that e(n)i m = f (n)i m = 0 for any
i ∈ I and n = r (see, for example, [1]).
For M ∈ Mod f (U Lζ ) we have a group homomorphism
B→ GL(M)
given by the formula similar to (2.2) (q is replaced by ζ ).
Lemma 2.5. Let M be a finite-dimensional U (g)-module. If we regard M as a U Lζ -module via
π : U Lζ → U (g) (see (1.31)), then the action of Ti on the U Lζ -module M is given by
Ti = exp( f i ) exp(−ei ) exp( f i ).
Proof. Note that for λ ∈ Λ and m ∈ M satisfying hm = λ(h)m for any h ∈ h we have tm =
χℓλ(t)m for any t ∈ U L ,0ζ . In particular, ki and Hi in (2.2) act trivially on M . From this we see
easily that the assertion holds. 
For λ ∈ Λ we set
M±,ζ (λ) = C⊗A M±,A(λ), M∗±,ζ (λ) = C⊗A M∗±,A(λ).
For λ ∈ Λ+ we set
L±,ζ (∓λ) = C⊗A L±,A(∓λ), L∗±,ζ (∓λ) = C⊗A L∗±,A(∓λ).
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We have canonical U Lζ -homomorphisms
M±,ζ (∓λ)→ L±,ζ (∓λ) (λ ∈ Λ+), (2.6)
L∗±,ζ (∓λ)→ M∗±,ζ (∓λ) (λ ∈ Λ+). (2.7)
Note that (2.6) is surjective, and (2.7) is injective.
3. Quantized flag manifold
3.1
We denote by CF the subspace of U∗F = HomF(UF,F) spanned by the matrix coefficients of
UF-modules belonging to Mod f (UF), and denote by
⟨ , ⟩ : CF ×UF → F (3.1)
the canonical pairing. Then CF is endowed with a Hopf algebra structure dual to UF via (3.1).
Moreover, the bilinear pairing (3.1) is a Hopf pairing in the sense that we have
(a) u ∈ UF, ⟨CF, u⟩ = 0 =⇒ u = 0,
(b) ϕ ∈ CF, ⟨ϕ,UF⟩ = 0 =⇒ ϕ = 0,
(c) ⟨ϕψ, u⟩ = ⟨ϕ ⊗ ψ,1u⟩ (ϕ, ψ ∈ CF, u ∈ UF),
(d) ⟨ϕ, uv⟩ = ⟨1ϕ, u ⊗ v⟩ (ϕ ∈ CF, u, v ∈ UF),
(e) ⟨1, u⟩ = ε(u) (u ∈ UF),
(f) ⟨ϕ, 1⟩ = ε(ϕ) (ϕ ∈ CF),
(g) ⟨Sϕ, Su⟩ = ⟨ϕ, u⟩ (ϕ ∈ CF, u ∈ UF)
(see, for example, [15, 5.11] for (a) and [28] for (b),. . . , (g)). Note also that we have a UF-
bimodule structure of CF by
⟨u1 · ϕ · u2, u⟩ = ⟨ϕ, u2uu1⟩ (ϕ ∈ CF, u, u1, u2 ∈ UF).
Set
AF = {ϕ ∈ CF | ϕ · fi = 0 (i ∈ I )},
AF(λ) = {ϕ ∈ AF | ϕ · kµ = q(µ,λ)ϕ (µ ∈ Λ)} (λ ∈ Λ+).
Then we have
AF =

λ∈Λ+
AF(λ),
and AF turns out to be a Λ-graded ring. Note also that AF is a left UF-submodule of CF.
Moreover, for λ ∈ Λ+ we have AF(λ) ∼= LF(λ) as a UF-module (see [29]).
We set
(U±F )
⋆ =

β∈Q+
HomF(U
±
F,±β ,F) ⊂ HomF(U±F ,F) = (U±F )∗.
We identify (U−F )∗ ⊗ (U 0F)∗ ⊗ (U+F )∗ with a subspace of U∗F by the embedding
(U−F )
∗ ⊗ (U 0F)∗ ⊗ (U+F )∗ → U∗F
( f ⊗ χ ⊗ g → [uhv → f (u)χ(h)g(v)] for u ∈ U−F , h ∈ U 0F, v ∈ U+F ).
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Then we have
CF ⊂ (U−F )⋆ ⊗

λ∈Λ
Fχλ

⊗ (U+F )⋆, (3.2)
AF =

ε ⊗

λ∈Λ
Fχλ

⊗ (U+F )⋆

∩ CF, (3.3)
AF(λ) = (ε ⊗ χλ ⊗ (U+F )⋆) ∩ CF. (3.4)
3.2
We define A-forms CA, AA, AA(λ) (λ ∈ Λ+) of CF, AF, AF(λ) respectively by
CA = {ϕ ∈ CF | ⟨ϕ,U LA ⟩ ⊂ A}, AA = AF ∩ CA, AA(λ) = AF(λ) ∩ CA.
Then CA is an A-algebra and AA is its subalgebra. Moreover, CA is a U LA -bimodule and AA is
its left U LA -submodule.
We set
(U L ,±A )
⋆ =

β∈Q+
HomA(U
L ,±
A,±β ,A) ⊂ HomA(U L ,±A ,A).
By Lemma 2.3 we can easily show
λ∈Λ
Fχλ

∩ HomA(U L ,0A ,A) =

λ∈Λ
Aχλ.
Hence by (3.2)–(3.4) we have
CA =

(U L ,−A )
⋆ ⊗

λ∈Λ
Aχλ

⊗ (U L ,+A )⋆

∩ CF, (3.5)
AA =

ε ⊗

λ∈Λ
Aχλ

⊗ (U L ,+A )⋆

∩ CF, (3.6)
AA(λ) = (ε ⊗ χλ ⊗ (U L ,+A )⋆) ∩ CF. (3.7)
In particular, we have
AA =

λ∈Λ+
AA(λ). (3.8)
By (3.5) we can easily show that CA is naturally a Hopf algebra over A.
Lemma 3.1. We have an isomorphism
AA(λ) ∼= L∗−,A(λ)
of U LA -modules.
Proof. Note that we have an isomorphism
gλ : L∗−,F(λ)→ AF(λ)
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of UF-modules given by
⟨gλ(ℓ∗), u⟩ = ⟨ℓ∗, Su⟩ (ℓ∗ ∈ L∗−,F(λ), u ∈ UF).
Here, the pairing in the right side is the canonical one L∗−,F(λ)×L+,F(−λ)→ F. We have gλ(ℓ∗)
∈ AA(λ) if and only if ⟨gλ(ℓ∗),U LA ⟩ ⊂ A. By ⟨gλ(ℓ∗),U LA ⟩ = ⟨ℓ∗,U LA ⟩ = ⟨ℓ∗, L+,A(−λ)⟩ we
obtain g−1λ (AA(λ)) = L∗−,A(λ). 
By setting
AA(λ)ξ = AF(λ)ξ ∩ AA (λ ∈ Λ+, ξ ∈ Λ)
we have
AA(λ) =

γ∈Q+
AA(λ)λ−γ . (3.9)
3.3
We set
Cζ = C⊗A CA, Aζ = C⊗A AA, Aζ (λ) = C⊗A AA(λ) (λ ∈ Λ+).
Then Cζ is a Hopf algebra over C. Moreover, the UF-bimodule structure of CF induces a U Lζ -
bimodule structure of Cζ . Let
⟨ , ⟩ : Cζ ×U Lζ → C (3.10)
be the pairing induced by (3.1).
We set
(U L ,±ζ )
⋆ =

β∈Q+
(U L ,±ζ,±β)
∗ ⊂ (U L ,±ζ )∗.
By Lemma 2.4(ii) we have
(U L ,−ζ )
⋆ ⊗

λ∈Λ
Cχλ

⊗ (U L ,+ζ )⋆ ⊂ (U Lζ )∗.
Moreover, by (3.5)–(3.7) we have
Cζ ⊂ (U L ,−ζ )⋆ ⊗

λ∈Λ
Cχλ

⊗ (U L ,+ζ )⋆, (3.11)
Aζ ⊂ ε ⊗

λ∈Λ
Cχλ

⊗ (U L ,+ζ )⋆, (3.12)
Aζ (λ) ⊂ ε ⊗ χλ ⊗ (U L ,+ζ )⋆. (3.13)
In particular, we have
Aζ =

λ∈Λ+
Aζ (λ) ⊂ Cζ ⊂ (U Lζ )∗. (3.14)
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Hence we have
Aζ = {ϕ ∈ Cζ | ϕ · u = ε(u)ϕ (u ∈ U L ,−ζ )},
Aζ (λ) = {ϕ ∈ Aζ | ϕ · h = χλ(h)ϕ (h ∈ U L ,0ζ )} (λ ∈ Λ+).
By Andersen–Wen [2, 4.2(2)] (see also [1, 1.31 Theorem(iii)]) we have the following.
Proposition 3.2. Cζ coincides with the subspace of (U Lζ )
∗ spanned by the matrix coefficients of
U Lζ -modules belonging to Mod f (U
L
ζ ).
By Lemma 3.1 we have the following.
Lemma 3.3. For any λ ∈ Λ+ we have an isomorphism
Aζ (λ) ∼= L∗−,ζ (λ)
of U Lζ -modules.
Lemma 3.4. For λ,µ ∈ Λ+ the canonical map
Aζ (λ)⊗ Aζ (µ)→ Aζ (λ+ µ) (3.15)
induced by the multiplication of Aζ is surjective.
Proof. Note that (3.15) is a homomorphism of U Lζ -modules. Hence by Lemma 3.3 we have
only to show that the unique (up to scalar) homomorphism L−,ζ (λ+ µ)→ L−,ζ (λ)⊗ L−,ζ (µ)
of U Lζ -modules is injective. For that it is sufficient to show that any non-trivial homomor-
phism L−,A(λ+ µ)→ L−,A(λ)⊗ L−,A(µ) of U LA -modules which maps L−,A(λ+ µ)λ+µ onto
L−,A(λ)λ ⊗ L−,A(µ)µ is a split monomorphism of A-modules. This follows from [23, Chap-
ter 27]. 
Lemma 3.5. (3.10) is a Hopf pairing.
Proof. It is sufficient to show that the canonical map U Lζ → (Cζ )∗ is injective. By Proposi-
tion 3.2 we have only to show that if u ∈ U Lζ satisfies u → 0 under U Lζ → EndC(L−,ζ (λ) ⊗
L+,ζ (−µ)) for any λ,µ ∈ Λ+, then u = 0. This can be proved as in [15, 5.11]. Details are
omitted. 
3.4
Assume that we are given a homomorphism ι : A → B of Λ-graded rings satisfying
ι(A(λ))B(µ) = B(µ)ι(A(λ)) (λ, µ ∈ Λ). (3.16)
For M ∈ ModΛ(B) let Tor(M) be the subset of M consisting of m ∈ M such that there exists
λ ∈ Λ+ satisfying ι(A(λ + µ))m = {0} for any µ ∈ Λ+. Then Tor(M) is a subobject of M in
ModΛ(B) by (3.16). We denote by TorΛ+(A, B) the full subcategory of ModΛ(B) consisting
of M ∈ ModΛ(B) such that Tor(M) = M . Note that TorΛ+(A, B) is closed under taking
subquotients and extensions in ModΛ(B). Let Σ (A, B) denote the collection of morphisms f of
ModΛ(B) such that its kernel Ker( f ) and its cokernel Coker( f ) belong to TorΛ+(A, B). Then
we define an abelian category C(A, B) = ModΛ(B)/TorΛ+(A, B) as the localization
C(A, B) = Σ (A, B)−1ModΛ(B)
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of ModΛ(B) with respect to the multiplicative system Σ (A, B) (see [13,24] for the notion
of localization of categories). The abelian category C(A, B) has enough injectives (see [24,
Chapter 4, Corollary 6.2]). We denote by
ω(A, B)∗ : ModΛ(B)→ C(A, B) (3.17)
the canonical exact functor. It admits a right adjoint
ω(A, B)∗ : C(A, B)→ ModΛ(B), (3.18)
which is left exact (see [24, Chapter 4, Proposition 5.2]). Moreover, we have ω(A, B)∗ ◦
ω(A, B)∗ ∼= Id (see [24, Chapter 4, Proposition 4.3]).
We apply the above arguments to the case A = B = Aζ . By Lemma 3.4 Tor(M) for
M ∈ ModΛ(Aζ ) consists of m ∈ M such that there exists λ ∈ Λ+ satisfying Aζ (λ)m = {0}. We
set
Mod(OBζ ) = C(Aζ , Aζ ). (3.19)
In this case the natural functors (3.17), (3.18) are simply denoted as
ω∗ : ModΛ(Aζ )→ Mod(OBζ ), (3.20)
ω∗ : Mod(OBζ )→ ModΛ(Aζ ). (3.21)
Remark 3.6. In the terminology of non-commutative algebraic geometry Mod(OBζ ) is the
category of “quasi-coherent sheaves” on the quantized flag manifold Bζ , which is a “non-
commutative projective scheme”. The notations Bζ ,OBζ have only symbolical meaning.
3.5
Using Lusztig’s Frobenius homomorphism (1.31) we will relate the quantized flag manifold
Bζ with the ordinary flag manifoldB = B−\G. Taking the dual Hopf algebras in (1.31) we obtain
an injective homomorphism C[G] → Cζ of Hopf algebras. Moreover, its image is contained in
the center of Cζ (see [22]). We will regard C[G] as a central Hopf subalgebra of Cζ in the
following. Setting
A1 = {ϕ ∈ C[G] | ϕ(ng) = ϕ(g) (n ∈ N−, g ∈ G)},
A1(λ) = {ϕ ∈ A1 | ϕ(tg) = θλ(t)ϕ(g) (t ∈ H, g ∈ G)} (λ ∈ Λ+)
we have a Λ-graded algebra
A1 =

λ∈Λ+
A1(λ).
We have a left G-module structure of A1 given by
(xϕ)(g) = ϕ(gx) (ϕ ∈ A1, x, g ∈ G).
Note that A1 is a central subalgebra of Aζ sinceC[G] is central in Cζ . In particular, A1 is a U (g)-
module. Moreover, for each λ ∈ Λ+, A1(λ) is a U (g)-submodule of A1 which is an irreducible
highest weight module with highest weight λ. For λ ∈ Λ+ and ξ ∈ Λ we set
A1(λ)ξ = {ϕ ∈ A1(λ) | hϕ = ξ(h)ϕ (h ∈ h)}.
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For λ,µ ∈ Λ+ the canonical map
A1(λ)⊗ A1(µ)→ A1(λ+ µ)
induced by the multiplication of A1 is surjective since it is a non-trivial homomorphism of
U (g)-modules into an irreducible module.
Regarding C[G] as a subalgebra of Cζ we have
A1 = Aζ ∩ C[G], (3.22)
A1(λ)ξ = Aζ (ℓλ)ℓξ ∩ C[G] (λ ∈ Λ+, ξ ∈ Λ). (3.23)
Proposition 3.7. Aζ is finitely generated as an A1-module.
Proof. For i ∈ I set
Aζ,i =

n=0
Aζ (nϖi ) ⊂ Aζ , A1,i =

n=0
A1(nϖi ) ⊂ A1.
Then the natural maps
i∈I
Aζ,i → Aζ ,

i∈I
A1,i → A1
induced by the multiplications of Aζ and A1 respectively are surjective (see Lemma 3.4). Here
the tensor product is defined with respect to some fixed ordering of I . Since A1 is a central
subalgebra of Aζ , it is sufficient to show that Aζ,i is a finitely generated A1,i -module for any
i ∈ I . Set A(ℓ)ζ,i =

n=0 Aζ (ℓnϖi ). By Lemma 3.4 Aζ,i is generated by

n<ℓ Aζ (nϖi ) as
an A(ℓ)ζ,i -module, and hence it is sufficient to show that A
(ℓ)
ζ,i is a finitely generated A1,i -module.
Assume we could show
A1(ϖi )Aζ (ℓmϖi ) = Aζ (ℓ(m + 1)ϖi ) (3.24)
for some m > 0. Then for any n = m we have
A1(ϖi )Aζ (ℓnϖi ) = A1(ϖi )Aζ (ℓmϖi )Aζ (ℓ(n − m)ϖi )
= Aζ (ℓ(m + 1)ϖi )Aζ (ℓ(n − m)ϖi ) = Aζ (ℓ(n + 1)ϖi ),
and hence
A1(kϖi )Aζ (mℓϖi ) = Aζ (ℓ(m + k)ϖi ).
This implies that A(ℓ)ζ,i is generated by
m
n=0 Aζ (ℓnϖi ). Hence it is sufficient to show (3.24).
Set ∆+♯ = ∆+ ∩

j≠i Zα j and p♯ = b− ⊕

α∈∆+♯ gα . We denote by P♯ the parabolic
subgroup of G with Lie algebra p♯. We also denote by U
L ,♯
ζ the subalgebra of U
L
ζ generated by
U
L ,50
ζ and e
(n)
j for j ≠ i, n = 0. We define a Hopf algebra C♯ζ as the image of the composite of
Cζ → HomC(U Lζ ,C)→ HomC(U L ,♯ζ ,C). For a Hopf algebra H we denote by Comod(H) the
category of right H -comodules. We have functors
r : Comod(C♯ζ )→ Comod(C50ζ ),
r ′ : Comod(C[P♯])→ Comod(C50ζ )
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such that r(N ) = N and r ′(N ′) = N ′ as vector spaces and the left U L ,50ζ -actions on r(N ) and
r ′(N ′) are given by the algebra homomorphisms
U
L ,50
ζ → U L ,♯ζ , U L ,50ζ → U L ,♯ζ → U (p♯)
respectively.
Let m > 0. Denote by M the kernel of the homomorphism A1(ϖi )→ Cϖi of U (p♯)-modules.
Then we have an exact sequence
0 → r ′(M ⊗ Cmϖi )→ r ′(A1(ϖi ))⊗ Cℓmϖi → Cℓ(m+1)ϖi → 0
of right C50ζ -comodules. Applying the induction functor
Ind : Comod(C50ζ )→ Comod(Cζ )
(see [1]) to this exact sequence we obtain an exact sequence
A1(ϖi )⊗ Aζ (ℓmϖi )→ Aζ (ℓ(m + 1)ϖi )→ R1Ind(r ′(M ⊗ Cmϖi ))
of right Cζ -comodules. By
dim HomU Lζ
(A1(ϖi )⊗ Aζ (ℓmϖi ), Aζ (ℓ(m + 1)ϖi )) = 1
the map A1(ϖi )⊗Aζ (ℓmϖi )→ Aζ (ℓ(m+1)ϖi ) in the above exact sequence coincides with the
one given by the multiplication in Aζ up to a non-zero constant multiple. Hence it is sufficient to
show that for any finite-dimensional right C[P♯]-comodule N there exists some m > 0 such that
R1Ind(r ′(N ⊗ Cmϖi )) = 0. We may assume that N is irreducible. Hence it is sufficient to show
R1Ind(r ′(N1)) = 0 for the irreducible U (p♯)-module N1 with highest weight λ ∈ Λ+. Note that
we have natural induction functors
Ind1 : Comod(C50ζ )→ Comod(C♯ζ ), Ind2 : Comod(C♯ζ )→ Comod(Cζ )
such that Ind = Ind2 ◦ Ind1 (see [1]). By the Frobenius splitting theorem of Kumar–Littelmann
[18] and [19, Theorem 3.8, Corollary 3.9] r ′(N1) is a direct summand of r(Ind1(Cℓλ)). Hence
it is sufficient to show R1Ind(r(Ind1(Cℓλ))) = 0. By a standard fact on induction functors we
have Ind1(r(Ind1(Cℓλ))) = Ind1(Cℓλ) and Ri Ind1(r(Ind1(Cℓλ))) = 0 for i > 0. Moreover,
Ri Ind1(Cℓλ) = 0 for i > 0 by (a relative version of) the Kempf type vanishing theorem ([25,
Theorem 5.5], [30, (7.5) Theorem], see also [1,2,17,16]). Hence we obtain
R1Ind(r(Ind1(Cℓλ))) = R1Ind2(Ind1(Cℓλ)) = R1Ind(Cℓλ) = 0
again by the Kempf type vanishing theorem. 
Since A1 is a noetherian ring, we obtain from Proposition 3.7 the following.
Proposition 3.8. Aζ is a left and right noetherian ring.
Note that the Λ-graded algebra A1 is the homogeneous coordinate algebra of the projective
variety B = B− \ G. Hence we have an identification
Mod(OB) = C(A1, A1) (3.25)
of abelian categories, where Mod(OB) denotes the category of quasi-coherent OB-modules on
the ordinary flag manifold B. We set
ωB∗ = ω(A1, A1)∗ : Mod(OB)→ ModΛ(A1). (3.26)
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For λ ∈ Λ we denote by OB(λ) ∈ Mod(OB) the invertible G-equivariant OB-module corre-
sponding to λ. Then under the identification (3.25) we have
ωB∗M =

λ∈Λ
Γ (B, M ⊗OB OB(λ)) (M ∈ Mod(OB)),
where Γ (B, ) : Mod(OB) → C is the global section functor for the algebraic variety B. In
particular, the functor Γ(A1,A1) : Mod(OB)→ Mod(C) is identified with Γ (B, ).
For w ∈ W we set
Θw =

λ∈Λ+
(A1(λ)w−1λ \ {0}) ⊂ A1.
ThenΘw is a multiplicative subset of the commutative ring A1, and the localizationΘ−1w A1 turns
out to be aΛ-gradedC-algebra. Moreover, theC-algebra (Θ−1w A1)(0) is naturally regarded as the
coordinate algebra of the affine open subset Bw := B−\B−N+w of B. We denote by Mod(OBw )
the category of quasi-coherent OBw -modules. We have Mod(OBw ) = Mod((Θ−1w A1)(0)). The
functor
j∗w : Mod(OB)→ Mod(OBw )
induced by
ModΛ(A1)→ Mod((Θ−1w A1)(0)) (M → (Θ−1w A1 ⊗A1 M)(0))
is nothing but the inverse image functor with respect to the embedding jw : Bw → B.
3.6
For a Λ-graded C-algebra B we define a new Λ-graded C-algebra B(ℓ) by
B(ℓ)(λ) = B(ℓλ) (λ ∈ Λ).
Let
( )(ℓ) : ModΛ(B)→ ModΛ(B(ℓ)) (3.27)
be the exact functor given by
M (ℓ)(λ) = M(ℓλ) (λ ∈ Λ)
for M ∈ ModΛ(B).
Lemma 3.9. Let B be a Λ-graded C-algebra. Assume that we are given a homomorphism
ι : Aζ → B of Λ-graded C-algebras. We denote by ι′ : A1 → B(ℓ) the induced homomorphism
of Λ-graded C-algebras. Assume
ι(Aζ (λ))B(µ) = B(µ)ι(Aζ (λ)) (λ, µ ∈ Λ),
ι′(A1(λ))B(ℓ)(µ) = B(ℓ)(µ)ι′(A1(λ)) (λ, µ ∈ Λ).
Then the exact functor
( )(ℓ) : ModΛ(B)→ ModΛ(B(ℓ))
induces an equivalence
Fr∗ : C(Aζ , B)→ C(A1, B(ℓ)) (3.28)
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of abelian categories. Moreover, we have
ω(A1, B
(ℓ))∗ ◦ Fr∗ = ( )(ℓ) ◦ ω(Aζ , B)∗. (3.29)
Proof. For simplicity we write ω(Aζ , B)∗, ω(A1, B(ℓ))∗, ω(Aζ , B)∗, ω(A1, B(ℓ))∗ as ω∗1, ω∗2 ,
ω1∗, ω2∗ respectively.
By Proposition 3.7 we see easily that for any λ ∈ Λ+ there exists some µ ∈ Λ+ such that
Aζ (ν)A1(λ) = Aζ (ℓλ+ ν) for ν ∈ µ+ Λ+. From this we obtain
(Tor(M))(ℓ) = Tor(M (ℓ)) (M ∈ ModΛ(B)). (3.30)
Hence M ∈ TorΛ+(Aζ , B) implies M (ℓ) ∈ TorΛ+(A1, B(ℓ)). It follows that we have a well-
defined functor Fr∗ : C(Aζ , B) → C(A1, B(ℓ)) satisfying Fr∗ ◦ ω∗1 = ω∗2 ◦ ( )(ℓ). We see easily
that
(B ⊗B(ℓ) N )(ℓ) ∼= N (N ∈ ModΛ(B(ℓ))).
Hence we have
(Fr∗ ◦ ω∗1)(B ⊗B(ℓ) N ) = ω∗2((B ⊗B(ℓ) N )(ℓ)) = ω∗2(N )
for any N ∈ ModΛ(B(ℓ)). It follows that Fr∗ is a dense functor. Let us show that
Hom(ω∗1 M, ω∗1 N )→ Hom(ω∗2(M (ℓ)), ω∗2(N (ℓ)))
is bijective for any M, N ∈ ModΛ(B). By (B ⊗B(ℓ) M (ℓ))(ℓ) ∼= M (ℓ) we see easily that the
canonical morphism B ⊗B(ℓ) M (ℓ) → M belongs to Σ (Aζ , B), that is, ω∗1(B ⊗B(ℓ) M (ℓ)) ∼=
ω∗1 M . Hence we have
Hom(ω∗1 M, ω∗1 N ) ∼= Hom(ω∗1(B ⊗B(ℓ) M (ℓ)), ω∗1 N )
∼= Hom(B ⊗B(ℓ) M (ℓ), ω1∗ω∗1 N ) ∼= Hom(M (ℓ), (ω1∗ω∗1 N )(ℓ)).
On the other hand we have
Hom(ω∗2(M (ℓ)), ω∗2(N (ℓ))) ∼= Hom(M (ℓ), ω2∗ω∗2(N (ℓ))).
Therefore, it is sufficient to show
(ω1∗ω∗1 N )(ℓ) ∼= ω2∗ω∗2(N (ℓ)) (3.31)
(note that (3.31) is equivalent to (3.29)). We may assume that N = B ⊗B(ℓ) P for some P ∈
ModΛ(B(ℓ)). We may further assume that ω2∗ω∗2 P ∼= P . Hence it is sufficient to show for
P ∈ ModΛ(B(ℓ)) satisfying ω2∗ω∗2 P ∼= P that P ∼= (ω1∗ω∗1(B ⊗B(ℓ) P))(ℓ). Since the canonical
morphism B ⊗B(ℓ) P → ω1∗ω∗1(B ⊗B(ℓ) P) belongs to Σ (Aζ , B), the corresponding morphism
f : P → (ω1∗ω∗1(B ⊗B(ℓ) P))(ℓ) belongs to Σ (A1, B(ℓ)). By ω2∗ω∗2 P ∼= P we see that f is
injective and its cokernel is isomorphic to a submodule of (ω1∗ω∗1(B ⊗B(ℓ) P))(ℓ). By
Tor((ω1∗ω∗1(B ⊗B(ℓ) P))(ℓ)) = (Tor(ω1∗ω∗1(B ⊗B(ℓ) P)))(ℓ) = 0
we obtain Coker( f ) = 0. It follows that f is an isomorphism. 
The following fact is concerned with ordinary (commutative) projective algebraic geometry
and its proof is straightforward. Details are omitted.
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Lemma 3.10. Let F be a Λ-graded C-algebra, and let A1 → F be a homomorphism of Λ-
graded C-algebras. Assume that Im(A1 → F) is central in F. Regard F as an object of
ModΛ(A1) and consider ω∗BF ∈ Mod(OB). Then the multiplication of F induces an OB-
algebra structure of ω∗BF, and we have an identification
C(A1, F) = Mod(ω∗BF), (3.32)
of abelian categories, where Mod(ω∗BF) denotes the category of quasi-coherent ω
∗
BF-modules.
We define an OB-algebra Fr∗OBζ by
Fr∗OBζ = ω∗B(A(ℓ)ζ ).
We denote by Mod(Fr∗OBζ ) the category of quasi-coherent Fr∗OBζ -modules. By Lemmas 3.9
and 3.10 we have the following.
Lemma 3.11. We have an equivalence
Fr∗ : Mod(OBζ )→ Mod(Fr∗OBζ )
of abelian categories. Moreover, for M ∈ Mod(OBζ ) we have
RiΓ (M) ≃ RiΓ (B,Fr∗(M)),
where Γ (B, ) : Mod(OB)→ Mod(C) in the right side is the global section functor for B.
Proposition 3.12. (Θ−1e Aζ )(0) is a free (Θ−1e A1)(0)-module of rank ℓ|∆
+|. Here e is the identity
element of W . Hence the restriction j∗e Fr∗OBζ of Fr∗OBζ to Be = B− \ B−N+ is a free OBe -
module of rank ℓ|∆+|.
Proof. Denote by
g : Aζ → (U L ,=0ζ )∗
the composite of
Aζ ⊂ Cζ ⊂ (U Lζ )∗ → (U L ,=0ζ )∗.
Then g is an algebra homomorphism with respect to the multiplication of (U L ,=0ζ )
∗ induced by
the comultiplication of U L ,=0ζ . Set
(U L ,+ζ )
⋆ =

γ∈Q+
(U L ,+ζ,γ )
∗ ⊂ (U L ,+ζ )∗,
and identify (U L ,+ζ )⋆ with a subspace of (U
L ,=0
ζ )
∗ by the embedding (U L ,+ζ )⋆ ∋ ϕ → ϕ˜ ∈
(U
L ,=0
ζ )
∗ given by
ϕ˜(hx) = ε(h)ϕ(x) (h ∈ U L ,0ζ , x ∈ U L ,+ζ ).
For λ ∈ Λ define the algebra homomorphism χλ : U L ,=0ζ → C by
χλ(hx) = χλ(h)ε(x) (h ∈ U L ,0ζ , x ∈ U L ,+ζ ).
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Then for ϕ ∈ (U L ,+ζ )⋆ and λ ∈ Λ we have
(ϕ˜χλ)(hx) = χλ(h)ϕ˜(x) (h ∈ U L ,0ζ , x ∈ U L ,+ζ ).
Moreover, (U L ,+ζ )⋆ is a subalgebra of (U
L ,=0
ζ )
∗, and
χλχµ = χλ+µ (λ, µ ∈ Λ),
χλϕ˜ = ζ (λ,γ )ϕ˜χλ (λ ∈ Λ, ϕ ∈ (U L ,+ζ,γ )∗)
in the algebra (U L ,=0ζ )
∗. In particular,
(U
L ,=0
ζ )
⋆ :=

λ∈Λ
(U L ,+ζ )
⋆χλ
is a subalgebra of (U L ,=0ζ )
∗. By (3.12) g induces an injective algebra homomorphism
g′ : Aζ → (U L ,=0ζ )⋆.
For ϕ ∈ Aζ (λ)λ \ {0} we have g′(ϕ) ∈ Cχλ \ {0}, and hence g′ induces an injective algebra
homomorphism
g′′ : Θ−1e Aζ → (U L ,=0ζ )⋆.
Let us show that g′′ is surjective. It is sufficient to show that for any γ ∈ Q+ there exists λ ∈ Λ+
such that g′(Aζ (λ)λ−γ ) = (U L ,+ζ,γ )∗χλ. In view of Lemma 3.3 the surjectivity of Aζ (λ)λ−γ →
(U L ,+ζ,γ )∗χλ is equivalent to the injectivity of U
L ,+
ζ,γ ∋ u → u ∈ L+,ζ (−λ)−λ+γ . This is known to
be true for sufficiently large λ (see for example [29, Lemma 2.1]). Hence g′′ is an isomorphism.
Similarly to the above argument the natural algebra homomorphism
g1 : A1 → (U (b+))∗
induces an algebra isomorphism
g′′1 : Θ−1e A1 → (U (b+))⋆,
where
(U (b+))⋆ =

λ∈Λ
(U (n+))⋆χ1,λ,
(U (n+))⋆ =

γ∈Q+
(U (n+)γ )∗,
χ1,λ(hx) = ⟨λ, h⟩ε(x) (λ ∈ Λ, h ∈ U (h), x ∈ U (n+)).
Moreover, we have the following commutative diagram
Θ−1e A1
g′′1−−−−→ (U (b+))⋆ 
Θ−1e Aζ −−−−→
g′′
(U
L ,=0
ζ )
⋆,
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whereΘ−1e A1 → Θ−1e Aζ is the embedding induced from the inclusion A1 ⊂ Aζ , and (U (b+))⋆
→ (U L ,=0ζ )⋆ is the injective algebra homomorphism induced by the restriction of (1.31). Re-
stricting to the degree zero part we obtain algebra isomorphisms
(Θ−1e Aζ )(0)→ (U L ,+ζ )⋆, (Θ−1e A1)(0)→ (U (n+))⋆
and the commutative diagram
(Θ−1e A1)(0)
g′′1−−−−→ (U (n+))⋆ 
(Θ−1e Aζ )(0) −−−−→
g′′
(U L ,+ζ )⋆.
Define a linear map F : S(U−ζ ) → (U L ,=0ζ )⋆ by (F(y))(z) = Lτ(z, y) for y ∈ S(U−ζ ) and
z ∈ U L ,=0ζ . Then we see easily that F is an injective algebra homomorphism whose image is
(U L ,+ζ )⋆. Hence we can identify the algebra (U
L ,+
ζ )
⋆ with S(U−ζ ). Under this identification
the image of (U (n+))⋆ → (U L ,+ζ )⋆ coincides with the subalgebra of S(U−ζ ) generated by the
central elements S( f ℓβ j ) ( j = 1, . . . , N ). Hence our assertion is clear from Lemma 1.4. 
4. Ring of differential operators
4.1
We define a subalgebra DF of EndF(AF) by
DF = ⟨ℓϕ, rϕ, ∂u, σλ | ϕ ∈ AF, u ∈ UF, λ ∈ Λ⟩,
where
ℓϕ(ψ) = ϕψ, rϕ(ψ) = ψϕ, ∂u(ψ) = u · ψ, σλ(ψ) = q(λ,µ)ψ
for ψ ∈ AF(µ). We have a natural grading
DF =

λ∈Λ+
DF(λ),
DF(λ) = {Φ ∈ DF | Φ(AF(µ)) ⊂ AF(λ+ µ) (µ ∈ Λ)} (λ ∈ Λ)
of DF. We have
∂uℓϕ =

(u)
ℓu(0)·ϕ∂u(1) (u ∈ UF, ϕ ∈ AF),
∂uσλ = σλ∂u (u ∈ UF, λ ∈ Λ),
σλℓϕ = q(λ,µ)ℓϕσλ (λ ∈ Λ, ϕ ∈ AF(µ)).
We have also
z ∈ Z(UF), ι(z) =

λ∈Λ
aλe(2λ) =⇒ ∂z =

λ∈Λ
aλσ2λ. (4.1)
We take bases {x p}p and {yp}p of U+F and U−F respectively and elements βp ∈ Q+ for each
p such that
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x p ∈ U+F,βp , yp ∈ U−F,−βp , (4.2)
τ(x p1 , yp2) = δp1,p2 . (4.3)
Lemma 4.1. Let λ ∈ Λ+ and ξ ∈ Λ. For ϕ ∈ AF(λ)ξ we have
rϕ =

p
ℓyp ·ϕ∂x pk−ξ σλ =

p
ℓ(Sx p)·ϕ∂ypkβp kξ σ−λ. (4.4)
Proof. The first equality is shown in [29, Lemma 5.1] by the following argument. Let R ∈
UF⊗ˆUF be the universal R-matrix. Then we have
⟨rϕ(ψ), u⟩ = ⟨ψϕ, u⟩ = ⟨ψ ⊗ ϕ,∆(u)⟩ = ⟨ϕ ⊗ ψ, τ(∆(u))⟩
= ⟨ϕ ⊗ ψ,R∆(u)R−1⟩ = ⟨R−1 · (ϕ ⊗ ψ) ·R,∆(u)⟩
= ⟨m(R−1 · (ϕ ⊗ ψ) ·R), u⟩
for ϕ,ψ ∈ AF and u ∈ UF. Here τ : UF ⊗ UF → UF ⊗ UF is the linear map sending a ⊗ b to
b⊗ a. Hence we obtain rϕ(ψ) = m(R−1 · (ϕ⊗ψ) ·R). By rewriting it using an explicit form of
R we obtain the first equality in (4.4). Applying the same argument to another R-matrix τ(R−1)
we also obtain the second equality in (4.4). Details are omitted. 
Set
EF = AF ⊗UF ⊗ F[Λ], (4.5)
and regard AF,UF,F[Λ] as subspaces of EF by the natural embeddings AF ∋ ϕ → ϕ ⊗ 1⊗ 1 ∈
EF etc. Then we have an F-algebra structure of EF such that the natural embeddings AF →
EF,UF → EF,F[Λ] → EF are algebra homomorphisms, and
uϕ =

(u)
(u(0) · ϕ)u(1) (u ∈ UF, ϕ ∈ AF),
ue(λ) = e(λ)u (u ∈ UF, λ ∈ Λ),
e(λ)ϕ = q(λ,µ)ϕe(λ) (λ ∈ Λ, ϕ ∈ AF(µ))
in EF. Moreover, we have a surjective algebra homomorphism EF → DF given by ϕ → ℓϕ (ϕ ∈
AF), u → ∂u (u ∈ UF), e(λ) → σλ (λ ∈ Λ).
For ϕ ∈ AF(λ)ξ with λ ∈ Λ+, ξ ∈ Λ we set
Ω1(ϕ) =

p
(yp · ϕ)x pk−ξ e(λ) ∈ EF, (4.6)
Ω2(ϕ) =

p
((Sx p) · ϕ)ypkβp kξ e(−λ) ∈ EF, (4.7)
Ω(ϕ) = Ω1(ϕ)− Ω2(ϕ) ∈ EF. (4.8)
We extend Ω ,Ω1,Ω2 to whole AF by linearity. By Lemma 4.1 we have Ω(ϕ) ∈ Ker(EF → DF).
We set
D′F = EF

ϕ∈AF
EFΩ(ϕ)EF.
Then we have a sequence of surjective algebra homomorphisms
EF → D′F → DF. (4.9)
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Lemma 4.2. For ϕ ∈ AF(λ) with λ ∈ Λ+ and i = 1, 2 we have
e(µ)Ωi (ϕ) = q(λ,µ)Ωi (ϕ)e(µ) (µ ∈ Λ), (4.10)
ψΩi (ϕ) = Ωi (ϕ)ψ (ψ ∈ AF), (4.11)
uΩi (ϕ) =

(u)
Ωi (u(1) · ϕ)u(0) (u ∈ UF), (4.12)
Ωi (ϕψ) = Ωi (ψ)Ωi (ϕ) (ϕ, ψ ∈ AF) (4.13)
in EF.
Proof. We will only give a proof for the case i = 1. The proof for the case i = 2 is similar. The
proof of (4.10) is easy and omitted.
Let us show (4.11). Let ϕ ∈ AF(λ)ξ , ψ ∈ AF(µ)η. By the formula
p
1x p ⊗ yp =

p,r
x pkβr ⊗ xr ⊗ yp yr (4.14)
(see [28, (4.3.16)]) we have
Ω1(ϕ)ψ =

p
(yp · ϕ)x pk−ξ e(λ)ψ
= q(λ,µ)−(ξ,η)

p
(yp · ϕ)x pψk−ξ e(λ)
= q(λ,µ)−(ξ,η)

p,r
(yp yr · ϕ)(x pkβr · ψ)xr k−ξ e(λ)
= q(λ,µ)−(ξ,η)

r
q(βr ,η)

p
(yp yr · ϕ)(x p · ψ)

xr k−ξ e(λ).
By Lemma 4.1 we have
p
(yp yr · ϕ)(x p · ψ) =

p
rx p ·ψ (yp yr · ϕ)
=

p,s
ℓS(xs )x p ·ψ∂ys kβs+βp+ησ−µ(yp yr · ϕ)
=

p,s
q−(λ,µ)+(βs+βp+η,ξ−βp−βr )(S(xs)x p · ψ)(ys yp yr · ϕ)
=

p,s
q−(λ,µ)+(βs+βp+η,ξ−βr )(S(xskβp )x p · ψ)(ys yp yr · ϕ).
By the formula
βp+βr=γ
S(x pkβr )xr ⊗ yp yr =

1⊗ 1 (γ = 0)
0 (γ ≠ 0), (4.15)
which is a consequence of (4.14) and m ◦ (S ⊗ 1) ◦∆ = ε, we obtain
p
(yp yr · ϕ)(x p · ψ) = q−(λ,µ)+(η,ξ−βr )ψ(yr · ϕ).
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It follows that
Ω1(ϕ)ψ = ψ

r
(yr · ϕ)xr k−ξ e(λ) = ψΩ1(ϕ).
The formula (4.11) is verified.
Let us show (4.12). It is sufficient to consider the three cases; u ∈ U 0F, u ∈ U−F , u ∈ U+F . Let
ϕ ∈ AF(λ)ξ . For u ∈ UF we have
uΩ1(ϕ) =

p,(u)
(u(0)yp · ϕ)u(1)x pk−ξ e(λ)
and 
(u)
Ω1(u(1) · ϕ)u(0) =

p,(u)
(ypu(1) · ϕ)x pk−ξ−wt(u(1))e(λ)u(0)
=

p,(u)
q−(ξ+wt(u(1)),wt(u(0)))(ypu(1) · ϕ)x pu(0)k−ξ−wt(u(1))e(λ).
Hence our assertion is equivalent to
p,(u)
(u(0)yp · ϕ)u(1)x p =

p,(u)
q−(ξ+wt(u(1)),wt(u(0)))(ypu(1) · ϕ)x pu(0)k−wt(u(1)). (4.16)
Here, we have used the following notation. For u ∈ UF such that kνuk−1ν = q(ν,µ)u for any
ν ∈ Λ we write µ = wt(u). Moreover, in the expansion 1u = (u) u(0) ⊗ u(1) the elements
u(0) and u(1) are taken to be weight vectors. The proof of (4.16) in the case u ∈ U 0F is easy and
omitted. Let us consider the case u ∈ U−F . By Lemma 1.2 and the formula
p
∆2x p ⊗ yp =

p,r,s
x pkβr+βs ⊗ xr kβs ⊗ xs ⊗ yp yr ys, (4.17)
which is a consequence of (4.14) we have
p,(u)
(u(0)yp · ϕ)u(1)x p
=

p,(u)3
(u(0)yp · ϕ)

(x p)2
τ(x p(0), Su(1))τ (x p(2), u(3))x p(1)u(2)

=

p,r,s,(u)3
τ(x pkβr+βs , Su(1))τ (xs, u(3))(u(0)yp yr ys · ϕ)xr kβs u(2).
By the definition of the coproduct ∆ and the antipode S we have u(1) ∈ U−F kwt(u(0)), Su(1) ∈
U−F k−wt(u(0))−wt(u(1)). Hence by Lemma 1.2 and the definition of x p, yp we have
p,(u)
(u(0)yp · ϕ)u(1)x p =

p,r,s,(u)3
q(βs+βr ,wt(u(0))+wt(u(1)))τ(x p, (Su(1))kwt(u(0))+wt(u(1)))
× τ(xs, u(3))(u(0)yp yr ys · ϕ)xr kβs u(2)
=

r,s,(u)3
q(βs+βr ,wt(u(0))+wt(u(1)))
× τ(xs, u(3))(u(0)(Su(1))kwt(u(0))+wt(u(1))yr ys · ϕ)xr kβs u(2).
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By 
(u)3
u(0)(Su(1))⊗ u(2) ⊗ u(3) =

(u)
1⊗ u(0) ⊗ u(1)
we have
p,(u)
(u(0)yp · ϕ)u(1)x p =

r,s,(u)
τ(xs, u(1))(yr ys · ϕ)xr kβs u(0).
By u(1) ∈ U−F kwt(u(0)) we finally obtain
p,(u)
(u(0)yp · ϕ)u(1)x p =

r,s,(u)
τ(xs, u(1)k−wt(u(0)))(yr ys · ϕ)xr kβs u(0)
=

r,(u)
(yr u(1)k−wt(u(0)) · ϕ)xr k−wt(u(1))u(0)
=

r,(u)
q−(ξ+wt(u(1)),wt(u(0)))(yr u(1) · ϕ)xr u(0)k−wt(u(1)).
The formula (4.16) for u ∈ U−F is shown. Let us consider the case u ∈ U+F . By
p
x p ⊗1yp =

p,r
xr x p ⊗ yp ⊗ yr k−βp (4.18)
(see [28, (4.3.17)]) we have
p
x p ⊗∆2 yp =

p,r,s
xs xr x p ⊗ yp ⊗ yr k−βp ⊗ ysk−βp−βr .
Hence by Lemma 1.2 we obtain
p,(u)
(u(0)yp · ϕ)u(1)x p
=

p,(u)3

(yp)2
τ(u(0), yp(0))τ (u(2), Syp(2))(yp(1)u(1) · ϕ)u(3)x p
=

p,r,s,(u)3
τ(u(0), yp)τ (u(2), S(ysk−βp−βr ))(yr k−βp u(1) · ϕ)u(3)xs xr x p
=

p,r,s,(u)3
q−(βp+βr ,wt(u(2))+wt(u(3)))τ(u(0)k−wt(u(1))−wt(u(2))−wt(u(3)), yp)
× τ((S−1u(2))kwt(u(2))+wt(u(3)), ys)(yr k−βp u(1) · ϕ)u(3)xs xr x p
=

r,(u)3
q−(wt(u(0))+βr ,wt(u(2))+wt(u(3)))(yr k−wt(u(0))u(1) · ϕ)
× u(3)(S−1u(2))kwt(u(2))+wt(u(3))xr u(0)k−wt(u(1))−wt(u(2))−wt(u(3))
=

r,(u)
(yr k−wt(u(0))u(1) · ϕ)xr u(0)k−wt(u(1))
=

r,(u)
q−(ξ+wt(u(1)),wt(u(0)))(yr u(1) · ϕ)xr u(0)k−wt(u(1)).
The formula (4.16) for u ∈ U+F is also shown.
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Let us finally show (4.13). We may assume ϕ ∈ AF(λ)ξ and ψ ∈ AF(µ)η for λ,µ ∈ Λ+, ξ,
η ∈ Λ. Then we have
Ω1(ϕψ) =

p

(yp)
(yp(0) · ϕ)(yp(1) · ψ)x pk−(ξ+η)e(λ+ µ)
=

p,r
(yp · ϕ)(yr k−βp · ψ)xr x pk−(ξ+η)e(λ+ µ)
=

p,r
q−(βp,η)(yp · ϕ)(yr · ψ)xr x pk−(ξ+η)e(λ+ µ)
by (4.18). On the other hand we have
Ω1(ψ)Ω1(ϕ) = Ω1(ψ)

p
(yp · ϕ)x pk−ξ e(λ)
=

p
(yp · ϕ)Ω1(ψ)x pk−ξ e(λ)
=

p,r
(yp · ϕ)(yr · ψ)xr k−ηe(µ)x pk−ξ e(λ)
=

p,r
q−(βp,η)(yp · ϕ)(yr · ψ)xr x pk−(ξ+η)e(λ+ µ).
Here, the second equality is a consequence of (4.11). We are done. 
By Lemma 4.2 we have
D′F = EF

ϕ∈AF
AFΩ(ϕ)UFF[Λ].
We have a Λ-graded F-algebra structure of EF given by EF(λ) = AF(λ)UFF[Λ] for λ ∈ Λ. This
also induces a Λ-graded F-algebra structure of D′F by D
′
F(λ) = Im(EF(λ)→ D′F). Then (4.9) is
a sequence of homomorphisms of Λ-graded algebras.
4.2
Since AF belongs to Modint(UF) as a UF-module, we have a natural group homomorphism
B→ EndF(AF)×. (4.19)
It induces a group homomorphism
B→ Autalg(DF) (T → [Φ → T ⋆ Φ := T ◦ Φ ◦ T−1]) (4.20)
(see [29, Proposition 5.2]). We will show that this naturally lifts to group homomorphisms
B→ Autalg(EF), B→ Autalg(D′F).
Lemma 4.3. (i) For T ∈ B we have
T ⋆ ∂u = ∂T (u) (u ∈ UF),
T ⋆ σλ = σλ (λ ∈ Λ).
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(ii) For i ∈ I write
expqi ((qi − q−1i )k−1i ei ⊗ fi ki ) =
∞
n=0
ai,n ⊗ bi,n,
expq−1i
(−(qi − q−1i ) fi ⊗ ei ) =
∞
n=0
a′i,n ⊗ b′i,n .
Then for ϕ ∈ AF we have
Ti ⋆ ℓϕ =
∞
n=0
ℓai,n ·(Ti (ϕ))∂bi,n ,
T−1i ⋆ ℓϕ =
∞
n=0
ℓa′i,n ·(T−1i (ϕ))∂b′i,n .
Proof. The proof of (i) is easy and omitted. Let us show (ii). In general for T ∈ B and ϕ,ψ ∈ AF
we have
(T ⋆ ℓϕ)(ψ) = T (ϕ · T−1(ψ)) = T m(ϕ ⊗ T−1(ψ))
= m(1T )(ϕ ⊗ T−1(ψ)) = m(1T )(T−1 ⊗ T−1)(T (ϕ)⊗ ψ).
Hence the assertion follows from Lemma 2.2. 
In particular, the action of B on DF preserves the subalgebra
DĎF = ⟨∂u, ℓϕ | u ∈ UF, ϕ ∈ AF⟩ ⊂ DF.
We first define an action of B on the subalgebra EĎF = AF ⊗UF of EF.
For Φ =i ϕi ⊗ ui ∈ EĎF and M ∈ Modint(UF) we define
ΦM : M → AF ⊗ M
by ΦM (m) =i ϕi ⊗ ui m (m ∈ M). By [15, 5.11] we have the following.
Lemma 4.4. Let Φ ∈ EĎF. If ΦM = 0 for any M ∈ Modint(UF), then we have Φ = 0.
Proposition 4.5. There exists a group homomorphism
B→ Autalg(EĎF) (T → [Φ → T ⋆ Φ])
such that (T ⋆ Φ)M = (1T )ΦM T−1 for T ∈ B,Φ ∈ EĎF, M ∈ Modint(UF). Here, 1T : AF ⊗
M → AF ⊗ M is the action of T ∈ B on AF ⊗ M ∈ Modint(UF).
Proof. We first note the following formula whose proof is easy and omitted;
(ΦΨ)M = (m ⊗ 1)ΦAF⊗MΨM (Φ,Ψ ∈ EĎF, M ∈ Modint(UF)). (4.21)
Let T ∈ B. For Φ ∈ EĎF there exists at most one T ⋆ Φ ∈ EĎF satisfying (T ⋆ Φ)M =
(1T )ΦM T−1 for any M ∈ Modint(UF) (see Lemma 4.4). We claim that if T ⋆ Φ exists for any
Φ ∈ EĎF, then EĎF ∋ Φ → T ⋆ Φ ∈ EĎF is an algebra homomorphism. We have
(T ⋆ 1)M (v) = (1T )1M T−1(v) = (1T )(1⊗ T−1(v)) = 1⊗ v
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for any v ∈ M ∈ Modint(UF). Here the last equality is a consequence of F ⊗ M ∼= M as a
UF-module. By 1M (v) = 1⊗ v we obtain T ⋆ 1 = 1 by Lemma 4.4. For Φ,Ψ ∈ EĎF we have
((T ⋆ Φ)(T ⋆Ψ))M = (m ⊗ 1)(T ⋆ Φ)A⊗M (T ⋆Ψ)M
= (m ⊗ 1)(∆2T )ΦA⊗M (1T )−1(1T )ΨM T−1
= (1T )(m ⊗ 1)ΦA⊗MΨM T−1
= (1T )(ΦΨ)M T−1 = (T ⋆ (ΦΨ))M
for any M ∈ Modint(UF). Here, we used the fact that the multiplication m : AF ⊗ AF → AF is
a homomorphism of UF-modules. Hence we have (T ⋆ Φ)(T ⋆ Ψ) = T ⋆ (ΦΨ). Our claim is
verified.
Let T, T ′ ∈ B, and assume that T ⋆ Φ, T ′ ⋆ Φ exist for any Φ ∈ EĎF. Then we have
(T ⋆ (T ′ ⋆ Φ))M = (1T )(1T ′)ΦM (T ′)−1T−1 = ∆(T T ′)ΦM (T T ′)−1
for Φ ∈ EĎF, M ∈ Modint(UF). Hence (T T ′) ⋆ Φ exists and we have (T T ′) ⋆ Φ = T ⋆ (T ′ ⋆ Φ)
for any Φ ∈ EĎF.
It remains to show the existence of T ⋆ Φ for T = T±1i ,Φ ∈ EĎF. For Φ = ϕ ⊗ u ∈ EĎF (ϕ ∈
AF, u ∈ UF) we have
((1Ti )ΦM T−1i )(v) = (1Ti )(ϕ ⊗ uT−1i v)
= (1Ti )(T−1i ⊗ T−1i )(Ti (ϕ)⊗ Ti (u)v)
=

n
ai,n · Ti (ϕ)⊗ bi,nTi (u)v
=

n
ai,n · Ti (ϕ)⊗ bi,nTi (u)

M
(v)
for v ∈ M ∈ Modint(UF). Hence we obtain
Ti ⋆ (ϕ ⊗ u) =

n
ai,n · Ti (ϕ)⊗ bi,nTi (u) (ϕ ∈ AF, u ∈ UF).
Similarly, we have
T−1i ⋆ (ϕ ⊗ u) =

n
a′i,n · T−1i (ϕ)⊗ b′i,nT−1i (u) (ϕ ∈ AF, u ∈ UF).
We are done. 
Lemma 4.6. (i) T ⋆ u = T (u) (T ∈ B, u ∈ UF).
(ii) Ti ⋆ ϕ =n ai,n · Ti (ϕ)⊗ bi,n (i ∈ I, ϕ ∈ AF).
(iii) T−1i ⋆ ϕ =

n a
′
i,n · T−1i (ϕ)⊗ b′i,n (i ∈ I, ϕ ∈ AF).
Proof. For T ∈ B, u ∈ UF, v ∈ M ∈ Modint(UF) we have
(T ⋆ u)M (v) = (1T )uM T−1(v) = (1T )(1⊗ uT−1(v))
= 1⊗ T uT−1v = 1⊗ T (u)v = (T (u))M (v).
Hence (i) holds. The statements (ii) and (iii) are already shown in the proof of Proposi-
tion 4.5. 
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By Lemma 4.6 we have
T ⋆ (AF(λ)⊗UF) = AF(λ)⊗UF (λ ∈ Λ+).
Hence, for T ∈ B the algebra automorphism T ⋆ (·) : EĎF → EĎF is naturally extended to that of
EF by setting
T ⋆ e(µ) = e(µ) (µ ∈ Λ).
By this we obtain a group homomorphism
B→ Autalg(EF) (T → [Φ → T ⋆ Φ]). (4.22)
Proposition 4.7. For T ∈ B we have
T ⋆ Ker(EF → D′F) ⊂ Ker(EF → D′F).
Proof. It is sufficient to show
T ⋆ Ω(ϕ) ∈

ψ∈AF
EFΩ(ψ)EF
for T = T±1i , ϕ ∈ AF.
In general, for ϕ ∈ AF(λ)ξ , we write
Ω(ϕ) = Ω ′1(ϕ)e(λ)− Ω ′2(ϕ)e(−λ),
Ω ′1(ϕ) =

p
(yp · ϕ)x pk−ξ ∈ EĎF,
Ω ′2(ϕ) =

p
((Sx p) · ϕ)ypkβp kξ ∈ EĎF.
Let M, M ′ ∈ Modint(UF). We define a linear automorphism κM,M ′ of M ⊗ M ′ by
κM,M ′ |Mλ⊗M ′µ = q(λ,µ)id for λ,µ ∈ Λ. We also define a linear isomorphism τM,M ′ : M⊗M ′ →
M ′ ⊗ M by τM,M ′(v ⊗ v′) = v′ ⊗ v. Set
RM,M ′ = κ−1M,M ′ ◦

p
q(βp,βp)k−1βp x p ⊗ kβp yp

∈ EndF(M ⊗ M ′).
Then RM,M ′ is invertible and we have
R−1M,M ′ =

p
q(βp,βp)Sx p ⊗ kβp yp

◦ κM,M ′ ∈ EndF(M ⊗ M ′).
Moreover, we have
(∆′u)RM,M ′ = RM,M ′(1u) ∈ EndF(M ⊗ M ′) (u ∈ UF), (4.23)
where ∆′ : UF → UF ⊗UF is the opposite comultiplication given by ∆′ = τ ◦∆ with τ(a ⊗
b) = b ⊗ a (see, for example, [29, 2.2]). By (4.23) we have
(∆′T )RM,M ′ = RM,M ′(1T ) ∈ EndF(M ⊗ M ′) (T ∈ B), (4.24)
where ∆′T = τ−1M,M ′ ◦1T ◦ τM,M ′ .
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Let ϕ ∈ AF(λ)ξ and v ∈ M ∈ Modint(UF). By the definition we see easily that
R−1AF,M (ϕ ⊗ v) = Ω ′2(ϕ)M (v). (4.25)
Hence we have
(T ⋆ Ω ′2(ϕ))M (v) = (1T )Ω ′2(ϕ)M T−1(v) = (1T )R−1AF,M (ϕ ⊗ T−1v)
= R−1AF,M (∆′T )(ϕ ⊗ T−1v) = R−1AF,M (∆′T )(T−1 ⊗ T−1)(Tϕ ⊗ v)
for any T ∈ B. For T = T±1i we can write (1T )(T−1 ⊗ T−1) =

n cn ⊗ dn for cn, dn ∈ UF
(see Lemma 2.2), and hence
(T ⋆ Ω ′2(ϕ))M (v) = R−1AF,M

n
dn · T (ϕ)⊗ cnv

=

n
Ω ′2(dn · T (ϕ))M (cnv) =

n
Ω ′2(dn · T (ϕ))cn

M
(v).
It follows that
T ⋆ Ω ′2(ϕ) =

n
Ω ′2(dn · T (ϕ))cn (T = T±1i ). (4.26)
For M, M ′ ∈ Modint(UF) define R′M,M ′ ∈ EndF(M ⊗ M ′) by R′M,M ′ = τ−1M,M ′ ◦ RM ′,M ◦
τM,M ′ . Then by a similar argument as above using
(1T )R′M,M ′ = R′M,M ′(∆′T ) ∈ EndF(M ⊗ M ′) (T ∈ B), (4.27)
(R′AF,M )−1(ϕ ⊗ v) = Ω ′1(ϕ)M (v) (ϕ ∈ AF(λ)ξ , v ∈ M) (4.28)
we obtain
T ⋆ Ω ′1(ϕ) =

n
Ω ′1(dn · T (ϕ))cn (T = T±1i ). (4.29)
By (4.26), (4.29) we finally obtain
T ⋆ Ω(ϕ) =

n
Ω(dn · T (ϕ))cn (T = T±1i , ϕ ∈ AF). (4.30)
We are done. 
We see from Proposition 4.7 that (4.22) induces a group homomorphism
B→ Autalg(D′F) (T → [Φ → T ⋆ Φ]). (4.31)
Note that (4.22) and (4.31) are natural lifts of (4.20) by Lemma 4.3.
4.3
Set
DA = ⟨ℓϕ, rϕ, ∂u, σλ | ϕ ∈ AA, u ∈ UA, λ ∈ Λ⟩A−alg ⊂ DF.
We have a canonical embedding
DA → EndA(AA).
2274 T. Tanisaki / Advances in Mathematics 230 (2012) 2235–2294
Recall that we have fixed F-bases {x p}p and {yp}p of U+F and U−F respectively and βp ∈ Q+
for each p satisfying (4.2), (4.3). By Lemma 1.5 we can renormalize them in the following two
manners;
(a) {x p}p and {yp}p are A-bases of U L ,+A and U−A respectively,
(b) {x p}p and {yp}p are A-bases of U+A and U L ,−A respectively.
In particular, we have
DA = ⟨ℓϕ, ∂u, σλ | ϕ ∈ AA, u ∈ UA, λ ∈ Λ⟩A−alg ⊂ DF
by Lemma 4.1. In the case (a) (resp. (b)) we write {x p}p and {yp}p as above as {x Lp }p and {yp}p
(resp. {x p}p and {yLp }p).
Define an A-subalgebra EA of EF by
EA = AAUAA[Λ] (∼= AA⊗A UA⊗AA[Λ]),
and set
D′A = Im(EA → D′F) ⊂ D′F.
For ϕ ∈ AA(λ)ξ with λ ∈ Λ+, ξ ∈ Λ we have
Ω1(ϕ) =

p
(yLp · ϕ)x pk−ξ e(λ) ∈ EA,
Ω2(ϕ) =

p
((Sx Lp ) · ϕ)ypkβp kξ e(−λ) ∈ EA,
and hence Ω(ϕ) ∈ EA. It follows that
D′A = EA

ϕ∈AA
EAΩ(ϕ)EA = EA

ϕ∈AA
AAΩ(ϕ)UAA[Λ].
Note that EA, D′A, DA are Λ-graded A-algebras by
EA(λ) = EF(λ) ∩ EA, D′A(λ) = D′F(λ) ∩ D′A, DA(λ) = DF(λ) ∩ DA
for λ ∈ Λ+. We have a sequence
EA → D′A → DA
of surjective homomorphisms of Λ-graded A-algebras.
The braid group actions on EF, D′F, DF induce those on EA, D
′
A, DA. Namely we have group
homomorphisms
B→ Autalg(EA), B→ Autalg(D′A), B→ Autalg(DA) (4.32)
denoted by T → [Φ → T ⋆ Φ].
4.4
We set
Eζ = C⊗A EA, D′ζ = C⊗A D′A, Dζ = C⊗A DA.
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Then we have
Eζ = Aζ ⊗Uζ ⊗ C[Λ] (4.33)
D′ζ = Eζ

ϕ∈Aζ
EζΩ(ϕ)Eζ = Eζ

ϕ∈Aζ
AζΩ(ϕ)UζC[Λ]. (4.34)
We have a sequence
Eζ → D′ζ → Dζ (4.35)
of surjective homomorphisms of Λ-graded C-algebras. By (1.23), (1.34), (4.1) we have
z ∈ ZHar(Uζ ), ι(z) =

λ∈Λ
aλe(2λ) =⇒ ∂z =

λ∈Λ
aλσ2λ (4.36)
in Dζ .
Remark 4.8. The natural algebra homomorphism Dζ → EndC(Aζ ) is not injective.
The actions of B on EA, D′A, DA induce the group homomorphisms
B→ Autalg(Eζ ), B→ Autalg(D′ζ ), B→ Autalg(Dζ ) (4.37)
denoted by T → [Φ → T ⋆ Φ].
We have natural algebra homomorphisms
A1 → Eζ , A1 → D′ζ , A1 → Dζ (4.38)
induced by (4.35) and the embedding
A1 ⊂ Aζ = Aζ ⊗ 1⊗ 1 ⊂ Aζ ⊗Uζ ⊗ C[Λ] = Eζ .
Lemma 4.9. The images of (4.38) are contained in the center.
Proof. It is sufficient to show the statement for A1 → Eζ . Since A1 is a central subalgebra of
Aζ , we have only to show that A1 commutes with Uζ and C[Λ]. The commutativity with C[Λ]
is a consequence of (3.23). It remains to show that A1 commutes with Uζ in the algebra Eζ . By
definition A1 is a U Lζ -submodule of Aζ and the action of U
L
ζ on A1 is induced from the natural
U (g)-module structure of A1 through π : U Lζ → U (g). Hence for ϕ ∈ A1 and u ∈ Uζ we have
uϕ =

(u)
((π ◦ j)(u(0)) · ϕ)u(1) =

(u)
ε(u(0))ϕu(1) = ϕu
by (1.33). 
Lemma 4.10. Identify Θx for x ∈ W as a subset of Eζ via (4.38). Then we have T−1i ⋆ Θw =
Θwsi for w ∈ W and i ∈ I such that wsi > w with respect to the standard partial order.
Proof. Note that for any λ ∈ Λ+ we have A1(λ)w−1λ = Aζ (ℓλ)ℓw−1λ. Hence it is sufficient to
show T−1i ⋆ ϕ = T−1i (ϕ) for any λ ∈ Λ+ and ϕ ∈ Aζ (ℓλ)ℓw−1λ. By our assumption on w and i
we have (siw−1λ, α∨i ) 5 0, and hence our assertion follows from Lemma 4.6. 
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Let w ∈ W . By Lemma 4.10 we have T−1
w−1 ⋆Θe = Θw. Hence the algebra automorphisms
T−1
w−1 ⋆ (•) : Eζ → Eζ , T−1w−1 ⋆ (•) : D′ζ → D′ζ , T−1w−1 ⋆ (•) : Dζ → Dζ
induce isomorphisms
Θ−1e Eζ → Θ−1w Eζ , Θ−1e D′ζ → Θ−1w D′ζ , Θ−1e Dζ → Θ−1w Dζ
of Λ-graded algebras.
For w ∈ W set
Θ˜w =

λ∈Λ+
(Aζ (λ)w−1λ \ {0}).
It is a multiplicative subset of Aζ . Moreover, for any s ∈ Θ˜w we have sℓ ∈ Θw. Hence if we are
given a ring homomorphism Aζ → R such that the image of A1 is contained in the center of R,
then the image of Θ˜w in R satisfies the left and right Ore conditions. Moreover, in this situation
we have Θ˜−1w R ∼= Θ−1w R. In particular, we have
Θ−1w Aζ ∼= Θ˜−1w Aζ , Θ−1w Eζ ∼= Θ˜−1w Eζ , Θ−1w D′ζ ∼= Θ˜−1w D′ζ .
Proposition 4.11. We have a natural U Lζ -module structure of Θ˜
−1
e Aζ such that Aζ → Θ˜−1e Aζ
is a homomorphism of U Lζ -modules and
u · (ϕψ) =

(u)
(u(0) · ϕ)(u(1) · ψ) (u ∈ U Lζ , ϕ, ψ ∈ Θ˜−1e Aζ ).
Moreover, for any λ ∈ Λ we have
(Θ˜−1e Aζ )(λ) ∼= M∗−,ζ (λ)
as a U Lζ -module.
Proof. It is not difficult to deduce our assertion from the corresponding fact over F, which is
shown in [29, Proposition 4.3, Proposition 4.6]. Details are omitted. 
Denote by
 : Θ˜−1e Eζ → Θ˜−1e D′ζ
the canonical algebra homomorphism.
Proposition 4.12. Let λ ∈ Λ+ and γ ∈ Q+. For ϕ ∈ Aζ (λ)λ−γ and s ∈ Aζ (λ)λ \ {0} we have


p
((Sx Lp ) · (ϕs−1))ypkβp

= ζ (λ,γ )

p
s−1(yLp · ϕ)x pk−2(λ−γ )e(2λ)

in (Θ˜−1e D′ζ )(0).
Proof. By Lemma 4.2 we have algebra anti-homomorphisms
Ω i : Aζ → D′ζ (i = 1, 2) (4.39)
as the composite of
Aζ
Ωi−→ Eζ → D′ζ .
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By the definition of D′ζ we have Ω1 = Ω2. For ψ ∈ Aζ (λ)λ with λ ∈ Λ+ we have Ω2(ψ) =
kλe(−λ)ψ by definition. Hence (4.39) induces an anti-homomorphism
Θ˜−1e Ω1 = Θ˜−1e Ω2 : Θ˜−1e Aζ → Θ˜−1e D′ζ (4.40)
of Λ-graded algebras.
For x ∈ U L ,+ζ we have
ε(x)1 = x · 1 = x · (s−1s) =

(x)
(x(0) · s−1)(x(1) · s)
=

(x)
ε(x(1))(x(0) · s−1)s = (x · s−1)s,
and hence x · s−1 = ε(x)s−1. Therefore, by
(x Lp )
x Lp(0) ⊗ x Lp(1) ∈ kβp ⊗ x Lp +U L ,0ζ Ker(ε : U L ,+ζ → C)⊗U L ,+ζ
we have
(Sx Lp ) · (ϕs−1) =

(x Lp )
(S(x Lp(1)) · ϕ)(S(x Lp(0)) · s−1)
= ((Sx Lp ) · ϕ)(k−βp · s−1) = ζ (λ,βp)((Sx Lp ) · ϕ)s−1.
By Ω2(s) =  (kλe(−λ)s) we have  (s−1) = (Ω2(s))−1 (kλe(−λ)), and hence
 ((Sx Lp ) · (ϕs−1)) = ζ (λ,βp) ((Sx Lp ) · ϕ)(Ω2(s))−1 (kλe(−λ))
= ζ (λ,βp)(Ω2(s))−1 (((Sx Lp ) · ϕ)kλe(−λ))
by Lemma 4.2. Therefore, we have


p
((Sx Lp ) · (ϕs−1))ypkβp

= (Ω2(s))−1

p
ζ (λ,βp)((Sx Lp ) · ϕ)kλe(−λ)ypkβp

= (Ω2(s))−1

p
((Sx Lp ) · ϕ)ypkλ+βp e(−λ)

= (Ω2(s))−1(Ω2(ϕ)) (kγ )
= (Θ˜−1e Ω2)(ϕs−1) (kγ ).
On the other hand we have
(Θ˜−1e Ω1)(ϕs−1) = Ω2(s)−1Ω1(ϕ)
= 

p
s−1e(λ)k−λ(yLp · ϕ)x pk−(λ−γ )e(λ)

= ζ (λ,γ )

p
s−1(yLp · ϕ)x pk−(2λ−γ )e(2λ)

.
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We obtain the desired result by Θ˜−1e Ω1 = Θ˜−1e Ω2. 
Considering the case ϕ = s ∈ Aζ (λ)λ \ {0} in Proposition 4.12 we obtain the following.
Proposition 4.13. Let λ ∈ Λ+. For s ∈ Aζ (λ)λ \ {0} we have
 (k2λ) = 

p
s−1(yLp · s)x pe(2λ)

in (Θ−1e D′ζ )(0).
4.5
The natural embedding Aζ → Eζ induces homomorphisms
Aζ → D′ζ (ϕ → ϕ), Aζ → Dζ (ϕ → ℓϕ)
of graded C-algebras. We define abelian categories Mod(D′Bζ ),Mod(DBζ ) by
Mod(D′Bζ ) = C(Aζ , D′ζ ), Mod(DBζ ) = C(Aζ , Dζ ).
We also define OB-algebras Fr∗D′Bζ ,Fr∗DBζ by
Fr∗D′Bζ = ω∗BD′ζ (ℓ), Fr∗DBζ = ω∗BD
(ℓ)
ζ .
By Lemmas 3.9 and 3.10 we have equivalences
Fr∗ : Mod(D′Bζ )→ Mod(Fr∗D′Bζ ), (4.41)
Fr∗ : Mod(DBζ )→ Mod(Fr∗DBζ ) (4.42)
of abelian categories, where Mod(Fr∗D′Bζ ) (resp. Mod(Fr∗DBζ )) denotes the category of quasi-
coherent Fr∗D′Bζ -modules (resp. quasi-coherent Fr∗DBζ -modules).
For t ∈ H we define an abelian category Mod(DBζ ,t ) by
Mod(DBζ ,t ) = ModΛ,t (Dζ )/(ModΛ,t (Dζ ) ∩ TorΛ+(Aζ , Dζ )),
where ModΛ,t (Dζ ) is the full subcategory of ModΛ(Dζ ) consisting of M ∈ ModΛ(Dζ ) so that
σλ|M(µ) = θλ(t)ζ (λ,µ)id for any λ,µ ∈ Λ. Then we can regard Mod(DBζ ,t ) as a full subcategory
of Mod(DBζ ) (see [29, Lemma 4.6]). Set
Fr∗DBζ ,t = Fr∗DBζ ⊗C[Λ] Ct ,
where Ct denotes the one-dimensional C[Λ]-module given by e(λ) → θλ(t) for λ ∈ Λ. The
equivalence (4.42) induces the equivalence
Fr∗ : Mod(DBζ ,t )→ Mod(Fr∗DBζ ,t ), (4.43)
where Mod(Fr∗DBζ ,t ) denotes the category of quasi-coherent Fr∗DBζ ,t -modules.
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5. Center
5.1
Note
E (ℓ)ζ = A(ℓ)ζ ⊗C Uζ ⊗C C[Λ].
We set
Z E (ℓ)ζ = A1 ⊗C ZFr(Uζ )⊗C C[Λ] ⊂ E (ℓ)ζ . (5.1)
Lemma 5.1. Z E (ℓ)ζ is a central subalgebra of E
(ℓ)
ζ .
Proof. It is easily seen that C[Λ] is contained in the center of E (ℓ)ζ . Moreover, we have already
shown [A1,Uζ ] = {0} in Lemma 4.9. Hence it is sufficient to show [A(ℓ)ζ , ZFr(Uζ )] = {0}. For
that we have only to show j (z) · ϕ = ε(z)ϕ for z ∈ ZFr(Uζ ), ϕ ∈ Aζ , where j : Uζ → U Lζ is
the homomorphism induced by the inclusion UA ⊂ U LA . Since j preserves the action of the braid
group B, it is a consequence of the fact that ZFr(Uζ ) is generated by eℓi , f
ℓ
i , kℓλ (i ∈ I, λ ∈ Λ)
and their B-conjugates. 
We denote by Z D′ζ (ℓ), Z D
(ℓ)
ζ the images of Z E
(ℓ)
ζ in D
′
ζ
(ℓ), D(ℓ)ζ respectively. We have
ω∗BZ E
(ℓ)
ζ = OB⊗C ZFr(Uζ )⊗C C[Λ]∼= OB⊗C C[K ]⊗C C[H ]
∼= p∗OB×K×H ,
where p : B × K × H → B is the projection. Note that we identify ZFr(Uζ ) and C[Λ] with
C[K ] and C[H ] respectively (see (1.36)). Set
Z ′ζ = ω∗BZ D′ζ (ℓ), Zζ = ω∗BZ D(ℓ)ζ .
Then Z ′ζ and Zζ are central OB-subalgebras of Fr∗D′Bζ and Fr∗DBζ respectively. Moreover, we
have a sequence
p∗OB×K×H → Z ′ζ → Zζ
of surjective OB-algebra homomorphisms.
We define a subvariety V of B × K × H by
V = {(B−g, k, t) ∈ B × K × H | gκ(k)g−1 ∈ t2ℓN−}.
We denote by
pV : V → B
the projection. The aim of this section is to prove the following.
Theorem 5.2. We have
Z ′ζ ∼= Zζ ∼= pV∗OV .
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5.2
Set
B˜ = N− \ G,
V˜ = {(N−g, k, t) ∈ B˜ × K × H | gκ(k)g−1 ∈ t2ℓN−}.
Lemma 5.3. V˜ is a connected smooth variety with dim V˜ = 2 dim B˜.
Proof. Set
W = {(N−g, x, t) ∈ B˜ × G × H | gxg−1 ∈ t2ℓN−},
W0 = {(N−g, x, t) ∈W | x ∈ N+H N−}.
Then W is a fiber bundle over B˜ whose fiber at the origin N− ∈ B˜ is isomorphic to H × N−.
Hence W is a smooth connected variety with dimW = 2 dim B˜. It follows that its Zariski open
subvariety W0 is also a smooth connected variety of the same dimension. Note that κ : K → G
is a composite of the Galois covering κ : K → N+H N− with Galois group Γ = {γ ∈ H |
γ 2 = 1} and the open embedding N+H N− → G. By V˜ ∼= W0 ×N+H N− K we see that V˜ is
a Galois covering of W0 with Galois group Γ . Hence V˜ is a smooth variety. It remains to show
that V˜ is connected. Since Γ acts transitively on the set X of connected components of V˜ , it is
sufficient to show that γ (X) = X for any γ ∈ Γ and X ∈ X . Since G was chosen to be simply-
connected, the group Γ is generated by elements γi ∈ Γ (i ∈ I ) with θϖ j (γi ) = 1 for i ≠ j and
θϖi (γi ) = −1. Hence it is sufficient to show that γi (X) = X for any i ∈ I and X ∈ X . By the
commutativity of Γ we have only to show that for any i ∈ I there exists some X ∈ X such that
γi (X) = X . Hence the proof is reduced to showing that for any i ∈ I there exists some v ∈ V˜
such that v and γiv are contained in the same connected component of V˜ . We may assume that
G = SL2(C). Then we can check the assertion by a direct computation. Details are omitted. 
We regard A1 as the ring of functions on the quasi-affine variety B˜. We also regard Z E (ℓ)ζ
as the ring of functions on B˜ × K × H . We denote by Z˜ ′ζ , Z˜ζ the sheaf of OB˜×K×H -algebras
corresponding to Z D′ζ (ℓ), Z D
(ℓ)
ζ respectively. In order to prove Theorem 5.2 it is sufficient to
show
Z˜ ′ζ ∼= Z˜ζ ∼= OV˜ ,
where V˜ is regarded as a reduced scheme.
Lemma 5.4. For ϕ ∈ A1(λ) ⊂ Aζ (ℓλ) with λ ∈ Λ+ we have
Ωi (ϕ) ∈ Z E (ℓ)ζ (i = 1, 2),
and we have
Ω1(ϕ)(N−g, (n1h, n2h−1), t) = ϕ(N−tℓgn2h−1), (5.2)
Ω2(ϕ)(N−g, (n1h, n2h−1), t) = ϕ(N−t−ℓgn1h) (5.3)
for g ∈ G, n1 ∈ N+, n2 ∈ N−, t, h ∈ H.
Proof. We may assume that ϕ ∈ A1(λ)ξ ⊂ Aζ (ℓλ)ℓξ .
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Take bases { fr }r , {vr }r of C[N−] and U (n−) respectively such that ⟨ fr , vr ′⟩ = δr,r ′ , where
⟨ , ⟩ : C[N−] × U (n−) → C is the canonical Hopf pairing. Define {xr }r ⊂ U+ζ ∩ ZFr(Uζ ) by
τ L(xr , y) = ⟨ fr , π(y)⟩ for any y ∈ U L ,−ζ . We can take {yr }r ⊂ U L ,−ζ , {y′s}s ⊂ Ker(π |U L ,−ζ ),
{x ′s}s ⊂ U+ζ , such that π(yr ) = vr for any r, {yr }r ⊔ {y′s}s is a basis of U L ,−ζ , {xr }r ⊔ {x ′s}s is a
basis of U+ζ , τ L(x ′s, yr ) = 0 for any r, s, and τ L(x ′s, y′s′) = δs,s′ . Then we have
Ω1(ϕ) =

r
(π(yr ) · ϕ)xr k−ℓξ e(ℓλ)+

s
(π(y′s) · ϕ)x ′sk−ℓξ e(ℓλ)
=

r
(vr · ϕ)xr k−ℓξ e(ℓλ) ∈ Z E (ℓ)ζ .
By Lemma 5.5 and the description of the isomorphism C[K ] ∼= ZFr(Uζ ) given in Section 1 we
obtain
Ω1(ϕ)(N−g, (n1h, n2h−1), t)
=

r
((vr · ϕ)(N−g)) fr (n2)θ−ξ (h)θℓλ(t)
= ((n2 · ϕ)(N−g))θξ (h−1)θλ(tℓ) = (n2h−1 · ϕ · tℓ)(N−g)
= ϕ(N−tℓgn2h−1).
(5.2) is proved. The proof of (5.3) is similar and omitted. 
The proof of the following result is standard and left to the readers.
Lemma 5.5. Let N be a unipotent algebraic group over C with Lie algebra n. Denote by
r vr⊗ fr the canonical element of (a completion of)C[N ]⊗U (n) with respect to the canonical
Hopf pairing C[N ]×U (n)→ C. Then for any finite dimensional rational N-module M we have
gm =

r
fr (g)vr m (g ∈ N ,m ∈ M).
We define Fi : B˜ × K × H → B˜ (i = 1, 2) by
F1(N
−g, (n1h, n2h−1), t) = N−tℓgn2h−1,
F2(N
−g, (n1h, n2h−1), t) = N−t−ℓgn1h
for g ∈ G, n1 ∈ N+, n2 ∈ N−, h, t ∈ H .
Lemma 5.6. The equations
ϕ ◦ F1(x) = ϕ ◦ F2(x) (ϕ ∈ A1)
for x ∈ B˜ × K × H give defining equations of V˜ , which is reduced at any point of V˜ .
Proof. Since B˜ is quasi-affine, the equations
ϕ(x) = ϕ(y) (ϕ ∈ A1)
for (x, y) ∈ B˜ × B˜ give defining equations of the diagonal subvariety
(B˜ × B˜)diag = {(x, x) | x ∈ B˜}
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of B˜ × B˜. Hence by the Cartesian diagram
V˜ −−−−→ (B˜ × B˜)diag 
B˜ × K × H −−−−→
(F1,F2)
B˜ × B˜
it is sufficient to show that (F1, F2) : B˜ × K × H → B˜ × B˜ is a smooth morphism. Define
α : B˜× K × H → B˜× K × H , β : B˜× K × H → B˜×G× H and γ : B˜×G× H → B˜× B˜ by
α(N−g, (n1h, n2h−1), t) = (N−tℓgn2h−1, (n1h, n2h−1), t),
β(N−g, (n1h, n2h−1), t) = (N−g, hn−12 n1h, t2),
γ (N−g, x, t) = (N−g, N−t−ℓgx)
for g, x ∈ G, n1 ∈ N+, n2 ∈ N−, h, t ∈ H . Let us show that β is smooth. For that it is
sufficient to show that N+× N−× H ∋ (n1, n2, h) → hn−12 n1h ∈ G is smooth. This morphism
is a composite of an isomorphism N+ × N− × H ∋ (n1, n2, h) → (h−1n1h, hn2h−1, h) ∈
N+ × N− × H and a smooth morphism N+ × N− × H ∋ (n1, n2, h) → n−12 h2n1 ∈ G. Hence
β is smooth. Then by the Cartesian diagram
B˜ × K × H (F1,F2)−−−−→ B˜ × B˜
α
 id
B˜ × K × H −−−−→
γ ◦β B˜ × B˜
and the smoothness of β it is sufficient to show that γ is smooth. Since the group G˜ = G × H
acts on B˜ from the right by N−g · (x, t) = N−t−ℓgx , we can identify B˜ with N˜− \ G˜, where
N˜− = {(x, t) ∈ G × H | t−ℓx ∈ N−}. Under this identification γ : (N˜− \ G˜) × G˜ →
(N˜− \ G˜) × (N˜− \ G˜) is given by γ (N˜− x˜, g˜) = (N˜− x˜, N˜− x˜ g˜), and hence the assertion is
clear. 
By Lemmas 5.4 and 5.6 we have a sequence
OV˜ → Z˜ ′ζ → Z˜ζ
of surjective homomorphisms of OB˜×K×H -algebras. Hence in order to prove Theorem 5.2 it is
sufficient to show that OV˜ → Z˜ζ is an isomorphism.
5.3
By De Concini–Procesi [10, 11.7] the center Z of E (ℓ)ζ is endowed with a Poisson algebra
structure by
{a, b} = [a, b]/ℓ(qℓ − q−ℓ) (a, b ∈ E (ℓ)A , a, b ∈ Z). (5.4)
Here
E (ℓ)A =

λ∈Λ+
AA(ℓλ)⊗UA ⊗ A[Λ] ⊂ EA.
Note that Z E (ℓ)ζ is a subalgebra of Z . We will show that Z E
(ℓ)
ζ is a Poisson subalgebra of Z .
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We endow CA⊗A UA with an A-algebra structure such that CA ⊗ 1, 1 ⊗UA are subalgebras
naturally isomorphic to CA,UA respectively, and
(1⊗ u)(ϕ ⊗ 1) =

(u)
u(0) · ϕ ⊗ u(1) (u ∈ UA, ϕ ∈ CA).
Then the center Z(Cζ ⊗Uζ ) of Cζ ⊗Uζ is endowed with a Poisson algebra structure by
{a, b} = [a, b]/ℓ(qℓ − q−ℓ) (a, b ∈ CA⊗A UA, a, b ∈ Z(Cζ ⊗Uζ )). (5.5)
Similarly to Lemma 5.1 we see that C[G] ⊗ ZFr(Uζ ) is a subalgebra of Z(Cζ ⊗ Uζ ). We first
give a description of the Poisson bracket of C[G] ⊗ ZFr(Uζ ).
Denote by k the Lie algebra of K . We identify K with a subgroup of G × G and regard k as a
subalgebra of g⊕ g. Namely,
k = {(h + a,−h + b) | h ∈ h, a ∈ n+, b ∈ n−}.
Denote by S the diagonal subgroup {(g, g) | g ∈ G} of G×G. Then its Lie algebra s is given by
s = {(x, x) | x ∈ g} ⊂ g⊕ g.
In particular, we have g⊕ g = k⊕ s. We sometimes identify S with G by (g, g)↔ g. Define a
symmetric bilinear form ϵ˜ on g⊕ g by
ϵ˜((x1, x2), (y1, y2)) = ϵ(x1, y1)− ϵ(x2, y2) (x1, x2, y1, y2 ∈ g),
where ϵ : g × g → C is the invariant symmetric bilinear form on g whose restriction to h × h
induces the bilinear form (1.1) on h∗. Then ϵ˜|k × k and ϵ˜|s × s are identically zero, and ϵ˜|k × s
is non-degenerate. In other words (g ⊕ g, k, s) is a Manin triple with respect to ϵ˜. In particular,
C[K ] and C[S] are Poisson Hopf algebras (see [11,10]). We will sometimes identify g∗ and k∗
with k and g respectively via the non-degenerate pairing ϵ˜|k× s and the identification g ∼= s.
In general let A be an algebraic group over C with Lie algebra a. For a ∈ a we define vector
fields La, Ra on A by
(La f )(g) = ddt f (g exp(ta))|t=0 (g ∈ A, f ∈ OA,g),
(Ra f )(g) = ddt f (exp(−ta)g)|t=0 (g ∈ A, f ∈ OA,g).
For ξ ∈ a∗ we define 1-forms L∗ξ , R∗ξ on A by
⟨La, L∗ξ ⟩ = ⟨Ra, R∗ξ ⟩ = ⟨a, ξ⟩ (a ∈ a).
By De Concini–Lyubashenko [9], De Concini–Procesi [10], Gavarini [14], and Tanisaki [27] we
have the following.
Proposition 5.7. C[G] ⊗ ZFr(Uζ ) is closed under the Poisson bracket (5.5). More precisely we
have the following.
(i) C[G] is closed under the Poisson bracket (5.5). Moreover, the isomorphism C[G] ∼= C[S]
induced by the identification G ∼= S preserves the Poisson structures, where C[S] is
regarded as a Poisson algebra via the Manin triple (g⊕ g, k, s). Namely, the Poisson tensor
δ ∈2 T G is given by
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δg((L
∗
η)g, (L
∗
η′)g) = ϵ˜(ps(Ad(g)(η)),Ad(g)(η′)),
δg((R
∗
η)g, (R
∗
η′)g) = −ϵ˜(ps(Ad(g−1)(η)),Ad(g−1)(η′))
for g ∈ G, η, η′ ∈ k ∼= g∗. Here, Ad : G → GL(g ⊕ g) is the restriction of the adjoint
action of G × G on g⊕ g to G ∼= S, and ps : g⊕ g → s is the projection with respect to
the direct sum decomposition g⊕ g = k⊕ s.
(ii) ZFr(Uζ ) is closed under the Poisson bracket (5.5). Moreover, the isomorphism ZFr(Uζ ) ∼=
C[K ] (see (1.36)) preserves the Poisson structures, where C[K ] is regarded as a Poisson
algebra via the Manin triple (g ⊕ g, k, s). Namely, the Poisson tensor δ ∈ 2 T K is given
by
δk((L
∗
ξ )k, (L
∗
ξ ′)k) = ϵ˜(pk(Ad(k)(ξ)),Ad(k)(ξ ′)),
δk((R
∗
ξ )k, (R
∗
ξ ′)k) = −ϵ˜(pk(Ad(k−1)(ξ)),Ad(k−1)(ξ ′))
for k ∈ K , ξ, ξ ′ ∈ g ∼= k∗. Here, Ad : K → GL(g ⊕ g) is the restriction of the adjoint
action of G × G on g ⊕ g to K , and pk : g ⊕ g → k is the projection with respect to the
direct sum decomposition g⊕ g = k⊕ s.
(iii) The restriction of the Poisson tensor δ ∈ 2 T (G × K ) with respect to (5.5) to T G ⊗ T K
is given by
δ(g,k)((L
∗
η)g, (R
∗
ξ )k) = ϵ˜(ξ, η)
for g ∈ G, k ∈ K , η ∈ k ∼= g∗, ξ ∈ g ∼= k∗.
Lemma 5.8. The Poisson structure of C[G] induces a Poisson structure of C[N− \ G].
Proof. It is sufficient to show that A1 is closed under the Poisson bracket of C[G] given by
{a, b} = [a, b]/ℓ(qℓ − q−ℓ) (a, b ∈ CA, a, b ∈ C[G]).
Let ϕ,ψ ∈ A1. Then we have {ϕ,ψ} = [a, b]/ℓ(qℓ − q−ℓ) for a, b ∈ CA such that a = ϕ and
b = ψ . We may assume a, b ∈ AA. Then we have {ϕ,ψ} ∈ C[G] ∩ Aζ = A1. 
For a ∈ g we denote by La the vector field on N− \ G induced by La . Namely,
(La f )(N
−g) = d
dt
f (N−g exp(ta))|t=0 (g ∈ G, f ∈ ON−\G,N−g).
Then we have a surjective linear map
g → T (N− \ G)N−g (a → (La)N−g)
with kernel Ad(g−1)(n−). Hence we have
T ∗(N− \ G)N−g ∼= {η ∈ g∗ | ⟨Ad(g−1)(n−), η⟩ = {0}}
∼= {η ∈ k | ϵ˜(Ad(g−1)(n−), η) = {0}}
= {(y1, y2) ∈ k | ϵ(Ad(g−1)(n−), y1 − y2) = {0}}
= {(y1, y2) ∈ k | y1 − y2 ∈ Ad(g−1)(b−)}.
For N−g ∈ N− \ G we set
kN−g = {η ∈ g∗ | ⟨Ad(g−1)(n−), η⟩ = {0}}
= {(y1, y2) ∈ k | y1 − y2 ∈ Ad(g−1)(b−)}.
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For η ∈ kN−g we define L∗η ∈ T ∗(N− \ G)N−g by
⟨La, L∗η⟩ = ⟨a, η⟩ (a ∈ g).
We easily obtain the following from Proposition 5.7.
Proposition 5.9. Z E (ℓ)ζ is closed under the Poisson bracket (5.4). Moreover, under the identifi-
cation Z E (ℓ)ζ
∼= C[N− \ G] ⊗ C[K ] ⊗ C[H ] the corresponding Poisson tensor of the manifold
(N− \ G)× K × H is given by
δ(N−g,k,t)(L
∗
η, L
∗
η′) = ϵ˜(ps(Ad(g)(η)),Ad(g)(η′)) (η, η′ ∈ kN−g),
δ(N−g,k,t)(R
∗
ξ , R
∗
ξ ′) = −ϵ˜(pk(Ad(k−1)(ξ)),Ad(k−1)(ξ ′)) (ξ, ξ ′ ∈ g),
δ(N−g,k,t)(L
∗
η, R
∗
ξ ) = ϵ˜(ξ, η) (η ∈ kN−g, ξ ∈ g),
δ(N−g,k,t)(L
∗
η, L
∗
λ) = −ϵ˜(Ad(g−1)(cλ), η)/2ℓ (η ∈ kN−g, λ ∈ h∗),
δ(N−g,k,t)((T
∗H)t , (T ∗K )k ⊕ (T ∗H)t ) = {0}.
Here, cλ for λ ∈ h∗ denotes the element of h such that µ(cλ) = (λ, µ) for any µ ∈ h∗.
Proposition 5.10. V˜ is a Poisson submanifold of (N−\G)×K×H with non-degenerate Poisson
tensor. In particular V˜ is a symplectic manifold.
Proof. Denote by
rad(δ(N−g,k,t)) ⊂ (T ∗(N− \ G))N−g ⊕ (T ∗K )k ⊕ (T ∗H)t
the radical of the Poisson tensor δ at (N−g, k, t) ∈ (N− \ G) × K × H . Then it is sufficient
to show ((T V˜)(N−g,k,t))⊥ = rad(δ(N−g,k,t)) for any (N−g, k, t) ∈ V˜ . Here, (T V˜)(N−g,k,t) is
identified with a subspace of (T (N− \G))N−g⊕ (T K )k ⊕ (T H)t , and ((T V˜)(N−g,k,t))⊥ denotes
the subspace of (T ∗(N− \ G))N−g ⊕ (T ∗K )k ⊕ (T ∗H)t which is orthogonal to (T V˜)(N−g,k,t)
with respect to the canonical pairing between the tangent and the cotangent spaces.
Let us first compute rad(δ(N−g,k,t)) using Proposition 5.9. Assume y = L∗η + R∗ξ + L∗λ ∈
rad(δ(N−g,k,t)) for η = (η1, η2) ∈ kN−g, ξ ∈ g, λ ∈ h. Note that the condition for (η1, η2) ∈ k
to be contained in kN−g is equivalent to
ϵ(Ad(g)(η1 − η2), n−) = {0}. (5.6)
By δ(N−g,k,t)(y, R
∗
ξ ′) = 0 for any ξ ′ ∈ g we haveAd(k−1)(η)−Ad(k−1)(ξ) ∈ s. (5.7)
By δ(N−g,k,t)(y, L∗µ) = 0 for any µ ∈ h∗ we have
ϵ(Ad(g)(η1 − η2), h) = {0}. (5.8)
By δ(N−g,k,t)(y, L
∗
η′) = 0 for any η′ ∈ kN−g we have
ps(Ad(g)(η))− Ad(g)(ξ)+ 12ℓcλ ∈ n−. (5.9)
By (5.6) and (5.8) we have
Ad(g)(η1 − η2) ∈ n−. (5.10)
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By Ad(g)(η) = (Ad(g)(η1),Ad(g)(η1))+ (0,−Ad(g)(η1 − η2))
and (5.10) we have ps(A˜d(g)(η)) = Ad(g)(η1). Hence (5.9) is equivalent to
ξ = η1 + Ad(g−1)(cλ/2ℓ+ z) (z ∈ n−). (5.11)
Substituting (5.11) to (5.7) we obtain
Ad(gκ(k)−1g−1)(cλ/2ℓ+ z) = cλ/2ℓ+ z + Ad(g)(η1 − η2). (5.12)
In the case (N−g, k, t) ∈ V˜ we have gκ(k)−1g−1 ∈ t−2ℓN− and hence
Ad(gκ(k)−1g−1)(cλ/2ℓ+ z)− (cλ/2ℓ+ z) ∈ n−.
Therefore, for each λ ∈ h∗ and z ∈ n− there exists unique η = (η1, η2) ∈ k satisfying (5.10),
(5.12). We conclude that rad(δ(N−g,k,t)) for (N−g, k, t) ∈ V˜ consists of
y(λ, z) = L∗η + R∗ξ + L∗λ (λ ∈ h∗, z ∈ n−), (5.13)
where η = (η1, η2) ∈ kN−g and ξ ∈ g are uniquely determined by (5.12) and (5.11). In particular
we have dim rad(δ(N−g,k,t)) = dim B˜. Since the codimension of V˜ in B˜ × K × H is also dim B˜,
we have only to show
⟨rad(δ(N−g,k,t)), (T V˜)(N−g,k,t)⟩ = {0}.
By the description of V˜ as a covering of an open subset of W (see proof of Lemma 5.3 for the
notation) we see easily that (T V˜)(N−g,k,t) is spanned by the tangent vectors La + Rb (a ∈ g, b =
(b1, b2) ∈ k) with
Ad(κ(k))(a)− a − Ad(κ(k))(b2)+ b1 = 0, (5.14)
and Rb′ + Lc (b′ = (b′1, b′2) ∈ k, c ∈ h) with
Ad(g)(b′1 − Ad(κ(k))(b′2))− 2ℓc ∈ n−. (5.15)
Take y(λ, z) as in (5.13), and set u = cλ/2ℓ+ z. For La + Rb satisfying (5.14) we have
⟨y(λ, z), La + Rb⟩
= ϵ(a, η1 − η2)+ ϵ(b1 − b2, ξ)
= ϵ(a,Ad(κ(k)−1g−1)(u)− Ad(g−1)(u))+ ϵ(b1 − b2, η1 + Ad(g−1)(u))
= ϵ(Ad(κ(k))(a)− a,Ad(g−1)(u))+ ϵ(b1 − b2, η1 + Ad(g−1)(u))
= ϵ(−b1 + Ad(κ(k))(b2),Ad(g−1)(u))+ ϵ(b1 − b2, η1 + Ad(g−1)(u))
= ϵ(Ad(κ(k))(b2)− b2,Ad(g−1)(u))+ ϵ(b1 − b2, η1)
= ϵ(b2,Ad(κ(k)−1g−1)(u)− Ad(g−1)(u))+ ϵ(b1 − b2, η1)
= ϵ(b2, η1 − η2)+ ϵ(b1 − b2, η1)
= −ϵ(b2, η2)+ ϵ(b1, η1)
by (5.11), (5.12). We have b1 ∈ h + n+, b2 ∈ −h + n−, η1 ∈ h′ + n+, b2 ∈ −h′ + n− for some
h, h′ ∈ h and hence
⟨y(λ, z), La + Rb⟩ = −ϵ(b2, η2)+ ϵ(b1, η1) = −ϵ(h, h′)+ ϵ(h, h′) = 0.
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For Rb′ + Lc satisfying (5.15) we have
⟨y(λ, z), Rb′ + Lc⟩ = ϵ(ξ, b′1 − b′2)+ λ(c)
= ϵ(η1 + Ad(g−1)(u), b′1 − b′2)+ λ(c)
= ϵ(u,Ad(g)(b′1 − b′2))+ ϵ(η1, b′1 − b′2)+ λ(c)
by (5.11). By u ∈ b− we have ϵ(u, n−) = {0}. Hence by (5.15), (5.12) we have
⟨y(λ, z), Rb′ + Lc⟩ = ϵ(u,Ad(gκ(k))(b′2)− Ad(g)(b′2))− ϵ(cλ/2ℓ, 2ℓc)
+ ϵ(η1, b′1 − b′2)+ λ(c)
= ϵ(Ad(κ(k−1)g−1)(u)− Ad(g−1)(u), b′2)+ ϵ(η1, b′1 − b′2)
= ϵ(η1 − η2, b′2)+ ϵ(η1, b′1 − b′2)
= −ϵ(η2, b′2)+ ϵ(η1, b′1)
= 0.
The proof is complete. 
Remark 5.11. We can similarly show that V is a connected symplectic manifold with dimV =
2 dimB (see [27]).
5.4
Let us finish the proof of Theorem 5.2. Set J1 = Ker(Z E (ℓ)ζ → Z D(ℓ)ζ ). Since Z E (ℓ)ζ →
Z D(ℓ)ζ is a morphism of Poisson algebras, J1 is a Poisson ideal of Z E
(ℓ)
ζ . Hence
√
J1 is also a
Poisson ideal. It follows that the support of Z˜ζ is a Poisson subvariety of B˜×K ×H contained in
V˜ . By Lemma 5.3 and Proposition 5.10 V˜ contains no non-empty Poisson subvariety except for
V˜ itself. Therefore, we have only to show Z˜ζ ≠ 0. Since A1 contains no non-trivial zero divisors,
the composite of A1 → Dζ → EndC(Aζ ) is injective, where A1 → Dζ is given by ϕ → ℓϕ .
Hence A1 → Z D(ℓ)ζ is also injective. It follows that Z˜ζ ⊃ OB˜ ≠ 0. The proof of Theorem 5.2 is
now complete.
6. Azumaya properties
6.1
By Lemma 5.1 and Theorem 5.2 Fr∗D′Bζ and Fr∗DBζ are sheaves of OB-algebras containing
pV∗OV as a central subalgebra. Hence we can consider their localizations
D˜′Bζ = p−1V Fr∗D′Bζ ⊗p−1V pV∗OV OV , D˜Bζ = p
−1
V Fr∗DBζ ⊗p−1V pV∗OV OV
on V . They are OV -algebras, and we have a natural OV -algebra homomorphism D˜′Bζ → D˜Bζ .
The first purpose of this section is to prove the following.
Theorem 6.1. We have
D˜′Bζ ∼= D˜Bζ .
Moreover, D˜Bζ is an Azumaya algebra of rank ℓ2|∆
+| on V . Namely, D˜Bζ is locally free as an
OV -module, and for any v ∈ V the fiber D˜Bζ (v) is isomorphic to the matrix algebra Mℓ|∆+|(C)
as a C-algebra.
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We need some preliminaries.
Lemma 6.2. For w ∈ W regard Θw ⊂ A1 as a subset of Eζ . Then with respect to the action
of B on Eζ we have T−1w−1 ⋆ Θe = Θw. Moreover, we have T ⋆ Z E
(ℓ)
ζ = Z E (ℓ)ζ for any T ∈ B.
Hence we have also T ⋆ Z D′ζ
(ℓ) = Z D′ζ (ℓ) and T ⋆ Z D(ℓ)ζ = Z D(ℓ)ζ for any T ∈ B.
Proof. The first half is already shown in Lemma 4.10. In view of Lemma 4.3 the only non-trivial
part is to show T±1i ⋆ A1 ⊂ Z E (ℓ)ζ for i ∈ I . Let ϕ ∈ A1. By Lemma 2.5 we have T±1i (ϕ) ∈ A1.
Then we see easily that T±1i ⋆ ϕ ∈ A1 ⊗ ZFr(Uζ ) by Lemma 4.3(ii). 
Lemma 6.3. D˜′Bζ is locally generated by ℓ2|∆
+| sections.
Proof. It is sufficient to show that for any w ∈ W the (Θ−1w Z D′ζ (ℓ))(0)-module (Θ−1w D′ζ (ℓ))(0)
is generated by ℓ2|∆+| elements. By Lemma 6.2 we have T−1
w−1 ⋆Θe = Θw and T−1w−1 ⋆ Z D′ζ (ℓ) =
Z D′ζ
(ℓ). Hence we may assume w = e from the beginning.
Note that (Θ−1e D′ζ
(ℓ)
)(0) is generated by the elements
 (u),  (Φ),  (e(λ)) (u ∈ Uζ ,Φ ∈ (Θ−1e Aζ )(0), λ ∈ Λ),
while (Θ−1e Z D′ζ
(ℓ)
)(0) is generated by the elements
 (u),  (Φ),  (e(λ)) (u ∈ ZFr(Uζ ),Φ ∈ (Θ−1e A1)(0), λ ∈ Λ).
We first show
 (ypkβp ) ∈  ((Θ−1e Aζ )(0)U=0ζ C[Λ])
for any p by induction on ht(βp). By Proposition 4.11 we can take λ, γ, ϕ, s as in Proposi-
tion 4.12 satisfying γ = βp, (Sx Lp )(ϕs−1) = 1 and (Sx Lp′)(ϕs−1) = 0 for p′ ≠ p with βp′ = βp.
Then the assertion follows from Proposition 4.12.
We next show
 (kµ) ∈  ((Θ−1e Aζ )(0)U+ζ )(Θ−1e Z D′ζ (ℓ))(0)
for any µ ∈ Λ. We see easily that there exists some λ ∈ Λ+ such that µ − 2λ ∈ ℓΛ. Write
 (kµ) =  (k2λ) (kµ−2λ). Then we have  (kµ−2λ) ∈ (Θ−1e Z D′ζ (ℓ))(0) by kµ−2λ ∈ ZFr(Uζ ).
Hence the assertion follows from Proposition 4.13.
It follows that
(Θ−1e D′ζ
(ℓ)
)(0) =  ((Θ−1e Aζ )(0)) (U+ζ )(Θ−1e Z D′ζ (ℓ))(0).
By definition U+ζ is a free U
+
ζ ∩ ZFr(Uζ )-module of rank ℓ|∆
+|. Moreover, (Θ−1e Aζ )(0) is a free
(Θ−1e A1)(0)-module of rank ℓ|∆
+| by Proposition 3.12. We are done. 
By (4.36) we have an OV -algebra homomorphism
Uζ ⊗Z(Uζ )OV → D˜Bζ ,
where Z(Uζ )→ OV is given by
V → K ×H/W (H/W◦) (∼= Spec Z(Uζ )) ((B−g, k, t) → (k, [t2]))
(see Corollary 1.7).
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We set
Hur = {t ∈ H | α ∈ ∆, θα(t)ℓ = 1 =⇒ θα(t) = ζ−(2ρ,α)},
Vur = {(B−g, k, t) ∈ V | t2 ∈ Hur }.
Note that W ◦ Hur = Hur . By Brown–Gordon [7, Theorems 2.5, 4.9] (see also [6, Theorem 4.3])
we have the following.
Proposition 6.4. Uζ ⊗Z(Uζ )OK ×H/W (Hur /W◦) is an Azumaya algebra of rank ℓ2|∆+| on K×H/W (Hur/W◦).
In particular, Uζ ⊗Z(Uζ )OVur is an Azumaya algebra of rank ℓ2|∆
+| on Vur . On the other
hand, since D˜Bζ is a quotient of D˜′Bζ , D˜Bζ is also locally generated by ℓ2|∆
+| sections. Hence
we obtain
Uζ ⊗Z(Uζ )OVur ∼= D˜Bζ |Vur
by Lemma 6.5. In particular, D˜Bζ |Vur is an Azumaya algebra of rank ℓ2|∆
+|.
Lemma 6.5. Let X be an algebraic variety over C, and let f : A → A′ be a homomorphism
of OX -algebras. Assume that A is an Azumaya algebra of rank n2 on X and that A′ is coherent
and locally generated by n2 sections as an OX -module. Assume also that the fiber A′(x) is not
zero for any x ∈ X. Then f is an isomorphism.
Proof. For each x ∈ X consider the C-algebra homomorphism fx : A(x) → A′(x) for the
fibers. Then fx is a non-zero homomorphism since it sends 1A(x) to 1A′(x) which is non-zero
by A′(x) ≠ {0}. Hence by the simplicity of A(x) we conclude that fx is injective. On the other
hand we have dimA(x) = n2 and dimA′(x) 5 n2 by our assumption. It follows that fx is an
isomorphism for any x ∈ X .
Define A′′ by the exact sequence
A→ A′ → A′′ → 0.
Then we have A′′(x) = {0} for any x ∈ X by the surjectivity of fx . Hence A′′ = {0} by
Nakayama’s lemma. It follows that f is an epimorphism.
Let us show that f is a monomorphism. We may assume that X is affine and A is free. Set
R = Γ (X,OX ), A = Γ (X,A), A′ = Γ (X,A′). We need to show that the homomorphism
F : A → A′ of R-modules corresponding to f is injective. Note that A is isomorphic to Rn2 . By
the injectivity of fx for x ∈ X the homomorphism Fm : R/m⊗R A → R/m⊗R A′ is injective
for any maximal ideal m of R. Hence by the commutative diagram
A
F−−−−→ A′ 
R/m⊗R A −−−−→
Fm
R/m⊗R A′
and Ker(A → R/m⊗R A) = mA we have
Ker(F) ⊂

m
mA ∼=

m
mRn
2 =

m
mR
n2
= {0}. 
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For µ ∈ Λ we define tµ ∈ H by
θλ(tµ) = ζ (λ,µ) (λ ∈ Λ).
Note that we have tℓµ = 1. We consider the automorphism
ξµ : V → V ((B−g, k, t) → (B−g, k, tµt))
of the algebraic variety V .
Lemma 6.6. We have
µ∈Λ
ξµ(Vur ) = V.
Proof. We need to show that

µ∈Λ t2µHur = H . Let t ∈ H , and set
∆′ = {α ∈ ∆ | θα(t)ℓ = 1}, Q′ =

α∈∆′
Zα.
Then it is sufficient to show that there exists some µ ∈ Λ such that θα(t) = θα(t2µ) for any
α ∈ ∆′. Note that t determines uniquely an element ϕ ∈ HomZ(Q′,Z/ℓZ) such that θα(t) =
ζ ϕ(α) (α ∈ ∆′). Hence our assertion is equivalent to the surjectivity of the map
2Λ→ HomZ(Q′,Z/ℓZ) (µ → [γ → (µ, γ )]).
By Dynkin [12, Theorem 5.2] there exist a root subsystem ∆˜ of ∆ satisfying
β∈∆˜
Qβ =

α∈∆
Qα
and a set of simple roots Π˜ of ∆˜ such that ∆′ ∩ Π˜ is a set of simple roots for ∆′. Set
Q˜ = 
α∈∆˜ Zα. Since the natural map HomZ(Q˜,Z/ℓZ) → HomZ(Q′,Z/ℓZ) is surjective,
it is sufficient to show that the map
2Λ→ HomZ(Q˜,Z/ℓZ) (µ → [γ → (µ, γ )])
is surjective. Set M˜ = HomZ(Q˜,Z). Then we have
HomZ(Q˜,Z/ℓZ) ∼= M˜ ⊗Z Z/ℓZ,
and 2Λ → M˜ (µ → [γ → (µ, γ )]) is an injective homomorphism of free Z-modules with
the same rank. Therefore, it is sufficient to show that |M˜/2Λ| is relatively prime to ℓ. Set
M = HomZ(Q,Z). Then we have inclusions
2Λ ⊂ Λ ⊂ M ⊂ M˜
of free Z-modules with the same rank. By
|Λ/2Λ| = 2|I |, |M/Λ| =

i∈I
(αi , αi )
2
and our assumption on ℓ it is sufficient to show that |M˜/M | is relatively prime to ℓ. Note
|M˜/M | = |Q/Q˜|. By Dynkin [12, Theorem 5.3] we have a sequence
∆˜ = ∆r+1 ⊂ · · · ⊂ ∆2 ⊂ ∆1 = ∆
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of root subsystems of∆ and sets Πi of simple roots for∆i such that Πi+1 = (Πi \ {γi })∪ {−θi }
for each i = 1, . . . , r , where γi ∈ Πi and θi is the highest root of the irreducible component
of ∆i containing γi . Set Qi = α∈∆i Zα, and write θi = γ∈Πi mγ γ . Then we see easily
that |Qi/Qi+1| = mγi . By our assumption on ℓ we can easily check that mγi is relatively prime
to ℓ. 
Lemma 6.7. For µ ∈ Λ the OV -algebras ξ∗µD˜Bζ and D˜Bζ are isomorphic locally on B. If
Proof. We will show
ξ∗µD˜Bζ |p−1V Bw ∼= D˜Bζ |p−1V Bw
for any w ∈ W . It is sufficient to verify that there exists a C-algebra automorphism of
Θ−1w D
(ℓ)
ζ (0) which induces
ξ∗µ : Θ−1w Z D(ℓ)ζ (0)→ Θ−1w Z D(ℓ)ζ (0)
under the identification p−1V Bw = SpecΘ−1w Z D(ℓ)ζ (0). Note that
Θ−1w D
(ℓ)
ζ (0)
∼= Θ˜−1w Dζ (0).
Hence the problem is to construct an automorphism of the C-algebra Θ˜−1w Dζ (0) satisfying
ϕ → ϕ, ∂z → ∂z, σλ → ζ (λ,µ)σλ (ϕ ∈ Θ−1w A1(0), z ∈ ZFr(Uζ ), λ ∈ Λ).
Take c ∈ Aζ (µ)w−1µ \ {0} ⊂ Θ˜w Then the automorphism
Θ˜−1w Dζ (0).→ Θ˜−1w Dζ (0) (P → c−1 Pc)
satisfies the desired property. 
By Lemma 6.6 we conclude that D˜Bζ is an Azumaya algebra of rank ℓ2|∆
+| on V . Recall that
there exists a surjection D˜′Bζ → D˜Bζ . By the arguments above there exists locally a generator
system of D˜′Bζ consisting of ℓ2|∆
+| sections which gives a (local) free basis of D˜Bζ . Hence
D˜′Bζ → D˜Bζ is an isomorphism. The proof of Theorem 6.1 is now complete.
By Theorem 6.1 and Lemma 3.9 we have the following.
Corollary 6.8. ω∗D′ζ ∼= ω∗Dζ .
Theorem 6.1 also implies the following.
Corollary 6.9. Z˜ζ coincides with the center of D˜Bζ . Hence Zζ coincides with the center of
Fr∗DBζ .
6.2
Define
δ : V → K ×H/W H
by δ(B−g, k, t) = (k, t), where H → H/W is given by t → [t2ℓ]. In the rest of this section we
will prove the following result.
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Theorem 6.10. For any (k, t) ∈ K ×H/W H, the restriction of D˜Bζ to δ−1(k, t) is a split
Azumaya algebra.
We need some preliminaries.
Lemma 6.11. Let A be an Azumaya algebra on an algebraic variety X. Assume that M is a
locally free right A-module of rank one. Then EndA(M) is an Azumaya algebra whose rank is
the same as that of A. Moreover, if A is a split Azumaya algebra, then EndA(M) is also a split
Azumaya algebra.
Proof. Let V be a finite-dimensional vector space over a field k and regard M = Endk(V ) as
a right Endk(V )-module by the right multiplication. Then the left multiplication of Endk(V )
induces a canonical isomorphism
EndEndk (V )(M) ∼= Endk(V ) (6.1)
of k-algebras. Hence the first half of our theorem holds. Let us show the second half. Assume
A = EndOX (W) for a locally free OX -module W . Then it is sufficient to show EndA(M) ∼=
EndOX (M⊗AW). This also follows from (6.1). 
Proposition 6.12. For any µ ∈ Λ there exists a locally free right D˜Bζ -module Lµ of rank one
such
ξ∗µD˜Bζ ∼= EndD˜Bζ (Lµ).
Proof. Note that Dζ is a Λ-graded Dζ -bimodule by the left and the right multiplications. Define
Dζ [µ] to be the Λ-graded Dζ -bimodule which coincides with Dζ as a Dζ -bimodule and the
grading is given by (Dζ [µ])(λ) = Dζ (λ+ µ). Then we obtain a Λ-graded D(ℓ)ζ -bimodule
Dζ [µ](ℓ) =

λ∈Λ
(Dζ [µ])(ℓλ) ((Dζ [µ](ℓ))(λ) = Dζ (µ+ ℓλ)).
Note that the left and the right actions of Z D(ℓ)ζ on Dζ [µ](ℓ) are different. In fact we have
z · P = P · ξ˜µ(z) (z ∈ Z D(ℓ)ζ ),
where ξ˜µ : Z D(ℓ)ζ → Z D(ℓ)ζ is the algebra automorphism corresponding to ξµ. Regard Dζ [µ](ℓ)
as a Z D(ℓ)ζ -module by the right action and consider its localization Lµ on V . Then the right
action of D(ℓ)ζ on Dζ [µ](ℓ) induces a right D˜Bζ -module structure of Lµ.
Let us show that Lµ is a locally free right D˜Bζ -module of rank one. For that it is sufficient to
show that j∗wω∗B(Dζ [µ](ℓ)) is a free right j∗wω∗B(D(ℓ)ζ )-module of rank one for any w ∈ W . Note
j∗wω∗B(D
(ℓ)
ζ )
∼= (D(ℓ)ζ ⊗A1 Θ−1w A1)(0) ∼= (Θ˜−1w Dζ )(0),
j∗wω∗B(Dζ [µ](ℓ)) ∼= (Dζ [µ](ℓ)⊗A1 Θ−1w A1)(0) ∼= (Θ˜−1w Dζ )(µ).
Take s ∈ Aζ (µ)w−1µ \ {0}. Then we have s ∈ Θ˜w, and the map
(Θ˜−1w Dζ )(0)→ (Θ˜−1w Dζ )(µ) (P → s P)
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gives an isomorphism of right (Θ˜−1w Dζ )(0)-modules. We have shown that Lµ is a locally free
right D˜Bζ -module of rank one.
On the other hand regard D(ℓ)ζ as a Λ-graded Z D
(ℓ)
ζ -algebra by the modified Z D
(ℓ)
ζ -module
structure given by
z ◦ P = ξ˜µ(z)P (z ∈ Z D(ℓ)ζ , P ∈ D(ℓ)ζ ).
Then the localization of D(ℓ)ζ on V with respect to the modifiedΛ-graded Z D(ℓ)ζ -algebra structure
coincides with ξ∗µD˜Bζ . Hence we obtain an OV -algebra homomorphism
ξ∗µD˜Bζ → EndD˜Bζ (Lµ)
induced by the left multiplication of D(ℓ)ζ on (Dζ [µ])(ℓ). By Theorem 6.1, Lemmas 6.5 and 6.11
this is an isomorphism. 
Let us finish the proof of Theorem 6.10. By Proposition 6.4 the assertion holds when t ∈ Hur .
The general case is reduced to this case by Proposition 6.12 and Lemma 6.11. The proof of
Theorem 6.10 is now complete.
Remark 6.13. Similarly to [5, Theorem 5.1.1(a)] we can show that for any (k, t) ∈ K ×H/W H ,
the Azumaya algebra D˜Bζ splits on the formal neighborhood in V of δ−1(k, t).
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