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In this issue ofNeuron, Kiani et al. (2015) show that the correlated activity of multiple simultaneously recorded
neurons can be used to identify, in a completely un-biased manner, distinct functional domains within pre-
frontal and (pre)motor cortex of macaque monkeys.More than a century ago, Brodmann and
fellow neuroanatomists observed lam-
ina-specific regional variations in the
density and appearance of neurons and
myelin sheets across sections of the hu-
man cerebral cortex. These pioneering
anatomists realized that regional differ-
ences in cyto-and myeloarchitectonic
properties could be leveraged to parcel
human cortex into distinct anatomical
modules, now known as Brodmann areas.
The same anatomical toolboxwas used to
define corresponding areas in several
other primate species, resulting in the first
detailed brain atlases (Brodmann, 1909).
Later, it became clear that anatomy
does follow function, with many of these
anatomically defined Brodmann areas in
nonhuman primates showing distinctive
functional characteristics (e.g., Essen
and Zeki, 1978). Although this holds true
for most early sensory areas, the corre-
spondence between cyto- and mye-
loarchitectonics and functionality is less
clear in higher-order associative cortex
(Geyer et al., 2011; Orban et al., 2004).
For these reasons, David Van Essen has
advocated the use of four complementary
criteria for defining boundaries of cortical
areas, including (1) cyto- and myeloarchi-
tectonics, (2) functional properties, (3)
anatomical connectivity, and (4) topo-
graphic organization such as retinotopy,
somatotopy, and tonotopy (Van Essen,
1985). Before the advent of noninvasive
imaging tools, this type of data could be
acquired only in monkeys, as it required
invasive approaches such as electro-
physiology and injection of anatomical
tracers. Although high-density receptive
field mapping and tracing experiments in
monkeys yielded details of the organiza-
tion in major portions of the cortex, pro-found controversies about its parcellation
remained, much of it a likely consequence
of undersampling and interpolation errors
(Vanduffel et al., 2014).
Technological developments in human
neuroimaging have mitigated some of
these disadvantages by obtaining reason-
ably detailed topographic and functional
information in vivo within the same indi-
viduals. However, measures of structure
and function obtained from neuroimaging
have a less-direct link to the physiological
measure of interest than do more invasive
techniques. For instance, the exact rela-
tionship between imaging-based mea-
sures of connectivity, including diffusion
tensor imaging and functional connectiv-
ity, versus ‘‘true’’ anatomical connectivity
remains amatter of intense debate. None-
theless, gross connectivity estimates can
now be obtained in vivo from human sub-
jects. Parenthetically, these noninvasive
methods have found their way back to
primate research, confirming and largely
extending the older maps based on inva-
sive experiments (Janssens et al., 2014;
Sallet et al., 2013). Moreover, the combi-
nation of traditional and imaging-based
parcellation data has exposed several
levels of modularity at areal, sub-areal
(e.g., columns), and supra-areal levels
(e.g., resting-state networks). Therefore,
an obvious question is whether similar
mechanisms drive the emergence of
functional modules at these different
spatial scales, or from a pragmatic exper-
imental point of view, whether the same
functional signatures can be used to iden-
tify them. Amore specific question relates
to functional resting-state networks that
show highly correlated activity at rest
but are also co-activated during specific
task conditions. These networks can beNeuron 85identified using fMRI but also have a
correlate in band-passed power fluctua-
tions of activity measured with EEG,
MEG, or ECoG (Mantini et al., 2007). The
relationship between such networks and
activity at the single-cell level, however,
remains poorly understood.
In this issue of Neuron, Kiani and col-
laborators report a breakthrough in this
respect by adding another clever tool to
investigate the functional topography of
cerebral cortex in an unbiased manner
(Kiani et al., 2015). Exactly as in resting-
state experiments (Yeo et al., 2014), their
approach is based on correlations, but
instead of correlating fMRI, EEG, or
MEG signals across brain regions, they
looked at the spatial distributions of corre-
lations in the responses of pairs of single
units. With chronically implanted Utah
arrays comprising 96 evenly distributed
electrodes, they collected spiking activity
simultaneously from several dozens of
neurons within a 4 3 4 mm2 patch of
monkey prefrontal area 8Ar. Although, at
least retrospectively, the specific task
constraints appeared irrelevant for the
observed results, the monkeys were
performing a direction discrimination and
a memory-guided saccade task during
data collection.
Next, they applied unsupervised clus-
tering algorithms to group the recorded
neurons based on their response similar-
ities. Specifically, they measured dissimi-
larity in activity for each pair of units,
yielding a dissimilarity matrix for all
possible pairs. Response dissimilarities
between the units were then visualized
using multi-dimensional scaling (MDS),
producing maps whereby the Euclidean
distance between two units represented
their pairwise response dissimilarity. In, March 18, 2015 ª2015 Elsevier Inc. 1155
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Previewsother words, the closer two units were
in these MDS maps, the more strongly
correlated their activity was. Critically,
the units were not homogeneously distrib-
uted across these MDS maps but could
be divided into distinct clusters. Finally,
the locations of neurons thus classified
were back-projected from MDS space
to their positions within the electrode
array, hence to specific locations in cor-
tex. Although the calculation of the dis-
similarity indices was entirely indepen-
dent of the physical locations of the
recorded units, the back-mapping re-
vealed that highly dissimilar units were
located at greater distances from each
other compared to pairs showing low
dissimilarity indices. Therefore, this anal-
ysis revealed that area 8Ar neurons can
be subdivided based on the covariation
of neural activity, and that these classes
form distinct spatially segregated clusters
within the prearcuate gyrus, referred to as
subnets.
Intriguingly, the task-evoked responses
of the neurons were not critical to identi-
fying these anatomically segregated sub-
nets, as they could be more easily identi-
fied based on variations in task-unrelated
residual activity typically considered as
noise. Moreover, the same subnet struc-
tures could be obtained when monkeys
performedwidely different cognitive tasks,
during the time between trials, or even
when idle. Making an implicit link with
resting-state networks, which are based
on the correlation of low-frequency brain
signals, the authors showed that the sub-
nets could be identified when the dissimi-
larity indices were calculated from a wide
range of low-frequency bands ranging be-
tween 0.01 Hz and 16.7 Hz. Hence, it is
tempting to speculate that the observed
subnets resemble ‘‘micro’’ resting-state
networks at (sub)areal level (see also
Wang et al., 2013). If true, the results may
indicate that the mechanisms driving
‘‘macro’’ resting-state networks can also
be traced back to correlations of neuronal
responses of widely separated single
units. It needs to be emphasized that this
critical piece of information cannot be
gleaned from EEG, MEG, or even ECoG
data, but awaits confirmation by applying
methods similar to those of Kiani et al.
(2015)on recordings fromneurons in sepa-
rate areas belonging to the traditionally
defined resting-state network.1156 Neuron 85, March 18, 2015 ª2015 ElseAlthough the identified subnets could
be retrieved from task-unrelated residual
responses of the neurons, these popula-
tions do carry slightly different physiolog-
ical properties. The subnet closest to
the arcuate sulcus provided a better pre-
dictor of the behavioral choices made
by the monkey, as well as reaction times.
As the authors noted, this is apparently at
oddswith their finding that commonnoise,
rather than task-evoked responses, drove
the segregation of neurons into subnets.
However, the dissimilarity matrices ob-
tained with task-related responses were
significantly correlated with those ob-
tained from the residual responses. This
is a very intriguing finding, since the infor-
mation that can be obtained from corre-
lating ‘‘noise’’ across units indicates, at
least to some extent, how the neurons
cooperate during task-related process-
ing. Again, this resembles a key feature
of resting-state networks in that brain re-
gions showing highly correlated activity
at rest are also co-activated during a
task (Jirsa et al., 2010).
Finally, when recordings were made
from arrays inserted into dorsal premotor
(PMd) and primary motor cortex (M1),
the MDS maps derived from the dissimi-
larity metrics revealed clearly segregated
clusters of neurons in M1 and PMd. The
same subnets in (pre)motor cortex were
revealed during a direction discrimination
task and a resting-state experiment when
themonkeys were simply idle. Thus, in the
motor cortex as in prefrontal cortex, task-
driven responses are not the primary
driver of the dissimilarity structures and,
hence, subnets.
Altogether, the patterns of correlated
noise can be used to isolate, in an entirely
unbiased manner, neuronal populations
sharing distinct features. As such, this
noise-based methodology can be used
to identify borders between functionally
segregated clusters of neurons or merely
to pre-select neurons in an unbiased
manner for further electrophysiological
characterization. The prefrontal data sug-
gest that area 8Ar contains at least two
subdivisions unpredicted by previous in-
vestigations of that area (although, see
prearcuate eccentricity/polar angle maps
in Janssens et al., 2014). It remains to
be seen whether the subnets are signa-
tures of functional subregions embedded
in a larger cortical area or, alternatively,vier Inc.a border between hitherto undetected
distinct areas. The (pre)motor data show
that a distinction can be revealed be-
tween different areas, but not necessarily
across domains at sub-areal level. As an
additional validation in distinguishing be-
tween these mutually non-exclusive pos-
sibilities, one should obtain dissimilarity
metrics on data obtained at the border
between two areas having distinct sub-
areal functional modules. A good example
would be an array that straddles the
border between V1 and V2, both of which
have distinct subcompartments, such as
the (inter)blobs in V1 and stripe compart-
ments in V2.
As mentioned above, the observations
made in the present study resemble those
obtained at the brain-wide scale using
resting-state fMRI-based functional con-
nectivity. Long-range inter-areal connec-
tions are thought to drive correlations in
brain signals across widely separated
areas. Combined fMRI-EEG as well as
large-scale ECoG studies have shown
that these spatial clusters at the whole-
brain scale can also be defined when
exploring temporal high-resolution elec-
trophysiological properties. However, the
current study was able to pinpoint a po-
tential neural substrate for the observed
functional networks at greater scales
since, unlike MEG, EEG, or ECoG, it was
based entirely on single-unit spiking activ-
ity. In contrast to the long-range connec-
tions giving rise to resting-state networks,
the correlated noise patterns observed in
the Kiani et al. (2015) paper probably
reflect intrinsic connectivity, since the
dimensions of the observed prefrontal
subnets approximate those of lateral
connections (from a few hundred microns
to several millimeters). Nevertheless,
similar mechanisms might lie at the origin
of large-scale resting-state networks. To
draw definite conclusions, however, it
will bemandatory to register simultaneous
spiking activity with far-separated elec-
trode arrays while recording fMRI or
large-scale ECoG signals. In any event, it
must be reassuring for the human imaging
community that functional connectivity
and resting-state networks can likely
be traced back to the activities of single
units. Moreover, Kiani et al. (2015) is
an excellent example of how imaging
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