We diagonalise the transfer matrix of boundary ABF models using bosonized vertex operators. We compute the boundary S-matrix and check the scaling limit against known results for perturbed boundary conformal field theories.
As for the ABF models, such a scheme was only recently used successfully [7] . The bosonization method of conformal field theory, by which the minimal unitary models were solved, was deformed to give a realization of the half transfer matrices of the ABF models.
The boundary problem has been studied in both lattice and continuum theories. In [8] , the vertex operator method was extended to the boundary XXZ model. The aim of this paper is to extend the bosonization method to the boundary ABF models.
We start from a known solution of the boundary Yang-Baxter equation [9] . We then introduce the boundary transfer matrix of Sklyanin-type in terms of a product of vertex operators. Our goal is to diagonalise the boundary transfer matrix. We shall give an explicit formula for the boundary vacuum state and compute the boundary S-matrix. The bosonization scheme of [7] is based on a cohomological construction. Thus, in the boundary ABF models, the physical spaces of states are realized as sub-quotients of the bosonic Fock spaces on which the screening operators act. One of the main points in our work is to show that the boundary vacuum states belong to the sub-quotients.
The scaling limit of the bulk ABF models in regime III is described by the φ (1, 3) deformations of the c = 1 − 6/r(r − 1) rational conformal field theories. In [10] and [11] , boundary S-matrices are computed for the perturbed r = 4 and r = 5 models on a half line (the Ising and Tri-critical Ising models respectively). We check that our boundary S-matrices agree with these results in the scaling limit.
The plan of the paper is as follows. Section 2 prepares the boundary Boltzmann weights and the transfer matrix. Section 3 is a summary of the bosonization scheme. We give the boundary vacuum state in Section 4, and compute the boundary S-matrices in Section 5. Section 6 takes the scaling limit. Appendix A gives useful formulas for operator products. Appendix B gives a proof of the eigenvector relation for the boundary vacuum states.
Bulk and boundary weights
We recall the Boltzmann weights of the ABF model, and set up the boundary transfer matrix in terms of the vertex operators.
The bulk weights
The ABF model has two parameters x and r. We assume that 0 < x < 1 and r 4 (r ∈ Z). We use the symbol [u] for the elliptic theta function. There are six kinds of configurations around a face and the corresponding Boltzmann weights are given as follows [1] .
2)
Here k is an integer such that 1 k r − 1, and the normalisation factor R(u) is given by
, ζ = x 2u , ρ(ζ) = (x 4 ζ; x 4 , x 2r ) ∞ (x 2r ζ; x 4 , x 2r ) ∞ (x 2 ζ; x 4 , x 2r ) ∞ (x 2+2r ζ; x 4 , x 2r ) ∞ . The Boltzmann weights satisfy the following relations.
Graphically, we represent
• Yang-Baxter equation 
The vertex operators
Consider the corner transfer matrices A(ζ), B(ζ), C(ζ), D(ζ) which represent the N W, SW, SE, N E quadrants, respectively. Let L l,k be the space of the eigenvectors of A(ζ) in the sector such that the central height is equal to k and the boundary heights are (l, l + 1). We denote by Φ (k+ε,k) (ζ) the half-infinite transfer matrix extending to infinity in the north. This is an operator
Similarly, we denote by Φ * (k,k+ε) (ζ −1 ) the half-infinite transfer matrix extending to infinity in the west. This is an operator
They satisfy the following relations.
• Exchange relation
• Duality
These operators are realized as vertex operators acting on the bosonic Fock space F l,k in Section 3.1.
The boundary weights.
We follow Sklyanin's scheme in dealing with the boundary ABF model [12] . Boundary weights
are given to the boundary configurations. We restricts to the diagonal case, ε = ε ′ , and use a solution of the boundary Yang-Baxter equation,
(2.10)
The solution is given by [9] 
Here the constant c is arbitrary. We choose to restrict c to lie in one of two separate regions parameterised by A) x 2c = −x 2b , −1 < b < 1; B) x 2c = x 2b , −1 < b < 1. We further restrict u to satisfy 0 < u < |b| < 1 in both regions. The overall factor in K k ± 1 k k u is determined later. We define the boundary transfer matrix
The boundary Yang-Baxter equation implies [12, 9] [T (k)
B (u) is represented by the following half-infinite transfer matrix
We also define the boundary Hamiltonian H (k) B in terms of the transfer matrix as
Our first question is about the ground state configuration, i.e., the largest eigenvalue eigenvector of T (k) B (u) in the limit x → 0. We know that in the bulk theory the ground state configuration of heights is given by the alternating sequence of l and l + 1. Because we have chosen to fix the heights at the right-most corners to be equal to k, it follows that the possible choices are l = k or k − 1. Let us compare K k ± 1 k k u . In fact, in the limit x → 0 we have
This is true in both regions A and B. Therefore, the ground state configuration for b > 0 is given by l = k, and for b < 0 it is given by l = k − 1. Next, let us fix the overall factor in the boundary weights. The normalisation will differ depending on whether b First, suppose b > 0, and setK
The corresponding boundary transfer matrixT
B (u)} is a commuting family, the eigenvalues ofT
B (u) also satisfy these equations. Assuming the analyticity of logt B (u) has the largest eigenvalue 1. The result is as follows
This normalisation of K (c) > k±1 k k u is valid for both regions A and B when b > 0. The case b < 0 is similar. It is even not necessary to repeat the calculation because we have a symmetry (c, k, ±) → (−c, r − k, ∓). Therefore, we have
In conclusion, we have fixed the normalisation of the boundary weights for b > 0 and b < 0 separately so that the largest eigenvalue of the boundary transfer matrix is 1. For completeness, we give two relations for T 
Bosonization
We follow [7] to obtain a bosonic realization of the spaces L l,k , their duals, and the vertex operators.
Boson Fock spaces
We use the bosonic oscillators
where
The operator P acts as
We also use operators K and L which act on F l,k , F * l,k as k and l, respectively. We use the convention of left action on F l,k and right action on F * l,k . Namely, the composition AB of operators A and B is such that B acts first on F l,k and A acts first on F * l,k .
Type I and II vertex operators
We define the type I vertex operators
The contour C for the z-integration in Φ − (ζ) is chosen in such a way that the poles from the factor
, and the poles from the normal ordering of the product Φ + (ζ)A(z) at z = 1/x 1+2nr ζ (n ∈ Z ≥0 ) are outside. The operator Φ ± (ζ) acts as
The value of K in Φ − (ζ) is k in both cases.
The type II vertex operators are
The contour C ′ for the z-integration in Ψ * − (ζ) is chosen in such a way that the poles from the
) and the poles from the normal ordering of the product Ψ *
The value of L in Ψ * − (ζ) is l in both cases. The vertex operators satisfy the following commutation relations.
Comparing (3.49)-(3.51) with (2.7)-(2.9), we see that Φ ε (ζ) and Φ * ε (ζ −1 ) provide a Fock space realisation of the half-infinite transfer matrices Φ (k+ε,k) (ζ) and Φ * (k,k+ε) (ζ −1 ) respectively.
We also have
where W ′ d c a b u is the Boltzmann weight with r replaced by r − 1, and
We then have a pole
Our bosonization is slightly different from than that of reference [7] . Firstly, we have changed ζ to ζ −1 in the definition of Φ ± . Secondly, our Φ − involves an extra factor of (−1) K−L over the corresponding object Ψ − of [7] . This factor arises because our Boltzmann weights W differ from U of [7] by a − sign in (2.3). This difference is simply a gauge transformation. Finally, our α m is equal to (−1) m α m of [7] . We introduce this factor in order to give the correct sign in the commutation relations (3.54).
Screening operators
We define two screening operators X and Y that have the properties [7, 13] .
They have the following bosonization.
It is proved in [13] that these expressions obey (3.62). Fix l (1 ≤ l ≤ r − 1) and k (1 ≤ l ≤ r). We have the following complexes.
We assume the following cohomological properties.
We will make the identification,
and conjecture that the coupling
induced from the coupling
is non-degenerate. In summary, we have bosonized the half-infinite transfer matrices Φ (k±1,k) (ζ) and Φ * (k,k±1) (ζ −1 ) by means of the type I vertex operators Φ ± (ζ) and Φ * ± (ζ −1 ), and also introduced type II vertex operators, which will play the role of creation operators of particles as we will see in the following section.
The Boundary States 4.1 Construction in the Fock space
In Section 2, we chose the normalisation of the bulk and boundary weights such that the maximal eigenvalues of the bulk and boundary transfer matrices in the large lattice limit were 1. In this section we describe how to construct the corresponding eigenvector in the bosonic Fock space F k,k or F k−1,k , depending on whether b > 0 or b < 0. We will then show that the eigenvector so constructed actually determines a non-zero residue class in the corresponding subquotient L k,k or L k−1,k .
The maximal eigenvectors |k, k c B and |k − 1, k c B are defined in both regions A and B (defined in Section 2.3) by,
We make the Ansatz that
The adjoint action of e on the bosonic oscillator modes is that of a Bogoliubov transformation. Namely, B (ζ) (2.12), and using the inversion property (3.51), we obtain
Solving these conditions for ε = +, we find
In order to show that (4.6) and (4.7) hold for ε = −, with D c,k m,i given by (4.8) and (4.9), we first consider (4.6) for k = 1. We find that, In a similar manner we construct dual maximal eigenstates in the Fock spaces F * k,k and F * k−1,k . These states are determined by the requirements,
As above we make the Ansatz that 
where m > 0. In terms of bosonized vertex operators, (4.13) and (4.14) become
Solving these equation, we find
Boundary vacuum states in the subquotients
We have constructed maximal eigenvectors |k − i, k, k c B ∈ F k−i,k , and dual eigenvectors c B k − i, k, k| ∈ F * k−i,k . In order to establish that these vectors actually give rise to the eigenvectors in the subquotients L k−i,k = Ker X 0 /Im X −1 and L * k−i,k = Ker X * −1 /Im X * 0 respectively, it is sufficient to show that, This integral is zero because of the anti-symmetry of the integrand under z → z −1 . For general |k − i, k c B this technique is rather complicated and it is simpler to proceed by other means. We observe that different boundary states are related to each other by the action of vertex operators. In particular we find that
Res ξ=−x 1+2c Ψ *
Here ∼ means equal up to scalar functions. We shall discuss (4.30) and other relations in more detail in Section 6. These relations are useful in this context because the screening charge X commutes with Φ(ξ), and Y commutes with Ψ * (ξ). Thus We establish condition (4.25) in a completely analogous manner. First we show the result for c B r − 2, r − 1| directly using,
(4.32) This integral vanishes because of anti-symmetry under the changes of variables zx 2 → z −1 x −2 . Again, different dual states are related to each other under the action of vertex operators. We find, and using (4.38), we find, 
General Eigenstates and The Boundary S-Matrix

General Eigenstates of T (k) B (ζ)
We construct general eigenstates of T (k) B (ζ) by using type II vertex operators. The technique closely parallels that used for the XXZ model [4, 8] . From (2.12) and (3.54) it follows that B (1) = id (which follows from the definition (2.12)), it also follows that,
Here, dn is the Jacobi elliptic function with nome x, and I and I ′ are the associated half-period magnitudes [2] . Thus it is possible to construct general continuous eigenstates of the form
with |ξ i | = 1. The physical picture of these excitations is of n kinks or domain walls that are free, i.e., not bound to the right boundary.
The Boundary S-Matrix
The boundary S-matrix describes the scattering of these kink states off the right boundary. Following [10] , we define the boundary S-matrix M (k−i,k) ε (ξ; r, c) by 5) where ξ = x 2α . Solving condition (5.4) and (5.5) We find,
where δ = πi 2 ln x , and K ′ indicates that r is replaced by r − 1 in the boundary weights. The boundary S-matrix elements are thus given in terms of the boundary Boltzmann weights (2.18)-(2.21) analytically continued to shifted arguments. Again, this is very similar to the situation for the boundary XXZ model [8] . The sole effect of the δ is to produce the minus sign in the shift
In order to discover discrete eigenstates of T (k) B (ξ) other than the maximal ones, we should examine the boundary S-matrix elements in search of simple poles in the physical strip. We identify the boundary physical strip as x < |ξ| < 1, and find just two simple boundary S-matrix poles which can lie in this region for the allowed values of c. Firstly, we find that there is a pole in M (k,k) − (α; r, c) at ξ = −x 1−2c . By explicit calculation, we have shown that this arises from a simple pole ∼ 1/(ξ + x 1−2c ) in Ψ * − (ξ)|k, k c B with residue
where |k − 1, k c B is an analytic continuation of (4.3) in c. Equivalently, this boundary S-matrix pole arises from a pole in c B k, k|Ψ − (ξ −1 ) at ξ = −x 1−2c . The residue at this pole is
The second pole that can lie in the boundary physical strip occurs in M (k−1,k) + (α; r, c) at ξ = −x 1+2c . This pole arise from one in Ψ * + (ξ)|k − 1, k c B with the following residue, 10) or equivalently from
There are no poles in M
(α; r, c) in the physical strip for either of the parameter regions A or B.
We shall now discuss the regions A and B separately and in more detail. First consider regime A, in which x 2c = −x 2b , −1 < b < 1. For b > 0 there is a unique ground state with energy eigenvalue zero. This is |k, k c B . For 0 < b < has has a pole at x 2c = ±x −1 , and c B k − 1, k|k − 1, k v B has a pole at x 2c = ±x.
The Scaling Limit
In this section we consider the x → 1 scaling limit of the bulk and boundary S-matrices. Parameterising ξ = x 2α , we shall identify πiα with the usual rapidity parameter θ in this limit. Our boundary physical strip becomes 0 < Im θ < π/2 as in [14] 1 . The pole at ξ = x 1−2|b| in region A thus lies on the imaginary axis in the θ plane. It is a physical strip pole that may be interpreted as a bound state. The pole at ξ = −x 1−2|b| in region B moves off to infinity in the scaling limit. The energy of the associated state becomes infinite, as the one particle energy band becomes infinity high, and it should no longer be considered as a bound state. It is for region A that we shall construct the scaling limit of the bulk and boundary S-matrices.
A gauge transformation
Before taking the scaling limit we carry out the following gauge transformation:
where ξ = x 2α . The effect of this gauge transformation is to yield bulk and boundary S-matrices S andM that have the conventional crossing and boundary crossing/unitarity relations (a rather similar gauge transformation was carried out in reference [15] in order to yield a crossing symmetric S-matrix from RSOS Boltzmann weights). Written in terms of these gauge transformed objects, equations (3.53),(5.4) and (5.5) become,
That of r = 5 should correspond to that of the massive φ (1,3) perturbation of the tri-critical Ising model [16, 11] .
The r = 4 model
For r = 4, there are just two S-matrix elements. Reading off from equations (6.5), (6.1), and (2.1)-(2.3), we find
14)
This is the behaviour expected for a free fermion theory. In order to define the scaling limit of the boundary S-matrix elements given by (6.2), (5.6) and (5.7), we must scale ξ = x 2α . We consider region A in which we have the parameterisation x 2c = −x 2b with −1 < b < 1. We find that in the limit x → 1 We now compare these expressions with the boundary S-matrices for the Ising model derived in reference [10] . We find that (6.16) and (6.17) agree with the boundary S-matrices for 'fixed' and 'boundary magnetic field' boundary conditions given in (4.10) and (4.27) of [10] if we identify the rapidity θ = πiα, and the magnetic field parameter κ = cos(πb). In addition, setting b = 0 in (6.17) gives the boundary S-matrix for 'free' boundary conditions as given in (4.16) of [10] .
The r = 5 model
There are just four independent non-zero S-matrix elements in this case. Their scaling behaviour is given by,
where,
19) The function F (α) has the properties
(6.20)
are the S-matrix elements given in references [16, 11] . (note however that F (α) is convergent, unlike S(θ) of references [16, 11] ). The representation of F (α) in terms of Γ functions was obtained using the limiting behaviour of (p z ; p) ∞ discussed in Section 7.2. The integral representation was constructed by taking the limit of the infinite sum that occurs in log(p z ; p), and is equal to the expression given in reference [17] . It is simple to show that the two representations agree by making use of the integral representation of log(Γ). The symmetry of M
(ξ; r, −c) means that there are four independent boundary S-matrices. They have the following scaling limits:
(6.22) P min (α) has the properties P min (α)P min (−α) = 1, and
The latter is shown most simply by using the integral representation of both sides. R (−1) , P − (θ) and R ± (θ) are the boundary S-matrices of reference [11] , and γ is defined in [11] as e 2πiγ = 2 (we identify α = θ πi , and πb = ξ − π 2 , where ξ is the magnetic field variable of reference [11] ). We have checked that the scaling limits of our bulk and boundary S-matrices obey the continuum Yang-Baxter, crossing, and unitarity conditions, and we should comment on overall factors by which our results differ from those of references [16, 11] . If we wished, we could remove the overall − sign in our S-matrices by a gauge transformation. However we choose to keep it because it introduces the tan π(α/2 − 1/4) factor in the boundary S-matrices. As pointed out in reference [11] , we expect a simple pole in M (α; r, c) = M + (1,2) (α; r, −c). The absence of the remaining e γθ in the boundary S-matrix elements of [11] appears to be a simple error. Its presence is necessary to ensure boundary crossing/unitarity.
Discussion
In summary, we have extended the bosonization scheme of reference [7] to the boundary ABF models. Specifically, by making use of bozonized vertex operators we have constructed boundary states |k − i, k c B , and the associated boundary S-matrices. We have initially constructed |k − i, k c B in the bosonic Fock space F k−i,k , and then shown that it determines a non-zero residue class in L k−i,k under some assumptions on the cohomological construction proposed by Lukyanov and may be interpreted as a bound state of |k − 1, k c B with a + kink. This bound state is stable for − 1 2 < b < 0. General continous eigenstates of the boundary transfer matrix are constructed by acting with the type II vertex operators Ψ * ε on the discrete states |k − i, k c B . The scaling limit of our bulk and boundary S-matrices should be those associated with the φ (1,3) perturbation of the c = 1 − 6/r(r − 1) rational conformal field theories. For r = 4 and r = 5 we have checked our scaling limit against the results for these perturbed boundary conformal field theories which are available in the literature.
There are several directions in which this work may be exploited and extended. Using our bosonized expressions for the bounds states and vertex operators, it is possible to write down integral expression for arbitrary equal time correlation functions of local operators of the theory. This may be done by a simple extension of the technique presented in [8] . Integral expressions for form factors may be derived in the same manner. Difference equations for the correlation functions and form factors may be derived following the approach of [18] . The results could be extended to A (1) n−1 face models using the bosonization scheme of reference [19] . The next step in the proof is show that if (B.6)
The equality of the two sides is then established using (B.5) and the identity
We have now completed the inductive steps. In Section 4 we proved (4.6) for ε = − and k = 1 ((4.6) with ε = + and general k is true by construction). The proof of (4.6) and (4.7) is complete.
