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Abstract
Fluids and plasmas in a near dissipationless regime commonly exhibit well-deﬁned, coherent structures. We observe these directly
in weather patterns, in the zonal jets on Jupiter and the Great Red Spot, in sunspots and magnetic coronal loops, etc. In fact,
observations of coherent structures are so widespread that we seldom question why. Such ﬂuids and plasmas are very large order
dynamical systems, and therefore appear to have ample freedom to explore near endless states or conﬁgurations. Why are so many
of these structured — or why do these systems prefer to be in a structured state? In molecular dynamics, by contrast, despite the
large numbers of degrees of freedom, structured states are extremely improbable. In this paper, we explore what makes ﬂuids in
particular favour structured states.
c© 2012 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Yuli Chashechkin and David Dritschel.
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1. Introduction
Coherent structures are known to emerge spontaneously in many complex physical systems. Examples include
vortices, fronts and jets in nearly-inviscid ﬂuids, such as the Earth’s oceans and planetary atmospheres, as well as
current sheets, magnetic vortices in magnetised ﬂuids, density fronts in plasmas, billows and layers in density-stratiﬁed
ﬂuids, etc — see ﬁgs. 1, 2, 3, & 4. The emergence of such order appears to be common in systems governed
by nonlinear partial differential equations (PDEs), particularly when dissipative mechanisms are very weak and the
effective number of degrees of freedom is very large. This paradoxical state-of-affairs, whereby order is favoured
in systems with almost unlimited degrees of freedom, clashes with popularly held notions like the ‘butterﬂy effect’,
which is often used to explain the sensitivity of weather to small perturbations. Order enhances predictability, and
physical systems like climate are full of order, from planetary scale circulation patterns to tornadoes. And, in many
systems, this order contains a high proportion of the total energy: order is important.
On the other hand, there is nothing transparent in the governing PDEs that reveals this tendency for order, for
the emergence of coherent structures which go on to dominate a system’s evolution. A promising idea arising from
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Fig. 1. Order out of chaos: Potential vorticity ﬁeld q(x,y, t) in a single-layer channel ﬂow at non-dimensional times t = 0, 5 and 400 (left to right).
Adapted from [1].
Fig. 2. Structure formation in two-dimensional magneto-hydrodynamic turbulence: Late time vorticity and current density ﬁelds for a weak
magnetic ﬁeld (left pair of images) and for a strong magnetic ﬁeld (right pair of images). Adapted from [2].
Fig. 3. Inviscid two-dimensional turbulence: vorticity at non-dimensional times t = 0, 3 and 14 (left to right).
Fig. 4. Wave-breaking leading to turbulence: Instability of a large-scale internal wave in a stratiﬁed ﬂuid resulting in small-scale billows and
eventual collapse into turbulence. Adapted from [3].
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theoretical studies of geophysical ﬂuid dynamics, and one which has the potential to unify many disparate physical
systems, centres on the interplay between waves and turbulence [4, 5]. This interplay can produce structure, as ﬁrst
pointed out by O. M. Phillips [4] in density stratiﬁed ﬂows. There, turbulence leads to mixing in some regions,
reducing gradients in density there. Mixing results from breaking gravity waves (isosurfaces of constant density). As
the background density gradients are reduced, so too is the ‘elasticity’ of the gravity waves, facilitating further wave
breaking, a further reduction in gradients and so on. Between these regions of enhanced mixing, interfaces form,
and just the opposite happens: as the interfaces form, density gradients increase, thereby increasing the elasticity
of gravity waves, and stabilising the interface against wave breaking. This is an example of a positive feedback
mechanism which, for stratiﬁed ﬂows, leads to layering [6, 7]. This layering implies that the waves and turbulence
have conspired to steepen density gradients in places, which at ﬁrst sight appears to be ‘anti-frictional’ behaviour.
But it is not; rather it is the waves which have enabled this to occur. The waves allow ‘action at a distance’ and a
closely-related vertical transport of density that is now well understood [5].
The same mechanism is found to operate in geophysical ﬂows like those occurring in the atmosphere, the oceans
and in other planetary atmospheres [5, 8, 1, 9]. Only now the mechanism applies to the quasi-horizontal breaking
of ‘Rossby waves’ [10, 11] and results in the formation of intense jets like ocean currents [12, 13], the jet stream
[14], as well as the banded circulation patterns seen on Jupiter and the other giant gas planets [15, 16]. Intermingled
and interacting with these jets are coherent vortices or eddies, which may be either transient or exceedingly long
lived as in the case of Jupiter’s Great Red Spot [17]. These structures, too, can be thought of arising from the
same wave–turbulence positive feedback mechanism. The waves ride on quasi-horizontal gradients of ‘potential
vorticity’, a scalar quantity involving both rotation and stratiﬁcation that remains nearly unchanged on ﬂuid particles
in many circumstances. Like in the density-stratiﬁed example previously discussed, turbulence results in potential-
vorticity mixing in some regions, reducing gradients there, and promoting further mixing. Between these mixed
regions, interfaces (frontal zones of sharp potential vorticity gradients) form, enhancing ‘Rossby wave elasticity’,
and stabilising the interfaces. But distinct from the density-stratiﬁed example, the interfaces induce a further positive
feedback: shear [18]. Strong ﬂows, ‘jets’, develop wherever potential vorticity gradients are enhanced, due to the
dynamical link between potential vorticity and velocity (analogous to that between vorticity and velocity in a classical
ﬂuid [19]). In the vicinity of these jets (which can equally well lie at the edges of intense vortices), the velocity
ﬁeld varies rapidly. This shear ﬂow serves to protect the jets from further effects of the turbulence, for instance by
overwhelming weak eddies which approach too close [5]. As a result, the positive feedback mechanism is further
enhanced, creating long-lived energetically-dominant coherent structures.
2. An example
We next illustrate some of the varied forms of structure formation in a geophysical ﬂow model. This model, called
the ‘quasi-geostrophic’ (QG) model [20, 21], has been widely used for decades to explore basic characteristics of
atmospheric and oceanic ﬂows. Here, we consider one of the simplest versions of this model, namely that for a
single-layer shallow-water (SW) ﬂow. In this ‘QGSW’ model, the ﬂuid ﬂow is entirely controlled by the advection
of an active scalar called the ‘potential vorticity’ (PV), q. That is, the spatial distribution of q(x, t) at any time t fully
determines the velocity u and thermodynamic ﬁelds (here just density for an incompressible ﬂuid). While this is not
generally true for the full system of equations from which the QGSW model is derived, it is often an exceptionally
good approximation due to the negligible impact of non-PV related (gravity wave) motions [22, 23, 24, 25, 26, 27, 28].
The QGSW closely resembles the familiar two-dimensional ﬂuid model, when written in a streamfunction–vorticity
form. The governing equations consist of a single time evolution equation for the PV
Dq
Dt
≡ ∂q
∂ t
+u ·∇q = F +D (1)
where F and D represent forcing and damping (see below), and ‘inversion relations’ giving the velocity ﬁeld u in
terms of q
∇2ψ− ψ
L2D
= q− f (y) (2)
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u =−∂ψ
∂y
; v =
∂ψ
∂x
(3)
where LD is the Rossby deformation length, deﬁned by
√
gH/ f0, where g is the acceleration due to gravity, H is the
mean ﬂuid depth, and f (y) = f0 +βy is the background ‘planetary vorticity’ (twice the rotation rate).
The parameter β representing the planetary vorticity gradient gives rise to a fundamental anisotropy in this system,
favouring east-west motions over north-south ones [29]. Notably, small-amplitude linearised wave motions about a
state of rest obey the dispersion relation
ω =
−βk
k2 + 2 + k2D
(4)
where k and  are the horizontal and meridional components of the wave vector, and kD = 1/LD. These ‘Rossby’
waves propagate westwards (since β > 0) at the phase speed c = ω/k. Moreover, they are highly dispersive.
What do these waves have to do with coherent structure formation? Waves typically restore a system to equilibrium,
although without damping, there is an oscillation about equilibrium. Here, Rossby waves are displacements of the
planetary vorticity contours, q = constant, from their undisturbed resting positions, y = constant. In a hypothetical
ﬂow starting from a spatially-localised disturbance, in time the Rossby waves disperse predominantly westwards and
continually decay in amplitude, assuming an unbounded space. In reality, geophysical ﬂows are disturbed everywhere
by a variety of processes including small-scale convection and thermal/chemical heating by the sun. And, ﬂows of
interest are all bounded. This situation is very different than the hypothetical one just discussed. Now disturbances
propagate and disperse, but do not decay in amplitude. Waves are omnipresent.
Rhines [29] studied this problem, in the so called ‘barotropic’ limit LD → ∞ (which has been nearly exclusively
studied ever since). He argued that if the disturbances have some typical energy density U2 (kinetic energy per
unit area), then after sufﬁcient time, structures will emerge having a meridional scale LRh =
√
U/β , now known as
the ‘Rhines scale’. His argument adapted the spectral cascade theories of two-dimensional turbulence to anisotropic
ﬂows with β > 0. Nonlinear transfers across spectral space preferentially lead to an accumulation of energy around the
meridional wavenumber Rh = 1/LRh and the horizontal wavenumber k = 0 corresponding to zonal motions (see [21]
for a review). This led Rhines to hypothesise that these zonal motions correspond to the zonal jets seen in planetary
atmospheres.
What is lacking from this argument is any understanding of the physical space processes behind the formation
of zonal jets. Only recently have we identiﬁed the breaking of Rossby waves and the subsequent inhomogeneous
mixing as the fundamental processes operating [5]. The background planetary vorticity f (y) = f0 +βy is an unstable
equilibrium, in the sense that even small disturbances eventually result in wave breaking and mixing [8, 9]. And,
as the mixing acts to homogenise the PV in some places, it cannot do this everywhere and still preserve the global
contrast of planetary vorticity in a ﬁnite ﬂuid domain. This means that there will be places where the gradients in
PV actually steepen, and it is precisely in these places where jets emerge [5]. This is a direct consequence of ‘PV
inversion’: sharp gradients in PV induce eastward jets having u > 0. By continuity, westward counter-ﬂows occur in
the zones of homogenised PV between jets.
While the Rhines scale LRh =
√
U/β provides an estimate of the scale on which jets emerge, it alone cannot
determine the spacing of fully developed jets [9]. First of all, as jets emerge, the linear dispersion relation (4) derived
for a basic state ﬂow at rest no longer applies. Second, most ﬂows of interest are weakly forced and damped, not by
viscosity which is negligible for planetary atmospheres and the oceans, but by thermal effects or by bottom friction.
This brings in additional length scales, minimally the ‘anisotropy length’ [30] deﬁned by Lε = 5
√
ε/β 3 where ε is rate
of energy input by the forcing, and this additional length complicates the Rhines picture [31]. Indeed, recent results
for the barotropic limit LD →∞ in [9] demonstrate that there is much more to jet formation than originally envisioned.
In particular, the intensity and spacing of jets is controlled by the ratio LRh/Lε , with a ‘staircase’ like PV distribution
emerging for LRh/Lε =O(10).
It is then little wonder why so little attention has been paid to the case of ﬁnite LD — a third length scale now
enters. For the oceans in particular, LD is small (40–80km) compared to basin scales [32], and many ocean vortices
have scales comparable to or larger than LD. On the giant gas planets, there are indirect observations to suggest LD is
small compared to many of the larger vortex structures [33, 34]. While these ﬂows are certainly not two-dimensional,
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the QGSW model in these contexts actually describes the two-dimensional structure of the energetically-dominant
vertical mode [20, 21], which is surface trapped in the oceans and argued by some to be in the ‘weather layers’ of the
gas giants (this is based on shallow-water modelling experiments successfully reproducing many observed features
[35]).
In what follows, we focus on the new features which emerge when LD is small compared to the system scale.
To this end, we discuss the results of a few selected numerical simulations of forced, damped QGSW ﬂows. The
numerical method used, ‘CLAM’ [36], is arguably the most accurate method presently available for this purpose, and
it is many times more efﬁcient than commonly-used methods like pseudo-spectral [37, 38]. This accuracy is crucial
when studying very weakly forced and damped ﬂows over extraordinarily long times. It is under these conditions,
which are well met in planetary atmospheres and the oceans [16], that coherent structures emerge in their most striking
fashion.
The computational domain is taken to be a doubly-periodic box of convenient dimensions 2π by 2π . We ensure
all other scales, LRh, Lε and LD are small compared to 2π so that the domain scale has no signiﬁcant inﬂuence on the
results reported. We start from a state of rest, u = 0, and spin up the motion by injecting weak, small-scale vortex
dipoles [9] crudely parametrising the effects of small-scale convection (details will be provided in a forthcoming
comprehensive study). At the weakest forcing rate, 24800 dipoles are injected per unit time. To gauge the time scale,
when the damping rate is r = 0.0004, it takes 2500 units of time to reach one characteristic damping period T = 1/r.
Simulations are run for 10T in all cases (implying the injection of at least 6.2× 108 dipoles over the course of the
simulation). In short, the forcing is meant to be as homogeneous as possible.
To permit the ﬂow to reach a statistical equilibrium, some form of damping is required. Most researchers have
applied ‘linear’ damping proportional to the vorticity, D =−r∇2ψ , as a simple model of the effects of ‘bottom drag’
or ‘Ekman friction’ (see [39] for a discussion). Such damping, while perhaps appropriate in the oceanic context, is
not in the context of the gas giant planets. Instead, damping occurs radiatively [34, 40], and is modelled by D = rψ
(note, in the QGSW model ψ is proportional to temperature differences relative to a ﬁxed background). This form of
‘thermal’ damping operates selectively on large scales, whereas frictional damping is uniform across all scales. The
difference is important as highlighted in a recent comparative study [35].
We take the ‘planetary vorticity gradient’ β = 16π , without loss of generality, and choose the strength of the
injected dipoles small enough so that the Rhines scale LRh =
√
U/β  2π , the domain scale. This cannot be assured
a priori, since we only have an estimate ofU from the kinetic energy once the ﬂow has reached statistical equilibrium.
Nonetheless, this inequality is well-satisﬁed in the simulations reported. Similarly, the forcing controls the ‘anisotropy
length’ Lε = 5
√
ε/β 3, where ε is the rate of kinetic energy being input by the forcing. This length is also ensured to
be small compared to 2π .
We ﬁrst illustrate the ﬂow evolution in two very different cases, having identical forcing and damping (both at
their weakest levels) but Rossby deformation lengths LD = 1/4 and 1/16, respectively shown in ﬁgs. 5 and 6. Both
cases show the rapid development of structure, here exceedingly sharp gradients in potential vorticity (effectively
discontinuous), from early times. The number of structures is greater early on, and their intensity is weaker (note: the
intensity of a jet is proportional to its jump in q, in fact u ≈ ΔqLD/2, when the spacing between jets > LD [41, 5]).
The proliferation of weaker structures early on, before one damping period t = 1/r, makes sense as in this period the
ﬂow is gaining kinetic energy (∼U2/2) from the forcing, so Rhines’ characteristic scale LRh =
√
U/β is increasing.
This may be thought of the ‘jet emergence scale’, although here the ﬂow is continually changing, deﬁning new scales
for jet emergence.
A striking feature of the two simulations is the widespread presence of nonlinear waves, some of which can be
seen to be in the process of breaking (try zooming on the ﬁgures). This wave breaking is central to the appearance of
coherent structures and jet development. As explained already, the wave breaking results in inhomogeneous mixing,
leaving ever steeper gradients at the ever stronger jets. In the barotropic limit LD → ∞, this results in a ‘staircase’
form of the potential vorticity ﬁeld at sufﬁciently weak forcing and damping [9]. Here too, the potential vorticity q is
well homogenised between the jets (in the ﬁgures, q− f is shown, so between the jets one sees the linear variation in
f = f0 +βy). However, the jets for ﬁnite LD are decidedly more wavy, and get more so as LD decreases.
To quantify this, we have computed the kinetic energy density K = |u|2/2 and picked out the most energetic
structures by identifying contiguous regions where K exceeds 4 times its domain average. The results are shown in
ﬁg. 7, where we have included a further case at yet smaller Rossby deformation length on the right. This diagnostic
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Fig. 5. Potential vorticity anomaly ﬁeld, q− f , at three selected times, for a ﬂow with a moderate Rossby deformation length LD = 1/4, and for
the weakest forcing and damping considered, r = 0.0004. Negative values are dark and positive values are light, with a linear scale between black
and white (used for the minimum and maximum value of q− f in the domain). Times shown (from left to right) are t = 0.4/r, 2/r and 10/r. Here,
based on time-average ﬂow properties over the last half of the simulation, LRh = 0.1604286 and Lε = 0.0220996.
Fig. 6. As in ﬁg. 5 but for a ﬂow with a small Rossby deformation length LD = 1/16. Here, based on time-average ﬂow properties over the last
half of the simulation, LRh = 0.0742380 and Lε = 0.0119305.
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Fig. 7. Kinetic energy density K ﬁeld, with additional thin contours outlining contiguous regions of intense kinetic energy (bright), for the two
cases illustrated above for LD = 1/4 and LD = 1/16 (left and middle panels), and an additional case with smaller Rossby deformation length,
LD = 1/32 (right panel).
shows that the emerging structures are not quasi-zonal jets, as in the barotropic limit [9], but a mix of wavy, ﬁnite-
length jets and, more commonly as LD decreases, vortices. The latter exhibit small ‘ring jets’, a belt of high tangential
velocity at the vortex edge.
So, we have seen that ﬁnite LD gives rise to the formation of coherent vortices and wavy jets. On a more general
level, we have found that, despite qualitatively altering the ﬂuid dynamical system, coherent structures spontaneously
emerge, grow, and come to dominate the system’s evolution — when forcing and damping are realistically weak. This
example illustrates the fundamental cooperation between waves and turbulence, and how this cooperation effectively
creates order out of chaos.
3. Summary
Structure formation appears to be a generic response of nonlinear continuum dynamical systems to turbulent mix-
ing. Structures (jets, vortices, fronts, interfaces, current sheets, ...) arise from the inhomogeneous mixing of dynamical
tracers (potential vorticity, density, magnetic ﬁelds, ...). Waves propagating on gradients of these tracers are induced
to break by the turbulence. The breaking reduces gradients, facilitating further breaking and mixing. Meanwhile, in-
terfaces form between these increasingly well-mixed regions. These interfaces of enhanced gradients are resistant to
wave breaking [5]. It is hypothesised that this positive feedback mechanism operates, with minor differences, across
a wide range of systems, and results in the formation of structures fundamental to the evolution of those systems.
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