Let D(n) be the maximal determinant for n × n {±1}-matrices, and R(n) = D(n)/n n/2 be the ratio of D(n) to the Hadamard upper bound. We give several new lower bounds on R(n) in terms of d, where n = h + d, h is the order of a Hadamard matrix, and h is maximal subject to h ≤ n. A relatively simple bound is
for all n ≥ 1.
An asymptotically sharper bound is
We also show that
Introduction
Let D(n) be the maximal determinant possible for an n × n matrix with elements in {±1}. Hadamard [31] 1 proved that D(n) ≤ n n/2 , and the Hadamard conjecture is that a matrix achieving this upper bound exists for each positive integer n divisible by four. The function R(n) := D(n)/n n/2 is a measure of the sharpness of the Hadamard bound. Clearly R(n) = 1 if a Hadamard matrix of order n exists; otherwise R(n) < 1. In this paper we give lower bounds on R(n).
Let h be the maximal order of a Hadamard matrix subject to h ≤ n. Then d = n − h can be regarded as the "gap" between n and the nearest (lower) Hadamard order. We are interested the case that n is not a Hadamard order, so (usually) d > 0 and R(n) < 1.
Except in the cases d ∈ {0, 1}, previous lower bounds on R(n) tended to zero as n → ∞. For example, the well-known bound of Clements and Lindström [16, Corollary to Thm. 2] shows that R(n) > (3/4) n/2 , and [8, Thm. 9] shows that R(n) ≥ n −δ/2 , where δ := |n − h| (in this result h > n is allowed, so it is possible that δ < d). In contrast, we show that, for fixed d, R(n) is bounded below by a positive constant κ d . We also show that, for all sufficiently large n, R(n) ≥ (πe/2) −d/2 . We conjecture that the "sufficiently large" condition can be omitted; this is certainly true if d ≤ 3.
Our lower bound proofs use the probabilistic method pioneered by Erdős (see for example [1, 29] ). In many cases the probabilistic method gives sharper bounds than have been obtained by deterministic methods. The probabilistic method does not appear to have been applied previously to the Hadamard maximal determinant problem, except (implicitly) in the case d = 1 (so n ≡ 1 mod 4); in this case the concept of excess has been used [30] , and lower bounds on the maximal excess were obtained by the probabilistic method [6, 29, 30] . In a sense our results generalise this idea, although we do not directly generalise the concept of excess to cover d > 1.
Specifically, in our probabilistic construction we adjoin d extra columns to an h × h Hadamard matrix A, and fill their h × d entries with random signs obtained by independently tossing fair coins. Then we adjoin d extra rows, and fill their d × (h + d) entries with ±1 values chosen deterministically in a way intended to approximately maximize the determinant of the final matrix A. To do so, we use the fact that this determinant can be expressed in terms of the d × d Schur complement ( A/A) of A in A (see §3).
In the case d = 1, this method is essentially the same as the known method involving the excess of the Hadamard matrix, and leads to the same bounds that can be obtained by bounding the excess in a probabilistic manner, as in [6, 12, 30] . In this sense our method is a generalisation of methods based on excess.
The structure of the paper is as follows: §1: Introduction §2: Notation §3: The Schur complement lemma §4: Some binomial sums §5: The probabilistic construction §6: Gaps between Hadamard orders §7: Preliminary results §8: Probabilistic lower bounds §9: Numerical examples Most of these section headings are self-explanatory. §5 describes the probabilistic construction which is common to all our lower bound results.
§6 summarises some known results on gaps between Hadamard orders. These results are relevant for bounding d as a function of n.
The main lower-bound results for R(n), which we now outline, are given in §8.
Theorem 1 obtains a lower bound on the expected value of the determinant in a direct manner, by simply expanding the determinant of the Schur complement as a sum of products. The difficulty with this approach is that we have to consider d! terms. The "diagonal" term is expected to be larger than the other terms, but in general only by a factor of order h, so to obtain good bounds we need h of order at least d!. Thus, this approach is only useful for small d. Of course, the Hadamard conjecture implies that d ≤ 3. However, what can currently be proved about gaps between Hadamard orders is much weaker than this (see §6).
For d ≤ 3, Theorem 1 shows that R(n) ≥ (πe/2) −d/2 > 1/9, coming close to Rokicki et al's conjectured lower bound of 1/2 (see [44] ), and improving on earlier results [8, 16, 17, 38, 39] that failed to obtain a constant lower bound on R(n) for d ∈ {2, 3}.
Theorems 2-5 give slightly weaker bounds than Theorem 1, but under less restrictive conditions on d and h. For example, Theorem 2 gives a nontrivial lower bound whenever h > πd 4 /2. By the results of Livinskyi [40] described in §6, this condition holds for all sufficiently large n. Theorems 3-5 further weaken the conditions on d and h. For example, Theorem 4 is always applicable if h ≥ 664 and d ≥ 2 (see Remark 11). For n < 668 the Hadamard conjecture holds [37] , so d ≤ 3 and Theorem 1 applies. Thus, at least one of Theorem 1 or Theorem 4 always gives a nontrivial lower bound on R(n); this lower bound is of order (πe/2) −d/2 .
To prove Theorems 2-5 we need lower bounds on the determinant of a diagonally dominant matrix. Such bounds are provided by Lemmas 14-15 in §7.2. The proofs of Theorems 2-5 also require an upper bound on the variance of the diagonal elements occurring in our probabilistic construction. This is provided by Lemma 11, which gives an exact formula for the variance.
Other ingredients in the proofs of Theorems 2-5 are the "Lovász Local Lemma" of Erdős and Lovász [28] (for the proofs of Theorems 3-4), and the well-known inequalities of Hoeffding [33] (for Theorems 4-5), Chebyshev [15] (for Theorems 2-3) and Cantelli [14] (for Theorems [4] [5] .
Finally, Theorem 6 gives the result that R(n) ≥ (πe/2) −d/2 for all d ≥ 0 and n ≥ n 0 , where n 0 is independent of d. This follows from (a corollary of) Theorem 5 by using known results on gaps between Hadamard orders. We conjecture that the condition n ≥ n 0 is unnecessary, and that the inequality holds for all positive n. The conjecture could be proved/disproved by a finite (albeit large) computation, since we have an explicit upper bound on n 0 .
Theorems 2-4 are not quite strong enough to imply Theorem 6. This is because Theorems 2-4 all involve a multiplicative "correction factor" of the form (1 − O d (1/h 1/2 )) in the lower bound -for example, the bounds (22)-(23) involve a correction factor (1 − O(d 2 /h 1/2 )). Theorem 5 improves the "correction factor" to (1 − O(d 5/3 /h 2/3 )), which is close enough to unity to imply Theorem 6 (the critical point being that the exponent of h is now greater than 1/2). The price that we pay for this improvement is that Theorem 5 involves a parameter (λ) which must be chosen in a (close to) optimal way to give a correction factor of the desired form, whereas Theorems 2-4 are explicit and do not involve any free parameters.
The constant πe/2 occurring in the bound (πe/2) −d/2 of Theorem 6 is unlikely to be optimal. From the upper bounds of Barba [4] , Ehlich [26, 27] and Wojtas [54] for d ≤ 3, it seems plausible that the optimal constant is e/2 and that the factor π in our results is a consequence of using the probabilistic method, which in some sense estimates the mean rather than the maximum of a certain set of determinants.
It is an open question whether our probabilistic construction can be derandomized to give deterministic polynomial-time algorithms to construct matrices satisfying the lower bounds given in §8. However, in practice we have been able to construct such matrices using randomized algorithms based on the probabilistic construction. The main practical difficulty is in constructing a Hadamard matrix of maximal order h ≤ n, since numerous constructions for Hadamard matrices are scattered throughout the literature.
In the special case d = 1 our arguments simplify, because there is no need to consider a nontrivial Schur complement or to deal with the contribution of the off-diagonal elements. This case was already considered by Brown and Spencer [12] , Erdős and Spencer [29, Ch. 15] , and (independently) by Best [6] ; see also [1, §2.5] and [2, Problem A4]. The consequence for lower bounds on R(n) when n ≡ 1 mod 4 was exploited by Farmakis and Kounias [30] , and an improvement using 3-normalized Hadamard matrices was considered by Orrick and Solomon [43] . However, 3-normalization does not seem to be helpful in the context of our probabilistic construction.
Some of the results of this paper first appeared in the (unpublished) manuscript [10] . However, at that time we did not have a proof of equation (7) in Lemma 11 below (which gives the variance of the diagonal terms in our probabilistic construction), so we had to avoid using the variance and instead use Lemma 15.2 of [29] (Lemma 12 of [10] ), which generally gives weaker results with more complicated proofs.
Notation
We use the usual "O" and "o" notations. f ≪ g means the same as f = O(g), and f ≫ g means the same as g ≪ f . The notations f ≍ g or f = Θ(g) mean that both f ≪ g and f ≫ g. Finally, f = O δ (g) means that f = O(g) when a parameter δ is fixed, but the implicit constant may depend on δ.
The binomial coefficient m k is defined to be zero if k < 0 or k > m. Thus, we can often avoid specifying upper and lower limits of sums explicitly.
As in §1, D(n) is the maximum determinant function and R(n) := D(n)/n n/2 is its normalization. The set of orders of all Hadamard matrices is denoted by H. If n is given, then h ∈ H is always chosen to be maximal subject to h ≤ n, so d := n − h is minimal. The case d = 0 is trivial because then the Hadamard bound applies, so we assume d > 0 if this makes the statement of the results simpler. We assume n ≥ h ≥ 4 to avoid small special cases -it is easy to check if the results also hold for 1 ≤ n ≤ 3 and h ∈ {1, 2}. In the asymptotic results, we can assume that d ≪ h. In fact, it follows from (17) 
Constants are denoted by c, c 1 , c 2 , α, β, etc. Unless otherwise specified, ε is an arbitrarily small positive constant, and c = 2/π ≈ 0.7979.
Matrices are denoted by capital letters A etc, and their elements by the corresponding lower-case letters, e.g. a i,j or simply a ij if the meaning is clear.
The probability of an event S is denoted by P[S], the expectation of a random variable X is denoted by E[X], and the variance of X by V [X] .
µ(h) and σ(h) 2 are respectively the mean and variance of the "diagonal" elements occurring in our probabilistic construction -for precise definitions see §5.3. We write simply µ and σ 2 if h is clear from the context.
The Schur complement lemma
be an n×n matrix written in block form, where A is h×h, and n = h+d > h. [20, 32] ). It is relevant to our problem in view of the following well-known lemma [13, 45] .
Lemma 1 (Schur complement).
If A is as in (1) and A is nonsingular, then
Proof. Take determinants of each side in the identity
In our application of Lemma 1, A is a Hadamard matrix of order h, so det(A) = h h/2 (without loss of generality we can assume that the sign is positive). Thus, to maximize det( A) for given A, we need to maximize det(D − CA −1 B). We can not generally find the exact maximum, but we can find lower bounds on the maximum by using the probabilistic method. For example, the mean is always a lower bound on the maximum.
Some binomial sums
Lemma 2 is a binomial sum which has appeared several times in the literature, e.g. Alon Lemma 3 gives a closed-form expression for a double sum which is analogous to the single sum of Lemma 2. Lemma 3 can be used to calculate the second moments of the diagonal terms that arise when inequalities such as Chebyshev's inequality are used to give lower bounds for the maximal determinant problem. In [10, Theorems 2-3] we gave lower bounds without using the second moment, but these results can be improved (and the proofs simplified) by using estimates of the second moment.
For proofs of Lemmas 2-3 see [9] . Generalisations are given in [7] .
Lemma 3 (Brent and Osborn). For all k ≥ 0,
The probabilistic construction
We now describe the probabilistic construction that is common to the proofs of Theorems 1-5, and prove some properties of the construction. Our construction is a generalisation of Best's, which is the case d = 1. Let A be a Hadamard matrix of order h ≥ 4. We add a border of d rows and columns to give a larger matrix A of order n. The border is defined by matrices B, C and D as in §3. The matrices A, B, and C have entries in {±1}. We allow the matrix D to have entries in {0, ±1}, but the zero entries can be replaced by +1 or −1 without decreasing | det( A)|, so any lower bounds that we obtain on max(| det( A)|) are valid lower bounds on maximal determinants of n × n {±1}-matrices. To prove this, we observe that, by Lemma 
is a linear function of each element d ij of D (considered separately), so we can choose any ordering of off-diagonal elements, then successively change each off-diagonal element d ij of D from 0 to +1 or −1 in such a way that | det( A)| does not decrease.
In the proofs of Theorems 1-5 we show that our choice of B, C and D gives a Schur complement D − CA −1 B that, with positive probability, has sufficiently large determinant. In the proof of Theorem 1 it is sufficient to consider E[det(D − CA −1 B)]; in the proofs of Theorems 2-5 the argument is slightly more sophisticated and uses Chebyshev's inequality or Cantelli's inequality.
Details of the construction
Let A be any Hadamard matrix of order h. B is allowed to range over the set of all h × d {±1}-matrices, chosen uniformly and independently from the 2 hd possibilities.
The definition of sgn(0) here is arbitrary and does not affect the results. To complete the construction, we choose D = −I. As mentioned above, it is inconsequential that D is not a {±1}-matrix.
Properties of the construction
The minus sign in the definition of G is chosen for convenience in what follows.) Note that, since A is a Hadamard matrix,
The definition of C ensures that there is no cancellation in the inner products defining the diagonal entries of hF = C · (A T B). Thus, we expect the diagonal entries f ii of F to be nonnegative and of order h 1/2 , but the off-diagonal entries f ij (i = j) to be of order unity with high probability. This intuition is justified by Lemma 12.
The following lemma is (in the case i = j) due to M. R. Best [6] and independently J. H. Lindsey (see [29, footnote on pg. 68]). The upper bound can be achieved infinitely often, in fact whenever a regular Hadamard matrix of order h exists. For example, this is true if h = 4q 2 , where q is an odd prime power and q ≡ 7 (mod 8), see [55] .
Proof. This follows from the Cauchy-Schwarz inequality as in Theorem 1 of Best [6] .
Proof. The case i = j follows from Best [6, Theorem 3] . The case i = j is easy, since B is chosen randomly.
Lemma 6. Let A ∈ {±1} h×h be a Hadamard matrix, C ∈ {±1} d×h , and
Proof. Since A is Hadamard,
Proof. We can assume, without essential loss of generality, that i = 1, j > 1.
where
Observe that c 1ℓ and u 1k depend only on the first column of B. Thus, f 1j depends only on the first and j-th columns of B. If we fix the first column of B and take expectations over all choices of the other columns, we obtain
The expectation of the terms with k = ℓ vanishes, and the expectation of the terms with k = ℓ is k u 2 1k . Thus, (2) follows from Lemma 6.
Lemma 8. Let F = CA −1 B be chosen as above. Then f ij and f kℓ are independent if and only if {i, j} ∩ {k, ℓ} = ∅.
Proof. This follows from the fact that f ij depends on columns i and j (and no other columns) of B.
Suppose that i = j, k = ℓ. We cannot assume that f ij and f kℓ are independent. For example, by Lemma 8, f 12 and f 21 are not independent. The following lemma bounds E[f ij f kℓ ] without assuming independence.
Proof. The first inequality in (4) is immediate. The second inequality follows from the Cauchy-Schwarz inequality and Lemma 7, using
Lemma 10. Let G = F + I be chosen as above. Then
Proof. By Lemma 8, the diagonal terms f ii are independent; hence the diagonal terms
Mean and variance of elements of G
Using Lemma 3, we can complete the computation of the mean and variance of the elements of the matrix G.
Lemma 11. Let A be a Hadamard matrix of order h ≥ 4 and B, C be {±1}-matrices chosen as above. Let
Proof. Since G = F + I, the results (5), (6) and (8) follow from Lemma 5 and Lemma 7 above. Thus, we only need to prove (7) . Since
Now hF = CA T B (since A is a Hadamard matrix). We compute the second moment (about the origin) of the diagonal elements hf ii of hF . Since h is a Hadamard order and h ≥ 4, we can write h = 4k where k ∈ Z. Consider h independent random variables X j ∈ {±1}, 1 ≤ j ≤ h, where X j = +1 with probability 1/2. Define random variables S 1 , S 2 by
Consider a particular choice of X 1 , . . . , X h and suppose that k + p of X 1 , . . . , X 2k are +1, and that k + q of X 2k+1 , . . . , X 4k are +1. Then we have S 1 = 2(p + q) and S 2 = 2(p − q). Thus, taking expectations over all 2 4k possible (equally likely) choices and using Lemma 3, we see that
By the definitions of B, C and F , we see that hf ii is a sum of the form
where each Y j is a random variable with the same distribution as |S 1 |, and each product Y j Y ℓ (for j = ℓ) has the same distribution as
The random variables Y j are not independent, but by linearity of expectations we obtain
This gives
The result for V[g ii ] now follows from
For convenience we write
If h is understood from the context we may write simply µ and σ 2 respectively.
We now give some asymptotic approximations to µ(h) and σ(h) 2 that are accurate for large h. We also show that µ(h) is monotonic increasing and of order h 1/2 , but σ(h) is bounded and monotonic decreasing.
Lemma 12.
For h ∈ 4Z, h ≥ 4, µ(h) is monotonic increasing, and σ(h) 2 is monotonic decreasing. Moreover, the following inequalities hold:
and
Also,
Proof. From the well-known asymptotic expansion of ln Γ(z) we obtain, as in [35] , an asymptotic expansion for the logarithm of the central binomial coefficient:
Here the B 2k are Bernoulli numbers, and (−1) k+1 B 2k is positive. The sum is not convergent, but the terms in the sum alternate in sign, so upper and lower bounds may be found by truncating the series after an even or an odd number of terms. The inequalities (9)- (14) now follow from a straightforward but tedious computation, using the expressions for µ(h) and σ(h) 2 in Lemma 11 and approximations obtained from (15) with m = h/2 and m = h/4. Note that the leading terms (of order h) cancel in the computation of σ(h) 2 .
The monotonicity of µ(h) and σ(h) 2 follows from the inequalities (10)- (11) and (13)- (14) respectively. For example, from (13), using the bounds on β(h) in (14), we have
Remark 1. Because µ(h) is of order h 1/2 but σ(h) 2 is of order 1, the distribution of g ii is concentrated around the mean, and we expect values smaller than (1−ε)µ(h) to occur with low probability. For fixed positive ε, the probability should tend to zero as h → ∞. We can use Chebyshev's or Cantelli's inequality to obtain bounds on this probability.
Gaps between Hadamard orders
In order to apply our results to obtain a lower bound on R(n) for given n, we need to know the order h of a Hadamard matrix with h ≤ n and n − h as small as possible. Thus, it is necessary to consider the size of possible gaps in the sequence (h i ) i≥1 of Hadamard orders. We define the Hadamard gap function γ : R → Z by
In [8, 39] it was shown, using the Paley and Sylvester constructions, that γ(n) can be bounded using the prime-gap function. For example, if p is an odd prime, then 2(p + 1) is a Hadamard order. However, only rather weak bounds on the prime-gap function are known. A different approach which produces asymptotically-stronger bounds employs results of Seberry [52] , as subsequently sharpened by Craigen [21] and Livinskyi [40] . These results take the following form: for any odd positive integer q, a Hadamard matrix of order 2 t q exists for every integer
where α and β are constants. Seberry [52] 
This is much sharper than γ(n) = O(n 21/40 ) arising from the best current result for prime gaps (by Baker, Harman and Pintz [3] ), although not as sharp as the result γ(n) = O(log 2 n) that would follow from Cramér's prime-gap conjecture [8, 24, 47, 49] .
Proof. Consider consecutive odd integers q 0 , q 1 = q 0 + 2 and corresponding h i = 2 t q i , where t = ⌈α log 2 (q 1 ) + β⌉. By assumption there exist Hadamard matrices of orders h 0 , h 1 . Also, 2 β q α 1 ≤ 2 t < 2 β+1 q α 1 . Thus
).
Preliminary results
We now state some well-known results (Propositions 1-4) and prove some lemmas that are needed in §8.
Probability inequalities
Proposition 1 is the well-known inequality of Chebyshev [15] , and Proposition 2 is a one-sided analogue due to Cantelli [14] .
Proposition 1 (Chebyshev) . Let X be a random variable with finite mean µ = E[X] and finite variance σ 2 = V[X]. Then, for all λ > 0,
Proposition 2 (Cantelli) . Let X be a random variable with finite mean µ = E[X] and finite variance σ 2 = V[X]. Then, for all λ > 0,
Proposition 3 is a two-sided version of Hoeffding's tail inequality. A onesided version is proved in [33, Theorem 2]. Hoeffding's inequality gives a sharper bound than Chebyshev's inequality in the case that the random variable X is a sum of independent, bounded random variables X i .
Proposition 3 (Hoeffding)
. Let X 1 , . . . , X h be independent random variables with sum
We also need the "symmetric" case of the Lovász Local Lemma [28] , where "symmetric" means that the upper bound on the probability of each event is the same. We state the formulation given in [1, Corollary 5.1.2], with a slight change of notation.
Proposition 4 (Lovász Local Lemma, symmetric case). Let E 1 , E 2 , . . . E m be events in an arbitrary probability space. Suppose that each event E i is mutually independent of all the other events E j except for at most D of them, and that
(in other words, with positive probability none of the events E i holds).
Remark 2. It follows from a theorem of Shearer [48] that the inequality (18) can be replaced by epD ≤ 1. This improvement would make little difference to our results, so we use the better-known condition (18).
Perturbation bounds
We state some lower bounds on the determinant of a matrix which is close to the identity matrix. Note that the condition on e ii in Lemma 14 is one-sided. This is useful if we want to apply Cantelli's inequality, as in the proofs of Theorems 4-5 below.
Lemma 14. If M = I − E ∈ R d×d , where |e ij | ≤ ε for i = j and e ii ≤ δ for
Proof. See [11, Corollary 1].
Proof. This is implied by the case δ = ε of Lemma 14.
An inequality involving h and n
Lemma 16 allows us to deduce inequalities involving n n from corresponding inequalities involving h n .
Lemma 16. If
Proof. Writing x = d/n, the inequality ln(1 − x) > −x/(1 − x) implies that
Since 1 − x = h/n, we obtain h n
Probabilistic lower bounds
In this section we prove several lower bounds on D(n) and R(n) where, as usual, n = h + d and h is the order of a Hadamard matrix. Theorem 1 assumes that d ≤ 3; Theorems 2-6 allow d > 3. Theorem 1 can be extended to allow d > 3, but only on the assumption that n is sufficiently large -see Theorem 1 of [10] . First we state a Lemma which is useful in its own right, and is required for the proof of Theorem 1.
where µ = µ(h) is as in §5.3, and
Proof. We use the probabilistic construction and notation of §5. Let A be a Hadamard matrix of order h. Define matrices B, C, D, F and G as in §5.
For notational convenience we give the proof for the case d = 3. The cases d ∈ {1, 2} are similar (but easier).
Since G = F + I, we have g ii = f ii + 1 and
Expanding deg(G) we obtain d! = 6 terms. The "diagonal" term is g 11 g 22 g 33 . There are 3 terms involving one diagonal element, for example −f 12 f 21 g 33 , and 2 terms involving no diagonal elements, for example f 12 f 23 f 31 . Define the type of a term to be the number of diagonal elements that it contains. Thus the diagonal term has type 3 (or type d in general). Let T k be an upper bound on the magnitude of the expectation of a term of type k. Then
Now, by Lemmas 4 and 9, Thus, from (19), we obtain
We have shown that, with η = η(h, d) as in the statement of the Lemma,
holds for d = 3. The proofs for 1 ≤ d ≤ 2 are similar but simpler. From (20) , there exists some assignment of signs to the elements of B such that, for the resulting matrix G, we have
Hence, by the Schur complement lemma (Lemma 1),
Remark 3. The restriction d ≤ 3 in Lemma 17 is not necessary. In the general case, a similar argument, given in [10, pg. 13], shows that
where 
It follows from Lemma 12 that
and from Lemma 12 we have µ ≥ ch 1/2 + 0.
Since
, the term dKh −1/2 dominates the O(h −1 ) terms, and the result follows for all sufficiently large h. In fact, some computation shows that this argument is sufficient for d ∈ {1, 2} and all h ≥ 4. For d = 3 we obtain
This shows that R(n) ≥ (2/(πe)) 3/2 for h ≥ 28. Thus, we only have to consider the cases n ∈ {7, 11, 15, 19, 23, 27}. Now for n = 4k − 1, where 4k ∈ H, an easy argument of Sharpe [53] involving minors of a Hadamard matrix of order 4k, as in [38, Theorem 2] , shows that
This is sufficient to show that R(n) > (2/(πe)) 3/2 for n = 4k − 1 ≤ 27.
Corollary 1. The Hadamard conjecture implies that R(n) is bounded below by a positive constant.
Proof. If the Hadamard conjecture is true, then for 4 < n ≡ 0 (mod 4), we can take h = 4⌊n/4⌋ and d = n − h ≤ 3 in Theorem 1. This gives
> 0.1133 .
Remark 4.
It is interesting to compare our Theorem 1 (or the slightly sharper Lemma 17) with Theorem 2 of Koukouvinos, Mitrouli and Seberry [38] , assuming the existence of the relevant Hadamard matrices. In the case n ≡ 2 mod 4, the bound given by our Theorem 1 (respectively Lemma 17) is better for n ≥ 22 (resp. 14) than the bound 2(n + 2) (n−2)/2 /n n/2 ∼ 2e/n implied by [38, Theorem 2] . In the case n ≡ 3 mod 4, the bound given by our Theorem 1 (resp. Lemma 17) is better for n ≥ 211 (resp. 135) than the bound (n + 1) (n−1)/2 /n n/2 ∼ (e/n) 1/2 implied by [38, Theorem 2] .
We now prove several theorems which apply for arbitrarily large d. The proofs depend on the fact that σ(h) is bounded (see Lemma 11) . This enables us to use Chebyshev's inequality (or Cantelli's inequality).
Theorems 2-5 give lower bounds on det(G)/µ d ; these are easily translated into lower bounds on D(n), since D(n) ≥ h h/2 det(G) (by the Schur complement lemma), and µ > 2h/π + 0.9 (by Lemma 12) . Each of the Theorems 2-5 is followed by a corollary which gives a corresponding lower bound on R(n).
Proof. Let λ be a positive parameter to be chosen later, and µ = µ(h).
For the purposes of this proof, we say that G is good if the conditions of Lemma 15 apply with M = µ −1 G and ε = λ/µ. Otherwise G is bad.
Thus,
Taking λ = d gives P[G is bad] < 1, so P[G is good] is positive. Whenever G is good we can apply Lemma 15 to
Remark 5. With the optimal choice λ = d(d + σ 2 − 1) we obtain the less elegant but slightly sharper result that, with positive probability,
Corollary 2. Under the conditions of Theorem 2,
Proof. Write c := 2/π. We can assume that d 2 < ch 1/2 , for there is nothing to prove unless the right side of (23) is positive. From Lemma 12,
From Theorem 2 and the Schur complement Lemma,
Using ch 1/2 < µ, this gives
Thus, to prove (23) , it suffices to prove that
it suffices to prove that
Expanding and simplifying shows that the inequality (26) is equivalent to
Now, by Lemma 12, µ > c √ h + 0.9, so µ √ 2πh > 2h + 0.9 √ 2πh (using c √ 2π = 2). Thus, to prove (27) , it suffices to show that µ ≤ d 2 + 0.9 √ 2πh. Using Lemma 12 again, we have µ ≤ ch 1/2 + 1, so it suffices to show that
This follows from c ≤ 0.9 √ 2π and 1 ≤ d 2 , so the proof is complete.
Remark 6. Corollary 2 gives a nontrivial lower bound on R(n) iff the second factor in the bound is positive, i.e. iff h > πd 4 /2. By Livinskyi's results [40] , this condition holds for all sufficiently large n (assuming as always that we choose the maximal h for given n). From Theorem 1, the second factor in (23) can be omitted if d ≤ 3.
We now improve on Theorem 2, if d is sufficiently large, by using the Lovász Local Lemma [28] (Proposition 4).
Then with positive probability
Proof. If d = 1 the result is easy, since det G = g 11 ≥ E[g 11 ] = µ with positive probability. Thus, we can assume that d ≥ 2. Let λ be a positive parameter to be chosen later. As in Theorem 2, for the purposes of this proof we say that G is good if the conditions of Lemma 15 apply with M = µ −1 G and ε = λ/µ. Otherwise G is bad.
Let E ij be the event that |g ij | > λ (if i = j) or |g ii − µ| > λ (if i = j). Thus G is good if none of the E ij holds. From Lemma 11 (if i = j) and Lemma 12 (if i = j), we have V[g ij ] ≤ 1 in both cases. Thus, from Chebyshev's inequality,
Now, by Lemma 8, E ij is independent of E kℓ if {i, j} ∩ {k, ℓ} = ∅. Thus, in Proposition 4 we can take D = 4d − 5, and the proposition shows that G is good with positive probability provided that λ 2 ≥ 4e(d − 1) . We take the smallest positive λ satisfying this inequality, i.e. λ = 2 e(d − 1). Now the result follows from the inequality
which holds whenever G is good, by Lemma 15 applied to M = µ −1 G.
Corollary 3.
Under the conditions of Theorem 3,
Proof (sketch). This is similar to the proof of (24)- (25) above, using the bound of Theorem 3 instead of the bound of Theorem 2.
Remark 7. In Corollary 2 we absorbed the factor e −d 2 /(2h) into the final bound. We do not attempt to do this in Corollary 3 because the exponent of d in the "main term" is 3/2 rather than 2. However, by (17) We can improve on Theorem 3 and Corollary 3 by treating the diagonal and off-diagonal elements of G differently. For the diagonal elements we can use Cantelli's inequality since "large" diagonal elements are harmless -only "small" diagonal elements are "bad". For the off-diagonal elements we can use Hoeffding's inequality, because each off-diagonal element can be written as a sum of independent random variables (this is not true for the diagonal elements). The Lovász Local Lemma can be applied much as in the proof of Theorem 3. To handle the different bounds on diagonal and off-diagonal elements we need Lemma 14. The parameters λ and t are chosen so that the probability of an off-diagonal element being "bad" is the same as the probability of a diagonal element being "bad" (more precisely, our upper bounds on these probabilities are the same). This choice is not optimal, but simplifies the application of the Lovász Local Lemma, since we can use the "symmetric" case of the Lemma. For a choice of λ and t giving unequal probabilities (but not using the Lovász Local Lemma), see Theorem 5.
, then with positive probability we have
Proof. Define M := µ −1 G. For the purposes of this proof we say that a diagonal element m ii of M is bad if m ii < 1 − λ (note the one-sided constraint); otherwise m ii is good (so a good m ii can be large, but not too small). We say that an off-diagonal element m ij (i = j) is bad if |m ij | > t; otherwise m ij is good. We say that G is good if all the elements of M are good; otherwise G is bad. If G is good, then the conditions of Lemma 14 apply to M with (δ, ε) = (λ, t).
) and τ := σ/µ, so λ = (1/p − 1) 1/2 τ . By Cantelli's inequality, the probability that a diagonal element m ii is bad is
We can apply Hoeffding's inequality to the off-diagonal elements m ij (i = j) since equation (3) shows that, in the case i = 1 (which we consider without loss of generality), m 1j (= f 1j ) for 1 < j ≤ d is a sum of h independent random variables u 1k b kj , where the elements b kj (1 ≤ k ≤ h) of the j-th column of B are distributed independently and randomly in {±1}, and the multipliers u 1k , which may be regarded as constants since they are independent 3 of the j-th column of B, satisfy h k=1 u 2 1k = 1 in view of Lemma 6. Thus m 1j is a sum of h independent, bounded random variables, with bounds [−|u 1k |, +|u 1k |] (1 ≤ k ≤ h). It follows that, by Hoeffding's inequality (Proposition 3), the probability that an off-diagonal element m ij (i = j) is bad is and the definition of p that P[G is good] > 0. Thus, from Lemma 14, with positive probability we have
Since det G = µ d det M , this completes the proof.
This can be proved using the inequalities µ > (2h/π) 1/2 and σ ≤ 1/4; we omit the details. By results of Craigen [21] or Livinskyi [40] , the inequality (31) (and hence also (30)) holds for all sufficiently large n (assuming, as always, that h is maximal and d minimal with h + d = n). (31) is weaker than the condition h ≥ 6d 3 considered in [10] . Thus, it is sufficient to check the 13 cases (h, d) = (h, h ′ − h + 1), where the exceptional intervals (h, h ′ ) are listed in [10, Table 1 ]. We find numerically that condition (30) holds for all of these. For example, the first entry with (h, h ′ ) = (664, 672) is covered as the right side of (30) 
For d = o(h/ log h) 1/2 this gives Proof of Corollary 4. The proof of the inequality (32) is similar to the proof of (24)- (25) above, using the bound of Theorem 4 instead of the bound of Theorem 2.
To prove (33) , it is sufficient to show that
Taking logarithms, and assuming for the moment that
we see that (34) is equivalent to showing that
which simplifies to
Using the definitions of λ and t, and the facts that σ = O(1) and µ ∼ ch 1/2 , we see that
. Thus, the dominant term on the left side of (36) The following theorem gives asymptotically better results than Theorem 4. The proof uses the independence of the diagonal elements g ii but does not use the Lovász Local Lemma. It might be possible to sharpen the inequality (40) via the Lovász Local Lemma, but this would complicate the argument while giving only a small improvement in the final result (only the right-hand side of (37) and the function L(d) defined by (43) would change).
occurs with positive probability.
Remark 13. The inequality (38) is the same as the inequality (29) occurring in Theorem 4, but the choice of (λ, t) is different in Theorem 4.
Proof of Theorem 5. For the purposes of this proof we say that a matrix G is good if g ii ≥ µ(1 − λ) and |g ij | ≤ µt for all i = j (this definition is equivalent to the one used in the proof of Theorem 4). From Cantelli's inequality we have
Since the g ii are independent, we deduce that
Also, as in the proof of Theorem 4, Hoeffding's inequality implies that
From the inequalities (39) and (40) we see 4 that the condition
implies that, with positive probability, a random choice of B gives a good matrix G. Thus, some choice of B gives a good matrix G. However, the condition (41) is equivalent to the condition (37) in the statement of the Theorem. To conclude the proof, it suffices to observe that the lower bound (38) on det(G) for a good matrix G follows from Lemma 14 applied to M = µ −1 G.
Remark 14.
There are two parameters, λ and t, occurring in Theorem 5.
In stating the Theorem we excluded the case d = 1, because if d = 1 then t is irrelevant and we may take λ arbitrarily close to 0, giving | det(G)| ≥ µ d , as obtained previously by Brown and Spencer [12] and (independently) by Best [6] . To obtain the best bound (38) for d ≥ 2 we choose t so that equality holds in (37) . Thus, in the following, we choose
The optimal λ ∈ (0, 1) may be found by a straightforward numerical optimisation. In most cases there is no need for this, as Corollary 5 gives a result that is close to optimal.
Corollary 5. Suppose that 1 < d = o(h 2/5 ) and we choose
in Theorem 5. Then we obtain
Remark 15. The choice (44) is motivated as follows. When λ and t are small, the lower bound (38) is
so to obtain a good lower bound on det(G) we should minimise
Since t 2 is given by (42), we should minimise
Since the term involving L(d) is independent of λ, we ignore it and minimize
Differentiating f (λ) with respect to λ, setting f ′ (λ) = 0, and using τ = σ/µ, we obtain (44) . Also, min x>0 f (x) = 3λ/2, where λ is given by (44) .
, which is asymptotically smaller than the terms of order d 3/2 /h 1/2 occurring in Theorem 3 and Corollaries 3-4. Thus Corollary 5 is asymptotically sharper. This is significant in the proof of Theorem 6 below.
Proof of Corollary 5. Substitution of (44) and (42) into the bound (38) , then taking logarithms and estimating the errors involved as in Remark 15,  shows that 
Using the Schur complement lemma and Lemma 16, it follows from (46)- (47) that
Since d 2 /h ≪ (dλ) 3/2 ≍ d 5/2 /h, the second "O" term can be subsumed by the first "O" term.
We now extend Theorem 1 to cases d > 3, provided that n is sufficiently large, where the threshold n 0 is independent of d. This improves Theorem 1 above, which assumes d ≤ 3. It also improves Corollary 2 of [10] , where d > 3 is allowed, but the threshold is a rapidly-growing function of d. Remark 16. Using Corollary 6 of [10] , which follows from Theorem 5.4 of Livinskyi [40] , we can show that n 0 = 10 45 is sufficient in Theorem 6. No doubt this value of n 0 can be reduced considerably. Since this paper is long enough, we resist the temptation to attempt any such reduction here. As mentioned in §1, we conjecture that Theorem 6 holds with n 0 = 1.
Numerical examples
Consider the case n = 668. At the time of writing it is not known whether a Hadamard matrix of this order exists. Assuming it does not, we take h = 664, d = 4, n = h + d = 668. Thus µ ≈ 21.55231, σ 2 ≈ 0.04638855. Column 2 of Table 1 gives various lower bounds on det(G)/µ d (for G that occurs with positive probability). These may be converted to lower bounds on R(n) if desired; the constant of proportionality is µ d h h/2 /n n/2 ≈ 0.06583. We give det(G)/µ d as it is a useful "figure of merit" to compare different probabilistic approaches -the upper limit of these approaches is det(G)/µ d = 1. Column 5 of Table 1 gives the corresponding bounds for d = 7, n = 671. This is a difficult case since it is the smallest with d = 7 (assuming as before that 664 ∈ H). Theorem 2 and Remark 5 give negative bounds since d 4 /h is too large. Similarly for Theorem 3 since d 3 /h is too large (even when d = 4). However, Theorem 4 gives a useful bound (in agreement with Remark 11), as does Theorem 5.
The entries in the rows labelled "Corollary 5" use (44) to define λ; the entries in rows labelled "Theorem 5" use optimal values of λ; t is defined by (42) in both cases. Table 1 : Lower bounds for h = 664, d ∈ {4, 7}, n = h + d. Table 2 gives various lower bounds on det(G)/µ d for the cases h = 996, d ∈ {2, 3}, so n ∈ {998, 999}. Here µ ≈ 26.17449 and σ 2 ≈ 0.04594917. Lemma 17 is applicable, as d ≤ 3. Lemma 17 does not state an explicit bound for det(G)/µ d ; Table 2 Table 2 : Lower bounds for h = 996, d ∈ {2, 3}, n = h + d.
