Abstract-Aces4 is a parallel programming platform comprising a DSL for Computational Chemistry and its runtime system. It offers a convenient way to express parallelism together with extensive support for extremely large, possibly sparse, distributed arrays. It aids scientists in the creation of performant, scalable, massively parallel programs that can effectively take advantage of leadership class computing systems to address important scientific questions. Aces4 has enabled the development and implementation of new methods in electronic structure theory which are breaking new ground in their ability to perform highly accurate calculations on ever larger molecular systems. In this paper the design of Aces4, which is based on the the Super Instruction Architecture approach, is described. Experimental scaling results for Molecular Cluster Perturbation Theory, a new method enabled by Aces4, and CCSD, a widely used computational chemistry method are given.
I. INTRODUCTION
New and emerging computer architectures offer the promise of opening up new scientific questions for study with computational methods. In order to be able to fully exploit new and emerging extreme scale computer systems for the advancement of science, the task of developing high performing parallel software for these systems must be made easier and more cost effective. In this work, we adopt the point of view that, in aiming for this goal, it can be worthwhile to target a programming environment to a particular scientific domain, and then fully exploit knowledge of the characteristics of the domain.
The Super Instruction Architecture (SIA) is an approach to parallel programming that offers a convenient way to express multi-level parallelism together with extensive support for extremely large distributed data structures. Coarse-grained parallelism is expressed in a domain-specific programming language called SIAL that offers built-in support for operations on components of the data structure and encodes domain knowledge in the programming language type system. The DSL provides a coarse-grained representation of the program to both the compiler and runtime system; this representation can be used to perform useful static and dynamic analyses.
In this paper, we describe an implementation of the SIA called Aces4 [1] , whose target domain is Quantum Chemistry, in particular highly accurate ab initio electronic structure methods. Much current research in this area is aimed at developing new methods to handle large molecular systems such as proteins, nucleic acids, and crystals, as well as handling excited states. These computations are typically infeasible with standard methods, and difficult or impossible to implement with most existing software platforms; they generate huge amounts of data and have scaling characteristics that prove challenging for developing efficient programs. Methodological developments in ab initio theory to allow these systems to be studied involve reducing the size of the data and improving the overall scaling, for example, by replacing a four-dimensional tensor with a three-dimensional approximation, exploiting spacial symmetry, and/or taking advantage of locality to create sparsity. In designing a parallel programming platform able to satisfy the future demands of computational chemistry development, efficiently and transparently managing sparsity is a critical aspect to consider. Aces4 was designed with such demands in mind and has enabled new methodological developments in Quantum Chemistry by helping the domain scientist easily exploit sparsity in extremely large parallel computations.
The first implementation of the Super Instruction Architecture was ACESIII [2] , [3] . ACESIII both serves as a proof of concept for the SIA ideas and still provides a useful tool for computational chemists. Aces4 is a new implementation of the SIA concept with an enhanced DSL and completely redesigned runtime system. The result is a system that is more convenient for the domain programmer, highly scalable, and with new support for exploiting sparsity and symmetry impossible to replicate in ACESIII. Aces4 also has a modular design with clear interfaces. Although the primary implementation uses MPI asynchronous message Restricted coupled-cluster singles and doubles (CCSD) including linearized variations (LCC) and gradients Restricted standard and lambda triples corrections to CC singles and doubles (CCSD(T)) Restricted configuration interaction singles (CIS) including the corrections from perturbative doubles (CIS(D)) or CC perturbation theory (CIS-CCPT) Restricted equation-of-motion (EOM) CC theory for 2nd-order Möller-Plesset, CCSD including linearized variations, and 2nd-order CC perturbation theory One-electron response properties for all CC-based methods Restricted 2nd-order molecular-cluster perturbation theory (MCPT) [4] Restricted fragment-effective-field coupled-cluster perturbation theory (FEF-CCPT) and configuration interaction singles corrected by FEF-CCPT [5] - [7] passing to implement interprocess communication, we also have a single process version that does not require MPI at all. Future improvements to the runtime system will be possible without requiring any changes to the scientific DSL code.
Aces4 has enabled the implementation of novel quantum chemistry methods that are not feasible in ACESIII. A list of methods already implemented is given in Table I . Aces4 has also been used on a variety of machines including HiPerGator @ University of Florida, DOD Garnet Cray XE6, DOD Haise IBM iDataPlex, DOD Armstrong Cray XC30, DOD Shepard Cray XC30, DOD Excalibur Cray XC40, DOE Titan Cray XK7. It also can be run on OSX 10.9 and greater and Windows64 under cygwin. Aces4 is freely available with an open source license [1] .
In the remainder of the paper, we will give an overview of the Aces4 system. We also describe one of the new quantum chemistry methods that has been enabled by Aces4 and exploits its support for symmetry and sparsity-aware loops. Finally, we present some preliminary scaling results. The main contributions of this work are
• The first description of the Aces4 implementation and its dynamic approach to managing large data structures and supporting sparsity.
• Demonstration of the ability of Aces4 to enable new science by showing scaling results for a calculation using Molecular Cluster Perturbation theory to perform highly accurate ab initio electronic structure calculations on an ice crystal with 1600 atoms. This molecular system is far larger than can be handled with this accuracy by other QC software systems. We also show the strong coupled-cluster singles and doubles scaling for a systematically increased system size.
II. OVERVIEW
The most important data structures in Quantum Chemistry calculations are multi-dimensional arrays, which can be extremely large. This implies that they must be partitioned and distributed among the processes participating in the computation. For efficiency reasons, one does not handle individual elements (i.e. individual double precision numbers) when communicating values between processes; they must be aggregated. Rather than thinking of an algorithm in terms of individual elements with aggregation added as a complicating extra factor for efficiency, the main idea of the Super Instruction Architecture approach is that algorithms are expressed directly in terms of aggregates with a rich, user extensible set of operations available on these aggregates. These operations, or computational kernels, are called super instructions. Since the data structures are multi-dimensional arrays, the natural way to aggregate data elements is by partitioning each index into segments to form blocks, and expressing algorithms in terms of operations (super instructions) on blocks.
Domain scientists use a domain-specific programming language (DSL) called SIAL to express algorithms. In SIAL, blocks are first class objects and the language defines a set of built-in operations on blocks, including tensor contractions. Domain programmers may, and typically do, extend the set of operations on blocks with their own super instructions written in a general purpose programming language such as Fortran, C++, or CUDA. SIAL provides a work sharing construct between processes to express coarse-grained parallelism while super instructions may exploit fine-grained parallelism internally. Other constructs such as loops and if statements, that are typically found in a programming language as well as some novel constructs, are offered.
SIAL programs are compiled into a set of tables by the SIAL compiler. The compiler performs type checking and other static analyses for correctness along with simple but important optimizations such as dead code elimination. Enhancing the compiler to perform additional analyses is ongoing work. The resulting tables are processed by an interpreter in the runtime system of each worker process. The runtime system and interpreter are written in C++. These tables provide a course-grained representation of the program to the runtime system. Between the compiler and the runtime system, significant opportunities exist for error checking as well as static and dynamic analyses to improve performance. Because the program representation and the operations are coarse grained, instrumentation for performance tuning and thorough error checking have acceptable overhead.
The input to Aces4 is a file containing initial values of variables and arrays that have been marked as predefined, and configuration information to define the job flow. A typical calculation will execute a sequence of several SIAL programs. Users usually use a preprocessor called aces init which reads a so-called ZMAT file containing the molecular geometry, basis set, and job flow description. It generates a file containing input data in the format expected by Aces4.
A. Support for large arrays
Support for distributed arrays in Aces4 is closely coupled with the offered data types in SIAL. All arrays are known a priori; they are declared in a SIAL program and assigned a unique integer value by the compiler. This value serves to identify the array in the runtime systems and allows information about arrays to be efficiently stored in a table. The declaration of an array includes an index for each dimension. The declaration of the index includes its range and index type. The shape of each block depends on the way its indices are segmented, which in turn depends on the index type. In the domain, there are a small number of physically meaningful index types which are fixed in the DSL. For example, an moindex is used for an index type that counts segments of molecular orbitals, while an aoindex counts segments of atomic orbitals. SIAL also offers a simple index type that is not segmented. All indices with the same type have the same segmentation. Type checking performed by the SIAL compiler ensures that operations have compatible operands.
The Aces4 runtime system is organized as a set of worker processes and a set of distributed array server processes, which we will henceforth just call servers. Each block of a distributed array is owned by a specific server. SIAL offers the abstraction of one-sided communication of blocks using the block's ID, for example the SIAL statement put A[lambda, mu] += B [lambda,mu] indicates that the the contents of the indicated block of (local) array B should be accumulated into the corresponding block of (distributed) array A. The worker's runtime system is responsible for determining which server owns the specific block, sending the data, and ensuring that the memory used for the block of B is not modified or deallocated until it is safe to do so. The server receives the data belonging to the block along with metadata that includes the block's ID and some additional information used for synchronization and error checking. The details will be discussed in more detail in section II-C.
In addition to distributed arrays, Aces4 offers several other kinds of arrays:
• Static arrays exist at all worker processes. Their lifetime is the entire computation SIAL program and they are stored unblocked in contiguous memory. When used in operations with blocked arrays, the elements corresponding to that block are automatically extracted and/or inserted. Obviously, static arrays must be small and typically contain replicated data.
• Local arrays are local to a worker process. Their blocks, or a range of blocks are explicitly allocated and deallocated.
• Contiguous local arrays are also local to a worker process and explicitly allocated and deallocated. Sections of adjacent blocks may be allocated and stored together in contiguous memory.
• Temp arrays are local to a worker process. Temp array blocks are implicitly allocated when used and deallocated when they go out of scope.
• Scalars are individual double values. They can be used in contexts expecting a block (of a zero-dimensional array) and also behave like ordinary double values in expressions. As an example, in the following declarations, norb is a predefined int variable that gets its initial value from the input file. mu is a variable of type aoindex with a range from 1 to norb, and fockrohf_a is a two dimensional static array where both segment indices range from 1 to norb and are segmented as an aoindex. predefined int norb #num atomic orbital segs aoindex mu = 1:norb static fockrohf_a [mu,mu] How indices are partitioned into segments is determined a priori and may be influenced by the underlying physics. An array of segment sizes for each segmented index type is provided as input data to Aces4. There will typically be many more blocks than servers, and a typical block size for a four dimensional array would be several Mbytes.
With the exception of static arrays, no memory is allocated or metadata created for the block until it is actually used. This provides a convenient way to handle block sparse or symmetric arrays. For example, in a symmetric array, algorithms would be written to only loop, say, over blocks along and above the diagonal. The blocks below the diagonal would simply never exist. It is not necessary to determine which blocks will exist in advance, although as discussed below, if available, the information can be exploited to better balance loads in certain worksharing loops.
At a worker, blocks can be used as arguments to built-in and user-provided super instructions. For each non-empty array, the runtime system contains a map from BlockId to a pointer to a Block. The BlockId contains the array id and the value of each index. A Block is an object that contains the shape of the block and additional information about the block status, such as whether it is involved in a pending asynchronous operation, and whether or not its values are up-to-date on a particular device. The interface for looking up a block in the map requires specification of how each block will be used: reading, writing, or updating. Because the programming model deals with blocks, reading a block means that no element of the block is modified and writing a block means that all elements of the block are written. Update allows elements to be both read and written, or for only some elements to be written. When a block is requested, the runtime looks up the block in the map, waits for any pending asynchronous operations that may conflict with the intended one, then returns the block. If a block requested for writing does not exist, the system will create it by allocating memory and registering it in the map. A request for a nonexistent block for reading or updating will fail, ensuring that blocks are never used without prior initialization.
The interpreter can always infer how any block that it retrieves will be used. In some cases, this comes from the SIAL semantics. For example, A[i,j] = 1.0 initializes all elements of block A[i,j] to 1.0, so the interpreter obtains the block for writing. As mentioned above, if the block did not already exist, it would be created. If it did exists, it would be returned only after all pending asynchronous operations involving the block have completed. User-defined super instructions take blocks (or entire contiguous arrays) as parameters. They must be declared in the SIAL program with a signature that indicates how the block is used. For example, the super instruction declaration, special check_dconf rw indicates that super instruction check_dconf takes two blocks as parameters; it reads the first one and writes (all elements of) the second.
Because the access mode of a block is known when the block is requested, the interpreter is able to provide interoperability of blocks of distributed and contiguous arrays that is transparent to SIAL programs and user-provided super instructions. If the block from the contiguous array is to be read or updated, the elements belonging to the block are copied to a buffer and used in the operation. If not, a temporary (uninitialized) block is allocated. After completion of the super instruction, the elements are reinserted into the contiguous array only if the block was written or updated.
The runtime can also use knowledge of access mode to handle data transfer between a host and another device such as a GPU. (In ACESIII, this was done with directives in SIAL programs [8] .) Only blocks that are read or updated will be copied to the device and only blocks that have been updated or written are copied back to the host. This T λσ ij information is also used to keep track of which allocated blocks contain valid data; when an operation updates or writes a block on the GPU, the data in a copy on the host becomes invalid, etc.
At any given time, a block of a distributed array may exist in some combination of server memory, file system, memory of one or more workers, or in device memory on an accelerator. The other kinds of blocks may be located in host memory or device memory. The runtime system tracks the validity of each block at each location. It can do this because the runtime system is aware of block identity.
At workers, certain blocks are guaranteed to be in memory in certain scopes in the SIAL code. For example, after a copy of a block belonging to a distributed array is acquired inside a loop at a particular worker, it is guaranteed to remain in memory at that worker for the remainder of the loop iteration. However, the runtime system also caches blocks at workers as long as they remain valid and sufficient memory is available. This caching by the runtime system can significantly reduce the amount of communication required and is transparent to the domain programmer, although, of course, awareness of this feature may result in designs that are more likely to benefit from it. At servers, when memory becomes scarce, blocks of arrays will be written on disk, and read back in later when needed. This crucial feature is described in more detail in section II-C.
The amount of metadata required is of concern as systems approach exascale. Nothing in the Aces4 support for arrays grows with the number of processes. A small amount of metadata, replicated at each process grows with the size of arrays, namely how each index type is segmented. (If the segment sizes are uniform, or mostly uniform, compressing the information would be matter of straightforward programming effort.) Other metadata is per block instantiation. This is scalable since, the blocks per process will typically decrease as more processes are added.
B. The DSL SIAL
In this section, we give a brief overview of the DSL, starting with a relevant example, tensor contraction. Some aspects of the MPI-based implementation of the interpreter are also described. The code fragment shown in Fig. 2 computes a four index tensor contraction. Important SIAL features include a parallel loop construct(line 1), serial loops (lines 3-4), one-sided communication constructs, (lines 5,6 and 12). The range of each dimension of the underlying arrays are partitioned into segments; M,N,I,J,L, and S are indices that count segments rather than individual elements. Thus tmpsum, tmp T, V, and R are blocks, not (in general) individual floating point numbers. The assignment in line 2 assigns a scalar value, here 0.0, to every element in the block. The calculation performed in lines 7-8 executes a built-in super instruction performing a contraction on the blocks. Although the declarations are not shown, presumably tmp and tmpsum have been declared as temp blocks. Each block of tmp will be automatically removed at the end of the do S loop, while the blocks of tmpsum will be removed at the end of the pardo M,N,I,J loop.
When interpreting the get commands (lines 5 and 6), if the block is not already cached at the worker and not already requested, the worker posts an asynchronous MPI_Irecv, sends a get message to the server that owns the indicated block, and registers the MPI_Request with the block's metadata. The server replies with the requested block while computation at the worker continues. When the block is needed, which is in line 8 in the example, the get_block_for_reading method called by the interpreter will wait if necessary for the block to arrive. The put command sends the block to the server and registers the asynchronous communication handle with the block metadata. The block's data at the worker will not be invalidated or freed until the communication event has completed. In both cases, the domain programmer is insulated from the asynchrony which is managed by the runtime system using an asynchronous event framework. This framework is also used by servers and is described in Sec. II-C.
The pardo loop (line 1) is a worksharing construct. It distributes the index space of its arguments among the workers. The do loops (lines 3-4) simply iterate serially over the ranges of their argument variables. This loop could be reorganized in many ways by the SIAL programmer. In Fig.  2, M,N,I , and J are subject to worksharing while L and S are iterated over serially at each worker. Of course, one could choose to decompose work only using values of M, with the rest serial. Alternatively, one could put L and S as arguments of the pardo loop, too (although this would reduce data reuse). Also, typically, more operations than a single contraction will be done inside a pardo loop, potentially making block reuse more likely. The simple syntax for specifying loops makes it easy for domain programmers to take such considerations into account when writing their code.
Although not shown in the example, both pardo and do loops may have where clauses that constrain the index values. For example, to select only the diagonal blocks of a two dimensional array with indices L and S, one might say pardo L,S where L==S. Currently, the default load balancing scheme is static, but where-clause aware. For example, only [1, 1] , [2, 2] , [3, 3] . etc. would be assigned to workers, rather than assigning [1, 1] , [1, 2] , etc. to workers before evaluating the where clause, leaving the worker getting [1, 2] with nothing to do. SIAL also allows pragmas to be associated with pardo loops that cause the interpreter to invoke specialized loop managers to handle the loop. This is reminiscent of the schedule clauses in OpenMP, but more general and extensible. This feature has been utilized in the implementation of the MCPT code mentioned in Section III-A.
In contrast to OpenMP, there are no implied barriers at the end of pardo loops. It is desirable to allow a worker finished with its part of a pardo loop to simply go on to the next one, provided this can be done without resulting in data races at a server. Server data races occur when conflicting operations occur without a sip_barrier (discussed below) separating them. Operations conflict if they are originated by different workers and at least one modifies the block. The exceptions are the update operations. Put accumulate (put R(M,N,I,J) += tmp(M,N,I,J)) sends the right hand side block to the server which adds the values element-wise to the values of the left hand side block. Put increment (put R(M,N,I, J)+= 1.0), and put scale (put R(M,N,I,J) * = 2.0) perform the indicated operation on each element of the indicated block at the server. These operations do not conflict with others of the same type since these operations commute and are executed atomically by the servers. Dynamic race detection is performed at runtime with negligible overhead 1 Experience has shown these checks to be very valuable in revealing SIAL programming errors.
A sip_barrier is a construct in SIAL which ensures that all worker processes have reached the barrier in their code, and that, from the point of view of the worker, updates at the server (appear to) have been completed. Thus barriers provide the synchronization required to prevent data races at servers. Barriers also delineate the regions of code where a particular block at a worker is guaranteed to contain valid data. Thus worker block caches are cleared at barriers. The implementation by the runtime system is not an MPI Barrier, but rather a specialized distributed termination or quiescence detection algorithm [10] , [11] which detect when 1) All workers have reached the sip_barrier and all servers are quiescent (or appear to be) 2) There are no application messages in-transit that could cause a recipient to become non-idle. 3) The previous conditions are checked in the context of a consistent global state [12] . Our implementation is designed to minimize latency and takes advantage of the fact that servers respond to, but do not initiate communication with, workers and that SIAL constructs which involve communication directly between workers all involve collective communication. The sip_barrier implementation is as follows:
• Each message from a worker to a server yields a response from the destination server. Is the case of a "get" message, the response will be the requested block. In others, the response is a message with an empty payload and tag matching the original request. Since this is implemented in MPI, the worker simply posts an MPI_Irecv for the response (block, or empty acknowledgment message) that expects a message with the same (unique) tag as the worker's message.
• On reaching a sip_barrier, a worker waits for all expected responses from servers, then invokes an MPI_Barrier on a communicator group consisting of all the workers.
• Servers do not participate in the sip_barrier other than sending replies to workers. The communication patterns, along with the ordering properties MPI guarantees for collective communications, ensure that there are no Aces4 messages (get, put, their replies, etc.) in transit to or from a particular worker immediately before that worker initiates the MPI_Barrier. Since no Aces4 messages are generated by the MPI_Barrier, this is also true immediately after the barrier. Further, all workers have reached the barrier. Thus the worker states immediately following the MPI_Barrier along with the inferred server state immediately following the reply to the latest message it received before the barrier form a consistent global state with the required properties.
Other SIAL features worthy of mention include a scalar data type whose instances can be treated as blocks with 0 dimensions, but also enjoy additional operations including collective_sum, (MPI_Allreduce) and a novel construct called assert_same. Command assert_same takes a scalar variable as an argument and checks that all workers have the same value within a certain tolerance, then sets the value at all workers to the same value.
C. Server design
The performance of MPI message passing with large messages is significantly improved if we ensure that all receives for large messages are posted before the message is sent. To implement get, a worker simply posts an MPI_Irecv for the block before sending the get request message. To allow the server to post an MPI_Irecv before a large message is sent from the worker to server, the worker sends a short message to the server, the server posts the MPI_Irecv and sends an acknowledgment. On receipt of the acknowledgment, the worker sends the large message containing the block's data which is acknowledged by the server as part of the sip_barrier implementation.
Servers execute a loop that waits for messages, then handles them. If there are no new messages, the server will attempt to handle a pending asynchronous event. Servers use a single framework (which is also used by workers) for handling asynchronous operations, whether involving messages from workers or disk IO. The framework can be used for any "event" which makes progress autonomously (such as message arrival) and where the handler can be implemented as non-blocking, closure like object, i.e. where it contains sufficient information to be executed in any context and can run to completion when invoked. The framework offers methods to wait for events to be enabled, to handle them, etc. Each block maintains a list of pending asynchronous events involving that block, and the server has a list of blocks that may have pending events. An example of a pending event is receiving the message containing the data for a put = operation. The event object encapsulates the MPI_Request object, and handling the event involves completing the communication by testing the MPI_Request. Another example is handling the message containing the data for a put += operation. In this case, the event encapsulates the MPI_Request, a pointer to the destination block, and the buffer for incoming data. Handling the event involves testing the MPI_Request, performing the accumulate operation and freeing the data buffer. The server ensures that events on a particular block are handled in the order that they were posted, waiting if necessary for prior events to complete. The exception is that read events need not wait for other read events. This scheme allows servers to be responsive to messages from workers and handle asynchronous events when convenient, while preserving the SIAL semantics.
Servers perform dynamic data race detection. Detecting conflicting operations requires knowing when a sip_barrier has occurred. Each worker maintains a count of the number of sip_barrier operations it has performed, and includes this count as part of a request message. If servers receive a larger value than previously seen, they can infer that at least one sip_barrier has occurred since the previous message. If a server receives a value smaller than its current one, an error has occurred.
Dedicating processes to managing shared distributed arrays is an important design decision. As the processor count in modern systems increases, devoting cores to specialized tasks is increasingly appropriate. The decision was also influenced by experience with ACESIII, which offered two types of distributed arrays. One distributed the blocks of an array among the workers, the other used dedicated server processes. In most cases, the best results were obtained with the server-based arrays, and scientific codes increasingly used those. In Aces4, the worker-based distributed arrays were omitted, resulting in significant simplification of the worker runtime system. The Aces4 servers act as owners of the blocks of distributed arrays Workers need to know which server owns a particular block so that messages regarding the block can be directed to the correct server. Servers need to be able to tell if a block with a given ID is theirs. Since not all blocks will necessarily be instantiated, the block id to server map should not be implemented as a table, which would cause a metadata explosion as the number of blocks becomes large. Instead, we use a function to compute the server given the ID. Obvious possibilities include simply linearizing the index values and doling out to servers in round robin fashion, or hashing the index values. The latter typically works better for block-sparse arrays. Note that all a worker needs to do to obtain or update a block is determine which server holds the block and then send a message to that server containing the block's id. The worker does not know the address of the block at the server, and indeed, the block may have been written to disk and deleted from memory, and later restored when needed, completely transparently to the workers. This makes MPI-3 one-sided communication an awkward fit for Aces4 servers and we have implemented communication between workers and servers using normal MPI asynchronous message passing.
We also point out that if one looks at a single operation such as one tensor contraction, storing blocks on dedicated servers seems suboptimal because it may require extra communication to move blocks from servers to workers and back. However, in practice one does not perform a single tensor contraction, but rather a sequence of operations. Often, locality can be exploited and the cost of the worker/server communication amortized over several operations, either because of the algorithm design, or the caching features of the runtime system. Also, over the course of a typical computation, the communication patterns change, so a particular distribution that worked well at one point won't necessarily work well elsewhere.
Supporting bleeding edge computational chemistry, requires handling arrays too big to fit into available memory, either by themselves, or in combination with other data. When required, Aces4 writes server blocks to disk, freeing memory for other blocks, and reads them back later when needed. This is transparent to the domain programmer. The current implementation dedicates a file in a parallel file system to each distributed array. Server memory is allocated in chunks that are large enough to hold a small number of (say four) blocks of the array. Entire chunks, thus several blocks, are transferred to and from disk together. Each server is assigned exclusive sections of the file, which can be determined by the number of servers and the chunk size. Blocks are assigned to chunks in a way that exploits SIAL semantics to increase locality within the chunk. Thus, when one block in a chunk is accessed, the following blocks in the chunk will likely be accessed soon, thus bringing back a chunk usually has the effect of prefetching the next few blocks that will be requested. Aces4 automatically performs checkpoints on SIAL program boundaries (recall that a typical job will contain several consecutive SIAL programs). At the end of each SIAL program, all arrays that have been marked persistent in the SIAL code are saved. These should only be the arrays which contain data that will be needed in subsequent SIAL programs. Persistent arrays transfer information between the SIAL programs in a job, and also allow the job to restart on any SIAL program boundary whose predecessors have completed their checkpoints. By restricting checkpointing to specific, convenient, places and only saving data that needs to be saved, the cost of checkpointing is kept reasonable. Also, the checkpointing mechanism is integrated with the disk-backing described in the previous paragraph; the same files are used and chunks that happen to already be in a valid state on the disk when the checkpoint is taken are not rewritten. The current implementation uses MPI-IO directly. Freeing and restoring blocks during program execution use independent IO operations, while checkpoints use collective operations.
III. EXAMPLES AND EXPERIMENTAL DATA

A. Molecular Cluster Perturbation Theory
Standard methodologies in electronic structure theory have an irreducible polynomial, O(n p ), computational scaling with respect to system size, where p is typically 4 − 7 and n is the size of the Hilbert space 2 . Computational techniques based on perturbation theory (generally p ≥ 5) are impractical for use on molecular systems beyond a few dozen atoms. This restriction to only dozens of atoms is a serious difficulty because systems of interest to biochemistry or material science communities are in the nanometer length scale with thousands of atoms. A powerful technique used in studying large molecular systems is to fragment the system into individual units [13] - [15] that are small enough to be treated using standard techniques with the surrounding system treated as an interacting bath. Molecular systems such as liquids or non-covalently bonded molecular crystals that have a low degree of delocalization are optimal candidates for a fragmentation approach to solving the Schrödinger equation. Our molecular cluster perturbation theory approach to solving the fragmented Schrödinger equation is a linear-scaling method (w.r.t number of fragments) that generates a highly structured and sparse representation of the entire physical system while retaining many of the desirable aspects of infinite order perturbation theory.
In the molecular cluster perturbation theory (MCPT) method, we divide the system into N Hilbert spaces, H x , spanned by the wavefunction |φ
x . The total system of interest is then represented by a direct product of Hilbert spaces 
where the highly sparse arrays, v and t, are the two-electron integrals and wavefunction amplitudes. The sum and free indices in Eq. 1 are restricted to range over index values belonging to the individual fragment subsets which when done properly will scale as O(N 2ñ6 ) whereñ is the size of the largest fragment, a significant improvement over the O(n p ) scaling of standard perturbation theory based methodologies. The number of I, J pairs included in Eq. 1 can also be restricted based on the physical separation between fragments, so that fragment pairs with a large separation are excluded, further improving the MCPT scaling to be linear with respect to the number of included fragments, M ×O(Nñ 6 ), where M is the average number of pairs. Two features of Aces4 enabled implementation of this method, which is not feasible in ACESIII. One is the handling of block sparse matrices (in ACESIII, the amount of metadata alone was problematic) and the other worksharing constructs that are tailored to specific sparsity patterns.
To illustrate the performance capabilities of the MCPT method as implemented in Aces4 we apply it to the Ice Ih crystal structure, using 1600 explicit water molecules (see Fig. 3a ). The regular structure of the Ice crystal yields a very structured distance matrix, which defines the sparsity of all the arrays in the calculation (see Fig. 3b for an illustration of the kind of sparse structure encountered in typical crystal calculations). Timing results for the Ice crystal for different processor counts as a function of included pairs are given in Fig. 4 . The MCPT calculation involved 16, 000 electrons, with a Hilbert space size of 38400, and is made possible by the implementation of the dynamic memory manager in the Aces4 run time system. If MCPT were implemented in the previous ACESIII software package and run using the same Ice Ih system, just the metadata for each array on each parallel process would have ∼ 100 × 10 12 elements which is completely unfeasible computationally. Typical sparse arrays were of size M * 1600 * (5 2 * 19 2 ) where M = 0, . . . , 29.
B. Coupled Cluster singles and doubles (CCSD)
The coupled-cluster singles and doubles (CCSD) manybody theory is a quintessential computational chemistry method that is widely used in the field for performing practical calculations. In addition, CCSD is an excellent model with which to test a parallel software package due to the intrinsic O(n 6 ) computational scaling and high data requirements required when evaluating tensor contractions of the form (identical to the dense formulation of Eq. 1)
To demonstrate the performance of our CCSD SIAL program and tensor contractions in general, we have computed a sequence of strong scaling tests using a Ne n lattice (placed symmetrically on the coordinate axes at 5Å intervals; the aug-cc-pVTZ basis set was used throughout) with n = 15, 20, 25, 30. The final disk storage requirements for a CCSD iteration was 2Tb, 6Tb, 8Tb and 32Tb for the n = 15, 20, 25, 30 neon clusters respectively. A set of scaling results can be found in Fig. 5 .
IV. RELATED WORK
In this section, we compare Aces4 with a selection of other systems with similar goals.
Perhaps the most well-known middleware for dealing with large distributed arrays is the Global Arrays (GA) toolkit [16] . Global Arrays was used to implement NWChem [17] , one of the most prominent parallel quantum chemistry suites. GA offers a convenient programming model with a onesided abstraction that allows arbitrary sections of distributed, dense, arrays to be accessed with a shared memory-like style using a global index space. The GA toolkit has been in development for more than 20 years and offers a variety of enhancements to the basic functionality described above. The Aces4 programming model is based on blocked arrays rather than global arrays. Aces4 arrays are statically partitioned into blocks (and the partitioning may be influenced by both efficiency concerns and the physics), and blocks are the object of interest rather than individual array elements, or ranges of individual array elements. Generally there are many more blocks than servers. Also, memory is allocated for a block only when the block is used, providing a way to handle block-sparse arrays. Although a recent enhancement of GAs added the option for block-cyclic distribution (whose use disables some of GAs features), traditionally arrays were partitioned among processes with each process having (at most) one section of an array. In Aces4, the interface for obtaining a block of an array requires indicating the access mode, which along with maintenance of identity of blocks allows the Aces4 compiler and runtime system to provide significant error checking. It also enables functionality such as interoperability between local, contiguously stored and distributed arrays along with maintenance of consistency of blocks. In contrast, in GA, after a segment of an array is copied to a local buffer, the GA system loses track of its relationship with its source. In Aces4, distributed arrays are managed by server processes, while computation is done by worker processes. This is in contrast with GA, where, as typically used, all processes are workers and each owns part of the array. Aces4 distributed arrays are supported by a special purpose virtual memory system, which is integrating with checkpointing, and that writes blocks to disk when memory is required at a server, reads them back in when required, transparently. A library distributed with GA, Disk Resident Arrays (DRA) allows arbitrary segments of global arrays to be explicitly copied to and from disk, and this is done using collective IO operations, thus requires coordination between all workers.
Another system with similar goals to Aces4 is TiledArray [18] . The TiledArray framework makes sophisticated use of C++ templates to offer general support for large multidimensional arrays, including block-sparse arrays. As in Aces4, TiledArray arrays are statically partitioned into blocks called tiles which are distributed among all of the processes in the computation. Block-sparse arrays are handled by maintaining a bitset for each array with a bit for each tile that indicates whether or not all elements in the tile are zero. If all elements in the tile are zero, the tile representation does not allocate memory for the tile's elements. TiledArray uses the MADNESS system's [19] parallel runtime, MADworld, as their underlying runtime system. MADNESS dynamically creates tasks that can execute when their inputs are available, thus conceptually forming a DAG, whose edges represent dependencies. Tensor expressions are provided with a very small DSL that is embedded in C++. This is an alternative approach to a DSL. The Aces4 DSL is a standalone programming language that manages the flow control of the computation while the TiledArray is embedded into C++; programmers write programs in C++ which create TiledArray objects as part of their data structures, and invoke snippets of the DSL in the form of string parameters passed to operators defined on TiledArray objects.
The Cyclops [20] framework is based on communicationavoiding algorithms for tensor contractions. Cyclops analyzes each tensor contraction before it is performed, and possibly redistributes the data before applying a communication-efficient algorithm. Rajbhandari, et. al. [21] present another framework which generates provably optimal communication avoiding algorithms for arbitrary tensor contractions. Communication-avoiding algorithms trade off memory for communication in a highly structured way. We note that the problems of interest in our work tend to be memory constrained, and thus may not benefit as much from communication-avoiding algorithms as other domains, but carefully evaluating this hypothesis remains future work.
V. CONCLUSIONS
In this paper, we have given an overview of the implementation of Aces4, a parallel programming environment, specialized for computational chemistry, based on the Super Instruction Architecture, whose main idea is to treat statically-determined chunks of a large distributed data structure as first-class objects in a domain-specific programming language along with a runtime system that provides sophisticated support for such objects. In any system design, one makes trade offs between generality and the ability to exploit constraints. While generality is desirable, it may come with a cost. On the other hand, the wrong constraints may render a system unusable. We offer Aces4 as one data point in understanding this trade off: experience has shown that Aces4 provides sophisticated, convenient support for the extremely large, sparse, multidimensional arrays found in emerging methods in computational chemistry, and has already enabled new methods to be implemented.
