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BORN SERIES FOR THE PHOTON DIFFUSION EQUATION
PERTURBING THE ROBIN BOUNDARY CONDITION
MANABU MACHIDA AND GEN NAKAMURA
Abstract. The photon diffusion equation is solved making use of the Born
series for the Robin boundary condition. We develop a general theory for ar-
bitrary domains with smooth enough boundaries and explore the convergence.
The proposed Born series is validated by numerical calculation in the three-
dimensional half space. It is shown that in this case the Born series converges
regardless the value of the impedance term in the Robin boundary condition.
1. Introduction
Diffusion is often seen in different subfields of science and engineering. In par-
ticular, light propagation in turbid media such as biological tissue is governed by
the diffusion equation except near sources and boundaries [10]. There are scatter-
ing and absorption in the medium and they are characterized by the diffusion and
absorption coefficients in the diffusion equation, or the photon diffusion equation
emphasizing the existence of the absorption term. In addition to its importance
in natural science, diffusion in random media has been utilized in medicine [19].
Diffuse optical tomography is a near-infrared version of X-ray computed tomogra-
phy [5], for which inverse problems are to determine the diffusion coefficient, the
absorption coefficient, or both from boundary measurements [1, 3]. One way to
formulate diffuse optical tomography is to treat inhomogeneity such as tumors in
biological tissue as perturbation and solve the inverse problem of finding the per-
turbation from a known reference medium. Another way is to solve the nonlinear
inverse problem iteratively by minimizing the corresponding cost function. In ei-
ther way, it is crucial to have solutions of the diffusion equation in a simple form
for computing tomographic images at a practical speed.
At the depth of about ten times the transport mean free path, the energy density
of light, which is governed by the Maxwell equations, starts to obey the diffusion
equation via the mesoscopic regime of the radiative transport equation [16, 20].
Therefore for highly scattering media such as biological tissue, the diffusion regime
becomes dominant. Hence it is common to assume that the diffusion regime spans
the whole domain including the boundary. Then the energy density of light in
the medium is obtained as the solution to the diffusion equation with the Robin
boundary condition.
In this paper, we consider the Born sequence for the Robin boundary condition
and derive the solution to the diffusion equation as a series. The convergence of
the Born series is tested when the spatial domain is a three dimensional half space.
More precisely, for a diffusion equation with homogeneous diffusion coefficient and
absorption coefficient given in the half space over some finite time interval with
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2Robin boundary condition, we tested the convergence of a Born series for the Pois-
son kernel (see Section 4 for its definition) which is defined by considering the Robin
boundary condition as perturbation of Neumann boundary condition. A striking
result given later in Section 5 (see Remark 5.2) is that this Born series converges
even when the homogeneous impedance term of the Robin boundary condition is
not small.
The rest of this paper is organized as follows. In Section 2 we will discuss about
the efficiency of the so called extrapolated boundary condition which has been used
in the study of optical tomography instead of the Robin boundary condition. This
boundary condition was introduced to give an approximate solution in a concise
way for the initial boundary value problem for the aforementioned diffusion equation
with Robin boundary condition. We will show that the efficiency of this boundary
condition is limited, which led us to our study given in this paper. Section 3 is
devoted to a general study of the Born approximation. Then based on this general
study, we define in Section 4 the Born approximation for the Poisson kernel in the
half space and a slab domain over some finite time interval. Further, we discuss its
convergence of the Born approximation for the Poisson kernel in the half space over
some finite time interval. In Section 6, we tested the numerical performance of Born
approximation for the Poisson kernel in the half space over some finite time interval.
The last section is for the concluding remark. In Appendix, which consists of three
parts Appendix A through Appendix C, we give some supplementary arguments
and facts which are better to be separated from the main part of this paper to
clarify the points of arguments.
2. Analytical solution and extrapolated boundary
Let us consider the domain Ω = R3+, where R3+ =
{
x ∈ R3; x3 > 0
}
. The bound-
ary, i.e., the x1-x2 plane, is denoted by ∂Ω. We will find an expression for u which
satisfies 
(∂t − γ∆ + b)u = 0, (x, t) ∈ ΩT ,
γ∂νu+ βu = δ(x1 − y1)δ(x2 − y2)δ(t− s), (x, t) ∈ ∂ΩT ,
u = 0, x ∈ Ω, t = 0,
(1)
where in the Robin boundary condition, ∂ν = ν · ∇ with ν the unit normal of ∂Ω
directed into the exterior of Ω.
Considerable efforts have been paid to derive concise solution formulae for the
diffusion equation [2, 8, 14]. Among such efforts, the extrapolated boundary is a
fudged-up boundary (Chapter 5 in [6]) placed in an infinite medium obtained by
removing the true boundary. Although it is not easy to mathematically justify the
validity of the extrapolated boundary condition, this boundary condition has been
often used for light propagation in biological tissue since the solution in the infinite
space can be readily derived [4, 11, 15]. Numerical tests show that although there
are cases where the extrapolated boundary condition gives an excellent approxi-
mation, some differences are found particularly when there is a mismatch between
refractive indices on the boundary [17].
3The diffusion equation with the extrapolated boundary condition is described as
the following initial value problem for uEBC(x, t):
(∂t − γ∆ + b)uEBC = δ(x1 − y1)δ(x2 − y2) [δ(x3)− δ(x3 + 2`)] δ(t− s),
(x, t) ∈ R3 × (0, T ),
uEBC = 0, x ∈ R3, t = 0.
(2)
Here the ratio ` = γ/β is called the extrapolation distance. uEBC restricted to Ω will
be considered to approximate the solution u of (1). We remark that sometimes the
source is placed inside the medium with the source term given by δ(x1− y1)δ(x2−
y2) [δ(x3 − d)− δ(x3 + 2`− d)] δ(t− s), where d is taken to be the transport mean
free path [15].
We briefly examine the performance of approximating u by uEBC(x, t) restricting
to Ω. In Appendix A we explicitly calculate the solution to (1) in the half space.
We put
y1 = y2 = s = 0. (3)
Then the exact solution to (1) at x1 = x2 = 0 for x3 > 0, t ≥ 0 is given by
u(x, t) = u(x3, t) =
2e−bt
4piγt
 e− x234γt√
4piγt
− β
2γ
e
β
γ (x3+βt) erfc
(
x3 + 2βt√
4γt
) , (4)
where the complementary error function erfc(ξ), ξ ∈ R is defined as
erfc(ξ) =
2√
pi
∫ ∞
ξ
e−s
2
ds.
Furthermore we obtain
uEBC(x3, t) =
e−bt
(4piγt)3/2
(
e−
x23
4γt − e− (x3+2γ/β)
2
4γt
)
. (5)
We will numerically compare below u and the restriction of uEBC to Ω. First of
all noticing erfc(ξ) = 1√
pi
e−ξ
2 (
ξ−1 +O(ξ−3)
)
for large ξ, we have∣∣∣∣uEBC(x3, t)− u(x3, t)u(x3, t)
∣∣∣∣ = 1 + e−
x3+γ/β
βt − βγ
√
4γt
(
ξ−1 +O(ξ−3)
)
2− βγ
√
γt
pi (ξ
−1 +O(ξ−3))
,
where ξ = (x3 + 2βt)/
√
4γt. Therefore we obtain limx3→∞ |(uEBC − u)/u| = 1/2 6=
0 although limt→∞ |(uEBC − u)/u| = limβ→∞ |(uEBC − u)/u| = 0.
Next we set
γ = 0.06 mm2/ps, b = 0.001 /ps, T = 4 ns, x3 = 20 mm. (6)
In Fig. 1 below, we compare u(x3, t) in (4) and uEBC(x3, t) in (5). When β is
small, the agreement is not good. As β becomes larger, uEBC approaches the exact
solution u(x3, t).
3. General theory for Born series
In this section a general scheme is given to define the Born series for the initial
boundary value problem for diffusion equations with Robin boundary conditions.
The impedance term (i.e., βu in (1)) in the Robin boundary condition is considered
as a perturbation for the Born series.
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Figure 1. The energy density u is plotted at x3 = 20 mm as
a function of t for, from the left to right, β = 0.002 mm/ps, =
0.005 mm/ps, and = 0.015 mm/ps, respectively. In each panel,
u(x3, t) and uEBC(x3, t) are compared.
Throughout this section let Ω be a domain in Rn (n = 2, 3) and ∂Ω be the
boundary of Ω which is of C2 class. For simplicity of description we only describe
our scheme for n = 3. We define
ΩT = Ω× (0, T ), ∂ΩT = ∂Ω× (0, T ), T > 0.
Let γ = (γij) and b be the diffusion coefficient and the absorption coefficient which
are bounded measurable in Ω, i.e., γ, b ∈ L∞(Ω). We assume that there exists a
positive constant δ such that
b ≥ δ,
3∑
i,j=1
γij(x)ξiξj ≥ δ
3∑
i=1
ξ2i for any ξ = (ξ1, ξ2, ξ3) ∈ R3 (7)
almost everywhere in Ω. Now we consider the following initial boundary value
problem for the diffusion equation with respect to the energy density u(x, t):
(∂t −∇ · γ∇+ b)u = f, (x, t) ∈ ΩT ,
(γ∇u) · ν + βu = g, (x, t) ∈ ∂ΩT ,
u = 0, x ∈ Ω, t = 0,
(8)
where f = f(x, t) is the internal source, g = g(x, t) is the boundary source and
β is a positive bounded measurable function on ∂Ω, i.e., β ∈ L∞(∂Ω). For the
simplicity of description we assume γ = γ(x)I with scalar function γ(x) ∈ L∞(Ω)
abusing the notation γ and the 3× 3 identity matrix I.
Remark 3.1. We can include the incident beam h(x) in the initial condition of (8).
By Duhamel’s principle, however, it can reduce to the case h = 0.
3.1. Operator A, A0. Consider the following sesquilinear forms: a(v, w) :=
∫
Ω
(γ∇v · ∇w + bvw) + ∫
∂Ω
βvw,
a0(v, w) :=
∫
Ω
(γ∇v · ∇w + bvw),
(9)
where v, w ∈ H1(Ω).
Then, we can immediately have the following.
5Lemma 3.2. a(v, w), a0(v, w) are bounded, symmetric and positive bilinear forms:
|a(v, w)|, |a0(v, w)| ≤ C1‖v‖H1(Ω)‖w‖H1(Ω) (bounded),
a(v, w) = a(w, v), a0(v, w) = a0(w, v) (symmetric),
a(v, v), a0(v, v) ≥ C2‖v‖2H1(Ω) (positive)
(10)
for any v, w ∈ H1(Ω) with some positive constants C1, C2 independent of v, w.
Here we denoted the H1(Ω) norm of v ∈ H1(Ω) by ‖v‖H1(Ω).
Let V = H1(Ω), H = L2(Ω) and V ′ be the dual space H1(Ω)∗ of H1(Ω). Then
there are natural embeddings ι : V ↪→ H, ι′ : H ↪→ V ′ with dense ranges, where ι′ is
the dual operator of ι. Hence the triple (V,H, V ′) forms a Gelfand triple. Let (·, ·)
denote the L2(Ω) inner product and fix any v ∈ V . By the denseness of the range
of the embedding ι′ : H ↪→ V ′, the bounded linear functional H 3 w 7→ (x, ιv) ∈ C
has a continuous extension to V ′ which we denote by (w, v) with v ∈ V, w ∈ V ′
by abusing the notation (·, ·). We will use this convention for the notation (·, ·).
Then, from the general theory of V -coercive bilinear forms, we have the following
(see Lemma 4.3 of [13] and sections 17.4, 17.5, 21.2 of [18] for the details) :
Lemma 3.3. There exist symmetric bounded operators A, A0 from H1(Ω) to H1(Ω)∗
with operator norms bounded by C1 such that a(v, w) = (Av, w), a0(v, w) = (A0v, w)
for any v, w ∈ H1(Ω) by using the above convention for the notation (·, ·), where
(·, ·) denotes the inner product in L2(Ω). Further A and A0 have the following
properties:
(i) For v ∈ H1(Ω), Av, A0v can be given as
Av, A0v = −∇ · γ∇v + bv, (11)
where the derivatives are taken in the distribution sense.
(ii) If u ∈ H1(Ω), Au =: f ∈ H1(Ω)∗, then there exists a unique B(u, f) ∈
H−1/2(∂Ω) such that
a(u,w) = (f, w) + 〈B(u, f), trw〉, w ∈ H1(Ω),
where tr : H1(Ω)→ H1/2(∂Ω) is the trace operator and 〈q, r〉 is the paring between
q ∈ H−1/2(∂Ω) and r ∈ H1/2(∂Ω). Further we have B(u, f) = (γ∇u) · ν + βu :=
γ∂νu+ βu if f ∈ L2(Ω).
(iii) If u0 ∈ H1(Ω), A0u0 =: f0 ∈ H1(Ω)∗, then there exists a unique B0(u0, f0) ∈
H−1/2(∂Ω) such that
a(u0, w) = (f0, w) + 〈B0(u0, f0), trw〉, w ∈ H1(Ω).
Further we have B0(u0, f0) = (γ∇u0) · ν := γ∂νu0 if f0 ∈ L2(Ω).
3.2. Born sequence. Let L2((0, T );H1(Ω)∗) denotes the set of all H1(Ω)∗ val-
ued L2 functions over (0, T ). Similarly L2((0, T );H1/2(∂Ω)) denotes the set of
all H1/2(∂Ω) valued L2 functions over (0, T ). Then for f ∈ L2((0, T );H1(Ω)∗),
g ∈ L2((0, T );H−1/2(∂Ω)), we can write (8) as
d
dt
u+Au = F,
u|t=0 = 0,
(12)
6where F = F (t) ∈ L2((0, T );H1(Ω)∗), and for any w ∈ H1(Ω), F (w) = F (t)(w) ∈
L2((0, T )) is given as
F (t)(w) = (f(·, t), w) + 〈g(·, t), trw〉 (13)
for almost everywhere t ∈ (0, T ). It is easy to show that the norm ‖F‖L2((0,T );H1(Ω)∗)
of F has the estimate:
‖F‖L2((0,T );H1(Ω)∗) ≤ C
(‖f‖L2((0,T );H1(Ω)∗) + ‖g‖L2((0,T );H−1/2(∂Ω))), (14)
where C > 0 is some general constant independent of f, g.
Now, we define the function space W (0, T ) as the set of any L2(Ω) valued mea-
surable function v(t) (t ∈ (0, T )) such that the norm
‖v‖2W (0,T ) :=
∫ T
0
(
‖v(t)‖2H1(Ω) + ‖∂tv(t)‖2H1(Ω)∗
)
dt (15)
is finite. It is known that each of (12) and (12) with β = 0 has a unique solution
and there exists a constant C0 > 0 independent of F such that
‖u‖W (0,T ) ≤ C0
(∫ T
0
‖F (t)‖2H1(Ω)∗ dt
)1/2
.
Further if ∂tF ∈ L2((0, T );H1(Ω)∗) and the compatibility condition F (0) ∈ L2(Ω)
is satisfied, then we have ∂tu ∈ L2((0, T );H1(Ω)) (see sections 26, 27 of [18] for
details). Hence in this case u satisfies the boundary condition (γ∇u(·, t)) · ν +
βu(·, t) = 0 on ∂Ω for a.e. t ∈ (0, T ) by Lemma 3.3.
Likewise (12) express (8) with β = 0 as
d
dt
u0 +A0u0 = F,
u0|t=0 = 0.
(16)
Also express (12) as 
d
dt
u+A0u = −Bu+ F,
u|t=0 = 0
with
B := A−A0.
Based on the above facts, we let un (n = 0, 1, 2, · · · ) be a Born sequence defined
by
d
dt
un +A0un = −Bun−1 + F,
where un−1 is understood with the convention un−1 = 0 for n = 0.
3.3. Convergence. In order to see the convergence of the Born sequence inW (0, T )
when β is small enough, we estimate the operator norm ‖B‖ of B : H1(Ω)→ H1(Ω)∗
as follows. By using the boundedness of the trace operator tr : H1(Ω)→ H1/2(∂Ω),
we have for any v, w ∈ H1(Ω),
|(Bv)(w)| = |〈β tr v, trw〉|
≤ ‖β‖L∞(∂Ω)‖tr v‖L2(∂Ω)‖trw‖L2(∂Ω)
≤ C3‖β‖L∞(∂Ω)‖v‖H1(Ω)‖w‖H1(Ω),
7where C3 > 0 is a constant independent of v, w. Hence
‖B‖ ≤ C3‖β‖L∞(∂Ω).
Then, by defining vn (n = 0, 1, 2, · · · ) by vn = un − un−1 =
(
d
dt
+A0
)−1
Bvn−1, n = 1, 2, · · ·
v0 = u0,
(17)
we have
‖vn‖W (0,T ) =
∥∥∥∥∥
(
d
dt
+A0
)−1
Bvn−1
∥∥∥∥∥
W (0,T )
≤ C0
(∫ T
0
‖Bvn−1(t)‖2H1(Ω)∗ dt
)1/2
≤ C0‖B‖
(∫ T
0
‖vn−1(t)‖2H1(Ω) dt
)1/2
= C0C3‖β‖L∞(∂Ω)‖vn−1‖W (0,T ), n = 1, 2, · · · .
Here we use the notation
(
d
dt +A0
)−1
to describe the solution map mapping the
source term F in the initial value problem (16) to its solution u0 there. Therefore
the Born series
u0 + (u1 − u0) + (u2 − u1) + · · ·+ (un+1 − un) + · · · .
and hence the Born sequence un, n = 0, 1, 2, · · · converges to a unique u ∈W (0, T )
if C0C3‖β‖L∞(∂Ω) < 1.
4. Born approximation for Poisson kernel
Based on the general scheme of §3 to compute the Born series un, n = 0, 1, 2, · · ·
for the solution u of the initial boundary value problem given below, let us consider
how u is numerically computed. Here u satisfies the initial boundary value problem:
(∂t − γ∆ + b)u = 0, (x, t) ∈ ΩT ,
γ∂νu+ βu = g, (x, t) ∈ ∂ΩT ,
u = 0, x ∈ Ω, t = 0,
(18)
where Ω is either the half space Ω = R3+ := {(x1, x2, x3) ∈ R3 : x3 > 0} or slab
domain Ω = {(x1, x2, x3) ∈ R3 : 0 < x3 < L} and g = g(x1, x2, t) is a boundary
source. We will even consider the case that g is given as g = δ(x1 − y1)δ(x2 −
y2)δ(t− s) with (y1, y2) ∈ R2 implying that u becomes the Green function for (18)
more precisely the Schwartz kernel of the Poisson operator for (18) abbreviated
by Poisson kernel, because this Poisson kernel can generate u corresponding to
any other boundary source g. Numerically it is more important and useful to argue
about the Born approximation for the Poisson kernel. We will give some meaning of
convergence of the Born series/sequence for the Poisson kernel. To proceed further,
we assume that γ is a positive constant and b, β are constants which can be just
nonnegative.
84.1. Poisson kernel. Let us begin by considering u0 satisfying the following dif-
fusion equation: 
(∂t − γ∆ + b)u0 = 0, (x, t) ∈ ΩT ,
γ∂νu0 = g, (x, t) ∈ ∂ΩT ,
u0 = 0, x ∈ Ω, t = 0.
(19)
If we can have the Poisson kernel G(x, t; y1, y2, s) for (19) which is the kernel of the
integral transform
(
d
dt +A0
)−1
for the case f inside F is zero, then u0(x, t) can be
given as
u0(x, t) =
∫
∂ΩT
G(x, t; y1, y2, s)g(y1, y2, s) dy1dy2ds.
Below we calculate the Poisson kernel G(x, t; y1, y2, s) in the half space and slab
domain.
4.1.1. Half space. Let us consider the case of the half space, i.e., Ω = R3+ and
∂Ω = R2, where R3+ = {x ∈ R3; x3 > 0}. Then, G satisfies
(∂t − γ∆ + b)G = 0, (x, t) ∈ ΩT ,
γ∂νG = δ(x1 − y1)δ(x2 − y2)δ(t− s), (x, t) ∈ ∂ΩT ,
G = 0, x ∈ Ω, t = 0.
(20)
Let us introduce K(x, t; y, s) which satisfies{
(∂t − γ∆ + b)K = δ(x− y)δ(t− s), (x, t) ∈ R3 × (0, T ),
K = 0, x ∈ R3, t = 0.
We will obtain K(s, t; y, s) by using its Laplace-Fourier transform:
Kˆ(x3, y3) = Kˆ(x3; p, q; y, s) =
∫ ∞
0
∫
R2
e−pte−i(q1x1+q2x2)K(x, t; y, s) dx1dx2dt.
Then Kˆ has to satisfy
− d
2
dx23
Kˆ + λ2Kˆ = e−pse−i(q1y1+q2y2)δ(x3 − y3), x3 ∈ R3
with
λ =
√
b+ p
γ
+ q · q . (21)
The above equation can be solved by the Fourier transform with respect to x3 and
we obtain
Kˆ(x3, y3) =
1
2λγ
e−pse−i(q1y1+q2y2)e−λ|x3−y3|. (22)
Thus we have
K(x, t; y, s) = θ(t− s) e
−b(t−s)
[4piγ(t− s)]3/2 e
− (x−y)2
4γ(t−s) , (23)
where θ(t) is the Heaviside step function, i.e., θ = 1 for t ≥ 0 and θ = 0 for t < 0.
Finally, by the argument leading to one line below (31) given in Appendix A, we
9obtain
G(x, t; y1, y2, s) = 2K(x, t; y, s)
= θ(t− s) 2e
−b(t−s)
[4piγ(t− s)]3/2 e
− (x1−y1)
2+(x2−y2)2+x23
4γ(t−s) , (24)
where we put y3 = 0.
4.1.2. Slab domain. In the case of the slab domain of width L, we set Ω = {x ∈
R3; 0 < x3 < L}. The Poisson kernel G satisfies
(∂t − γ∆ + b)G = 0, (x, t) ∈ ΩT ,
γ∂νG = δ(x1 − y1)δ(x2 − y2)δ(t− s), x3 = 0, (x1, x2) ∈ R2, t ∈ (0, T ),
∂νG = 0, x3 = L, (x1, x2) ∈ R2, t ∈ (0, T ),
G = 0, x ∈ Ω, t = 0.
Using an argument similar to Appendix B below, we can move the boundary source
to the source term in the diffusion equation as (∂t − γ∆ + b)G = f(x3)δ(x1 −
y1)δ(x2 − y2)δ(t − s) with the boundary condition ∂νG = 0 at x3 = 0, L, where
f(x3) = δ(x3). Then we can extend f(x3) as an even 2L-periodic function by setting
F (x3) = f(x3 − 2mL) for 2mL < x3 ≤ (2m+ 1)L and F (x3) = f(2(m+ 1)L− x3)
for (2m+ 1)L ≤ x3 < 2(m+ 1)L, where m = 0,±1,±2, · · · . We have
G(x, t; y1, y2, s) =
∫ ∞
−∞
K(x, t; y1, y2, ξ, s)F (ξ) dξ
=
∞∑
m=−∞
(∫ (2m+1)L
2mL
+
∫ 2(m+1)L
(2m+1)L
)
K(x, t; y1, y2, ξ, s)F (ξ) dξ
=
∞∑
m=−∞
[K(x, t; y1, y2, 2mL, s) +K(x, t; y1, y2, 2(m+ 1)L, s)] ,
where K(x, t; y1, y2, ξ) is given by replacing x3 by x3−ξ in the previous K(x, t; y, s).
Thus in this case, we obtain
G(x, t; y1, y2, s) = 2
∞∑
m=−∞
K(x, t; y1, y2, 2mL, s)
= θ(t− s) 2e
−b(t−s)
[4piγ(t− s)]3/2 e
− (x1−y1)2+(x2−y2)2
4γ(t−s)
∞∑
m=−∞
e−
(x3−2mL)2
4γ(t−s) .
In the case of the typical physiological parameter of γ ∼ 0.1 mm2/ps, which
corresponds to the reduced scattering coefficient of 1 mm−1, even when there is no
absorption (b = 0), a slab of width 5 cm is thick enough to be regarded as the half
space when reflected light is concerned [9].
4.2. Born sequence. Let us consider vj (j = 0, 1, · · · ) introduced in (17). The
n+ 1 th term vn of the Born series satisfies
(∂t − γ∆ + b) vn = 0, (x, t) ∈ ΩT ,
γ∂νvn = −βvn−1, (x, t) ∈ ∂ΩT ,
vn = 0, x ∈ Ω, t = 0,
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for n = 1, 2, · · · . The initial term is given as v0 = u0. Using the Green function
(24) we have
vn(x, t) = −β
∫
∂ΩT
G(x, t; y1, y2, s)vn−1(y1, y2, 0, s) dy1dy2ds. (25)
We then compute u as the limit of the Born sequence.
u = lim
n→∞un, un = v0 + v1 + · · ·+ vn.
5. Half space case
In this section, we consider the diffusion equation (18) in the half space. That
is, we take Ω = R3+ and ∂Ω = R2. Let
g(x1, x2, t) = δ(x1)δ(x2)δ(t− t0), t0 > 0.
Then, by using the Poisson kernel (24), we have
v0(x, t) = G(x, t; 0, 0, t0),
vn(x, t) = −2β
∫ t
0
∫
R2
e−b(t−s)
[4piγ(t− s)]3/2 e
− (x1−y1)
2+(x2−y2)2+x23
4γ(t−s)
× vn−1(y1, y2, 0, s) dy1dy2ds.
For our further computation, introduce wn(x3, t) (n = 0, 1, 2, · · · ) as
vn(x, t) =
e−b(t−t0)
t− t0 e
− x
2
1+x
2
2
4γ(t−t0)wn(x3, t).
From the definition of G, we have
w0(x3, t) = θ(t− t0) 1
4(piγ)3/2
√
t− t0 e
− x
2
3
4γ(t−t0) .
Then we can have a recurrence relation for wn:
wn(x3, t) = −2β(t− t0)e
x21+x
2
2
4γ(t−t0)
∫ t
0
∫
R2
wn−1(0, s)
(s− t0)[4piγ(t− s)]3/2
× e−
(x1−y1)2+(x2−y2)2+x23
4γ(t−s) e
− y
2
1+y
2
2
4γ(s−t0) dy1dy2ds
= −2β(t− t0)e
x21+x
2
2
4γ(t−t0)
∫ t
0
wn−1(0, s)
(s− t0)[4piγ(t− s)]3/2 e
− x
2
3
4γ(t−s)
×
(∫ ∞
−∞
e−
(x1−y1)2
4γ(t−s) e
− y
2
1
4γ(s−t0) dy1
)(∫ ∞
−∞
e−
(x2−y2)2
4γ(t−s) e
− y
2
2
4γ(s−t0) dy2
)
ds.
Therefore we obtain
wn(x3, t) =
−β√
piγ
∫ t
0
wn−1(0, s)√
t− s e
− x
2
3
4γ(t−s) ds, n = 1, 2, · · · . (26)
Here we used for i = 1, 2,∫ ∞
−∞
e−
(xi−yi)2
4γ(t−s) e
− y
2
i
4γ(s−t0) dyi =
∫ ∞
−∞
e
− t−t0
4γ(t−s)(s−t0)
(
yi− s−t0t−t0 x1
)2
e
− x
2
i
4γ(t−t0) dyi
=
√
4piγ(t− s)(s− t0)
t− t0 e
− x
2
i
4γ(t−t0) .
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In particular, we have for t > t0,
w1(x3, t) =
−β√
piγ
1
4(piγ)3/2
∫ t
t0
1√
t− s√s− t0
e−
x23
4γ(t−s) ds
=
−β
4piγ2
1
pi
∫ 1
0
1√
τ(1− τ)e
− x
2
3
4γ(t−t0)τ dτ
=
−β
4piγ2
erfc(ζ),
where τ = (t− s)/(t− t0) and
ζ :=
x3√
4γ(t− t0)
. (27)
Lemma 5.1. From the recurrence relation (26) we can show that
‖wn‖L1((0,T );L∞((0,∞))) ≤ β
2
√
pi
γ
‖wn−1‖L1((0,T );L∞((0,∞))),
where L∞((0,∞)) is the set of all bounded measurable function defined in (0,∞)
and L1((0, T );L∞((0,∞))) is the set of all L∞((0,∞)) valued functions which are
integrable over (0, T ) with respect to the norm of L∞((0,∞)), and for instance
‖wn‖L1((0,T );L∞((0,∞))) is the norm of wn given for the space L1((0, T );L∞((0,∞))).
Thus the series
∑∞
n=0 wn and
∑∞
n=0 un converge if
β < 2
√
γ
pi
. (28)
As we will see below from the explicit calculation of wn, indeed, the series converges
for any β (see Remark 5.2).
Proof. We note that
wn(0, t) =
−β√
piγ
∫ t
0
wn−1(0, s)√
t− s ds.
This relation implies that if wn−1(0, s) does not change the sign, i.e., wn−1(0, s) ≥ 0
for all s ∈ (0, T ) or wn−1(0, s) ≤ 0 for all s ∈ (0, T ), then wn(0, t) does not change
the sign neither on (0, T ). Indeed, we see by induction that the sign of wn(0, t)
remains the same on (0, T ) for all n = 0, 1, · · · since w0(0, t) is nonnegative on
(0, T ).
Keeping the above fact in mind, we have
|wn(0, t)| = β√
piγ
∣∣∣∣∫ t
0
wn−1(0, s)√
t− s ds
∣∣∣∣ = β√piγ
∫ t
0
|wn−1(0, s)|√
t− s ds.
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Hence,∫ T
0
|wn(0, t)|2
√
T − t dt = β√
piγ
∫ T
0
2
√
T − t
∫ t
0
|wn−1(0, s)|√
t− s dsdt
=
β√
piγ
∫ T
0
|wn−1(0, s)|
∫ T
s
2
√
T − t√
t− s dtds
=
β√
piγ
∫ T
0
|wn−1(0, s)|pi(T − s) ds
≤ β√
piγ
∫ T
0
|wn−1(0, s)|pi
√
T − s ds,
where we used
√
T − s ≥ t− s. Noting that 2√T − s = ∫ T
s
(1/
√
t− s) dt, we obtain∫ T
0
|wn(0, s)|
∫ T
s
1√
t− s dtds ≤
β
2
√
pi
γ
∫ T
0
|wn−1(0, s)|
∫ T
s
1√
t− s dtds.
The above integrals can be rewritten as∫ T
0
∫ t
0
|wn(0, s)|√
t− s dsdt ≤
β
2
√
pi
γ
∫ T
0
∫ t
0
|wn−1(0, s)|√
t− s dsdt.
Therefore, ∫ T
0
∣∣∣∣∫ t
0
wn(0, s)√
t− s ds
∣∣∣∣ dt ≤ β2
√
pi
γ
∫ T
0
∣∣∣∣∫ t
0
wn−1(0, s)√
t− s ds
∣∣∣∣ dt.
This means we have∫ T
0
∥∥∥∥∫ t
0
wn(0, s)√
t− s e
− x
2
3
4γ(t−s) ds
∥∥∥∥
L∞((0,∞))
dt
≤ β
2
√
pi
γ
∫ T
0
∥∥∥∥∫ t
0
wn−1(0, s)√
t− s e
− x
2
3
4γ(t−s) ds
∥∥∥∥
L∞((0,∞))
dt.
Thus the proof is complete. 
Explicit expressions of wn(x3, t) are available as follows. For n ≥ 1, the functions
wn(x3, t) satisfy
wn(x3, t)
= (−β)
n
4(piγ)(n+3)/2
∫ t
t0
∫ tn
t0
· · · ∫ t2
t0
e−x
2
3/[4γ(t−tn)]√
(t−tn)(tn−tn−1)···(t2−t1)(t1−t0)
dt1 · · · dtn
= (−β)
n(t−t0)(n−1)/2
4(piγ)(n+3)/2
[∏n−1
j=1
∫ 1
0
s
j
2
−1
√
1−s ds
] ∫ 1
0
s
n
2
−1
√
1−se
−x23/[4γ(t−t0)(1−s)] ds
= (−β)
n(t−t0)(n−1)/2
4(piγ)(n+3)/2
[∏n−1
j=1 B
(
j
2 ,
1
2
)]
e−ζ
2 ∫∞
0
e−ζ
2ss
n
2−1(1 + s)−
n+1
2 ds
= (−β)
n(t−t0)(n−1)/2
4(piγ)(n+3)/2
2bn−12 cpibn2 c
(n−2)!!
× [B (n2 , 12) 1F1 ( 1−n2 , 12 ;−ζ2)− 2√piζ 1F1 (1− n2 , 32 ;−ζ2)] ,
where the floor function b·c is defined such that bxc (x ∈ R) denotes the largest
integer which does not exceed x, and double factorials n!! = n·(n−2)·(n−4) · · · are
defined such that (−1)!! = 0!! = 1. Here,ζ is given in (27), B is the beta function,
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and 1F1 is the Kummer confluent hypergeometric function of the first kind. See
Appendix C for the computation of wn(x3, t). In particular, we have
wn(0, t) =
(−β)n(t− t0)(n−1)/2
4(piγ)(n+3)/2
2bn2 cpibn+12 c
(n− 1)!! .
Finally, we arrive at
u(x, t) = v0(x, t) + v1(x, t) + · · ·
=
e−b(t−t0)
t− t0 e
− x
2
1+x
2
2
4γ(t−t0) [w0(x3, t) + w1(x3, t) + · · · ] . (29)
Remark 5.2. Due to the double factorial (n− 2)!! in the denominator of each n th
term of w0+w1+· · · in (29), clearly |wn/wn−1| < 1 for sufficiently large n. Therefore
the series
∑∞
n=0 wn and thus
∑∞
n=0 vn locally uniformly converge regardless of the
value of β.
6. Numerical calculation
For numerical calculation, we set y1, y2, s to be zero as (3), and also set x1 =
x2 = 0. Then the nth Born approximation for (29) is written as
un(x3, t) =
e−bt
t
n∑
j=0
wj(x3, t). (30)
Let us compare un(x3, t) in (30) and u(x3, t) in (4) using the parameter values
given in (6). As is seen in Fig. 2, n = 1 is already a good approximation when
β = 0.002. In Fig. 3, we set β = 0.005. We see that the energy density from the
Born approximation of n = 5 becomes indistinguishable from the exact solution.
In Figs. 4 and 5, we set β = 0.015. Since the value of β is larger, we need to take
more terms. We arrive at the numerically exact result for n = 70.
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3 )
t (ns)
Born (n=5)
Exact
Figure 2. The energy density u is plotted at x3 = 20 mm as a
function of t for β = 0.002 mm/ps. (Left) From the top, u0(x3, t),
u(x3, t), and u1(x3, t) are shown. (Right) We plot u5(x3, t) and
u(x3, t). The two curves are almost identical.
The left panel of Fig. 5 suggests how the necessary number of terms n can be
determined. Since results from different n agree for short time, we should use n
such that curves for terms greater than or equal to n agree until t = T . Although
it is not easy to know the optimal n a priori, we can find such n by trying several
n’s.
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Figure 3. The energy density u is plotted at x3 = 20 mm as a
function of t for β = 0.005 mm/ps. (Left) From the top, u0(x3, t),
u(x3, t), and u1(x3, t) are shown. (Right) We plot u5(x3, t) and
u(x3, t). Two energy densities for u(x3, t) and u5(x3, t) are almost
indistinguishable.
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Born (n=5)
Figure 4. The energy density u is plotted at x3 = 20 mm as a
function of t for β = 0.015 mm/ps. (Left) From the top, u0(x3, t),
u(x3, t), and u1(x3, t) are shown. (Right) From the top, u(x3, t)
and u5(x3, t) are shown.
Numerical calculation was done by Mathematica using a single Intel Core i5 (2.9
GHz). The computation time for β = 0.002, n = 5 in Fig. 2 and β = 0.005, n = 5
in Fig. 3 were 0.4 sec whereas for β = 0.015 in Fig. 5, the cases n = 30, 40, 50, 60, 70
required 2.4, 3.3, 4.8, 6.0, and 7.7 sec, respectively. The present formulation is
beneficial when the Robin boundary condition with small β is considered. If we
suppose that the diffusion approximation holds on the boundary and assume the
diffuse surface reflection, we have β = c/(2A), where c is the speed of light in the
medium and A = (1+rd)/(1−rd) with the internal reflection rd [7]. Let us suppose
the reflective index outside the medium is unity. The refractive indices n = 1.7,
2.3, 2.9 correspond to β = 0.016, 0.0053, and 0.0020, respectively. Although the
typical refractive index of biological tissue is about 1.37, large refractive indices
often appear in measurement when the boundary is covered by a holder of optical
fiber (e.g., n = 3.7 for silicon at wavelength 800 nm) or the box which contains the
target biological tissue has thickness which causes large effective refractive indices
[12].
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Figure 5. Same as Fig. 4 but the 30th through 70th Born ap-
proximations are presented. (Left) From the top to the bottom,
u30(x3, t), u40(x3, t), u50(x3, t), u60(x3, t), and u(x3, t) are shown.
The curves show an excellent agreement except their tails. (Right)
The results for u70(x3, t) and u(x3, t) are shown. The case of n = 70
gives a numerically exact result.
7. Concluding remarks
In §6 we considered the half space case and validated our approach of applying
the Born series for the boundary conditions. The comparison of Figs. 1 and 2
suggests that the present approach provides an efficient alternative formula when
the approximation by the extrapolated boundary condition does not work well.
Indeed, our method was developed to provide a numerical scheme when simple
exact formulae such as (4) are not available. It is important for our formulation
that the Green function with the Neumann boundary condition has a simple explicit
form. We explored the Poisson kernel in the half space and slab in §4. Applying
the present strategy to other geometries is a future problem.
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Appendix A. Exact solutions
Here, we compute the Poisson kernel for the three space dimensional half space,
i.e., we solve (1). See also [8, 21].
Define
φ := u−G
16
with G is given in (20). Then φ satisfies
(∂t − γ∆ + b)φ = 0, x ∈ Ω, t > 0,
γ∂νφ+ βφ = −βG, x ∈ ∂Ω, t > 0,
φ = 0, x ∈ Ω, t = 0.
Recall that λ is given in (21). The Laplace-Fourier transform given by
φˆ(x3; p, q; y1, y2, s) =
∫ ∞
0
∫
R2
e−pte−i(q1x1+q2x2)φ(x, t; y1, y2, s) dx1dx2dt,
satisfies 
− d
2
dx23
φˆ+ λ2φˆ = 0, x3 > 0,
−γ dφˆ
dx3
+ βφˆ = −βGˆ, x3 = 0.
On the other hand we have (22) and Gˆ can be given by
Gˆ(x3; p, q; y1, y2, s) =
1
λγ
e−ps−i(q1y1+q2y2)e−λx3 . (31)
Hence we have the relation Gˆ = 2Kˆ and
φˆ(x3) =
−β
β + λγ
Gˆ(0)e−λx3 =
−β
λγ(β + λγ)
e−pse−i(q1y1+q2y2)e−λx3 . (32)
Further from the relation
d
dx3
φˆ(x3) =
2β
γ
Kˆ(x3, 0) +
β
γ
φˆ(x3),
which can be readily verified using (22) and (32), we have
φˆ(x3) = −2β
γ
∫ ∞
x3
e
β
γ (x3−ξ)Kˆ(ξ, 0) dξ.
Thus we arrive at the following solution.
u(x, t) = G(x, t; y1, y2, t0)− 2β
γ
∫ ∞
x3
e
β
γ (x3−ξ)K(x1, x2, ξ, t; y1, y2, 0, t0) dξ
= θ(t− t0) 2e
−b(t−t0)
[4piγ(t− t0)]3/2 e
− (x1−y1)
2+(x2−y2)2+x23
4γ(t−t0)
− θ(t− t0) βe
−b(t−t0)
4piγ2(t− t0)e
− (x1−y1)2+(x2−y2)2
4γ(t−t0) e
β
γ (x3+β(t−t0)) erfc
(
x3 + 2β(t− t0)√
4γ(t− t0)
)
,
where G is given in (24).
Appendix B. An interpretation of transient boundary point source
Here we explain how the solution u of (1) with a transient boundary point source
can be obtain as a limit of the solution u of the following initial boundary value
problem with a transient point source:
(∂t − γ∆ + b)u = gδ(x3 − ), (x, t) ∈ ΩT ,
γ∂νu
 + βu = 0, (x, t) ∈ ∂ΩT ,
u = 0, x ∈ Ω, t = 0.
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We are interested in if u → u when 0 <  goes to 0. It is enough to consider the
case that g = δ(x1 − y1)δ(x2 − y2)δ(t− s), because we can handle more easily if g
has nicer property than this g. We prepare the following G.
(∂t − γ∆ + b)G = gδ(x3 − ), (x, t) ∈ ΩT ,
∂νG
 = 0, (x, t) ∈ ∂ΩT ,
G = 0, x ∈ Ω, t = 0.
Similar to the calculation in Appendix A, let us consider u in the form (33) below.
φ = u −G. (33)
Here φ satisfies 
(∂t − γ∆ + b)φ = 0, (x, t) ∈ ΩT ,
γ∂νφ
 + βφ = −βG, (x, t) ∈ ∂ΩT ,
φ = 0, x ∈ Ω, t = 0.
We obtain
φˆ(x3) =
−β
β + λγ
Gˆ(0)e−λx3 .
Here,
Gˆ(x3) =
∫ ∞
0
∫
R2
e−pte−i(q1x1+q2x2)G(x, t; y1, y2, , s) dx1dx2dt.
We note that
G(x, t; y1, y2, , s) = K(x, t; y1, y2, , s) +K(x, t; y1, y2,−, s),
where K is given in (23). Therefore we obtain
Gˆ(x3) =
1
2λγ
e−pse−i(q1y1+q2y2)
(
e−λ|x3−| + e−λ|x3+|
)
,
whee we used (22). In the limit we have lim→0 Gˆ = Gˆ, which is given in (31).
Thus we arrive at
φˆ(x3) =
−β
λγ(β + λγ)
e−pse−i(q1y1+q2y2)e−λ(x3+).
We see that lim→0 φˆ = φˆ, which is given in (32). Thus we can directly see that
the distribution u converges to the distribution u as → 0.
Appendix C. Special functions
By using the formulae
B
(
a,
1
2
)
B
(
a+
1
2
,
1
2
)
=
pi
a
, B
(
1
2
,
1
2
)
= pi,
we have
B
(
1
2
,
1
2
)
B
(
1,
1
2
)
B
(
3
2
,
1
2
)
· · ·B
(
n− 1
2
,
1
2
)
=

2
n
2−1pi
n
2
(n− 2)!! (n even),
2
n−1
2 pi
n−1
2
(n− 2)!! (n odd).
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Moreover,
B
(
n
2
,
1
2
)
=
Γ
(
n
2
)
Γ
(
1
2
)
Γ
(
n+1
2
) ,
where Γ( 12 ) =
√
pi.
Now recall the Kummer confluent hypergeometric function of the first kind is
given by
1F1(a, b; z) = M(a, b; z) =
∞∑
n=0
(a)n
(b)nn!
zn = 1 +
a
b
z +
a(a+ 1)
b(b+ 1)2!
z2 + · · · .
Then we have
1F1
(
0,
1
2
;−z
)
= 1,
1F1
(
−1
2
,
1
2
;−z
)
= e−z +
√
piz erf(
√
z),
1F1
(
−1, 1
2
;−z
)
= 1 + 2z,
1F1
(
−3
2
,
1
2
;−z
)
= (1 + z)e−z +
√
piz
(
z +
3
2
)
erf(
√
z),
and
1F1
(
1
2
,
3
2
;−z
)
=
1
2
√
pi
z
erf(
√
z),
1F1
(
0,
3
2
;−z
)
= 1,
1F1
(
−1
2
,
3
2
;−z
)
=
e−z
2
+
√
piz
2
(
1 +
1
2z
)
erf(
√
z),
1F1
(
−1, 3
2
;−z
)
= 1 +
2
3
z,
where
erf(
√
z) =
2√
pi
∫ √z
0
e−t
2
dt.
We close this Appendix B by giving some miscellaneous facts on hypergoemetic
function and error function which are useful for computing the Poisson kernel nu-
merically. Besides the hypergeometric function given above explicitly, other hy-
pergeometric functions can be recursively computed using the following recurrence
relation:
1F1(a− 1, b; z) = 2a− b+ z
a− b 1F1(a, b; z)−
a
a− b 1F1(a+ 1, b; z).
The following form is convenient to numerically evaluate the error function:
erf(ξ) =
2√
pi
∞∑
n=0
(−1)nξ2n+1
n!(2n+ 1)
=
2√
pi
e−ξ
2
∞∑
n=0
2nξ2n+1
(2n+ 1)!!
.
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