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Extensions of the Standard Model with N Higgs doublets are simple extensions presenting a
rich mathematical structure. An underlying Minkowski structure emerges from the study of both
variable space and parameter space. The former can be completely parametrized in terms of two
future lightlike Minkowski vectors with spatial parts forming an angle whose cosine is −(N−1)−1.
For the parameter space, the Minkowski parametrization enables one to impose sufficient conditions
for bounded below potentials, characterize certain classes of local minima and distinguish charge
breaking vacua from neutral vacua. A particular class of neutral minima presents a degenerate mass
spectrum for the physical charged Higgs bosons.
PACS numbers: 12.60.Fr, 14.80.Cp, 11.30.Qc, 02.20.a
I. INTRODUCTION
The scalar sector of the Standard Model (SM) is the
only directly untested part of this successful model which
accounts for all the variety of phenomena involving sub-
nuclear particles [1]. The proper knowledge of the only
elementary scalar in the SM, the Higgs, is critically im-
portant to test one of the major features of the SM,
the Higgs mechanism, responsible to give masses to all
massive gauge bosons and fermions and to hide the
SU(2)L⊗U(1)Y symmetry [2]. The discovery of the Higgs
is eagerly awaited to happen in the LHC experiment [2].
Several theoretical reasons, however, force us to
consider the possibility of more than one elementary
scalar [3, 4, 5]. One of the reasons is the increasingly ac-
cepted notion that the SM is possibly a low energy man-
ifestation of a more fundamental, yet unknown, theory
such as Grand Unified theories, with or without super-
symmetry, or extra-dimensional theories, which contain
more scalars in general [6]. The search for physics be-
yond the SM is well motivated by several theoretical in-
completeness features or problems the SM faces [6]. For
example, the minimal supersymmetric SM (MSSM) re-
quires two Higgs doublets from supersymmetry [7]. An-
other particular mechanism, the spontaneous CP break-
ing [8], generally needs more scalars to be implemented.
Historically, the quest for alternative or additional CP
violating sources was the reason to consider simple exten-
sions of the SM containing more than one Higgs doublets,
in particular, two and three Higgs doublets [8, 9, 10].
This work aims the study of the scalar potential of ex-
tensions of the SM with N Higgs doublets (NHDMs) [11,
12, 13]. Such models contain a reparametrization free-
dom [14] induced by SU(N)H transformations on the
N Higgs doublets which is physically irrelevant because
they are in the same representation of the gauge group,
∗Electronic address: ccnishi@ift.unesp.br
i.e., they possess the same quantum numbers. Such
reparametrization transformations are called horizontal
transformations, acting on the horizontal space formed
by the N -Higgs doublets [13]. Hence, two different po-
tentials defined by two different sets of parameters but
connected by some reparametrization transformation are
physically equivalent. Properties such as CP symme-
try or asymmetry is also independent of reparametriza-
tion which means any CP invariant potential, even with
complex parameters, can be connected to a potential
where all coefficients are real, i.e., manifestly CP sym-
metric [15]. Thus, reparametrization invariant quantities,
such as the Jarlskog invariant [16] in the SM, can be con-
structed to quantify CP violation [13, 17, 18]. In Ref. 13,
we tried to solve the question: what are the necessary and
sufficient conditions for explicit and spontaneous CP vio-
lation for a given NHDM potential? We could solve par-
tially the explicit CP violation conditions but the study
of the different minima of the potential were not consid-
ered.
Concerning general NHDM potentials we can pose two
questions: (1) how to find all the minima for a given
potential specified by given parameters and (2) how
to parametrize all physically permissible or interesting
NHDM potentials and sweep all their parameter space.
This work solves neither question (1) nor question (2)
completely, but some sufficient physical conditions can
be implemented and several consistency criteria can be
formulated concerning question (2) while question (1) can
be solved in some classified cases. Following the formal-
ism adopted in Ref. 13 to study CP violation, and the
extension for 2HDMs studied in Ref. 19, we will study
the structure of NHDMs and the properties of the dif-
ferent nontrivial minima. These different minima can
be first classified into two types: the usual neutral (N)
minimum and the charge breaking (CB) minimum. The
former can be further classified into neutral normal (NN)
and CP breaking (CPB) minimum. With only one Higgs
doublet, only the neutral normal minimum is possible.
With more than one doublet, emerges the possibility of
2breaking also the electromagnetic symmetry (CB) [20, 21]
or the CP symmetry (CPB) [8] spontaneously. Since the
CP properties were already considered in Ref. 13, we will
concentrate on the differences between charge breaking
and neutral vacua.
A rich mathematical structure also emerges from the
study of the NHDM potential. We will see an underly-
ing Minkowski structure will emerge, analogously to the
2HDM potential [19]. For example, it will be shown that
the variable space lies inside and on the future lightcone
for an appropriately chosen set of N2 real variables. The
Minkowski structure, however, will not be sufficient to
characterize all the vacuum properties for N > 2. Nev-
ertheless, it is possible to consider the Lorentz group
SO(1, N2−1), containing the group SU(N)H , as a pow-
erful parametrization tool. For example, a sufficient con-
dition for bounded below potentials can be formulated
within this context. Various properties of the vacuum,
such as the distinction between charge breaking and neu-
tral vacuum, can be also formulated in a Minkowskian
language. Using a certain gauge choice, we will also see
that the variable space can be parametrized by two future
lightlike vectors for which the cosine of the angle between
their spatial parts is the rational number −(N−1)−1.
From the physical point of view, interesting predictive
information can be extracted for certain limits. For ex-
ample, there are models preserving EM symmetry which
exhibits a degenerate mass spectrum for physical charged
Higgs bosons.
The outline is as follows: In Sec. II we analyze the
Minkowski structure of the NHDM potentials and intro-
duce some useful mathematical definitions. The section
is divided in the analysis of the variable space (Sec. II A)
and the parameter space (Sec. II B). In Sec. III we an-
alyze the stationary points of the potential, introduce
the physical charged Higgs basis (Sec. III A) and analyze
the properties of charge breaking (Sec. III B) and neu-
tral (Sec. III C) vacua. The conclusions are discussed in
Sec. (IV).
II. THE STRUCTURE OF THE NHDM
POTENTIAL
In a previous work [13], it was shown that a general
gauge invariant potential with N ≥ 2 SM Higgs-doublets
Φa = (φa1, φa2)
T, a = 1, . . . , N , can be written solely in
terms of the real variables
A
µ ≡ 12Φ†a(λµ)abΦb , µ = 0, 1, . . . , d, (1)
where λ0 =
√
2
N
1 and {λi} are the d = N2 − 1 her-
mitian generators of SU(N)H in the fundamental repre-
sentation, obeying the normalization Tr[λµλν ] = 2δµν .
There is, nevertheless, a more appropriate normalization
of the variable A0 in Eq. (1), when N > 2, which al-
lows us to uncover a Minkowski structure in the variable
space of the NHDM potential, extending then the 2HDM
case [19].
Defining
rµ(Φ) ≡ Φ†a(T µ)abΦb , µ = 0, 1, . . . , d, (2)
where
T µ ≡ (
√
N−1
2N
1N ,
1
2
λi) , (3)
it is proved in the appendix A that
rµr
µ = φ∗a1φa1φ
∗
b2φb2 − |φ∗a1φa2|2 ≥ 0 , (4)
assuming the usual Minkowski metric gµν =
diag(1,−1d), the definition of the covariant vector
rµ ≡ gµνrµ and the conventional sum over repeated
indices. Equation (4) then restricts the space of the
variables rµ to be inside and on the future lightcone
LC↑ ≡ {xµ ∈ R1,d |xµxµ ≥ 0, x0 > 0} , (5)
in a Minkowski spacetime R1,d. We will see in sec. II A
that the variables rµ = rµ(Φ) in Eq. (2) do not cover the
whole LC↑ neither do they form a vector subspace. It
is important to stress that the quantity in Eq. (4) calcu-
lated for the vacuum expectation value signals a charge
breaking vacuum for nonzero values [19].
Using the Minkowski variables of Eq. (2) we can write
the most general gauge invariant potential in the form
V (r) =Mµr
µ + 12Λµνr
µrν , (6)
where Mµ is a general vector and Λµν is a general sym-
metric rank-2 tensor in Minkowski space. The relation
between the parameters M and Λ and the more usual
parameters Y and Z, used to write the potential in the
form [15, 22]
V (Φ) = YabΦ
†
aΦb +
1
2Z(ab)(cd)(Φ
†
aΦb)
∗(Φ†cΦd) , (7)
can be found in appendix B. The explicit parametriza-
tion for the 2HDM can be found in Ref. 13.
A. Variable space
The vector rµ in Eq. (2) defines a particular mapping
of {Φa} in CN ⊗ C2 into R1,d. The former space can
be parametrized by 4(N−1) real parameters, with the
SU(2)L ⊗ U(1)Y gauge freedom already taken into ac-
count, while the latter space requires N2 = d + 1 pa-
rameters. Since N2 ≥ 4(N−1) for N ≥ 2, the mapping
is obviously not surjective. The image of such mapping
defines therefore a space
VΦ ≡ {xµ ∈ LC↑|xµ = rµ(Φ)} , (8)
contained in LC↑. We will then analyze the properties of
VΦ and seek a criterion to identify if a vector xµ in LC↑
is also in VΦ.
3Firstly, define the bijective mapping fµ from the set of
hermitian complexN×N matrices, denoted byMh(N, c),
into R1,d:
fµ(h) ≡ Tr[T µh] . (9)
This mapping is invertible and therefore bijective, since,
defining
x˜ ≡ 2xµT˜µ , (10)
where
T˜ µ ≡ ( T
0
N − 1 ,−T
i) , (11)
we identify
h = x˜ , (12)
once the equality fµ(h) = xµ holds. Such identity can
be easily verified by using the relation
2Tr[T µT˜ ν ] = gµν . (13)
We can express the Minkowski inner product in
Mh(N, c) by defining a function ∆ of an hermitian ma-
trix h as
∆(h) ≡ 12 [(Trh)2 − Tr(h2)] . (14)
It is easy to verify using the trace properties of T˜ µ that
xµxµ = ∆(x˜) . (15)
It is only for the particular case of N = 2 that we have
∆(x˜) = det x˜, allowing the extension from SU(2) to
SL(2, c) that preserves the Minkowski metric and there-
fore can represent the group of proper Lorentz transfor-
mations.
Now we can realize the definition in Eq. (2) corresponds
to the fµ mapping of a particular class of hermitian ma-
trices. Defining vectors u and w in CN such that
ua ≡ φa1 , (16)
wa ≡ φa2 , (17)
we can see that
rµ(Φ) = fµ(uu† + ww†) = fµ(uu†) + fµ(ww†) . (18)
From Eq. (15) and the property h2 = Tr[h]h for h = uu†,
we see fµ(uu†) and fµ(ww†) lie on the future lightcone.
Thus rµ(Φ) is a sum of two future lightlike vectors:
rµ(Φ) = xµ + yµ , (19)
where xµxµ = 0, y
µyµ = 0, x
0, y0 > 0. Note that the
splitting of Eq. (19) into the sum of xµ = fµ(uu†) and
yµ = fµ(ww†) is not gauge invariant since SU(2)L gauge
transformations can mix u with w.
Now we can state the criterion:
a vector xµ in LC↑ is also in VΦ if, and only if,
the corresponding matrix x˜ has rank two or
less and its nonzero eigenvalues are positive.
A vector xµ in VΦ is future lightlike if, and
only if, x˜ has rank one.
The proof for necessity is trivial, since any matrix of the
form h = uu†+ww† has rank two or less and its non-null
eigenvalues are positive. The converse can be proved by
diagonalizing x˜. If x˜ has rank two or less and its non-null
eigenvalues are positive, it can be written in the form
x˜ = λ21v1v
†
1 + λ
2
2v2v
†
2 , (20)
where λ2i are the positive eigenvalues and vi their re-
spective normalized eigenvectors. With the identification
u = λ1v1 and w = λ2v2 we see x
µ = fµ(uu† + ww†) is
in VΦ and we complete our proof. Setting λ2 to zero
and using Eq. (15), we obtain the rank one subcase. One
last remark concerns the ambiguity in associating x˜ with
h = uu†+ww†, since u and w need not to be orthogonal.
However, the gauge freedom allows us to choose a par-
ticular representative of Φ for which u,w are orthogonal,
i.e.,
u†w = 0 . (21)
The proof is shown in appendix C. With the choice
of Eq. (21), the mapping between xµ in VΦ and h =
uu†+ww† inMh(N, c) is unambiguous, once an ordering
for the eigenvalues of x˜ is defined, hence Φ may also be de-
termined uniquely, except for rephasing transformations
on u,w which does not alter the condition (21). Thus
4(N − 1) real parameters are necessary to parametrize
u,w faithfully considering condition (21) and the rephas-
ing freedom for u and w. Therefore, the same number
of parameters are necessary to parametrize VΦ. We will
adopt the choice of Eq. (21) from this point on. Since the
sum of two rank two hermitian matrices can be equal or
greater than two, we also see VΦ does not form a vector
subspace of R1,d. The exception happens for N = 2 when
they form a subspace and VΦ = LC↑.
An interesting feature arises with the adoption of
Eq. (21): the cosine of the angle between the spatial parts
of xµ = fµ(uu†) and yµ = fµ(ww†) is a rational number.
Such property can be seen by
rµ(Φ)rµ(Φ) = 2xµy
µ = 2x0y0(1− cos θ) , (22)
where cos θ =
x · y
|x||y| . Equations (4) and (15) imply
∆(uu† + ww†) = |u|2|w|2 = 2N
N − 1x
0y0 , (23)
which yields the relation
cos θ =
−1
N − 1 . (24)
The specific angles vary from θ = π (N = 2) to θ → π/2+
(N → ∞). In particular, for N = 2, the vectors xµ and
yµ lie in opposite directions on the future lightcone.
4B. Parameter space
There are two advantages of parametrizing the poten-
tial in the form of Eq. (6) compared with the parametriza-
tion of Eq. (7). Firstly, we can consider any vector M
with N2 components and any symmetric tensor Λ with
N2×N2 entries as parameters, restricted only by physical
requirements which will be further discussed, while the
tensor Z(ab)(cd) in Eq. (7) contains redundancies by index
exchange [13]. Therefore, we can adopt the parametriza-
tion of Eq. (6) as the starting point to analyze physical
features such as the requirement of bounded below po-
tential or the possibility of having charge breaking (CB)
or CP breaking (CPB) vacua.
We have at our disposal N2(N2+1)/2 real parame-
ters in Λ and N2 real parameters in M . The number of
physically significant parameters, however, is fewer due
to the reparametrization freedom which identifies all po-
tentials connected by horizontal transformations as phys-
ically equivalent. In this context, the relevant horizon-
tal group is SU(N)H [13], acting on the horizontal space
spanned by the Higgs doublets. The action of a horizon-
tal transformation U in the fundamental representation
N of SU(N)H can be written as
Φa → UabΦb . (25)
While the quadratic variables rµ, transform leaving r0 in-
variant and ri transforming according to the adjoint rep-
resentation d of SU(N)H , in accordance to the branching
N¯ ⊗N = d ⊕ 1. Since adjSU(N)H can be obtained by
exponentiation of the algebra spanned by i(Tj)kl = fjkl
which is real and antisymmetric, adjSU(N)H forms a
subgroup of SO(d).
Due to the SU(N)H reparametrization freedom, since
the action of adjSU(N)H is effective on LC
↑, i.e., some
orbits in LC↑ are not trivial, the physically distinct po-
tentials can be parametrized by only N2+ 12N
2(N2+1)−
(N2−1) = 12N2(N2+1) + 1 real parameters [23]. For
N = 2, such minimal number of parameters can be eas-
ily achieved by diagonalizing the 3× 3 matrix Λij , which
gives 11 parameters needed to define M (4), Λ00 (1), Λ0i
(3) and Λij (3). When the potential exhibits CP invari-
ance, such basis, called canonical CP basis in Ref. 13,
coincides with the real basis [15] for which all coefficients
in the potential are real. The minimal parametrization
for N > 2 is not explicitly known [13].
The second advantage of Eq. (6) concerns the pos-
sibility of extending adjSU(N)H to SO(d) and then
to SO(1, d) which is the group of homogeneous proper
Lorentz transformations in R1,d. The importance of such
extension relies on the fact that SO(1, d) leaves LC↑
invariant and acts transitively on it, i.e., any two vec-
tors xµ, yµ in LC↑ can be connected by SO(1, d). If
the parameter space generated by rµ(Φ) covered the
whole LC↑, we could parametrize all physically inequiv-
alent NHDM potentials by parametrizing the cosets
SO(1, d)/adjSU(N)H acting on some fixed representa-
tive classes of {M,Λ}. For example, for N = 2, all
LC↑ can be covered by rµ(Φ) and all physically bounded
below potentials can be parametrized by parameters M
(4 parameters), Λ = diag(Λ0,Λi) (4 parameters), with
Λi > −Λ0, and a boost parameter ~ξ (3 parameters),
needed to generate the Λ0i components [19]. Boosts be-
long to SO(1, 3)/adjSU(2)H and, furthermore, specially
for N = 2, they can be implemented over Φ with the
extension of SU(2)H to SL(2, c).
Nevertheless, although the permissible variable space
only covers VΦ, which is smaller than LC↑ when N > 2,
we can cover a large class of physically acceptable po-
tentials by considering all rµ in LC↑ and imposing the
physical restrictions on the set {M,Λ}. The physical re-
strictions to consider are (i) bounded below potential and
(ii) the existence of nontrivial extrema, 〈Φ〉 6= 0.
We can impose the restriction (i) by requiring [19]
P1: Λ is diagonalizable by SO(1, d), i.e., there is a basis
where
Λµν = diag(Λ0,Λi) , (26)
P2: Λ0 > 0 and Λi > −Λ0.
The conditions P1 and P2 are necessary and sufficient to
guarantee the quartic part of the potential in Eq. (6) to
be positive definite for all rµ in LC↑. Since the variable
space does not cover the whole LC↑ but only VΦ, for
N > 2, the above conditions are only sufficient to guar-
antee the positivity of the quartic part of the potential.
Obviously, the class of potentials with the quartic part
positive definite for all rµ in VΦ is larger. The proof of P1
and P2 follows analogously to the 2HDM case where the
group is SO(1, 3) [19]. The treatment of general diago-
nalizable tensors in SO(1, n− 1) can be found in Ref. 24.
The restriction (ii) of nontrivial extrema will be consid-
ered in the next section where the properties of station-
ary points will be analyzed. One can say, however, that
to ensure the existence of nontrivial stationary points
(〈Φ〉 6= 0), it is necessary to have the quadratic part of
the potential acquiring negative values for some Φ. The
latter is only possible when Y in Eq. (7) has at least one
negative eigenvalue.
III. STATIONARY POINTS
To find the stationary points we differentiate V in
Eq. (6):
∂
∂φ∗ai
V (Φ) =
∂
∂rµ
V (r)
∂rµ
∂φ∗ai
= Mabφbi , (27)
where
M ≡ XµT µ , (28)
Xµ(r
µ) ≡ Mµ + Λµνrν . (29)
The stationary points 〈Φ〉 correspond to the roots of
Eq. (27), i.e., solutions of
〈(M⊗ 12)Φ〉 = 0 , (30)
5which requires
det〈M〉 = 0 (31)
for nontrivial solutions 〈Φ〉 6= 0. The brackets 〈 〉 mean
to take expectation values on all fields Φ, including on
M.
Rewriting Eq. (30) in terms of u,w in Eqs. (16) and
(17), we have
〈Mu〉 = 0 , 〈Mw〉 = 0 . (32)
If 〈u〉 and 〈w〉 are non-null and noncollinear, Eq. (32)
means that 〈M〉 has two zero eigenvalues and 〈u〉, 〈w〉
are the respective eigenvectors. From
〈Φ†Φ〉 = 〈u†u〉+ 〈w†w〉 , (33)
it is necessary that at least one of 〈u〉 or 〈w〉 be non-null
to have a nontrivial vacuum expectation value (VEV).
We can then classify charge breaking (CB) and neutral
(N) stationary points depending on
• cond.CB: 〈rµrµ〉 > 0. Equivalently, both 〈u〉 and
〈w〉 are non-null and noncollinear.
• cond.N: 〈rµrµ〉 = 0. Equivalently, either 〈u〉 or 〈w〉
is null or they are collinear.
On the other hand, multiplying 〈Φ〉† on the left of
Eq. (30) yields
〈Xµrµ〉 = 0 . (34)
For 〈rµ〉 timelike, any vector orthogonal, with respect
to the Minkowski metric, have to be spacelike [25]. For
〈rµ〉 lightlike only (a) lightlike collinear vectors and (b)
spacelike vectors can be orthogonal [25]. Then we can
classify the solutions of Eq. (34) into three types, when
〈rµ〉 6= 0 and in LC↑:
(I) Trivial solution with 〈Xµ〉 = 0 and 〈M〉 = 0; EM
symmetry can be broken or not [26].
(II) Solution with 〈XµXµ〉 = 0, 〈Xµ〉 6= 0; EM sym-
metry is always preserved and 〈X〉µ = α〈rµ〉 cor-
responding to case (a).
(III) Solution with 〈XµXµ〉 < 0, 〈Xµ〉 6= 0; EM symme-
try can be broken (〈rµrµ〉 > 0) or not (〈rµrµ〉 = 0).
Note that type (I) solutions also correspond to the sta-
tionary points of V (rµ) with respect to rµ.
Let us consider some special cases: For N = 2, for
which the identity det x˜ = ∆(x˜) is valid, there are
only solutions of type (I) and (II) since Eq. (31) imply
〈XµXµ〉 = 0. Furthermore, any charge breaking solution
is of type (I). For N = 3, the type (III) solution is present
and because we need two null eigenvalues for 〈M〉, 〈Xµ〉
must be in the cone defined by (N−1)2X20 −X2 = 0, i.e.,
〈Xµ〉 is spacelike. The proof is shown in appendix D.
Now we can seek the explicit solutions. For type (I)
solutions, an explicit expression can be given,
〈rµ〉 = −(Λ−1)µνMν . (35)
Of course, 〈rµ〉 should be restricted to VΦ which only
happens when −Mµ is in the image of VΦ by Λµν [19]. If
Λ is not invertible, it is necessary to take the inverse only
over the non-null space.
For type (II) solutions, 〈rµ〉 should satisfy
〈Λµνrν − αrµ〉 = −Mµ , (36)
where α is an unknown parameter which has to be de-
termined from Eq. (36) and the constraint that rµ should
be in VΦ. Obviously, there may be more than one of such
solutions with different α, as it is for the N = 2 case [19].
The type (III) solutions are not explicitly expressible
and involves nonlinear equations in Eq. (32).
Let us analyze the general properties of the potential
expanded around any stationary point. The expansion is
induced by the replacements
Φ → Φ + 〈Φ〉 , (37)
rµ → rµ + 〈rµ〉+ sµ , (38)
where
sµ ≡ 〈Φ〉†T µΦ+ Φ†T µ〈Φ〉 , (39)
= fµ(u〈u〉†) + fµ(w〈w〉†) + h.c. (40)
Thus,
V (Φ + 〈Φ〉) = V0 + V2 + V3 + V4 , (41)
where
V0 = V (〈rµ〉) , (42)
V2 = Φ
†〈M〉Φ + 12Λµνsµsν , (43)
V3 = Λµνs
µrν , (44)
V4 =
1
2Λµνr
µrν . (45)
To guarantee the stationary point is a local minimum, it
is necessary and sufficient to have the mass matrix after
spontaneous symmetry breaking (SSB), extractable from
Eq. (43), to be positive semidefinite. On the other hand,
due to Eq. (34) and the positivity of V4, we have
V0 =
1
2Mµ〈rµ〉 = − 12Λµν〈rµ〉〈rν 〉 < 0 . (46)
The last inequality means any nontrivial stationary point
lies deeper than the trivial extremum 〈Φ〉 = 0.
A. Physical Charged Higgs basis
We can write the potential (41) in an explicit basis
where the physical degrees of freedom can be more eas-
ily extracted. For such purpose we choose the physical
6charged Higgs (PCH) basis [27] where
〈w〉 =


0
...
0
|〈w〉|

 = |〈w〉|eN ,
〈u〉 =


0
...
|〈u〉|
0

 = |〈u〉|eN−1 , (47)
where ei, i = 1, . . . , N defined by (ei)j = δij are the
canonical basis vectors. The module |〈w〉| denotes the
square root of 〈w†w〉 = 〈w〉†〈w〉. Such choice is always
allowed by the SU(N)H reparametrization freedom, once
the condition (21) is met. Although there is an additional
SU(N−1) or SU(N−2) reparametrization freedom in the
subspace orthogonal to 〈w〉 6= 0 or 〈w〉, 〈u〉 6= 0, which
need to be fixed to specify the PCH basis. Convention-
ally, we choose 〈w〉 to be always non-null from the re-
quirement of nontrivial vacuum. Therefore, 〈u〉 6= 0 or
〈u〉 = 0 correspond respectively to the charge breaking
vacuum (CBV) and the neutral vacuum (NV) solutions.
In the PCH basis
fµ(〈ww†〉) = 〈w†w〉
√
N−1
2N n
µ , (48)
fµ(〈uu†〉) = 〈u†u〉
√
N−1
2N n
′µ , (49)
where nµ and n′µ have non-null components
(n0, nN−2, nN−1) = (1, 0,−1) , (50)
(n′0, n′N−2, n′N−1) = (1,−
√
N(N−2)
N−1 ,
1
N−1) , (51)
given the ordering of µ following
{T 0, ha,Sab,Aab} , (52)
with a = 1, . . . , N−1, b = 1, . . . , N , and a < b, denot-
ing the non-null entries of 2(Sab)ab = 2(Sab)ba = 1 and
2(Aab)ab = −2(Aab)ba = −i [13], which are the combi-
nation of ladder operators analogous to σ1 and σ2 for
SU(2). The matrices ha form the Cartan subalgebra
which can be chosen diagonal. Notice that Eqs. (50) and
(51) satisfy Eq. (24).
From Eq. (32), we have for 〈w〉 6= 0
〈MaN 〉 = 〈MNa〉 = 0 , (53)
for all a = 1, . . . , N . In addition, if 〈u〉 6= 0 (CBV), we
have
〈Ma,N−1〉 = 〈MN−1,a〉 = 0 , (54)
reducing the non-null matrix to its upper-left (N−1) ×
(N−1) (〈u〉 = 0) or (N−2)× (N−2) (〈u〉 6= 0) submatrix.
In both cases we can use the remaining reparametrization
freedom to choose 〈M〉 diagonal
〈M〉 =
{
diag(m2a, 0, 0), a = 1, . . . , N−2 for 〈u〉 6= 0 ,
diag(m2a, 0), a = 1, . . . , N−1 for 〈u〉 = 0 .
(55)
This form can be always achieved because the remain-
ing SU(N−1) or SU(N−2) reparametrization freedom
leaves 〈rµ〉 invariant. Equation (55) defines the PCH ba-
sis uniquely if the eigenvalues m2a are ordered, assuming
they are not degenerate.
The null eigenvalues of Eq. (55) correspond to the
Goldstone modes for the combination of fields not present
in sµ(Φ) in Eq. (43). The four massless Goldstone modes
are
√
2Im(wN),
√
2Im(uN−1) (56)
and the fields R, I proportional, by real normalization
constants, to
R ∝ |〈u〉|Re(wN−1)− |〈w〉|Re(uN) , (57)
I ∝ |〈u〉|Im(wN−1) + |〈w〉|Im(uN) . (58)
To find the Goldstone modes for the neutral vacuum solu-
tion it is sufficient to set 〈u〉 = 0 in the equations above
and disconsider Eq. (54) which make
√
2Im(uN−1) also
massive. The explicit form of sµ(Φ) in this basis is shown
in appendix E.
B. Charge breaking vacuum
A vacuum expectation value 〈Φ〉 breaking EM sym-
metry (CBV) [20], is characterized by cond.CB stated in
Sec. III. They can be of type (I) or (III). To assure two
zero eigenvalues we must have
det〈M〉 = (−1)N−1γN(〈M〉) = 0 , γN−1(〈M〉) = 0 . (59)
The explicit forms of the matricial functions γk are unim-
portant here, except that knowing the traces Tr[〈M〉j ]
from j = 1, . . . , k determines γk uniquely. The explicit
form can be found in Eq. (D5). Equation (59) defines
two equations for 〈rµ〉 in addition to the restriction that
〈rµ〉 belongs to VΦ. Then, the possible vectors 〈u〉 and
〈w〉 extracted from the possible 〈rµ〉, through the proce-
dure in Eq. (20), should be the eigenvectors of 〈M〉 with
eigenvalue zero.
Some conditions, however, can be extracted in the
PCH basis. From 〈w†Mw〉 = 0 and 〈u†Mu〉 = 0, we
have, respectively,
〈X0〉 = 〈XN−1〉 , (60)√
N(N−2)〈XN−2〉 = (N−1)〈X0〉+ 〈XN−1〉
= N〈X0〉 . (61)
Then,
− 〈XµXµ〉 ≥ 〈X2N−1 +X2N−2 −X20 〉 =
N
N−2〈X
2
0 〉 , (62)
7confirming, for N > 2, that all charge breaking solutions
are of type (III) unless 〈Xi〉 = 0, which implies a type
(I) solution.
For type (I) solutions, one can see from Eq. (43) that
the masses of all scalars will depend only on Λ which has
to be positive definite in the basis defined by the non-
Goldstone fields; such condition assures the stationary
point is a local minimum. In the PCH basis we can ex-
tract the mass matrix from the field combinations sµ(Φ)
in appendix E. The only non-null combinations are sµ(Φ)
with
T µ = T 0, hN−2, hN−1,SaN ,SbN−1,AaN ,AbN−1 , (63)
for a = 1, . . . ,N−1 and b = 1, . . . ,N−2. These field
combinations can be considered as independent except
for
sN−2 = −
√
N−2
N
(s0 + sN−1) . (64)
The mass matrix (M2CB)ab can then be extracted from
Λµν eliminating all components µ, ν not contained in
Eq. (63) and eliminating the component µ = N − 2 or
ν = N − 2 using Eq. (64). The resulting matrix, which is
4(N−1) dimensional [1+1+2(N−1)+2(N−2)], should
be positive definite. For N = 2, (M2CB)ab is four dimen-
sional and is Λµν itself, identifying a, b = µ + 1, ν + 1 =
1, 2, 3, 4, except for normalization factors for sµ(Φ) [19].
For type (III) solutions, in addition to the second term
of Eq. (43), which is the same as for type (I) solutions,
we have to add the first term given by
N−2∑
a=1
m2a(|ua|2 + |wa|2) , (65)
using Eq. (55). Notice that the coefficients of Λµν , not
present in Eq. (43), do not contribute to the masses but
only to the trilinear and quartic interactions in Eqs. (44)
and (45).
C. Neutral vacuum
A neutral vacuum (NV) is characterized by cond.N
stated in Sec. III. These solutions have 〈rµ(Φ)〉 lightlike,
〈w〉 6= 0 but 〈u〉 = 0 and they can be of types (I), (II)
or (III). We can set 〈u〉 = 0 in all previous calculations
where charge breaking were assumed. We can promptly
see that sµ in Eq. (40) does not depend on ua. Hence,
from Eq. (43) we conclude that 〈M〉 is the mass matrix for
the charged Higgs bosons, i.e., the matrix whose eigenval-
ues are the squared masses of the charged Higgs bosons,
combinations of ua. The single null eigenvalue corre-
sponds to the charged Goldstone. This conclusion can
be also reached by taking the matrix of second deriva-
tives of V with respect to φ∗ai and φbj , and take the VEV
for i = j = 1. On the other hand, the mass matrix for
neutral Higgs bosons, combinations of wa, depends ex-
plicitly on Λ in addition to the contribution of 〈M〉. In
the PCH basis, the three Goldstone modes are the neutral√
2ImwN and charged uN . The SM Higgs is
√
2RewN .
Let us analyze type (III) solutions for which the fol-
lowing proposition can be proved.
Proposition 1: For all N ≥ 3, any type (III)
solution which preserves EM symmetry must
have 〈Xµ〉 in the region defined by
LCN = {xµ ∈ R1,d| (N−1)2x20 − x2 ≥ 0 and xµxµ < 0} .
(66)
This conditions is not Lorentz invariant but SU(N)H in-
variant. Such proposition means neutral type (III) solu-
tions can not have arbitrarily spacelike 〈Xµ〉. The proof
is shown in appendix D.
The type (II) solutions are the most predictive ones for
we have 〈Xµ〉 = α〈rµ〉, α > 0. From
2xµT
µ =
N
N − 1T
0x0 − x˜ , (67)
for any xµ in R1,d, we can conclude that
〈M〉 = α〈rµ〉T µ
=
α〈Φ†Φ〉
2
[1− 〈ww
†〉
〈w†w〉 ] , (68)
where 〈w†w〉 = 〈Φ†Φ〉 = v2/2 and v = 246GeV is the
electroweak symmetry breaking scale, considering the ba-
sis where 〈u〉 = 0. Obviously, 〈w〉 is an eigenvector of
〈M〉 with eigenvalue zero. Notice that Eq. (68) implies
〈M〉 satisfies the matricial equation
〈M〉2 = α
4
v2〈M〉 . (69)
With the simple structure of Eq. (68), a remarkable
result can be proved: all charged physical Higgs
bosons have the same mass. Such result can be
more easily seen in the PCH basis where Eq. (47) is valid.
Then, from Eq. (68), the physical charged Higgs bosons
are the fields ui, with i = 1, . . . ,N−1, and they all have
mass squared
m2H+ =
α
4
v2 . (70)
Although the exact value of α should be a complicated
function of the parameters M,Λ derived from Eq. (36),
the degenerate mass spectrum is a testable prediction.
The mass matrix for the neutral fields can be also
straightforwardly constructed from 〈M〉 and Λ using
Eq. (43) but usually nondegenerate because of the contri-
bution of Λ. The procedure of construction, in the PCH
basis, is analogous to the one in Sec. (III B) but the non-
null components of sµ, instead of Eq. (63), correspond
to
T µ = T 0, hN−1,SaN ,AaN , (71)
8a = 1, . . . , N − 1, with the non-null sµ all functionally
independent and depending solely on wa. The procedure
is the same for type (III) solutions.
Comparing neutral type (II) solutions with neutral
type (III) solutions, we see −〈XµXµ〉 ≥ 0 is a measure
of how degenerate are the masses of the physical charged
bosons. Knowing the mass matrix 〈M〉, we can recover
〈Xµ〉 from
〈Xµ〉 = 2Tr[T˜µ〈M〉] . (72)
The properties of neutral type (I) solutions can be an-
alyzed setting α → 0 in the type (II) solutions. We
can conclude that all charged Higgs bosons are mass-
less. Therefore, there are N−1 charged pseudo Goldstone
bosons and one genuine charged Goldstone contributing
to the Higgs mechanism.
IV. CONCLUSIONS
The study of the NHDM potentials performed here re-
veals a very rich underlying structure. In terms of the
set of variables defined in Eq. (2), the variable space is
limited to a subregion contained inside and on the future
lightcone LC↑ of a 1 + d = N2 dimensional Minkowski
space. Furthermore, imposing the gauge condition (21),
the variable space can be parametrized by two lightlike
vectors whose spatial parts form an angle for which the
cosine is −(N−1)−1. The Minkowski structure also en-
abled us to find a sufficient, yet very general, criterion to
require a bounded below potential. The Lorentz group
can be also used as a powerful parametrization tool using
the cosets SO(1, d)/adjSU(N)H to avoid reparametriza-
tion redundancies. Charge breaking vacuum and neu-
tral vacuum can be distinguished by calculating the
Minkowski length of rµ(Φ) for VEVs. The station-
ary points can be classified according to the Minkowski
length of 〈Xµ〉, in Eq. (29), into types (I), (II) and (III).
The Minkowski structure would also help to seek the
type (II) minima. The method of caustics presented
in Ref. 19 may be generalized to count the number of
type (II) solutions for rµ restricted to LC↑. The re-
striction to VΦ, however, would need more mathemat-
ical tools. For example, the proper parametrization of
SO(1, d)/adjSU(N)H would be very important to the
complete study of the NHDM potential minima.
The knowledge of the matrix 〈M〉 (or 〈Xµ〉) and Λ is
sufficient to construct the mass matrix for all the scalars.
In particular, when EM symmetry is not broken, 〈M〉
is itself the mass matrix of the charged Higgs bosons
while the mass matrix of neutral bosons also requires the
information of Λ. In view of the privileged information
contained in 〈M〉, one can try to parametrize any physical
NHDM potential by attributing to 〈M〉 a general N ×N
hermitian matrix (positive semidefinite if NV) with one
(NV) or two (CBV) null eigenvalues and attributing to
Λ a general N2×N2 real symmetric matrix which keeps
V4 of Eq. (45) positive definite. The quadratic coefficient
before SSB, Y =MµT
µ, can be obtained from
Y = 〈M〉 − Λµν〈rµ〉T ν , (73)
where
〈rµ〉 = α1fµ(〈v1v†1〉) + α2fµ(〈v2v†2〉) , (74)
with α1, α2 nonnegative and v1, v2 orthonormal eigenvec-
tors of 〈M〉 with eigenvalue zero. The parameters α1, α2
should be constrained by α1 + α2 = 〈Φ†Φ〉 = v2/2. This
parametrization is not minimal but it assures that the
stationary point (74) is a local minimum and has the
advantage that some physical parameters, such as the
masses of the charged Higgs bosons, can be chosen as
parameters. On the other hand, nothing prevents the
potential, defined with general Λ and Y , as in Eq. (73),
to have a minimum 〈r′µ〉 that lies deeper than the orig-
inal 〈rµ〉, in Eq. (74), used for parametrization. Such
possibility limits the potentialities of this parametriza-
tion fixed by {〈M〉,Λ} since the original minimum must
be checked if it is the absolute minimum. In the 2HDM,
for example, potentials with two neutral vacua lying in
different depths can be constructed [28].
For parametrization purposes, the form of Eq. (6) is
also very advantageous since it avoids the redundancies
contained in Z(ab)(cd) when written in the form of Eq. (7).
Other several quantities can guide, for instance, numer-
ical studies to distinguish charge breaking vacua from
neutral vacua or local minima from saddle points. To
identify the absolute minimum, however, is still a diffi-
cult question.
The interesting case of mass degenerate charged Higgs
bosons, the type (II) vacuum, may have testable phe-
nomenological implications. Because of the same mass
we could have an enhancement of production of phys-
ical charged Higgs bosons for large N . However, even
in this case, because some parameters in Λ can be func-
tionally free in the trilinear and quartic interactions, the
predictions for its width can be very difficult and vari-
able. Usually, as expected, as N grows, we rapidly lose
predictability unless we impose some symmetries or ap-
proximations. The mass degeneracy is then a very pre-
dictive result for certain NHDMs.
Even without the knowledge of an explicit minimum
of the potential, writing the theory in the PCH basis
presents various advantages. The two main advantages
are the easily extractable physical informations and the
minimality of parametrization. For example, the VEVs
in the PCH basis depend only on two real nonnegative pa-
rameters, |〈u〉| and |〈w〉|, a smaller number than the four
real parameters needed in the basis shown in Ref. 11. Ob-
viously, since the VEVs are real, the CP properties of the
vacuum should be encoded in the parameters M ′ and Λ′
transformed by SU(N)H in the PCH basis. Thus, if the
original parametersM and Λ are invariant by the canon-
ical CP reflections [13], only the real subgroup SO(N)H
should connect the original basis to the PCH basis, be-
sides rephasing transformations.
9In conclusion, the results presented here uncover a rich
structure contained in the NHDM potential and illumi-
nates the properties of the possible vacua. A complete
study of certain specific models should be guided by more
restrictive ingredients and interesting phenomenology.
The study performed here, however, is sufficiently general
to cover a large class of physically possible NHDMs.
APPENDIX A: PROOF OF EQ. (4)
Firstly, we recall the completeness formulas for
SU(N)H and SU(2)L respectively [29]
1
2 (λ
µ)ab(λ
µ)cd = δadδcb , (A1)
1
2 (σ
µ)ij(σ
µ)kl = δilδkj . (A2)
Then, the combination of both relations yields
Φ†(λµ⊗12)ΦΦ†(λµ⊗12)Φ = Φ†(1N⊗σµ)ΦΦ†(1N⊗σµ)Φ ,
(A3)
where the lefthand side of the equation is a shorthand for
φ∗ai(λ
µ)abφbiφ
∗
ck(λ
µ)abφdk, the indices a, b, c, d = 1, . . . , N
label the doublets (horizontal space) and i, k = 1, 2 la-
bel each field in the doublet [representation space for
SU(2)L]. We can explicitly verify the relation
σ ≡ φ∗a1φa1φ∗b2φb2−|φ∗a1φa2|2 = 14 [(Φ†Φ)2−(Φ†1N⊗~σΦ)2] ,
(A4)
which is always nonnegative due to Schwartz inequal-
ity. Finally, substituting (Φ†1N ⊗ ~σΦ)2 of Eq. (A4) into
Eq. (A3) yields
N − 1
2N
(Φ†Φ)2 − (12Φ†~λ⊗ 12Φ)2 = σ ≥ 0 , (A5)
which is the desired relation.
APPENDIX B: TRANSLATION RULES
The relation between the parameters Y, Z of Eq. (7)
and the parameters M,Λ of Eq. (6) is [13]
Mµ = 2Tr[Y T˜µ] , (B1)
Λµν = 4(T˜µ)abZ(ab)(cd)(T˜µ)
∗
cd , (B2)
where T˜ µ is defined in Eq. (11). The relations above can
be obtained from the inverse of Eq. (2),
Φ†aΦb = 2(T˜µ)bar
µ(Φ) = 2(T˜µr
µ)∗ab , (B3)
derived from the completeness relation (A1) written in
terms of T µ and T˜ µ, i.e.,
2(T µ)ab(T˜µ)cd = δadδcb . (B4)
APPENDIX C: GAUGE CHOICE FOR Φ
We will prove here we can always perform a gauge
transformation SU(2)L ⊗ U(1)Y on Φ = u⊗ e1 +w ⊗ e2
that renders u and w orthogonal, i.e., Eq. (21) is satisfied.
Firstly, we recall a gauge transformation U acts equally
on all the doublets as
Φa → UΦa . (C1)
We know some gauge transformations in SU(2)L mix the
vectors ua = φa1 and wa = φa2, which induces com-
plicated transformations on fµ(uu†) and fµ(ww†). We
know, however, the combinations
zA =
(
u† w†
)
τA
(
u
w
)
, A = 1, 2, 3 , (C2)
transform as vectors in R3 by ordinary rotations, where
τA are Pauli matrices, generators of SU(2)L. Therefore,
we can always rotate the vector in Eq. (C2) to its third
component. Requiring z1 = 2Re(u
†w) = 0 and z2 =
2Im(u†w) = 0 implies u†w = 0.
APPENDIX D: CHARACTERISTIC EQUATION
FOR MATRICES
Firstly, comparing
∆(2xµT
µ) = (N−1)2x20 − x2 (D1)
with ∆(2xµT˜
µ) = xµx
µ, we obtain
xµx
µ = ∆(2xµT
µ)−N(N−2)x20 . (D2)
Now we can equate xµ = 〈Xµ〉 of Eq. (29) and require
semidefinite positiveness for 〈M〉, Eq. (28), i.e., all eigen-
values are nonnegative, since 〈M〉 corresponds to the
mass matrix of the charged Higgs bosons when EM sym-
metry is preserved. Then, the semidefinite positivity of
〈M〉 implies ∆(〈M〉) ≥ 0, hence
〈XµXµ〉 ≥ −N(N−2)〈X0〉2 , (D3)
which is equivalent to state that 〈Xµ〉 is in LCN , when
〈X〉µ spacelike. The equality holds for N = 3, for charge
breaking solutions, as will be proved in the following.
For any square matrix A, the characteristic equation
can be written as [13]
det(A− λ1) = (−1)n[λn −
n∑
k=1
γk(A)λ
n−k] , (D4)
where
γk(A) =
1
k
Tr[Ak −
k−1∑
j=1
γj(A)A
k−j ] . (D5)
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In particular, the function ∆ defined in Eq. (14) is related
to γ2 by
∆(A) = −γ2(A) . (D6)
For 3× 3 matrices we have then
det(A− λ1) = (−1)[λ3 − γ1(A)λ2 − γ2(A)λ − γ3(A)].
(D7)
To have two null eigenvalues we must have γ2(A) =
γ3(A) = 0.
APPENDIX E: sµ IN THE PHYSICAL
CHARGED HIGGS BASIS
The combination of fields in sµ(Φ), Eq. (39), deter-
mines the non-Goldstone modes. In the physical charged
Higgs (PCH) basis, they can be written explicitly. The
list of all T µ was shown in Eq. (52), as well as the ex-
plicit representation for Sab and Aab. For the Cartan
subalgebra formed by ha we can adopt [13]
ha =
1√
2a(a+ 1)
diag(1a,−a, 0, . . . , 0), a = 1, . . . , N−1 .
(E1)
A more detailed description of the parametrization of the
SU(N) algebra in the fundamental representation can be
found in Ref. 13. In the following, we list only the non-
null components of sµ, according to T µ.
• T 0:
s0 =
√
2(N−1)
N
[
|〈w〉|Re(wN ) + |〈u〉|Re(uN−1)
]
. (E2)
• T i = ha, a = 1, . . . , N−1:
sN−1 =
√
2(N−1)
N
[
(N−1)|〈u〉|Re(uN−1)− |〈w〉|Re(wN )
]
,(E3)
sN−2 =−
√
2(N−2)
N−1 |〈u〉|Re(uN−1) . (E4)
• T i = Sab, a = 1, . . . , N−1, b = N , sµ(Φ)→ sab+ (Φ):
sa,N+ = |〈w〉|Re(wa) + δa,N−1|〈u〉|Re(uN ) , (E5)
sa,N−1+ = |〈u〉|Re(ua) , a < N−1. (E6)
• T i = Aab, a = 1, . . . , N−1, b = N , sµ(Φ)→ sab− (Φ):
sa,N− = −|〈w〉|Im(wa) + δa,N−1|〈u〉|Im(uN) , (E7)
sa,N−1− = −|〈u〉|Im(ua) , a < N−1. (E8)
From Eqs. (53) and (54), the fields uN , uN−1, wN , wN−1
are absent in the first term of the quadratic part of the
potential in Eq. (43). The fields ImwN and ImuN−1 are
also absent in sµ(Φ) which make them massless. The real
components RewN and ReuN−1 are present in Eqs. (E2)–
(E4). The reminder of the fields involving wN−1 and uN
are only present in the combinations of Eqs. (E5) and
(E7) for a = N−1. The orthogonal combinations shown
in Eqs. (57) and (58) are then massless.
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