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Abstract. In this paper, the singular-value decomposition theory of complex matrices is
explored to study constantly curved 2-spheres minimal in both CPn and the hyperquadric
of CPn. The moduli space of all those noncongruent ones is introduced, which can be
described by certain complex symmetric matrices modulo an appropriate group action.
Using this description, many examples, such as constantly curved holomorphic 2-spheres
of higher degree, nonhomogenous minimal 2-spheres of constant curvature, etc., are con-
structed. Uniqueness is proven for the totally real constantly curved 2-sphere minimal in
both the hyperquadric and CPn.
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1 Introduction
In differential geometry, the investigation of compact surfaces characterized by curva-
ture properties and variational equations, such as the study of constantly curved minimal
2-spheres in symmetric spaces, is an enduring and important topic. In space forms (real
and complex), the structure of these 2-spheres is simple and well known. For example,
any minimal 2-sphere of constant curvature in the complex projective space CPn belongs
to the Veronese sequence, up to a rigid motion (see [2, 4]). The proof was essentially
based on the rigidity theorem of holomorphic curves in CPn [5]. However, this rigidity
does not hold for generic symmetric spaces, among which the Grassmannian is a prototyp-
ical example. This phenomenon was first observed by the first named author and Zheng
in [7], where noncongruent holomorphic 2-spheres of degree 2 and constant curvature in
G(2, 4,C) were classified into two families, using the method of moving frames and Car-
tan’s theory of higher order invariants [6, 11]. Since then, there have emerged many works
on constantly curved minimal 2-spheres in the Grassmannian (see [13, 16, 19, 20, 21] and
the references therein), most of which were devoted to studying constantly curved minimal
2-spheres in the hyperquadric Qn−1 of CPn defined by z20 + · · · + z2n = 0 with respect to
the homogeneous coordinates of CPn, where Qn−1, when identified with the oriented real
Grassmannian G˜(2, n + 1,R), can be seen as the next simplest symmetric spaces beyond
space forms. On the other hand, quadrics (smooth or singular) play a fundamental role in
regard to the complex Grassmannian, since by the Plu¨cker embedding, any complex Grass-
mannian G(2, n + 1,C) can be realized as the intersection of quadrics in the associated
complex projective space (true, in fact, for any variety).
Even in the case of Qn−1, only some special examples and partial classification (e.g.
under the condition of homogeneity or lower dimension) have been obtained up to now.
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Indeed, with the homogeneous assumption, Peng, Wang and Xu gave a complete classifi-
cation of minimal 2-spheres in Qn−1 in [20], where they proposed the following.
Problem 1. How to construct a nonhomogenous constantly curved minimal 2-sphere
in Qn−1 for n ≥ 4?
Problem 2. Does there exist a linearly full totally real minimal 2-sphere in Qn−1
which is also minimal in CPn?
Jiao and Li [13], using the constructive method of harmonic sequence given by Bahy-
El-Dien and Wood in [1], classified all constantly curved minimal 2-spheres with higher
isotropic order in G˜(2, n + 1,R) ∼= Qn−1 under the totally unramified assumption. Based
on this, a complete classification of all totally unramified minimal 2-spheres of constant
curvature in G˜(2, 7,R) ∼= Q5 has recently been obtained by Jiao and Li in [12]. For
classifications in Q2,Q3 and Q4, we refer to [14, 22, 13] and the references therein.
One observes that a constantly curved minimal 2-sphere of Qn−1 in all these classifi-
cations either is also minimal in CPn, or can be constructed from a totally real constantly
curved 2-sphere both minimal in Qn−1 and CPn; moreover, almost all of them are homo-
geneous. With this observation, the present paper is contributed to studying constantly
curved 2-spheres minimal in both Qn−1 and CPn. By the theory of singular-value decom-
position (denoted by SVD in this paper) of complex matrices, a method of constructing
such kind of 2-spheres is introduced, from which an abundance of nonhomogenous exam-
ples can be constructed to answer Problem 1. The existence part in Problem 2 has
been affirmed in the classification results of Jiao and Li [13]. We obtain the uniqueness
part as follows; see also Corollary 7.4.
Theorem 1.1 Suppose a linearly full totally real minimal 2-sphere of constant curvature
8/(d2 + 2d) in Qn−1 is also minimal in CPn. Then d is even and n = 2d+ 1. Moreover,
it is unique up to a real orthogonal transformation.
This SVD method, novel in a sense, is effective and unifying in describing the moduli
space of noncongruent 2-spheres with the same constant curvature, such that they are
minimal in both Qn−1 and CPn; see Theorem 4.4. As an example, the aforementioned
result of Chi and Zheng follows from our classification of constantly curved holomorphic 2-
spheres of degree no more than 3, to be done in Section 6. More generally, the classification
of all constantly curved holomorphic 2-spheres in G(2, 4,C) was obtained by Li and Jin
in [17] by a direct calculation via elaborate coordinate changes. We will give a systematic
SVD proof of it in Proposition 5.9.
As another example, recently, using a sophisticated method from the perspective of
holomorphic isometric embeddings of CP 1 in Qn−1, Macia, Nagatomo and Takahashi [18]
studied the moduli space of noncongruent constantly curved holomorphic 2-spheres of
degree (n − 1)/2 in Qn−1 when n is odd. The real dimension of this moduli space was
determined by them to be (n2−4n−1)/4. We point out that the dimension count can also
be attained via the SVD method and the fact that the ideal of a rational normal curve of
degree d is generated by d2−d independent quadrics. Note that a rational normal curve of
degree d lies in Qn−1, if and only if, the quadric given by the intersection of Qn−1 and the
projective d-plane spanned by the curve belongs to the ideal of the curve. Conversely, to
guarantee that quadrics in this ideal belong to Qn−1, the SVD method reveals that there
is no other constraint if (n− 1)/2 when n is odd, whence follows the dimension count (see
Theorem 4.5).
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On the other hand, when d > (n − 1)/2, there are other constraints (see Proposi-
tion 4.1). This makes the study of constantly curved holomorphic 2-spheres in Qn−1 with
degree higher than (n − 1)/2 more subtle, where the problem of existence has been little
understood up to now. The SVD method, however, enables us to construct plenty of ex-
amples and give a lower bound to the dimension of the moduli space for the higher degree
case.
Theorem 1.2 For any (n−1)/2 < d ≤ n−2, the linearly full constantly curved holomor-
phic 2-spheres of degree d exist in Qn−1. Moreover, if 3 ≤ (n− 1)/2 < d ≤ n− 5, then the
moduli space of such noncongruent holomorphic 2-spheres assumes (n−d)2−11(n−d)+33
as the lower bound to its dimension.
For more precise description, see Theorem 5.1.
Our paper is organized as follows. Section 2 is devoted to reviewing known results on
the SVD of complex matrices, the representation theory of SU(2) with emphasis on the
Clebsch-Gordan formula, and some basic formulas of minimal surfaces in the hyperquadric
Qn−1. In Section 3, the orbit space of Grassmannian G(d + 1, n + 1,C) with respect to
the action of real orthogonal group O(n + 1;R) is determined by the SVD method. For
noncongruent minimal 2-spheres of the same constant curvature, we investigate the struc-
ture of their moduli space in Section 4, where how to construct minimal 2-spheres by the
SVD method is introduced. Then Section 5 is devoted to constructing constantly curved
holomorphic 2-spheres of higher degree in Qn−1. For degree no more than 3, a complete
classification is obtained in Section 6. After studying more geometric properties of mini-
mal 2-spheres constructed by employing the SVD method, Problem 1 and Problem 2
are discussed in Section 7.
2 Preliminaries
2.1 Singular-value decomposition and unitary congruence.
Let M be an n ×m complex matrix with corank(M) = r0. Set q := min{m,n}. It is
well known that the eigenvalues of the Hermitian matrixMM∗, whereM∗ is the conjugate
transpose of M , are nonnegative real numbers. We denote them in nondecreasing order
λ1 = · · · = λr0 = 0 < λr0+1 ≤ λr0+2 ≤ · · · ≤ λq.
Set σi =
√
λi.
σ1, σ2, · · · , σq, or, ~σ = (σ1, σ2, . . . , σq), (2.1)
are called, respectively, the singular values, or, singular-value vector, of M . Using these
notations, the singular-value decomposition (SVD) of M can be stated as follows.
Theorem 2.1 [10, Thm. 2.1, p. 150] Let M be an n × m complex matrix. Set q =
min{m,n}. Assume ~σ is the singular-value vector given in (2.1). Let Σq := diag(σ1, . . . , σq).
Then there are unitary matrices V ∈ U(n) and W ∈ U(m), such that
M = V ΣW ∗, (2.2)
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where
Σ =

(
Σq 0n×(m−n)
)
, n < m,
Σq, n = m,
t
(
Σq 0m×(n−m)
)
, n > m.
For us, the SVD of real and complex symmetric matrices are useful in the following.
Corollary 2.2 [10, Cor. 2.6.7, p. 154] Let M be an n ×m real matrix. Under the same
assumptions and notations as in Theorem 2.1, there are real orthogonal matrices V ∈
O(n;R) and W ∈ O(m;R) satisfying (2.2).
Two complex matrices A and B are said to be unitarily congruent to each other [10,
p. 41] if there is a unitary matrix U ∈ U(n) such that
A =tUB U,
where tU is the transpose of U . It is clear that the singular values of A and B are identical.
Thus, the singular values are invariant under unitary congruence. Moreover, for complex
symmetric matrices, the singular values are the complete invariants.
Theorem 2.3 [10, p. 153, Cor 2.6.6, p. 263, Cor 4.4.4]Let A be an n×n complex symmetric
matrix with corank(A) = r0. We denote the distinct positive singular values of A by
σ1, σ2, . . . , σm, in increasing order, with multiplicities r1, r2, · · · , rm, respectively.
(1) There is a unitary matrix U ∈ U(n) such that
A =tU diag(0r0×r0 , σ1Idr1 , · · · , σmIdrm)U, (2.3)
and, moreover, if U˜ is another such kind of matrix, then
U˜ = diag(Ar0 , Ar1 , · · · , Arm)U,
where Ar0 ∈ U(r0) is unitary and Arj ∈ O(rj;R) is real orthogonal for any 1 ≤ j ≤ m.
(2) Furthermore, two complex symmetric matrices are unitarily congruent to each
other if and only if their singular values are the same.
2.2 Irreducible representations of SU(2).
Under the standard metric of constant curvature, the group of automorphisms of isome-
try of CP 1 is SU(2). The irreducible representations of SU(2) are well known [15, Chap. 6]
which we state briefly as follows.
Let V d2 be the linear space of homogeneous polynomials of degree d in two variables
(u, v), where d is a nonnegative integer; we adopt the d/2 notation in accord with spin-1/2
in physics. The complex dimension of V d2 is d+ 1, and we choose the following basis
el =
(d
l
) 1
2ud−lvl, l = 0, . . . , d. (2.4)
We equip V d2 with an inner product such that {el, l = 0, . . . , d} is an orthonormal basis.
Consider the representation of SU(2) on V d2 given by
̺
d
2 : SU(2)× V d2 → V d2 , (g =
(
a b
−b¯ a¯
)
, f) 7→ f ◦ g∗,
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where |a|2 + |b|2 = 1. Explicitly, (̺ d2 (g)f)(u, v) = f(a¯u − bv, b¯u + av). Under the basis
{el, l = 0, . . . , d}, by a slight abuse of notation, we set
(e0, . . . , ed) · ρ
d
2 (g) := ̺
d
2 (g)(e0, . . . , ed), (2.5)
to indicate that ρ
d
2 (g) on the left hand side is a matrix in U(d + 1) (dot denotes matrix
multiplication). Recall the rational normal (or, Veronese) curve CP 1 of degree d,
Zd : CP 1 7→ CP d, [u, v] 7→ t[ud, . . . ,
(d
i
) 1
2ud−ivi, . . . , vd]; (2.6)
Using the basis el in (2.4), we can rewrite Zd =
t[e0, . . . , ed]. Consider a unitary transfor-
mation U ∈ U(d+ 1) fixing the rational normal curve Zd with
Image U · Zd = Image Zd. (2.7)
(Henceforth, we use Im to denote “Image”). Since U induces an isometric biholomorphic
map of CP 1, there are A ∈ SU(2) and λ ∈ U(1), such that U = λ · tρ d2 (A). The coefficient
λ here is necessary, because we consider projective transformations. The converse is also
true. The geometric meaning of U satisfying (2.7) is to reparametrize Zd by A.
The rational normal curve Zd is a special case of minimal 2-spheres called Veronese
maps in CP d [4]. Explicitly,
Zd,p : CP 1 → CP d, [u, v] 7→ [gp,0(v
u
), · · · , gp,d(v
u
)],
gp,l(z) =
p!
(1 + |z|2)p
√(d
l
)
zl−p
∑
k
(−1)k( lp−k)(d−lk )|z|2k, 0 ≤ p, l ≤ d. (2.8)
Note that Zd,0 is the standard rational normal curve Zd; we continue to denote it by Zd
henceforth whenever convenient. We list some basic facts about the Veronese maps [4,
Section 2, 5] for easy reference. On the affine chart u 6= 0, set z := vu . Then Zd,0 is given
by
Zd,0 =
t[1,
√(d
1
)
z, . . . ,
√(d
k
)
zk, . . . , zd]. (2.9)
Zd,p+1 satisfies the following recursive formulas
Zd,p+1 =
∂
∂z
Zd,p −
∂ log |Zd,p|2
∂z
Zd,p, 0 ≤ p ≤ d− 1. (2.10)
It follows that
Zd,p ≡ ∂
p
∂zp
Zd,0 mod (Zd,0, . . . , Zd,p−1), (2.11)
for 0 ≤ p ≤ d. The norm squared of Zd,p is |Zd,p|2 = d! p!(d−p)!(1 + |z|2)d−2p. Moreover,
∂
∂z¯
Zd,p = −
|Zd,p|2
|Zd,p−1|2
Zd,p−1 = −p(d− p+ 1)
(1 + |z|2)2 Zd,p−1. (2.12)
Equip CP d with the Fubini-Study metric of holomorphic sectional curvature 4. Then
the pullback metric of the Veronese map Zd,p is
ds2d,p =
d+ 2p(d− p)
(1 + |z|2)2 dzdz¯, (2.13)
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and its Gaussian curvature Kd,p is the constant 4/(d + 2p(d − p)). The Ka¨hler angle of
Zd,p is also constant, and we denote it by θd,p, where θd,p ∈ [0, π], which satisfies
cos θd,p = (d− 2p)/(2p(d − p) + d), 0 ≤ p ≤ d. (2.14)
Conversely, the constant curvature assumption characterizes Zd,p in the following rigidity
theorem.
Theorem 2.4 [4] Let f : CP 1 → CP d be a linearly full minimal 2-sphere of constant
curvature. Then there exist two unitary matrices U ∈ U(d+ 1) and B ∈ SU(2) such that
f([u, v]) = U · tρ d2 (B) · Zd,p([u, v]), [u, v] ∈ CP 1.
2.3 Clebsch-Gordan formula.
Consider the tensor product representation
̺
d
2 ⊗ ̺ d2 : SU(2)× V d2 ⊗ V d2 → V d2 ⊗ V d2 ,
(g, ek ⊗ el) 7→ (̺
d
2 (g)ek)⊗ (̺
d
2 (g)el), 0 ≤ k, l ≤ d.
Identify ek ⊗ el with the square matrix Ekl ∈ M(d+1)(C), where the only nonvanishing
entry of Ekl is 1 at the (k, l) position, 0 ≤ k, l ≤ d. This identification gives rise to an
isomorphism of M(d+1)(C) with V
d
2 ⊗ V d2 ,
ϕ :M(d+1)(C)→ V
d
2 ⊗ V d2 , A 7→ (tZd ·A)⊗ Zd, (2.15)
under which we may write ̺
d
2 ⊗ ̺ d2 as
̺
d
2 ⊗ ̺ d2 : SU(2)×M(d+1)(C)→M(d+1)(C),
(g,A) 7→tρ d2 (g) ·A · ρ d2 (g).
(2.16)
It is well known that by the Clebsch-Gordan formula, V d2 ⊗ V d2 is decomposed into irre-
ducible SU(2)-invariant subspaces (see [15, 2.4, p. 90],
V d2 ⊗ V d2 ∼= Vd ⊕ Vd−1 ⊕ · · · ⊕ V0︸ ︷︷ ︸
d+1
,
and the projection to the first summand Vd is given by the product of polynomials
Π : V d2 ⊗ V d2 7→ Vd, f1 ⊗ f2 7→ f1 · f2. (2.17)
The set of symmetric matrices Symd+1(C) turns out to be an SU(2)-invariant subspace
of Md+1(C) as follows.
Lemma 2.5 Let d be a nonnegative integer. Assume that d = 2[d2 ] + r, where 0 ≤ r ≤ 1
and [d2 ] is the greatest integer less than or equal to
d
2 . Then
Symd+1(C) ∼= Vd ⊕ Vd−2 ⊕ · · · ⊕ Vr.
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Proof: (sketch) Consider the induced action of su(2) on Symd+1(C) and extend it to
sl(2;C). Since the symmetric matrix 12(Ekl + Elk) corresponds to
1
2
(ek ⊗ el + el ⊗ ek), 0 ≤ k ≤ l ≤ d,
under ϕ, a multiplicity count of the eigenvalues of J3 := diag(−1, 1)/2 in sl(2;C) finishes
off the proof. 
Denote the projection of Symd+1(C) into Vd−2k by Πk,
Πk : Symd+1(C)→ Vd−2k, (2.18)
where 0 ≤ k ≤ [d2 ]. Recall the definition of the identification ϕ, (2.15), where the projection
Π0 to the first summand Vd is given by the product of polynomials, or, in matrix terms,
Π0 : Symd+1(C) 7→ Vd, S 7→ tZd · S · Zd. (2.19)
Fix 0 ≤ p ≤ [d2 ]. Consider the following subspace of Symd+1(C),
Sd,p := {S ∈ Symd+1(C)| tZd,p · S · Zd,p = 0}, (2.20)
which can be seen as the set of all quadrics containing the standard Veronese map Zd,p.
It turns out that it is SU(2)-invariant as follows.
Proposition 2.6 Let d be a nonnegative integer and let 0 ≤ p ≤ [d2 ]. Then
(1) Sd,p = kerΠ0 ∩ · · · ∩ ker Πp.
(2) Hence, Sd,p ∼= Vd−2p−2 ⊕ Vd−2p−4 ⊕ · · · ⊕ Vd−2[
d
2
],
(when p = [d2 ], the right hand side is understood to be {0}).
Proof: For p = 0, see (2.19). The general case will be proven in Proposition 7.1. 
When p = 0, for convenience, we denote Sd,0 by Sd in this paper.
2.4 Minimal surfaces in the hyperquadric.
Following the setup in Jiao and Wang [14], let f :M2 → Qn−1 ⊆ CPn be an isometric
immersion. At every point p ∈ M2, there is a local complex coordinate z such that near
that point
ds2M2 = λ
2dzdz¯. (2.21)
Assume f˜ is a local lift of f in Cn+1 around p with unit norm, |f˜ | = 1. Consider the
following two orthogonal projections of 1λ
∂f˜
∂z and
1
λ
∂f˜
∂z¯ onto the subspace perpendicular to
f˜ , respectively,
X :=
1
λ
∂f˜
∂z
− 〈 1
λ
∂f˜
∂z
, f˜〉f˜ , Y := 1
λ
∂f˜
∂z¯
− 〈 1
λ
∂f˜
∂z¯
, f˜〉f˜ ,
where 〈 , 〉 denote the standard unitary inner product in Cn+1. From the metric condition
(2.21), we know
|X|2 + |Y |2 = 1, tX · Y = 0,
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where we identify X and Y as the column vectors in Cn+1. The Ka¨hler angle θ ∈ [0, π] of
f can be expressed as
cos θ = |X|2 − |Y |2. (2.22)
In [14], the following global invariants are defined,
τX = |tXX|, τY = |tY Y |, τXY = |tX Y |,
If f is minimal in Qn−1, then from (2.22) in [14, p. 821], we obtain
||B||2 = 2 + 6 cos2 θ − 2K − 4τ2X − 4τ2Y + 8τ2XY , (2.23)
where B is the second fundamental form of f .
As mentioned in the introduction, this paper is contributed to studying constantly
curved 2-spheres minimal in both Qn−1 and CPn. The following characterization of Jiao,
Wang and Zhong will be used in Section 7.
Theorem 2.7 [22, Theorem 3.1] The surface f : M2 → Qn−1 ⊆ CPn is minimal in both
Qn−1 and CPn, if and only if, τXY = 0.
Definition 2.8 For two positive integers d, n satisfying d ≤ n, consider the set of minimal
2-spheres of constant curvature, each of which spans a projective d-plane in CPn and is
minimal in both Qn−1 and CPn. For convenience, we denote it by Minid,n.
From the rigidity Theorem 2.4 and Theorem 2.7, we know such minimal 2-spheres are
derived from the standard Veronese maps Zd,p with quadric constraint, for some 0 ≤ p ≤ d,
up to unitary transformations of CPn. This implies Minid,n has the structure of the
following disjoint union.
Proposition 2.9
Minid,n =
⊔
0≤p≤d
Hd,n,p,
where Hd,n,p is defined by
Hd,n,p := {EZd,p|E ∈M(n+ 1, d+ 1), E∗E = Idd+1, and EZd,p lies in Qn−1}, (2.24)
where E is of size (n + 1) × (d + 1). Moreover, by taking conjugation in Cn+1, we have
Hd,n,p ∼= Hd,n,d−p, 0 ≤ p ≤ [d2 ].
Remark 2.10 All minimal 2-spheres belonging toHd,n,p have the same constant curvature
K = 4/(d + 2p(d − p)). Conversely, if a 2-sphere minimal in both Qn−1 and CPn takes
K = 4/(d + 2p(d− p)) as its Gaussian curvature, then it must belong to Hd,n,p.
In view of the second statement in the preceding proposition, it suffices to determine
Hd,n,p for 0 ≤ p ≤ [d2 ], to be done in the following sections. It is geometrically clear
that to study noncongruent minimal 2-spheres, we should mod out the real orthogonal
group O(n + 1;R) and the reparametrizations of CP 1. To begin with, observe that a
2-sphere in Hd,n,p lies in the intersection, which is a quadric not necessarily smooth, of the
hyperquadric Qn−1 and the projective d-plane it spans. Following this observation, we will
first study the action of O(n+ 1;R) on all projective d-planes, i.e., on G(d + 1, n+ 1,C).
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3 The orbit space G(d+ 1, n+ 1,C)/O(n+ 1;R)
Throughout this section, d is a positive integer. For a given plane V ∈ G(d+1, n+1,C),
we can choose an orthonormal basis e0, . . . , ed of V and represent it by an (n+1)× (d+1)
matrix
E :=
(
e0 . . . ed
)
. (3.1)
Two orthonormal bases of V differ by a unitary matrix in U(d + 1) multiplied on the
right of (3.1), which implies that the complex symmetric matrices tEE differ by unitary
congruence. This means that we can endow V with d+ 1 numbers
σ0 ≤ σ1 ≤ · · · ≤ σd,
which are the singular values of tEE defining n O(n+ 1;R)-invariant functions on G(d+
1, n + 1,C). For convenience, in this paper, we also call {σ0, · · · , σd} the singular values
of V , or the singular values of O(n + 1;C)-orbit through V in G(d + 1, n + 1,C), inter-
changeably. These invariants turn out to be decisive in constructing the (d+ 1)-plane V .
Our main observation is inspired by the work of Berndt [3, Section 6, p. 27], as follows.
Let M be a complete Riemannian manifold, and let p ∈M be a fixed point. Let G be
a compact Lie group with an action of isometry onM given by, G×M →M, (g, q) 7→ g ·q.
Set N = G · p, the G-orbit thorough p in M . It is a homogenous space G/H, where H is
the isotropy group of G at p. We denote the normal space to N at p in M by T⊥p N . Note
that H also induces an isometric isotropy action on T⊥p N ,
H × T⊥p N → T⊥p N, (g, v) 7→ g∗|p v.
Theorem 3.1 For every point q ∈M , there are A ∈ G and v ∈ T⊥p N , such that
q = A · expp v,
where expp is the exponential map of the Riemannian manifold M at p.
Moreover, under the isotropy action, if u lies in the same H-orbit of v, i.e., if there
are g ∈ H and u ∈ T⊥p N such that v = g∗|p · u, then q = Ag · expp u.
Proof: Since G is compact, the G-orbit N through p is also compact. SinceM is complete,
for every point q ∈M , there is a point r ∈ N , such that dist(q, r) = dist(q,N).
Let l(t) be a minimal geodesic connecting r and q. By the first variation formula, l(t)
is a normal geodesic starting from r. So there is a normal vector w ∈ T⊥r N , such that
q = exprw. Since G acts on the G-orbit N transitively, there is an A ∈ G such that
A · p = r. Denote A−1∗ |r w ∈ T⊥p N by v. Then we have q = A · expp v since the action of
G is isometric. The second claim is now clear with slight modification. 
Using Theorem 3.1, we obtain the following decomposition result of unitary matrices.
Proposition 3.2 Let U be a unitary matrix in U(n+ 1) with n ≥ d.
(1) If 2d + 1 ≤ n, then there exist A ∈ O(n + 1;R), U1 ∈ U(d + 1), U2 ∈ U(n − d),
such that
U = A
Λ1 Λ2 0Λ2 Λ1 0
0 0 Idn−2d−1
(U1 0
0 U2
)
, (3.2)
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where Λ1 = diag(cos a0, . . . , cos ad), Λ2 = diag(
√−1 sin a0, . . . ,
√−1 sin ad), for some aj ∈
[0, 2π], 0 ≤ j ≤ d.
(2) If 2d + 1 > n, set l = 2d + 1 − n. Then there exist A ∈ O(n + 1;R), U1 ∈
U(d+ 1), U2 ∈ U(n− d), such that
U = A
Λ1 0 Λ2Λ2 0 Λ1
0 Idl 0
(U1 0
0 U2
)
, (3.3)
where Λ1 = diag(cos a0, . . . , cos ad−l), Λ2 = diag(
√−1 sin a0, . . . ,
√−1 sin ad−l), for some
aj ∈ [0, 2π], 0 ≤ j ≤ d− l.
Proof: We consider only the case (1) with 2d+1 ≤ n, the proof for the other case is similar.
Equip U(d + 1) with the standard bi-invariant metric given by (u, v) = Re tr(u∗ v) over
the Lie algebra u(n+1). Consider the group G := O(n+1;R)×U(d+1)×U(n− d) and
its action on U(n+ 1) given by
G× U(n+ 1)→ U(n+ 1), ((A,K,L), U) 7→ AU
(
K−1
L−1
)
,
which preserves the metric of U(n + 1). We denote the G-orbit through the identity
Id ∈ U(n+1) by N . The isotropy group H at Id is isomorphic to O(d+1;R)×O(n−d;R),
H = {(
(
A1 0
0 A2
)
, A1, A2)| A1 ∈ O(d+ 1;R), A2 ∈ O(n− d;R)}.
It is easy to see that TIdN = o(n + 1;R) + u(d+ 1) + u(n − d) (this is not a direct sum).
Hence the normal space T⊥IdN is given by
T⊥IdN = {
(
0(d+1)×(d+1)
√−1 tB√−1 B 0(n−d)×(n−d)
)
| B ∈M(n−d)×(d+1)(R)}.
The induced isotropy action of H on T⊥IdN is H × T⊥IdN → T⊥IdN given by(
(
(
A1 0
0 A2
)
, A1, A2),
(
0(d+1)×(d+1)
√−1 tB√−1 B 0(n−d)×(n−d)
))
7→
(
0(d+1)×(d+1)
√−1 A1 tBA−12√−1 A2BA−11 0(n−d)×(n−d)
)
.
By Corollary 2.2 and the assumption n − d ≥ d + 1, without loss of generality, we may
assume that B is in the form
B =
(
Λ
0(n−2d−1)×(d+1)
)
,
where Λ = diag(a0, . . . , ad), for some aj ∈ R, 0 ≤ i ≤ d. Then by a straightforward
computation on matrix exponential while invoking Theorem 3.1, we arrive at (3.2). 
With the above decomposition theorem of unitary matrices, we can now show how to
reconstruct the (d+ 1)-plane V ⊂ Cn+1 from singular values.
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Corollary 3.3 Let V be a fixed (d+1)-plane in Cn+1. Denote its distinct singular values
by σ0, σ1, · · · , σm, in increasing order, with multiplicities r0, r1, · · · , rm, respectively. Then
all σj ∈ [0, 1], and there exist numbers aj ∈ [0, π4 ] such that σj = cos 2aj for all j.
Moreover,
(1) if 2d+1 ≤ n, then any orthonormal basis E of V can be expressed as E = AV~σU ,
where A ∈ O(n+ 1;R), U ∈ U(d+ 1), and
V~σ
.
=

J0(σ0)
. . .
Jm(σm)
0(n−2d−1)×r0 · · · 0(n−2d−1)×rm
 , Jj(σj) .=
(
cos aj Idrj√−1 sinaj Idrj
)
, 0 ≤ j ≤ m; (3.4)
(2) if 2d+1 > n and we set l = 2d+1−n, then σm = 1, rm ≥ l, and any orthonormal
basis E of V can be expressed by E = AV~σU , where A ∈ O(n+ 1;R), U ∈ U(d+ 1), and
V~σ
.
=

J0(σ0)
. . .
Jm−1(σm−1)
Idrm
0(rm−l)×r0 · · · · · · 0(rm−l)×rm
 , (3.5)
where Jj(σj) is defined similarly as in (3.4).
Proof: We only deal with the case of 2d + 1 ≤ n; the proof for the case of 2d + 1 > n
is similar. Assume E = (e0, . . . , ed) is an orthonormal basis of V . Then there is a
U ∈ U(n+ 1), such that
E = U
(
Idd+1
0
)
.
By (3.2), we obtain (3.4) for some real parameter (a0, . . . , ad) ∈ Rd+1, where aj ∈ [0, 2π].
We leave it to the reader as a routine exercise to show that by multiplying O(n+1;R) on
the left and U(d+ 1) on the right of (3.4), we may assume ai ∈ [0, π4 ]. 
Remark 3.4 From the above proposition, we see that if 2d + 1 < n, then there exists a
universal Cn ⊂ Cn+1 such that any (d+ 1)-planes in Cn+1 can be transformed into Cn by
orthogonal transformations. So, to consider the orbit space G(d+1, n+1,C)/O(n+1;R),
we may assume 2d+ 1 ≥ n in the following.
Now the structure of G(d+1, n+1,C)/O(n+1;R) follows from Corollary 3.3 directly.
Theorem 3.5 If d ≤ n ≤ 2d+ 1, then the orbit space
G(d + 1, n + 1,C)/O(n + 1;R) ∼= Θd,n,
where
Θd,n := {~σ = (σ0, σ1, · · · , σd) ∈ Rd+1| 0 ≤ σ0 ≤ σ1 ≤ · · · ≤ σd ≤ 1, σn−d = · · · = σd = 1}, (3.6)
which is a convex polytope in Rd+1.
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We point out that the isotropic 2-planes in Q4 given by the linear spans of (ei ±√−1ei)/
√
2, 1 ≤ i ≤ 3, respective of the sign, relative to the standard basis for C6, shows
that two planes corresponding to the same parameters in Θd,n need not be congruent under
the action of SO(n+ 1;R). This is the key reason why we chose the group O(n+ 1;R).
Remark 3.6 For a given ~σ ∈ Θd,n, the orbit determined by it can also be described in a
clear way through computing the isotropic group of V~σ (see (3.5)). Since it will not be used
in the following, we omit it here, only to point out that the computation is similar to the
proof of Lemma 4.3 in the next section.
4 The moduli space of constantly curved 2-spheres minimal
in both Qn−1 and CP n
Let d, n be two positive integers with d ≤ n, and let p be a nonnegative integer with
0 ≤ p ≤ [d2 ]. Suppose γ ∈ Hd,n,p. From (2.24), we see γ can be parameterized as
γ = EZd,p, where E is an orthonormal basis of the projective d-plane spanned by γ. It
follows from Remark 3.4 that if 2d + 1 < n, then γ is not linearly full. To consider the
linearly full minimal 2-spheres, we make the following convention in the subsequent part
of this paper,
n ≤ 2d+ 1, l := 2d+ 1− n.
The structure of Hd,n,p is now clear following the expression of E given in Corollary 3.3.
Proposition 4.1
Hd,n,p = {EZd,p| E ∈M(n + 1, d+ 1), E∗E = Idd+1, tEE ∈ Sd,n,p}, (4.1)
where Sd,n,p is a closed subset of Sd,p (see (2.20) for notation), defined by
{S ∈ Sd,p| S takes 1 as its maximal singular value with multiplicity no less than 2d+1−n}.
Here, we make another convention that will be used in the subsequent part of this paper,
Hd,n := Hd,n,0, Sd,n := Sd,n,0.
Remark 4.2 Conversely, for a given symmetric matrix S ∈ Sd,n,p with corank(S) = r0,
suppose all the distinct positive singular values of S are given by
cos 2a1 < cos 2a2 < · · · < cos 2am,
with multiplicities r1, r2, · · · , rm, respectively, where aj ∈ [0, π4 ]. Consider the SVD of S.
It follows from Theorem 2.3 that there exists a unitary matrix U ∈ U(d+ 1) such that
S =tU diag(0r0×r0 , cos 2a1Ir1 , cos 2a2Ir2 , · · · , cos 2amIrm)U. (4.2)
It is easy to verify that
V~σ U Zd,p ∈ Hd,n,p, (4.3)
where we have used the notation V~σ introduced in (3.4) and (3.5).
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Lemma 4.3 If U˜ ∈ U(d+1) is another unitary matrix in the SVD (4.2) of S, then there
exists a matrix A ∈ O(n+ 1;R) such that
AV~σU = V~σU˜ .
Proof: It follows from Theorem 2.3 that
U˜ = diag(Ar0 , Ar2 , · · · , Arm)U,
where Ar0 ∈ U(r0) is unitary and Arj ∈ O(rj ;R) is real orthogonal for any 1 ≤ j ≤ m.
Note that V~σ can also be written as
V~σ = diag(J0, J1, · · · , Jm−1, Jm),
where J0 =
t
(
1√
2
Idr0 ,
√−1√
2
Idr0
)
, Jj =
t
(
cos aj Idrj ,
√−1 sin aj Idrj
)
for 1 ≤ j ≤ m−1, and
Jm =
t
(
cos am Idrm ,
√−1 sin am Idrm
)
or Jm =
t
(
Idrm , 0rm×(rm−l)
)
.
Now the conclusion follows from a straightforward verification that
J0Ar0 =
(
1√
2
Idr0√−1√
2
Idr0
)
Ar0 =
(
Re(Ar0) Im(Ar0)
−Im(Ar0) Re(Ar0)
)( 1√
2
Idr0√−1√
2
Idr0
)
,
JjArj = diag(Arj , Arj )Jj for 1 ≤ j ≤ m− 1, and JmArm = diag(Arm , B)Jm with B = Arm
or B = Idrm−l. 
To build a clearer relation between Hd,n,p and Sd,n,p, some equivalences need to be
introduced.
Two minimal 2-spheres in Hd,n,p are said to be equivalent if they are congruent in
Qn−1, i.e., if one can be brought to the other by some A ∈ O(n+ 1,R) and some SU(2)-
reparametrization of CP 1. For convenience, denote by Hd,n,p/O(n + 1;R) the set of all
equivalence classes. We point out that
Minid,n/O(n + 1;R) =
⊔
0≤p≤d
Hd,n,p/O(n+ 1;R),
describes the moduli space of all noncongruent 2-spheres of constant curvature, minimal
in both Qn−1 and CPn.
The equivalence on Sd,n,p is defined by the following group action, which is induced by
(2.16),
̺d : U(1)× SU(2) × Sd,n,p → Sd,n,p, (λ, g, S) 7→ λ tρ
d
2 (g) · S · ρ d2 (g). (4.4)
The orbit space of ̺d is denoted by Sd,n,p/U(1) × SU(2).
From the above definition of equivalence, it is easy to see that the map
Hd,n,p/O(n + 1) −→ Sd,n,p/U(1) × SU(2), [γ] 7→ [tWW ],
is well-defined with its inverse given by
Sd,n,p/U(1)× SU(2) −→ Hd,n,p/O(n + 1), [S] 7→ [V~σUZd,p],
where ~σ is the singular-value vector of S, U ∈ U(d+1) is a unitary matrix coming from the
SVD (4.2) of S, and the well-definedness of this inverse mapping follows from Lemma 4.3.
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Theorem 4.4 The moduli space of noncongruent 2-spheres minimal in both Qn−1 and
CPn, with the same curvature K = 4/(d + 2p(d− p)), is given by
Hd,n,p/O(n+ 1;R) ∼= Sd,n,p/U(1) × SU(2).
A special case is p = 0, for whichHd,n/O(n+1;R) is the moduli space of all noncongru-
ent holomorphic 2-spheres of constant curvature and degree d in Qn−1. As a consequence
of Theorem 4.4, we reprove the main results of [18].
Theorem 4.5
(1) If 2d+ 1 < n, then the holomorphic 2-spheres of constant curvature and degree d
in Qn−1 is not linearly full.
(2)
⋃
n<2d+1Hd,n/O(n + 1;R) constitutes the boundary of Hd,2d+1/O(n + 1;R), and
dim(Hd,2d+1/O(2d + 2;R)) = d2 − d− 4. (4.5)
Proof: The first conclusion follows from Remark 3.4 as pointed out in the beginning of
this section. In view of Theorem 4.4, to prove the second conclusion, it suffices to analyze
Sd,n. By definition, the boundary of Sd,2d+1 is comprised of all Sd,n with n < 2d+1. The
dimension count follows from
dimSd,2d+1 = dimSd = dimSymd+1(C)− 2(2d+ 1) = d2 − d. 
Remark 4.6 We give a geometric explanation to the structure of the boundary of the
moduli space Hd,2d+1/O(n + 1;R). Since we can naturally embed a lower-dimensional
complex projective space into higher dimensional ones, it is readily seen that
Hd,d ⊂ Hd,d+1 ⊂ · · · ⊂ Hd,2d ⊂ Hd,2d+1.
Conversely, take a holomorphic 2-sphere γ ∈ Hd,2d+1 on the boundary. Then the maximal
singular values of the d + 1 plane V spanned by γ in Cn+1 is 1, whose multiplicity is
denoted by rm. It follows from (3.4) in Corollary 3.3 that there exists a real orthogonal
transformation A such that Aγ ∈ Hd,2d+1−rm .
Theorem 4.5 shows that there is an abundance of noncongruent holomorphic 2-spheres
of constant curvature and degree d in Q2d. We give a more detailed account of this.
Proposition 4.7 Suppose d ≥ 4, and V is a generic d-plane in CP 2d+1 containing a
holomorphic 2-sphere γ ∈ Hd,2d+1. Then in Hd,2d+1, there is at least a (d2 − 2d − 5)-
dimensional family of holomorphic 2-spheres lying in V , which are all noncongruent to
each other.
Proof: From Section 3, we know that the d-plane in CP 2d+1 can be determined by its
singular values up to real orthogonal transformations. Combining this with Theorem 4.4,
we need only prove this lower bound of dimension estimate for complex symmetric matrices
with the same singular values in Sd,2d+1 modulo the action of U(1) × SU(2).
Note that the singular values give a semialgebraic map from Sd,2d+1 to Θd,2d+1 (see
(3.6) for definition), which are both semialgebraic sets. The local triviality theorem for
semialgebraic maps [9] implies that for generic point in the image of this map, the dimen-
sion of its preimage is bigger than or equal to
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dimSd,2d+1 − dimΘd,2d+1 = d2 − 2d− 1. 
As mentioned in the introduction, the ideal of a rational normal curve (holomorphic
2-sphere) of degree d is generated by d2 − d independent quadrics. Note that a rational
normal curve γ ∈ Hd,n, if and only if, the quadric given by the intersection of Qn−1 with
the projective d-plane spanned by γ belongs to the ideal of this curve. Conversely, from
Proposition 4.1, we see that to guarantee that a quadric in this ideal lies in Qn−1, there are
no other constraints if n = 2d+1, whereas there are more constraints when n < 2d+1 as
the symmetric matrix determined by this quadric takes 1 as its maximal singular values.
The SVD method introduced in Remark 4.2 proves effective to handle this problem, which
will be shown in the next section.
5 Constantly curved holomorphic 2-spheres of higher de-
gree in Qn−1
In this section, we consider the existence of linearly full holomorphic 2-spheres of
constant curvature and higher degree (d > n−12 ) in Qn−1. Similar to the discussion in
Remark 4.6, it is easy to verify that such holomorphic 2-spheres belong to Hd,n \Hd,n−1.
From the construction method given in the last section (see Remark 4.2), we see that
to construct examples in Hd,n \Hd,n−1, a matrix S ∈ Sd,n \ Sd,n−1 need to be found. To
be precise, we need to construct a complex symmetric matrix S := (si, j) which takes 1 as
its maximal singular value with multiplicity 2d + 1 − n > 0 and satisfying the following
equations ∑
i+j=k
si, j
√(d
i
) (d
j
)
= 0, 0 ≤ k ≤ 2d. (5.1)
Observe that the more repetition of the maximum singular value 1, the more severe
restriction it imposes on the set Hd,n when d ≤ n < 2d + 1. In fact, the results of Li
and Jin [17] shows that H4,5 is nonempty while H5,5 is; see also Proposition 5.9 for a
singular-value proof of this fact. Nevertheless, we can prove the following.
Theorem 5.1 If d ≥ 3, then
∅ 6= Hd,d+2 $ Hd,d+3 $ · · · $ Hd,2d+1.
Moreover, ignoring the action of the orthogonal group and reparametrizations of CP 1, we
have the following dimension estimates that, dim(Hd,d+4) ≥ 3 and
dim(Hd,n+1 \Hd,n) ≥ (n− d)2 − 11(n − d) + 33, d+ 5 ≤ n ≤ 2d+ 1.
Remark 5.2 That the chain starts with Hd,d+2 is essential, since Hd,d and Hd,d+1 may
be empty when d is odd, while Hd,d+1 may be equal to Hd,d when d is even; see Remark 5.8.
To establish the theorem, the following lemmas are needed.
Lemma 5.3 Suppose 0 < ǫ0 < ǫ1 < · · · < ǫk, k ≥ 1, are some constants. For any given
numbers
0 ≤ x0 ≤ x1 ≤ · · · ≤ xk−1 ≤ 1,
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there exists a number xk, k ≥ 1, such that 0 ≤ xk < xk−1, and, moreover, it solves
xkǫk =
(k−2)/2∑
j=0
(x2j+1ǫ2j+1 − x2jǫ2j), if k is even, or,
xkǫk =
(k−1)/2∑
j=1
(x2jǫ2j − x2j−1ǫ2j−1) + x0ǫ0, if k is odd.
(5.2)
Proof: With our assumption, it is easy to see that xk solves (5.2) is nonnegative. On the
other hand, we can transform (5.2) by
xkǫk = −x0ǫ0 −
(k−2)/2∑
j=0
(x2jǫ2j − x2j−1ǫ2j−1) + xk−1ǫk−1 ≤ xk−1ǫk−1,
which implies xk < xk−1. 
Remark 5.4 In the lemma, it is readily seen that if x0 is chosen to be positive, then xk
is also positive.
Lemma 5.5 Suppose 0 < ǫ0 < ǫ1 < · · · < ǫk, k ≥ 1, are some constants and ǫk < 2ǫk−1.
For any given numbers
0 ≤ x0 ≤ x1 ≤ · · · ≤ xk−2 ≤ 1,
and 0 ≤ xk ≤ 1, there exists a number xk−1 such that −1 < xk−1 < 1, and, moreover, it
solves
2xk−1ǫk−1 = 2
(k−3)/2∑
j=0
(x2j+1ǫ2j+1 − x2jǫ2j)− xkǫk, if k is odd, or,
2xk−1ǫk−1 = 2
(k−2)/2∑
j=1
(x2jǫ2j − x2j−1ǫ2j−1) + 2x0ǫ0 − xkǫk, if k is even.
(5.3)
Proof: The proof is similar to that of Lemma 5.3 after transposing the xkǫk term from the
right hand to the left hand in (5.3). 
Remark 5.6 In the above lemma, it is straightforward to verify that if x0, x1, · · · , xk−2, xk
are chosen to satisfy
either 0 < x0 ≤ x1 ≤ · · · ≤ xk−2 ≤ xk
2
≤ 1
2
, or xk = 0 < x0 ≤ x1 ≤ · · · ≤ xk−2 ≤ 1,
then xk−1 determined by them is nonzero.
Lemma 5.7 For any given integers l ≥ 0, r ≥ 0 and numbers
0 ≤ cos 2a1 ≤ · · · ≤ cos 2ar < 1,
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if m := 2r + l + 1 ≤ d and d ≥ 3, then we can solve the following equation
m∑
j=0
sj,m−j
√(
d
j
)√(
d
m−j
)
= 0, (5.4)
such that sj,m−j = sm−j,j and |sj,m−j| = |sm−j,j| = cos 2aj+1, 0 ≤ j ≤ r − 1, while
for other r ≤ j ≤ m − r, |sj,m−j| takes value in {1, 1, · · · , 1︸ ︷︷ ︸
l
, λ, λ︸︷︷︸
2
}. Here, λ ∈ (−1, 1) is
determined by {cos 2a1, · · · , cos 2ar}.
Proof: Set k := [m2 ] and ǫj :=
√(d
j
)( d
m−j
)
, 0 ≤ j ≤ k. Using the combinatorial identity
(d
j
)( d
m−j
)(2d
d
)
=
(m
j
)(2d−m
d−j
)(2d
m
)
,
we obtain that 0 < ǫ0 < ǫ1 < · · · < ǫk. Moreover, it is easy to verify that if d ≥ 3 and
m is an even number, then ǫk < 2ǫk−1. Now the conclusion follows from Lemma 5.3 and
Lemma 5.5. 
We are ready to prove Theorem 5.1.
Proof: Set l := 2d + 1 − n, we need only prove that for any given 0 ≤ l ≤ d − 2, there
exists a symmetric complex matrix S := (si,j) solving (5.1) and taking 1 as its maximal
singular value with multiplicity l.
In Lemma 5.7, take r = [d−l−12 ] = [
n−d
2 ] − 1. Then m := 2r + l + 1 is equal to d − 1
when d− l is even, or to d when d− l is odd. For any given two groups of numbers
0 ≤ cos 2a1 ≤ · · · ≤ cos 2ar < 1, 0 ≤ cos 2b1 ≤ · · · ≤ cos 2br < 1,
we solve (5.4) to get {s0,m, s1,m−1, · · · , sm−1,1, sm,0} and {t0,m, t1,m−1, · · · , tm−1,1, tm,0},
with which two solutions of the required symmetric matrix can be given by
S = diag
{A 0 tC0 D 0
C 0 B
 , 0(d−m)×(d−m)}, (5.5)
where A,B ∈M(r, r) are two complex symmetric matrices, and C := (ci,j) ∈M(r, r) is a
complex matrix with prescribed anti-diagonal as
cj,r−1−j = µ sj,m−j +
√
µ2 − 1 tj,m−j, 0 ≤ j ≤ r − 1,
and D is the matrix
µ anti-diag
{
sr,m−r, sr+1,m−r−1, · · · , sm−r,r
}
+
√
µ2 − 1 anti-diag
{
tr,m−r, tr+1,m−r−1, · · · , tm−r,r
}
;
here µ ∈ [0, 1] is a parameter. It is easy to see that there are many {A,B,C} to be chosen
to satisfy (5.1).
17
The singular values of S defined in (5.5) are
{1, 1, · · · , 1︸ ︷︷ ︸
l
, λ, λ︸︷︷︸
2
, 0︸︷︷︸
d−m
, σ1, σ2, · · · , σ2r},
where λ ∈ (−1, 1) is determined by {cos 2a1, · · · , cos 2ar, cos 2b1, · · · , cos 2br}, and 0 ≤
σ1 ≤ σ2 ≤ · · · ≤ σ2r are singular values of
(
A tC
C B
)
. Note that as a matrix norm, σ2r is
no more than the Frobenius norm, which can be controlled to be less than 1 (this is an
open condition) with suitable choice of {A,B,C}. Hence the matrix S we have constructed
can take 1 as its maximal singular value with multiplicity l.
Take such a matrix S and let λ := cos 2θ0, σj := cos 2θj, 1 ≤ j ≤ 2r. Then we obtain
a linearly full constantly curved holomorphic 2-sphere of degree d in Qn−1 given by
γd =
Λ1Λ2
Idl
UZd, or

Λ1
Λ2
1√
2
1√−2
Idl
UZd,
where Λ1 = diag{cos θ0, . . . , cos θ2r}, Λ2 = diag{
√−1 sin θ0, . . . ,
√−1 sin θ2r}, and U is
a unitary matrix coming from the SVD of S in (5.5). It is clear by construction that
γd ∈ Hd,n \Hd,n−1.
We thus obtain by a straightforward counting that 2r(2r− 5) + 9 gives a lower bound
to the dimension of the moduli space of all required complex symmetric matrices S, which
implies the dimension estimate of Hd,n. 
Remark 5.8 Theorem 5.1 warrants that Hd,n is not empty so long as n ≥ d+2. We will
establish in the following proposition that H5,5 is empty and H4,4/O(4;R) = H4,5/O(5;R)
is made up of a single point, so that Theorem 5.1 is optimal in general. (In fact, H3,3/O(3;R)
and H3,4/O(4;R) are also empty, which is part of the classification for d ≤ 3 in section
5.)
Proposition 5.9 [17] H5,5 = ∅. H4,4/O(4;R) = H4,5/O(5;R) is made up of a single
point.
Proof: We give a singular-value proof. When n = d + 1, 1 is the singular value of the
symmetric n×n-matrix S with multiplicity d. Let λ ≥ 0 be the remaining singular value.
Then there is a unitary matrix U such that S = U diag(λ, 1, 1, · · · , 1) tU . So,
SS = U diag(λ2, 1, 1, · · · , 1) tU. (5.6)
Expanding the right hand side of (5.6) and utilizing that U := (uij) is unitary, we
derive
SS = (tkl), tkl := δkl + (λ
2 − 1)uk0ul0, 0 ≤ k, l ≤ d. (5.7)
Now let d = n = 5. It follows that λ = 1 and S is itself unitary. We can assume
by Lemma 5.10 below that the top three and bottom two of the anti-diagonals in the
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6 × 6 matrix S are zero. Multiplying against different columns sets up a straightforward
elimination process, bearing that S is of rank 6, to let us end up with the 2×2 anti-diagonal
block form
S = anti-diag(A,B,A).
But then A and B being unitary contradicts (5.1). This proves that H5,5 is empty.
We now assume d = 4, continuing to denote the symmetric matrix now of size 5 × 5
by S. If λ = 1, then S is unitary, a similar analysis as in the preceding case results in
S := anti-diag(1,−1, (−1)2 , . . . , (−1)d). (5.8)
By the simple combinatorial identity
∑4
i=0(−1)i
(4
i
)
= 0, we know S /∈ S4,5 \ S4,4. So in
fact this constantly curved 2-sphere lies in a 3-quadric sitting in CP 4, i.e., it belongs to
H4,4.
Otherwise, λ < 1 now. Again, we can choose S so that the top three and the bottom
two anti-diagonals are zero, from which we see that the (0, 4)-entry of SS is zero; in
particular u00u40 = 0. If, say, u00 = 0, then (5.7) implies t0j = 0 for j 6= 0, which
in turn implies that the first column of S is unitarily orthogonal to other columns, etc.
It follows that a similar process of elimination as in the case d = 5 returns us, if we
put S := (sij), 0 ≤ i, j ≤ 4, the values s03 = −s12 = 1 and zero for all other entries.
However, we also know that the Veronese curve Zd must satisfy (5.1), from which we
deduce s03 +
√
6s12 = 0. This contradiction shows the impossibility when λ < 1. Thus,
H4,4/O(4;R) = H4,5/O(5;R) is a singleton set, represented by (5.8). 
Lemma 5.10 For each [S] ∈ Sd/U(1)×SU(2), we can find a representative S0 := (sk,l) ∈
[S], such that
s0,0 = s1,0 = s0,1 = sd,d = sd−1,d = sd,d−1 = 0.
Moreover, if d ≥ 3, S0 can be chosen also satisfying
s1,1 = s0,2 = s2,0 = 0.
Proof: The first equality holds by a direct calculation from (5.1). To verify the second,
consider the projection Π1 of Sd into the first summand Vd−2; see Proposition 2.6. Write
Π1(S0) =
2d−4∑
j=0
αj u
2d−4−lvj .
Consider the induced representation of Lie algebra sl(2,C) on Sd from that on Symd+1(C),
set J3 := diag(−1, 1)/2 ∈ sl(2,C). The eigenvector space of J3 in Sd corresponding to
eigenvalue d− 2 is of dimension 1 because it is
SpanC{1
2
(e0 ⊗ e2 + e2 ⊗ e0), e1 ⊗ e1} ∩ Sd.
So we have s1,1 = s0,2 = s2,0 = 0 if and only if α0 = 0. For g =
(
a b
−b¯ a¯
)
∈ SU(2), by
simple calculation
Π1(̺
d
2 ⊗ ̺ d2 (g)S0) = ̺d−2(g) ◦ Π1(S0)
=
2d−4∑
l=0
αl (a¯u− bv)2d−4−l(b¯u+ av)l =:
2d−4∑
l=0
α˜l u
2d−4−lvl,
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where α˜0 =
∑2d−4
l=0 αla¯
2d−4−l b¯l. It is easy to be verified that a, b ∈ C, |a|2 + |b|2 = 1 can
be chosen such that α˜0 = 0. 
To conclude this section, we present a result about the existence of complex symmetric
matrix S ∈ Sd,n taking 0 as its minimal singular value with a given multiplicity. We point
out that this is useful in the construction of constantly curved holomorphic 2-spheres in a
singular hyperquadric, which will not be discussed in this paper.
Lemma 5.11 For any given m ≤ d, there exists solutions to the equation
m∑
j=0
sj,m−j
√(d
j
) ( d
m−j
)
= 0,
such that sj,m−j = sm−j, j 6= 0 for all 0 ≤ j ≤ m.
Proof: Similar to the proof of Lemma 5.7, this follows from Lemma 5.3, Remark 5.4,
Lemma 5.5 and Remark 5.6. 
Theorem 5.12 For any given q ≥ 0, there exists a constantly curved holomorphic 2-
sphere of degree d, by which the d+1 plane spanned takes 0 as its minimal singular value
with multiplicity q.
Proof: The proof is similar to that of Theorem 5.1, except that in the proof we use
Lemma 5.11 instead of Lemma 5.7. In fact, now the required symmetric matrix can be
defined by
S = diag
{
anti-diag{s0, m, s1, m−1, · · · , sm−1, 1, sm, 0}, 0, · · · , 0︸ ︷︷ ︸
q
}
,
where m = d− q and {s0, m, s1, m−1, · · · , sm−1, 1, sm, 0} is given in Lemma 5.11. 
Consequently, combining Theorem 5.1 with Theorem 5.12, we may prescribe the mul-
tiplicities of both singular values 0 and 1.
6 Classification of constantly curved holomorphic 2-spheres
of degree ≤ 3 in Qn−1
Constantly curved holomorphic 2-spheres of degree d ≤ 3 in Qn−1 are discussed in this
section. Since we need only consider the linearly full case, we deal only with Qn−1 with
d ≤ n ≤ 2d+ 1. Classification of the moduli space
Hd,n/O(n + 1;R), 1 ≤ d ≤ 3, d ≤ n ≤ 2d+ 1,
is obtained.
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6.1 Case of d = 1.
It is clear that there are no isotropic lines in CPn when n ≤ 2, so that H1,1 and
H1,2 are empty. In CP 3, the isotropic line can be determined, up to a real orthogonal
transformation and reparametrization of CP 1, by
γ : CP 1 → Q2, [u, v] 7→ t[ 1√
2
(u, v,
√−1u,√−1v)].
Hence H1,3/O(4;R) is a singleton set.
6.2 Case of d = 2.
By a direct computation, it is easy to verify that
S2,5/U(1)× SU(2)=
{
[anti-diag(σ,−σ, σ)]
∣∣∣σ ∈ [0, 1]}, S2,4/U(1)× SU(2)={[anti-diag(1,−1, 1)]}.
Combining this with Theorem 4.4, we have the following.
Theorem 6.1 The moduli space
H2,2/O(3;R) = H2,3/O(4;R) = H2,4/O(5;R)
is a singleton set, and
H2,5/O(6;R) ∼= [0, 1].
The constantly curved holomorphic 2-sphere of degree 2 in Q1 ⊂ Q2 ⊂ Q3 can be
parameterized as
γ : [u, v] 7→ t[√−1(u2 + v2), u2 − v2, 2uv, 0, 0].
The 1-family of constantly curved holomorphic 2-spheres of degree 2 inQ4 can be parametrized
as
γσ : [u, v] 7→ t[
√−1σ(u2+v2), σ(u2−v2), 2σuv,
√
1− σ2(u2+v2),
√
σ2 − 1(u2−v2), 2
√
σ2 − 1uv].
To conclude the discussion of this case, we present a figure (Fig. 6.1) to show the
distribution of constantly curved holomorphic 2-spheres of degree 2 in Q4.
σ1
σ2
σ0
(0,0,0)
(0,0,1) (0,1,1)
(1,1,1)
Figure 1: Θ2,2 = H2,2/O(3;R), Θ2,3, Θ2,4, Θ2,5,H2,5/O(6;R)
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The tetrahedron in this figure represents Θ2,5, i.e., the orbit space of G(3, 6,C)/O(6;R)
(see Theorem 3.5). H2,5/O(6;R) is represented by the red line segment; it comprises,
up to equivalence, of all planes whose intersection with Q5 contain constantly curved
holomorphic 2-spheres of degree 2. The blue endpoint of this segment represents Θ2,2 ∼=
G(3, 3,C)/O(3;R); the constantly curved holomorphic 2-spheres lying in this plane are
not linearly full in Q4. Θ2,3 ∼= G(3, 4,C)/O(4;R) is represented by the green line segment;
it lies on the boundary of the grey triangle representing Θ2,4 ∼= G(3, 5,C)/O(5;R).
6.3 Case of d = 3.
From Lemma 5.10, it is easy to verify that
S3/U(1) × SU(2) =
{
[

0 0 0 32y
0 0 −12y −
√
3
2 z
0 −12y z 0
3
2y −
√
3
2 z 0 0
] ∣∣∣ y, z ∈ [0,+∞)}, (6.1)
where we have used the action of U(1) and SU(2) to modify the values of y and z such
that they are nonnegative real numbers.
Theorem 6.2 H3,3 = H3,4 = ∅, H3,5/O(6;R) is a singleton set, and
(1) H3,6/O(7;R) is bijective to the closure of a 1/4-circle, and,
(2) H3,7/O(8;R) is bijective to the closure of a 1/4-disk.
Proof: Take a real symmetric matrix S ∈ S3 having the form given in (6.1) and let
λ1, λ2, λ3, λ4 be the eigenvalues of S. Their absolute values are just the singular values of
S. We find the characteristic polynomial of S to be
λ4 + (−z)λ3 + (−3
4
z2 − 5
2
y2)λ2 + (
3
4
z3 +
9
4
y2z)λ+
9
16
y4 = 0. (6.2)
The eigenvalues of S are
λ1 = A− 1
2
[B +
1
2
C]
1
2 −D, λ2 = A+ 1
2
[B +
1
2
C]
1
2 −D,
λ3 = A− 1
2
[B − 1
2
C]
1
2 +D, λ4 = A+
1
2
[B − 1
2
C]
1
2 +D,
(6.3)
where A = 14z, B = 4y
2+2z2, C = 4z(y2+ z
2
4 )
1
2 , D = 12 (y
2+ z
2
4 )
1
2 . It is routine to check
that λ4 ≥ −λ1 ≥ λ2 ≥ −λ3 ≥ 0. So the singular values of S (in nondecreasing order) are
given by
σ1 = −λ3, σ2 = λ2, σ3 = −λ1, σ4 = λ4.
It follows that
z = σ4 − σ3 + σ2 − σ1, 9y4/16 = σ1σ2σ3σ4, (6.4)
which implies the map
φ : [0,∞) × [0,∞)→ R4, (z, y) 7→ (σ1, σ2, σ3, σ4) (6.5)
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is injective. This means S(y, z) can be determined uniquely by its singular values, so that
we have S3/U(1) × SU(2) ∼= [0,∞)× [0,∞).
Next, we consider the subsets S3,n/U(1) × SU(2), for which the following relations
between singular values and y, z are needed. They can be obtained from (6.3) as follows.
(1) If yz 6= 0, then σ4 > σ3 > σ2 > σ1 > 0.
(2) If y 6= 0, z = 0, then σ4 = σ3 > σ2 = σ1 > 0.
(3) If y = 0, z 6= 0, then σ4 > σ3 = σ2 > σ1 = 0.
(4) If y = z = 0, then σ1 = · · · = σ4 = 0.
(6.6)
A consequence is that σ4 = σ3 = σ2 6= 0 cannot happen, which implies S3,3 = S3,4 = ∅,
and hence H3,3 = H3,4 = ∅.
For a matrix in S3,5, there must hold σ4 = σ3 = 1. Then it follows from (6.6) that
z = 0 and 9y4 = 16σ21 . Substituting these and λ = σ1 into (6.2), we solve to see that
σ1 = σ2 =
1
3 and y = 2/3. This implies H3,5/O(6;R)
∼= S3,5/U(1) × SU(2) is a singleton
set.
To determine
S3,6/U(1)×SU(2) ∼= {(y, z) ∈ R2≥0|σ4(y, z) = 1} ⊂ S3,7/U(1)×SU(2) ∼= {(y, z) ∈ R2≥0|σ4(y, z) ≤ 1},
we need only note from (6.3) that σ4(y, z) = 1 is a component η of the following real
algebraic curves of degree 4
9y4 + 12z3 + 36y2z − 40y2 − 12z2 − 16z + 16 = 0.
The part of the curve η lying in the first quadrant is plotted below (Fig. 6.2), labeled by
the red color; it represents the moduli space H3,6/O(7;R). In the figure, the blue area
bounded by the curve η and the coordinate axes gives the moduli space H3,7/O(8;R).

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Figure 2: z − y plane
To conclude, we give an explicit example of constantly curved holomorphic 2-sphere
of degree 3 in Q6 to illustrate the constructive procedure given in Remark 4.2.
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Example 6.3 For convenience, we denote the matrix in (6.1) by S(12 ,
1
3) with parameters
z = 12 , y =
1
3 . Now
S(
1
2
,
1
3
) =

0 0 0 12
0 0 −16 −
√
3
4
0 −16 12 0
1
2 −
√
3
4 0 0
 .
Using (6.3) and (6.5), we get the singular values of S(12 ,
1
3) to be
σ1 =
√
19
12
− 1
3
, σ2 =
1
2
, σ3 =
2
3
, σ4 =
√
19
12
+
1
3
.
Choose aj ∈ [0, π4 ] such that cos 2aj = σj , 1 ≤ j ≤ 4, and define V~σ as in (3.4). To the
real symmetric matrix S(12 ,
1
3), a group of eigenvectors v1, v2, v3, v4 corresponding to the
eigenvalues −σ1, σ2, −σ3, σ4, respectively, is
tv1 =
(
1 4
√
57
27 +
√
3
54 −
√
57
27 +
10
√
3
27 −
√
19
6 +
2
3
)
, tv2 =
(
1 0 −3
√
3
2 1
)
,
tv3 =
(
1 −1427
√
3 −2
√
3
27 −43
)
, tv4 =
(
1 −4
√
57
27 +
√
3
54
√
57
27 +
10
√
3
27
√
19
6 +
2
3
)
.
Set U ∈ U(4) to be a unitary matrix whose rows from top to bottom are
√−1 tv1/|v1|, tv2/|v2|,
√−1 tv3/|v3|, tv4/|v4|.
It satisfies tU diag{σ1, σ2, σ3, σ4}U = S(12 , 13), so that V~σUZ3 is a holomorphic 2-sphere of
degree 3 and constant curvature in Q6.
7 More geometry of minimal 2-spheres constructed by the
SVD method
The main objective of this section is to discuss the two questions of Peng, Xu and
Wang, raised in [20, Section 3, p. 459] and mentioned in the introduction, as to construct
nonhomogenous minimal as well as totally real minimal 2-spheres of constant curvature
in Qn−1, such that they are also minimal in CPn.
As seen in the preceding sections, all constantly curved 2-spheres minimal in both
Qn−1 and CPn can be constructed by the SVD method, for which the norm of the second
fundamental form ||B|| is computed in this section. Then we show that ||B|| is not generally
constant, so that the generic 2-sphere constructed this way is not homogenous in Qn−1.
Recall the decomposition of Symd+1(C) into SU(2)-invariant subspaces (see the dis-
cussion around (2.18) and (2.20)), and the definition of the set Hd,n,p in (2.24). The
following is essentially Proposition 2.6 with the promised proof.
Proposition 7.1 Let d, n, p be three integers satisfying 1 ≤ d ≤ n, 0 ≤ p ≤ [d2 ]. Consider
a 2-sphere given by EZd,p, where E ∈M(n+1, d+1) satisfying E∗E = Id. Let S := tEE
and let the entries of S be sij, where 0 ≤ i, j ≤ d, and sij = sji. Then the following are
equivalent.
(1) The 2-sphere EZd,p lies in the hyperquadric Qn−1.
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(2) tZd,0 S Zd,l = 0, 0 ≤ l ≤ 2p+ 1.
(3) tZd,k S Zd,l = 0, 0 ≤ k + l ≤ 2p + 1.
(4) The 2-sphere EZd,k lies in the hyperquadric Qn−1 for all 0 ≤ k ≤ p.
(5)
∑d
i,j=0 sij j
2k
√(
d
i
)(
d
j
)
zi+j−2k = 0, 0 ≤ k ≤ p.
(6) S ∈ ker Π0 ∩ · · · ∩Πp.
Proof: (sketch) Note that (3) ⇒ (4) ⇒ (1) is clear. So, it suffices to show (1) ⇒ (2) ⇒
(3), (2)⇒ (5)⇒ (1), and (5)⇔ (6).
(1) ⇒ (2) Taking ∂∂z on both sides of tZd,p S Zd,p = 0, by (2.10), we get
tZd,p S Zd,p+1 = 0. (7.1)
Taking ∂∂z¯ on both sides of (7.1), by (2.12) we see
tZd,p−1 S Zd,p+1 = 0. Then taking ∂∂z
again yields tZd,p−1 S · Zd,p+2 = 0. Continuing the process p times, we arrive at
tZd,0 S Zd,2p+1 = 0. (7.2)
Then taking ∂∂z¯ on (7.2) for 2p + 1 times, we get (3) by (2.12).
(2) ⇒ (3) Assuming (2), then taking ∂∂z on both sides, we get tZd,1 S Zd,l = 0, where
0 ≤ l ≤ 2p. Then by induction, we obtain (3).
(2) ⇒ (5) From tZd,0 S Zd,l = 0, 0 ≤ l ≤ 2p+ 1, we deduce
d∑
i,j=0
sij j(j − 1) · · · (j − l + 1)
√(
d
i
)(
d
j
)
zi+j−l = 0, 0 ≤ l ≤ 2p+ 1.
Then expand j(j − 1) · · · (j− l+1) and note that the coefficients before jk, 0 ≤ k ≤ l, are
all non-zero.
(5)⇒( 1)We use induction to prove it. The claim is right for p = 0. Assume it is right
for 0 ≤ k ≤ p− 1. Then by the induction assumption, (6) implies that tZd,0 S Zd,l = 0, for
0 ≤ l ≤ 2p. By an argument similar to that in (3)⇒ (4), we get tZd,p S Zd,p = 0, which is
equivalent to (1).
(5) ⇔ (6) Consider the induced action of su(2) on Symd+1(C) and extend it to the
action of sl(2;C). For t := i+j fixed, where 0 ≤ t ≤ 2d, i.e., considering the entries on each
anti-diagonal, we claim that the system of linear equations in (5) are linearly independent.
We then count the multiplicity of the eigenvalues of J3 := diag(−1, 1)/2 ∈ sl(2;C).
To prove the claim, if t = 2m, set aij = sij
√(
d
i
)(
d
j
)
. Consider the following system of
linear equations
2
∑
0≤i≤m−1
ai 2m−i + amm = 0, 2
∑
0≤i≤m−1
ai 2m−i [i2k + (2m− i)2k] + amm m2k = 0,
for 1 ≤ k ≤ m. We need only show that the associated (m+1)× (m+1) coefficient matrix
of the unknowns aij is nonsingular, which follows from the observation that it is a product
of a lower triangular and a Vandermonde matrix.
If t = 2m+ 1, a similar argument to in the preceding case takes care of the following
system of linear equations,∑
0≤i≤m ai 2m+1−i = 0,
∑
0≤i≤m ai 2m+1−i [i
2k + (2m+ 1− i)2k] = 0, 1 ≤ k ≤ m.
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For minimal 2-sphere EZd,p ∈ Hd,n,p, we have ds2 = λ2dzdz¯ (see Subsections 2.2
and 2.4), where λ =
√
d+ 2p(d− p)/(1 + |z|2), and
X =
1
λ
EZd,p+1
|Zd,p|
, Y = − |Zd,p|
λ|Zd,p−1|2
EZd,p−1.
Recall Subsection 2.2, the Gaussian curvature Kd,p is 4/(d + 2p(d − p)) and the Ka¨hler
angle θd,p ∈ [0, π] satisfies cos θd,p = (d − 2p)/(2p(d − p) + d). From item (5) in Theorem
7.1, we know Y lies in the hyperquadric Qn−1, so τY = |tY Y | = 0. Since this 2-sphere is
minimal in both Qn−1 and CPn, Theorem 2.7 implies τXY = |tX Y | = 0. It follows from
(2.23) that the norm of the second fundamental form satisfies
||B||2 = −2Kd,p + 2 + 6 cos2 θd,p − 4τ2X . (7.3)
Since for Zd,p, the Gaussian curvature Kd,p and the Ka¨hler angle θd,p are constant, ||B||2
is constant if and only if τX is constant. By a direct computation,
τX = |tX X| = (d− p)!
(d+ 2p(d− p)) · d!p!
|tZd,p+1SZd,p+1|
(1 + |z|2)d−2p−2 ,
where S = tEE. Following the argument of Theorem 7.1 and by (2.11), we derive
|tZd,p+1SZd,p+1| = |tZd,0S ∂
2p+2
∂z2p+2
Zd,0|,
= |
d∑
i,j=0
sij
√(d
i
)(d
j
)
zi+j−(2p+2)j(j − 1) · · · (j − 2p − 1)|.
(7.4)
Theorem 7.2 Suppose EZd,p ∈ Hd,n,p is a linearly full minimal 2-sphere. If we set
S := tEE ∈ Sd,n,p, then we have the following.
(1) If 1 ≤ d ≤ 2, then ||B||2 is constant.
(2) If p = [d2 ], then S = 0, ||B||2 is constant, 2d+1 = n, and Hd,2d+1,[ d
2
]/O(2d+2;R)
is a singleton set, given by [V~0Zd,[ d
2
]], where
~0 ∈ Rd+1 is the zero vector.
(3) If d is even and p = [d2 ]− 1, then ||B||2 is constant.
(4) If d ≥ 3, 0 ≤ p < [d2 ], and p 6= [d2 ] − 1 when d is even, then ||B||2 is constant, if
and only if, EZd,p+1 ∈Hd,n,p+1.
Proof: (1) By a direct computation using (7.4).
(2) If p = [d2 ], then by taking conjugation, it follows from Proposition 7.1 that EZd,q
lies in Hd,n,q for any 0 ≤ q ≤ d. We conclude S = 0, which implies all its singular
values vanish. Combining this with the linearly full assumption, we have 2d + 1 = n
by Theorem 4.5. Substituting S = 0 into (7.4), we have |τX | = 0 and hence ||B||2 is a
constant. That the moduli space Hd,2d+1,[ d
2
]/O(2d + 2;R) is a singleton set follows from
Sd,2d+1,[ d
2
] = {[0]} by using Theorem 4.4.
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(3) If d is even, and p = d2 − 1, then the only possible nonvanishing entries of S are
on the main anti-diagonal, i.e. i + j = d. So, (1 + |z|2)d−2p−2 = 1 and (7.4) is constant,
which implies |τX | is constant and then ||B||2 is constant.
(4) In this case, we need only show that τX is constant if and only if it is zero. For
convenience, denote the polynomial tZd,0 S
∂2p+2
∂z2p+2Zd,0 in (7.4) by g(z). This is a polynomial
of z. Note that τX is zero if and only if g(z) = 0.
If τX is constant, then we have
|g(z)|2/(1 + |z|2)2d−4p−4 = c,
for some constant c. So c(1+ |z|2)2d−4p−4 = g(z) ·g(z). If d ≥ 3, 0 ≤ p < [d2 ], and p 6= d2−1
when d is even, then 2d− 4p− 4 > 0. If c 6= 0, then |g(z)|2 is divided by 1 + zz¯. It is well
known that C[z, z¯] is a unique factorization domain. Since 1 + zz¯ is irreducible in C[z, z¯],
by unique factorization, either g(z) or g(z) is divisible by 1 + |z|2, say, g(z). It leads to a
contradiction by a degree count of z¯ in 1+ zz¯ and g(z). So c = 0, which implies |τX |2 = 0.

Now we can answer the question raised by Peng, Wang and Xu, mentioned in Problem
1 said in the introduction as follows.
Corollary 7.3 Let d, n, p be three integers satisfying 3 ≤ d ≤ n, 0 ≤ p < [d2 ], and
p 6= [d2 ] − 1 when d is even. Then the generic minimal 2-sphere EZd,p in Hd,n,p is not
homogenous.
By item (4) of the preceding theorem, the corollary follows from the fact that Sd,n,p+1 =
Sd,n,p ∩ ker Πp+1 is a proper subset of Sd,n,p with codimenison given by
dimSd,n,p − dimSd,n,p+1 = 4d− 8p− 6. (7.5)
Note that the constantly curved holomorphic 2-spheres of degree 3 constructed in
Section 6.3 are not homogeneous, if the parameters (y, z) corresponding to them are not
equal to (0, 0).
More generally, observe that when p = 0, item (4) of Theorem 7.2 says that the
holomorphic 2-sphere of degree d of constant curvature assumes constant ||B||2 if and
only if the tangent developable surface D of the Veronese curve lies in the quadric defined
by the symmetric matrix S. In Eisenbud [8], regarding Green’s conjecture, it is pointed out
that if we let z0, · · · , zd be the homogeneous coordinates of CP d, wi = zi/
(d
i
)
, 0 ≤ i ≤ d,
and consider the 2× d matrix (
w0 w1 · · · wd−1
w1 w2 · · · wd
)
,
for which we let ∆a,b, 0 ≤ a, b ≤ d − 3, be the quadric polynomials obtained by taking
the determinant of the minor associated with the columns a and b, then the quadratic
equations of D are given by
Γa,b := ∆a+2,b − 2∆a+1,b+1 +∆a,b+2 = 0, 0 ≤ a, b ≤ d− 3.
Moreover, Γa,b generate the ideal of D when d ≥ 6. The linear span of these Γa,b, of real
dimension 2
(
d−2
2
)
= d2 − 5d + 6, constitutes the space of symmetric matrices containing
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D, in agreement with dimSd,n,1 and made explicit of the dimension given in (7.5) when
n = 2d+ 1 (note that dimSd,2d+1,0 = d
2 − d).
Meanwhile, we present the following corollary of Theorem 7.2, which relates to Prob-
lem 2 mentioned in the introduction. Note that the minimal surface is totally real if and
only if its Ka¨hler angle is π/2. For the Veronese maps, the only totally real case is Zd, d
2
,
where d is even; see the formula (2.14) for cos θd,p.
Corollary 7.4 A totally real linearly full minimal 2-spheres of constant curvature 8/(d2+
2d) in Qn−1, such that it is also minimal in CPn, exists only when d is even and n = 2d+1.
Moreover, it is unique up to isometric transformations of Qn−1.
To conclude the paper, we propose two interesting questions for further study:
Question 1: In view of Remark 5.2 and Proposition 5.9, are Hd,d and Hd,d+1 always
empty when d is odd? On the other side, when d is even, we know Hd,d 6= ∅ in general.
Is Hd,d = Hd,d+1 always true in the case of even d?
Question 2: Our work requires that the 2-spheres be minimal in both the hyper-
quadric and CPn, while in [13, p. 1022, (2)], Jiao and Li found a constantly curved
2-sphere which is only minimal in the hyperquadric. How to construct such 2-spheres,
minimal only in the hyperquadric, in a systematic way?
Acknowledgement: The second author is supported by NSFC No. 11601513, the
Fundamental Research Funds for Central Universities, and the CSC scholarship while
visiting WUSTL. The third author is supported by NSFC No.11871450 and acknowledges
the support from the UCAS joint PhD Training Program. He would also thank Professor
Xiaoxiang Jiao for guidance and suggestions. They both would thank the first author and
the Department of Mathematics at WUSTL for warm hospitality during their visit.
References
[1] A. Bahy-El-Dien, J.C. Wood, The explicit construction of all harmonic two-spheres
in G2(R
n), J.Reine Angew. Math., 398 (1989), 36-66.
[2] S. Bando, Y. Ohnita, Minimal 2-spheres with constant curvature in Pn(C), J. Math.
Soc. Japan, 39 (1987), 477-487.
[3] J. Berndt, Riemannian geometry of complex two-plane Grassmannians, Rend. Semin.
Mat., Torino, 55 (1997), 19-83.
[4] J. Bolton, G.R. Jensen, M. Rigoli, L.M. Woodward, On conformal minimal immer-
sions of S2 into CPn, Math. Ann., 279 (1988), 599-620.
[5] E. Calabi, Isometric imbedding of complex manifolds, Ann. Math., 58 (1953), 1-23.
[6] E´. Cartan, The´orie des Groupes Finis et Continus et la Ge´ome´tris Diffe´rentielle
traite´es par la Me´thode du Repe`re Mobile, Dauthier-Villa, Paris, 1937.
[7] Q.S. Chi, Y.B. Zheng, Rigidity of pseudo-holomorphic curves of constant curvature
in Grassmann manifolds, Trans. Am. Math. Soc., 313 (1989), 393-406.
28
[8] D. Eisenbud, Green’s conjecture: an orientation for algebraists, Res. Notes Math., 2
(1992), 51-78.
[9] R.M. Hardt, Semi-algebraic local-triviality in semi-algebraic mappings, Am. J. Math.,
102 (1980), 291-302.
[10] R.A. Horn, C.R. Johnson, Matrix analysis, 2nd ed., Cambridge: Cambridge Univer-
sity Press, 2013.
[11] G. Jensen, Higher Order Contact of Submanifolds of Homogeneous Spaces, Lecture
Notes in Mathematics, vol. 610, Springer-Verlag, Berlin, Heidelberg, New York, 1977.
[12] X.X. Jiao, H. Li, Classfication of conformal minimal immersions with constant cur-
vature from S2 to Q5, preprint, 2019.
[13] X.X. Jiao, M.Y. Li, Classification of conformal minimal immersions of constant cur-
vature from S2 to Qn, Ann. Mat. Pura Appl., 196 (2017), 1001-1023.
[14] X.X. Jiao, J. Wang, Conformal minimal two-spheres in Qn, Sci. China, Math., 54
(2011), 817-830.
[15] Yvette Kosmann-Schwarzbach. Groups and symmetries. From finite groups to Lie
groups. Transl. from the French by Stephanie Frank Singer., New York, NY: Springer,
2010.
[16] Z.Q. Li, Z.H. Yu, Constant curved minimal 2-spheres in G(2,4), Manuscr. Math., 100
(1999), 305-316.
[17] Z.Q. Li, M.M. Jin, Constant curved holomorphic 2-spheres in G(2, 4), J. Math. Sci.
Adv. Appl., 1 (2008), 547-561.
[18] O. Macia, Y. Nagatomo, M. Takahashi, Holomorphic isometric embeddings on the
projective line into quadrics, Tohoku Math. J., 69 (2017), 525-545.
[19] C.K. Peng, X.X. Jiao, Classfication of holomorphic two-spheres with constant curva-
ture in the complex Grassmannians G(2,5), Differ. Geom. Appl. 20 (2004), 267-277.
[20] C.K. Peng, J. Wang, X.W. Xu, Minimal two-spheres with constant curvature in the
complex hyperquadric, J. Math. Pures Appl., 106 (2016), 453-476.
[21] C.K. Peng, X.W. Xu, Classification of minimal homogeneous two-spheres in the com-
plex Grassmann manifold G(2,n), J. Math. Pures Appl., 103 (2015), 374-399.
[22] X. Zhong, J. Wang, X.X. Jiao, Totally real conformal minimal tori in the hyperquadric
Q2, Sci. China, Math., 56 (2013), 2015-2023.
Department of Mathematics and Statistics, Washington University, St. Louis, MO63130.
Department of Mathematics, China University of Mining and Technology (Beijing), Beijing
100083, China.
School of Mathematical Sciences, University of Chinese Academy of Sciences, Beijing
100049, China.
E-mail: chi@wustl.edu; xiezhenxiao@cumtb.edu.cn; xuyan2014@mails.ucas.ac.cn.
29
