Many complex domains, such as robotics control and real-time strategy (RTS) games, require an agent to learn a continuous control. In the former, an agent learns a policy over R d and in the latter, over a discrete set of actions each of which is parametrized by a continuous parameter. Such problems are naturally solved using policy based reinforcement learning (RL) methods, but unfortunately these often suffer from high variance leading to instability and slow convergence. We show that in many cases a substantial portion of the variance in policy gradient estimators is completely unnecessary and can be eliminated without introducing bias. Unnecessary variance is introduced whenever policies over bounded action spaces are modeled using distributions with unbounded support, by applying a transformation T to the sampled action before execution in the environment. Recent works have studied variance reduced policy gradients for actions in bounded intervals, but to date no variance reduced methods exist when the action is a direction -constrained to the unit sphere -something often seen in RTS games. To address these challenges we: (1) introduce a stochastic policy gradient method for directional control; (2) introduce the marginal policy gradient framework, a powerful technique to obtain variance reduced policy gradients for arbitrary T ; (3) show that marginal policy gradients are guaranteed to reduce variance, quantifying that reduction exactly; (4) validate our framework by applying the methods to a popular RTS game and a navigation task, demonstrating improvement over a policy gradient baseline.
Introduction
Recent work in deep reinforcement learning (RL) has achieved human level-control for complex tasks like Atari 2600 games and the ancient game of Go. Mnih et al. (2015) show that it is possible to learn to play Atari 2600 games using end to end reinforcement learning. Other authors (Silver et al., 2014) derive algorithms tailored to continuous action spaces, such as appear in problems of robotics control.
From a learning perspective, RTS games are more challenging than game domains that have been previously solved because the action and state spaces are far larger. Methods developed for continuous control problems also cannot be directly used to solve real-time strategy games due to the structure of the action space. In RTS games, actions are no longer chosen from a relatively small discrete action set such as in other game types. Neither is the objective solely learning a continuous control. Instead the action space typically consists of discrete actions each of which has a continuous parameter. For example, a discrete action in an RTS game might be moving the player controlled by the agent with a parameter specifying the movement direction.
Due to the fact the agent must learn a continuous parameter for each discrete action, a policy based method rather than a value based method is the natural approach to an RTS game. Using a value based method would require discretization of the action space and this in turn can lead to a highly suboptimal policy when the dynamics of the environment are fairly sensitive to the continuous control. Policy gradient methods, however, are not a panacea and are known to suffer from high variance in the gradient estimates. This problem is particularly acute for policies over continuous action spaces.
One immensely popular genre of RTS game is Multiplayer Online Battle Arena (MOBA), which includes games like League of Legends, DoTA, and King of Glory. An additional challenge for MOBA games is that the action (or action parameter) is often a direction in R d . In this case, it may not be appropriate to use the standard approach and model a ∈ R d sampled according to a multivariate Gaussian, followed by a projection onto the non-convex set S d−1 . When this projection is not modeled as part of the policy distribution, any value function approximation must implicitly learn the projection, which can be problematic.
Though our motivating application is game AI, we note that these types of challenges appear in many RL problems including high dimensional continuous control and navigation tasks. In particular, modeling a continuous control via a distribution on R d and then restricting it to a subspace via a transformation T is quite common. We show that this paradigm always introduces unnecessary variance into the policy gradient estimate. Viewed through the lens provided by our marginal policy gradients framework, the variance reduction result is quite intuitive and can be quantified in terms of a notion similar to Fisher information. The main contributions of this work are:
1. Angular Policy Gradient: We introduce an angular policy gradient method which directly models and learns a policy (a distribution) over S d−1 .
Marginal Policy Gradient Framework:
The Marginal Policy Gradient framework is a state-of-the-art framework that exploits an integrated form of policy gradient. We make explicit use of the knowledge that one often simulates an action a (e.g. from a multivariate Gaussian) and then applies a transformation T (e.g. clipping or normalization) before the environment executes the action. Ours is the first unified, variance reduction framework when the support of the sampling distribution differs from the target action space. Methods for clipped action spaces (Fujita and Maeda, 2018) and our angular policy gradient correspond to different choices of T under the framework. Marginal policy gradients can be used in conjunction with other modern techniques such as advantage function estimation and as the gradient update in algorithms including: A3C, TRPO, and PPO (Mnih et al., 2016; Schulman et al., 2015 Schulman et al., , 2017 .
Variance Reduction Guarantee:
We demonstrate in Section 4 that the marginal policy gradient approach provides a lower variance estimate of the true policy gradient whenever T is not a sufficient statistic for the parameters of the sampling distribution.
4. Applications -MOBA Games and Navigation Tasks: We use a marginal policy gradient method to learn a policy for the 1 vs. 1 version of the King of Glory game and demonstrate improvement over a baseline policy gradient approach. We also show improvement over baseline on the Platform2D-v1 navigation task.
Related Work
This section provides a brief overview of related work and we defer a more in depth discussion to Appendix A.1. To date, relatively few authors have studied parameterized action spaces (Hausknecht and Stone, 2016; Masson et al., 2016) . Hausknecht and Stone (2016) considers applications to the RoboCup soccer playing domain and Masson et al. (2016) proposes both a direct policy gradient approach and a hybrid value and policy based approach. Definition 1.1. A parametrized action space A over K discrete, parametrized actions is defined as
where k ∈ {1, . . . , K} and Ω k is the parameter space for the k th action.
There is a rich literature on policy based and actor-critic methods, as well as trust-region methods that can help mitigate the effects of high variance in policy gradient methods (Schulman et al., 2015 (Schulman et al., , 2017 Mnih et al., 2016; Silver et al., 2014) . See Sutton and Barto (2017) for a general survey of reinforcement learning algorithms.
Several recent works have considered, as we do, exploiting an integrated form of policy gradient Ciosek and Whiteson (2018) ; Asadi et al. (2017) ; Fujita and Maeda (2018) . Though the action space for many problems is bounded, it is nonetheless common to model a continuous action using the multivariate Gaussian, which has unbounded support (Hausknecht and Stone, 2016; Florensa et al., 2017; Finn et al., 2017) . Recent work considers variance reduction when actions are clipped to a bounded interval Chou et al. (2017); Fujita and Maeda (2018) . These works are not applicable to the case when T is the projection onto the unit sphere; in the case of clipped actions, unlike previous work, we do not require that each component of the action is independent and obtain much stronger variance reduction results.
Preliminaries

Notation and Setup
For MDP's we use the standard notation. S is the state space, A is the action space, p denotes the transition probability kernel, p 0 the initial state distribution, r the reward function. A policy π(a|s) is a distribution over actions given a state s ∈ S. A sample trajectory under π is denoted τ π := (s 0 , a 0 , r 1 , s 1 , a 1 , . . . ) where s 0 ∼ p 0 and a t ∼ π(·|s t ). The state-value function is defined as v π (s) := E π [ ∞ t=0 γ t r t+1 |s 0 = s] and the action-value function as q π (s, a) :
The objective is to maximize expected cumulative discounted reward,
We make the standard assumption of bounded rewards.
We consider the problem of learning a policy π parametrized by θ ∈ Θ. All gradients are with respect to θ unless otherwise stated. By convention, we define 0 · ∞ = 0 and 0 0 = 0. When we refer to a probability distribution of a random variable taking values in some measurable space (A, E), we will work directly with the probability measure on (A, E) rather than the underlying sample space. For a measurable mapping T from measure space (A, E, λ) to measurable space (B, F), we denote by T * λ the push-forward of λ. S d−1 denotes the unit sphere in R d and for any space A, B(A) denotes the Borel σ-algebra on A. The notation µ ν signifies the measure µ is absolutely continuous with respect to ν. The function clip is defined as clip(a, α, β) = min(β, max(α, a)) for a ∈ R. If a ∈ R d , it is interpreted element-wise.
Variance of Random Vectors
We define the variance of a random vector y as Var(y) = E[(y − Ey) (y − Ey)], i.e. the trace of the covariance of y. This definition is non-standard, but is often used to analyze the variance of gradient estimates (Greensmith et al., 2004) . It is easy to verify that standard properties of the variance, including the law of total variation, still hold.
Stochastic Policy Gradients
We state a stochastic policy gradient theorem for probability measures on arbitrary measurable spaces. In Section 4 we present the Marginal Policy Gradient framework and work in the very general setting described below.
Let (A, E, µ) be a measure space, where as before A is the action space of the MDP. In practice, we often encounter (A, E) = (R d , B(R d )) with µ as the Lebesgue measure. The type of policies for which there is a stochastic policy gradient are µ-compatible measures.
Definition 2.1 (µ-Compatible Measures). Let (A, E, µ) be a measure space and consider a parametrized family of measures Π = {π(·, θ) : θ ∈ Θ} on the same space. Π is a µ-compatible family of measures if for all θ:
µ with density of the form f π (·, θ), and (c) π satisfies the conditions to apply the Leibniz integral rule for each θ, so that
For µ-compatible policies, Theorem 2.2 gives the stochastic policy gradient, easily estimable from samples. When µ is the counting measure we recover the discrete policy gradient theorem (Sutton et al., 2000) . See Appendix A.2 for an in depth discussion of Definition 2.1 and a proof of Theorem 2.2, which is included for completeness.
Theorem 2.2 (Stochastic Policy Gradient). Let (A, E, µ) be a measure space and let Π = {π(·, θ|s) : θ ∈ Θ} be a family of µ-compatible probability measures. Denoting by f π the density with respect to µ, we have that
In general we want an estimate g of ∇η such that it is unbiased (E[g] = ∇η) and that has minimal variance, so that convergence to a (locally) optimal policy is as fast as possible. In the following sections, we explore a general approach to finding a low variance, unbiased estimator.
Angular Policy Gradients
Consider the task of learning a policy over directions in A = R 2 , or equivalently learning a policy over angles [0, 2π) . To do so, we could fit the mean µ θ (s), model the angle as normally distributed about µ θ , and then clip the sampled angle before execution in the environment. The problem with this approach should be clear -a reasonable model for the policy should place similar probability on µ θ (s) − and µ θ (s) + , but for µ θ (s) near to 0 and 2π, this does not happen.
An approach that does satisfy the property described above is to model µ θ (s) ∈ R 2 , sample a ∼ N (µ θ (s), Σ), and then execute T (a) := a/||a|| in the environment. This method also works for directional control in R d . The drawback of this approach is the following: informally speaking, we are sampling from a distribution with d degrees of freedom, but the environment is affected by an action with only d − 1 degrees of freedom. This suggests, and indeed we later prove, that the variance of the stochastic policy gradient for this distribution is unnecessarily high. As with Marginal Policy Gradients (Section 4), the Angular Policy Gradient can be used as a drop-in replacement for the policy update step in any algorithm where the agent learns a directional control.
Angular Gaussian Distribution
To address this issue of unnecessarily high variance, we can directly model
according to what is known as the Angular Gaussian distribution (Definition 3.1). It can be derived by a change of variables to spherical coordinates, followed by integration with respect to the magnitude of the random vector (Paine et al., 2018) . 
Policy Gradient Method
Although the density in Definition 3.1 does not have a closed form, we can still obtain a stochastic policy gradient for this type of policy. Define the action space as A := S d−1 and consider angular Gaussian policies parametrized by θ := (θ µ , θ Σ ), where θ µ parametrizes µ and θ Σ parametrizes Σ. As before, denote the corresponding parametrized family of measures as Π := {π(·, θ|s) : θ ∈ Θ}. Directly from Definition 3.1, we obtain
Though this log-likelihood does not have a closed form, it turns out it is easy to compute the gradient in practice. It is only necessary that we can evaluate M d−1 (α) and M d (α) easily. Assuming for now that we can do so, denote by θ i the parameters after i gradient updates and define
thus at update i it suffices to compute the gradient of l i , which can be done using standard autodifferentiation software (Paszke et al., 2017) since term (i) is a constant. From Paine et al. (2018) , we have that
, where Φ, φ denote the PDF and CDF of N (0, 1), respectively. Leveraging these properties, Algorithm 1, in Appendix B.1, gives psuedo-code to compute M d (α). Importantly it runs in O(d) time and therefore does not effect the computational cost of the policy update since it is dominated by the cost of computing ∇l i .
Marginal Policy Gradients Framework
In Section 2, we describe a general setting in which a stochastic policy gradient theorem holds on a measure space (A, E, λ) for a family of λ-compatible probability measures, Π = {π(·, θ|s) : θ ∈ Θ}.
As before, we are interested in the case when the dynamics of the environment only depend on a ∈ A via a function T . That is to say r(s, a) := r(s, T (a)) and p(s, a, s ) := p(s, T (a), s ). The key idea in Marginal Policy Gradient is to replace the policy gradient estimate based on the log-likelihood of π with a lower variance estimate, which is based on the log-likelihood of T * π. T * π can be thought of as (and in some cases is) a marginal distribution, hence the name Marginal Policy Gradient. For this reason it can also be combined with state-of-the-art techniques for estimating the value function, like generalized advantage estimation (Schulman et al., 2016) , and with existing policy gradient algorithms, like A3C and PPO.
Setup and Regularity Conditions
First, we require an additional regularity condition, Condition 4.1, on the measure space (A, E, λ). To the best of our knowledge, Assumption 4.1 is satisfied in all settings used in practice. Next, let (B, F) be another measurable space and T : A → B be a measurable mapping. We can define T * Π := {T * π(·, θ|s) : θ ∈ Θ}, which is a family of probability measures on (B, F). In this section we require two additional regularity conditions, Conditions 4.2 and 4.3, regarding the structure of F and the existence of a suitable reference measure µ on (B, F).
Condition 4.1 . A is a metric space and λ is a Radon measure. 1 Condition 4.2 . F is countably generated and contains the singleton sets {b}, for all b ∈ B.
Condition 4.3 . There exists a σ-finite measure µ on (B, F) such that T * λ µ and T * Π is µ-compatible.
In statistics, Fisher information is used to capture the variance of a score function. In reinforcement learning, typically one encounters a score function that has been rescaled by a measurable function q(a). Definition 4.4 provides a notion of Fisher information for λ-compatible distributions and rescaled score functions. If q(a) = 1, Definition 4.4 is the trace of the classical Fisher Information.
Definition 4.4 (Total Scaled Fisher Information). Let (A, E, λ) be a measure space, Π = {π(·, θ) : θ ∈ Θ} be a family of λ-compatible probability measures, and q a measurable function on E. The total scaled fisher information is defined as
Variance Reduction Guarantee
From Theorem 2.2 it is immediate that
1 On a metric space A, a Radon measure is a measure defined on the Borel σ-algebra for which each compact
where we dropped the subscripts on ρ and q because the two polices affect the environment in the same way, and thus have the same value function and discounted state occupancy measure. Denote the two alternative gradient estimators as
Just by definition, we have that
Lemma 4.5 says something slightly different -it says that they are also equivalent in expectation conditional on the state s, a fact we use later.
Lemma 4.5. Let (A, E, λ) and (B, F, µ) be measure spaces, and T : A → B be measurable mapping. If Π, parametrized by θ, is λ-compatible and T * Π is µ-compatible, then
Proof. The result follows immediately from the proof of Theorem 2.2 in Appendix A.2.
Because the two estimates g 1 and g 2 are both unbiased, it is always preferable to use whichever has lower variance. Theorem 4.6 shows that g 2 is the lower variance policy gradient estimate. See Appendix B.3 for the proof. The implication of Theorem 4.6 is that if there is some information loss via a function T before the action interacts with the dynamics of the environment, then one obtains a lower variance estimator of the gradient by replacing the density of π with the density of T * π in the expression for the policy gradient.
Theorem 4.6. Let g 1 and g 2 be as defined above. Then if Conditions 4.1-4.3 are satisfied,
for some family of measures {λ b } on A. Furthermore, if T is not a sufficient statistic for θ,
Applying the Framework
Clipped Action Policy Gradient
Consider a control problem where actions in R are clipped to an interval [α, β] . Let λ be an arbitrary measure on (A, E) := (R, B(R)), and consider any λ-compatible family Π. Following Fujita and Maeda (2018) , define the clipped score function
We can apply Theorem 4.6 in this setting to obtain Corollary 4.7. It is a strict generalization of the results in Fujita and Maeda (2018) in that it applies to a larger class of measures and provides a much stronger variance reduction guarantee. It is possible to obtain this more powerful result precisely because we require minimal assumptions for Theorem 4.6. Note that the result can be extended to R d , but we stick to R for clarity of presentation. See Appendix B.4 for a discussion of which distributions are λ-compatible and a proof of Corollary 4.7.
Corollary 4.7. Let λ be an arbitrary measure on (A, E) := (R, B(R)), T := clip(·, α, β), and ψ(s, a, θ) := ∇ log f π (a, θ|s). If Π is a λ-compatible family parametrized by θ and the dynamics of the environment depend only on T (a), then
, for some family of measures {λ b } on A.
Angular Policy Gradient
Now consider the case where we sample an action a ∈ R d and apply T (a) = a/||a|| to map into
) and let λ be the Lebesgue measure. When Π is a multivariate Gaussian family parametrized by θ, T * Π is an angular Gaussian family also parametrized by θ (Section 3). If Π is λ-compatible -here it reduces to ensuring the parametrization is such that f π is differentiable in θ -then T * Π is σ-compatible, where σ denotes the spherical measure. Denoting by f M V (a, θ|s) and f AG (b, θ|s) the corresponding multivariate and angular Gaussian densities, respectively, we state the results for this setting as Corollary 4.8. See Appendix B.4 for a proof.
Corollary 4.8. Let λ be the Lebesgue measure on (A, E) = (R d , B(R d )), T (a) := a/||a|| and Π be a multivariate Gaussian family on A parametrized by θ. If the dynamics of the environment only depend on T (a) and f M V (·, θ|s), the density corresponding to Π, is differentiable in θ, then
where ψ(s, a, θ) := ∇ log f M V (a, θ|s) and ψ(s, b, θ) = ∇ log f AG (b, θ|s).
Parametrized Action Spaces
As one might expect, our variance reduction result applies to parametrized action spaces when a lossy transformation T i is applied to the parameter for discrete action i. See Appendix B.5 for an in depth discussion of policy gradient methods for parametrized action spaces.
Application -2D Navigation Task
Because relatively few existing reinforcement learning environments support angular actions, we implement a navigation task to benchmark our methods. In this navigation task, the agent is located on a platform and must navigate from one location to another without falling off. The state space is S = R 2 , the action space is A = R 2 and the transformation T (a) = a/||a|| is applied to actions before execution in the environment. Let s G = (1, 1) be the goal (terminal) state. Using the reward shaping approach (Ng et al., 1999) , we define a potential function φ(s) = ||s − s G || 2 and a reward function as r(s t , a t ) = φ(s t ) − φ(s t + a t ). The start state is fixed at s 0 = (−1, −1). One corner of the platform is located at (−1.5, −1.5) and the other at (1.5, 1.5).
In this experiment, we compare an A2C (the synchronous version of A3C (Mnih et al., 2016) ) implementation for Gaussian policies with angular Gaussian policies (see Section 3). In both experiments, we learn the conditional mean µ(s; θ) of the sampling distribution (a 2-dimensional Gaussian) using a feed-forward neural network with tanh activations. The variance of the sampling distribution, σ 2 I, is fixed. For the critic we estimate the state value function v π (s), again using a feed-forward neural network. Appendix C.1 for details on the hyper-parameter settings, network architecture and training procedure.
The top row of Figure 1 contains, from left to right, cumulative reward trajectories, and two plots showing the variances of the competing estimators. We see that the agent using the angular policy gradient converges faster, due to the variance reduced gradient estimates. Figure 1 highlights the effects of Theorem 4.6 in practice. The plot in the center shows the variance at the start of training, for a fixed random initialization, and the plot on the right shows the variance for a trained model that converged to the optimal policy. The main difference between the two settings is that the value function estimate v π is highly accurate for the trained model (since both actor and critic have converged) and highly inaccurate for the untrained model. In both cases, we see that the variance of the marginal policy gradient estimator is roughly 1 2 that of the estimator using the sampling distribution.
Application -King of Glory
We implement a marginal policy gradient method for King of Glory (the North American release is titled Arena of Valor) by Tencent Games. King of Glory has several game types and we focus on the 1v1 version. We note that our work here is one of the first attempts to solve King of Glory, and MOBA games in general, using reinforcement learning. Similar MOBA games include Dota 2 and League of Legends.
Game Description
In King of Glory, players are divided into two "camps" located in opposite corners of the game map. Each player chooses a "hero", a character with unique abilities, and the objective is to destroy the opposing team's "crystal", located at their game camp. The path to each camp and crystal is guarded by towers which attack enemies when in range. Each team has a number of allied "minions", less powerful characters, to help them destroy the enemy crystal. Only the "hero" is controlled by the player. During game play, heroes increase in level and obtain gold by killing enemies. This allows the player to upgrade the level of their hero's unique skills and buy improved equipment, resulting in more powerful attacks, increased HP, and other benefits. Figure 2 shows King of Glory game play; in the game pictured, both players use the hero "Di Ren Jie".
Formulation as an MDP
A is a parametrized action space with 7 discrete actions, 4 of which are parametrized by ω ∈ R 2 . These actions include move, attack, and use skills; a detailed description of all actions and parameters is given in Table 3 , Appendix C.2. In our setup, we use rules crafted by domain experts to manage purchasing equipment and learning skills. The transformation T (a) = a/||a|| is applied to the action parameter before execution in the environment, so the effective action parameter spaces are S 1 . Using information obtained directly from the game engine, we construct a 2701-dimensional state representation. Features extracted from the game engine include hero locations, hero health, tower health, skill availability and relative locations to towers and crystals -see Appendix C.2 for details on the feature extraction process. As in Section 5, we define rewards using a potential function. In particular we define a reward feature mapping ρ and a weighting vector w, and then a linear potential function as φ r (s) = w T ρ(s). Information extracted by ρ includes hero health, crystal health, and game outcome; see Table 5 , Appendix C.2 for a complete description of w and ρ. Using φ r , we can define the reward as r t = φ r (s t ) − φ r (s t−1 ).
Implementation and Results
We implement the A3C algorithm, and model both the policy π and the value function v π using feed-forward neural networks. See Appendix C.2 for more details on how we model and learn the value function and policy. Using the setup described above, we compare:
1. a standard policy gradient approach for parametrized action spaces, and 2. a marginal (angular) policy gradient approach, adapted to the parametrized action space where T i (a) = a/||a|| is applied to parameter i.
Details on both approaches can be found in Appendix B.5. The agent is trained to play as the hero Di Ren Jie and training occurs by competing with the game's internal AI, also playing as Di Ren Jie. The bottom row of Figure 1 shows the results, and as before, the angular policy gradient outperforms the standard policy gradient by a significant margin both in terms of win percentage and cumulative discounted reward.
Discussion
Motivated by challenges found in complex control problems, we introduced general machinery for obtaining variance reduced policy gradients -the Marginal Policy Gradients framework. It provides the first unified approach to problems where the environment only depends on the action through some transformation T , and we demonstrate that clipped action policy gradients and our own angular policy gradient correspond to different choices of T . We also show that it can be applied to parametrized action spaces. Though we did not do empirics for T other than T (a) = a/||a||, such as clipping, other researchers have done experimental work for clipped actions and obtained results confirming our theory (Fujita and Maeda, 2018 ). We also demonstrate the effectiveness of the angular policy gradient approach on King of Glory and our own Platform2D environment, where the agent must learn a directional control.
Although at this time few RL environments use directional actions, we anticipate the number will grow as RL is applied to newer and increasingly complex tasks. For example, we envision that our methods can be applied to autonomous vehicle, in particular quadcopter, control.
A Additional Preliminaries
This section contains additional preliminary material and discussion thereof.
A.1 Related Work -In Depth
Here we expand upon the discussion of related work in Section 1. There is some overlap with the discussion here.
Parametrized Action Spaces
Hausknecht and Stone (2016) explore reinforcement learning for parametrized action spaces (Definition 1.1) in the RoboCup soccer playing domain. Masson et al. (2016) proposes reinforcement learning method over parametrized action spaces where the discrete action scores and the continuous parameters are updated in an alternating fashion. A policy over parametrized actions can be thought of as a mixture model, where first the discrete action is sampled, and for discrete action k the parameter is sampled from a distribution on Ω k . See Appendix B.5 for a more rigorous discussion of policies and policy gradients for parametrized action spaces.
Policy Based Methods
Policy based methods are appealing because unlike value based methods they can support learning policies over discrete, continuous and parametrized action spaces. It has long been recognized that policy gradient methods suffer from high variance, hence the introduction of trust region methods like TRPO and PPO (Schulman et al., 2015 (Schulman et al., , 2017 . Mnih et al. (2016) leverage the independence of asynchronous updating to improve stability in actor-critic methods. See Sutton and Barto (2017) for a general survey of reinforcement learning algorithms, including policy based and actor-critic methods.
Restricted Action Spaces and Variance Reduction
Ciosek and Whiteson (2018) introduces a unified theory of policy gradients, which subsumes both deterministic (Silver et al., 2014) and stochastic policy gradients (Sutton et al., 2000) . They characterize the distinction between different policy gradient methods as a choice of quadrature for the expectation. Their Expected Policy Gradient algorithm uses a new way of estimating the expectation for stochastic policies. They prove that the estimator has lower variance than stochastic policy gradients. Asadi et al. (2017) propose a similar method, but lack theoretical guarantees.
Though the action space for many problems is bounded, it is nonetheless common to model a continuous action using the multivariate Gaussian, which has unbounded support (Hausknecht and Stone, 2016; Florensa et al., 2017; Finn et al., 2017) . For example, an action in R might be clipped to an interval [α, β] . Until recently, the method for dealing with this type of action space was to sample according to a Gaussian policy and then either (1) allow the environment to clip the action and update according to the unclipped action or (2) clip the action and update according to the clipped action (Chou et al., 2017) . The first approach suffers from unnecessarily high variance, and the second approach is off-policy. Another issue with the first approach is that implicitly the clipping is modeled as part of the value function estimate, which may cause complications.
Recent work by Fujita and Maeda (2018) considers continuous action spaces where the sampled action is clipped to a bounded interval. They utilize an integrated form of policy gradients over the region outside the clipped interval. Chou et al. (2017) also addresses the issue of variance in the context of clipped action spaces and propose using the beta distribution in lieu of the Gaussian. Neither of these works is applicable to the case when T is the projection onto the unit sphere; for clipped actions, unlike Fujita and Maeda (2018), we do not require that each component of the action be independent and we can quantify the amount of variance reduction.
A.2 Discussion -Stochastic Policy Gradients
We require a stochastic policy gradient theorem that can be applied to distributions on arbitrary measurable spaces in order to rigorously analyze the Marginal Policy Gradients framework. Let the notation be as in Section 2. The first ingredient is Proposition A.1, which gives a very general form of policy gradient, defined for an arbitrary probability measure.
Proposition A.1. [Ciosek and Whiteson (2018) ] Let π(·|s) be a probability measure on (A, E), then
This is an important step towards the form of stochastic policy gradient theorem we need in order to present our unified analysis that includes measures with uncountable support and also those which do not admit a density with respect to Lebesgue measure -something frequently encountered in practice. To obtain a stochastic policy gradient theorem from Proposition A.1 we simply need to replace ∇v π (s) with an appropriate expression. As in Ciosek and Whiteson (2018) , we need to be able to justify an interchange along the lines of
Such an expression doesn't make sense for arbitrary π, so we must be precise regarding the conditions under which such an expression makes sense and the interchange is permitted, hence Definition 2.1. Because we did not find a statement with the sort of generality we required in the literature, we give a proof of our statement the stochastic policy gradient theorem, Theorem 2.2, below.
Proof of Theorem 2.2. The proof follows standard arguments. Because Π is µ-compatible we obtain that
The result now follows immediately from Proposition A.1.
A.3 Disintegration Theorems
The definitions and propositions below are from Chang and Pollard (1997) , which we include here for completeness. Let (A, E, λ) be a measure space and (B, F) a measurable space. Let λ be a σ-finite measure on E and µ be a σ-finite measure on F. Chang and Pollard (1997) ). The measure λ has a (T, µ)-disintegration, denoted {λ b } if for all nonnegative measurable f on A
• λ b is a σ-finite measure on E that is concentrated on E b := {T = b} in the sense that
• the function b → T −1 (b) f dλ b is measurable, and
If µ = T * λ, then we call λ b a T -disintegration. With some additional assumptions, we have the existence theorem given below.
Proposition A.3 (Existence, Chang and Pollard (1997) ). Let A be a metric space, λ be a σ-finite Radon measure, and µ be a σ-finite measure such that T * λ µ. If F is countably generated and contains the singleton sets {b}, then λ has a (T, µ)-disintegration. The measures {λ b } are unique up to an almost-sure equivalence in that if
Lastly, we have Proposition A.4 which characterizes the properties of disintegrations and how they relate to densities and push-forward measures.
Proposition A.4 (Chang and Pollard (1997) ). Let λ have a (T, µ)-disintegration {λ b }, and let ρ be absolutely continuous with respect to λ with a finite density r(a), where each of λ, µ and ρ is σ-finite. Then
• ρ has a (T, µ)-disintegration {ρ b } where ρ b λ b with density r(a),
• the measures {ρ b } are finite for µ almost all b if and only if T * ρ is σ-finite,
• the measures {ρ b } are probabilities for µ almost all b if and only if µ = T * ρ, and
are probability measures that give a T -disintegration of ρ.
B Theory and Methodology
This section contains additional theoretical and methodology results, including our crucial scaled Fisher information decomposition theorem.
B.1 Angular Policy Gradient
Algorithm 1 shows how to compute M d (α), allowing us to easily find the angular policy gradient.
B.2 Fisher Information Decomposition
Using the disintegration results stated in Appendix A.3, we now can state and prove our key decomposition result, Theorem B.1, used in the proof of our main result.
Theorem B.1 (Fisher Information Decomposition). Let (A, E, λ) be a measure space, (B, F) be a measurable space, T : A → B be a measurable, surjective mapping, and q a measurable function on F. Consider a λ-compatible family of probability measures Π = {π(·, θ) : θ ∈ Θ} on E and denote T * Π := {T * π(·, θ) : θ ∈ Θ}, a family of measures on F. If (a) A is a metric space, λ is a Radon measure, and T * λ µ for a σ-finite measure µ on F;
(b) F is countably generated and contains the singleton sets {b};
(c) T * Π is a µ-compatible family for a measure µ on F;
2. Π|b is a λ b -compatible family of probability measures that give a T -disintegration of π;
3. for any measurable function q : B → R,
Proof of Theorem B.1. To simplify matters, we assume without loss of generality that all densities are strictly positive. This is allowed because if some density is zero on part of its domain, we can just replace the associated measure with its restriction to sets where the density is non-zero. The conditions to apply Proposition A.3 are satisfied, so λ has a (T, µ)-disintegration {λ b }, which proves claim 1. Next, denote by g(a) = ∇ log f π (a) and h(b) = ∇ log f T * π (b). Because the conditions to apply Proposition A.4 are satisfied, we obtain that
Denoting by π|b the probability measure with density f a|b , we see that Π|b := {π|b(·, θ) : θ ∈ Θ} is a λ b -compatible family of probability measures, proving claim 2.
we further obtain that
In the equation above, term (i) is 0 because E π|b [∇ log f a|b (a)] = 0. Thus we get that
Because a density is unique almost-everywhere, we can replace f T with f T * π in (B.2), giving claim 3:
B.3 Proof of Theorem 4.6
First, we decompose the variance of g 1 as
A similar decomposition holds for g 2 . By combining Lemma 4.5 with (B.3) and its equivalent for g 2 , we get that
For any fixed s, applying the definition of variance given in Section 2 and Lemma 4.5 gives
By applying Theorem B.1 (see Appendix B.2), to E π|s g 1 g 1 we obtain
The result follows from combining (B.4) and (B.5), concluding the proof.
B.4 Marginal Policy Gradients for Clipped and Normalized Actions
For the clipped action setting, we give an example of a λ-compatible family for which Corollary 4.7 can be applied.
Example B.2 (The Gaussian is λ-compatible). Let (A, E) := (R, B(R)) and λ be the Lebesgue measure. Consider Π, a Gaussian family parametrized by θ ∈ Θ. If Θ is constrained such that the variance is lower bounded by > 0, Π is λ-compatible.
Below are proofs of Corollaries 4.7 and 4.8 from Section 4.
Proof of Corollary 4.7. First, it is clear T is measurable, and it is easy to confirm that Conditions 4.1-4.3 hold. Next, define µ = δ α + δ β + λ, where λ is understood to be its restriction to (α, β). As defined, µ is a mixture measure on B and we can easily check that T * Π is µ-compatible. In fact, the density of T * π(·, θ|s) is given by
By applying Theorem 4.6 and observing Var ρ,π (q π (s, a) ψ(s, T (a), θ)) = Var ρ,T * π (q π (s, b) ψ(s, b, θ)), the proof is complete.
Proof of Corollary 4.8. First, it is clear T is measurable. Second, f M V differentiable in θ implies Π is λ-compatible. This also implies f AG , the density of T * Π, is differentiable in θ and therefore T π is σ-compatible, where σ is the spherical measure on (B, F) = (S d−1 , B(S d−1 )). It is straightforward to confirm that the remainder of Conditions 4.1-4.3 hold. Applying Theorem 4.6 completes the proof.
B.5 Policy Gradients for Parametrized Action Spaces
First we derive a stochastic policy gradient for parametrized action spaces, which we can do by writing down the policy distribution and applying 2.2. Recall a parametrized action space with K discrete actions is defined as
where k ∈ {1, . . . , K}.
Construction of a Policy Family
Masson et al. (2016) gives a definition for a policy over parametrized action spaces, and our definition is the same in spirit, but for our purposes we need to be careful in formalizing the construction. Our construction here is also a bit more general. Informally, we can think of a policy over a parametrized action space as a mixture model, where k ∈ [K] is a latent state. To formally define a policy family on A, the idea will be to construct a density function f π that is differentiable in its parameter θ. We proceed as follows:
2. For k ∈ [K]: specify Π k = {π(·, θ|s) : θ ∈ Θ}, a µ k -compatible family of probability measures on (Ω k , E k ). Denote the corresponding densities by f k .
3. Denote by µ 0 the counting measure on (A 0 , B(A 0 )) = (R, B(R)), and specify Π 0 = {π(·, θ|s) : θ ∈ Θ} a µ 0 -compatible family of probability measures, parametrized by θ 0 and supported on [K] . Denote the corresponding density by f 0 .
4. Let θ := (θ i ) i , and define
To finish the policy construction, we need an appropriate σ-algebra E and reference measure µ such that f π is a measurable and A f π dµ = 1. In fact it is not difficult to construct E and µ in terms of (E i ) i and (µ i ) i , respectively, but we do not go into detail here. Assuming such a construction exists, we can define Π a µ-compatible family of policies, parametrized by θ = (θ i ) i .
Stochastic Policy Gradient
Let (A, E, µ) and Π be as constructed above. By applying Theorem 2.2, ∇η(θ) can be estimated from samples by
C Details for Applications
This section contains additional details on the experiments and results in Sections 5 and 6.
C.1 2D Navigation
We run each setup 24 times from a random initialization. To create the cumulative reward trajectory plots in Figure 1 we (1) use k-NN regression to interpolate the cumulative discounted rewards on each run, and (2) using the cumulative discounted rewards from each sample trajectory, plot the average curve with a 95% confidence band. 
C.2 King of Glory
Here we provide details on modeling for King of Glory, the experimental procedure and the tables referenced in Section 6.
State Representation
A detailed description of all the features can be found below in Table 4 . After extracting features, we take the outer product of the feature vector with itself to capture dependencies between features. To be precise, first define φ 0 to be the 74-dimensional initial feature extraction. The featurized state representation φ(s) is defined by
By symmetry, we use only the lower triangular portion of the matrix defined above giving a (74 × 73)/2 + 74 = 2775 dimensional feature vector that is input to the policy and value networks.
Modeling the Policy and Value Function
The value network is modeled using a feed-forward neural network which takes as input φ(s). The sampling policy is a mixture, where the mixing distribution is over the 7 discrete actions, and a Gaussian distribution is used for each parameter space. We model the policy using 5 networks, one of which represents the distribution over the discrete actions by a fully connected feed-forward neural network into a 7-way softmax. For the parameters, we model the mean of the sampling distribution using a feed-forward network. The variance of the sampling distribution for the action parameters is σ 2 I, but unlike in Section 5, the agent also learns σ. All action parameters share the same σ and all 5 networks share weights up to the last layer.
Learning the Policy
The agent is trained to play as the hero Di Ren Jie and training is against the game's internal AI, also playing as Di Ren Jie. For both methods, 10 agents are trained for 5000 episodes each. During training the cumulative discounted reward of each episode and game outcome are tracked. The hyper-parameters we used for the neural network structure and the A3C algorithm are shown in Table 2 . To construct the plots in Figure 1 , we apply a low pass filter to each trajectory and then plot the average curve with a 95% confidence band. Like Mnih et al. (2015) and others do for the Atari Learning Environment, we employ frameskipping; two out of every three frames are skipped. Because our reward is defined in terms of a state potential function, rewards from the skipped states are still captured. For training, we use the Adam algorithm (Kingma and Ba, 2015) . No parameters are shared between different networks and all networks use SElu activation functions (Klambauer et al., 2017) . Table 2 0.5 health points of our hero hurt to enemy hero 0.5 total amount of hurt from our hero to enemy hero hurt to enemy 1.0 total amount of hurt from our hero to all the enemies kill dead difference 1.0 difference between kill count and dead count distance to our life spring 0.25×(1.0 -HP) distance from our hero to spring HP ∈ [0, 1] distance to enemy 0.125×HP distance from our hero nearest enemy HP ∈ [0, 1] tower HP difference 1.0 difference between HP of our tower and enemy tower crystal HP difference 2.0 difference between HP of our crystal and enemy crystal skill hit rate 0.15 percent of emitted skills that hit enemy hero win/loss 2.0 game result
