Assume that we have two populations (X 1 , Y 1 ) and (X 2 , Y 2 ) satisfying two general nonparametric regression models Y j = m j (X j ) + ε j , j = 1, 2, where m(·) is a smooth location function, ε j has zero location and the response Y j is possibly right-censored. In this paper, we propose to test the null hypothesis H 0 : m 1 = m 2 versus the one-sided alternative H 1 : m 1 < m 2 . We introduce two test statistics for which we obtain the asymptotic normality under the null and the alternative hypotheses. Although the tests are based on nonparametric techniques, they can detect any local alternative converging to the null hypothesis at the parametric rate n −1/2 . The practical performance of a bootstrap version of the tests is investigated in a simulation study. An application to a data set about unemployment duration times is also included.
Introduction and motivation of the test
Comparing two populations is an important problem in statistics. When several variables enter the study in each population, regression models are commonly used to describe the relationship between two or more of them. In that case it is interesting to compare the corresponding regression models.
In this article we work with two fully nonparametric regression models, which describe the relation between a response variable and a covariate. We also assume that the responses may be right censored.
More precisely, let (X 1 , Y 1 ) and (X 2 , Y 2 ) be two independent pairs of variables, where, for j = 1, 2, the relation between the response variable, Y j , and the covariate, X j , is established in terms of a general nonparametric regression model of the type
where m j is an unknown conditional location function and ε j is a regression error with zero conditional location (see (1.3) hereunder). Note that no structure is imposed between the error and the covariate, so the model includes heteroscedasticity and covariate-dependent errors.
In each population, the response variable may be right censored. This means that there exists a censoring variable, C j , such that only the minimum of Y j and C j is observable. Hence, the observations will not come from the pair (X j , Y j ), but from the vector (X j , Z j , ∆ j ), where Z j = min{Y j , C j } and ∆ j = I(Y j ≤ C j ), j = 1, 2. (I(·) denotes the indicator function.)
Several regression models for censored data have been considered in the literature. For our purposes, we will assume that the response variable, Y j , and the censoring variable, C j , are independent, given a value of the covariate, X j = x. Under this censoring model, the conditional location function of model (1.1) is defined as m j (x) = where F ε j (y|x) = P (Y j − m j (x) ≤ y|X j = x), j = 1, 2. Different choices of the function J lead to different conditional location functions. In particular, if J(s) = I(0 ≤ s ≤ 1), then m j (x) = E(Y j |X j = x) is the conditional mean function. However, it may happen that this choice for the function J is not appropriate because of the inconsistency of the estimator of the conditional distribution F j (·|x) in the right tail due to the censoring. A useful choice is J(s) = (q − p) −1 I(p ≤ s ≤ q), with 0 ≤ p < q ≤ 1, which leads to trimmed means. The conditional median or other conditional quantiles can be seen as limits of trimmed means. The development of analytical tools is especially motivated when censoring is present in the data. Indeed, as pointed out in Fan and Gijbels (1994) , visual tools for regression (scatter plots, residuals plots, etc.) are not directly applicable to check the shape of the regression curves due to censoring. For instance, when comparing models which are clearly different (one above the other one), the censoring mechanism may transform the data from the first model in small values, as if those data were generated by the second model, making impossible any visual decision about equality of curves.
In this article we will introduce a test for the equality of the regression curves given in model (1.1) against one-sided alternatives. In order to make this comparison, we assume that the covariates X 1 and X 2 have common support, R X , and that m 1 (x) ≤ m 2 (x) for all x ∈ R X . In the test, the null hypothesis states that the regression curves given in model (1.1) are equal 4) and the alternative hypothesis states that one of the curves is above the other one
The practical motivation of this kind of tests comes from the fact that, in certain situations, we may have some additional information about the alternative hypothesis. For example, in an economical context, that would be the case when one of the groups to be compared receives an incentive and it is assumed that this incentive will never lead to undesired effects, but at worst will not have any impact on the considered response variables. For more details on this motivation, see the example in Section 5.
The problem of testing for the equality of regression curves in nonparametric setups has been widely treated in the literature. We can basically distinguish two classes of articles: the ones dealing with general alternatives (that is, testing for the equality versus the inequality) and papers considering one-sided alternatives. Among the first group, see for example the articles by Dette (2003) Pardo-Fernández et al. (2007) , and, more recently, Sriheda and Stute (2010) . The testing procedures proposed in the first two cited papers are somehow related to the ones we will introduce in the present paper because they are based on estimation of the residuals of the regression models. In the group of articles dealing with one-sided alternatives, we can cite Hall et al. (1997 ), Koul and Schick (1997 , Neumeyer and Dette (2005) and Neumeyer and Pardo-Fernández (2009) .
All the previous references are concerned with testing procedures for completely observed data. Up to now, very little literature has been devoted to the comparison of curves when censored data are present. In this context, Pardo-Fernández and Van Keilegom (2006) developed testing procedures for general alternatives (equality versus inequality). These authors worked under models where the response is right-censored and the error term is multiplicative (of the form σ(X)ε, where σ(X) is an unknown scale function and ε is independent of X), and their test statistics are based on the comparison of estimators of the error distribution. In the present paper we will extend the ideas introduced in Neumeyer and Pardo-Fernández (2009) to a censored data context when one-sided comparison of curves tests are required.
The paper is organized as follows. In the next section, two testing procedures are described in detail. Section 3 summarizes the main asymptotic results, including the asymptotic normality of the proposed statistics under the null as well as under the alternative hypotheses. In Section 4, the practical performance of bootstrap versions of the proposed testing procedures are investigated by means of some simulations. Section 5 contains an application to a data set related with unemployment duration times. Finally, the Appendix contains the assumptions, functions and proofs needed to obtain the main results of Section 3.
Description of the testing procedures
As mentioned in Section 1, we now develop two methods that enable to test H 0 versus H 1 when right censoring in the response variables is present. The first statistic tries to compute the differences between the responses of both samples and some "reference" curve while the second one directly estimates the difference between both curves. That can lead to different practical behaviors that will be displayed in Section 4.
The first procedure is based on an extension of Neumeyer and Pardo-Fernández (2009) to the censored data case. First, we will explain the basic ideas of the test before introducing the estimators needed to construct the final test statistic. Let us define m R (·) as some "reference" curve satisfying
which can also be expressed as
Under the null hypothesis, we clearly have ε
where (1.2) and the definition of J(·) are used (see Section 1). However, under the alternative hypothesis, we have either
on some open interval of x ∈ R X . That suggests to construct a test statistic based on the difference
where w j (·), j = 1, 2, are given positive weight functions. Indeed, the above quantity becomes greater and greater when H 1 goes away from H 0 . Now, for j = 1, 2, suppose that we have
, is possibly right-censored, we cannot estimate the two expectations of (2.1) with simple averages. We therefore use the idea of artificial data points already developed, for example, in Heuchenne and Van Keilegom (2007) . In the present case, it consists of the following steps:
) by a quantity that takes censoring into account, 2. introducing the obtained data points into a classical estimator for the mean (here the simple average).
To achieve step 1 above, define
and note that
Next, we estimate the quantities in (2.2). The distribution F j (y|x), which is needed to estimate F
, is replaced by the Beran (1981) estimator, defined by (in the case of no ties):
where
K is a kernel function and {a n } is a bandwidth sequence. For the sake of simplicity we present the method and the theory with a single bandwidth a n , but in practice two bandwidth sequences are required, one for each population (say a 1n and a 2n ). Given a deterministic function p such that 0 ≤ p(x) ≤ 1 for all x ∈ R X , we propose to estimate m R (x) bym
That leads to the test statistic
, for all y. Finally, the second procedure can be simply seen as a weighted sum of differences between both curves at all the data points
As it turns out, both statistics estimate
where either
for T n2 , and f X j (·) denotes the density of X j , j = 1, 2. Obviously, both f (x) can be made equal by appropriate choices of w j and p, j = 1, 2.
Asymptotic theory
In the next results, we obtain the asymptotic distributions of the test statistics under the alternative hypothesis H 1 and local alternatives of the type
which includes the null hypothesis H 0 when r = 0.
The assumptions mentioned in the results below, as well as their proofs, are given in the Appendix.
Theorem 1 Assume (A1)-(A5), n j /n → κ j , j = 1, 2, and the function p(·) is twice continuously differentiable. Under H 1n ,
and φ j (x, z, δ), j = 1, 2, is defined in the Appendix. Under
and η j (z, δ|x), j = 1, 2, is defined in the Appendix. Under
Remark 1. The previous theorems give the asymptotic distributions of the test statistics T n1 and T n2 under both null and alternative hypotheses. The null hypothesis corresponds to r(x) = 0, for all x ∈ R X , which implies d = 0, and hence the asymptotic distribution of
. Therefore, the test that rejects the null hypothesis H 0 versus the alternative H 1 when the observed value of T n1 (respectively, T n2 ) is larger than z 1−α γ 0 (respectively, z 1−α τ 0 ), has asymptotic significance level α, where z 1−α denotes the (1 − α)-quantile of the standard normal distribution. On the other hand, the above theorems show that our tests can detect any local alternative, H 1n , converging to the null hypotheses at the parametric rate n −1/2 , since d is positive in that case. Finally, under the alternative hypotheses H 1 , the theorems show that both test statistics are shifted and both asymptotic variances are modified due to the introduction of the differences between the curves. Also note that the testing procedures are only reasonable when κ 1 > 0 and κ 2 > 0.
Remark 2. The proposed testing procedures can be obviously extended to the case where the order of the curves under the alternative is unspecified. In this context, we need to assume either m 2 (x) ≥ m 1 (x) for all x ∈ R X , or m 2 (x) ≤ m 1 (x) for all x ∈ R X . Under the null hypothesis, H 0 : m 1 = m 2 and under the alternative
on some open interval of R X . The test statistics given in (2.5) and (2.6) may still be used but at the significance level α, the null hypothesis is rejected when their values are either larger than z 1−α/2 γ 0 (or z 1−α/2 τ 0 ) or smaller than z α/2 γ 0 (or z α/2 τ 0 ).
Remark 3. In some situations, as explained in Section 1, it may happen that the conditional location function (1.2) for a given function J(·) cannot be consistently estimated due to the presence of censoring. It is typically the case if two conditional means have to be compared, with J(s) = I(0 ≤ s ≤ 1). However, this problem can be avoided in many situations if the models (1.1) satisfy stronger assumptions. For example, in the classical homoscedastic case, where the error distribution is the same in both models and independent of the covariate, the null hypothesis is equivalent to the equality of two regression curves with a functionJ(·) (having the same properties as J(·)) chosen in an appropriate way. Indeed, for j = 1, 2, consider the models
j (s|x)J(s)ds and ε j is independent of X j , and suppose that ε 1 and ε 2 have the same distribution F ε . In that case, it easy to prove that F −1
Now consider a score functionJ(·). The conditional location functions defined with respect toJ(·) are, for j = 1, 2,
This means that if the null hypothesis holds for a particular choice of the score function J(·), it will necessarily hold for any other choice of J(·). Therefore this function can be chosen in a convenient way in order to have consistent estimators of the location functions.
Remark 4. An interesting extension is the problem of testing the equality of k regression curves versus an ordered alternative. We have
where some of the above inequalities have to be strict on some open interval. A direct way to generalize our procedures would be to define a "reference" curve between two consecutive curves:
for some particular j, 1 ≤ j ≤ k − 1. This choice guarantees that
with some of the inequalities being strict under the alternative hypothesis (and the same is obviously true for E[m s (X s ) − m R (X s )], s = 1, . . . , k). Therefore, based on these relations, estimators of the above quantities (computed in the same way as in Section 2) can be constructed and compared to test the equality of the k curves versus an ordered alternative.
Remark 5. In order to use the testing procedures described above, the variances of the statistics T n1 and T n2 under the null hypothesis are needed. Unfortunately, those variances are too complicated and contain too many unknown quantities. Alternatively, we use a bootstrap procedure to estimate the critical values of the tests in practical situations. The method is based on a smoothed version of the naive bootstrap described in Efron (1981) adapted to the regression context.
The main idea of the smooth bootstrap consists of replacing the regular bootstrap observations resampled from an empirical estimator of a distribution function by observations resampled from an estimator of the corresponding density. Suppose that bootstrap resamples are needed from a general distribution estimatorĤ. Under the naive bootstrap, the bootstrap observations, say ν * b , are simulated according to the discrete probability mass function given byĤ. Instead, under the smooth bootstrap, the bootstrap observations are of the form ν * b + ωS b , where ν * b are drawn fromĤ, S b are random variables with mean zero and variance one simulated independently from ν * b , and ω is a small constant. The term ωS b adds a small perturbation to the original bootstrap observation, and makes the procedure equivalent to resampling from a density estimator.
In our case, the general idea described above will be applied to the residuals of the regression models. Basically, we will need to reconstruct the regression models on the basis of bootstrap samples. For that purpose, in each population, we need to draw resamples of residuals from the estimator of the conditional distribution of the error given the covariate.
The idea of the smooth bootstrap appears when those bootstrap residuals are drawn from a smoothed version of the empirical estimators of the conditional distribution by using the method described above.
More precisely, the bootstrap algorithm for our testing procedure consists of the following steps. For B fixed and b = 1, . . . , B,
1. For j = 1, 2 and i = 1, . . . , n j :
• Let Y * ijb =m R (X ij ) +ε * ijb , whereε * ijb is drawn from a smoothed version of the empirical distributionF ε j (·|X ij ), as described above (that is,ε * ijb =ν * ijb +ω j S ijb , withν * ijb simulated fromF ε j (·|X ij ), S ijb is a random variable with mean zero and variance one, and ω j is a small constant).
• Similarly, select C * ijb from a smoothed version ofĜ j (·|X ij ), the Beran (1981) estimator of the distribution G j (·|X ij ) = P (C j ≤ ·|X ij ) obtained by replacing ∆ ij by 1 − ∆ ij in the expression ofF j (·|X ij ).
• Similar bootstrap procedures were used in other testing problems in nonparametric regression (see, for instance, Pardo-Fernández et al., 2007, or Pardo-Fernández and Van Keilegom, 2006) . Neumeyer (2006 Neumeyer ( , 2009 proved the consistency of this type of smooth bootstrap mechanisms in nonparametric regression problems with complete data. A formal proof of the consistency of the described bootstrap in the present context of censored regression is beyond the scope of the present article, although we believe that some of the ideas used in Neumeyer (2009) could be borrowed to the present setting.
The two bootstrap samples are
{(X ij , Z * ijb , ∆ * ijb ), i = 1, . . . , n j } for j = 1, 2.
Simulations
In this section we present the results of a simulation study which illustrates the practical performance of the proposed tests based on the bootstrap mechanism described in Remark 5. For the sake of simplicity, the function p is chosen to be the constant p(x) = 0.5, and the weight functions are w 1 (x) = w 2 (x) = 1, for all x.
We choose J(s) = 0.75 −1 I(0 ≤ s ≤ 0.75) as the score function in the definition of the conditional location functions, which corresponds to conditional trimmed means. The regression models considered in the simulations are:
Model (i) corresponds to the null hypothesis, while models (ii), (iii), (iv) and (v) correspond to the alternative hypothesis.
In each population (j = 1 or 2), the distribution of the covariates is Uniform in [0, 1]. The conditional distribution of the errors ε j given X j = x is exponential of parameter λ j (x), recentered in such a way that The censoring variables are given by the model C j = m j (X j )+ρ j , where the conditional survival function of ρ j given that X j = x is chosen to be 1 − F
with β j > 0. The value β j controls the amount of censored data. In fact, this censoring mechanism allows us to have the same amount of censoring over the whole support of the covariates and it is easy to see that the expected proportion of uncensored data in each population is (1 + β j ) −1 . The case β j = 1/3 (25% of censoring) will be considered in the simulations. Note that the choice of the function J is reasonable under the proposed censoring mechanism. The tables display the observed proportion of rejections in 1000 trials for sample sizes (n 1 , n 2 ) = (50, 50), (50, 100) and (100, 100). In all cases we worked with B = 100 bootstrap replications and significance levels α = 0.05 and α = 0.10. For the kernel needed to calculate the weights that appear in the Beran estimator, we choose the kernel of Epanechnikov K(u) = 0.75(1 − u 2 )I(|u| < 1).
Concerning the choice of the smoothing parameters a jn , in the tables we show the results obtained for two choices of the bandwidths, depending on the sample sizes: a j = 1.5n −3/10 j and a j = 2n −3/10 j . For n j = 50, the bandwidths are 0.46 and 0.62, respectively; for n j = 100, the bandwidths are 0.38 and 0.50, respectively. The selection of the smoothing parameters is still an open question in most testing problems in nonparametric regression setups, and so far there is no automatic method to choose them, especially in a censored data setup. In practical applications, as we will do in the next section, the test can be performed for a large range of bandwidths and a decision can be made on the basis of the resulting p-values.
The variables S ijb needed in the smooth version of the bootstrap are constructed with a standard normal random variable multiplied by ω j = 0.1a jn , where a jn is the bandwidth used to construct the Nadaraya-Watson weights in each population. With these choices, a small perturbation is added to the values resampled from the empirical distribution functions, as recommended in the smooth bootstrap. Table 1 displays the results of the tests for models (i) − (v) under the assumption of homoscedasticity, according to (4.1). For model (i), the level is well approximated for both choices of the bandwidth. On the other hand, the tests reach reasonable power under models (ii) − (v). The power increases as the sample sizes increase. The results for both test statistics are very similar in most cases, although the test based on T n2 seems to reach a slightly better power than the test based on T n1 . Similar comments can be made for Table 2 , which displays the analogous results under the assumption of heteroscedasticity, according to (4.2).
[ Tables 1 and 2 (at the end of the manuscript) to be placed around here ]
Data analysis
In this section, we use the proposed methods to analyze a data set related to unemployment duration times. The survey Encuesta de Población Activa (Labour Force Survey) is carried out by the Instituto Nacional de Estadística (Spanish bureau for official statistics) to collect information about employment in Spain. About 60000 homes are surveyed each three months for this purpose. Here, the available information corresponds to unemployed married women in the autonomous region of Galicia (NW of Spain) collected during the period 1987-1997. For each woman, we observe a certain number of variables, including her age at the entrance in the study. In total, 1007 observations are considered, with ages ranging from 19 to 61. Besides, we also know if each woman receives or not any type of public unemployment subsidy during the observation period. An application to these data by using statistical techniques related to censoring and length bias can be found in de Uña-Álvarez, Otero-Giráldez andÁlvarez-Llorente (2003) . Each unemployed woman is followed up for the next 18 months after her entrance in the survey. If a woman is still unemployed when the follow-up ends, then a censored observation appears because the true unemployment duration time cannot be observed. In this data set, 563 observations are censored (55.9%) out of the 1007.
In this framework, if we assume that subsidy can never increase unemployment duration time (due to characteristics of the different subsidies), the following question can be asked: for each age, does the subsidy have a global significant positive effect on the unemployment duration time? To answer this question, we create two groups of observations according to the fact if the woman receives or not a subsidy, and we consider her age as the covariable. The group of women who receive a subsidy consists of 284 observations (143 censored), with ages ranging from 20 to 59. On the other hand, the group of women who do not receive any subsidy consists of 723 observations (420 censored), with ages ranging from 19 to 61. Figure 1 shows the scatter plot of the response variable 'unemployment duration time' (measured in days) versus the covariate 'age' (measured in years). The estimated conditional location functions for each group with J(s) = 0.75
are also included in the graph, obtained with bandwidth equal to 15 in both groups.
We have performed the test based on the statistics T n1 and T n2 for ten values of the bandwidths covering a reasonable range: 11, 12, . . . , 20. The p-values were calculated with 500 bootstrap replications. In all cases, the p-values were less than 0.002. Since several tests are performed, one should apply some correction to prevent troubles from multiple testing. In our case, even if the very conservative Bonferroni's correction is applied to take into account for multiple testing, the null hypothesis is rejected at a level 0.05. This fact confirms the difference between the curves in this example, that is, for each age, the general behavior of the unemployment duration time for the group of women not receiving any subsidy is significantly globally greater than the corresponding time in the group of women who receive the subsidy.
[ Figure 1 (at the end of the manuscript) to be placed around here ]
The following notations are needed in the statement of the asymptotic results given in Section 3.
, and J (s) denotes the first derivative of J(s) with respect to s. For a (sub)distribution L(y|x), we will use
L(y|x) and similar notations will be used for higher order derivatives.
The assumptions needed for the results of Section 3 are listed below.
(A1)(i) na 3 n (log n) −3 → ∞ and na
(iii) K is a density with compact support, uK(u)du = 0 and K is twice continuously differentiable.
(A2)(i) Let T j x be any value less than the upper bound of the support of a random variable with distribution function H j (·|x) such that inf x∈R
(ii) J is three times continuously differentiable, 1 0 J(s)ds = 1 and J(s) ≥ 0 for all 0 ≤ s ≤ 1.
(A3)(i) F X j (x) (the cumulative distribution function of X j , j = 1, 2) is three times continuously differentiable and inf x∈R X f X j (x) > 0.
(ii) w j (x), j = 1, 2, is twice continuously differentiable.
for δ = 0, 1, and whereḟ X j |Z j ,∆ j (x|z, δ) andf X j |Z j ,∆ j (x|z, δ) denote respectively the first and second derivatives of f X j |Z j ,∆ j (x|z, δ) with respect to x.
Proof of Theorem 1. First, easy calculations show that n n 1 n 2 1/2
consists of the random terms caused by the estimatorsF j (y|x), j = 1, 2, andm R (x) in (2.5). They are therefore obtained by introducing F j (y|x), j = 1, 2, and m R (x) in (2.5) and using uniform consistency and asymptotic representations for the estimators of those quantities. Those properties can be found (with small adaptations), for example, in Propositions 4.3, 4.5 and 4.8 of Van Keilegom and Akritas (1999) and Theorem 2.3 of González-Manteiga and Cadarso-Suárez (1994) . Next, it is clear that
Note that all the terms of the above expression are sums of zero mean i.i.d. random variables except the last one.
Next, we treat E n 1,2 , E n 2,2 , E n 1,1 and E n 2,1 . Since E n 2,2 and E n 2,1 are double sums only using one sample, we first remove terms for which i = j. That leads to
We go on expanding E n 2,k , k = 1, 2, with
. . , n k and k = 1, 2, since
for all x ∈ R X and for all y ≤ T k x . Note that the term O(a 3 n ) in the second equality of (A.1) is obtained from the third terms of the Taylor expansions of order two for f X k (X ik − ua n ) and h δ,k (z|X ik − ua n ) which lead after integration to uniformly bounded terms of order
In a similar way, using three Taylor expansions of order 2, we get
2 )) with respect to x 1 .
Note that for
for any R > 0. Since E[A * k (V i , V j )] = 0, the terms for which i, j = l, m are zero. The terms for which either i or j equals l or m and the other differs from l and m, are also zero, because, for example when i = l and j = m,
Thus, only the 2n k (n k − 1) terms for which (i, j) equals (l, m) or (m, l) remain. Since
The case (i, j) equals (m, l) is treated similarly. It now follows that
. By (A.1), (A.2), (A.3), we finally obtain
The terms E n 1,2 and E n 1,1 are treated in a very similar way such that
and both first terms of E n 2,k and E n 1,3−k are sums of i.i.d random variables with zero means. Since E n 1,3−k , E n 2,k for k = 1, 2, and E n 3,2 don't depend on the difference between m 2 (·) and m 1 (·), they are involved in the asymptotic representation for any hypothesis (H 0 , H 1n or H 1 ). E n 3,1 is null under H 0 , negligible under H 1n and modifies the variability of the asymptotic representation under H 1 . Applications of the central limit theorem finish the proof.2
Proof of Theorem 2. First, write
Clearly,
. We now focus on E n 1 . Using the asymptotic expansion ofm 1 (·) − m 1 (·), it can be written as
Both terms above are therefore double sums and E n 2 can be treated similarly. Now, following the lines of Theorem 1 (for the treatment of E n k,l , k, l = 1, 2),
where w j (·) is two times differentiable. Therefore, the first term of E n j , j = 1, 2, is a sum of i.i.d. random variables with zero mean and arguments similar to the end of Theorem 1 finish the proof. Figure 1 : Scatter plot and estimated conditional location curves of the response variable 'unemployment duration' (in days) versus the covariate 'age' (in years) of the group of women receiving any subsidy (in blue) and the group of women not receiving any subsidy (in red). Circles represent uncensored observations, crosses represent censored observations. Table 1 : Empirical proportion of rejections of the test based on the statistic T n1 and T n2 under models (i)-(vi). The regression models are homoscedastic, as given in (4.1).
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