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ON THE EXISTENCE OF HOPF BIFURCATIONS IN THE SEQUENTIAL
AND DISTRIBUTIVE DOUBLE PHOSPHORYLATION CYCLE
CARSTEN CONRADI1, ELISENDA FELIU2, MAYA MINCHEVA3
Abstract. Protein phosphorylation cycles are important mechanisms of the post translational
modification of a protein and as such an integral part of intracellular signaling and control. We
consider the sequential phosphorylation and dephosphorylation of a protein at two binding sites.
While it is known that proteins where phosphorylation is processive and dephosphorylation is
distributive admit oscillations (for some value of the rate constants and total concentrations)
it is not known whether or not this is the case if both phosphorylation and dephosphorylation
are distributive. We study four simplified mass action models of sequential and distributive
phosphorylation and show that for each of those there do not exist rate constants and total
concentrations where a Hopf bifurcation occurs. To arrive at this result we use convex parameters
to parameterize the steady state and Yang’s Theorem.
1. Introduction
Protein phosphorylation cycles consist of three proteins, a substrate S and two enzymes K and
F . One enzyme, the kinase K attaches phosphate groups to the substrate and hence phospho-
rylates the substrate while the other, the phosphatase F , removes phosphate groups and hence
dephosphorylates the substrate. Protein phosphorylation cycles are important mechanisms of
post-translational modification of a protein and as such an integral part of intracellular signaling
and control [10]. Often phosphorylation and dephosphorylation follow a sequential and distributive
mechanism as depicted in Fig. 1a: in each encounter of S and either K or F exactly one binding
site is (de)phosphorylated. If either phosphorylation or dephosphorylation follows a processive
mechanism, then at least two binding sites are (de)phosphorylated in each encounter of S and
either K or F (cf. Fig. 1b & 1c). Here we study the sequential and distributive phosphorylation
of a protein S at two binding sites as depicted in Fig. 1a.
Mathematical models of both processive and distributive phosphorylation have been extensively
studied and it is known that they admit complex dynamics (see e.g. [10], [17] or [24] and the many
references therein). The mass action model of the sequential and distributive phosphorylation
cycle depicted in Fig. 1a is arguably one of the – mathematically – best studied and challenging
systems of post translational modification: both multistationarity (the existence of at least two
positive steady states) and bistability (the existence of two locally stable positive steady states)
have been established (cf. for example [6, 7] for multistationarity, [18] for bistability). In fact it
has been shown that this mass action model admits at most three positive steady states [13, 26].
In contrast purely processive phosphorylation cycles have a unique stable steady state [9], while
the mixed cycles depicted in Fig. 1b and 1c have a unique steady state that might not be stable,
and admit oscillations [8]. Distributive steps therefore seem to be involved with the emergence of
oscillations, in particular as in more involved combinations of distributive and processive steps,
oscillations have been reported as well [10, 21].
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(a) Distributive phosphoryla-
tion and dephosphorylation
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(b) Processive phosphoryla-
tion, distributive dephosphory-
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K
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K
S2
F
(c) Distributive phosphoryla-
tion, processive dephosphoryla-
tion
Figure 1. Phosphorylation cycles describing the phosphorylation of S at two
binding sites. S0 unphosphorylated S, S1 and S2 mono- and bi-phosphorylated
S. Only in the distributive (de)phosphorylation steps mono-phosphorylated S1 is
released.
Interestingly, oscillations have not been reported for the cycle depicted in Fig. 1a, despite
considerable effort by different research groups. One avenue to establish oscillations is to determine
values of rate constants and concentration variables where a supercritical Hopf bifurcation occurs,
see e.g. [19]. In [12] Hopf bifurcation points have been located in the parameter space of a variety of
models from the systems biology literature. In [12, Section 5.36] a simplification of the mass action
model of Fig. 1a is examined. The authors provide steady state concentration values and rate
constants of a candidate Hopf bifurcation point. (The rate constants are provided indirectly since
they can be computed from the ‘convex parameters’ the authors use, cf. Section 3.2). Applying
Yang’s Theorem [27] (see also Proposition 1), however, shows that at this point no Hopf bifurcation
occurs: the candidate point satisfies the conditions of Proposition 1 on the Hurwitz determinants
but it fails the condition on the constant coefficient of the characteristic polynomial. Thus it cannot
be a point of Hopf bifurcation, for more details see the discussion in Section 6. In summary, to
the best of our knowledge, for the mass action model of the phosphorylation cycle in Fig. 1a nor
simplifications of it, neither Hopf bifurcations nor oscillations have been reported to date.
In this paper we work towards solving the problem of existence or non-existence of Hopf bi-
furcations for the double phosphorylation network. We follow the strategy outlined in [8] and as
in [12] we use convex parameters (see Section 3.2). As in [12] we consider simplifications of the
mass action model derived from Figure 1a. Specifically we consider all four mass action networks
derived from Fig. 1a that contain only two (out of four possible) enzyme-substrate complexes.
This is done for two reasons: first, the four networks are biochemically interesting and hence
worth studying by themselves (cf. Remark 3). Second, while it is trivial to see that three of the
models do not admit Hopf bifurcations, the fourth model displays a nice structure that can be
explored, even when all parameters treated as unknown, by performing symbolic computations.
The paper is organized as follows: in Section 2 we introduce the notation. We further recall
convex parameters and Yang’s Theorem for Hopf bifurcations in Section 3. In Section 4 we
motivate the mass action models studied in this paper. In Section 5 we prove that for none of
the four mass action models Hopf bifurcations are possible: for each mass action model we show
that there do not exist parameter values such that a Hopf bifurcation occurs (this is Theorem 1).
The proof of the theorem relies on large symbolic computations that we present in the Maple
Supplementary File ‘SupplMat1.mw’ (see also ‘SupplMat1.pdf’ for a pdf version). In Section 6
we comment in more detail on the candidate point presented in [12].
2. Notation
We consider systems of n chemical species A1, . . . , An and r chemical reactions of the form
nÿ
i“1
αijAi
κj
ÝÑ
nÿ
i“1
βijAi, j “ 1, 2, . . . r,
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where the integer numbers αij ě 0, βij ě 0 are the stoichiometric coefficients and κj ą 0 the
rate constants. We use xi to denote the concentration of species Ai. Throughout this paper we
will assume that all reactions are governed by mass action kinetics, that is, the reaction rate is
proportional to the product of the concentrations of the reacting species. Then the reaction rate
vjpκ, xq of the j-th reaction is
vjpκ, xq “ κj
nź
i“1
x
αij
i . (1)
With this, the above reaction network defines the following system of ordinary differential equa-
tions
9x “ Nvpκ, xq, (2)
where N is the stoichiometric matrix. Here N is of dimension nˆr and vpκ, xq of dimension rˆ1.
The ij-th entry of N is given by the difference of the stoichiometric coefficients:
Nij “ βij ´ αij .
Let diagpκq be the diagonal r ˆ r matrix of rate constants
diagpκq “ diagpκ1, κ2, . . . , κnq
where the κi coordinate of a r-dimensional vector κ is the ri, is entry of diagpκq. Let Y be the
n ˆ r matrix whose column vectors yj contain the stoichiometric coefficients αij of the reactant
of the j-th reaction. The matrix Y is sometimes called the kinetic order matrix. Given vectors
x, y P Rn, we use the notation xy “
śn
i“1 x
yi
i . Then the columns of Y define the monomial vector
ψpxq “
¨
˚˝x
y1
...
xyr
˛
‹‚
and vpκ, xq can be written as the product
vpκ, xq “ diagpκqψpxq.
For example the reaction network
S0 `K
κ1ÝÝáâÝ
κ2
KS0
κ3ÝÝÑ S1 `K
consists of the three reactions
S0 `K
κ1ÝÝÑ S0K, S0K
κ2ÝÝÑ S0 `K and S0K
κ3ÝÝÑ S1 `K
among the four species S0, K, S1 and S0K taken in that order as species A1 through A4. The
stoichiometric coefficients of the first reaction are α11 “ α21 “ β41 “ 1 and α31 “ α41 “ β11 “
β21 “ β31 “ 0. The differences βi1 ´ αi1 define the first column of the following stoichiometric
matrix (the remaining columns are defined in a similar way):
N “
»
——–
´1 1 0
´1 1 1
0 0 1
1 ´1 ´1
fi
ffiffifl .
With mass action kinetics, the reaction rate vector is
vpk, xq “
¨
˝κ1x1x2κ2x4
κ3x4
˛
‚“
»
– κ1 0 00 κ2 0
0 0 κ3
fi
fl
¨
˝x1x2x4
x4
˛
‚.
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The kinetic order matrix is
Y “
»
——–
1 0 0
1 0 0
0 0 0
0 1 1
fi
ffiffifl .
3. Background
3.1. Yang’s criterion for Hopf bifurcations. In this subsection we review Yang’s criterion to
detect Hopf bifurcations. This subsection closely follows [8, Section 2.3].
Given a parameter dependent ODE system 9x “ gµpxq, if a single complex-conjugate pair of
eigenvalues of the Jacobian matrix crosses the imaginary axis, while all other eigenvalues remain
with negative real parts (as parameters vary), then a simple Hopf bifurcation occurs. If the Hopf
bifurcation is supercritical, then it generates oscillations or periodic orbits for nearby parameter
values [20]. We will use a criterion of Yang for the existence of Hopf bifurcations in terms of
Hurwitz-matrix determinants (Proposition 1). Using Yang’s criterion is convenient since we can
avoid the explicit computation of the eigenvalues of the Jacobian, which is usually not possible
for parametric matrices.
The setup of the criterion is as follows. Let an ODE system be parametrized by a single
parameter µ P R:
9x “ gµpxq ,
where x P Rs, and gµpxq varies smoothly in µ and x. Let x
˚ P Rs be a steady state of the ODE
system for some fixed value µ0, that is, gµ0px
˚q “ 0. Furthermore, we assume that we have a
smooth curve of steady states around µ0:
µ ÞÑ xpµq (3)
that is, gµ pxpµqq “ 0 for all µ close enough to µ0 such that xpµ0q “ x
˚. By the Implicit Function
Theorem, this curves exists if the Jacobian of gµ0pxq evaluated at x
˚ is non-singular.
Consider the characteristic polynomial of the Jacobian matrix Jac gµ of gµ, evaluated at xpµq:
pµpzq :“ det pzI ´ Jac gµq |x“xpµq “ a0pµqz
s ` a1pµqz
s´1 ` ¨ ¨ ¨ ` aspµq ,
and for i “ 1, . . . , s, we let Hipµq be the i-th Hurwitz matrix of pµpzq defined below.
Definition 1. The i-th Hurwitz matrix of a univariate polynomial ppzq “ a0z
s`a1z
s´1`¨ ¨ ¨`as
is the following iˆ i matrix:
Hi “
¨
˚˚
˚˝
a1 a0 0 0 0 ¨ ¨ ¨ 0
a3 a2 a1 a0 0 ¨ ¨ ¨ 0
...
...
...
...
...
...
a2i´1 a2i´2 a2i´3 a2i´4 a2i´5 ¨ ¨ ¨ ai
˛
‹‹‹‚ ,
in which the pk, lq-th entry is a2k´l as long as 0 ď 2k ´ l ď s, and 0 otherwise.
We state Yang’s criterion for Hopf bifurcations next.
Proposition 1 (Yang’s criterion [27]). If the above setup holds, then there exists a simple Hopf
bifurcation at x˚ with respect to µ if and only if:
(i) aspµ0q ą 0,
(ii) detH1pµ0q ą 0, detH2pµ0q ą 0, . . . , detHs´2pµ0q ą 0, and
(iii) detHs´1pµ0q “ 0 and
dpdetHs´1pµqq
dµ
|µ“µ0 ‰ 0.
In the following sections we will use it to prove the non-existence of Hopf bifurcations in
subnetworks of the mass action network derived from Fig. 1a. For a reaction network with n
species, if the rank s of the stoichiometric matrix N is not maximal, as it is the case in our
networks, then the dynamics takes place in the invariant s-dimensional linear subspaces x0`imN .
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This implies that 0 is a root of the characteristic polynomial of Nvpκ, xq with multiplicity n ´ s
and hence it factors as
pκ,xpzq “ z
n´s
`
a0pκ, xqz
s ` a1pκ, xqz
s´1 ` ¨ ¨ ¨ ` aspκ, xq
˘
.
The polynomial a0pκ, xqz
s ` a1pκ, xqz
s´1 ` ¨ ¨ ¨ ` aspκ, xq is the characteristic polynomial of the
Jacobian of the restriction of system (2) to x` imN , and hence we apply Yang’s criterion to this
polynomial.
In practice, one starts by finding specific values κ and a corresponding steady state x˚ such
that
aspκ, x
˚q ą 0, detH1pκ, x
˚q ą 0, . . . ,Hs´2pκ, x
˚q ą 0 and detHs´1pκ, x
˚q “ 0. (4)
Afterwards, one checks for one of the parameters of the system, which becomes µ, whether
dpdetHs´1pκ,x˚qq
dµ
|µ“µ0 ‰ 0. If there is no value of κ and corresponding positive steady state x
˚
that satisfies (4), then the system does not admit Hopf bifurcations.
3.2. Convex parameters. By the previous subsection, in order to determine whether a Hopf
bifurcation can arise in our systems, we need to analyze the Jacobian matrix of the right-hand
side of (2) for all possible values of rate constants κ and positive steady states x˚. Here we
reparametrize the Jacobian matrices using so-called convex parameters. These parameters where
introduced by B. Clarke in [4] to analyze the stability of the mass action reaction system (2), in
the context of Stoichiometric Network Analysis (SNA) theory.
A positive steady state x˚ P Rną0 of (2) satisfies the polynomial system N diagpκqψpx
˚q “ 0. At
a positive steady state x˚ of (2), the rate functions v “ vpκ, x˚q satisfy the linear problem
Nv “ 0, v ě 0. (5)
The vector v is referred to as a flux vector in the SNA theory [3]. The solutions v of (5) define
a convex polyhedral cone called the flux cone. Convex polyhedral cones have a finite number of
extreme vectors up to a scalar positive multiplication [22]. Therefore, any flux vector v can be
represented as a nonnegative linear combination of its extreme vectors tE1, . . . , Elu
v “
lÿ
i“1
λiEi “ Eλ, all λi ě 0, (6)
where E is the matrix with columns E1, . . . , El and λ “ pλ1, . . . , λlq.
Remark 1 (cf. [22]). (a) The vectors E1, E2, . . . , El need not be linearly independent.
(b) If all extreme vectors E1, . . . , El are unit vectors, then their choice is unique.
(c) When v “ vpκ, x˚q and x˚ P Rną0, then all components of v are positive. This might
impose some restrictions on the possible values of λ in (6).
The nonnegative coefficients λ1, . . . , λl in (6) are often referred to as convex parameters in
the literature. However, they do not account alone for all new parameters - the other group of
parameters used in SNA theory are reciprocals of each positive steady state coordinate x˚k ą 0.
They are denoted by
hk “
1
x˚k
, k “ 1, . . . , n. (7)
Definition 2. A vector of convex parameters is a vector of the form ph, λq “ ph1, . . . , hn, λ1, . . . , λlq P
R
n
ą0 ˆ R
l
ě0 such that Eλ P R
r
ą0.
The convex parameters are convenient for parameterizing the Jacobian Jpκ, xq evaluated at a
positive steady state x “ x˚. To see this, note that the pj, iq-th entry of the Jacobian of vpκ, xq
evaluated at x˚ is
B vjpκ, xq
B xi |x“x˚
“
αijvjpκ, x
˚q
x˚i
“ αijvjpκ, x
˚q 1
x˚
i
.
6 CARSTEN CONRADI1, ELISENDA FELIU2, MAYA MINCHEVA3
Hence, the Jacobian of Nvpκ, xq evaluated at x˚ is
Jpκ, xq|x“x˚ “ N diagpvpκ, x
˚qqY T diagp 1
x˚
q,
where we use the vector notation
1
x
“
´ 1
x1
, . . . ,
1
xn
¯T
.
Using now (6) and (7) to write vpκ, x˚q “ Eλ, the Jacobian of Nvpκ, xq evaluated at x˚ can be
written as
Jpκ, xq|x“x˚ “ Jph, λq “ N diagpEλqY
T diagphq, (8)
with ph, λq a vector of convex parameters. Therefore, given a vector of rate constants κ and a
corresponding positive steady state x˚, there exist convex parameters ph, λq such that equality (8)
holds.
Conversely, given convex parameters ph, λq, we define x˚ “ 1{h and let
κ “ diagpψphqqEλ,
which is a positive vector since all entries of Eλ are positive. Then, using that ψjpxq
´1 “ ψjpx
´1q,
we obtain vpκ, x˚q “ diagpκqψpx˚q “ Eλ, and equality (8) holds as well. This proves the following
proposition:
Proposition 2. The set of Jacobian matrices Jpκ, x˚q for all κ and corresponding positive steady
states x˚ is in one-to-one correspondence with the set of matrices defined by the right-hand side
of (8), for all h P Rną0 and λ P R
l
ě0 such that Eλ P R
r
ą0.
The computation of the Jacobian in convex parameters (8) appears in great detail in previous
works [1, 14]. In Section 5, we use the Jacobian in convex coordinates given in (8) and apply
Yang’s Theorem to conclude that there does not exist a point (h,λ) where a Hopf bifurcation
occurs. Using the one-to-one correspondence in Proposition 2 between the two sets of parameters,
this will imply that there do not exist κ and x˚ where a Hopf bifurcation occurs.
Remark 2. The coefficients of the characteristic polynomial of Jpκ, x˚q are homogeneous poly-
nomials in the convex parameters if the Jacobian matrix is parametrized as in (8).
4. The mass action model derived from Fig. 1a and its simplifications
Figure 1a contains four phosphorylation events: the phosphorylation of S0 and S1 and the
dephosphorylation of S2 and S1. At the level of mass action kinetics each of these phosphorylation
events can be described by the following reactions (with i “ 0, 1):
Si `K ÝÝáâÝ KSi ÝÝÑ Si`1 `K and Si`1 ` F ÝÝáâÝ FSi`1 ÝÝÑ Si ` F.
Consequently, if all phosphorylation events depicted in Fig. 1a are described at the mass action
level one obtains the following reaction network:
S0 `K
κ1ÝÝáâÝ
κ2
KS0
κ3ÝÝÑ S1 `K
κ4ÝÝáâÝ
κ5
KS1
κ6ÝÝÑ S2 `K
S2 ` F
κ7ÝÝáâÝ
κ8
FS2
κ9ÝÝÑ S1 ` F
κ10ÝÝáâÝ
κ11
FS1
κ12ÝÝÑ S0 ` F.
(N )
To apply Yang’s Theorem one has to compute Hurwitz determinants (see Section 3.1 above).
These are determinants of matrices that are composed of the coefficients of the characteristic
polynomial of the Jacobian of the ODEs defined by N . In order to show whether or not there
exist some values of the rate constants where a Hopf bifurcation occurs, we have to treat all rate
constants as fixed but unknown. The coefficients of the characteristic polynomial may contain
several hundred terms (cf. the supporting information of [7]). To facilitate the analysis we consider
the following simplifications of N :
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(i) We consider only the forward reaction of the reversible reactions
Si `K ÝÝáâÝ KSi and Si`1 ` F ÝÝáâÝ FSi`1.
This is a reasonable assumption if the rate constants for the reversible reactions are small.
(ii) We consider only two of the four enzyme-substrate complexes KS0, KS1, FS2 and FS1.
There are six ways to choose two complexes out of four. Due to the symmetry of the ODE system
obtained by interchanging K and F , S0 and S2, and relabeling the rate constants as appropriate,
it suffices to consider the following four simplified networks derived from N :
‚ The network containing only KS0 and FS2:
K ` S0
κ1ÝÝÑ KS0
κ2ÝÝÑ K ` S1
κ3ÝÝÑ K ` S2
F ` S2
κ4ÝÝÑ FS2
κ5ÝÝÑ F ` S1
κ6ÝÝÑ F ` S0.
(N1)
‚ The network containing only KS0 and FS1 (mathematically equivalent to the network
containing only FS2 and KS1):
K ` S0
κ1ÝÝÑ KS0
κ2ÝÝÑ K ` S1
κ3ÝÝÑ K ` S2
F ` S2
κ4ÝÝÑ F ` S1
κ5ÝÝÑ FS1
κ6ÝÝÑ F ` S0.
(N2)
‚ The network containing only KS0 and KS1 (mathematically equivalent to the network
containing only FS2 and FS1):
K ` S0
κ1ÝÝÑ KS0
κ2ÝÝÑ K ` S1
κ3ÝÝÑ KS1
κ4ÝÝÑ K ` S2
F ` S2
κ5ÝÝÑ F ` S1
κ6ÝÝÑ F ` S0.
(N3)
‚ The network containing only KS1 and FS1:
K ` S0
κ1ÝÝÑ K ` S1
κ2ÝÝÑ KS1
κ3ÝÝÑ K ` S2
F ` S2
κ4ÝÝÑ F ` S1
κ5ÝÝÑ FS1
κ6ÝÝÑ F ` S0.
(N4)
Remark 3. A well-known simplification of mass action networks is based on the Michaelis-Menten
approximation. We view our simplification as similar in spirit but with different focus and hence
concurrent. To see this recall that to simplify a reaction network based on the Michaelis-Menten
approximation, a mass action network of the form
Si ` E ÝÝáâÝ ESi ÝÝÑ Si`1 `E (9)
is replaced by a network of the form
Si
vMMÝÝÝÑ Si`1,
where vMM is the familiar Michaelis-Menten kinetics
vMM “
kcatE0Si
Km ` Si
,
with catalytic constant kcat, total enzyme concentration E0 and Michaelis-Menten constant Km.
This is a standard practice of model simplification, for example if the condition formulated by
Briggs and Haldane holds [11]; see [15, 16] for the mathematical study of this reduction. In [25] it
is shown that the dynamical system that arises from the Michaelis-Menten approximation of the
full network N does not exhibit periodic orbits.
A particular feature of the Michaelis-Menten kinetic vMM is that it is approximately linear
in Si for small values of Si and approximately constant for very large values. Thus the sim-
plification based on the Michaelis-Menten approximation covers, for example, the saturation of
available enzyme with substrate very well. However, it does not capture the influence of varying
concentrations of the free enzyme E.
In our simplification we replace a mass action network of the form (9) by a mass action network
of the form
Si ` E
κ
ÝÝÑ Si`1 ` E,
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where, according to the law of mass action the reaction rate is
vMA “ κ ¨ Si ¨E.
Clearly, vMA is linear in Si, hence for small values of Si and values of E close to its total con-
centration E0 the two reaction rates vMA and vMM behave similar. However, vMA is not able to
reproduce the saturation of enzyme by the substrate. But it does capture the influence of varying
concentrations of free enzyme E. Hence for some values of E and Si our simplification behaves
similar to the one based on the Michaelis-Menten approximation, but not everywhere. Moreover,
our simplification covers the influence of varying concentrations of E.
In summary, the simplification based on the Michaelis-Menten approximation on the one hand
is well suited to describe the saturation of the enzyme with substrate but does not account for the
influence of varying concentrations of free enzyme. Our simplification on the other hand cannot
account for enzyme saturation, but for the influence of varying concentrations of free enzyme.
Moreover, for small values of the substrate concentration and for concentrations of free enzyme
close to its total amount both simplifications behave similar. Hence we view our simplification
as biochemically concurrent to the one based on the Michaelis-Menten approximation. Both
simplifications fail to accommodate the complete behavior of the distributive and sequential double
phosphorylation cycle of Fig. 1a. But both cover different but equally important aspects of its
behavior and hence are well worth studying.
Remark 4. If any of the networks N1 – N4 had a Hopf bifurcation giving rise to oscillations,
that is, periodic solutions, then by [2], so would the full mechanism in N .
5. Absence of Hopf bifurcations
In this section we apply Proposition 1, using the discussion after it, to the networks N1 – N4.
To this end we use equation (8) to determine the Jacobian matrices J1ph, λq, . . . , J4ph, λq of
networks N1 – N4. The computations are done symbolically and can be found in the supporting
file ‘SupplMat1.mw’.
We first comment on some common features of the networks:
Remark 5. (i) Every network consists of 7 species and 6 reactions.
(ii) The stoichiometric matrix of every network has rank s “ 4, as every network has three
conserved quantities (the total amount of substrate, kinase and phosphatase).
(iii) For every network the cone (5) is spanned by two nonnegative vectors v0 and v1 such that
λ1v0 ` λ2v1 is a positive vector if and only if λ1, λ2 ą 0.
Observe that a scaling αλ of the vector λ “ pλ1, λ2q with α ą 0 translates into a scaling ακ
of the vector of rate constants κ under the correspondence of parametrizations in Proposition 2.
Further x˚ is a steady state for κ if and only if it is for ακ and the Jacobian Jpκ, x˚q satisfies
the hypotheses of Yang’s Theorem if and only if Jpακ, x˚q does. Hence, it is enough to take
one of λ1, λ2 to be one (since both are positive), and we let the elements in the kernel of the
stoichiometric matrices Ni be of the form
v0 ` λv1.
Therefore, we consider every Jacobian matrix Jiph, λq according to equation (8) parametrized by
8 parameters: the parameter λ and h1, . . . , h7.
By Remark 5 (i) and (ii) it follows that the characteristic polynomial of every Jacobian Jiph, λq
is a degree 7 polynomial of the form
z3
`
a0ph, λqz
4 ` . . .` a3ph, λqz ` a4ph, λq
˘
,
where each ai depends on the 8 parameters λ, h1, . . . , h7 (cf. the file ‘SupplMat1.mw’). Following
the discussion after Proposition 1, for each network we compute a4ph, λq, detH1ph, λq, detH2ph, λq
and detH3ph, λq (cf. Definition 1) and show the following proposition:
Proposition 3. With the notation above, we have
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(i) Network N1: detH1ph, λq and detH2ph, λq contain only positive monomials, a4ph, λq and
detH3ph, λq contain monomials of both signs. But detH3ph, λq is positive whenever a4ph, λq ą
0 (Proposition 4 in Section 5.1).
(ii) Network (N2) and (N3): detH1ph, λq, detH2ph, λq and detH3ph, λq contain only positive
monomials, a4ph, λq contains monomials of both signs. Thus detHiph, λq ą 0, i “ 1, 2, 3 for
positive h and λ and in particular, detH3ph, λq ‰ 0.
(iii) Network N4: detH1ph, λq, detH2ph, λq and detH3ph, λq and a4ph, λq contain only positive
monomials. As in case of N2 and N3, one has detHiph, λq ą 0, i “ 1, 2, 3 for positive h and
λ and in particular, detH3ph, λq ‰ 0.
In particular, this proposition (which is proven below) tells us that in all four networks,
detH3ph, λq ‰ 0 whenever a4ph, λq ą 0. As a consequence we obtain the following theorem.
Theorem 1. For the networks N1 – N4 there do not exist rate constants κ and a corresponding
positive steady state x˚ that satisfy the conditions (i)-(iii) of Proposition 1. Thus, in particular,
there do not exist κ and x˚ such that a Hopf bifurcation occurs.
Proof. By Proposition 3 and the correspondence between the two parametrizations of the Jacobian
given in Proposition 2, there do not exist κ and a corresponding positive steady state x˚ such
that the corresponding Hurwitz determinant detH3pκ, x
˚q vanishes and the coefficient of lowest
degree of the characteristic polynomial a4pκ, x
˚q is positive. Hence there is no choice of pκ, x˚q
such that Jpκ, x˚q satisfies (4) nor Proposition 1, and hence each of the networks does not admit
a Hopf bifurcation. 
Remark 6. By [23], the networks N1, N2 and N3 are multistationary, while N4 is not. Hence,
by [5], the coefficient of lowest degree of the Jacobian must vanish for some κ and positive steady
state x˚, and consistently a4ph, λq must contain monomials of both signs.
All that remains is to show Proposition 3. This is done through a combination of mathemat-
ical reasoning aided by symbolic computations performed in Maple and Mathematica. In the
following subsections we present for each network the stoichiometric matrix Ni, the kinetic order
matrix Yi, the matrix Ei whose columns are vectors v0 and v1 that generate the cone (5) and the
Jacobian matrix Jiph, λq. Where appropriate we then the coefficient a4ph, λq and the determi-
nants of the Hurwitz matrices detHiph, λq. The computations are given in the supplementary file
‘SupplMat1.mw’.
5.1. NetworkN1. We denote by x1, x2, x3, x4, x5, x6, x7 the concentrations ofK,F, S0, S1, S2,KS0, FS2
respectively. Then the stoichiometric matrix, the kinetic order matrix and the matrix E1 are
N1 “
»
————————–
´1 1 0 0 0 0
0 0 0 ´1 1 0
´1 0 0 0 0 1
0 1 ´1 0 1 ´1
0 0 1 ´1 0 0
1 ´1 0 0 0 0
0 0 0 1 ´1 0
fi
ffiffiffiffiffiffiffiffifl
, Y1 “
»
————————–
1 0 1 0 0 0
0 0 0 1 0 1
1 0 0 0 0 0
0 0 1 0 0 1
0 0 0 1 0 0
0 1 0 0 0 0
0 0 0 0 1 0
fi
ffiffiffiffiffiffiffiffifl
and E1 “
»
——————–
1 0
1 0
0 1
0 1
0 1
1 0
fi
ffiffiffiffiffiffifl
.
Using convex parameters, the Jacobian matrix in terms h1, . . . , h7, λ as given in (8) is
J1ph, λq “
»
————————–
´h1 0 ´h3 0 0 h6 0
0 ´h2λ 0 0 ´h5λ 0 h7λ
´h1 h2 ´h3 h4 0 0 0
´h1λ ´h2 0 h4p´1´ λq 0 h6 h7λ
h1λ ´h2λ 0 h4λ ´h5λ 0 0
h1 0 h3 0 0 ´h6 0
0 h2λ 0 0 h5λ 0 ´h7λ
fi
ffiffiffiffiffiffiffiffifl
.
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We observe that the coefficient a4ph, λq of the characteristic polynomial contains monomials of
both signs. We compute the associated Hurwitz determinants detH1ph, λq, detH2ph, λq and
detH3ph, λq and obtain that detH1ph, λq and detH2ph, λq are sums positive monomials and that
detH3ph, λq contains monomials of both signs as well. Hence both a4ph, λq and detH3ph, λq
contain monomials of both signs and can potentially be zero.
In the remainder of this section we prove the following:
Proposition 4. Consider the coefficient a4ph, λq and the Hurwitz determinant H3ph, λq of net-
work N1 and given in the file ‘SupplMat1.mw’. Then
if a4ph, λq ą 0, then detH3ph, λq ą 0.
Proof. The coefficient a4pk, λq of the Jacobian is
´ λ2
`
h1h2h3h4 ` h1h2h3h5 ` h1h2h4h5 ` h1h3h4h5 ` h1h3h4h7 ´ h1h4h5h7 ` h2h3h4h5
´ h2h3h4h6 ` h2h4h5h6 ´ h3h4h5h6 ´ h3h4h5h7 ´ h3h4h6h7 ´ h3h5h6h7 ´ h4h5h6h7
˘
.
Since λ2 factors out and it does not affect the sign, we consider
c0 :“ ´h1h2h3h4 ´ h1h2h3h5 ´ h1h2h4h5 ´ h1h3h4h5 ´ h1h3h4h7 ` h1h4h5h7 ´ h2h3h4h5
` h2h3h4h6 ´ h2h4h5h6 ` h3h4h5h6 ` h3h4h5h7 ` h3h4h6h7 ` h3h5h6h7 ` h4h5h6h7.
We show that c0 ą 0 implies detH3 ą 0, omitting the argument of H3. The computations are
performed in Maple, but we explain here the computational procedure for the proof.
We start by noting that c0 can be written as:
b0 “ ph6 ´ h1qph2 ` h5 ` h7qh3h4 ` ph7 ´ h2qph1 ` h3 ` h6qh4h5 ` ph6h7 ´ h1h2qh3h5.
We see immediately that if h1 ą h6 and h2 ą h7, then c0 ă 0. We do not need to study this case.
We consider the case h6 ě h1 and h7 ě h2, such that one of the two inequalities is strict,
otherwise c0 “ 0. In this case c0 ě 0. We introduce new nonnegative parameters v1, v2 and
substitute h6 “ h1 ` v1 and h7 “ h2 ` v2. This encodes the inequalities. We perform this
substitution into detH3 using Maple, expand the new polynomial, and check the sign of the
coefficients. All coefficients in detH3 are positive, meaning that detH3 will be positive in this
case. This holds if v1, v2 ą 0 or if one of the two parameters is set equal to zero.
The latter means that we need to study the case h1 ě h6 and h2 ď h7. We now perform the
substitution h1 “ h6 ` v1 and h7 “ h2 ` v2, again with one of v1 or v2 nonzero. We observe that
if h5 ě h3, then again detH3 is positive. So we restrict to h3 ą h5 and perform the substitution
h3 “ h5 ` v3 into detH3.
When we do that, detH3 has coefficients of both signs, and therefore the sign is not clear. We
have still to impose c0 ą 0 for this scenario. We perform the substitutions into c0 and obtain:
c0 “
`
´2h2h4h5 ´ 2h2h4v3 ´ h2h
2
5 ´ h5h2v3 ´ h4h
2
5 ´ h4h5v3 ´ h4v2v3
˘
v1
` h4h
2
5v2 ` 2h4h5h6v2 ` h4h5v2v3 ` h
2
5h6v2 ` h5h6v2v3
For c0 to be positive, we need v1 to be smaller than the root of c0 seen as a polynomial in v1,
which is:
z1 :“
h5v2 ph4h5 ` 2h4h6 ` h4v3 ` h6h5 ` h6v3q
2h2h4h5 ` 2h2h4v3 ` h2h25 ` h2h5v3 ` h4h
2
5 ` h4h5v3 ` h4v2v3
.
Now, we need to check whether detH3 can be negative when v1 is smaller than z1. To check that,
we make the substitution
v1 “
µ
µ` 1
z1.
Then any number in the interval r0, z1q is of this form for some nonnegative µ. We perform this
substitution in Maple, gather the numerator of the resulting detH3, and confirm that all signs
are positive. Further detH3 is positive even if some of µ, v2, v3 are zero.
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The other case h2 ě h7 and h1 ď h6 is analogous by the symmetry of the system. This finishes
the argument, since we have explored all possibilities for c0 ą 0, and they all give that detH3 is
positive. 
5.2. Network N2. We use the following ordering: x1, x2, x3, x4, x5, x6, x7 for the concentration of
K,F, S0, S1, S2,KS0, FS1 respectively. Under this ordering the stoichiometric matrix, the kinetic
order matrix and the matrix E2 are
N2 “
»
————————–
´1 1 0 0 0 0
0 0 0 0 ´1 1
´1 0 0 0 0 1
0 1 ´1 1 ´1 0
0 0 1 ´1 0 0
1 ´1 0 0 0 0
0 0 0 0 1 ´1
fi
ffiffiffiffiffiffiffiffifl
, Y2 “
»
————————–
1 0 1 0 0 0
0 0 0 1 1 0
1 0 0 0 0 0
0 0 1 0 1 0
0 0 0 1 0 0
0 1 0 0 0 0
0 0 0 0 0 1
fi
ffiffiffiffiffiffiffiffifl
and E2 “
»
——————–
1 0
1 0
0 1
0 1
1 0
1 0
fi
ffiffiffiffiffiffifl
.
With this parametrization, the Jacobian of the system evaluated at a steady state defined by
ph1, . . . , h7, λq is:
J2ph, λq “
»
————————–
´h1 0 ´h3 0 0 h6 0
0 ´h2 0 ´h4 0 0 h7
´h1 0 ´h3 0 0 0 h7
´h1λ h2p´1` λq 0 h4p´1´ λq h5λ h6 0
h1λ ´h2λ 0 h4λ ´h5λ 0 0
h1 0 h3 0 0 ´h6 0
0 h2 0 h4 0 0 ´h7
fi
ffiffiffiffiffiffiffiffifl
.
detH3ph, λq contains only positive monomials and in particular it does not vanish for any positive
h, λ.
5.3. Network N3. We use the following ordering: x1, x2, x3, x4, x5, x6, x7 for the concentration of
K,F, S0, S1, S2,KS0,KS1 respectively. Under this ordering the stoichiometric matrix, the kinetic
order matrix and the matrix E3 are
N3 “
»
————————–
´1 1 ´1 1 0 0
0 0 0 0 0 0
´1 0 0 0 0 1
0 1 ´1 0 1 ´1
0 0 0 1 ´1 0
1 ´1 0 0 0 0
0 0 1 ´1 0 0
fi
ffiffiffiffiffiffiffiffifl
, Y3 “
»
————————–
1 0 1 0 0 0
0 0 0 0 1 1
1 0 0 0 0 0
0 0 1 0 0 1
0 0 0 0 1 0
0 1 0 0 0 0
0 0 0 1 0 0
fi
ffiffiffiffiffiffiffiffifl
and E3 “
»
——————–
1 0
1 0
0 1
0 1
0 1
1 0
fi
ffiffiffiffiffiffifl
.
With this parametrization, the Jacobian of the system evaluated at a steady state defined by
ph1, . . . , h7, λq is:
J3ph, λq “
»
————————–
h1p´1´ λq 0 ´h3 ´h4λ 0 h6 h7λ
0 0 0 0 0 0 0
´h1 h2 ´h3 h4 0 0 0
´h1λ h2p´1` λq 0 h4p´1´ λq h5λ h6 0
0 ´h2λ 0 0 ´h5λ 0 h7λ
h1 0 h3 0 0 ´h6 0
h1λ 0 0 h4λ 0 0 ´h7λ
fi
ffiffiffiffiffiffiffiffifl
.
detH3ph, λq contains only positive monomials and in particular it does not vanish for any positive
h, λ.
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5.4. Network N4. We use the following ordering: x1, x2, x3, x4, x5, x6, x7 for the concentration of
K,F, S0, S1, S2,KS1, FS1 respectively. Under this ordering the stoichiometric matrix, the kinetic
order matrix and the matrix E4 are
N4 “
»
————————–
0 ´1 1 0 0 0
0 0 0 0 ´1 1
´1 0 0 0 0 1
1 ´1 0 1 ´1 0
0 0 1 ´1 0 0
0 1 ´1 0 0 0
0 0 0 0 1 ´1
fi
ffiffiffiffiffiffiffiffifl
, Y4 “
»
————————–
1 1 0 0 0 0
0 0 0 1 1 0
1 0 0 0 0 0
0 1 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 0 1
fi
ffiffiffiffiffiffiffiffifl
and E4 “
»
——————–
1 0
0 1
0 1
0 1
1 0
1 0
fi
ffiffiffiffiffiffifl
.
With this parametrization, the Jacobian of the system evaluated at a steady state defined by
ph1, . . . , h7, λq is:
J4ph, λq “
»
————————–
´h1λ 0 0 ´h4λ 0 h6λ 0
0 ´h2 0 ´h4 0 0 h7
´h1 0 ´h3 0 0 0 h7
h1p1´ λq h2p´1` λq h3 h4p´1´ λq h5λ 0 0
0 ´h2λ 0 0 ´h5λ h6λ 0
h1λ 0 0 h4λ 0 ´h6λ 0
0 h2 0 h4 0 0 ´h7
fi
ffiffiffiffiffiffiffiffifl
.
detH3ph, λq contains only positive monomials and in particular it does not vanish for any positive
h, λ.
6. Discussion
As discussed in the Introduction, in [12, Section 5.36] a simplification of the mass action model
of Fig. 1a is examined and the authors provide steady state concentration values and rate constants
of a candidate Hopf bifurcation point. Here we want to explain how this point fails Yang’s criterion
(Proposition 1).
In [12], the authors consider the following irreversible version of the network N :
S0 `K
κ1ÝÝÑ KS0
κ3ÝÝÑ S1 `K
κ4ÝÝÑ KS1
κ6ÝÝÑ S2 `K
S2 ` F
κ7ÝÝÑ FS2
κ9ÝÝÑ S1 ` F
κ10ÝÝÑ FS1
κ12ÝÝÑ S0 ` F.
(Nf )
In network Nf the constants κ2, κ5, κ8 and κ11 describing the ‘backward’ reactions in the full
network N have been assigned the value zero. Hence the matrix Ef whose columns generate the
cone (5) is
ETf “
„
1 0 1 0 0 0 0 0 0 1 0 1
0 0 0 1 1 1 1 1 1 0 0 0

.
Using x1, x2, x3, x4, x5, x6, x7, x8, x9 for the concentrations of S0,K,KS0, S1,KS1, S2, F, FS2, FS1
respectively one obtains the Jacobian matrix
Jf ph, λq “
»
—————–
´h1λ1 ´h2λ1 0 0 0 0 0 0 h9λ1
´h1λ1 h2p´λ1 ´ λ2q h3λ1 ´h4λ2 h5λ2 0 0 0 0
h1λ1 h2λ1 ´h3λ1 0 0 0 0 0 0
0 ´h2λ2 h3λ1 h4p´λ1 ´ λ2q 0 0 ´h7λ1 h8λ2 0
0 h2λ2 0 h4λ2 ´h5λ2 0 0 0 0
0 0 0 0 h5λ2 ´h6λ2 ´h7λ2 0 0
0 0 0 ´h4λ1 0 ´h6λ2 h7p´λ1 ´ λ2q h8λ2 h9λ1
0 0 0 0 0 h6λ2 h7λ2 ´h8λ2 0
0 0 0 h4λ1 0 0 h7λ1 0 ´h9λ1
fi
ffiffiffiffiffifl
.
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The authors of [12] provide the candidate point where detH5ph
˚, λ˚q “ 0:
h˚1 “ 9.15394021721585 ¨ 10
´6 h˚2 “ 8.438690345203897 ¨ 10
´6 h˚3 “ 9.15394021721585 ¨ 10
´6
h˚4 “ 9.15394021721585 ¨ 10
´6 h˚5 “ 0.0000234589 h
˚
6 “ 0.00391442
h˚7 “ 0.0625077 h
˚
8 “ 0.00391442 h
˚
9 “ 1
λ˚1 “ 1 λ
˚
2 “ 1.
Applying Yang’s criterion we obtain
detH1ph
˚, λ˚q “ 1.13292 detH2ph
˚, λ˚q “ 0.0803339
detH3ph
˚, λ˚q “ 1.7440236556291417 ¨ 10´6 detH4ph
˚, λ˚q “ 2.5421805536611004 ¨ 10´15
detH5ph
˚, λ˚q “ ´1.3900880766102185 ¨ 10´42
a6ph
˚, λ˚q “ ´1.682281311658486 ¨ 10´18.
While detH4ph
˚, λ˚q, detH5ph
˚, λ˚q and a6ph
˚, λ˚q are all very small numbers, detH5ph
˚, λ˚q is
by orders of magnitude smaller. And if 10´42 « 0, then detH4ph
˚, λ˚q and a6ph
˚, λ˚q are clearly
nonzero.
The above point from [12] fails the criterion given in Proposition 1, as a6ph
˚, λ˚q ă 0; even
though detHiph
˚, λ˚q ą 0, i “ 1, . . . , 4 and detH5ph
˚, λ˚q “ 0. This justifies our claim that the
question of whether or not a Hopf bifurcation can occur in the full network N is still open.
Supplementary Material. The Maple computations for the proof of Theorem 1 are provided
in the file ‘SupplMat1.mw’. For the convenience of the readers without access to Maple, we
provide as well as pdf version of the file.
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