Abstract. A set of robots arbitrarily placed on different nodes of an anonymous ring have to meet at one common node and remain in there. This problem is known in the literature as the gathering. Anonymous and oblivious robots operate in Look-Compute-Move cycles; in one cycle, a robot takes a snapshot of the current configuration (Look), decides whether to stay idle or to move to one of its neighbors (Compute), and in the latter case makes the computed move instantaneously (Move). Cycles are asynchronous among robots. Moreover, each robot is empowered by the so called multiplicity detection capability, that is, it is able to detect during its Look operation whether a node is empty, or occupied by one robot, or occupied by an undefined number of robots greater than one. The described problem has been extensively studied during the last years. However, the known solutions work only for specific initial configurations and leave some open cases. In this paper, we provide an algorithm which solves the general problem, and is able to detect all the ungatherable configurations. It is worth noting that our new algorithm makes use of a unified and general strategy for any initial configuration, even those left open by previous works.
Introduction
We study one of the most fundamental problems of self-organization of mobile entities, known in the literature as the gathering problem (see e.g., [8, 10, 14] and references therein). In particular, we consider oblivious robots initially located at different nodes of an anonymous ring that have to gather at a common node and remain in there. Neither nodes nor links are labeled. Initially, each node of the ring is either occupied by one robot or empty. Robots operate in LookCompute-Move cycles. In each cycle, a robot takes a snapshot of the current global configuration (Look), then, based on the perceived configuration, takes a decision to stay idle or to move to one of its adjacent nodes (Compute), and in the latter case it moves to this neighbor (Move), eventually. Cycles are performed asynchronously for each robot. This means that the time between Look, Related Work. The problem of let meet mobile entities on graphs [2, 11, 20] or open spaces [5, 10, 22] has been extensively studied in the last decades. When only two robots are involved, the problem is referred to as the rendezvous problem [1, 4, 6, 11, 23] . Under the Look-Compute-Move model, many problems have been addressed, like the graph exploration and the perpetual graph exploration [3, 12, 13] , while the rendezvous problem has been proved to be unsolvable on rings [20] .
Concerning the gathering, different types of robot disposals on rings (configurations) have required different approaches. In particular, periodicity and symmetry arguments have been exploited. A configuration is called periodic if it is invariable under non-trivial (i.e., non-complete) rotation. A configuration is called symmetric if the ring has a geometrical axis of symmetry, that reflects single robots into single robots, multiplicities into multiplicities, and empty nodes into empty nodes. A symmetric configuration with an axis of symmetry has an edge-edge symmetry if the axis goes through two edges; it has a node-edge symmetry if the axis goes through one node and one edge; it has a node-node symmetry if the axis goes through two nodes; it has a robot-on-axis symmetry if there is at least one node on the axis of symmetry occupied by a robot. In [20] , it is proved that the gathering is not solvable for periodic configurations, for those with edge-edge symmetry, and if the multiplicity detection capability is removed. Then all configurations with an odd number of robots, and all the asymmetric configurations with an even number of robots have been solved by different algorithms. In [19] , the attention has been devoted to the symmetric cases with an even number of robots, and the problem was solved when the number of robots is greater than 18 . These left open the gatherable symmetric cases of an even number of robots between 4 and 18. Most of the cases with 4 robots have been solved in [21] . The remaining ones, referred to as the set SP 4, are symmetric configurations of type node-edge with 4 robots and the odd interval cut by the axis bigger than the even one. They are ungatherable, in general, as outlined in [19] for configurations of 4 robots on a five nodes ring. Actually, specific configurations in SP 4 could be gatherable but requiring suitable strategies difficult to be generalized.
Finally, the case of 6 robots with an initial axis of symmetry of type nodeedge, or node-node has been solved in [8] . Besides the cases left open, a unified algorithm that handles all the above cases is also missing.
Other interesting gathering results on rings concern the case of the so called local weak multiplicity detection. That is, a robot is able to perceive the mul-tiplicity only if it is part of it. On this respect, our assumption in the rest of the paper concerns the global weak multiplicity detection. Whereas, the strong version would provide the exact number of robots on a node.
Using the local weak assumption, not all the cases has been addressed so far. In [16] , it has been proposed an algorithm for aperiodic and asymmetric configurations with the number of robots k strictly smaller than n 2 , with n being the number of nodes composing the ring. In [17] , the case where k is odd and strictly smaller than n − 3 has been solved. In [18] , an algorithm for the case where n is odd, k is even, and 10 ≤ k ≤ n − 5 is provided. The remaining cases are still open and a unified algorithm like the one we are proposing here for the global weak assumption is not known.
Without any multiplicity detection, in [7] the grid topology has been exhaustively studied.
Our Results. In this paper, we present a new distributed algorithm for solving all the gatherable configurations (but those potentially in SP 4) by using the (global weak) multiplicity detection. Our technique introduces a new approach and for some special cases makes use of previous ones. In particular, existing algorithms are used as subroutines for solving the basic gatherable cases with 4 or 6 robots from [21] and [8] , respectively. Also, we exploit: Property 1. [20] Let C be a symmetric configuration with an odd number of robots, without multiplicities. Let C be the configuration resulting from C by moving the unique robot on the axis to any of its adjacent nodes. Then C is either asymmetric or still symmetric but aperiodic. Moreover, by repeating this procedure a finite number of times, eventually the configuration becomes asymmetric (with possibly one multiplicity).
For all the other gatherable configurations, we design a new approach that has been suitably unified with the used subroutines. Our result answers to the posed conjectures concerning the gathering, hence closing all the cases left open, and providing a general approach that can be applied to all the initial configurations. The main result of this paper can be stated as follows. 
Definitions and Preliminaries
We consider an n-nodes anonymous ring without orientation. Initially, k nodes of the ring are occupied by k robots. During a Look operation, a robot perceives the relative locations on the ring of multiplicities and single robots. The current configuration of the system can be described in terms of the view of a robot r. We denote a configuration seen by r as a tuple Q(r) = (q 0 , q 1 , . . . , q j ), j ≤ k − 1, that represents the sequence of the numbers of free consecutive nodes broken up by robots when traversing the ring in one direction, starting from r. Abusing the notation, for any 0 ≤ i ≤ j, we refer by q i not only to the length of the i-th interval but also to the interval itself. Unless differently specified, we refer to Q(r) as the lexicographical minimum view among the two possibilities. For instance, in the configuration of Fig. 1a , we have that Q(x) = (1, 2, 1, 3, 1, 2). A multiplicity is represented as q i = −1 for some 0 ≤ i ≤ j, regardless the number of robots in the multiplicity. For instance, in the configuration of Fig. 1b 
, and let C i be the configuration obtained by reading C starting from q i , that is C i = (q i , q (i+1) mod j+1 , . . . , q (i+j) mod j+1 ). The above definitions imply:
iii) C is aperiodic and symmetric iff there exists only one axis of symmetry.
The next definition represents the key feature for our algorithm since it has a twofold advantage. In fact, based on it, a robot can distinguish if the perceived configuration (during the Look phase) is gatherable and if it is one of the robots allowed to move (during the Compute phase).
The next lemma, based on Definition 1, is exploited to detect possible symmetry or periodicity features of a configuration: 
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Proof. 1.⇒) If |I C | = 1, then if C is symmetric, there exists at least an axis of symmetry. This axis must pass through the supermin, as otherwise there exists another interval of the same size of supermin to which the supermin is reflected with respect to the axis. However, the same should hold for every neighboring interval of the supermin and so forth. Since by hypothesis, supermin is unique, there must exist at least two intervals of different sizes that are reflected by the supposed symmetry, and hence C results asymmetric.
If C is asymmetric then it must be aperiodic, as otherwise there exists 0 < i ≤ j such that C = C i and this implies more than one copy of the supermin.
1.⇐) If C is asymmetric and aperiodic, then C i = (C i ), C i = C and C i = (C ), for each i and = i and hence must exist a unique supermin. If C admits only one axis of symmetry traversing the supermin, then there exists a unique
as otherwise Property 2 would imply the existence of other axes of symmetry, one for each supermin.
2.⇒) If |I C | = 2 and C is asymmetric, then by Property 2, it is periodic and the period must be of n 2 . If |I C | = 2 and C is aperiodic and symmetric, the axis of symmetry cannot pass through both the supermins. In fact, if it does,
, there exists another axis of symmetry orthogonal to the first one that reflects the supermin into the other supermin. Hence, C would be periodic.
2.⇐) If C is aperiodic and symmetric with the unique axis not passing through any supermin, then each supermin must be reflected by the axis to another one. Moreover, there cannot be more than 2 supermins, as by definition of supermin, these imply other axes of symmetry, i.e., by Property 2, C is periodic. If C is periodic with period n 2 , then any supermin has an exact copy after n 2 intervals, and there cannot be other supermins, as otherwise the period would be smaller.
3.⇒) If |I C | > 2, then there are at least 3 supermins, and hence C has a period of at most n 3 . 3.⇐) If C has a period of at most n 3 , then a supermin is repeated at least 3 times in C.
A first look to the algorithm
The above lemma already provides useful information for a robot when it wakes up. In fact, during the Look operation, it can easily recognize if the configuration contains only 2 robots, or if it belongs to the set SP 4, or if |I C | > 2 (i.e., the configuration is periodic), or in case |I C | = 2, if the configuration admits an edgeedge axis of symmetry or it is again periodic. After this check, a robot knows if the configuration is gatherable, and proceeds with its computations. Indeed, we will show in the next section that all the other configurations are gatherable. From now on, we do not consider the above ungatherable configurations.
The main strategy allows only movements that affect the supermin. In fact, if there is only one supermin, and the configuration allows its reduction, the subsequent configuration would still have only one supermin (the same as before but reduced), or a multiplicity is created. In general, such a strategy would lead asymmetric configurations or also symmetric ones with the axis passing through the supermin to create one multiplicity where the gathering will be easily finalized by collecting at turn the closest robots to the multiplicity.
For gatherable configurations with |I C | = 2, our algorithm requires more phases before creating the final multiplicity where the gathering ends. In this case there are two supermins that can be reduced. If both are reduced simultaneously, then the configuration is still symmetric and gatherable. Possibly, it contains two symmetric multiplicities. In fact, this is the status that we want to reach even when only one of the two supermins is reduced. In general, the algorithm tries to preserve the original symmetry or to create a gatherable symmetric configuration from an asymmetric one. It is worth to remark that in all symmetric configurations with an even number of robots, the algorithm always allows the movement of two symmetric robots. Then it may happen that, after one move, the obtained configuration is either symmetric or it is asymmetric with a possible pending move. In fact, if only one robot among the two allowed to move performs its movement, it is possible that its symmetric one either has not yet started its Look phase, or it is taking more time. If there might be a pending move, then the algorithm forces it before any other decision.
In contrast, asymmetric configurations cannot produce pending moves as the algorithm allows the movement of only one robot. In fact, we reduce the unique supermin by deterministically distinguish among the two adjacent robots, until one multiplicity is created. Finally, all the other robots will join the multiplicity one-by-one. In some special cases, from asymmetric configurations at one "allowed" move from symmetry (i.e., with a possible pending move), robots must guess which move would have been realized from the symmetric configuration, and force it in order to avoid unexpected behaviors. By doing this correctly, the algorithm brings the configuration to have two symmetric multiplicities as above, eventually. From here, a new phase that collects all the other robots but two into the multiplicities starts. Still the configuration may move from symmetric configurations to asymmetric ones at one move from symmetry. Once the desired symmetric configuration with two multiplicities and two single robots is reached, a new phase starts and moves the two multiplicities to join each other. The node where the multiplicities join represents the final gathering location.
Gathering algorithm
The algorithm works in 5 phases that depend on the configuration perceived by the robots, see Fig. 2 . First, it starts from a configuration without multiplicities and performs phase multiplicity-creation whose aim is to create one multiplicity, where all the robots will eventually gather, or a symmetric configuration with two multiplicities. In the former case, phase convergence is performed to gather all the robots into the multiplicity. In the latter case, phases collect and then multiplicity-convergence are performed in order to first collect all the robots but two into the two multiplicities and then to join the two multiplicities into a single one. After that, phase convergence is performed. Special cases of 7 nodes and 6 robots are considered separately in phase seven-nodes. Due to space constraints, we do provide the details only for the first phase multiplicity-creation. The formal descriptions of the other phases can be found in the full version of the paper [9] .
We can show how robots interchange from one phase to another until the final gathering is achieved. In each phase we can distinguish the type of configuration and provide the algorithm to be performed by robots for each of these types. The way how a robot can identify the type of configuration will be outlined later.
Phase multiplicity-creation
The main idea is to reduce the supermin by enlarging the largest interval adjacent to it as follows: Definition 2. Let Q(r) = (q 0 , q 1 , . . . , q j ) be a supermin configuration view, then robot r performs the reduction if the obtained configuration after its move is (q 0 − 1, q 1 , . . . , q j + 1).
The pseudo-code of reduction is shown above. The procedure, first checks whether the robot perceives the supermin configuration view by comparing the configuration C perceived by the robot with C SM . Note that, in asymmetric configurations, the robot that perceived C SM is the one among the two robots at the sides of the supermin allowed to move. In fact, the robot on the other side would perceive the configuration C and, by definition of C SM , we have C SM = C < C, as the configuration is asymmetric. Then, the procedure moves the robot towards the supermin. In symmetric configurations, the test at line 1 returns true for both robots adjacent to the unique supermin or for the two symmetric robots that perceive C SM in case that |I C | = 2. It is worth to note that, from a symmetric configuration, always two robots can perform the reduction when it is possible to perform it. If only one of them does it, the obtained configuration will contain exactly one supermin. However, if the perceived configuration contains only one supermin and it is not symmetric,
the robots are able to understand whether there might be a pending move to reestablish the original symmetry or not. This constitutes one of the main results of the paper and it is obtained from the following lemma.
Lemma 2. Let C be a configuration with more than 2 single robots and let C be the one obtained from C after a reduction performed by a single robot. If C is asymmetric then C is at least at two moves from a symmetric configuration; if C is symmetric then C is at least at two moves from any other symmetric configuration with an axis of symmetry different from that of C.
Proof. By Lemma 1, two cases may arise: there exists only one supermin in C or the configuration is symmetric and contains exactly two supermins. We now show that in the case that there exists only one supermin in C, then C is at least two moves from any symmetric configuration with the axis different from that passing through the supermin. By Lemma 1, it is enough to show that C requires more than one move to create another supermin different from that of C. Let us consider the supermin configuration view C SM = (q 0 , q 1 , . . . , q j ). For the sake of simplicity, let us assume that, for each i = 1, 2, . . . , j, (C SM ) i < (C SM ) i , the case where, for some i, (C SM ) i > (C SM ) i is similar. The case that (C SM ) i = (C SM ) i cannot occur as, otherwise, there exists an axis of symmetry passing through q i , but, by Lemma 1, as |I C | = 1, the possible axis of symmetry can only pass through q 0 . By definition of supermin, for each (C SM ) i , i = 1, 2, . . . , j, there exists k i ∈ {0, 1, . . . , j} such that: q = q (i+ ) mod j+1 , for each < k i ; and q k i < q (i+k i ) mod j+1 . Note that (i + k i ) mod j + 1 = 0 as otherwise it contradicts the hypothesis of minimality of q 0 . Moreover, k i = j as otherwise
, that is a contradiction. From C , the supermin configuration view is C SM = (q 0 , q 1 , . . . , q j ) = (q 0 − 1, q 1 , . . . , q j + 1) and we have that, for each i = 1, 2, . . . , j, two cases may arise: if
In any case, C SM differs from (C SM ) i by two units. It follows that C is at least two moves from any symmetric configuration with the axis different from that passing through the supermin. In fact, in order to obtain another axis of symmetry by performing only one move on C , (C SM ) i has to differ from C SM by at most one unit. This is enough to show the statement for the case of symmetric configurations with exactly one supermin. Regarding the asymmetric case, it remains to show that C is at least two moves from any symmetric configuration with the axis passing through the supermin. In an asymmetric configuration C SM = (q 0 , q 1 , . . . , q j ) there exists a q k , 1 ≤ k ≤ j 2 , such that q = q (j+1− ) mod j+1 , for each < k, and q k < q j+1−k . From C , the 
It follows that C is at least two moves from any symmetric configuration with the axis passing through the supermin.
Regarding the case of symmetric configurations with exactly 2 supermins, we use similar arguments as above. Let us consider the supermin configuration view C SM = (q 0 , q 1 , . . . , q j ) and let us assume that h is the index such that
. . , j} \ {h}, there exists k i ∈ {0, 1, . . . , j} such that: q = q (i+ ) mod j+1 , for each < k i , and q k i < q (i+ki) mod j+1 . As above we are assuming that (C SM ) i < (C SM ) i and we can show that 1, q 1 , . . . , q j +1) we have that, for each i ∈ {1, 2, . . . , j}\{h} two cases may arise: if
In any case, C SM differs from (C SM ) i by two units. Similar arguments to the ones used for the asymmetric case can show that C is at least two moves from any symmetric configuration with the axis passing through the supermin.
It follows that we can derive C from C by enlarging the supermin of C . This equals to reduce the largest adjacent interval (i.e., by performing the reduction backwards) hence deducing the possible original axis of symmetry and then performing the possible pending reduction. Before providing the designed procedures, we need the following definition:
As shown above, Procedure symmetric checks whether a configuration C is symmetric by exploiting Property 2. Procedure check reduction checks whether an asymmetric configuration C has been obtained from some symmetric configurationĈ by performing reduction. Procedure pending reduction performs the pending reduction.
At line 1, Procedure check reduction looks for the index k such that q k is the supermin, as it is the only candidate for being the interval that has obtained fromĈ by performing reduction, (false, ∅) if C has not been obtained by performing reduction been reduced by a possible reduction. Then, at lines 2-4, it computes the configurationĈ before the possible reduction. This is done by enlarging q k and reducing the largest interval among q (k−1) mod j+1 and q (k+1) mod j+1 . If q (k−1) mod j+1 = q (k+1) mod j+1 orĈ is not symmetric, then C has not been obtained by performing a reduction from a symmetric configuration. Then, the procedure returns (false, ∅). IfĈ is symmetric, then C has been obtained by performing reduction onĈ and hence the procedure returns (true,Ĉ). Procedure pending reduction uses check reduction to check whether C has been obtained by performing reduction on a configurationĈ (lines 1 and 2). At line 2 the procedure checks whether the robot is at a side of one of the two supermins ofĈ (min{Ĉ,Ĉ j } =Ĉ SM ) and if it has not yet performed reduction (min{C, C j } = C SM ). In the affirmative case, the robot has to move towards the supermin (line 2). The robot moves towards q 0 also if it is at the side of the second supermin ofĈ (min{Ĉ,Ĉ j } =Ĉ SSM ). This corresponds to a move different from reduction that will be explained later in this section.
In general, it is not always possible to perform reduction. In fact, there are cases where it may lead to ungatherable configurations. These cases will be managed separately. However, we will show that a robot is always able to understand that there might be a pending move also for the other moves allowed by our algorithm from symmetric configurations.
When it is not possible to perform reduction, we either reduce the second supermin or we perform the xn move that is defined in the following:
hal-00728979, version 1 -7 Sep 2012 Each time a robot wakes up, it needs to find out which kind of configuration it is perceiving, and, if it is allowed to move, it needs to compute the right move to be performed. We need to distinguish among several types of configurations, requiring different strategies and moves. In this phase, as there are no multiplicities, a robot must distinguish among the following configurations: From configurations in W1, only the robot on the axis can move in one of the two directions, arbitrarily. After this move either the configuration contains one multiplicity or it belongs to W1 or W7. Configurations in W7 will be described later in this section and the configurations with multiplicities will be described within the other phases. Regarding configurations in W1, from Property 1, we know that the number of times that the obtained configuration can belong again to W1 after this move is bounded.
When the configuration is in W2 or W3, a modified version of algorithms in [21] and [8] are performed, respectively. In particular, both the algorithms are able to manage symmetric configurations and to check whether in an asymmetric configuration there is a possible pending move. If the configuration is not symmetric and there are no pending moves, then reduction is performed. The resulting configuration is still in W2 or W3 or at least one multiplicity is created. From the correctness of algorithms in [21] and [8] and from the fact that performing reduction results in reducing the supermin, it follows that eventually at least one multiplicity is created.
When the configuration is in W7 and it is symmetric, then the algorithm performs reduction on two symmetric robots that leads to another symmetric configuration in W7, or to a configuration with at least one multiplicity, or to an asymmetric configuration with a pending move. In this latter case, by Lemma 2 the algorithm recognizes that the configuration is at one "allowed" move from symmetry and performs the pending move (even though it was not pending, indeed). When the configuration is asymmetric, again reduction is performed. By performing the described movements, at least one multiplicity is created.
Configurations in W4-W6 correspond to the cases where reduction is not allowed to be performed. In fact, if the configuration is symmetric and there is only one supermin of size 0, then reduction may result in swapping the robots at the borders of the supermin, hence obtaining infinitely many times the same configuration. Similarly, if the configuration is symmetric and there are two symmetric supermins of size 0 divided by one interval of even size, then reduction would produce two multiplicities divided by the interval of even size and we won't be able to join such multiplicities afterwards.
From W4, the algorithm performs xn, hence leading to configurations in W4, W6 or to configurations with one multiplicity on the axis.
From W5, the algorithm performs reduction on the configuration obtained without considering the supermin (that is, it reduces the second supermin, according to Definition 3). Note that, as in this case the second supermin has size 0, we obtain at least one multiplicity.
The asymmetric configurations in W6 are either asymmetric starting configurations or are obtained from the symmetric configurations in W4 after performing xn. In this cases, the algorithm checks whether the configuration is obtained after an xn move. This is realized by moving backward the robot closest to the other pole of the axis of symmetry that is assumed to pass through: The supermin in case a); The only interval of size 0 adjacent to two intervals of equal size in case b); The even intervals mentioned in cases c) and d); the only interval of size 0 in between other two intervals of size 0 in cases e) and f). If a backwards xn produces a symmetric configuration, then the symmetric xn is performed, otherwise, reduction is performed and this move creates a multiplicity. For each configuration type, the algorithm checks whether the robot perceiving the configuration C is allowed to move and eventually, performs the move.
This phase of the algorithm is summarized in Fig. 3 . The next lemma states that such a phase eventually ends with at least one multiplicity and hence one of the other phases starts.
Lemma 3. Phase multiplicity-creation terminates with at least one multiplicity after a finite number of moves.
Proof. From the description provided before this lemma, it follows that the graph in Fig. 3 models the execution of phase multiplicity-creation. We now show that all the cycles are traversed a finite number of times. This implies that eventually at least one multiplicity is created.
From Property 1, and results in [21] , and [8] follows that the self-loops in W1, W2, and W3, respectively, are traversed a finite number of times.
The self-loop in W7 is traversed by performing reduction or pending reduction. Each time such moves are performed, the supermin decreases until, after a finite number of moves, it either creates a multiplicity or leads to configurations in W4 or W6. The number of moves is at most two times the size of the initial supermin and this is obtained for symmetric configurations with the axis not passing through the supermin.
The self-loop in W4 and the cycle between W4 and W6 are traversed by performing xn. Each time this happens, the interval between the two symmetric robots closest to the axis of symmetry (excluding those adjacent to the supermin) is reduced until creating a multiplicity on the axis. The number of moves performed equals the initial size of such an interval.
Further notes on the algorithm
We can show (see [9] ) that all the types of configurations defined for the 5 phases are pairwise disjoint and that they cover all the possible configurations reachable by the algorithm.
Given a configuration C, in order to distinguish among the types, it is sufficient for a robot to compute simple parameters: number of nodes in the ring; number of multiplicities; number of robots (if possible) or number of occupied nodes; distances between robots and multiplicities; if C is symmetric; if C is at one move from the symmetries allowed by the algorithm.
The starting configuration can only belong to W1-W7. By Lemma 3, it follows that after a finite number of moves any other phase can be reached. Moreover, once reached a configuration with at least one multiplicity, the algorithm never goes back to configurations without multiplicities, but for a bounded number of times on some symmetric configurations with 6 robots.
The possible interactions among the phases are shown in Fig. 2 , and we prove that all the possible cycles can be traversed a limited number of times, until reaching phase convergence without leaving it anymore.
Conclusion
The proposed algorithm answers to the posed conjectures concerning the gathering on the studied model by providing a complete characterization for the initial configurations. The obtained result is of main interest for robot-based computing systems. In fact, it closes all the cases left open with the exception of potentially gatherable configurations in SP 4. Our technique, mostly based on the supermin concept, may result as a new analytical approach for investigating related distributed problems.
