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Re´sume´
Dans ce travail, nous re´solvons un cas particulier du proble`me standard de la the´orie
des feuilletages qui est de trouver des conditions pour la stabilite´ d’une feuille com-
pacte : une feuille compacte est stable si elle posse`de un syste`me fondamental de
voisinages sature´s par rapport a` la relation d’e´quivalence de´ﬁnie par les feuilles
du feuilletage. Comme de nombreuses varie´te´s diﬀe´rentiables ne posse`dent pas de
feuilletage, au sens classique, non trivial, nous nous inte´ressons a` des feuilletages
avec singularite´s et plus particulie`rement aux E-feuilletages : un E-feuilletage F a la
proprie´te´ d’eˆtre localement de´crit par une application holomorphe appele´e F-carte
qui se´pare les feuilles, c’est-a`-dire une application qui factorise localement la pro-
jection canonique sur l’espace des feuilles. Ces feuilletages ont e´te´ e´tudie´s pour la
premie`re fois dans la the`se de Egger.
Pour une feuille compacte d’un E-feuilletage F, il n’est pas possible de de´ﬁnir un
groupe d’holonomie car il n’y a pas de compatibilite´ biholomorphe entre les F-
cartes. La compatibilite´ entre deux F-cartes fj :Uj −→ Vj, j = 1, 2, est donne´e par
une famille d’applications (uj :Z −→ Vj)j∈{1,2} appele´e mont. Le comportement de
F autour d’une feuille compacte est de´crit par une famille ﬁnie de monts appele´e
massif que nous obtenons en recouvrant la feuille par un nombre ﬁni de F-cartes.
Nous reprenons et continuons dans cette the`se le travail de Egger en proposant une
e´tude cate´gorique plus pousse´e des massifs. Ceci nous permet de de´ﬁnir diﬀe´remment
et plus simplement les germes d’holonomie, l’analogue au groupe d’holonomie que
Egger a introduit.
Les germes d’holonomie, dans le sens ou` nous les avons de´ﬁnis, nous donnent aussi
un crite`re de stabilite´. L’e´tude des germes d’holonomie de´ﬁnie par des E-feuilletages
compacts de codimension 1 nous permet alors de de´montrer que tous ces feuilletages
sont stables : un feuilletage compact est stable si toutes ses feuilles sont stables. Il
suit du the´ore`me de Mattei-Moussu et du crite`re de simplicite´ de Reiﬀen que tous
les feuilletages holomorphes compacts de codimension 1 de´ﬁnis sur une varie´te´ sont





In this work, we solve a particular case of a standard problem of the theory of fo-
liations which is to ﬁnd conditions for the stability of a compact leaf. A compact
leaf is stable if it possesses a fundamental system of neighborhoods saturated with
respect to the equivalence relation deﬁned by the leafs of the foliation. Since a lot of
manifolds do not possess any foliation in the classical sense, that is not trivial, we
study foliations with singularities and in particular the E-foliations. An E-foliation
has the property to be locally described by a holomorphic mapping named F-chart
which separates the leafs, i.e. a mapping that factorizes locally the canonical pro-
jection on the leafs space. This foliations have been studied ﬁrst by Egger in his
thesis.
For a compact leaf of an E-foliation F it is not possible to deﬁne a holonomy group
since there is no biholomorphic compatibility between the F-charts. The compatibi-
lity between two F-charts fj :Uj −→ Vj, j = 1, 2, is given by a family of applications
(uj :Z −→ Vj)j∈{1,2} named a mountain. In order to know the behavior around a
compact leaf we cover it with a ﬁnite number of F-charts and we obtain a ﬁnite
family of mountains named massif. We develop further and complement the work
of Egger proposing a more advanced categorical study of the massifs. This allows
us to deﬁne the holonomy germs, i.e. the analogue to the holonomy group Egger
introduced, in a diﬀerent and simpler way .
The holonomy germs, in the sense we deﬁned them, also give a stability criterion.
The study of the holonomy germs deﬁned by 1-codimensional compact E-foliations
allows us to prove the stability of these foliations. A compact foliation is stable if
all its leafs are stable. The theorem of Mattei-Moussu and the simplicity criterion of
Reiﬀen imply that all the 1-codimensional compact foliations deﬁned on a manifold
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Introduction
Un feuilletage diﬀe´rentiable de dimension p sur une varie´te´ diﬀe´rentiable est une re-
lation d’e´quivalence dont les classes d’e´quivalence, appele´es feuilles, sont des varie´te´s
connexes immerge´es de dimension p. De plus, cette relation d’e´quivalence doit eˆtre
localement de´crite par des submersions appele´es feuilletages locaux.
Conside´rons un feuilletage diﬀe´rentiable F sur une varie´te´ diﬀe´rentiable X et L une
feuille compacte de F. Le proble`me suivant se pose :
Proble`me Sous quelle condition la feuille L est-elle stable, c’est-a`-dire sous quelle
condition L posse`de-t-elle un syste`me fondamental de voisinages sature´s par rapport
a` la relation d’e´quivalence RF de´ﬁnie sur X par les feuilles de F ?
Dans [Ree52], Reeb montre que tous les feuilletages diﬀe´rentiables compacts (c’est-
a`-dire dont toutes les feuilles sont compactes) de codimension 1 sont stables (c’est-a`-
dire toutes les feuilles sont stables) et donne un exemple de feuilletage diﬀe´rentiable
compact de codimension 2 instable de´ﬁni sur une varie´te´ non-compacte. Reeb et
Haeﬂiger conjecturent que tous les feuilletages diﬀe´rentiables compacts de´ﬁnis sur
une varie´te´ diﬀe´rentiable compacte sont stables. Edwards, Millett, Sullivan et Vogt
de´montrent cette conjecture dans le cas de codimension 2 (voir [EMS77] et [Vog76]).
Dans [EV78], Epstein et Vogt donnent des contre-exemples au cas de codimension
3. Le groupe d’holonomie d’une feuille compacte (une ge´ne´ralisation de l’application
de premier retour de Poincare´) nous donne le crite`re de stabilite´ suivant duˆ a` Reeb
et Epstein (voir [Ree52] et [Eps76]) :
The´ore`me Soit F un feuilletage diﬀe´rentiable sur une varie´te´ diﬀe´rentiable X a`
topologie de´nombrable et L une feuille compacte de F. Si le groupe d’holonomie de
L est ﬁni, alors il existe un voisinage U⊂o X de L tel que F|U soit compact et stable.
De plus, si F est compact, alors F est stable si et seulement si le groupe d’holonomie
de chaque feuille de F est ﬁni.
Un feuilletage holomorphe re´gulier sur une varie´te´ complexe est de´ﬁni de fac¸on ana-
logue a` un feuilletage diﬀe´rentiable. Dans [BB72], remarque (c) page 287, Baum et
Bott constatent que de nombreuses varie´te´s complexes ne posse`dent pas de feuille-
tage holomorphe non trivial. Cette remarque motive donc l’introduction de feuille-
tages avec singularite´s. Dans [Hol72], Holmann ge´ne´ralise la notion de feuilletage
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holomorphe re´gulier en admettant pour les feuilletages locaux des applications ho-
lomorphes simples, localement simples, ouvertes, deux a` deux localement biholo-
morphiquement compatibles. De plus, l’espace ambiant est un espace complexe
re´duit. Bohnhorst et Reiﬀen donnent a` ces feuilletages le nom de H-feuilletages.
Dans [BR85], Bohnhorst et Reiﬀen ge´ne´ralisent encore la notion de feuilletage sur
des espaces complexes re´duits. Pour eux, un feuilletage holomorphe singulier sur un
espace complexe re´duit X est une paire (A,FA) ou` A ⊂ X est un ensemble ana-
lytique et FA un feuilletage holomorphe re´gulier de´ﬁni sur X  A. Dans [Rei87],
Reiﬀen donne une de´ﬁnition pre´cise des feuilles d’un feuilletage de´ﬁni sur un espace
complexe re´duit.
Dans [Hol78] et [Kau78], Holmann et Kaup de´montrent que tous les H-feuilletages
compacts de codimension 1 sont stables. Plus tard, Holmann, Kaup et Reiﬀen
de´montrent que tous les feuilletages holomorphes singuliers compacts de codimen-
sion 1 de´ﬁnis sur des varie´te´s complexes paracompactes sont stables (voir [HKR98]).
Dans [Mue79], Mueller donne un exemple de feuilletage holomorphe re´gulier com-
pact instable de codimension 2 de´ﬁni sur une varie´te´ complexe non compacte. La
conjecture de Reeb et Haeﬂiger est donc encore ouverte dans le cas holomorphe.
Dans [Hol78], Holmann donne le crite`re suivant :
The´ore`me Si F est un H-feuilletage compact sur un espace complexe normal X
et L une feuille compacte de F, alors les e´nonce´s suivants sont e´quivalents :
(i) L est stable.
(ii) L est inclu dans le good set de F.
(iii) Le groupe d’holonomie de L est ﬁni.
Dans sa the`se (voir [Egg80]), Egger s’inte´resse a` un type particulier de feuilletages
holomorphes singuliers que nous appelons des E-feuilletages :
De´ﬁnition Un feuilletage holomorphe singulier cohe´rent F avec des feuilles partout
de´ﬁni sur un espace complexe normal connexe a` topologie de´nombrable X est un E-
feuilletage si pour tout x ∈ X, il existe une application holomorphe ouverte surjective
(appele´e F-carte) f :U −→ V , U⊂o X, de´ﬁnie dans un voisinage de x, qui a des
ﬁbres de dimension e´gale a` la dimension de F et telle qu’il existe une application
b :V −→ X/RF =: X/F telle que le diagramme suivant commute :
U
f−−−−→ Vπ|U  b
X/F
ou` π :X −→ X/F est la projection canonique.
Une F-carte se´pare donc les feuilles et nous verrons que ses ensembles de niveau sont
des feuilles locales. De plus, tout H-feuilletage de´ﬁni sur un espace complexe normal
est un E-feuilletage.
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Dans son travail, Egger ge´ne´ralise le crite`re de Holmann (voir [Hol72]) pour l’exis-
tence d’une structure complexe canonique sur l’espace des feuilles :
The´ore`me Si F est un E-feuilletage, alors X/F est un espace complexe si et seule-
ment si X/F est se´pare´.
Pour un E-feuilletage F, nous n’avons pas de compatibilite´ biholomorphe entre
les F-cartes et il n’est donc pas possible de de´ﬁnir des groupes d’holonomie. Ce-
pendant, si fj :Uj −→ Vj, j = 1, 2 sont des F-cartes avec U12 := U1 ∩ U2 = ∅,
comme les application f1|U12 et f2|U12 ont les meˆmes ensembles de niveau, il existe
alors une F-carte β12 :U12 −→ Z et des applications holomorphes ouvertes discre`tes
uj :Z −→ Vj, j = 1, 2 telles que le diagramme de la ﬁgure 1 commute. Nous obte-
Fig. 1: Mont de´ﬁni par deux F-cartes s’intersectant
nons alors une famille (uj :Z −→ Vj)j∈{1,2} d’applications, ce que nous appelons un
mont a` deux valle´es V1 et V2. Pour des points vj ∈ Vj, j = 1, 2, s’il existe un point
z ∈ Z avec (u1, u2)(z) = (v1, v2), alors f−11 (v1) et f−12 (v2) se trouvent dans la meˆme
feuille de F. La transition entre les F-cartes f1 et f2 est donc donne´e par une relation
R := (u1, u2)(Z) ∪ (u2, u1)(Z) ∪ {(v, v) : v ∈ V }
sur V := V1∪˙V2, c’est-a`-dire un sous-ensemble de V ×V tel que (v, v) ∈ V pour tout
v ∈ V et tel que (v1, v2) ∈ R implique (v2, v1) ∈ R.
De fac¸on ge´ne´rale, si R est une relation de´ﬁnie sur un espace topologique X, nous
de´ﬁnissons par re´currence la ne`me ite´ration de R de la fac¸on suivante :
(a) R0 := {(x, x) : x ∈ X},
(b) Rn+1 :=
{
(x, z) ∈ X×X : ∃y ∈ X avec ((x, y), (y, z)) ∈ (Rn×R)∪ (R×Rn)
}
.
R de´ﬁnit alors une relation d’e´quivalence R∞ :=
⋃
n∈N Rn.
Pour e´tudier le comportement autour d’une feuille compacte L d’un E-feuilletage
F, Egger recouvre L “convenablement” au moyen d’un nombre ﬁni de F-cartes
fj :Uj −→ Vj, j ∈ J . Il obtient ainsi une famille ﬁnie de monts, ce que nous ap-
pelons un massif. Si γ : [0, 1] −→ L est un lacet avec x ∈ L ∩ Uj0 , j0 ∈ J , comme
point de base qui passe successivement dans les F-cartes fj,0fj1 , fj2 , . . . , fjn , avec
jn = j0, alors des points de Vj0 sont mis en relation avec des points de Vj1 , des
points Vj1 sont mis en relation avec des points de Vj2 ,. . . et des points de Vjn−1 sont
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mis en relation avec des points de Vj0 . Nous obtenons donc une nouvelle relation
H sur Vj0 mais cette relation n’est pas analytique, c’est-a`-dire un sous-ensemble
analytique de Vj0 × Vj0 . De plus, les ite´re´s d’une relation analytique ne sont en
ge´ne´ral pas analytiques. Egger introduit alors la notion de germe de relation : le
germe d’une relation R de´ﬁnie sur un espace topologique X en un point y ∈ X
est le germe de l’ensemble R ⊂ X ×X au point (y, y) et est note´ (R, y). Le germe
(H, fj0(x)) est un germe de relation analytique et est appele´ e´le´ment d’holonomie
de L. Comme il recouvre L par un nombre ﬁni de F-cartes, il lui suﬃt d’avoir un
nombre ﬁni d’e´le´ments d’holonomie pour connaˆıtre le comportement de F autour de
L : la re´union de ces e´le´ments d’holonomie est le germe d’holonomie de L.
Le massif de´ﬁnit par le recouvrement d’une feuille compacte L d’un E-feuilletage est
un objet qui peut eˆtre tre`s complique´. Dans le but de simpliﬁer les de´monstrations
de Egger, nous avons e´labore´ une the´orie sur les monts et les massifs. Nous avons
trouve´ des conditions pour ramener l’e´tude d’un massif a` celle d’un mont a` n valle´es
e´quivalent. Le massif de´ﬁni par un recouvrement admissible d’une feuille compacte
d’un E-feuilletage satisfait ces conditions et nous utilisons un mont e´quivalent pour
de´ﬁnir un germe d’holonomie de cette feuille : si M = (uj :Z −→ Vj)j∈J est une
famille ﬁnie d’applications (donc un mont) alors l’holonomie de M sur Vj0 , j0 ∈ J
est H =
⋃
j∈J(uj0 ×uj0)(Ruj) (Ruj est la relation d’e´quivalence de´ﬁnie par uj sur Z)
et il ne reste plus qu’a` prendre le germe de H au point de´sire´. Notre de´ﬁnition d’un
germe d’holonomie diﬀe`re donc de celle de Egger mais nous arrivons aux meˆmes
re´sultats tout en e´vitant de travailler sur le massif de´ﬁni par le recouvrement. Nous
avons alors un analogue au crite`re de Holmann :
The´ore`me 5.3.6 Soit L une feuille compacte d’un E-feuilletage de´ﬁni sur un es-
pace complexe normal a` topologie de´nombrable et (H, v) un germe d’holonomie de
L. Si toutes les autres feuilles de F sont ferme´es, alors les e´nonce´s suivants sont
e´quivalents :
(i) L est stable.
(ii) L intersecte le good set de F.
(iii) (H, v)∞ est stationnaire.
La de´ﬁnition du good set de F est celle donne´e par Holmann dans [Hol78]. Si R est
un repre´sentant admissible d’un germe de relation (R, x) (dans le cas d’un germe
d’holonomie d’une feuille compacte d’un E-feuilletage un tel repre´sentant existe tou-
jours), la ne`me ite´ration de (R, x) est (R, x)n := (Rn, x). Nous disons que (R, x)∞ :=
((Rn, x))
n∈N est stationnaire s’il existe n0 ∈ N tel que (R, x)n0+1 = (R, x)n0 .
Nous avons aussi le re´sultat suivant qui est semblable au cas re´el :
The´ore`me 5.2.8 Soit F un E-feuilletage sur un espace complexe normal X a` to-
pologie de´nombrable, L une feuille compacte de F et (H, v) un germe d’holonomie
de L. Si (H, v)∞ est stationnaire, alors il existe un voisinage RF-sature´ A ⊂ X de L
tel que F|A soit compact et stable.
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Le groupe d’holonomie d’une feuille compacte d’un H-feuilletage de codimension 1
est un sous-groupe de Aut(C, 0) avec un nombre ﬁni de ge´ne´rateurs. L’e´tude de ces
sous-groupes a permis a` Kaup de de´montrer la stabilite´ des H-feuilletages compacts
de codimension 1 (voir [Kau78]). Nous faisons un raisonnement analogue pour les
E-feuilletages. Le germe d’holonomie d’une feuille compacte d’un E-feuilletage de
codimension 1 est le germe d’une relation de´ﬁnie sur un ouvert de C. Une e´tude de
ces relations nous donne le re´sultat suivant :
The´ore`me 2.3.4 Si R est une relation analytique sur un voisinage X⊂o C de 0
(c’est-a`-dire si R est analytique dans X×X), nous n’avons que les deux alternatives
suivantes :
(I) Pour tout voisinage U⊂o X de 0, il existe y ∈ U tel que Card(R|U)∞(y) = ∞.
(II) Il existe un voisinage U⊂o X de 0 tel que (R|U)∞ soit analytique.
Dans le cas d’un germe d’holonomie (H, v) d’une feuille compacte L d’un E-feuilletage
de codimension 1, l’alternative (I) est exclue. Ceci nous permet, via un the´ore`me sur
les germes de relation, de conclure que (H, v)∞ est stationnaire et par conse´quent
que L est stable. Nous avons donc le the´ore`me suivant :
The´ore`me 5.4.1 Si F est un E-feuilletage compact de codimension 1 sur un espace
complexe normal avec une topologie de´nombrable, alors F est stable et X/F est une
surface de Riemann.
Si F est un feuilletage holomorphe cohe´rent compact de codimension 1 de´ﬁni sur une
varie´te´ complexe a` topologie de´nombrable (et non pas un espace complexe normal),
il suit du the´ore`me de Mattei-Moussu (voir [MM80]) et du crite`re de simplicite´ de
Reiﬀen (voir [Rei82]) que F est un E-feuilletage. Nous de´duisons alors du the´ore`me
pre´ce´dent le the´ore`me de Holmann-Kaup-Reiﬀen (voir [HKR98]).
Le pre´sent travail se de´compose de la fac¸on suivante. Le chapitre 1 contient les
diverses notations utilise´es et les conventions adopte´es. Une section contient les no-
tions sur la the´orie des cate´gories utilise´es dans le chapitre 3. Dans le chapitre 2,
nous allons e´tudier les relations, les germes de relations et leurs ite´rations. Nous
nous inte´ressons plus particulie`rement aux relations analytiques et aux germes de
relation analytique. Une section est consacre´e spe´cialement aux relations analytiques
de´ﬁnies sur un ouvert de C. Dans le chapitre 3, une the´orie sur les monts et les mas-
sifs est de´veloppe´e a` l’aide de la the´orie des cate´gories. L’e´quivalence mont-massif
et l’existence du pushout d’un massif dans la cate´gorie des espaces complexes et
dans la cate´gorie des germes d’espace complexe sont les points les plus approfon-
dis. Le chapitre 4 introduit les E-feuilletages. Il commence par un rappel sur les
feuilletages holomorphes singuliers. Il pre´sente ensuite des re´sultats ge´ne´raux sur les
E-feuilletages et se termine par un the´ore`me de Egger sur l’existence d’une struc-
ture complexe canonique sur l’espace des feuilles. Le chapitre 5 pre´sente l’e´tude de
la stabilite´ des E-feuilletages a` l’aide des germes d’holonomie et du good set. Ce
chapitre se termine par la re´solution du cas de codimension 1.
8 Introduction
Plusieurs e´nonce´s se trouvant dans ce travail ont e´te´ de´montre´s par Egger dans sa
the`se. Pour les de´monstrations des the´ore`mes de Egger, nous adopterons la notation
suivante :
– “Preuve ††” signiﬁe que la preuve pre´sente´e ici est celle e´tablie par Egger.
– “Preuve †” signiﬁe que la preuve pre´sente´e ici est essentiellement celle de
Egger mais que quelques ajouts ou modiﬁcations y ont e´te´ faits.
Chapitre 1
Pre´liminaires
1.1 Notations et conventions
Si X est un ensemble, nous notons ∆X la relation d’e´quivalence triviale sur X. Nous
notons IdX :X −→ X l’identite´ sur X. Si nous avons une application f :X −→ Y
entre deux ensembles, f de´ﬁnit alors la relation d’e´quivalence suivante sur X ×X :
Rf := {(x1, x2) ∈ X ×X : f(x1) = f(x2)}.
Pour deux ensembles Ai, Aj ⊂ X, nous de´ﬁnissons Aij := Ai ∩ Aj.
Soit X un espace topologique et a ∈ X. Nous notons Ca(X) la composante connexe
de X contenant a. Pour A ⊂ B ⊂ X, nous notons AdB(A) l’adhe´rence de A dans B.
Soit Y un autre espace topologique et f :X −→ Y une application. f est quasi-ﬁnie
si f−1(y) est un ensemble ﬁni pour tout y ∈ Y . L’application f est ﬁnie si elle est
discre`te et propre. Pour un point a ∈ X, nous notons Xa le germe de X en a et fa
le germe de f en a .
Tous les espaces complexes que nous rencontrerons seront des espaces complexes
re´duits, nous ne le mentionnerons donc plus. Pour un espace complexe X, nous
notons SingX l’ensemble des singularite´s de X, XO le faisceau des fonctions holo-
morphes sur X, XΩ le faisceau des formes diﬀe´rentielles holomorphes sur X et XΘ le
faisceau des champs vectoriels holomorphes sur X. Pour un sous-faisceau cohe´rent
analytique G de XΩ, nous de´ﬁnissons les faisceaux suivants :
G⊥ := {θ ∈ XΘx : x ∈ X, 〈θ, ω〉 = 0 ∀ω ∈ Gx},
G˜ := {ω ∈ XΩx : x ∈ X, 〈θ, ω〉 = 0 ∀θ ∈ G⊥x }.
G˜ est la comple´tion de Ω. Nous disons que G est complet si G˜ = G. Si G est un
faisceau cohe´rent, les faisceaux G⊥ et G˜ sont aussi cohe´rents. G est involutif, s’il
existe un ensemble analytique A ⊂ X nulle part dense dans X avec SingX ⊂ A tel
que GXA est involutif, c’est-a`-dire dω∧ω1∧ . . .∧ωr = 0 pour tout ω, ω1, . . . , ωr ∈ Gx
et pour tout x ∈ X  A avec r = rang Gx.
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1.2 The´orie des cate´gories
Nous allons voir dans cette section quelques de´ﬁnitions que nous utiliserons pour for-
muler notre the´orie sur les massifs (pour plus de de´tails, voir par exemple [AHS90]).
Une liste de toutes les cate´gories avec lesquelles nous allons travailler se trouve a` la
page 97.
1.2.1 De´ﬁnitions
(i) Un foncteur F :C −→ C′ entre deux cate´gories C et C′ est ﬁde`le si pour tout
objet A,A′ de C l’application
F :homC(A,A
′) −→ homC′ (F (A), F (A′))
est injective (il est donc admis d’avoir A = B mais F (A) = F (B)).
(ii) Une cate´gorie concre`te sur une cate´gorie C′ est une paire (C, F ), ou` C est
une cate´gorie et F :C −→ C′ un foncteur ﬁde`le.
1.2.2 Remarque Soit (C, F ) une cate´gorie concre`te sur une cate´gorie C′. Par abus
de langage, nous disons aussi que C est une cate´gorie concre`te sur C′. Si m :A −→ B
est un morphisme de C et n :F (B) −→ C un morphisme de C′, nous notons
n :B −→ C le morphisme n de C′ et n ◦m :A −→ C le morphisme
n ◦ F (m) :F (A) −→ C de C′.
1.2.3 De´ﬁnition Une cate´gorie C est une sous-cate´gorie d’une cate´gorie C′ si
nous avons les proprie´te´s suivantes :
(a) tous les objets de C sont des objets de C′,
(b) pour des objets A et B de C, homC(A,B) ⊆ homC′(A,B),
(c) pour tout objet A de C, l’identite´ sur A dans C est l’identite´ sur A dans C′,
(d) la loi de composition dans C est la restriction de la loi de composition dans C′.
1.2.4 Remarque Si C est une sous-cate´gorie d’une cate´gorie C′, alors C est une
cate´gorie concre`te sur C′ (il suﬃt de conside´rer comme foncteur ﬁde`le l’injection ca-
nonique). Par contre si C est une cate´gorie concre`te sur une cate´gorie C′, la cate´gorie
C n’est en ge´ne´rale pas une sous-cate´gorie de C′. Par exemple, la cate´gorie T des
espaces topologiques est une cate´gorie concre`te sur la cate´gorie S des ensembles
mais n’est pas une sous-cate´gorie de S : un objet de T est une paire (X, T ) ou` X
est un ensemble et T une topologie sur X ; (X, T ) n’est donc pas un objet de S bien
que souvent, par abus de notations, nous notions X l’espace topologique (X, T ).
1.2.5 De´ﬁnition Soit (fi :Xi −→ Y )i∈{1,2}, (pi :X −→ Xi)i∈{1,2} des familles de mor-
phismes d’une cate´gorie C. La famille (pi)i∈{1,2} est un pullback dans C de (fi)i∈{1,2}
si elle a les proprie´te´s suivantes :
(a) f1p1 = f2p2,
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(b) pour toute famille de morphismes (qi :Z −→ Xi)i∈{1,2} de C avec f1q1 = f2q2,












Dans ce cas, nous appelons p1 et p2 des projections.
1.2.6 De´ﬁnitions Soit f :X −→ Y un morphisme d’une cate´gorie C.
(i) f est un e´pimorphisme de C si pour tout morphisme g1, g2 :Y −→ Z de C,
g1f = g2f implique g1 = g2.
(ii) Si C est une cate´gorie concre`te sur une cate´gorie C′, alors f est un C′-e´pi-
morphisme si pour tout morphisme g1, g2 :Y −→ Z de C′, g1f = g2f implique
g1 = g2.
1.2.7 De´ﬁnition Une famille de morphismes (mi :Xi −→ X)i∈{1,2} d’une cate´gorie
C est un coproduit de C si pour toute famille de morphismes (ni :Xi −→ Z)i∈{1,2}
de C, il existe un unique morphisme α :X −→ Z de C tel que le diagramme suivant
commute :
X1





Dans ce cas, nous appelons m1 et m2 des injections.
1.2.8 Remarque Dans la de´ﬁnition 1.2.7, s’il existe k ∈ {1, 2} tel que nk soit un
e´pimorphisme de C, alors α est un e´pimorphisme de C. En eﬀet, si nous avons des
morphismes f1, f2 :Z −→ Y de C avec f1α = f2α, alors f1nk = f1αmk = f2αmk =
f2nk. Comme nk est un e´pimorphisme de C, nous avons f1 = f2.
1.2.9 Lemme Soit X1, X2 des objets d’une cate´gorie C et (mi :Xi −→ X)i∈{1,2} un
coproduit de C. Si f, g :X −→ Z sont des morphismes de C avec fmi = gmi, i = 1, 2,
alors f = g.
Preuve Par de´ﬁnition d’un coproduit, il existe un unique morphisme α :X −→ Z
tel que le diagramme suivant commute :
X1





α = f et α = g font l’aﬀaire et comme α est unique nous devons avoir f = g. 
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1.2.10 Proposition Soit X1, X2 des objets d’une cate´gorie C. S’il existe un co-
produit de C, alors celui-ci est unique a` un isomorphisme pre`s et nous le notons
X1 X2.
Preuve Soit (mi :Xi −→ X)i∈{1,2}, (m′i :Xi −→ X ′)i∈{1,2} des coproduits. Il existe
alors des morphismes α :X −→ X ′ et α′ :X ′ −→ X tels que αmi = m′i et α′m′i = mi
pour i = 1, 2. Nous avons donc (α′α)mi = α′m′i = mi pour i = 1, 2. Donc par le
lemme 1.2.9, α′α = IdX . De la meˆme manie`re, nous pouvons montrer que αα′ = IdX′ .
Donc α est un isomorphisme. 
Chapitre 2
Relations et germes de relation
Nous allons commencer ce chapitre par l’e´tude des relations de´ﬁnies sur un ensemble
ou sur un espace topologique. Nous nous inte´resserons plus particulie`rement a` la rela-
tion d’e´quivalence induite par une relation. Les relations analytiques et les relations
tre`s faiblement analytiques sur un espace complexe seront traite´es plus en de´tails.
Le cas d’une relation analytique sur un ouvert de C sera analyse´ se´pare´ment.
Nous nous inte´resserons ensuite au germe d’une relation en un point et a` son
ite´ration. Nous donnerons une de´ﬁnition et des conditions pour la stationnarite´ de
la suite forme´e par de ces ite´re´s.
2.1 Relations
2.1.1 De´ﬁnition Une relation sur un ensemble X est un sous-ensemble R de
X ×X avec les proprie´te´s suivantes :
(a) pour tout x ∈ X, (x, x) ∈ R,
(b) pour tout x, y ∈ X, (x, y) ∈ R implique (y, x) ∈ R.
2.1.2 Notation et remarque Pour un sous-ensemble R de X × X, nous notons
pR, qR :R −→ X les projections canoniques sur la premie`re et sur la deuxie`me com-
posante. Si X et un espace topologique, par de´ﬁnition de la topologie induite, pR et
qR sont continues.
2.1.3 De´ﬁnitions Soit R une relation sur un ensemble X.
(i) Soit U ⊂ X. Nous de´ﬁnissons R(U) := pRq−1R (U) = qRp−1R (U). Si U = {x} ⊂ X,
nous e´crirons simplement R(x) au lieu de R({x}).
(ii) Soit Y ⊂ X. La restriction de R sur Y est R|Y := R ∩ (Y × Y ).
2.1.4 De´ﬁnitions et e´nonce´s simples Soit R, S des relations sur un ensemble X.
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(i) La composition de R et S est la relation
R ◦ S :=
{
(x, z) ∈ X ×X : ∃ y ∈ X avec ((x, y), (y, z)) ∈ (R× S) ∪ (S ×R)
}
.
Nous avons alors R ∪ S ⊂ R ◦ S et R ◦ S(U) = R(S(U)) ∪ S(R(U)) pour tout
U ⊂ X.
(ii) Pour n ∈ N, nous de´ﬁnissons par induction les relations Rn :
R0 := ∆X ,
Rn+1 := R ◦Rn.
Nous avons alors Rn ⊂ Rn+1 pour tout n ∈ N et Rn+1(U) = R(Rn(U)) pour
tout U ⊂ X.
(iii) R∞ :=
⋃
n∈N Rn est la plus petite relation d’e´quivalence contenant R. Nous
noterons le quotient de X par cette relation d’e´quivalence X/R := X/R∞.
Nous avons R∞(U) =
⋃
n∈N Rn(U).
2.1.5 Remarque Soit R une relation sur un ensemble X et n ∈ N. Pour un point
x ∈ X les e´nonce´s suivants sont e´quivalents :
(i) Rn(x) = Rn+1(x),
(ii) Rm(x) = Rn(x) pour tout m  n,
(iii) R∞(x) = Rn(x).
De plus, si pour x ∈ X, CardR∞(x) = N , alors R∞(x) = RN(x).
2.1.6 Lemme Soit R une relation sur un ensemble X. S’il existe n0 ∈ N tel que
CardR∞(x)  n0 pour tout x ∈ X, alors R∞ = Rn = Rn0 pour tout n  n0.
Preuve C’est une conse´quence de la remarque 2.1.5. 
2.1.7 Lemme ([Egg80, 2.7]) Si R = R est une relation sur un espace topologique
X se´quentiel1 se´pare´ alors pour tout compact K, R(K) est ferme´.
Preuve Soit (xn)n∈N une suite dans R(K) convergeant vers x ∈ X. Nous allons
montrer que x ∈ R(K). Il existe une suite (yn)n∈N dans K avec (xn, yn) ∈ R pour tout
n ∈ N. Sans restriction de la ge´ne´ralite´, (yn)n∈N converge vers y ∈ K et ((xn, yn))n∈N
converge vers (x, y) ∈ R. Ce qui signiﬁe que x ∈ R(K). 
2.1.8 Lemme ([Egg80, 2.8]) Soit R = R = R∞ une relation d’e´quivalence ouverte
sur un espace topologique X se´quentiel se´pare´ localement connexe, K un compact
R-sature´ et U un voisinage relativement compact de K. Si V est la re´union de toutes
les composantes connexes de R(U)R(∂U) intersectant K, alors V est un voisinage
ouvert de K inclu dans U . De plus ∂V ⊂ R(∂U).
1Un espace topologique X est se´quentiel si nous avons la proprie´te´ suivante pour tout A ⊂ X : A
est ferme´ si et seulement si pour toute suite (xn)n∈N dans A qui converge nous avons limn→∞ xn ∈
A. Un espace topologique qui satisfait le premier axiome de de´nombrabilite´ est se´quentiel.
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Preuve V contient K car K ∩ ∂U = ∅. Par le lemme 2.1.7, R(∂U) est ferme´ et
comme R(U) est ouvert V l’est aussi. Nous devons encore montrer que V est inclu
dans U . Soit V0 une composante connexe non vide de V . Par de´ﬁnition de V , V0
n’intersecte pas ∂U et donc V0  U = V0  U =: V1. D’autre part, V2 := V0 ∩ U
est non vide car V0 ∩K = ∅ et K est contenu dans U . Les ensembles V1 et V2 sont
ouverts disjoints et V1 ∪ V2 = V0. Nous devons avoir V0 = V2 = V0 ∩ U car V0 est
connexe. Chaque composante connexe de V , et par conse´quent tout V , est donc
inclue dans U .
Il reste a` montrer ∂V ⊂ R(∂U). Soit x ∈ ∂V ⊂ U . Supposons x ∈ R(∂U), donc
x ∈ U  R(∂U). Posons V ′ := Cx(U  R(∂U))⊂o X. Nous avons V ∩ V ′ = ∅ car
x ∈ V : une contradiction avec x ∈ ∂V . 
2.1.9 Lemme Soit R = R∞ une relation d’e´quivalence sur un espace topologique
X, x ∈ X et U⊂o X un voisinage de x. Si R(x) posse`de un syste`me fondamental
de voisinages R-sature´s, alors R|U(x) posse`de un syste`me fondamental de voisinages
R|U -sature´s.
Preuve Soit V˜ ⊂o U un voisinage ouvert de A := R|U(x) = R(x)∩U . Par de´ﬁnition
de la topologie induite, il existe V ⊂o X tel que V ∩ U = V˜ . L’ensemble W :=
V ∪ (X U)⊂o X est un voisinage de R(x) et il existe un voisinage W ′ ⊂ W de R(x)
qui est R-sature´. W ′ ∩ U ⊂ V˜ est donc un voisinage de A qui est R|U -sature´. 
2.1.10 De´ﬁnition Une relation R sur un espace topologique X est ouverte, dis-
cre`te, propre, quasi-ﬁnie, respectivement ﬁnie si la projection canonique pR (et
par syme´trie la projection canonique qR) est ouverte, discre`te, propre, quasi-ﬁnie,
respectivement ﬁnie.
2.1.11 The´ore`me Soit R une relation sur un espace topologique X.
(i) R est ouverte si et seulement si pour tout ouvert U de X, R(U) est ouvert.
(ii) R est discre`te si et seulement si pour tout x ∈ X, R(x) est discret.
(iii) R est quasi-ﬁnie si et seulement si pour tout x ∈ X, R(x) est ﬁni.
(iv) Si X est se´pare´, alors R est propre si et seulement si pour tout compact K de
X, R(K) est compact.
Preuve Ad (i). “⇒” Soit U⊂o X. La projection pR e´tant continue, nous avons
p−1R (U)⊂o R. Comme R est ouverte, nous avons R(U) = pRq−1R (U)⊂o X.
“⇐” Soit W ⊂o R, (x1, x2) ∈ W et W1 ×W2⊂o X ×X un voisinage de (x1, x2) avec
(W1 ×W2)∩R ⊂ W . Alors R(W1)∩W2 ⊂ qR(W ) est un voisinage ouvert de x2 car
R(W1)⊂o X.
Ad (ii), (iii). Soit x ∈ X. Comme p−1R (x) = {x} × R(x) est home´omorphe a` R(x),
p−1R (x) est un ensemble discret, respectivement ﬁni, si et seulement si R(x) est discret,
respectivement ﬁni.
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Ad (iv). “⇒” Soit K ⊂ X un ensemble compact. p−1R (K) est compact car R est
propre et R(K) = pRq
−1
R (K) est compact car pR est continue et X est se´pare´.
“⇐” Soit K ⊂ X un ensemble compact. p−1R (K) est un sous-ensemble ferme´ du
compact K ×R(K) car K est ferme´ et pR continue. p−1R (K) est donc compact. 
2.1.12 The´ore`me Soit R et S des relations sur un espace topologique se´pare´ X.
(i) Si R et S sont ouvertes, alors R◦S et Rn sont ouvertes pour tout n ∈ N∪{∞}.
(ii) Si R et S sont propres, alors R ◦ S et Rn sont propres pour tout n ∈ N.
(iii) Si R et S sont ﬁnies, alors R ◦ S et Rn sont ﬁnies pour tout n ∈ N.
(iv) Si R et S sont quasi-ﬁnies, alors R ◦S et Rn sont quasi-ﬁnies pour tout n ∈ N.
Preuve Ces e´nonce´s de´coulent directement des e´nonce´s simples donne´s en 2.1.4 et
du the´ore`me 2.1.11. 
2.1.13 Lemme Soit f :X −→ Y une application entre deux espaces topologiques
se´pare´s. Si X et Y satisfont le premier axiome de de´nombrabilite´, alors f est ouverte
en un point x ∈ X si et seulement si pour toute suite (yn)n∈N qui converge vers f(x)
il existe une suite (xn)n∈N qui converge vers x telle que f(xn) = yn pour tout n ∈ N
suﬃsamment grand.
Preuve “⇒” Soit (yn)n∈N une suite dans Y convergeant vers f(x) et soit (Uk)k∈N
un syste`me fondamental de voisinages de x. Pour tout k ∈ N, il existe nk ∈ N tel
que yn ∈ f(Uk) pour tout n  nk. Sans restriction de la ge´ne´ralite´, la suite (nk)k∈N
est strictement croissante. Posons xn = x pour n = 0, . . . , n0 − 1. Pour tout k ∈ N
et pour tout nk+1 > n  nk, il existe xn ∈ Uk avec f(xn) = yn. La suite (xn)n∈N a
alors la proprie´te´ de´sire´e.
“⇐” Supposons qu’il existe U⊂o X tel que f(U) ne soit pas un voisinage de f(x).
Il existe alors une suite (yn)n∈N dans Y  f(U) qui converge vers f(x) et il n’existe
pas de suite (xn)n∈N qui converge vers x avec yn = f(xn) pour tout n suﬃsamment
grand. 
2.1.14 Corollaire Soit X un espace topologique se´pare´ satisfaisant le premier axio-
me de de´nombrabilite´ et R une relation sur X. La relation R est ouverte si et
seulement si pour tout x ∈ X, pour toute suite (xn)n∈N convergeant vers x ∈ X et
pour tout x′ ∈ R(x), il existe une suite (x′n)n∈N qui converge vers x′ avec x′n ∈ R(xn)
pour tout n ∈ N.
Preuve C’est une conse´quence du lemme 2.1.13 car R est ouverte si et seulement
si pR est ouverte en tout point (x, x
′) ∈ R. 
2.1.15 The´ore`me ([Egg80, 3.7]) Soit R une relation ouverte quasi-ﬁnie sur un es-
pace topologique X localement compact satisfaisant le premier axiome de de´nom-
brabilite´. Une classe d’e´quivalence de R∞ est soit discre`te, soit ne contient aucun
point isole´. De plus, si R∞(x) est ferme´ pour un x ∈ X (c’est le cas pour tout x ∈ X
si X/R est se´pare´), alors R∞(x) est discret.
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Preuve † Soit x ∈ X. Supposons que R∞(x) ne soit pas discret. Sans restriction de
la ge´ne´ralite´, nous pouvons admettre que x est un point d’accumulation de R∞(x).
Il existe donc une suite (xn)n∈N convergeant vers x avec xn ∈ R∞(x)  {x} pour
tout n ∈ N. Soit x′ ∈ R∞(x), x′ = x. Nous allons voir que x′ est aussi un point
d’accumulation de R∞(x). Il existe m ∈ N avec x′ ∈ Rm(x). Par le the´ore`me 2.1.12,
Rm est ouverte et par le corollaire 2.1.14 , il existe une suite (x′n)n∈N qui converge
vers x′ avec x′n ∈ Rm(xn) pour tout n ∈ N. Il reste a` voir que (x′n)n∈N est une suite
dans R∞(x) convergeant vers x′ qui n’est pas stationnaire (donc x′ est aussi un point
d’accumulation de R∞(x)). Supposons que cette suite soit stationnaire, c’est-a`-dire
il existe n0 ∈ N avec x′n = x′n0 pour tout n > n0. Donc pour tout n > n0, nous avons
(xn, x
′
n) = (xn, x
′
n0
) ∈ Rm. L’ensemble Rm(x′n0) est alors de cardinalite´ inﬁnie car
(xn)n∈N n’est pas stationnaire, ce qui est une contradiction car Rm est quasi-ﬁnie.
Soit x ∈ X avec R∞(x) ferme´. Supposons que R∞(x) n’ait pas de point isole´, c’est
alors un ensemble parfait. Soit V un voisinage relativement compact de x. Donc,
V ∩R∞(x) est un ensemble compact parfait et il est home´omorphe a` l’ensemble de
Cantor ([AH35, Satz VI’, p.121]) : ceci est une contradiction car R e´tant quasi-ﬁnie
les classes d’e´quivalences de R∞ sont de´nombrables. R∞(x) ne peut donc qu’eˆtre
discret. 
2.1.16 Proposition Soit X un espace topologique localement compact et loca-
lement connexe satisfaisant le premier axiome de de´nombrabilite´, R une relation
propre ouverte sur X et a ∈ X avec R∞(a) compact. Si X/R est se´pare´, alors
R∞(a) posse`de un syste`me fondamental de voisinages R-sature´s.
Preuve Soit W un voisinage ouvert de R∞(a). Sans restriction de la ge´ne´ralite´, W
est relativement compact (R∞(a) e´tant compact et X localement compact, R∞(a)
peut eˆtre recouvert par un nombre ﬁni d’ouverts relativement compacts). ∂W e´tant
compact et X/R e´tant se´pare´, π(∂W ) est compact et donc ferme´ (nous notons
π :X −→ X/R la projection canonique). Il s’en suit que R∞(∂W ) = π−1π(∂W ) est
ferme´. V˜ := W  R∞(∂W ) est un ensemble ouvert et nous notons V ⊂ W l’union
des composantes connexes de V˜ intersectant R∞(a) ( l’ensemble R∞(a) est inclu
dans V car R∞(a) ∩ ∂W = ∅).
Nous allons voir que Ω := {v ∈ V : R(v) ⊂ V } est ouvert et ferme´ . Il s’en suivra
que Ω est une re´union de composantes connexes de V , mais comme R∞(a) ⊂ Ω
intersecte chaque composante connexe de V , nous avons Ω = V . Comme Ω est R-
sature´, V l’est aussi.
Ω est ouvert dans V . Soit v ∈ V . L’ensemble p−1R (v) = {v} ×R(v) est inclu dans
q−1R (V ) car R(v) ⊂ V . La projection pR e´tant propre, il existe un ouvert U de X tel
que p−1R (v) ⊂ p−1R (U) ⊂ q−1R (V ) (voir [KK83, 33 B.1]). U est donc un voisinage de v
avec R(U) = qRp
−1
R (U) ⊂ V . Par conse´quent, U est inclu dans Ω.
Ω est ferme´ dans V . Soit (vn)n∈N une suite dans Ω qui converge vers v ∈ V . Soit
v′ ∈ R(v). Nous devons montrer que v′ ∈ V . La relation R e´tant ouverte, par le
corollaire 2.1.14, il existe une suite (v′n)n∈N convergeant vers v
′ avec v′n ∈ R(vn) pour
tout n ∈ N. Comme vn est dans Ω, v′n est dans V pour tout n ∈ N et v′ est e´le´ment
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de V . Mais v′ ne peut pas se trouver sur le bord de V car ∂V ⊂ ∂V˜ ⊂ R∞(∂W ) (la
premie`re inclusion vient du fait que V est une re´union de composantes connexes de
V˜ et la deuxie`me du lemme 2.1.17) et R∞(v) ∩ ∂W = ∅. 
2.1.17 Lemme Soit X un espace topologique satisfaisant le premier axiome de
de´nombrabilite´, W un ouvert de X et A un ferme´ de X. Si A contient le bord de
W , alors A contient le bord de W  A.
Preuve Soit x ∈ ∂(W  A). Si x est e´le´ment de ∂W , alors x ∈ A. Sinon x est un
point inte´rieur de W car ∂(W  A) ⊂ W ∪ ∂W . Il existe donc (Vn)n∈N un syste`me
fondamental de voisinages de x inclus dans W . Le point x e´tant sur le bord de
W  A, pour tout n ∈ N, nous avons
∅ = Vn ∩ (X  (W  A)) = Vn  (W  A) = Vn  (Vn  A) = Vn ∩ A.
Il existe donc une suite (xn)n∈N dans A qui converge vers x. Comme A est ferme´, x
se trouve dans A. 
2.2 Relations analytiques et relations tre`s faible-
ment analytiques
2.2.1 De´ﬁnitions Une relation R sur un espace complexe X est analytique si
R est un sous-ensemble analytique de X ×X. La relation R est tre`s faiblement
analytique si pour tout (x, x′) ∈ R, il existe un ensemble A ⊂ R localement
analytique dans X ×X qui contient (x, x′) tel que les projections canoniques pA et
qA soient ouvertes.
2.2.2 The´ore`me (Holmann-Egger) Soit Y un espace complexe, X un espace
complexe localement irre´ductible et f :Y −→ X une application holomorphe. Si un
ensemble R ⊂ Y a les proprie´te´s suivantes :
(a) F := f |R :R −→ X est surjective ouverte ﬁnie,
(b) pour tout y ∈ R, il existe un ensemble A ⊂ R localement analytique dans Y
contenant y tel que f |A :A −→ X soit ouverte,
alors R est un sous-ensemble analytique de Y .
Pour une preuve voir l’appendice.
Du the´ore`me de Holmann-Egger, nous pouvons directement de´duire l’e´nonce´ sui-
vant :
2.2.3 Corollaire Une relation ouverte ﬁnie tre`s faiblement analytique sur un espace
complexe connexe localement irre´ductible est analytique.
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2.2.4 De´ﬁnition Soit R une relation quasi-ﬁnie sur un espace topologique X. Nous
de´ﬁnissons la fonction
νR : X → N
x → CardR(x).
R est borne´e en x ∈ X, s’il existe un voisinage U⊂o X de x tel que ν(R|U ) est
borne´e.
Holmann a de´montre´ le lemme suivant pour une relation d’e´quivalence ouverte ﬁnie
faiblement analytique sur un espace complexe (voir [Hol78, 2.1]) :
2.2.5 Lemme Soit R une relation ouverte quasi-ﬁnie et tre`s faiblement analytique
sur un espace complexe X. Nous avons les aﬃrmations suivantes :
(i) νR est continue par en-bas, c’est-a`-dire pour tout x ∈ X il existe un voisinage
U⊂o X de x tel que νR(x)  νR(y) pour tout y ∈ U .
(ii) CR := {x ∈ X : νR est continue en x} est ouvert et dense dans X.
(iii) CR ⊂ {x ∈ X : R est borne´e en x}.
Preuve La preuve pre´sente´e est celle e´crite par Morel dans le cas ou` R est une
relation d’e´quivalence faiblement analytique (voir [Mor01, 4.2.6]).
Ad (i). Soit x ∈ X avec R(x) = {x1, . . . xn}. Pour i = 1, . . . , n, il existe un ensemble
localement analytique Ai ⊂ R contenant (x, xi) avec pR(Ai)⊂o X. Sans restriction
de la ge´ne´ralite´, les Ai sont disjoints. Posons U :=
⋂n
i=1 pR(Ai). Pour tout y ∈ U , il
existe yi ∈ X avec (y, yi) ∈ Ai, i = 1, . . . , n et yi = yj pour i = j. Il s’en suit que
{y1, . . . , yn} ⊂ R(y) et donc νR(x)  νR(y) pour tout y ∈ U .
Ad (ii). Si νR est continue en x ∈ X, il existe un voisinage U de x tel que νR(x) =
νR(y) pour tout y ∈ U , donc νR est continue sur un voisinage de x.
Supposons que CR ne soit pas dense dans X. Il existe alors U⊂o X avec U ∩CR = ∅
et νR est donc discontinue en tout point de U . Posons An := {x ∈ U : νR(x)  n}.
Pour tout n ∈ N, An est ferme´ : pour x ∈ U  An, il existe un voisinage V ⊂o X
de x tel que n < νR(x)  νR(y) pour tout y ∈ V ; V ∩ U est donc un voisinage
de x dans U  An. Comme R est quasi-ﬁnie,
⋃
n∈N An = U et par le the´ore`me de
Baire, il existe n0 tel que
◦
An0 = ∅. Nous choisissons n0 minimal, c’est-a`-dire tel que◦
An0−1= ∅. Soit U ′⊂o U avec ∅ = U ′ ⊂ An0 . L’ensemble U ′′ := U ′  An0−1 est ouvert
car An0−1 est ferme´ et non-vide (sinon on aurait U
′ ⊂ An0−1 : une contradiction).
Par construction, νR(x) = n0 pour tout x ∈ U ′′, donc νR est continue sur U ′′ ⊂ U :
une contradiction.
Ad (iii). Soit x ∈ CR. Il existe une voisinage U⊂o X de x tel que νR(x) = νR(y) pour
tout y ∈ U . Il s’en suit que ν(R|U )(y)  νR(y) = νR(x) pour tout y ∈ U . Donc ν(R|U )
est borne´e et R est borne´e en x. 
2.2.6 The´ore`me Soit f :X −→ Y une application holomorphe discre`te entre deux
espaces complexes. Pour tout x ∈ X, il existe des voisinages U de x, V de f(x) tels
que la cardinalite´ des ﬁbres de f |U :U −→ V soit borne´e.
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Preuve Soit x ∈ X. Conside´rons d’abord le cas ou` X est de dimension pure. Il
existe un voisinage U de x et V de f(x) tel que f |U :U −→ V soit ﬁnie ([KK83, 33
B.2]). Soit n la dimension de l’ensemble analytique f(U) ⊂ V en f(x). Nous pou-
vons trouver un voisinage V ′ ⊂ V de f(x) tel qu’il existe une application holomor-
phe ouverte ﬁnie surjective g :f(U) ∩ V ′ −→ W ⊂o Cn ([KK83, 48.8geo]) et tel que
f(U)∩V ′ soit connexe. g est donc un reveˆtement analytique ([GR84, 7§2.3]). Posons
U ′ := (f |U)−1(V ′). Nous allons voir que f |U ′ :U ′ −→ f(U) ∩ V ′ est un reveˆtement
analytique (ce qui implique que U ′ et V ′ sont les voisinages recherche´s). Pour cela,
il suﬃt de montrer que g ◦ f |U ′ est un reveˆtement analytique ([GR84, 7§2.1]). f |U ′
est ﬁnie donc g ◦ f |U ′ l’est aussi. Il suit donc de [GR65, V.C.5] que dimU ′ = dimW .
Comme g ◦ f |U ′ est discre`te et W localement irre´ductible, il suit de [KK83, 49.16]
que g ◦ f |U ′ est ouverte, donc un reveˆtement analytique.
Si X n’est pas de dimension pure, il existe alors une de´composition X = X1∪. . .∪Xn
telle que X1, . . . , Xn soient de dimension pure. Nous pouvons supposer que les en-
sembles X1, . . . , Xn contiennent chacun le point x sinon nous rapetissons X. Pour
i = 1, . . . , n, il existe des voisinages Ui⊂o Xi de x et Vi⊂o Y de f(x) tels que la
cardinalite´ des ﬁbres de f |Ui :Ui −→ Vi soit borne´e. Il s’en suit que V :=
⋂n
i=1 Vi et
U := f−1(V )∩(⋃ni=1 Ui) = ⋃ni=1 (f−1(V )∩Ui) = ⋂ni=1(f |Ui)−1(V ) sont des voisinages
avec les proprie´te´s de´sire´es. 
2.2.7 Corollaire Soit R une relation analytique discre`te sur un espace complexe
X. Si R∞ est analytique, alors pour tout x ∈ X il existe un voisinage U de x et
n0 ∈ N tels que la cardinalite´ de R∞(y) ∩ U soit infe´rieure a` n0 pour tout y ∈ U . Il
s’en suit que R est borne´e en x et (R|U ′)∞ = (R|U ′)n0pour tout U ′⊂o U .
Preuve Soit x ∈ X. Pour y ∈ X et un voisinage V ⊂o X de y relativement compact,
R∞(y)∩ V = ⋃n∈N (Rn(y)∩ V ) est de´nombrable ; R∞ e´tant analytique, R∞(y)∩ V
est analytique et par conse´quent discret. R∞ est donc une relation d’e´quivalence
discre`te. Il existe donc par le the´ore`me 2.2.6 un voisinage U de x et n0 ∈ N tels que
la cardinalite´ des ﬁbres des projections canoniques R∞|U → U soit plus petite que
n0.
Pour U ′⊂o U et y ∈ U ′, nous avons Card(R|U ′)∞(y)  CardR∞(y)∩U < n0 et donc
du lemme 2.1.6, nous concluons que (R|U ′)∞ = (R|U ′)n0 . 
2.2.8 The´ore`me (Kaup) Si R est une relation analytique propre sur un espace
complexe X, alors Rn est une relation analytique propre pour tout n ∈ N.
Pour une preuve, voir [Kau71, (1.1)c].
2.2.9 The´ore`me ([Egg80, 3.6]) Soit R une relation ouverte analytique sur un es-
pace complexe X. S’il existe un point a ∈ X avec R(a) = {a} et si R∞ est quasi-ﬁnie,
alors les e´nonce´s suivants sont e´quivalents :
(i) Il existe un voisinage U de a et un syste`me fondamental de voisinages dans U
de a qui sont R|U -sature´s.
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(ii) Il existe un voisinage V de a tel que R|V soit propre.
(iii) Il existe un voisinage W de a tel que (R|W )∞ soit analytique.
Preuve †† “(i)⇒(ii)” Soit V un voisinage de a qui est R|U -sature´ et relativement
compact dans U . Nous allons voir que R|V est propre. Soit K ⊂ V un ensemble
compact et (xn)n∈N une suite dans R|V (K). Sans restriction de la ge´ne´ralite´, (xn)n∈N
converge vers un point x ∈ U car V est relativement compact dans U . D’autre part,
il existe une suite (yn)n∈N dans K tel que (xn, yn) ∈ R|V pour tout n ∈ N. Sans
restriction de la ge´ne´ralite´, (yn)n∈N converge vers un point y ∈ K. La relation R|U
e´tant analytique, (x, y) ∈ R|U et comme V est R|U -sature´, nous avons x ∈ V et
donc x ∈ R|V (K).
“(ii)⇒(iii)” Par [Kau71, 2.3], (R|V )∞ est analytique.
“(iii)⇒(i), (ii)” Par le corollaire 2.2.7, il existe un voisinage W ′ relativement compact
dans W de a et n0 ∈ N avec Card(R|W ′)∞(x)  n0 pour tout x ∈ W ′ et (R|W ′′)∞ =
(R|W ′′)n0 pour tout W ′′ ⊂ W ′. Soit U la composante connexe de W ′(R|W )∞(∂W ′)
contenant le point a. Par le lemme 2.1.7, U est ouvert, et par le lemme 2.1.17,
∂U ⊂ (R|W )∞(∂W ′).
Nous allons voir que R|U est propre. Soit K un sous-ensemble compact de U et
(xn)n∈N une suite dans R|U(K). Sans restriction de la ge´ne´ralite´, (xn)n∈N converge
vers x ∈ W car U est relativement compact dans W . Il existe une suite (yn)n∈N
dans K tel que (xn, yn) ∈ R|U pour tout n ∈ N. Sans restriction de la ge´ne´ralite´,
(yn)n∈N converge y ∈ K et ((xn, yn))n∈N converge alors vers (x, y) ∈ R|W car R|W
est analytique. x est dans U sinon nous aurions x ∈ ∂U ⊂ (R|W )∞(∂W ′) : une
contradiction car y ∈ K ⊂ U ⊂ W ′  (R|W )∞(∂W ′). Par conse´quent, R|U(K) est
un sous-ensemble compact de U .
Comme U ⊂ W ′, nous avons (R|U)∞ = (R|U)n0 . Il s’en suit que (R|U)∞ est propre
(the´ore`me 2.1.12) et a posse`de un syste`me fondamental de voisinage R|U -sature´s
(voir [KK83, 33 B.4]). 
2.2.10 Corollaire Soit R une relation ouverte analytique sur un espace complexe
X a` topologie de´nombrable avec R∞ quasi-ﬁnie et soit a ∈ X avec R(a) = {a}. S’il
existe un voisinage W de a satisfaisant une des e´quivalences du the´ore`me 2.2.9, alors
il existe un voisinage U⊂o W de a et n0 ∈ N avec les proprie´te´s suivantes :
(a) a posse`de un syste`me fondamental de voisinages R|U -sature´s,
(b) R|U est propre,
(c) Card(R|U)∞(x)  n0 pour tout x ∈ U ,
(d) (R|U)∞ = (R|U)n0 ,
(e) (R|U)∞ est analytique ﬁnie.
Preuve Dans la preuve “(iii)⇒(i), (ii)” du the´ore`me 2.2.9, nous avons vu qu nous
pouvons trouver un voisinage U de a et n0 ∈ N avec les proprie´te´s (a), (b), (c), (d)
et (R|U)∞ propre. Comme R|U est propre et analytique, (R|U)∞ = (R|U)n0 est aussi
analytique (the´ore`me 2.2.8). 
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2.2.11 The´ore`me ([Egg80, 3.8]) Soit R une relation ouverte ﬁnie et analytique sur
un espace complexe normal X. Les e´nonce´s suivants sont e´quivalents :
(i) R∞ est une relation d’e´quivalence analytique ﬁnie.
(ii) X/R est un espace complexe et la projection canonique π : X → X/R est ﬁnie.
(iii) X/R est se´pare´ et pour chaque composante connexe X0 de X, il existe un
compact R-sature´ qui a une intersection non vide avec X0.
Preuve “(i)⇒(ii)” Comme R∞ est ouverte, il suit de [BR90] que X/R est un espace
complexe.
“(ii)⇒(iii)” Pour chaque composante connexe X0 de X, il suﬃt de choisir un point
a ∈ X0 pour que π−1π(a) soit un compact avec la proprie´te´ de´sire´e.
“(iii)⇒(i)” Soit p ∈ N. Nous de´ﬁnissons l’ensemble
Ωp := {x ∈ X : ∃U⊂o X avec x ∈ U et Rp(x′) = Rp+1(x′) ∀x′ ∈ U}.
Ωp est ouvert par de´ﬁnition. Nous allons voir que X  Ωp est ouvert. Soit x0 ∈
X  Ωp. Il existe x1 ∈ Rp+1(x0)  Rp(x0). Comme Rn est analytique pour tout
n ∈ N (the´ore`me 2.2.8), il existe un voisinage U⊂o X ×X de (x0, x1) ∈ Rp+1 tel que
U∩Rp = ∅. La relation Rp+1 e´tant ouverte, pRp+1(U∩Rp+1) est alors un voisinage de
x0 contenu dans X Ωp. Donc Ωp est la re´union de plusieurs composantes connexes
de X.
Nous allons voir que pour chaque composante connexe X0 de X, il existe p(X0) ∈ N
avec X0 ⊂ Ωp(X0) (ce qui implique que R∞ ∩ (X0 × X) = Rp(X0) ∩ (X0 × X) et
donc que R∞ est analytique). Soit X0 une composante connexe de X. Comme X/R
est se´pare´, par le the´ore`me 2.1.15, R∞ est discre`te. Il existe donc a ∈ X0 avec
CardR∞(a) < ∞ (choisir un point a ∈ K ∩ X0, ou` K est le compact R-sature´
intersectant X0). Par la proposition 2.1.16, R
∞(a) posse`de un voisinage ouvert R-
sature´ U qui est relativement compact dans X. Donc R∞|U est quasi-ﬁnie (c’est
une relation d’e´quivalence discre`te sur un ensemble relativement compact) et par
[Kau71, 2.2], (R|U)∞ = R∞|U est analytique et propre. La projection canonique sur
la premie`re composante R∞|U → U est alors ouverte et ﬁnie, il s’en suit que c’est un
reveˆtement analytique ([GR84, 7§2.3]) et CardR∞(x) est borne´e sur U . Donc, par le
lemme 2.1.6, il existe p0 ∈ N avec Rp0(x′) = Rp0+1(x′) pour tout x′ ∈ U . L’ensemble
U est alors inclu dans Ωp0 mais comme Ωp0 est une re´union de composantes connexes
de X, nous devons avoir X0 ⊂ Ωp0 et nous posons p(X0) := p0. 
2.2.12 Proposition (Holmann-Kaup-Reiffen) Si R est une relation d’e´quiva-
lence analytique sur un espace complexe normal connexe avec une topologie de´nom-
brable dont les classes d’e´quivalences sont toutes de dimension pure d, alors il existe
une application holomorphe ouverte π :X −→ X˜ avec X˜ un espace complexe normal
et tel que Cx(Rπ(x)) = Cx(R(x)) pour tout x ∈ X.
Preuve La preuve pre´sente´e est celle re´alise´e par Holmann, Kaup et Reiﬀen (voir
[HKR02]).
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Soit T une composante irre´ductible de R. Pour tout (x, y) ∈ T , nous avons
p−1T pT ((x, y)) ⊂ {x} × R(x) et donc dim(x,y) p−1T pT ((x, y))  d. Il existe un point
(x, y) ∈ T avec T(x,y) = R(x,y) et pour un tel point nous avons p−1T pT ((x, y))(x,y) =
p−1R pR((x, y))(x,y). Il suit alors de l’irre´ductibilite´ de T que dim(x,y) p
−1
T pT ((x, y)) = d
pour tout (x, y) ∈ T . Par [KK83, 48.3geo-49.15], nous avons dimT  n + d, n :=
dimX, et par [KK83, 49.16], pT est ouverte si et seulement si dimT = n + d.
Posons R˜ := {(x, y) ∈ R : dim(x,y) R = n + d}. Comme dim(x,y) R  n + d pour
tout (x, y) ∈ R, R˜ est la re´union des composantes irre´ductibles de R de dimension
n + d. Donc R˜ est un sous-ensemble analytique de R. Il suit de [KK83, 49.16], que
R˜ est l’ensemble des points (x, y) ∈ R tel que pR est ouverte en (x, y). Nous allons
montrer que R˜ est une relation d’e´quivalence. Il est clair que si (a, b) ∈ R˜, alors
(b, a) ∈ R˜. Si T est la composante irre´ductible de R contenant ∆X , alors pT est
surjective et par conse´quent dimT = n + d et ∆ ⊂ T ⊂ R˜ : si dimT < n + d, alors
pT est ouverte en aucun point et pT (T ) a une mesure de Lebesgue nulle (lemme
2.2.13) donc pT (T ) = X, ce qui est une contradiction. Si pR est ouverte en (a, b) et
en (b, c), alors il suit du lemme 2.1.13 que pR est aussi ouverte en (a, c). Nous avons
donc construit une relation d’e´quivalence analytique ouverte R˜ ⊂ R dont les ﬁbres
sont de dimension pure d.
Par [BR90], X/R˜ est un espace complexe normal. Nous allons montrer que la pro-
jection canonique π :X −→ X/R˜ a la proprie´te´ de´sire´e, c’est-a`-dire que Cx(R˜(x)) =
Cx(R(x)) pour tout x ∈ X. L’inclusion “⊂” est ve´riﬁe´e car R˜ ⊂ R. Supposons
que l’inclusion “⊃” soit fausse. Il existe alors une composante irre´ductible A de
Cx(R(x)) avec A ∩ Cx(R˜(x)) = ∅ et A ⊂ Cx(R˜(x)). Soit a ∈ A  Sing (R(x)).
Comme R˜ ⊂ R, comme les classes d’e´quivalence de R et R˜ sont de dimension pure
d et comme R(a) est une varie´te´ complexe dans un voisinage de a, nous avons
Aa = (R(a))a = (R˜(a))a. Il s’en suit que A est une composante irre´ductible de
R˜(a). Comme A∩Cx(R˜(x)) = ∅, nous avons alors Cx(R˜(x)) = Cx(R˜(a)) ⊃ A : une
contradiction. 
2.2.13 Lemme Soit f :Z −→ X une application holomorphe, ou` Z est irre´ductible
avec une topologie de´nombrable et X un espace complexe normal connexe avec une
topologie de´nombrable. Si f est ouverte en aucun point x ∈ X, alors f(Z) a une
mesure de Lebesgue nulle.
Preuve Par le the´ore`me de Sard, l’aﬃrmation est ve´riﬁe´e si Z et X sont des varie´te´s
complexes. Si Z n’est pas un varie´te´ complexe, l’aﬃrmation se de´montre pas induc-
tion sur la dimension de Z : par le the´ore`me de Sard f(Z  SingZ) est de me-
sure nulle et par hypothe`se d’induction f(SingZ) est de mesure nulle. Pour le cas
ge´ne´ral, si f−1(SingX) = Z, l’aﬃrmation est ve´riﬁe´e car f(Z) = SingX. Sinon
f(Z) ⊂ f(X  f−1(SingX)) ∪ SingX et cet ensemble est de mesure nulle. 
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2.3 Relations analytiques sur un ouvert de C
2.3.1 Lemme Soit R une relation analytique sur un ouvert connexe X⊂o C. Si R2 =
X × X, alors pour tout a ∈ X, il existe un voisinage U⊂o X de a tel que R|U soit
ouverte discre`te et tel que R|U ⊂ U × U soit de dimension pure 1.
Preuve Supposons qu’il existe x ∈ X tel que R(x) ne soit pas discret. R(x) =
pRq
−1




est alors un sous-ensemble analytique de X qui n’est
pas discret. Comme X est connexe, il s’en suit que R(x) = X et donc R2 = X×X :
une contradiction.
Soit a ∈ X. Nous avons dim(a,a) R = 1 car ∆X ⊂ R ⊂ R2 = X×X. Par conse´quent,
il existe un voisinage U⊂o X tel que R|U ⊂ U × U soit de dimension pure 1. Il suit
alors de [KK83, 49.16] que p(R|U ) est ouverte. 
2.3.2 Lemme Pour une fonction holomorphe f(x) = apx
p + ap+1x
p+1 + . . . , p >
0, ap = 0 de´ﬁnie sur un voisinage X⊂o C de 0, il existe un biholomorphisme
h :U −→ h(U) de´ﬁni sur un voisinage U⊂o X de 0 tel que f |U = hp.
Sans preuve.
2.3.3 Lemme Soit X un espace complexe normal et a ∈ X. Si {g1,a, . . . , gn,a}
est un sous-groupe ﬁni de Aut(Xa), alors il existe un voisinage U⊂o X de a et des
repre´sentants g1, . . . , gn ∈ Aut(U) de g1,a, . . . , gn,a tels que {g1, . . . , gn} soit un sous-
groupe ﬁni de Aut(U).
Preuve Soit V˜ ⊂o X un voisinage connexe de a sur lequel il existe des repre´sentants
biholomorphes gν de gν,a pour ν = 1, . . . , n et soit V ⊂o V˜ un voisinage connexe de a





gµ ◦ gν(V ) =
n⋂
λ=1
gλ(V ) = U.
U a donc la proprie´te´ de´sire´e. 
2.3.4 The´ore`me Si R est une relation analytique sur un voisinage X⊂o C de 0,
nous n’avons que les deux alternatives suivantes :
(I) Pour tout voisinage U⊂o X de 0, il existe y ∈ U tel que Card(R|U)∞(y) = ∞.
(II) Il existe un voisinage U⊂o X de 0 tel que (R|U)∞ soit analytique.
Preuve Si pour tout voisinage connexe U de 0 nous avons (R|U)2 = U × U , c’est
l’alternative (I) qui est ve´riﬁe´e.
Sinon, par le lemme 2.3.1, nous pouvons choisir un voisinage U de 0 tel que R|U soit
discre`te ouverte et tel que R|U ⊂ U × U soit de dimension pure 1. Nous pouvons
choisir U connexe et supposer que X = U . Comme R est de dimension 1, l’ensemble
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des singularite´s de R est discret. Donc, sans restriction de la ge´ne´ralite´, nous pouvons
supposer que SingR ⊂ {(0, 0)}. Si X est suﬃsamment petit, nous pouvons trouver
une normalisation ν :Z =
.⋃
j∈JZj −→ R, J := {1, . . . ,M}, de R qui remplit les
conditions suivantes :
(a) 0 ∈ Zj⊂o C pour tout j ∈ J ,
(b) ν−1((0, 0)) = {0 ∈ Zj : j ∈ J}.
La premie`re condition peut eˆtre satisfaite car les composantes connexes de Z sont
des espaces normaux de dimension 1 donc des varie´te´s complexes (voir [KK83, 74.4]).
Pour que la deuxie`me condition soit satisfaite, il faut choisir X suﬃsamment petit
pour que les composantes irre´ductibles de R soient irre´ductibles en 0.
Nous de´ﬁnissons pˆR := pRν et qˆR := qRν. L’image par ν d’un voisinage de ν
−1((0, 0))
est un voisinage de (0, 0). Donc, par le lemme 2.3.2, nous pouvons supposer que X est
suﬃsamment petit pour qu’il existe des applications biholomorphes
aj :Zj −→ aj(Zj)⊂o C, bj :Zj −→ bj(Zj)⊂o C et des nombres αj, βj ∈ N∗ tel que
pˆR|Zj = aαjj et qˆR|Zj = bβjj . Nous obtenons alors le diagramme commutatif de la
ﬁgure 2.1. Remarquons que les nombres αj, βj sont inde´pendants du choix de X et
Fig. 2.1: Diagramme commutatif induit par R
de ν.
Posons hj := bja
−1






βj : z ∈ aj(Zj) avec zαj = x
}
. (2.1)
Conside´rons d’abord le cas ou` il existe j ∈ J tel que αj < βj. Comme hj(0) =
0, il existe une fonction h˜j tel que hj(z) = zh˜j(z). Soit V ⊂o C un voisinage de 0
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Pour x ∈ X et z ∈ V ⊂ aj(Zj) avec zαj = x, R(x) contient (hj(z))βj et nous avons










|x|, pour |x| suﬃsament petit,
< |x|.
Donc pour x suﬃsamment proche de 0, nous pouvons construire une suite (xn)n∈N
avec xn+1 ∈ R(xn), |xn+1| < |xn| pour tout n ∈ N et x1 ∈ R(x). Il s’en suit
que CardR∞(x) = ∞. Pour tout voisinage U de 0, il existe donc y ∈ U avec
Card(R|U)∞(y) = ∞. C’est donc l’alternative (I) qui est satisfaite. Nous obtenons
le meˆme re´sultat s’il existe j′ ∈ J avec αj′ > βj′ en travaillant avec h−1j .
Si αj = βj = 1 pour tout j ∈ J (c’est le cas si et seulement si R est le graphe d’ap-
plications biholomorphes dans un voisinage de (0, 0)), pour x ∈ X ′ := ⋂j∈J aj(Zj),
l’e´quation 2.1 devient
R(x) = {hj(x) : j ∈ J}. (2.2)
Notons Γ le groupe engendre´ par le germes h1,0, . . . , hM,0. Si Γ est ﬁni, par le lemme
2.3.3, il existe un voisinage U⊂o X ′ de 0 tel que h1(U) = . . . = hM(U) et tel que
h1|U, . . . , hn|U engendre un sous-groupe ﬁni Γ(U) des automorphismes de U . Nous
avons alors (R|U)∞(x) = {h(x) : h ∈ Γ(U)}. Il s’en suit que (R|U)∞ est analytique.
Nous allons voir que si Γ est inﬁni, alors nous nous trouvons dans le cas (I). Soit
U⊂o X ′. Par contraposition de [Kau78, Satz 1], il existe un repre´sentant
h :V −→ h(V ) d’un e´le´ment de Γ avec les proprie´te´s suivantes :
(a) V ⊂o X ′ ∩ U est connexe,
(b) il existe j1, . . . , jn ∈ J avec h = hjn ◦ . . .◦hj1 |V et tels que hjl ◦ . . .◦hj1(V ) ⊂ X ′
pour l = 1, ..., n− 1,
(c) il existe un point x ∈ V dont la h-orbite2 dans V est inﬁnie.
Il suit de l’e´quation 2.2 que toute la h-orbite de x dans V est inclue dans (R|V )∞(x) ⊂
(R|U)∞(x). Nous nous trouvons donc dans le cas (I).
Il nous reste a` traiter le cas ou` αj = βj pour tout j ∈ J et d := α1 · . . . · αM > 1.




αj : j ∈ J, k = 0, . . . , αj − 1, ζjkzdj ∈ aj(Zj)
}
, (2.3)
ou` dj := d/αj et ζjk := e
k 2πi
αj . Notons Dr⊂o C le disque ouvert centre´ en 0 de rayon
r. Il existe 0 < r0 < 1 tel que Dr0 ⊂
⋂
j∈J aj(Zj). Pour tout x ∈ Ds0 , s0 := rd0, et
2Pour une application f :X −→ Y avec X ∩ Y = ∅, la f -orbite dans X d’un point a ∈ X est
{x ∈ X : ∃p ∈ N tel que fν(a) ∈ X pour 0  ν  p et fp(a) = x}.
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pour tout z ∈ C avec zd = x nous avons |zdj |  |z| = |x|1/d < s1/d0 = r0 ; il s’en suit
que ζjkz
dj ∈ Dr0 ⊂ aj(Zj) pour tout j ∈ J et pour k = 0, . . . αj − 1. Donc pour tout






: j ∈ J, k = 0, . . . , αj − 1
}
. (2.4)
Comme hj(0) = 0 et h
′
j(0) = 0 pour tout j ∈ J , par le lemme 2.3.2, pour j ∈ J, k =









Posons r1 := min{rjk : j ∈ J, k = 0, . . . , αj − 1} et s1 := rd1. Pour tout x ∈ Ds1 et
pour tout z ∈ C avec zd = x, nous avons ζjkzdj ∈ Dr1 pour j ∈ J, k = 0, . . . , αj − 1
et l’e´quation 2.4 devient




: j ∈ J, k = 0, . . . , αj − 1
}
. (2.5)
Notons φζ :C −→ C la rotation d’angle ζ autour de l’origine et Γ le groupe engendre´
par l’ensemble de germes d’automorphismes
{hjk,0 : j ∈ J, k = 0, . . . , αj − 1} ∪ {φζ,0 : ζd = 1}.
Supposons que Γ soit ﬁni. Γ est alors un groupe abe´lien (voir [Kau78, Satz 1]). Donc
pour un germe h = Σn>0cnz
n ∈ Γ (c1 = 0 car h est un germe de biholomorphisme)








Nous devons donc avoir cnζ
n−1 = cn pour tout n > 0 et pour tout ζ ∈ C avec
ζd = 1. Comme d = 1, cn est non nul uniquement pour n − 1 ∈ d · N, c’est-a`-dire
pour n ∈ d · N + 1. Nous avons donc
h = c1z + cd+1z
d+1 + c2d+1z
2d+1 + . . .
= z(c1 + cd+1z
d + c2d+1z
2d + . . .).
Il existe donc pour tout j ∈ J et pour tout k = 0, . . . , αj−1 des applications holo-
morphes h˜jk :Ds1 −→ h˜jk(Ds1) avec h˜jk(0) = 0 et telles que pour tout z ∈ Dr1 nous
avons hjk(z) = zh˜jk(z
d) (nous supposons que s1 est suﬃsamment petit). Pour tout
x ∈ Ds1 et pour tout z ∈ C avec zd = x, l’e´quation 2.5 devient alors
R(x) =
{




x · (h˜jk(x))dj ∈ J, k = 0, . . . , αj − 1
}
.
Dans un voisinage de (0, 0), R est donc le graphe d’applications biholomorphes : une
contradiction. Γ est donc inﬁni et nous pouvons montrer comme pre´ce´demment que
nous nous trouvons dans le cas (I). 
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2.3.5 Remarque En examinant la preuve du the´ore`me 2.3.4, nous constatons que
le seul cas ou` une relation R de´ﬁnie sur un voisinage de 0 ∈ C satisfait l’alternative
(II) est celui ou` pour x suﬃsamment proche de 0 nous avons R(x) = {hj(x) : j ∈ J},
avec {hj : j ∈ J} un ensemble ﬁni d’automorphismes de´ﬁnis sur un voisinage de 0
induisant un groupe ﬁni.
2.4 Germes de relation
Dans cette section, tous les espaces topologiques qui seront rencontre´s satisferont le
premier axiome de de´nombrabilite´.
2.4.1 De´ﬁnitions
(i) Un germe de relation (R, a) sur un germe d’espace topologique Xa est le
germe d’une relation R ⊂ X × X au point (a, a) ∈ X × X, ou` X est un
repre´sentant de Xa. Dans ce cas, R est un repre´sentant de (R, a) sur X.
(ii) Un germe de relation (R, a) sur Xa est ouvert, discret, respectivement ana-
lytique s’il existe un repre´sentant R de (R, a) sur un repre´sentant X de Xa
qui est ouvert, discret, respectivement analytique.
(iii) Pour un germe de relation (R, a) sur Xa, un repre´sentant R de (R, a) sur X est
admissible si nous avons la condition suivante :
pour tout voisinage U⊂o X de a et pour toute relation S1, S2 sur U avec (S1, a) =
(S2, a), nous avons (R|U ◦ S1, a) = (R|U ◦ S2, a).
(iv) Soit (R, a), (S, a) des germes de relation sur Xa avec des repre´sentants R, S sur
X (ces repre´sentants ne sont pas ne´cessairement admissibles). Nous de´ﬁnissons
alors l’union de ces deux germes de la manie`re suivante :
(R, a) ∪ (S, a) := (R ∪ S, a).
2.4.2 Remarque Si R est un repre´sentant admissible sur X d’un germe de relation
(R, a), alors pour tout voisinage U⊂o X de a, R|U est un repre´sentant admissible de
(R, a).
2.4.3 Proposition Soit R une relation sur un espace topologique X avec
(X ×{a})(a,a) ⊂ R(a,a) pour un point a ∈ X. Si R est un repre´sentant admissible de
(R, a), alors R(a) = {a}.
Preuve Supposons qu’il existe un point b ∈ R(a)  {a}. Il existe par hypothe`se
sur R une suite (an)n∈N dans X  R(a) convergeant vers a. Posons Q := ∆X et
Q′ := Q ∪ {(b, an) : n ∈ N} ∪ {(an, b) : n ∈ N}. Nous avons (Q, a) = (Q′, a) mais
(R◦Q, a) = (R◦Q′, a) car ((a, an))n∈N est une suite dans R◦Q′R◦Q convergeant
vers (a, a). Donc R n’est pas un repre´sentant admissible. 
2.4 : Germes de relation 29
2.4.4 Proposition Soit (R, a), (S, a) des germes de relation avec des repre´sentants






R2 ou S2) sont admissibles
alors
(R1 ◦ S1, a) = (R2 ◦ S2, a).
Preuve Il existe un voisinage X⊂o X1 ∩ X2 de a tel que R1|X = R2|X =: R et
S1|X = S2|X =: S.
Traitons d’abord le cas ou` R1 et R2 sont admissibles. De´ﬁnissons la relation S˜i :=
Si|X ∪∆Xi sur Xi, i = 1, 2. Nous avons alors
(Ri ◦ Si, a) = (Ri ◦ S˜i, a) = ((Ri ◦ S˜i)|X , a) = (Ri|X ◦ S˜i|X , a) = (R ◦ S, a)
pour i = 1, 2 (la premie`re e´galite´ est ve´riﬁe´e car Ri est un repre´sentant admissible
et la troisie`me car (Ri ◦ S˜i)|X = Ri|X ◦ S˜i|X).
Dans le cas ou` R1 et S2 sont admissibles, nous posons R˜1 := R1|X ∪∆X1 et S˜2 :=
S2|X ∪∆X2 . Nous avons alors les e´galite´s suivantes :
(R1 ◦ S1, a) = (R1 ◦ S˜1, a) = ((R1 ◦ S˜1)|X , a) = (R1|X ◦ S˜1|X , a) = (R ◦ S, a),
(R2 ◦ S2, a) = (R˜2 ◦ S2, a) = ((R˜2 ◦ S2)|X , a) = (R˜2|X ◦ S2|X , a) = (R ◦ S, a).

Graˆce a` la proposition pre´ce´dente, nous pouvons de´ﬁnir la composition de germes
de relation qui posse`dent des repre´sentants admissibles :
2.4.5 De´ﬁnitions Soit (R, a), (S, a) des germes de relation sur un germe d’espace
topologique Xa avec des repre´sentants R, S sur X. Si R ou S est un repre´sentant
admissible, alors nous de´ﬁnissons
(R, a) ◦ (S, a) := (R ◦ S, a).
Si R est un repre´sentant admissible de (R, a), nous de´ﬁnissons pour n ∈ N
(R, a)n :=
{
(R, a) ◦ (R, a)n−1 si n  1,
(∆X , a) si n = 0.
Par la proposition 2.4.4, ces de´ﬁnitions sont inde´pendantes du choix des repre´sen-
tants.
2.4.6 Proposition ([Egg80, 4.2]) Si (R, a) est un germe de relation avec un repre´-
sentant admissible R, alors
(R, a)n = (Rn, a)
pour tout n ∈ N.
Preuve Nous de´montrons cette e´galite´ par induction sur n. L’ancrage n = 0 est
trivial. D’autre part, nous avons (R, a)n = (R, a) ◦ (R, a)n−1 = (R, a) ◦ (Rn−1, a) =
(Rn, a) (la dernie`re e´galite´ est ve´riﬁe´e car R est un repre´sentant admissible). 
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2.4.7 The´ore`me ([Egg80, 4.3]) Soit (R, a) un germe de relation sur un germe d’es-
pace topologique Xa. Si (R, a) posse`de un repre´sentant R sur X tel que R soit un
sous-ensemble ferme´ de X × X et R(a) = {a}, alors pour tout voisinage U ⊂ X
relativement compact de a, R|U est un repre´sentant admissible de (R, a).
Preuve †† Soit V ⊂o U un voisinage de a et S1, S2 des repre´sentants sur V d’un
germe de relation (S, a). Supposons que (R|V ◦ S1, a) = (R|V ◦ S2, a). Il existe donc
une suite ((xn, zn))n∈N convergeant vers (a, a) avec, sans restriction de la ge´ne´ralite´,
(xn, zn) ∈ (R|V ◦ S1)  (R|V ◦ S2) pour tout n ∈ N. Sans restriction de la ge´ne´ralite´,
pour tout n ∈ N, il existe yn ∈ V ⊂o U avec (xn, yn) ∈ R|V et (yn, zn) ∈ S1  S2.
Comme U est relativement compact dans X, nous pouvons supposer que (yn)n∈N
converge vers y ∈ X. Comme R est ferme´, nous avons (a, y) ∈ R donc y = a car
R(a) = {a}. Nous avons trouve´ une suite ((yn, zn))n∈N dans S1  S2 qui converge
vers (a, a) ce qui signiﬁe que (S1, a) = (S2, a) : une contradiction. 
2.4.8 Corollaire Si (R, a) est un germe de relation analytique discret sur un germe
d’espace complexe Xa, alors (R, a) posse`de un repre´sentant admissible.
Preuve C’est un cas particulier du the´ore`me 2.4.7. Plus pre´cise´ment, si R est un
repre´sentant analytique discret sur un repre´sentant X de Xa, alors il existe un
voisinage U⊂o X de a tel que R|U(a) = {a} et tel que R|U soit un repre´sentant
admissible de (R, a). 
2.4.9 The´ore`me ([Egg80, 4.4]) Si (R, a) et (Q, a) sont des germes de relation ana-
lytiques discrets sur un germe d’espace complexe Xa, alors (R, a) ◦ (Q, a) est aussi
un germe de relation analytique discret.
Preuve Soit R′, Q′ des repre´sentants admissibles analytiques discrets de (R, a),
respectivement (Q, a), sur un repre´sentant X ′ de Xa. Soit X⊂o X ′ un voisinage rela-
tivement compact de a. Posons R := R′|X et Q := Q′|X . Soit Ω :=
{
((x, y), (y′, z)) ∈
(R×Q)∪ (Q×R) : y = y′
}
. Notons p :Ω −→ X ×X la projection ((x, y), (y, z)) →
(x, z). Comme p est discre`te, il existe des voisinages U⊂o Ω de ((a, a), (a, a)) et
V ⊂o X × X de (a, a) tels que p|U :U −→ V soit ﬁnie (voir [KK83, 33 B.2]). Il s’en
suit que p(U) est analytique dans V . Nous allons voir que (p(U))
(a,a)
= (R ◦Q)(a,a).
Un calcul direct montre que p(Ω) = R ◦ Q et par conse´quent (p(U))
(a,a)
⊂ (R ◦
Q)(a,a). Supposons que l’autre inclusion ne soit pas ve´riﬁe´e. Il existe alors une suite
((xn, zn))n∈N dans R ◦ Q  p(U) qui converge vers (a, a). Pour tout n ∈ N, nous
pouvons trouver, sans restriction de la ge´ne´ralite´, un yn ∈ X tel que (xn, yn) ∈ R,
(yn, zn) ∈ Q mais ((xn, yn), (yn, zn)) ∈ U . Comme X est relativement compact,
nous pouvons supposer, sans restriction de la ge´ne´ralite´, que (yn)n∈N converge vers
un point y ∈ X ′. La suite ((xn, yn))n∈N converge donc vers (a, y) ∈ R car R est
analytique. Mais comme R est admissible R(a) = {a} et nous avons y = a. Il s’en
suit qu’il existe N ∈ N tel que pour tout n > N , ((xn, yn), (yn, zn)) ∈ U : une
contradiction. 
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2.4.10 Remarque et de´ﬁnition Pour une relation R sur un ensemble X, nous
avons R∞ :=
⋃
n∈N Rn. Nous ne pouvons cependant pas directement e´tendre cette
de´ﬁnition aux germes de relation car une union inﬁnie de germes n’est en ge´ne´ral
pas de´ﬁnie (les repre´sentants du germe d’ensemble sur lequel les germes de relation
sont de´ﬁnis peuvent devenir de plus en plus petits). D’autre part, pour un germe
(R, a), le germe (R∞, a) de´pend du choix du repre´sentant admissible (voir l’exemple
2.4.11). Nous e´tendrons donc cette de´ﬁnition de la manie`re suivante :
Soit (R, a) un germe de relation sur Xa. Si (R, a) posse`de un repre´sentant admissible,
(R, a)∞ de´signe la suite
(R, a) ⊂ (R, a)2 ⊂ . . . ⊂ (R, a)n ⊂ . . .
2.4.11 Exemple Soit P := {(x, y) ∈ C × C : x3 = y ou x = y3} ∪ ∆C, Q :=
{(x, y) ∈ C×C : x2y = 1 ou xy2 = 1}∪∆C et R := P ∪Q des relations analytiques
discre`tes sur C. Notons B ⊂ C la boule ouverte centre´e en 0 de rayon  > 0.
Pour n ∈ N∗, x ∈ B(n), (n) := (1/4)3n , et pour tout n′  n, nous avons P n′(x) ⊂
B1/4 et par conse´quent Q|B2(P n′(x)) = P n′(x). Il s’en suit que
(R|B1)n|B(n) = (P |B1)n|B(n) = (P |B2)n|B(n) = (R|B2)n|B(n)
(la premie`re e´galite´ est ve´riﬁe´e car R|B1 = P |B1 , la deuxie`me par calcul direct et la
troisie`me car Q|B2(P n′(x)) = P n′(x) pour tout x ∈ B(n) et pour tout n′  n).
Cependant ((R|B1)∞, 0) = ((R|B2)∞, 0). D’une part, nous avons
((R|B1)∞, 0) = ((P |B1)∞, 0) = ((P∞)|B1 , 0) = (P∞, 0)
(la premie`re e´galite´ e´tant ve´riﬁe´e car R|B1 = P |B1 et la deuxie`me car (P |B1)∞ =







n∈N est une suite dans (R|B2)∞  P∞ convergeant vers (0, 0) et donc
((R|B2)∞, 0) = (P∞, 0) = ((R|B1)∞, 0).
2.4.12 The´ore`me (d’apre`s [Egg80, 4.6]) Soit (R, a) un germe de relation analy-
tique discret ouvert sur un germe d’espace complexe Xa. Les e´nonce´s suivants sont
e´quivalents :
(i) Il existe un repre´sentant analytique discret R de (R, a) sur un repre´sentant X
de Xa tel que R
∞ soit analytique.
(ii) La suite (R, a)∞ est stationnaire, c’est-a`-dire il existe un nombre n0 ∈ N tel
que (R, a)n = (R, a)n0 pour tout n > n0.
(iii) Il existe n0 ∈ N et un repre´sentant admissible analytique ﬁni ouvert R de (R, a)
sur un repre´sentant X de Xa tel que CardR
∞(x)  n0 pour tout x ∈ X (par
conse´quent, R∞ = Rn0 est analytique ﬁnie et (R∞, a) = (R, a)n0).
2.4.13 Remarque Si un germe de relation (R, a) posse`de un repre´sentant ad-
missible nous avons l’e´quivalence suivante : il existe un nombre n0 ∈ N tel que
(R, a)n = (R, a)n0 pour tout n  n0 si et seulement si il existe un nombre n0 ∈ N
tel que (R, a)n0+1 = (R, a)n0 .
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Preuve du the´ore`me 2.4.12 “(i)⇒ (ii)” Par le corollaire 2.2.7, il existe un voi-
sinage U de a et n0 ∈ N tels que (R|U ′)∞ = (R|U ′)n0 pour tout U ′ ⊂ U et tel que
R|U(a) = {a}. Soit U ′ relativement compact dans U . Par le the´ore`me 2.4.7, R|U ′
est un repre´sentant admissible de (R, a). Pour n ∈ N, n  n0, il suit du the´ore`me
2.4.6 que nous avons les e´galite´s suivantes : (R, a)n = (R|U ′ , a)n = ((R|U ′)n, a) =
((R|U ′)n0 , a) = (R|U ′ , a)n0 = (R, a)n0 .
“(ii)⇒(iii)” Soit R un repre´sentant admissible analytique discret ouvert sur un re-
pre´sentant X de Xa. Comme R est admissible, par la proposition 2.4.6, nous avons
(Rn0 , a) = (R, a)n0 = (R, a)n0+1 = (Rn0+1, a). Il s’en suit qu’il existe un voisinage
relativement compact U⊂o X de a tel que Rn0|U soit analytique et Rn0 |U = Rn0+1|U .
Nous allons d’abord voir que a posse`de un syste`me fondamental de voisinages R|U -
sature´s (remarquons que U e´tant relativement compact dans X, R|U est quasi-ﬁnie).
Soit V ⊂ U un voisinage de a. Il faut trouver un voisinage W ⊂ V de a qui est
R|U -sature´. Nous pouvons donc supposer, sans restriction de la ge´ne´ralite´, que V
est relativement compact dans U . Par le lemme 2.1.7, R(∂U) est ferme´ dans X et
Rn0 |U(∂V ) est ferme´ dans U (a ne se trouve dans aucun de ces ensembles car R e´tant
admissible, nous devons, par la proposition 2.4.3, avoir R(a) = {a}). Sans restriction
de la ge´ne´ralite´, V ∩R(∂U) = ∅. Posons W := Ca(V Rn0 |U(∂V ))⊂o V . Soit b ∈ W .
Nous allons voir que R|U(b) ⊂ W (ce qui implique que W est R|U -sature´, donc un
voisinage de a avec la proprie´te´ de´sire´e). Soit γ : [0, 1] −→ W un chemin reliant a et b
(W e´tant un espace complexe connexe, W est connexe par arc, voir [GR84, 9§3.2]).
Posons Ω := {t ∈ [0, 1] : R|U(γ(t)) ⊂ W}. L’ensemble Ω est non-vide et contient le
point a. Il reste a` montrer que Ω est ouvert et ferme´.
Ω est ouvert. Soit t0 ∈ Ω. Supposons qu’il n’existe pas de voisinage de t0 inclu
dans Ω. Il existe alors une suite (tn)n∈N qui converge vers t0 avec R|U(γ(tn)) ⊂ W
pour tout n ∈ N. Pour tout n ∈ N, nous choisissons un xn ∈ R|U(γ(tn))  W . Sans
restriction de la ge´ne´ralite´, U e´tant relativement compact, (xn)n∈N converge vers un
point x ∈ U . Comme R est analytique, nous avons (x, γ(t0)) ∈ R et x ∈ W car
t0 ∈ Ω. Il existe donc n0 ∈ N tel que xn ∈ W pour tout n > n0 : une contradiction.
Ω est ferme´. Soit (tn)n∈N une suite dans Ω convergeant vers un point t0. Il faut
ve´riﬁer que t0 ∈ Ω. Supposons le contraire, c’est-a`-dire R|U(γ(t0)) ⊂ W . Soit y ∈
R|U(γ(t0))W et posons x := γ(t0) ∈ W . Le point y ne peut se trouver sur le bord
de W sinon nous aurions la contradiction suivante :
x ∈ W ∩R|U(∂W ) ⊂ W ∩R|U(Rn0 |U(∂V ))
⊂ W ∩Rn0+1|U(∂V )
= W ∩Rn0|U(∂V ) = ∅
(la premie`re inclusion est ve´riﬁe´e car, par le lemme 2.1.17, ∂W ⊂ Rn0 |U(∂V )). Soit
W0 ⊂ U  W un voisinage de y. La relation R|U e´tant ouverte, R|U(W0) est un
voisinage de x. Il existe donc n0 ∈ N, tel que pour tout n > n0, γ(tn) ∈ R|U(W0).
Donc pour tout n > n0, R|U(γ(tn)) ⊂ W : une contradiction. Ω est donc ferme´ et il
s’en suit que W est R|U -sature´.
Comme (R, a)n0 = (R, a)n0+1, il existe un voisinage U ′⊂o U de a qui est R|U -sature´
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et tel que (R|U)n0 |U ′ = (R|U)n0+1|U ′ . Nous avons alors (R|U ′)n0 = (R|U ′)n0+1 et nous
avons donc trouve´ un voisinage U ′ de a tel R|U ′(a) = {a} (car R est un repre´sentant
admissible de (R, a), voir la proposition 2.4.3), (R|U ′)∞ est quasi-ﬁnie (car U ′ e´tant
relativement compact dans X et R, R|U ′ est quasi-ﬁnie et donc (R|U ′)∞(R|U ′)n0 l’est
aussi) et a posse`de un syste`me fondamental de voisinages R|U ′-sature´s. Il suit donc
du corollaire 2.2.10 que nous pouvons trouver un voisinage U ′′⊂o U ′ de a tel que R|U ′′
posse`de les proprie´te´s de´sire´es (par la remarque 2.4.2, R|U ′′ est admissible).
“(iii)⇒(i)” Trivial. 
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Chapitre 3
Monts et massifs
Dans ce chapitre, nous allons de´ﬁnir un mont et un massif dans une cate´gorie C. Si
C est une cate´gorie concre`te sur une cate´gorie C′′, nous allons donner une condition
pour qu’un massif dans C posse`de un mont C′′-e´quivalent. Ceci facilitera grandement
les preuves des the´ore`mes d’existence de pushout pour un massif connexe dans Kfos
et Kdog que nous verrons a` la ﬁn de ce chapitre.
3.1 Quelques de´ﬁnitions
3.1.1 De´ﬁnitions
(i) Un mont dans une cate´gorie C est une famille ﬁnie1 de morphismes de C
(uj :X −→ Yj)j∈J , avec Card J > 1. L’objet X est le sommet du mont, les uj
ses areˆtes et les Yj ses valle´es. Si nous de´sirons pre´ciser le nombre de valle´es,
nous parlons de N -mont, ou` N := Card J .
(ii) Soit (Xi)i∈I et (Yj)j∈J deux familles ﬁnies d’objets d’une cate´gorie C. Un
massif de sommets (Xi)i∈I et de valle´es (Yj)j∈J est une famille de monts(
(uij :Xi −→ Yj)j∈Ji
)
i∈I de C avec Card Ji  2, Ji ⊂ J pour tout i ∈ I et⋃
i∈I
Ji = J . Les u
i
j sont les areˆtes du massif.
3.1.2 Notation Aﬁn d’alle´ger la notation d’un massif
(
(uij :Xi −→ Yj)j∈Ji
)
i∈I de
sommets (Xi)i∈I et de valle´es (Yj)j∈J , souvent nous noterons Mi le mont
(uij :Xi −→ Yj)j∈Ji et (Mi)i∈I le massif.
3.1.3 Remarque Un mont e´tant un cas particulier de massif, toutes les ope´rations
que nous allons faire sur un massif sont de´ﬁnies sur un mont.
1Une application f d’un ensemble I dans un ensemble E est appele´e famille d’e´le´ments de E
indexe´e par I. La famille est alors note´e (xi)i∈I et xi ∈ E de´signe l’image par f de i.
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3.1.4 De´ﬁnition Soit M(k) = (Mi)i∈I(k) un massif de sommets (Xi)i∈I(k) et de
valle´es (Yj)j∈J(k) pour k = 1, 2. L’union de M1 et de M2 est le massif
M1 ∪M2 := (Mi)i∈I
de sommets (Xi)i∈I et de valle´es (Yj)j∈J avec I := I(1)∪˙I(2) et J := J (1) ∪ J (2).
3.1.5 De´ﬁnition Soit M = (Mi)i∈I et M′ des massifs. M′ est inclu dans M s’il
existe I ′ ⊂ I tel que M′ = (Mi)i∈I′ et le comple´ment de M′ dans M est le massif
M  M′ := (Mi)i∈II′ .
3.1.6 De´ﬁnitions Soit C une cate´gorie concre`te sur une cate´gorie C′′ et M =(
(uij :Xi −→ Yj)j∈Ji
)




(i) Une famille (lj :Yj −→ L)j∈J de morphismes de C′′ est une liaison pour M dans
C′′ si ljuij = lj′u
i
j′ pour tout i ∈ I et pour tout j, j′ ∈ Ji.
(ii) Une liaison (pj :Yj −→ P )j∈J pour M dans C′′ est un pushout dans C′′ si pour
toute liaison (lj :Yj −→ L)j∈J de M dans C′′, il existe un unique morphisme
f :P −→ L de C′′ tel que fpj = lj pour tout j ∈ J .
3.1.7 Exemple Nous allons voir que selon la cate´gorie dans laquelle nous faisons
le pushout, celui-ci peut diﬀe´rer. Posons A := {z ∈ C : |z| > |z|}. Sur C, nous
prenons deux relations d’e´quivalence R et S de´ﬁnies de la manie`re suivante pour
z ∈ C :
R(z) := {z,−z}, S(z) :=
{ {z,−z} si z ∈ A,
{z} si z ∈ A.
Conside´rons le mont M suivant :
ou` i est l’inclusion canonique et p la projection canonique. C/S est le pushout pour
M dans S mais ce n’est pas un espace complexe car il n’est pas se´pare´ : pour
x ∈ R{0}, il n’est pas possible de se´parer x+ ix de −(x+ ix). Le pushout pour M
dans K est C/R car R est la plus petite relation d’e´quivalence analytique contenant
S.
3.1.8 De´ﬁnition Deux massifs M(1) et M(2) dans une cate´gorie C concre`te sur C′′
ayant les meˆmes valle´es sont C′′-e´quivalents si toute liaison pour M(1) dans C′′ est
une liaison pour M(2) dans C′′ et inversement.
3.1.9 Proposition Soit M(1),M(2) et M des massifs dans une cate´gorie C concre`te
sur C′′. Si M(1) est inclu dans M et est C′′-e´quivalent a` M(2), nous pouvons alors
remplacer M(1) par M(2) dans M, plus pre´cise´ment M est C′′-e´quivalent a` (M 
M(1)) ∪M(2).
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Preuve Soit (Yj)j∈J les valle´es de M, (Yj)j∈J ′ celles de M(1) (et donc aussi de
M(2)). Soit (lj :Yj −→ L)j∈J une liaison pour M dans C′′. La famille de morphismes
(lj)j∈J ′ est une liaison pour M(1) et donc aussi pour M(2) car ces deux massifs sont
e´quivalents. Il s’en suit que (lj)j∈J est une liaison pour (M  M(1)) ∪M(2).
De manie`re analogue, on montre que si (lj :Yj −→ L)j∈J est une liaison pour (M 
M(1)) ∪M(2) dans C′′, alors c’est aussi une liaison pour M. 
Un massif M :=
(
(uij :Xi −→ Yj)j∈Ji
)
i∈I de sommets (Xi)i∈I et de valle´es (Yj)j∈J
de´ﬁnit un graphe ΓM dont les sommets sont les e´le´ments de J . Deux sommets j, j
′ ∈ J
de ΓM sont relie´s par une areˆte s’il existe i ∈ I avec j, j′ ∈ Ji.
3.1.10 De´ﬁnitions Un massif M est connexe si le graphe ΓM est connexe.
3.2 Equivalence monts-massifs
L’objectif de cette section est de montrer que tout massif connexe dans Kfos, respec-
tivement Kdog , est S-, respectivement Tg-, e´quivalent a` un mont dans K
fos, respec-
tivement Kdog . Comme dans les deux cas la construction d’un mont e´quivalent est
similaire, nous avons fait appel a` la the´orie des cate´gories aﬁn de de´gager les ca-
racte´ristiques essentielles a` cette construction (voir la proprie´te´ () au point 3.2.1).
Ceci nous a permis de faire un e´nonce´ ge´ne´ral sur l’e´quivalence entre monts et mas-
sifs (voir le the´ore`me 3.2.2). Les propositions 3.2.10 et 3.2.13 nous montrent que
les caracte´ristiques que nous avons extraites sont adapte´es aux proble`mes que nous
voulons re´soudre.
3.2.1 Convention Nous dirons qu’un triplet de cate´gories (C,C′,C′′) a la proprie´te´
() s’il a les proprie´te´s suivantes :
(a) C est une sous-cate´gorie de C′ ;
(b) C′ est une cate´gorie concre`te sur C′′ ;
(c) tous les morphismes de C sont des C′′-e´pimorphismes ;
(d) si (fi :Xi −→ Y )i∈{1,2} est une famille de morphismes de C′, alors il existe un
pullback (pi :P −→ Xi)i∈{1,2} de (fi)i∈{1,2} dans C′ et si de plus les fi sont des
morphismes de C, alors il en est de meˆme pour les pi ;
(e) si X1, X2 sont des objets de C
′, alors il existe un coproduit
(mi :Xi −→ X1 X2)i∈{1,2}, dans C′ et (mi)i∈{1,2} est aussi un coproduit dans
C′′. De plus pour toute famille (ni :Xi −→ Y )i∈{1,2} de morphismes de C, l’unique
morphisme α :X1 X2 −→ Y rendant le diagramme de la ﬁgure 3.1 commutatif
est un morphisme de C.
Les triplets de cate´gorie (Kfos,K,S) et (Kdog ,Kg,Tg) ont la proprie´te´ () (voir les
propositions 3.2.10 et 3.2.13) et nous pouvons leur appliquer le the´ore`me suivant :
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Fig. 3.1: Diagramme commutatif d’un coproduit
3.2.2 The´ore`me Si (C,C′,C′′) est un triplet de cate´gories avec la proprie´te´ (),
alors tout massif connexe dans C est C′′-e´quivalent a` un mont dans C.
3.2.3 Corollaire Si (C,C′,C′′) est un triplet de cate´gories avec la proprie´te´ (),
alors tout massif dans C est C′′-e´quivalent a` une union de monts dans C sans valle´e
commune.
Preuve Un massif est une union de massifs connexes et par le the´ore`me 3.2.2 chacun
de ces massifs est C′′-e´quivalents a` un mont. Donc par la proposition 3.1.9, un massif
est C′′-e´quivalent a` une union de monts sans valle´es communes. 
Nous allons voir maintenant quelques lemmes qui seront utilise´s pour de´monter le
the´ore`me 3.2.2.
3.2.4 Lemme Si M = (uj :X −→ Yj)j∈J est un mont dans une cate´gorie C concre`te
sur C′′ avec J = {1, ..., N}, alors M est C′′-e´quivalent au massif M := (Mi)i∈{1,...,N−1}
avec Mi := (uj :X −→ Yj)j∈{i,i+1} pour i = 1, ..., N − 1(voir le ﬁgure 3.2).
Fig. 3.2: N -mont et massif C′′-e´quivalents d’apre`s 3.2.4
Preuve Soit (lj :Yj −→ L)j∈J une famille de morphismes de C′′. Si (lj)j∈J est une
liaison pour M , nous avons alors ljuj = lj+1uj+1 pour j = 1, .., N − 1 ce qui signiﬁe
que (lj)j∈J est une liaison pour M. Si (lj)j∈J est une liaison pour M, nous avons
alors ljuj = lj+1uj+1 pour j = 1, .., N − 1. Il s’en suit que lj′uj′ = ljuj pour tout
j, j′ ∈ J et (lj)j∈J est une liaison pour M . 
3.2.5 Lemme Si M = (uj :X −→ Yj)j∈J est un mont dans une cate´gorie C concre`te
sur C′′ avec J = {1, ..., N}, alors M est C′′-e´quivalent au massif M = (Mi)i∈{1,2} avec
M1 := (uj :X −→ Yj)j∈{1,2} et M2 := (uj :X −→ Yj)j∈{2,...,N}(voir le ﬁgure 3.3).
Preuve Par le lemme 3.2.4, M est C′′-e´quivalent a` M := (Mi)i∈{1,...,N−1} avec
Mi := (uj :X −→ Yj)j∈{i,i+1} pour tout i ∈ {1, ..., N − 1}. En appliquant a` nou-
veau 3.2.4, (Mi)i∈{2,...,N−1} est C′′-e´quivalent a` M ′ := (uj :X −→ Yj)j∈{2,...,N}. Par
3.2 : Equivalence monts-massifs 39
Fig. 3.3: N -mont et massif C′′-e´quivalents d’apre`s 3.2.5
le proposition 3.1.9, M est donc C′′-e´quivalent au massif M1 ∪M ′, massif qui est
C′′-e´quivalent a` M. 
3.2.6 Lemme Si (C,C′,C′′) est un triplet de cate´gories avec la proprie´te´ (),
Mi := (u
i
j :Xi −→ Yj)j∈Ji , i = 1, 2 des monts dans C avec J1 ∩ J2 = {j0} et
Card J1 = 2, alors le massif M := (Mi)i∈{1,2} est C′′-e´quivalent a` un mont dans
C.
Preuve Sans restriction de la ge´ne´ralite´, J1 := {1, 2}, J2 := {2, ..., N}. Posons
J := J1 ∪ J2. Posons I := {1, 2}. Par (d), il existe un pullback (pi :X −→ Xi)i∈I
dans C′ de (ui2)i∈I (voir la ﬁgure 3.4) et comme (u
i
2)i∈I est une famille de morphismes
Fig. 3.4: Diagramme induit par deux monts ayant une seule valle´e commune
de C, il en est de meˆme pour (pi)i∈I . Nous allons montrer que M est C′′-e´quivalent
a` M := (uj :X −→ Yj)j∈J avec uj := uijpi, i ∈ I, j ∈ Ji. Soit (lj :Yj −→ L)j∈J
une famille de morphismes de C′′. Si (lj)j∈J est une liaison pour M, nous avons









jp2 = ljuj. Donc (lj)j∈J est une liaison pour M .
Si (lj)j∈J est une liaison pour M , nous avons l1u11p1 = l1u1 = l2u2 = l2u
1
2p1. Par les
proprie´te´s (c) et (d), p1 est un C
′′-e´pimorphisme et nous avons alors l1u11 = l2u12.
Soit j, j′ ∈ {2, ..., N}. Nous avons lju2jp2 = ljuj = lj′uj′ = lj′u2j′p2. Comme p2 est
par (c) et (d) un C′′-e´pimorphisme, il s’en suit que lju2j = lj′u
2
j′ . Donc (lj)j∈J est
une liaison pour M. 
3.2.7 Lemme Soit (C,C′,C′′) un triplet de cate´gories avec la proprie´te´ () et soient
Mi := (u
i
j :Xi −→ Yj)j∈{1,2}, i = 1, 2 des 2-monts dans C ayant les meˆmes valle´es.
Le massif M := (Mi)i∈{1,2} est alors C′′-e´quivalent a` un mont dans C.
Preuve Posons J := {1, 2}. Par la proprie´te´ (e), il existe un coproduit
(mj :Xj −→ X1 X2)j∈J dans C′ et il existe un morphisme uj :X1 X2 −→ Y j de
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C avec m1uj = u
1
j et m2uj = u
2
j , j ∈ J . Nous allons voir que M est C′′-e´quivalent a`
M := (uj :X1 X2 −→ Yj)j∈J . Soit (lj :Yj −→ L)j∈J une famille de morphismes de
C′′ (voir la ﬁgure 3.5). Si (lj)j∈J est une liaison pour M, c’est-a`-dire si l1ui1 = l2u
i
2
Fig. 3.5: Diagramme induit par deux 2-monts ayant les meˆmes valle´es




2 = l2u2mi, pour i = 1, 2. Comme
(mj)j∈J est aussi un coproduit dans C′′, il suit du lemme 1.2.9 que l1u1 = l2u2. Donc
(lj)j∈J est une liaison pour M′.
Si (lj)j∈J est une liaison pour M , c’est-a`-dire l1u1 = l2u2, nous avons pour i ∈ {1, 2},
l1u
i
1 = l1u1mi = l2u2mi = l2u
i
2. Ce qui signiﬁe que (lj)j∈J est une liaison pour M.

Preuve de 3.2.2 Par le lemme 3.2.4, il suﬃt de de´montrer le the´ore`me pour les
massifs dont les sommets n’ont que deux areˆtes. Nous allons prouver ce the´ore`me
par induction sur le nombre de sommets k du massif. Si k = 1, nous avons 2 valle´es
et le massif est un 2-mont.
Soit M un massif dans C a` k + 1 sommets avec chacun deux areˆtes. Nous pouvons
enlever a` M un 2-mont M1 = (uj :X1 −→ Yj)j∈J1 de manie`re a` obtenir un massif
connexe M0 := M  M1 a` k sommets : chaque areˆte du graphe ΓM correspond a`
un 2-mont, donc enlever un 2-mont correspond a` enlever une areˆte de ΓM ; si ΓM
est le graphe d’un arbre, alors ΓM posse`de au moins un sommet avec une seule
areˆte incidente et on enle`ve cette areˆte ; sinon, comme ΓM est connexe, il posse`de
au moins un cycle et nous enlevons une des areˆtes de ce cycle. Nous avons donc
M = M0 ∪M1. Par hypothe`se d’induction, M0 est C′′-e´quivalent a` un mont M0 =
(uj :X0 −→ Yj)j∈J0 et par la proposition 3.1.9, M est C′′-e´quivalent a` M0 ∪M1. Si
M0 et M1 n’ont qu’une valle´e en commun, d’apre`s le lemme 3.2.6, M0 ∪M1 est C′′-
e´quivalent a` un mont. Si M0 est un 2-mont qui a les meˆmes valle´es que M1, alors par
le lemme 3.2.7, M0 ∪M1 est C′′-e´quivalent a` un mont. Si M0 et M1 ont deux valle´es
Yj1 , Yj2 en commun et si M0 a plus de deux valle´es, nous rede´composons M0 en un
2-mont M2 := (ujk :X0 −→ Yjk)k∈{1,2} et un mont M3 := (uj :X0 −→ Yj)j∈J0{j1} et
par le lemme 3.2.5, M0 est C
′′-e´quivalent a` M2 ∪M3 et donc M est C′′-e´quivalent
a` M1 ∪M2 ∪M3. Par le lemme 3.2.7, M1 ∪M2 est C′′-e´quivalent a` un 2-mont M4.
Donc M est C′′-e´quivalent a` M3 ∪M4, c’est-a`-dire a` l’union d’un mont avec un 2-
mont ayant une seule valle´e en commun et d’apre`s le lemme 3.2.6, un tel massif est
C′′-e´quivalent a` un mont. 
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3.2.8 Lemme Soit M := ((uij :Xi −→ Yj)j∈{i,i+1})i∈{1,...,N−1} un massif dans K. No-
tons
X = X1 ×Y2 . . .×YN−1 XN−1 :=
{x ∈ X1 × . . .×Xn−1 : uii+1(xi) = ui+1i+1(xi+1), i = 1, . . . , N − 2}
le produit ﬁbre´ et pi :X −→ Xi, i = 1, . . . , N − 1 les projections canoniques (voir
le ﬁgure 3.6). Le mont M := (uj :X −→ Yj)j∈{1,...,N} avec uj := ujjpj pour j =
1, . . . , N − 1 et uN := uN−1N est un mont dans K et toute liaison pour M dans S
est une liaison pour M . De plus si les areˆtes de M sont discre`tes, respectivement
ouvertes, il en est de meˆme pour les areˆtes de M .
Fig. 3.6: Massifs intervenant dans le lemme 3.2.8
Preuve Il suit directement de la de´ﬁnition du produit ﬁbre´ que toute liaison pour M
dans S est une liaison pour M . Nous allons de´montrer par induction sur le nombre
de valle´es de M que si les areˆtes de M sont discre`tes, respectivement ouvertes,
alors les projections canoniques p1, . . . , pN−1 sont e´galement ouvertes, respective-
ment discre`tes. Pour l’ancrage N = 2, il n’y a rien a montrer.
Nous faisons maintenant l’hypothe`se que si M a N−1 valle´es, N > 2, et si ses areˆtes
sont ouvertes respectivement discre`tes, il en est de meˆme pour les projections cano-
niques p′i :X
′ −→ Xi, i = 1, . . . , N−2, X ′ := X1×Y2 . . .×YN−2XN−2. Nous de´ﬁnissons
les projections canoniques q :X ′ ×YN−1 XN−1 −→ X ′ et r :X ′ ×YN−1 XN−1 −→ XN−1.
Pour x′ ∈ X ′, nous avons
q−1(x′) = {x′} × ((uN−1N−1)−1uN−2N−1p′N−2(x′))





Donc si les areˆtes de M sont discre`tes, par hypothe`se d’induction, pN−2 est discre`te
et donc q, r aussi.
Soit U⊂o XN−1 et U ′⊂o X ′. Nous avons
q((U ′ × U) ∩ (X ′ ×YN−1 XN−1)) = U ′ ∩ (uN−2N−1p′N−2)−1uN−1N−1(U),
r((U ′ × U) ∩ (X ′ ××YN−1XN−1)) = U ∩ (uN−1N−1)−1uN−2N−1p′N−2(U ′).
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Dons si les areˆtes de M sont ouvertes, par hypothe`se d’induction, p′N−2 est ouverte
et donc q, r aussi.
Notons α le biholomorphisme canonique entre X1 ×Y2 . . . ×YN−1 XN−1 et X ′ ×YN−1
XN−1. Nous avons pi = p′iqα pour i = 1, . . . , N−2 et pN−1 = rα. Il s’en suit qui si les
areˆtes de M sont discre`tes, respectivement ouvertes, alors les projections canoniques
p1, . . . , pN−1 sont e´galement discre`tes, respectivement ouvertes. 
3.2.9 Remarque Dans le lemme 3.2.8, le mont M et le massif M ne sont pas
force´ment S-e´quivalents car les areˆtes de M ne sont pas force´ment surjectives. Le
produit ﬁbre´ peut par conse´quent eˆtre vide.
3.2.10 Proposition Le triplet (Kfos,K,S) a` la proprie´te´ ().
Preuve Ad (a)-(b)-(c). Evident.
Ad (d). Posons I := {1, 2}. Soit (fi :Xi −→ Y )i∈I une famille de morphismes de
K. Nous allons voir que le produit ﬁbre´ X1×Y X2 avec les projections canoniques p1
et p2 sur X1 et X2 est un pullback dans K.
Comme (pi)i∈I est une famille de morphismes de K, il faut encore ve´riﬁer que (pi)i∈I
a la proprie´te´ du pullback. Soit (qi :Z −→ Xi)i∈I une famille de morphismes de K
avec f1q1 = f2q2. L’application α :Z −→ X1 ×Y X2, α(z) := (q1(z), q2(z)) (nous
avons (q1(z), q2(z)) ∈ X1 ×Y X2 car f1q1 = f2q2) est l’unique morphisme de K tel
que piα = qi, i ∈ I. Donc (pi)i∈I est un pullback dans K pour (fi)i∈I .
Il faut encore ve´riﬁer que si (fi)i∈I est une famille de morphismes de Kfos, alors (pi)i∈I
est aussi une famille de morphismes de Kfos. La projection p1 est discre`te et ouverte
car f1 et f2 le sont (voir le lemme 3.2.8). p1 est surjective car f2 est surjective. p1
est propre car pour tout compact K ⊂ X1, p−11 (K) est un sous-ensemble ferme´ du
compact K × f−12 f1(K), donc un ensemble compact. p1 est donc un morphisme de
Kfos et de manie`re analogue nous pouvons montrer qu’il en est de meˆme pour p2.
Ad (e). Soit X1, X2 des objets de K. On ve´riﬁe facilement que le coproduit dans K
et dans S est donne´ par X1X2 := X1∪˙X2 avec les injections canoniques. De plus si
(ni :Xi −→ Z)i∈{1,2} est une famille de morphismes de Kfos, alors α :X1 X2 −→ Z,
α(x) := ni(x) pour x ∈ Xi, i ∈ {1, 2}, est un morphisme de Kfos car n1 et n2 sont
ﬁnies, ouvertes et surjectives. 
3.2.11 Remarques et exemples
(i) Le pullback n’existe pas toujours dans Kfos, c’est pour cette raison que (d) ne
l’exige pas. Nous allons voir un exemple ou` cela se produit.
Conside´rons la famille de morphismes (fi :C −→ C)i∈I , I := {1, 2}, f1(x) =
f2(x) := x
2. Comme nous l’avons vu dans la preuve du the´ore`me 3.2.10, le
pullback de (fi)i∈I dans K est(
pi :P = {(u, v) ∈ C× C : u2 = v2} −→ C
)
i∈I ,
ou` p1, p2 sont les projections canoniques. Nous avons encore vu que p1, p2 sont
des morphismes de Kfos car f1 et f2 le sont. Supposons qu’il existe un pull-
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back (p′i :P
′ −→ C)i∈I de (fi)i∈I dans Kfos. Comme (p′i)i∈I est un pullback
dans Kfos et (pi)i∈I est une famille de morphismes de Kfos, il existe un mor-
phisme α :P −→ P ′ de Kfos tel que αp′j = pj pour tout j ∈ J et comme
(pi)i∈I est un pullback dans K , il existe un morphisme β :P ′ −→ P de K
tel que βpj = p
′
j pour tout j ∈ J . Par la proprie´te´ universelle du pull-
back, nous devons avoir βα = IdP et comme α est surjectif, il s’en suit que
P et P ′ sont biholomorphes. Cependant (pi)i∈I n’est pas un pullback dans
Kfos. Conside´rons (qi :Z := C× {1, 2} −→ C)i∈I avec q1(x, k) := (−1)kx et
q2(x, k) := x, k ∈ {1, 2}. L’unique morphisme α :Z −→ P tel que piα = qi, i ∈
I est α(x, k) := ((−1)kx, x), mais α n’est pas ouvert donc pas un morphisme
de Kfos.
(ii) Dans Kfos, le coproduit n’existe pas car pour deux espaces complexes non vides
X1, X2, les injections Xi → X1 X2 ne sont jamais surjectives.
3.2.12 Corollaire Tout massif connexe dans Kfos est S-e´quivalent a` un mont dans
Kfos.
Preuve C’est une conse´quence du the´ore`me 3.2.2 et de la proposition 3.2.10. 
3.2.13 Proposition Le triplet de cate´gories (Kdog ,Kg,Tg) a la proprie´te´ ().
Preuve Ad (a)-(b). E´vident.
Ad (c). Pour montrer que les morphismes de Kdog sont des Tg-e´pimorphismes, nous
allons montrer que tout morphisme fa :Xa −→ Yb de Kdog posse`de un repre´sentant
surjectif de´ﬁni sur un ensemble arbitrairement petit. Si f :X −→ Y est un repre´sen-
tant ouvert d’un morphisme fa :Xa −→ Yb de Kdog , alors pour tout voisinage U⊂o X
de a, f |U :U −→ f(U) est un repre´sentant surjectif de fa.
Ad (d). Soit (fi,ai :Xi,ai −→ Yb)i∈I , I := {1, 2}, une famille de morphismes de Kg et
soit fi :Xi −→ Y un repre´sentant de fi, i ∈ I. Nous avons montre´ dans la preuve du
the´ore`me 3.2.10 que (pi :X1 ×Y X2 −→ Xi)i∈I est un pullback pour (fi)i∈I dans K,
ou` p1, p2 sont les projections canoniques. Par le lemme 3.2.8, si (fi)i∈I est une famille
de morphismes discrets ouverts il en e´tait de meˆme pour (pi)i∈I . Donc (pi,(a1,a2))i∈I
est une famille de morphismes dans Kdog si (fi,ai)i∈I est une famille de morphismes
dans Kdog .
Nous devons encore montrer que (pi,(a1,a2))i∈I est un pullback pour (fi,ai)i∈I dans
Kg. Soit (qi,z :Zz −→ Xi,ai)i∈I une famille de morphismes de Kg telle que f1,a1q1,z =
f2,a2q2,z et soit qi :Z −→ X ′i un repre´sentant de qi,z avec X ′i⊂o Xi, i ∈ I. L’unique
morphisme αz de Kg tel que pi,(a1,a2)αz = qi,z, i ∈ I, est le germe de
α :Z −→ X1 ×Y X2, α(z) := (q1(z), q2(z)) : αz est unique car sa de´ﬁnition est
inde´pendante du choix des diﬀe´rents repre´sentants utilise´s.
Ad (e). Soit Xi,ai , i ∈ I := {1, 2} des objets de Tg. Nous allons voir que le
coproduit dans Tg est
X1,a1 X2,a2 := ((X1∪˙X2)/R)a
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avec les germes des applications canoniques mi :Xi −→ (X1∪˙X2)/R, ou` Xi est un
repre´sentant de Xi,ai pour i ∈ I,
R := ∆X1∪˙X2 ∪ {(a1, a2), (a2, a1)}
et a := R(a1) = R(a2). Remarquons que la de´ﬁnition de X1,a1 X2,a2 est inde´pen-
dante du choix des repre´sentants.
Soit ni,ai :Xi,ai −→ Zz, i ∈ I des morphismes de Tg et ni :X ′i −→ Z un repre´sentant
de ni,ai avec X
′
i⊂o Xi, i ∈ I. Nous avons (X ′1∪˙X ′2)/R⊂o (X1∪˙X2)/R et le germe de
α : (X ′1∪˙X ′2)/R −→ Z, α(R(xi)) := ni(xi) pour xi ∈ Xi, i ∈ I en a est l’unique
morphisme de Tg tel que αami,ai = ni,ai , i ∈ I (αz est unique car sa de´ﬁnition est
inde´pendante du choix des diﬀe´rents repre´sentants utilise´s). De plus si (ni,ai)i∈I est
une famille de morphismes discrets ouverts , nous pouvons choisir des repre´sentants
ni discrets ouverts et α est alors aussi discret ouvert.
Nous allons voir que si Xi,ai , i ∈ I sont des objets de Kg, alors (mi,ai)i∈I est un
coproduit dans Kg. Pour ve´riﬁer ceci, il suﬃt de montrer que (X1∪˙X2)/R est locale-
ment holomorphiquement se´parable (R e´tant ﬁnie, le the´ore`me de Cartan implique
que (X1∪˙X2)/R est un espace complexe). Soit x ∈ X1∪˙X2. Si R(x) = R(a1), il
existe U⊂o X1∪˙X2 avec U ∩R(a1) = ∅. Donc π(U)⊂o (X1∪˙X2)/R est holomorphique-
ment se´parable (nous notons π :X1∪˙X2 −→ (X1∪˙X2)/R la projection canonique).
Si R(x) = R(a1), il existe des voisinages Ui de ai, i = 1, 2 et des applications injec-
tives φ :U1 −→ Cn, ψ :U2 −→ Cm avec φ(a1) = 0 et ψ(a2) = 0. Nous de´ﬁnissons une
fonction f :U1∪˙U2 −→ Cn × Cm, f(x) := (φ(x), 0) si x ∈ U1 et f(x) := (0, ψ(x)) si
x ∈ U2. La fonction f est holomorphe R-invariante avec pour x1 ∈ X1 et x2 ∈ X2,
f(x1) = f(x2) si et seulement si R(x1) = R(x2). Le quotient (X1∪˙X2)/R est donc
localement holomorphiquement se´parable et (mi,ai)i∈I est le coproduit dans K
d
g. 
3.2.14 Remarque Conside´rons les germes d’espaces complexes inclus dans C2 sui-
vants : {xy = 0}(0,0) et {x = y}(0,0). Leur coproduit n’est pas e´gal a` {xy(x − y) =
0}
(0,0)
. En eﬀet, cet espace n’est pas maximal alors que {xy = 0}(0,0)  {x = y}(0,0)
l’est.
3.2.15 Corollaire Tout massif connexe dans Kdog est Tg-e´quivalent a` un mont dans
Kdog .
Preuve C’est une conse´quence du the´ore`me 3.2.2 et de la proposition 3.2.13. 
3.3 Pushouts dans la cate´gorie des espaces com-
plexes
Dans cette section C de´signera une cate´gorie dont les objets sont des ensembles,
des espaces topologiques ou des espaces complexes re´duits. Nous allons traiter plus
particulie`rement le cas ou` C = Kfos. Nous terminerons la section par un the´ore`me
nous donnant des conditions pour l’existence d’un pushout pour un massif dans Kfos.
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3.3.1 De´ﬁnitions
(i) Un mont M := (uj : X → Yj)j∈J dans C de´ﬁnit de manie`re canonique une








(ii) Soit M := (Mi)i∈I un massif dans C avec (Yj)j∈J comme valle´es. M de´ﬁnit de







ou` Ri est la relation canonique de´ﬁnie par Mi, i ∈ I.
3.3.2 Lemme Soit (uj : X → Yj)j∈J un mont dans C et R la relation canonique
qu’il induit. Pour j ∈ J et y ∈ Yj, nous avons :







Par conse´quent pour U ⊂ .⋃ j∈JYj, nous avons :





j (U ∩ Yj)
 .
Preuve Calcul direct. 
3.3.3 The´ore`me Un massif dans Ts dont les areˆtes sont ouvertes, respectivement
quasi-ﬁnies, respectivement ﬁnies, respectivement propres, induit une relation ca-
nonique ouverte, respectivement quasi-ﬁnie, respectivement ﬁnie, respectivement
propre.
Preuve De´coule directement du the´ore`me 2.1.11 et du lemme 3.3.2. 
3.3.4 The´ore`me Si les areˆtes d’un massif dans K sont propres, la relation canonique
induite est analytique.
Preuve Soit (uj : X → Yj)j∈J un mont dans K dont les areˆtes sont propres et R
la relation canonique induite. Pour tout j, j′ ∈ J , les applications (uj, uj′) : X →
Yj×Yj′ sont propres ([Bou71, I§10.1, corollaire 3]), donc (uj, uj′)(X) est un ensemble
analytique. R est alors une re´union ﬁnie d’ensembles analytiques ce qui signiﬁe que
c’est un ensemble analytique.
La relation canonique engendre´e par un massif e´tant une re´union ﬁnie de relations
engendre´es par des monts, il s’en suit que si les areˆtes d’un massif sont propres, la
relation canonique de´ﬁnie par celui-ci est une re´union ﬁnie de relations analytiques,
donc une relation analytique. 
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3.3.5 Lemme Soit (uj :X −→ Yj)j∈J un mont dans C dont les areˆtes sont surjec-
tives et (lj :Yj −→ L)j∈J une liaison pour M dans S. Pour tout j, j′ ∈ J et pour
tout z ∈ L, nous avons l−1j (z) = uju−1j′ l−1j′ (z).
Preuve Soit j, j′ ∈ J et z ∈ L.
“⊂” Soit y ∈ l−1j (z). Comme uj est surjective, il existe x ∈ X tel que uj(x) = y.
Comme lj′uj′ = ljuj, nous avons uj′(x) ∈ l−1j′ (z) et par conse´quent y ∈ uju−1j′ l−1j′ (z).
“⊃” Soit y ∈ uju−1j′ l−1j′ (z). Il existe x ∈ u−1j′ l−1j′ (z) avec uj(x) = y. Comme lj′uj′ =
ljuj, nous avons lj(y) = ljuj(x) = lj′uj′(x) = z donc y ∈ l−1j (z). 
3.3.6 Proposition Soit M := (uj : X → Yj)j∈J un mont dans C, (lj : Yj → L)j∈J
une famille de morphismes de S et R la relation canonique induite par M sur
Y :=
.⋃
j∈JYj. L’application l : Y → L, l|Yj := lj est R-invariante si et seulement si
(lj)j∈J est une liaison pour M .
Preuve “⇒” Soit x ∈ X et j, j′ ∈ J . Nous avons (uj(x), uj′(x)) ∈ R par de´ﬁnition
de R. Comme l est R-invariante et par de´ﬁnition de l, nous avons ljuj(x) = luj(x) =
luj′(x) = lj′uj′(x). Comme x, j et j
′ sont quelconques, (lj)j∈J est une liaison pour
M .
“⇐” Soit j, j′ ∈ J , y ∈ Yj, y′ ∈ Yj′ avec (y, y′) ∈ R. Il existe x ∈ X avec uj(x) = y
et uj′(x) = y
′. Nous avons donc l(y) = lj(y) = ljuj(x) = lj′uj′(x) = lj′(y′) = l(y′).
L’application l est donc R-invariante. 
3.3.7 Corollaire Soit M un massif dans C avec (Yj)j∈J comme valle´es, (lj : Yj →
L)j∈J une famille de morphismes de S et R la relation canonique induite par M sur
Y :=
.⋃
j∈JYj. L’application l : Y → L, l|Yj := lj, est R-invariante si et seulement si
(lj)j∈J est une liaison pour M.
Preuve Posons M := (Mi)i∈I avec Mi := (uij :Xi −→ Yj)j∈Ji et Ri la relation in-
duite par Mi. La famille (lj)j∈J est une liaison pour M si et seulement si pour tout
i ∈ I, (lj)j∈Ji est une liaison pour Mi. Donc par la proposition 3.3.6, (lj)j∈J est une
liaison pour M si et seulement si pour tout i ∈ I la restriction de l sur .⋃ j∈JiYj est
Ri-invariante, c’est-a`-dire si et seulement si l est Ri-invariante pour tout i ∈ I. Il
s’en suit que (lj)j∈J est une liaison pour M si et seulement si l est R-invariante. 
3.3.8 Corollaire Soit M un massif connexe dans C avec (Yj)j∈J comme valle´es et
dont les areˆtes sont surjectives, R la relation canonique induite par M sur Y :=
.⋃
j∈JYj et Y0 une valle´e de M. Si l0 :Y0 −→ L est un morphisme R∞|Y0-invariant de
S alors il existe un unique prolongement l :Y −→ L de l0 tel que (l|Yj)j∈J soit une
liaison pour M.
Preuve Comme les areˆtes de M sont surjectives, pour tout j ∈ J et pour tout
y ∈ Yj, R∞(y) ∩ Y0 = ∅. Pour j ∈ J et pour tout y ∈ Yj nous posons l(y) :=
l0(R
∞(y) ∩ Y0). Par le corollaire 3.3.7, l est l’unique prolongement de l0 sur
.⋃
j∈JYj
tel que (l|Yj)j∈J soit une liaison pour M dans S. 
3.3 : Pushouts dans la cate´gorie des espaces complexes 47
3.3.9 Proposition Deux massifs dans C sont S-e´quivalents si et seulement s’ils ont
les meˆmes valle´es et s’ils induisent la meˆme relation d’e´quivalence.
Preuve Soit M un massif dans C avec (Yj)j∈J comme valle´es. Posons Y :=
.⋃
j∈JYj.
“⇒” Soit L l’ensemble des liaisons pour M dans S et R la relation canonique induite
par M. Par le corollaire 3.3.7, nous avons R∞(y) ⊂ ⋂l∈L l−1l(y) pour tout y ∈ Y .
Cette inclusion est meˆme une e´galite´ car si R est la relation canonique induite par
M, la projection p : Y → Y/R induit une liaison pour M dans S. De cette e´galite´
de´coule imme´diatement l’implication.
“⇐” Par le corollaire 3.3.7, deux massifs induisant la meˆme relation d’e´quivalence
ont le meˆme ensemble de liaisons. 
3.3.10 De´ﬁnition Soit M := (uj :X −→ Yj)j∈J un mont dans C dont les areˆtes
sont surjectives. Pour j ∈ J , la relation d’holonomie de M sur Yj est la relation




Le lemme suivant nous montre que la relation d’holonomie d’un mont contient non
seulement toute la “dynamique” d’un mont sur une de ses valle´es, mais sa “dyna-
mique” tout entie`re.
3.3.11 Lemme Soit M = (uj : X → Yj)j∈J un mont dans C dont les areˆtes sont
surjectives, R la relation canonique induite par M et H0 la relation d’holonomie sur
une valle´e Y0 de M . Nous avons les e´galite´s suivantes :
(a) H0 = R
2|Y0 ,





(uj × uj′)(u0 × u0)−1(H∞0 ).
Preuve Ad (a). “⊂” Soit (y0, y2) ∈ H0. Il existe j ∈ J et (x0, x2) ∈ Ruj tels que
(u0×u0)(x0, x2) = (y0, y2). Posons y1 := uj(x0) = uj(x2) et nous avons (u0, uj)(x0) =
(y0, y1) ∈ R, (uj, u0)(x2) = (y1, y2) ∈ R, donc (y0, y2) ∈ R2|Y0 .
“⊃” Soit (y0, y2) ∈ R2|Y0 . Il existe j ∈ J et y1 ∈ Yj tel que (y0, y1) ∈ R et (y1, y2) ∈ R.
Il s’en suit qu’il existe x0, x2 ∈ X tels que u0(x0) = y0, uj(x0) = y1, uj(x2) = y1 et
u0(x2) = y2. Par conse´quent, (x0, x2) est dans R
uj et (y0, y2) = (u0 × u0)(x0, x2) ∈
(u0 × u0)(Ruj) ⊂ H0.
Ad (b). “⊂” H∞0 est la plus petite relation d’e´quivalence contenant H0 et H0 =
R2|Y0 ⊂ R∞|Y0 .
“⊃” Soit (y, y′) ∈ R∞|Y0 . Il existe n ∈ N avec (y, y′) ∈ Rn|Y0 . Il existe donc jk ∈ J ,
yk ∈ Yjk , k = 1, . . . , n−1 avec (yk, yk+1) ∈ R pour k = 0, . . . , n−1, et y0 := y, yn :=
y′. Il s’en suit que pour k = 0, . . . , n − 1, il existe xk ∈ X avec (ujk , ujk+1)(xk) =
(yk, yk+1). Par conse´quent, (xk, xk+1) est dans R
ujk+1 et (u0 × u0)(xk, xk+1) ∈ H0
pour k = 0, . . . n− 2. Comme u0(x0) = y0 = y et u0(xn−1) = yn = y′, (y, y′) est dans
Hn−10 .
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Ad (c). Nous allons voir que pour y ∈ Y0, nous avons R∞(y) = ⋃j∈J uju−10 (H∞0 (y)),





0 (H∞0 (y)) est inclu dans R




′) ⊂ R∞(y) ∩ Y0 = H∞0 (y) et il s’en suit que y′ ∈ uju−10 (H0(y)),
ce qui de´montre l’autre inclusion. 
3.3.12 De´ﬁnition Soit M un massif connexe dans C. Une relation d’holonomie
de M sur une valle´e Y0 est la relation d’holonomie de M sur Y0, ou` M est un mont
dans C dont les areˆtes sont surjectives et qui est S-e´quivalent a` M.
3.3.13 Remarque Si un massif connexe M dans S posse`de une relation d’holo-
nomie H0 sur une valle´e Y0, celle-ci n’est pas unique. Cependant, les propositions
3.3.9 et 3.3.11 nous garantissent que diﬀe´rentes relations d’holonomie de M de´ﬁnies
sur une meˆme valle´e engendrent la meˆme relation d’e´quivalence. D’autre part, si M
est un mont dans S qui est S-e´quivalent a` M, dont les areˆtes sont surjectives et
qui a H0 comme relation d’holonomie sur Y0, alors il suit du corollaire 3.3.8, qu’un
morphisme l0 :Y0 −→ L de S qui est H0-invariant peut eˆtre prolonge´ de manie`re
unique en une liaison pour M (et donc aussi pour M) dans S. Si M est un massif
dans T dont les areˆtes sont ouvertes et l0 un morphisme de T qui est H0-invariant
alors le prolongement de l0 est continu. De plus si les areˆtes de M sont discre`tes et
H∞0 discre`te, ce prolongement est aussi discret.
3.3.14 The´ore`me (d’apre`s [Egg80, 6.24]) Soit M un massif connexe dans Kfos dont
les valle´es (Yj)j∈J sont connexes et normales. Soit R la relation canonique induite par
M sur Y :=
.⋃
j∈JYj et H0 une relation d’holonomie sur une valle´e Y0. Les e´nonce´s
suivants sont e´quivalents :
(i) R∞ est une relation d’e´quivalence analytique ﬁnie.
(ii) H∞0 est une relation d’e´quivalence analytique ﬁnie.
(iii) Il existe un compact K ⊂ Y qui est R-sature´ et Y/R est se´pare´.
(iv) Il existe un compact K0 ⊂ Y0 qui est H0-sature´ et Y0/H0 est se´pare´.
(v) Y/R est un espace complexe et la projection canonique π :Y −→ Y /R est ﬁnie.
(vi) Y0/H0 est un espace complexe et la projection canonique π0 :Y0 −→ Y 0/H0 est
ﬁnie.
(vii) La projection canonique π :Y −→ Y /R est propre et (π|Yj)j∈J est un pushout
pour M dans Kfos.
(viii) La projection canonique π0 :Y0 −→ Y 0/H0 est propre et peut se prolonger sur
Y de fac¸on a` obtenir un pushout pour M dans Kfos.
(ix) Il existe une liaison quasi-ﬁnie pour M dans S.
Preuve Il suit du corollaire 3.2.12 que M est S-e´quivalent a` un mont M :=
(uj :X −→ Yj)j∈J dans Kfos. Par la proposition 3.3.9, M et M engendrent la meˆme
relation d’e´quivalence et par le lemme 3.3.11, leurs relations d’holonomie sur Y0 en-
gendrent la meˆme relation d’e´quivalence.
3.3 : Pushouts dans la cate´gorie des espaces complexes 49
De plus, toute liaison, respectivement pushout pour M est une liaison, respective-
ment un pushout pour M . Nous pouvons donc travailler uniquement sur le mont M .
Remarquons encore que la relation R induite par M est ouverte, analytique et ﬁnie
(the´ore`mes 3.3.3 et 3.3.4).
La ﬁgure 3.7 donne les implications et e´quivalences que nous allons montrer.
Fig. 3.7: Structure de la preuve du the´ore`me 3.3.14
(i) ⇒ (ii) E´vident par le lemme 3.3.11.
(ii) ⇒ (i) Les applications uj ×uj′ e´tant propres pour tout j, j′ ∈ J ([Bou71, I§10.1,
proposition 4]), il suit du lemme 3.3.11 que R∞ est analytique. Ce lemme implique
aussi que pour un compact K ⊂ Y , R∞(K) = ⋃j∈J uju−10 H∞0 (u0u−1j (K ∩ Yj)) est
compact. R∞ est donc une relation d’e´quivalence propre. En utilisant cette meˆme
formule, nous constatons que R∞ est aussi discre`te.
(i) ⇔ (iii) ⇔ (v) R est analytique ouverte ﬁnie, donc par le the´ore`me 2.2.11, les
e´quivalences sont ve´riﬁe´es.
(ii) ⇔ (iv) ⇔ (vi) Nous avons H0 = (R2|Y0) (lemme 3.3.11). Par les the´ore`mes 2.1.12
et 2.2.8, R2|Y0 est une relation analytique ouverte ﬁnie et le the´ore`me 2.2.11 nous
donne les e´quivalences a` de´montrer.
(i), (v) ⇒ (vii) Par le the´ore`me 2.1.12, R∞ est ouverte. π est donc ouverte, ﬁnie et
surjective, c’est donc un morphisme de Kfos. Soit (lj :Yj −→ Z)j∈J une liaison pour
M dans Kfos. L’application α :Y/R −→ Z, α(R∞(y)) := lj(y) pour y ∈ Yj, j ∈ J
est bien de´ﬁnie (voir la proposition 3.3.6), est holomorphe et est l’unique application
telle que lj = απj pour tout j ∈ J . Donc π est un pushout pour M dans Kfos.
(vii) ⇒ (v) Trivial.
(vi), (vii) ⇒ (viii) Nous allons voir que Y/R et Y0/H0 sont biholomorphes. L’ap-
plication α :Y0/H0 −→ Y/R, α(H∞0 (y)) := π(y) est bien de´ﬁnie (lemme 3.3.11) et
holomorphe. Nous avons α−1(R∞(y)) = R∞(y) ∩ Y0. L’application α−1 est bien
de´ﬁnie car les areˆtes de M sont surjectives, et est continue car R est ouverte. α
est donc un home´omorphisme. D’autre part, Y/R est normal (R∞ est ouverte et Y
est normale, nous pouvons donc appliquer [KK83, 72.4]). Il s’en suit que α est un
biholomorphisme ([KK83, 72.2]). l := απ :Y −→ Y0/H0 est donc un pushout pour
M dans Kfos.
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(viii) ⇒ (vi) Trivial.
(v) ⇒ (ix) Posons lj := π|Yj et (lj :Yj −→ Y/R)j∈J est une liaison quasi-ﬁnie pour
M dans S.
(ix) ⇒ (i) Par la proposition 3.3.6, R∞(y) est inclu dans l−1l(y) et est donc un
ensemble ﬁni pour tout y ∈ Y . Comme R est une relation analytique ouvert ﬁnie,
il suit alors de [Kau71, 2.2] que R∞ est une relation d’e´quivalence analytique ﬁnie.

Dans les deux exemples suivants, nous verrons que le the´ore`me 3.3.14 nous permet
de de´duire des re´sultats sur les relations ou sur les groupes d’automorphismes avec
un nombre ﬁni de ge´ne´rateurs.
3.3.15 Exemple Soit R une relation analytique ouverte ﬁnie de´ﬁnie sur un espace
complexe normal connexe Y . La relation R de´ﬁnit le mont M dans Kfos de la ﬁgure
3.8. La relation d’holonomie de M sur Y1 est e´gale a` R
2. Si (lj :Yj −→ L)j∈{1,2} est
Fig. 3.8: Mont de´ﬁni par une relation R
une liaison pour M dans S, alors pour y ∈ Y , nous avons l1(y) = l1pR((y, y)) =
l2qR((y, y)) = l2(y). De plus, l1 = l2 doit eˆtre R2-, donc R-, invariante (proposition
3.3.6 et lemme 3.3.11). Les e´quivalences (ii), (iv), (vi) et (ix) du the´ore`me 3.3.14
nous donnent alors les e´quivalences suivantes :
(i) R∞ est une relation d’e´quivalence analytique ﬁnie.
(ii) Il existe un compact K ⊂ Y qui est R-sature´.
(iii) Y/R est un espace complexe et la projection canonique Y → Y/R est ﬁnie.
(iv) R∞ est quasi-ﬁnie.
3.3.16 Exemple Soit Z un espace complexe normal connexe et f1, . . . , fN des au-
tomorphismes de Z. Posons f0 := IdZ et f−k := f−1k , k = 1, . . . , N et notons
〈f1, . . . , fN〉 le sous-groupe de Aut(Z) engendre´ par f1, . . . , fN . Les automorphismes





(z, fk(z)) : z ∈ Z
}
sur Z. Nous avons alors (z, z′) ∈ H∞ si et seulement s’il existe f ∈ 〈f1, . . . , fN〉
avec z′ = f(z). Ces automorphismes de´ﬁnissent le mont M dans Kfos de la ﬁgure 3.9
avec gj((z, 1)) := z et gj((z, 2)) := fj(z) pour z ∈ Z et j = 0, . . . , N . La relation
d’holonomie de M sur Y0 est alors e´gale a` H. Si (lj :Yj −→ L)j∈{1,2} est une liaison
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Fig. 3.9: Mont de´ﬁni par les automorphismes f1, . . . , fN de Z
pour M dans S, alors pour y ∈ Y , nous avons l0 = . . . = lN car gj((z, 1)) = z
pour tout z ∈ Z et pour j = 0, . . . , N . De plus, l0 = . . . = lN est 〈f1, . . . , fN〉-
invariante (proposition 3.3.6 et lemme 3.3.11). Les e´quivalences (ii), (iv), (vi) et (ix)
du the´ore`me 3.3.14 nous donnent alors les e´quivalences suivantes :
(i) H∞ est une relation d’e´quivalence analytique ﬁnie.
(ii) Il existe un compact K ⊂ Y qui est 〈f1, . . . , fN〉-invariant.
(iii) Y/〈f1, . . . , fN〉 est un espace complexe et la projection canonique
Y → Y/〈f1, . . . , fN〉 est ﬁnie.
(iv) Pour tout y ∈ Y , l’ensemble {f(y) : f ∈ 〈f1, . . . , fN〉} est ﬁni.
De plus, ces e´nonce´s sont e´quivalents a` dire que 〈f1, . . . , fN〉 est un groupe ﬁni :
si 〈f1, . . . , fN〉 est un groupe ﬁni, il est clair que {f(y) : f ∈ 〈f1, . . . , fN〉} est ﬁni
pour tout y ∈ Y ; si H∞ est analytique ﬁnie, alors la projection canonique pH∞
est un reveˆtement analytique (car H∞ est ouverte, voir [GR84, 7.2.2]) et il existe
alors n ∈ N tel que Card (H∞(y))  n pour tout y ∈ Y donc H∞ = Hn et
Card (〈f1, . . . , fN〉)  2(N + 1)n.
3.4 Pushouts dans la cate´gorie des germes d’es-
pace complexe
3.4.1 De´ﬁnition Soit Ma := (uj,a :Xa −→ Yj,bj)j∈J un mont dans Kdog et j0 ∈ J .
Un repre´sentant M := (uj :X −→ Yj)j∈J est admissible par rapport a` la valle´e Yj0
(ou j0-admissible) s’il satisfait les conditions suivantes :
(a) M est un mont dans Kdos.
(b) uj0 est propre et (uj0)
−1(bj0) = {a}.
Il n’est en ge´ne´ral pas possible de trouver un repre´sentant dont toutes les areˆtes sont
propres et surjectives. L’exemple suivant en est une illustration.
3.4.2 Exemple Posons X := (C2 × {1, 2})/R, avec
R := ∆X ∪
{
((0, 0, 1), (0, 0, 2)), ((0, 0, 2), (0, 0, 1))
}
.
X est localement e´tendable et R analytique, donc par le the´ore`me de Cartan, X
est un espace complexe. Soit Y1 := Y2 := C
2, u1 :X −→ Y1 la projection canonique
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et u2 :X −→ Y2 avec u2(x, x′, 1) := (x, x′) et u2(x, x′, 2) := (x + x′, x′). Le mont
(uj,a :Xa −→ Yj,bj)j∈{1,2}, avec a := R((0, 0, 1)) et b1 = b2 = (0, 0), ne posse`de pas de
repre´sentant avec un sommet arbitrairement petit dont les deux areˆtes sont propres.
En eﬀet, un repre´sentant propre de u1,a est de la forme u1|U :U −→ V , ou` V est un
voisinage relativement compact de b1 et U = (V ×{1, 2})/R mais u2|U :U −→ u2(U)
n’est pas propre car u2(∂U) ∩ u2(U) = ∅.
3.4.3 The´ore`me et de´ﬁnition Soit Ma := (uj,a :Xa −→ Yj,bj)j∈J un mont dans
Kdog , j0 ∈ J , M := (uj :X −→ Yj)j∈J un repre´sentant j0-admissible de Ma et Hj0
la relation d’holonomie de M sur Yj0 . Le germe de relation (Hj0 , bj0) est analytique
ouvert discret et inde´pendant du choix du repre´sentant j0-admissible. Nous appelons
ce germe de relation le germe d’holonomie de Ma sur la valle´e Yj0,bj0 .
Preuve Sans restriction de la ge´ne´ralite´, j0 = 0. L’existence d’un repre´sentant
0-admissible de´coule de [KK83, 33 B.2]. Le germe d’holonomie de Ma sur Y0,b0 est
ouvert discret car les areˆtes de M sont ouvertes et discre`tes. Ce germe est analytique
car comme u0 est propre, u0 × u0 est aussi propre ([Bou71, I§10.1, proposition 4]).
Ve´riﬁons que la de´ﬁnition du germe d’holonomie ne de´pend pas du choix du repre´-
sentant. Il faut donc montrer que pour tout voisinage U de a, il existe un voisinage
W de (b0, b0) tel que (u0 × u0)(Ruj) ∩ W = (u0 × u0)(Ruj ∩ (U × U)) ∩ W pour
tout j ∈ J . L’inclusion “⊃” est toujours ve´riﬁe´e. Supposons que l’autre inclusion ne
puisse eˆtre ve´riﬁe´e pour un voisinage U de a. Il existe donc un j ∈ J et une suite
((xn, yn))n∈N dans (u0×u0)(Ruj)(u0×u0)(Ruj∩(U×U)) qui converge vers (b0, b0).
Pour tout n ∈ N, il existe (x′n, y′n) ∈ Ruj tel que (u0×u0)(x′n, y′n) = (xn, yn). Comme
u0 × u0 est propre, sans restriction de la ge´ne´ralite´, ((x′n, y′n))n∈N converge vers un
e´le´ment de (u0 × u0)−1(b0, b0). Comme u−10 (b0) = {a}, ((x′n, y′n))n∈N converge vers
(a, a) et cette suite est dans U × U pour n suﬃsamment grand : une contradiction.

3.4.4 Lemme Soit M := (uj :X −→ Yj)j∈J un mont dans T dont les areˆtes sont
ouvertes et H0 sa relation d’holonomie sur une valle´e Y0. Soit Y
′
0⊂o Y0 et posons
X ′ := u−10 (Y
′
0). La relation d’holonomie de M
′ := (uj|X′ :X ′ −→ uj(X ′))j∈J sur Y ′0
est H0|Y ′0 .
Preuve Soit H ′0 l’holonomie de M
′ sur Y ′0 . Il est clair que H
′
0 ⊂ H0|Y ′0 . Montrons
l’autre inclusion. Soit (y, y′) ∈ H0|Y ′0 . Il existe j ∈ J et (x, x′) ∈ X tels que (u0 ×
u0)(x, x
′) = (y, y′) et (x, x′) ∈ Ruj . Il s’en suit que (x, x′) ∈ Ruj |X′ et par conse´quent
(y, y′) ∈ H ′0. 
3.4.5 The´ore`me Soit Ma un mont dans K
do
g dont les valle´es sont des germes d’es-
pace complexe normal et (Hj0 , bj0) le germe d’holonomie de Ma sur une de ses valle´es
Yj0,bj0 . Les e´nonce´s suivants sont e´quivalents :
(i) (Hj0 , bj0)
∞ est stationnaire.
(ii) Il existe un pushout pour Ma dans T
d
lc,g.
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(iii) Il existe une liaison pour Ma dans T
d
lc,g.
(iv) Il existe un pushout pour Ma dans K
do
g .
(v) Il existe une liaison pour Ma dans K
do
g .
Preuve Sans restriction de la ge´ne´ralite´, j0 = 0. La ﬁgure 3.10 donne les implica-
tions que nous allons de´montrer.
Fig. 3.10: Implications de´montre´es dans la preuve du the´ore`me 3.4.5
“(i)⇒(iii)” Soit M ′ := (u′j :X ′ −→ Y ′j )j∈J un repre´sentant 0-admissible de Ma et H ′0
sa relation d’holonomie sur Y ′0 . Comme (H0, b0)
∞ est stationnaire, par le the´ore`me
2.4.12, il existe un repre´sentant admissible ouvert ﬁni H ′′0 de (H0, b0) sur Y
′′
0 ⊂ Y ′0
tel que (H ′′0 )
∞ soit analytique ﬁnie (b0 posse`de donc un syste`me fondamental de
voisinages H ′′0 -sature´s, voir [KK83, 33 B.4]).
Comme la de´ﬁnition du germe d’holonomie est inde´pendante du choix du repre´-
sentant de Ma, il existe un voisinage Y0 ⊂ Y ′′0 de b0 qui est H ′′0 -sature´ tel que
H ′0|Y0 = H ′′0 |Y0 . Posons X := (u′0)−1(Y0), Yj := u′j(X) et uj := u′j|X pour j ∈ J .







0 |Y0)∞ = (H ′′0 )∞|Y0 est analytique. Notons R la relation
induite par M sur Y :=
.⋃
j∈JYj. Par la remarque 3.3.13, il existe un prolongement
p :Y −→ Y0/H0 continu discret de la projection canonique Y0 → Y0/H0 tel que
(p|Yj)j∈J soit une liaison pour M dans T (Y0/H0 est meˆme localement compact car
H∞0 est ﬁnie). Donc (pvj)j∈J est une liaison pour Ma dans T
d
lc,g.
“(iii)⇒(i), (ii), (iv)” Soit (lj,bj :Y ′j,bj −→ Lc)j∈J une liaison pour Ma dans Tdlc,g, M :=
(uj :X −→ Yj)j∈J un repre´sentant 0-admissible de Ma dont les valle´es sont des es-
paces complexes normaux, avec Ruj(a) = {a} pour tout j ∈ J et soit (lj :Yj −→ L)j∈J
un repre´sentant de (lj,bj)j∈J qui est une liaison pour M dans T
d
lc. Nous allons
construire un repre´sentant de Ma dans K
fos de Ma dont les valle´es sont des es-
paces complexes normaux connexes et qui posse`de une liaison quasi-ﬁnie dans S. Il
existe des voisinages Y ′0 de b0 et L
′ de c tels que l0|Y ′0 :Y ′0 −→ L′ soit propre ([KK83,





′), j ∈ J . Pour tout j ∈ J et pour
tout y ∈ Y ′j , nous avons lj(y) ∈ L′ : comme il existe x ∈ X ′ tel que uj(x) = y,
nous avons lj(y) = ljuj(x) = l0u0(x) ∈ L′. Donc (l′j := lj|Y ′j :Y ′j −→ L′)j∈J est une
liaison pour M ′ := (u′j := uj|X′ :X ′ −→ Y ′j )j∈J . De plus, cette liaison est propre : en
eﬀet, pour j ∈ J et un ensemble K ⊂ L′ compact, (l′j)−1(K) = u′j(u′0)−1(l′0)−1(K)
(lemme 3.3.5) est compact. (l′j)j∈J est alors une liaison discre`te propre, donc quasi-
ﬁnie. D’autre par M ′ est un mont dans Kfos : pour j ∈ J et un ensemble K ⊂ Y ′j
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compact, (u′j)




Soit X ′′ la composante connexe de X ′ contenant l’unique point de u−10 (b0). Pour
j ∈ J , posons Y ′′j := uj(X ′′) (Y ′′j est la composante connexe de Y ′j contenant
l’unique point de uju
−1
0 (b0)) et M ′′ := (uj|X′′ :X ′′ −→ Y ′′j )j∈J est un repre´sentant
0-admissible dans Kfos de Ma dont les valle´es sont des espaces complexes normaux
connexes. (lj|Y ′′j :Y ′′j −→ L′)j∈J est une liaison quasi-ﬁnie pour M ′′ dans S. Il suit du
the´ore`me 3.3.14 que (H ′′0 )
∞ est analytique ﬁnie, ou` H ′′0 est la relation d’holonomie
de M ′′ sur Y ′′0 . Donc (H
′′
0 , b0)
∞ est stationnaire. D’autre part, le lemme 3.4.7 nous
garantit que Ma posse`de un pushout dans K
do
g et dans T
d
lc,g.
“(ii)⇒(iii)”, “(iv)⇒(v)”, “(v)⇒(iii)” Triviales. 
3.4.6 Corollaire Soit Ma un mont dans K
do
g dont les valle´es sont des germes d’es-
pace complexe normal. Si Ma satisfait une des e´quivalences du the´ore`me 3.4.5, alors
Ma posse`de un repre´sentant admissible M dans K
fos dont les valle´es sont des espaces
complexes normaux connexes arbitrairement petit et dont le sommet est connexe et
arbitrairement petit. De plus, chaque relation d’holonomie de M de´ﬁnie une relation
d’e´quivalence analytique ﬁnie.
Preuve Voir la preuve de l’implication “(iii)⇒(i), (ii), (iv)” , du the´ore`me 3.4.5.

3.4.7 Lemme Soit Ma := (uj,a :Xa −→ Yj,bj)j∈J un mont dans Kdog dont les valle´es
sont des germes d’espace complexe normal, M := (uj :X −→ Yj)j∈J un repre´sentant
de Ma dans K
fos avec Ruj(a) = {a} pour tout j ∈ J et H0 la relation d’holonomie
de M sur une de ses valle´es Y0. Si H
∞
0 est analytique ﬁnie, alors Ma posse`de un
pushout dans Kdog et dans T
d
lc,g.
Preuve Notons R la relation induite par M . Par le the´ore`me 3.3.14, R∞ est ana-
lytique ﬁnie. Notons pj :Yj −→ Y/R, Y =
.⋃
j∈JYj la projection canonique, j ∈ J .
Nous allons voir que (pj,bj)j∈J est un pushout pour Ma dans K
do
g et dans T
d
lc,g. Soit
(lj,bj :Yj,bj −→ Lc)j∈J une liaison pour Ma dans Kdog ou dans Tdlc,g. Pour chaque j ∈ J ,
il existe un voisinage Y ′j de bj tel que nous ayons les proprie´te´s suivantes :
(a) Y ′ :=
.⋃
j∈JY ′j est R-sature´ (possible car R







j ) pour tout j ∈ J ,
(b) il existe un repre´sentant ouvert discret surjectif (lj :Y
′
j −→ L)j∈J de (lj,bj)j∈J ,
(c) (lj)j∈J est une liaison pour M ′ := (uj|X′ :X ′ −→ Y ′j )j∈J , X ′ := u−10 (Y ′0).
Nous de´ﬁnissons α :Y ′/(R|Y ′)⊂o Y/R −→ L, α(R(y)) := lj(y) pour y ∈ Y ′j , j ∈ J .
L’application α est bien de´ﬁnie (car (lj)j∈J est R-invariante), continue (car R est
ouverte) et discre`te (car (lj)j∈J est discre`te). α est donc un morphisme de Tdlc et
si (lj)j∈J est une liaison dans Kdo, α est meˆme holomorphe et ouverte, donc un
morphisme de Kdo. L’application α est l’unique application telle que αpj|Y ′j = lj
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pour tout j ∈ J . Comme la de´ﬁnition du germe αR(b0) est inde´pendante du choix
des repre´sentants, il s’en suit que αR(b0) est l’unique germe tel que αR(b0)pj,bj = lj,bj .
Donc (pj,bj)j∈J est un pushout pour Ma dans T
d
lc,g et dans K
do
g . 
3.4.8 Exemple Soit Za un germe d’espace complexe normal, f0,a, . . . , fN,a des ger-
mes d’automorphismes de Za avec f0,a le germe de l’identite´. Nous notons
〈f1,a, . . . , fN,a〉 le sous-groupe de Aut(Za) engendre´ par f1,a, . . . , fN,a. Soit
fj :Z −→ Zj un repre´sentant de fj,a, j = 0, . . . , N . Posons X := (Z × {1, 2})/R,
ou` R(z, i) := (z, i) pour tout z ∈ Z  {a}, i = 1, 2 et R(a, 1) := R(a, 2) :=
{(a, 1), (a, 2)}. Comme X est localement e´tendable et R une relation d’e´quivalence
analytique, il suit donc du the´ore`me de Cartan que X est un espace complexe. Nous
de´ﬁnissons dans Kdos un mont M := (uj :X −→ Yj)j∈J , avec J := {0, . . . , N}, Yj :=
Z ∪ Zj, uj|Z×{1} := fj et uj|Z×{2} := Id. Nous obtenons alors un mont Ma˜ :=
(uj,a˜ :Xa˜ −→ Yj,bj)j∈J dans Kdog dont les valle´es sont des germes d’espace complexe
normal, ou` a˜ est la classe d’e´quivalence de (a, 1) dans X et bj := a pour tout j ∈ J .
Notons (H0, b0) le germe d’holonomie de Ma sur Y0,b0 . Nous allons voir que (H0, b0)
∞
est stationnaire si et seulement si 〈f1,a, . . . , fN,a〉 est un groupe ﬁni.
“⇒” Par le corollaire 3.4.6, il existe un repre´sentant (u′j :X ′ −→ Y ′j )j∈J dans Kfos
de Ma˜ avec X
′ :=
(
(Z ′1 × {1}) ∪ (Z ′2 × {2})
)
/R tel que chacune de ses rela-





0 , . . . , Y
′
N⊂o Z soient des voisinages connexes relativement compacts de a.







′. D’autre part, pour tout
j ∈ J , u′j est propre et nous avons ∂Z ′ ∪ fj(∂Z ′) = uj(∂X ′) ⊂ Y ′j = ∂(Z ′ ∪ fj(Z ′)).
Comme Z ′ est connexe, pour tout j ∈ J , nous devons avoir fj(Z ′) ⊂ Z ′ (sinon il
existerait z ∈ ∂(Z ′ ∪ fj(Z ′))  ∂Z ′ et un chemin γ : [0, 1] −→ Z reliant a et z avec
γ([0, 1[) ⊂ fj(Z ′), ce qui impliquerait l’existence d’un t0 tel que γ(t0) ∈ fj(Z ′)∩∂Z ′
et donc ∂Z ′ ⊂ ∂(Z ′ ∪ fj(Z ′)) : une contradiction). Il suit de la surjectivite´ de
u′1, . . . , u
′
N que Yj = Z
′ pour tout j ∈ J . Nous nous trouvons donc dans l’exemple
3.3.16 et nous pouvons conclure que 〈f1|Z′ , . . . , fN |Z′〉 est un groupe ﬁni. Il s’en suit
que 〈f1,a, . . . , fN,a〉 est aussi un groupe ﬁni.
“⇐” Si Card〈f1,a, . . . , fn,a〉 < ∞, il suit du lemme 2.3.3, qu’il existe une voisinage
U⊂o Z de a tel que U = f1(U) = . . . = fn(U) et tel que Card〈f1|U , . . . , fn|U〉 < ∞. Il
s’en suit que la projection canonique U → U/〈f1|U , . . . , fn|U〉 est une liaison (meˆme
un pushout) pour (uj|Z′)j∈J , Z ′ := (U × {1, 2})/(R|U) dans Kfos. Par le the´ore`me
3.4.5, (H0, b0)
∞ est alors stationnaire.
3.4.9 De´ﬁnition Soit M un massif connexe dans Kdog et (Y0, b0) une valle´e de M.
Un germe d’holonomie de M sur (Y0, b0) est le germe d’holonomie d’un mont Ma
sur (Y0, b0), ou` Ma est un mont dans K
do
g qui est Tg-e´quivalent a` M (le corollaire
3.2.15 garantit l’existence d’un tel mont).
3.4.10 The´ore`me (d’apre`s [Egg80, 7.9]) Soit M un massif connexe dans Kdog dont
les valle´es sont des germes d’espace complexe normal et (H0, b0) un germe d’holono-
mie de M sur une de ses valle´es (Y0, b0). Les e´nonce´s suivants sont e´quivalents :
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(i) (H0, b0)
∞ est stationnaire.
(ii) Il existe un pushout pour M dans Tdlc,g.
(iii) Il existe une liaison pour M dans Tdlc,g.
(iv) Il existe un pushout pour M dans Kdog .
(v) Il existe une liaison pour M dans Kdog .
Preuve du the´ore`me 3.4.10 Soit Ma un mont dans K
do
g Tg-e´quivalent a` M et
(H0, b0)
∞ son germe d’holonomie sur Y0,b0 . Toute liaison, respectivement tout pu-
shout, pour Ma est une liaison, respectivement un pushout, pour M. Le the´ore`me
3.4.5 nous donne donc les diﬀe´rentes e´quivalences. 
3.4.11 Corollaire Soit M un massif connexe dans Kdog dont les valle´es (Yj,bj)j∈J
sont des espaces complexes normaux et (Hj0 , bj0) un germe d’holonomie de M sur
une de ses valle´es Yj0,bj0 . Si (Hj0 , bj0)
∞ est stationnaire, alors pour tout j ∈ J , et
pour tout germe d’holonomie (Hj, bj) sur Yj,bj , (Hj, bj)
∞ est stationnaire.
Preuve C’est une conse´quence du the´ore`me 3.4.10. 
Chapitre 4
E-feuilletages
Nous commencerons ce chapitre par quelques rappels sur les feuilletages holomor-
phes. Nous nous attarderons plus particulie`rement sur la de´ﬁnition des feuilles et
sur leurs topologies. Nous de´ﬁnirons ensuite les E-feuilletages et nous en e´noncerons
quelques proprie´te´s ge´ne´rales. Nous terminerons ce chapitre en donnant des condi-
tions ne´cessaires et suﬃsantes pour que l’espace des feuilles d’un E-feuilletage ad-
mette une structure complexe canonique.
4.1 Rappels sur les feuilletages holomorphes
Bohnhorst et Reiﬀen de´veloppent dans [BR85] une the´orie ge´ne´rale des feuilletages
holomorphes de´ﬁnis sur des espaces complexes re´duits. Reiﬀen donne dans [Rei87],
une de´ﬁnition pre´cise des feuilles d’un tel feuilletage. Nous rappelons dans cette
section les principaux re´sultats de ces deux papiers.
4.1.1 De´ﬁnitions
(i) Un feuilletage holomorphe re´gulier de dimension p sur une varie´te´ com-
plexe X de dimension n est une relation d’e´quivalence RF sur X avec les pro-
prie´te´s suivantes :
(a) Chaque classe d’e´quivalence L de RF, appele´e feuille, a la structure d’une
varie´te´ complexe connexe de dimension p telle que l’injection canonique
L ↪→ X soit une immersion.
(b) Tout point de X posse`de un voisinage U sur lequel est de´ﬁni une submersion
f :U −→ V ⊂o Cn−p telle que les ensembles de niveau de f co¨ıncident avec
les composantes connexes des classes d’e´quivalence de RF|U .
(ii) Un feuilletage holomorphe sur un espace complexe X est une paire (A,FA),
ou` A ⊂ X est un ensemble analytique nulle part dense dans X avec SingX ⊂ A
et FA un feuilletage holomorphe re´gulier sur X  A.
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(iii) Deux feuilletages holomorphes (A,FA), (B,FB) sur un espace complexe X sont
e´quivalents si FA|X(A∪B) = FB|X(A∪B).
4.1.2 Remarque Dans la suite de ce travail, lorsque nous parlerons de feuilletage
holomorphe, nous sous-entendrons qu’il s’agit d’une classe d’e´quivalence de feuille-
tages holomorphes.
4.1.3 Proposition et de´ﬁnition Si F est un feuilletage holomorphe sur un espace
complexe X, alors F posse`de un repre´sentant (A,FA) avec A minimal. A s’appelle
l’ensemble des singularite´s de F et nous le notons Sing F. Nous de´ﬁnissons
encore Xreg := X  Sing F, la partie re´gulie`re de F.
Preuve Il suﬃt de poser Sing F :=
⋂
(A,FA)∈F A. 
4.1.4 De´ﬁnition Soit F un feuilletage holomorphe sur un espace complexe X. Pour
chaque composante irre´ductible X ′ de X la dimension de F sur X′, note´e dimX′ F,
est la dimension du feuilletage re´gulier F|X′Sing F. Si X est irre´ductible, la dimension
de F est dimF := dimX F.
Si F est un feuilletage holomorphe sur un espace complexe X, F|Xreg induit un
faisceau de formes diﬀe´rentielles G et G induit un sous-ﬁbre´ T de l’espace tangent a`
Xreg. Nous de´ﬁnissons les faisceaux ΩF et OF de la fac¸on suivante :
Pour U⊂o X
ΩF(U) := {ω ∈ XΩ(U) : 〈ω(x), θ〉 = 0 ∀θ ∈ Tx, ∀x ∈ U  Sing F},
OF(U) := {f ∈ XO(U) : dfx ∈ ΩFx ∀x ∈ U}.
OF est le faisceau des primitives de F.
4.1.5 De´ﬁnition Un feuilletage F sur un espace complexe X est cohe´rent si le
faisceau ΩF est cohe´rent.
4.1.6 The´ore`me (Bohnhorst-Reiffen) Il y a une bijection entre l’ensemble des
feuilletages holomorphes cohe´rents sur X et l’ensemble des sous-faisceaux cohe´rents
complets involutifs de XΩ.
Pour une preuve voir [BR85, 5.9].
4.1.7 The´ore`me Soit F,F′ des feuilletages holomorphes cohe´rents sur un espace
complexe X. S’il existe un ouvert U⊂o X qui intersecte chaque composante irre´duc-
tible de X et tel que F|U = F′|U , alors F = F′.
Preuve Comme ΩF|USingX = ΩF′|USingX , il suit de [Rei97, 1.19] que ΩF|XSingX =
ΩF
′|XSingX . Donc F|XSingX = F′|XSingX , ce qui signiﬁe, par de´ﬁnition, que F = F′.

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Jusqu’a` la ﬁn de cette section, F sera un feuilletage holomorphe
cohe´rent sur un espace complexe normal connexe X.
4.1.8 De´ﬁnition Soit f :U −→ Z, U⊂o X, une application holomorphe. f est F-in-
variante si f ∗ZΩ est un sous-faisceau de ΩF|U . L’application f est une pre´inte´grale
de F si f˜ ∗ZΩ = ΩF|U . L’application f est une inte´grale de F si Z est irre´ductible
et si f est une pre´inte´grale ge´ne´riquement ouverte1.
Nous allons maintenant de´ﬁnir les feuilles de F.
4.1.9 De´ﬁnition Soit Y un espace complexe et φ :Y −→ X une application ho-
lomorphe. φ est une immersion holomorphe si pour tout y ∈ Y , il existe un
voisinage U⊂o Y de y et V ⊂o X de φ(y) tel que φ(U) est un sous-ensemble analytique
de V et tel que φ|U :U −→ φ(U) est biholomorphe.
4.1.10 Remarque Soit φz :Zz −→ Xx un germe d’immersion holomorphe. Nous
de´ﬁnissons le germe d’espace complexe φz(Zz) a` l’aide d’un repre´sentant φ :Z −→ U
tel que φ(Z) soit analytique dans U et tel que φ :Z −→ φ(Z) soit biholomorphe.
Nous posons alors φz(Zz) := (φ(Z))φ(z) et ce germe est inde´pendant du choix du
repre´sentant.
4.1.11 De´ﬁnition Soit Y un espace complexe connexe et φ :Y −→ X une immer-
sion holomorphe. φ est une varie´te´ inte´grale de F si pour tout y ∈ Y et pour
tout fφ(y) ∈ OFφ(y), le germe fφ(y) ◦ φy est le germe d’une application constante.
4.1.12 De´ﬁnition Une varie´te´ inte´grale φ :Y −→ X de F est grande si dimy Y 
dimF pour tout y ∈ Y . Une grande varie´te´ inte´grale de F est localement maxi-
male si pour tout y ∈ Y et pour tout germe ψz :Zz −→ Xφ(y) de grande varie´te´
inte´grale de F nous avons ψz(Zz) ⊂ φy(Yy).
4.1.13 De´ﬁnition Soit U⊂o X et Y un sous-ensemble analytique connexe de U .
L’ensemble Y est une feuille locale de F si l’inclusion Y → X est une varie´te´
inte´grale localement maximale de F. Un point x ∈ X est un F-point s’il existe une
feuille locale contenant x. Nous noterons Xρ l’ensemble de F-points de X.
4.1.14 De´ﬁnitions et proposition L’ensemble des feuilles locales de F est la base
d’une topologie Tl sur Xρ appele´e topologie feuille. Les composantes connexes
(Xρ, Tl) sont les feuilles de F. Si Xρ = X, on dira que F a des feuilles partout.
Preuve Soit L1, L2 des feuilles locales et x ∈ L1 ∩ L2. Comme L1 et L2 sont des
varie´te´s inte´grales localement maximales, nous avons L1,x = L2,x et il existe un
voisinage U⊂o X de x tel que L1 ∩ U = L2 ∩ U . Il s’en suit que L1 ∩ L2 est une
re´union de feuilles locales. L’ensemble des feuilles locales est donc la base d’une
topologie Tl. 
1Une application holomorphe f :X −→ Y est ge´ne´riquement ouverte s’il existe un ensemble
analytique A ⊂ X nulle part dense dans X tel que f |XA est ouverte.
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4.1.15 Notations Si F a des feuilles partout, nous notons RF la relation d’e´qui-
valence de´ﬁnie sur X par les feuilles de F et π :X −→ X/F := X/RF la projection
canonique sur l’espace des feuilles.
4.1.16 Remarques et notations Chaque feuille a deux topologies : la topologie
feuille Tl et la topologie Ti induite par X. Pour une feuille L de F, l’identite´ (L, Tl) →
(L, Ti) est continue mais n’est en ge´ne´ral pas un home´omorphisme.
4.1.17 Proposition Si L est une feuille de F, alors (L, Tl) est un espace complexe
et l’injection canonique (L, Tl) → X est une varie´te´ inte´grale localement maximale
de F.
Preuve Soit x ∈ L et A une feuille locale contenant x. Par de´ﬁnition de la topologie
feuille, nous avons A ∈ Tl et il existe un ouvert U⊂o X tel que A soit analytique dans
U . Donc (L, Tl) est un espace complexe.
L’injection (L, Tl) → X est une varie´te´ inte´grale localement maximale car L est
une re´union de feuilles locales, donc une re´union de varie´te´s inte´grales localement
maximales. 
4.1.18 Lemme Soit U⊂o X. Pour toute primitive, φ ∈ OF(U), φ est constante sur
les feuilles de F|U .
Preuve Soit U⊂o X, φ ∈ OF(U) et L une feuille de F|U . Nous avons OF(U) =
OF|U (U). Comme (L, Tl) est une varie´te´ inte´grale de F|U , l’application φ est constante
sur L. 
4.1.19 Lemme Si φ :Y −→ X est une varie´te´ inte´grale de F et f :U −→ V une
application holomorphe F-invariante avec Im φ ⊂ U , alors f ◦ φ est constante.
Preuve Y e´tant connexe, il suﬃt de montrer que f ◦ φ est localement constante.
Donc, sans restriction de la ge´ne´ralite´, nous pouvons supposer V ⊂ Cn et donc que
f = (f1, . . . , fn). Comme f
∗
ZΩ ⊂ ΩF, nous avons dfi ∈ ΩF(U), c’est-a`-dire fi ∈
OF(U). Par de´ﬁnition d’une varie´te´ inte´grale, fi ◦φ est alors constante, i = 1, . . . , n.

4.1.20 Lemme Si f :U −→ V est une application holomorphe ouverte avec U un
espace complexe normal, alors U/Rf est un espace complexe normal et f a les meˆmes
ﬁbres que la projection canonique U → U/Rf .
Preuve Rf e´tant une relation d’e´quivalence analytique ouverte sur un espace com-
plexe normal, il suit de [BR90] que U/Rf est un espace complexe normal. 
4.1.21 Proposition Si f :U −→ Z, U⊂o X est une inte´grale ouverte de F, alors les
ensembles de niveau de f sont des feuilles locales de F.
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Preuve Sans restriction de la ge´ne´ralite´, par le lemme 4.1.20, nous pouvons suppo-
ser que Z est normal et que f est surjective. Soit L un ensemble de niveau de f et
notons i :L −→ U l’injection canonique. Par [BR85, 6.9], pour tout U ′⊂o U et pour
tout φ ∈ OF(U ′), l’application φ est constante sur les ensembles de niveau de f |U ′ .
L’application i est donc une varie´te´ inte´grale de F. Comme U et Z sont normaux et
f ouverte, les ﬁbres de f sont toutes de dimension pure dimU −dimZ (voir [KK83,
49.16]. Puisque (f˜∗ZΩ)|USing F = ΩF|USing F, les ﬁbres de f sont donc de dimension
dimF et i est donc une grande varie´te´ inte´grale.
Soit a ∈ L et φy :Yy −→ Xa un germe de grande varie´te´ inte´grale de F. Il existe un
repre´sentant φ :Y −→ X qui est une varie´te´ inte´grale et un voisinage U ′⊂o U de a
tel que φ(Y ) soit analytique dans U ′ et tel que φ :Y −→ φ(Y ) soit biholomorphe.
Comme f est une inte´grale de F, f est F-invariante et par le lemme 4.1.19, f ◦φ est
une application constante. Donc φ(Y ) ⊂ L et L est une varie´te´ inte´grale localement
maximale, c’est-a`-dire une feuille locale. 
4.1.22 Exemple Soit f :X −→ Y une application holomorphe ouverte surjective.
f∗Y Ω est un faisceau cohe´rent (car f ∗XΩ est un sous-module de type ﬁni de XΩ) et
par conse´quent le faisceau f˜ ∗Y Ω est aussi cohe´rent. f˜ ∗Y Ω est involutif car
˜(f ∗Y Ω)|XSingX est involutif (voir [Rei97, 3.14-3.16]). f˜ ∗Y Ω de´ﬁnit donc un feuille-
tage holomorphe cohe´rent que nous notons Ff et nous avons ΩF
f
= f˜ ∗Y Ω. L’appli-
cation f est une inte´grale de Ff et il suit de la proposition 4.1.21 que les ensembles
de niveau de f sont des feuilles de Ff .
4.1.23 Proposition Soit L une feuille de F. Si X a une topologie de´nombrable,
alors (L, Tl) a aussi une topologie de´nombrable.
Pour de´montrer cette proposition, nous allons utiliser le the´ore`me suivant qui est
une conse´quence du the´ore`me de Poincare´-Volterra :
4.1.24 The´ore`me Soit U un espace topologique connexe localement connexe, V
un espace topologique re´gulier2 a` topologie de´nombrable et f :U −→ V une ap-
plication continue. Si pour pour tout point x ∈ U , il existe un voisinage ferme´
A ⊂ U de x tel que f(A) soit ferme´ et tel que la restriction f |A :A −→ f(A) soit un
home´omorphisme alors U est un espace re´gulier a` topologie de´nombrable.
Pour une preuve voir [Bou71, I§11.7, corollaire 1].
Preuve de 4.1.23 (L, Ti) est un espace topologique re´gulier a` topologie de´nom-
brable car X est un espace topologique re´gulier a` topologie de´nombrable. (L, Tl) est
connexe localement connexe. De plus, pour tout x ∈ L, il existe un Tl-voisinage A de
2Un espace topologique V est T3 (ou re´gulier) s’il est T1 (c’est-a`-dire , si pour tout x1, x2 ∈ V ,
il existe un voisinage ouvert U ⊂ V de x1 ∈ U et x2 ∈ U) et si pour tout x ∈ V et pour tout
F ⊂ V ferme´ avec x ∈ F , il existe des ouverts U1, U2 ⊂ T avec F ⊂ U1, x ∈ U2 et U12 = ∅. Un
espace topologique localement compact, et par conse´quent un espace complexe, est re´gulier.
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x qui est Tl- et Ti-ferme´ tel que l’identite´ (A, Tl) → (A, Ti) soit un home´omorphisme.
Il suit donc du the´ore`me 4.1.24 que (L, Tl) a aussi une topologie de´nombrable. 
4.1.25 Lemme Si L est une feuille de F, alors (L, Tl) et (L, Ti) sont connexes par
arc.
Preuve Comme (L, Tl) est un espace complexe connexe, (L, Tl) est connexe par
arc (voir [GR84, 9§3.2]). L’identite´ (L, Tl) → (L, Ti) e´tant continue, (L, Ti) est alors
aussi connexe par arc. 
4.2 De´ﬁnition d’un E-feuilletage et quelques pro-
prie´te´s
Dans toute cette section, nous travaillerons avec un espace complexe normal connexe
X qui a une topologie de´nombrable et un feuilletage holomorphe cohe´rent F sur X
avec des feuilles partout.
4.2.1 De´ﬁnition Une application holomorphe ouverte surjective f :U −→ V ,
U⊂o X est une F-carte si elle a des ﬁbres de dimension dimF et s’il existe une
application b :V −→ X/F telle que le diagramme suivant commute :
U
f−−−−→ Vπ|U  b
X/F
f se´pare donc les feuilles. L’application b est appele´e application feuille. Le feuille-
tage F est un E-feuilletage si pour tout x ∈ X, il existe une F-carte de´ﬁnie sur un
voisinage de x.
4.2.2 Remarques Soit f :U −→ V , U⊂o X est une F-carte et b :V −→ X/F son
application feuille.
(i) Comme X est localement irre´ductible et f ouverte, V doit aussi eˆtre localement
irre´ductible. Nous pouvons par conse´quent supposer que V est normal et il s’en
suit que les ﬁbres de f sont de dimension pure.
(ii) Pour tout U ′⊂o U , l’application f |U ′ :U ′ −→ f(U ′) est aussi une F-carte.
(iii) Si C est une ﬁbre de f , il existe alors une feuille L de F telle que C ⊂ L car
π(C) = bf(C) est constitue´ d’un seul point.
(iv) f est une inte´grale (preuve dans le paragraphe suivant).
(v) Si g :U −→ V est une inte´grale ouverte surjective simple de F, alors g est une
F-carte (c’est une conse´quence de la proposition 4.1.21).
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(vi) Si X est une varie´te´ complexe et F un feuilletage localement inte´grable de co-
dimension 1, alors F est un E-feuilletage (c’est une conse´quence de la remarque
(v) et de [Rei82]).
(vii) Tout H-feuilletage et en particulier tout feuilletage re´gulier est un E-feuilletage.
Cependant le feuilletage Ff de´ﬁni sur C2 par l’application ouverte f :C2 −→ C,




2 avec k, l ∈ N∗ premiers entre eux, est un E-feuilletage (car f
est une Ff -carte) mais pas un H-feuilletage (voir [Rei97, 5.13]).
Preuve de la remarque (iv) Supposons d’abord que U et V sont des varie´te´s et
que U ∩ Sing F = ∅. Par le the´ore`me du rang pour les applications diﬀe´rentiables,
l’ensemble
A := {x ∈ U : rang dxf < dimV }
est analytique et nulle part dense dans U . L’ensemble U˜ := U  A est donc un ou-
vert dense dans U et l’application f |
U˜
: U˜ −→ V est une submersion. Elle de´ﬁnit un
feuilletage holomorphe re´gulier F˜ sur U˜ . Nous allons voir que F˜ et F|
U˜
ont les meˆmes
feuilles. Par la remarque 4.2.2(iii), toute feuille de F˜ est inclue dans une feuille de
F|
U˜
. Soit L˜ une feuille de F˜ et L une feuille de F|
U˜
. Comme L˜ ⊂ L, l’ensemble (L˜, Tl)
est un sous-ensemble localement analytique re´gulier (c’est-a`-dire sans singularite´) de
(L, Tl) de meˆme dimension, donc un ouvert connexe de (L, Tl). Comme nous pou-
vons recouvrir L avec des feuilles de F˜, il s’en suit que (L˜, Tl) est une composante
connexe de L et par conse´quent L = L˜. Il s’en suit que F˜ = F|
U˜
, (f ∗V Ω)|U˜ = ΩF|U˜
et f˜ ∗V Ω = ΩF|U . L’application f est donc une inte´grale.
Pour le cas ge´ne´ral, nous posons U˜ := U  A avec A := ( Sing F ∪ SingU ∪
f−1(Sing V )). Il suit de la premie`re partie de la preuve que (f˜ ∗V Ω)|U˜ = ΩF|U˜ .
Comme A est analytique et nulle part dense dans U , nous avons f˜ ∗V Ω = ΩF|U .
et l’application f est donc une inte´grale. 
4.2.3 The´ore`me Si F est un E-feuilletage et f :U −→ V une F-carte, alors les en-
sembles de niveau de f sont des feuilles de F|U , donc Cx(f−1f(x)) = Cx(RF(x) ∩
U, Tl) pour tout x ∈ U .
Preuve C’est une conse´quence de la proposition 4.1.21 remarque 4.2.2(iv). 
4.2.4 Corollaire Si fi :U −→ Vi, i = 1, 2 sont des F-cartes, alors f1 et f2 ont les
meˆmes ensembles de niveau.
Preuve Par le the´ore`me 4.2.3, nous avons Cx(f−11 f1(x)) = Cx(RF(x) ∩ U, Tl) =
Cx(f−12 f2(x)) pour tout x ∈ U . 
4.2.5 Proposition Si F est un E-feuilletage, la relation d’e´quivalence RF est ou-
verte.
Preuve Nous devons de´montrer que pour tout x ∈ X, pour tout y ∈ RF(x) et pour
toute suite (xn)n∈N convergeant vers x, il existe une suite (yn)n∈N convergeant vers
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y telle que yn ∈ R(xn) pour tout n ∈ N (corollaire 2.1.14). Il faut donc montrer que
RF(x) = R(x), ou`
R(x) := {y ∈ RF(x) : pour toute suite xn → x il existe une suite RF(xn)  yn → y}.
Comme
RF(x)  R(x) = {y ∈ RF(x) : ∃xn → x et y ∈ U⊂o X tels que R(xn) ∩ U = ∅ ∀n}
est Ti-ouvert dans RF(x), RF(x)R(x) est aussi Tl-ouvert dans RF(x) et donc R(x)
est Tl-ferme´ dans RF(x). Comme RF(x) est Tl-connexe, il reste a` de´montrer que
R(x) est Tl-ouvert. Soit a ∈ R(x) et f :U −→ V une F-carte avec a ∈ U . L’ensemble
A := Ca(Rf (a)) ⊂ RF(a) = RF(x) est un Tl-voisinage de a dans RF(x). Nous
allons montrer que A ⊂ R(x). Soit (xn)n∈N une suite convergeant vers x. Comme
a ∈ R(x), il existe une suite (an)n∈N convergeant vers a telle que an ∈ RF(xn) pour
tout n ∈ N. Comme Rf est ouverte, par le corollaire 2.1.14 pour tout b ∈ A il existe
une suite (bn)n∈N telle que bn ∈ Rf (an) pour tout n ∈ N. Comme f se´pare les feuilles,
f(an) = f(bn) implique R
F(an) = R
F(bn). Nous avons donc bn ∈ RF(an) = RF(xn)
pour tout n ∈ N et b ∈ R(x). 
4.2.6 Remarque Si f :U −→ V est une F-carte, alors son application feuille
b :V −→ X/F est ouverte et continue (car RF est ouverte et f est ouverte conti-
nue et surjective).
4.2.7 Lemme ([Egg80, 8.4]) Soit fj :Uj −→ Vj, j = 1, 2 des F-cartes avec U12 = ∅.
Il existe une F-carte β12 :U12 −→ Z et des applications uj :Z −→ Vj, j = 1, 2 holo-






u1←−−−− Z u2−−−−→ V2
Pour de´montrer ce lemme, nous allons utiliser le the´ore`me suivant :
4.2.8 The´ore`me (Kaup) Si f :U −→ V est une application holomorphe ouverte
entre deux espaces complexes normaux avec une topologie de´nombrable, alors il
existe une application holomorphe ouverte surjective β :U −→ Z (appele´e la base
complexe de f) sur un espace complexe normal Z avec les proprie´te´s suivantes :
(a) β est constante sur les ensembles de niveau de f et il existe une unique appli-
cation holomorphe f ′ :Z −→ V telle que f = f ′β.
(b) Si g :U −→ W est une application holomorphe qui est constante sur les en-
sembles de niveau de f , alors il existe une unique application holomorphe
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Pour une preuve, voir [Kau75, 1.2].
4.2.9 Remarques
(i) Les proprie´te´s de la base complexe β d’une application f implique que β et f
ont les meˆmes ensembles de niveau.
(ii) Soit f :U −→ V une application holomorphe ouverte entre deux espaces com-
plexes normaux et β :U −→ Z sa base complexe. L’application f ′ :Z −→ V telle
que f ′β = f est ouverte car f est ouverte et β est continue est surjective. Il
s’en suit que comme f et β ont les meˆmes ensembles de niveau, nous avons
dimV = dimZ et f ′ est alors discre`te (voir [KK83, 49.16]).
(iii) La base complexe d’une F-carte est elle-meˆme une F-carte.
(iv) Si fi :U −→ Vi, i = 1, 2 sont deux applications holomorphes ouvertes entre
des espaces complexes normaux avec une topologie de´nombrable et si ces deux
applications ont les meˆmes ensembles de niveau, alors f1 et f2 ont la meˆme
base complexe.
Preuve †† de 4.2.7 Les applications fi|U12 , i = 1, 2 ont les meˆmes ensembles de
niveau (corollaire 4.2.4) et par conse´quent la meˆme base complexe β12 :U12 −→ Z.
Il existe donc des applications uj :Z −→ Vj, j = 1, 2 holomorphes ouvertes discre`tes






u1←−−−− Z u2−−−−→ V2

4.2.10 Lemme Si F est un E-feuilletage, f :U −→ V une F-carte et b :V −→ X/F
son application feuille, alors Rb a les proprie´te´s suivantes :
(a) Rb est tre`s faiblement analytique.
(b) ([Egg80, 9.1]) Pour tout y ∈ V , soit Rb(y) est discret, soit Rb(y) ne posse`de pas
de point isole´.
(c) ([Egg80, 9.1]) Si pour x ∈ U , RF(x) est ferme´ dans X, alors Rb(f(x)) est
discret.
Preuve † Nous allons d’abord construire un massif pour montrer que Rb est tre`s
faiblement analytique et ensuite l’utiliser pour de´montrer l’aﬃrmation (b).
Ad (a). Soit (y, y′) ∈ Rb. Si y = y′, alors ∆V est un ensemble localement analytique
qui a la proprie´te´ voulue. Conside´rons donc le cas ou` y = y′. Il existe x, x′ ∈ U
avec f(x) = y et f(x′) = y′. Les points x et x′ sont dans la meˆme feuille car
π(x) = bf(x) = b(y) = b(y′) = bf(x′) = π(x′). Comme RF(x) est Ti-connexe par arc
(proposition 4.1.25), il existe un chemin continu injectif γ : [0, 1] −→ RF(x) reliant x
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et x′. Pour tout t ∈ [0, 1], il existe un voisinage U(t) de γ(t) tel que γ([0, 1]) ∩ U(t)
soit connexe et tel qu’il existe une F-carte f(t) :U(t) −→ V (t). Pour t = 0, 1, nous
imposons U(t) ⊂ U . Remarquons que par le the´ore`me 4.2.3, γ([0, 1])∩U(t) est inclu
dans un ensemble de niveau de f(t) pour tout t ∈ [0, 1]. Notons b(t) :V (t) −→ X/F
l’application feuille correspondant a` f(t), t ∈ [0, 1]. Nous obtenons alors un recou-
vrement ouvert (U(t))
t∈[0,1] de γ([0, 1]) et il existe 0 < t2 < . . . < tn−1 < 1 tel que
(Uj)j∈{1,...,n}, Uj := U(tj), t1 := 0, tn := 1, soit un recouvrement ﬁni de γ([0, 1]).
Nous supposons ce recouvrement minimal dans le sens qu’il ne contient aucun ou-
vert superﬂu. Comme pour j = 1, . . . , n, l’intersection γ([0, 1]) ∩ Uj est connexe
et comme γ est continu et injectif, Ij := γ
−1
(
γ([0, 1]) ∩ Uj
)
⊂o [0, 1] est connexe.
{Ij : j = 1, . . . , n} est donc un recouvrement de [0, 1] par des ouverts connexes qui
ne contient aucun ensemble superﬂu. Par conse´quent pour j = 1, . . . , n− 1, il existe
sj ∈ Ij(j+1). Nous avons γ(sj) ∈ Uj(j+1) pour j = 1, . . . , n − 1. Par le lemme 4.2.7,
il existe une F-carte βj(j+1) :Uj(j+1) −→ Zj et des applications ouvertes discre`tes








Nous obtenons ainsi un massif
M :=
((






Posons Z := Z1×V2 . . .×Vn−1Zn−1 et soit pi :Z −→ Zi, i = 1, . . . , n−1 les projections
canoniques (par le lemme 3.2.8, celles-ci sont ouvertes et discre`tes). Nous obtenons
alors un mont M := (uj :Z −→ Vj)j∈{1,...,n−1} dans Kdo avec uj := ujjpj pour j =
1, . . . , n − 1 et un := un−1n pn−1. Posons yj := f(tj)(γ(sj)) pour j = 1, ..., n. Par
construction, nous avons y = y1 et y
′ = yn. Par la commutativite´ du diagramme
pre´ce´dent, nous avons yj = u
j
jβj(j+1)(γ(sj)) et yj+1 = u
j
j+1βj(j+1)(γ(sj)). Donc pour
z := (β12γ(s1), ..., β(n−1)nγ(sn−1)) ∈ Z, nous avons u1(z) = y, un(z) = y′ et il existe
des voisinages Z ′⊂o Z de z, W ⊂o V1×Vn de (y, y′) tels que (u1, un)|Z′ :Z ′ −→ W soit
propre (voir [KK83, 33 B.2]). Posons A := (u1, un)(Z
′). L’ensemble A est localement
analytique dans V ×V et inclu dans Rb car (bj :Vj −→ X/F)j∈{1,...,n}, bj := b(tj), est
une liaison pour M dans S donc aussi pour M . Les projections pA, qA sont ouvertes






pA←−−−− A qA−−−−→ Vn
avec (u1, un) surjective et u1, un ouvertes.
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Ad (b). Supposons que y soit un point d’accumulation de Rb(y) et soit y′ ∈ Rb(y).
Nous allons montrer que y′ est aussi un point d’accumulation de Rb(y). Soit (yk)k∈N
une suite dans Rb(y) ∩ V1 convergeant vers y. Notons R la relation induite par M
sur
.⋃
j∈{1,...,n}Vj. Comme R est ouverte et (y, y′) = (u1, un)(z) ∈ R, il existe une
suite (y′k)k∈N convergeant vers y
′ avec y′k ∈ R(yk) pour tout k ∈ N (voir le corollaire
2.1.14). Sans restriction de la ge´ne´ralite´, y′k ∈ Vn pour tout k ∈ N et comme la famille
d’applications feuille (bj :Vj −→ X/F)j∈{1,...,n} est une liaison pour M dans S , nous
avons y′k ∈ b−1n b1(yk) = b−1n b1(y) ⊂ b−1b(y) = Rb(y) pour tout k ∈ N car une liaison
pour M doit eˆtre R-invariante (voir 3.3.6). y′ est donc un point d’accumulation de
Rb(y).
Ad (c). Supposons qu’il existe un point x ∈ U tel que RF(x) soit ferme´ dans X et tel
que Rb(f(x)) ne soit pas discret. Il suit de l’aﬃrmation (b) que Rb(f(x)) ne posse`de
pas de point isole´. De plus, l’ensemble Rb(f(x)) = f(RF(x) ∩ U) est ferme´ car f
est ouverte, surjective et se´pare les feuilles. Rb(f(x)) est donc un ensemble parfait
et par conse´quent plus que de´nombrable (voir [AH35, Satz VI’, p.121]). D’autre
part, Rbf(x) est de´nombrable. En eﬀet, (RF(x), Tl) a une topologie de´nombrable
(proposition 4.1.23) et par conse´quent (RF(x)∩U, Tl) a un nombre de´nombrable de
composantes connexes. Comme chaque composante connexe de (RF(x) ∩ U, Tl) est
applique´e par f sur un point (the´ore`me 4.2.3), il s’en suit que Rbf(x) = f(RF(x)∩U)
est de´nombrable : une contradiction. 
4.2.11 The´ore`me Si L est une feuille ferme´e dans X et F un E-feuilletage, alors
L est un sous-ensemble analytique de X.
Preuve Nous allons montrer que L est localement analytique. Comme L est ferme´
dans X, ceci implique que L est un sous-ensemble analytique de X.
Soit x ∈ L, f :U −→ V une F-carte avec x ∈ U et b :V −→ X/F son application
feuille. Par le lemme 4.2.10, b−1π(L) est discret. Soit U ′ ⊂ U un voisinage ouvert
relativement compact dans U de x. La restriction f |U ′ :U ′ −→ f(U ′) est une F-carte
et nous avons L ∩ U ′ = (f |U ′)−1
(
b−1(π(L)) ∩ f(U ′)
)
. Comme U ′ est relativement
compact dans U , f(U ′) est relativement compact dans V . Il s’en suit que (b−1π(L))∩
f(U ′) est un ensemble ﬁni et L ∩ U ′ est analytique. L est donc un sous-ensemble
localement analytique de X. 
4.2.12 Corollaire Si L est une feuille ferme´e dans X et F un E-feuilletage, alors
(L, Tl) = (L, Ti). Par conse´quent, (L, Tl) est compact si et seulement si (L, Ti) est
compact.
Preuve Si L est une feuille ferme´e dans X, par la proposition 4.2.11, L est analy-
tique. Il s’en suit que l’immersion (L, Ti) → X est une varie´te´ inte´grale localement
maximale et par conse´quent (L, Tl) = (L, Ti). 
4.2.13 Remarque Par le corollaire 4.2.12, il n’est plus ne´cessaire de pre´ciser par
rapport a` quelle topologie une feuille est compacte. Nous ne le dirons donc plus.
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4.3 Structure complexe sur l’espace des feuilles
4.3.1 The´ore`me ([Egg80, 9.3]) Soit F un E-feuilletage sur un espace complexe nor-
mal X avec une topologie de´nombrable. Les aﬃrmations suivantes sont e´quivalentes :
(i) X/F est se´pare´.
(ii) RF est analytique.
(iii) X/F est un espace complexe.
(iv) Il existe une F-carte globale.
Preuve † “(i)⇒(ii)” Soit (x1, x2) ∈ RF. Nous allons d’abord montrer que nous
pouvons trouver une F-carte f :U −→ V avec x1, x2 ∈ U et telle que la relation
d’e´quivalence de´ﬁnie par l’application feuille de f soit ﬁnie.
Soit fi :Ui −→ Vi une F-carte avec xi ∈ Ui et bi :Vi −→ X/F son application feuille,
i = 1, 2. Comme X/F est se´pare´, toutes les feuilles de F sont ferme´es et il suit du
lemme 4.2.10 que les applications feuilles b1, b2 sont discre`tes. X/F e´tant localement
compact (car X/F est se´pare´ et RF est ouverte), par [KK83, 33. B2], nous pouvons
supposer, sans restriction de la ge´ne´ralite´, que bi :Vi −→ b(Vi) est propre pour i = 1, 2
et que b1(V1) = b2(V2). Si x1 = x2, f = f1 est une F-carte avec la proprie´te´ de´sire´e.
Si x1 = x2, sans restriction de la ge´ne´ralite´, nous avons U12 = ∅. Nous de´ﬁnissons
alors U := U1 ∪ U2, V := V1
.⋃
V2 et f :U −→ V , f |Ui := fi, i = 1, 2. L’application
f est alors une F-carte avec la proprie´te´ voulue.
Nous pouvons donc trouver une F-carte f :U −→ V telle que la relation d’e´quivalence
Rb soit ﬁnie, ou` b :V −→ X/F est l’application feuille correspondant a` f . Comme Rb
est en plus ouverte et tre`s faiblement analytique (lemme 4.2.10), il suit du the´ore`me
2.2.3 que Rb est analytique. Nous avons RF ∩ (U × U) = (f × f)−1(Rb) et donc RF
est localement analytique. L’espace des feuilles e´tant se´pare´, RF ⊂ X ×X est ferme´
et par conse´quent RF est analytique.
“(ii)⇒(iii)” X/F est un espace complexe car RF est analytique et ouverte (voir
[BR90]).
“(iii)⇒(i)” Trivial.
“(iii)⇒(iv)” La projection canonique π :X −→ X/F est une F-carte globale.
“(iv)⇒(ii)” Si f :X −→ V est une F-carte globale. Comme f se´pare les feuilles, il
suit du the´ore`me 4.2.3 que RF = Rf . 
Chapitre 5
Crite`res de stabilite´
Dans ce chapitre, nous verrons deux crite`res de stabilite´ d’un E-feuilletage. Nous
montrerons que tous les E-feuilletages compacts (c’est-a`-dire dont toutes les feuilles
sont compactes) de codimension 1 sur un espace complexe normale sont stables. Si
nous avons un feuilletage compact de codimension 1 sur une varie´te´ complexe, il
suit du the´ore`me de Mattei-Moussu et du crite`re de simplicite´ de Reiﬀen que c’est
un E-feuilletage. Par conse´quent, tout feuilletage compact de codimension 1 sur une
varie´te´ complexe est stable.
5.1 Stabilite´
5.1.1 De´ﬁnition Une feuille compacte L d’un feuilletage F sur un espace complexe
avec des feuilles partout est stable si elle posse`de un syste`me fondamental de voi-
sinages F-sature´s. Dans le cas ou` F est compact, nous disons que F est stable si
toutes les feuilles de F sont stables.
5.1.2 Lemme Un feuilletage compact F sur un espace complexe X est stable si et
seulement si X/F est se´pare´.
Preuve “⇒” C’est [KK83, 33 B.4].
“⇐” Soit L une feuille de F et U un voisinage de L. Nous choisissons un voisinage
V ⊂o U de L qui est relativement compact dans U . Comme X/F est se´pare´, π(∂V )
est un ensemble compact donc ferme´. Les feuilles de F e´tant des ensembles connexes,
pour tout x ∈ W := V  π−1π(∂V )⊂o U , nous avons RF(x) ⊂ W . Par conse´quent,
W ⊂ U est un voisinage F-sature´ de L. 
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5.2 Germes d’holonomie
Dans cette section, nous travaillerons avec un espace complexe normal X connexe a`
topologie de´nombrable et un E-feuilletage F sur X. Nous allons construire un ana-
logue au groupe d’holonomie d’une feuille compacte d’un H-feuilletage (voir [Hol78]).
Comme nous n’avons pas de “compatibilite´ biholomorphe” entre les cartes, nous
n’aurons pas des germes de biholomorphismes mais des germes de relation.
5.2.1 De´ﬁnitions Soit L une feuille de F, f :U −→ V une F-carte avec V normal
et soit T ⊂o U . Le couple (T, f) est L-admissible si f(U ∩L) est constitue´ d’un seul
point et si T est non vide relativement compact dans U . Une famille ﬁnie ((Tj, fj))j∈J
est recouvrement L-admissible (de L) si elle satisfait les conditions suivantes :
(a) (Tj)j∈J est un recouvrement de L,
(b) (Tj, fj) est un couple L-admissible pour tout j ∈ J .
5.2.2 Proposition Si L est une feuille ferme´e de F, alors pour tout x ∈ L, il existe
un couple L-admissible (T, f) avec x ∈ T . Par conse´quent, si L est compacte, alors
il existe un recouvrement L-admissible.
Preuve Soit x ∈ L et f :U −→ V une F-carte avec U⊂o X un voisinage de x. Par la
remarque 4.2.2(i), nous pouvons supposer que V est normal. Comme L est ferme´e,
f(L ∩ U) est discret (lemme 4.2.10(c)). Donc, sans restriction de la ge´ne´ralite´,
f(L ∩ U) est constitue´ d’un seul point. Nous choisissons un voisinage T ⊂o U de
x relativement compact dans U et (T, f) est alors un couple L-admissible. 
Soit L une feuille compacte de F, U = ((Tj, fj :Uj −→ Vj))j∈J , J := {1, .., n}, un
recouvrement L-admissible et bj :Vj −→ X/F l’application feuille correspondant a`
fj, j ∈ J . Nous allons construire un massif M(L,U) dont les valle´es sont (Vj)j∈J (si
Card J = 1, nous augmentons artiﬁciellement la cardinalite´ de J en prenant deux
fois le meˆme couple). Les monts constituants M(L,U) sont des 2-monts et deux
valle´es Vj1 , Vj2 sont les valle´es d’un 2-mont constituant M(L,U) si Tj1j2 ∩ L = ∅.
Par le lemme 4.2.7, nous pouvons obtenir le diagramme commutatif de la ﬁgure 5.1,
















Fig. 5.1: construction de M(L,U)
ouvertes discre`tes telles que ce diagramme commute. Nous posons I := {(j1, j2) ∈
J × J : j1 < j2, Tj1j2 ∩ L = ∅}. Nous obtenons alors le massif
M(L,U) :=
(
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5.2.3 Proprie´te´s de M(L,U)
(a) M(L,U) est un massif connexe dans Kdo.
(b) Comme U est un recouvrement L-admissible, fj(Uj∩L) = b−1j π(L) est constitue´
d’un seul point vj pour chaque j ∈ J .
(c) Pour (j1, j2) ∈ I et j = j1, j2, nous avons (uj1j2j )−1(vj) = βj1j2(f−1j (vj)∩Uj1j2) =
βj1j2(L ∩ Uj1j2). Par conse´quent (uj1j2j1 )−1(vj1) = (uj1j2j2 )−1(vj2) et {vj : j ∈ J}
est sature´ par rapport a` la relation canonique de´ﬁnie par M(L,U).
(d) La famille (bj :Vj −→ X/F)j∈J est une liaison pour M(L,U) dans T. De plus, si
toutes les autres feuilles de F sont ferme´es dans X, il suit du lemme 4.2.10 que
cette liaison est discre`te.
(e) S’il existe un voisinage W ⊂o ⋃j∈J Tj de L qui est F-sature´, alors la liaison










Preuve de la proprie´te´ (e) Soit R la relation canonique de´ﬁnie par M′ sur
.⋃
j∈JV ′j .
Nous devons montrer que W/(F|W ) est isomorphe a` (
.⋃
j∈JV ′j )/R. Comme les pro-
jections canoniques V ′j → (
.⋃
j∈JV ′j )/R et les applications feuilles bj|V ′j sont ouvertes,
il suﬃt de montrer que pour tout j0, j1 ∈ J , nous avons (y0, y1) ∈ R∞∩ (V ′j0 ×V ′j1) si
et seulement si bj0(y0) = bj1(y1). L’implication “⇒” est ve´riﬁe´e car (bj|V ′j )j∈J est une
liaison pour M′. De´montrons l’implication “⇐”. Soit xi ∈ f−1ji (yi) ∩ Tji , i = 0, 1 et
posons L′ := RF(x1) = RF(x2). Comme L′ est connexe par arc (proposition 4.1.25),
il existe un chemin γ : [0, 1] −→ L′ ⊂ W avec γ(0) = x1 et γ(1) = x2. Il existe alors
0 < s1 < . . . < sn−1 < 1 et k1, . . . , kn−2 ∈ J, k0 := j0, kn−1 := j1 tels que γ(t) ∈ Tki
pour tout t ∈ [si, si+1], s0 := 0, sn := 1, i = 0, . . . , n− 1. Pour i = 0, . . . , n− 1, fki












pour i = 0, . . . , n− 2 et w0 = y0, wn−1 = y1 donc (y0, y1) ∈ Rn−2. 
M(L,U) induit un massif connexe Mg(L,U) dans K
do
g de la fac¸on suivante : chaque
2-mont (uj1j2j )j∈{j1,j2} de M(L,U) induit un massif((





dans Kdog (comme βj1j2 est une F-carte et L est compacte, βj1j2(L ∩ Tj1j2) est un
ensemble ﬁni). La re´union de tous ces massifs donne le massif Mg(L,U) et (bj,vj)j∈J
est une liaison pour Mg(L,U) dans Tg.
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5.2.4 Remarque Si (lj,vj :Vj,vj −→ Aa)j∈J est une liaison pour Mg(L,U) dans Tg,
il existe alors pour tout (j1, j2) ∈ I des voisinages Z ′j1j2⊂o Zj1j2 de βj1j2(L ∩ Tj1j2)
et des voisinages V ′j ⊂o Vj de chaque vj aussi petit que l’on veut tels qu’il existe un
repre´sentant (lj :V
′










5.2.5 De´ﬁnition Soit L une feuille compacte de F et U un recouvrement L-admis-
sible. Un germe d’holonomie de L par rapport a` U est un germe d’holonomie
de Mg(L,U) sur une de ses valle´es.
5.2.6 Remarque Par construction, un germe d’holonomie de L par rapport a` U
est un germe de relation ouvert et discret. De plus, s’il existe un germe d’holonomie
de L par rapport a` U qui induit un germe de relation d’e´quivalence analytique, alors
tous les germes d’holonomie de L par rapport a` U induisent des germes de relation
d’e´quivalence analytique (voir le corollaire 3.4.11).
5.2.7 The´ore`me (d’apre`s [Egg80, 10.4]) Soit L une feuille compacte de F, U un
recouvrement L-admissible et (H, v) un germe d’holonomie de L par rapport a` U.
Si (H, v)∞ est stationnaire, alors L est stable. Si de plus toutes les autres feuilles de
F sont ferme´es, l’inverse est vrai.
Preuve Soit U = ((Tj, fj :Uj −→ Vj))j∈J , J := {1, .., n}, un recouvrement L-
admissible et bj :Vj −→ X/F l’application feuille correspondant a` fj, j ∈ J . Pour
j0, j1 ∈ J avec Tj0j1 ∩ L = ∅, nous avons le diagramme commutatif de la ﬁgure





cations holomorphes ouvertes discre`tes telles que ce diagramme commute. Posons
vj := fj(L∩Uj), gj := fj|Tj, gj := fj|T j pour j ∈ J . Soit Ma un mont Tg-e´quivalent
a` Mg(L,U) (par le corollaire 3.2.15, un tel mont existe).
Supposons que (H, v)∞ soit stationnaire. Nous allons montrer que L est alors stable.
Soit W un voisinage de L. Par le corollaire 3.4.6 et par la remarque 5.2.6, il existe
un repre´sentant M := (uj :Z −→ V ′j )j∈J de Ma dans Kfos dont les valle´es V ′j ⊂o fj(Tj)
sont des espaces complexes normaux connexes, tel que chaque relation d’holonomie
de M de´ﬁnisse une relation d’e´quivalence analytique et tel que (bj|V ′j )j∈J soit une
liaison pour M dans T. Notons R la relation de´ﬁnie par M sur
.⋃
j∈JV ′j . Par le
the´ore`me 3.3.14, R∞ est analytique ﬁnie et la liaison (pj :V ′j −→ (
.⋃
j∈JV ′j )/R)j∈J
de´ﬁnie par les projections canoniques est un pushout pour M dans Kfos. Remarquons
que comme (pj,vj)j∈J est une liaison pour Ma dans Tg, c’est aussi une liaison pour
Mg(L,U) (il s’agit meˆme d’un pushout dans K
do
g , voir le lemme 3.4.7 et sa preuve).
Pour chaque j ∈ J , comme (Tj, fj) est un couple L-admissible, L ∩ T j est une
classe d’e´quivalence de Rgj . Comme gj est propre ([Bou71, I§10.2 Corollaire 2]),
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Rgj est une relation d’e´quivalence propre et chaque classe d’e´quivalence de Rgj
posse`de un syste`me fondamental de voisinages Rgj -sature´s ([KK83, 33 B.4]). Il existe
donc un voisinage T˜ ′j⊂o g−1j (V ′j ) ∩ W de L ∩ T j qui est Rgj -sature´. Posons T ′j :=
T˜ ′j ∩ Tj⊂o g−1j (V ′j ) ∩W . L’ensemble T ′j est Rgj -sature´ pour tout j ∈ J et (T ′j)j∈J est
un recouvrement ouvert de L.
{vj : j ∈ J} e´tant R-sature´ (car (bj|V ′j )j∈J est une liaison pour M et b−1j π(L) =
vj pour tout j ∈ J) et R∞ e´tant propre, chaque vj, j ∈ J , posse`de un syste`me

















j ⊂ W . Nous allons voir qu’il existe N ∈ N tel que WN soit F-sature´
(et ceci termine la preuve de la stabilite´ de L). Si un tel N n’existe pas, alors pour
chaque n ∈ N, il existe une feuille Ln avec Ln∩Wn = ∅ et Ln ⊂ Wn. Comme (Ln, Tl)
est connexe par arc (lemme 4.1.25), pour tout n ∈ N, il existe un chemin injectif
γn : [0, 1] −→ (Ln, Tl) avec γn(0) ∈ Wn et γn(1) ∈ Wn. Posons t(n) := min{t ∈ [0, 1] :
γn(t) ∈ Wn} et x(n) := γn(t(n)). Nous avons alors x(n) ∈ Wn ∩ Ln  Wn. Pour tout
n ∈ N, il existe j0(n) ∈ J tel que x(n) ∈ γn([0, t(n)[) ∩ g−1j0(n)(V
(n)
j0 ) ⊂ Uj0(n). Sans
restriction de la ge´ne´ralite´, j0(n) est constant et prend toujours la valeur j0. Nous
avons Cx(n)(Uj0 ∩Ln, Tl)⊂o (Ln, Tl) et comme γn est continue, il existe δn > 0, tel que







Par le choix de j0, il existe une suite (t
(n)
k )k∈N dans ]t
(n) − δn, t(n)[ qui converge vers
t(n) avec γn(t
(n)





k ) ∈ V (n)j0 pour tout k, n ∈ N. Par conse´quent,
x(n) ∈ Tj0 sinon nous aurions x(n) ∈ f−1j0 (V (n)j0 ) ∩ Tj0 = g−1j0 (V (n)j0 ) ⊂ Wn : une
contradiction. (x(n))n∈N est donc une suite dans le compact ∂Tj0 et sans restriction
de la ge´ne´ralite´, (x(n))n∈N converge vers un point x ∈ ∂Tj0 .
Comme fj0(x
(n)) ∈ V (n)j0 pour tout n ∈ N , la suite (fj0(x(n)))n∈N converge vers vj0 .
Par conse´quent fj0(x) = vj0 et x ∈ L. Comme (T ′j)j∈J est un recouvrement de L,
il existe j1 ∈ J tel que x ∈ T ′j1 . Sans restriction de la ge´ne´ralite´, j0 < j1 et comme
x ∈ T j0 ∩Tj1 ∩L, nous avons (j0, j1) ∈ I. Sans restriction de la ge´ne´ralite´, x(n) ∈ T ′j1
pour tout n ∈ N. Nous avons Cx(n)(Uj0j1 ∩ Ln, Tl)⊂o (Ln, Tl) et γn e´tant continue, il
existe n > 0, tel que







Par le choix de j0, il existe une suite (s
(n)
k )k∈N dans ]t
(n) − n, t(n)[ qui converge vers
t(n) avec γ(s
(n)
k ) ∈ g−1j0 (V (n)j0 ) pour tout k ∈ N. Comme x(n) ∈ T ′j1 , sans restriction
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de la ge´ne´ralite´, nous avons γn(s
(n)





k ) ∈ T ′j1j2 pour tout k, n ∈ N. Pour n ∈ N, il suit de l’e´quation 5.2
que βj0j1(x
(n)
k ) = βj0j1(x
(n)) =: cn pour tout k ∈ N. Il suit du diagramme 5.1 que
gj0(x
(n)
k ) = fj0(x
(n)) =: y0,n ∈ V (n)j0 et fj1(x(n)k ) = fj1(x(n)) =: y1,n pour tout k ∈ N.
Pour tout n, k ∈ N, nous avons
pj0gj0(x
(n)
k ) = pj1gj1(x(n)k ). (5.3)
Supposons qu’il existe K,N ∈ N, tel que pj0gj0(x(N)K ) = pj1gj1(x(N)K ). Il s’en suit que
pj0(y0,N) = pj0gj0(x
(N)
K ) = pj1gj1(x
(N)
K ) = pj1(y1,N) et par conse´quent (y0,N , y1,N) ∈






j est R-sature´ et y0,N ∈ V (N)j0 . Il s’en suit
que x(N) ∈ g−1j1 (y1,N) ⊂ g−1j1 (V (N)j1 ) ⊂ WN : une contradiction.
La suite (cn)n∈N converge vers c := βj0j1(x) ∈ βj0j1(L ∩ Tj0j1) et il suit de l’e´quation
5.3 et du diagramme commutatif de la ﬁgure 5.1 que
pj0u
j0j1
j0 (cn) = pj1uj0j1j1 (cn),
pour tout n ∈ N. Donc (pj,vj)j∈{j0,j1} n’est pas une liaison pour (uj0j1j,c )j∈{j0,j1}. Comme
ce 2-mont est inclu dans Mg(L,U), il s’en suit que (pj,vj)j∈J n’est pas une liaison
pour Mg(L,U) : une contradiction. L est donc stable.
Supposons maintenant que L est stable et que toutes les autres feuilles de F sont
ferme´es. Nous allons montrer que (H, v)∞ est stationnaire. Par la remarque 5.2.6, il
suﬃt de trouver un germe d’holonomie (H ′, v′) de Mg(L,U) avec (H ′, v′)∞ station-
naire. Soit M := (uj :Z −→ V ′j )j∈J un repre´sentant admissible de Ma par rapport a`
V ′1 avec V
′
j relativement compact dans fj(Tj) pour tout j ∈ J et tel que (bj|V ′j )j∈J
soit une liaison pour M dans T. Les feuilles de F e´tant ferme´es, par la proprie´te´
5.2.3(d) de M(L,U), (bj|V ′j )j∈J est une liaison quasi-ﬁnie. Notons R la relation cano-
nique de´ﬁnie par M sur
.⋃
j∈JV ′j et H
′ la relation d’holonomie de M sur V ′1 . Par le
lemme 3.3.11(b), nous avons H ′∞ = R∞|V ′1 . Comme (bj|V ′j )j∈J est une liaison pour
M dans T, elle est R-invariante (lemme 3.3.6) et donc H ′∞ ⊂ Rb1|V ′1 . Par conse´quent,
H ′∞ est quasi-ﬁnie. Nous allons voir que {v1} = H ′∞(v1) posse`de une syste`me fon-
damental de voisinages qui sont (R
b1|V ′
1 )-sature´s et par conse´quent aussi H ′-sature´s.
Soit V ′′1 ⊂o V ′1 un voisinage de v1. L’ensemble g−11 (V ′′1 )⊂o T 1 est un voisinage de L∩T 1.
Comme L posse`de un syste`me fondamental de voisinages F-sature´s, il suit du lemme
2.1.9, qu’il existe un voisinage T˜ ⊂o T 1 qui est (RF)|T 1-sature´. T := T˜ ∩ T1⊂o T1, est




Par le the´ore`me 2.2.9, il existe un voisinage W ⊂ V ′1 de v1 tel que (H|W )∞ soit
analytique. Il suit donc du the´ore`me 2.4.12 que (H ′, v′)∞, v′ = v1 est stationnaire.

5.2.8 The´ore`me Soit L une feuille compacte de F, U un recouvrement L-admissi-
ble, (T, f :U −→ V ) un membre de U et (H, v), v := f(L∩U), un germe d’holonomie
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de L par rapport a` U. Si (H, v)∞ est stationnaire, nous avons les aﬃrmations sui-
vantes :
(a) Il existe un voisinage F-sature´ A⊂o X de L tel que F|A soit compact et stable.
(b) Pour tout repre´sentant H de (H, v) sur un voisinage V ′⊂o V de v il existe un
voisinage W ⊂o V ′ de v tel que (y, y′) ∈ (H|W )∞ si et seulement si f−1(y) et
f−1(y′) sont dans la meˆme feuille.
Preuve Soit U = ((Tj, fj :Uj −→ Vj))j∈J , J := {1, .., n}, un recouvrement L-
admissible et bj :Vj −→ X/F l’application feuille correspondant a` fj, j ∈ J . Pour
j0, j1 ∈ J avec Tj0j1 ∩ L = ∅, nous avons le diagramme commutatif de la ﬁgure





les applications holomorphes ouvertes discre`tes telles que ce diagramme commute.
Posons vj := fj(L ∩ Uj), j ∈ J . Soit Ma un mont Tg-e´quivalent a` Mg(L,U).
Par le corollaire 3.4.6 et par la remarque 5.2.6, il existe un repre´sentant M :=
(uj :Z −→ Wj)j∈J de Ma dans Kfos dont les valle´es Wj⊂o fj(Tj) sont des espaces
complexes normaux connexes, tel que chaque relation d’holonomie de M de´ﬁnisse
une relation d’e´quivalence analytique et tel que (bj|Wj)j∈J soit une liaison pour M
dans T. Notons R la relation de´ﬁnie par M sur
.⋃
j∈JWj. Par le the´ore`me 3.3.14, R∞
est analytique ﬁnie et la liaison (pj :Wj −→ (
.⋃
j∈JWj)/R)j∈J de´ﬁnie par les projec-
tions canoniques est un pushout pour M dans Kfos.
Par le remarque 5.2.4, il existe pour tout (j1, j2) ∈ I un voisinage Z ′j1j2⊂o Zj1j2 de
βj1j2(L ∩ Tj1j2) avec uj1j2j (Z ′j1j2) ⊂ Wj, j = j1, j2 tel que (pj|Wj)j∈J soit une liaison




Comme L est stable (the´ore`me 5.2.7), il existe un voisinage T ⊂o ⋃j∈J Tj de L qui
est F-sature´. Par le lemme 2.1.9, pour tout j ∈ J , il existe un voisinage A˜j⊂o T j ∩
f−1j (Wj)∩ T de L∩ T j qui est (RF)|T j -sature´ et nous posons Aj := A˜j ∩ Tj. Pour la
meˆme raison, pour tout (j1, j2) ∈ I, il existe un voisinage A˜j1j2⊂o Tj1j2 ∩ β−1j1j2(Z ′j1j2)











et A est un voisinage F-sature´ de L inclu dans T . Pour j ∈ J , nous posons Yj :=
fj(A ∩ Tj) ⊂ fj(Aj) ⊂ fj(A˜j) ⊂ Wj (la premie`re inclusion est ve´riﬁe´e car Aj est
(RF)|Tj -sature´) et nous avons Yj = (bj|f(Tj))−1π(A) = (bj|Wj)−1π(A) (la premie`re
e´galite´ est ve´riﬁe´e car A est F-sature´ et la deuxie`me car Yj ⊂ Wj ⊂ fj(Tj)). Comme
(bj|Wj)j∈J est une liaison pour M dans T, Y :=
.⋃
j∈JYj est R-sature´. Il s’en suit que
(pj|Yj)j∈J est un pushout pour (uj|Z′ :Z ′ −→ Yj)j∈J , ou` Z ′ = u−11 (Y1), dans Kfos et
dans T. Il existe donc un unique morphisme α1 :Y/(R|Y ) −→ A/(F|A) de T tel que
α1pj|Yj = bj|Yj pour tout j ∈ J .
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D’autre part comme A est F-sature´ et A ⊂ ⋃j∈J Tj, (bj|Yj)j∈J est un pushout pour
M′ := ((uj1j2j |β(Tj1j2∩A) :β(Tj1j2 ∩ A) −→ Yj)j∈{j1,j2})(j1,j2)∈I
dans T (proprie´te´ 5.2.3(e) de M(L,U)). Il s’en suit qu’il existe un unique morphisme
α2 :A/(F|A) −→ Y/(R|Y ) de T tel que α2bj|Yj = pj|Yj pour tout j ∈ J . Les quotients
A/(F|A) et Y/(R|Y ) sont home´omorphes et A/(F|A) est donc se´pare´.
Pour terminer la preuve de l’aﬃrmation (a), il ne reste plus qu’a` montrer que les
feuilles de F|A sont compactes (lemme 5.1.2). Soit L′ une feuille de F|A. Nous avons
alors les e´galite´s suivantes :




































Comme pour tout j ∈ J , p−1j (α2π(L′)) est un ensemble ﬁni (R∞ est ﬁnie) et fj|T j est
propre ([Bou71, I§10.2 Corollaire 2]), L′ est une re´union ﬁnie d’ensembles compacts
donc un ensemble compact.
Soit (H, v) un germe d’holonomie de M(L,U). Sans restriction de la ge´ne´ralite´, nous
avons v = v1 et (H, v) est un germe d’holonomie de Ma. Soit H un repre´sentant
de (H, v) sur V ′ ⊂ V1. Nous notons H1 la relation d’holonomie de (uj|Z′)j∈J sur Y1
et nous avons (H1, v1) = (H, v). Sans restriction de la ge´ne´ralite´, comme R
∞ est
propre, nous avons Y1 ⊂ V ′ et H1 = H|Y1 . Pour y, y′ ∈ Y1, nous avons (y, y′) ∈
((R|Y )∞)|Y1 = H∞1 si et seulement si p1(y) = p1(y′) et comme α1 est un home´omor-
phisme, c’est le cas si et seulement si b1(y) = α1p1(y) = α1p1(y
′) = b1(y′),c’est-a`-dire
si et seulement si f−11 (y) et f
−1
1 (y
′) se trouvent dans la meˆme feuille. 
5.3 Good set
Dans certains cas, une e´tude quantitative de la sinuosite´ autour d’une feuille com-
pacte d’un feuilletage peut eˆtre faite par l’introduction de multiplicite´s sur les feuilles
(voir [Ley84], [Mor01]). Pour un E-feuilletage, le fait de ne pas avoir de “compati-
bilite´ biholomorphe” entre les cartes nous empeˆche de “compter” et donc de de´ﬁnir
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ces multiplicite´s. Nous ne ferons donc qu’une e´tude qualitative de la sinuosite´ autour
d’une feuille compacte.
Dans cette section, nous travaillerons avec un espace complexe X normal connexe a`
topologie de´nombrable et un E-feuilletage F sur X.
5.3.1 De´ﬁnitions Pour une F-carte f :U −→ V avec une application feuille
b :V −→ X/F, nous de´ﬁnissons l’application suivante :
νf : U → N ∪ {∞}
x → CardRb(f(x)).
Le good set de F est l’ensemble
G(F) := {x ∈ X : il existe une F-carte f :U −→ V avec νf borne´e et x ∈ U}.
5.3.2 Remarques
(a) Si une F-carte f :U −→ V est la restriction d’une F-carte de´ﬁnie sur un en-
semble U ′⊂o X avec U relativement compact dans U ′ et si toutes les feuilles de
F sont ferme´es dans X, alors il suit de la proposition 4.2.10 et du fait que U
est relativement compact dans U ′, que Rb est quasi-ﬁnie et par conse´quent que
νf est a` valeurs dans N.
(b) Il de´coule directement de la de´ﬁnition du good set que celui-ci est un sous-
ensemble ouvert de X.
5.3.3 Lemme Soit L une feuille ferme´e de F, x ∈ L, (Ti, fi :Ui −→ Vi), i = 1, 2 des
couples L-admissibles avec x ∈ T1 et L∩T12 = ∅. Si ν(f1|T1 ) est borne´e, alors il existe
un voisinage T ′2⊂o T2 de L ∩ T2 tel que ν(f2|T ′
2
) soit borne´e.
Preuve Notons bi :Vi −→ X/F l’application feuille correspondant a` fi, i = 1, 2.
Soit β12 :U12 −→ Z12 la base complexe de f1|U12 et ui :Z12 −→ Vi des applications











Fig. 5.2: diagramme commutatif de´ﬁni par les F-cartes f1, f2
(le lemme 4.2.7 garantit l’existence de telles applications). L’ensemble T12 est rela-
tivement compact dans U12 donc β12(T12) est relativement compact dans Z12 et il
s’en suit que u1|β12(T12) est quasi-ﬁnie. Il existe donc un voisinage T ′ de u−11 (f1(x))∩
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β12(T12) et un voisinage V
′
1 de f1(x) tel que u1|T ′ :T ′ −→ V ′1 soit ouverte ﬁnie et sur-
jective (voir [KK83, 33 B.2]). Comme u1|T ′ est un reveˆtement analytique (voir [GR84,
7§2.1]), il existe N ∈ N tel que Card (u−11 (y)∩T ′)  N . D’autre part, comme ν(f1|T1 )
est borne´e, il existe N ′ ∈ N tel que Card(b1|f1(T1))−1b1(v)  N ′ pour tout v ∈ f1(T1).
Pour tout v ∈ u2(T ′) =: V ′2 , nous avons (b2|V ′2 )−1b2(v) = u2(u1|T ′)−1(b1|V ′1 )−1b2(v)
(l’inclusion “⊂” est une conse´quence de la surjectivite´ de u2|T ′ et l’inclusion “⊃” une
conse´quence de la commutativite´ du diagramme 5.2) et donc Card(b2|V ′2 )−1b2(v) 
N ·N ′. Nous posons alors T ′2 := f−12 (V ′2) ∩ T2 et T ′2 est un voisinage de L ∩ T2 qui a
la proprie´te´ de´sire´e. 
5.3.4 The´ore`me Si toutes les feuilles de F sont ferme´es dans X, alors G(F) est
dense dans X et F-sature´.
Preuve Nous allons d’abord montrer que G(F) est dense dans X. Soit f :U −→ V
une F-carte qui est la restriction d’une F-carte de´ﬁnie sur un ensemble U ′⊂o X avec
U relativement compact dans U ′. Notons b :V −→ X/F, l’application feuille corres-
pondant a` f . Par la proposition 4.2.10, Rb est ouverte quasi-ﬁnie et tre`s faiblement
analytique. Il suit alors du lemme 2.2.5 que CRb := {y ∈ V : νRb est continue en y}
est dense dans V . Nous avons donc f−1(CRb) ⊂ G(F) et comme f est continue,
f−1(CRb) est dense dans U .
Nous allons voir maintenant que G(F) est F-sature´. Soit L une feuille ferme´e de F,
x ∈ L ∩ G(F) et y ∈ L. Comme L est connexe par arc (lemme 4.1.25), il existe
un chemin Ti-continue γ : [0, 1] −→ L. Comme L est ferme´e, pour tout t ∈ [0, 1], il
existe un couple L-admissible (T, f) avec γ(t) ∈ T (proposition 5.2.2). Nous pouvons
donc trouver des couples L-admissibles (Ti, fi :Ui −→ Vi), i = 1, . . . , N tels que nous
ayons les proprie´te´s suivantes :
(a) L ∩ Ti,i+1 = ∅ pour i = 1, . . . , N − 1,
(b) ν(f1|T1 ) est borne´e,
(c) y ∈ TN .
Il suit du lemme 5.3.3 que si pour i ∈ {2, . . . , N}, l’application ν(f |Ti−1 ) est borne´e,
alors il existe un voisinage T ′i de Ti ∩ L tel que ν(fi|T ′
i
) soit borne´e. Nous pouvons
donc construire un voisinage T ′N⊂o TN de L ∩ TN tel que ν(fN |T ′
N
) soit borne´e. Par
conse´quent y est un point de G(F) et L est inclue dans G(F). 
5.3.5 Lemme Soit L une feuille compacte de F. Si L∩G(F) = ∅, alors il existe un
recouvrement L-admissible U tel que pour tout germe d’holonomie (H, v) de L par
rapport a` U, (H, v)∞ est stationnaire.
Preuve Soit x ∈ L ∩ G(F). Il existe une F-carte f :U −→ V de´ﬁnie dans un
voisinage de x avec νf borne´e. En examinant la preuve de la proposition 5.2.2,
nous remarquons qu’il est possible de trouver un recouvrement L-admissible U =
((Tj, fj :Uj −→ Vj))j∈J avec 1 ∈ J et f = f1. Pour j ∈ J , nous de´ﬁnissons vj :=
fj(L ∩ Uj), gj := fj|Tj et soit bj :Vj −→ X/F l’application feuille correspondant a`
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fj.
Soit Ma := (uj,a :Za −→ Vj,vj)j∈J un mont Tg-e´quivalent a` Mg(L,U). Comme
(bj,vj)j∈J est une liaison pour Ma, il existe un repre´sentant 1-admissible M :=
(uj :Z −→ V ′j )j∈J de Ma avec V ′j ⊂ Vj connexe tel que (bj|V ′j )j∈J soit une liaison pour
M . Notons H1 l’holonomie de M sur V
′
1 et alors (H1, v1) est un germe d’holonomie de
L par rapport a` U. Comme νf1 est borne´e, il existe N ∈ N tel que Card b−11 b1(y)  N
pour tout y ∈ V . Comme (bj|V ′j )j∈J est une liaison pour M , b1|V ′1 est H1-invariante
(proposition 3.3.6 et lemme 3.3.11) et nous devons avoir CardH∞1 (y)  N pour
tout y ∈ V ′1 . Par le the´ore`me 2.4.7, pour un voisinage W ⊂o V ′1 de v1 relativement
compact dans V ′1 , H1|W est un repre´sentant admissible de (H1, v1). Par le lemme
2.1.6, nous avons donc (H1|W )n = (H1|W )N pour tout n  N et par conse´quent
(H1, v1)
n = (H1, v1)
N pour tout n  N . Donc (H1, v1)∞ est stationnaire et par la
remarque 5.2.6, pour tout germe d’holonomie (H, v) de L par rapport a` U nous avons
(H, v)∞ stationnaire. 
5.3.6 The´ore`me Soit L une feuille compacte de F. Si toutes les autres feuilles de
F sont ferme´es, alors les aﬃrmations suivantes sont e´quivalentes :
(i) L est stable.
(ii) L ∩G(F) = ∅.
(iii) Il existe un recouvrement L-admissible U et un germe d’holonomie (H, v) de L
par rapport a` U tel que (H, v)∞ soit stationnaire.
(iv) Pour tout recouvrement L-admissible U et pour tout germe d’holonomie (H, v)
de L par rapport a` U, (H, v)∞ est stationnaire.
Preuve “(i)⇔(iii) ⇔’(iv)” C’est le the´ore`me 5.2.7.
“(iv)⇒(iii)” Trivial.
“(ii)⇒(iii)” C’est le lemme 5.3.5.
“(iii)⇒(ii)” Soit U un recouvrement L-admissible de L, (T, f :U −→ V ) un membre
de U, b :V −→ X/F l’application feuille de f et (H, v), v := f(L ∩ U), un germe
d’holonomie de L par rapport a` U avec (H, v)∞ stationnaire. Par le the´ore`me 2.4.12,
il existe n0 ∈ N et un repre´sentant admissible H sur V ′ ⊂ V de (H, v) tels que
CardH∞(x)  n0 pour tout x ∈ V ′. Par la proposition 5.2.8, il existe un voisinage
W ⊂ V ′ de v tel que pour tout y, y′ ∈ W nous ayons (y, y′) ∈ (H|W )∞ si et
seulement si f−1(y) et f−1(y′) sont dans la meˆme feuille (c’est-a`-dire si b(y) = b(y′))
donc Rb|W = (H|W )∞. Posons g := f |f−1(W ) :f−1(W ) −→ W . Pour tout x ∈ f−1(W ),
nous avons alors
νg(x) = Card(H|W )∞(g(x))  CardH∞(g(x))  n0.
νg est donc borne´e et g
−1(v) ⊂ L ∩ g−1(W ) ⊂ G(F). 
5.3.7 The´ore`me Si F est compact, alors les e´nonce´s suivants sont e´quivalents :
(i) F est stable.
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(ii) X/F est se´pare´.
(iii) X/F est un espace complexe.
(iv) RF est analytique.
(v) RF est propre.
(vi) Il existe une F-carte globale.
(vii) Chaque feuille L de F posse`de un recouvrement L-admissible U et un germe
d’holonomie (H, v) de L par rapport a` U tels que (H, v)∞ soit stationnaire.
(viii) Pour toute feuille L de F, pour tout recouvrement L-admissible U de L et pour
tout germe d’holonomie (H, v) par rapport a` U, (H, v)∞ est stationnaire.
(ix) G(F) = X.
Preuve “(i)⇔(vii) ⇔(viii) ⇔(ix)” Ce sont les the´ore`mes 5.3.4 et 5.3.6.
“(ii)⇔(iii) ⇔(iv) ⇔ (vi)” C’est le the´ore`me 4.3.1.
“(i)⇔(ii)” C’est le lemme 5.1.2.
“(i)⇔(v)” Voir [KK83, 33 B.4]. 
5.4 Application au cas de codimension 1
La stabilite´ des feuilletages holomorphes compacts de codimension 1 a e´te´ de´montre´e
par Holmann et Kaup dans le cas ou` le feuilletage est un H-feuilletage (voir [Hol78] et
[Kau78]) et par Holmann, Kaup et Reiﬀen dans le cas ou` le feuilletage est holomorphe
cohe´rent et de´ﬁni sur une varie´te´ complexe paracompacte (voir [HKR98]). Dans
[Kau78], Kaup de´montre la stabilite´ des H-feuilletages compacts de codimension
1 a` l’aide de l’e´tude des groupes d’holonomie de ces feuilletages. Nous faisons un
raisonnement analogue pour de´montrer la stabilite´ des E-feuilletages compacts de
codimension 1 en e´tudiant leurs germes d’holonomie.
5.4.1 The´ore`me Si F est un E-feuilletage compact de codimension 1 sur un espace
complexe normal avec une topologie de´nombrable, alors F est stable et X/F est une
surface de Riemann.
Preuve Soit L une feuille de F, U = ((Tj, fj :Uj −→ Vj))j∈J un recouvrement L-
admissible et bj :Vj −→ X/F l’application feuille correspondant a` fj, j ∈ J . Pour
j ∈ J , nous de´ﬁnissons vj := fj(L ∩ Uj). Soit (uj,a :Za −→ Vj,vj)j∈J un mont dans
Kdog qui est Tg-e´quivalent a` Mg(L,U) (l’existence d’un tel mont est garantie par le
corollaire 3.2.15). Pour j0 ∈ J , nous pouvons trouver un repre´sentant j0-admissible
M := (uj :Z −→ V ′j )j∈J avec V ′j ⊂ fj(Vj) pour tout j ∈ J , tel que (bj|V ′j )j∈J soit une
liaison pour M dans S et tel que V ′j0 soit biholomorphe a` un voisinage de 0 ∈ C
(les valle´es de M(L,U) sont des espaces complexes normaux de dimension 1 donc
des surfaces de Riemann, voir [KK83, 74.4]). Notons H la relation d’holonomie de
M sur V ′j0 . Par le corollaire 3.3.6 et le lemme 3.3.11(b), nous avons H
∞ ⊂ Rbj0 |V ′j0 .
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Il suit de la proprie´te´ 5.2.3(d) de M(L,U) que Rbj0 est quasi-ﬁnie et par conse´quent
H∞ l’est aussi. Par le the´ore`me 2.3.4, il existe un voisinage V ′′j0 ⊂ V ′j0 de vj0 tel que
(H|V ′′j0 )
∞ soit analytique. (H, vj0)
∞ est alors stationnaire (the´ore`me 2.4.12) et par le
the´ore`me 5.2.7, L est stable. 
5.4.2 Corollaire Si F est un feuilletage compact holomorphe cohe´rent de codimen-
sion 1 sur une varie´te´ complexe X avec une topologie de´nombrable, alors F est stable
et X/F est une surface de Riemann.
Preuve Comme F est compact de codimension 1, par le the´ore`me de Mattei-Moussu
(voir [MM80]), F est localement inte´grable. Il suit alors de la remarque 4.2.2(vi) que
F est un E-feuilletage compact de codimension 1. 
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Chapitre 6
Appendice : preuve du the´ore`me
de Holmann-Egger
La formulation du the´ore`me de Holmann-Egger (voir 2.2.2) que nous avons donne´e
est due a Reiﬀen. La preuve pre´sente´e ici est essentiellement celle propose´e par Egger
dans le cas ou` R est une relation sur X (voir [Egg80, 3.4]). Plusieurs adaptations et
ajouts y ont e´te´ faits aﬁn de pouvoir de´montrer un crite`re d’analycite´ plus ge´ne´rale
et d’ame´liorer la lisibilite´ de la de´monstration de Egger. Il faut noter que le preuve
de Egger s’inspire fortement de celle faite par Holmann pour une relation faiblement
analytique (voir [Hol63, Hilfsatz 6]).
6.1 Pre´parations
Nous pouvons supposer que X est connexe (si ce n’est pas le cas, nous montrons
alors pour chaque composante connexe X ′ de X que l’ensemble R ∩ f−1(X ′) est
analytique dans f−1(X ′)).
6.1.1 Aﬃrmation R est ferme´ dans Y .
Preuve Soit (yn)n∈N une suite dans R qui converge vers un point y ∈ Y . (f(yn))n∈N
est donc une suite qui converge vers f(y). Comme F est ﬁnie, (yn)n∈N est donc une
suite dans le compact F−1
({f(yn) : n ∈ N} ∪ f(y)) ⊂ R et y ∈ R. 
6.1.2 Aﬃrmation et notation Pour tout y ∈ Y , il existe un ensemble A ⊂ R
localement analytique dans Y contenant y et arbitrairement petit avec les proprie´te´s
suivantes :
(a) f |A :A −→ f(A)⊂o X est ouverte et ﬁnie,
(b) A est irre´ductible de dimension dimX,
(c) A est analytique dans Rf (A) = f−1f(A)⊂o Y .
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Si A a toutes ces proprie´te´s, nous dirons que A a la proprie´te´ ().
Preuve Par hypothe`se sur R, pour tout y ∈ Y , il existe un ensemble A ⊂ R
localement analytique dans Y contenant y tel que f |A :A −→ X soit ouverte. Il est
clair que A peut eˆtre choisi arbitrairement petit. f |A e´tant ouverte, X localement
irre´ductible connexe et F ﬁnie, A est de dimension pure dimX. Comme F est
discre`te, nous pouvons choisir un ensemble A qui soit en plus irre´ductible et tel que
l’application f |A :A −→ f(A)⊂o X soit ﬁnie.
Nous allons montrer que A est ferme´, et par conse´quent analytique, dans Rf (A).
Soit (an)n∈N une suite dans A qui converge vers un point a ∈ Rf (A), c’est-a`-dire
avec f(a) ∈ f(A). L’ensemble B := {f(an) : n ∈ N} ∪ {f(a)} est compact dans
f(A). Comme f |A :A −→ f(A) est propre, (an)n∈N est une suite dans le compact
(f |A)−1(B) ⊂ A et par conse´quent a ∈ A. 
Nous de´ﬁnissons l’ensemble Mp := {x ∈ X : CardF−1(x)  p}.
6.1.3 Aﬃrmation Pour tout p ∈ N, Mp est ferme´ dans X.
Preuve Soit x ∈ X  Mp, donc CardF−1(x) =: p′ > p. Posons F−1(x) =
{y1, . . . , yp′}. Soit Uk⊂o Y un voisinage de yk, k = 1, . . . , p′. Nous choisissons les Uk
suﬃsamment petits pour qu’ils soient disjoints. V :=
⋂p′
k=1 F (Uk∩R) est un voisinage
ouvert de x (car F est ouverte) et pour tout x′ ∈ V , nous avons CardF−1(x′)  p′,
donc V ⊂ X  Mp. 
6.1.4 Aﬃrmation Il existe p ∈ N tel que ◦Mp = ∅.
Preuve Comme F est ﬁnie, nous avons X =
⋃
p∈N Mp. Par le the´ore`me de Baire, il
existe p ∈ N tel que ◦Mp = ∅. 
Pour de´montrer notre the´ore`me, nous allons successivement de´montrer les deux
aﬃrmations suivantes :
6.1.5 Aﬃrmation Pour tout p ∈ N, R ∩ f−1( ◦Mp) est analytique dans f−1(
◦
Mp).
6.1.6 Aﬃrmation Il existe p0 ∈ N tel que CardF−1(x)  p0 pour tout x ∈ X.
La de´monstration de l’aﬃrmation 6.1.6 termine la preuve du the´ore`me car elle im-
plique l’existence d’un p0 tel que Mp0 = X et par l’aﬃrmation 6.1.5, R∩f−1(
◦
Mp0) =
R est analytique dans f−1(
◦
Mp0) = Y .
6.2 Preuve de l’aﬃrmation 6.1.5
Pour i, p ∈ N, i  p, nous de´ﬁnissons Np,i :=
◦
Mp  Mp−i. Nous avons Np,i⊂o
◦
Mp et
pour tout x ∈ Np,i nous avons p− i < CardF−1(x)  p.
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Soit p ∈ N ﬁxe´. Nous allons de´montrer par induction que pour 1  i  p, R ∩
f−1(Np,i) est analytique dans f−1(Np,i). Comme Np,p =
◦
Mp, ceci termine la preuve
de l’aﬃrmation 6.1.5.
Nous allons d’abord voir que R ∩ f−1(Np,1) est analytique dans f−1(Np,1). Soit
x ∈ Np,1. Par de´ﬁnition de Np,1, nous avons CardF−1(x) = p. Posons F−1(x) =
{y1, . . . , yp}. Pour k = 1, . . . , p, il existe des ensembles localement analytiques dis-
joints Ak ⊂ R contenant le point yk et avec la proprie´te´ (). Nous pouvons supposer
que f(Ak) = U⊂o Np,1 pour tout k. Comme les Ak sont disjoints et comme U ⊂ Np,1,
pour tout point y ∈ U , nous avons Card(f−1(y) ∩ Ak) = 1 pour k = 1, . . . , p.
Par conse´quent, comme les Ak ont la proprie´te´ () et comme Rf (Ak) = f−1(U)
pour k = 1, . . . , p, l’ensemble R ∩ f−1(U) = ⋃pk=1 Ak est analytique dans f−1(U) et
R ∩ f−1(Np,1) est donc analytique dans f−1(Np,1).
Nous allons maintenant montrer que si R∩ f−1(Np,i) est analytique dans f−1(Np,i),
i < p, alors R ∩ f−1(Np,i+1) est analytique dans f−1(Np,i+1). Nous avons
Np,i⊂o Np,i+1⊂o
◦
Mp. Soit x ∈ Np,i+1  Np,i. Par de´ﬁnition de Np,i+1 et Np,i, nous
avons CardF−1(x) = p− i. Posons F−1(x) = {y1, . . . , yp−i}. Pour k = 1, . . . , p− i, il
existe des ensembles localement analytiques disjoints Ak ⊂ R contenant yk et avec
la proprie´te´ (). De plus, nous pouvons supposer que F (Ak) = U pour tout k, avec
U⊂o Np,i+1.
Si x ∈ ∂Np,i, sans restriction de la ge´ne´ralite´, nous avons U∩Np,i = ∅. Il s’en suit que
R∩f−1(U) = ⋃p−ik=1 Ak et R∩f−1(U) est donc analytique dans f−1(U) ⊂ f−1(Np,i+1).
Conside´rons maintenant le cas ou` x ∈ ∂Np,i. Posons V := f−1(U)  ⋃p−ik=1 Ak⊂o Y . Si
R ∩ V = ∅ alors R ∩ f−1(U) = ⋃p−ik=1 Ak. Donc R est analytique dans un voisinage
de f−1(x) ∩ R. Sinon, nous posons S := R ∩ V ⊂o R. Nous avons F (S)⊂o Np,i (car
pour tout x′ ∈ F (S) et pour k = 1, . . . p − i, nous avons F−1(x′) ∩ Ak = ∅ et
F−1(x′) ∩ S = ∅, donc CardF−1(x′) > p − i) donc S ⊂ R ∩ f−1(Np,i). Comme
R ∩ f−1(Np,i) est analytique dans f−1(Np,i), S est localement analytique dans Y .
L’ensemble R e´tant ferme´ (aﬃrmation 6.1.1), S est ferme´ et donc analytique dans
V .
Comme X est irre´ductible et F |S ouverte et discre`te, S est un sous-ensemble ana-
lytique de V de dimension pure dimX (voir [KK83, 49.16]). Nous allons montrer
que Sˆ := Adf−1(U)(S) est analytique dans f
−1(U). Supposons le contraire. Par le
the´ore`me de Remmert-Stein-Thullen (voir [Abh64, 44.43]), Sˆ doit contenir un des
Ak. D’autre part, il existe un point a ∈ f(S)⊂o U avec d := Card (F−1(a) ∩ S)  p
soit maximale. Soit U(a) ⊂ F (S) un voisinage ouvert de a tel que f−1(U(a))∩ S =⋃d
j=1 Sj, ou` les Sj sont des sous-ensembles analytiques irre´ductibles de f
−1(U(a))
qui sont disjoints. f−1(U(a)) ∩ S est donc un sous-ensemble ferme´ de f−1(U(a))
et par conse´quent Sˆ ne peut contenir aucun des Ak : une contradiction. Sˆ est donc
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analytique dans f−1(U) et s’en suit que









est analytique dans f−1(U). R est donc analytique dans un voisinage de F−1(x).
6.3 Preuve de l’aﬃrmation 6.1.6
Comme les Mp sont ferme´s, nous pouvons supposer que X est une varie´te´ complexe
connexe.
Supposons qu’il n’existe pas de p ∈ N tel que CardF−1(x)  p pour tout x ∈ X.
Nous allons construire une suite d’entiers (pn)n∈N et une suite d’ensembles non vides
(Ωn)n∈N avec les proprie´te´s suivantes :
(a) pour tout n > 0, pn > pn−1,
(b) pour tout n > 0, Ωn est ouvert connexe relativement compact dans Ωn−1,
(c) pour tout n ∈ N et pour tout x ∈ Ωn, CardF−1(x)  pn,
(d) pour tout n ∈ N et pour tout p ∈ N, nous avons Ωn ⊂ Mp.
Si nous pouvons construire de telles suites, l’intersection D :=
⋂∞
n=1 Ωn est alors non
vide et pour tout x ∈ D, nous avons CardF−1(x) = ∞ : une contradiction car F
est ﬁnie.
Nous posons Ω0 := X et p0 := 1. Comme F est surjective, pour tout x ∈ Ω0, nous
avons CardF−1(x)  1. D’autre part, nous avons suppose´ qu’il n’existe pas de p ∈ N
tel que CardF−1(x)  p pour tout x ∈ X, donc pour tout p ∈ N, Ω0 ⊂ Mp.
Soit n ∈ N∗. Nous supposons maintenant que nous avons un nombre pn−1 et un
ensemble Ωn−1 avec CardF−1(x)  pn−1 pour tout x ∈ Ωn−1 et Ωn−1 ⊂ Mp pour
tout p ∈ N. Nous allons montrer que nous pouvons trouver un nombre pn et un
ensemble Ωn avec les proprie´te´s suivantes :
(a) pn > pn−1,
(b) Ωn est non vide ouvert connexe relativement compact dans Ωn−1,
(c) CardF−1(x)  pn pour tout x ∈ Ωn,
(d) Ωn ⊂ Mp pour tout p ∈ N.
Choisissons d’abord pn. Nous posons
Ω′n−1 := Ωn−1  Mpn−1 = {x ∈ Ωn−1 : CardF−1(x) > pn−1}.
Ω′n−1 est ouvert dans X car Mpn−1 est ferme´ et est non-vide car Ωn−1 n’est inclu dans
aucun Mp. Pour tout p ∈ N, Mp ∩ Ω′n−1 est ferme´ dans Ω′n−1 et comme F est ﬁnie,
nous avons Ω′n−1 :=
⋃
p∈N(Mp∩Ω′n−1). Par le the´ore`me de Baire, il existe un nombre
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pn tel que
◦
Mpn ∩Ω′n−1 = ∅. Nous choisissons pn minimal. Comme Mpn−1 ∩Ω′n−1 = ∅,
nous avons pn > pn−1.
Voici les e´tapes de la construction de Ωn :
(1) choix d’une composante connexe M de
◦
Mpn ∩ Ωn−1 telle qu’il existe x0 ∈ M
avec CardF−1(x0) = pn,
(2) existence d’un point x1 ∈ Ωn−1 ∩ ∂M avec CardF−1(x1) = pn,
(3) choix d’un voisinage convenable de x1 et ce voisinage sera l’ensemble Ωn re-
cherche´.
Construction de Ωn, partie (1)
Soit M ′ une composante connexe de
◦
Mpn ∩ Ω′n−1 et x ∈ M ′. Nous allons voir
que la composante connexe de
◦
Mpn ∩ Ωn−1 contenant M ′ a la proprie´te´ de´sire´e.
Si CardF−1(x) = pn, nous choisissons x0 := x. Sinon CardF−1(x) < pn et x est




Mpn−1 ∩ Ω′n−1 = ∅), nous avons
x ∈ ∂Mpn−1. L’ensemble M ′ e´tant un voisinage de x, il existe x0 ∈ M ′  Mpn−1 et
comme M ′ ⊂ ◦Mpn , nous avons CardF−1(x0) = pn.
Construction de Ωn, partie (2)
M est inclu dans Ωn−1 mais Ωn−1 n’est pas inclu dans M car M ⊂
◦
Mpn (nous
aurions une contradiction, car par hypothe`se sur Ωn−1, nous avons Ωn−1 ⊂ Mpn).
Comme M et Ωn−1 sont connexes, il s’en suit que Ωn−1 ∩ ∂M = ∅.
6.3.1 Aﬃrmation Si U⊂o Ωn−1 est un ouvert connexe avec U ∩ ∂M = ∅ alors
U ⊂ Mp pour tout p ∈ N.
Preuve Supposons qu’il existe q ∈ N avec U ⊂ Mq. L’ensemble U ∪ M est un
ouvert connexe de X et l’ensemble F−1(U ∪ M) = R ∩ f−1(U ∪ M) est analy-
tique donc F |F−1(U∪M) :F−1(U ∪M) −→ U ∪M est un reveˆtement analytique a` p
feuillets. Comme M est inclu dans Mpn , nous devons avoir p  pn et par la partie
(1) de la construction de Ωn, p > pn donc p = pn. Il s’en suit que U ∪M ⊂ Mpn
et donc que U ⊂ ◦Mpn ∩ Ωn−1. Comme U est connexe, U est inclu dans M : une
contradiction. 
Nous choisissons x1 ∈ Ωn−1 ∩ ∂M avec CardF−1(x1) =: q maximale. Nous avons
q  pn car M ⊂ Mpn . Posons F−1(x1) = {y1, . . . , yq}. Nous allons de´montrer que
q = pn.
Il existe des ensembles localement analytiques disjoints Ak ⊂ R contenant yk avec
la proprie´te´ () pour k = 1, . . . , q. Nous pouvons choisir ces ensembles de fac¸on a`
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ce que F(Ak) = U(x1) pour tout k, ou` U(x1) est un voisinage de x1 ouvert connexe
relativement compact dans Ωn−1 et inde´pendant de k. Nous de´ﬁnissons les ensembles




6.3.2 Aﬃrmation S est analytique dans V et de dimension dimX ou vide .
Preuve Par l’aﬃrmation 6.1.5, R∩f−1(M) est analytique dans f−1(M). L’ensemble
S est donc localement analytique dans V et si S est non vide, alors S est de dimension
dimX (car F est ﬁnie et ouverte) et il suﬃt donc de montrer que S est ferme´ dans
V . Soit (am)m∈N une suite dans S qui converge vers a ∈ V . Comme R est ferme´
dans Y (aﬃrmation 6.1.1), nous avons a ∈ R. La suite (f(am))m∈N est une suite
dans M . Donc si nous montrons que f(a) est dans M la preuve est termine´e. Nous
avons f(a) ∈ U(x1) et comme F (Ak) = U(x1) pour tout k, il existe pour chaque k
un point bk ∈ Ak avec f(bk) = f(a). Comme a ∈ A, comme les Ak sont disjoints et
comme {a, b1, . . . , bq} ⊂ F−1f(a), nous avons CardF−1f(a) > q. Par le choix de x1,
nous devons donc avoir f(a) ∈ M . 
6.3.3 Aﬃrmation S est vide.
Preuve Supposons S = ∅. Il suit du the´ore`me de Remmert-Stein-Thullen que
Sˆ := Adf−1(U(x1))(S) est analytique dans f
−1(U(x1)) (meˆme raisonnement que
dans la preuve de l’aﬃrmation 6.1.5). L’ensemble Sˆ e´tant ferme´ et inclu dans
R ∩ (f−1(U(x1))) et F e´tant ﬁni, f |Sˆ = F |Sˆ : Sˆ −→ U(x1) est une application ho-
lomorphe ﬁnie. Par conse´quent, F (Sˆ) est un sous-ensemble analytique de U(x1).
D’autre part, F (S) ⊂ F (Sˆ) est ouvert dans U(x1) car F est ouverte. S e´tant non
vide, X e´tant localement irre´ductible et U(x1) e´tant connexe, nous devons avoir
F (Sˆ) = U(x1).
Comme F (Sˆ) est inclu dans M et U(x1)M = ∅ (conse´quence de l’aﬃrmation 6.3.1
car M ⊂ Mpn), nous avons F (Sˆ) = U(x1) : une contradiction. 
6.3.4 Aﬃrmation q = pn.
Preuve Comme S = ∅, nous avons
R ∩ f−1(U(x1) ∩M) = A ∩ f−1(U(x1) ∩M). (6.1)
Comme U(x1) ∩ M est connexe et F−1(M) est analytique dans Y ,
f |F−1(M) :F−1(M) −→ M est un reveˆtement analytique a` q′ feuillets, q′  pn car
M ⊂ Mpn . Par le choix de M , il existe x0 ∈ M avec CardF−1(x0) = pn et par
conse´quent q′ = pn.
f |A :A −→ U(x1) est un reveˆtement analytique a` q′′ feuillets. Comme f |F−1(M) est
un reveˆtement a` pn feuillets, il suit de l’e´quation 6.1 que q
′′ = pn. Il existe donc un
point x ∈ U(x1) ∩ ∂M ⊂ Ωn−1 ∩ ∂M avec Card(f |A)−1(x) = pn et par le choix de
x1, nous devons avoir q = pn. 
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Construction de Ωn, partie (3)
Nous choisissons pour Ωn un voisinage ouvert connexe relativement compact dans
U(x1) de x1. Comme F(Ak) = U(x1), k = 1, . . . , pn et comme les Ak sont disjoints,
pour tout x ∈ Ωn ⊂ U(x1), nous avons CardF−1(x)  pn et a par l’aﬃrmation
6.3.1, Ωn ⊂ Mp pour tout p ∈ N.
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Liste des notations
∆X relation d’e´quivalence triviale sur X (p. 9)
IdX identite´ sur X (p. 9)
Rf relation d’e´quivalence induite par l’application f
(p. 9)
Aij intersection des ensembles Ai et Aj (p. 9)
Ca(X) composante connexe de X contenant le point a
(p. 9)
AdB(A) adhe´rence de A dans B (p. 9)
Xa germe de l’espace topologique X au point a ∈ X
(p. 9)
fa germe de l’application f au point a (p. 9)
SingX ensemble des singularite´ de l’espace complexe X
(p. 9)
XO,XΩ,XΘ faisceaux des fonctions holomorphes, des formes
diﬀe´rentielles holomorphes et des champs vectoriels
holomorphes sur X (p. 9)
G˜ comple´tion du sous-faisceau G de XΩ (p. 9)
X1 X2 coproduit de X1 et X2 (p. 12)
pR, qR :R −→ X projections canoniques sur la premie`re et sur la
deuxie`me composante, avec R ⊂ X ×X (p. 13)
R(U) ensemble des points mis en relation avec les points
de l’ensemble U par la relation R (p. 13)
R(x) ensemble des points mis en relation avec le point x
par la relation R (p. 13)
R|Y restriction de la relation R sur l’ensemble Y (p. 13)
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94 Liste des notations
R ◦ S composition des relations R et S (p. 14)
Rn ne`me ite´ration de la relation R (p. 14)
R∞ relation d’e´quivalence induite par la relation R
(p. 14)
X/R quotient de X par la relation d’e´quivalence en-
gendre´e par la relation R (p. 14)
νR :X −→ N νR(x) := CardR(x) (p. 19)
(R, a) germe de la relation R au point (a, a) (p. 28)
(R, a) ∪ (S, a) union des germes (R, a) et (S, a) (p. 28)
(R, a) ◦ (S, a) composition des germes (R, a) et (S, a) (p. 29)
(R, a)n ne`me ite´ration du germe (R, a) (p. 29)
(R, a)∞ suite forme´e par les ite´rations de (R, a) (p. 31)
M1 ∪M2 union des massifs M1 et M2 (p. 36)
M  M′ comple´ment du massif M′ dans M (p. 36)
ΓM graphe de´ﬁni par le massif M (p. 37)
X1 ×Y2 . . .×YN−1 XN−1 produit ﬁbre´ de X1, . . . , XN−1 (p. 40)
Sing F, Xreg ensemble des singularite´s du feuilletage F, partie
re´gulie`re de F (p. 58)
dimX′ F, dimF dimension du feuilletage F sur la composante
irre´ductible X ′, dimension du feuilletage F (p. 58)
ΩF faisceau de formes de´ﬁni par le feuilletage F (p. 58)
Xρ ensemble des F-points d’un feuilletage F. (p. 59)
Ti, Tl topologie induite par l’espace ambiant, topologie
feuille (p. 59)
RF relation d’e´quivalence de´ﬁnie par les feuilles du
feuilletage F (p. 60)
X/F espace des feuilles (p. 60)
Ff feuilletage de´ﬁnie par l’application f (p. 61)
M(L,U) massif dans Kdo de´ﬁnit par le recouvrement L-
admissible U (p. 70)
Liste des notations 95
Mg(L,U) massif dans K
do
g de´ﬁni par le recouvrement L-
admissible U (p. 71)
νf :U −→ N νf (x) := CardRb(f(x)), ou` b est l’application
feuille correspondant a` la F-carte f (p. 77)
G(F) good set du feuilletage F (p. 77)
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Table des cate´gories utilise´es
Objets Morphismes Symbole
ensembles applications S












































1Un germe d’application continue entre deux espaces topologiques est ouvert s’il posse`de un
repre´sentant ouvert.
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comple´ment d’un massif, 36
comple´tion d’un faisceau de formes, 9
composition
de germes de relation, 29, 30
de relations, 14, 16
coproduit, 11
couple L-admissible, 70
dimension d’un feuilletage, 58
E-feuilletage, 62
e´pimorphisme, 11






























good set, 77, 78
immersion holomorphe, 59
inclusion d’un massif, 36
inte´grale, 59
ite´ration
d’un germe de relation, 29, 31








proprie´te´ (), 37, 42, 43
pullback, 10













par un massif, 45
par un mont, 45
ﬁnie, 15, 16, 18, 22
ouverte, 15, 16, 18, 20–22
propre, 15, 16, 20
quasi-ﬁnie, 15, 16, 20, 21
tre`s faiblement analytique, 18
repre´sentant admissible
d’un germe de relation, 28, 30
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