Abstract. Consider the following nonlinear elliptic equation of p(x)-Laplacian type with nonstandard growth diva(Du, x) = µ in Ω,
in [38] for the elliptic case and in [37] for the parabolic case. For the general case of p(x)-Laplacian type equation, some interesting results regarding to entropy solutions and very weak solutions were obtained in [6, 1, 42, 45] .
Recall that a weak solution to the problem (1) is a function u ∈ W 1,p(·) 0
(Ω) such that to be the first order fractional maximal function associated to the measure µ, where B r (z) := {y : |z −y| < r} is the open ball with center z ∈ R n and radius r. It is not difficult to see that for a nonnegative locally finite measure ν in R n , the maximal function M 1 (ν) is dominated by the Riesz potential related to ν. More precisely, we have M 1 (ν)(x) ≤ c n I 1 (ν)(x) := c nˆR n dν(y) |x − y| n−1 , x ∈ R n .
We note that the problem of getting estimates for the solution via fractional maximal functions and nonlinear potentials is an interesting topic and has attracted a great deal of attention in recent years. We now list some of the papers related to this direction.
(i) The first two results appeared in [28, 29] , where the authors proved a pointwise potential estimate for solutions to the quasi elliptic equation via Wolff potentials. Later, in [44] , by using a different approach, the authors extended this result to obtain the pointwise estimates for solutions to nonhomogeneous quasi-linear equations of p-Laplacian type with measure data in terms of Wolff type nonlinear potentials.
(ii) In the series of works by Mingione and his collaborators, they extended the results in [44] to the pointwise estimates for the gradient of solutions, instead of the solution, via nonlinear potentials. More precisely, the pointwise estimate for the gradient of solutions to the degenerate quasilinear equations of p-Laplacian type was first proved in [34] for the case p = 2. The case p = 2 can be found in [23, 24, 25, 30, 31] .
(iii) The gradient estimates for solutions to the equation (1) in terms of variable exponent potentials were obtained in [7, 4] corresponding to p(·) ≥ 2 and p(·) > 2 − 1/n by using Mingione and Duzzar's approach. Then, optimal integrability results for solutions of the p(x)-Laplace equation in variable exponent weak Lebesgue spaces were obtained in [1] .
(iv) The regularity results for the solutions to the nonlinear elliptic equation of p(x)-Laplacian type of the form diva(Du, x) = div(|F | p(·)−2 F ) in Ω,
were proved in [13, 14] in the scale of Lebesgue and generalized Lebesgue spaces, respectively.
(v) In [38] , the author proved weighted estimates for gradients of solution to the equation (1) in the particular case of p-Laplacian type via the maximal operator M 1 .
The main aim of this paper is to prove the weighted L q(·) estimates for gradients of the solutions to the equation (1) via the fractional maximal function M 1 . These estimates are similar to those in [38] as in (v) above but we obtain the estimates for solutions of nonlinear elliptic equations of p(x)-Laplacian type and in terms of the weighted L q(·) . See Theorem 2.6 and its subsequence results in Corollaries 2.8, 2.9 and 2.10.
We now give some comments on the technical ingredients used in this paper. In order to prove the main results, we employ the maximal function technique which makes use of the variant of Vitali covering lemma and good λ-inequality. This technique was originated in [15] and was used in various settings. See for example [12, 38, 36, 37, 11] . However, some major modifications need to be carried out since the maximal function techniques are not applicable directly to our problem due to the presence of the variable exponent p(x) which rules out the homogeneity of the equation (1) . To overcome this problem, we make use of the log-Hölder condition of the exponent functions and some subtle localized estimates.
The organization of the paper is as follows. In Setion 2, we set up the assumptions on the nonlinearity a and the underlying domain Ω, and then state the main results. See Theorem 2.6 and its subsequence results such as Corollaries 2.8, 2.9, 2.10 and Theorem 2.11. In Section 3, we prove some interior and boundary comparison estimates which play an important role in the sequel. The proofs of the main results are given in Section 4.
Throughout the paper, we always use C and c to denote positive constants that are independent of the main parameters involved but whose values may differ from line to line. We write A B if there is a universal constant C so that A ≤ CB and A ∼ B if A B and B A. For a, b ∈ R we denote a ∧ b = min{a, b}. We also denote by O(data) the infinitely small quantity with respect to the data, i.e., lim data→0 O(data) = 0.
Assumptions and Statement of the results
We will begin with some notations which will be used frequently in the sequel.
• For x ∈ R n and r > 0, we denote by B r (x) := {y ∈ R n : |x − y| < r} the open ball with center x and radius r in R n .
• We also denote Ω r (x) = Ω ∩ B r (x) and ∂ w Ω r (x) = ∂Ω ∩ B r (x). If x is the origin, we simply write B r , Ω r and ∂ w Ω r for B r (x), Ω r (x) and ∂ w Ω r (x), respectively.
• For a measurable function f on a measurable subset E ⊂ R n we define
We now recall some definitions and basic properties concerning the variable exponent Lebesgue spaces in [18] . Let Ω be a subset of R n . For p(·) : Ω → (0, ∞), we define the variable exponent Lebesgue spaces L p(·) (Ω) to be a generalization of the classical Lebesgue spaces consisting of all measurable functions on Ω satisfyingˆΩ
with the norm
It is well-known that
The generalized Sobolev space
, then its norm is defined by
The generalized Lebesgue-Sobolev spaces play an important role in studying regularity estimates for elliptic and parabolic problems. See for example [20, 21, 18] and the references therein for further discussions.
2.1. Our assumptions. In this paper, we assume that the nonlinearity a(ξ, x) : R n × R n → R n is measurable in x for every ξ ∈ R n and differentiable in ξ for each x ∈ R n . In addition, there exist the variable exponent p(·) : Ω → (1, ∞) and constants
for every x, ξ, η ∈ R n . Note that these two conditions imply that
for every x, ξ, η ∈ R n . Moreover, the exponent function p(·) : Ω → (1, ∞) is assumed to be continuous, satisfies the bounds
and the log-Hölder continuity condition
We choose a number R ω so that for all 0 < r < R ω ,
We set
which is used in the next definition concerning the nonlinearity a.
Definition 2.1. Let R 0 , δ > 0. The nonlinearity a is said to satisfy a small (δ, R 0 )-BMO condition if
Remark 2.2. This condition was introduced in [13] . Note that if (8) holds true, then for any β ∈ [1, ∞) we have
Reifenberg flat domains.
Concerning the underlying domain Ω, we do not assume any smoothness condition on Ω, but the following flatness condition.
Definition 2.3. Let δ, R 0 > 0. The domain Ω is said to be a (δ, R 0 ) Reifenberg flat domain if for every x ∈ ∂Ω and 0 < r ≤ R 0 , then there exists a coordinate system depending on x and r, whose variables are denoted by y = (y 1 , . . . , y n ) such that in this new coordinate system x is the origin and (9) B r ∩ {y : y n > δr} ⊂ B r ∩ Ω ⊂ {y : y n > −δr}.
Remark 2.4. (a)
The condition of (δ, R 0 )-Reifenberg flatness condition was first introduced in [40] . This condition does not require any smoothness on the boundary of Ω, but sufficiently flat in the Reifenberg's sense. The Reifenberg flat domain includes domains with rough boundaries of fractal nature, and Lipschitz domains with small Lipschitz constants. For further discussions about the Reifenberg domain, we refer to [40, 19, 43] and the references therein.
(b)
If Ω is a (δ, R 0 ) Reifenberg domain, then for any x 0 ∈ ∂Ω and 0 < ρ < R 0 (1 − δ) there exists a coordinate system, whose variables are denoted by y = (y 1 , . . . , y n ) such that in this coordinate system the origin is an interior point of Ω, x 0 = (0, . . . , 0, − δρ 1−δ ) and
(c) For x ∈ Ω and 0 < r < R 0 , we have
Throughout the paper, we always assume that the domain Ω is a (δ, R 0 ) Reifenberg flat domain, and the nonlinearity a satisfies (2), (3) and the small (δ, R 0 )-BMO condition (8).
2.3. Statement of the results. Let 1 ≤ p < ∞. A nonnegative locally integrable function w belongs to the Muckenhoupt class A p , say w ∈ A p , if there exists a positive constant C so that
for all balls B in R n . We say that w ∈ A ∞ if w ∈ A p for some p ∈ [1, ∞). We shall denote w(E) := E w(x)dx for any measurable set E ⊂ R n . For a weight w and 0 < q < ∞ we define
We now record the following property of the Muckenhoupt weights in [22] .
Lemma 2.5. Let w ∈ A ∞ . Then, there exist κ w ∈ (0, 1), and a constant c w > 1 such that for any ball B and any measurable subset E ⊂ B,
We now consider the continuous exponent function q(·) : Ω → (0, ∞) satisfying the log-Hölder continuity condition:
We also assume that there exist constants γ 3 and γ 4 such that
Our first main result gives the weighted L q(·) regularity for the solutions to problem (1).
Theorem 2.6. Let q(·) be defined as in (11), (12) and (13), w ∈ A ∞ and 0 < σ 0 < min
n−1 , n . Then there exists a positive constant δ = δ(n, Λ 1 , Λ 2 , p(·), q(·), w) such that the following holds. If the domain Ω is a (δ, R 0 ) Reifenberg flat domain with R 0 > 0, and the nonlinearity a satisfies (2), (3) and the small BMO condition (8), then for any weak solution u ∈ W 1,p(·) (Ω) to the problem (1), the following estimate holds true
where C is a constant depending on n,
Or equivalently, we have
Remark 2.7. In the particular case when q(x) ≡ q ∈ (0, ∞), the term (|µ|(Ω)
can be removed. More precisely, in this case we havê
The proof can be done in the same manner as that of Theorem 2.6. However, we do not pursue it and we would leave it to the interested reader.
We now have the following consequences of Theorem 2.6.
Corollary 2.8. Let q(·) be defined as in (11), (12) and ( (Ω) to the problem (1) we obtain that
In particular case when q(x) is independent of x, Theorem 2.6 deduces the following result.
Corollary 2.9. Let q ∈ (0, ∞), w ∈ A ∞ and 0 < σ 0 < min
n−1 , n . Then there exists a positive constant δ = δ(n, Λ 1 , Λ 2 , p(·), q, w) such that the following holds. If the domain Ω is a (δ, R 0 ) Reifenberg flat domain with R 0 > 0, and the nonlinearity a satisfies (2), (3) and the small BMO condition (8), then for any weak solution u ∈ W
1,p(·) 0
(Ω) to the problem (1) the following estimate holds true
As a consequence, for
.
We note that the estimate (17) not only gives the L q -weighted estimate for |Du| p(x)−1 but also implies the estimate on Morrey space for |Du| p(x)−1 . We now recall the definition of Morrey space. For 0 < q < ∞ and 0 < λ < n, the Morrey function spaces L q;λ (Ω) is defined as the set of all measurable functions f such that
Using a standard argument, see for example [38] , from the weighted estimate (17) we obtain the following Morrey space estimate. Corollary 2.10. Let q ∈ (0, ∞), λ ∈ (0, n) and 0 < σ 0 < min (Ω) to the problem (1), the following estimate holds true
In general, if the measure µ is merely a Radon measure with finite total mass, the weak solution
(Ω) to (1) may not exist. In this situation, we employ the notion of SOLAs (Solution Obtained as Limit of Approximations). It is well-known that these solution may not be in W
(Ω), it is wellknown that there exists a unique solution u ∈ W
(Ω) to (1) , and in this case the SOLA and the weak solution to (1) coincide. See for example [7] . From the above results, by a standard approximation procedure as in [7] we are able to obtain
(Ω) be a SOLA to (1) . Assume that all assumptions in the respective statements hold true. Then Theorem 2.6 and Corollaries 2.8, 2.9 and 2.10 hold true.
Approximation results
In this section, we always assume that the nonlinearity satisfies (2), (3), the small BMO norm condition (8) and the domain Ω is a (δ, R 0 ) Reifenberg flat domain.
Let u be a weak solution to the problem (1). We now fix 0 < σ 0 < min
n−1 , n . Then by a standard argument as in the proof of [8, Theorem 1] 
Hence, for any 0 < q ≤ σ 0 we have
For each r > 0 and x ∈ Ω, we denote Ω r := Ω r (x) and set
3.1. Interior Estimates. Let x 0 ∈ Ω and 0 < R <
where R ω is a constant in (7), and a ∧ b = min{a, b}. We set
Let u ∈ C 1 (Ω) be a solution to (1) . We now consider the following equation
We have the following estimate.
Proposition 3.1. Let w be a weak solution to (21) . Then there exists a constant C so that
As a consequence, we have
Proof. We consider two cases: p 1 ≥ 2 and 2 − 1 n < p 1 < 2. Case 1: p 1 ≥ 2. In this case, the inequality (22) was proved in [7, pp. 651-652] .
noting that we used (7) in the last inequality.
On the other hand, by (20) and (7),
. This completes our proof.
We now record the higher integrability result in [3, Theorem 5] .
) be a weak solution to (21) . Then there exists a constant σ
, Ω) so that for 0 ≤ σ < σ * and any q ∈ (0, 1] there exists C > 0 such that
Proof. It was proved in [3, Theorem 5] that for any σ ∈ (0, σ 1 ) we have
Note that we can get rid of the dependence of the constant σ 1 on´B 2R |Dw| p(x) dx. To do this we recall an estimate in [7, p. 654 
Hence,
Moreover, observe that
As a consequence,
, where c 1 , c 2 are two constants independent of Dw and R.
Note that from (6) we have
On the other hand, from (20) and (23) by a simple manipulation we get
Therefore, there exists σ
Hence, the desired estimate follows from Gehrings lemma in [26, Theorem 6.7] .
Consider the nonlinearity b(·, ·) associated to a(·, ·) defined by
Lemma 3.3. There exists R a > 0 so that for any 0 < R < R a , the nonlinearity b defined as above satisfies the following conditions:
for all x, ξ, η ∈ R n .
Proof. The proof of this lemma is similar to that in [13, p. 13] . For the convenience of reader, we sketch it here.
From (2), by a simple calculation we have
It suffices to verify (27) . We need to prove that there exist R a > 0 so that for any 0 < R < R a , the estimate (27) holds true for all x, ξ, η ∈ R n . Indeed, if x ∈ B 2R , we have
By (3), one gets that
Applying (2), we have
Then the constant R a can be chosen as a number satisfying γ(4R a ) < Λ2 2Λ1 .
The case x ∈ B c 2R can be argued similarly. Hence, we complete the proof.
We now consider the following equation
where w is a weak solution to the problem (21).
Proposition 3.4. For any ǫ > 0 there exists R ǫ depending on ǫ only so that if h is a weak solution to (28) with 0 < R < 
10
, then we have
Proof. We consider two cases: p 2 < 2 and p 2 ≥ 2. Case 1: p 2 < 2. We first write
For τ 1 > 0, using Young's inequality we obtain
Note that, by (27) , we have
Substituting (31) into (30), we obtain
Moreover, from the definition of b(x, ξ) and (2) we have
Using the Mean Value Theorem, we obtain
where in the last inequality we used the log-Hölder condition (5). Hence,
Using Young's inequality, for τ 2 > 0, which will be fixed later, we obtain
We now apply the inequality log(1 + t)
α/4 for t > 0 and α ∈ (0, 1) with t = |Dw| and α = p 2 ω(4R)/4 to conclude that log(1 + |Dw|)
Substistuting this into (33) we get that
Moreover, it is obvious that
This along with Lemma 3.2 gives
, as long as 3ω(4R) < σ * . We note that from (7),
1. As a consequence, (35) 
Moreover, from (23), (20) and the fact that |µ|(Ω) < K 0 we have
where in the third inequality we used the fact that K 0 ≤ R −1 . This together with (7) gives
Inserting this into (35) we obtain
We now combine (36) and (33) to imply that
This in combination with (32) yields
On the other hand, arguing similarly to (36) , we arrive at
Inserting this into (37), we conclude that
Hence, the desired estimate (29) follows from the inequality above by choosing τ 1 , τ 2 and R ε to be sufficiently small.
At this stage, repeating the argument used in Case 1, the desired estimate (29) is proved.
where h is a weak solution to the problem (28) . We have the following estimate. 
Proof. Let R ǫ as in Proposition (3.4). We take care of (40) first. Taking v − h as a test function, it can be verified that
We take care of (40) first. We give the proof as p 2 < 2, since the case p 2 ≥ 2 can be done in the same manner and even easier. Taking v − h as a test function, it can be verified that
For p 2 < 2, arguing similarly to (30)-(31), we find that for τ 1 > 0, we have
Using Young's inequality we obtain, for τ 2 > 0,
By the standard higher integrability result for the problem (38) , there exists a constant σ 2 > 0 so that
This along with Remark 2.4 yields
where in the last inequality we used the standard L p2 -boundedness of (38) . Putting these three estimates in hand, we conclude that
We now write
Using (29), we can dominate
as long as R < R ǫ . Arguing similarly to the proof of (36),
Putting this into (41), we have
Hence, (40) follows by choosing τ and δ to be sufficiently small.
We now turn to estimate (39) . From the well-known Hölder estimate, see for example [32, 33] , we have
Using (40) and (42), we imply (39).
Boundary estimates.
We now consider the case x 0 ∈ ∂Ω, and 0 < R < R0∧Rw∧K −1 0
10
. We set
(Ω) be a weak solution to (1) . We now consider the following equation
Proposition 3.6. Let w be a weak solution to (43) . Then there exists C so that
|Du|dx .
Proof. The proof of the proposition is similar to that of Proposition 3.1. We omit details.
Like the higher integrability result in Lemma 3.2, the similar result still holds true near the boundary of the Reifenberg domains.
Lemma 3.7. Let w ∈ W 1,p(·) (Ω 2r (x 0 )) be a weak solution to the problem (43) with r ≤ min{R ω , R 0 /2}. Then there exists a constant, which we still denote σ * = σ * (n, Λ 1 , Λ 2 , γ 2 , µ, Ω), so that for 0 ≤ σ < σ * and any q ∈ (0, 1] there exists C > 0 such that
Proof. The proof of this lemma is similar to that of Lemma 3.2 and we omit details.
where w is a weak solution to the problem (43), and b is a nonlinearity defined similarly to (25) but Ω R (x 0 ) taking place of B 2R (x 0 ). Arguing similarly to Proposition 3.4, we can prove that:
Proposition 3.8. For any ǫ > 0 there exists R ǫ so that if h is a weak solution to (47) with 0 < R < Rǫ∧R0∧Rω∧Ra∧K −1 0
We now assume that 0 < δ < 1/50. Since x 0 ∈ ∂Ω, there exists a new coordinate system whose variables are still denoted by (x 1 , . . . , x n ) such that in this coordinate system the origin is some interior point of Ω, x 0 = (0, . . . , 0, − δR 2(1−δ) ) and (49) B + R/2 ⊂ B R/2 ∩ Ω ⊂ B R/2 ∩ {x : x n > −3δR}. Note that due to δ ∈ (0, 1/50), we further obtain
We now consider the following equations
Similarly to Proposition 3.5 we have the following estimate.
Proposition 3.9. For any ǫ > 0 there exist δ > 0 and R ǫ > 0 so that if V be a weak solution to the problem (51) with 0 < R < R ǫ , then we have
We have the following estimate. 
wherev is a zero extension of v to Ω R .
Proof. We will show that there exists v solving (52) satisfying
and (58)
Once these estimates are proved, the desired estimates in the proposition follows immediately from the fact that B R/8 (x 0 ) ⊂ B R/4 . Note that by using a suitable rescaling maps, it suffice to prove (57) and (58) with R = 8 and λ = 1. We first prove that there exists v solving (52) with
To do this, observe that if V solves (51) (with R = 8), then it also solves
We now proceed as in [12, 13] . Assume, in the contrary, that there exist ǫ > 0 and the sequences {Ω and
, where Note that
As a consequence, there exists
Moreover, it is not difficult to see that h 0 = 0 on T 4 . So, by a straightforward manipulation, we infer that h 0 is a weak solution to the problem
This is a contradiction to (64) by taking v = V 0 and letting k → ∞. Therefore, this proves (59) and (60). We now turn to prove (55) and (56).
Since v is a weak solution to (52) (with R = 8), the Hölder regularity result implies that
which implies (55).
We now take care of (56). To do this, we set
). We now have the following lemma whose proof will be given after the proof of this proposition.
Lemma 3.11. Letv be a zero extension of v to B 4 . Thenv solves the following equation
(Ω 4 ), since h andv are weak solutions to (47) and (66), we have Hence,
We consider two cases. Case 1: p 2 ≥ 2. Inserting ϕ = (V −v)φ p2 into the above equation, then using (27) we have
For the term I 1 , note that from (26) we have
By Young's and Hölder's inequalities, we infer that
. If 2 ≤ p 2 < n, then using Hölder's inequality, Sobolev inequality, (54) and (60) we have
If p ≥ n, similarly, we have
Let us estimate the term I 2 . We have
This along with (55) yields
The Hölder's inequality and (54) imply that
Moreover, arguing similarly to (68) and (69) we have
|V |dx ≤ C.
Finally, by using (26) it can be verified that
Inserting the estimates I 1 , I 2 and I 3 into (67), we obtain
Taking τ < 1 we get
which deduces (56).
Case 2: 2 − 1/n < p 2 < 2. By the standard argument as (32), we also obtain, for τ > 0,
At this stage, repeating the argument above we can prove
This along with (54) yields,
By taking τ sufficiently small, we obtain
which implies (56).
We now give the proof of Lemma 3.11.
Proof of Lemma 3.11: We use some ideas in [38] . For the sake of simplicity we denoteb 
This implies that
Letting ǫ → 0 and using the integration by part, we obtain . . .
This completes the proof.
We have the following corollary. 
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, then there exists
Proof. Let w, h, V, v be solutions of the problems as above. For the sake of simplicity we still denote by v the zero extension of v to B R/8 (x 0 ). It is clear that
where in the second inequality we used Propositions 3.8 and 3.10, and in the last inequality we used (70) and (71).
On the other hand, arguing similarly to the proof of (36), we obtain
, which along with Proposition 3.6, (70) and (71) yields
At this stage the desired estimates follow directly Proposition 3.10.
Weighted regularity estimates
We fix w ∈ A ∞ , 0 < σ 0 < min
n−1 , n and x 0 ∈ Ω. We set a 0 = 
where R ǫ is a constant determined as in Proposition 3.5 and Corollary 3.12, and R ν is a constant satisfying (76) ν(r) log 1 r ≤ 1 2 and ν(80r) < min{γ 3 σ 0 , γ 3 (γ 1 − 1)}, for all r < R ν .
q(x).
We now define
The following result is taken from [35] which can be seen as an extension of a variant Vitali covering lemma in [15] to the weighted case.
are measurable and satisfy the following conditions: (a) w(E) < ǫ 0 Ω R ; (b) for any ball B ρ (y) with ρ ∈ (0, R) and y ∈ E, if w(E ∩ B ρ (y)) ≥ ǫ 0 w(B ρ (y)) then Ω R ∩ B ρ (y) ⊂ G. Then there exists c = c(n, w) such that w(E) ≤ cǫ 0 w(G).
We now prove the good λ-inequality which plays a key role in the proofs of our main results.
Theorem 4.2. Let w ∈ A ∞ and let u be a weak solution to (1). Then there exists A 0 = A 0 (n, Λ 1 , Λ 2 ) > 1 so that the following holds true. For any R 0 > 0, there exists δ = δ(n, Λ 1 , Λ 2 , ǫ 0 , w) such that if Ω is a (δ, R 0 ) Reifenberg domain and the nonlinearity a satisfies (2), (3) and the small BMO norm condition (8) , then for all λ > 0,
where B is a constant independing on ǫ 0 .
Proof of Theorem 4.2: We set
and
Since the Hardy-Littlewood maximal function M is weak type (1, 1) and
we have
Hence, we have
This together with Lemma 2.5 implies that
We now verify the condition (b) in Lemma 4.1. To do this we argue by contradiction. Indeed, assume that Ω R ∩ B ρ (y 0 ) ∩ G c = ∅ for some y 0 ∈ Ω R and ρ ∈ (0, R). Due to Lemma 2.5, it suffices to prove that
. Hence, we have, for any r > 0,
We now consider two cases:
We just consider the case B 4ρ (y 0 ) ∩ Ω 2R = ∅, since the case B 4ρ (y 0 ) ⊂ Ω 2R can be argued similarly. Since y 0 ∈ Ω R and ρ < R 100 , there exists z 0 ∈ B 4ρ (y 0 ) ∩ ∂ w Ω 2R . Setq
To deal with this case we need the following result whose proof will be given later. 
Applying Corollary 3.12 we can find
Ω5ρ(z0)
for all x ∈ B ρ (y 0 ). Choosing A 0 = max 2c 4 + 1 then we have
Note that the second term on the right hand side of the inequality above is zero due to (82) and A 0 = max{2c 4 + 1}. Theorefor, by the weak type (1, 1) of the Hardy-Littlewood maximal function, we have
where in the last inequality we used (83). This in combination with Lemma 2.5 yields
This gives (78). The proof is complete.
We now prove Lemma 4.3. Moreover, by (20) and (6) we have As a consequence, we obtain (80).
In order to prove (81), we write Since Ω is bounded, there exists a family {Ω R (x i ) : x i ∈ Ω, i = 1, . . . , N } satisfying the following (i) Ω ⊂ N i=1 Ω R (x i ); (ii) there exists C 0 depending on n only so that Proof of Corollary 2.9: Applying (15) in Theorem 2.6 for q and w q taking place of q(x) and w, respectively, we obtain (17) .
The inequality (18) follows from (17) and the fact that 
