Consider the following total order: order the vertices by repeatedly removing a vertex of minimum degree in the subgraph of vertices not yet chosen and placing it after all the remaining vertices but before all the vertices already removed. For which graphs the greedy algorithm on this order gives an optimum vertex-colouring? Markossian, Gasparian and Reed introduced the class of -perfect graphs. These graphs admit such a greedy vertex-colouring algorithm. The recognition of -perfect graphs is open. We de ne a subclass of -perfect graphs by considering the class of graphs with no even hole, no short-chorded cycle on six vertices and no diamond. In particular, we make use of the following properties: no minimal -imperfect graph contains a simplicial vertex, a minimal -imperfect which is not an even hole contains no vertex of degree 2.
Introduction
Let G = (V (G); E(G)) be a graph without loops or multiple edges. We denote the chromatic number of G by (G) . We let G be the minimum degree of a vertex in G. Consider the following total order on V (G): order the vertices by repeatedly removing a vertex of minimum degree in the subgraph of vertices not yet chosen and placing it after all the remaining vertices but before all the vertices already removed. Colouring greedily on this order gives the upper bound:
where (G) = maxf G 0 + 1 : G 0 is an induced subgraph of Gg. Markossian, Gasparian and Reed 3] call a graph G, -perfect if, for each induced subgraph H of G, (H) = (H). Thus, by de nition, -perfect graphs admit a greedy vertex-colouring algorithm.
A short-chorded cycle has precisely one chord and this chord forms a triangle with two edges of the cycle. A diamond is a short-chorded cycle with 4 vertices. Markossian, Gasparian and Reed showed that graphs with no even hole and no short-chorded even cycle are -perfect. They gave a recognition algorithm for the class of -perfect graphs obtained by forbidding even holes and even cycles with exactly one chord. Markossian, Gasparian and Reed showed examples of graphs that are -imperfect and yet contain no even hole. It would be of interest to determine the complexity of deciding if a given graph is -perfect. This problem is known to be in co-NP.
One way of de ning classes of -perfect graphs is to consider properties of minimal -imperfect graphs.
A vertex is simplicial if its neighborhood set induces a clique (note, we also consider simplicial a vertex of degree 0). A simplicial extreme is a vertex that is either simplicial or of degree 2. Markossian, Gasparian and Reed proved that a minimal -imperfect graph which is not an even hole contains no simplicial extreme. Then they proved that graphs with no even hole and no short-chorded even cycle always contain a simplicial extreme.
In this paper we de ne a new class of -perfect graphs by considering the class of graphs with no even hole, no short-chorded cycle on six vertices and no diamond. We prove the following: Theorem 1.1 If G is a graph that contains no even hole, no diamond and no short-chorded cycle on six vertices, then G is -perfect.
We prove that graphs that contains no even hole, no diamond and no short-chorded cycle on six vertices always contain a simplicial extreme. To decide whether a graph admits an even hole was recently established to be in P 1] . This fact implies the existence of a polynomial-time recognition algorithm for the new class of -perfect graphs presented here.
We conjecture that the following condition is enough to give a class of -perfect graphs: Conjecture 1.2 If G is a graph that contains no even hole and no diamond, then G is -perfect.
We note that there are examples of -imperfect graphs with no even hole and no short-chorded even cycle on at least six vertices.
Preliminaries
A hole is a chordless cycle of length greater than 3. An n-hole is a hole of length n. A graph is triangulated if it does not contain a hole. Theorem 2.1 (Dirac 2] ) Every triangulated graph that is not a clique contains at least two nonadjacent simplicial vertices.
We shall prove the following: Theorem 2.2 If G is a graph that contains no even hole, no diamond and no short-chorded cycle on six vertices, then G contains a simplicial extreme.
The following argument shows that Theorem 2.2 implies Theorem 1.1:
Proof: Let G be a graph that contains no even hole, no diamond and no short-chorded cycle on six vertices. It is enough to show that, for every induced subgraph G 0 of G, (G 0 For graphs G and H, we say that G contains H, if H appears in G as an induced subgraph. For a vertex x of G, by N(x) we denote the set of neighbors of x in G. For S V (G) , we denote by G n S the subgraph of G induced by the node set V (G) n S. In a connected graph G, S is a cutset if G n S is disconnected. S is a k-star if it is comprised of a clique C of size k and a subset of its neighbors. We refer to C as the center of a k-star. A 3-path con guration between distinct nodes x and y, denoted by 3P C(x; y), is a graph induced by three chordless paths from x to y, having no common or adjacent intermediate nodes. Note that this implies that x and y are not adjacent. When it is not necessary to specify nodes x and y, we refer to this kind of a 3-path con guration as 3P C( ; ).
A 3-path con guration between distinct triangles x 1 x 2 x 3 and y 1 y 2 y 3 , denoted by 3P C(x 1 x 2 x 3 ; y 1 y 2 y 3 ), is a graph induced by three chordless paths, P 1 = x 1 ; : : : ; y 1 , P 2 = x 2 ; : : : ; y 2 and P 3 = x 3 ; : : : ; y 3 , having no common nodes and such that the only adjacencies between the three paths are the edges of the two triangles. When it is not necessary to specify the nodes of the two triangles, we refer to this kind of a 3-path con guration as 3P C(4; 4).
It is easy to see that graphs that do not contain an even hole cannot contain an even wheel, a 3P C( ; ) nor a 3P C(4; 4). This fact will be used throughout the paper.
A bug is a 3-wheel with exactly two long sectors. In 1] the following decomposition theorem is shown. Theorem 2.3 ( 1] ) Let G be a graph that contains a bug (H; x), with x 1 , x 2 and y being the neighbors of x in H such that x 1 x 2 is an edge. If G does not contain an even hole, then N(x) N(y) n fx 1 g (resp. N(x) N(y) n fx 2 g) is a double star cutset separating the nodes of H. Lemma 2.4 Let uv be an edge of G, N uv = N(u) \ N(v), N u = N(u) n (N uv fvg) and N v = N(v) n (N uv fug). If G contains no even hole and no diamond, then the nodes of N uv induce a clique, the nodes of N u (resp. N v ) induce a collection of cliques and no node of N u (resp. N v ) sees N uv N v (resp. N uv N u ).
Proof: If x; y 2 N uv are not adjacent then the node set C = fu; v; x; yg induces a diamond. If x 2 N uv sees y 2 N u N v , then C induces a diamond. If x 2 N u sees y 2 N v , then C induces a 4-hole. The graph induced by the nodes of N u cannot contain a chordless path P of length 2, since otherwise the node set V (P ) fug induces a diamond. Hence the nodes of N u (resp. N v ) induce a collection of cliques. Lemma 2.5 Let G be a graph whose nodes are partitioned into sets C and F, such that either C = fug N(u) (i. e. C is a full star) or C = N(u) N(v) where uv is an edge (i.e. C is a full double star). If G is triangulated and does not contain a diamond, then a vertex of F is a simplicial vertex of G. Proof: We may assume w.l.o.g. that F is connected. We also may assume that F sees C, since otherwise we are done by Theorem 2.1. Let s be a node of C that sees F. Note that s 2 C n fu; vg.
No other node of C sees F, since otherwise there is a hole or a diamond. S i and no node of W S n S i ; (6) F sees S i and S i+1 and no node of (W S) n (S i S i+1 (1), (5) or (6) Lemma 3.5 Let F be a connected component of G n (H W S) that satis es (4) of Lemma 3.3. Then C = W i fi; i+1g S j S j+1 W j fj; j+1g is a cutset such that GnC contains at least three connected components containing respectively F, H 1 = i + 2; : : : ; j ? 1 and H 2 = j + 2; : : : ; i ? 1.
Proof: Since F satis es (4) of Lemma 3.3, F is contained in a component of G n C that does not contain any node of H. We now show that H 1 and H 2 are contained in di erent components of G n C. Suppose not and let P = x 1 ; : : : ; x n be a chordless path in G n C such that x 1 sees H 1 , x n sees H 2 and no intermediate node of P sees H 1 H 2 .
Since H is clean, n 2 and x 1 and x n are of type W or S. By construction of P, j and j + 1 cannot be adjacent to an intermediate node of P. Let w be a node of W i that has a neighbor in F and let s 1 (resp. s 2 ) be a node of S j (resp. S j+1 ) that has a neighbor in F.
First we make a few observations. If x 1 is adjacent to j, then x 1 is of type W and by Lemma 3.2, x 1 is not adjacent to s 1 . Similarly, if x n is adjacent to j + 1, then x n is not adjacent to s 2 . Also, if x 1 (resp. x n ) is of type S, then it is not adjacent to s 1 nor s 2 .
Claim 1: Nodes s 1 and s 2 do not have a neighbor in P.
Proof of Claim 1: First suppose that both s 1 and s 2 have a neighbor in P and let P 0 be a subpath of P such that s 1 ; P 0 ; s 2 is a chordless path. Then paths s 1 ; P 0 ; s 2 ; s 1 ; j; j + 1; s 2 and P F s 1 s 2 induce a 3P C(s 1 ; s 2 ). Now suppose w.l.o.g. that s 1 has a neighbor in P and s 2 does not. Then there is a 3P C(s 1 ; j + 1) with two of the paths being P F s 1 s 2 ; j + 1 and s 1 ; j; j + 1 and the third path passing through x k ; : : : ; x n where x k is the node of P with the largest index adjacent to s 1 . This completes the proof of Claim 1.
Claim 2: Nodes i and i + 1 are not adjacent to an intermediate node of P.
Proof of Claim 2: W.l.o.g. Suppose that i + 1 is adjacent to an intermediate node of P. Let x k be the node of P with highest index adjacent to i + 1. Note that k > 1. If w is not adjacent to a node of x k ; : : : ; x n then there is a 3P C(i+1; j+1) in which two of the paths are i+1; P F ws 2 ; j+1 and i + 1; H 1 ; j; j + 1 and the third path passes through x k ; : : : ; x n . Otherwise, there is a 3P C(w; j + 1) in which two of the paths are P F ws 2 ; j + 1 and w; i + 1; H 1 ; j; j + 1 and the third path passes through x l ; : : : ; x n (where x l is the node of P with highest index adjacent to w). This completes the proof of Claim 2.
Nodes x 1 and x n cannot both be of type S, since otherwise the node set V (P ) V (H) induces a 3P C( ; ). Nodes x 1 and x n cannot both be of type W, since otherwise V (P ) V (H) induces a 3P C(4; 4). W.l.o.g. assume that x 1 is of type S and x n of type W. Note that by Lemma 3.2, x 1 is not adjacent to s 1 nor s 2 .
Claim 3: Node w is not adjacent to a node of P.
Proof of Claim 3: Suppose it is and let x k be the node of P with highest index adjacent to w. If k = 1, then there is a 3P C(x 1 ; j + 1) with one path being x 1 ; P F ws 2 ; j + 1 and the other two paths using the nodes of P and some of the nodes of H. Otherwise, the node set V (H) fw; x k ; : : : ; x n g induces either a 3P C(4; 4) (if x n is not adjacent to i) or a 4-wheel with center i (if x n is adjacent to i). This completes the proof of Claim 3. Now, by Claims 1, 2 and 3, the node set V (P ) V (P F ws 2 ) V (H) n fk + 1; : : : ; jg (where k is the neighbor of x 1 in H) induces either a 3P C(4; 4) (if x n is not adjacent to i) or a 4-wheel with center i (if x n is adjacent to i). Lemma 3.6 Let H be a clean hole and let P be a shortest path from W i to S j in G n (H W S n (W i S j )). Suppose that j 6 = i; i+1. Let H 0 be the hole induced by the node set V (P ) fj; j+1; : : : ; ig. If H 0 is not clean, then there is a bug (H 0 ; a), with vertex a 2 S W, and a sees H 0 n P. Proof: Suppose H 0 is not clean and let a be a node of G n H 0 that has a neighbor in H 0 but is not of type W or S w.r.t. H 0 . If a has precisely two neighbors in H 0 then the node set V (H 0 ) fag induces a 3P C( ; ). Hence a sees at least three nodes of H 0 . Because H is clean, vertex a sees at most two vertices of H and in case a does see two vertices of H, these nodes are adjacent.
Let P = x 1 ; : : : ; x n , where x 1 = v, is the endnode of P in W i and x n = u is the endnode of P in S j . Note that either P has length one, i.e., v is adjacent to u, or P is a P F we are assuming that no vertex of W i sees a vertex of S j . Now because a has to see at least three vertices of H 0 , a has to see F. Since we are assuming no diamond, this contradicts the minimality of P.
Hence we may assume a 2 S k , k 6 = j. By Lemma 3.2, vertex a does not see u. So vertex a has to see at least two nodes in P and so a sees component F. By Lemma 3.3, k = j ? 1 or j + 1. Now suppose that a does not see two nonadjacent nodes in P. Thus a sees precisely one edge of P, a has to see H 0 n P, a 2 S j+1 and we have a bug (H 0 ; a).
Otherwise, a sees two nonadjacent vertices of P. Let x r , x s be neighbors of a in P with lowest and highest index respectively. If k 6 = i; i + 1, then there is a 3P C(a; j), induced by the node set fa; x 1 ; : : : ; x r ; x s ; : : : ; x n g and a subset of V (H). Otherwise, k = i or i + 1, and we let H 00 be the hole induced by the node set of P fi + 1; : : : ; jg. If a has at least three neighbors in P, both (H 0 ; a) and (H 00 ; a) are wheels, so one of the two must be an even wheel. The remaining case is that x r and x s are the only neighbors of a in P. Since a has at least 3 neighbors in H 0 , k = i. But then, since x r x s is not an edge, the node set V (H 00 ) fag induces a 3P C(x r ; x s ). Lemma 3.7 Let H be a clean hole and F a component of Gn(H W S). Suppose that there does not exist a clean hole H 0 such that for a component F 0 of G n(H 0 W 0 S 0 ), F F 0 . If F satis es (3) of Lemma 3.3 then either C = W i S j fi; i+1; jg is a cutset such that F, H 1 = i+2; : : : ; j ?1 and H 2 = j +1; : : : ; i?1 are contained in di erent components of GnC or there exists a full double star cutset C 0 such that F is contained in one of the components of G n C 0 .
Proof: Suppose that there is no full double star cutset satisfying the lemma. Since F satis es (3) of Lemma 3.3, F is contained in a component of G nC that does not contain any node of H. Suppose that H 1 and H 2 are contained in the same component of G n C. Let P = x 1 ; : : : ; x n be a shortest path in G n C such that x 1 sees H 1 , x n sees H 2 and no intermediate node of P sees H 1 H 2 . Since H is clean, n 2. By de nition of P, j is not adjacent to an intermediate node of P. Let w (resp. s) be a node of W i (resp. S j ) that has a neighbor in F. If i or i + 1 has a neighbor in the interior of P, then there exists a subpath P 0 of P such that one endnode of P 0 is adjacent to s, the other to i or i + 1 (but not both), no intermediate node of P 0 has a neighbor in fi; i + 1; sg and the endnodes of P 0 do not have a neighbor in H. So the node set V (H) V (P 0 ) fsg induces either a 3P C(i; j) (if i has a neighbor in P 0 ) or a 3P C(i + 1; j) (if i + 1 has a neighbor in P 0 ). Hence neither i nor i + 1 has a neighbor in the interior of P.
Nodes x 1 and x n are of di erent types w.r. is the unique neighbor of s in P then there is a 3P C(x 1 ; j) induced by V (P ) fsg and a subset of V (H). So s is adjacent to x n . By Lemma 3.2, x n is of type W and it is adjacent to neither j nor w. Suppose i has a neighbor in the interior of P. Let x k be the neighbor of i in P with the lowest index. Note k < n. Then there is a 3P C(x 1 ; j) with two of the paths being x 1 ; s; j and x 1 ; : : : ; x k ; i; H 2 ; j, and the third path passing through a portion of H 1 . Hence i does not have a neighbor in the interior of P, and similarly neither does i + 1. But then the node set V (H) V (P ) induces a 3P C(4; 4). This completes the proof of Claim 1.
Proof of Claim 2: W.l.o.g. suppose that i + 1 has a neighbor in the interior of P. Let x k be the node of P with highest index adjacent to i + 1. If w does not have a neighbor in x k ; : : : ; x n then there is a 3P C(i + 1; j) in which two of the paths are i + 1; H 1 ; j and i + 1; P F ws ; j and the third path passes through x k ; : : : ; x n . If w does have a neighbor in x k ; : : : ; x n then there is a 3P C(w; j) in which two of the paths are w; i+1; H 1 ; j and P F ws ; j and the third path passes through x l ; : : : ; x n (where x l is the node of P with highest index adjacent to w). This completes the proof of Claim 2.
Nodes x 1 and x n cannot be of the same type w.r. Claim 3: Node w does not have a neighbor in P. (i. e. If a node of W i has a neighbor in F then it does not have a neighbor in P.) Proof of Claim 3: Suppose not and let x k be the node of P with highest index adjacent to w. If k = 1, then there is a 3P C(x 1 ; j) using nodes of P, P F ws and some nodes of H. (N(x) N(y)), and otherwise a node of F 0 is a simplicial extreme of G that is in G n (N(x) N(y)).
So we may assume now that G contains no 5-hole. Throughout the proof of this theorem, when we say that C is a cutset of G, we denote by (N(x) N(y) ). Since C is a clique, one of these simplicial extremes, say a, is in C 1 and hence is a simplicial extreme of G. Since G 2 is triangulated and C is a clique, by Theorem 2.1, there exists a simplicial vertex b of G 2 in C 2 . Since b is in C 2 , it is also a simplicial vertex of G. So, a and b are nonadjacent simplicial extremes of G that are in G n (N(x) N(y)), hence (1) holds.
Case 2: x 2 C, y = 2 C W.l.o.g. assume that y 2 C 1 . First suppose that one of the graphs G 2 ; : : : ; G m is not triangulated, say G 2 is not. Let u be a node of C that has a neighbor v in C 2 (if x has a neighbor in C 2 , let u = x). Since the theorem holds for G 2 , there exist two nonadjacent simplicial extremes of G 2 , say a and b, that are in G 2 n (N(u) N(v) ). Since C is a clique, a; b 2 C 2 and hence they are simplicial extremes of G, so (1) (N(x) N(y) ). Since C is a clique, a; b 2 C 1 , so they are also simplicial extremes of G and hence (1) Since C is a clique, a and b are in C 1 and hence are simplicial extremes of G, so (1) holds.
This completes the proof of Claim 1.
Let xy be an edge of G. We obtain a contradiction by showing that (*) there exist two nonadjacent simplicial extremes of G that are in G n (N(x) N(y) ). Claim 4: If C is a cutset of G such that C is comprised of two node disjoint sets C 0 and C 00 , where C 0 is a maximal clique of G and C 00 is a star or a double star whose center does not see any node of G n C, then every component of G n C contains a node that is a simplicial extreme of G.
Proof of Claim 4: By symmetry it is enough to show that C 1 contains a node that is a simplicial extreme of G 1 (note that such a node is also a simplicial extreme of G). If G 1 is triangulated, the result follows from Lemma 2.6. So assume that G 1 is not triangulated. If C 00 is a double star let uv be the center of C 00 and if C 00 is a star let u be the center of C 00 and v a neighbor of u. Since the theorem holds for G 1 (1), (5) or (6) (2), (3) or (4) of Lemma 3.3. If F satis es (2) then let C = W i S i+1 S i+2 S i+3 fi; i + 1; i + 2; i + 3g and otherwise let C = W i S j S j+1 fi; j; j + 1g. The node set C is a cutset of G such that F is one of the connected components of G n C, so the result follows from Claim 4. This completes the proof of Claim 5. Case 1: F satis es (1), (2), (5) or (6) of Lemma 3.3. Then by Lemma 3.4, there exists a full double star cutset C such that F is contained in G n C, which contradicts our assumption.
Case 2: F satis es (3) of Lemma 3.3.
Let P 1 = i + 1; : : : ; j and P 2 = j; : : : ; i. Since G does not contain a 5-hole, not both P 1 and P 2 can be of length 2. So C = W i N(j) fi; i + 1; jg is a cutset such that F is contained in G n C, w.l.o.g. F = C 1 . If G n C contains at least three connected components, then by Claim 4, C 2 and C 3 both contain a simplicial extreme of G, so (*) holds. So assume that G n C contains only two components. P 1 and P 2 cannot both be of length greater than 2, since otherwise, by Lemma 3.7, GnC contains at least three components. W.l.o.g. assume that P 1 is of length 2. By Claim 4, some a 2 C 2 is a simplicial extreme of G. If Case 3: F satis es (4) of Lemma 3.3.
Let P 1 = i + 1; : : : ; j and P 2 = j + 1; : : : ; i. P 1 and P 2 cannot both be of length 2, since otherwise H is a 6-hole. So C = W i fi; i + 1g N(j) N(j + 1) is a cutset such that F is contained in G n C, say F = C 1 . If G n C contains at least three components, then by Claim 4, C 2 and C 3 both contain a simplicial extreme of G, so (*) holds. So assume that G n C contains only two components. P 1 and P 2 cannot both be of length greater than 2, since otherwise, by Lemma 3.5, G n C contains at least three components. W.l.o.g. assume that P 1 is of length 2. By Claim 4, some a 2 C 2 is a simplicial extreme of G. If i + 2 is of degree 2, then i + 2 and a are two nonadjacent simplicial extremes of G, so (*) holds. So assume that i + 2 is not of degree 2. Then W i+1 S i+2 W i+2 6 = ;. But W i+1 S i+2 = ;, since otherwise, by Lemma 3.5, G n C contains at least three components. Hence W i+2 6 = ;. Claim 8.0: There does not exist a hole H 0 which contains no node of N(x) N(y) and such that H 0 consists of a shortest path from W i to S j , with j 6 = i; i + 1, in G n((H W S) n(W i S j )) and the node set fj; j + 1; : : : ; ig. Proof of Claim 8.2 Suppose that (i) and (ii) do not hold. Let H 0 = u; 5; : : : ; n; v; u. First assume that v does not have a neighbor in S n . Then by Claim 6, v sees w 2 W n (W n?1 W n fug). Node w is not in W 1 W 2 W 3 , since otherwise there is a 4-hole, 5-hole or 6-hole. But then (H 0 ; w) is a bug (since G does not contain a 4-hole and G does not contain a diamond), which contradicts our assumption. Now assume that v has a neighbor v 0 2 S n . Suppose v 0 does not see G n (H W S).
By Claim 6, v 0 has a neighbor w 2 W i , i 6 = n ? 1; n. As above i 6 = 1; 2; 3. Also v does not see w, since otherwise the node set fn; v; v 0 ; wg induces a diamond. Hence the node set V (H 0 ) fv 0 ; wg induces a 3P C(4; 4). This completes the proof of Claim 8. This completes the proof of Claim 9.1.
H 0 . By Claim 10.1, y 1 is not adjacent to i. Hence the node set V (H 0 ) fy; 2; : : : ; i ? 1g induces a 3P C(y 1 ; i).
Now to prove the claim suppose that there exist components F and F 0 of G n (H W S) such that F (resp. F 0 ) sees y and S i (resp. S j ), i; j 6 = 1; 2 and i 6 = j. W.l.o.g. i < j. By the rst observation i; j 6 = n. By the second observation S i (resp. S j ) does not see F 0 (resp F). In particular F 6 = F 0 . Let s i (resp. s j ) be a node of S i (resp. S j ) that has a neighbor in F (resp. 4 . Let G 0 be the subgraph of G induced by the node set F W 1 S 2 S 3 fx; 2; 3g. Since the theorem holds for G 0 and G 0 is not triangulated, there exist two nonadjacent simplicial extremes of G 0 , say a and b, that are in G 0 n (N(2) N(y)). If a or b is in F we are done, so assume that a; b 2 S 3 .
As in the proof of Case 3 of Claim 10.3, there is a component F 0 (resp. F 00 ) of G n (H W S)
that sees a (resp. b) and y. By Claim 10.6, a (resp. b) does not see F 00 (resp. F 0 ). Hence the node set V (P F 0 ya ) V (P F 00 yb ) f2; 3g induces a 3P C(y; 3) . This completes the proof of Claim 10.7. Claim 10.8: If (i) and (ii) of Claim 10.4 do not hold, then there is a component F of Gn(H W S) that sees S n?1 and y and contains a simplicial extreme of G that is in G n (N(x) N(y)).
Proof of Claim 10.8: Suppose that (i) and (ii) of Claim 10.4 do not hold. Then there is a component F of G n (H W S) that sees S n?1 and y. By Lemma 3.3, F does not see (W S) n (W 1 S n S n?1 S n?2 ). By Claim 10.5, F does not see S n S n?2 . Let G 0 be the subgraph of G induced by the node set F W 1 S n?1 f1; 2; n ? 1; ng. Since the theorem hold for G 0 and G 0 is not triangulated, there exist two nonadjacent simplicial extremes of G 0 , say a and b, that are in G 0 n (N(x) N(y)). If a or b is in F we are done, so assume that a; b 2 S n?1 .
As in the proof of Case 3 of Claim 10.4, there is a component F 0 (resp. F 00 ) of G n (H W S)
that sees a (resp. b) and y. By Claim 10.6, a (resp. b) does not see F 00 (resp. F 0 ). Hence the node set V (P F 0 ya ) V (P F 00 yb ) f1; n; n ? 1g induces a 3P C(y; n ? 1). This completes the proof of Claim 10.8.
