non-trivial since either of its parts can be answered only after the other one has been answered, i.e. its solution is implicit. We observe in particular:
(a) Since it is possible that m> n it cannot be solved through the usual counting of equations. In order to avoid further complications we assume: (b) That there are constant returns (to scale); (c) That the natural factors of production, including labour, can be expanded in unlimited quantities. The essential phenomenon that we wish to grasp is this: goods are produced from each other (see equation (7) below) and we want to determine (i) which processes will be used; (ii) what the relative velocity will be with which the total quantity of goods increases ; (iii) what prices will obtain; (iv) what the rate of interest will be. In order to isolate this phenomenon completely we assume furthermore:
(d) Consumption of goods takes place only through the processes of production which include necessities of life consumed by workers and employees. In other words we assume that all income in excess of necessities of life will be reinvested.
It is obvious to what kind of theoretical models the above assumptions correspond.
2. In each process Pi (i= i, . . ., m) quantities aij (expressed in some units) are used up, and quantities bij are produced, of the respective goods Gj (j = I, . . ., n).
The process can be symbolised in the following way: It is to be noted: (e) Capital goods are to be inserted on both sides of (i); wear and tear of capital goods are to be described by introducing different stages of wear as different goods, using a separate Pi for each of these.
(f) Each process to be of unit time duration. Processes of longer duration to be broken down into single processes of unit duration introducing if necessary intermediate products as additional goods.
(g) (I) can describe the special case where good Gj can be produced only jointly with certain others, viz. its permanent joint products.
In the actual economy, these processes Pi, i = i, . . ., m, will be used with certain intensities xi, i = i, . . ., m. That means that for the total production the quantities of equations (I) must be multiplied by xi. We write symbolically: The meaning of (7), (7') is: it is impossible to consume more of a good Gj in the total process (2) than is being produced. If, however, less is consumed, i.e. if there is excess production of Gj, Gj becomes a free good and its price yj = o.
The meaning of (8), (8') is: in equilibrium no profit can be made on any process Pi (or else prices or the rate of interest would rise-it is clear how this abstraction is to be understood). If there is a loss, however, i.e. if Pi is unprofitable, then Pi will not be used and its intensity xi = o.
The quantities aij, bij are to be taken as given, whereas the xi, yj, a, ft are unknown. There are, then, m + n + 2 unknowns, but since in the case of xi, yj only the ratios xl: . . . Xm, Y : . .: yn are essential, they are reduced to m + n. Against this, there are m + n conditions (7) + (7') and (8) + (8'). As these, however, are not equations, but rather complicated inequalities, the fact that the number of conditions is equal to the number of unknowns does not constitute a guarantee that the system can be solved.
The dual symmetry of equations (3), (5), (7), (7') of the variables xi, a and of the concept " unused process " on the one hand, and of equations (4), (6), (8), )8') of the variables yj, Pf and of the concept " free good " on the other hand seems remarkable.
Our task is to solve (3)-(8')
. We shall proceed to show: Solutions of (3) We shall even find that a and P. can be directly characterised in a simple manner (see paragraphs 10 and ii).
To simplify our considerations we shall assume that always: 
(aij, bij are clearly always > o). Since the aij, bij may be arbitrarily small this restriction is not very far-reaching, although it must be imposed in order to assure uniqueness of a, f as otherwise W might break up into disconnected parts.
Consider now a hypothetical solution xi, a, yj, ft of (3)-(8'). If we had in (7) always <, then we should have always yj = o (because of (7')) in contradiction to (6).
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If we had in (8) always > we should have always xi = o (because of (8')) in contradiction to (5). Therefore, in (7) < always applies, but = at least once; in (8) 2 always applies, but = at least once. Therefore the xi, yj determine uniquely a, ,f. (The right-hand side of (xo), (II) can never assume the meaningless form -because of (3)-(6) and (9)). We can therefore state (7) + (7') and (8) In order to solve' we make use of the simpler formulation (7*), (8*) and combine these with (3), (4), (5*), (6*) expressing the fact that X = (xl, . . ., xm) is in S and Y = (Y, * t ., yn) in T.
7. We shall prove a slightly more general lemma: Let Rm be the n-dimensional 
. (i5)
We derive now a number of properties of Ye (X) (valid for all e > o): (i) Ye (X) is in T°. Proof: Y° (X') is in Q (X') and therefore in T°, and since Ye (X) is a centre of gravity of points Y° (X') and T° is convex, Y6 (X) also is in T°.
(ii) Ye (X) is a continuous function of X (for the whole range of S°). Proof: it is sufficient to prove this for each yje (X). Now we (X, X') is a continuous function of X, X' throughout; -J we (X, X') dX' is always > o, and all yj0 (X) are bounded (being and in consequence we have always YEV (Xv) at a distance from Q (X*).
Q(X*) being convex, the set of all points with a distance < -from (Q(X*) is also convex. Since Y6v (Xv) does not belong to this set, and since it is a centre of gravity of points Y° (X') with distance (Xv, X') < ev (because for distance (Xv, X') >Ev, w^ (Xv, X') = o according to ( On putting f8 (X) = X8 (Y8 (X)), f8 (X) is a continuous mapping of S° on to a subset of S°. Since S° is a set C, and therefore topologically a simplex1 we can use L. E. J. Brouwer's Fix-point Theorem2; f8 (X) has a fix-point. I.e., there exists a X8 in S° for which X8 =f8 (X8) = X8 (Y8 (X8)). Let Y8 = Y8 (X8), then we have Xa = X8 (Y8). Consequently, the distances of the point (X8, Y8) in Rm+nboth from V and from W are < 8. The distance of V from W is therefore < 28. Since this is valid for every 8 > o, the distance between V and W is = o. Since V, W are closed and bounded, they must have at least one common point. This proves our lemma completely.
IO. We have solved (7*), (8*) of paragraph.4 as well as the equivalent problem (*) of paragraph 5 and the original task of paragraph 3: the solution of (3)-(8'). If the xi, yj (which were called X, Y in paragraphs 7-9) are determined, a, f3 follow from (I3) in (**) of paragraph 5. In particular, a = f.
We have emphasised in paragraph 4 already that there may be several solutions xi, yj (i.e. X, Y); we shall proceed to show that there exists only one value of a (i.e. of ,B). In fact, let Xl, Y1, ac, P and X2, Y2, a2,, P2 be two solutions. From (7**), (8**) and (I3) follows: 
