Abstract-Linear detectors such as zero-forcing (ZF) and minimum mean square error (MMSE) require only a small fraction of computational complexity compared to maximum likelihood (ML) detector. However, linear detections suffer from severe performance degradation. In this paper, we propose a novel detection scheme which obtains the initial symbol detection by MMSE detector and then perform symbol ordering by signalto-interference-and-noise ratio (SINR). The MMSE detected symbols with higher SINR are retained as part of final solution and cancelled from the original received signals. The remaining symbols with lower SINR are detected by K-best algorithm, which selects K best nodes in each layer of the partial tree search. The small value of K is sufficient to achieve good performances, and therefore the extra computational complexity is minimal. Simulation results show the performance superiority of the proposed method compared to the conventional MMSE detection. Moreover, at the similar symbol error rates, the total number of nodes visited in the proposed approach is much smaller than the conventional K-best detection scheme.
I. INTRODUCTION
The increasing demands for high data rate and high quality of service have presented serious challenges to designers of modern wireless communication systems. The major challenges include the restricted spectral efficiency. The multipleinput multiple-output (MIMO) systems which exploit the spatial diversity in the rich scattering multipath environments present significant improvements on the channel capacity without incurring extra spectrum usage [1] . To recover the transmitted signals from channel response and noisy interference, receivers require appropriate signal detection scheme to retrieve information symbols from the received signals. The Maximum likelihood (ML) detection has been proved to achieve the optimal performance while its exponentially growing computational complexity renders implementations impractical. Linear detectors such as zero-forcing (ZF) [2] and minimum mean square error (MMSE) [3] reduce the complexity significantly while suffering from severe performance *Corresponding author: Wei-Ho Chung. Email: whc@citi.sinica.edu.tw. This work was supported in part by National Science Council of Taiwan, under grant number NSC 100-2221-E-001-004, and Industrial Technology Research Institute of Taiwan under MOEA project.
degradations. Many improved detection techniques based on linear equalizations [4] - [8] have been proposed recently. The improved schemes achieve the suboptimal performance with rather low complexity compared to ML detector.
Sphere decoder (SD) significantly simplifies the exhaustive search problem of ML detection while maintaining the optimal performance. There are two kinds of sphere decoding algorithms classified by the metric-sorting strategies: the FinckePohst [9] and the Schnorr-Euchner sphere decoders [10] [11] . Despite the ML performance and the tree-pruning by radius search, the complexity of SD is still probabilistic, which causes unreliable data throughput [12] . The K-best tree search algorithm is another efficient MIMO detection scheme which selects the K best survivor nodes based on the minimum path Euclidean distances at each tree search layer [13] . One of advantages of the K-best algorithm is the fixed computational complexity due to its breadth-first characteristic and this makes its throughput stable; however, the large value of K is needed to achieve the near-ML performance, which results in considerable amounts of nodes to be visited.
In this paper, a low-complexity MIMO detection scheme combining MMSE and K-best algorithm is proposed. The transmitted signal is detected by MMSE equalizer first, and the permutations based on the ordering of signal-to-interferenceand-noise ratios (SINR) are performed on the channel matrix and symbol sequence. Based on the SINR of each symbol, we detect the symbols with high SINR by MMSE detection and those with low SINR by K-best algorithm. Simulation results show that the performances are significantly improved by choosing appropriate symbol candidates (with high SINR) for MMSE detection. Moreover, only very small values of K (1∼2) are required to achieve low symbol error rates in detecting the remaining symbols. This paper is organized as follows. In section II, the system model and conventional detection techniques for MIMO systems are briefly introduced. The proposed approaches including the SINR ordering and hybrid detection by MMSE and K-best algorithms are described in Section III. Simulation results and discussions are presented to validate our proposed 978-1-4244-9268-8/11/$26.00 ©2011 IEEE approaches in section IV. Finally, the conclusion is made in section V.
II. SYSTEM MODEL AND REVIEW OF SIGNAL DETECTION SCHEMES
We consider the MIMO system with N T transmit antennas and N R receive antennas (N T ≤ N R ). The baseband equivalent model for this system can be represented by
where y ∈ C NR denotes the received symbol vector and
T ∈ S NT stands for the transmitted symbol vector in which each entry x i is independently drawn from a complex constellation set S with zero mean and variance σ
NR is independent identically distributed (i.i.d.) additive white Gaussian noise (AWGN) with zero mean and variance N 0 . The channel matrix H ∈ C NR×NT has entries h ij which represent the transfer functions from the j-th transmit antenna to the i-th receive antenna and are all i.i.d. complex Gaussian random variables with zero mean and unit variance. We assumed that the channel matrix is perfectly known to the receiver and the signal-to-noise ratio (SNR) is defined as SNR = E S /N 0 .
Several MIMO detection schemes related to this work are briefly reviewed in the following subsections: the optimal ML detection, the MMSE detection, and the K-best decoding algorithm.
A. ML Detection
Given the system model introduced in (1), ML detection is equivalent to the search for the closest lattice point Hx to the received signal y, i.e.,
where · denotes the L 2 -norm of a vector. ML detection is an optimal detection scheme in terms of error probability; however, ML detection has to search all the |S| NT candidate symbol combinations for the optimal solution, where | · | denotes the cardinality of a set. The exhaustive search requires a considerable amount of computations, which increases exponentially with the number of transmit antennas.
B. MMSE Detection
MMSE detection is a linear equalization-based method which employs the equalization matrix G to minimize the mean square error between the detected signal and the desired signal, i.e., G = arg min
For the MIMO system model described in (1), the equalization matrix G is given by [14] 
where (·) −1 and (·) H denote inverse and hermitian transpose of a matrix, respectively, and I NR is an N R × N R identity matrix. Multiplying the received symbol vector y by the equalization matrix G, the equalized symbol vectorx MMSE is given bŷ
and the MMSE detected symbol vector is obtained by quantizing (slicing) each entry of the equalized symbol vector to the closest constellation point, i.e.,x MMSE = Q(x MMSE ), where Q(·) denotes the quantization operation
C. K-Best Decoding Algorithm
The K-best decoding algorithm utilizes the tree structure in the MIMO problem; hence it has to perform the QR decomposition on the channel matrix H as
where R is an N T × N T upper triangular matrix, 0 is an
unitary matrices, respectively. Applying (6) to the path metric ||y −Hx|| 2 in (1), the closest point problem can be reformulated as arg min
Since R is an upper triangular matrix, the detection order is performed from the bottom of the transmitted symbol vector, i.e., from x NT to x 1 . At each layer, the detector expands every child nodes and chooses K survivor nodes with first K minimum distances in (7). The final solution vector is selected by choosing the survivor with smallest path metric at the last layer.
III. THE PROPOSED DETECTION SCHEME The computational complexity of the equalization-based methods such as ZF and MMSE detections is much lower than other detection schemes involving exhaustive or tree search. The performance of linear detectors, however, is severely degraded due to the loss of diversity advantage relative to the ML detector. To improve the performance of MMSE detection without introducing substantial computational complexity, we propose a new detection scheme that combines MMSE detection with K-best decoding algorithm. Since the SINR of each spatial stream determines the error probability of corresponding symbol, we can distinguish those symbols with higher risk of being erroneous from the others, and solve them by a more accurate detection scheme instead of linear detectors. The K-best decoder is a promising candidate to fulfill this task owing to its flexible decoding ability. By arranging appropriate symbols for MMSE and K-best detectors, the performance can be improved while still maintaining the advantage of low complexity.
A. Partial MMSE Detection and SINR Ordering
From (5), the i-th symbol estimate of the MMSE equalized symbol vectorx MMSE can be factorized aŝ where β i = (GH) ii and ω i is the interference-and-noise term whose variance can be computed by [3] [15]
The SINR of the i-th symbol estimate of MMSE detection is given by
In the proposed method, we first perform MMSE detection on the received signal y and then permute the channel matrix H and the MMSE detected symbol vectorx MMSE by the descending ordering of SINR in (10) 
T , respectively, where the smaller the subscript k is, the higher the SINR of the k-th symboľ x k is. After permutations, we then select the first M spatial streams with higher SINR (x 1 ,x 2 , . . . ,x M ). Owing to their higher SINR, the error probabilities are much lower than other symbols (x M +1 . . .x NT ). As a result, we divide the ordered symbol vectorx into two sub-vectors, denoted aš
T . The detected symbols inx 1 are directly regarded as final solutions for corresponding transmitted symbols, while the remaining sub-vectorx 2 are set to be detected by the subsequent K-best decoder.
The symbol error rate (SER) of the proposed method can be expressed as
where P se1 and P se2 are symbol error probabilities ofx 1 anď x 2 , respectively. To illustrate the effect of SINR ordering and partial MMSE detection of the transmitted signal, the error probability of partial MMSE detection P se1 is simulated for a 4×4 MIMO systems with 4-QAM modulation. Figure 1 shows P se1 of this configuration with and without SINR ordering. By selecting less M , i.e., less high-SINR symbols, to be solved by MMSE detector, P se1 is improved more significantly with SINR ordering. On the other hand, without SINR ordering, the improvement of P se1 is insignificant since SINRs of those M selected symbols are not sufficiently high, and the symbol error rate arising from the MMSE detection achieves only limited reduction.
B. Selection of K
The term P se1 P se2 in (11) is negligible because it is much smaller than P se1 and P se2 . Therefore, the overall SER performance of the proposed detection scheme is mainly determined by the sum of P se1 and P se2 . Given that P se1 is determined by the number of symbols M solved by MMSE detector, there is no need to make P se2 much lower than P se1 since SER is bounded by P se1 , i.e., P se1 + P se2 ∼ = P se1 if P se2 P se2 . In other words, the extremely low P se2 is not advantageous in improving the overall system error rate. Therefore, it is unnecessary to select large value of K for K-best decoder to solve the remaining symbol vectorx 2 . We adjust the value of K to make P se2 slightly lower than P se1 so the computational complexity expensed by K-best decoder can be saved.
As in the previous subsection, we simulate P se2 with M = 2 and 3 for the same system configuration and modulation, as shown in Fig. 2 . For M = 2, we choose 2-best decoder to fulfill the task. Moreover, 1-best decoder is highly suitable for M = 3. Both cases of M use K-best decoder with very small value of K and therefore the additional computational complexities are low. The proposed detection scheme is named as the MMSE-K-best (M ) algorithm. The overall steps of the proposed MMSE-K-best (M ) algorithm are described as follows:
Step 1): Calculate the equalization matrix G,
and
Step 2): MMSE detection -Solve the MMSE detected symbol vectorx MMSE . Step 3): Permute the columns of H andx MMSE by the descending order of SIN R i to beȞ andx, respectively, and dividex asx = [x 1x2 ] T , wherě 
IV. SIMULATION AND DISCUSSIONS
In this section, the performance and the computational complexity of the proposed MIMO signal detection scheme are presented and evaluated by SER and number of nodes visited in the tree search, respectively. The simulation results are compared with the ML detection, MMSE detection, as well as the K-best detection. The simulation setup is based on |S|-QAM transmission over the MIMO systems in block fading channel, where the channel matrix H is generated using i.i. 12×12 MIMO system with 32-QAM modulation. The SNR is defined as SNR = E S /N 0 and SER is the vector symbol error rate, where if at least an error occurs in any symbol, the entire symbol vector is counted as erroneous. In the figures and tables, the abbreviations are defined as follows: (a) ML, MMSE, and K − Best represent the ML, MMSE, and K-best detection, respectively (b) MMSE − K − Best (M ) represent the proposed detection scheme where M symbols are detected by MMSE detection and the remaining symbols are detected by K-best algorithm. The simulation results for the performance of the 4×4, 8×8, and 12×12 MIMO systems are shown in Fig. 3, Fig.  4, and Fig. 5, respectively. In Fig. 3 , the proposed MMSE-1-Best (M = 3) and MMSE-2-Best (M = 2) achieve 6 dB and 10.5 dB gains over the MMSE detection at SER = 10 −2 , respectively. The numbers of visited nodes of three systems considered in this section are shown in Table I . Since MMSE detection does not involve tree search, it has no visited nodes. The numbers of visited nodes of K-best and the proposed MMSE-K-Best (M ) detections are |S|(1 + K(N T − 1)) and |S|(1 + K(N T − M − 1)) where K < |S|, respectively. The proposed MMSE-1-Best (M = 3) and MMSE-2-Best (M = 2) only visit 4 and 12 nodes in the tree search, respectively. By visiting fewer nodes in the tree search, MMSE-2-Best (M = 2) has similar performance as 3-Best detection, which visits 40 nodes in the tree search, as shown in Fig. 3 . The similar simulation results as Fig. 3 can also be observed in Fig. 4 and Fig. 5 .
V. CONCLUSION
A low-complexity MIMO detection scheme combining MMSE detection and K-best decoding algorithm is proposed in this paper. By observing the SINR of transmitted spatial streams, MMSE detection is applied to detect those high-SINR symbols. After cancellation of the effect of MMSE detected symbols, the remaining low-SINR symbols are searched by the K-best algorithm. By choosing appropriate value of K, the proposed scheme avoids unnecessary waste of computational complexity and takes the greatest advantage of the MMSE SINR symbol selection. Simulation results show that the performance of the proposed scheme is improved significantly compared to MMSE detection. Moreover, under the similar SER performance, the proposed scheme searches much fewer nodes in the tree search than the conventional K-best detection.
