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Abstract
A review on the theoretical aspects and the experimental results of polarized deep in-
elastic scattering and of other hard scattering processes is presented. The longitudinally
polarized structure functions are introduced and cross section fromulae are given for the case
of photon as well as W± and Z0 exchange. Results from the SLAC and CERN polariza-
tion experiments are shown and compared with each other as well as their implications for
the integrated g1(x,Q
2) are reviewed. More recent experiments presently underway (like
HERMES at DESY) and future projects (like RHIC at BNL, HERA– ~N and a polarized
HERA collider at DESY) are discussed too. The QCD interpretation and the LO and NLO
Q2–evolution of g1, i.e. of the longitudinally polarized parton densities, is discussed in great
detail, in particular the role of the polarized gluon density, as well as the expectations for
x→ 0. Particular emphasis is placed on the first moment of the polarized structure function
in various factorization schemes, which is related to the axial anomaly, and on its relevance
for understanding the origin of the proton spin. Sum rules (i.e. relations between moments of
the structure functions) are derived and compared with recent experimental results. Various
other phenomenological applications are discussed as well, in particular the parametrizations
of polarized parton densities as obtained from recent data and their evolution in Q2. Fur-
thermore, jet, heavy quark and direct photon production are reviewed as a sensitive probe
of the polarized gluon density, and the physics prospects of the future polarized experiments
at RHIC (~p~p) and a polarized HERA collider (~e~p) are studied. DIS semi–inclusive asymme-
tries and elastic neutrino–proton scattering are reviewed, which will help to disentangle the
various polarized flavor densities in the nucleon. The status of single and double spin asym-
metries, and the observation of handedness in the final state, are discussed as well. Structure
1
functions for higher spin hadrons and nuclei are defined and possible nuclear effects on high
energy spin physics are reviewed. The theoretical concept of spin–dependent parton dis-
tributions and structure functions of the polarized photon is presented and possibilities for
measuring them are briefly discussed. Various nonperturbative approaches to understand
the origin of the proton spin are reviewed, such as the isosinglet UA(1) Goldberger–Treiman
relation, lattice calculations and the chiral soliton model of the nucleon. The physical in-
terpretation and model calculations of the transverse structure function g2 are presented,
as well as recent twist–3 measurements thereof, and the Burkhardt–Cottingham sum rule
is revisited. Finally, the physics of chiral–odd ’transversity’ distributions is described and
experimental possibilities for delineating them are reviewed, which will be important for a
complete understanding of the leading twist–2 sector of the nucleon’s parton structure. In
the Appendix the full 2–loop anomalous dimensions and Altarelli–Parisi splitting functions
governing the Q2–evolution of the structure function g1 are given.
Contents
1 Introduction 3
1.1 Polarization of a Dirac Particle . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 The Polarized Structure Functions 6
2.1 Basics of Pure Photon Exchange . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Quantitative Formulas for Pure Photon Exchange . . . . . . . . . . . . . . . . . 8
2.3 A Look at the Forward Compton Scattering Amplitude . . . . . . . . . . . . . . 11
2.4 Effects of Weak Currents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3 Polarized Deep Inelastic Scattering (PDIS) Experiments 15
3.1 Results from old SLAC Experiments . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2 The CERN Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 The New Generation of SLAC Experiments . . . . . . . . . . . . . . . . . . . . . 24
3.4 Future Polarization Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4 The Structure Function g1 and Polarized Parton Distributions 33
4.1 The Quark Parton Model to Leading Order of QCD . . . . . . . . . . . . . . . . 33
4.2 Higher Order Corrections to g1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3 Operator Product Expansion for g1 . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4 The Behavior of g1(x,Q
2) at Small x . . . . . . . . . . . . . . . . . . . . . . . . . 57
5 The First Moment of g1 62
5.1 The First Moment and the Gluon Contribution . . . . . . . . . . . . . . . . . . . 62
5.2 The First Moment and the Anomaly . . . . . . . . . . . . . . . . . . . . . . . . . 71
2
5.3 Detailed Derivation of the Gluon Contribution . . . . . . . . . . . . . . . . . . . 74
5.4 The Bjorken Sum Rule . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.5 The Drell–Hearn–Gerasimov Sum Rule . . . . . . . . . . . . . . . . . . . . . . . . 85
6 Polarized Parton Densities and Phenomenological Applications 86
6.1 Deep Inelastic Polarized Lepton–Nucleon Scattering . . . . . . . . . . . . . . . . 87
6.2 Heavy Quark Production in Polarized DIS and in Photoproduction . . . . . . . . 105
6.3 Heavy Quark Production in Hadronic Collisions . . . . . . . . . . . . . . . . . . . 112
6.4 High pT Jets in High Energy Lepton Nucleon Collisions . . . . . . . . . . . . . . 115
6.5 Semi–Inclusive Polarization Asymmetries . . . . . . . . . . . . . . . . . . . . . . 119
6.6 Information from Elastic Neutrino–Proton Scattering . . . . . . . . . . . . . . . . 122
6.7 The OPE and QCD Parton Model for g3 and g4+5 . . . . . . . . . . . . . . . . . 125
6.8 Single Spin Asymmetries and Handedness . . . . . . . . . . . . . . . . . . . . . . 128
6.9 Structure Functions in DIS from Polarized Hadrons and Nuclei of Arbitrary Spin 137
6.10 Nuclear Bound State Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.11 Direct Photons and Related Processes in Proton Collisions using Polarized Beams 144
6.12 Spin–dependent Structure Functions and Parton Densities of the Polarized Photon152
7 Nonperturbative Approaches to the Proton Spin 155
8 Transverse Polarization 161
8.1 The Structure Function g2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
8.2 Transverse Chiral–Odd (’Transversity’) Structure Functions . . . . . . . . . . . . 172
9 Appendix: Two–loop Splitting Functions and Anomalous Dimensions 179
1 Introduction
One of the most fundamental properties of elementary particles is their spin because it determines
their symmetry behavior under space-time transformations. The spin degrees of freedom may be
used in high energy experiments to get informations on the fundamental interactions which are
more precise than those obtained with unpolarized beams. For example, the SLC experiment at
SLAC is able to determine sin2θW with a higher precision by using polarized e
+e− beams than
current experiments at LEP with unpolarized beams (for a recent review see, e.g., [475]).
Another aspect of polarization is the question how the spin of non-pointlike objects like the
nucleons is composed of the spins of its constituents, the quarks and gluons . This question can
best be answered in high energy experiments because the quarks and gluons behave as (almost)
free particles at energy/momentum-scales Q >> ΛQCD. It is possible to attribute numbers
3
Figure 1: The basic polarized deep inelastic scattering process
∆Σ and ∆g to the quark and gluon spin content of the nucleons which describe their total
(integrated) contribution to the nucleon spin in the following sense [346, 360, 361]
1
2
=
1
2
∆Σ +∆g + Lz (1.1)
where on the left hand side we have the spin (+12) of a polarized nucleon state and on the
right hand side a decomposition in terms of ∆Σ(Q2),∆g(Q2) and the relative orbital angular
momentum Lz(Q
2) among all the quarks [482] and gluons. Furthermore, ∆Σ = ∆u+∆d+∆s+
∆u¯+ . . . can be further decomposed into the contributions from the various quark species which
will be discussed in more detail in Sections 4, 5 and 6.
Unfortunately, the decomposition (1.1) cannot directly be measured in experiments. Instead
various other combinations of ∆Σ and ∆g appear in experimental observables. The predominant
role in the development of understanding the spin structure of nucleons is played by the deep
inelastic leptoproduction processes ℓN → ℓ′X (Fig. 1) because of their unique simplicity: The
processes are initiated by leptons and are totally inclusive in the hadronic final state. More
than 25 years ago Bjorken [105] and others [303, 228] have anticipated the significance of these
processes for the understanding of the nucleon spin structure. But only recently, experiments
have become precise enough to test some of the theoretical ideas developed so far. Two earlier
experiments at SLAC [36, 91, 92] and CERN [447, 68, 69] were followed by new results from both
laboratories in the recent years. Whether or not there is agreement between the new CERN
and SLAC data will be discussed in detail and commented in the course of this work. The
Hermes experiment which takes place in the DESY–HERA tunnel [185, 207] is expected to have
somewhat smaller errors and will hopefully lead to further insights about the spin structure of
the nucleons.
In Section 2 we summarize all relevant expressions for polarized DIS cross sections and
structure functions for neutral and charged electroweak currents. Previous and recent results of
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longitudinally polarized DIS experiments for gN1 (x,Q
2) are presented and compared with each
other in Section 3. The LO and NLO QCD renormalization group evolution of g1(x,Q
2) and
of longitudinally polarized parton densities δf(x,Q2) are derived in Sect. 4, as well as their
small–x behavior. Section 5 is devoted to the first moment (i.e. total helicities) of longitudinally
polarized parton densities and of g1 in various factorization schemes which is related to the axial
anomaly and its relevance for understanding the origin of the proton spin. Here, the Bjorken and
Drell–Hearn–Gerasimov sum rules are derived and compared with recent experimental results
as well.
Section 6 includes most of the phenomenological aspects relevant for longitudinally polarized
processes. We start in Sect. 6.1 with a brief historical review of ’naive’ parton model expectations
for polarized parton densities; then we turn to recent developments for determining δf(x,Q2) in
LO and NLO from recent data on gp,n1 (x,Q
2) and the implications for their first moments (total
helicities). Here we also discuss briefly the present status of the orbital component Lz = Lq+Lg
in (1.1), such as the Q2–evolution equations for Lq,g(Q
2) and how one might possibly relate them
to measurable observables. In addition, hard processes initiated by doubly (singly) polarized
hadron–hadron collisions such as the production of heavy quarks, of large-pT photons and jets,
of Drell-Yan dimuons etc. will be also suitable to measure the polarized parton distributions
δf(x,Q2), f = q, q¯, g, in particular the gluon distribution δg(x,Q2). Details will be discussed in
the various subsections of Section 6. Furthermore, polarized ep and e+e− collisions can also shed
light on the so far unmeasured polarized parton desities of the photon which are theoretically
formulated and discussed in Sect. 6.12.
Various nonperturbative approaches to understand the origin of the proton spin are presented
in Sect. 7, such as the isosinglet Goldberger–Treiman relation, lattice calculations and the chiral
soliton model of the nucleon. Finally structure functions resulting from transverse polarizations
are dealt with in Sect. 8. In Sect. 8.1 the theoretical concepts and model calculations of the
transverse structure function g2(x,Q
2) are presented as well as recent twist–3 measurements
thereof, and the Burkhardt–Cottingham sum rule is revisited. The physics of the chiral–odd
’transversity’ distributions is described in Sect. 8.2 and experimental possibilities for delineating
them are reviewed. It should be remembered that a complete understanding of the leading
twist–2 parton structure of the nucleon requires, besides the unpolarized and longitudinally
polarized parton densities f(x,Q2) and δf(x,Q2), also the knowledge of the transversity densities
δT q(x,Q
2) which are experimentally entirely unknown so far.
The full 2–loop polarized Altarelli–Parisi splitting functions δP
(1)
ij (x) and their Mellin n–
moments (anomalous dimensions) δP
(1)n
ij , governing the Q
2–evolution of g1(x,Q
2) and δf(x,Q2),
are summarized in the Appendix.
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1.1 Polarization of a Dirac Particle
Let us start with a few basic facts about the polarization of a relativistic spin 12 particle. A free
Dirac particle of four-momentum p and mass m is described by a four component spinor u(p, s)
which satisfies the equation
(p/−m)u(p, s) = 0 (1.2)
where p/ = γµp
µ. The polarization vector s is a pseudovector which fulfils s2 ≡ (s0)2− (~s)2 = −1
and sp = 0. The projection operator onto a state with polarization s is known to be
P (s) =
1
2
(1 + γ5s/) (1.3)
The transformation properties of s are given in Table 1 where we consider two Dirac particles
which move along the z-direction in the lab-frame, one of it with transverse and the other one
with longitudinal polarization. The transverse polarization vector is not changed when going
from the rest frame to the lab–frame, but the longitudinal is. The important point to notice is
that at high energies E >> m the product msL remains finite and converges to p:
msL ∼
E→∞
p. (1.4)
This fact will be used repeatedly in later applications.
transverse polarization longitudinal polarization
rest frame p=(m,0,0,0) sT = (0, 1, 0, 0) sL = (0, 0, 0, 1)
lab frame p = (E, 0, 0,
√
E2 −m2) sT = (0, 1, 0, 0) sL = 1m(
√
E2 −m2, 0, 0, E)
Table 1: A transverse and a longitudinal polarized Dirac particle in their rest and laboratory
frame
2 The Polarized Structure Functions
2.1 Basics of Pure Photon Exchange
Let us first consider Fig. 1 with photon exchange only. We assume that both the incoming lepton
and the incoming nucleon are polarized (polarization vectors sµ and Sµ). We shall see below why
this is important. The procedure for polarized particles is analogous to the case of unpolarized
particles, i.e. the cross section is a product of a leptonic tensor Lµν which is known (cf. Fig. 2)
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and a hadronic tensor W µν which can be expanded into Lorentz covariants whose coefficients
define the structure functions which are to be measured. In unpolarized e(µ)N scattering one
has the well known functions F1 and F2 whereas for polarized particles two additional functions
g1 and g2 arise:
Wµν =
∫
d4xeiqx < PS|Jµ(x)Jν(0)|PS >
= Wµν(sym.) + i
M
Pq
εµνρσq
ρ
[
Sσg1(x,Q
2) + (Sσ − Sq
Pq
P σ)g2(x,Q
2)
]
(2.1)
ǫµνρσ is the totally antisymmetric tensor in 4 dimensions, ǫ0123 = 1, ǫ1023 = −1 etc. and the
polarization vector of the proton is normalized to S2 = −1. Note that there is no analogy
F1,2 ↔ g1,2 because the contribution of g2 to the cross section vanishes in the limit of ultra-
relativistic on-shell quarks (Sσ ∼ P σ) since there are not enough four-vectors available anymore
to form an antisymmetric combination in Eq. (2.1). Furthermore Q2 = −q2 and x = Q22Pq are
the usual (Bjorken) variables of the DIS process. It is not entirely trivial to see that (2.1) is the
most general form of the antisymmetric hadron tensor. One has to make use of the ǫ-identity
gαβεµνρσ = gαµεβνρσ + gανεµβρσ + gαρεµνβσ + gασεµνρβ (2.2)
to get rid of tensors like
[(pµεναβρ − pνεµαβρ)qρ + p · qεµναβ ]Sαpβ. (2.3)
The incoming lepton (Fig. 1) is assumed to be polarized too. Why is that necessary? To see
that let’s have a look at the lepton tensor
Lµν = tr
[
(1 + γ5s/)(k/ +ml)γµ(k/
′ +ml)γν
]
. (2.4)
Obviously, Lµν consists of a part independent of the lepton polarisation s
β and a part linear in
sβ, the former being symmetric in µ and ν, the latter antisymmetric:
Lµν = Lµν(sym.) + 2imlεµναβq
αsβ. (2.5)
The antisymmetry of the last term is due to the γ5 in (1.3) and to the vector coupling of the
photon to fermions. With the symmetric part alone in Eq. (2.5), g1 and g2 cannot be extracted
from Eq. (2.1). One needs the antisymmetric part, i.e. the lepton polarization.
From (2.5) it seems that all polarization effects are suppressed at high energy by a factor
ml. However, in the case of longitudinal polarization one has mls
β → kβ [according to (1.4)]
and thus there is no suppression by factors of ml. In the following we shall always presume the
leptons to be longitudinally polarized.
7
Figure 2: The definition of the lepton tensor
How to measure g1 and g2? The cross section σ ∼ LµνW µν will be of the form
LµνW
µν = Lµν (sym.) W
µν (sym.) + Lµν (antisym.) W
µν (antisym.) . (2.6)
One should try to get rid of the first term in (2.6) because it is the cross section for unpolarized
scattering. One possibility is to consider differences of cross sections with nucleons of opposite
polarization [145, 322, 340, 55, 466] as is depicted in Fig. 3. In both parts of the figure one starts
with a beam of high energetic leptons with lefthanded helicity (= longitudinally polarized with
spin vector antiparallel to the direction of motion). This beam is sent to two nucleon probes with
opposite longitudinal polarization, i.e. with their spins along the direction of the lepton beam
and opposite to it , and to two probes with opposite transverse polarization. In the difference
of the cross sections [part a) of Fig.3] the unpolarized structure functions drop out and only g1
survives (with respect to the suppressed (2yx2M2/Q2)g2 contribution, where y =
Pq
Pk ), i.e. g1 can
in principle be uniquely determined from measuring this difference. Similarly, in the difference
of cross sections obtained from part b) of Fig.3, the transverse polarization case (kS = ~k · ~S = 0),
the sum y2g1+ g2 appears. However, there is an overall suppression factor 2xM/
√
Q2, where M
is the nucleon mass so that g2 can be obtained only from rather low energy experiments. The
appearance of this factor has, of course, to do with the transverse polarization. We can take
the fact that g2 appears only in cross sections with transverse polarized nucleons as a hint that
it is difficult to accomodate g2 in the parton model. There is no notion of transversality in the
conventional parton model. We shall come back to this ‘transverse spin structure function’ in
Section 8.
2.2 Quantitative Formulas for Pure Photon Exchange
To be more specific let us write down the most general cross section difference relevant for
polarized deep inelastic fixed target ℓN scattering [340, 55] :
d3[σ(α) − σ(α+ π)]
dxdydφ
=
8α2
Q2
{
cosα
[
(1− y
2
− y
2γ2
4
)g1(x,Q
2)− y
2
γ2g2(x,Q
2)
]
8
Figure 3: The basic form of the polarized experiments
Figure 4: The geometry of the polarized deep inelastic scattering process in the lab frame
− sinα cosφγ
√
1− y − y
2γ2
4
[
y
2
g1(x,Q
2) + g2(x,Q
2)]
}
. (2.7)
This formula comprehends all information from the antisymmetric part of the tensor Eq. (2.1)
where α is the angle between the lepton beam momentum vector ~k and the nucleon-target
polarisation vector ~S, φ is the angle between the k − S plane and the k − k′ lepton scattering
plane (cf. Fig. 4), γ = 2Mx/
√
Q2 and a scaling limit has not been taken. From Eq. (2.7) it is
obvious that effects associated with g2 are suppressed (at least) by a factor
2M√
Q2
with respect
to the leading terms.
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More convenient than differences of cross sections are asymmetries
A(α) =
σ(α) − σ(α+ π)
σ(α) + σ(α+ π)
(2.8)
as, for example, the longitudinal asymmetry
AL =
σ←⇒ − σ←⇐
σ←⇒ + σ←⇐
(2.9)
obtained for α = 0, and the transverse asymmetry AT obtained for α = π/2 and an asymmetric
integration over φ.
AL picks up the coefficient of cosα in Eq. (2.7) whereas AT picks up the coefficient of
sin α cos φ. Events with φ near π/2 or 3π/2 (where the nucleon spin is perpendicular to the
scattering plane) can be obviously neglected in the determination of AT ; they are not a good
measure of g2 + yg1/2.
The really interesting quantities are the virtual photon asymmetries
A1 =
σ1/2 − σ3/2
σ1/2 + σ3/2
(2.10)
and
A2 =
2σTL
σ1/2 + σ3/2
(2.11)
where σ1/2 and σ3/2 are the virtual photoabsorbtion cross sections when the projection of the
total angular momentum of the photon-nucleon system along the incident lepton direction is
1/2 and 3/2. Note that σT =
1
2(σ1/2 + σ3/2) and that the term σTL arises from the interference
between transverse and longitudinal amplitudes. The significance of these quantities will be
clarified in subsection 2.3.
A1 and A2 can be related, via the optical theorem, to the measured quantities AL and AT ,
or, equivalently, to the structure functions by means of the following relations:
AL = D(A1 + ηA2) (2.12)
AT = d(A2 − ξA1) (2.13)
with
A1 = (g1 − γ2g2)/F1 (2.14)
A2 = γ(g1 + g2)/F1. (2.15)
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The kinematic factors D,d and η, ξ are defined by
D =
y(2− y)
y2 + 2(1− y)(1 +R)
η = 2γ(1 − y)/(2− y)
d = D
√
2ǫ
1 + ǫ
(2.16)
ξ = η(1 + ε)/2ε
with
ε =
(1− y)
(1− y + y2/2) (2.17)
being the degree of transverse polarization of the virtual photon.D and d can be regarded as
depolarization factors of the virtual photon. Note that η and ξ are of order M/
√
Q2. Finally,
R is the ratio of cross sections for longitudinally and transversely polarized virtual photons on
an unpolarized target,defined by
2xF1(x,Q
2) = F2(x,Q
2)
1 + γ2
1 +R(x,Q2)
. (2.18)
Note that in the limit γ2 ≡ 4M2x2/Q2 ≪ 1,
R =
FL
2xF1
(2.19)
where FL ≡ F2 − 2xF1. Furthermore, in the leading logarithmic order of QCD one arrives
asymptotically at the well known Callan-Gross relation 2xF1(x,Q
2) = F2(x,Q
2).
2.3 A Look at the Forward Compton Scattering Amplitude
Let us now briefly discuss the implications of the optical theorem on polarized DIS. The hadron
tensor Eq. (2.1) is the absorptive part (imaginary part) of the forward Compton scattering
amplitude. This amplitude in general has a decomposition into four independent amplitudes
which one may choose as
1
2
[T (1 +
1
2
→ 1 + 1
2
) + T (1− 1
2
→ 1− 1
2
)] (2.20)
T (0 +
1
2
→ 0 + 1
2
) (2.21)
1
2
[T (1 +
1
2
→ 1 + 1
2
)− T (1− 1
2
→ 1− 1
2
)] (2.22)
T (0 +
1
2
→ 1− 1
2
). (2.23)
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Their degrees of freedom correspond to the four structure functions F1, F2, g1 and g2. More
precisely, the combinations (2.20)-(2.23) correspond [322, 168, 323, 404] via the optical theorem,
to F1, FL, g1 − γ2g2 and γ(g1 + g2), respectively, with R being defined in (2.19).
There are rigorous theoretical limits on the virtual photon asymmetries A1 and A2 in
Eqs. (2.10) and (2.11) namely
|A1| ≤ 1 (2.24)
|A2| ≤
√
R. (2.25)
These inequalities follow from the hermiticity of the electromagnetic current
Jµ = J
+
µ (2.26)
which implies
a∗µaνW
µν ≥ 0 (2.27)
for any complex vector aµ. Suitable choices of aµ lead to the above inequalities.
2.4 Effects of Weak Currents
Until now we have restricted ourselves to photon exchange only, i.e. to the processes eN →
eX, µN → µX, at momenta Q << mZ , and have found two polarized structure functions g1
and g2. If we take into account W
± and Z exchange, three parity violating polarized structure
functions usually called g3, g4 and g5 arise in addition. They will appear, for example, in the
scattering of neutrinos on polarized nucleons νN → ℓ′X but become also important for the
polarized extension of HERA at large values of Q2. Explicitly, the hadron tensor has the form
[195, 54, 396, 515, 432]
Wµν =Wµν(S = 0) +
M
Pq
{
iεµνρσq
ρSσg1 + iεµνρσq
ρ(Sσ − Sq
Pq
P σ)g2 + qS
(
−gµν + qµqν
q2
)
g3
+
qS
Pq
(
Pµ − Pq
q2
qµ
)(
Pν − Pq
q2
qν
)
g4 +
1
2
[(
Pµ − Pq
q2
qµ
)(
Sν − qS
q2
qν
)
+
(
Pν − Pq
q2
qν
)(
Sµ − qS
q2
qµ
)]
g5
}
.(2.28)
In this expression g1, g3 and g4 + g5 are the ”longitudinal” structure functions which survive in
the high energy limit, and g2 and g4− g5 are the transverse ones. The appearance of symmetric
tensors which are linear in Sµ is due to the axial vector component of the W± and Z couplings
to fermions. Notice that terms proportional to qµ or qν can be dropped in the definition of Wµν
because they give no contribution in the limit mlE → 0 when contracted with the appropriate
lepton tensors Lµν .
If one considers longitudinally polarized nucleons (Sµ ∼ Pµ), the structure functions g2 and
g4− g5 are clearly not of interest. The cross section difference σ←⇒ − σ←⇐ of part a) of Fig. 3 will
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measure a linear combination [55, 195, 54] of g1, g3 and g4 + g5 with coefficients depending on
the vector and axial vector couplings of the W/Z to the lepton.
Let us first consider neutrino nucleon scattering. Here the lepton tensor is the same for the
polarized and the unpolarized case
Lµν(long.pol.) = Lµν(unpol.) = 2(k
′
µkν + k
′
νkµ − gµνkk′ + iεµναβkαk
′β) (2.29)
because the νW+–interaction is V − A so that the neutrino is forced to be lefthanded. As a
result
Lµν(long.pol.)W
µν(long.pol.) = Lµν(unpol.)W
µν(unpol.)
∣∣∣
F3→g1,F1→g3,F2→g4+g5
(2.30)
i.e. one can formally get the polarization cross section (σ←⇒ − σ←⇐)νN by taking the well known
νN → l−X cross section for unpolarized beams and replace the unpolarized structure functions
Fi by the polarized ones (here gi ≡ gνNi and Fi ≡ F νNi are the structure functions specific to
νN -scattering):
d2(σ←⇒ − σ←⇐)νN
dxdy
=
G2F s
2π
1
(1 + Q
2
m2W
)2
{y(1− y
2
− xyM
2E
)xgνN1 −
x2yM
E
gνN2 + y
2x(1 +
xM
E
)gνN3
+(1− y − xyM
2E
)[(1 +
xM
E
)gνN4 + g
νN
5 ]}(2.31)
where s = 2ME in the nucleon’s rest frame. In contrast, if the nucleon is transversely polarized
one finds
d(σ←⇑ − σ←⇓ )νN ∼ Lµν(long.pol.)W µν(transv. pol.) (2.32)
i.e.
d2(σ←⇑ − σ←⇓ )νN
dxdy
=
MG2F
16π2
1
(1 + Q
2
m2W
)2
√
xyM [2(1− y)E − xyM ]{ − 2xy(y
2
gνN1 + g
νN
2 )
+xy2gνN3 + (1− y −
xyM
2E
)gνN4 −
y
2
gνN5 }. (2.33)
To obtain this result one should make use of the relations kS = 0 (transverse polarization),
PS = 0, kP = Pqy , 2kq = q
2, P 2 = k2 = 0 and x = Q
2
2Pq . In Eq. (2.33) we recognize the term
∼ y2g1 + g2 which was mentioned already earlier for the case of pure γ-exchange. Note that
the transverse cross section is suppressed by MQ with respect to the longitudinal cross section in
(2.31).
The corresponding cross section for antineutrinos, ν¯N → l+X (W− exchange) can be ob-
tained by reversing the sign of g1 and g2 in Eqs. (2.31) and (2.33). Note that, to get a
nonvanishing effect, one must have kS = 0 but qS 6= 0.
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In Sections 4 and 6 a physical (parton model) interpretation will be given for the structure
functions g1, g3 and g4+g5. It should be stressed that until today no satisfactory physical model
exists for the ’transverse’ structure functions g2 and g4 − g5.
Let us now come to neutral and charged current interactions initiated by charged leptons,
since neutrino induced reactions on polarized targets are not very realistic, because large nucleon
targets are difficult to polarize. For sufficiently large Q2, charged (and neutral) current exchange
occurs in l±-induced processes as well. As will become clear below, such an experiment would
yield some very important informations on the polarized parton densities and will therefore
hopefully be carried out in the next century.
One has separate cross sections for charged and neutral current exchange. For the charged
current processes, lN → νN one can take over the results from above, Eqs. (2.31) and (2.33).
For the neutral current the cross section consists of 3 terms, for γ-, for Z-exchange and for
γ-Z-interference,
dσ ∼ ηγγLγγµνW µνγγ + ηγZLγZµνW µνγZ + ηZZLZZµν W µνZZ (2.34)
where
Lγγµν = 2(k
′
µkν + k
′
νkµ − gµνkk′ − iλεµναβkαk
′β) (2.35)
LγZµν = (vl − λal)Lγγµν (2.36)
LZZµν = (vl − λal)2Lγγµν (2.37)
vl = −12 +2s2W and al = −12 are the Z–l−– couplings and λ = ±1 is the helicity of the incoming
lepton. Furthermore, we have defined
ηγγ = 1 (2.38)
ηγZ =
GFm
2
Z
2
√
2πα
1
(1 + Q
2
m2Z
)2
(2.39)
ηZZ =
(GFm2Z
2
√
2πα
1
(1 + Q
2
m2
Z
)2
)2
. (2.40)
Note that
GFm
2
Z
2
√
2πα
= 1
4s2W c
2
W
≈ 1.4 and 2ME=s. All 3 hadron tensorsW γγ , W γZ andWZZ have an
expansion of the form of Eq. (2.28) , but of course for W γγ one has gγγ3 = g
γγ
4 = g
γγ
5 = 0 due to
parity conservation. All in all, there are 12 free independent polarized structure functions, among
them 7 (gγγ1 ,g
γZ
1 , g
ZZ
1 ,g
γZ
3 ,g
ZZ
3 , g
γZ
4+5,g
ZZ
4+5) with and 5 without a parton model interpretation.
The neutral current cross section for longitudinally polarized leptons is given by [54]
d2σℓNNC
dx dy
(λ, S = SL) = 4πMEy
α2
Q4
∑
i=γγ,ZZ,γZ
ηiCi
{
2xy F i1 +
2
y
(
1− y − xyM
2E
)
(F i2 + g
i
5)
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−2λx
(
1− y
2
)
F i3 − 2λx
(
2− y − xyM
E
)
gi1 −
2
y
(
1 +
xM
E
)(
1− y − xyM
2E
)
gi4
+4λ
x2M
E
gi2 + 2xy
(
1 +
xM
E
)
gi3
}
(2.41)
where, for negatively charged leptons,
Cγγ = 1, CγZ = vl − λal, CZZ = (vl − λal)2 (2.42)
and for positively charged leptons one simply replaces al by −al. Notice that when the lepton
flips its helicity, λ changes sign, and when the nucleon flips its spin, all terms containing a
polarized structure function g1,2,3,4,5 also change sign. Upon averaging over λ and S one obtains
the unpolarized cross section
d2σℓNNC
dx dy
(unp.) =
1
4
∑
λ,S
d2σℓNNC
dx dy
(λ, S) = 4πMEy
α2
Q4
∑
i
ηiCi
{
2xy F i1 +
2
y
(
1− y − xyM
2E
)
F i2
}
(2.43)
where we have again used s=2ME appropriate for a fixed nucleon target in its rest frame.
Alternatively, d
2σ
dxdQ2
can be simply obtained from d
2σ
dxdQ2
= 1sx
d2σ
dxdy .
In the case of nucleons with transverse polarization, i.e. with a spin orthogonal to the lepton
direction (z-axis) at an angle α to the x-axis, one has
d3σℓNNC
dx dy dφ
(λ, S = ST ) = 2MEy
α2
Q4
∑
i
ηiCi
{
2xy F i1 +
2
y
(
1− y − xyM
2E
)
F i2 − 2λx
(
1− y
2
)
F i3
+
√
xyM [2(1− y)E − xyM ]
E
cos(α− φ)
[
−2λxgi1 − 4λ
x
y
gi2 +
1
y
gi5
+
2
y2
(
1− y − xyM
2E
)
gi4 − 2xgi3
]}
(2.44)
To experimentally unravel the whole set of independent structure functions one should make
use of leptons of opposite charges and/or polarizations, in which cases the structure functions en-
ter with different weights. Furthermore, use can be made of the propagator structure 1
(1+ Q
2
m2
Z
)0,1,2
,
so that one can separate the γγ, γZ and ZZ components by a measurements at different Q2-
values. We shall come back to these processes in Sect. 6.7 where the parton model interpretation
and some phenomenological applications will be given.
3 Polarized Deep Inelastic Scattering (PDIS) Experiments
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3.1 Results from old SLAC Experiments
After the famous Stern-Gerlach discovery it became possible to produce and use polarized atomic
beams. However,experiments with polarized lepton beams are a fairly recent development be-
cause before 1972 it was not possible to produce a polarized electron beam. In 1972 physicists
from the Yale university succeeded to polarize elctrons by photoionization from polarized alkali
atoms. This was used afterwards for elastic scattering experiments between polarized electrons
and polarized atoms. As time went by, beam energies increased from the eV level to the level
where deep inelastic experiments can be performed.
This is – in short – the prehistory of the SLAC experiments. The CERN experiments
followed another route. They used polarized muons from high energetic pions. These muons are
automatically polarized because of the weak V-A nature of the decay.
But let’s start with SLAC. High energetic electrons from a polarized alkali source were used
in the SLAC experiment E80 which took place in 1976 [36, 91]. The electrons in this experiment
with energies between 6 and 13 GeV, scattered off a polarized butanol target, were detected
by the 8 GeV spectrometer built for all DIS experiments at SLAC. Average beam and target
polarizations of experiment E80 were rather high (50 resp. 60 %). In the butanol target only
the hydrogen atoms contribute to the polarized scattering because carbon and oxygen are spin-
0 nuclei. Therefore the effective target polarization is reduced by a ”dilution factor” f = 1074
(=ratio of number of hydrogen nucleons over total number of nucleons). This dilution effect
together with other nuclear uncertainties is a problem of all present experiments. The HERMES
experiment [185] at DESY is going to use a hydrogen gas target in which this problem is absent.
The main deficiency of the E80 experiment was that its polarized source was rather limited in
beam current. Nevertheless, it was possible to select about two million scattered electron events
and to determine the asymmetry A1, Eq. (2.10), for the proton for several x values between 0.1
and 0.5, and rather low values of Q2 (about 2 GeV2). The asymmetry turned out to be rather
large, in rough agreement with expectations based on the quark-parton model [36, 91].
The desire to reduce higher twist effects motivated a second SLAC experiment in 1983
(E130) [92]. This experiment was run at an electron beam energy of about 23 GeV. The
beam polarization was increased to about 80% and a new Mo¨ller polarimeter was built which
allowed for continuous beam polarization measurements during the experiment. The detector
was improved as well so that the kinematic coverage extended in x from 0.2 to 0.65 and in Q2
from 3.5 to 10 GeV2. The experiment concentrated on measurements of rather high x values
and consequently collected only about one million events.
In Fig. 5 the results for the proton asymmetry Ap1 are shown for E80 and E130 together.
Their average of [92]
Γp1(< Q
2 >≃ 4 GeV 2) = 0.17 ± 0.05 (SLAC E80,E130) (3.1)
is in good agreement with the value (59) of the static SU(6) quark model [323, 168, 404] and
16
Figure 5: The spin asymmetry of the proton from the ”old” SLAC data from 1976 and 1983
[331]. In the naive SU(6) model one has Ap1 =
5
9 and A
n
1 = 0 [168].
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the Ellis-Jaffe ’sum rule’ [303, 228] to be discussed in Section 5. Here we have defined the ’first
moment’ of g1 by
Γp,n1 (Q
2) ≡
∫ 1
0
gp,n1 (x,Q
2)dx. (3.2)
However, the result (3.1) is plagued by a large error whose main source comes from the extrap-
olation into the unmeasured x ranges, in particular as x → 0. We shall see that a discrepancy
with the CERN data exists which originates from data taken at small x (between 0.01 and 0.1).
3.2 The CERN Experiments
The CERN PDIS experiments were started as an addendum [447, 68, 69] to the unpolarized
EMC deep inelastic muon-nucleon experiments. A polarized beam source of muons with energies
Eµ = 100 − 200 GeV was available to hit a polarized ammonia (NH3) target. Due to the high
muon energy, x-values as low as 0.01 could be reached.
The results from this experiment which was meant to supplement the SLAC data at small-
x and to confirm the Ellis-Jaffe ’sum rule’ [303, 228] came as a major surprise. Actually,
they confirmed the SLAC measurements in the common large-x region but found too small
asymmetries in the small-x region, in disagreement with the expectations of Gourdin, Ellis and
Jaffe and the naive quark parton model.
The high energetic muon beam is a low-luminosity beam because it is a secondary beam from
the semileptonic decay of pions which are produced in proton collisions. Its main advantage is
its high energy which not only allows to enter the small-x region but also guarantees higher Q2-
values in the region of intermediate-x and a corresponding suppression of possible higher twist
effects. In the rest system of the pions the emitted muons are 100 % left-handed, due to the
V-A nature of the decay. In the laboratory frame the muons have a degree of polarization which
depends on the ratio Eµ/Eπ. For the EMC experiment the beam was selected such that the
polarization of the muon beam was about 80 %. The muon beam polarization was determined
from the muon event distribution via a Monte Carlo study of muon production – an indirect
and not really satisfactory method.
The ammonia target was quite large, with a length of about 2 meters, and separated into
two halves with opposite polarization. On the average only a fraction f , the dilution factor,
of the target protons were polarized. The polarization of the target could be determined as a
function of its length (by NMR coils placed along the target).
The scattered muons were detected by a well established muon tracking spectrometer. It
was possible to reconstruct the muon scattering vertex to determine that half of the target in
which the scattering took place. The target spins were reversed (once per week) eleven times in
the experiment. Changes in the spectrometer acceptance from one spin reversal to another was
the main systematic uncertainty in the experiment.
18
Figure 6: Combined results of SLAC and EMC on gp1 [69]. The dashed curve is an EMC
parametrization of the data.
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In Fig. 6 the combined results from SLAC and CERN on the structure function gp1 are
presented. The low values of the asymmetries at small-x translate into low values for the proton
structure function and a low value for its first moment [447, 68, 69]
Γp1(< Q
2 >) = 0.126 ± 0.010 ± 0.015 (EMC, SLAC) (3.3)
where the first is the statistical and the second is the systematic error which includes, as always,
uncertainties from Regge extrapolations to x → 0; the average values of Q2 are < Q2 >=
10.7 GeV 2 (EMC) and < Q2 >= 4 GeV 2 (SLAC). It should be emphasized that almost all of∫ 1
0 g
p
1dx stems from the region x ≥ 0.01 which gives [447, 68, 69], instead of (3.3),
1∫
0.01
gp1(x,< Q
2 >)dx ≃ 0.123. (3.4)
If, on the contrary, one does not combine the EMC and SLAC measurements, the EMC asym-
metry measurements alone imply similar results, namely [447, 68, 69]
Γp1(< Q
2 >= 10.7 GeV 2) = 0.123 ± 0.013 ± 0.019 (EMC). (3.5)
The surprising EMC result triggered a second CERN experiment with polarization, the so-
called SMC experiment [22, 20]. Instead of ammonia a polarized butanol target has been used.
In butanol the only polarized nucleons are the protons (≃ 12 %) and deuterons (≃ 19 %). The
goal of this experiment was to infer information about the neutron from the difference gd1 − gp1 .
Butanol allows for a much more rapid spin reversal than ammonia, this way reducing the large
systematic uncertainty from the varying detector acceptance. With the alcohol targets, spin
reversals took one hour and were implemented every 8 hours.
The main improvement of the SMC experiment was in the measurement of the beam polar-
isation. It was obtained from the energy spectrum of positrons from muon decay. The positron
energy spectrum is rather sensitive to the muon beam polarization and provides a direct mea-
surement.
In Figs. 7 and 8 the SMC results for Ad1 and g
d
1 are shown which are plotted as a func-
tion of lnx to make the small-x results more transparent. For x less than 0.1 the results are
compatible with zero although with rather limited statistics. The theoretically more interesting
longitudinally polarized neutron structure function gn1 (x,Q
2) can be obtained via the relation
gd1(x,Q
2) =
1
2
[gp1(x,Q
2) + gn1 (x,Q
2)](1− 3
2
wD) (3.6)
where wD(≃ 0.058) accounts for the D-state admixture in the deuteron wave function [22].
The resulting [23] gn1 (x,Q
2 = 5 GeV 2) is shown in Fig. 9 where the ’old’ EMC [447, 68, 69]
20
Figure 7: The virtual photon–deuteron cross section asymmetry as measured by SMC [20]
and compared to the SLAC E143 data [3]. Only statistical errors are shown. The size of the
systematic errors is indicated by the shaded area.
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Figure 8: gd1 deduced from A
d
1 in Fig. 7 evolved to a common Q
2 = 5 GeV2 [20]. Only statistical
errors are shown. The size of the systematic errors is indicated by the shaded area.
22
Figure 9: gn1 as a function of x at Q
2= 5 GeV 2. The full circles are the data from SLAC E142
experiment. The dashed and solid curves show the extrapolations to low x using the E142 data
and using the combined data, respectively [23].
and SLAC [36, 91, 92] data have been used for gp1 , all reevaluated at Q
2 = 5 GeV 2 under
the assumption that the asymmetries Ad,p1 are independent of Q
2. (This latter assumption is
theoretically questionable, at least in the small-x and larger-Q2 region where no data exist so
far, as will be discussed in Section 6). Also shown in Fig. 9 are the SLAC (E142) data [57],
to be discussed next, which agree with the SMC results in the x region of overlap. The SMC
results of Fig. 9 imply [22]
Γn1 (Q
2 = 5 GeV 2) = −0.08 ± 0.04 ± 0.04 (SMC) (3.7)
which still deviates from the Ellis-Jaffe expectation −0.002 ± 0.005.
More recently, SMC has also measured gp1(x,Q
2) [15, 21] shown in Figs. 10 and 11, which
results in
Γp1(Q
2 = 10 GeV 2) = 0.136 ± 0.013 ± 0.011. (SMC) (3.8)
This result increases to [15, 21]
Γp1(Q
2 = 5 GeV 2) = 0.141 ± 0.011 (SMC,EMC,SLAC) (3.9)
if the ’old’ EMC and SLAC measurements are included which led to (3.3). Equation (3.9)
represents, for the time being, probably the best estimate of the full first moment (0 ≤ x ≤ 1) of
gp1(x,Q
2) at Q2 = 5 to 10 GeV 2. All the above results are still significantly below the Gourdin-
Ellis-Jaffe [303, 228] expectation (assuming a vanishing total polarization of strange sea quarks)
of about 0.18 ± 0.01 which will be discussed in more detail in Sections 5 and 6.1.
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Figure 10: SMC/EMC results for gp1 at the average Q
2 for each x bin [15, 25]. Only statistical
errors are shown. The size of the systematic errors is indicated by the shaded area.
SMC has also presented semi–inclusive π± measurements [24] which give direct access to the
polarized valence densities δuv(x,Q
2) and δdv(x,Q
2). More details will be discussed in Sect.
6.5.
Due to the use of (longitudinally) polarized high current electron beams, measurements of
gp,n1 (x,Q
2) with much higher statistics are obtained from the latest round of SLAC experiments
(although at significantly lower values of Q2 due to the lower beam energy) to which we turn
now.
3.3 The New Generation of SLAC Experiments
The SLAC E142 experiment [57] used a different electron source than the old SLAC experiments
[36, 91, 92] relying on developments on solid state GaAs cathodes. They were able to produce
high current electron beam pulses with energies 19.4, 22.7 and 25.5 GeV and through that a
rather high statistics experiment. Altogether, 300 million events could be collected. In addition,
reversal of beam spin direction could be implemented randomly.
The target was polarized 3He. From the measurements on 3He the neutron structure func-
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Figure 11: The solid circles show the SMC results for gp1 as a function of x, at Q
2
0 = 10 GeV
2.
The open boxes show the integral from x to 1 (left hand axis). Only statistical errors are shown.
The solid square shows the result for the first moment (integral from 0 to 1), with statistical
and systematic errors combined in quadrature [15].
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Figure 12: Result for gn1 at Q
2 = 5 GeV2 from SLAC (E142) [57]. The most recent SLAC (E154)
results are also shown for comparison [7].
tion can be directly inferred because the polarization effects from the two protons inside the
Helium compensate each other, due to the Pauli principle. This is true to the extent that the
Helium nucleus is in its S-state. The probability for this is about 90 %. The remaining 10 %
probability with which the two proton spins are parallel can be corrected for.
There is another nuclear uncertainty at low Q2 (< Q2 >≃ 2 GeV 2), namely the possible
exchange of mesons (ρ’s and π’s) which is a bit more dangerous for 3He than for the deuteron
because 3He has a larger binding energy per nucleon than d. Furthermore, its magnetic moment
is a worse approximation to the free neutron than µd is to µp + µn.
The 3He target is polarized by optical pumping. Circularly polarized near infrared laser
light illuminates the target cell with 3He and rubidium vapor. The outer shell electrons in the
rubidium become polarized and transfer their polarization to the 3He nucleus via spin exchange
collisions.Once achieved, the polarization of the 3He is rather stable. The entire target chamber
was placed in a constant magnetic field which holds the 3He spins in a fixed orientation. Target
spin reversal was achieved several times per day and used to reduce the systematic error.
The results for gn1 are shown in Fig. 12 and can be compared with the more recent SLAC
E143 experiment [3] in Fig. 13. These experiments span the Q2-range 1 < Q2 < 10 GeV 2,
corresponding to 0.029 < x < 0.8 at their respective energies, where the E143 polarized electron
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beam energies refer to 9.7, 16.2 and 29.1 GeV. The E143 data for gn1 in Fig. 13 imply [3]
Γn1 (< Q
2 >= 2 GeV 2) = −0.037 ± 0.008 ± 0.011 (E143) (3.10)
compared with −0.022 ± 0.007 ± 0.009 from the E142 data [57]. These results are consistent
with the less accurate SMC measurement in (3.7). The E143 experiment [3, 4] uses a deuterated
ammonia (ND3) target, polarized by dynamic nuclear polarization in a 4.8 T magnetic field, in
order to check the SMC experiment at lower Q2. The comparison of their measured asymmetries
Ad1(x,Q
2) in Fig. 7 demonstrates that these two experiments are consistent whith each other
although it should be kept in mind that the Q2 -value of SMC is about twice as large, for each
specific x-bin, as of E143; the average Q2 of the latter experiment varies from 1.3 GeV2 (at low
x) to 9 GeV2 (at high x). A comparison of the integral of gn1 ,
∫ 1
x g
n
1 (x
′, Q2)dx′, for each x-bin
as lower integration limit is shown in Fig. 14 which eventually (as x→ 0) leads to the full ’first
moment’ of gn1 as stated in Eqs. (3.7) and (3.10). The results shown in Fig. 14 are particularly
interesting because they clearly demonstrate that the difference between SLAC and SMC/EMC
comes mainly from the small-x region, x < 0.03, where SLAC has no data points and thus has
to fully rely on assumptions about the behavior of g1 as x→ 0.
Furthermore the E143 experiment used also an ammonia target [2] in order to check, at lower
Q2, the SMC/EMC proton-measurements for gp1 . Their results are again compatible with the
ones of SMC in the x-region of overlap and give [2]
Γp1(Q
2 = 3 GeV 2) = 0.127 ± 0.004 ± 0.010 (E143) (3.11)
to be compared with Eqs. (3.3)-(3.5) and (3.8). Since the latter SMC result/estimate (3.8) holds
at Q2 = 10 GeV 2, it is more appropriate to calculate the integral at Q2 = 3 GeV 2, assuming
gp1/F
p
1 ≃ Ap1 to be independent of Q2, which gives 0.122 ± 0.011 ± 0.011, instead of Eq. (3.8),
and compares better with the E143 result (3.11). These various consistent measurements imply
that by now, after 20 years of having performed polarized deep inelastic experiments, we have
available a rather reliable and sufficiently precise result for
∫ 1
0 g
p
1(x,Q
2)dx which is confidently
more than two standard deviations below the Ellis-Jaffe-Gourdin sum rule expectation [no po-
larized strange sea [303, 228]] of Γp1(Q
2 = 3 GeV 2)EJ = 0.160 ± 0.006 [2]. We shall come back
to this point in Section 5.
The integrated quantities Γp,n1 (Q
2) which resulted from all polarization experiments discussed
and performed thus far [518] are finally summarized in Table 2.
There are several new experiments at SLAC [see e.g. [332]], the experiments E154 and
E155 with a 3He target [331] and an ammonia target [62], respectively, which run at 50 GeV
beam energy and which are the follow-up experiments to E142 and E143. Clearly, with SLAC
statistics, these measurements will provide us with a powerful test of the larger Q2 and small
x (& 0.01) dependence of the spin structure functions gp,n1 , as can be seen from the comparison
with the first results of E154 with E142 in Fig. 12.
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Figure 13: xg1 for (a) the deuteron at Q
2=3 GeV 2 and (b) the neutron at Q2=2 GeV 2 as
measured by E142 and E143 [3]. Systematic errors are indicated by the shaded bands.
Experiment Γ1(Q
2/GeV 2) Reference
EMC,SLAC Γp1(10.7) = 0.126 ± 0.010 ± 0.015 [68, 69]
SMC Γp1(10) = 0.136 ± 0.013 ± 0.011 [15, 21]
E143 Γp1(3) = 0.127 ± 0.004 ± 0.010 [2]
SMC Γn1 (10) = −0.063 ± 0.024 ± 0.013 [17]
SMC Γn1 (5) = −0.08± 0.04 ± 0.04 [22]
SMC Γn1 (5) = −0.048 ± 0.022 [21]
E142 Γn1 (2) = −0.022 ± 0.007 ± 0.009 [57]
E143 Γn1 (2) = −0.037 ± 0.008 ± 0.011 [3]
E154 Γn1 (5) = −0.041 ± 0.004 ± 0.006 [7]
Table 2: Experimental results for the g1-integrated quantity Γ1(Q
2) in Eq. (3.2)
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Figure 14: Comparison between SLAC and CERN of the integral of gn1 at the average Q
2 of the
respective experiments.
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3.4 Future Polarization Experiments
The HERMES experiment [185, 78], being a fixed target experiment, takes place in the HERA
tunnel with a longitudinally polarized electron beam of about 30 GeV incident on a polarized
H,D or 3He gas jet target. Although this experiment is performed at a similarly low energy
as present SLAC measurements, the novel technique of polarized gas-jet target technology is
expected to allow for high precision measurements since the target atoms are present as pure
atomic species and hence almost no dilution of the asymmetry occurs in the scattering from
unpolarized target material. The main advantages: HERMES will use a pure proton gas target
in a thin wall storage cell, so that the dilution factor will be close to one and there is almost no
background from windows effects. The thin targets will still provide very good statistics because
the beam current is enormous. Even a measurement of the structure function g2 is conceivable.
Finally, the spectrometer allows for multiparticle identification and thereby measurements of
semiinclusive cross sections from which additional information on valence,sea and strange quark
polarization can be obtained. In addition, polarized internal gas targets allow for a rapid reversal
of the target spin [185] which will be crucial for understanding and minimizing systematic errors.
This rapid spin reversal will be also crucial for measuring directly neutron asymmetries by using
a 3He gas target where spins of the two protons are practically in opposite directions and thus
the 3He target acts as an effective neutron target. Actual data taking has started in 1995/96 and
the accessible kinematic region (0.02 ≤ x ≤ 0.8, 1 ≤ Q2 ≤ 10 GeV 2) will be similar to the one
of present SLAC experiments. It is intended to measure gp,n,d1 , g
p,n
2 , etc., and in particular semi-
inclusive asymmetries Aπp,n from ~e~p(~n)→ eπX which allows to extract separately the polarised
valence quark densities δdv(x,Q
2) and δuv(x,Q
2). More details will be discussed in Section 6.
Very recently, the SMC group has submitted a proposal for measuring semi-inclusive (D–
mesons, etc.) reactions in deep inelastic ~µ~p(~d) scattering at 100-200 GeV ~µ–beam energies
[443, 93]. This will be a dedicated experiment for measuring, among other things, the polarized
gluon distribution δg(x,Q2) which plays a predominant role in understanding the nucleon spin
structure and which so far is experimentally entirely unknown. It will be deduced from the pro-
duction of heavy quarks (like charm) via the fusion process ~γ∗~g → cc¯ responsible for open charm
production which is one of the most promising and cleanest processes for extracting δg(x,Q2)
since it occurs already in the leading order (LO) of QCD with no light quark contributions
present (see Section 6.2). It is expected to achieve a sensitivity for δgg of about 15% and the
data taking could start in 1998. Note however, that this cross section is not sensitive to the
’anomalous’ (=first moment) part of the polarized gluon density, because the first moment con-
tribution of polarized gluons to heavy quark production vanishes. These issues will be discussed
in detail in sections 5 and 6.
So far we have concentrated on deep inelastic ~l ~N reactions. Purely hadronic reactions are
presently being studied at the Fermilab Spin Physics Facility which consists of a 200 GeV
longitudinally polarized proton or antiproton beam incident on a fixed polarized proton target
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[12, 528]. Apart from the non-uniquely polarized pentanol target, the beam energy is rather
low for a purely hadronic reaction (
√
s=19.4 GeV). Nevertheless, first measurements resulted
in a small, almost vanishing longitudinal spin asymmetry Aπ
0
LL for inclusive π
0-production at
small pπ
0
T (between 1 and 4 GeV). This measurement is naively more consistent with a small
polarized gluon component in the proton than with a large one, but has a very large error. An
updated result is being prepared by E-704 as well as results on the totally inclusive polarized
cross section and polarized hyperon, direct photon and J/ψ production [18, 19]. All of these
have limited statistics and thus will be of very limited use for perturbative QCD interpretations.
Using the 200 GeV proton beam, E-704 have also measured transverse single spin asymmetries
in inclusive pion production, p↑ + p→ π0± +X and found appreciable asymmetries [14]. More
details will be discussed in Sect. 6.8.
On the other hand there is the upcoming very promising experimental spin program of the
Relativistiv Heavy Ion Collider (RHIC) Spin Collaboration (RSC) [132, 529] at the Brookhaven
National Laboratory, to which many of the E-704 physicists have switched. At RHIC both
proton beams, with an average energy of 250 GeV each, will be polarized, using the ’Siberian
snake’ concept [193, 194, 389, 468], to an expected polarization of about 70 %. Due to the high
luminosity of the order of ∼ 1032cm−2s−2 (corresponding to an integrated luminosity of about
800 pb−1) the polarized RHIC pp collisions will play a decisive role for measuring the polarized
gluon density. This can be achieved either via heavy quark production (~g~g → QQ¯, etc.) or via
direct photon production (~g~q → γq, etc.). The latter process is particularly promising, and a
sensitivity of about 5 % is expected for δgg . The theory of these processes will be discussed
in Section 6. Of course, polarization asymmetries for semi-inclusive pion production and jet
production will be also measured, in particular forW± and Z production which give access to to
the various polarized quark densities δu,δu¯,δd and δd¯ separately (cf. Section 6). Furthermore,
transversity distributions (see Sect. 8.2) will also be accessible. Some other theoretical aspects
of RHIC are discussed in [119].
The build-up of the RSC experiment is depicted in Fig. 15. The protons are taken from a
polarized H− source and are succesively accelerated by a LINAC, a Booster and the Alternating
Gradient Synchrotron (AGS) to an energy of 24.6 GeV. In the AGS a ’partial snake’ is built in
to maintain the polarization. A successful partial snake test has been carried out in 1994 by
the E880 collaboration [106, 330, 299]. Within the RHIC tunnel two full Siberian snakes will be
installed , more precisely four split Siberian snakes, two per ring, 180o apart. This is expected
to be complete in 1999, at which time the PHENIX [304] and STAR [315] detectors should also
be completed. First data taking is scheduled for January 2000.
For the nonexperts we include here a qualitative description of how a ’Siberian snake’ works.
Siberian snakes [193, 194] are localized spin rotators distributed around the ring to overcome
the effects of depolarizing resonances. For spin manipulations on protons at high energy, one
should use transverse magnetic fields, because the impact of longitudinal fields disappears at
31
Figure 15: The built-up of the RHIC collider
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high energy. In a transverse B-field the spin of the high energy protons rotates κpγ times faster
than motion (γ = Em and κp = 1.79 is the anomalous magnetic moment of the proton). During
acceleration, a depolarizing resonance is crossed if this product is equal to an integer or equals
the frequency with which spin-perturbing magnetic fields are encountered. A Siberian snake
turns the spin locally by an angle δ (δ = 1800 for a full snake, δ 6= 0 for a partial snake) so
that the would-be resonance condition is violated. For the two full Siberian snakes in the RHIC
collider the number of 360o spin rotations per turn is 12 , i.e. the resonance condition can never
be met. The evolution of the spin and orbit motion in the snake area are shown in Fig. 16.
Coming back to the future of polarized experiments, we note that the possibility of polarized
protons is also being considered at HERA. The concept for HERA is in principle very similar to
RHIC, the role of the AGS being taken by DESYIII and PETRA which successively accelerate
the protons to 40 GeV [109]. Recently, a ”Workshop on Future Physics at HERA” has taken place
in Hamburg, where the option of polarized high energy protons at HERA has been discussed.
We refer to the proceedings of this workshop for extensive discussions of this topic [334]. Within
the framework of this workshop, another experiment (’HERA– ~N ’) utilising an internal polarized
fixed nucleon target in the 820 GeV HERA proton beam has also been examined, see also [387]
and references therein. Conceivably, this would be the only place where to study high energy
nucleon–nucleon spin physics besides the dedicated RHIC spin program. An internal polarized
nucleon target offering unique features such as polarization above 80% and no or small dilution,
can be safely operated in a proton ring at high densities up to 1014 atoms/cm2 [498]. As long as
the polarized target is used in conjunction with an unpolarized proton beam, the physics scope
of HERA– ~N would be focussed to ’Phase I’, i.e. measurements of single spin asymmetries (to be
discussed in Sect. 6.8). Once later polarized protons should become available, the same set–up
would be readily available to measure a variety of double spin asymmetries. These ’Phase II’
measurements would constitute an alternative fixed target approach to similar physics which
will be accessible to the collider experiments STAR and PHENIX at the low end of the RHIC
energy scale (
√
s ≃ 50 GeV).
Furthermore, there are several polarized low energy (Ee
−
beam . 5 GeV ) facilities, such as
AmPS-NIKHEF, MIT-Bates, CEBAF-Newport News, ELSA-Bonn and MAMI-Mainz, some of
which are already operating and will provide us with low-energy precision measurements of ~e ~N
reactions. The interested reader is referred to the respective review articles in [238].
4 The Structure Function g1 and Polarized Parton Distributions
4.1 The Quark Parton Model to Leading Order of QCD
The parton model is a very useful tool for the understanding of hadronic high energy reactions.
This is due to its simplicity and comprehensiveness as well as to its universality, i.e. applicability
to any hadronic process. In the form of the QCD improved parton model it has had tremendous
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Figure 16: The layout of a Siberian snake
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successes in the understanding of unpolarized scattering. One is therefore tempted to apply it
to processes with polarized particles as well.
In the following we will assume that the nucleon is longitudinally polarized. The notion of
transversality is difficult to adopt in the parton model, only at the price of loosing many of its
virtues. The main aim of this section is to represent the polarized structure functions in terms
of “polarized” parton densities, in a similar fashion as the spin averaged structure functions
can be represented in terms of spin averaged parton densities. For definiteness, let us consider
the process µp → µX at scales Q2 ≪ m2W,Z (only photon exchange needed), with a proton
of positive longitudinal polarization (= right handed helicity). Within this reference proton
there are (massless) partons with positive and negative helicity which carry a fraction x of the
proton momentum and to whom one can associate quark densities q+(x,Q
2) and q−(x,Q2). The
difference
δq(x,Q2) = q+(x,Q
2)− q−(x,Q2) (4.1)
measures how much the parton of flavor q “remembers” of its parent proton polarization. Sim-
ilarly,one may define
δq¯(x,Q2) = q¯+(x,Q
2)− q¯−(x,Q2) (4.2)
for antiquarks. Note that the ordinary, spin averaged parton densities are given by
q(x, q2) = q+(x,Q
2) + q−(x,Q2) (4.3)
and
q¯(x,Q2) = q¯+(x,Q
2) + q¯−(x,Q2). (4.4)
In the quark parton model, to leading order (LO) in QCD, g1 can be written as a linear combi-
nation of δq and δq¯ [240, 46, 38],
g1(x,Q
2) =
1
2
∑
q
e2q [δq(x,Q
2) + δq¯(x,Q2)] (4.5)
where eq are the electric charges of the (light) quark-flavors q = u, d, s. Notice that in the
case of spin averaged structure functions F1,2 the negative helicity densities q−, q¯− enter with
an opposite sign, e.g. F1(x,Q
2) = 12
∑
q e
2
q(q + q¯). This has to do with the opposite charge
conjugation property of γµ and γµγ5. In the case of the polarized νN structure functions g3 etc.
the situation is reversed.There the δq¯(x,Q2) enter with a negative sign, g3 ∼ δq− δq¯, cf. Section
6; and for the unpolarized νN structure function F3 one has F3 ∼ q − q¯.
Furthermore, Eq. (4.5) can be decomposed into a flavor nonsinglet (NS) and singlet (S)
component
g1(x,Q
2) = g1,NS(x,Q
2) + g1,S(x,Q
2) (4.6)
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where
g1,NS =
1
2
∑
q
(e2q− < e2 >)(δq + δq¯) (4.7)
with < e2 >= 1f
∑
q e
2
q (e.g. for f = 3 light u, d, s flavors < e
2 >= 29 ) and
g1,S =
1
2
< e2 >
∑
q
(δq + δq¯) ≡ 1
2
< e2 > δΣ. (4.8)
In the last equation we have defined the singlet combination (sum of) quarks and antiquarks by
δΣ(x,Q2) =
∑
q
[δq(x,Q2) + δq¯(x,Q2)] (4.9)
where the sum usually runs over the light quark-flavors q = u, d, s, since the heavy quark
contributions (c, b, . . .) have preferrably to be calculated perturbatively from the intrinsic light
quark (u, d, s) and gluon (g) partonic-constituents of the nucleon which will be discussed in Sect.
6.2.
The QCD scale-violating Q2-dependence of the above structure functions and parton distri-
butions is inherently introduced dynamically due to gluon radiation (q → qg) and gluon-initiated
(g → qq¯) subprocesses depicted, to LO, in Fig. 17. To the leading logarithmic order (LO),
these Q2-corrections have been calculated in [46, 30, 31, 473]. The next-to-leading order NLO
(two-loop) results (Wilson coefficients and in particular splitting functions) have recently been
calculated [436, 513] and will be discussed in detail in Sec. 4.2. One of the main ingredients from
QCD (or, more generally, from any strongly interacting quantum field theory) is the appearance
of gluon distributions in the nucleon in the form δg(x,Q2) which is the longitudinally polarized
gluon density, probed at a scale Q2, and is defined as follows. Assume that in our reference pro-
ton of positive helicity the gluons have momenta of the form pg = E(1, 0, 0, 1) [in the Breit-frame
P = (
√
P 2 +M2, 0, 0, P ), q = (0, 0, 0,−Q) in which E = xP ]. The two possible polarization
vectors of the gluon are εµg =
1√
2
(0, 1,±i, 0) which correspond to positive and negative circular
polarization. To each state of polarization one can attribute a gluon density, g+(x,Q
2) and
g−(x,Q2). The ordinary, spin averaged gluon density is given by g(x,Q2) = g+ + g−, whereas
δg is defined as
δg(x,Q2) = g+(x,Q
2)− g−(x,Q2). (4.10)
Since the individual parton distributions with definite helicity f±(x,Q2), f = q, q¯, g, in Eqs. (4.1)-
(4.4) and (4.10) are by definition positive definite, their difference δf have to satisfy the general
positivity constraints
|δf(x,Q2)| ≤ f(x,Q2). (4.11)
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Figure 17: The parton subprocesses γ∗q → gq and γ∗g → qq¯
In LO the gluon distribution does not directly contribute to the structure function g1(x,Q
2)
in (4.5), but only indirectly via the Q2–evolution equations. Furthermore it is a pure flavor-
singlet, as is δΣ(x,Q2) in (4.9), because each massless quark flavor u, d, s is produced by gluons
at the same rate.
The LO Q2-evolution (or renormalization group) equations are as follows. Only flavor-
nonsinglet (valence) combination δqNS [= δu − δu¯, δd − δd¯, (δu + δu¯)− (δd + δd¯), (δu + δu¯) +
(δd + δd¯) − 2(δs + δs¯), etc.], i.e. where sea- and gluon-contributions cancel, evolve in the same
way in LO:
d
dt
δqNS(x,Q
2) =
αs(Q
2)
2π
δP
(0)
NS ⊗ δqNS (4.12)
where t = ln Q
2
Q20
, with Q0 being the appropriately chosen reference scale at which δqNS is
determined (mainly from experiment), and
αs(Q
2)
4π
≃ 1
β0 ln
Q2
Λ2LO
(4.13)
with β0 = 11 − 23f and f is the number of active (’light’) flavors. The convolution (⊗) is given
by
(P ⊗ q)(x,Q2) =
1∫
x
dy
y
P (
x
y
)q(y,Q2) (4.14)
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Figure 18: The leading order splitting process q → qg
which goes over into a simple ordinary product if one considers Mellin n-moments to be discussed
later. The LO NS splitting function,
δP
(0)
NS(x) = δP
(0)
qq (x) ≡ P (0)q+q+ − P (0)q−q+ , (4.15)
where Pq±q+ corresponds to transitions from a quark q+ with positive helicity to a quark q±
with positive/negative helicity, is given by [46]
δP (0)qq (x) = P
(0)
qq (x) = CF
(
1 + x2
1− x
)
+
(4.16)
with CF = 4/3. The fact that δP
(0)
qq turns out to be equal to the unpolarized splitting function
P
(0)
qq , i.e.
P (0)q−q+(x) = 0 (4.17)
in (4.15), is a consequence of helicity conservation, i.e. the fact that no transition between
quarks of opposite helicity are allowed in massless perturbative QCD – at least to leading order.
In suitable (chirality respecting) regularization schemes this statement, i.e. Eq. (4.17), can be
generalized to higher orders as we shall see later. The LO diagram is shown in Fig. 18: The
conservation of the quark helicity is a consequence of the vector-like coupling between quarks and
gluons. Furthermore, since the gluon has spin +1 or −1, a finite angular momentum between
the quark and gluon is always produced in such a process. Finally, the convolution (4.14) with
the ( )+ distribution [46] in (4.16) can be easily calculated using
1∫
x
dy
y
f(
x
y
)+g(y) =
1∫
x
dy
y
f(
x
y
)
[
g(y)− x
y
g(x)
]
− g(x)
x∫
0
dyf(y). (4.18)
In contrast to (4.12), the LO Q2–evolution equations in the flavor-singlet section are coupled
integro-differential equations,
d
dt
(
δΣ(x,Q2)
δg(x,Q2)
)
=
αs(Q
2)
2π
(
δP
(0)
qq 2fδP
(0)
qg
δP
(0)
gq δP
(0)
gg
)
⊗
(
δΣ
δg
)
(4.19)
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with δP
(0)
qq (x) given by Eq. (4.16). The remaining longitudinally polarized splitting functions
are defined, in analogy to (4.15),
δP
(0)
AB(x) ≡ P (0)A+B+ − P
(0)
A−B+
(4.20)
with A,B = q, g, which fulfil P
(0)
A±B+
= P
(0)
A∓B−
due to parity invariance of the strong interactions
(QCD). The spin averaged splitting functions are given by the sum P
(0)
AB(x) = P
(0)
A+B+
+ P
(0)
A−B+
.
Note that δΣ refers to the sum of all quark flavors and antiflavors and therefore the factor 2f in
front of δP
(0)
qg in (4.19). Besides δP
(0)
qq in (4.16), the remaining polarized LO splitting function
in (4.19) are given by [46]
δP (0)qg (x) = TR[x
2 − (1− x)2] = TR(2x− 1)
δP (0)gq (x) = CF
1− (1− x)2
x
= CF (2− x)
δP (0)gg (x) = CA{(1 + x4)(
1
x
+
1
(1− x)+ )−
(1− x)3
x
+ (
11
6
− f
9
)δ(1 − x)} (4.21)
with TR =
1
2 and CA = Nc = 3. The advantage of introducing the singlet-set of differences
of parton distributions (δΣ, δg) in (4.19), instead of using the individual positive and negative
helicity densities q± and g± in (4.1) and (4.10), is that they evolve independently in Q2 of the
set of the conventional unpolarized densities (Σ, g) where Σ ≡∑f (q+ q¯). This is in contrast to
the individual densities q± and g± of definite helicity. The evolution equations (4.12) and (4.19)
can be solved numerically by iteration directly in Bjorken-x space. In many cases it is, however,
more convenient and physically more transparent to work in Mellin n-moment space where the
LO as well as the NLO evolution equations can be solved analytically to a given (consistent)
perturbative order in αs. This is due to the fact that for moments, defined by
fn(Q2) ≡
∫ 1
0
xn−1f(x,Q2)dx, (4.22)
the convolution (4.14) appearing in (4.12) and (4.19) factorizes into simple ordinary products:∫ 1
0
dx xn−1f⊗g ≡
∫ 1
0
dx xn−1
∫ 1
x
dy
y
f(y)g(
x
y
) =
∫ 1
0
dx xn−1
∫ 1
0
dydzδ(x−zy)f(y)g(z) = fngn.
(4.23)
In moment space the LO nonsinglet and singlet evolution equations (4.12) and (4.19) are thus
simply given by
d
dt
δqnNS(Q
2) =
αs(Q
2)
2π
δP (0)nqq δq
n
NS(Q
2) (4.24)
39
ddt
(
δΣn(Q2)
δgn(Q2)
)
=
αs(Q
2)
2π
(
δP
(0)n
qq 2fδP
(0)n
qg
δP
(0)n
gq δP
(0)n
gg
)(
δΣn(Q2)
δgn(Q2)
)
(4.25)
where the δP
(0)n
ij are simply the n-th moment of Eqs. (4.16) and (4.21) :
δP (0)nqq =
4
3
[
3
2
+
1
n(n+ 1)
− 2S1(n)
]
δP (0)nqg =
1
2
n− 1
n(n+ 1)
δP (0)ngq =
4
3
n+ 2
n(n+ 1)
δP (0)ngg = 3
[
11
6
+
4
n(n+ 1)
− 2S1(n)
]
− 2
3
f
2
. (4.26)
Here S1(n) ≡
n∑
j=1
1
j = ψ(n + 1) + γE , ψ(n) ≡ Γ
′(n)
Γ(n) and γE = 0.577216.
The evolution equations (4.24) and (4.25) in n-moment space are usually referred to as LO
renormalization group (RG) equations which were originally derived [164, 139, 384, 306, 307,
266, 189, 241, 259] from the operator product (light-cone) expansion for unpolarized structure
functions [for reviews see, for example, [38, 449, 463]]. The moments δP
(0)n
ij are called (or,
more precisely, related 1 to the) ’anomalous dimensions’ because they determine the logarithmic
Q2-dependence of the moments of parton distributions and thus of g1 as we shall see below.
The solution of the simple NS equation (4.24) is straightforward:
δqnNS(Q
2) = L
− 2
β0
δP
(0)n
qq δqnNS(Q
2
0) (4.27)
with L(Q2) ≡ αs(Q2)/αs(Q20), β0 being defined after (4.13) and δqnNS(Q20) is the appropriate
NS-combination of polarized parton densities fixed (mainly) from experiment at a chosen input
scale Q20. The solution of the coupled singlet evolution equations (4.25) is formally similar to
(4.27): (
δΣn(Q2)
δgn(Q2)
)
= L
− 2
β0
δPˆ (0)n
(
δΣn(Q20)
δgn(Q20)
)
(4.28)
where δPˆ (0)n denotes the 2×2 singlet matrix of splitting functions in Eq. (4.25). The treatment
of this exponentiated matrix follows the standard diagonalization technique , see e.g. [306, 307],
1the anomalous dimensions δγn, being usually defined as an expansion in αs
4pi
, δγn = αs
4pi
δγ(0)n+(αs
4pi
)2δγ(1)n+· · ·,
in terms of the LO (1-loop) δγ(0)n and NLO (2-loop) δγ(1)n expressions, are related to the δPn via δP
(0)n
ij =
− 1
4
δγ
(0)n
ij , δP
(1)n
ij = −
1
8
δγ
(1)n
ij , etc. where the 2-loop splitting functions δP
(1)
ij will become important for the NLO
evolutions to be discussed in Section 4.2.
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where one projects onto the larger and smaller eigenvalues λn± of δPˆ (0)n with the help of the
2× 2 projection matrices Pˆ± given by
Pˆ± ≡ ±
δPˆ (0)n − λn∓1
λn+ − λn−
(4.29)
with
λn± =
1
2
[δP (0)nqq + δP
(0)n
gg ±
√
(δP
(0)n
qq − δP (0)ngg )2 + 8fδP (0)nqg δP (0)ngq
]
. (4.30)
The projection matrices Pˆ± have the usual properties Pˆ 2± = Pˆ±, Pˆ+Pˆ− = Pˆ−Pˆ+ = 0 and
Pˆ+ + Pˆ− = 1. Since δPˆ (0)n = λn+Pˆ+ + λn−Pˆ−, the matrix expression in (4.28) can be explicitly
calculated using
f(δPˆ (0)n) = f(λn+)Pˆ+ + f(λ
n
−)Pˆ−, (4.31)
i.e.
L
− 2
β0
δPˆ (0)n
= L
− 2
β0
λn+Pˆ+ + L
− 2
β0
λn−Pˆ−. (4.32)
Thus the solution of (4.28) is explicitly given by
δΣn(Q2) = [αnδΣ
n(Q20) + βnδg
n(Q20)]L
− 2
β0
λn− + [(1 − αn)δΣn(Q20)− βnδgn(Q20)]L−
2
β0
λn+ (4.33)
δgn(Q2) = [(1−αn)δgn(Q20)+
αn(1− αn)
βn
δΣn(Q20)]L
− 2
β0
λn−+[αnδg
n(Q20)−
αn(1− αn)
βn
δΣn(Q20)]L
− 2
β0
λn+
(4.34)
with
αn =
δP
(0)n
qq − λn+
λn− − λn+
(4.35)
βn =
2fδP
(0)n
qg
λn− − λn+
. (4.36)
Once the parton distributions are fixed at a specific input scale Q2 = Q20, mainly by experiment
and/or theoretical model constraints, their evolution to any Q2 > Q20 is uniquely predicted by
the QCD-dynamics due to the uniquely calculable ’anomalous dimensions’ δP
(0)n
ij in LO of αs.
Of course a LO calculation by itself is in general not sufficient since neither the Λ-parameter
in αs(Q
2) can be unambiguously defined nor can one prove the perturbative reliability of the
results which requires at least a NLO analysis, to which we will turn in the next subsections.
To obtain the x-dependence of structure functions and parton distributions, usually required
for practical purposes, from the above n-dependent exact analytical solutions in Mellin-moment
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space, one has to perform a numerical integral in order to invert the Mellin-transformation in
(4.22) according to
f(x,Q2) =
1
π
∞∫
0
dzIm
[
eiϕx−c−ze
iϕ
fn=c+ze
iϕ
(Q2)
]
(4.37)
where the contour of integration, and thus the value of c, has to lie to the right of all singularities
of fn(Q2) in the complex n-plane, i.e., c > 0 since according to Eq. (4.26) the dominant pole of
all δPnij is located at n = 0. For all practical purposes one may choose c ≈ 1, ϕ = 135o and an
upper limit of integration, for any Q2, of about 5 + 10/ ln x−1, instead of ∞, which suffices to
guarantee accurate and stable numerical results [284, 286]. Note that it is advantageous to use
ϕ > π2 in (4.37) because then the factor x
−zexp(iϕ) dampens the integrand for increasing values
of z which allows for a reduced upper limit in the numerical integration; this is in contrast to the
standard mathematical choice ϕ = π2 which corresponds to a contour parallel to the imaginary
axis.
4.2 Higher Order Corrections to g1
The LO results discussed so far originated from calculating the logarithmic O(αs) contributions
of the parton subprocesses γ∗q → gq and γ∗g → qq¯ (Fig. 17) to the zeroth order ’bare’ term
γ∗q → q of g1 [38, 46]:
g1(x,Q
2) =
1
2
∑
q,q¯
e2q
{
δq0(x) +
αs(Q
2)
2π
1∫
x
dy
y
δq0(y)
[
tδP (0)qq (
x
y
) + δfq(
x
y
)
]}
+
1
2
(∑
q,q¯
e2q
)
αs(Q
2)
2π
1∫
x
dy
y
δg0(y)
[
tδP (0)qg (
x
y
) + δfg(
x
y
)
]
(4.38)
where δq0, δg0 denote the unphysical and unrenormalized (i.e. scale independent) bare parton
distributions and the function δfq and δfg are sometimes called ’constant terms’ or ’coefficient
functions’ because they are related to the lnQ2-independent terms and to the Wilson coefficients
usually introduced within the framework of the operator product expansion. In the leading
logarithmic order (LO) one assumes the dominance of the universal t = ln Q
2
Q20
terms which are
independent of the regularization scheme adopted, in contrast to δfq,g.
Eq. (4.38) as it stands is physically meaningless since Q20 is an entirely arbitrary scale which,
among other things, serves as an effective cutoff for the emitted parton-kT (or angular) phase
space integration in order to avoid collinear (mass) singularities when the emitted partons in Fig.
17 are along the intitial quark/gluon direction (kT = 0 or θ = 0). Therefore only the variation
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with Q2 can be uniquely predicted for the physical and renormalized (i.e. scale dependent)
’dressed’ quark distribution,
δq(x,Q2) ≡ δqo(x) + αs(Q
2)
2π
t(δq0 ⊗ δP (0)qq + δg0 ⊗ δP (0)qg ) (4.39)
and similarly for a suitably defined ’dressed’ polarized gluon density δg(x,Q2). These redefini-
tions result in the RG evolution equations (4.12) and (4.19) [46].
In NLO, i.e. if one goes beyond the leading logarithmic order, the ’finite’ terms δfq,g in (4.38)
have to be included, as well as the contributions of the 2-loop splitting functions δP
(1)
ij (x). These
additional quantities have the unpleasant feature that they depend on the regularization scheme
adopted. For calculational convenience one often chooses dimensional regularization and the ’t
Hooft-Veltman prescription for γ5 [328, 125, 147]. In D = 4− 2ε dimensions one obtains for the
diagrams in Fig. 17 [436, 458, 511, 113, 426, 233]
g1(x,Q
2) =
1
2
∑
q,q¯
e2q
{
δq0(x) +
αs(Q
2)
2π
1∫
x
dy
y
δq0(x)
[
(ln
Q2
µ2
− 1
ε
+ γE − ln 4π)δP (0)qq (
x
y
) + δCq(
x
y
)
]}
+
1
2
(∑
q,q¯
e2q
)
αs(Q
2)
2π
1∫
x
dy
y
δg0(y)
[
(ln
Q2
µ2
− 1
ε
+ γE − ln 4π)δP (0)qg (
x
y
) + δCg(
x
y
)
]
(4.40)
where the dimensional regularization mass parameter µ is usually chosen to equal Q, and
δCq(z) =
4
3
[
(1+z2)
(
ln(1− z)
1− z
)
+
− 3
2
1
(1− z)+−
1 + z2
1− z ln z+2+z−
(
9
2
+
π2
3
)
δ(1−z)
]
(4.41)
δCg(z) =
1
2
[(2z − 1)(ln 1− z
z
− 1) + 2(1− z)]. (4.42)
The ( )+ distribution is, as usual, defined by
1∫
0
dx
f(x)
(1 − x)+ ≡
1∫
0
dx
f(x)− f(1)
1− x (4.43)
and Eq. (4.18) is again useful for calculating the convolutions.
The unphysical ’bare’ quark and gluon densities δq0 and δg0 in (4.40) have to be redefined
in order to get rid of the singularities present (for ε = 0). The renormalized ’dressed’ quark
distribution is defined by
δq(x,Q2) ≡ δq0(x) + αs(Q
2)
2π
(ln
Q2
µ2
− 1
ε
+ γE − ln 4π)(δq0 ⊗ δP (0)qq + δg0 ⊗ δP (0)qg ) (4.44)
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and there is a similar equation for the redefined gluon density. Eq. (4.44) refers to the ’modified
minimal subtraction’ (MS) factorization scheme since also the combination γE − ln 4π, being
just a mathematical artifact of the phase space in 4−2ε dimensions, has been absorbed, together
with −1ε , into the definition of δq(x,Q
2). Besides dimensional regularization one has of course
the possibility to use masses of quarks and/or gluons to regulate the divergences. However,
in those schemes NLO calculations become usually far more cumbersome. Furthermore, one
obtains results for δCq and δCg which differ from the ones in (4.41) and (4.42). This, however,
is not a fundamental problem. It can be traced to a difference in the definition of parton densities
and NLO splitting functions δP
(1)
ij in the various schemes. We shall come back to this point at
the end of Section 4.3 and in Section 5.
It should be mentioned that the straightforward MS result for δCg in (4.42), which gives
rise to a vanishing ’first moment’
∆Cg ≡
1∫
0
dzδCg(z) =
1
2
[−1 + 1] = 0, (4.45)
has been a matter of dispute during the past years [47, 216, 142, 253, 217, 48, 346, 99, 510,
39, 43, 40, 113, 254, 255, 426, 233, 483, 90, 149, 464, 465, 335]. This vanishing is caused by
the second term +2(1 − z) in square brackets of δCg(z) in (4.42) which derives from the soft
non-perturbative collinear region where k2T ∼ m2q << Λ2 [422, 511, 420]; therefore it appears
to be reasonable that this term should be absorbed, besides the δP
(0)
qg piece in (4.40), into the
definition of the light (non-perturbative) quark distribution δq(x,Q2 = Q20) in (4.44). This
implies that, instead of δCg(z) in (4.42), we have
δC˜g(z) =
1
2
(2z − 1)(ln 1− z
z
− 1) (4.46)
which has a non-vanishing first moment ∆C˜g = −12 , in contrast to (4.45). It should be mentioned
that a first moment of −12 for the Wilson coefficient of the gluon can be obtained without any
subtractions in the so called off–shell scheme, to be discussed at the end of Section 4.3 and in
Section 5. This scheme therefore directly reproduces the ABJ anomaly contribution to the first
moment of g1. For more details see Section 5. However, from a technical point of view the
off–shell scheme is somewhat impractical, because 2-loop splitting functions are very difficult to
calculate in this scheme, and only the MS results (4.41) and (4.42) comply with the NLO (MS)
result [436, 513] for the 2-loop splitting functions δP
(1)
ij (x) to be discussed next.
Within theMS factorization scheme the NLO contributions to g1(x,Q
2) are finally given by
g1(x,Q
2) =
1
2
∑
q
e2q{δq(x,Q2) + δq¯(x,Q2) +
αs(Q
2)
2π
[δCq ⊗ (δq + δq¯) + 2δCg ⊗ δg]}. (4.47)
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Figure 19: Diagrams relevant for 2-loop splitting functions
The NLO parton densities δf(x,Q2), f = q, q¯, g, evolve according to the NLO evolution equations
where the (scheme dependent) 2-loop splitting functions δP
(1)
ij (x) enter and to which we now
turn.
In NLO the evolution equations (4.12) and (4.19) have to be generalized since, in contrast
to the LO in αs, the O(α
2
s) 2-loop splitting functions δP
(1)
ij allow for transitions between quarks
and antiquarks and among the different quark flavors as illustrated in Fig. 19. The situation is
completely analogous to the unpolarized, i.e. spin-averaged case [38, 189, 241, 259]. The NLO
flavor non-singlet renormalization group equations read
d
dt
δqNS±(x,Q2) = δPNS± ⊗ δqNS± (4.48)
where
δPNS± =
αs(Q
2)
2π
δP (0)qq (x) +
(
αs(Q
2)
2π
)2
δP
(1)
NS±(x) (4.49)
and
αs(Q
2)
4π
≃ 1
β0 lnQ2/Λ2
− β1
β30
ln lnQ2/Λ2
(lnQ2/Λ2)2
(4.50)
with β1 = 102 − 383 f (e.g. β0 = 9, β1 = 64 for the f = 3 light active flavors). There are
two different, independent NS evolution equations in NLO because of the additional transitions
between different, non-diagonal flavors (u→ d, u→ s¯, etc.) and qq¯-mixing (u→ u¯, etc.) which
start at 2-loop (α2s) order as illustrated in Fig. 19. Thus, opposite to the situation of unpolarized
(spin-averaged) parton distributions [189, 284], δqNS+ corresponds to the NS combinations δu−
δu¯ ≡ δuv and δd− δd¯ ≡ δdv , while δqNS− corresponds to the combinations δq+ δq¯ appearing in
the NS expressions (δu+ δu¯)− (δd+ δd¯) and (δu+ δu¯) + (δd+ δd¯)− 2(δs+ δs¯). The required
2-loop splitting functions δP
(1)
NS±(x) in (4.49) are the same [378, 530] as the unpolarized ones
2
2More explicitly, P
(1)
NS±(x) is given, in the notation of [189] by P
(1)
NS± = P
(1)
(±)
= P
(1)
qq ± P
(1)
qq¯ according to
Eqs. (4.8), (4.35) and (4.50)-(4.55) of [189], which are summarized in the Appendix.
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, δP
(1)
NS± = P
(1)
NS± in the (chirality conserving) MS regularization scheme [189, 241] – similarly
to the LO splitting function in Eq. (4.16). The NLO flavor-singlet Q2-evolution equations are
similar to the LO ones in (4.19):
d
dt
(
δΣ(x,Q2)
δg(x,Q2)
)
= δPˆ ⊗
(
δΣ
δg
)
(4.51)
with δΣ being defined in (4.9), and
δPˆ =
αs(Q
2)
2π
δPˆ (0)(x) +
(
αs(Q
2)
2π
)2
δPˆ (1)(x) (4.52)
where the LO 2× 2 matrix δPˆ (0) of singlet splitting functions is as in Eq. (4.19) and the NLO
2-loop singlet matrix is given by
δPˆ (1)(x) =
(
δP
(1)
qq 2fδP
(1)
qg
δP
(1)
gq δP
(1)
gg
)
. (4.53)
The calculation of all these NLO singlet splitting functions δP
(1)
ij (x), i, j = q, g, has been
recently completed in the MS factorization scheme [436, 513] 3 and is summarized in the Ap-
pendix. As in the LO case,the independent NS evolution equations (4.48) and the coupled
singlet equations (4.51) can be solved numerically by iteration directly in Bjorken-x space in
order to calculate g1(x,Q
2) in (4.47) to NLO. It will, however, be more convenient and physi-
cally more transparent to work in Mellin n-moment space where the evolution equations can be
solved analytically.
In moment space the NLO evolution equation (4.48) and (4.51) are simply given by
d
dt
δqnNS±(Q
2) =
[αs
2π
δP
(0)n
NS +
(αs
2π
)2
δP
(1)n
NS±
]
δqnNS±(Q
2) (4.54)
d
dt
(
δΣn(Q2)
δgn(Q2)
)
=
[αs
2π
δPˆ (0)n +
(αs
2π
)2
δPˆ (1)n
](δΣn(Q2)
δgn(Q2)
)
(4.55)
with the moments of the LO splitting functions given in (4.26) and the moments of the NLO
(MS) flavor-NS splitting function δP
(1)n
NS± are again equal to the unpolarized ones
4 . The
3These are given by Eqs. (3.65)-(3.68) of [436] where δP
(1)
qq = δP
(1)
NS− + δP
(1)
PS,qq with δP
(1)
PS,qq being given by
Eq. (3.65) of [436]. Note, however, that the δP
(1)
ij have been defined relative to (
αs
4pi
)2 in [436], cf. footnote 1, and
that the factor 2f in (4.53) has been absorbed into the definition of δP
(1)
qg in [436].
4In the notation of [241], the ’anomalous dimensions’ (see footnote 1) are given by δP
(1)n
NS± = −γ
(1)n
NS (η = ±1)/8
with γ
(1)n
NS (η) given by Eq. (B.18) of [241] which are summarized in the Appendix.
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moments of the NLO (MS) flavor-singlet splitting functions δP
(1)n
ij appearing in δPˆ
(1)n, as
defined in (4.52), have also been presented in [436]; however, in a form which is not adequate for
analytic continuation in n as required for a (numerical) Mellin inversion to Bjorken-x space. The
appropriate NLO (MS) anomalous dimensions can be found in [279] 5 and are summarized in
the Appendix. The more complicated matrix equation (4.55) can be easily solved in a compact
form by introducing [259] an evolution matrix (obvious n-dependencies are suppressed)
Eˆ(Q2) =
(
1 +
αs(Q
2)
2π
Uˆ
)
L
− 2
β0
δPˆ (0)n
, (4.56)
defined as the solution of the equation [cf. (4.51)]
d
dt
Eˆ = δPˆnEˆ (4.57)
with L(Q2) ≡ αs(Q2)
αs(Q20)
, the NLO αs being given in (4.50), and where Uˆ accounts for the 2-loop
contributions as an extension of the LO expression (4.28). It satisfies [259]
[Uˆ , δPˆ (0)n] =
β0
2
Uˆ + Rˆ (4.58)
with Rˆ ≡ δPˆ (1)n − β12β0 δPˆ (0)n, which yields
Uˆ = − 2
β0
(Pˆ+RˆPˆ+ + Pˆ−RˆPˆ−) +
Pˆ−RˆPˆ+
λn+ − λn− − 12β0
+
Pˆ+RˆPˆ−
λn− − λn+ − 12β0
(4.59)
where the projectors Pˆ± and λn± are given in (4.29) and (4.30). The singlet solutions are then
given by(
δΣn(Q2)
δgn(Q2)
)
=
{
L
− 2
β0
δPˆ (0)n
+
αs(Q
2)
2π
UˆL
− 2
β0
δPˆ (0)n − αs(Q
2
0)
2π
L
− 2
β0
δPˆ (0)n
Uˆ
}(
δΣn(Q20)
δgn(Q20)
)
+O(α2s)
(4.60)
where the remaining matrix expressions can be explicitly calculated using Eq. (4.31).
For the flavor nonsinglet evolution equations (4.54), which do not involve any matrices,
Eq. (4.58) simply reduces to UNS = − 2β0RNS and (4.60) obviously reduces to
δqnNS±(Q
2) =
{
1+
αs(Q
2)− αs(Q20)
2π
(− 2
β0
)
(
δP
(1)n
NS±−
β1
2β0
δP (0)nqq
)}
L
− 2
β0
δP
(0)n
qq δqnNS±(Q
2
0)+O(α
2
s).
(4.61)
5In the notation of [436, 279], δP
(1)n
ij = −δγ
(1)n
ij /8 with δγ
(1)n
ij being given by Eqs. (A.2)-(A.6) of [279].
Moreover, 2fδP
(1)n
qg = −δγ
(1)n
qg /8 since the factor 2f has been absorbed into the definition of δγ
(1)n
qg in [436, 279].
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These analytic solutions (4.60) and (4.61) in n-moment space can now be inverted to Bjorken−x
space by numerically performing the integral in (4.37). The final predictions for g1(x,Q
2) can
then be calculated according to (4.47). Alternatively, one can use directly the moment solutions
(4.60) and (4.61) and insert them into the n-th moment of (4.47),
gn1 (Q
2) =
1
2
∑
q
e2q{(1 +
αs
2π
δCnq )[δq
n(Q2) + δq¯n(Q2)] +
αs
2π
2δCng δg
n(Q2)} (4.62)
where [379]
δCnq =
4
3
[
−S2(n) + (S1(n))2 +
(
3
2
− 1
n(n+ 1)
)
S1(n) +
1
n2
+
1
2n
+
1
n+ 1
− 9
2
]
(4.63)
is the n-th moment of δCq(z) in Eq. (4.41) with S1(n) given after (4.26) and S2(n) ≡
∑n
j=1
1
j2
=
π2
6 − ψ′(n+ 1) where ψ′(n) = d
2 ln Γ(n)
dn2
. The n-th moment of δCg(z) in Eq. (4.42) is
δCng =
1
2
[
− n− 1
n(n+ 1)
(S1(n) + 1)− 1
n2
+
2
n(n+ 1)
]
(4.64)
which gives rise to the vanishing first (n = 1) moment, δC1g = 0. On the other hand, in the
factorization scheme of Eq. (4.46) we have
δC˜ng = δC
n
g −
1
2
2
n(n+ 1)
(4.65)
i.e. δC˜1g = −12 . With these expressions at hand one can now obtain g1(x,Q2) from Eq. (4.62)
by performing a single numerical integration according to (4.37). It should be remembered that
a theoretically consistent NLO analysis can, for the time being, performed only within the MS
factorization scheme where all δP
(1)
ij are known [436, 513], using δCq,g of Eqs. (4.63) and (4.64).
This is particularly relevant for the parton distributions which have to satisfy the fundamental
positivity constraints (4.11) at any value of x and scale Q2, as calculated by the unpolarized
and polarized evolution equations, within the same factorization scheme.
From the above solutions (4.60-4.62) it becomes apparent that, as usual, a NLO analysis
requires 2-loop O(α2s) splitting functions δP
(1)
ij and 1-loop O(αs) Wilson coefficient, i.e. partonic
cross sections, δCi. Furthermore, in any realistic analysis beyond the LO, the coefficient and
splitting functions are not uniquely defined to the extent that it is a mere matter of a theorist’s
convention of how much of the NLO corrections are attributed to δCi and how much to δP
(1)
ij
[see, for example, the discussion which led to Eq. (4.46)]. This is usually referred to as ’renor-
malization/factorization scheme convention’. What is, however, important is that, to a given
perturbative order in αs, any physically directly measurable quantity must be independent of
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the convention chosen (’scheme independence’) and that the convention dependent terms ap-
pear only beyond this order in αs considered which are perturbatively (hopefully) small. The
requirements of convention independence of our NLO analysis can be easily derived [259, 273]
from Eqs. (4.60-4.62): Choosing a different factorization scheme in the NS sector (δCNS = δCq)
according to
δCnNS → δC
′n
NS = δC
n
NS +∆
n
NS , (4.66)
this change has to be compensated, to O(α2s), by an appropriate change of δP
(1)
NS ,
δP
(1)n
NS → δP (1)
′n
NS = δP
(1)n
NS +
β0
2
∆nNS . (4.67)
Similarly in the singlet sector, where we have to deal with 2 × 2 matrices, a change of the
factorization scheme
δCˆn → δCˆ ′n = δCˆn + ∆ˆn (4.68)
implies [259, 273]
δPˆ (1)n → δPˆ (1)′n = δPˆ (1)n + β0
2
∆ˆn − [∆ˆn, δPˆ (0)n] (4.69)
in order to guarantee convention (scheme) independence to order α2s. The upper row of δCˆ
corresponds to our fermion (quark) δCqq ≡ δCq and gluon δCqg ≡ δCg Wilson coefficients in an
obvious notation. To keep the treatment as symmetric as possible we introduced in addition
hypothetical Wilson coefficients δCgq and δCgg in the lower row of δCˆ which do not directly
contribute to deep inelastic lepton-hadron scattering and indeed drop out from the final results
relevant for g1. In general, the transformation of splitting functions in (4.69) and of the gluon
density is not fixed by the change of the physical first row coefficient functions alone since the
lower row of ∆ˆn remains undetermined. This is partly in contrast to the unpolarized situation
[259, 273, 284] where the energy-momentum conservation constraint (for n = 2) may be used
together with the assumption of its analyticity in n.
From these results it is clear that a consistent, i.e. factorization scheme independent NLO
analysis of g1(x,Q
2) in (4.62) requires the knowledge of all polarized 2-loop splitting functions
δP
(1)n
ij [or δP
(1)
ij (x)], besides the coefficient functions δC
n
q,g [or δCq,g(x)]. It is clear that, for the
time being, such an analysis can be performed only in the MS factorization scheme where all
δP
(1)n
ij are known [436, 513] – a situation very similar to the unpolarized case.
One could of course choose to work within a different factorization scheme, in particular one
which leads to (4.46) and (4.65) or any other specific scheme. In this case, however, one has for
consistency reasons to calculate all polarized NLO quantities (δCi, δP
(1)n
ij , etc.), and not just
their first (n = 1) moments, in these specific schemes as well as also NLO subprocesses of purely
hadronic reactions to which the NLO (polarized/unpolarized) parton distributions are applied
to. So far, complete NLO calculations have only been performed in the MS scheme.
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4.3 Operator Product Expansion for g1
The phenomena discussed so far in the QCD improved parton model can also be understood in
the framework of the operator product expansion (OPE). In contrast to the QCD parton model,
which is universally valid, the OPE is designed exclusively to the understanding of deep inelasic
lepton nucleon scattering. One starts with an expansion of the Fourier transform of the time
ordered product of two currents, i.e., the virtual Compton amplitude
Tµν = i
∫
d4xeiqxT (Jµ(x)Jν(0)) (4.70)
near the light-cone x2 ∼ 1
Q2
≈ 0, i.e. in powers of 1
Q2
, and is led to a description of the
moments of structure functions in terms of anomalous dimensions, Wilson coefficients and matrix
elements. The OPE has been used very successfully to derive results for unpolarized scattering
[306, 307, 266, 449, 463], and results for polarized scattering exist as well [30, 31, 473, 378, 436].
The particular feature of polarized DIS is the appearance of antisymmetric (µ↔ ν) terms in the
expansion of Tµν . We shall start with a discussion of the structure function g1 for the case of
photon exchange. The analysis of g2 is complicated by the appearance of transverse effects and
will be discussed in Section 8. We may then assume longitudinal polarisation Pσ =MSσ of the
proton. One has
Tµν(antisymm.,em. current) = iεµνλσq
λ
∑
n=1,3,5,...
(
2
Q2
)nqµ1 . . . qµn−1
9∑
i=0
R
σµ1...µn−1
i E
n
i (Q
2/µ2, αs)
(4.71)
where
R
σµ1...µn−1
i = i
n−1ψ¯γ5γ{σDµ1 . . . Dµn−1}λiψ (4.72)
with i = 0, . . . , 8; n = 1, 3, 5, . . . and
R
σµ1...µn−1
9 = i
n−1εαβγ{σGβγDµ1 . . . Dµn−2}Gµn−1α (4.73)
with n = 3, 5, 7, . . . are the relevant operators, λi are the Gell-Mann matrices (λ0= unit matrix)
and {} denotes symmetrization on the indices σµ1 . . . µn−1. In order to obtain operators of
definite twist and spin, the appropriate subtraction of trace–terms is always implied. R1−8 are
the nonsinglet and R0 and R9 the singlet contributions. For each n=3,5,7,... there are 8 NS
operators and two singlet operators. For n=1 (the first moment case) there are 8 NS operators
ψ¯γ5γσλ1−8ψ but only one singlet operator ψ¯γ5γσψ, the axial vector singlet current.This operator
is of particular interest because it carries the triangle anomaly.Through this anomaly the gluon
enters the scene , via δC˜g in Eqs. (4.46) and (4.65) even though formally no gluon operator R9
exists for n=1. The case of the first moment will be discussed in great detail in Section 5.
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We shall denote the matrix elements of the operators Ri by Mi (Sσ = Pσ/M):
〈PS|Rσµ1...µn−1i |PS〉 = −Mni S{σPµ1 . . . Pµn−1}. (4.74)
Furthermore, the imaginary part of 〈PS|Tµν |PS〉 is related to the hadronic tensor Wµν in
Eq. (2.1) which determines the cross section and contains the structure functions [164, 306,
307, 266, 449]. Therefore, through the optical theorem, g1 can be related to the E
n
i and the
matrix elements Mni :
1∫
0
dxxn−1g1(x,Q2) =
1
2
∑
i
Mni E
n
i (Q
2/µ2, αs) (4.75)
for n = 1, 3, 5, . . .. Notice that the knowledge of the moments for n = 1, 3, 5, . . . together with the
fact that g1 is even in x↔ −x completely determines g1 by analytic continuation. The functions
Eni , the ”Wilson coefficents”, have a Q
2–dependence which is determined by the anomalous
dimensions δγn defined in Section 4.2 namely
Eni (Q
2/µ2, αs) =
∑
j
Enj (1, αs(Q
2))T exp
− αs(Q
2)∫
αs(µ2)
δγn(αs)
2β(αs)
dαs

ij
(4.76)
where µ is the renormalization point . T indicates ”time” ordering,
T exp
b∫
a
f(x)dx = 1 +
b∫
a
f(x)dx+
b∫
a
dx
b∫
x
dyf(x)f(y) + . . . (4.77)
When one expands Eq. (4.76) in powers of αs, it turns out that the two-loop β-function
and anomalous dimensions enter the first order correction. This will be shown explicitly in
Eq. (4.80). Those two-loop quantities as well as the first order Wilson coefficients are in
general scheme and convention dependent.By scheme dependence we mean a dependence on the
regularization procedure as well as on the renormalization prescription. But this dependence
cancels in the combination which enters Eq. (4.83) below, i.e. it cancels in the prediction for
the physical quantities. This is complementary to what we said about different definitions of
quark densities in Section 4.2 and is exactly analogous to what happens in unpolarized scattering
[259, 463, 273].
Comparing (4.75) and (4.62) there is a one-to-one correspondence between the OPE and
the parton model description. The matrix elements Mni correspond to the moments of suitable
combinations of parton densities δq,δq¯ and δg. For example,
Mn8 =
1
18
1∫
0
dxxn−1
[
δu+ δu¯+ δd + δd¯− 2(δs + δs¯)] . (4.78)
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The anomalous dimensions of the OPE govern the Q2-evolution of the parton densities and the
Wilson coefficients arise as the ’constant terms’ discussed in Eq. (4.40). This correspondence
holds for general n. For n=1 there is the peculiar situation that only one singlet operator exists
whereas in the parton model there are two degrees of freedom, the first moment of δΣ and the
first moment of δg. Therefore the translation between the two schemes is somewhat more subtle
for n=1 than for general n and will be discussed in detail in Section 5.
For each n = 3, 5, ... the anomalous dimension matrix δγn decomposes into a 2×2 singlet and
a 8×8 nonsinglet block. Let us first discuss the nonsinglet part in some detail. In the nonsinglet
block the operators are multiplicatively renormalizable with effectively one anomalous dimension
δγnNS , proportional to the moment of the evolution kernel δPNS introduced in the last section
(see footnote 1). It can be expanded in powers of αs
δγnNS =
αs
4π
δγ
(0)n
NS +
(αs
4π
)2
δγ
(1)n
NS +O(α
3
s) (4.79)
where δγ
(0,1)n
NS are given by the moments of the quantities δP
(0)
qq and δP
(1)
NS− introduced in
Eq. (4.49). They are identical to the analogous quantities in unpolarized scattering. More
precisely,one has δγ
(0)n
NS = −4δP (0)nqq and δγ(1)nNS = −8δP (1)nNS− (see footnotes 1 and 4) because of
the use of 4π instead of 2π in the expansion parameter. δP
(1)
NS+ plays no role for g1 but is only
important for g3 and g4 + g5 in (2.28) (cf. Sect. 6.7). Since the OPE method provides only the
values of the even or odd moments depending on the crossing parity of the particular structure
functions, only specific NS splitting functions (δP
(1)
NS− or δP
(1)
NS+) are allowed in the evolution
kernel. This is in contrast to the more general parton model method discussed before, which
makes no restriction on the value of n. In other words, the parton model formulae, besides
reproducing the OPE results, provide also the analytic continuation of the OPE results to those
values of n which are artificially forbidden in the OPE.
Inserting Eq. (4.79) in (4.76) one obtains
T exp
− αs(Q
2)∫
αs(µ2)
δγnNS(αs)
2β(αs)
dαs
 = αs(Q2)
αs(µ2)
δγ(0)nNS /2β01+αs(Q2)− αs(µ2)
4π
(
δγ
(1)n
NS
2β0
− β1δγ
(0)n
NS
2β20
)
+O(α2s)

(4.80)
where we have used
β(αs)
αs
= −β0αs
4π
− β1
(αs
4π
)2
(4.81)
with β0 = 11 − 23f and β1 = 102 − 383 f as in the previous section. This makes explicit that
the two-loop anomalous dimensions and β-function enter the NLO one-loop analysis of cross
sections, i.e. Wilson coefficicents.
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The Wilson coefficient has the form
En(1, αs(Q
2)) = 1 +
αs
2π
δCnNS +O(α
2
s) (4.82)
with δCnNS given by Eq. (4.63) in the MS–scheme.
One can combine the above expansions to obtain
1∫
0
dxxn−1g1,NS(x,Q2) =
(
αs(Q
2)
αs(µ2)
)δγ(0)nNS /2β0 {
1 +
αs(Q
2)
2π
δCnNS +
αs(Q
2)− αs(µ2)
4π
×
(
δγ
(1)n
NS
2β0
− β1δγ
(0)n
NS
2β20
)}
1
2
∑
i
Mni (µ
2) (4.83)
which should be compared with Eqs. (4.61) and (4.62). This equation shows how the O(αs)
Wilson coefficient δCnNS and the anomalous dimensions combine with the matrix element to form
the n-th moment of g1. As discussed earlier, the scheme dependence of the quantities δC
n
NS and
δγ
(1)n
NS must cancel in the combination in Eq. (4.83) because it gives a physical observable.
Similar features arise in the singlet sector and in higher orders although the formalism
becomes more complicated.In the singlet sector the anomalous dimensions form a nondiagonal
2x2 matrix and there are two coefficients,one for the quark type operator R0 and the other one
for the gluon operator R9.To first order αs the coefficient for the quark type operator is the
same as for the nonsinglet operators, and is of the form
Enq (1, αs(Q
2)) = 1 +
αs
2π
δCnq +O(α
2
s) (4.84)
with δCnq given again by Eq. (4.63). The coefficient for the gluon operator is of the form
Eng (1, αs(Q
2)) =
αs
2π
δCng +O(α
2
s) (4.85)
with δCng given in the MS scheme by Eq. (4.64). The singlet anomalous dimension matrix has
an expansion
δγnS =
αs
4π
δγ
(0)n
S +
(αs
4π
)2
δγ
(1)n
S +O(α
3
s) (4.86)
where δγnS , δγ
(0)n
S and δγ
(1)n
S are 2 × 2 matrices with indices ij = qq, qg, gq, gg. With these
expansions one can now calculate the singlet part of
1∫
0
dxxn−1g1(x,Q2), using the one-to-one
correspondence between the parton model densities and the OPE matrix elements, with the
same methods as described after Eq. (4.55). The result is exactly analogous to Eqs. (4.60) and
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(4.62). An alternative to present this somewhat cumbersome matrix result is the following. If
one goes to a basis of the quark and gluon matrix elements, in which δγ
(0)n
S is a diagonal matrix,
one can calculate the exponential matrix
T exp
− αs(Q
2)∫
αs(µ2)
δγnS(αs)
2β(αs)
dαs
 = ( δE++ δE+−
δE−+ δE−−
)
(4.87)
with
δE±± =
(
αs(Q
2)
αs(µ2)
)δγ(0)n± /2β0 {
1 +
αs(Q
2)− αs(µ2)
4π
(
δγ
(1)n
±±
2β0
− β1δγ
(0)n
±
2β20
)}
(4.88)
δE±∓ =
δγ
(1)n
±∓
δγ
(0)n
± − δγ(0)n∓ − 2β0
{
αs(µ
2)
4π
αs(Q2)
αs(µ2)
δγ(0)n± /2β0 − αs(Q2)
4π
αs(Q2)
αs(µ2)
δγ(0)n∓ /2β0}
(4.89)
where δγ
(0)n
± = −4λn± are the eigenvalues of δγ(0)nS [cf. Eq. (4.30)], and δγ(1)nS is assumed to be
of the form
δγ
(1)n
S =
(
δγ
(1)n
++ δγ
(1)n
+−
δγ
(1)n
−+ δγ
(1)n
−−
)
(4.90)
in the new basis.
The first order Wilson coefficients and the two-loop anomalous dimensions are scheme depen-
dent. However, for consistent schemes the scheme dependence must be such that the predictions
for the physical quantities, the moments of g1 , are scheme independent. This implies that
the combinations of coefficients and anomalous dimensions , which appear in the representation
of g1, are scheme independent as discussed at the end of the previous section. For example,
from Eq. (4.83) we see that 2δCnNS +
γ
(1)n
NS
2β0
must be a scheme independent combination. A
similar scheme independent combination exists in the singlet sector. In the following we want
to compare some results for δCnNS,q,g and δγ
(1)n
NS,S in various schemes. Note that the first order
anomalous dimensions δγ(0)n [given in Eq. (4.26)] as well as the β-function coefficients β0 and
β1 are scheme independent. In all schemes singular collinear pole contributions arise, which are
to be factorized into the quark distributions. The various schemes are:
• TheMS scheme in dimensional regularization using the reading point method [383] for the
treatment of γ5 (γ5 is appearing due to the projector on the quark’s helicity). In this scheme
the factorized singular terms in the coefficients are of the form δγ(0)n(−1ǫ − ln 4π + γE).
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The reading point method is the more systematic generalization of the CFH [147] γ5-
presription, i.e. a totally anticommuting γ5, in which the γ
∗q-vertex is defined to be the
starting point, from which the Dirac trace is read. From the calculational point of view
this scheme is the most tractable one, because no extra mass parameters or counter terms
have to be introduced. Indeed, it is this scheme, for which all coefficients δCni are known
and all anomalous dimensions δγ
(1)n
ij have been recently calculated for the first time [436].
The coefficients are given in Eqs. (4.63) and (4.64) and the 2-loop anomalous dimensions
are given in [436, 279] as described in footnotes 3 and 5. It is interesting to note, that for
the first moment (n = 1)
δC1NS = δC
1
q = −
3
2
CF = −2, (4.91)
δC1g = 0 (4.92)
and
δγ
(1)1
NS− = 0, (4.93)
δγ(1)1qq = 24CF
f
2
(4.94)
where δγ
(1)
NS− ≡ γ(1)NS(η = −1) (see footnote 4). The relation (4.91) implies that the
correction to the Bjorken sum rule is saturated by δC1NS , i.e. δγ
(1)1
NS− = 0 in Eq. (4.83)
due to (4.93). The relation (4.94) implies that in this scheme the quark contribution to
the first moment of g1 is not conserved (Q
2-dependent). It will be shown in Section 5
that this implies that in this scheme there is no gluon contribution to the first moment of
g1, i.e. δC
1
g = 0 as made explicit in Eq. (4.92). The same results for δC
n
i and δγ
(1)n
ij are
obtained [436] if one adopts the HVBM [328, 125] method for treating the γ5 matrix in
D 6= 4 dimensions, provided an additional renormalization constant (counter term) [401]
is introduced in order to guarantee the conservation of the NS axial vector operators R1−8
in (4.72). It is mandatory to keep these NS axial vector currents conserved [378] due to
the absence of gluon-initiated triangle γ5-anomalies in the flavor non-singlet sector which
dictates the vanishing of δγ
(1)1
NS−.
It should be noted, however, when using ’naively’ the original HVBM prescription for the
treatment of γ5 one obtains [522, 512] a result for δC
n
NS = δC
n
q which implies for the first
moment δC1q = −72CF which is different than the one in Eq. (4.91). This corresponds,
however, to a non-zero value for δγ
(1)1
NS− [on account of the scheme invariance of 2δC
1
NS +
δγ
(1)1
NS−
2β0
= −3CF , using Eqs. (4.91) and (4.93)] in contradiction to the conservation of the
NS axial vector current.
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• The regularization with (on–shell) massless quarks and off–shell gluons. From the calcu-
lational point of view this scheme is difficult, because the gluon off–shellness is difficult to
handle in two-loops, and consequently the δγ
(1)n
ij are not known for general n. However,
this scheme is rather meaningful physically for polarized DIS, because it corresponds best
to the notion of constituent quarks [48, 43, 40, 465] as will be discussed in detail in Sec-
tion 5. Furthermore, it avoids the fundamental difficulties with γ5 present in dimensional
regularization. The Wilson coefficients in this scheme are given by [160, 377]
δCnq = CF
[
− 9
4
− 3
2n
+
3
n+ 1
+
2
n2
− 1
(n+ 1)2
+(
3
2
− 1
n(n+ 1)
)S1(n)+ (S1(n))
2−3S2(n)
]
(4.95)
δCng = 2TR
[ 1
n
− 2
n+ 1
− 1
n2
+
2
(n+ 1)2
]
(4.96)
where, as previously, Sk(n) ≡
n∑
j=1
1
jk
. In particular one has
δC1NS = δC
1
q = −2, (4.97)
δC1g = −
1
2
(4.98)
and [43]
δγ
(1)1
NS− = δγ
(1)1
qq = 0. (4.99)
These results correspond to a nonvanishing gluon contribution to the first moment of g1
and to conserved, i.e. Q2-independent, first moments of the polarized quark densities.
A theoretically consistent NLO analysis of polarized structure functions and parton dis-
tributions cannot be performed for the time being, apart from their first (n = 1) moments
since it would require the knowledge of all δγ
(1)n
ij , or equivalently of δγij(x), in this par-
ticular regularization/factorization scheme.
Just as the MS scheme the off–shell scheme naturally fulfills δC1q = −2. This implies that
the coefficient alone saturates the Bjorken sum rule and reproduces the standard correction
factor 1− αsπ for the first moment of the singlet contribution.
• The regularization with massive quarks. Some of the collinear singularities in the coefficient
functions can be regularized by introducing a quark mass. The remaining singularities are
again regularized by a nonzero offshellness/mass of the gluon. For example,for the Wilson
coefficient of the quark field one obtains to one-loop order [505]
δCnq = CF
[
− 5
2
− 5
2n
+
2
n+ 1
+
1
n2
− 2
(n+ 1)2
+(
7
2
+
1
n(n+ 1)
)S1(n)−3S2(n)− (S1(n))2
]
(4.100)
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For the first moment this yields δC1q = −72CF , i.e. not directly the expected correction to
the Bjorken sum rule (cf. Section 5 for more explanations on the scheme dependence of
the first moment).
Although this scheme is not very tractable in a two-loop calculation, and for the light
quarks is usually not considered very physical, its results are sometimes interesting for
comparative reasons. For example, in [43] it was shown that the difference δγ
(1)1
qq (massive
quarks)– δγ
(1)1
qq (massless quarks) is of such a form that it cancels the corresponding change
in δC1g so that a scheme independent result arises (for more details see Section 5).
In the case of heavy quarks (m2q ≫ Λ2QCD) a calculation with quark masses has to be done,
but then the quark mass is not just a regulator (O(m)-terms to be neglected), but has a
real physical meaning [521, 281]. The heavy quark contribution to PDIS will be discussed
in detail in Section 6.
• Keeping the incoming parton (quark or gluon) off–shell is another possibility to renormal-
ize; δCq is then given by [378, 505]
δCnq = CF
[
− 3
2n
+
2
n+ 1
+
2
n2
− 2
(n+ 1)2
+
3
2
S1(n)− 4S2(n)
]
(4.101)
and δCng is as in Eq. (4.96). The first moments are again as in Eqs. (4.97) and (4.98),
and the ones for the quark anomalous dimensions are given by Eq. (4.99). Again the
anomalous dimensions for arbitrary n are not known.
4.4 The Behavior of g1(x,Q
2) at Small x
The behavior of g1 at small x is an important issue because the experimental determination of
the first moment of g1(x,Q
2), as defined in Eq. (3.2), depends on it rather strongly. Therefore
it has an influence on tests of the fundamental Bjorken sum rule [105] and of the Gourdin-
Ellis-Jaffe expectations for Γp,n1 , which will be discussed in detail in Section 5, and also on the
question how large the contribution from the various parton species to the proton spin is, cf.
Eq. (1.1). Due to the very different polarized and unpolarized splitting functions (except for
δP
(0)n
qq = P
(0)n
qq , δP
(1)n
NS± = P
(1)n
NS±) one expects different Q
2 evolutions of g1(x,Q
2) and F1,2(x,Q
2),
respectively, and thus different small–x predictions for these two cases especially in the medium–
to small–x region (x < 0.2) dominated by polarized flavor-singlet contributions δΣ and δg. Ac-
cording to our results in the two previous subsections, e.g. Eqs. (4.28) and (4.60), these quantum
field theoretic renormalization group predictions depend on the input densities δΣ(x,Q20) and
δg(x,Q20) to be fixed mainly by experiment. Unfortunately, the present polarization experiments
[68, 69, 22, 15, 17, 57, 2, 3, 4] with their scarce statistics constrain these singlet input densities
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rather weakly, see, e.g. [45, 264, 283, 279], in particular δg(x,Q20) remains almost entirely arbi-
trary, which is in constrast to unpolarized structure functions (see, e.g., [285, 288, 289]). One
therefore has, for the time being, to rely on theoretical prejudices and guesses.
There is a suggestion from Regge theory for the small-x behavior of g1. Under the assump-
tion that there is no spin dependent diffractive scattering, one may assume that the a1(1260)
trajectory dominates the Regge asymptotics [127, 229] and obtains
g1(x,Q
2
0) ∼
x→0
x−αa1 (0), −0.5 . αa1(0) . 0 (4.102)
where αa1(0) is the intercept of the degenerate a1(1260), f1(1285) and f1(1420) Regge trajecto-
ries. The scale Q20 where this asymptotic expectation is supposed to hold is entirely unrestricted
by Regge arguments. A naive guess would be that g1(x,Q
2
0) should behave more or less like a
constant as x → 0 (g1 ∼ x0), to be compared with a fit [127, 229] to the EMC data [68, 69],
which has been done for the region x < 0.2 and yields gp1(x,Q
2) ∼ x0.07+0.32−0.42 . The main un-
certainty lies of course in the value of Q2 = Q20 where this Regge behavior is implemented. If,
for example, we implement Eq. (4.102) at a scale Q20 ≃ 1 GeV2 then, according to the QCD
evolution, gp1(x,Q
2) as well as δq(x,Q2), δq¯(x,Q2) and δg(x,Q2) derived from it will be steeper
as x → 0 than in Eq. (4.102) at Q2 > 1 GeV 2, e.g. at Q2 ≃ 10 GeV2 relevant for some recent
experiments [68, 69, 22, 15, 17]. The only somewhat reliable conclusion we can draw from this is
that g1 and thus δqv, δq¯ and δg will not diverge at the same strength as x→ 0 as the unpolarized
structure functions F1 and F2/x since qv ∼ x−αρ(0) ∼ x−1/2 and q¯, g ∼ x−αP (0) ∼ x−1. The
divergence of the unpolarized structure functions for x→ 0 is driven by the 1x singularity of the
vacuum (Pomeron) exchange which is not present in δqv(x,Q
2), δq¯(x,Q2) and δg(x,Q2).
Accepting a particular input behavior at Q2 = Q20, the perturbative QCD prediction at
Q2 > Q20 for the singlet sector follows from Eqs. (4.28–4.36) and (4.60). Even in the small–
x limit one has to resort to the full solutions of the evolution equations since the ’leading
pole’ or ’asymptotic 1x ’ approximation [223, 100, 174, 76] to the polarized splitting functions is
quantitatively (and partly even qualitatively) not appropriate [283, 265], at least for x–values
of experimental relevance, x & 10−3. For qualitative purposes it is nevertheless instructive
to recall the leading pole (in n) or asymptotic 1x approximation, presented here in LO for
simplicity. In polarized scattering all δP
(0)
ij in Eqs. (4.21) and (4.26) are less singular as x→ 0
than in unpolarized scattering: δP
(0)n
ij ∼ 1n [δP
(0)
ij (x) ∼ const.] as compared to P (0)ngi ∼ 1n−1
[P
(0)
gi (x) ∼ 1x ] and P
(0)n
qi ∼ 1n [P
(0)
qi (x) ∼ const.]. This complicates the situation to some extent
because polarized quark and gluon densities contribute at the same level. Thus the 2×2 matrix
of splitting functions in Eq. (4.25), required for the LO solution (4.28), reduces to
δPˆ (0)n ∼
x→0
1
n
(
CF −2fTR
2CF 4CA
)
(4.103)
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with CF =
4
3 , TR =
1
2 , CA = 3. We first diagonalize this matrix and obtain for the eigenvalues
[cf. (4.30)]
λn± =
1
n
λ¯± , λ¯± =
1
2
(
40
3
± 32
3
√
1− 3f
32
)
. (4.104)
For f = 3 active flavors we have λ¯+ = 11.188 ≫ λ¯− = 2.145. This means that the second term
in Eq. (4.31) which involves the λn− renormalization group exponent is subleading as x→ 0 and
we obtain approximately(
δΣn(Q2)
δgn(Q2)
)
≃ 1
λ¯+ − λ¯−
(
CF − λ¯− −2fTR
2CF 4CA − λ¯−
)(
δΣn(Q20)
δgn(Q20)
)
e
2
β0
λ¯+
n
ξ
(4.105)
where ξ = ξ(Q2) ≡ lnL−1 = ln[αs(Q20)/αs(Q2)]. Approximately the same result can be ob-
tained, if one uses just the dominant δP
(0)
gg contribution 4CA and neglects the remaining entries
in (4.103): In that case one has λ¯+ = 4CA = 12 and λ¯− = 0, i.e. a sufficiently accurate ap-
proximation [174]. Assuming the input densities to be flat in x as x → 0 [cf. Eq. (4.102)],
δΣ(x,Q20) ∼ const. and δg(x,Q20) ∼ const., i.e. δΣn(Q20) ∼ 1n and δgn(Q20) ∼ 1n , Eq. (4.105) can
be easily Mellin-inverted, cf. (4.37), on account of [270, 427, 192]
δf(x,Q2) =
1
2πi
c+i∞∫
c−i∞
dnx−nδfn(Q2) ∼ 1
2πi
c+i∞∫
c−i∞
dnx−n
1
n
e
a
n = I0(2
√
a ln
1
x
). (4.106)
Using the asymptotic expression for the modified Bessel function I0(z) ∼ ez√2πz −O(
1
z ) for large
z, we arrive at the ’double leading log’ (DLL) formula
δΣ(x,Q2), δg(x,Q2) ∼
x→0
CΣ,gexp
[
2
√
2
β0
λ¯+ξ(Q2) ln
1
x
]
(4.107)
where all (partly unknown) constants are lumped into CΣ,g. This gives the dominant x → 0
behavior of the singlet component g1,S of g1 = g1,NS + g1,S which dominates g1 because the
nonsinglet part (4.27) leads, analogously to the above derivation using δP
(0)n
qq ∼ CFn , to
δqNS(x,Q
2) ∼
x→0
CNSexp
[
2
√
2
β0
CF ξ(Q2) ln
1
x
]
(4.108)
which is again subleading since λ¯+ ≫ CF . These results illustrate that for example a positive δg
input (Cg > 0) drives δΣ(x,Q
2) negative as x → 0 and Q2 increases, due to the negative large
matrix element −2fTR in (4.105). Therefore gp1 is eventually driven negative as well for x . 10−3
and Q2 > 1 GeV2 [76, 41]. Thus, estimates of small–x contributions to the first moment Γ1(Q
2)
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of g1(x,Q
2) using Regge extrapolations alone will be unreliable, underestimating their size, for
a positive δg, and sometimes even giving them the wrong sign [41, 76].
Equation (4.107) may be compared with the asymptotic 1x behavior of the unpolarized struc-
ture function F1,2(x,Q
2): Assuming that the gluon with P
(0)n
gg ∼ 2CAn−1 dominates the evolution
of the singlet quark combination Σ = q + q¯, the quantity which couples directly to F1,2, one
obtains the standard DLL result [270, 427, 192]
xg(x,Q2) ∼
x→0
exp
[
2
√
2
β0
2CAξ(Q2) ln
1
x
]
(4.109)
which is in principle similar to the result in Eq. (4.107) but has an additional factor 1x in front
due to the dominant vacuum (Pomeron) exchange allowed for spin-averaged structure functions
as discussed at the beginning of this subsection.
This relatively simple exercise demonstrates explicitly that A1(x,Q
2) in Eq. (2.14) will not be
independent of Q2 in the small–x region, as commonly assumed [447, 68, 69, 22, 15, 17, 57, 2, 3]
for extracting g1(x,Q
2) [because λ¯+ ≃ 4CA > 2CA according to Eqs. (4.107) and (4.109)], i.e.
A1(x,Q
2) ≃ g1(x,Q
2)
F1(x,Q2)
≃ 2x g1(x,Q
2)
F2(x,Q2)
∼
x→0
x exp
{
2(
√
2− 1)
√
2
β0
2CAξ(Q2) ln
1
x
}
. (4.110)
Note that A1(x,Q
2) ∼ const. as x → 1 due to δP (0)nqq = P (0)nqq and δP (1)nNS± = P (1)nNS± which
dominate in the large–x region. It should, however, be emphasized that the above asymptotic
results in (4.107) and (4.108) are not even qualitatively sufficient for x as low as 10−3 when
compared with the exact LO/NLO results for A1 [283, 265, 279]. They might become relevant
for x . 10−4, depending on the input densities [283, 265]. For practical purposes, however, the
very small–x region appears to be not very relevant since, according to Eq. (4.110), A1(x,Q
2) ≃
2xg1
F2
→ 0 as x → 0 is already unmeasurably small (of the order 10−3) for x . 10−3. Thus
the small–x region is unlikely to be accessible experimentally for g1(x,Q
2), in contrast to the
situation for the unpolarized F1,2(x,Q
2).
In addition, the evolution of parton distributions f(x,Q2) involve in general convolutions
P⊗f , see e.g. Eqs.(4.12), (4.14) and (4.19), which are sensitive to the shape of these distributions
in the large–x region, even for (P ⊗ f)(x → 0). This can be easily envisaged by considering
according to Eq. (4.102), for example,
f(x) = x−α(1− x)a = x−α
a∑
n=0
(a
n
)
xn (4.111)
which implies for the convolution, using P (x) = 1xp with p ≥ 0,
(P ⊗ f)(x→ 0) ≃ 1
xp
∑
n
(a
n
) 1
n+ p− α −
x−α
p− α +O(x
p−α) (4.112)
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Thus, because of the remaining a-dependence, the behavior of P ⊗ f in the small–x limit is
closely correlated with the distributions in the large-x region! A more detailed quantitative
analysis can be found in [265]. Therefore the mere knowledge of P (x) and f(x,Q2) as x → 0
is insufficient to predict g1(x,Q
2) in the small–x limit. It is thus apparent that reliable results
can only be obtained by performing full LO and/or NLO analyses as described in the previous
sections 4.1 and 4.2 [283, 279]. Anyway, the scale-violating Q2-dependence of A1(x,Q
2) is a
general and specific feature of perturbative QCD as soon as gluon and sea densities become
relevant. This is due to the very different polarized and unpolarized splitting functions δP
(0,1)
ij
and P
(0,1)
ij , respectively (except for x→ 1 as discussed above, after Eq. (4.110)).
Finally, let us turn to the more speculative non-perturbative approach to the small–x be-
havior of g1. The result in Eq. (4.102) is obtained if there is no spin dependence in diffractive
scattering. The possibility of spin dependent diffractive scattering has been examined in [174, 89]
where it has been shown that a logarithmic rise of g1 at small x could in principle be induced
g1(x,Q
2) ∼
x→0
ln
1
x
(4.113)
with the scale Q2 being entirely unspecified. An explicit calculation [89], being based on the
exchange of two non-perturbative gluons, has manifested this lnx behavior, i.e. g1 ∼ 2 ln 1x − 1.
The behavior in Eq. (4.113) is by no means compelling but it shows that there is a considerable
amount of theoretical uncertainty, at least as far as the non-perturbative input distributions are
concerned. A numerical analysis shows that this leads to an uncertainty in the determination
of the first moment, defined in Eq. (3.2), typically about 10% [174]. This can be seen by taking
the present experimental results with cut values x & 0.01, cf. Eq. (3.4), and fitting Eqs. (4.102)
and (4.113) in the small–x region.
Even extreme double-logarithmic contributions g1 ∼ ln2 1x are conceivable and, in fact,
claimed to be present at x ≪ 1 [174, 237, 82, 83], which are not included in the usual RG
evolution equation. More precisely, in a simple ladder approach one has for each (except for
the first) power of αs terms of the form (αs ln
2 1
x)
2. Summing up to arbitrary order in αs one
obtains g1 ∼ ( 1x)c1
√
αs . This is to be contrasted to the unpolarized structure function F1 for
which one gets in this approach F1 ∼ ( 1x)c2αs . The latter result is obtained by resumming single
logarithms of 1x where double logarithms are not present in the unpolarized case. Numerically,
the exponent c1
√
αs turns out to be larger than 1 for the singlet contribution to g1. Therefore
in this approach the first moment of g1 does not exist. This probably signals a breakdown of the
approximation used and suggests that other, yet unknown, terms in addition to the logarithms
of x have to be summed as well.
A recent more detailed and consistent analysis [111, 110] has demonstrated, however, that
such more singular terms are not present in the flavor nonsinglet contribution to g1 because
potentially large lnn x contributions get cancelled by similar singular terms in the Wilson coeffi-
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cients. Such a conclusion can not be reached for the singlet contribution to g1 since less singular
terms of the NNLO (3–loop) singlet splitting functions have not yet been calculated [112].
5 The First Moment of g1
5.1 The First Moment and the Gluon Contribution
Quantities of particular significance are the first moments of polarized parton distributions
δf(x,Q2),
∆f(Q2) ≡
∫ 1
0
dx δf(x,Q2) , f = q, q¯, g (5.1)
since they enter the fundamental spin relation Eq. (1.1). According to Eqs. (4.1) and (4.2),
∆(q + q¯) is the net number of righthanded quarks of flavor q inside a righthanded proton and
thus 12∆Σ(Q
2), cf. Eq. (4.9), is a measure of how much all quark flavors contribute to the spin of
the proton. Similarly, ∆g(Q2) in (1.1) represents the total gluonic contribution to the spin of the
nucleon. Later we shall try to answer the important question of how much these first moments
contribute numerically to the spin of the proton. The present experimental results on the first
moment Γ1(Q
2) ≡ ∫ 10 dx g1(x,Q2), defined in Eq. (3.2) and reviewed in Sect. 3, have a better
statistics than g1(x,Q
2) itself, just because Γ1(Q
2) is an average. It should, however, be kept in
mind that the determination of
∫ 1
0 dx g1(x,Q
2) relies on theoretical assumptions concerning the
extrapolations for x→ 0 and x→ 1 since the actual (x,Q2) dependent data extend only over a
limited range of x.
Let us first study the scale (Q2) dependence of ∆Σ(Q2) and ∆g(Q2) in LO. The n = 1
moment of the singlet evolution equations in (4.25) is given by
d
dt
(
∆Σ(Q2)
∆g(Q2)
)
=
αs(Q
2)
2π
(
∆P
(0)
qq , 2f∆P
(0)
qg
∆P
(0)
gq , ∆P
(0)
gg
)(
∆Σ(Q2)
∆g(Q2)
)
+O(α2s)
=
αs(Q
2)
2π
(
0, 0
2, β02
)(
∆Σ(Q2)
∆g(Q2)
)
+O(α2s) (5.2)
according to Eq. (4.26) , and β0 =
1
3(11Nc−2f) is the coefficient appearing in the renormalization
group equation for αs,
dαs
dt = −β0 α
2
s
4π+O(α3s), with Nc = 3 and f = 3 for the relevant ’light’ u, d, s
flavors. The Q2–independence of ∆Σ is trivial due to ∆P
(0)
qq = ∆P
(0)
qg = 0 which holds also for
each NS combination in (4.24) due to ddt∆qNS(Q
2) = 0+O(α2s). Thus the total polarization of
each (anti)quark flavor is conserved, i.e. Q2-independent in LO: ∆
(−)
q (Q2) = const. The vanishing
of ∆P
(0)
qg can be understood as follows: assume that a gluon of positive helicity +1 splits into
a qq¯ pair. Then the helicity of the quark will always be +12 and that of the antiquark −12 , and
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therefore ∆P
(0)
qg = 0. (Note that in this process angular momentum is produced.) ∆Pqq = 0
is a consequence of δP
(0)
qq (x) = P
(0)
qq (x) together with the so-called Adler sum rule [26] which
says that the number of quarks of a certain flavor inside the proton is Q2–independent. In
chirality preserving regularization schemes the Q2–independence of ∆
(−)
q holds true even beyond
the leading order. Furthermore, Eqs. (5.2) imply for αs∆g
d
dt
[αs(Q
2)∆g(Q2)] = 0 +O(α2s) (5.3)
and thus αs(Q
2)∆g(Q2) ≃ const., i.e. Q2-independent in LO [395, 275, 47], but not in higher
orders. This is a rather peculiar property of the n = 1 moment of δg(x,Q2) and derives formally
from the appearance of β0 in ∆P
(0)
gg . Therefore the product αs∆g behaves more like an object
of order O(1), although strictly speaking it refers to a combination which enters only in NLO,
and any contribution ∼ αs∆g to Γ1(Q2) could be in principle potentially large, irrespective of
the value of Q2. From the theoretical point of view it is important to note that αs(Q
2)∆g(Q2)
becomes Q2-dependent beyond the LO. However, for practical purposes the Q2-dependence is
too small to distinguish ∆Σ and αs(Q
2)∆g(Q2) by examining this Q2-dependence.
In the LO-QCD parton model one has, using the SU(3) flavor decomposition Eq. (4.6) ,
Γp,n1 (Q
2) =
1
2
(
± 1
6
A3 +
1
18
A8 +
2
9
A0
)
(5.4)
where
A3 = ∆u+∆u¯−∆d−∆d¯ (5.5)
A8 = ∆u+∆u¯+∆d+∆d¯− 2(∆s+∆s¯) (5.6)
A0 ≡ ∆Σ =
∑
q
(∆q +∆q¯) = A8 + 3(∆s+∆s¯) (5.7)
with Ai being related to M
n=1
i in Eq. (4.75) in an obvious way. As discussed above, the two
flavor nonsinglet combinations (A3,8) and the singlet A0 ≡ ∆Σ are independent of Q2 in LO
QCD. As discussed already in Sect. 4.3 (in particular after Eq. (4.94) ), the NS combinations
have to remain Q2-independent, i.e. conserved to any order in αs due to the absence of the
gluon-initiated γ5-anomaly in the NS sector. This is in contrast to the singlet component A0
which can and will become Q2-dependent beyond the LO, depending of course on the specific
factorization scheme chosen (e.g. due to the nonvanishing ∆γ
(1)
qq in (4.94) in the MS scheme).
The fundamental conserved NS quantities A3 and A8 can be fixed by the Gamov-Teller part of
the (flavor changing) octet hyperon β -decays (F, D values) [482, 55]:
A3 = F +D =
gA
gV
= 1.2573 ± 0.0028 (5.8)
A8 = 3F −D = 0.579 ± 0.025 (5.9)
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with the F, D values taken from [438, 173]. It should be noted that the result for A3 relies only
on the fundamental SU(2) isospin symmetry, i.e. is obtained just from the neutron β-decay. In
order to obtain A8 one has, however, to extend the phenomenological analysis of the
gA
gV
ratios to
the full SU(3) baryon octet, the spin 12 hyperons p, n, Λ, Σ
0,± and Ξ0,−. The β-decay of some
of these baryons or, more precisely, the transition of strange into nonstrange components, can
be used to get information about A8. Thus the main assumptions used are SU(3)f symmetry
and the approximation of massless quarks – both are not very precise but are to some extent
reasonable. Then the hyperon transition matrix elements of the octet of the axial vector currents
are of the general form
〈Hj PS|J i5µ|Hk PS〉 = Sµ(−ifijkF + dijkD) (5.10)
where the hyperons are denoted by Hi, i = 1, . . . , 8 (H1 = Σ
0, etc.) and fijk and dijk are
the totally antisymmetric and symmetric SU(3) group constants, respectively. The expression
(5.10) is completely fixed by the two constants F and D, with a recent experimental fit resulting
in [438, 173]
F = 0.459 ± 0.008 , D = 0.798 ± 0.008 , (5.11)
i.e. FD = 0.575 ± 0.016, which gives A8 in Eq. (5.9). Moreover, Eqs. (5.8) and (5.9), together
with (5.5) and (5.6), allow to express ∆(u+ u¯) and ∆(d+ d¯) in terms of ∆(s+ s¯):
∆u+∆u¯ =
1
2
(A8 +A3) + ∆s+∆s¯ = 0.92 + ∆s+∆s¯ , (5.12)
∆d+∆d¯ =
1
2
(A8 −A3) + ∆s+∆s¯ = −0.34 + ∆s+∆s¯ . (5.13)
The crude assumption ∆s = ∆s¯ = 0 essentially corresponds to the so called Ellis-Jaffe sum
rule to be discussed below. A finite ∆s = ∆s¯ 6= 0 (as likely to be the case experimentally)
obviously implies significant changes of the total polarizations carried by u und d quarks in
Eqs. (5.12) and (5.13). Apart from contributing differently to the nucleon’s spin, such changes
of ∆(u+ u¯) and ∆(d+ d¯) from their ’canonical’ values 12(A8±A3) in (5.12) and (5.13) may be of
astrophysical relevance [227, 224, 225, 226, 305] as well as of substantial consequences for, e.g.,
laboratory searches of supersymmetric dark matter candidates, and for the flux of neutrinos
from supersymmetric dark matter annihilation in the sun (which will be reduced due to the
reduced photino/neutralino trapping rate in the sun).
The constraint equations (5.8) and (5.9) are the ones used in most analyses performed so
far and we shall refer to them as the SU(3)f symmetric ”standard” scenario. While the validity
of (5.8) is unquestioned since it depends merely on the fundamental SU(2)f isospin rotation
(u↔ d) between charged and neutral axial currents, the constraint Eq. (5.9) depends critically
on the assumed SU(3)f flavor symmetry between hyperon decay matrix elements of the flavor
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changing charged weak axial currents and the neutral ones relevant for ∆f(Q2). There are some
serious objections to [482, 371, 56, 410], as well as some arguments in favor of [496] this latter
full SU(3)f symmetry, i.e. to the constraint Eq. (5.9). We shall come back to these SU(3)f
symmetry breaking effects later.
Inserting the constraints Eqs. (5.8) and (5.9) into Eq. (5.4) gives, using (5.7),
Γp,n1 = ±
1
12
(F+D)+
5
36
(3F−D)+1
3
(∆s+∆s¯) =
{
0.185 ± 0.004
−0.024 ± 0.004
}
+
1
3
(∆s+∆s¯) (5.14)
where the contribution from the strange sea remains unknown since the flavor changing (NS)
hyperon β-decay data cannot constrain the singlet quantity A0 ≡ ∆Σ in Eq. (5.7). Assuming
naively ∆s = ∆s¯ = 0, Eq. (5.14) gives
Γp1,EJ ≃ 0.185 (5.15)
which is the so-called Ellis-Jaffe ”sum rule” originally derived in [303, 228]. This ”naive” theoret-
ical expectation lies, however, significantly above present measurements (cf. Table 2). This fact is
usually referred to as the ”spin crisis” or more appropriately ”spin surprise” since a sizeable neg-
ative polarization of the strange sea is required [275, 227, 224] in Eq. (5.14) (∆s = ∆s¯ ≃ −0.05
to −0.1) in order to reduce Γp1,EJ , i.e. to reduce significantly the singlet contribution ∆Σ in (5.7)
relative to A8; thus
1
2∆Σ ≪ 12 , i.e. the quark flavors seem to contribute marginally to the spin
of the proton, Eq. (1.1), which is surprising indeed! Alternatively, a negative polarization of the
light sea quarks (∆u¯ ≃ ∆d¯ < 0, keeping ∆s = ∆s¯ = 0) could also account for a suppression of
∆Σ in Eq. (5.7) when SU(3)f symmetry breaking effects are taken into account [411, 412, 409],
i.e. when the constraint Eq. (5.9) does not hold anymore; or a negative αs∆g contribution to
∆Σ could equally account for the required reduction [47, 216] of A0 in Eq. (5.7). The latter
scenario of a large gluon contribution will be discussed in detail below. More detailed quan-
titative analyses and results will be discussed in Sect. 6. Here it suffices to remark that one
does not expect intuitively a large total polarization of strange sea quarks due to the fact that
it is easier for a gluon to create a nonstrange ‘light’ pair (u u¯, d d¯) than a heavier strange pair
– a situation very similar to the unpolarized broken SU(3) sea [285, 288, 289] as observed by
neutrino-nucleon scattering experiments [10, 248, 453].
It is perhaps also interesting to compare the above results with the expectations of a (non-
perturbative) ”constituent” quark model [323, 168, 404]. The constituent models generally fulfil
∆Σ = 1, i.e. the entire nucleon spin is saturated by valence quark spins. Among the constituent
models, the SU(6) model [323, 168, 404] is the most favorable, because it is able to explain some
of the static properties of nucleons. For example, the SU(6) model explains the measured ratio
µn
µp
to be about −23 (experimental value = −0.685). 6
6It is instructive to remind the reader that constituent quark models may be used to represent the nucleon
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However, it fails to predict gAgV ≃ 1.26 correctly but gives
gA
gV
= 53 . Since
gA
gV
is the triplet
ingredient of
∫ 1
0 g1(x,Q
2)dx one suspects that SU(6) will fail for
∫ 1
0 g1(x,Q
2)dx as well.
In a static picture of the nucleon, in which the nucleon consists purely of valence quarks, its
wave function can be found by counting all possible antisymmetric combinations of three quark
states. If there is negligible Lz in the system, one quark spin is always antiparallel to the other
two. The proton can then be described by a wave function which is a member of a 56-plet of
SU(6), and the probabilities to find u+, u−, d+ and d− in the proton turn out to be 5/3, 1/3,
1/3 and 2/3, respectively. For the neutron the role of u and d are to be interchanged. Thus
∆u = 4/3, ∆d = −1/3 and ∆u¯ = ∆d¯ = ∆s = ∆s¯ = 0, i.e.
A
SU(6)
3 =
5
3
, A
SU(6)
8 = A
SU(6)
0 = 1 (5.16)
so that
Γ
p,SU(6)
1 =
5
54
, Γ
n,SU(6)
1 = 0 . (5.17)
These numbers deviate only by about 30% in the NS sector from the experimental results
Eqs. (5.8) and (5.9), but the difference is huge in the singlet sector A0 ≪ ASU(6)0 = 1 – again
a rather surprising result. It should be kept in mind, however, that constituent quarks are
strictly nonperturbative objects which cannot be reached by perturbative evolutions in contrast
to partonic quarks which should rather be identified with the current quark content of hadrons.
The NLO corrections to Eq. (5.4) in the MS scheme can be directly read off Eq. (4.62) :
Γp,n1 (Q
2) =
(
1− αs(Q
2)
π
)[
± 1
12
A3 +
1
36
A8 +
1
9
∆Σ(Q2)
]
(5.18)
where we used Eqs. (4.91) and (4.92); the NS combinations A3,8 remain Q
2–independent due
to the vanishing of ∆γ
(1)
NS− in (4.93) in contrast to the singlet combination A0(Q
2) ≡ ∆Σ(Q2)
magnetic moments µN in terms of quark magnetic moments µq =
e
2mˆq
where mˆq is the constituent quark mass,
e.g. mˆu = 336 MeV [84, 372, 152, 326]. This fact can be used to derive the successful relation
µn
µp
= − 2
3
. Writing
µp = µu(u+ − u−) + µd(d+ − d−) + µs(s+ − s−)
it is even possible to include strange quark contributions [84, 372, 326]. However, a real understanding of Γp1
within constituent models will never be possible. The reason for this is that in magnetic moments antiquarks
count with opposite sign than in Γp1. Constituent quark models are able to account for antiquarks but informations
from magnetic moment measurements cannot be used to get informations on Γp1 because in magnetic moments
combinations
∆q −∆q¯ = q+ − q− − q¯+ + q¯−
enter, whereas Γp1 is determined by combinations
∆q +∆q¯ = q+ − q− + q¯+ − q¯− .
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since ∆γ
(1)
qq 6= 0 in (4.94). The total polarizations of the parton distributions themselves evolve
according to Eqs. (4.54) and (4.55) with n = 1 and the LO ∆P
(0)
ij given in Eq. (5.2) and the
NLO ∆P
(1)
ij given by [436] (see footnotes 4 and 5)
∆P
(1)
NS− = 0 , ∆P
(1)
NS+ ≈ −0.3197
∆P (1)qq = −2f , ∆P (1)qg = 0 ,
∆P (1)gq =
1
3
(59 − 2f
3
) , ∆P (1)gg =
β1
4
(5.19)
where again β1 = 102− 38f3 . Note that ∆g(Q2) in Eq. (4.62) does not contribute to Γ1 in (5.18) in
theMS factorization since here the first moment decouples due to ∆Cg ≡ δCn=1g = 0, cf. (4.92).
It should be emphasized, however, that an actual analysis of present data which are available
only in a limited x-range requires all moments in (4.62) where δgn(Q2), or equivalently δg(x,Q2),
represent an important contribution to g1(x,Q
2) as we shall see in Sect. 6. Furthermore such an
analysis is, for the time being, possible only in the MS scheme where all 2-loop δP
(1)
ij are known
[436, 513], unless one allows for transformations (4.69) to other factorization schemes. Moreover,
since the polarized and unpolarized parton densities originate from the same densities of definite
positive and negative helicities, δf = f+ − f− and f = f+ + f− according to Eqs. (4.1)–(4.4)
and (4.10), it is also desirable to remain within the factorization scheme commonly used in all
present NLO analyses of unpolarized deep inelastic/hard processes – which is the MS scheme.
This is of particular importance for a consistent implementation of the fundamental positivity
constraints (4.11).
For completeness it should be mentioned that the NLO(MS) result in Eq. (5.18) has been
extended to even higher orders [402]:
Γp,n1 (Q
2) =
(
± 1
12
A3 +
1
36
A8
)1− αs(Q2)
π
− 3.5833
(
αs(Q
2)
π
)2
+
1
9
∆Σ(Q2)
1− αs(Q2)
π
− 1.0959
(
αs(Q
2)
π
)2 (5.20)
for f = 3 light flavors. The evolution of ∆Σ(Q2) involves now, in contrast to the NLO result
(5.18), two– and three–loop anomalous dimensions of the singlet axial current [402]. The Q2
corrections to the NS contributions A3,8 have been calculated [403] even to O(α3s). This is
relevant for the (nonsinglet) Bjorken sum rule to be discussed in Sect. 5.4.
Although a complete NLO analysis for all moments can, for the time being, only be performed
in the MS scheme, there is a factorization scheme for the first moment, which is closer to the
constituent quark picture Eq. (5.16); it allows, at least in principle, for larger contributions of
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∆Σ to the spin sum rule (1.1). This is the scheme corresponding to Eq. (4.46), or the off–shell
scheme resulting in Eqs. (4.97) and (4.98), where Eq. (4.62) yields
Γp,n1 (Q
2) =
(
1− αs(Q
2)
π
)± 1
12
A3 +
1
36
A8 +
1
9
∆Σoff
− 1
9
f
αs(Q
2)
2π
∆g(Q2)
=
(
1− αs(Q
2)
π
)± 1
12
A3 +
1
36
A8 +
1
9
A0(Q
2)
+O(α2s) (5.21)
for f = 3 light quark flavors and where the singlet contribution is now given by
A0(Q
2) = ∆Σoff − f αs(Q
2)
2π
∆g(Q2) (5.22)
in contrast to the identification (5.7) which appears also in (5.18). Here, ∆Σoff is different from
the quantity ∆Σ(Q2) appearing in (5.18) and is Q2 independent due to the vanishing of ∆γ
(1)
qq
in (4.99). Whether this conserved ∆Σoff is used to define the actual polarized quark densities
or alternatively the ”renormalized” non-conserved quantity ∆Σ(Q2) ≡ A0(Q2), is a matter
of theoretical convention (choice of factorization scheme) or ’intuitive’ physical interpretation
[39, 40, 464, 465] as shall be discussed below. It should be remembered that only the products
∆CiAi and ∆Cg∆g in Eq. (5.21) are renormalization convention independent quantities to the
O(α2s) considered, which can therefore be meaningfully related to physical, i.e. experimental
measurements. In this sense the second line in Eq. (5.21) is identical to the first one since the
NNLO terms O(α2s) are disregarded. It is this latter expression which has been frequently used
for first moment analyses in the past, for example by [48, 45, 264]. It should be again mentioned
that in these (non-MS) factorization schemes only the n = 1 moments of splitting functions
(anomalous dimensions) have been calculated so far to which we will now turn.
Originally, NLO contributions to the first moment Γ1(Q
2) have been calculated by Kodaira
[377] with the help of the operator product expansion near the light-cone using an off–shell
factorization scheme with all external lines kept off–shell (p2 < 0) and assuming massless quarks
and gluons. They have been confirmed and substantially reinterpreted in the framework of the
QCD based parton model in recent years [47, 216, 142, 43]. The upshot of the result in the
off–shell scheme is that Eq. (5.4) goes over to
Γp,n1 (Q
2) =
(
± 1
12
A3 +
1
36
A8
)(
1− αs(Q
2)
π
)
+
1
9
A0
[
1− αs(Q
2)
π
(
1− 2f
β0
)]
(5.23)
where A0 ≡ A0(Q2)
[
1− αs(Q2)π 2fβ0
]
and A0(Q
2) is given by (5.22) for f = 3 light quark flavors.
This result fixes the effect of the quarks and gluons and incorporates all scaling violations up to
next-to-leading order. Remember that all the ∆
(−)
q in ∆Σ are Q2 independent quantities due to
Eq. (4.99).
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Figure 20: The 2–loop triangle diagram which contributes to the singlet ∆γ
(1)
qq .
Several remarks are in order: the decomposition of A0(Q
2) into a quark and a gluon contri-
bution, Eq. (5.22), was not known to Kodaira [377] because he worked in the framework of the
OPE where the basic objects, and in particular the singlet part A0(Q
2), are matrix elements.
The decomposition becomes only apparent in the QCD parton model where the gluon term is
induced by the photon-gluon fusion process in Fig. 17. The coefficient f = 3 of ∆g in Eq. (5.22)
is the number of light quarks because heavy quarks (with masses much larger than ΛQCD) can
be shown to yield a vanishing first moment contribution [521, 397, 281]. This is a consequence
of the matrix element calculation which will be discussed in Sect. 5.3.
The factors 1− αs(Q)π in Eq. (5.23) arise from the Wilson coefficient of the quarks, both for
the nonsinglet and singlet contribution. The fact that ∆Σ and ∆g appear in a factorized form
in Eq. (5.22) has to do with the fact that for the singlet there is only one operator. Thus the
expansion of the RG exponent is formally the same as for the nonsinglet case in (4.80) or (4.83)
which contributes αs4π
∆γ
(1)
qq
2β0
= αsπ
2f
β0
in the OPE scheme used by Kodaira [377], using ∆γ
(0)
qq = 0.
Since this 2-loop term ∼ 2fβ0 in Eq. (5.23) has been explicitly factored out from the (fermionic)
singlet matrix element, according to Kodaira’s original calculation [377], the A0 in Eq. (5.23)
[but not A0(Q
2)] is Q2-independent in this specific way of writing. The A0 in Eq. (5.23) should
in fact depend on the renormalization (input) scale µ. This dependence has been suppressed
here but will be made explicit later [cf. Eq. (5.53)]. Note that the term ∼ 2fβ0 does not arise in
the nonsinglet part in (5.23), but is inherently a singlet contribution and a two-loop effect of
the triangle anomaly (Fig. 20).
It is evident from the above results and discussions that the representation Eq. (5.22) of
A0(Q
2) in terms of ∆Σ and ∆g depends on the regularization scheme, despite the fact that
the remaining Q2-dependent corrections in Eq. (5.23) are scheme independent. The appearance
of the gluon in (5.22), with the −αs2π coefficient as calculated directly from the photon–gluon
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fusion diagram in Fig. 17 using an off–shell regularization, could account for the reduction of the
singlet contribution to Γ1(Q
2) [47, 216, 142] required by experiment as discussed in particular
after Eq. (5.15). For example, the recent experimental average result for Γp1 in (3.9) at Q
2 = 5
to 10 GeV2 implies, using Eq. (5.21) together with (5.8) and (5.9) for A3,8,
A0(Q
2) ≡ ∆Σoff − 3αs(Q
2)
2π
∆g(Q2) = 0.27 ± 0.13 (5.24)
at Q2 = 5 to 10 GeV2 . 7 Making the extreme and equally naive assumption that ∆s = ∆s¯ = 0
and disregarding any effects due to flavor SU(3)f breaking, one obtains a large ∆Σ = A8 +
3(∆s+∆s¯) = A8 = 0.579± 0.025 according to Eqs. (5.7) and (5.9). If one wants to keep a large
and conserved ∆Σ ≃ 0.6 and at the same time reduce the Ellis-Jaffe prediction (5.15) to the
experimental measurement in Eq. (3.9), a value
∆g(Q2 = 10 GeV2) = 3.4± 1.5 (5.25)
is required by Eq. (5.24). This number is obtained with the NLO αs(10GeV
2)/π = 0.061 for
ΛMS = 0.2 GeV. Realistically, however, there is no reason for a vanishing total helicity of
strange quarks and one expects a combination of both effects (∆g 6= 0 and ∆s = ∆s¯ 6= 0),
probably with additional flavor SU(3)f breaking effects, to account for the required singlet
suppression in Eq. (5.24). As we shall see in the next chapter, present data are far too scarce for
distinguishing or confirming the various scenarios. Before turning to a discussion of more detailed
(x,Q2) dependent analyses of present experiments, let us concentrate on a few theoretical aspects
concerning the total helicities (first moments) of quarks and gluons for the remainder of this
chapter.
As already mentioned above, it is a matter of theoretical convention to interpret ∆Σ as
the actual total helicity of the singlet quark densities or effectively the entire singlet expression
(5.22)
∆Σ(Q2) ≡ ∆Σoff − 3αs(Q
2)
2π
∆g(Q2) (5.26)
which, in contrast to ∆Σoff , is Q
2-dependent and effectively has to be interpreted as the singlet
contribution entering the MS result (5.18). The real question then arises is which ∆Σ enters,
for example, Eq. (1.1). Intuitive arguments have been forwarded [39, 40, 464, 43] in favor of the
conserved Q2-independent ∆Σoff in Eq. (5.26): in this case the flavor singlet quark contribution
can be kept sizeable, ∆Σoff = A8 ≃ 0.6 (still assuming ∆s = ∆s¯ = 0), as compared to the
(constituent) SU(6) prediction in (5.16),
∆Σoff ≃ 0.6 <∼ ∆ΣSU(6) = 1 (5.27)
7For consistency note that (5.24) implies, via Eq. (5.21), for the neutron Γn1 (Q
2) = −0.055±0.014 in agreement
with the neutron measurements in Table 2.
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in complete analogy to the flavor nonsinglet sector where, using Eqs. (5.8), (5.9) and (5.12),
A3 ≃ 1.26 <∼ ASU(6)3 =
5
3
, A8 ≃ 0.58 <∼ ASU(6)8 = 1 . (5.28)
In both cases there are only 30-40% reductions from the SU(6) expectations which are attributed
to helicity non-conservation induced at low energy scales by finite quark mass effects which
break chirality and thus the symmetry in the non-perturbative region which creates a difference
in the initial values for the perturbative QCD evolution [39, 40]. Note that only for conserved
quantities one expects, in the absence of chirality breaking effects, constituent and parton results
to coincide. Furthermore the choice of a Q2-independent ∆Σoff fulfills the requirement of an
extended Adler sum rule. The usual Adler sum rule [26] says that the number of quarks of
a certain flavor inside the nucleon is conserved, i.e. Q2-independent, to any order in αs. The
extended Adler sum rule extends this to the conservation of the number of quarks of a certain
helicity. Unfortunately, our present ignorance of all moments of 2-loop splitting functions δP
(1)n
ij ,
or equivalently of δP
(1)
ij (x), calculated in the off–shell scheme prevents us from a detailed (x,Q
2)
dependent analysis of present data, in contrast to the MS regularization/factorization scheme
where such an analysis has been performed. In the MS scheme one is confronted with a less
plausible large difference between the singlet sector
∆Σ(Q2) ≡ A0(Q2) ≃ 0.3≪ ASU(6)0 = 1 , (5.29)
at Q2 = 5 to 10 GeV2 according to (5.24), and the nonsinglet quantities in (5.28).
5.2 The First Moment and the Anomaly
In the OPE approach the possible decomposition Eq. (5.22) into quark and gluon was not realized
because the fundamental quantities of the OPE are not parton desities but matrix elements of
certain operators between proton states. 〈PS|q¯γµγ5q|PS〉 are the matrix elements relevant for
the total helicities, i.e. for the first moment of g1 [482]. More precisely, in the framework of the
operator product expansion one obtains the result Eq. (5.23) with A0, A3 and A8 defined by
A3Sµ = 〈PS|ψ¯γµγ5λ3ψ|PS〉 (5.30)
A8Sµ =
√
3〈PS|ψ¯γµγ5λ8ψ|PS〉 (5.31)
A0Sµ = 〈PS|ψ¯γµγ5ψ|PS〉 (5.32)
where ψ = (u, d, s)T and λa are the Gell-Mann matrices, a = 1, . . . , 8. Longitudinal polarization
Sσ ∼ P σ of the proton is assumed throughout this section. In the naive quark parton model
one has the identity
(∆q +∆q¯)Sµ
naive
= 〈PS|q¯γµγ5q|PS〉 (5.33)
71
Figure 21: Triangle anomaly diagram giving rise to Eqs. (5.34) and (5.40).
between the first moments ∆q + ∆q¯ (q=u,d,s) and the matrix elements. However, one should
note that j5µ = ψ¯γµγ5ψ which appears in Eq. (5.32) is the axial vector singlet current which is
not conserved, ∂µj5µ 6= 0, but is ’anomalous’ in the sense of Adler [27] and Bell/Jackiw [95]
∂µj5µ =
f
2
αs
2π
εµναβGaαβG
a
µν . (5.34)
The appearance of the gluon field strength Gaµν in this equation is the reason why Eqs. (5.22) and
(5.32) are not in contradiction and instead of Eq. (5.33) one has (in the particular factorization
scheme called the off–shell scheme)
(∆q +∆q¯ − αs
2π
∆g)Sµ = 〈PS|q¯γµγ5q|PS〉. (5.35)
The anomaly enters in one-loop order through the diagram Fig. 21, which, in the gluon off–shell
scheme, determines the (Wilson) coefficient −12 of 2αs2π∆g,and in two-loop order through the
diagram Fig. 20 from which Kodaira [377] has obtained his anomalous dimension.
∆q+∆q¯ and −αs2π∆g appear with the same coefficient in Eq. (5.35) because there is only one
operator for the first moment singlet contribution. For the gluon there is no direct operator,but
only a representation of ∆g
〈PS|Kµ|PS〉 = −Sµ∆g (5.36)
in terms of the gauge dependent current
Kµ =
1
2
ǫµνρσAaν(G
a
ρσ −
gs
3
fabcA
b
ρA
c
σ) (5.37)
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whose divergence is
∂µKµ =
1
2
ǫµναβGaαβG
a
µν (5.38)
(so that j5µ − f αs2πKµ is conserved).
An explicit computation by Forte [247] of 〈PS|αs2πKµ|PS〉 in (5.36) has revealed that αs2π∆g =
αs
2π∆g
′ +Ω where ∆g′ corresponds to the gauge invariant hard piece of the anomaly which may
be identified with the usual perturbative partonic definition used thus far; the remaining gauge
variant Chern–Simons (instantonic) piece Ω is the soft non–perturbative contribution to the
triangle anomaly which does not correspond to a hard (large–kT ) subprocess and thus should
be absorbed into the definition of the conserved total quark polarisation, i.e. ∆Σoff − f αs2π∆g =
(∆Σoff − fΩ)− f αs2π∆g′ ≡ ∆Σ′ − f αs2π∆g′. This leaves us formally with our original expression
(5.26) with both terms being now separately gauge invariant. The term −fΩ may be interpreted
as an additional sea polarization induced by instantonic effects. A first attempt [418] to evaluate
〈PS|αs2πKµ|PS〉 on a (small) lattice yielded the bound 3|αs2π∆g′ + Ω| < 0.05. This surprisingly
small result can obviously not be used to extract some information about ∆g′.
It should be noted that Eq. (5.35) is really a representation of (chiral invariant) massless
QCD. If fermion masses are introduced, the anomaly Eq. (5.34) is modified according to
∂µj5µ = 2iψ¯γ5Mψ +
f
2
αs
2π
εµναβGaαβG
a
µν (5.39)
where M=diag(mu,md,ms) is the fermion mass matrix. The mass term in this equation is able
to conceal the effect of the anomalous term under certain circumstances. To examine this effect,
we write down the anomaly equation Eq. (5.39) in momentum space for the case of one fermion
with mass m
(p + q)αΓµνα (p, q) = 2mΓ
µν(p, q)− αs
π
εµναβpαqβ . (5.40)
Here Γµνα (p, q) is the triangle diagram (c.f. Fig. 21) and
Γµν(p, q) = m
αs
π
εµναβpαqβ
∫ 1
0
dx
∫ 1−x
0
dy
m2 − (p+ q)2xy . (5.41)
the contribution from the mass term. If (p+ q)2 ≤ m2, the two terms on the right hand side of
Eq. (5.40) (i.e. the anomalous contribution and the mass contribution) cancel each other, up to
terms of order (p+q)
2
m2
, so that the anomaly is concealed.
A similar effect occurs in Eq. (5.35) if one includes the quark mass. Namely,the anomalous
gluon term ∼ ∆g disappears and one formally recovers the naive Eq. (5.33). Thus the contribu-
tion to g1 from the anomaly is hidden in the massive theory (as well as in the MS subtraction
scheme). This result will be derived in detail in the next section.
The anomaly induces a pointlike interaction between the axial-vector current and the gluons
because the amplitude Γαµν(p, q) does not depend on the momentum transfer p−q when m = 0.
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Furthermore it is known,that the anomaly is not affected by higher order corrections [28] and it
has been argued [329] that this is true even beyond perturbation theory. This leads us to believe
that the identification Eq. (5.35) remains true in higher orders, at least in suitable chirality
preserving schemes like the gluon off–shell scheme.
5.3 Detailed Derivation of the Gluon Contribution
The most straightforward way to derive the gluon contribution is the QCD parton model. In
the following we shall only consider the flavor singlet piece of g1 because the gluon contributes
only to the singlet. In the QCD parton model the evolution of the first moments of the polarized
quark and gluon density is given by
d
dt
(
∆Σ
∆Γ
)
=
(
αs(t)
2π
)2(
∆P
(1)
qq ∆P
(2)
qg
∆P
(0)
gq ∆P
(1)
gg − β14
)(
∆Σ
∆Γ
)
+O(α3s). (5.42)
This is an extension of Eq. (5.2) to second order in αs, in which the 2-loop contribution β1 to
the β function arises, cf. Eq. (4.50), because instead of ∆g we have introduced the product
∆Γ = αs(t)2π ∆g (see the discussion in Sect. 5.1). In Eq. (5.42) we have used quantities ∆P
(k)
ij
which are the first moments of δP
(k)
ij defined in Eq. (4.52)
∆Pij =
∫ 1
0
dxδPij(x) = ∆P
(0)
ij +
αs
2π
∆P
(1)
ij +
(αs
2π
)2
∆P
(2)
ij +O(α
3
s) . (5.43)
They are related to the corresponding anomalous dimensions by the usual factors of −14 and −18
in the 1- and 2-loop case (see footnote 1).
As is well known, for a complete discussion of first order effects the knowledge of second
order (k = 1) anomalous dimensions is mandatory. These second order (2-loop) anomalous
dimensions depend on the calculational (i.e. regularization) scheme. For example, it is not true
in general that ∆P
(1)
qq = ∆P
(2)
qg = 0. However, some specific (chirality preserving) schemes have
this property, so that ∆Σ is constant in Q2 and the generalized Adler sum rule holds. Note
furthermore that in deriving the evolution equation Eq. (5.42) we have used ∆P
(1)
qg = 0: ∆P
(1)
qg
has to vanish on general grounds in any scheme [47, 371], since the gauge invariant axial current
j5µ is multiplicatively renormalizable and therefore cannot mix with the gauge dependent current
Kµ in Eq. (5.37).
In the QCD parton model it is well known how to calculate the contribution of ∆g to
Γ1,S =
∫ 1
0 dxg1,S . Namely, one just has to calculate the diagrams in Fig.17b and take the first
moment. We call the amplitude squared corresponding to these diagrams Ωµνρσ. It has four
indices, µ, ν for the photon , and ρ, σ for the gluon. To get the contribution proportional to ∆g
in Eqs. (5.22) and (5.23) one has to contract it with εµναβpαqβ × ερσγδpγqδ because ερσγδpγqδ
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is proportional to the difference of products of gluon polarization tensors ερ+ε
∗
σ+ − ερ−ε∗σ− of
gluons with positive and negative helicity. This one can see, for example, in the Breit frame where
p = Eg(1, 0, 0, 1) is the gluon momentum and q = (0, 0, 0,−Q). In this frame the polarization
tensors are ε± = 1√2(0, 1,±i, 0).
To calculate the diagrams or, more precisely, the coefficient of the ∆Γ contribution to Γ1,S
it is more appropriate to go to the c.m.s. of the photon and gluon in which
q = (q0, 0, 0,−p1)
p = (p0, 0, 0, p1)
k = (ko, 0, k1 sin θ, k1 cos θ)
p′ = (p′0, 0,−k1 sin θ,−k1 cos θ) (5.44)
where
q0 =
√
p21 −Q2, p0 =
√
p21 − P 2, p21 =
√
(pq)2 − P 2Q2
s
, k1 = p
′
0 = k0 =
√
s
2
.
(5.45)
Note that s = (p + q)2 and the fraction of momentum of the gluon which is carried by the
intermediate quark in Fig. 17b is given by z = Q
2
s+Q2
. This is the quantity with respect to which
the first moment has to be taken. A phase space integration over the production angle θ is also
necessary.
In Eq. (5.45) a gluon off–shellness P 2 = −p2 has been introduced. It is needed for regular-
ization purposes because although the final result turns out to be finite, singular expressions
arise in intermediate steps of the calculation (from the collinear region θ → 0). In the off–shell
sheme (P 2 6= 0) the coefficient of ∆Γ in Eq. (5.22) turns out to be
f
1∫
0
dz(1−2z)
1∫
−1
d cos θ
1
4
2−1
u
−1
t
+P 2
z2
Q2
(
1
u2
+
1
t2
)
 = f 1∫
0
dz(2z−1) ln Q
2(1− z)
P 2z
= −f+0(P 2)
(5.46)
where
u = −(p− p′)2 z
Q2
≈ 1
2
(1 + cos θ) + P 2
z2
Q2
t = −(k − p)2 z
Q2
≈ 1
2
(1− cos θ) + P 2 z
2
Q2
(5.47)
and f = 3 is the number of light quarks. In Eq. (5.46) terms like P
2
u or
P 2
t which do not
contribute in the limit P 2 → 0 have been left out. However, the terms ∼ P 2
u2
and ∼ P 2
t2
are
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important. After integration over θ a term ∼ ∆Pqg lnP 2 arises which drops out because the
first moment of δP
(0)
qg =
1
2 (2z − 1) vanishes. There is an overall factor of f because each quark
flavor can be produced.
Instead of P 2 a quark mass m may be introduced to regulate the collinear singularity (‘on–
shell scheme’). This is the more appropriate procedure for heavy quarks (c and b) but less useful
for the light quarks (u,d and s). In that scheme one has instead of Eq. (5.45)
q0 =
√
p21 −Q2, p20 = p21 =
(pq)2
s
, k0 = p
′
0 =
√
s
2
, k1 =
√
s
2
√
1− 4m2/s . (5.48)
The coefficient of ∆Γ is now
1∫
0
dz
1∫
−1
d cos θ
1
2
(2z − 1)
( 1
1− β cos θ +
1
1 + β cos θ
− 1
)
+
2m2(1− z)
s
(
1
(1− β cos θ)2 +
1
(1 + β cos θ)2
) = O(m2) (5.49)
where β =
√
1− 4m2s . This time the effect of the double pole term in Eq. (5.49) ∼ 2m
2
s is such
that there is no gluon contribution (for small quark masses m→ 0).
If used for the light quarks, Eq. (5.49) seems to be in contradiction with Eq. (5.18) because
they seem to imply, at some conveniently chosen input scale Q2 = µ2, two different relations
between the axial vector singlet current matrix element and ∆Σ and ∆Γ namely
A0(µ
2) =
{
∆Σon(µ
2) on–shell scheme
∆Σoff − f∆Γ(µ2) off–shell scheme . (5.50)
∆Γ is scale independent in first order but picks up a scale dependence in higher orders. It is well
known, for example, from the calculation of QCD corrections to unpolarized structure functions
, that different regularization schemes can lead to different results. Usually this is interpreted in
such a way that the use of different regularization schemes corresponds to different definitions
of the quark density. In our case this means that one has to deal with two different ∆Σ’s which
are denoted by ∆Σon and ∆Σoff in Eq. (5.50). Going from the second to the first relation in
Eq. (5.50) means that one absorbs the gluon contribution into a redefinition of ∆Σoff . The
obtained result, ∆Σon, corresponds to the one in the conventional MS scheme in Eq. (5.18)
where ∆Γ(µ2) does not explicitly occur due to ∆Cg = 0 in Eq. (4.92). Although in principle
it is a mere matter of convention to choose a particular factorization scheme the use of the
off–shell scheme (where a potentially large gluon contribution exists) has the advantage that
∆Σoff is conserved, i.e. scale independent, as will be shown below. This way the Adler sum
rule [26] is extended to higher orders of polarized scattering. Furthermore, for the case of the
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light quarks (u, d, s with m < ΛQCD) the massless scheme might be more physical because it
could be related to the notion of constituent quarks [39, 465]. To really understand why the
two definitions in Eq. (5.50) do not contradict each other, one must write down the full result
for the first moment of the singlet component of g1 in Eq. (4.6),
∫ 1
0 dxg1,S , in both schemes and
compare it with Kodaira’s original result, cf. Eq. (5.23) [377]. In order to do this it should be
noted that
∫ 1
0 dxg1,S is a physical observable and therefore the prediction for it must be scheme
independent. The physical prediction is always a product of coefficient functions, anomalous
dimensions and the parton densities/matrix elements, i.e.
1∫
0
dxg1,S(x,Q
2) =
1
9
Coff (Q)Eoff (Q,µ)
(
∆Σoff
∆Γ(µ)
)
(5.51)
=
1
9
Con(Q)Eon(Q,µ)
(
∆Σon(µ)
∆Γ(µ)
)
(5.52)
=
1
9
CKodaira(Q)EKodaira(Q,µ)A0(µ) (5.53)
in the three schemes to be compared, with
CKodaira = 1 +
αs(Q)
2π
(−3
2
CF ) (5.54)
and
EKodaira = 1 +
αs(µ)− αs(Q)
πβ0
(−3
2
CF f) (5.55)
are taken from the work of Kodaira [377] which was done with massless quarks and off–shell
gluons. For simplicity we work below the charm threshold so that f = 3. Furthermore [43],
Coff = (1,−f) + αs(Q)
2π
(−3
2
CF , cΓoff ) (5.56)
Eoff = 1 +
αs(µ)− αs(Q)
πβ0
(
0 0
3
2CF ∆P
(1)
gg,off − β14
)
. (5.57)
Here cΓoff is a second order correction to the first order gluon photon–fusion process (Fig. 17b).
Eq. (5.50) and the entry −32CF in Eq. (5.56) give rise to the QCD correction factor 1− αs(Q)π in
the coefficient of A0 in Eq. (5.23). Both cΓoff and ∆P
(1)
gg,off can be determined by comparison
with Kodaira’s result, Eqs. (5.54) and (5.55), i.e. by the consistency requirement Eqs. (5.51)–
(5.53), which yields [43] ∆P
(1)
gg,off − β14 = −f∆P
(0)
gq = −2f . The form of the matrix in Eq. (5.57)
is quite remarkable, in particular the vanishing of the entries in the first row. According to
Eq. (5.42) this corresponds to
∆P
(1)
qq,off = 0 (5.58)
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and
∆P
(2)
qg,off = 0 . (5.59)
Note that the vanishing of ∆P
(0)
qq and ∆P
(0)
qg is explicit from Eq. (4.26) and the vanishing of
∆P
(1)
qg has been proven by [47]. In [47] the entry ∆P
(1)
gg,off − β14 was called γ
(2)
gg . Eqs. (5.58) and
(5.59) go a step further, saying that in a suitable chirality conserving regularisation scheme, ∆Σ
is a conserved (i.e. Q2–independent) quantity beyond the leading order, in fact to any order. It
is well known that in massless perturbative QCD the chiral symmetry is unbroken to any order.
Eqs. (5.58) and (5.59) show that the off–shell scheme realizes this fact in the most intuitive way
by forbidding chirality flip interactions to any order of perturbation theory. As we shall see in
the following this fact is also intimately related to the reasonable treatment of the ABJ anomaly
in the off–shell scheme. The anomaly term −f in Coff , Eq. (5.56), will be shown to correspond
– via the consistency requirement Eqs. (5.51)–(5.53) – to a conserved ∆Σ and vice versa.
Eqs. (5.58) and (5.59) can be derived, for example, from the consistency requirement Eqs. (5.51)–
(5.53). To see that let us evaluate the products CoffEoff (∆Σoff ,∆Γ)
T and CKodairaEKodairaA0
appearing in Eqs. (5.51) and (5.53):
Coff (Q)Eoff (Q,µ)
(
∆Σoff (µ)
∆Γ(µ)
)
=
(1− 3
2
CF
αs(µ)
2π
+
αs(µ)− αs(Q)
πβ0
(∆P
(1)
qq,off
−f∆P (0)gq +
3
2
CF
β0
2
)
∆Σoff (µ) +−f + cΓoff αs(µ)2π
+
αs(µ)− αs(Q)
πβ0
[∆P
(2)
qg,off − f(∆P (1)gg −
β1
4
)− cΓoff
β0
2
]
∆Γ(µ) +O(α2s) (5.60)
CKodaira(Q)EKodaira(Q,µ)A0(µ) =
1− 3
2
CF
αs(µ)
2π
+
αs(µ)− αs(Q)
πβ0
(−3
2
CF f +
3
2
CF
β0
2
)

×[∆Σoff (µ)− f∆Γ(µ)] +O(α2s) .(5.61)
By comparison one obtains (among other things)
∆P
(1)
qq,off − f∆P (0)gq = −
3
2
CF f . (5.62)
Because of the unambiguously determined leading order ∆P
(0)
gq =
3
2CF , the right hand side of
(5.62) (=Kodaira’s anomalous dimension) is saturated by the second term on the left hand side,
so that one arrives at Eq. (5.58). Thus ∆Σoff (µ) is scale independent, i.e. conserved.
Until now we have discussed only the scheme dependence of the coefficient of ∆g in Eq. (5.22).
It turns out that other quantities differ in the on–shell scheme from their corresponding coun-
terparts in the off–shell scheme as well. Therefore, we make a general ansatz
Con(Q) = (1, 0) +
αs(Q)
2π
(CΣon , cΓon) (5.63)
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Eon(Q,µ) = 1 +
αs(µ)− αs(Q)
πβ0
(
∆P
(1)
qq,on ∆P
(2)
qg,on
3
2CF ∆P
(1)
gg,on − β14
)
(5.64)
for the coefficients and anomalous dimensions in the on–shell scheme. The entry ∆P
(0)
gq =
3
2CF
in the anomalous dimension matrix is scheme independent. Due to the consistency requirement
Eqs. (5.51)–(5.53) for the physical observable there must be a transformation matrix
M(Q) =
(
1 + αs(Q)2π m11 −f
0 1
)
(5.65)
such that
Con(Q) = Coff (Q)M
−1(Q) (5.66)
Eon(Q,µ) =M(Q)Eoff (Q,µ)M
−1(µ) (5.67)(
∆Σon
∆Γ(µ)
)
=M(µ)
(
∆Σoff (µ)
∆Γ(µ)
)
. (5.68)
∆Γ is not redefined at the order at which we are working; ergo the two entries 0 and 1 in the
second row of M(Q). Eqs. (5.66)–(5.68) can be used to calculate m11 as well as the complete set
of quantities in Con and Eon. One simply has to work out the matrix expressions in Eqs. (5.66)–
(5.68). Equivalently, these quantities can be derived by using the transformations Eqs. (4.68)
and (4.69) of Sect. 4.2 for n=1 (with the transition from ∆g to ∆Γ to be carried out). Here
we do not want to bother with all the details of the transition to the on–shell scheme, but
concentrate on one particular aspect, the non-conservation of ∆Σon(µ) which becomes explicit
in the result [43]
∆P (1)qq,on = −
3
2
CF f (5.69)
which makes clear that ∆Σon(µ) is not a conserved but a scale dependent quantity (in contrast
to ∆Σoff ). This result follows from the consistency requirement Eq. (5.67) (by comparison
with the off–shell scheme) but also from the consistency requirement Eqs. (5.52) and (5.53) (by
comparison with Kodaira’s result), in a similar fashion as ∆P
(1)
qq,off = 0 was derived in Eq. (5.58).
All of the above considerations where carried out in a decent but rather abstract way by
imposing the condition of the scheme independence of a physical observable. An explicit check of
the truthfulness of the whole approach was made in reference [43] where the relation (5.69) was
reproven by an explicit two-loop calculation in the on–shell scheme (massive quarks). The main
point was to show that the diagrams in Fig. 22 give rise to a nonvanishing anomalous dimension
when calculated in the scheme with massive quarks, and a vanishing anomalous dimension in
the off–shell scheme. More precisely, the matrix element corresponding to Fig. 22 is of the form
ME(Fig.22) = ∆P (1)NDqq ln
Q2
µ2
+ const. (5.70)
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Figure 22: DIS process involving non diagonal transitions between quarks of different flavors.
after integration over the appropriate phase space [43]. Here ND denotes ”non-diagonal” tran-
sitions between quarks of different flavors q and q’ (cf. Fig. 22). It was shown in [43] that
∆P
ND(1)
qq,on = −32CF f for any masses m and m’ of the quarks q and q’, whereas in the off–shell
scheme ∆P
(1)ND
qq,off = 0. In other words, the change in ∆P
(1)
qq when going from the off–shell to
the on–shell scheme is entirely due to non-diagonal flavor transitions. In this way a completely
consistent picture arises, in which results of the off–shell scheme can be transformed to any other
scheme and vice versa. Note that diagram Fig. 22 can be obtained from Fig. 20 by cutting.
Most important among the other schemes is of course the MS scheme, because the two-
loop anomalous dimensions are now known for all moments [436, 513]. The results for the first
moment were already given in Sect. 4.3. Here we recollect them for the convenience of the
reader. One has, according to Eqs. (4.91)–(4.94) (see footnote 4)
CMS(Q) = (1, 0) +
αs(Q)
2π
(−3
2
CF , cΓ
MS
) (5.71)
EMS = 1 +
αs(µ)− αs(Q)
πβ0
(−32CF f 0
3
2CF ∆P
(1)
gg,MS
− β14
)
(5.72)
where cΓMS =
3
2CF f , which will contribute only in NNLO α
2
s and ∆P
(1)
gg,MS
− β14 = 0 can be also
obtained from consistency by comparison with Kodaira’s result, namely from
1∫
0
dxgS1 (x,Q
2) =
1
9
CMS(Q)EMS(Q,µ)
(
∆ΣMS(µ)
∆Γ(µ)
)
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=
1
9
CKodaira(Q)EKodaira(Q,µ)A0(µ) , (5.73)
in agreement with the results in Eq. (5.19). It should be noted that the entry 0 in Eq. (5.71)
corresponds to a vanishing ∆Cg in Eq. (4.62) or (4.85), i.e. to the fact that ∆g decouples from
Γp,n1,S in the MS scheme, as well as in the on–shell scheme according to Eq. (5.63).
It is now instructive, after these many technical details, to summarize the NLO evolution
equations for the first moments of the flavor singlet quantities in the different schemes. In the
MS and on–shell schemes we have
d
dt
∆Σ(Q2)MS,on =
(
αs(Q
2)
2π
)2
(−2f)∆Σ(Q2)MS,on (5.74)
d
dt
∆Γ(Q2)MS,on =
(
αs(Q
2)
2π
)2
2∆Σ(Q2)MS,on (5.75)
with the singlet contribution A0 to Γ
p,n
1 being given by A0(Q
2) = ∆Σ(Q2)MS,on. In the off–shell
scheme we have obtained
d
dt
∆Σ(Q2)off = 0 (5.76)
d
dt
∆Γ(Q2)off =
(
αs(Q
2)
2π
)2
[2∆Σoff − 2f∆Γ(Q2)off ] (5.77)
with the singlet contribution now being given by A0(Q
2) = ∆Σoff −f∆Γ(Q2)off as was already
anticipated in Eq. (5.50). Due to the Q2–independence of ∆Σoff , Eq. (5.76), these latter two
RG equations can be combined into one simple evolution equation for the singlet combination
A0:
d
dt
[∆Σ− f∆Γ(Q2)]off =
(
αs(Q
2)
2π
)2
(−2f)[∆Σ− f∆Γ(Q2)]off . (5.78)
Recalling
dαs
dt
= −β0α
2
s
4π
− β1 α
3
s
(4π)2
, (5.79)
the solutions of the above RG equations are straightforward. In the MS and in the on–shell
scheme, Eqs. (5.74) and (5.75) give
∆Σ(Q2)MS,on =
{
1− 2f
β0
αs(µ
2)− αs(Q2)
π
+O(α2s)
}
∆Σ(µ2)MS,on (5.80)
∆Γ(Q2)MS,on = ∆Γ(µ
2)MS,on −
2f
β0
[
αs(µ
2)− αs(Q2)
π
+O(α2s)]∆Σ(µ
2)MS,on (5.81)
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with an appropriately chosen input scale Q20 = µ
2 and β0 = 11 − 2f3 . In the off–shell scheme,
Eqs. (5.76)–(5.78) give
∆Σ(Q2)off = ∆Σ(µ
2)off ≡ ∆Σ = const. (5.82)
∆Γ(Q2)off =
{
1− 2f
β0
αs(µ
2)− αs(Q2)
π
+O(α2s)
}
∆Γ(µ2)off+
2
β0
αs(µ
2)− αs(Q2)
π
∆Σ . (5.83)
As an illustrative application of these results, let us estimate dynamically ∆g(Q2) in the off–
shell scheme according to Eq. (5.83) [276, 392, 277]. The necessary input at Q2 = µ2, i.e.
the boundary condition, can be deduced from the unpolarized valence–like gluon and sea input
densities (i.e. xg(x, µ2) ∼ xa(1 − x)b with a > 0, etc.) which are thus integrable, i.e. their
n=1 moments g(µ2) ≡ ∫ 10 g(x, µ2)dx etc. exist (only) at Q2 = µ2 with the result g(µ2) ≈ 1
and s(µ2) ≈ 0 at µ2 ≈ 0.3 GeV2 [285, 288, 289]. This allows for a parameter–free as well
as perturbatively stable calculation of structure functions in the small–x region (x ≤ 10−2, at
Q2 > µ2) which is entirely based on QCD dynamics and agrees with all present measurements
obtained at DESY–HERA [289]. Thus, the positivity constraints (4.11) imply
|∆g(µ2)| ≤ g(µ2) ≈ 1 , |∆s(µ2)| ≤ s(µ2) ≈ 0 . (5.84)
Using therefore ∆Σ ≈ A8, with A8 being given in (5.9), Eq. (5.83) yields [277]
− 2.6 . ∆g(Q2)off . 3.9 (5.85)
for Q2 = 10 GeV 2, which is compatible with Eq. (5.25). Here we have used β0 = 9 for f = 3
light quark flavors and αs(µ
2)
2π = 0.108 and
αs(10GeV 2)
2π = 0.0304 in NLO. It is also interesting to
note that on rather general heuristic grounds based on the intrinsic bound–state dynamics of
the nucleon, counting rules, consistency constraints for g−g+ and
∆g
g as x→ 1 and x→ 0, etc., one
expects [129] the total gluon helicity to be sizeable, ∆g ≈ 1.2. Note, however, that the scale µ
remains undetermined in such considerations, in contrast to the RG based result in Eq. (5.85).
In the MS as well as in the on–shell scheme where the full first moment ∆g decouples from
A0(Q
2) and ∆Σ(Q2) is not conserved, cf. Eq. (5.80), the experimentally required suppression of
A8 in Eq. (5.7), as required by the constraint (5.24), can be achieved either by ∆s = ∆s¯ < 0 or
by ∆u¯ ≈ ∆d¯ < 0 in a SU(3)f broken scenario. A detailed (x,Q2) dependent analysis of present
polarization data will be presented in Sect. 6. Despite the fact that ∆g decouples from A0, the
polarized gluon density δg(x,Q2) will in future play an important part in analyzing presently
available data for x ≥ 5× 10−3 which give rise to a sizeable ∆g as well.
As already mentioned in Sect. 3.4 and to be discussed in more detail in Sect. 6, the best
information on δg(x,Q2) will come from heavy quark production in polarized ~e~p via ~γ∗~g → cc¯
(with no light quark contribution present in LO), or in polarized ~p~p collisions at the RHIC
facility via the dominant ~g~g → cc¯ subprocess; in the latter case also the production of direct
photons should offer a good possibility to extract information about the magnitude of ∆g(Q2).
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Alternatively, δg(x,Q2) could be determined from the Q2–dependence of g1 if HERA is run with
a polarized proton beam.
5.4 The Bjorken Sum Rule
Sum rules are relations for moments of the structure functions. The most important and funda-
mental sum rule for polarized scattering is the Bjorken sum rule which was derived in 1966 from
SU(6)⊗SU(6) current algebra [105]. It describes a relationship between spin dependent DIS and
the weak coupling constant defined in neutron β-decay
1∫
0
dx[gp1(x,Q
2)− gn1 (x,Q2)] =
1
6
gA
gV
(5.86)
where gA and gV are the vector and axial vector couplings measured in nuclear β-decay
Lβ−decay = −
GF√
2
cos θc[p¯γµ(1− gA
gV
γ5)n][e¯γ
µ(1 − γ5)ν] . (5.87)
Here θc is the Cabibbo angle and
gA
gV
= 1.2573 ± 0.0028 in Eq. (5.8) is known to high precision.
It is not difficult to prove the Bjorken sum rule with the help of the knowledge which was
collected in Sect. 5.1. Qualitatively,it arises as follows: gAgV gives the strength at which the
axialvector transformation from up to down quark in the proton takes place. In DIS this is
measured by ∆(u+ u¯)−∆(d+ d¯). Indeed, from Eqs. (5.5), (5.30) and (5.87) one sees that one
simply has to show
p〈PS|ψ¯γµγ5λ3ψ|PS〉p = gA
gV
Sµ . (5.88)
One can use the isospin symmetry to apply the Wigner–Eckhart theorem
p〈PS|ψ¯γµγ5λ3ψ|PS〉p = p〈PS|ψ¯γµγ5λ+ψ|PS〉n (5.89)
where |〉p and |〉n denote the proton and neutron states. From Eq. (5.89) one gets
p〈PS|u¯γµγ5d|PS〉n = gA
gV
Sµ (5.90)
which completes the proof of the Bjorken sum rule.
This sum rule is so very fundamental because it relies only on isospin invariance, i.e. on
a SU(2)f symmetry between up– and down–quarks, cf. Eq. (5.89). The Bjorken sum rule is
an asymptotic result which relates low– and high–Q2 quantities. This originates from the fact
that, apart from finite O(αs) corrections, the l.h.s. of Eq. (5.86) Γ
p
1(Q
2) − Γn1 (Q2) = 16A3 =
1
6(∆u+∆u¯−∆d−∆d¯) is just the nonsinglet isospin–3 component in Eq. (5.4) which does not
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renormalize due to the vanishing of ∆P
(0)
qq and ∆P
(1)
NS− in (5.19). Thus it is generally believed
that the Bjorken sum rule gets only moderate QCD corrections. For example, the perturbative
QCD corrections are given by the nonsinglet Wilson coefficient ∆CNS in (5.20) and known to
be small. In addition, there are probably non-perturbative higher–twist (HT) corrections , so
that instead of (5.86) we have in general∫ 1
0
dx[gp1(x,Q
2)− gn1 (x,Q2)] =
1
6
gA
gV
∆CNS(Q
2) +
cHT
Q2
(5.91)
with [378, 379, 403]
∆CNS = 1− αs(Q
2)
π
− 3.5833(αs(Q
2)
π
)2 − 20.2153(αs(Q
2)
π
)3 , (5.92)
cf. Eq. (5.20). The latter result is obtained for f = 3 light flavors, and the range of cHT has been
estimated to be cHT ≈ −0.025 to +0.03 GeV2 [74, 366]. For recent reviews, see [336, 424, 324]
and references therein. Additional renormalon contributions to the perturbative 3–loop result in
Eq. (5.92) have been studied as well but their size seems to be small in the relevant perturbative
region, Q2 & 1 GeV2. For a review, see [231] and references therein. Disregarding the small
non-perturbative contribution for Q2 > 1 GeV2, the Bjorken sum rule (5.91) is in reasonable
agreement with experiments: According to Table 2, SLAC(E143) finds
Γp1(Q
2)− Γn1 (Q2) = 0.164 ± 0.017 (5.93)
at Q2 = 3 GeV2, to be compared with the predicted [r.h.s. of (5.91)] Γp1(Q
2) − Γn1 (Q2) =
0.187 ± 0.002 at the same Q2, using αsπ = 0.076 ± 0.010. The most recent CERN (SMC) result
is [25]
Γp1(Q
2)− Γn1 (Q2) = 0.195 ± 0.029 (5.94)
at Q2 = 10 GeV2, where the theoretical prediction is Γp1(Q
2) − Γn1 (Q2) = 0.193 ± 0.002, using
αs
π = 0.061± 0.004. A more detailed comparison between theory and experiment can be found,
for example, in [518, 232, 41].
Finally, it should be kept in mind that the original small EMC result for Γp1 in Eq. (3.3) im-
plied already dramatic consequences for Γn1 prior to the recent CERN and SLAC measurements
of the neutron structure function gn1 , by assuming the validity of the ’safe’ Bjorken sum rule:
Using Eq. (3.3) in (5.91) one anticipated
Γn1 (Q
2 ≈ 10GeV 2) = −0.067 ± 0.018 (5.95)
which, being in agreement with recent measurements in Table 2, is about ten(!) times larger than
the naive pre–EMC Ellis–Jaffe expectation Γn1,EJ ≈ −0.008 based on Eq. (5.15) in conjuction
with the Bjorken sum rules. These predictions for Γn1 can be translated into Bjorken–x space,
gn1 (x,Q
2) = gp1(x,Q
2)− 1
6
[δuv(x,Q
2)− δdv(x,Q2)] (5.96)
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where δqv ≡ δq − δq¯. The small NLO contribution due to δCq(x) in Eq. (4.47) has been
suppressed. In order to reproduce the strongly negative x–integrated result Eq. (5.95), it can
be anticipated [280] from Eq. (5.96) that gn1 (x,Q
2) has to become strongly negative for x . 0.1,
in contrast to gn1,EJ which gives rise to an almost vanishing Γ
n
1,EJ . It will become transparent
from a detailed (x,Q2)–dependent analysis of all present data in Sect. 6, that such expectations
have been confirmed by the more recent CERN(SMC) and SLAC measurements.
5.5 The Drell–Hearn–Gerasimov Sum Rule
The DHG sum rule [206, 262] is a prediction for Γ1 at Q
2 = 0 and can be considered as giving
qualitative information on the magnitude of higher twist effects in the region between Q2 = 0
and the present high energy data.
It relates the spin-dependent scattering cross section of circularly polarized real photons by
longitudinally polarized nucleons N to the anomalous magnetic moment of the nucleon. If we
define
IN (Q
2) ≡ 2M
2
Q2
∫ 1
0
gN1 (x,Q
2)dx , (5.97)
the statement of the DHG sum rule is
IN (0) = −κ
2
N
4
(5.98)
where M is the mass of the nucleon and κN its anomalous magnetic moment, µp = (1 + κp)µB
and µn = κnµB . κN is defined by the nucleon–photon coupling
γα(i∂α − eNAα)− κNµB
2
σαβF
αβ (5.99)
with ep = +e and en = 0 and from experiment one has κp = 1.79 and κn = −1.91.
The derivation of the DHG sum rule relies on the relation between g1 and the photoabsorp-
tion cross sections, Eqs. (2.10) and (2.14), and on the dispersion relation for forward Compton
scattering. In fact, the spin–flip part of the forward Compton scattering amplitude is propor-
tional to
∫∞
0 [σ1/2 − σ3/2]dνν and, at low Q2, is given by −2π
2α
M2
κ2N which is usually referred to as
the Low–theorem [414].
Figure 23 compares the result of the DIS data for Ip(Q
2) and In(Q
2), using the recent Q2–
independent LO results Γp1 = 0.146 and Γ
n
1 = −0.064 [279] in Eq. (5.97), with the values at
Q2 = 0 from the DHG sum rule. Since perturbative LO and NLO QCD is fully operative for
Q2 & 1 GeV2 [279], as will be discussed in more detail in the next section, the most striking
feature of this figure is the necessity of a tremendous Q2–dependence (variation) of Γp1 and
Γp1−Γn1 in the low–Q2 region, Q2 < 1 GeV2: In particular, Γp1 must change sign between Q2 ≈ 0
and Q2 ≈ 1 GeV2, and this must be due to some strong nonperturbative higher twist effect.
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Figure 23: DIS predictions for Ip,n(Q
2) according to (5.97) using Γp1 = 0.146 and Γ
n
1 = −0.064.
These latter numbers are Q2–independent in LO [279]. The DHG values refer to (5.98).
A parametrization (but not an explanation) of this effect was suggested by [56] and later on
improved by [135, 491]. It turns out that such effects seem to be significantly larger than what
one obtains on the basis of QCD sum rules. Most recent E143 measurements [6] at small Q2
confirm these expectations as well as the trend depicted in Fig. 23. Reviews on this topic can
be found in [336, 88], for example.
Experiments are being planned to test the sum rule directly [122, 238]. This is important
because, among other things, there has been some criticism towards the argument that connects
the spin structure function integral to the Q2 = 0 integral in Eqs. (5.97) and (5.98) [357].
6 Polarized Parton Densities and Phenomenological Applica-
tions
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6.1 Deep Inelastic Polarized Lepton–Nucleon Scattering
Nowadays sophisticated phenomenological models describing the spin structure functions in LO
and NLO QCD are used to interpret the experimental data. Before we discuss these models,
we want to give a short historical overview about some simpler (and by now mostly obsolete)
models that were discussed in the literature in the past, the Kuti–Weisskopf model [394], the
Carlitz–Kaur model [143] and the Cheng–Fischbach [153, 154] model.
When discussing the first moment of g1 in Sect. 5.1 we have noted that in the SU(6) con-
stituent picture the nucleon consists of three free quarks and its wavefunction is completely
symmetric in spin and flavor indices. Squaring the SU(6) wave function one obtains the prob-
abilites for an up or down quark with spin up or down and, from that, the SU(6) predictions
Γp1 =
5
54 and Γ
n
1 = 0 according to (5.17). This prediction is clearly wrong except in that the
proton is expected to have a larger positive asymmetry than the neutron with a very small
asymmetry.
One of the first attempts to describe the nucleon in terms of a relativistic picture was the
Kuti–Weisskopf model [394]. In this model the nucleon consists of three valence quarks described
by the SU(6) wave function, allowing however for an x–dependent quark–density distribution,
plus a core of an indefinite number of quark–antiquark pairs carrying vacuum quantum numbers
and zero angular momentum. The model also postulated the existence of gluons carrying a
fraction of the total momentum, the ratio of gluons to the quark–antiquark pairs being the only
free parameter of the model. At low x the core dominates while at high x only the valence
quarks contribute to the scattering. The functional form of g1 is given by
g1(x) =
5
54
Γ(γ + 3(1 − α))
Γ(1− α)Γ(γ + 2(1− α))x
−α(0)(1− x)−1+γ+2(1−α(0)) (6.1)
for the proton while for the neutron it is identically zero. Assuming that the behavior of structure
functions near x = 1 is related to the elastic form factor one obtains −1 + γ + 2(1 − α(0)) =
3. In their original work, Kuti and Weisskopf [394] considered α(0) ≃ 0.5, as suggested by
nondiffractive trajectories, which leads to an increase of the spin asymmetry at small x. This is
in contradiction with the present correct view, cf. Sect. 4.4, and with experimental data. The
normalization factor in Eq. (6.1) was chosen to fulfill the SU(6) predictions for the first moment
sum rules. Therefore, just as SU(6), the model fails to explain the experimental data. Here,
and in the other following pre–QCD approaches, the scale Q2 at which Eq. (6.1) is expected to
hold, cannot be specified except that Q2 ≫M2, as usual within the framework of the idealized
’impulse approximation’.
Later attempts [169] tried to improve the model by taking into account the difference between
constituent and current quarks. The two are related by a Melosh transformation which is shown
to be equivalent to a rotation in spin space [169]. The rotation angle θ is defined so as to fit the
modified SU(6) formula gAgV =
5
3 cos 2θ to the experimental number, yielding cos 2θ ≈ 0.75. The
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predictions for the spin asymmetry are
Ap1 = (
19
15
− 16
15
r(x)) cos 2θ, An1 = (
2
5r(x)
− 3
5
) cos 2θ (6.2)
where r(x) = Fn2 (x)/F
p
2 (x) is the ratio of the unpolarized structure functions. In this model the
prediction for Γp1 is even somewhat larger than that of the Ellis–Jaffe sum rule.
In another attempt to satisfy the Bjorken sum rule without completely abandoning the
SU(6) picture of the nucleon, Babcock, Monsay and Sivers [71] suggested to include perturba-
tive estimates of the qq¯ and gluon sea polarization. Furthermore, for the valence quarks the
parametrization δu(x) ≃ 0.44uv(x) and δd(x) ≃ −0.35dv(x) was proposed. Since the authors
oriented their results at the prediction of the Ellis–Jaffe sum rule, they are not in agreement
with present data.
Most famous among the SU(6) inspired models for the polarized structure functions is cer-
tainly the Carlitz–Kaur model [143]. In this model the symmetry is broken by suggesting that
the configuration, in which the non–interacting diquark system is in an isospin–1 state, is sup-
pressed at high x relative to the isospin–0 case. This is quantified in terms of two functions,
I0(x) and I1(x), describing the valence quark distributions, where the subscript refers to the
isospin of the non–interacting system and which are obtained from unpolarized DIS data. At
low x, the valence quarks are assumed to lose any memory of the parent spin orientation through
interaction with the gluon sea. This is described in terms of a factor, called sin2 θ(x), giving the
probability that the quark will flip its spin through interactions with the sea. It is given by
sin2 θ(x) ≡ 1
2
H(x)N(x)
H(x)N(x) + 1
(6.3)
where N(x) is the density of the gluon sea relative to the valence quarks and H(x) is the
probability of a spin–flipping interaction between valence quarks and gluons. The behavior of
N(x) for x → 1 is suggested by dimensional counting rules and the behavior for x → 0 by
Regge theory, N(x) ∼ (1 − x)2/√x. Assuming the x–independence of H, a measure of the
dilution of the valence quark spin due to this interaction is then given by the spin dilution factor
cos 2θ(x) = H0(1− x)2/
√
x. The polarized quark densities are given by
δu(x) = [uv(x)− 2
3
dv(x)] cos 2θ(x) δd(x) = −1
3
dv(x) cos 2θ(x). (6.4)
The only free parameter in the model is H0. It is fixed by the Bjorken sum rule, H0 ≈ 0.052.
Correspondingly, the spin dilution factor can be calculated. It is almost equal to 1 everywhere
except at low values of x. Using Eq. (6.4), Γp,n1 can be calculated and turn out to be essentially
identical to the predictions of the Ellis–Jaffe sum rule. Furthermore, it should be noted that
the d–quark spin density in Eq. (6.4) does not satisfy the perturbative QCD requirement
δd(x) ∼
x→1
dv(x).
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In the Cheng–Fischbach model [153, 154], later refined by Callaway and Ellis [140] and
Cheng and Lai [155], it is simply assumed that the polarized quark distributions are related to
the unpolarized ones via
δuv(x) = α(x)uv(x) δdv(x) = β(x)dv(x). (6.5)
It is further assumed that α(x), β(x) ∼
x→1
1 in order to take account of the argument that the
valence quark at x=1 remembers the spin of the parent nucleon. By contrast, the region near
x=0 is expected to be dominated by the sea so that the spin of the nucleon is no longer reflected
by the valence quarks implying α(x), β(x) ∼
x→0
0. Since ∆d is negative, the boundary condition
β(x) ∼
x→1
1 implies that δdv(x) changes sign as a function of x. Therefore, β(x) was suggested
to be of the form β(x) = x−x01−x0 x
p so that the sign of δdv(x) flips at x = x0. Furthermore, Cheng
and Lai [155] have chosen α(x) = x0.26. Roughly, typical values of x0 and p are of the order
0.5. These valence distributions alone cannot account for the experimental data which require
in addition a large polarized sea quark and/or gluon density. In ref. [155] an ansatz of the form
|δs(x)| = xγss(x), |δg(x)| = xγgg(x) was made. Since the data do not really fix δs(x) and δg(x)
it was not possible to determine γs and γg from a fit.
Now we turn to more recent developments. According to the discussions and results presented
in Sects. 4.1, 4.2 and 5.1, it is straightforward to perform LO and NLO(MS) QCD analyses
of all presently available polarized DIS data on gp,n1 (x,Q
2). This affords the knowledge of
appropriate input parton densities δf(x,Q20), f = q, q¯, g, extracted (as far as possible) from
present measurements at a conveniently chosen Q2 = Q20. The analyses can be performed either
directly in Bjorken–x space or, more conveniently, in (Mellin) n–moment space where the RG
evolution equations can be solved analytically as in Eqs. (4.60)–(4.64). During the past decade
many LO analyses, partly supplemented by the NLO gluon anomaly in Eq. (4.46), (4.65) or
(5.22), have been performed, e.g. [48, 280, 469, 450, 309, 311, 155, 161, 156, 130, 405], and
more recently in [45, 264, 283, 230, 242, 86, 157, 76, 121, 242]. With the recently completed
calculation of all 2–loop splitting function (anomalous dimensions) δP
(1)
ij (x), i, j = q, g , in the
MS factorization scheme [436, 513], also fully consistent NLO(MS) analyses became possible
[279, 265, 77, 9].
In general, the searched for parton densities δf(x,Q2) have to satisfy the fundamental pos-
itivity constraints (4.11) at any value of x and scale Q2, as calculated by the unpolarized and
polarized evolution equations, within the same factorization scheme. It is thus natural to per-
form polarized NLO analyses in the MS scheme where practically all unpolarized NLO parton
densities have been analysed and presented. Furthermore the total helicities, i.e. n = 1 moments
of δf(x,Q2) in Eq. (5.1), are constrained by the sum rules (5.8) and (5.9)
∆u+∆u¯−∆d−∆d¯ = F +D = 1.2573 ± 0.0028 (6.6)
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∆u+∆u¯+∆d+∆d¯− 2(∆s+∆s¯) = 3F −D = 0.579 ± 0.025 (6.7)
which hold for the flavor SU(3)f symmetric ’standard’ scenario commonly used. It should be
remembered that the flavor nonsinglet combinations A3,8 in Eqs. (5.5) and (5.6) which appear
in (6.6) and (6.7) are Q2 independent also in NLO due to ∆P
(1)
NS− = 0 in (5.19).
As has been already discussed at the beginning of Sect. 5.1, there are serious objections to
this latter full SU(3)f symmetry (mainly due to mu,d ≪ ms) which results in (6.7), in contrast to
the unquestioned isospin SU(2)f symmetry (mu ≃ md) which gives rise to (6.6). A plausible (but
extreme) alternative to the full SU(3)f symmetry is a ’valence’ scenario [411, 412, 409] where
SU(3)f is (maximally) broken and which is based on the assumption that the flavor–changing
hyperon β–decay data fix only the total helicities of valence quarks ∆qv(Q
2) ≡ ∆q −∆q¯ :
∆uv(Q
2
0)−∆dv(Q20) = F +D = 1.2573 ± 0.0028 (6.8)
∆uv(Q
2
0) + ∆dv(Q
2
0) = 3F −D = 0.579 ± 0.025 (6.9)
at some appropriately chosen input scale Q2 = Q20. Note that ∆qv(Q
2) depends (marginally) on
Q2 in NLO due to ∆P
(1)
NS+ 6= 0 in (5.19).
In the ’standard’ SU(3)f symmetric scenario we need ∆s = ∆s¯ < 0 in Γ
p,n
1 in Eq. (5.14) or
(5.18) in order to comply with recent experiments (cf. Table 2), i.e. in order to obtain a reduction
of the Ellis–Jaffe expectation Γp,n1,EJ , Eq. (5.15), based on A3 and A8 which are entirely fixed
by Eqs. (6.6) and (6.7), respectively. [Remember that ∆g(Q2) decouples from Γp,n1 in (5.18) in
NLO(MS) due to ∆Cg = 0.] In the ’valence’ scenario we can do even with ∆s = ∆s¯ ≃ 0 since
here only the valence contribution to A8 is fixed (apart from minor Q
2 dependent effects in NLO)
by Eq. (6.9), with the entire A3 still being fixed by (6.8) due to the assumption ∆u¯ = ∆d¯ ≡ ∆q¯
(which is again violated by minor Q2 dependent effects in NLO). This gives in LO for Γ1 in (5.4)
Γp,n1 = ±
1
12
(F +D) +
5
36
(3F −D) + 1
18
(10∆q¯ +∆s+∆s¯) (6.10)
and a similar relation holds in NLO [279]. Thus, in contrast to Eq. (5.14), a light polarized
sea ∆q¯ < 0 will account for a reduction of Γp,n1 even for the extreme SU(3)f broken choice
∆s = ∆s¯ = 0!
Turning to the determination of the polarized LO and NLO parton distributions δf(x,Q2)
it is helpful to consider some reasonable theoretical constraints concerning the sea and gluon
densities, in particular in the relevant small–x region where only rather scarce data exist at
present (in contrast to unpolarized DIS): Apart from the rather general Regge constraints in
Eq. (4.102) for x → 0, color coherence of the gluon couplings at x ≃ 0, i.e. equal partition of
the hadron’s momentum among its partons, implies for the gluon and sea densities [129, 128]
δf(x,Q20)
f(x,Q20)
∼ x as x→ 0 , (6.11)
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Figure 24: Comparison of LO and NLO results for A1(x,Q
2) as obtained [279] from the fitted
inputs at Q2 = µ2LO,NLO for the ’standard’ scenario, Eqs. (6.6) and (6.7), with present data
[447, 68, 22, 17, 15, 57, 2, 3, 4, 20, 21]. The Q2 values adopted here correspond to the different
values quoted by the experiments for each data point starting at Q2
>∼ 1 GeV2 at the lowest
available x–bin.
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and arguments based on helicity retention properties of perturbative QCD of valence densities
at large–x imply [129, 128, 175]
|δqv(x,Q20)| ∼ qv(x,Q20) as x→ 1 . (6.12)
The scale Q0 at which these relations are supposed to hold remains unspecified. Although not
strictly compelling, Eqs. (6.11) and (6.12) are expected [129, 128] to hold at some ’intrinsic’
bound–state–like scale (Q20
<∼ 1 GeV2, say), but certainly not at much larger purely perturbative
scales Q20 ≫ 1 GeV2. Despite such ’guidelines’, presently available scarce polarization data on
A1(x,Q
2) ≃ g1(x,Q2)/F1(x,Q2), Eq. (2.14), constrain the polarized parton densities rather
little, which holds in particular for δg(x,Q2) [279, 283, 265, 77]. The determination of the
polarized valence densities is less ambiguous. In order to avoid, as far as possible, pure guesses
for the input densities δf(x,Q20), it has been suggested in [279, 283] to employ the unpolarized
valence–like input densities f(x,Q20) at Q
2
0 = µ
2 ≃ 0.3 GeV2, properly modified so as to comply
with polarized DIS data, with the positivity inequalities (4.11) for Q2 ≥ µ2 and with the
constraints (6.11) and (6.12). Subject to these requirements the following general ansatz for the
LO and NLO polarized parton densities has been employed [279, 9] :
δqv(x, µ
2) = Nqvx
aqv qv(x, µ
2)
δq¯(x, µ2) = Nq¯x
aq¯ (1− x)bq¯ q¯(x, µ2)
δs(x, µ2) = δs¯(x, µ2) = Nsδq¯(x, µ
2)
δg(x, µ2) = Ngx
ag (1− x)bgg(x, µ2) (6.13)
where the LO and NLO unpolarized input densities f(x, µ2) at µ2LO = 0.23 GeV
2 and µ2NLO =
0.34 GeV2, respectively, refer to the recent GRV valence–like densities [289]. It should be noted
that employing valence–like gluon and sea input densities [i.e. xg(x, µ2) ∼ xa, xq¯(x, µ2) ∼ xa′
with a, a′ > 0 as x → 0] allows for a parameter–free calculation of parton densities and DIS
structure functions in the small–x region (x
<∼ 10−2) at Q2 > µ2 which is entirely based on the
QCD dynamics [284, 285, 289]. The perturbatively stable LO/NLO predictions turned out to be
in excellent agreement with all DESY–HERA measurements up to now [11, 32, 34, 196, 198, 199].
The resulting fit parameters Ni, ai, bi for the ’standard’ and ’valence’ scenarios in LO and
NLO can be found in [279] where appropriate simple parametrizations of the rather complicated
QCD evolutions have also been given. The LO and NLO results for the asymmetries Ap,d1 (x,Q
2)
measured up to now, as discussed in Sect. 3, are presented in Fig. 24 for the ’standard’
scenario. The results for the ’valence’ scenario are very similar. In both cases the LO and NLO
results are perturbatively stable and almost indistinguishable. The expected Q2 dependence of
A1(x,Q
2) is shown in Fig. 25 and compared with recent SLAC–E143 and SMC data. [The
difference between the LO and NLO results in the small–Q2 region is mainly due to different LO
(µ2LO = 0.23 GeV
2) and NLO (µ2NLO = 0.34 GeV
2) input scales.] It should be emphasized that
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Figure 25: The Q2 dependence of Ap,d1 (x,Q
2) as predicted by LO and NLO QCD evolutions
[279] at various fixed values of x, compared with recent SLAC–E143 [2, 4] (solid circles) and
SMC data [22, 15, 17] (open circles).
A1≃g1/F1 is in general expected to be Q2 dependent as soon as gluon and sea densities become
relevant, due to the very different polarized and unpolarized splitting functions δP
(0,1)
ij (x) and
P
(0,1)
ij (x), respectively (except for δP
(0)
qq = P
(0)
qq which dominates, apart from marginal differences
in the relevant NLO NS splitting functions, in the large–x region). Moreover, the smaller x the
stronger becomes the dependence of the exactly calculated A1(x,Q
2) on the precise form of the
input at Q2 = µ2 [283]. For practical purposes, however, such ambiguities are irrelevant since
A1 ≃ g1/F1 ≃ 2x g1/F2 → 0 as x → 0 is already unmeasurably small (of the order 10−3) for
x
<∼ 10−3. Thus the small–x region is unlikely to be accessible experimentally for g1(x,Q2), in
contrast to the situation for the unpolarized F1,2(x,Q
2). It is furthermore interesting to note
that the approximate asymptotic (x → 0) DLL expression (4.110) for A1(x,Q2) does not even
quantitatively reproduce the exact LO results for A1(x,Q
2) for x ≥ 10−3 [283]. It is therefore
misleading to use the simple asymptotic DLL formulae (4.107)–(4.110) for quantitative estimates
[82, 83, 237].
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different Q2
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94
-0.4
-0.3
-0.2
-0.1
0
0.1
10 -1 1x
E142
E143g1
n
x
SMCg1
n
'standard'  scen. :
'valence'  scen. :
NLO
LO
NLO
LO
-3
-2
-1
0
10 -2 10 -1 1
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Figure 29: The polarized LO and NLO(MS) densities at Q2 = 4 GeV2 as obtained from the
input densities at Q2 = µ2LO,NLO as shown in Fig. 28 for the NLO. In the ’standard’ scenario,
δs coincides with the curves shown for δq¯ in LO and NLO due to the SU(3)f symmetric input
which is only marginally broken in NLO for Q2 > µ2NLO.
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Figure 30: The experimentally allowed range of NLO polarized gluon densities at Q2 = 4 GeV2
for the ’valence’ scenario with differently chosen δg(x, µ2NLO) inputs. The ”fitted δg” curve
is identical to the one in Fig. 29. Very similar results are obtained if δg(x, µ2NLO) is varied
accordingly within the ’standard’ scenario as well as in an LO analysis [279, 283].
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The structure functions gp,n1 (x,Q
2) and gd1 , given by the relation (3.6), can now be extracted
using Eqs. (2.14) and (2.18) where one usually neglects the subleading contributions proportional
to γ2. These results are shown in Figs. 26 and 27. The reason why the LO results are partly
larger by more than about 10% than the NLO ones is mainly due to the LO approximation R = 0
in Eq. (2.19), as used in [279]. Some of the EMC and E143 asymmetry data [447, 68, 69, 2, 4]
have been analysed by assuming Ap1 to be independent of Q
2. This can be partly responsible
[279] for these ”data” falling somewhat below the NLO predictions in the small–x region, despite
the excellent fits to Ap1 in Fig. 24. The predictions for the NLO parton distributions at the
input scale Q2 = µ2NLO = 0.34 GeV
2 in Eq. (6.13) are shown in Fig. 28 and compared with
the reference unpolarized NLO dynamical input densities of [289] which satisfy of course the
positivity requirement (4.11) as is obvious from Eq. (6.13). The LO predictions are similar
[279]. It should be noted that the strange densities correspond to Ns = 1 in (6.13) for the
SU(3)f symmetric ’standard’ scenario, whereas to Ns = 0 for the SU(3)f broken ’valence’
scenario [279]. The corresponding polarized densities at Q2 = 4 GeV2, as obtained from these
inputs at Q2 = µ2 for the two scenarios in LO and NLO, are shown in Fig. 29. It is interesting
to note that, within the radiative approach with its longer Q2–evolution ”distance” starting at
the low input scale µ2 in Eq. (6.13), a finite (negative) strange polarized sea input δs(x, µ2) is
always required by present data for the ’standard’ scenario. This holds true even if one uses
(somewhat inconsistently in NLO) the ”off–shell” δC˜g in Eq. (4.46) or (4.65) which corresponds
to ∆C˜g =
1
2 , giving rise to Eq. (5.22), in contrast to ∆C
MS
g = 0. The shape of the polarized
gluon densities δg presented in Figs. 30 and 31 is constained rather little by present asymmetry
data [279, 283, 265]: Equally agreeable fits can be obtained for a fully saturated [inequality
(4.11)] gluon input δg(x, µ2) = g(x, µ2) as well as for the less saturated δg(x, µ2) = xg(x, µ2).
A purely dynamical [280] input δg(x, µ2) = 0 is also compatible with present data, but such
a choice seems to be unlikely in view of δq¯(x, µ2) 6= 0; it furthermore results in an unphysical
steep [280] δg(x,Q2 > µ2), being mainly concentrated in the very small–x region x < 0.01, as in
the corresponding case [284, 267] for the unpolarized parton distributions in disagreement with
experiment. The resulting NLO gluon densities δg(x,Q2) at Q2 = 4 GeV2 which originate from
these extreme inputs are compared in Fig. 30 with our ’fitted δg’ curve of Fig. 29 obtained for
the ’valence’ scenario. Present data allow even for a partly negative δg(x, 4 GeV2) [265] and
specific model calculations can accommodate even a negative ∆g(4 GeV2) [282, 341]. It turns
out that δg(x,Q2) is somewhat less ambiguous if only the more global quantities δqNS , δΣ and
δg are used for analyzing present data [77], instead of trying to delineate the individual parton
densities.
An alternative analysis of polarized structure functions has been performed by Gehrmann
and Stirling [265]. This was done in the same spirit as the unpolarized analysis [428], namely
the polarized parton distributions were chosen to be of the general form
xδf(x,Q20) = ηf Af x
af (1− x)bf (1 + γfx+ ρf
√
x) (6.14)
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for f = uv, dv, q¯, g at the starting scale Q
2
0 = 4 GeV
2. The normalization factors
Af =
[(
1 + γf
af
af + bf + 1
)
Γ(af )Γ(bf + 1)
Γ(af + bf + 1)
+ ρf
Γ(af + 0.5)Γ(bf + 1)
Γ(af + bf + 1.5)
]−1
(6.15)
are determined by the condition that the first moments of δf(x,Q20) are given by ηf . The
parameters ηf , af , bf , γf and ρf for f = uv and dv were determined by LO and NLO fits to
recent data. For the sea, an SU(3)f symmetric antiquark polarization was assumed (just as in
the ’standard’ scenario [279] as discussed above, e.g. Eq. (6.13) with Ns = 1). For δg(x,Q
2
0),
which is hardly constrained by the data [cf. Fig. 30], three alternative parametrizations were
employed, a hard and a soft distribution (A and B) with the spin aligned with that of the parent
proton and a distribution (called C) with the spin anti–aligned. All three choices give equally
good descriptions of the structure function data, but would be relatively easy to discriminate if
data on polarized gluon initiated processes like γ(∗)g → cc¯ or qg → γq were available. In all cases
the first moment ηg = 1.9 was chosen which is obtained in LO by attributing all the violation
of the Ellis–Jaffe sum rule to a large gluon polarization. This number is in the same ballpark as
if determined from an NLO analysis of the experimental data (∆g(Q20) = 1.5± 0.5 [77] and Eq.
(6.16) and Tables 3 and 4 below), but with a large error. A summary of the fitted and chosen
parameters together with the χ2 of the fit can be found in Table 2 of [265]. The NLO polarized
parton distributions at Q20 = 4 GeV
2 for gluon scenarios A, B and C are shown in Fig. 31. It
should be emphasized that present polarization data can be fitted even with a negative δg in
the large–x region, as shown in Fig. 31, which refers to a more extreme choice than the ones
depicted in Fig. 30. Furthermore, the LO GRV 94 [289] and the NLO MRS–A’ [428] parton
densities have been chosen as reference distributions, which are necessary for comparing with the
positivity constraints (4.11), and are also shown in Fig. 31. The resulting fits for gp,n,d1 (x,Q
2)
are similar in quality [265] as the ones shown in Fig. 26 and 27.
Finally let us turn to the first moments (total polarizations) ∆f(Q2) in Eq. (5.1) of the
polarized parton densities δf(x,Q2) and the resulting Γp,n1 (Q
2). It should be recalled that, in
contrast to the LO, the first moments of the NLO (anti)quark densities do renormalize, i.e. are
Q2 dependent, due to the nonvanishing of the 2–loop ∆P
(1)
qq and ∆P
(1)
NS+ in (5.19). Let us discuss
the two scenarios in turn:
(i) In the ’standard’ scenario the input densities in (6.13), being constrained by (6.6) and
(6.7), imply in LO [279]
∆uv = 0.9181 , ∆dv = −0.3392
∆q¯ = ∆s = ∆s¯ = −0.0587
∆g(µ2LO) = 0.362 , ∆g(4 GeV
2) = 1.273 , ∆g(10 GeV2) = 1.570 (6.16)
which result in ∆Σ = 0.227. This gives
Γp1 = 0.1461 , Γ
n
1 = −0.0635 (6.17)
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Figure 31: NLO polarized and unpolarized parton distributions at Q20 = 4 GeV
2 according to
[265]
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in reasonable agreement with present data (Table 2). The NLO results are shown in Table 3
which are in even better agreement with experiments (Table 2).
Q2(GeV)2 ∆uv ∆dv ∆q¯ ∆s = ∆s¯ ∆g ∆Σ Γ
p
1 Γ
n
1
µ2NLO 0.9181 -0.3392 -0.0660 -0.0660 0.507 0.183 0.1136 -0.0550
1 0.915 -0.338 -0.067 -0.068 0.961 0.173 0.124 -0.061
4 0.914 -0.338 -0.068 -0.068 1.443 0.168 0.128 -0.064
10 0.914 -0.338 -0.068 -0.069 1.737 0.166 0.130 -0.065
Table 3: First moments of polarized NLO parton densities δf(x,Q2) and of gp,n1 (x,Q
2) as
predicted in the ’standard’ scenario [279]. Note that the marginal differences for ∆q¯ and ∆s
indicate the typical amount of dynamical SU(3)f breaking generated by the RG Q
2–evolution
to Q2 > µ2NLO.
(ii) In the ’valence’ scenario the input densities in (6.13), being constrained by (6.8) and
(6.9), imply in LO [279]
∆uv = 0.9181 , ∆dv = −0.3392
∆q¯ = −0.0712 , ∆s = ∆s¯ = 0
∆g(µ2LO) = 0.372 , ∆g(4 GeV
2) = 1.361 , ∆g(10 GeV2) = 1.684 (6.18)
which result in ∆Σ = 0.294. Apart from this maximal SU(3)f breaking, these results are similar
to the ’standard’ ones in (6.16) and yield
Γp1 = 0.1456 , Γ
n
1 = −0.0639 (6.19)
on account of (6.10). The NLO results are shown in Table 4.
These results for the total helicities (first moments) are similar to the ones observed in other
recent LO and NLO analyses [265, 77, 9].
Due to the similarity of the LO and NLO results in both scenarios, it is obviously impossible
to distinguish experimentally between the ’standard’ (SU(3)f symmetric) and ’valence’ (SU(3)f
maximally broken) scenario. In both scenarios the Bjorken sum rule (5.86) manifestly holds
due to the constraints (6.6) and (6.8). Furthermore, the observed total helicities carried by the
valence quarks, ∆uv and ∆dv, are compatible with the ones obtained very recently from semi–
inclusive spin asymmetry measurements [24], cf. Sect. 6.5, which yielded ∆uv = 1.01 ± 0.24
and ∆dv = −0.57± 0.25 at 〈Q2〉 ≃ 10 GeV2. It is also very interesting to note that our optimal
fit results shown above favor a sizeable total gluon helicity ∆g(10GeV2) ≃ 1.7, despite the fact
that ∆g(Q2) decouples from the full (0 ≤ x ≤ 1) first moment Γ1(Q2) in (5.18) in the MS
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Q2(GeV)2 ∆uv ∆dv ∆q¯ ∆s = ∆s¯ ∆g ∆Σ Γ
p
1 Γ
n
1
µ2NLO 0.9181 -0.3392 -0.0778 0 0.496 0.268 0.1142 -0.0544
1 0.915 -0.338 -0.080 -2.5 × 10−3 0.982 0.252 0.124 -0.061
4 0.914 -0.338 -0.081 -3.5 × 10−3 1.494 0.245 0.128 -0.064
10 0.914 -0.338 -0.081 -3.8 × 10−3 1.807 0.244 0.130 -0.065
Table 4: The first moments (total helicities) as in Table 3, but for the maximally SU(3)f broken
’valence’ scenario [279].
scheme (since ∆CMSg = 0). This implies that for any experimentally relevant analysis (where
0.01
<∼ x < 1), the NLO δg(x,Q2) in Eq. (4.47), for example, plays an important role almost
regardless of the value of the full first moment of δCg(x). The importance of δg(x,Q
2) also holds
in LO where δg does not directly appear in g1(x,Q
2), Eq. (4.5), but enters only via the RG
evolution equations.
This large MS result for ∆g(Q2) is also comparable with the weaker constraint (5.85) obtained
in the off–shell scheme (where ∆Cg = −12) which is not too surprising since the RG solutions
(5.81) and (5.83) differ only to O(αs). Furthermore one can be tempted to reinterpret our MS
results for ∆Σ(Q2) in terms of ∆Σoff in Eq. (5.26), by assuming that ∆g(Q
2) in the off–shell
scheme is similar to our MS results. This gives
∆Σoff ≃ 0.33 (0.42) (6.20)
according to the results for the ’standard’ (’valence’) scenario in Table 3 (Table 4). Thus the
sizeable ∆g(Q2) implies a sizeable amount of total helicity of singlet quark densities, ∆Σoff ,
which comes close to the naive expectation ∆Σoff ≃ A8 ≃ 0.6 in Eq. (5.27) in contrast to
∆Σ(Q2) in the MS scheme.
Finally, it is very interesting to observe that at the low input scales Q2 = µ2LO,NLO =
0.23, 0.34 GeV2 the nucleon’s spin is dominantly carried just by the total helicities of quarks
and gluons
1
2
∆Σ
(
µ2LO[NLO]
)
+∆g
(
µ2LO[NLO]
)
≃ 0.5 [0.6] (6.21)
according to Eqs. (6.16) and (6.18), and Tables 3 and 4. Thus the helicity sum rule (1.1) implies
that
Lz(µ
2
LO,NLO) ≃ 0 . (6.22)
The approximate vanishing of this latter nonperturbative angular momentum, being built up
from the intrinsic kT carried by partons, is intuitively expected for low bound–state–like scales
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(but not for Q2 ≫ µ2) implying that the spin of the nucleon is carried solely by quarks and
gluons, Eq. (6.21), i.e. there is no ’spin surprise’ whatsoever. At smaller distances, i.e. for
Q2 ≫ µ2LO,NLO, this picture will break down since gluon and qq¯ production off the initial
partons will increase their kT which in turn gives rise to a finite orbital angular momentum
carried by quarks and gluons, Lz(Q
2) = Lq(Q
2) + Lg(Q
2) [482, 346, 460]. Clearly a finite
Lz(Q
2) is required to reconcile, for example 12∆Σ(Q
2)+∆g(Q2) ≃ 1.8 at Q2 = 10 GeV2 (Table
3), with the sum rule (1.1). The relevant RG Q2–evolution equations for the quark and gluon
angular momenta Lq(Q
2) and Lg(Q
2) have been written down recently in LO [365]:
d
dt
(
Lq(Q
2)
Lg(Q
2)
)
=
αs(Q
2)
2π
( −43CF f3
4
3CF − f3
)(
Lq(Q
2)
Lg(Q
2)
)
+
αs(Q
2)
2π
( −23CF f3
−56CF −112
)(
∆Σ(Q2)
∆g(Q2)
)
(6.23)
where the second inhomogeneous term was first studied in [460] with ∆Σ and ∆g evolving
according to (5.2). The solution of (6.23) is straightforward:
Lq(Q
2) = −1
2
∆Σ +
1
2
3f
16 + 3f
+
[
Lq(Q
2
0) +
1
2
∆Σ− 1
2
3f
16 + 3f
]
L2(16+3f)/9β0 (6.24)
Lg(Q
2) = −∆g(Q2) + 1
2
16
16 + 3f
+
[
Lg(Q
2
0) + ∆g(Q
2
0)−
1
2
16
16 + 3f
]
L2(16+3f)/9β0 (6.25)
with L ≡ αs(Q2)/αs(Q20) and ∆Σ ≡ ∆Σ(Q20) = ∆Σ(Q2) in LO. The last Eq. (6.25) demonstrates
explicitly that the large gluon helicity ∆g(Q2) as obtained above at large Q2 > µ2 is canceled
by an equally large, but negative, gluon orbital momentum. Asymptotically (Q2 → ∞) the
solutions (6.24) and (6.25) become particularly simple
Lq +
1
2
∆Σ =
1
2
3f
16 + 3f
, Lg +∆g =
1
2
16
16 + 3f
. (6.26)
Thus the partition of the nucleon spin between quarks and gluons eventually follows the well
known partition of the quark and gluon momenta in the nucleon [306, 307, 266]. If the Q2
evolution is slow, then Eq. (6.26) predicts that quarks carry less than about 50% of the nucleon
spin even at low momenta [cf. Eqs. (6.16) and (6.18)].
It should be mentioned that, although Lz = Lq+Lg can be theoretically formally formulated
in a consistent covariant way [346, 341, 158], there appears to be no direct experimental test
of the size as well as of the sign of Lz(Q
2), or more ideally of the separate components Lq(Q
2)
and Lg(Q
2). The possible measurement of azimuthal distributions has been proposed [163, 435]
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but these are only sensitive to some average 〈k2T 〉 of rotating constituents in a polarized nucleon
target.
More recently, Ji [360, 361] has suggested to use deeply virtual Compton scattering (DVCS)
γ∗(Q2)p → γp′ in the limit of vanishing momentum transfer t = (p′ − p)2, in order to get
direct information about the gauge invariant combinations Jq =
1
2∆Σ + Lq and Jg = ∆g + Lg
appearing in the spin sum rule (1.1): 12 = Jq(Q
2) + Jg(Q
2). In this limit, Jq,g =
1
2 [Aq,g(0) +
Bq,g(0)] where Aq,g(t) and Bq,g(t) are the ’Dirac’ and ’Pauli’ form factors of the quark and gluon
energy–momentum tensor ( which are analogously defined as the well known form factors of
the electromagnetic vector current). The form factors Aq(t) and Bq(t) are then related via sum
rules to the n = 2 moments (Bjorken–x averages) of the structure functions of the non–forward
DVCS. Although the extrapolation t→ 0, required to obtain Jq,g, is difficult [362, 454, 390] (if
at all possible), rough estimates result in a DVCS cross section at −t < 1 GeV2 above 1 pb at
CEBAF and DESY–Hermes kinematics [362].
6.2 Heavy Quark Production in Polarized DIS and in Photoproduction
In the previous sections we have realized, among other things, the enormous difficulties to
extract the polarized gluon distribution and in particular its first moment from inclusive deep
inelastic data. These problems have been anticipated several years ago by theoretical studies
[47, 216, 142, 43], and they are in fact not surprising in view of the well known subtleties
having occurred in all attempts to determine the unpolarized gluon density in unpolarized DIS
experiments during the past two decades.
A popular way out of this dilemma is the study of semi–inclusive cross sections, and in
particular of charm production, because the production of heavy quark hadrons is triggered
in leading order by the photon–gluon fusion mechanism [γ∗(γ)δg → hh¯ with h = b, c] and is
therefore sensitive to the gluon density inside the proton, whereas the heavy quark content of
the proton is usually negligible, if it exists at all, at presently available Q2–values. Due to its
prominent decay mechanism, J/ψ production is the most distinct among the charmed events.
In contrast to open charm production one faces here, however, the additional model dependence
for bound–state production, such as the ’duality model’ [252, 313, 367, 269, 271] (nowadays also
called ’color evaporation’ model) and the color–singlet model [146, 98, 73]. In the duality or
’soft color’ treatment of color quantum numbers the cross section for bound charm production
is given by
σonium =
1
9
∫ 2mD
2mc
dm
dσcc¯
dm
(6.27)
where dσcc¯ is computed perturbatively in LO and NLO due to γ
∗g → cc¯, etc. (or due to qq¯ → cc¯,
gg → cc¯, etc. for hadronically produced quarkonia), since here the color singlet property of the
J/ψ is ignored at the perturbative stage of the calculation. The subsequent hadronization of
the color singlet state is then assumed to be characterized by multiple (nonperturbtive) soft
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gluon emissions, i.e. the treatment of color is, on the average, statistical with the factor 19
representing the statistical probability that the 3 × 3¯ charm pair is asymptotically in a color
singlet state. Alternatively, in the color–singlet model the color singlet property of the produced
onium states (J/ψ, etc.) is enforced already at short distances, ∆x ∼ m−1ψ , by the emission of
a perturbative (octet) gluon off the produced charm quark. It is this latter assumption which
casts doubt on the color–singlet model since it does not seem logical to enforce perturbatively
the color–singlet property of the onia at short distances, given that there remains practically
an infinite time for soft gluons to readjust the color of the cc¯ pair before it appears as an
asymptotic J/ψ or, alternatively, DD¯ state. In other words, it is hard to imagine that a color
singlet state formed at a range m−1ψ , automatically survives to form a J/ψ. Indeed, the duality
(’color evaporation’) treatment has received renewed attention and appears to be the favorite
mechanism of heavy quarkonia production [50, 210, 479, 261, 480] (or a variant of it which
differs in its nonrelativistic treatment of the nonperturbative long–distance part of the cc¯ matrix
elements which obey simple ’velocity–scaling’ laws with respect to the relative velocity β of the
cc¯; this allows for a systematic expansion in αs(2mc) and β [114].) The reason for this revival
is that some data on the production of ψ– and Υ–states disagree with the simple minded color–
singlet model predictions; occasionally by well over one order of magnitude as in the case of
ψ′ production at the Fermilab Tevatron [123]. Thus it seems to be more appropriate to study
and delineate the relevant quarkonia production mechanism using unpolarized reactions first,
instead of using a particular model to get access to δg(x,Q2 ≈ m2J/ψ) via polarized deep inelastic
(or photon) production of J/ψ’s [275, 308, 368, 295, 497]. This statement is even more true for
(diffractive) elastic J/ψ production where some very speculative models exist [126, 470, 408].
They are based on a two–gluon exchange but it is not clear whether the square of the polarized
gluon density δg(x,Q2 ≈ m2J/ψ) or some independent two–gluon correlation function appears in
the cross section formula.
Therefore, from the theoretical point of view a much cleaner signal for the gluon density
in heavy quark production is open charm production, although experimentally it has worse
statistics due to the difficulties in identifying D–mesons. Instead of the deep inelastic process
one may as well look at photoproduction, because the mass of the charm quark forces the
process to take place in the perturbative regime. The advantage of photoproduction over DIS is
its larger cross section. Several fixed target experiments, HERMES at DESY [49], COMPASS
at CERN [93] and a new facility at SLAC [64] are being developed to measure the polarized
gluon distribution via photoproduction.
In leading order the inclusive polarized deep inelastic open charm production cross section
is given by, using Eq. (2.7) or (2.41)
d2∆σc
dxdy
=
d2
dxdy
1
2
(σ←⇒ − σ←⇐) ≈
4πα2
Q2
(2− y)gc1(x,Q2) (6.28)
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where [521, 281]
gc1(x,Q
2) =
αs(µ
2
F )
9π
∫ 1
(1+
4m2c
Q2
)x
dx′
x′
δg(x′, µ2F )δCc(
x
x′
, Q2) (6.29)
is the charm contribution to the polarized structure function g1 and where
δCc(z,Q
2) = (2z − 1) ln 1 + β
1− β + (3− 4z)β (6.30)
is the partonic matrix element due to γ∗δg → cc¯. Note that the renormalization scale of αs
in (6.29) has been set equal to the factorization scale µF appearing in δg and that one usually
takes µF = 2mc. Furthermore, β =
√
1− 4m2csˆ where sˆ = (p + q)2 = Q2 1−zz is the Mandelstam
variable of the subprocess. By combining these formulae with the unpolarized cross section
one can obtain the polarization asymmetry Ac = d∆σ
c
dσc . If one plugs in the drastically differing
LO polarized gluon densities of [279] and the oscillating GS–C density of [265] which are for
convenience compared to each other in Fig. 32, one obtains the results for gc1(x,Q
2) and the
deep–inelastic charm asymmetry Ac = gc1/F
c
1 shown in Fig. 33 at Q
2 = 10GeV2 [281, 502].
(Note that the corresponding NLO densities are shown in Figs. 30 and 31 at Q2 = 4 GeV2.)
It should further be noted that the dashed curve in Fig. 33a corresponds, at x ≈ 0.01, to
about 10% of the full gp1 which implies that a fairly accurate high statistics experiment would be
required in order to extract δg(x, µ2F ) from g
c
1. The size of A
c
1 in Fig. 33b in the large–x region,
x > 0.01, is deceptive since here the individual gc1 and F
c
1 =
F c2−F cL
2x [278] rapidly decrease as a
result of the threshold condition β ≥ 0. Realistically, Ac1 is of the order of 5% at x ≃ 0.01 where
gc1 is also sizable as shown in Fig. 33. For x . 0.005, which could be reached at the HERA ~e~p
collider, the situation is even less favorable, since g(x, µ2F ) becomes much larger than δg(x, µ
2
F )
as x → 0 and Ac1 is correspondingly small. Furthermore, the contribution δCc in (6.30) from
the polarized subprocess γ∗g → cc¯ changes sign towards the HERA small–x region, so that Ac1
is further suppressed, cf. Fig. 33, and becomes probably unmeasurable below x ≃ 0.005. It
should be noted that this latter oscillation of δCc causes the strong increase of g
c
1 in the region of
very small x, as shown by the dotted curve in Fig. 33a, via the convolution with the peculiarly
oscillating polarized gluon density GS–C of Fig. 32. The relevant asymmetry Ac1 in Fig. 33b
remains negligible due to the enormously increasing unpolarized gluon density for x→ 0.
We now turn to the case of photoproduction of charm. It is straightforward to obtain from
the above expressions (6.28) – (6.30) the inclusive open charm photoproduction cross section by
taking the simultaneous limits Q2 → 0 and z → 0 while keeping Q2z ≈ sˆ fixed:
∆σcγp(sγ) =
4πααs(µ
2
F )
9sγ
∫ 1
4m2c
sγ
dx′
x′
δg(x′, µ2F )(3β − ln
1 + β
1− β ) (6.31)
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Figure 32: Polarized gluon densities at Q2 = 10GeV2 (≈ 4m2c) of the four LO sets used in this
subsection. The dotted curves refers to set C of [265] whereas the other densities are taken from
[283] as described in Sect. 6.1.
Figure 33: Charm contribution gc1 to g1 at Q
2 = 10GeV2 for the four gluon distributions of Fig.
32, calculated according to Eq. (6.29) using µF = 2mc with mc = 1.5GeV [502].
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Figure 34: Longitudinal spin asymmetry for the total charm photoproduction cross section
calculated according to Eq. (6.31), using µF = 2mc with mc = 1.5GeV, for the four polarized
gluon densities shown in Fig. 32 [502].
where β =
√
1− 4m2csˆ and sˆ = x′sγ . This integrated cross section depends only on the total
proton–photon energy sγ = (P + q)
2 which for a fixed target experiment is given by sγ = 2MEγ
where Eγ is the photon energy. By varying the photon energy it is in principle possible to explore
the x–dependence of δg. Very high photon energies correspond to small values of x. However,
as we shall see later, it is not trivial to obtain the first moment of δg from the cross section
Eq. (6.31). The expected polarization asymmetry is given as a function of
√
sγ in Fig. 34 for
various possible forms of δg(x, µ2F ). It is clearly seen that it becomes rapidly smaller towards
higher energies due to the two reasons disussed above [oscillation of the parton matrix element
and singular behavior of g(x, 4m2c)]. Thus the total charm cross section and the asymmetry
become unmeasurably small at HERA energies,
√
sγ ∼ 200GeV, to be reached with a possible
future doubly polarized ~e~p collider [502]. On the other hand, it seems more feasible that the
total asymmetry in γp→ cc¯ can be measured at smaller energies, √sγ . 20 GeV, where future
polarized fixed–target experiments like COMPASS [93] will be performed.
It should be noted that the choice of scale µF in δg in Eqs. (6.29) and (6.31) is not certain:
probably 2mc is a reasonable choice but it might as well be
√
sγ or any number in between.
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This uncertainty reflects our ignorance about the magnitude of the higher order correction and
could be resolved if a higher order calculation of these cross sections will be performed. The
same statement holds true for the argument of αs. Therefore, in the equations presented below
the scale of δg and αs will be chosen to be more general, µF and µR, respectively. It turns out
that the variation of the cross sections when one varies µF and µR is larger (∼ 20 %) than that
of the asymmetries (≤ 5 %) so that one may speculate that the higher order corrections to Ac
are small. However, to prove this conjecture a higher order calculation is necessary.
Equation (6.31) was obtained after integration over the charm quark production angle θˆ (in
the gluon–photon cms). If one is interested in the pT distribution or wants to introduce a pT –cut,
it is appropriate to keep the θˆ dependence in the fully differential cross section [257, 502]
d2∆σcγp
dx′d cos θˆ
=
e2cαs(µ
2
R)
16sˆ
δg(x′, µ2F )β{2
tˆ2 + uˆ2 − 2m2c sˆ
tˆuˆ
+ 4m2c
tˆ3 + uˆ3
tˆ2uˆ2
} (6.32)
where sˆ = x′sγ , tˆ = − sˆ2(1 − β cos θˆ) and uˆ = − sˆ2(1 + β cos θˆ). It is possible to make a transfor-
mation to the transverse momentum of the charmed quark by using p2T = (
sˆ
4 −m2c) sin2 θˆ:
∆σcγp(pTcut) =
e2cαs(µR)
16sγ
∫ 1
4m2c
sγ
dx′
x′
δg(x′, µ2F )
β
sˆ
4 −m2c
∫ sˆ
4
−m2c
p2Tcut
dp2T√
1− p2Tsˆ
4
−m2c
[
2m2c
sˆ
tˆuˆ
− tˆ
uˆ
− uˆ
tˆ
−2m2c(
tˆ
uˆ2
+
uˆ
tˆ2
)
]
.
(6.33)
There are several good reasons to study the pT distribution. First of all and in general, it
gives more information than the inclusive cross section. Secondly and in particular, it can be
shown that the integrated photoproduction cross section Eq. (6.31) as well as the corresponding
DIS charm production cross section in (6.28) are not sensitive to the first moment of δg. The
sensitivity is strongly increased, however, if a pT –cut of the order of pT ≥ 1 GeV is introduced,
see below. Last but not least, it is experimentally reasonable and often necessary to introduce
a pT –cut.
Let us dwell on the first moment discussion for a moment. It is true that the first moment
is only one among an infinite set of moments and the most interesting quantity to know is the
full x–dependence of δg(x,Q2) at a given Q2. However, as was shown in Sect. 5, the first
moment ∆g certainly has its significance, firstly because it enters the fundamental spin sum
rule (1.1) and secondly because it gives the contribution within the proton to the γ5 anomaly,
< PS|q¯γµγ5q|PS >= (∆q − αs2π∆g)Sµ, within the proton. In massless DIS it is straightforward
to find out what the contribution of the first moment to the cross section is. One can apply
the convolution theorem (4.23) to see that the contribution of ∆g is given by the first moment
of the parton matrix element, i.e. by the n = 1 gluonic Wilson coefficient, c.f. Eq. (4.62). If
masses are involved, like mc, the answer to this question is somewhat more subtle. Since the
cross section is not any more a convolution of the standard form, (4.14), one can formally write
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the integrals in (6.29) and (6.31) as
∫ 1
ξ
dx′
x′ δg(x
′, µ2F )H(
ξ
x′ , Q
2) where ξ = (1 + 4m
2
c
Q2 )x for DIS
charm production and ξ = 4m
2
c
Sγ
for photoproduction (Q2 = 0) of charm. Now one can apply the
convolution theorem by integrating this expression over ξ and the first moment
∫ 1
0 dzH(z,Q
2)
gives essentially the contribution from ∆g(µ2F ). By integrating Eqs. (6.30) and (6.31) it turns
out that both for the inclusive charm DIS and photoproduction the corresponding quantities∫ 1
0 dzH(z,Q
2) identically vanish [521, 281, 275]. This can be traced back to the small–pT
behavior of the (perturbative) partonic cross section (Wilson coefficient) for γ∗g → cc¯ which
cancels the contribution of the large–pT region in
∫ 1
0 dzH(z,Q
2) [422, 511]. It is not really a
surprise in view of the structure of the anomaly in massive QCD [cf. the discussion after Eq.
(5.39) and the Appendix of [397]]. Since the integrals
∫ 1
0 dzz
n−1H(z,Q2) keep being small in
a neighborhood of n=1 one may conclude from this that these cross sections are not suited for
determining the first moment of δg. Fortunately, the situation changes if one includes a pT –cut
of greater than 1 GeV. In that case the sensitivity to δg(x, µ2F ) is reestablished because the
small–pT behavior of the matrix element for γg → cc¯ does not cancel the contribution of the
large–pT region any more [400].
The formulae presented in Eqs. (6.31)–(6.33) were obtained for strictly real photons Q2 = 0.
This is a reasonable approximation for the projected fixed target experiment (photoproduction)
but may be improved, if one is interested in operating the HERA ep collider also with polarized
high energy protons. In that case the Weizsa¨cker–Williams approximation may be introduced
[257, 502] to account for the tail of the photon propagator. The Weizsa¨cker–Williams approx-
imation is also advantageous because tagging of the electron, needed for the extraction of the
cross section at fixed photon energy would reduce the cross section too strongly. On the basis
of the Weizsa¨cker–Williams approximation one may go on to include a possible resolved photon
contribution to the cross section described by polarized photon structure functions δfγ(x, µ2F )
with f=q,g [292, 294, 290, 503]. These quantities are completely unmeasured so far and could,
in the ’maximal’ scenario, contribute up to 20% of the cross section [502]. The polarized lowest
order cross section for producing a charm quark with transverse momentum pT and cms–rapidity
η then is
d2∆σcep
dpTdη
= 2pT
∑
fe,f
∫ 1
ρe−η
1−ρeη
dxexeδf
e(xe, µ
2
F )xpδf(xp, µ
2
F )
1
xe − ρe−η
d∆σˆ
dtˆ
(6.34)
where ρ ≡ mT /
√
s with mT ≡
√
p2T +m
2
c and xp ≡ xeρeη/(xe − ρe−η). The sum runs over
all relevant parton species. δf e are effective polarized parton densities in the longitudinally
polarized electron defined by
δf e(xe, µ
2
F ) =
∫ 1
xe
dy
y
∆Pγ/e(y)δf
γ(xγ =
xe
y
, µ2F ) (6.35)
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where ∆Pγ/e is the polarized Weizsa¨cker-Williams spectrum
∆Pγ/e(y) =
α
2π
[
1− (1− y)2
y
]
ln
Q2max(1− y)
m2ey
2
, (6.36)
and the same cuts as in the unpolarized case should be used, Q2max = 4 GeV
2 and the y-cuts
0.2 ≤ y ≤ 0.85 [197]. The cross section Eq. (6.34) can be transformed to the more relevant
HERA laboratory frame by a simple boost which implies η ≡ ηcms = ηLAB − 12 ln(Ep/Ee),
where we have counted positive rapidity in the proton forward direction. The spin-dependent
differential LO subprocess cross sections d∆σˆ/dtˆ for the resolved processes gg → cc¯ and qq¯ → cc¯
with mc 6= 0 can be found in [179, 373]. The dominant direct (’unresolved’) contribution derives
from δfγ(xγ , µ
2
F ) ≡ δ(1 − xγ) in (6.35) with the corresponding polarized cross sections for the
direct subprocess γg → cc¯ being readily obtained from that for gg → cc¯ by dropping the non–
abelian (s–channel) part and multiplying by 2Nce
2
cα/αs(µ
2
F ) where ec = 2/3. Note that the
resolved photon contributions are relevant mainly for (real) photoproduction and that they are
appreciable only at very high energies
√
sγ ≥ 100 GeV. Furthermore, there are experimental
techniques to separate the resolved part from the direct photon contribution, see e.g. [246].
Figure 35 shows results for the pT and ηLAB distributions obtained for the four different polarized
gluon densities in Fig. 32 for Ep = 820 GeV and Ee = 27 GeV [502]. The curve denoted by
’resolved’ is an estimated upper limit for the resolved photon contribution. It is negligibly small
unless pT becomes very small. Also shown are the corresponding asymmetries A
c which are
much larger than for the total cross section if one goes to pT of about 10-20 GeV. Furthermore,
the asymmetries are sensitive to the size and shape of the polarized gluon distribution used.
Included in the asymmetry plots are the expected statistical errors δAc at HERA which can be
estimated from
δA =
1
PePp
√Lσǫ , (6.37)
where Pe, Pp are the beam polarizations, L is the integrated luminosity and ǫ the charm detection
efficiency, estimated to be Pe ∗ Pp = 0.5, L = 100pb−1 and ǫ = 0.15.
6.3 Heavy Quark Production in Hadronic Collisions
Hadronic heavy quark production proceeds via the (so far available) LO subprocesses
δg δg → hh¯ , δq δq¯ → hh¯ , (6.38)
and appears to be a very sensitive and presumably the most realistic test of δg(x, µ2F ), since δg
enters ’quadratically’ and the δqδq¯ contribution is small [183, 204, 179, 373]. Here the polarized
~p~p RHIC collider (
√
s = 50 − 500GeV) with high luminosity (L & 1032 cm−2 s−1) will play a
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Figure 35: pT – and ηLAB–dependence of the (negative) polarized charm-photoproduction cross
section and asymmetry in ep-collisions at HERA [502]. The considered kinematic regions are
−1 ≤ ηLAB ≤ 2 for the pT –distribution and pT > 8 GeV for the ηLAB–distribution. The various
curves correspond to the various polarized gluon densities in Fig. 32. For comparison, the
’resolved’ contribution to the cross section, calculated with the ’fitted’ δg in Fig. 32 and the
’maximally’ saturated set of polarized photonic parton densities, is shown by the lower solid
curves.
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decisive role [132, 529]. The differential cross sections for the subprocesses in Eq. (6.38) are
given by [179]
d
dtˆ
∆σˆgg→hh¯ ≡ d
dtˆ
1
2
(σˆgg→hh¯++ − σˆgg→hh¯+− ) =
πα2s
8sˆ2
(
3
sˆ2
− 4
3t˜u˜
)[t˜2 + u˜2 − 2m
2
hsˆ
t˜u˜
(t˜2 + u˜2)] (6.39)
d
dtˆ
∆σˆqq¯→hh¯ = − d
dtˆ
σˆqq¯→hh¯ = −πα
2
s
3sˆ2
4
3
t˜2 + u˜2 + 2m2hsˆ
sˆ2
(6.40)
where ± refers to the helicity of the incoming partons, αs = αs(µ2F ) and t˜ ≡ tˆ−m2h, u˜ ≡ uˆ−m2h,
i.e. sˆ + t˜ + u˜ = 0. By integrating with respect to t˜ the total cross sections are then easily
obtained :
∆σˆgg→hh¯(sˆ, µ2F ) =
πα2s
16sˆ
[2(3β2 − 17
3
) ln
1 + β
1− β + 5β(5 − β
2)] (6.41)
∆σˆqq¯→hh¯(sˆ, µ2F ) = −σˆqq¯→hh¯(sˆ, µ2F ) = −
πα2s
9sˆ
4
3
β(3− β2) (6.42)
with β2 = 1− 4m2h/sˆ. The unpolarized differential and total cross sections for gg → hh¯ are well
known [269], with the latter being given by
σˆgg→hh¯(sˆ, µ2F ) ≡
1
2
(σˆgg→hh¯++ + σˆ
gg→hh¯
+− ) =
πα2s
16sˆ
[(11 − 6β2 + 1
3
β4) ln
1 + β
1− β +
1
3
β(31β2 − 59)] .
(6.43)
A NLO analysis of the polarized cross section ∆σˆij for heavy quark production is unfortunately
still missing.
For not too small polarized gluon densities, the total polarized cross section for heavy quark
production (4m2h ≤ sˆ ≤ s) is dominated by the gg–initiated subprocess, because the contribution
from the subprocess qq¯ → hh¯ is marginal for large energies (√s & 50 GeV). Although the latter
can be easily implemented [179], we give here for simplicity only the result for the former cross
section :
∆σhpp(s) =
∫ s
4m2h
dsˆ
∫
dx1dx2δg(x1, µ
2
F )δg(x2, µ
2
F )∆σˆ
gg→hh¯(sˆ, µ2F )δ(sˆ − x1x2s)
=
∫ 1
4m2
h
s
dx1
∫ 1
4m2
h
sx1
dx2δg(x1, µ
2
F )δg(x2, µ
2
F )∆σˆ
gg→hh¯(x1x2s, µ2F )
=
∫ 1
4m2
h
s
dτ
τ
∆σˆgg→hh¯(τs, µ2F )Φgg(τ, µ
2
F ) (6.44)
where the polarized gluon luminosity (flux) is given by
Φgg(τ, µ
2
F ) = τ
∫ 1
τ
dx1
x1
δg(x1, µ
2
F )δg(
τ
x1
, µ2F ) . (6.45)
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The relevant spin–spin asymmetry is defined by
Ahpp(s) =
∆σhpp(s)
σhpp(s)
(6.46)
where the unpolarized cross section is analogous to the polarized cross section Eq. (6.44), with
g(x, µ2F ) appearing instead of δg(x, µ
2
F ) and the unpolarized partonic cross section (6.43) has
to be used instead of ∆σˆ. The typical scale to be used in (6.44) is again µF ≈ 2mh. For the
production of heavy quarkonia (J/ψ, Υ, etc.) one proceeds in the same way except that in Eq.
(6.44) the region of integration has to be taken as 4m2c ≤ sˆ ≤ 4m2D or 4m2b ≤ sˆ ≤ 4m2B , instead
of 4m2h ≤ sˆ ≤ s. However, one faces here the additional bound–state model dependence as
discussed in the previous section [183, 204]. The expected asymmetries (6.46) for total charm
and bottom production at typical RHIC energies are shown in Fig. 36 for the various possible
forms of δg(x, µ2F ) shown in Fig. 32. Although the asymmetries are very sensitive to the
polarized gluon density δg(x, 4m2h), they become relatively small at top RHIC energies, with
Abpp being almost an order of magnitude larger than A
c
pp. It seems that realistic measurements
of δg will be possible preferably at medium RHIC energies,
√
s . 100 GeV, or at future HERA–
~N energies,
√
s ≈ 40 GeV (for a recent review see [387], and references therein). It should be
noted, however, that the introduction of a pT –cut, as discussed in the previous section for charm
photoproduction [502, 400], could result in sizeably larger asymmetries at high energies.
6.4 High pT Jets in High Energy Lepton Nucleon Collisions
A possible way to distinguish the spin–dependent parton distributions is to study jet production
at HERA operated in the polarized mode [142, 48, 281]. The idea is based on the fact that
the parton subprocesses γ∗q → gq and γ∗g → qq¯ lead to a different large–pT behavior so that
the contributions from δq(x, µ2F ) and from δg(x, µ
2
F ) might be distinguished. The undetermined
QCD renormalization/factorization scale µF is taken to be µ
2
F = Q
2, although a choice like µF =
pT is equally feasible. Unfortunately, at CERN (SMC), SLAC and DESY (Hermes) jet cross
sections are difficult to measure because the signatures are minute at small
√
s. Furthermore, it
turns out that the polarization asymmetries for jet production even at HERA (
√
s ≈ 300 GeV)
are not too large, and in view of the statistical error obtained for luminosities L ∼ 100pb−1,
cf. Eq. (6.37) with ǫ ∼ 1, one should not be too optimistic that δg(x, µ2F ) can be determined
from such measurements. Nevertheless, an overview of the physics issues will be given in the
following.
The result for < gp1 > when written differentially in λ =
4p2T
Q2 is
d
dλ
∫ 1
0
dxgp1(x,Q
2, λ) =
αs(µ
2
R)
4π
∑
q
e2q[CFMq(λ)(∆q +∆q¯)(µ
2
F ) + TRMg(λ)∆g(µ
2
F )] (6.47)
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Figure 36: Asymmetries for the total charm and bottom hadroproduction, according to Eq.
(6.46), at RHIC energies using mc = 1.5 GeV and mb = 4.5 GeV, for the four polarized gluon
densities shown in Fig. 32.
with CF = 4/3 and TR = 1/2, and where the functions Mq(λ) and Mg(λ) are given by
Mq(λ) =
11
8 λ+
13
4 +
2
λ
(1 + λ)3/2
ln
√
1 + λ+ 1√
1 + λ− 1 −
12 + 11λ
4λ(1 + λ)
(6.48)
Mg(λ) =
λ− 2
2(1 + λ)2
− λ(4 + λ)
4(1 + λ)5/2
ln
√
1 + λ+ 1√
1 + λ− 1 . (6.49)
As usual, one takes µ2R = µ
2
F = Q
2. The important point to observe is [48] that Mg(λ) gives
a negative contribution which, for a large positive ∆g ∼ 3 would be the dominant contribution
in Eq. (6.47). However, this derivation is strongly idealized, because the negative Mg gets
a large contribution from the small–x region where measurements become difficult due to the
large unpolarized cross section. Imposing a cut x ≥ x0 on the x–integration [281], typically
x0 = Q
2/2MEl with x0 ≤ x ≤ (1 + λ)−1, the negative signal from Mg is drastically reduced so
that it is doubtful that this effect can be used to determine ∆g.
Instead of using a cut one can directly verify this finding by a study of the distribution
dgp1 (x,Q
2,λ)
dλ as a function of x and λ [281]. The result is shown in Fig. 37. It can be seen that
only for x ≤ 0.001 a clear negative signal in the perturbatively safe region pT & 4 GeV develops.
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Figure 37: pT depencence of g
p
1(x, p
2
T , Q
2) for various values of x at Q2 = 10 GeV2 [281].
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This feature has nothing to do with the particular δg(x,Q2) and δq(x,Q2) chosen for this plot,
but is a consequence of the structure of the perturbative parton matrix element.
So far in this subsection we have discussed the determination of the first moment ∆g . Now
let us come to the directly measurable x–dependent densities δg(x, µ2F ) etc. In general, the cross
section for polarized deep inelastic electron proton scattering with several partons in the final
state
e−⇒(l) + p⇒(P )→ e−(l′) + remnant(pr) + parton 1(p1) + . . .+ parton n(pn) (6.50)
is generically given by
d∆σhad
n−jet =
∑
f
∫
dxf δf(xf , µ
2
F ) d∆σˆ
f (p = xfP,αs(µ
2
R), µ
2
R, µ
2
F ) (6.51)
where the sum runs over incident partons f = q, q¯, g which carry a fraction xf of the proton
momentum. ∆σˆf denotes the partonic cross section from which collinear initial state singularities
are factorized out (in a next-to-leading order calculation) and included in the scale dependent
parton densities δf . A natural scale for multi–jet production in DIS may be µ2R = µ
2
F =
1/4 (
∑
j p
B
T (j))
2, with the average pBT (j) being defined in the Breit frame by 2E
2
j (1− cos θjP ),
where the subscripts j and P denote the jet and proton. Results about this cross section including
HO effects can be found in [437, 239]. If the jets are defined in a modified JADE scheme, the
theoretical uncertainties of the two-jet cross section can be very large due to higher order effects.
These uncertainties are smaller for the cone algorithm, which is defined in the laboratory frame.
In this algorithm the distance ∆R =
√
(∆η)2 + (∆φ)2 between two partons decides whether
they should be recombined to a single jet. Here the variables are the pseudo-rapidity η and
the azimuthal angle φ. Partons with ∆R < 1 are recombined. Furthermore, a cut on the jet
transverse momenta of pT (j) > 5 GeV in the lab frame and in the Breit frame was imposed.
Using the polarized parton densities (set A) of [264] it was found [239] that the LO polarized
dijet cross section ∆σ(2−jet) is −45 pb at HERA energies (√s ≈ 300 GeV). This negative result
for the polarized dijet cross section is entirely due to the boson-gluon fusion process, which is
negative for x . 0.025 and its contribution to the total polarized dijet cross section is -53 pb.
The contribution from the quark initiated subprocess is positive over the whole kinematical
range and contributes with 8 pb to the resulting dijet cross section. With these numbers one
obtains a rather small average asymmetry of ≈ −0.015. To obtain these numbers, polarizations
of 70% for both the electron and the proton beams have been assumed. Note, however, that
the shape of the polarized gluon density is hardly (or even not at all) constrained by currently
available DIS data, in particular for small x. Alternative parametrizations of the polarized gluon
distributions in the small–x region, which are still consistent with all present data [264, 279],
can lead to asymmetries which are a factor two larger. Although the dijet events are in principle
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sensitive to this lower x range, the resulting numbers for the asymmetries are in general small
because of the dominance of the unpolarized gluon density in the small–x region.
Reducing the proton beam energy to 410 GeV, instead of the nominal 820 GeV, does not
improve the signal, although the mean value of y is higher. The asymmetry signal increases only
for a few points around x > 0.1, since a lower incident energy probes slightly higher values of x
[437, 239].
One may also have a look at large–pT jet photoproduction [502]. In that case the generic
cross section formula for the production of a single jet with transverse momentum pT and
rapidity η is similar to that in (6.34), the sum now running over all properly symmetrized
2 → 2 subprocesses for the direct (γb → cd) and resolved (ab → cd) cases. The corresponding
differential helicity-dependent LO subprocess cross sections can be found in [71] for the case that
only light flavors are involved. One may neglect the charm content of the nucleon and consider
charm only contributing as a final state via γg → cc¯ (for the direct part) and gg → cc¯, qq¯ → cc¯
(for the resolved part).
Just as for the case of heavy quark photoproduction it turns out that the resolved photon
contributions are at most subdominant (in the ’maximal’ scenario studied by [502]), if not
negligible. As these authors have found, the ’direct’ cross sections are fairly large over the whole
rapidity range, and also as a funtion of pT , and sensitive to the shape and size of δg(x, p
2
T ) with,
unfortunately, not too sizeable asymmetries as compared to the statistical errors for L = 100
pb−1. A measurement of δg thus appears to be possible under the imposed conditions only if
luminosities exceeding 100 pb−1 can be reached.
6.5 Semi–Inclusive Polarization Asymmetries
A straightforward idea to study polarized DIS in more detail is to analyze semi–inclusive cross
sections. Heavy quark production as discussed in Sect. 6.2 and 6.3 is an example for this.
Another possibility is to tag for light quark hadrons, like the pions, kaons or protons, in order
to obtain information on the spin flavor content of the nucleon, i.e. consider the process
~e+ ~p→ e′ +H +X . (6.52)
The charged hadrons H most suited for this analysis are mainly π± and K± but also p and p¯
may be interesting [24]. Recently, π0 production has been used as well for extracting δs(x,Q2)
[70]. In particular one can compare cross sections of hadrons with positive and negative electric
charge to obtain additional information. In the unpolarized case and within the framework of
the LO–QCD quark parton model the cross section is given by
1
σ
dσ±
dz
=
∑
q,H e
2
qq(x,Q
2)DHq (z,Q
2)∑
q e
2
qq(x,Q
2)
(6.53)
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where σ is the inclusive cross section and one is considering the production of hadrons H±. The
fragmentation function DHq (z,Q
2) represents the probability that a struck quark with flavor q
fragments into a hadron H carrying fractional momentum z of the parent (=struck) quark q
(see, for example, [38, 463]). In NLO the cross section in (6.53) does not factorize in x and
z anymore, but instead one has more complicated double convolution integrals over parton
densities, fragmentation functions and Wilson coefficients [42, 259].
In the polarized case one may define asymmetries A±1 , similar to the inclusive asymmetry
Eq. (2.10), namely
A±1 =
σ±1/2 − σ±3/2
σ±1/2 + σ
±
3/2
. (6.54)
In analogy to (6.53) these semi–inclusive asymmetries in LO–QCD are given by
A±1 (x, z,Q
2) =
∑
q,H e
2
qδq(x,Q
2)DHq (z,Q
2)∑
q,H e
2
qq(x,Q
2)DHq (z,Q
2)
. (6.55)
This result holds under the (to some extent questionable) assumption that the fragmentation
functions do not depend on the quark helicity [249, 172]. The idea then is to take the q(x,Q2)
and the DHq (z,Q
2) from other (unpolarized) experimental data and use the measurement of A±1
to determine the δq(x,Q2). By using different targets (proton, deuteron and 3He) one measures
different linear combinations of the δq(x,Q2) according to Eq. (6.55). For example, the deuteron
cross section is considered the sum of the proton and neutron cross section, corrected by the
D–state factor 1 − 32wD, as will be discussed in Sect. 6.10. Because of isospin symmetry
the asymmetries for proton and neutron are related by exchange of up and down quarks and
antiquarks. To increase the statistics, the LO relation (6.55) is sometimes integrated over the
measured z–domain [24], i.e. DHq (Q
2) =
∫ 1
0.2 dzD
H
q (z,Q
2) is used in (6.55) instead of DHq (z,Q
2).
One may take higher order QCD corrections to Eq. (6.55) into account. The NLO corrections
to the denominator of the asymmetry are well known [42, 259], and the NLO corrections to the
numerator have been calculated too [160, 244]. In the MS scheme, where the anomalous gluon
contribution is hidden in the definition of the singlet quarks ∆Σ, the NLO corrections turn out
to be much smaller than the present experimental accuracy. Furthermore, present measurements
[24] do not involve the small–x region x . 0.005.
If one considers the production of the 6 charged hadrons π±, K±, p and p¯ from 3 quarks
and 3 antiquarks, there are in principle 36 independent fragmentation functions. Among these
the fragmentation functions of strange quarks into pions can be neglected. The fragmentation
functions of non–strange quarks into pions can be obtained, for example, from EMC measure-
ments [61] by using charge conjugation and isospin symmetry. The number of independent
fragmentation functions can be further reduced by assumptions like D
(K−=u¯s)
d = D
(K−=u¯s)
d¯
and
D
(K−=u¯s)
s = D
(π−=u¯d)
d for unfavored and favored fragmentations, respectively, so that finally the
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number of independent quark fragmentation functions is 6. In addition there are the three gluon
fragmentation functions DHg (z,Q
2) which in LO enter only via the evolution equations, whereas
in NLO they enter the cross sections and asymmetries (6.55) directly.
The quark fragmentation functions together with the unpolarized parton densities and
a measurement of the spin asymmetries of proton and deuteron and/or 3He serve as input
to determine all the valence and sea quark densities δqv(x,Q
2) = δq(x,Q2) − δq¯(x,Q2) and
δqsea(x,Q
2) = 2δq¯(x,Q2) (q=u,d,s). If one measures the spin asymmetries in certain x–bins,
there is for each x–bin a system of linear equations for the 6 unknown spin distributions. The
weight of the strange quark distributions in these equations is marginal, so that they cannot be
determined. Recently, however, asymmetries for π0 = 12(π
+ + π−) production off a 3He target
have been measured [70] which allow the extraction of δss according to a suggestion of [249].
Although the statistics is still inferior, there is an indication that δs(x,Q2) turns negative for
x . 0.1 and vanishes at larger values of x as theoretically anticipated. The statistical errors
of present polarized experiments are so large that the power of the method can be increased
by the additional assumption δu¯(x,Q2) = δd¯(x,Q2) ≡ δq¯(x,Q2). Finally one is left with 3
unknown functions δuv(x,Q
2), δdv(x,Q
2) and δq¯(x,Q2). These have been determined in a re-
cent analysis by the SMC collaboration [24] for 12 x–bins between 0.005 and 0.48 and assuming
Q2–independence of the asymmetries. Their results show that at the present stage this method
is not really accurate enough for a quantitative analysis. Typical errors are about 50% or larger.
However, in future this method will be certainly very fruitful to discriminate between the po-
larized up and down and sea quark contribution. A check on the consistency of the procedure
is possible by using the relation
gp1(x,Q
2)− gn1 (x,Q2) =
1
6
[δuv(x,Q
2)− δdv(x,Q2)] +O(δu¯− δd¯) + (HO −QCD) . (6.56)
The l.h.s. of this equation is obtained from inclusive data while the r.h.s. can be obtained from
the semi–inclusive asymmetries. In addition the assumptions δu¯(x,Q2) = δd¯(x,Q2) and the
smallness of the HO corrections can be checked.
An alternative procedure, in case of pions, has been suggested by [249]. These authors
consider the asymmetry
Amixed =
(σ+1/2 − σ−1/2)− (σ+3/2 − σ−3/2)
(σ+1/2 − σ−1/2) + (σ+3/2 − σ−3/2)
(6.57)
where ’mixed’ refers to the combination π+− π− of π± production, for example, and which has
a simple expression in terms of up– and down–quark densities,
Amixed =
4δuv − ηδdv
4uv − ηdv . (6.58)
121
For the combination π+ − π− the fragmentation functions cancel and thus η = 1. If, however,
the hadrons are not identified, as in the SMC experiment [24], the factor η has to be evaluated
by averaging the relevant fragmentation functions and is found to be about 0.5 for z > 0.2.
This method, however, is not as simple as it looks, because the spectrometer acceptance is
different for positive and negative hadrons and the ratio of these acceptances does not cancel
in the asymmetries Eq. (6.57). Still one can measure this ratio and correct for the acceptance
difference. Finally, the quark distributions δuv and δdv obtained this way should be in agreement
with the distributions obtained from A±1 .
There is the possibility to obtain information on δs by looking at processes with fast kaons
(K− = u¯s) in the final state [172]. These have a high probability to contain the initial struck
quark, i.e. a fast kaon can be a signal for a s or u¯ quark struck by the photon. Observation of
the corresponding polarization asymmetry AK
−
1,fast is a signature of the existence of a polarized s
resp. u¯ sea. However, there are strong systematic uncertainties in such an experiment because
some contribution will arise from ss¯ pairs created in the photon–gluon fusion process.
Polarization asymmetries for semi–inclusive pion production have been measured from dou-
bly longitudinally polarized (anti)proton–proton collisions at the Fermilab SPF [12] resulting in
Aπ
0
LL ≈ 0 for 1 . pπ
0
T . 4 GeV at E
p
beam = 200 GeV, i.e.
√
s = 20 GeV. It should be pointed out
that this result does not necessarily imply a vanishing [12, 456] gluon polarization ∆g, but is
equally consistent with a large ∆g ≈ 3−6 [516]. A clean distinction between a large and a small
∆g scenario could be achieved, if it were possible to perform such a semi–inclusive experiment
at, say,
√
s ≈ 100 GeV with pπ0T & 5 GeV [516].
6.6 Information from Elastic Neutrino–Proton Scattering
(Quasi)–elastic neutrino–proton scattering (νp → νp) is mediated by the exchange of the Z
boson. Since the parity violating Z–quark coupling involves γµγ5, the unpolarized cross section
will depend on the proton matrix element of the axial vector current. As will be shown below
this offers in particular the possibility to measure a combination of the strange quark matrix
〈p|s¯γµγ5s|p〉 and the anomalous gluon component. Theoretical aspects of this process have been
reviewed by [371] and more recently by [35]. A very readable experimental paper on the subject
is [33]. New neutrino experiments like CHORUS, NOMAD, ICARUS, MINOS, COSMOS, etc.
[439] aimed to search for neutrino oscillations are taking data or are under preparation and
could also be used to get information on the NC neutrino (and antineutrino) elastic scattering
on protons.
The one-nucleon matrix element of the hadronic neutral current has the form〈
p′
∣∣JZµ ∣∣ p〉 = u¯(p′) [γµFZV (Q2) + i2M σµνqνFZM (Q2) + γµγ5GZA(Q2)
]
u(p) . (6.59)
As will be explained now, FZV , F
Z
M and G
Z
A can be written as linear combinations of normalized
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matrix elements (’form factors’) of the following U3 × U3 quark currents :
V aµ = q¯γµT
aq V 0µ =
1
3
q¯γµq (6.60)
Aaµ = q¯γµγ5T
aq A0µ =
1
3
q¯γµγ5q . (6.61)
The normalized form factors are defined according to
〈
N(p′)
∣∣V 0,8µ ∣∣N(p)〉 = u¯(p′) [F 0,81 (Q2)γµ + F 0,82 (Q2) iσµνqν2M
]
u(p) (6.62)
〈
N(p′)
∣∣V 3µ ∣∣N(p)〉 = u¯(p′) [F 31 (Q2)γµ + F 32 (Q2) iσµνqν2M
]
τ3u(p) (6.63)〈
N(p′)
∣∣A0,8µ ∣∣N(p)〉 = G0,81 (Q2)u¯(p′)γµγ5u(p) (6.64)〈
N(p′)
∣∣V 3µ ∣∣N(p)〉 = G31(Q2)u¯(p′)γµγ5τ3u(p) . (6.65)
The four vector form factors F 3,81,2 can be measured in electromagnetic scattering. At Q
2 = 0
they are given in terms of the anomalous magnetic moments κN of the nucleons by
F 31 (0) =
1
2
F 32 (0) =
1
2
(κp − κn) (6.66)
F 81 (0) =
1
2
√
3 F 82 (0) =
1
2
√
3(κp + κn) . (6.67)
The Q2 → 0 limit of F 01 is the baryon number,
F 01 (0) = 1 . (6.68)
The nonsinglet axial vector form factors G3,81 at zero momentum transfer are related to the
constants F and D introduced in hyperon semileptonic decays, cf. Eqs. (5.10) and (5.11),
G31(0) =
1
2
(F +D) =
1
2
gA
gV
G81(0) =
1√
12
(3F −D) . (6.69)
One is left with two singlet form factors undetermined at Q2 → 0, F 02 (0) and G01(0). F 02 (0) is
the ’anomalous baryon number magnetic moment’. G01(0) is the singlet axial current form factor
relevant to spin physics. Both F 02 and G
0
1 can be measured in elastic neutral current scattering.
In the naive parton model G01(0) can be expressed by the singlet polarized quark density ∆Σ
introduced in Sect. 5. As discussed in detail in Sect. 5, higher order QCD corrections may
introduce, within certain schemes, an anomalous gluon contribution.
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Since the hadronic neutral current is a linear combination of the U3 × U3 currents V aµ and
Aaµ,
JZµ =
∑
a=0,3,8
(vaV
a
µ + aaA
a
µ) , (6.70)
its matrix element Eq. (6.59) and thus the form factors FZV , F
Z
M and G
Z
A appearing on the r.h.s.
of Eq. (6.59) can be given as linear combinations of the normalized form factors F 0,3,81,2 and
G0,3,81 ,
FZV =
∑
a=0,3,8
vaF
a
1 F
Z
M =
∑
a=0,3,8
vaF
a
2 G
Z
A =
∑
a=0,3,8
aaG
a
1 . (6.71)
To lowest order the coefficients va and aa are determined by the vector and axial vector couplings
of the Z to the quarks and given by
v0 = −1
2
v3 = 1− 2 sin2 θW v8 = 1√
3
(1− 2 sin2 θW ) (6.72)
a0 =
1
2
a3 = −1 a8 = − 1√
3
. (6.73)
The impact of these results, and in particular of the last relation in Eq. (6.71), on spin
physics is as follows: In the naive (i.e. non–QCD) parton model there is no Q2 dependence and
one can identify the axial vector form factors with combinations of first moments of polarized
parton densities, for f = 3 active flavors,
G01 =
1
3
[∆(u+u¯)+∆(d+d¯)+∆(s+s¯)] G31 =
1
2
[∆(u+u¯)−∆(d+d¯)] G81 =
1√
12
[∆(u+u¯)+∆(d+d¯)−2∆(s+s¯)] .
(6.74)
If these results are combined to GZA in Eq. (6.71), one finds that G
Z
A measures the following
combination of first moments
GZA = −
1
2
[∆(u+ u¯)−∆(d+ d¯)−∆(s+ s¯)] . (6.75)
This is an important result because it shows that (quasi)–elastic neutral current processes al-
low to determine a linear combination of first moments of polarized parton densities, which is
independent and different of what is measured in polarized deep inelastic electroproduction.
Higher order QCD, QED and quark mass corrections to this result have been estimated by
[371] to be small. There is some effect from the renormalization group running of a0 between the
scale < 1 GeV at which the hadronic matrix elements are defined and the scale mZ at which the
couplings are given. The effect of this running can be summarized as effectivly replacing a0 =
1
2
by a0 ≈ 0.48. The running of the other couplings can be neglected to a good approximation.
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The discussion so far seems to imply that elastic neutrino scattering is an extremely elegant
method to determine the spin of the proton. Unfortunately, the above discussion is not the whole
story. The point is that to fit neutrino–hadron scattering data one needs the form factors at
Q2 6= 0 and there is a significant Q2–dependence due to the finite extension of the proton. The
exact Q2–dependence of the form factors being unknown, a dipole approximation of the form
∼ (1 + Q2/M2D)−2 is usually applied. In these expressions new phenomenological parameters
MD (different for each form factor) appear, which have to be determined experimentally. This
uncertainty in the Q2–dependence reduces the potential of the method very much. Recently, a
method has been suggested by [35] to reduce this sensitivity on the poorly known (non–strange)
axial form factor and increase the accuracy and sensitivity to the strange axial form factor (∆s)
by considering a certain combination of neutral and charged current neutrino and antineutrino
cross sections, namely the asymmetry
AN (Q
2) =
(
dσ
dQ2
)NC
νN
−
(
dσ
dQ2
)NC
ν¯N(
dσ
dQ2
)CC
νn
−
(
dσ
dQ2
)CC
ν¯p
. (6.76)
In principle, it should be possible to obtain information about the proton spin from the investi-
gation of the quasi–elastic CC processes νµ + n → µ− + p and ν¯µ + p → µ+ + n. However, the
existing CC data are not accurate enough to compete with the NC elastic scattering data [260].
These and other suggestions are awaiting the experimental tests. For example, a measurement
of G01 in elastic scattering of unpolarized electrons off unpolarized protons might be feasible,
because the forward backward asymmetry of the elctrons in the cms is determined by the γ–Z
interference terms and these in turn are proportional to G01.
6.7 The OPE and QCD Parton Model for g3 and g4+5
In Sect. 2.4 the ’kinematics’ of polarized charged and neutral current processes has been in-
troduced and the structure functions g3,4,5 have been defined. In this section we want to
discuss the parton model and the phenomenological consequences of polarization effects in-
volving charged and neutral currents. Further information can be found in the literature
[188, 396, 515, 353, 462, 432, 358, 54]. The first reference [188] is an old review and sum-
marizes the theoretical articles [446, 195, 31, 374, 138] from before the startup of the CERN
experiments. Just as for g1 the naive parton model can be applied as a first approximation,
whenever longitudinally polarized leptons probe longitudinally polarized protons (Pµ = MSµ)
at high energies (much larger than ΛQCD). Under this condition the relevant structure functions
in the hadronic tensor Eq. (2.31) are g3 and g4+5 := g4 + g5.
Let us first consider neutrino nucleon scattering νp→ l−X which proceeds viaW+ exchange.
(Analogously, for antineutrino scattering, ν¯N → l+X refers to the charged W− current.) The
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results can also be taken over rather directly to the charged current reactions l+p → ν¯X.
Neutrinos couple to d-type quarks and to u¯-type antiquarks so that the densities of these partons
will appear in the structure functions. In principle, one has also to take into account the proper
CKM mixing occuring at the charged current vertex. However, if one considers the contributions
of 4 flavors (u,d,s and c), one always encounters the factor cos2 θc+sin
2 θc = 1. One can get the
parton model expressions for g3 and g4+5 by an explicit calculation of the lowest order processes
and by comparing it to the general form of the hadron tensor (2.28)
gνN1 (x,Q
2) = δd(x,Q2) + δs(x,Q2) + δu¯(x,Q2) + δc¯(x,Q2) (6.77)
gνN3 (x,Q
2) = −[δd(x,Q2) + δs(x,Q2)− δu¯(x,Q2)− δc¯(x,Q2)] (6.78)
gνN4+5(x,Q
2) = 2xgνN3 (x,Q
2) (6.79)
where the index νN always implies W+ exchange. One obtains the corresponding formulae for
ν¯N (W− exchange) by the flavor interchanges d ↔ u and s ↔ c. The contribution of gνN4−5 to
the cross section vanishes in the framework of the QCD improved parton model.
Some remarks are in order. Due to the charge conjugation property of γ5 the antiquarks
always appear with an opposite sign in g3 and g4+5 as compared to g1. As discussed in Sect. 5,
the sum ∫ 1
0
dx(gνN1 + g
ν¯N
1 )(x,Q
2) = ∆Σ− f αs
2π
∆g(Q2) (6.80)
is a measure of the axial vector singlet current matrix element and its measurement would be a
nice way to verify the value of ∆Σ− f αs2π∆g without recurrence to the low energy determination
of the matrix elements A3 and A8. In contrast to g1, the structure functions g3 and g4+5 measure
solely nonsinglet combinations of parton densities (just as F3 in unpolarized DIS), so that they
do not get a contribution from the gluon densitiy. They can yield informations of the following
type : For example, by scattering on an isoscalar target one could find out , how large the
polarized strange quark sea is:
(gνN3 − gν¯N3 )p(x,Q2) + (gνN3 − gν¯N3 )n(x,Q2) = 2(δc + δc¯− δs − δs¯)(x,Q2) . (6.81)
Other combinations have been studied by [432] and [54]. Furthermore, it should be mentioned
that the treatment of the charm quark contributions to the above structure functions in terms
of a massless intrinsic density δc(x,Q2) = δc¯(x,Q2) is controversial. It is more appropriate to
calculate the heavy quark contributions to neutral and charged current processes perturbatively
via the subprocess W+g → cs¯ [515], for example.
Just as F1 and F2 in unpolarized DIS, g3 and g4+5 are related by a Callan-Gross like relation,
Eq. (6.79), originally derived by [203]. This relation will be violated beyond the leading order
of QCD, except in the case of neutral currents where g3 and g4+5 do not receive a gluonic
contribution to O(αs) [396, 515]. Further new relations analogous to the Wandzura–Wilczek
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relation for g2 (c.f. [520] and Sect. 6.9) have been recently derived from a study of the twist–2
and twist–3 OPE [107, 108].
The close relationship between unpolarized and polarized DIS in the limit Q2 → ∞ , in
which only longitudinal polarization survives, becomes very transparent within the OPE. In the
high energy limit one can stick to the leading twist-2 operators, and the OPE for the hadronic
tensor reads
W νNµν = i εµνλσq
λ
∑
n
(
2
Q2
)nqµ1 . . . qµn−1
∑
i
(R
σµ1...µn−1
i E
n
i +Q
σµ1...µn−1
i C
n
i )
+
(
−gµν + qµqν
q2
)∑
n
(
2
Q2
)nqσqµ1 . . . qµn−1
∑
i
(R
σµ1...µn−1
i V
n
i +Q
σµ1...µn−1
i X
n
i )
+
(
−gµσ + qµqσ
q2
)(
−gνµ1 +
qνqµ1
q2
)
2
∑
n
(
2
Q2
)n−1qµ2 . . . qµn−1
∑
i
(R
σµ1...µn−1
i W
n
i +Q
σµ1...µn−1
i Y
n
i )(6.82)
where Ri are the operators relevant for polarized scattering (Eqs. (4.72) and (4.73)) and Qi are
the corresponding operators for unpolarized scattering (essentially the same as Eqs. (4.72) and
(4.73) but without a γ5). E
n
i , C
n
i , V
n
i ,X
n
i ,W
n
i and Y
n
i are the corresponding Wilson coefficients.
For example, Eni is related to the structure function g1, C
n
i to the structure function F3 etc.
More precisely, one has [462]
1∫
0
dxxn−1F1(x,Q2) =
∑
i
binX
n
i (Q
2/µ2, αs) n = 1, 3, 5, . . . (6.83)
1∫
0
dxxn−2F2(x,Q2) = 2
∑
i
binY
n
i (Q
2/µ2, αs) n = 1, 3, 5, . . . (6.84)
1∫
0
dxxn−1F3(x,Q2) =
1
2
∑
i
binC
n
i (Q
2/µ2, αs) n = 1, 3, 5, . . . (6.85)
1∫
0
dxxn−1g1(x,Q2) =
1
2
∑
i
ainE
n
i (Q
2/µ2, αs) n = 1, 3, 5, . . . (6.86)
1∫
0
dxxn−1g3(x,Q2) =
∑
i
ainV
n
i (Q
2/µ2, αs) n = 1, 3, 5, . . . (6.87)
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1∫
0
dxxn−2g4+5(x,Q2) = 2
∑
i
ainW
n
i (Q
2/µ2, αs) n = 1, 3, 5, . . . (6.88)
where the ain(b
i
n) are the matrix elements for a (un)polarized proton, cf. Eq. (4.74). From
these equations the Callan-Gross relations are apparent, because in leading order all Wilson
coefficients are equal to 1. For more details we refer the reader to [462, 107, 108].
Let us now turn to neutral current exchange where the description is similar, although
somewhat complicated by the γZ- interference. In LO the parton model predictions for the
structure functions are
gγZ1 (x,Q
2) =
∑
q
eqvq(δq + δq¯)(x,Q
2) (6.89)
gγZ3 (x,Q
2) =
∑
q
eqaq(δq − δq¯)(x,Q2) (6.90)
gZZ1 (x,Q
2) =
1
2
∑
q
(v2q + a
2
q)(δq + δq¯)(x,Q
2) (6.91)
gZZ3 (x,Q
2) =
∑
q
vqaq(δq − δq¯)(x,Q2) (6.92)
where vq and aq are the vector and axialvector coupling of the quark flavor q to the Z
0, vu =
1
2 − 43sin2θW , au = 12 ,vd = −12 + 23sin2θW and ad = −12 , cf. Sect. 2.4. Furthermore, one
has gγZ,ZZ4+5 = 2xg
γZ,ZZ
3 and g
γ
1 as before, cf. Eq. (4.5). NLO contributions can be found in
[243, 396, 432, 515, 505]. For comparison let us include here the corresponding LO relations
for the unpolarized structure functions, namely F γZ,ZZ1 =
∑
q
(eqvq, v
2
q + a
2
q)(q + q¯), F
γZ,ZZ
3 =
2
∑
q
(eqaq, vqaq)(q − q¯) and F γZ,ZZ2 = 2xF γZ,ZZ1 . For the charged current processes l+N → ν¯X
one can take over the expressions for gνN1 etc. from above, Eqs. (6.77)–(6.81).
6.8 Single Spin Asymmetries and Handedness
Single spin asymmetries AL =
σ⇒−σ⇐
σ⇒+σ⇐
are asymmetries that arise if only one of the external
particles is longitudinally (or transversally) polarized. In deep inelastic lepton nucleon scattering
at Q2 << m2Z all single spin asymmetries vanish – at least within the framework of the (twist–2)
parton model – and the same holds true for many processes at RHIC, like direct photon, heavy
quark or jet production. Still, there are circumstances under which nonvanishing single spin
asymmetries arise. For instance, many authors have tried to derive single spin asymmetries
from higher twist effects like the intrinsic transverse momentum of the partons within hadrons
[486, 487, 177, 115, 215, 451, 452, 399, 212, 507, 67, 51, 52, 53, 387]. Such considerations have
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been triggered by several experiments which have shown that single spin asymmetries can indeed
be large both in semi–inclusive pp↑ → πX [13, 14, 19] and exclusive pp↑ → pp [58, 141, 186]
reactions. These ideas go beyond the perturbative QCD (twist–2) parton model and are more
difficult to test than the parton model inspired predictions which usually lead to double spin
asymmetries. Another example of single spin asymmetries is the possibility to determine the
spin of final state particles, like the handedness of jets. All these ideas and approaches will be
discussed at the end of this section. We shall start the discussion with a leading, twist–2 source
of single spin asymmetries which is due to weak interactions, i.e. the presence of parity violating
couplings in processes in which W± and Z0 are involved. In such processes the γ5 from the
polarized particle and the γ5 from the axial vector coupling combine in the matrix element to
give a nonvanishing single spin asymmetry even within the ordinary parton model. This point
will be discussed first in this section because it can lead to drastic effects and, at RHIC, is an
independent way to determine the polarized parton densities.
Let us recall that in unpolarized proton scattering the production of W’s via pp → W±X
is sensitive to the form of the antiquark distributions, because the dominant contribution to
the cross section comes from the quark–antiquark fusion reactions ud¯ → W+ and u¯d → W−.
The same holds true for polarized scattering where at least one of the protons is polarized. The
corresponding single spin asymmetry is given by
APVL =
σ⇒ − σ⇐
σ⇒ + σ⇐
=
δu(x1,m
2
W )d¯(x2,m
2
W )− (u↔ d¯)
u(x1,m2W )d¯(x2,m
2
W ) + (u↔ d¯)
. (6.93)
Note that for kinematical reasons APVL depends only on y = ln
x1
x2
because one has x1 =
mW√
S
ey
and x2 =
mW√
S
e−y. Eq. (6.93) is a crude LO approximation but it shows how sensitive one is
to the polarized antiquark densities. A phenomenological analysis on the basis of this formula
has been presented by [120, 493] for the RHIC machine parameters chosen to be
√
s = 0.5 TeV,
L = 2 × 1032 cm−2 sec−1 and a polarization of 70%. The resulting single spin asymmetries are
shown in Fig. 38 as a function of y. In ref. [119] the analysis has been extended to processes
like pp → W± + jet + X. The corresponding single spin asymmetries are shown in Fig. 39 as
a function of pT . Later on, a Monte Carlo study including collinear gluon bremsstrahlung has
been carried out by [472]. The full NLO–QCD calculation has been performed by [523].
In principle, there are two other parity violating asymmetries which can be measured if both
protons are polarized, namely
APVLLeven(y) =
σ⇐⇐ − σ⇒⇒
σ⇐⇐ + σ⇒⇒
(6.94)
and
APVLLodd(y) =
σ⇐⇒ − σ⇒⇐
σ⇐⇒ + σ⇒⇐
(6.95)
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Figure 38: The parity violating spin asymmetries for W± and Z0 production as a function of
y under RHIC conditions [120]. The curves correspond to a suggested choice of the sea quark
polarizations, cf. ref. [118].
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Figure 39: The parity violating single spin asymmetries in pp→ W± + jet at y=0 as a function
of pT under RHIC conditions. The results are taken from ref. [119].
Note that if parity is conserved one has σa,b = σ−a,−b and σa = σ−a so that all these asymmetries,
including APVL , vanish. In the parity violating W
± production process they are given in leading
order by [120]
APVLLeven(y) =
[δu(x1,m
2
W )d¯(x2,m
2
W )− u(x1,m2W )δd¯(x2,m2W )]− [u↔ d¯]
[u(x1,m
2
W )d¯(x2,m
2
W )− δu(x1,m2W )δd¯(x2,m2W )] + [u↔ d¯]
(6.96)
and
APVLLodd(y) =
[u(x1,m
2
W )δd¯(x2,m
2
W ) + δu(x1,m
2
W )d¯(x2,m
2
W )]− [u↔ d¯]
[u(x1,m2W )d¯(x2,m
2
W ) + δu(x1,m
2
W )δd¯(x2,m
2
W )] + [u↔ d¯]
(6.97)
with the property APVLLeven(y) = A
PV
LLeven(−y) and APVLLodd(y) = −APVLLodd(−y) and again sensitive
to the polarized sea.
Results for these asymmetries are included in Fig. 38, obtained under the assumptions of ref.
[120]. These authors have suggested that one should make the approximation δu(x1)δd¯(x2) <<
u(x1)d¯(x2). In that case the three asymmetries are not independent quantities any more but
APVLLeven(y) and A
PV
LLodd(y) can be expressed in terms of A
PV
L (y) and A
PV
L (−y). Whether this
approximation is reasonable or not will be shown in future. In any case, among the three, APVL
is certainly the most interesting one because it will have the smallest statistical error. This is
true despite the fact that the single spin asymmetry will be smaller in absolute magnitude than
the double spin asymmetries by roughly a factor of 2.
131
Similar considerations as for W–production apply for Z–production at RHIC. One may also
consider the Z–contribution to the Drell-Yan process pp → γ∗, Z∗ → µ+µ− which is relevant
for large invariant masses of the µ+µ− pair. There have been studies of large–pT W [119]
(and also large–pT Z
∗ [406, 407] and large–pT jet production) induced by the higher order
processes qiq¯j → Wg and qig → qjW , where i 6= j denotes the quark flavor. Let us discuss
now qualitatively the significance of these processes for the determination of the polarized gluon
density δg(x, µ2F ) where µF may be roughly chosen as µ
2
F ≈ (p2T + m2W )/4. If the beams are
polarized and the initial partons are carrying a given helicity, one has for the Compton–type
scattering process qi(h)g(λ) → qjW the parton level cross section
dσˆ
dtˆ
=
πααs
12 sin θ2W sˆ
3uˆ
(h− 1)(c2λ+ c1(1− λ)) (6.98)
where c1 = (sˆ − m2W )2 + (uˆ − m2W )2 and c2 = 2(uˆ − m2W )2. For q¯i(h)g(λ) → q¯jW the same
formula holds but with h→ −h and λ→ −λ. The resulting parton level single spin asymmetries
are aˆPVL = 1 for polarized quarks and aˆ
PV
L = 1− c2c1 for polarized gluons. Since the last quantity
is rather small on average [119], the single hadron helicity asymmetry will be dominated by
polarized quarks and is not very sensitive to δg.
If it were possible to determine the polarization of the outgoing photon or jet, one would
have nonvanishing single spin asymmetries in processes without parity violation. Namely, one
could study processes like q+~g → q+~γ or q+~g → ~q+g etc. either at RHIC or one could use the
energetic unpolarized proton beams of the Tevatron p¯p or HERA ep colliders (Ep ≈ 1 TeV) to
be scattered off a polarized fixed proton target. In the former case one would have to measure
the circular polarization of the final state photon. This is quite difficult. It could be done either
by selective absorbtion using a polarized detector [187] or by making use of the fact that in high
energy photon induced showers the longitudinal polarization is conserved to a good degree of
accuracy [431, 293]. In the latter case an unpolarized quark collides with a polarized gluon and
one would have to measure the polarization of the outgoing quark jet. It has been speculated
[442, 211, 191, 213] that information about the polarization of the initiating parton, i.e. the
outgoing quark, can be obtained from the ’handedness’ of a jet. As will be discussed below,
present experimental data show unfortunately so far no evidence for this concept to be relevant.
Here handedness is defined as follows: consider the triple product of vectors S := ~t · (~k1 × ~k2)
where ~t is a unit vector along the jet axis, and ~k1 and ~k2 are the momenta of two particles in
the jet chosen by some definite prescription, e.g. the two fastest particles. The jet is defined as
left(right)–handed if S is negative(positive). For an ensemble of jets the handedness is defined
as the asymmetry in the number of left– and right–handed jets, H := NS<0−NS>0NS<0+NS>0 . It can then
be asserted that H = αP where P is the average polarization of the underlying partons in the
ensemble of jets and α is the ’analyzing power’ of the handedness method.
In order to obtain information about δg(x, µ2F ) from processes like p + ~p → ~jet + X one
needs to know the value of α. It has been attempted [1] to determine α from jet production at
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SLD where a polarized Z–boson decays into two jets originating from a qq¯ pair. The quark and
antiquark in a Z0 decay have opposite helicities. The SM predicts Pu,c ≈ 0.67 and Pd,s,b ≈ 0.94
for the average polarizations of quark flavors so that the quarks are produced predominantly left-
handed and the antiquarks predominantly right-handed. In order to observe a net polarization
in an ensemble of jets from Z0 decays it is necessary to distinguish quark jets from antiquark jets.
This separation can be achieved at SLC where Z0 bosons are produced in collisions of highly
longitudinally polarized electrons with unpolarized positrons. In this case the SM predicts a
large difference in polar angle distributions between quarks and antiquarks. Unfortunately, no
evidence for handedness was found by the SLD collaboration [1]. This negative result seems to
imply that the connection between the polarization of the hard partons before the fragmentation
and the orientation of the final state hadrons is very loose and washed out by confinement effects.
Instead of producing and delineating a polarized photon, Drell–Yan dilepton production has
been suggested as a probe for polarized densities : here either the polarization of one of the final
leptons in p~p → γ∗X → µ+~µ−X has to be measured [180], or the angular distribution of the
produced lepton pair [144] as a polarimeter for the virtual intermediate photon.
Similarly, instead of producing a polarized jet (quark), semi–inclusive polarized single–
particle (e.g. ~Λ ) production has been suggested and analyzed as well. Either e+~e− → ~ΛX
[136] or l~p→ l~ΛX [342, 415, 416, 376], where in the latter case a longitudinally polarized lepton
beam instead of a polarized nucleon target could do as well as a sensitive probe of δg(x,Q2).
Here the (time–like) polarized fragmentation functions δDΛf (z, ,Q
2), f = q, q¯, g also enter, which
are defined in analogy to the space–like polarized parton densities. Theoretically these processes
have been studied rather thoroughly during the past few years, not only in LO, but in NLO as
well [245, 504].
Finally, we want to come back to higher twist contributions as a source of single (transverse)
spin asymmetries AN . Let us first discuss semi–inclusive reactions such as pp
↑ → πX and
pp↑ → γX. At present, there are basically 3 sources for a nonvanishing AN :
(i) dynamical contributions, i.e. ’hard’ partonic twist–3 scattering effects, which result from
a short distance part calculable in perturbative QCD combined with a long distance part related
to quark–gluon correlations [215, 451, 452, 507];
(ii) intrinsic kT effects in parton distribution functions which, being non–perturbative uni-
versal nucleon properties, give rise to twist–3 contributions when convoluted with the hard
partonic scattering cross sections. Such contributions are usually referred to as ’Sivers effect’
[486, 487, 51, 440, 441, 388];
(iii) intrinsic kT effects in the parton fragmentation functions which is known as ’Collins’ or
’sheared jet’ effect [177, 440, 441, 67].
A typical example for dynamical quark–gluon correlation contributions (i) to direct–γ pro-
duction is depicted in Fig. 40. They give rise to AγN 6= 0 and correspond to fermionic (quark)
pole [215] and/or gluonic pole [451, 452, 222] dominance in the calculation of the twist–3 par-
tonic scattering cross sections. Clearly, single spin asymmetries for direct–γ production are not
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Figure 40: Sample twist–3 quark–gluon correlation diagrams corresponding to fermionic (a)
and gluonic (b) pole contributions which give rise to a nonvanishing single spin asymmetry in
hadronic direct–photon production.
’contaminated’ by possible intrinsic kT effects in fragmentation functions (iii), but kT effects
in parton densities (ii) could also be relevant besides (i). In the latter case (ii) one expects
that the number of quarks with longitudinal momentum fraction x and transverse intrinsic mo-
tion ~kT depends, on account of soft gluon interactions between initial state partons, on the
transverse spin direction of the parent nucleon, so that the ’quark distribution analysing power’
Nq(~kT ) ≡ (fq/N↑(x,~kT )− fq/N↓(x,~kT ))/(fq/N↑(x,~kT )+ fq/N↓(x,~kT )) can be different from zero.
Similar soft interactions in the final (fragmentation) state may give rise to the ’Collins effect’ (iii);
it simply amounts to say that the number of hadrons h (say, pions) resulting from the fragmen-
tation of a transversely polarized quark, with longitudinal momentum fraction z and transverse
momentum ~kT , depends on the quark spin orientation. That is, one expects the ’quark fragmen-
tation analysing power’ Aq(~kT ) ≡ (Dh/q↑(z,~kT ) − Dh/q↓(z,~kT ))/(Dh/q↑(z,~kT ) + Dh/q↓(z,~kT ))
to be different from zero, where, by parity invariance, the quark spin should be orthogonal to
the q − h plane. Notice also that time reversal invariance does not forbid such a quantity to
be nonvanishing because of the (necessary) soft interactions of the fragmenting quark with ex-
ternal strong fields, i.e. because of final state interactions. This idea has been applied [67] to
the computation of the single spin asymmetries observed in pp↑ → πX [13, 14, 19]. As men-
tioned above, both Aq(~kT ) and Nq(~kT ) are leading twist quantities which, when convoluted with
the elementary cross-sections and integrated over, give twist-3 contributions to the single spin
asymmetries.
Each of the above mechanisms might be present and important in understanding twist–
3 contributions. It is then important to study possible ways of disentangling these different
contributions in order to be able to assess the importance of each of them. We discuss now
single spin asymmetries for various processes AB↑ → CX. To obtain a complete picture one
needs to consider nucleon–nucleon interactions together with other processes, like lepton–nucleon
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scattering which might add valuable information too. For each of them one should discuss the
possible sources of higher twist contributions, distinguishing, according to the above discussion,
between those originating from the hard scattering and those originating either from the quark
fragmentation or distribution analysing power [53, 52, 387]:
• pN↑ → hX: all kinds of higher twist contributions may be present; this asymmetry alone
could not help in evaluating the relative importance of the different terms;
• pN↑ → γX, pN↑ → µ+µ−X, pN↑ → jets + X: no fragmentation process is involved
and one remains with possible sources of non–zero single spin asymmetries in the hard
scattering (i) or the quark distribution analysing power due to an intrinsic kT (ii);
• lN↑ → hX: a single spin asymmetry can originate either from hard scattering (i) or from
kT effects in the fragmentation function (iii), but not in the distribution functions, as soft
initial state interactions are suppressed by powers of αs;
• lN↑ → γX, γN↑ → γX, lN↑ → µ+µ−X, lN↑ → jets+X: a single spin asymmetry in any
of these processes may only be due to higher-twist dynamical hard scattering effects (i).
In the following we want to concentrate on some specific processes, in order to see to what extent
valuable information can be obtained from measuring single spin asymmetries at RHIC and at
the future HERA– ~N (where we specifically refer to the ’phase I’ program, i.e. to polarized fixed
target experiments with an unpolarized beam; ’phase II’ refers to a polarized proton beam as
well [387]). One example is semi–inclusive π±,0 production by p↑p collisions which is known to
exhibit surprisingly large single spin asymmetries at 200 GeV. This was measured a few years
ago by the E704 Collaboration using a transversely polarized beam [13, 14, 19]. For any kind
of pions the asymmetry shows a considerable rise above xF > 0.3, i.e. in the fragmentation
region of the polarized nucleon. It is positive (> 20% ) for both π+ and π0 mesons, while it
has the opposite sign for π− mesons. The charged pion data were taken in the 0.2 < pT < 2
GeV range and it was found that the asymmetry is larger for pT > 1 GeV than for pT < 1
GeV. Theoretical approaches as to the interpretation of these data have been put forward in
[486, 487, 115, 212, 67, 51]. The authors of Refs. [52, 387] have examined to what accuracy
this asymmetry could be measured at HERA– ~N . They have shown that it would be possible
to quantitatively determine the pT dependence of the asymmetry up to pT values of about 10
GeV.
Another example is to measure the single transverse spin asymmetry in inclusive direct pho-
ton production, pp↑ → γX. Since this process proceeds without fragmentation, i.e. the photon
carries directly the information from the hard scattering process, it measures a combination of
initial kT effects and hard scattering twist–3 processes [215, 451, 452, 222]. The first and only
results up to now were obtained by the E704 Collaboration [18] showing an asymmetry com-
patible with zero within large errors for 2.5 < pT < 3.1 GeV in the central region |xF | < 0.15.
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Again, the authors of Refs. [52, 387] have examined to what accuracy this asymmetry could
be measured at HERA– ~N . The contributions of the gluon–Compton scattering (qg → γq) and
quark–antiquark annihilation (qq¯ → γg) were compared to the background photons that origi-
nate mainly from π0 and η decays. It turns out that a good sensitivity δAγN of about 0.05 can be
maintained up to pT < 8 GeV. For increasing transverse momentum the annihilation subprocess
and the background photons are becoming less essential.
Thirdly, the single spin asymmetry in Drell–Yan production, pp↑ → ll¯X, at small trans-
verse momenta was calculated [314] in the framework of twist–3 perturbative QCD at HERA- ~N
energies. The resulting asymmetry does not exceed 2% and depends strongly on the kinemat-
ical domain. It should be noted that asymmetries of the size of a few percent represent the
canonical order of magnitude for single spin asymmetries induced by twist–3 perturbative QCD
effects, and that one may expect larger values only under very special circumstances. Note also,
that such asymmetries on the few percent level are difficult to measure, even with sufficiently
small statistical errors, since the systematic errors originating mainly from beam and target
polarization measurements constitute a severe limit.
Recently, it has been suggested [399] that deep inelastic Compton scattering lp → lγX,
where either the incoming lepton or proton are polarized, might lead to appreciable and well–
measurable single spin asymmetries in the small–x region. The idea is that intrinsic kT and
absorptive effects of the strong interactions lead to a complex phase in the vertex between the
incoming quark and the prompt photon. This phase, in turn, induces a single spin asymmetry.
Finally, it should be remembered that large spin effects in proton–proton elastic scattering,
pp↑ → pp, have been discovered many years ago [58, 141, 186] with proton beam energies of 24
and 28 GeV. The single spin asymmetry was found significantly different from zero for transverse
momenta of the outgoing protons larger than 2 GeV. The transverse single spin asymmetry in
elastic pp scattering at HERA- ~N and RHIC energies has been calculated in a dynamical model
that leads to spin–dependent pomeron couplings [298]. The predicted asymmetry is about 0.1 for
p2T = 4− 5 GeV2 with a projected statistical error of 0.01− 0.02 for HERA- ~N , i.e. a significant
measurement of the asymmetry can be performed to test the spin dependence of elastic pp
scattering at high energies. Although we do not have any detailed quantitative theoretical
understanding of elastic single spin asymmetries for the time being, it should be emphasized
that, apart from possible helicity nonconserving effects occuring in the hadronic wave function,
one expects at least qualitatively a nonvanishing elastic single spin asymmetry due to degenerate
multiple Regge exchanges which give rise to different phases in different helicity amplitudes (see,
e.g., [489] for a recent review).
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6.9 Structure Functions in DIS from Polarized Hadrons and Nuclei of Arbi-
trary Spin
Shortly after the measurement of gp1 at CERN there were several proposals to investigate spin ef-
fects in other nuclear targets. Most prominent among them are of course the deuteron (with spin
J=1) and Helium-3 (J=12), because they are used to determine g
n
1 , but there are other potentially
polarizable nuclei as well, like 7Li(J = 32),
10B(J = 3), 27Al(J = 52), etc. In those higher spin
configurations additional structure functions arise which are in principle measureable, although
they are typically smaller than the unpolarized structure functions, because polarization depen-
dent effects arise only from the unpaired nucleons in the nucleus and are therefore suppressed
as 1/A. Furthermore, it should be noted that all these new structure functions would vanish
for free nucleons. Thus such experiments offer the possibility to confirm the spin structure of
nucleons, and at the same time to obtain new information on nuclear binding effects.
Among the new structure functions defined by [345, 327] there are some which have a simple
description within the parton model (like g1 for the nucleons) and there are others which vanish
in the parton model (i.e., appear only in higher orders of QCD like FL or are of higher twist
like g2 for the nucleons). Those with a parton model interpretation can be described in terms of
parton densities qJM± (x,Q2) which give the probability to find a quark with momentum fraction
x and helicity ±12 in a spin–J target with spin M along the z–axis, at some scale Q2. Measuring
the cross section for an unpolarized target determines the averaged quark distribution
qJ(x,Q2) =
1
2J + 1
J∑
M=−J
qJM (x,Q2) . (6.99)
Because of QCD parity invariance one has qJM± = q
J,−M
∓ so that only 2J+2 (2J) of the 4J+2
(4J) polarized parton densities are independent. (The numbers in brackets hold for half integer
J.) It is appropriate to introduce combinations 8
F JM1 =
1
2
(qJM+ + q
JM
− ) (6.100)
gJM1 =
1
2
(qJM+ − qJM− ) , (6.101)
because in the Bjorken limit the cross sections on targets with spin (JM) probed with helicity
8Instead of Eqs. (6.100) and (6.101) it is sometimes more convenient to define ”multipole” structure functions
[JL] :=
∑J
M=−J (−1)
J−M (J M J − M |L 0)qJM+ where (J M J − M |L 0) are the Clebsch–Gordan coefficients.
These function can be measured using (un)polarized leptons for odd (even) L. They are particularly useful if the
relative motion of nucleons inside the nucleus is to be considered. Furthermore it should be noted that the first
L− 1 moments of these functions vanish.
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±12 electrons can be written as
d12 (σ
JM
+ + σ
JM− )
dxdy
=
8πα2ME
Q4
[y2x+ 2x(1− y)]F JM1 (x,Q2) (6.102)
and
d12 (σ
JM
+ − σJM− )
dxdy
=
8πα2ME
Q4
y(2− y)xgJM1 (x,Q2) . (6.103)
with M denoting the target mass.
Up to now we have introduced 2J+2 (2J) quark densities for (half)integer J corresponding
to 2J+2 (2J) naive parton model structure functions. In addition there are 4J (4J+1) functions
which get contributions either from higher twist operators or from HO QCD so that one has
altogether 6J+2 (6J+1) independent structure functions for integer (half integer) spin, as will
be shown after Eq. (6.106). For example, for J = 12 there are F1, F2 − 2xF1, g1 and g2, among
them F1 and g1 of leading and F2 − 2xF1 of higher order in QCD, and g2 being a higher twist
contribtuion. For J=1 one has F1, F2− 2xF1, b1, b2− 2xb1, g1, g2, b3 and b4. In the naive quark
parton approximation the only nonzero structure functions are F1, g1, b1 and b3. For example,
b1 can be measured by scattering an unpolarized electron beam from a polarized deuteron target
with the target spin directed parallel to the direction of the incident electron beam and arranged
in each of its mI = +1, 0,−1 substates,
b1(x,Q
2) =
∑
q
e2q [F
1,+1
1 (x,Q
2) + F 1,−11 (x,Q
2)− 2F 1,01 (x,Q2)]. (6.104)
In general all bi can be measured using unpolarized lepton beams. Furthermore, they all arise
from nuclear binding effects and are not present for a system of free nucleons. One has b1 = 0
if the spin–1 target consists of two spin 12 constituents at rest, or in relative s-wave, and thus
one expects b1(deuteron) ≈ 0, because the relative motion of the nucleons in the deuteron is
nonrelativistic. In contrast one expects a large bρ1 because the quarks in the ρ–meson move
relativistically [345, 327]. Furthermore, an interesting sum rule for b1 has been derived which is
related to the electric quadrupole moment of the spin–one target and to its polarized sea–quark
content [171].
It is possible to write down the general hadron tensor for a spin–1 target
Wµν = −F1gµν + F2PµPν
P · q − b1rµν +
b2
6
(sµν + tµν + uµν) +
b3
2
(sµν − uµν) + b4
2
(sµν − tµν)
+
ig1
P · q ǫµνλσq
λsσ +
ig2
(P · q)2 ǫµνλσq
λ(P · qsσ − s · qP σ)(6.105)
and to obtain the cross section from it. In Eq. (6.105) we have defined rµν =
gµν
(P ·q)2 (q · E∗q · E −
κ
3 (P · q)2) with κ = 1+ 4x
2M2
Q2
, sµν =
2PµPν
(P ·q)3 (q · E∗q · E − κ3 (P · q)2), tµν = 12(P ·q)2 (q · E∗PµEν + q ·
138
E∗PνEµ + q · EPµE∗ν + q · EPνE∗µ − 43P · qPµPν) and uµν = 1P ·q (E∗µEν + E∗νEµ + 23M2gµν − 23PµPν).
Eµ is the polarization 4–vector of the spin–1 target, i.e. it fulfills P · E = 0 and E · E = −M2
and sσ ≡ −iM2 ǫσαβτE∗αEβPτ .
Instead of this cumbersome approach one may gain more physical insight by studying the
various amplitudes appearing in the forward Compton helicity matrix elements. Namely, just
as for the spin–12 target the optical theorem relates the hadron tensor for arbitrary spin to the
imaginary part of the forward Compton scattering amplitude which in turn can be expressed in
terms of helicity amplitudes. Let AmM,m′M ′ denote the imaginary part of the forward Compton
helicity amplitude for γm + targetM → γm′ + targetM ′ ,
AJmM,m′M ′ = ǫ
∗µ
m′W
JM ′M
µν ǫ
ν
m (6.106)
where ǫνm, m = ±1, 0 are the photon polarization vectors. All the structure functions like b1,
b4 etc. discussed before can be expressed as linear combinations of these amplitudes. The
AJmM,m′M ′ are easily enumerated. Angular momentum conservation requires that the total he-
licity is conserved, m +M = m′ +M ′, which leaves 18J+1 independent helicity amplitudes.
Time reversal invariance requires AJmM,m′M ′ = A
J
m′M ′,mM which leaves 12J+2 independent am-
plitudes. Parity invariance requires AJmM,m′M ′ = A
J
−m−M,−m′−M ′ so that one finally has the
6J+2 (6J+1) independent amplitudes, as mentioned before. Among them are diagonal trans-
verse amplitudes AJ±M,±M which in the Bjorken limit correspond to the quark densities q
JM±
introduced above: AJ±M,±M = q
JM± .
The amplitudes naturally arise when the hadron tensors W JM
′M
µν are multiplied with the
lepton tensor to form the cross section. To work that out in detail one has to expand the
leptontensor Eq. (2.29) in the basis of virtual photon helicity eigenstates
Lµν =
2Q2
κy2
{
λ2ǫµ0 ǫ
ν
0 +
1
2
(λ2 + κy2)(ǫµ∗+ ǫ
ν
+ + ǫ
µ∗
− ǫ
ν
−)−
λ2
2
(ǫµ∗+ ǫ
ν
−e
2iφ + ǫµ∗− ǫ
ν
+e
−2iφ)
+λ(1− y
2
)(ǫµ∗− ǫ
ν
0e
−iφ + ǫµ0 ǫ
ν
−e
iφ − ǫµ∗+ ǫν0eiφ − ǫµ0 ǫν+e−iφ)
}
+
2Q2
y
√
κ
{
(1− y
2
)(ǫµ∗+ ǫ
ν
+ − ǫµ∗− ǫν−)−
λ
2
(ǫµ∗− ǫ
ν
0e
−iφ + ǫµ0 ǫ
ν
−e
iφ + ǫµ∗+ ǫ
ν
0e
iφ + ǫµ0 ǫ
ν
+e
−iφ)
}
(6.107)
where λ2 = 2(1−y)− y22 (κ−1) and φ is the azimuthal angle (measured with respect to the x–axis
in the xy–plane) of the final lepton. The photon momentum is used as the spin quantization
axis. Note that the first term (∼ 2Q2
κy2
) in Eq. (6.107) is spin–independent and the last term
(∼ 2Q2
y
√
κ
) is the spin dependent term.
The resulting expressions for the cross sections in terms of the helicity amplitudes are
dΣJλ
′λ
dxdydφ
=
8πα2MEx
2πQ4κ
{
λ2(AJ0M,0M ′ −
1
2
AJ+M,−M ′e
−2iφ − 1
2
AJ−M,+M ′e
2iφ)
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+
1
2
(λ2 + κy2)(AJ+M,+M ′ +A
J
−M,−M ′)
+(1− y
2
)λ(AJ−M,0M ′e
iφ +AJ0M,−M ′e
−iφ −AJ+M,0M ′e−iφ −AJ0M,+M ′eiφ)
}
(6.108)
d∆ΣJλ
′λ
dxdydφ
=
8πα2MEx
2πQ4
√
κ
{
y(1− y
2
)(AJ+M,+M ′ −AJ−M,−M ′)−
1
2
yλ(AJ−M,0M ′e
iφ +AJ0M,−M ′e
−iφ
+AJ+M,0M ′e
−iφ +AJ0M,+M ′e
iφ)
}
(6.109)
These cross sections are not yet in a useful form because the helicities M and M’ are defined w.r.t.
the virtual photon direction which changes event by event. It is better to define cross sections
for targets with definite helicites λ and λ′ w.r.t. the incident beam direction. To transform
between the 2 frames one has to perform an Euler rotation. The state |Jλ > can be written in
terms of |JM > as
|Jλ >=
∑
M
ei(λ−M)φdJMλ(β)|JM > (6.110)
where dJMλ(β) is the Wigner rotation matrix and (β) the angle between ~q and the incoming
lepton direction ~k. The cross sections for targets with definite polarizations in the lab frame can
therefore be obtained from Eqs. (6.108) and (6.109) as
dσJλ
′λ
dxdydφ
=
∑
M,M ′
dΣJλ
′λ
dxdydφ
dJMλ(β)d
J
M ′λ′(β)e
i(λ−λ′+M ′−M)φ (6.111)
d∆σJλ
′λ
dxdydφ
=
∑
M,M ′
d∆ΣJλ
′λ
dxdydφ
dJMλ(β)d
J
M ′λ′(β)e
i(λ−λ′+M ′−M)φ (6.112)
For more details see [327, 345]. In those references models have been studied, like the bag model,
to predict some of the ’new’ nuclear structure functions F JM1 and g
JM
1 .
6.10 Nuclear Bound State Effects
In the previous section only the appearance of new structure functions in higher spin nuclei has
been discussed. Another, probably even more important question is how the ’old’ functions like
g1 are modified by nuclear effects, i.e. how much e.g. g
D
1 deviates from g
p
1 + g
n
1 . This is a very
important question because gn1 cannot be determined directly but only through a measurement
of gD1 or g1(
3He). Let us start with the discussion of deuterium, for which a number of studies
exists. The simplest and firmest theoretical approach to the deuteron is to approximate it as a
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free neutron and proton with polarization 1− 32wD, where wD is the deuteron d–state probability.
All other nuclear corrections are essentially small because they are suppressed by powers of ~p
2
M2
where ~p is the 3–momentum of the nucleon in the restframe of the nucleus. wD can be calculated
in NN potential models to be wD ≈ 0.050±0.010 [131, 63]. There is a relatively large theoretical
error in the prediction of wD, because depending on which of the phenomenological potentials
one uses one gets different answers. This theoretical error is by far the dominant source of
uncertainty in the deuteron analysis, much larger than the O( ~p
2
M2
) effects mentioned above.
This is true except for the large–x region (x ≥ 0.8) where large nuclear effects are known to be
present for unpolarized scattering and expected for polarized scattering as well. It is not clear
whether these effects are spin independent, in the sense that they drop out in the asymmetries
∼ g1F1 , or not.
The fact that wD is not precisely known may become a problem for future precision mea-
surements of gn1 because a variation of 2% in wD corresponds to an error of roughly 10% in g
n
1 .
This is also the order of magnitude which other nuclear effects may have on the determination
of gn1 . To incorporate these effects there has been a sequence of papers ([433, 434] and references
therein, but see also the work of [526] to be discussed below) working in the impulse approxi-
mation, i.e. neglecting final state interactions. There may be final state interactions and related
effects like final state pion exchange or nuclear shadowing, but these effects are usually assumed
to be small for light nuclei and to some extent spin independent.
At first the so–called convolution model was applied to include nuclear binding and rela-
tivistic effects, and afterwards the effects of off-mass-shellness of bound nucleons were studied.
In the convolution model the free nucleon structure function is convoluted with the light cone
momentum distribution of nucleons in the nucleus [466]
gD1 (x,Q
2) =
∑
N=n,p
∫ 1
x
dy
y
δfN/D(y)g
N
1 (
x
y
,Q2) . (6.113)
This formula holds in the Bjorken limit (infinite Q2 and ν). For finite Q2 there is a spectral rep-
resentation which generalizes Eq. (6.113) [433, 434, 508]. It was found [509] that the convolution
approach gives a result very close to the description with a constant factor 1− 32wD, at least for
x ≤ 0.7. Above 0.7 there are appreciable corrections to this factor which can become as large as
10%. The simple behaviour for x ≤ 0.7 is not modified when off-mass-shell corrections [433, 434]
are included but there are additional contributions at x ≥ 0.7 (of up to 5%) which should be
taken into account. Although the nuclear effects are within the error bars of presently available
data, they will be required in the upcoming high statistics E154 and HERMES experiments.
Now coming to 3He, as a first approximation one may say that g1(
3He) directly gives
gn1 because the spins of the protons compensate each other due to the Pauli principle. This
relies on the assumption that all nucleons are in a S wave. However, such a cancellation does
not occur if other components of the three body wave function are considered. In references
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[526, 165, 166] the question has been quantitatively discussed as to whether and to what extent
the extraction of gn1 from the asymmetry of the process
3 ~He(~e, e′)X could be hindered by nuclear
effects arising from small wave function components of 3He, as well as from Fermi motion and
binding effects on DIS. The basic nuclear ingredient used in [165, 166] is the spin dependent
spectral function of 3He, which allows one to take into account at the same time Fermi motion
and binding corrections. Of particular relevance are the up and down quark spectral functions
PNσσ′M , N3+ ≡ PN1
2
1
2
1
2
and N3− ≡ PN− 1
2
− 1
2
1
2
, because the integral of their difference determines
the nucleon polarizations P
(±)
N , N = p, n [165, 166]. These functions enter the so called spectral
representation of g1(
3He) as a function of gN1 . Note that in the Bjorken limit this spectral
representation goes over into Eq. (6.113).
In ref. [526] the ~3He asymmetry has been calculated taking into account S′ and D waves
but considering only Fermi motion and omitting Q2 dependent terms. Woloshyn used 3He
wave functions [29] calculated using the momentum space Faddeev equation, which are known
to give a good description of the spin averaged quasi–elastic data at medium energies. The
extent to which the proton contribution to the spin asymmetry of 3He can be neglected, can be
envisaged by a look at the proton momentum distributions for spins parallel and antiparallel to
the target, cf. Fig. 41 where they are plotted against the light cone momentum fraction. The
spin dependence is seen to be quite small. Also shown in Fig. 41 are the corresponding curves
for the neutron. The neutron curves answer the important question, how large the probability
is of having a neutron with spin antiparallel to the nuclear spin. One sees that n3− is very small
as compared to n3+ but somewhat broader since it comes from components in the
3He wave
function with a larger high momentum tail than the dominant S–wave.
Fig. 42 shows typical results for g1(
3He)(x,Q2) as compared to gn1 (x,Q
2) at some unknown
(small) value of Q2. The curves are given only up to x ≈ 0.9 because above this value the
calculation becomes unreliable. In fact, nuclear effects are expected to become much larger as
x→ 1.
It is possible to summarize the effects of higher wave functions S′ and D in 3He by means of
the following procedure: In a pure S wave state the nucleon polarisations are given by P
(+)
n = 1,
P
(−)
n = 0 and P
(+)
p = P
(−)
p =
1
2 , whereas for a three–body wave function containing S, S
′ and
D waves, one has
P (±)n =
1
2
± 1
2
∓∆, (6.114)
P (±)p =
1
2
∓∆′ , (6.115)
where ∆ = 13 [PS′ + 2PD] and ∆
′ = 16 [PD − PS′ ]. From world calculations on the three body
system one obtains, in correspondence with the experimental value of the binding energy of 3He,
∆ = 0.07 ± 0.01 and ∆′ = 0.014 ± 0.002 [251]. Thus if the S′ and D waves are considered and
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Figure 41: Nucleon momentum distributions for spins parallel and antiparallel to a 3He target,
with z being the momentum fraction of the nucleon in the target, according to [526].
Figure 42: g1(x) for neutron (dashed) and
3He (solid curve) according to [526].
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Fermi motion and binding effects are disregarded, one can write
g1(
3He)(x,Q2) = 2ppg
p
1(x,Q
2) + png
n
1 (x,Q
2) (6.116)
A ~3He = 2fpppA~p + fnpnA~n (6.117)
where fp(n)(x,Q
2) = F
p(n)
2 (x,Q
2)/[2F p2 (x,Q
2) + Fn2 (x,Q
2)] is the proton (neutron) dilution
factor, A~p(~n)(x,Q
2) = g
p(n)
1 (x,Q
2)/F
p(n)
1 (x,Q
2) is the proton (neutron) asymmetry and pp(n)
are the effective nucleon polarizations
pp = P
(+)
p − P (−)p = −0.028±0.004 (6.118)
pn = P
(+)
n − P (−)n = 0.86±0.02 (6.119)
The above values correspond to Eqs. (6.114) and (6.115), while the spin dependent spectral
functions of [526, 165, 166] yield pp = −0.030 and pn = 0.88.
For future precision studies one will have to go even beyond those approximations, because
there may be modifications due to the presence of the nuclear medium, like nuclear swelling
and binding effects on the parton densities. These effects have recently been studied by [333]
by depleting the parton densities of [279] at small Q2 and evolving them according to the
AP evolution equations. It turns out that these effects are far below the present experimental
accuracy, but may be of some relevance for future precision measurements, in particular at small
x ≤ 0.03.
6.11 Direct Photons and Related Processes in Proton Collisions using Po-
larized Beams
The most interesting prospect for polarized high energetic proton experiments is the possibility
to determine δg(x, µ2F ) from the process ~p~p→ γX with a high energetic photon in the final state
[223, 118, 99, 309, 155, 182, 301, 268, 119, 132, 431, 312, 493]. In unpolarized scattering hard
photons are known to be a clean probe of the gluon distribution, because they can be directly
detected, without undergoing fragmentation. Note that for physics beyond the standard model
direct photon production is claimed to be a signal to probe compositeness. The observation
of spin asymmetries in this reaction could help to disentangle the structure of new contact
interactions [118].
On the parton level the process is induced in lowest order by the annihilation of light quarks
qq¯ → γg and by the Compton scattering gq → γq , and is strongly dependent on the magnitude
of δg(x, µ2F ) with µF ∼ pγT . It may also be possible to determine δg(x, µ2F ) from high-pT jet
production, but this process has a large background of quark-initiated events qq → partons,
and is therefore less sensitive to δg(x, µ2F ). In Table 5 and Fig. 43 the parton level asymmetries
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dσˆij
dtˆ
aˆijLL
qq → qq 49( sˆ
2+uˆ2
tˆ2
+ sˆ
2+tˆ2
uˆ2
− 23 sˆ
2
tˆuˆ
)
(sˆ2−uˆ2)/tˆ2+(sˆ2−tˆ2)/uˆ2− 2
3
sˆ2/tˆuˆ
(sˆ2+uˆ2)/tˆ2+(sˆ2+tˆ2)/uˆ2− 2
3
sˆ2/tˆuˆ
qq′ → qq′ 49 sˆ
2+uˆ2
tˆ2
sˆ2−uˆ2
sˆ2+uˆ2
qq¯ → q′q¯′ 49 tˆ
2+uˆ2
sˆ2
−1
qq¯ → qq¯ 49( tˆ
2+uˆ2
sˆ2
+ sˆ
2+uˆ2
tˆ2
− 23 uˆ
2
sˆtˆ
)
(sˆ2−uˆ2)/tˆ2−(tˆ2+uˆ2)/sˆ2+ 2
3
uˆ2/sˆtˆ
(sˆ2+uˆ2)/tˆ2+(tˆ2+uˆ2)/sˆ2− 2
3
uˆ2/sˆtˆ
qq¯ → gg 3227 tˆ
2+uˆ2
tˆuˆ
− 83 tˆ
2+uˆ2
sˆ2 −1
qg → qg sˆ2+uˆ2
tˆ2
− 49 sˆ
2+uˆ2
sˆuˆ
sˆ2−uˆ2
sˆ2+uˆ2
gg → qq¯ 16 tˆ
2+uˆ2
tˆuˆ
− 38 tˆ
2+uˆ2
sˆ2
−1
gg → gg 92(3− sˆuˆtˆ2 − sˆtˆuˆ2 − tˆuˆsˆ2 )
−3+2sˆ2/tˆuˆ+tˆuˆ/sˆ2
3−sˆuˆ/tˆ2−sˆtˆ/uˆ2−tˆuˆ/sˆ2
qg → qγ −13( sˆuˆ + uˆsˆ ) sˆ
2−uˆ2
sˆ2+uˆ2
qq¯ → γg 89( tˆuˆ + uˆtˆ ) −1
Table 5: Tree–level partonic cross sections and asymmetries aˆijLL = d∆σˆij/dσˆij , including direct
photon production processes [71, 117]. A factor of πα2s/sˆ
2 has been factored out of the jet cross
sections and πe2Qααs/sˆ
2 has been factored out of the single–photon cross sections.
for all the possible partonic 2 → 2 processes including direct photon production are shown as
a function of the scattering angle in the parton-cms. The figure clearly shows that the photon
processes are expected to give potentially large effects.
From a theoretical point of view it would also be interesting to study the production of
high-pT muon pairs in Drell–Yan processes involving off-shell photons, because they offer the
possibility to obtain additional information,namely about the polarization of the final state.
This information can be obtained, for example, from the angular distribution of the leptons
[155, 407, 406]. For an interesting application of HO QCD to this process see [144]. The Drell–
Yan process will be discussed later on in this subsection.
The observable to be measured in direct-γ production is the inclusive double spin asymmetry
AγLL =
σ⇐⇐ + σ⇒⇒ − σ⇐⇒ − σ⇒⇐
σ⇐⇐ + σ⇒⇒ + σ⇐⇒ + σ⇒⇐
(6.120)
which reduces to
AγLL =
σ⇐⇐ − σ⇐⇒
σ⇐⇐ + σ⇐⇒
(6.121)
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Figure 43: Parton level asymmetries, including direct photon production processes as a function
of the scattering angle in the parton-cms [117].
if parity is conserved. In Eqs. (6.120) and (6.121) it has been assumed that both protons are
longitudinally polarized. More explicitly, this asymmetry is given by
AγLLdσ =
∑
i,j=q,q¯,g
1
1 + δij
∫
dxdx′
{
δfi(x, µ
2
F )δf
′
j(x
′, µ2F )aˆ
ij
LLdσˆij + (i↔ j)
}
(6.122)
where dσˆij and dσ are the parton and hadron level cross sections for unpolarized direct-γ pro-
duction,
dσ =
∑
i,j=q,q¯,g
1
1 + δij
∫
dxdx′
{
fi(x, µ
2
F )f
′
j(x
′, µ2F )dσˆij + (i↔ j)
}
(6.123)
The prime refers to the second proton and fi and f
′
j are the parton densitites in the two protons.
aˆijLL are the subprocess asymmetries, which along with the dσˆij can be calculated in perturbative
QCD, cf. Table 5 and Fig. 43. The product d∆σˆij = aˆ
ij
LLdσˆij is much larger for the Compton
subprocess than for the annilation subprocess. This can be deduced from the explicit form of the
parton level cross sections and asymmetries in Table 5 and Fig. 43. The Compton subprocess
has a positive aˆi=g,j=qLL and leads to a positive contribution to A
γ
LL which is proportional to
δg. For the annihilation subprocess one has a negative aˆijLL. Since the Compton subprocess
dominates on the parton level, one has usually a much smaller asymmetry AγLL (positive or
146
negative) if δg(x, µ2F ) is small, in contrast to a large δg(x, µ
2
F ). In the latter case one encounters
large positive values of AγLL up to 50 percent. In Fig. 6.11 A
γ
LL is shown as a function of the
photon-pT for the two scenarios of large and small δg. It is clearly seen that a measurement of
AγLL provides a valuable probe of δg(x, µ
2
F ).
Higher order QCD corrections to the process ~p~p→ γX involving polarized proton beams have
been calculated by [182, 301]. A particular feature is the appearance of the process gg → γqq¯
whose contribution to the spin asymmetry is of the order of [δg]2. The calculation has been
performed in the framework of dimensional regularization, in which case special care is needed
for the treatment of γ5. In ref. [182] the method of dimensional reduction was used and it
was shown how to circumvent the problems with γ5. In ref. [301] the ’t Hooft-Veltman scheme
was used and the dependence of the cross section on isolation cuts has been examined carefully.
Isolation cuts are needed in order to single out isolated direct hard photons from the background
[302, 300].
The results of the calculation of ref. [182] are shown in Fig. 6.11 in the form of the K-factor
for the polarized cross section defined as the ratio of K = LO+HOLO . The K–factors are shown
as a function of xT =
2pT√
s
for various values of the rapidity η and
√
s. Note that for the pT
distribution one has the simple formula
d(∆)σ
dp2T
=
∑
i,j=q,q¯,g
1
1 + δij
∫ 1
4p2
T
S
dx(δ)fi(x, p
2
T )
∫ 1
4p2
T
xS
dx′(δ)f ′j(x
′, p2T )
d(∆)σˆij→γX
dp2T
(6.124)
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where d(∆)σˆ
dp2T
= d(∆)σˆ
dtˆ
sˆ
tˆ−uˆ and
d(∆)σˆ
dtˆ
was given in Table 5. One finds in Fig. 6.11 that in all cases
the HO corrections are positive and quite large, in particular at large xT . Due to the quite
large K-factors there is some ambiguity of the results concerning the unknown higher orders.
However, this ambiguity is much smaller than the dependence on the input parton densities as
has been discussed in [182] with a rather moderate gluon density as input. It should be kept in
mind, however, that strictly speaking, there is a very subtle interplay between the magnitude
of the K–factor in various schemes and the correct choice of the HO parton densities, the value
of Λ,etc. Similar results have been obtained, using more recent polarized parton densities, for
prompt photon production at a future fixed target HERA– ~N (phase II) experiment (
√
s = 39
GeV) [302] and at the RHIC collider (
√
s = 50− 500 GeV) [300].
Instead of direct photon production one may consider production of W’s or Z’s balanced by
a jet. These processes are very closely related because they involve analogous diagrams. The
heavy vector bosons show the additional feature that spin asymmetries arise even if only one
of the proton beams is polarized (’single spin asymmetries’). This is due to the axialvector
couplings involved and essentially a parity violating effect, as already discussed in Sect. 6.8.
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The corresponding single spin asymmetry
AW,ZL =
σ⇒ − σ⇐
σ⇒ + σ⇐
(6.125)
involves products of polarized and unpolarized parton densities and would in principle be sensi-
tive to δg(x,m2W ). It turns out, however, that the QCD matrix element for ’Compton’ scattering
of a polarized gluon on an unpolarized quark and associated production of a W± is very small,
so that the single spin asymmetries are not very suitable for the determination of δg(x,m2W ).
They are, however, suitable for the determination of the various flavor contributions δu(x,m2W )
and δd(x,m2W ) to the proton spin. Recent analyses of these effects can be found in [472] and
[118, 120, 493] where it is shown that the process p~p→ W±X at RHIC can lead to asymmetries
around 50% with a large effect in the asymmetry for p~p→W−X if δu¯(x,m2W ) is small.
Let us now come to the Drell–Yan process [458, 309, 155, 119, 431, 522, 369, 263]. We shall
discuss here only the case of longitudinal polarization. The NLO corrections to the Drell–Yan
process in transversely polarized hadron–hadron collisions have been analyzed in [181, 517]. The
longitudinal spin asymmetry Aγ
∗
LL =
d∆σ/dm2ll
dσ/dm2
ll
is defined in analogy to AγLL but depends on the
invariant mass of the produced lepton pair m2ll. The polarized and unpolarized cross sections
are given by
d(∆)σ
dm2ll
= (−) 4πα
2
9sm2ll
∫
dx1
x1
dx2
x2
{ ∑
q=u,d,s
e2q(δ)q(x1,m
2
ll)(δ)q¯(x2,m
2
ll)[δ(1 − z) +
αs(m
2
ll)
2π
θ(1− z)(δ)cqq¯ ]
+
αs(m
2
ll)
2π
θ(1− z)(δ)cqg(z)(δ)g(x2,m2ll)
∑
q=u,d,s
e2q [(δ)q(x1,m
2
ll) + (δ)q¯(x1,m
2
ll)]
}
+(1↔ 2) (6.126)
where z =
m2ll
x1x2s
and the coefficient functions (δ)cqq¯(z) and (δ)cqg(z) for the relevant subprocesses
are in the MS–scheme given by [259, 458, 522, 432, 369, 263]
cqq¯(z) = CF
{
(
2
3
π2 − 8)δ(1 − z) + 4(1 + z2)( ln(1− z)
1− z )+ − 2
1 + z2
1− z ln z
}
(6.127)
cqg(z) = TR[(2z
2 − 2z + 1) ln (1− z)
2
z
− 7
2
z2 + 3z +
1
2
] (6.128)
δcqq¯(z) = −cqq¯(z) (6.129)
δcqg(z) = −TR[(2z − 1) ln (1− z)
2
z
− 3
2
z2 − z + 5
2
] . (6.130)
It should be noted that the dominant O(αs) contribution in Eq. (6.126) comes from the δ–
function term in Eq. (6.127). It gives a large effect for the cross sections but not in the double
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spin asymmetry Aγ
∗
LL. The asymmetry is shown in Fig. 6.11 as a function of τ =
m2ll
s for
different parametrizations of δg(x,m2ll) and δs(x,m
2
ll). The asymmetries in Fig. 6.11 are of the
same order of magnitude as for the direct photon process. In principle one could expect that
both the δg and the δs term contribute about the same to the asymmetry. However, due to the
smallness of δcqg(z) it turns out that the sea polarization plays a stronger role in A
γ∗
LL than the
gluon polarization. This is in contrast to the direct photon process which depends strongly on
the polarization of the gluons.
Figure 6.11 also shows that the Drell-Yan process could be very valuable to determine the
strange sea polarization in the proton. A measurement of the sign of Aγ
∗
LL would already give
information about the sign of δs. Unfortunately, the Drell-Yan process has a larger background
than the direct photon production so that the expected statistical errors at RHIC are larger.
Finally we want to add some remarks about the prospects of determining the polarized parton
densities from jet production in hadronic collisions, in particular at RHIC [71, 457, 223, 118,
119, 393, 161, 456, 205, 493]. Quite in general many features of unpolarized jet production can
be applied directly to the polarized case. For example, at low pT the main contribution comes
from gluon–gluon scattering so that this region is particularly suited for attempts to determine
the (polarized) gluon density. Secondly, event rates and statistics are much larger than in direct
photon production. A drawback is that the signatures are less clear as will be discussed below.
One has in principle the possibility to analyze single–jet production ~p~p → JX as well as
di–jet production ~p~p → J1J2X. The latter is more difficult but not impossible to analyse in
a high luminosity machine like RHIC. The single jet spin asymmetry can be calculated as a
function of rapidity and transverse momentum of the jet from the ratio of the polarized and the
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unpolarized cross sections. These are given by
E
d(∆)σ
d3p
=
1
π
∑
i,j
1
1 + δij
∫ 1
xmin
dx1
2x1x2
2x1 − xT ey [(δ)fi(x1, µ
2
F )(δ)fj(x2, µ
2
F )
d(∆)σˆij
dtˆ
+ (i↔ j)]
(6.131)
where xT =
2pT√
s
, xmin =
xT e
y
2−xT e−y and x2 =
x1xT e
−y
2x1−xT ey . The explicit expressions for the parton
cross sections can be found in Table 5 [71, 117] and the corresponding parton level spin asym-
metries are shown in Fig. 43. For all the dominant subprocesses the corresponding asymmetries
aˆijLL are positive, except for qq¯ annihilation. This leads to positive values of the single jet double
spin asymmetry AjetLL =
d∆σ/dpT
dσ/dpT
in the low pT –range where the gluons dominate. The parton
level spin asymmetries combine with suitable parton densities to give the proton asymmetries.
These are shown in Fig. 6.11 as a function of pT at two values of the beam energy for a δg(x, µ
2
F ),
µF ∼ pT , with a small and with a large first moment ∆g(µ2F ) [119]. The significance of the small
and intermediate pT regime for the determination of δg is clearly exhibited. If ∆g(p
2
T ) is large
one can easily have asymmetries of about 20% in the small pT range. The relatively large RHIC
luminosity L ∼ 1032 cm−2 s−1 in combination with the large jet cross sections make the signal
in principle large and will lead to small statistical errors [493]. The drawback of this method to
determine δg(x, p2T ) is the large background of soft events in the small pT region.
Let us now discuss 2–jet production. An observable to study is the distribution in the 2–jet
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invariant mass, MJJ = 2pT cosh(y
∗), where y∗ = 12(y1 − y2). It is given by
d(∆)σ
dMJJ
=
M3JJ
2s
∑
i,j
∫ +Y
−Y
dy1
∫ yM
ym
dy2
(δ)fi(x1, µ
2
F )(δ)fj(x2, µ
2
F )
cosh(y∗)
d(∆)σˆij
dtˆ
(6.132)
where x1,2 = τe
± 1
2
(y1+y2), ym =max(−Y, log τ − y1) and yM =min(−Y,− log τ − y1). Y ∼ 1
is a cutoff on the jet rapidity and τ is defined as τ =
√
4p2T
S cosh
2(y∗). Numerical results for
these distributions have been presented by [161] and [119]. They are shown in Fig. 6.11 as a
function of the jet pair mass for two values of the proton energy and two choices of the polarized
gluon density, a small δg(x,M2JJ ) (dashed curve) and a large one (solid curve). At intermediate
values of the jet pair mass MJJ ∼ 100 GeV, they are even more sensitive to the magnitude of
the polarized gluon density than the single jet pT distribution but somwhat more difficult to
measure. One may also examine di–jet production and higher order effects [205].
6.12 Spin–dependent Structure Functions and Parton Densities of the Po-
larized Photon
Structure functions F γi (x,Q
2) and parton densities fγ(x,Q2), with f = q, q¯, g, of unpolarized,
i.e. helicity averaged, photons are theoretically well known (see, e.g. [274, 286] and references
therein) and experimentally rather well studied (see, e.g. [97, 236] and references therein).
In contrast to the (un)polarized hadronic parton densities studied so far, these densities obey
inhomogeneous evolution equations where the inhomogeneous LO and NLO terms k
(0,1)
i=q,g(x)
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derive from the pointlike splitting of the photon into quarks and gluons which can be calculated
from first QED principles. In LO, γ → qq¯ gives rise to k(0)q , and k(0)g = 0. They are the so-
called driving terms which uniquely fix the ’pointlike’ (inhomogeneous) solution of the evolution
equations for the parton densities of the photon, once a specific input scale Q20 for αs(Q
2
0) has
been chosen. This is in contrast to the conventional ’hadronic’ (homogeneous) part of the general
solution, which derives from the common homogeneous evolution equations and which requires
some nonperturbative hadronic (vector–meson–dominance oriented) input fγhad(x,Q
2
0).
In complete analogy to the helicity averaged case fγ = fγ+ + f
γ
−, the spin–dependent parton
densities of a longitudinally (more precisely, circularly) polarized photon are defined as [338,
316, 527, 425]
δfγ(x,Q2) = fγ+(x,Q
2)− fγ−(x,Q2) (6.133)
with fγ+ (f
γ
−) denoting the parton densities in the photon aligned (anti–aligned) with its helicity.
As in Eq. (4.11), they satisfy the general positivity constraints
|δfγ(x,Q2)| ≤ fγ(x,Q2). (6.134)
Similarly to Eq. (4.5), the polarized photon structure function is given by
gγ1 (x,Q
2) =
1
2
∑
q
e2q [δq
γ(x,Q2) + δq¯γ(x,Q2)] +O(αs, α) (6.135)
where the NLO (2–loop) contributions [503] have been suppressed. Note that δqγ = δq¯γ and
δqγ = O( ααs ) in LO. In Bjorken x–space, these photonic parton densitites obey the following
inhomogeneous LO evolution equations:
d
dt
δqγNS(x,Q
2) =
α
2π
δk
(0)
NS(x) +
αs(Q
2)
2π
δP
(0)
NS ⊗ δqγNS (6.136)
d
dt
(
δΣγ(x,Q2)
δgγ(x,Q2)
)
=
α
2π
(
δk
(0)
q
0
)
+
αs(Q
2)
2π
(
δP
(0)
qq 2fδP
(0)
qg
δP
(0)
gq δP
(0)
gg
)
⊗
(
δΣγ
δgγ
)
(6.137)
which are a straightforward generalization of Eqs. (4.12) and (4.19), taking into account the
’pointlike’ photon splitting γ → q which gives rise to the inhomogeneous terms: δk(0)q = δP (0)qγ
can be obtained, apart from obvious charge factors, from δP
(0)
qg in (4.21) by multiplying it with
2fNc/TR:
f(e2q− < e2 >)−1δk(0)NS =< e2 >−1 δk(0)q = 6f(2x− 1) (6.138)
where < e2 >≡ f−1∑q e2q . Furthermore, δk(0)g = δP (0)gγ = 0 has been used in (6.137). The LO
equations (6.135)–(6.137) can be straightforwardly extended to NLO [503] where the O(ααs)
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terms δk
(1)
q and δk
(1)
g derive from the CFTf pieces of 2fδP
(1)
qg and δP
(1)
gg in (9.4) and (9.6),
respectively, multiplied by fNc/Tf .
The evolution equations (6.136) and (6.137) are most conveniently solved in Mellin n–moment
space (cf. Eqs. (4.22) and (4.23)) where the solutions can be given analytically and one can
easily keep track of the contributions stemming form different powers of αs in order to avoid
terms beyond the order considered. The inversion to Bjorken x–space is again straightforward
with the help of (4.37). The general solution decomposes into
δfγ,n(Q2) = δfγ,nPL (Q
2) + δfγ,nhad(Q
2) (6.139)
with the ’pointlike’ (inhomogeneous) solution being given by
δqγ,nNS,PL(Q
2) =
4π
αs(Q2)
[1− L1−
2
β0
δP
(0)n
NS ]
1
1− 2β0 δP
(0)n
NS
α
2πβ0
δk
(0)n
NS (6.140)
(
δΣγ,nPL(Q
2)
δgγ,nPL(Q
2)
)
=
4π
αs(Q2)
[1− L1−
2
β0
δPˆ (0)n
]
1
1− 2β0 δPˆ (0)n
α
2πβ0
(
δk
(0)n
q
0
)
(6.141)
and the ’hadronic’ (homogeneous) solution given by
δqγ,nNS,had(Q
2) = L
− 2
β0
δP
(0)n
NS δqγ,nNS,had(Q
2
0) (6.142)(
δΣγ,nhad(Q
2)
δgγ,nhad(Q
2)
)
= L
− 2
β0
δPˆ (0)n
(
δΣγ,nhad(Q
2
0)
δgγ,nhad(Q
2
0)
)
(6.143)
where L(Q2) ≡ αs(Q2)/αs(Q20). Note that the ’hadronic’ solutions are formally identical to
the usual ones in Eqs. (4.27) and (4.28) since they are derived from the homogeneous part
of the evolution equations (6.136) and (6.137). The structure of these LO solutions can be
straightforwardly extended to NLO [286, 503] by using the techniques discussed in Sect. 4.2
being based on the (2–loop) evolution matrix in Eq. (4.56).
The new ingredient of these solutions is the ’pointlike’ component which is driven by the
inhomogeneous (photon splitting) terms δk
(0)
i in Eqs. (6.140) and (6.141), i.e. they uniquely
determine the ’pointlike’ parton densities in the photon once an appropriate input scale Q20
has been specified. This is in contrast to the hadronic components in (6.142) and (6.143)
which require, as usual, also the specification of the input densities δfγhad(x,Q
2
0). In general
one expects the ’pointlike’ δfγPL(x,Q
2) to be dominant in the large–x region since the δk
(0)
i
in (6.140) and (6.141) increase as x → 1 according to (6.138). This is in contrast to the
’hadronic’ δfγhad(x,Q
2) where the (VMD oriented) input δfγhad(x,Q
2
0) ∼ (1−x)a as x→ 1. Such
expectations have been well established in the case of unpolarized photons [286, 287, 97, 236].
For polarized photons, several model calculations have been performed for estimating δfγ(x,Q2)
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in LO [338, 316, 527]. More recently, in order to obtain a somewhat more realistic estimate for
the theoretical uncertainties in the experimentally entirely unknown δfγ , two very different
scenarios were considered in [292, 294]: The ’minimal scenario’ is characterized by the input
δfγhad(x, µ
2) = 0 , (6.144)
whereas the ’maximal scenario’ is defined by the other extreme input
δfγhad(x, µ
2) = fγhad(x, µ
2) , (6.145)
with Q20 ≡ µ2 = µ2LO = 0.25 GeV2 and the unpolarized LO GRV photon densities fγhad(x, µ2)
have been taken from [287]. It should be mentioned that the range of such VMD inspired inputs
can be further restricted [294] by using the sum rule∫ 1
0
δqγ(x,Q2)dx = 0 (6.146)
which derives from the vanishing of the first moment of gγ1 due to the conservation of the
electromagnetic current (gauge invariance) [218, 87, 444, 250]. Note that the ’minimal’ hadronic
input (6.144) satisfies this sum rule automatically. Such inputs have also been implemented in
NLO [503] and some typical expectations for gγ1 are shown in Fig. 44. The strong increase in
the large–x region is typical for the ’pointlike’ δqγPL as discussed above. The ’minimal’ scenario
is ’pointlike’ throughout the entire x–region due to the vanishing hadronic input in (6.144). The
possible importance of the hadronic components in Eqs. (6.142) and (6.143) is illustrated by
the ’maximal’ scenario results in Fig. 44 which involve an additional hadronic component due
to the input (6.145).
Several suggestions have been proposed to measure δfγ(x,Q2) at polarized ep [291, 292]
and e+e− colliders [290]. It has been discussed already in Sect. 6.2 that these resolved photon
contributions could amount up to 20% of the total charm production cross section at future
~e~p collisions [502]. The situation improves for photoproduction of jets at future ~e~p colliders
(
√
sγp ≈ 200 GeV) where the much larger size of the resolved photon contributions to single–
inclusive jet and, in particular, dijet production [502] could give rise to experimentally testable
signatures of the parton densities of a polarized photon in the not too distant future.
7 Nonperturbative Approaches to the Proton Spin
In Sect. 5 it was shown that the apparent smallness of the flavor singlet axial vector current
matrix element is due either to a negative sea polarization or to a positive gluon polarization.
However, no theoretical prediction for the value of this matrix element was presented. There
are several nonperturbative approaches which try to remedy this situation [510, 483, 158, 103]
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Figure 44: LO and NLO expectations for gγ1 according to the ’minimal’ and ’maximal’ inputs
in Eqs. (6.144) and (6.145), respectively [503]. The results shown correspond to f=3 flavors.
and lattice calculations have been attempted as well [419, 296, 190, 258]. The well–established
isotriplet Goldberger–Treiman (GT) relation
g3A(0) =
√
2fπ
2M
gπ3NN , fπ = 132MeV , (7.1)
which fixes the axial coupling g3A(0) = gA = 1.2573 ± 0.0028 in terms of the strong coupling
constant gπ3NN , has inspired [510, 483] to generalize it to the isosinglet UA(1) case to see if one
can learn something about the magnitude of g0ASµ ≡ 〈PS|ψ¯γµγ5ψ|PS〉. 9
Many discussions on the isosinglet GT relation were mainly motivated by the desire to
understand why the g0A inferred from the EMC experiment is so small (g
0
A ∼ 0.15, cf. Table 3)
[151, 253, 254, 255, 476, 85, 510, 483, 176, 317, 354, 104, 148, 217, 234, 235, 519, 413, 484, 445,
220]. At first sight, the UA(1) GT relation seems not to be in the right ballpark, as the naive
SU(6) quark–model prediction yields far too large a value g0A ≈ 0.80, because gη0NN =
√
6
5 gπ3NN .
It was then suggested that the ’physical’ η0–nucleon coupling is composed of a bare coupling
g
(0)
η0NN
and a coupling between the ghost field and the nucleon. In QCD the ghost field G ≡ ∂µKµ,
cf. (5.38), is necessary to solve the UA(1) problem. It mixes with the bare η0 and is allowed to
have a direct UA(1) invariant interaction gGNN with the proton. Unfortunately, the definition of
this coupling is not free of ambiguities. For example, it is sometimes assumed in the literature
9Note that in Sect. 5 a different notation was used, namely A0Sµ = ∆ΣonSµ = 〈PS|ψ¯γµγ5ψ|PS〉 and
g3A(0) = gA/gV . Further, in Sect. 6.6 an isotriplet form factor G
3
1(Q
2) has been introduced which is normalized
differently than g3A(Q
2), namely G31(Q
2) = 1
2
g3A(Q
2).
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to be the coupling between the glueball and the nucleon. Furthermore, unlike in the case of
g3A(0), the predictive power of the UA(1) GT relation is partly lost by the mixing. In chirally
invariant schemes (like the off–shell regularization discussed in Sect. 5) one may at least identify
the term
√
nffpi
2M gη0NN with the total quark spin inside the proton ∆Σoff , cf. Sect. 5 [483].
It is interesting to obtain a scheme independent relation. For the isotriplet GT relation this
is possible because it holds irrespective of the light quark masses. For m2π 6= 0 it may be derived
from PCAC, while in the chiral limit g3A(q
2) can be related to an isotriplet form factor which in
turn receives nonvanishing pion pole contributions. By the same token it can be shown in the
OZI limit that the isosinglet UA(1) GT relation [483, 484]
g0A(0) =
√
3fπ
2M
g
(0)
η0NN
(7.2)
remains totally scheme and mass independent. In Eq. (7.2) g
(0)
η0NN
is a bare unphysical coupling
between η0 and the nucleon. The η0 is not a physical meson but constructed from the mass
eigenstates via [476, 85, 158]π3η8
η0
 =
 1 θ1 cos θ3 + θ2 cos θ3 θ1 sin θ3 − θ2 cos θ3−θ1 cos θ3 sin θ3
θ2 − sin θ3 cos θ3
π0η
η′
 (7.3)
where θ1 = −0.016, θ2 = −0.0085 and θ3 = −18.5o are the mixing angles of the π–η system
[220]. Consequently, the complete(=isotriplet+octet+singlet) GT relation in terms of physical
coupling constants reads
g3A(0) =
√
2fπ
2M
gπ3NN =
√
2fπ
2M
[gπNN ± gη′NN (θ1 sin θ3 − θ2 cos θ3)± gηNN (θ1 cos θ3 + θ2 sin θ3)]
(7.4)
g8A(0) =
√
6fπ
2M
gη8NN =
√
6fπ
2M
(gηNN cos θ3 + gη′NN sin θ3 ∓ gπNNθ1) (7.5)
g0A(0) =
√
3fπ
2M
g
(0)
η0NN
=
√
3fπ
2M
(gη′NN cos θ3 − gηNN sin θ3 ± gπNNθ2) + ... (7.6)
where the upper sign is for the proton and the lower sign for the neutron and the ellipses in the
last relation are related to the ghost coupling to be discussed below.
Although the isosinglet GT relation is scheme invariant, the interpretation of the η0 field is
scheme dependent. When the SU(6) quark model is applied to the coupling g
(0)
η0NN
the predicted
g0A is too large, g
0
A = 0.80. This can be resolved by applying the SU(6) model to the physical
coupling gη0NN rather than to g
(0)
η0NN
. One receives a two–component expression [483]
g0A(0) =
√
3fπ
2M
(gη0NN −
1
2
√
3
m2η0fπgGNN ) (7.7)
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where gGNN is the coupling defined in the effective QCD nucleon Lagrangian
L = ...+ gGNN
4M
∂µGTr(N¯γµγ5N) +
√
3
fπ
(∂K)η0 + ... (7.8)
where ∂K = 1√
3
m2η0fπη0 +
1
12gGNNm
2
η0fπ∂
µTr(N¯γµγ5N) is the anomaly with matrix element
〈N |∂K|N〉 = 13〈N |∂µJ5µ|N〉 = 1√3fπg
(0)
η0NN
= 23Mg
0
A(0).
In order to arrive at a small EMC–like g0A one may now argue that there is a cancellation
between the two terms of Eq. (7.7). This is reminiscent to the situation in the perturbative
framework where a cancellation between ∆Σ and ∆g was proposed to explain the spin EMC
effect. However, there is no scheme independent identification between the various terms of the
perturbative and nonperturbative approach.
Some authors have questioned [220] the U(1) GT relation (7.7) but it seems that it survives
as long one takes proper care of all the mixing effects. Still it should be stressed that until now
no direct experimental confirmation exists, and in this sense it is one of the speculations from
the realms of nonperturbative QCD. The point is that both sides of the relation are difficult
to grab. The righthand side (i.e. the low energy couplings) cannot really be determined from
low energy data, because gGNN is not known
10 . Even the ηNN couplings are only known
within large errors, cf. the discussion in [158]. For example, a determination of gη′NN using F,
D and θ3 values gives gη′NN = 3.4 [159] whereas an estimate of the η
′ → 2γ decay rate through
the baryon triangle contributions yields gη′NN = 6.3 [72]. The analysis of the NN potential
gives gη′NN = 7.3 [208] while the forward NN scattering analyzed by dispersion relations gives
gη′NN < 3 [124]. On the other hand, the only chance to determine gGNN is from the polarized
DIS data via the U(1) GT relation. However, there is no direct identification between gGNN and
an observable defined in high energy scattering. Therefore, the whole issue remains somehow
speculative and undecided.
Another attempt to obtain information on the proton spin matrix elements from low energy
meson properties was recently made by Birkel and Fritzsch [103]. They used the masses and
properties of the axial vector mesons with quantum numbers JPC = 1++. The spectrum consists
of the isoscalar mesons f1(1285), f1(1420) and f1(1510). After correcting for the mixing with
the isovector a1(1260) and the strange isodoublet K1, the f1 mesons can be written as a linear
combination of the three axial vector states |N〉 = 1√
2
|u¯u+ d¯d〉, |S〉 = |s¯s〉 and an exotic gluonic
meson state |G〉. The latter interpretation arises because within the SU(3) multiplets one expects
only two isoscalar mesons fi. A relatively large mixing is found between the N, S and G state,
10 There is a conjecture, though no proof, that gGNN is given by the quark sea contribution (’disconnected
insertion’), −
m2
η0
f2
pi
4M
gGNN = ∆(us + u¯) + ∆(ds + d¯) + ∆(s + s¯) ≈ 3∆(s + s¯) [158]. Furthermore, gGNN could
in principle be obtained from low energy baryon–baryon scattering in which an additional SU(3) singlet contact
interaction arises from the ghost interaction but this is very difficult to measure [476].
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and this is due largely to the effect of the anomaly and reminiscent of what happens in the case
of pseudoscalar mesons [103]. On the basis of this analysis one may use the idea of ’axial vector’
dominance to get information on the proton spin matrix element. The basic relation is
〈P |q¯γµγ5q|P 〉 =
∑
A
〈0|q¯γµγ5q|A〉〈AP |P 〉
m2A − k2
|k2=0 (7.9)
where 〈0|q¯γµγ5q|A〉 denotes the transition element of the axial vector current between the vac-
uum and the axial vector meson A, and 〈AP |P 〉 describes the coupling of the axial vector meson
to the proton. The 4–momentum transfer is k. Using Eq. (7.9) one can relate ∆(u + u¯),
∆(d + d¯) and ∆(s + s¯) to the corresponding couplings of axial vector mesons. Without the
gluonic state, a relatively large value of the flavor singlet quark spin contribution ∆Σ ≈ 0.52 is
obtained. Inclusion of the gluonic state 〈GP |P 〉 6= 0 leads to numbers of the order ∆Σ ≈ 0.25
in accordance with DIS data. However, just as in the U(1) Goldberger Treiman model there
is a free parameter which has to be fixed, namely the coupling gGP to the proton defined by
〈GP |P 〉 = igGP u¯(P )γνγ5u(P )ǫν where ǫν is the polarization vector of the gluonic state. It is
hard to determine gGP experimentally. The above number ∆Σ ≈ 0.25 corresponds to the choice
gGP = 19.
A more general method to obtain nonperturbative results on the proton spin matrix elements
is lattice gauge theory. After the 1987 EMC spin surprise, several attempts were made to
compute ∆g and 〈PS|ψ¯γµγ5ψ|PS〉 using lattice QCD. A first direct calculation of ∆Σ was made
in [419] but without final results. Successful lattice computations in the quenched approximation
were published recently [190, 258, 296]. A more ambitious program of computing the polarized
structure functions g1 and g2 is also feasible and encouraging early results were reported in
[296]. In refs. [190, 258], the scheme and gauge invariant matrix elements 〈PS|ψ¯γµγ5ψ|PS〉 were
calculated. The results are shown in Table 6 and compared to the experimental data, although
one should keep in mind that the computation of sea quark contributions might be questionable
in a quenched calculation. Varying the quark masses it was found in [258] that a considerable
amount of the sea contributions is mass independent and therefore must be induced by gluons
through the ABJ anomaly. This is in accord with arguments based on perturbative QCD and
presented in Sect. 5. However, for a direct lattice computation of ∆g one would need gauge
configurations on a sizeable lattice not available so far. It is hoped that lattice results for ∆g will
be available in the near future. The most recent improvement in this field is the implementation
of an improved action by the DESY/HLRZ collaboration [102], i.e. of a systematic procedure
for the removal of all terms linear in the lattice spacing a from the lattice observables [506, 417]
which reduces the cutoff errors order by order in a, yielding a better extrapolation towards the
continuum limit [102]. This O(a) improved lattice theory yields, for example, ∆uv = 0.841(52)
and ∆dv = −0.245(15), in reasonable agreement with DIS experiments (cf. Sect. 6.1 and ref.
[9]).
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[190] [258] Experiment
g0A 0.25(12) 0.18(10) 0.22(6)
g3A 1.20(10) 0.985(25) 1.2573(28)
g8A 0.61(13) – 0.579(25)
∆(u+ u¯) 0.79(11) 0.638(54) 0.80(3)
∆(d+ d¯) –0.42(11) –0.347(46) –0.46(3)
∆(s+ s¯) –0.12(1) –0.109(30) –0.12(3)
F 0.45(6) 0.382(18) 0.459(8)
D 0.75(11) 0.607(14) 0.798(8)
Table 6: Axial couplings and quark spin content of the proton from lattice calculations according
to [158]. Note that the ’experimental’ singlet results are model and scheme dependent and the
stated numbers refer to an average of recent LO and NLO (MS) analyses. In the off-shell scheme
one obtains [41], for example, g0A = 0.45(9); see, however, ref. [9].
There are also attempts to explain the smallness of g0A, i.e. of ∆Σ, by invoking the Skyrme
model [127, 229, 471, 167, 101]. Here one argues [127, 229] that the quark singlet contribution ∆Σ
is suppressed by 1/Nc while ∆(q+ q¯) = O(1) for each separate flavor, and a similar suppression
should hold for ∆g(Q2). Besides the fact that the precise relation between the Skyrme model
and QCD is somewhat unclear, in particular in connection with ∆g, this explanation has been
questioned within the Skyrme model itself [471, 167, 101, 346].
Alternatively, QCD sum rules [96, 162] result in a similarly small total singlet spin con-
tribution g0A = 0.1 − 0.2 [310, 321]. Again, a distinction between the individual ∆Σ and ∆g
contributions cannot be obtained.
Most promising appears to be the chiral soliton approach towards the structure of the nu-
cleon within the effective chiral theory [201, 202, 524] which allows for the calculation of the full
x–dependence of the structure functions and the parton densities from first principles, in contrast
to just their n–th moments as obtained in the nonperturbative approaches discussed so far. The
relevance and influence of the instanton vacuum on low–energy QCD observables has been em-
phasized in particular by Diakonov et al. [201, 202] who calculated unpolarized (spin–averaged)
and polarized valence and sea input densities from first principles at the typical scale which is
set by the inverse average instanton size ρ¯, i.e. Q20 ≈ ρ¯−2 ≈ 0.36 GeV2. The instanton size
remains the only free parameter in the calculation, and its inverse serves as an UV cutoff of the
nonrenormalizable effective chiral field theory. What makes this approach quite promising is the
fact that it predicts [201, 202], besides the valence densities, a valence–like input (unpolarized)
sea density in the small–x region at Q20 = 0.3 − 0.4 GeV2, which forms the basic ingredient for
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understanding and predicting all small–x unpolarized DIS HERA–data [11, 32, 34, 196, 198, 199]
from first principles, i.e. pure (parameter–free) QCD dynamics [286, 288, 289]. So far, the polar-
ized sea and the (un)polarized gluon input densities have not been calculated. It is in particular
the valence–like gluon densities [289, 279], being 1/Nc ’suppressed’, which have to come out
sizeable at Q20 = 0.3− 0.5 GeV2. Otherwise the chiral soliton approach does not refer to a per-
turbative (twist–2) input scale reachable by perturbative RG evolutions, but instead would refer
to some nonperturbative input quark scale which cannot be reached by perturbative evolutions.
Nevertheless, for the time being, the chiral soliton approach appears to be a realistic model of
nonperturbative QCD which might eventually link, from first principles, the confining regime to
the perturbative sector.
It should be stressed that only future (dedicated) experiments can ultimately decide about
the physical reality of the various theoretical ideas and scenarios discussed so far. It should
be kept in mind, however, that all realistic experiments are of course sensitive to the explicit
x–dependence of the polarized parton densities δf(x,Q2) and in most cases are not directly
related to their first moments ∆f(Q2).
8 Transverse Polarization
8.1 The Structure Function g2
For pure photon exchange the complete polarization part of the hadron tensor is antisymmetric
and given by, cf. (2.1),
WAµν = i
M
Pq
εµνρσq
ρ{Sσg1(x,Q2) + (Sσ − Sq
Pq
P σ)g2(x,Q
2)} . (8.1)
For longitudinal polarization and at Q2 much larger than M2 the g1–piece gives the dominant
contribution, with g2 being suppressed by a factor x
2M2/Q2 according to (2.7). However,
for a nucleon transversely polarized with respect to the beam direction, WAµν is proportional
to xMQ (g1 + g2), so that g1 and g2 enter with equal coefficients but the whole contribution is
down by a factor xMQ with respect to g1 in the longitudinally polarized case. This can again
be derived from the inclusive, fully differential cross section Eq. (2.7). Therefore g2 being
measured at SLAC and DESY will have much less accuracy than g1. Furthermore, it is really
the combination gT ≡ g1 + g2 which is the ’transverse spin structure function’ although, for
obvious reasons, one usually refers just to g2 [340].
Since g2 is related to a transverse polarization, it is not easy to find a partonic interpretation
[38, 348, 349]: In a transversely polarized nucleon, the quark spin operator projected along the
nucleon spin, ΣT = γ0γ5S/T with S/T ∼ γ1, does not commute with the free quark Hamiltonian
H0 = αzpz and thus there exists no energy eigenstate |pz〉 such that ΣT |pz〉 = λT |pz〉. Therefore,
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ΣT is a ’bad’ operator and depends on the dynamics. Nevertheless, a transverse–spin average
for quarks can still be defined in the nucleon and it is just gT ≡ g1 + g2 which is sensitive to
the quark–gluon interactions – a clear sign that no simple parton interpretation can be made
for it [340, 347]. This is in contrast to the longitudinally polarized nucleon, where the quark
helicity operator Σ|| = γ0γ5S/||, with S/|| ∼ γ3, commutes with H0 and thus g1(x) measures
directly the quark helicity distribution. It should be further noted, that g2 vanishes [38, 347]
for a free (massless or massive) quark, i.e. for a pointlike nucleon, and thus g2 cannot be
expressed as an incoherent sum over free on–shell partons. The partons must be interacting
and/or virtual in order to contribute to g2. Therefore, g2 will serve as a unique probe of ’higher
twist’ (twist≡dimension–spin=3) as well.
Regardless of the difficulties with a partonic interpretation, g2 itself consists of a twist–2
(gWW2 ) and a twist–3 (g¯2) contribution,
g2 = g
WW
2 + g¯2 (8.2)
both of which can a priori contribute the same order of magnitude. The twist–2 contribution
gWW2 is the so–called ’Wandzura-Wilczek’ piece [520] which will be discussed first: In leading
twist–2, the same operators in Eqs. (4.72) and (4.73) contribute to g1 and g2; therefore one has,
through the optical theorem [340, 347],
1∫
0
dxxn−1gWW2 (x,Q
2) = − 1
2
n− 1
n
∑
i
Mni E
n
i (Q
2/µ2, αs) , n = 1, 3, 5, . . . (8.3)
By comparing this to the corresponding equation for g1, (4.75), one obtains [520]
1∫
0
dxxn−1[
n− 1
n
g1(x,Q
2) + gWW2 (x,Q
2)]twist−2 = 0 . (8.4)
This can be inverted to Bjorken–x space to give
gWW2 (x,Q
2) = −g1(x,Q2) +
∫ 1
x
dy
y
g1(y,Q
2) (8.5)
which is the so–called Wandzura-Wilczek relation [520]. This twist–2 expectation for g2 and
the present experimental results on g1 are shown in Fig. 45. Note that the twist–2 Wandzura-
Wilczek piece gWW2 of g2 obeys automatically the so–called Burkhardt–Cottingham sum rule
[137],
∫ 1
0 g
WW
2 (x,Q
2)dx = 0, which follows from Eq. (8.4) or (8.5) and to which we shall return
below.
It is a unique feature of g2 that the higher twist term g¯2 in (8.2) is not suppressed by inverse
powers of Q2 and thus could in principle be equally important as the twist–2 contributions
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Figure 45: Twist–2 expectations for the structure function gWW2 (x,Q
2 = 10 GeV2), using a
parametrization of the EMC data (solid curve) [68, 69] on gp1(x,Q
2 = 10 GeV2), according to
the Wandzura–Wilczek relation (8.5).
gWW2 discussed so far. It should, however, be kept in mind that g¯2 vanishes for ultrarelativistic
on–shell quarks where Sσ ∼ P σ, i.e. in this case there are not enough four–vectors to form the
required antisymmetric combination in (8.1). Furthermore, one might naively expect g¯2 to be
small because non–relativistic corrections, being of the order mq/M or mq/Λ, are small for light
quarks. Future experiments will prove to what extent this is actually the case. A considerable
twist–3 contribution, however, might be due to the off–shellness of interacting quarks with
virtuality k2 where k2/Λ2 is not small [485, 39, 40, 340, 347]. On the other hand, within the
covariant relativistic parton model approach it has been argued [339] that the quark virtuality
k2 is expected to be not sizeable and therefore deviations from the Wandzura–Wilczek relation
(8.5) should be small. In the following we shall explain this argument, because it allows to
get some physical insight into the properties of g2. As a straightforward generalization of the
unpolarized case [272], the covariant parton model expression for the antisymmetric part (8.1)
of the hadron tensor is given by a convolution over the struck parton’s momentum in the ’hand
bag’ diagram,
WAµν(q, P, S) =
∑
s=±
∫
d4kfs(P, k, S)w
A
µν,s(q, k)δ[(k + q)
2 −m2] (8.6)
where fs is some Lorentz–invariant hadronic wave function. The antisymmetric tensor for the
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parton–photon interaction is given by
wAµν,± =
1
4
tr[(1∓ γ5n/)(k/ +m)γµ(k/ + q/ +m)γν ]− (µ↔ ν) = ±imǫµναβqαnβ (8.7)
with nβ being the off–shell parton spin vector, k · n = 0, n2 = −1. Defining
f˜(P · k, k2) = − M
k · S
m√
k2 −M2k4/(P · k)2 (f+ − f−) , (8.8)
a comparison of Eq. (8.6) and (8.1) yields [339]
g1(x) =
πx
8
∫
dk2dk2T f˜(x+
k2 + k2T
xM2
, k2)(1 − k
2 + k2T
x2M2
)(1 − 2k
2
x2M2 + k2 + k2T
) (8.9)
gT (x) ≡ g1(x) + g2(x) = πx
8
∫
dk2dk2T f˜(x+
k2 + k2T
xM2
, k2)
k2T
x2M2
(8.10)
for a longitudinally and transversely polarized photon, respectively. The last equation, (8.10),
immediately proves that a finite transverse polarization result gT can arise only for a non–
vanishing parton transverse momentum k2T 6= 0. Therefore, the EMC observation of a non–
vanishing value of
∫ 1
0 g1(x)dx is direct evidence for k
2
T 6= 0 (via the Burkhardt–Cottingham sum
rule
∫ 1
0 g2(x)dx = 0, to be discussed below). Furthermore, the second factor in parentheses in
the integrand of Eq. (8.9) proportional to 2k2 violates the Wandzura–Wilczek sum rule and
explicitly describes higher–twist corrections (g¯2) to it. In the absence of this term one easily
derives from (8.9) and (8.10)
d
dx
[g1(x) + g2(x)] = −1
x
g1(x) (8.11)
and hence the Wandzura–Wilczek sum rule (8.5). There seems to be not much room for a
sizeable k2 6= 0 since the first term in parentheses in the integrand of Eq. (8.9) gives rise to a
zero for g1(x) if k
2 + k2T ≈ x2M2. The lack of experimental evidence for such a zero suggests
that k2 + k2T << x
2M2. Ignoring the possibility that k2 < 0 contributes appreciably, the
second factor in parentheses in (8.9) is essentially unity, giving thus only small corrections to
the Wandzura–Wilczek sum rule. It should be noted that gT (x) in Eq. (8.10) gets no additional
off–mass–shell correction, besides from the one entailed in f˜ , and that a measurement of g1 gives
a direct estimate [339] of the mean intrinsic kT of partons as a function of x, in complete analogy
with the unpolarized case [272].
Unfortunately, it must be noted that the scale Q2, at which these results are supposed to
hold, remains undetermined within the covariant parton model [272]. Therefore, these results
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have only a qualitative rather than a quantitative character. Furthermore, and more impor-
tantly, the virtuality k2 alone is not a reliable measure for the importance of all possible twist–3
contributions to g2, because of the appearance of additional twist–3 operators which describe
quark–gluon correlations and explicitly quark–mass–dependent operators. These operators will
now be discussed in some detail: In the OPE approach to g2 the higher twist terms are deter-
mined by a tower of operators whose number increases with increasing moments. Therefore,
Eqs. (8.3)–(8.5) are incomplete due to the neglect of g¯2 in (8.2), and in principle significant
modifications of Fig. 45 might be expected. The modifications g¯2 due to higher twist can be
described in terms of matrix elements of the following twist–3 operators [378, 485, 347, 381, 382]
R
σµ1···µn−1
F =
in−1
n
[(n − 1)ψγ5γσD{µ1 · · ·Dµn−1}ψ
−
n−1∑
l=1
ψγ5γ
µlD{σDµ1 · · ·Dµl−1Dµl+1 · · ·Dµn−1}ψ], (8.12)
Rσµ1···µn−1mq = i
n−2ψmqγ5γσD{µ1 · · ·Dµn−2γµn−1}ψ, (8.13)
R
σµ1···µn−1
k =
1
2n
(Vk − Vn−1−k + Uk + Un−1−k) , (8.14)
where mq in (8.13) represents the quark mass (matrix) and {} means symmetrization over the
Lorentz indices; furthermore, the flavor structure (λa) for the quark fields ψ has been suppressed
for simplicity and the appropriate subtraction of trace–terms is always implied in order to render
the resulting operators traceless, i.e. of definite spin. The operators in (8.14) contain explicitly
the gluon field strength Gµν and its dual tensor G˜µν =
1
2εµναβG
αβ and are given by
Vk = i
ngSψγ5D
µ1 · · ·Gσµk · · ·Dµn−2γµn−1ψ,
Uk = i
n−3gSψDµ1 · · · G˜σµk · · ·Dµn−2γµn−1ψ,
where S means symmetrization over µi and g is the QCD coupling constant. It is a well-known
fact [485, 39, 40, 340, 347, 381, 382] that these operators (8.12)-(8.14) are not independent and
related through the ’equation of motion’ operator
Rσµ1···µn−1eq = i
n−2n− 1
2n
S[ψγ5γ
σDµ1 · · ·Dµn−2γµn−1(i 6D−mq)ψ+ψ(i 6D−mq)γ5γσDµ1 · · ·Dµn−2γµn−1ψ]
(8.15)
Making use of the identities Dµ =
1
2{γµ, 6D} and [Dµ,Dν ] = gGµν one can obtain the following
relation for the twist–3 operators,
R
σµ1···µn−1
F =
n− 1
n
Rσµ1···µn−1mq +
n−2∑
k=1
(n − 1− k)Rσµ1···µn−1k +Rσµ1···µn−1eq . (8.16)
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Leaving aside the Q2 dependence for the time being, the moments of g2 are given by
1∫
0
dxxn−1g2(x,Q2) =
1
2
n− 1
n
(dn − an) , n = 3, 5, 7, . . . (8.17)
which represents the generalization of the pure twist–2 relation (8.3) and where the contribution
from the twist–2 operators is summarized in an =
∑
i
Mni E
n
i and dn is the matrix element of
the sum of all twist–3 operators contributing to the n-th moment of g2. Note that this formula
is only true if one formally keeps RF in the operator basis because the matrix element dn is
defined by
〈P, S|Rσµ1···µn−1F |P, S〉 = −
n− 1
n
dn(S
σPµ1 − Sµ1P σ)Pµ2 · · ·Pµn−1 . (8.18)
If one eliminates RF from the basis via Eq. (8.16), the matrix elements of the operators Rmq ,
Rk and Req will appear. Note further that there is no relation (8.17) for the first moment n=1,
because there is no twist–3 operator for n=1. This is in contrast to g1 whose first moment is
fixed in the operator product expansion by the matrix element of the axial vector singlet current
(cf. Sect. 5).
Combining Eq. (8.17) with the analogous pure twist–2 relation (4.75) for g1,∫ 1
0
dxxn−1g1(x,Q2) =
1
2
an , (8.19)
it has become customary to extract the pure twist–3 matrix element dn:
dn(Q
2) = 2
∫ 1
0
dxxn−1[g1(x,Q2) +
n
n− 1g2(x,Q
2)] = 2
n
n− 1
∫ 1
0
dxxn−1g¯2(x,Q2) (8.20)
where the latter equality follows from Eqs. (8.2) and (8.4). Being pure twist–3, dn(Q
2) is
a direct probe of non–partonic effects such as quark–gluon correlations. In other words, it is
a direct measure of deviations from the (twist–2) Wandzura–Wilczek relation (8.5). Several
experimental attempts at CERN (SMC [16]) and SLAC (E143 [5], E154 [8]) to observe such
deviations by measuring gp,n,d2 (x,Q
2) via AT in (2.13) did not result in any statistically relevant
twist–3 contribution (g¯2) to g2, i.e. present data are in agreement with the twist–2 Wandzura-
Wilczek prediction derived from (8.5), g2(x,Q
2) ≈ gWW2 (x,Q2), at presently attainable values of
Q2. Qualitatively, the observed tendency is that gp2(x,Q
2) is positive in the region of smaller x
and negative in the region of larger x values, in agreement with the twist–2 Wandzura-Wilczek
expectations [5] (cf. Fig. 45). More specifically, present measurements imply, for example, for
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the third n = 3 moment d3(Q
2 ≈ 5GeV 2) in Eq. (8.20) the following results [5, 8] :
dp3 = (5.4 ± 5.0) × 10−3 (E143)
dd3 = (3.9 ± 9.2) × 10−3 (E143)
dn3 = (−10± 15) × 10−3 (E154, SLAC average) . (8.21)
Comparing these results with bag model expectations [500, 366, 494, 495], dp3 ≈ (6 to 18)×10−3 ,
dd3 ≈ (3 to 7) × 10−3 and dn3 ≈ (−2.5 to 0.3) × 10−3 or with those obtained from QCD sum rules
[74, 499], dp3 ≈ (−9 to 0) × 10−3, dd3 ≈ (−22 to−8) × 10−3 and dn3 ≈ (−40 to−15) × 10−3, it
becomes clear that for the time being there is no possibility to distinguish between different
models.
As a side remark, it should be noted that the matrix elements dn appear also in higher twist
corrections to g1. For example, the first moment of g1 has an expansion [221, 366]
1∫
0
dxg1(x,Q
2) =
1
2
a1 +
M2
9Q2
(a3 + 4d3 + 4f3) +O(
M4
Q4
) . (8.22)
The higher twist corrections in this result are not completely fixed by a3 and d3, but there is
another matrix element f3 of a twist–4 operator involved, defined by∑
i
e2q〈PS|q¯gG˜αβγβq|PS〉 = 2M2f3Sα . (8.23)
This twist–4 matrix element f3 has been estimated [74, 221, 364], partly from a QCD sum rule
approach, with similar uncertainties as the above estimates of d3.
There have been attempts to calculate also g2(x,Q
2) in the bag model [347, 500, 494, 495].
The bag model does not contain gluon fields explicitly, but the boundary of the bag-confined
quarks simulates the binding effect coming from quark-gluon and gluon-gluon interactions.
Hence, the structure function g2 calculated in the bag model includes higher twist effects and
measures possibly large twist–3 matrix elements comparable in size to the twist–2 ones. Indeed,
sizeable departures from the Wandzura–Wilczek relation [500] have been noted in an extended
version of the MIT bag model [478]. They are mainly induced by the non–covariance of the
relativistic bag model, which originates from the implementation of the bag boundary in the
equation of motion. This is in spite of the fact that the average parton virtuality in the bag is
small, from which one might erroneously conclude that g¯2 ≈ 0 according to the covariant parton
model discussed above. The predictions for g2 [500] are shown in Fig. 46. It should, however,
be emphasized that the results of such bound–state models are expected to hold at some non–
perturbative bound–state scale, typically Q2 ∼ Λ2. Strictly speaking, it is therefore not even
possible to use these predictions as an input for an evolution to a larger scale Q2 & 1 GeV2,
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Figure 46: Predictions for g2 [500] of an extended (one–gluon exchange) version of the MIT bag
model [478] using a bag radius R=0.7 fm and spin–singlet and –triplet intermediate diquark
masses of 0.56 and 0.8 GeV. The EMC prediction for gWW2 of Fig. 45 is also shown.
unless one arbitrarily chooses the bag bound–state scale Q2 >> Λ2, from where a perturbative
evolution could be started. In order to demonstrate the importance of different scale effects, the
EMC prediction for the twist–2 gWW2 at Q
2 ≈ 10 GeV2 is taken from Fig. 45 and shown in Fig.
46 as well. The difference between the bag and EMC prediction is indeed very large, indicating
that expectations from bound–state models are not very relevant for actual deep inelastic mea-
surements. This is not very surprising since the bag predictions for g1 [347] and for unpolarized
structure functions [478] also disagree with actual deep inelastic measurements. Therefore, the
large bag model prediction for g¯2 appears to be not too relevant for future experiments. In
fact, other models [421, 423, 474] based on the light–cone quark model [209] give substantially
different predictions for g2(x) than Fig. 46. According to these models, g2 and g¯2 could also
become strongly negative (of the order of −1) for x < 0.1. Therefore, it should be reemphasized
that it is very important to check experimentally first the Wandzura–Wilczek relation (8.5) and
then to extract g¯2 ≡ g2 − gWW2 , despite the fact that present experiments [5, 8, 16] are, within
large errors, consistent with a vanishing g¯2(x,Q
2).
We have already noted, that for the first moment of g2 there is no twist–3 operator within
the light–cone OPE. This is a hint, though no proof, of the so-called ’Burkhardt-Cottingham
(BC) sum rule’ [137] ∫ 1
0
dxg2(x,Q
2) = 0 . (8.24)
This relation can be derived as a superconvergence relation based on Regge asymptotics (see
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[340] for a review). Recently it has been shown by an explicit calculation, that it is fulfilled in
higher order QCD [44, 380]. The (more general but also more questionable) Regge proof was
derived by considering the asymptotic behavior of the virtual Compton helicity amplitude A2
related to g2,
g2(x,Q
2) =
ν2
2πM4
ImA2(q
2, ν) (8.25)
where ν ≡ P · q. The first moment of g2 is given in terms of A2 as∫ 1
0
dxg2(x,Q
2) =
Q2
2πM4
∫ ∞
−q2/2
dν ′ImA2(q2, ν ′) . (8.26)
Combining Cauchy’s theorem with crossing symmetry one finds the following dispersion relation
for A2:
A2(q
2, ν) =
2
π
ν
∫ ∞
−q2/2
dν ′
ν ′2 − ν2 ImA2(q
2, ν ′) . (8.27)
Burkhardt and Cottingham argue that all known Regge singularities contributing to A2 have
an intercept α(0) less than zero. This is equivalent to the statement that A2 falls off to zero
stronger than 1ν as ν →∞ (more precisely ∼ να(0)−1 modulo logarithms). This implies that one
can take the limit ν →∞ under the ν ′ dispersion integral and obtains
A2(q
2, ν) ≈ − 2
πν
∫ ∞
−q2/2
dν ′ImA2(q2, ν ′) (8.28)
which is compatible with the rapid Regge fall-off only if the integral vanishes. Thus (8.26)
implies the BC sum rule (8.24).
The derivation raises some questions. For example, Heimann [320] has argued that there
might be contributions from multi-pomeron cuts which invalidate the assumption of intercept
less than zero and would imply a highly singular behavior g2(x)→ x−2 as x→ 0 so that the first
moment integral would not even converge. On the other hand, Regge cuts with branch points at
α(0) ≥ 0 or specific nonpolynomial residue J = 0 fixed poles in Compton amplitudes [150, 340]
could invalidate the BC sum rule by terms of order at most 1/Q2. It is, therefore, possible that
the BC sum rule might be restored asymptotically, as Q2 → ∞, because the residues of the
Pomeron cuts fall off at Q2 →∞. Apart from such an ’exotic’ situation, the BC sum rule (8.24)
appears to be very robust and is most probably true [340, 347]. Furthermore, in the framework
of perturbative QCD there is no indication of a violation of the BC sum rule [44, 380] so that
we believe that it is probably valid at sufficiently high Q2. It should be emphasized again, that
the light–cone OPE per se is non–committal about the BC sum rule since the twist–3 operators
with mixed symmetry in (8.12)–(8.14) need at least two (antisymmetrized) indices (n > 1) which
implies the validity of Eq. (8.17) only for n > 1. We would need the n→ 1 continuation of the
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twist–3 matrix element dn: if dn is less singular than (n−1)−1 as n→ 1, the BC sum rule (8.24)
would hold, as one might naively expect; it would not hold if dn ∼ (n − 1)−1 for n → 1 (but
on the other hand we know that the twist–2 matrix element a1 in (8.19) is not singular because
the n = 1 moment of g1 is finite). It is clearly important to check the validity of the BC sum
rule experimentally – as far as possible. Present measurements at an average Q2 of 3 to 5 GeV2
imply [5, 8] ∫ 1
0.03
dxgp2(x,Q
2) = −0.013 ± 0.028,
∫ 1
0.014
dxgn2 (x,Q
2) = 0.06± 0.15, (8.29)
which are consistent with (8.24) but certainly not conclusive. It would nevertheless be very
interesting if the BC sum rule were not true, because this would imply a non–conventional
behavior of twist–3 operators (dn ∼ (n− 1)−1) or the importance of long range effects [347, 423,
421, 474].
Another interesting, but less problematic sum rule concerns the valence content of g1 and g2
[214, 219]
1∫
0
dxx[g1(x,Q
2) + 2g2(x,Q
2)]valence = 0 (8.30)
which amounts to the vanishing of all twist–3 contributions to the second (n = 2) moment of
g2. Apart from the fact that this sum rule can be independently derived from the OPE [108],
there is also a wealth of similar sum rules between structure functions in the electroweak sector
(see [107, 108] and references therein) which are unfortunately beyond experimental reach for
the time being.
Let us finally come to the logarithmic scaling violations to Eq. (8.17), in particular the Q2–
evolution of g¯2(x,Q
2) is theoretically unknown and in general an unsolved intricate problem,
because the number of independent twist–3 operators increases with n [59, 133, 134, 459]. Thus
the dimension of the anomalous dimension matrix becomes larger with increasing n and therefore
there exist no Altarelli–Parisi–type evolution equations. Anomalous dimensions and coefficient
functions for g2 have been calculated, see [363, 382] and earlier references quoted therein, but for
principal reasons a satisfactory physical model to predict g¯2(x,Q
2) does not exist. There have
been attempts [37], to which we shall return below, to construct practical approximations to the
Q2 evolution in the large–n limit (x → 1) as well as in the limit Nc → ∞. Unfortunately, the
very large–x region and probably also the large Nc limit are experimentally not very relevant.
The latter just gives an indication that the effect of the Q2 evolution of g¯2(x,Q
2) might be
large throughout the whole x–region [500]. Furthermore, a parton inspired picture involves two–
parton ’correlation functions’ C(x1, x2), where two partons (with Bjorken x1 and x2) split from
the proton at the same time and interact with the photon (see, e.g., [421, 507]). However, these
functions are as undetermined as the matrix elements of the higher twist operators.
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At the end of this section we want to discuss the operator mixing and its effects on the
Q2–evolution and the coefficient functions for the simple case of n = 3. The coefficient functions
at the tree level and the anomalous dimensions for the operators depend separately upon the
choice of the independent operator basis. But the Q2 evolution of the moments of g2 does of
course not depend on it. In the case n = 3 there are four operators with the constraint
RF =
2
3Rm +R1 +Req, (8.31)
where the Lorentz indices of operators are omitted. One may choose the operators RF , Rm, andR1
as independent operators and eliminate the ’EOM’ operator Req. One then gets the following
renormalization matrix for the composite operators
RF
R1
Rm
Req1

R
=

Z11 Z12 Z13 Z14
Z21 Z22 Z23 Z24
0 0 Z33 0
0 0 0 Z44


RF
R1
Rm
Req1

B
(8.32)
where the Zij can be calculated in dimensional regularization and are of form Zij = δij+
1
ε
g2
16π2
zij
with D = 4− 2ε. A straightforward but tedious calculation gives [381, 382]
z11 =
7
6CF +
3
8Nc, z12 = −32CF + 218 Nc,
z13 = 3CF − 14Nc, z14 = −38Nc,
z21 =
1
6CF − 18Nc, z22 = −12CF + 258 Nc,
z23 = −13CF + 112Nc, z24 = 18Nc,
z33 = 6CF , z44 = 0.
(8.33)
Req1 is a gauge non-invariant ’equation of motion’ operator
Rσµ1µ2eq1 = i
1
3S[ψγ5γ
σ∂µ1γµ2(i 6D −mq)ψ + ψ(i 6D −mq)γ5γσ∂µ1γµ2ψ] (8.34)
which comes into play when renormalizing the operators in (8.31). Although this operator is
gauge non-invariant, it may be chosen to appear in the operator basis because it vanishes by
the equation of motion. The above results in Eq. (8.34) satisfy the equalities [381]
z11+z12 = z21+z22,
2
3
z11+z13 =
2
3
z21+z23+
2
3
z33, z13− 2
3
z12 = z23− 2
3
z22+
2
3
z33 . (8.35)
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What happens if one chooses R1, Rm, Req and Req1, and eliminates RF ? Using (8.31) and the
relations (8.35) one gets the renormalization matrix
R1
Rm
Req
Req1

R
=

Z21 + Z22
2
3Z21 + Z23 Z21 Z24
0 Z33 0 0
0 0 Z11 − Z21 Z14 − Z24
0 0 0 Z44


R1
Rm
Req
Req1

B
(8.36)
This choice of basis was adopted, for example, by [37] in their approximate calculation of anoma-
lous dimensions in the large Nc limit:
γ¯nNS = 4Nc(
n∑
j=1
1
j
− 1
4
− 1
2n
) (8.37)
valid for large n, i.e. for large values of x close to 1. It should be noted that this anomalous
dimension differs substantially from the one naively obtained by ignoring the operator mixing as
was done in the early days [322, 473, 30, 31, 378, 379, 59]. In that approximation the evolution
equation for the moments of the twist–3 contribution g¯2 to g2 in Eq. (8.2) reads
1∫
0
dxxn−1g¯2(x,Q2) =
αs(Q2)
αs(Q
2
0)
γ¯nNS/2β0 1∫
0
dxxn−1g¯2(x,Q20) (8.38)
with β0 given in (4.13). This Q
2 evolution has been quantitatively studied in [500] and used by
[5] to compare bound–state model predictions, e.g. in Fig. 46, with experimental results, such
as the ones in (8.21), at larger values of Q2.
8.2 Transverse Chiral–Odd (’Transversity’) Structure Functions
In analogy to the unpolarized and polarized structure functions F1 and g1, the ‘transversity’
structure function [455, 378, 134, 66, 184, 348, 349, 461] is, in LO, formally given by (cf. Eq.
(4.5))
h1(x,Q
2) =
1
2
∑
q
e2q
[
δT q(x,Q
2) + δT q¯(x,Q
2)
]
(8.39)
where, similarly to Eqs. (4.1) and (4.2),
δT
(−)
q (x,Q2) ≡
(−)
q ↑(x,Q2)−
(−)
q ↓(x,Q2) (8.40)
describes the (anti)quark ‘transversity’ distribution with
(−)
q ↑ (
(−)
q ↓) being the probability of
finding a (anti)quark in a transversely polarized proton with spin parallel (antiparallel) to the
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proton spin. The transverse polarization of a quark entering an interaction kernel is obtained
by using u(p, s) u¯(p, s) = −p/ s/ γ5 for its spinor u(p, s) with s · p = 0. The δT
(−)
q are related to the
tensor current q¯ iσµνγ5q which is chiral (and charge conjugation) odd, i.e. measure correlations
between left– and right–handed quarks, qL ↔ qR, induced for example by nonperturbative con-
densates 〈q¯L qR〉 in the nucleon. Thus, unlike in the familiar case of the q(x,Q2) and δq(x,Q2),
there is no gluonic transversity density at leading twist [344, 356, 492]. Together, q, δq and δT q
provide a complete description of quark momentum and spin at leading twist as can be seen
generically from a spin–density matrix representation in the quark– and nucleon–helicity basis,
F(x,Q2) = 1
2
q(x,Q2)I ⊗ I + 1
2
δq(x,Q2)σ3 ⊗ σ3 + 1
2
δT q(x,Q
2)(σ+ ⊗ σ− + σ− ⊗ σ+) . (8.41)
Thus the δT
(−)
q (x,Q2) are leading twist–2 densities and complete the twist–2 sector of nucleonic
parton distributions, and are therefore in principle as interesting as the familiar f(x,Q2) and
δf(x,Q2). Unfortunately, the δT
(−)
q densities are experimentally more difficult to access and
entirely unknown so far. (Although the name ‘transversity’ is fairly universal, the notation
is not. In addition to δT q, notations such as h
q
1, hT , ∆T q, ∆1q, δq etc. are common as well
[455, 184, 348, 349, 66]).
It should be remembered that the common unpolarized and longitudinally polarized quark
densities q and δq, respectively, considered up to now are related to the matrix elements of
vector and axial–vector currents, q¯γµq and q¯γµγ5q = q¯Lγµγ5qL + q¯Rγµγ5qR, respectively, which
preserve chirality, i.e. are chiral–even (qL → qL, qR → qR) in contrast to the chiral–odd δT q.
Thus, the transverse spin structure function gT = g1+g2 (or g2) of the previous Sect. 8.1, which
preserves chirality, must not be confused with h1 which flips chirality. We have seen that for g2,
arising from transversally polarized nucleons, the cross section picks up a factor of M√
Q2
because
in these processes the nucleon helicity changes but the quark chirality does not change in the
hard scattering subprocess [348, 349, 132]. Therefore it is obviously not possible to measure
the chiral–odd transversity structure function h1(x,Q
2) in usual ep inclusive DIS which, apart
from small quark mass corrections, gives always rise to chiral–even transitions (γ∗qL → qL,
etc.), i.e. to F1,2 and g1,2. The chiral–even transitions are illustrated in Fig. 52 where the quark
lines leaving and entering the nucleon are of a single chirality. This is so because the photons
and gluons participating in the hard scattering process have a vectorlike interaction with the
massless quark. Thus in lowest order only two independent quark–nucleon amplitudes enter the
description of DIS: the sum in Fig. 53 over chirality gives the unpolarized structure function F1
(or F2), whereas the difference gives the structure function g1 of longitudinal polarization.
On the other hand, in hadronic collisions, the chirality of the quark lines leaving and entering
a given nucleon need not be the same, as illustrated in Fig. 54. This is due to nonperturbative
condensates 〈q¯LqR〉 6= 0 which break the chiral symmetry of the QCD vacuum as well as of the
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Figure 47: Chiral (even) structure of deep inelastic scattering.
Figure 48: Left– and right–handed chiral even quark distributions as measured in DIS whose
sum and difference give F1(x,Q
2) and g1(x,Q
2), respectively.
nucleon structure due to bound state effects [348, 349, 132]. The corresponding new leading
twist–2 structure function is referred to as h1(x,Q
2) in (8.39). Its interpretation is obscure in
the chiral basis, but is revealed by using the transverse projection operators P⇑⇓ = 12(1± γ5S/T )
instead of PR,L =
1
2(1 ± γ5), c.f. Eq. (1.3). Here the transversely polarized nucleon and quarks
are classified as eigenstates of the transversely projected Pauli–Lubanski spin operator γ5S/T
(which is the more familiar form proportional to Wµ = −12εµνρσJνρP σ), i.e. γ5S/Tu(Pz, ST ) =
±u(Pz, ST ). In contrast to the transverse quark spin operator γ0γ5S/T relevant for g2 in the
previous Sect. 8.1, the Pauli–Lubanski operator γ5S/T commutes with the free quark Hamiltonian
H0 = αzpz, and therefore h1(x,Q
2) can be interpreted in terms of the quark–parton model as
done in (8.39).
There are further subleading (twist–3) transversity distributions [348, 349, 440] such as
h2 which is the chiral–odd analog of g2. There is, furthermore, a twist–3 chiral–odd scalar
distribution e(x,Q2) related to the unit operator, i.e. measuring, via its first moment, the nucleon
σ–term. More explicitly, the complete set of structure functions are defined by the light cone
Fourier transform of nucleon matrix elements of quark bilocal operators as follows:∫
dλ
2π
eiλx〈PS|q¯(0)γµq(λn)|PS〉 = 2[f q1 (x,Q2)pµ +M2f q4 (x,Q2)nµ] (8.42)
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Figure 49: Chiral (odd) flip distribution which gives the ‘transversity’ structure function
h1(x,Q
2).
∫
dλ
2π
eiλx〈PS|q¯(0)γµγ5q(λn)|PS〉 = 2M [gq1(x,Q2)pµS · n+ gqT (x,Q2)STµ
+M2gq3(x,Q
2)nµS · n] (8.43)∫
dλ
2π
eiλx〈PS|q¯(0)q(λn)|PS〉 = 2Meq(x,Q2) (8.44)∫
dλ
2π
eiλx〈PS|q¯(0)iσµνγ5q(λn)|PS〉 = 2[hq1(x,Q2)(STµpν − STνpµ)
+hqL(x,Q
2)M2(pµnν − pνnµ)S · n
+hq3(x,Q
2)M2(STµnν − STνnµ)] (8.45)
which holds at some factorization scale Q2, hqL ≡ 12 hq1 + hq2, and in order to follow more closely
the original notation [348, 349] we have used f q1 ≡ q, gq1 ≡ δq, hq1 ≡ δT q, etc. Two light–like
null–vectors (p2 = n2 = 0) have been introduced via the relation Pµ = pµ+
M2
2 nµ with p ·n = 1,
and the nucleon spin vector is decomposed as Sµ = S · n pµ + S · p nµ + STµ. The twist–4
contributions f q4 , g
q
3 and h
q
3 will not be considered in the following.
The δT
(−)
q and the longitudinal δ
(−)
q densities are not entirely independent of each other since
one clearly has
(−)
q + +
(−)
q −=
(−)
q ↑ +
(−)
q ↓ by rotational invariance, which implies the general
positivity constraints [346, 349]
|δT
(−)
q (x,Q2)| ≤
(−)
q (x,Q2) (8.46)
in complete analogy to (4.11). A second inequality has been derived by Soffer [490],
|δT
(−)
q (x,Q2)| ≤ 1
2
[
(−)
q (x,Q2) + δ
(−)
q (x,Q2)
]
=
(−)
q + (x,Q
2) , (8.47)
which has its origin in the positivity properties of helicity amplitudes. This latter inequality can
also be derived in the context of the parton model [490, 488, 297].
175
Being a twist-2 quantity, where only fermions contribute, h1(x,Q
2), i.e. δ
(−)
q T (x,Q
2) obey
a simple nonsinglet–type Altarelli–Parisi evolution equation. In LO it is similar to (4.12) and
reads [66]
d
dt
δT
(−)
q (x,Q2) =
αs(Q
2)
2π
δTP
(0)
qq ⊗ δT
(−)
q (8.48)
where t = ℓnQ
2
Q20
and
δTP
(0)
qq (x) = CF
[
2x
(1− x)+ +
3
2
δ(1 − x)
]
(8.49)
with CF =
4
3 . Alternatively, in Mellin n–moment space this RG evolution equation becomes
similar to (4.24) and reads
d
dt
δT
(−)
q n(Q2) =
αs(Q
2)
2π
δTP
(0)n
qq δT
(−)
q n(Q2) (8.50)
where the n–th moment is defined by Eq. (4.22) and the n–th moment of (8.49) is given by
δTP
(0)n
qq = CF
[
3
2
− 2S1(n)
]
(8.51)
with S1(n) being defined right after Eq. (4.26). The solution of (8.50) is straightforward and
is formally identical to the one in (4.27). Recently, the calculation of the NLO 2–loop splitting
functions δTP
(1)
qq±(x) has been completed in the MS factorization scheme [391, 318, 514] for the
flavor combinations δT q± ≡ δT q ± δT q¯. The LO evolutions of the twist–3 distributions e(x,Q2)
and hL(x,Q
2) in (8.44) and (8.45) have been studied as well recently [385, 386, 75, 94].
Since the corresponding evolution kernels are entirely different for the
(−)
q (x,Q2), δ
(−)
q (x,Q2)
and δT
(−)
q (x,Q2) densities, the question immediately arises whether the Soffer inequality (8.47)
is maintained when QCD is applied [297, 370, 79]. It turns out, however, that this inequality is
preserved by LO [79] and NLO [514, 430] QCD evolutions at any Q2 > Q20 provided it is valid
at the input scale Q2 = Q20.
As stated above, the transversity distributions are experimentally entirely unknown so far.
Being chiral odd, they cannot be directly determined from the common fully inclusive DIS
process, i.e. h1(x,Q
2) is not directly measurable despite its formal definition in (8.39). One
would need, for example, to measure a (single) transverse asymmetry in single transversely
polarized semi–inclusive DIS ep↑↓ → eh↑X with h = Λ, jet, . . . [65, 66, 177, 178, 359]. This
requires, however, a (difficult) measurement of the transverse polarization of the final state h↑.
Old ideas [442, 216] have been revived [213, 177, 178, 359] for determining the polarization of
an outgoing quark (or gluon), in particular chiral–odd fragmentation functions, via the hadron
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distribution in the jet, for example. Perhaps a more feasible possibility has been suggested
recently [350, 343] to extract δT q from DIS two–meson production, e.g. ep
↑↓ → eπ+π−X via
a Collins–angle–like φ distribution [177] by measuring the observable ~π+ × ~π− · ~ST , i.e. the
correlation of the normal to the plane formed by the three–momenta ~π± with the nucleon’s
transverse spin. This, however, requires the cross section to be held fully differential to avoid
averaging the meson–meson final state interaction phase to zero. It is conceivable that HERMES
and (in the not too distant future) COMPASS can perform such measurements.
A more natural way to search for transversity densities is in doubly transversely polarized
hadron–hadron initiated reactions like p↑p↑↓ → µ+µ−, γ, jj, cc¯, . . . X [455, 66, 348, 349, 132,
184, 355, 517, 181, 369, 370, 514, 351, 429, 430, 80, 467]. Here the chirality changing densities
(cf. Fig. 54) appear automatically in the initial states without extra suppressions as illustrated
for Drell-Yan dilepton production in Fig. 55. The expected double transverse asymmetries
ATT turn out, however, to be prohibitively small, ATT ≪ ALL (typically, smaller by about an
order of magnitude), i.e. much smaller than the doubly longitudinally polarized asymmetries
(inlcuding the DIS A1 and A2) considered thus far. Single transverse asymmetries AT measured
in reactions like pp↑↓ → j↑X might be sizeable (about 10%) [501], but require again a delicate
measurement of the polarizations of the outgoing quarks and gluon via the hadron distribution in
the final jet j↑. Such experiments could be performed at HERA–~N(phase I) and RHIC. Whereas
these purely transverse asymmetries ATT and AT measure solely δT
(−)
q , a mixed longitudinal–
transverse asymmetry ALT , down by a factorM/Q, gives access to hL(x,Q
2) ≡ 12h1+h2 provided
g1 and gT = g1 + g2 are known [348, 349, 355]. It should be noted that most of these processes
have been analyzed in LO–QCD, with the exception of transversely polarized Drell-Yan dimuon
production which has been already extended to the NLO within different factorization schemes
[517, 181, 369, 514, 430].
Due to the lack of any experimental information, all these studies and expectations for trans-
verse asymmetries are based on theoretical model estimates for δT
(−)
q and the other subleading
transversity densities. In the non–relativistic quark model, δT q(x,Q
2) = δq(x,Q2) due to ro-
tational invariance, whereas in the bag model [348, 349, 500, 481] δT q(x,Q
2) >∼ δq(x,Q2) in
the medium to large x–region — both expectations hold presumably at some non–perturbative
bound–state–like scale Q2 = O(Λ2). Somewhat smaller results, δT q(x,Q2) <∼ δq(x,Q2), are ob-
tained by a chiral chromodi–electric confinement model [81] and by the chiral soliton approach
[448] at Q2 ≃ 0.3 GeV2, and with QCD sum rules [337] at Q2>∼ 1 GeV2. It seems that transver-
sity densities are sizeable and not too different from the (longitudinal) helicity distributions.
Anyway, δT q 6= δq (h1 6= g1) directly probes relativistic effects in the wave function. In particu-
lar, h1 could develop a very different small–x behavior as compared to g1 [81, 325, 375, 481].
There have also been attempts [349, 319, 490, 477, 81] to estimate the nucleon’s “tensor
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Figure 50: Chiral structure of hadronic Drell-Yan production of lepton pairs with invariant mass
Q2 ≡ q2 > 0 produced by the virtual photons. Chirality flip (R↔ L) occurs without suppression
due to the two initial hadrons (non–perturbative bound states) involved in the process.
charge”, i.e. the total transversity ∆T q(Q
2) carried by quarks,∫ 1
0
[
δT q(x,Q
2)− δT q¯(x,Q2)
]
dx ≡ ∆T q(Q2) , (8.52)
which is a flavor non–singlet valence quantity (quarks minus antiquarks, since the tensor current
is C–odd) and measures a simple local operator analogous to the axial charge (cf. Eq. (5.33))
〈PS|q¯iσµνγ5q|PS〉 = 1
M
(SµPν − SνPµ)∆T q . (8.53)
Unlike its vector and (NS) axial–vector equivalents, the tensor charge is not conserved in QCD,
so it has an anomalous dimension at one–loop. To understand the physical meaning of the tensor
charge it is helpful to make a comparison between the chirally odd and even matrix elements in
the rest frame of the nucleon, Pµ = (M,~0) and Sµ = (0, ~S)
〈PS|q¯iσi0γ5q|PS〉 = 〈PS|q¯Σiq|PS〉 = Si∆T q (8.54)
〈PS|q¯ γiγ5q|PS〉 = 〈PS|q¯γ0Σiq|PS〉 = Si∆(q + q¯) , (8.55)
i.e. the spin operator related to axial current differs by an additional γ0 from the expectation
value of the Pauli–Lubanski “transversity” operator. The above estimates imply [319, 477, 81]
∆TΣ(Q
2) ≡ ∆T (u + d + s) = 0.6 to 1 at Q2 of about 5 − 10 GeV2 which compares well with
a recent lattice calculation [60], ∆TΣ ≃ 0.6 ± 0.1. These results are intriguing since they seem
to imply that the tensor charge behaves more like the ‘naive’ quark model expectation (5.16),
∆TΣ = ∆Σ
SU(6) = 1, in contrast to the experimental result ∆Σ(Q2) ≃ 0.2 (cf. Table 3, for
example) that quarks carry much less of the nucleon’s spin than naively expected. Furthermore,
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one of the outstanding puzzles is how to obtain an independent measure of ∆T q(Q
2) and thereby
formulate a ‘transversity sum rule’ analogous to those that have been so helpful in the study of
∆(q + q¯) in connection with the spin of the proton.
Keeping in mind that we need the transversity densities δT
(−)
q (x,Q2), besides the more com-
mon f(x,Q2) and δf(x,Q2), for a complete understanding of the leading twist–2 sector of the
nucleon’s parton structure, we face the curious situation of having reached a remarkably ad-
vanced theoretical sophistication without having any experimental ‘transversity’ measurements
whatsoever!
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Note added. Very recently the calculation of the NLO contributions to polarized photoproduc-
tion of heavy quarks, ~γ~p→ cc¯X, as discussed in Section 6.2, has been completed [I. Bojak and
M. Stratmann, Univ. Dortmund/Durham report DO–TH 98/04, DTP/98/22 (hep–ph/9804353),
Phys. Lett. B, to appear]. As expected, among other things, the dependence of ∆σcγp in (6.31)
on µF is considerably reduced in NLO.
9 Appendix: Two–loop Splitting Functions and Anomalous Di-
mensions
In addition to the well known LO (1–loop)polarized splitting functions [46] which are given
in Eqs. (4.16) and (4.21), with their n–th moment, as defined in (4.22), given in (4.26). For
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completeness we list here the results for the NLO (2–loop) splitting functions δP
(1)
ij as recently
calculated in [436, 513]. As discussed in the text (Sect. 4, etc.), these calculations were done
in the MS scheme. To deal with γ5 and the ǫ–tensor, the HVBM scheme [due to its not
fully anticommuting γ5, additional finite renormalizations are required in order to guarantee
the conservation of the flavor non–singlet axial vector current, Eq. (4.93)] or equivalently the
reading point method has been used. The flavor non–singlet splitting functions in (4.49) are the
same as for the unpolarized case [189]
δP
(1)
NS±(x) = P
(1)
NS±(x) = P
(1)
qq (x)± P (1)qq¯ (x)
= C2F [−(2 lnx ln(1− x) +
3
2
lnx)δpqq(x)− (3
2
+
7
2
x) lnx
−1
2
(1 + x) ln2 x− 5(1− x) + (3
8
− π
2
2
+ 6ζ(3))δ(1 − x)]
+CFCA[(
1
2
ln2 x+
11
6
lnx+
67
18
− π
2
6
)δpqq(x) + (1 + x) lnx+
20
3
(1− x)
+(
17
24
+
11
18
π2 − 3ζ(3))δ(1 − x)]
+CFTf [−(2
3
lnx+
10
9
)δpqq(x)− 4
3
(1− x)− (1
6
+
2
9
π2)δ(1 − x)]
±(C2F −
1
2
CFCA)[2(1 + x) lnx+ 4(1 − x) + 2S2(x)δpqq(−x)] . (9.1)
Note that the ’±’ meaning of δPNS± has been interchanged in [513]. The flavor–singlet splitting
functions in (4.53) are given by [436, 513] (see Footnote 3 and 5)
δP (1)qq (x) = δP
(1)
NS−(x) + δP
(1)
PS,qq(x) (9.2)
with
δP
(1)
PS,qq(x) = 2CFTf [1− x− (1− 3x) ln x− (1 + x) ln2 x], (9.3)
and
2fδP (1)qg (x) = CFTf
[
− 22 + 27x− 9 ln x+ 8 (1− x) ln(1− x)
+δpqg(x)
(
2 ln2(1− x)− 4 ln(1− x) lnx+ ln2 x− 2
3
π2
)]
+CATf
[
2 (12− 11x) − 8 (1− x) ln(1− x) + 2 (1 + 8x) lnx
180
−2
(
ln2(1− x)− π
2
6
)
δpqg(x)−
(
2S2(x)− 3 ln2 x
)
δpqg(−x)
]
, (9.4)
δP (1)gq (x) = CFTf
[
−4
9
(x+ 4)− 4
3
δpgq(x) ln(1− x)
]
+C2F
[
−1
2
− 1
2
(4− x) lnx− δpgq(−x) ln(1− x)
+
(
−4− ln2(1− x) + 1
2
ln2 x
)
δpgq(x)
]
+CFCA
[
(4− 13x) lnx+ 1
3
(10 + x) ln(1− x) + 1
9
(41 + 35x)
+
1
2
(−2S2(x) + 3 ln2 x) δpgq(−x)
+
(
ln2(1− x)− 2 ln(1− x) lnx− π
2
6
)
δpgq(x)
]
(9.5)
δP (1)gg (x) = −CFTf
[
10 (1− x) + 2 (5− x) lnx+ 2 (1 + x) ln2 x+ δ(1 − x)
]
−CATf
[
4 (1− x) + 4
3
(1 + x) lnx+
20
9
δpgg(x) +
4
3
δ(1 − x)
]
+C2A
[
1
3
(29− 67x) lnx− 19
2
(1− x) + 4 (1 + x) ln2 x− 2S2(x)δpgg(−x)
+
(
67
9
− 4 ln(1− x) lnx+ ln2 x− π
2
3
)
δpgg(x) +
(
3ζ(3) +
8
3
)
δ(1 − x)
]
,
. (9.6)
where CF = 4/3, CA = 3, Tf = fTR = f/2, ζ(3) ≈ 1.202057 and
δpqq(x) =
2
(1− x)+ − x− 1 ,
δpqg(x) = 2x− 1 , δpgq(x) = 2− x ,
δpgg(x) =
1
(1− x)+ − 2x+ 1 . (9.7)
and the ’+’ description has obviously to be omitted for δpii(−x). Furthermore,
S2(x) =
∫ 1
1+x
x
1+x
dz
z
ln (
1− z
z
) . (9.8)
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For relating the above results to those of [436] the following expression for S2(x) is needed:
S2(x) = −2Li2(−x)− 2 ln x ln(1 + x) + 1
2
ln2 x− π
2
6
(9.9)
where Li2(x) is the usual Dilogarithm [200]. The coefficient functions relevant for a consis-
tent NLO(MS) analysis of g1(x,Q
2) in (4.47) are given by Eqs. (4.41) and (4.42). It should
be recalled that convolutions involving the ( )+ distributions can be conveniently calculated
numerically with the help of Eq. (4.18).
The n–th moments of these splitting functions, defined in (4.22), which are needed for the
evolution equations (4.54) and (4.55) in Mellin–moment space, are as follows. The moments of
the LO splitting functions, δP
(0)n
ij , are given in (4.26). The moments of the δP
(1)
NS±(x) in (9.1),
being the same as for the unpolarized case [189, 241] (see Footnote 4), are
− δP (1)nNS± = C2F [2
2n+ 1
n2(n+ 1)2
S1(n) + 2(2S1(n)− 1
n(n+ 1)
)(S2(n)− S′2(
n
2
))
+3S2(n) + 8S˜(n)− S′3(
n
2
)− 3n
3 + n2 − 1
n3(n+ 1)3
− 3
8
∓ 22n
2 + 2n+ 1
n3(n+ 1)3
]
+CFCA[
67
9
S1(n)− (2S1(n)− 1
n(n+ 1)
)(2S2(n)− S′2(
n
2
))− 11
3
S2(n)− 4S˜(n) + 1
2
S′3(
n
2
)
− 1
18
151n4 + 236n3 + 88n2 + 3n+ 18
n3(n + 1)3
− 17
24
± 2n
2 + 2n+ 1
n3(n+ 1)3
]
+CFTf [−20
9
S1(n) +
4
3
S2(n) +
2
9
11n2 + 5n− 3
n2(n+ 1)2
+
1
6
]. (9.10)
The moments of the flavor singlet splitting functions in (9.2)–(9.6) are given by [436, 279] (see
Footnote 5)
δP (1)nqq = δP
(1)n
NS− + δP
(1)n
PS,qq (9.11)
with
− δP (1)nPS,qq = 2CFTf
n4 + 2n3 + 2n2 + 5n+ 2
n3(n + 1)3
(9.12)
and
− 2fδP (1)nqg = CFTf
[
2
n− 1
n(n+ 1)
(
S2(n)− S21(n)
)
+ 4
n− 1
n2(n+ 1)
S1(n)
−5n
5 + 5n4 − 10n3 − n2 + 3n− 2
n3(n+ 1)3
]
+ 2CATf
[
n− 1
n(n+ 1)
(
−S2(n) + S′2
(n
2
)
+ S21(n)
)
− 4
n(n+ 1)2
S1(n)
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−n
5 + n4 − 4n3 + 3n2 − 7n− 2
n3(n+ 1)3
]
(9.13)
−δP (1)ngq = 4CFTf
[
− n+ 2
3n(n+ 1)
S1(n) +
5n2 + 12n + 4
9n(n + 1)2
]
+ C2F
[
n+ 2
n(n+ 1)
(
S2(n) + S
2
1(n)
)− 3n2 + 7n+ 2
n(n+ 1)2
S1(n)
+
9n5 + 30n4 + 24n3 − 7n2 − 16n − 4
2n3(n + 1)3
]
+ CFCA
[
n+ 2
n(n+ 1)
(
−S2(n) + S′2
(n
2
)
− S21(n)
)
+
11n2 + 22n + 12
3n2(n+ 1)
S1(n)
−76n
5 + 271n4 + 254n3 + 41n2 + 72n+ 36
9n3(n+ 1)3
]
(9.14)
−δP (1)ngg = CFTf
n6 + 3n5 + 5n4 + n3 − 8n2 + 2n + 4
n3(n+ 1)3
+ 4CATf
[
−5
9
S1(n) +
3n4 + 6n3 + 16n2 + 13n − 3
9n2(n + 1)2
]
+ C2A
[
−1
2
S
′
3
(n
2
)
− 2S1(n)S′2
(n
2
)
+ 4S˜(n) +
4
n(n+ 1)
S
′
2
(n
2
)
+
67n4 + 134n3 + 67n2 + 144n + 72
9n2(n+ 1)2
S1(n)
−48n
6 + 144n5 + 469n4 + 698n3 + 7n2 + 258n + 144
18n3(n+ 1)3
]
(9.15)
where
Sk(n) ≡
n∑
j=1
1
jk
(9.16)
S′k
(n
2
)
≡ 2k−1
n∑
j=1
1 + (−)j
jk
=
1
2
(1 + η)Sk
(n
2
)
+
1
2
(1− η)Sk
(
n− 1
2
)
(9.17)
S˜(n) ≡
n∑
j=1
(−)j
j2
S1(j) = −5
8
ζ(3) + η
[
S1(n)
n2
+
π2
12
G(n) +
∫ 1
0
dx xn−1
Li2(x)
1 + x
]
(9.18)
with G(n) ≡ ψ (n+12 ) − ψ (n2 ), ψ(z) = d ln Γ(z)/dz and η = ±1 for δP (1)nNS± and η = −1 for
the flavor singlet anomalous dimensions. The analytic continuations in n, required for the
Mellin inversion of these sums to Bjorken-x space [cf. Eq. (4.37)], are well known [284, 286]
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(see also [525]). The conventional anomalous dimensions δγ
(1)n
ij are related to the δP
(1)n
ij via
δγ
(1)n
ij = −8δP (1)nij (cf. Footnotes 1 and 5). The moments of the relevantMS coefficient functions
for gn1 (Q
2) are given in Eqs. (4.63) and (4.64). Finally we list for completeness the first moments
∆P
(1)
ij ≡ δP (1)n=1ij =
∫ 1
0 dxδP
(1)
ij (x) and the ones of the coefficient functions ∆Ci ≡ δCn=1i :
∆P
(1)
NS− = 0 , ∆P
(1)
NS+ = (C
2
F −
1
2
CFCA)(
13
2
− π2 + 4ζ(3))
∆P (1)qq = −3CFTf , ∆P (1)qg = 0
∆P (1)gq = −
9
4
C2F +
71
12
CFCA − 1
3
CFTf
∆P (1)gg =
17
6
C2A − CFTf −
5
3
CATf ≡ β1
4
(9.19)
and
∆Cq = −3
2
CF , ∆Cg = 0 . (9.20)
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