Abstract. This is a review article on the combinatorial aspects of the mixed Hodge structure of a Milnor fibre of the isolated hypersurface singularity. We give a purely combinatorial method to compute spectral pairs of the singularity under the assumption of simplicial Newton boundary and non-degeneracy of the germ.
Introduction
The aim of this article is to give a survey on the combinatorial aspects of the MHS of the cohomology of the Milnor fibre defined by a single function germ with isolated singularity (hypersurface singularity) under the assumption of simplicial Newton boundary and non-degeneracy of the germ.
In the case of a convenient germ f, A.G.Kouchnirenko [5] established a formula of Milnor number µ(f ) = dimH n−1 (X t ) for the Milnor fibre X t = {x ∈ C n ; |x| ≤ ǫ, f (x) = t} for small enough ǫ and generic t = 0. Based on a fundamental theory by J.H.M.Steenbrink [8] , V.I. Danilov [1] (almost simultaneously Anatoly N. Kirillov [4] also) has calculated the MHS H p,q (H n−1 (X t )) under the assumption that f is non-degenerate and simplicial (see Definition 2) .
Despite these remarkable results, their description of H n−1 (X t ) is not refined enough to study more advanced question on the topology and the analysis on the Milnor fibre X t . For example to calculate the Gauss-Manin system of the fibre integrals γj (t) ω i , γ j (t) ∈ H n−1 (X t ), ω i ∈ H n−1 (X t ) we must know the precise disposition of representatives ω i ∈ H n−1 (X t ) with respect to the Newton diagram Γ(f ). Or, at least, to describe the basis {ω 1 , · · · , ω µ } in terms of integer points on R n + by means of combinatorics associated to Γ(f ). This task has been carried by A.Douai [3] for the case n = 2 and non-degenerate f to obtain a concrete expression of the Gauss-Manin system on H 1 (X t ). So far as it is known to me, the question of combinatorial description of the H p,q (H n−1 (X t )) is still open. Here we try to give an answer to this question ( §1, Algorithm ).
Quite recently, an algorithm to compute H p,q (H n−1 (X t )) together with the monodromy action on it has appeared (see [6] ). It is implemented in the computer algebra system SINGULAR in the library gaussman.lib. Everybody who wants to verify combinatorial statements on H p,q (H n−1 (X t )) can achieve it in computing non-trivial examples by means of this extremely useful tool.
Computational algorithm for the MHS of the vanishing cohomology

S. TANABÉ
For a convex set (1.2) Γ + (f ) := convex hull of{ α + R n + ; α ∈ supp(f ) \ {0}},
we define Newton boundary of the germ f (x), Γ(f ) := union of all closed compact faces of Γ + (f ). We call a germ f (x) convenient if it allows a decomposition as follows,
is called non-degenerate with respect to its Newton boundary Γ(f ) if for every closed face τ ∈ Γ(f ) the system of equations
has no common solutions in T n = (C × ) n . This notion is similar to that of ∆(f )−regular polynomial defined in the global case, but it treats only τ ∈ Γ(f ). Let us denote byτ the convex hull of τ ∪ {0}. We define a ring Sτ ⊂ C[x 1 , · · · , x n ] of the polynomial ring as follows:
Then the non-degeneracy of f (x) is known to be equivalent to the finite dimensionality of the ring
Let us denote by Γ − (f ) union of all segments connecting α ∈ Γ(f ) and {0} or equivalently Γ − (f ) = τ ⊂Γ(f )τ . Let us denote by V k k−dimensional volume of disjoint sets (there are n C k such sets in total) Γ − (f )∩ { k−dimensional coordinate planes with (n − k) zero coordinates }.
In this situation, we have the following theorem on the Milnor number µ(f ).
be a germ convenient and non-degenerate with respect to Γ(f ), then we have
Definition 2 We introduce the notion of simplicial Newton boundary which means that for each τ ⊂ Γ(f ) the following inequality holds
As a matter of fact, we can formulate the above theorem by Kouchnirenko in a more precise form. We introduce a new C− vector space V τ associated to a face τ ∈ Γ(f ) not contained in a coordinate plane.
where τ (j) ∈ τ denotes a codimension j face of τ contained in a coordinate plane. Here we remark that though τ not contained in a coordinate plane τ (j) ∈ τ, j ∈ [1, dimτ ] may be contained in a coordinate plane. We introduce another C− vector space W τ corresponding to the interior points of supp(V τ ),
where τ (j) ∈ τ denotes a codimension j face of τ not necessarily contained in a coordinate plane. We say that a set c(σ) is a copy of set σ if the relation c(σ) = ±σ + w, for some w ∈ Z n holds. Further on we use the notation c j (σ), j = 1, 2, · · · to distinguish different copies of a set σ. Proposition 2.6 of [5] , (5.6), (5.7) of [8] entail the following. Proposition 1.2 1) For A τ , we have the following relations,
In case of repetitive appearances of A γ 's, for some face
these copies of A γ (or rather supp(A γ )) shall be shifted and located anew in a way that they form a symmetry with respect to the Hodge filtration of A τi for some
Then we have another representation as follows,
Here different copies of c j s
A precise way to arrange copies in accordance with the Hodge filtration shall be explained in the Algorithm below.
Further we shall establish a connexion between the volume of a polyhedron and a set of integer points. Let τ be a (k − 1)−dimensional face of Γ(f ) andτ be a k−dimensional convex polyhedron. Let us denote by m 1 , · · · , m r vertices ofτ \ {0}. We consider the cone
associated to τ. We introduce a grading on the algebra Sτ . First we consider a piecewise linear function h :
Let us denote by A q algebra of polynomials written as a linear combination of monomials x α , φ(α) ≥ 1. Denote by A q (τ ) subalgebra of polynomials of A q whose supports are contained in cone(τ ). Then we can consider the Poincaré polynomial of Sτ defined by
Then we have the following relationship
Here we recall the fundamental theorem from [8] (3.10). To formulate it, we need to introduce preparatory notions. Let us consider a resolution of singularity X 0 , that is to say a proper mapping ρ : Y → C n from a smooth algebraic variety Y ⊃ C n such that 1) ρ is an isomorphism on C n \ {0} and 2)E = ρ −1 (X 0 ) is a divisor on Y with transversal intersections. Let E 0 be the proper image of X 0 through ρ, i.e. the closure of ρ
We consider a covering π :C → C that sends z to z M . For the pair of mappings (f, π) we denote the fibre product Y × CC byX. Let
If we consider the morphismf :X →C, and its special fibre D :=f
We will use the notations, converging to H r+k (X ∞ ) satisfying the following properties.
Under these circumstances we have the following theorem ([1], [8]) on the vanishing cohomology
1) It converges to the weight filtration on
2) It degenerates at the term E 2 and E 2 = E ∞ .
3) The E 1 term is given by the formulae
We can classify the elements of A τ after their eigenvalues under the action
that coincides with the action T s of the semisimple part of the monodromy T = T s ·T u , where T u denotes the unipotent part of T.
Let us introduce the Poincaré polynomial of A q (τ )/A q+1 (τ ) in taking the monodromy action ζ * into account,
where h
The main theorem of [1] can be formulated as follows, Theorem 1. 4 We suppose that Γ(f ) is a simplicial Newton boundary. Then Poincaré polynomials (1.8), (1.9) satisfy the following relations, (1.10)
Let us recall fundamental notions around the spectral pairs of the singularity that reflect the interplay between the monodromy action T and the MHS of H n−1 (X ∞ ) [9] . The MHS on H n−1 (X ∞ ) consists of an increasing weight filtration W · and a decreasing Hodge filtration F · ( [8] ). Let T s be the semisimple part of T, and T u unipotent, then T s preserves the filtration F · and
For α ∈ Q and w ∈ Z we define integers m α,w as follows. Write α = n − 1 − p − β with 0 ≤ β < 1 and let
. The spectral pairs are collected in the invariant
to be considered as an element of the free abelian group on Q × Z. It is known that Spp(f ) is invariant under the symmetry (α, w) → (n − 2 − α, 2n − 2 − w) [9] , Theorem 1.1, (ii). Theorem 1.4 entails the relations
As a corollary we have,
.
We can write down the formula (1.10) in a more combinatorially clear way,
where
. Algorithm This is the unique original part of this article. Further we give an algorithm to get a basis of A(f ) in a purely combinatorial way under the assumption that Γ(f ) is a simplicial boundary and f is a non-degenerate germ. We shall achieve this task in making the decomposition of A(f ) in (1.5) more precise. Though (1.5) ′ gives us a more detailed description of A(f ) than that of (1.5) it turns out less convenient for the construction of an algorithm. We remark that (1.5)
′ has been obtained from the evident relation V σ = τ ⊂σ W τ or P Aσ (t) = (1 − t) dim σ+1 P Sσ (t) = τ ⊂σ P Wτ (t) on the level of Poincaré polynomials. Thus (1.5) ′ contains exactly the same combinatorial informations as in (1.5). Let m 1 , · · · , m k be vertices of a k−dimensional simplex face τ (if necessary we divide a non-simplex face into a sum of simplices). Here we remark the fact that for two simplices τ 1 , τ 2 whose sum give a face ∆ ⊂ Γ(f ) i.e. ∆ = τ 1 ∪ τ 2 and whose intersection is again a simplex γ ;γ = τ 1 ∩ τ 2 , we have
Thus the following procedure has meaning.
Definition 3 Simplex subdivision δ 1 , · · · , δ m of faces of Γ(f ) means that for each (n − 1) dimensional compact face γ ⊂ Γ(f ), there exists a subdivision of it into a sum of (n − 1)− dimensional simplices,
We describe a combinatorial algorithm (not unique) to get a basis of A(f ) consisting of several steps.
1) For a (n − 1)dimensional simplex τ (whose vertices are v 1 , · · · , v n ) of a simplex subdivision, we construct the parallelepiped
The inclusion relation B τ ⊃ supp(A τ ) ⊃ supp(V τ ) can be easily seen from (1.6). For fixed subset of indices J ⊂ {1, · · · , n} each vertex of the parallelepiped has the form
where no repetition of indices is allowed.
2) To consider the set G τ = B τ \ { all open skeletons of dimension less than (n − 1) contained in
In other words G τ = supp(W τ ). As a special case of copy, we introduce the notion of canonical copy c τ (α) of a point α with respect to a (n− 1)dimensional simplex τ of the simplex subdivision (whose vertices are v 1 , · · · , v n ) that means the points α, c τ (α) are symmetrically located with respect to
We shall choose basis of A(f ) in such a way that the symmetry property of Hodge numbers (1.15) can be realized. As for the integer points of A τ on the intermediate Hodge filtration level
1 ≤ i ≤ n − 2, the points of G τ already realize this symmetry property. This can be seen from the arguments of [2] , §5 where essentially supp(A τ ) is combinatorially described. Moreover, for different (n−1)−simplices τ 1 and τ 2 from simplex subdivision,
This can be seen from the fact that F i /F i+1 (A τj ) ⊂ cone(τ j ), j = 1, 2. Thus we shall further first care about the choice of supp(A τ ) on the extremal Hodge filtration levels F 0 /F 1 (A τ ) and F n−1 /F n (A τ ). 3) To count the number of interior points of each canonical copy c τ (τ int ) ofτ int in G τ , located on the Hodge filtration level F 0 /F 1 (A τ ). 4) For every (n − 1) simplex τ from simplex subdivision to exclude faces from G τ , contained in
, that are located on some coordinate plane. The following two measures 5), 6) are to be taken to cope with repetitive appearances of A γ 's mentioned in the Proposition 1. 
. This procedure is necessary to recover these integer points that are located on the intersection
Thus they produce a symmetry with respect to the Hodge filtration F · .
In the case of simplicial Newton boundary Γ(f ) we have k ≤ n thus the above procedure can be realized so that (1.19) holds in such a way that c j (σ int ) ∈ G ∆i j and ∆ ij = ∆ i j ′ for all pairs j = j ′ . On the contrary, if Γ(f ) is not simplicial, such a simple construction is already impossible. This situation explains why Danilov restricted himself to the simplicial Newton boundary case in [1] . For example, see (2.1.1), (2.1.2) and (2.1.3) below. 7) Add zero dimensional faces (i.e. vertices) of ∆ j not belonging to the coordinate plane and their canonical copies with respect to ∆ j only once for each.
Making use of the above basis, one can calculate the MHS of A(f ). 8) We classify all points from x α ∈ A(f ) according to their position with respect to faces of simplex subdivision δ 1 , · · · , δ m . That is to say to find δ i such that
To evaluate h( α + 1) by means of the piecewise linear function h such that h| δi = 1 introduced just after (1.6).
Further on, in contrast to the above procedures where we meant by σ an intersection of (n − 1)−dimensional simplices of a simplex subdivision, we consider as σ only faces of Γ(f ) whose dimension vary from 0 to n − 1.
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Here the index q can be chosen in the following way. For p < [ realized by taking proper copies. The exceptional case has a following expression, 2 ] the index q is to be chosen q = n − dim σ int > 0 under a parallel situation. All cases can be recovered from the above data making use of the relation (1.15) h
realized by taking proper copies.
Remark 1
The choice of the representative modJ f,∆ in B ∆ does effect not only on the weight filtration but also on the Hodge filtration (see examples below).
Examples
We show examples of calculus by means of the computer algebra system for computation SINGULAR. One can find an introduction to algorithms to compute monodromy related invariants (namely spectral pairs) of isolated hypersurface singularities in [7] . In the sequence, we use the notation 
Here and further on, we shall make use of the notational convention xiyjzk = x i y j z k . The algebra A(f 1 ) (rank A(f 1 ) = 94) has the following basis, [1] 1/20 , 1) , 1) , ( (-1/24 , 1) , 1) , ( (-1/30 , 1) , 1) , ( (-1/60 , 1) , 1) , ( ( 0 , 1) , 4) , ( (1/60 , 1) , 1) , ( (1/30 , 1) , 1) , ( (1/24 , 1) , 1) , ( (1/20 , 1) , 1) , ( (1/12 , 1) , 4) , ( (1/10 , 1) , 1) , ( (7/60 , 1) , 1) , ( (1/8 , 1) , 1) , ( (3/20 , 1 ) , 1) , ( (1/6 , 1 
As we see there are repetitive appearances of convex hull{0, v 2 } int , convex hull{0, v 3 } int and {0} each of them twice. Thus the summation (1.5) must be taken in the following way,
Here it is worthy to notice that
Douai [3] exploits this kind of ambiguities scrupulously to calculate the Gauss-Manin system. We can calculate by hands the spectral pairs above in evaluating the monomials [i], 1 ≤ i ≤ 94 modulo Jacobian ideal of f 1 by means of a piecewise linear function,
according to their classification intoB τ1 ,B τ2 ,B τ3 (closures of parallelepipeds introduced in (1.17)).
For example
which gives the spectral pair ((− , 2), 1). 2.2 Let us treat the case studied by [1] as an example.
The ring A(f 2 ) with rank 31 has the following basis, for each basis element [i].
2.3
Next we consider the case that B.Malgrange (in a letter to the editor of Inventiones Mathematicae) used to demonstrate that a maximum size Jordan cell (=the dimension n) of the monodromy T (or equivalently that of T u ) really appears, f 3 = x8 + y8 + z8 + x2y2z2.
The MHS and essentially the spectral pairs of Spp(f 3 ) are described in detail in [8] , (3.15) .
The ring A(f 3 ) with rank 215 has the following basis, We see also, [5] , [8] 
