When modeling such phenomena as population dynamics, controllable flows, etc., a problem arises of adapting the existing models to a phenomenon under study. For this purpose, we propose to derive new models from the first principles by stochastization of one-step processes. Research can be represented as an iterative process that consists in obtaining a model and its further refinement. The number of such iterations can be extremely large. This work is aimed at software implementation (by means of computer algebra) of a method for stochastization of one-step processes. As a basis of the software implementation, we use the SymPy computer algebra system. Based on a developed algorithm, we derive stochastic differential equations and their interaction schemes. The operation of the program is demonstrated on the Verhulst and Lotka-Volterra models.
INTRODUCTION
Many physical and technical phenomena can be described in the framework of the statistical approach. Usually, a model is selected that is sufficiently complete to reflect a phenomenon under study, and, then, this model is refined. A question arises as to how this refinement should be carried out, because this process is quite ambiguous. Models implement certain first principles. We believe that, if a model is constructed based on the first principles, then introduced modifications will express the internal structure of the model. To describe phenomena under study (data communication networks, control systems, and population dynamics), we use the model of one-step processes [1, 2] .
We developed a stochastization technique that, based on the first principles, yields a stochastic model and a deterministic model corresponding to it [3] [4] [5] [6] [7] . Research process is iterative: from a deterministic model, we obtain a primary model, from which we obtain a stochastic model that correlates with a deterministic model, and, based on this correlation, a refined primary model. Then, the process repeats.
Stochastization formalism can be implemented in different ways. Currently, we use a state vectors representation (combinatorial approach) and an occupation numbers representation (operator approach) [8] [9] [10] [11] .
In the case of the combinatorial approach, all operations are carried out in the state space of the system. During all model manipulations, we deal with a particular system. As a result, we obtain a description in the form of a differential equation. This approach is convenient when designing a model because it enables comparison with other models.
In the operator approach, we abstract ourselves from a particular implementation of a system under study and deal with abstract operators. The space of state vectors is used only at the end of computations. Moreover, a particular operator algebra is selected based on the symmetry of a problem. This approach is convenient for theoretical constructions.
Often, it is required to find a stochastic model equivalent to a previously designed deterministic model. For this purpose, we use the combinatorial approach. In this representation, the stochastic model has the form of a differential equation, which facilitates its comparison with the original model. This paper is organized as follows. Section 2 introduces basic notations and conventions. A method for stochastization of one-step processes, as well as its components, is described in Section 3. Section 4 describes a software complex that implements the stochastization method. In Subsection 4.1, we compare some computer algebra systems to select a basis for the software implementation. Subsection 4.2 considers the main code fragments of the stochastization program. Practical application of the method is demonstrated in Subsections 4.3 and 4.4.
NOTATION AND CONVENTIONS
1. For tensors, we use the abstract index notation [12] , i.e., a tensor as a whole is denoted by a simple superscript (e.g., ), while tensor components are denoted by underlined superscripts (e.g., ).
2. We adhere to the following conventions. Latin indices from the middle of the alphabet (i, j, and k) are associated with the vector state space of the system. Latin indices from the beginning of the alphabet (a) are associated with the Wiener-process space. Greek indices (α) denote the number of different interactions in kinetic equations.
TECHNIQUE FOR STOCHASTIZATION OF DETERMINISTIC MODELS
We developed an empirical technique for stochastization of one-step processes. It is formalized in such a way that, to use this technique, it is sufficient that the initial problem be represented as a Markov process. However, only some of its steps are explicitly algorithmized.
At the first step, the model is reduced to a one-step process (see Fig. 1 ). Then, this process needs to be represented in the form of interaction schemes [5, 13] . i x i x Analogs of interaction schemes are equations of chemical kinetics, particle response, etc.
For interaction schemes, we developed an algorithm (more precisely, a family of algorithms where different algorithms correspond to different approaches) that derives the master equation from interaction schemes. This equation [1, 2] , however, usually has a fairly complex structure, which hinders its solution and investigation. At the next step, we obtain approximate models in the form of the Fokker-Planck and Langevin equations.
The proposed approach assumes that research is an iterative process: approximate models are refined, leading to the refinement of the original interaction schemes.
To construct models, we use the following iterative algorithm (algorithm 1).
Algorithm 1:
Algorithm of research. Unfortunately, the most part of this algorithm is not formalized. Derivation of interaction schemes and determination of correspondence between equations are quite difficult to formalize. And yet, we managed to formalize the derivation of stochastic equations from interaction schemes (see algorithms 2 and 3). This process is not complex but it is rather timeconsuming. Below, we describe its main stages in more detail.
Interaction Schemes
The state of a system is described by a state vector , where n is the dimension of the system. The operators and define the system state before and after interaction, respectively. The component indices of the system dimension take the values . As a result of interaction, the system transits from one state to another.
There are s types of different interactions in the system. Hence, instead of the operators and , we ... Algorithm 3: Simplified stochastization algorithm.
Interaction among system elements is described by interaction schemes.
(1)
Here, Greek indices specify the number of interactions and Latin indices denote the dimension of the system. The coefficients and represent the intensity (rate) of interaction.
The state of the system is given by the operator
Thus, one interaction step in the forward and backward directions can be represented (respectively) as Initial parameters: interaction scheme (1) Result: Langevin equations (12) and (13) begin System state operators , ← interaction scheme (1);
;
Fokker-Planck equation ← master equation (8), (9); Langevin equation ← Fokker-Planck equation (12), (13); end Initial parameters: interaction scheme (1) Result: Langevin equations (12) and (13) begin
System state operators , ← interaction scheme (1);
State transition operator
, (13) ;
Most often, the model is constructed in such a way that the tensors and are diagonal in terms of Latin indices. Hence, we can explicitly use the diagonal sections of these matrices and rewrite (1) in a more common form (as a system of linear equations) [2] :
where .
We also use the following designations:
(4)
Master Equation
For one-step processes, as a kinetic equation, we consider the master equation [1, 2] where is the probability of transition from state ψ to state ϕ in a unit time.
The master equation can be regarded as an implementation of the Kolmogorov equation. However, the master equation is more convenient and has a direct physical interpretation [2] .
Having fixed the initial values , we can write this equation for a subensemble:
(5)
For a system described by one-step processes, there are two types of transitions from one state to another that occur as a result of interaction among system elements in the forward direction ( ) with probability and in the backward direction (ϕ i -) with probability (see Fig. 1 ). In this case, the transition probability matrix can be written as where is the Kronecker delta.
Thus, the general form of master equation (5) for the state vector , which is modified step by step with the step length , is as follows:
The functions and for Eq. (6) are obtained using the combinatorial approach.
The unit-time transition rates and are proportional to the number of ways for selecting the number of arrangements from to (denoted as ) and from to (denoted as ), respectively; these rates are given by the expressions
Fokker-Planck Equation
The Fokker-Planck equation is a special case of the master equation and can be regarded as its approximate form. It can be derived by expanding the master equation in a series up to the second-order terms inclusive. For this purpose, we can use the Kramers-Moyal expansion [1] (for simplicity, it is written for a one-dimensional case): (8) where By dropping the terms of the order higher than the second, we obtain the Fokker-Planck equation or, in a multidimensional case,
where (10)
Using the Kramers-Moyal expansion, we can replace the combinations of the form by in (7); as a result, for the Fokker-Planck equation, we obtain (11) It can be seen from (10) that the coefficients of the Fokker-Planck equation can be derived directly from (2) and (7); i.e., in this case, there is no need to write the master equation.
Langevin Equation
The Langevin equation (12) corresponds to the Fokker-Planck equation; here, , , is the state vector of the system, and is the m-dimensional Wiener process. The Wiener process is implemented as , where is the normal distribution with mean 0 and variance 1. Here, Latin indices from the middle of the alphabet denote the values associated with state vectors (space dimension is n), while Latin indices from the beginning of the alphabet denote the values associated with the vector of the Wiener process (space dimension is ). In this case, the coefficients of Eqs. (9) and (12) are related as follows: (13) It can be seen that the second term of the Langevin equation is a square root, which has a complicated form in the multidimensional case. Note, however, that it is the squared second term of the Langevin equation that is used in many relationships, which is why there is usually no need to compute the root explicitly.
IMPLEMENTING THE MODEL OF ONE-STEP STOCHASTIC PROCESSES IN A COMPUTER ALGEBRA SYSTEM 4.1. Justifying the Selection of a Computer Algebra System
To implement the algorithms considered above, we had to solve the problem of selecting a computer algebra system. Our requirements quite correspond to the requirements for a universal computer algebra system; however, the spectrum of such systems is fairly wide. So, our selection criteria were as follows:
• the system must be shareware; 
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• the system must be interactive and support the read-eval-print loop (REPL) paradigm;
• it is desirable that the system be supported and improved by a community of developers: it makes no sense to create a product in a language that may soon turn out to be dead;
• symbolic computations constitute only one stage of the method, and the equations derived also need to be investigated, most often, by numerical methods; therefore, the system must support various output formats and, even better, provide seamless integration of a target system with other software products;
• it is also desirable that the system enable implementation of numerical methods.
There are not so many universal shareware computer algebra systems. Let us consider several main candidates.
Maxima [14, 15 ] is a classical system that, however, stopped in its development at the level of the late 1990s. New versions are released often but only to improve stability and correct errors. New capabilities are introduced extremely slowly. Moreover, the interaction with other programs is limited.
Axiom [16, 17] is distinguished for its mathematical approach to computer algebra. This system supports the Hindley-Milner type system [18, 19] and has a powerful internal extension language. However, because of the unresolved problems with copyright, the system is "in fever." Several versions of the system originated, with each modification having its own plan for development. It is still not clear how and when this situation will end. Moreover, the interoperability of this system is almost zero.
In our opinion, the most promising system is SymPy [20, 21] . This system was originally developed as a symbolic computation library for Python. Quite unexpectedly, Python has become a universal glue language. Its application in various projects caused an explosive growth of related tools and libraries. And SymPy was developing alongside it. Currently, SymPy is quite a powerful computer algebra system. However, most of our criteria are satisfied not by the system itself but by its libraries. And yet, SymPy seems to satisfy all criteria listed above:
• as an interactive shell, it is convenient to use the Jupyter notebook (which is a component of the iPython system [22] ) that supports the REPL paradigm;
• Python is actually used as a glue language that allows one to integrate different software products, while the SciPy library [23] supports many output formats;
• SymPy's output data can be naturally transferred for numerical computations to the NumPy library [24] .
Thus, to implement the method for stochastization of one-step processes, we selected the SymPy system.
Software Implementation of the Stochastization Algorithm
The algorithm for deriving a stochastic differential equation from an interaction scheme (see algorithms 2 and 3) is implemented as a sequence of operations on vector data. The initial data (interaction schemes) are represented as follows:
• a symbolic vector X represents the state vector ϕ; • a symbolic vector K represents the interaction rates and (1); • numerical matrices I and F represent the initial and final states in formula (4) .
Main computations are carried out by four functions.
The first function simply finds the element from formula (7):
def P(x, n): """x is a symbol, n is an integer""" return sp.prod([x-i for i in range(n)])
The second function uses the first one to compute and ; this function receives symbolic vectors and as its arguments and returns (as a result) a list (the code is presented only for forward reactions): The following are the main functions of the algorithm: drift_vector(X, K, I, F) yields a drift vector and diffusion_matrix(X, K, I, F) yields a diffusion matrix (in the SymPy symbolic format). The output data of the program can be exported in the LATEX format by using built-in methods that allow and to be translated into the LATEX code. For this purpose, it is sufficient to call the combination of functions print(sympy.latex(A)), where the variable A contains the result of the function drift_vector and the function latex() exports it into the LATEX code.
When using the Jupyter interactive shell, the correct display of the TEX notation needs to be pretuned. For this purpose, it is required to import the Latex module at the beginning of the Jupyter notebook: 
Implementation Example: Verhulst Model
For demonstration of the method, let us consider the Verhulst model [25] [26] [27] . In population dynamics, this model describes limited population growth. The deterministic model has the form (14) where λ is the reproduction rate, β is the death rate, and γ is the population decline rate. Based on (14), we write interaction scheme (3):
Here, the first direct relationship means reproduction of an individual, the first backward relationship means conflict between individuals, and the second backward relationship means death of an individual. This model is one-dimensional ( ). The number of interactions is s = 2.
Based on (15) , we write the matrices and : Since the problem has one dimension, the drift vector and the diffusion matrix are scalars:
The stochastic differential equation corresponding to Eq. (14) has the form Thus, our goal is achieved: the model is stochastized. It should be noted that, for manual computations, even this simple one-dimensional model is rather cumbersome.
Implementation Example:
Predator-Prey Model Systems that describe interaction between two types of population, predators and preys, are well investigated, and there are many various models for these systems. The model developed (independently of each other) by A. Lotka [28, 29] and V. Volterra [30] is believed to be the first predator-prey model. The deterministic system can be written as (16) where x and y are interacting individuals (prey and predator, respectively) and are interaction rates.
The state vector is introduced as . Based on (16), we write interaction scheme (3): (17) Scheme (17) has the standard interpretation. The first relationship means that the prey consumes a unit of food to immediately reproduce itself. The second relationship means that the predator eats the prey to immediately reproduce itself; this is the only possibility for prey to die. The last relationship is the only possibility for predator to die. x k x k xy y k xy k y , , For this model, the system dimension is n = 2 and the number of interactions is s = 3.
Based on (17), we write the matrices and :
The following data are inputted to the program: As a result, the program computes the drift vector and the diffusion matrix:
These relationships allow us to write the Fokker-Planck equation and the stochastic differential equation corresponding to it. For this purpose, it is sufficient to extract the square root of the matrix :
It can be seen that the deterministic part of system (18) coincides with the original system (16) . Since the root of a matrix in an analytical form is quite difficult to extract, it would be optimal to investigate this system numerically.
CONCLUSIONS
Research process often has an iterative character. Computational results are estimated based on certain criteria. Computations have to be carried out repeatedly. Computer algebra systems make it possible to automate this process.
In this paper, we have considered the simplest implementation of the algorithm for stochastization of one-step processes by using interaction schemes. For this purpose, we have analyzed several computer algebra systems based on the proposed criteria. According to these criteria, as a computer algebra system for implementation of the stochastization method, we have selected the SymPy system. Some essential code fragments of the implemented stochastization method have been presented. The operation of the software complex has been demonstrated on the Verhulst and Lotka-Volterra models. For all its seeming simplicity, this software product significantly improves labor productivity of the researcher. Thus, it can be concluded that computer algebra systems, in addition to numerical computation systems, have become a necessary tool for the researcher.
