Generation intervals, defined as the time between when an individual is infected and when 14 that individual infects another person, link two key quantities that describe an epidemic: 15 the reproductive number, R, and the rate of exponential growth, r. Generation intervals 16 are often measured through contact tracing by identifying who infected whom. We study 17 how observed intervals differ from "intrinsic" intervals that could be estimated by tracing 18 individual-level infectiousness, and identify both spatial and temporal effects, including cen-19 soring (due to observation time), and the effects of susceptible depletion at various spatial 20 scales. Early in an epidemic, we expect the variation in the observed generation intervals to 21 be mainly driven by the censoring and the population structure near the source of disease 22 spread; therefore, we predict that correcting observed intervals for the effect of temporal 23 censoring but not for spatial effects will provide a spatially informed "effective" generation-24 interval distribution, which will correctly link r and R. We develop and test statistical 25 methods for temporal corrections of generation intervals, and confirm our prediction using 26 individual-based simulations on an empirical network. 27
(Left) an individual-level kernel of an infected individual with latent period of 11.4 days followed by infectious period of 5 days. (Right) a population-level kernel of infected individuals with latent and infectious periods exponentially distributed with means of 11.4 and 5 days, respectively. Shaded areas under the curves are equal to individual-and population-level reproductive numbers, both of which are set to 2 in this example. Parameters are chosen to reflect the West African Ebola outbreak (WHO Ebola Response Team, 2014) . level kernel is given by integrating over these individual variations:
The population-level kernel describes the rate at which secondary infections are expected 112 to be caused by an an infected individual, on average. where f (a) represents a probability 113 density over a (possibly multi-dimensional) aspect space. 114 Assuming that a population mixes homogeneously, we can write:
where R 0 = K(τ )dτ is the basic reproductive number (the expected number of secondary 116 cases caused by a randomly chosen infectious individual in a fully susceptible population), 117 and g(τ ) is the expected time distribution of those cases (the intrinsic generation-interval 118 distribution).
119
In a homogeneously mixing population, current disease incidence at time t, i(t), is the 120 product of the current infectiousness of individuals infected in the past and the current 121 proportion of the population susceptible, S(t).
122
where R = S(t)R 0 is the effective reproductive number. This model, also referred to as the 123 renewal equation, can describe a wide range of epidemic models (Heesterbeek and Dietz, 124 1996; Diekmann and Heesterbeek, 2000; Roberts, 2004; Aldis and Roberts, 2005; Wallinga 125 and Lipsitch, 2007; Roberts and Heesterbeek, 2007) . Over a period of time where the propor-126 tion of susceptible S remains roughly constant, we would expect approximately exponential 127 growth in incidence i(t); assuming i(t) = i(0) exp(rt) yields the Euler-Lotka equation (Lotka, 128 1907), which provides a direct link between speed and strength of an epidemic:
b t (τ ), describes a distribution of infection that occurred τ time units before the reference 141 time t and is proportional to i(t − τ )g(τ ):
On the other hand, the censored generation-interval distribution, c t (τ ), describes a distribu-143 tion of all infections that are τ time units apart from any cohort infected at time s before t:
Then, the censored generation-interval distribution is given by normalizing
Substituting (6) allows us to rewrite the censored generation-interval distribution as a 146 weighted distribution of the backward generation intervals:
For a single outbreak, the observed mean generation interval through contact tracing 148 will always be shorter than the mean intrinsic generation interval ( Figure 2 ). There are two 149 reasons for this phenomenon. First, longer generation intervals are more likely to be missed 150 due to right censoring (and short generation intervals are more likely to be observed). In 151 particular, when an epidemic is growing exponentially (i(t) = i(0) exp(rt)), the censored 152 generation-interval distribution (as well as the backward generation-interval distribution) 153 can be written as the intrinsic generation-interval distribution discounted by the rate of 154 exponential growth (Britton and Scalia Tomba, 2019) :
where c 0 and b 0 represent the "initial" censored and backward generation-interval distri-156 butions (during the exponential growth phase), respectively. A deterministic simulation Figure 2 : Temporal variation in the mean observed generation interval. A deterministic Susceptible-Exposed-Infectious-Recovered (SEIR) model was simulated using Ebola-like parameters (WHO Ebola Response Team, 2014): mean latent period 1/σ = 5 days, mean infectious period 1/γ = 11.4 days, and the basic reproductive number R 0 = 2. The backward and the censored mean generation interval were calculated over the course of an epidemic. The dotted horizontal line represents the mean intrinsic generation interval.
Generation-interval distributions across space
Infected individuals may contact the same susceptible individual multiple times, but only 168 the first effective contact gives rise to infection in a given individual (after this, they are no 169 longer susceptible). Therefore, we expect realized generation intervals to be shorter than 170 intrinsic generation intervals, on average, in a limited contact network.
171
To explore the effect of multiple contacts on realized generation intervals, we first consider 172 the infection process from an "egocentric" point of view, taking into account infectious 173 contacts made by a single infector. We define the egocentric kernel as the rate at which 
where k(τ ; a) is the individual-level intrinsic kernel and e −δ(a) τ 0 k(s;a)ds is the probability that 177 a susceptible acquaintance has not yet been contacted by a particular infected individual.
178
The dilution term, δ(a), models how contacts are distributed among susceptible acquain-179 tances.
180
Throughout this paper, we assume that there is a constant per-pair contact rate λ. In 2002) in contact rates; for brevity, we do not pursue these directions here.
186
The population-level egocentric kernel is found by integrating over individual variations: population-level egocentric generation-interval distribution is:
The population-level egocentric generation-interval distribution describes the distribution of 192 times at which secondary infections are realized by an average primary case; for convenience, 193 we will often omit "population-level". Finally, the link between the growth rate and the 
As the egocentric distribution always has a shorter mean than the intrinsic distribution,
197R
will always be smaller than R estimated from the intrinsic distribution; this generation- 
where 1/σ and 1/γ are mean latent and infectious periods, respectively. Assuming a constant 205 per-pair contact rate of λ for any pair, we obtain the following egocentric generation-interval 206 distribution:
In this case, with fixed infectiousness during the infection period, the effect of accounting 208 for pairwise contacts is the same as an increase in the recovery rate (by the amount of 209 the per-pair contact rate): infecting a susceptible contact is analogous to no longer being 210 infectious (since the contact cannot be infected again); therefore, the resulting egocentric 
224
The egocentric generation interval (12) All figures were generated using 5000 stochastic simulations on a network with 5 nodes (1 infector and 4 susceptibles) with Ebola-like parameters (WHO Ebola Response Team, 2014): mean latent period 1/σ = 5 days and mean infectious period 1/γ = 11.4 days. Per-pair contact rate λ = 0.25 days −1 is chosen to be sufficiently high so that the differences between generation-interval distributions are clear. Each simulation is run until all individuals are either susceptible or has recovered.
can expect similar effects as we see in Fig. 3 , right panel). Both the egocentric and local 236 depletion effects can be observed early in an epidemic, especially in a highly structured pop-237 ulation, even if most of the population remains susceptible. Finally, global depletion refers to 238 overall depeletion of susceptibility at the population level, and explains the reduction in re-239 alized compared to intrinsic generation intervals that occurs even in a well-mixed population 240 (Fig. 2) . Since the right-censoring effect is a sampling bias, we typically want to correct for it.
251
In contrast, spatial effects have the same effect on how the epidemic spreads as they do on 252 observed generation intervals. We therefore expect that starting from observed generation 253 intervals and correcting for the right-censoring effect, will allow us to estimate an "effective" 254 generation interval that accurately reflects dynamics of spread. When temporal correction 255 is performed early in an outbreak, during the exponential growth phase, the effective distri-256 bution should incorporate egocentric and local spatial effects but not the global effects; we 257 expect this distribution to correctly link r and R. We will call the temporally corrected ef-258 fective generation-interval distribution g eff (τ ). In a large homogeneously mixing population, 259 the effective distribution is expected to be equivalent to the intrinsic distribution (since the 260 egocentric and local depletion are negligible in the absence of network structure, and global 261 depletion is negligible early in the epidemic).
262
Here, we investigate two methods for correcting for temporal bias in contact-tracing data 263 (see Methods for details). We refer to the first method (Section 7.4) as the population-264 level method as it relies on the observed distribution aggregated across the entire popu-265 lation. When an epidemic is growing exponentially, right-censoring causes the observed 266 generation interval to be discounted by the exponential growth rate (9); hence, we can 
where r is the exponential growth rate.
270
We refer to the second method (Section 7.5) as the individual-level method because it Using the observed generation-interval distributions (based on the first 1000 generation intervals) without correcting for right-censoring severely underestimates the reproductive number. Similarly, using the intrinsic generation-interval distribution overestimates the reproductive number because it fails to account for local spatial effects; the egocentric distribution corrects for this only partially. Both population-level and individual-level methods provide estimates of reproductive number that are consistent with the empirical estimates, which we define as the average number of secondary cases generated by the first 100 infected individuals, but the individual-level method is more precise. Boxplots are generated using 100 stochastic simulations of the SEIR model on an empirical network using Ebola-like parameters (WHO Ebola Response Team, 2014): mean latent period 1/σ = 5 days and mean infectious period 1/γ = 11.4 days. Per-pair contact rate λ = 0.08 days −1 is chosen to be sufficiently high such that differences are clear. to spatial or network structure reflect the dynamics of the outbreak. Thus, correcting the 305 observed distribution for temporal, but not spatial, effects provides the correct link between 306 r and R.
307
Observed generation intervals are subject to right-censoring -it is not possible to trace in-308 dividuals that have not been infected yet. These right-censored distributions can be thought 309 of as averages of "backward" generation intervals (measured by tracing the infectors of a 310 cohort of infected individuals) (Kenah et al., 2008; Nishiura, 2010; Scalia Tomba et al., 2010;  periods in the standard SEIR model (Anderson and Watson, 1980; Bailey, 1964) :
dI n dt = n I γ(I n−1 I n ) for n = 2, 3, . . . , n I
where S is the number of susceptible individuals, E m is the number of exposed individuals in 391 the m-th compartment, I n is the number of infectious individuals in the n-th compartment, 392 and R is the number of recovered individuals. Parameters of the model are specified as 393 follows: N is the total population size, β is the transmission rate, 1/σ is the mean latent 394 period, n E is the number of latent compartments, 1/γ is the mean infectious period, and n I 395 is the number of infectious compartments. While we use the SEIR model for simulations in 396 our main text, we show results based on more realistic distributions in Appendix. First, we begin by randomly selecting initially infected individuals; these individuals are 403 assumed to be infected at t = 0. For each infected individual i, we randomly draw the latent 404 period E i from an Erlang distribution with mean 1/σ and shape n E . We then construct 405 the random infectious period and infectious contact times simultaneously as follows. For 406 each of the n I stages of the infectious period, we draw the number of effective contacts (be-407 fore transitioning to the next compartment) from a geometric distribution with probability 408 n I γ/(S i λ + n I γ), where S i is the number of susceptible acquaintances and λ is the per-pair 409 contact rate. We then choose the time between consecutive events (the chosen number of of λ for any pair, the egocentric generation-interval distribution can be written:
Substituting into (13), we get
where r is the exponential growth rate. Alternatively, the reproductive number can be 430 expressed based on the degree distribution (mean µ and variance σ 2 ) of a network:
where κ = σ 2 /µ+µ−1, referred to as the mean degree excess (Newman, 2003) , describes the 432 expected number of susceptible individuals that an average infected individual will encounter 433 early in an outbreak. Combining the two equations, we get
which completes the relationship between the growth rate and the egocentric reproductive 
In order to do so, we first fit a gamma distribution to the observed generation-interval distributions; specifically, we estimate the meanḠ and shape α of a gamma distribution 443 by maximum likelihood. Then, the effective generation-interval distribution also follows a 444 gamma distribution with mean α/(α/Ḡ − r) and shape α. distribution. Then, the probability that an individual j infects n j individuals between t j and 453 t censor is equal to
where s i,j is the observed generation interval between infector j and infectee i, and θ is a (vec-455 tor) parameter of the generation-interval distribution g (and the corresponding cumulative 456 distribution function G eff ).
457
The entire data likelihood of the non-homogeneous poisson process can be written as:
where N is the total number of infected individuals. We estimate the exponential growth rate r of an epidemic from daily incidence by modeling 465 the cumulative incidence c(t) with a logistic function (Ma et al., 2014) :
where K is the final size of an epidemic and c 0 is the initial number of cases. Fitting this curve 
