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SOME COMBINATORIAL ASPECTS OF GENERALISED
BOTT-SAMELSON VARIETIES
MICHEL BRION AND S. SENTHAMARAI KANNAN
Abstract. We obtain two combinatorial results: an equality of Weyl groups and an in-
equality of roots, in the setting of generalised Bott-Samelson resolutions of minuscule Schu-
bert varieties. These results are used in the companion paper [BK19] to describe minimal
rational curves on these resolutions, and their relation to lines on the Schubert varieties.
1. Introduction
The generalised Bott-Samelson varieties of the title are certain towers of locally trivial fi-
brations with fibers being Schubert varieties. Bott-Samelson varieties, for which all fibers are
projective lines, yield widely used desingularisations of Schubert varieties. Their generalisa-
tions were introduced by Sankaran and Vanchinathan (see [SV94, SV95]), to construct small
resolutions of Schubert varieties in the symplectic and orthogonal Grassmannian. They were
then systematically studied by Perrin (see [Pe07]); he associated a quiver to any minuscule
Schubert variety X , and he constructed generalised Bott-Samelson desingularisations of X
in terms of this quiver. In particular, Perrin’s “construction 1” yields all small resolutions
of X (see [loc. cit., §5.4, §7.5]).
The motivation for the present paper comes from our investigation of lines in minuscule
Schubert varieties, and minimal rational curves (an intrinsic version of lines) on their gen-
eralised Bott-Samelson resolutions, in the companion paper [BK19]. The main theorem of
the latter paper (Theorem 4.9) yields a description of the families of minimal rational curves
on the resolutions obtained by construction 1. Its proof combines geometric arguments with
two combinatorial results, which are proved in the present paper.
We now outline these two results by using notation defined in Section 2. Consider a
semi-simple, simply-laced algebraic group G, a minuscule parabolic subgroup P ⊂ G, and
a Schubert variety X(w) ⊂ G/P . Let π̂ : X̂(ŵ) → X(w) be the generalised Bott-Samelson
desingularisation associated with a generalised reduced decomposition ŵ = (w1, . . . , wm)
obtained by construction 1; then X̂(ŵ) is equipped with a base point x̂ and a locally trivial
fibration f̂ : X̂(ŵ) → X(w1) with fiber X̂(w2, . . . , wm). Moreover, X(w1) ≃ G1/P1 for a
semi-simple, simply-laced subgroup G1 ⊂ G and a minuscule parabolic subgroup P1 ⊂ G1,
and G1 acts on X̂(ŵ) compatibly with its action on X(w1). In loose terms, our first result
asserts that x̂ is fixed by a Levi subgroup of P1. This translates into an equality of Weyl
groups, obtained in Theorems 4.1, 4.8 and 4.14.
In the above situation, it is easy to show that there is a unique simple root α such that
the root w−11 (α) is negative; then w
−1(α) is a negative root as well (see [BK19, Lem. 5.1]).
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Our second result asserts that w−1(α) ≤ w−11 (α) with equality if and only if w = w1, that is,
X(w) is smooth. See Propositions 4.7, 4.13 and 4.15.
We obtain both results via a case-by-case analysis. Types An and Dn present somewhat
different features (see Remark 4.9). The exceptional types E6, E7 are handled via a classifi-
cation of the corresponding generalised Bott-Samelson varieties, which yields many examples
of such varieties.
We informed Nicolas Perrin of preliminary versions of our work, and he came up with
shorter, uniform proofs of the equality of Weyl groups and the root inequality. In turn, we
obtained a variant of Perrin’s proof of the root inequality, which is also uniform and perhaps
more self-contained, and also a short, uniform proof of the equality of Weyl groups; these are
presented in the final section of [BK19]. We believe that our original, case-by-case approach
is still of interest, as it yields additional information (for example, the Weyl groups under
consideration are generated by simple reflections in type An, but not in type Dn) as well as
many examples.
This paper is organized as follows. In Section 2, we gather notation and recall some
basic facts on flag varieties and their Schubert varieties. In Section 3, we first survey the
construction of generalised Bott-Samelson varieties, following [Pe07] and [BK19, §4.2]; then
we collect some auxiliary results. Section 4, containing the proofs of the main results, forms
the bulk of the paper.
2. Preliminaries on Schubert varieties
2.1. Flag varieties. Let G be a simply-connected semi-simple algebraic group over an alge-
braically closed field. Let P be a parabolic subgroup of G. Let X = G/P , and let x = P/P
be the base point.
Choose a Borel subgroup B ⊂ P and a maximal torus T ⊂ B. Denote by X∗(T ) the
character group of T , and by R ⊂ X∗(T ) the root system of (G, T ); then the subset R of
roots of (B, T ) is a set of positive roots of R. Also, denote by R− the corresponding set of
negative roots, and by S = {α1, . . . , αn} ⊂ R
+ the set of simple roots. Given λ, µ ∈ X∗(T ),
we say that λ ≥ µ if λ − µ is a nonnegative integral linear combination of simple roots.
Further, λ > µ if in addition λ− µ 6= 0.
We also have the coroot system R∨ with simple roots α∨1 , . . . , α
∨
n ; these form a basis of
the cocharacter lattice X∗(T ). The dual basis of the character lattice X
∗(T ) consists of the
fundamental weights ̟1, . . . , ̟n. More intrinsically, for any simple root α, we will denote
by ̟α the fundamental weight with value 1 at α
∨, and 0 at all other simple coroots.
The Weyl groupW = NG(T )/T is generated by the associated simple reflections s1, . . . , sn.
We denote by ℓ the corresponding length function onW . A reduced decomposition of w ∈ W
is a sequence
w˜ = (si1 , si2, . . . , sik)
of simple reflections such that w = si1si2 · · · sik and ℓ(w) = k. For any w ∈ W , we denote by
w˙ ∈ NG(T ) a representative. Also, for any β ∈ R, we denote by Uβ ⊂ G the corresponding
root subgroup.
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Consider the Levi decomposition P = Ru(P )L, where L is a connected reductive subgroup
of G containing T ; then BL := B ∩ L is a Borel subgroup of L. Denote by RL ⊂ R the
root system of (L, T ), with subset of positive roots R+L = RL ∩ R
+ and subset of simple
roots I := RL ∩ S. Then P is generated by B and the s˙α, where α ∈ I; we write P = PI
and L = LI . We denote the parabolic subgroup PI also by P
S\I . With this notation, the
parabolic subgroup P is maximal if and only if P = P α for some simple root α.
Note that P is uniquely determined by the dominant weight ̟ :=
∑
i∈I ̟i. We say that P
is minuscule, if so is ̟; that is, 〈̟, β∨〉 ≤ 1 for all β ∈ R+. The minuscule dominant weights
are exactly the sums of minuscule fundamental weights ̟α associated with irreducible factors
of R; the corresponding simple roots α will be called minuscule as well.
2.2. Schubert varieties. We keep the notation and assumptions of the previous subsection.
The Weyl group WL = NL(T )/T is generated by the simple reflections sα, where α ∈ I; we
also denote this group byWI . LetW
I denote the subset ofW consisting of those w such that
w(β) ∈ R+ for all β ∈ I; equivalently, R+I ⊂ w
−1(R+). Then W I is a set of representatives
of the coset space W/WI , consisting of the elements of minimal length in their right coset.
Note that w ∈ W I has length 1 if and only if w = sα for some α ∈ S \ I. On the other hand,
the unique element of maximal length in W I is wI0 = w0w0,I , where w0 (respectively, w0,I)
denotes the longest element of W (respectively, WI).
For any w ∈ W , the point w˙x ∈ G/P is independent of the choice of the representative w˙;
we thus denote this point by wx. Recall that the wx, where w ∈ W I , are exactly the T -fixed
points in G/P ; moreover, G/P is the disjoint union of the B-orbits Bwx. The stabilizer Bwx
is generated by T and the root subgroups Uβ , where β ∈ R
+ ∩ w(R+); in particular, Bwx is
smooth and connected. The closure of Bwx in G/P is the Schubert variety X(w); we have
dim(X(w)) = dim(Bwx) = ℓ(w). Note that X(wI0) = X .
We say that the homogeneous space G/P is minuscule if so is P . Then the Schubert
varieties X(w) ⊂ G/P and the Weyl group elements w ∈ W I are called minuscule as
well. Note that every minuscule homogeneous space under G decomposes into a product
of minuscule homogeneous spaces under simple factors of G, and every Schubert variety
decomposes accordingly. Therefore, to study minuscule Schubert varieties, we may assume
that G is simple; then P = P α for some minuscule simple root α. We may further reduce to
the case where G is simply-laced (see [Pe07, Rem. 3.4]).
From now on, we assume that G is simple and simply-laced.
3. Generalised Bott-Samelson varieties
3.1. Generalisations of Bott-Samelson varieties due to Perrin. Recall that the set
of simple roots α such that sα occurs in a reduced decomposition of w is independent of
the choice of a reduced decomposition, and called the support of w. We denote this set by
Supp(w). The subgroup of G generated by the U±α, where α ∈ Supp(w), will be denoted
by Gw; this is the derived subgroup of the Levi subgroup LSupp(w), and hence is a semi-
simple subgroup of G, normalized by T and containing a representative of w. Since G is
simply-laced, every simple factor of Gw is simply-laced as well.
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Let Iw := {α ∈ S | w(α) ∈ R+}. Then Iw is the largest subset of S such that w ∈ W I
w
.
We denote PIw by P
w. Consider the associated Schubert variety X(w) ⊂ G/Pw, and denote
by Pw the closed reduced subgroup of G consisting of those g such that gX(w) = X(w).
Then Pw is a parabolic subgroup of G containing B, and hence we have Pw = PIw , where
Iw := {α ∈ S | sαw ≤ w}; here ≤ denotes the Bruhat order on W
Iw = W/WIw .
Note that Pw ∩Gw is a parabolic subgroup of Gw, and we have
(3.1) X(w) = PwwPw/P
w ≃ (Pw ∩Gw)w(Pw ∩Gw)/(P
w ∩Gw) ⊂ Gw/(P
w ∩Gw).
We say that w ∈ W is minuscule if so isG/Pw; then one may readily check thatGw/(P
w∩Gw)
is a product of minuscule homogeneous varieties associated to simple factors of Gw.
For any minuscule w ∈ W , we have X(w)sm = Pwwx by the main result of [BP99], where
X(w)sm denotes the set of smooth points of X(w). In particular, X(w) is smooth if and only
if it is homogeneous under Pw. Then Gw ⊂ Pw in view of [BK19, Lem. 4.8].
Next, let w = w1w
′, where w1, w
′ ∈ W satisfy Pw1 ∩ Gw1 ⊂ Pw′; equivalently, we have
Iw1 ∩ Supp(w1) ⊂ Iw′. We may then define
X˜(w1, w
′) := (Pw1 ∩Gw1)w1(P
w1 ∩Gw1)×
Pw1∩Gw1 X(w′).
This is a projective variety equipped with an action of Pw1∩Gw1 and an equivariant morphism
fw1,w′ : X˜(w1, w
′) −→ X(w1),
a Zariski locally trivial fibration with fiber X(w′). If in addition ℓ(w) = ℓ(w1) + ℓ(w
′), then
w′ ∈ W P
w
and hence Pw
′
⊃ Pw. Thus, if Pw is maximal and w′ 6= 1, then Pw
′
= Pw. As a
consequence, we obtain another equivariant morphism
πw1,w′ : X˜(w1, w
′) −→ G/Pw.
One may check that πw1,w′ is birational to its image X(w); it restricts to an isomorphism
above the open orbit Bwx. Also, note that
Pw1 ∩Gw1 ⊂ Pw ∩Gw.
This construction can be iterated, under certain additional assumptions that are discussed
in detail in [Pe07, §5.2]. We now present some notions and results from [loc. cit.]: a finite
sequence ŵ = (w1, . . . , wm) of elements of W is called a generalised reduced decomposition of
w, if we have w = w1 · · ·wm and ℓ(w) = ℓ(w1) + · · ·+ ℓ(wm). Such a decomposition is called
good if in addition w is minuscule and we have
Iwi ∩ Supp(wi) ⊂ Iwi+1···wm ⊂ w
⊥
i ∪ Supp(wi) (1 ≤ i ≤ m− 1),
where w⊥i is the set of simple roots α such that sα commutes with wi.
Under these assumptions, (wi+1, . . . , wm) is a good generalised reduced decomposition of
wi+1 · · ·wm for i = 1, . . . , m− 1. Moreover, P
wi ∩Gwi ⊂ Pwi+1···wm for all such i.
Given a good generalised reduced decomposition ŵ of w, we obtain a projective variety
X̂(ŵ) equipped with an action of Pw, a locally trivial fibration
f̂ : X̂(ŵ) −→ X(w1)
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with fiber X̂(w2, . . . , wm), and a birational morphism
π̂ : X̂(ŵ) −→ X(w).
Also, X̂(ŵ) has a base point x̂ such that π̂(x̂) = wx and f̂(x̂) = w1x1 with an obvious
notation. Moreover, π̂ is Pw-equivariant in view of [Pe07, §5.1]. As a consequence, we have
the equality of stabilizers Pw,x̂ = Pw,wx. Clearly, Pw,wx contains the maximal torus T .
Note that X̂(ŵ) is smooth if and only if X(w1), . . . , X(wm) are smooth. Then we have
Gw1 ⊂ Pw1, and hence Gw1 ⊂ Pw ∩ Gw. Let Tw1 be the neutral component of T ∩ Gw1;
then Tw1 is a maximal torus of Gw1. Further, we have an isomorphism of Weyl groups
W (Gw1, Tw1) ≃W (LSupp(w1), T ). This identifies W (Gw1, Tw1) with a subgroup of W .
Lemma 3.1. Let ŵ = (w1, . . . , wm) be a good generalised decomposition of w such that X̂(ŵ)
is smooth.
(1) For any 1 ≤ i ≤ n such that si ∈ W (Gw1, Tw1), we have siX(w) = X(w).
(2) We have the inclusion of stabilisers Gw1,x̂ ⊂ Gw1,w1x1.
(3) Tw1 is a common maximal torus of both Gw1,x̂ and Gw1,w1x1.
(4) We have W (Gw1,x̂, Tw1) ⊂W (Gw1,w1x1, Tw1) ⊂W .
(5) We have W (Gw1,x̂, Tw1) =W (Gw1,wx, Tw1) ⊂W .
Proof. Proof of (1) follows from the fact that Gw1 ⊂ Pw ∩Gw.
Proof of (2) follows from the fact that the morphism f̂ : X̂(ŵ) −→ X(w1) is Gw1-
equivariant and sends x̂ to w1x1.
Proof of (3) is easy.
Proof of (4): By (2) and (3), we have NGw1,x̂(Tw1) ⊂ NGw1,w1x1 (Tw1). Hence, we obtain
W (Gw1,x̂, Tw1) ⊂W (Gw1,w1x1, Tw1). Clearly, W (Gw1,w1x1 , Tw1) is isomorphic to a subgroup of
W (Gw1, Tw1). Therefore, W (Gw1,w1x1, Tw1) is identified with a subgroup of W .
Proof of (5): Since Gw1 ⊂ Pw∩Gw and (Pw∩Gw)x̂ = (Pw∩Gw)wx, we have Gw1,x̂ = Gw1,wx.
Thus, the Weyl groups are equal. 
3.2. The quiver associated to a minuscule element w. We recall the following defini-
tions and construction 1 of Perrin from [Pe07].
Let P = PI be a minuscule parabolic subgroup of G, and w ∈ W
I . Choose a reduced
decomposition w˜ = (si1 , si2, . . . , sik) of w, and let βj = αij (1 ≤ j ≤ k).
Definition 3.2. We define the successor s(i) (respectively, the predecessor p(i)) of an
element i ∈ [1, k] by s(i) = min{j ∈ [1, k] : j > i and βj = βi} (respectively, by
p(i) = max{j ∈ [1, k] : j < i and βj = βi}).
Definition 3.3. We denote by Qw˜ the quiver whose set of vertices is the set [1, k] and whose
arrows are given in the following way: there is an arrow from i to j if 〈β∨j , βi〉 6= 0 and
i < j < s(i) (or only i < j if s(i) does not exist).
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By [St97, Prop. 2.1], any two reduced decompositions of w differ only by commuting
relations. So, the quiver Qw˜ does not depend on the choice of a reduced decomposition w˜ of
w. Therefore, we denote this quiver by Qw.
The quiver comes with a coloration of its vertices by simple roots via the map β : [1, k] −→
S such that β(j) = βj for all 1 ≤ j ≤ k.
See [Pe07, §2.1] for more details.
Definition 3.4. We denote by R ⊂ [1, k] × [1, k] the partial order on the vertices of the
quiver Qw generated by the relations (i, j) ∈ R if there exists an arrow from i to j.
Definition 3.5. We call peak any vertex of Qw minimal for the partial order R. The set of
peaks is denoted by Peaks(Qw).
We now explain a way of constructing good generalised reduced decompositions of w into
a product of minuscule elements (wi)1≤i≤m (see [Pe07, §5.4]).
Definition 3.6. Let A ⊂ Peaks(Qw). We denote by Qw(A) the full subquiver of Qw with
vertices being those i of Qw such that (j, i) /∈ R for all j ∈ Peaks(Qw) \ A.
By [Pe07, Prop. 5.13], the quiver Q̂w(A) obtained from Qw by removing the vertices of
Qw(A) is also the quiver of a minuscule Schubert variety.
To construct a partition of the quiver Qw of a minuscule element w into quivers (Qwi)1≤i≤m
with each wi is a minuscule element, it suffices to give a partition of Peaks(Qw). Indeed,
given such partition, (Ai)1≤i≤m, we define by induction a sequence (Qi)0≤i≤m with Q0 = Qw,
Qi+1 = Q̂i(Ai+1), Qw1 = Qw(A1). We then denote by Qwi the quiver Qi−1(Ai). The quivers
(Qwi)1≤i≤m form a partition of Qw. Each quiver Qwi is associated to a minuscule element wi.
The generalised reduced decomposition ŵ = (w1, w2, . . . , wm) is good (see [Pe07, Prop. 5.15]).
Construction 1 of Perrin. Choose any order {i1, i2, . . . , im} on Peaks(Qw) and set Aj =
{ij} (1 ≤ j ≤ m).
Throughout this paper, we only consider generalised reduced decompositions obtained
by construction 1. Also, we use repeatedly Perrin’s smoothness criterion: with the above
notation, X̂(ŵ) is smooth if and only if, for 1 ≤ j ≤ m, the simple root β(ij) is minuscule
in RSupp(wj) (see [Pe07, Thm. 7.11]).
Lemma 3.7. Let ŵ = (w1, w2, . . . , wm) be a generalised reduced decomposition of w obtained
by construction 1. Then any simple reflection si ∈ W (Gw1,w1x1 , Tw1) lies in W (Gw1,wx, Tw1).
Proof. Since si ≤ w1 and siw1x1 = w1x1, we have αi 6= β(p) where Peaks(Qw1) = {p}. On
the other hand, by construction 1, we have Peaks(Qw) ∩ Qw1 = {p}. Therefore, we have
ℓ(siw) = ℓ(w) + 1. Also, by Lemma 3.1(1), we have siX(w) = X(w). Therefore, combining
these two together, we obtain siwx = wx. 
Let i1 < i2 < . . . < im be the ordering of Peaks(Qw) induced by the standard increasing
ordering of integers. Let ŵ = (w1, w2, . . . , wm) be the generalised reduced decomposition of
w obtained by construction 1 corresponding to this ordering of Peaks(Qw).
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Let  be another ordering of Peaks(Qw). Let ŵ
′ = (w′1, w
′
2, . . . , w
′
m) be the generalised
reduced decomposition of w obtained by construction 1 corresponding to this ordering of
Peaks(Qw). Let 1 ≤ q ≤ m be the integer such that iq is the first peak in this ordering.
Further, assume that q 6= 1.
Then, we have
Lemma 3.8. Every simple reflection se ≤ w
′
1 commutes with every simple reflection sf ≤ wr
for all 1 ≤ r ≤ q − 1.
Proof. By construction 1, for any vertex l of Qw(Peaks(Qw) \ {iq}) and for any vertex of i
of Qw({iq}), we have (l, i) /∈ R. In particular, if l < i such that β(l) 6= β(i), then we have
〈β(l)∨, β(i)〉 = 0. This implies the assertion. 
4. Equality of Weyl groups and a root inequality
Let G be as in Section 2. Throughout this section, we consider a minuscule parabolic
subgroup P = PI , a Weyl group element w ∈ W
I , and a generalised reduced decomposition
ŵ = (w1, w2, . . . , wm) of w, obtained by construction 1 of Perrin.
In view of (3.1), we see that X(w) is a Schubert subvariety of a minuscule flag variety for
Gw. Thus, we may assume that Gw = G; then Supp(w) = S.
4.1. Equality of Weyl groups in type An. Let G be of type An, that is, G = SLn+1;
then every fundamental weight is minuscule and hence the minuscule parabolic subgroups
are exactly the maximal ones. The aim of this subsection is to prove the following:
Theorem 4.1. For any w and ŵ as above, we have
W (Gw1,x̂, Tw1) = W (Gw1,w1x1 , Tw1)
and this group (viewed as a subgroup of W ) is generated by simple reflections.
To prove this result, we first set up notation. We order the simple roots as in [Hu72, p.58].
Let P := Pw; then P = P αr for a unique integer 1 ≤ r ≤ n. Further, w(i) < w(i + 1) for
every 1 ≤ i ≤ r− 1. Let ai = w(i)− 1. Then i ≤ ai < ai+1 ≤ n for every 1 ≤ i ≤ r − 1. Let
v = (sa1sa1−1 · · · s1)(sa2sa2−1 · · · s2) · · · (sarsar−1 · · · sr).
Note that v ∈ W S\{αr}.
Since w, v ∈ W S\{αr} and w(i) = v(i) for all 1 ≤ i ≤ r, we have
w = (sa1sa1−1 · · · s1)(sa2sa2−1 · · · s2) · · · (sarsar−1 · · · sr).
For integers bi ≤ ai, we let wbi,ai = saisai−1 · · · sbi . Since
w˜ = (sa1 , sa1−1, . . . , s1, sa2 , sa2−1, . . . , s2, . . . , sar , sar−1, . . . , sr)
is a reduced decomposition of w, we see that (w1,a1, w2,a2 , . . . , wr,ar) is a generalised reduced
decomposition of w.
Next, we prove a succession of preliminary results:
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Lemma 4.2. Let 1 ≤ i < k ≤ r. Let bs (i ≤ s ≤ k) be a sequence of integers such that
s ≤ bs ≤ as and bs+1 = 1 + bs for all i ≤ s ≤ k − 1. Let w
′ = wbi,aiwbi+1,ai+1 · · ·wbk,ak .
Then for any integer bi ≤ l ≤ ai − 1, we have slw
′ = w′sj for some integer j 6= bk such that
sj ≤ w
′.
Proof. Since bs+1 = 1 + bs for all i ≤ s ≤ k − 1 the pattern of wbi,aiwbi+1,ai+1 · · ·wbk,ak is
similar to that of wi,aiwi+1,ai+1 · · ·wk,ak . Thus, we may assume that bs = s for all i ≤ s ≤ k.
Since slsm = smsl for all m ≥ l + 2, slsl+1sl = sl+1slsl+1 and sl+1st = stsl+1 for all
i ≤ t ≤ l − 1, we have slwi,ai = slsaisai−1 · · · si = sai · · · sisl+1.
Therefore, we have slw
′ = wi,aisl+1wi+1,ai+1 · · ·wk,ak . Further, since i+1 ≤ l+1 ≤ ai+1−1,
by induction on k − i, we have sl+1wi+1,ai+1 · · ·wk,ak = wi+1,ai+1 · · ·wk,aksj for some integer
j 6= k such that sj ≤ w
′.
Hence, we have slw
′ = wi,aiwi+1,ai+1 · · ·wk,aksj = w
′sj . 
Lemma 4.3. Let i, k, as, bs (i ≤ s ≤ k) and w
′ be as in Lemma 4.2. Further, assume that
as+1 = 1 + as for all i ≤ s ≤ k − 1. Then for any integer bi ≤ l ≤ ak different from ai, we
have slw
′ = w′sj for some integer j 6= bk such that sj ≤ w
′.
Proof. As in the proof of Lemma 4.2, we may assume that bs = s for all i ≤ s ≤ k.
If l ≤ ai − 1, then, we are done by Lemma 4.2.
If l = ai+1, we first show that slwi,aiwi+1,ai+1 = wi,aiwi+1,ai+1si.
For the base case ai = i and ai+1 = i+ 1, we have
slwi,aiwi+1,ai+1 = si+1sisi+1 = sisi+1si = wi,aiwi+1,ai+1si.
If ai ≥ i+ 1, then we obtain
slwi,aiwi+1,ai+1 = sai+1saisai+1(sai−1 · · · si)(sai · · · si+1)
= saisai+1(sai((sai−1 · · · si)(sai · · · si+1))) = saisai+1(wi,ai−1wi+1,aisi) = wi,aiwi+1,ai+1si
by induction on length.
Since siws,as = ws,assi for all s ≥ i+ 2, this yields
slw
′ = wi,aiwi+1,ai+1siwi+2,ai+2 · · ·wk,ak = w
′si.
The proofs for the cases l = as, i+ 2 ≤ s ≤ k are similar. 
Lemma 4.4. Let i, k, as, bs (i ≤ s ≤ k) and w
′ be as in Lemma 4.3. Then for any integer
bk + 1 ≤ t ≤ ak, we have w
′st = slw
′ for some integer l 6= ai such that sl ≤ w
′.
Proof. Again, we may assume that bs = s for all i ≤ s ≤ k.
Since, stsm = smst for all m ≤ t − 2, stst−1st = st−1stst−1 and sjst−1 = st−1sj for all
j ≥ t + 1, we have wk,akst = saksak−1 · · · skst = st−1sak · · · sk. Therefore, we have w
′st =
wi,aiwi+1,ai+1 · · ·wk−1,ak−1st−1wk,ak . Further, since k ≤ t−1 ≤ ak−1 = ak−1, by induction on
k − i, we have wi,ai · · ·wk−1,ak−1st−1 = slwi,ai · · ·wk−1,ak−1 for some integer l 6= ai such that
sl ≤ w
′.
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Hence, we obtain w′st = slwi,aiwi+1,ai+1 · · ·wk,ak = slw
′. 
Lemma 4.5. Let i, k, as, bs (i ≤ s ≤ k) and w
′ be as in Lemma 4.3. Then for any integer
bi ≤ t ≤ ak different from bk, we have w
′st = slw
′ for some integer l 6= ai such that sl ≤ w
′.
Proof. As in the proof of Lemma 4.2, we may assume that bs = s for all i ≤ s ≤ k.
If t ≥ k + 1, then we are done by Lemma 4.4.
If t = k − 1, we first show that wk−1,ak−1wk,akst = sakwk−1,ak−1wk,ak .
For the base case k = ak and k − 1 = ak−1, we have
wk−1,ak−1wk,akst = sk−1sksk−1 = sksk−1sk = sakwk−1,ak−1wk,ak .
If ak−1 ≥ k, then we obtain
wk−1,ak−1wk,akst = wk,ak−1wk+1,ak(sk−1sksk−1) = wk,ak−1wk+1,ak(sksk−1sk)
= (wk,ak−1wk+1,aksk)(sk−1sk) = (sakwk,ak−1wk+1,ak)(sk−1sk) = sakwk−1,ak−1wk,ak
by induction on length.
Since wj,ajsak = sakwj,aj for all i ≤ j ≤ k − 2, we have w
′st = sakw
′.
The proofs for the cases i ≤ t ≤ k − 2 are similar.

Recall that w˜ = (sa1 , sa1−1, . . . , s1, sa2 , . . . , s2, . . . , sar , . . . , sr) is a reduced decomposition
of w = w1,a1w2,a2 · · ·wr,ar . Let β1 = αa1 , β2 = αa1−1, etc. Therefore, the peaks of the quiver
Qw are the indices i such that ℓ(sβiw) = ℓ(w)− 1.
Let J(w) := {2 ≤ j ≤ r : aj − aj−1 ≥ 2}
⋃
{1} and let |J(w)| = m. By the above
paragraph, peaks of the quiver Qw are indexed by the elements of J(w). So, Peaks(Qw) is
identified with {ij ∈ [1, ℓ(w)] : j ∈ J(w)}. Then we have β(ij) = αaj for all j ∈ J(w).
Let 1 = j1 < j2 < · · · < jm ≤ r be the standard increasing ordering of elements of
J(w), that is; the ordering induced by the usual ordering of positive integers. Let ŵ =
(w1, w2, . . . , wm) be the generalised reduced decomposition of w obtained by construction 1
corresponding to this ordering.
By this construction , we have w1 = w1,a1w2,a2 · · ·wj2−1,aj2−1 . Note that ℓ(siw1) = ℓ(w1)−1
if and only if i = a1. Therefore, again by construction 1, we have Peaks(Qw1) = {p}, where
β(p) = αa1 . Thus, we have 〈α
∨
at+1
, αat〉 6= 0 for all 1 ≤ t ≤ j2−2. Hence, we have at+1 = 1+at
for all 1 ≤ t ≤ j2 − 2.
We may now prove Theorem 4.1 in the case where the generalised reduced decomposition
is associated to the above standard ordering of peaks. For the reader’s convenience, we recall
its statement:
Lemma 4.6. With the above assumptions, we have W (Gw1,x̂, Tw1) = W (Gw1,w1x1, Tw1) and
this group is generated by simple reflections.
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Proof. By Lemma 3.1(5), we have W (Gw1,x̂, Tw1) = W (Gw1,wx, Tw1). Further, by Lemma
3.1(4), we have W (Gw1,x̂, Tw1) ⊂ W (Gw1,w1x1, Tw1). Thus, it suffices to prove that
W (Gw1,w1x1, Tw1) ⊂W (Gw1,wx, Tw1) and the latter is generated by reflections.
Recall that w1 = w1,a1w2,a2 · · ·wj2−1,aj2−1. We first prove the following
Claim. W (Gw1,w1x1, Tw1) is generated by simple reflections.
Let v ∈ W (Gw1, Tw1) be such that vw1 = w1u for some u ∈ W (Gw1, Tw1). We prove by
induction on ℓ(u) that v is a product of simple reflections sj ≤ w1 such that sjw1 = w1st for
some integer t 6= j2 − 1 with st ≤ w1.
If ℓ(u) = 1, then we have u = st for some t 6= j2 − 1 such that st ≤ w1. Hence by Lemma
4.5, we have v = sl for some integer l 6= a1 such that sl ≤ w1.
So, assume that ℓ(u) ≥ 2. Choose an integer t 6= j2 − 1 such that st ≤ w1 and ℓ(ust) =
ℓ(u)− 1.
We have vsw1(αt)w1 = vw1st = w1ust. Note that w1(αt) ∈ R
+ \ v−1(R+). Therefore we
have sw1(αt) ∈ W (Gw1, Tw1). Since ℓ(ust) = ℓ(u) − 1, by induction vsw1(αt) is a product of
simple reflections sj ≤ w1 such that sjw1 = w1sp for some integer p 6= j2 − 1 such that
sp ≤ w1.
On the other hand, by Lemma 4.5, we have w1st = slw1 for some integer l 6= a1 such that
sl ≤ w1. Therefore, we have w1(αt) = αl and so v is a product of simple reflections sj ≤ w1
such that sjw1 = w1sp for some integer p 6= j2 − 1 such that sp ≤ w1.
This proves the claim.
Now, let v ∈ W (Gw1,w1x1 , Tw1). Then by the claim, v is a product of simple reflections
sj ≤ w1 such that sjw1 = w1sp for some integer p 6= j2 − 1 such that sp ≤ w1. On the other
hand, by Lemma 3.7, for any such sj, we have sjwx = wx and hence we have vwx = wx.
This proves the desired inclusion.

To complete the proof of Theorem 4.1, we now consider an arbitrary ordering  of
the elements of J(w) and let j ∈ J(w) be the first element in this ordering. Let
ŵ′ = (w′1, w
′
2, . . . , w
′
m) be the generalised reduced decomposition obtained by construction 1
corresponding to this ordering of Peaks(Qw). Let 1 ≤ q ≤ m be the integer such that j = jq.
Again by construction 1, we have wq = w
′
1v for some v ∈ W such that ℓ(wq) = ℓ(w
′
1) + ℓ(v).
Let X̂(ŵ′) be the variety corresponding to ŵ′, with base point x̂′.
Recall from Lemma 3.1 that W (Gw′
1
,x̂′, Tw′
1
) ⊂W (Gw′
1
,w′
1
x′
1
, Tw′
1
) ⊂W .
By arguing as in the beginning of the proof of Lemma 4.6, it suffices to prove the inclusion
W (Gw′
1
,w′
1
x′
1
, Tw′
1
) ⊂W (Gw′
1
,wx, Tw′
1
).
The rest of the argument is also similar to that of Lemma 4.6. For completeness of proof,
we give the details.
If the ordering of the peaks of Qw is such that w
′
1 = w1, we are done. Otherwise, let
k = jq+1 − 1. Then by construction 1, there exists a sequence l ≤ bl ≤ al (j ≤ l ≤ k) of
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positive integers such that bl+1 = bl+1 for all j ≤ l ≤ k−1, and w
′
1 = wbj ,ajwbj+1,aj+1 · · ·wbk,ak .
Further, we have al+1 = al + 1 for all j ≤ l ≤ k − 1.
So, w′1 satisfies the hypothesis of Lemma 4.5. Therefore, we can imitate the proof of
Lemma 4.6. We first prove the following
Claim : W (Gw′
1
,w′
1
x′
1
, Tw′
1
) is generated by simple reflections.
Let v ∈ W (Gw′
1
, Tw′
1
) be such that vw′1 = w
′
1u for some u ∈ W (Gw′1, Tw′1). We prove by
induction on ℓ(u) that v is a product of simple reflections si ≤ w
′
1 such that siw
′
1 = w
′
1st for
some integer t 6= bk with st ≤ w1.
If ℓ(u) = 1, then we have u = st for some t 6= bk such that st ≤ w
′
1. Hence by Lemma 4.5,
we have v = sl for some integer l 6= aj such that sl ≤ w
′
1.
So, assume that ℓ(u) ≥ 2. Choose an integer t 6= bk such that st ≤ w
′
1 and ℓ(ust) = ℓ(u)−1.
We have vsw′
1
(αt)w
′
1 = vw
′
1st = w
′
1ust. Note that w
′
1(αt) ∈ R
+ \ v−1(R+). Therefore we
have sw′
1
(αt) ∈ W (Gw′1, Tw′1). Since ℓ(ust) = ℓ(u) − 1, by induction vsw′1(αt) is a product of
simple reflections si ≤ w
′
1 such that siw
′
1 = w
′
1sp for some integer p 6= bk such that sp ≤ w
′
1.
On the other hand, by Lemma 4.5, we have w′1st = slw
′
1 for some integer l 6= aj such that
sl ≤ w
′
1. Therefore, we have w
′
1(αt) = αl and so v is a product of simple reflections si ≤ w
′
1
such that siw
′
1 = w
′
1sp for some integer p 6= bk such that sp ≤ w
′
1.
This proves the claim.
Now, let v ∈ W (Gw′
1
,w′
1
x′
1
, Tw′
1
). Then by the claim, v is a product of simple reflections
si ≤ w
′
1 such that siw
′
1 = w
′
1sp for some integer p 6= bk such that sp ≤ w
′
1.
On the other hand, by Lemma 3.7, for any such si, we have siwx = wx and hence
vwx = wx. This completes the proof of Theorem 4.1.
4.2. Root inequality in type An. We keep the notation of Subsection 4.1. In particular,
w ∈ W denotes a minuscule element, and P := Pw = P αr for a unique integer 1 ≤ r ≤ n.
Recall that there exists a unique sequence 1 ≤ a1 < a2 < . . . < ar ≤ n of integers such
that (w1,a1, w2,a2 , . . . , wr,ar) is a generalised reduced decomposition of w. Also, recall that
J(w) := {2 ≤ j ≤ r : aj − aj−1 ≥ 2}
⋃
{1} is identified with Peaks(Qw).
Let  be an arbitrary ordering of the elements of J(w). Let ŵ′ = (w′1, w
′
2, . . . , w
′
m) be the
generalised reduced decomposition of w obtained by construction 1 corresponding to this
ordering.
Then we have
Proposition 4.7. Let α be the unique simple root such that (w′1)
−1(α) is a negative root
(see [BK19, Lem. 5.1]). Then we have (w′1)
−1(α) ≥ w−1(α). Further, (w′1)
−1(α) = w−1(α)
if and only if w = w′1; that is, m = 1.
Proof. We first claim that the above proposition holds for the standard increasing ordering
1 = j1 < j2 < · · · < jm ≤ r of the elements of J(w).
Let ŵ = (w1, w2, . . . , wm) be the generalised reduced decomposition of w obtained
by construction 1 corresponding to this ordering. By this construction, we have w1 =
11
w1,a1w2,a2 · · ·wj2−1,aj2−1 . Therefore, we have α = αa1 . Further, we have
w−11 (αa1) = −
aj2−1∑
i=1
αi.
On the other hand, we have
w−1(αa1) = −
aj2−1+r+1−j2∑
i=1
αi.
Thus, we have w−11 (α) ≥ w
−1(α). Also, if m 6= 1, then we have j2 ≤ r and hence we have
r + 1− j2 ≥ 1. Hence we have w
−1
1 (α) > w
−1(α), proving the claim.
We now prove the proposition for an arbitrary ordering of the elements of J(w).
let j ∈ J(w) be the first element in this ordering. Let 1 ≤ q ≤ m be the integer such that
j = jq. By the claim, we may assume that q 6= 1. By construction 1, we have wq = w
′
1v for
some v ∈ W such that ℓ(wq) = ℓ(w
′
1) + ℓ(v).
Let k = jq+1−1. Then by construction 1, there exists a sequence l ≤ bl ≤ al (j ≤ l ≤ k) of
positive integers such that bl+1 = bl+1 for all j ≤ l ≤ k−1, and w
′
1 = wbj ,ajwbj+1,aj+1 · · ·wbk,ak .
Further, we have al+1 = al + 1 for all j ≤ l ≤ k − 1. By Lemma 3.8, w
′
1 commutes with wl
for all 1 ≤ l ≤ q − 1. Therefore, we have bj ≥ j + 1.
Now, we have α = αaj . Therefore,
(w′1)
−1(αaj ) = −
ak∑
i=bj
αi.
On the other hand, we have
w−1q (αaj ) = −
ak∑
i=j
αi.
Since bj ≥ j + 1, we obtain
(4.1) (w′1)
−1(αaj ) > w
−1
q (αaj ).
Applying the claim to the generalised reduced decomposition vˆ = (wq, wq+1, · · · , wm) of
v = wj,ajwj+1,aj+1 · · ·wr,ar obtained by construction 1 for the standard increasing ordering of
{jq, jq+1, · · · , jm}, we have
(4.2) w−1q (αaj ) ≥ v
−1(αaj ).
Again by Lemma 3.8, we see that saj commutes with wi for all 1 ≤ i ≤ q − 1. Therefore,
we have
(4.3) w−1(αaj ) = v
−1(αaj ).
Now, the proof of the lemma follows from (4.1), (4.2) and (4.3). 
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4.3. Equality of Weyl groups in type Dn. Let G be of type Dn, where n ≥ 4; then
G = Spin2n. We order the simple roots as in [Hu72, p. 58]; then the minuscule simple roots
are α1, αn−1 and αn. We will obtain a slightly weaker version of Theorem 4.1 in this setting:
Theorem 4.8. We have W (Gw1,x̂, Tw1) = W (Gw1,w1x1 , Tw1).
Remark 4.9. The group W (Gw1,w1x1 , Tw1) is not necessarily generated by simple reflections.
For example, take n = 8 and w = (s4s5s6s8)(s3s4s5s6s7)(s1s2s3s4s5s6s8). Then, we have
w1 = (s4s5s6s8)(s3s4s5s6s7) for the standard ordering of Peaks(Qw). Let β =
∑7
i=4 αi. Then
v = sβ ∈ W (Gw1,w1x1 , Tw1) but v is not a product of simple reflections in this group.
To show Theorem 4.8, it suffices to consider the cases where P = P α1, P = P αn, since
there is an automorphism of the Dynkin diagram of G sending αn−1 to αn.
We begin with the easy case where P = P α1 . By arguing as in the beginning of the proof
of Lemma 4.6, it suffices to prove that W (Gw1,w1x1, Tw1) ⊂W (Gw1,wx, Tw1).
If there is a unique peak of Qw, then by construction 1, we have w = w1 and so we
are done. Otherwise, by the same construction, we have w = snsn−1sn−2 · · · s1. Since
there is an automorphism of the Dynkin diagram of G sending αn to αn−1, without loss
of generality, we may assume that w1 = sn and w2 = sn−1sn−2 · · · s1. Therefore, we have
W (Gw1, Tw1) = W (Gw1, Tw1) = {1, sn}. Thus, identity is the only element of W (Gw1, Tw1)
that fixes w1x1. So, we are done.
We now turn to the case where P = P αn = PI , where I = S \ {αn}. For 1 ≤ i ≤ n − 1,
1 ≤ ai ≤ n− 2, let
vi,ai =
{
saisai+1 · · · sn−2sn if i is odd,
saisai+1 · · · sn−2sn−1 if i is even.
Let vi,n = sn if i is odd, vi,n−1 = sn−1 if i is even.
Lemma 4.10. The minimal representative wI0 ∈ W
I of the longest element w0 ∈ W is of
the form wI0 =
{
sn−1(vn−2,n−2vn−3,n−3 · · · v1,1) if n is odd,
sn(vn−2,n−2vn−3,n−3 · · · v1,1) if n is even.
Further, (sn−1, vn−2,n−2, vn−3,n−3, . . . , v1,1) (respectively, (sn, vn−2,n−2, vn−3,n−3, . . . , v1,1)) is
a generalised reduced decomposition of wI0 if n is odd (respectively, if n is even).
Proof. By induction on n (=rank(G)), since there is an automorphism of the Dynkin diagram
of G sending αn−1 to αn, the minimal representative
v ∈ W (GS\{α1}, GS\{α1} ∩ T )
S\{α1,αn−1}
of the longest element in W (GS\{α1}, GS\{α1} ∩ T ) is of the form
v =
{
sn−1(vn−2,n−2vn−3,n−3 · · · v2,2) if n is odd,
sn(vn−2,n−2vn−3,n−3 · · · v2,2) if n is even.
Again since there is an automorphism of the Dynkin diagram of G sending αn−1 to αn,
the number of positive roots of the form
∑
i 6=1miαi, with mn ≥ 1 is equal to ℓ(v). On the
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other hand, the number of positive roots
∑n
i=1miαi, with mn ≥ 1 and m1 ≥ 1 is equal to
ℓ(v1,1).
Therefore, the number of positive roots of the form
∑
imiαi with mn ≥ 1 is equal to
ℓ(v) + ℓ(v1,1).
Thus, we have ℓ(wI0) = ℓ(v) + ℓ(v1,1). This implies the assertion. 
Let w ∈ W I be such that Supp(w) = S. By Lemma 4.10 there exists a unique increasing
sequence 1 = a1 < a2 < . . . < ak ≤ n of integers such that w = vk,akvk−1,ak−1 · · · v1,a1 . Fur-
ther, again by Lemma 4.10, (vk,ak , vk−1,ak−1 , . . . , v1,a1) is a generalised reduced decomposition
of w.
Let J(w) := {1 ≤ j ≤ k−1 : 〈αaj+1 , α
∨
aj
〉 = 0}∪{k} and let |J(w)| = m. The peaks of the
quiver Qw are indexed by the elements of J(w). So, let {ij : j ∈ J(w)} be the peaks of Qw.
Then we have β(ij) = αaj for all j ∈ J(w). Let j1 = k > · · · > jm be the standard decreasing
ordering of the elements of J(w), that is; the ordering induced by the decreasing ordering
of positive integers. Let ŵ = (w1, w2, . . . , wm) be the generalised reduced decomposition
corresponding to this ordering of Peaks(Qw) obtained by construction 1.
Lemma 4.11. Let 1 ≤ l ≤ k be a positive integer.
(1) Assume that l is even. Then for any integer 1 + al ≤ i ≤ n − 1, we have
sivl,al = vl,alsi−1.
(2) Assume that l is odd. Then for any integer 1 + al ≤ i ≤ n − 2, we have
sivl,al = vl,alsi−1, and snvl,al = vl,alsn−2.
Proof. We consider the case where l is even. The proof of the case where l is odd is similar.
Since sisj = sjsi for all 1 + al ≤ j ≤ i− 2, sisi−1si = si−1sisi−1 and si−1st = stsi−1 for all
i+ 1 ≤ t ≤ n− 1, we have sivl,al = vl,alsi−1.

Let 1 ≤ r ≤ k be the least positive integer such that 〈αaj+1 , α
∨
aj
〉 6= 0 for all r ≤ j ≤ k− 1.
Then by construction 1, we have w1 = vk,akvk−1,ak−1 · · · vr,ar .
We may now prove Theorem 4.8 for the generalised reduced decomposition associated to
the above standard ordering.
By arguing as in the beginning of the proof of Lemma 4.6, it suffices to prove that
W (Gw1,w1x1 , Tw1) ⊂ W (Gw1,wx, Tw1).
Let v ∈ W (Gw1, Tw1) be such that vw1x1 = w1x1. Then, we have vw1 = w1u for some
u ∈ W (Gw1, Tw1) such that sn  u if r is odd and sn−1  u if r is even.
We prove by induction on ℓ(u) that
uvr−1,ar−1vr−2,ar−2 · · · v1,a1 = vr−1,ar−1vr−2,ar−2 · · · v1,a1 mod W
αn.
14
If ℓ(u) = 1, then we have u = st for some integer ar ≤ t ≤ n and t 6= n if r is odd
and t 6= n − 1 if r is even. Using Lemma 4.11 repeatedly, for any such t, we see that
stvr−1,ar−1vr−2,ar−2 · · · v1,a1 = vr−1,ar−1vr−2,ar−2 · · · v1,a1sl for some integer l 6= n.
So, assume that ℓ(u) ≥ 2. Choose an integer ar ≤ t ≤ n such that t 6= n if r is odd and
t 6= n− 1 if r is even such that ℓ(ust) = ℓ(u)− 1. Since ℓ(ust) = ℓ(u)− 1, by induction on
ℓ(u), we see that ustvr−1,ar−1vr−2,ar−2 · · · v1,a1 = vr−1,ar−1vr−2,ar−2 · · · v1,a1 mod W
αn. By the
above discussion, we have stvr−1,ar−1vr−2,ar−2 · · · v1,a1 = vr−1,ar−1vr−2,ar−2 · · · v1,a1sl for some
integer l 6= n.
Hence, we have uvr−1,ar−1vr−2,ar−2 · · · v1,a1 = vr−1,ar−1vr−2,ar−2 · · · v1,a1 mod W
αn . There-
fore, we have vw = w1uvr−1,ar−1vr−2,ar−2 · · · v1,a1 = w mod W
αn. Thus, we obtain vwx = wx.
This completes the proof for the above (special) generalised reduced decomposition.
Next, we turn to the general case. Recall that
J(w) = {1 ≤ j ≤ k − 1 : 〈αaj+1 , α
∨
aj
〉 = 0} ∪ {k}
and let |J(w)| = m. Also, let  be an arbitrary ordering of the elements of J(w) and let
j ∈ J(w) be the first element in this ordering. Since Peaks(Qw) is indexed by J(w), this
ordering of J(w) induces an ordering of Peaks(Qw).
Let ŵ′ = (w′1, w
′
2, . . . , w
′
m) be the generalised reduced decomposition of w obtained by
construction 1 corresponding to this ordering of Peaks(Qw). Let 1 ≤ q ≤ m be the integer
such that j = jq. Again by construction 1, we have wq = w
′
1v for some v ∈ W such that
ℓ(wq) = ℓ(w
′
1) + ℓ(v).
Let X̂(ŵ′) be the variety corresponding to this ordering. Recall that X̂(ŵ) denotes the
variety corresponding to the standard decreasing ordering of the elements of J(w).
Recall from Lemma 3.1 that W (Gw′
1
,x̂′, Tw′
1
) ⊂W (Gw′
1
,w′
1
x′
1
, Tw′
1
) ⊂W .
Proposition 4.12. Assume that q 6= 1. That is, w1 6= w
′
1. Then
W (Gw′
1
,x̂′, Tw′
1
) = W (Gw′
1
,w′
1
x′
1
, Tw′
1
)
and this group is generated by simple reflections.
Proof. As at the beginning of the proof of Lemma 4.6, it suffices to prove the inclusion
W (Gw′
1
,w′
1
x′
1
, Tw′
1
) ⊂ W (Gw′
1
,wx, Tw′
1
).
Recall the definition of Qw(A) for any A ⊂ Peaks(Qw) from Definition 3.6. By construction
1, for any vertex l of Qw(Peaks(Qw) \ {ij}) and for any vertex of i of Qw({ij}), we have
(l, i) /∈ R. In particular, we have 〈β(l)∨, β(i)〉 = 0. Thus, every simple reflection se ≤ w
′
1
commutes with every simple reflection sf ≤ wr for all 1 ≤ r ≤ q − 1. Hence, w
′
1 commutes
with w1. Further, either sn ≤ w1 or sn−1 ≤ w1. If w
′
1 = sn−1 or w
′
1 = sn we are done.
Otherwise, we have sl  w′1 for all n − 2 ≤ l ≤ n. Therefore the Dynkin diagram of Gw′1 is
of type A.
Let h = jq+1. By construction 1, we have as+1 = as+1 for all h+1 ≤ s ≤ j−1. Again, by
construction 1, there exists a sequence as ≤ bs ≤ n− 3 (h + 1 ≤ s ≤ j) of positive integers
with bs+1 = 1 + bs for all h+ 1 ≤ s ≤ j − 1 such that (w
′
1)
−1 = wah+1,bh+1wah+2,bh+2 · · ·waj ,bj .
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Therefore, by Lemma 4.3, for any integer ah+1 ≤ t ≤ bj different from bh+1, we have
st(w
′
1)
−1 = (w′1)
−1sp for some integer p 6= aj such that sp ≤ w
′.
Hence we have
Observation. For any ah+1 ≤ t ≤ bj different from bh+1, we have w
′
1st = spw
′
1 for some
integer p 6= aj such that sp ≤ w
′.
Therefore, we can imitate the proof of Lemma 4.6.
Claim. W (Gw′
1
,w′
1
x′
1
, Tw′
1
) is generated by simple reflections.
Let v ∈ W (Gw′
1
, Tw′
1
) be such that vw′1 = w
′
1u for some u ∈ W (Gw′1, Tw′1). We prove by
induction on ℓ(u) that v is a product of simple reflections sp ≤ w
′
1 such that spw
′
1 = w
′
1st for
some integer t 6= bh+1 with st ≤ w
′
1.
If ℓ(u) = 1, then we have u = st for some integer t 6= bh+1 such that st ≤ w
′
1. Hence by
Observation, we have v = sp for some integer p 6= aj such that sp ≤ w
′
1.
So, assume that ℓ(u) ≥ 2. Choose an integer t 6= bh+1 such that st ≤ w
′
1 and ℓ(ust) =
ℓ(u)− 1.
We have vsw′
1
(αt)w
′
1 = vw
′
1st = w
′
1ust. Note that w
′
1(αt) ∈ R
+ \ v−1(R+). Therefore
sw′
1
(αt) ∈ W (Gw′1, Tw′1). Since ℓ(ust) = ℓ(u)− 1, by induction vsw′1(αt) is a product of simple
reflections sp ≤ w
′
1 such that spw
′
1 = w
′
1sl for some integer l 6= bh+1 such that sl ≤ w
′
1.
On the other hand, by Observation, we have w′1st = sew
′
1 for some integer e 6= aj such
that se ≤ w
′
1. Therefore, we have w
′
1(αt) = αe and so v is a product of simple reflections
sp ≤ w
′
1 such that spw
′
1 = w
′
1sl for some integer l 6= bh+1 such that sl ≤ w
′
1.
This proves the claim.
Now, let v ∈ W (Gw′
1
,w′
1
x′
1
, Tw′
1
). Then by the claim, v is a product of simple reflections
sp ≤ w
′
1 such that spw
′
1 = w
′
1sl for some integer l 6= bh+1 such that sl ≤ w
′
1. On the other
hand, by Lemma 3.7, for any such sp, we have spwx = wx and hence we have vwx = wx. 
4.4. Root inequality in type Dn. We keep the notation of Subsection 4.3 In particular,
w ∈ W denotes a minuscule element, P := Pw = P αr for some r = 1, n − 1, n, and  an
arbitrary ordering of the elements of J(w). Let ŵ′ = (w′1, w
′
2, . . . , w
′
m) be the generalised
reduced decomposition of w obtained by construction 1 for this ordering. Then we have
Proposition 4.13. Let α be the unique simple root such that (w′1)
−1(α) is a negative root
(see [BK19, Lem. 5.1]). Then we have (w′1)
−1(α) ≥ w−1(α). Further, (w′1)
−1(α) = w−1(α)
if and only if w = w′1; that is, m = 1.
Proof. It suffices to consider the cases where P = P α1 , P = P αn, since there is an automor-
phism of the Dynkin diagram of G sending αn−1 to αn.
Also, the case where P = P α1 is easy: if there is a unique peak of Qw, then by construction
1, we have w = w1 and so we are done. Otherwise, by the same construction, we have
w = snsn−1sn−2 · · · s1. Using again the existence of an automorphism of the Dynkin diagram
sending αn to αn−1, without loss of generality, we may assume that w1 = sn and w2 =
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sn−1sn−2 · · · s1. Therefore, we have α = αn and w
−1
1 (αn) = −αn > −(αn +
∑n−2
l=1 αl) =
w−1(αn). Hence, we are done.
Now, we turn to the case P = P αn. We adapt the argument of the proof of Proposition
4.7.
Recall that by Lemma 4.10 there exists a unique increasing sequence 1 = a1 < a2 < . . . <
ak ≤ n of integers such that w = vk,akvk−1,ak−1 · · · v1,a1 .
Claim. The proposition holds for the standard decreasing ordering j1 = k > j2 > · · · > jm
of the elements of J(w).
Here again, we may assume that m ≥ 2. Let r = j2 + 1. We consider the case where
k is even. The proof for the case where k is odd is similar. By construction 1, we have
w1 = vk,akvk−1,ak−1 · · · vr,ar . Further, we have α = αak . Therefore, we have
w−11 (α) =

−(
∑n−1
l=ar
αl) if r = k
−(
∑n
l=ar
αl) if r = k − 1
−(
∑n−(k+1−r)
l=ar
αl + 2(
∑n−2
l=n−(k−r) αl) + αn−1 + αn) if r ≤ k − 2.
.
Case 1. r = k.
Subcase 1. r = 2. We have w−1(α) = −(
∑n
l=a2−1
αl).
Subcase 2. r ≥ 3. We have
w−1(α) = −(
n−k∑
l=ak−k+1
αl + 2(
n−2∑
l=n−k+1
αl) + αn−1 + αn).
Case 2. r = k − 1. We have
w−1(α) = −(
n−k∑
l=ak−k+1
αl + 2(
n−2∑
l=n−k+1
αl) + αn−1 + αn).
Case 3. r ≤ k − 2. We have
w−1(α) = −(
n−k∑
l=ak−k+1
αl + 2(
n−2∑
l=n−k+1
αl) + αn−1 + αn).
This completes the proof of the claim.
We now prove the proposition for an arbitrary ordering of the elements of J(w).
Let j ∈ J(w) be the first element in this ordering. Let 1 ≤ q ≤ m be the integer such that
j = jq. By the proof for the standard decreasing ordering, we may assume that q 6= 1. By
construction 1, we have wq = w
′
1v for some v ∈ W such that ℓ(wq) = ℓ(w
′
1) + ℓ(v).
Let h = jq+1. Then by construction 1, there exists a sequence al ≤ bl ≤ n (h+ 1 ≤ l ≤ j)
of integers such that bl+1 = bl + 1 for all h + 1 ≤ l ≤ j − 1, and we have (w
′
1)
−1 =
wah+1,bh+1wah+2,bh+2 · · ·waj ,bj . Further, we have al+1 = al + 1 for all h + 1 ≤ l ≤ j − 1. By
Lemma 3.8, w′1 commutes with wl for all 1 ≤ l ≤ q − 1. Therefore, we have bj ≤ n− 3.
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Now, we have α = αaj . Therefore,
(w′1)
−1(αaj ) = −
bj∑
i=ah+1
αi.
On the other hand, we have
w−1q (α) =

−(
∑n−1
l=ah+1
αl) if j = h+ 1 and is even
−((
∑n−2
l=ah+1
αl) + αn) if j = h+ 1 and is odd
−(
∑n
l=ah+1
αl) if h = j − 2
−(
∑n+h−j
l=ah+1
αl + 2(
∑n−2
l=n+h+1−j)αl) + αn−1 + αn) if h ≤ j − 3.
.
Since bj ≤ n− 3, we have
(4.4) (w′1)
−1(αaj ) > w
−1
q (αaj ).
Applying the claim to the generalised reduced decomposition vˆ = (wq, wq+1, · · · , wm) of
v = wj,ajwj+1,aj+1 · · ·wr,ar obtained by construction 1 corresponding to the standard increas-
ing ordering of {jq, jq+1, · · · , jm}, we obtain
(4.5) w−1q (αaj ) ≥ v
−1(αaj ).
Again by Lemma 3.8, we see that saj commutes with wi for all 1 ≤ i ≤ q − 1. Therefore,
we have
(4.6) w−1(αaj ) = v
−1(αaj ).
Now, the proof of the lemma follows from (4.4), (4.5) and (4.6). 
4.5. Type E6. Let G be of type E6. We order the simple roots as in [Hu72, p.58]; then
the minuscule simple roots are α1 and α6. Since there is an automorphism of the Dynkin
diagram of G taking α1 to α6, it is sufficient to consider Schubert varieties in G/P , where
P = P α1 = PI with I = S \ {α1}.
A reduced decomposition of the longest element wI0 ∈ W
I is
(s6, s5, s4, s3, s2, s4, s1, s3, s5, s4, s6, s5, s2, s4, s3, s1)
and all the w ∈ W I are obtained by taking certain reduced subexpressions of the above
one. For any such w, we define the standard ordering on Peaks(Qw) as the ordering induced
by the standard increasing ordering on its vertices (viewed as positive integers). Using
the smoothness criterion of [Pe07, Thm. 7.11], one may check that the w ∈ W I such that
Supp(w) = S and X̂(ŵ) is smooth for this standard ordering are exactly the following:
s6s5s2s4s3s1, s4s6s5s2s4s3s1, s3s4s6s5s2s4s3s1, s1s3s4s6s5s2s4s3s1,
s4s1s3s5s4s6s5s2s4s3s1, s2s4s1s3s5s4s6s5s2s4s3s1, s6s5s4s3s2s4s1s3s5s4s6s5s2s4s3s1 = w
I
0.
We now describe the varieties associated to the generalised reduced decompositions of these
elements obtained by construction 1.
If w = wI0, then X(w) = G/P . Thus, there is a unique peak and X̂(ŵ) = X(w).
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In all other cases, there are two peaks and hence two decompositions, ŵ (for the standard
ordering) and ŵ′ (for the nonstandard one).
For w = s6s5s2s4s3s1, we have ŵ = (s6s5, s2s4s3s1). Thus, f̂ : X̂(ŵ) −→ X(s6s5) ≃ P2 is
a fibration with fiber X(s2s4s3s1) ≃ P4. Moreover, ŵ′ = (s2, s6s5s4s3s1). So, the morphism
f̂ ′ : X̂(ŵ′) −→ X(s2) ≃ P1 is a fibration with fiber X(s6s5s4s3s1) ≃ P5.
For w = s4s6s5s2s4s3s1, we have ŵ = (s4s2, s6s5s4s3s1). Thus, f̂ : X̂(ŵ) −→ X(s4s2) ≃ P2
is a fibration with fiber X(s6s5s4s3s1) ≃ P5. Also, ŵ′ = (s6, s4s5s2s4s3s1). The α4 is not
minuscule in the Dynkin diagram of Supp(s4s5s2s4s3s1). Hence X̂(ŵ
′) is singular in view of
[Pe07, Thm. 7.11] again.
For w = s3s4s6s5s2s4s3s1, we have ŵ = (s3s4s2, s6s5s4s3s1). Thus, the morphism
f̂ : X̂(ŵ) −→ X(s3s4s2) ≃ P3 is a fibration with fiber X(s6s5s4s3s1) ≃ P5. Also,
ŵ′ = (s6, s3s4s5s2s4s3s1). The simple root α3 is not minuscule in the Dynkin diagram of
Supp(s3s4s5s2s4s3s1). Hence X̂(ŵ
′) is singular.
For w = s1s3s4s6s5s2s4s3s1, we have ŵ = (s1s3s4s2, s6s5s4s3s1). Thus, the morphism
f̂ : X̂(ŵ) −→ X(s1s3s4s2) ≃ P4 is a fibration with fiber X(s6s5s4s3s1) ≃ P5. Also,
ŵ′ = (s6, s1s3s4s5s2s4s3s1). The simple root α1 is minuscule in the Dynkin diagram of
Supp(s1s3s4s5s2s4s3s1). Hence X̂(ŵ
′) is smooth. The morphism f̂ ′ : X̂(ŵ′) −→ X(s6) ≃ P1
is a fibration with fiber Gv/Gv
⋂
P , where v = s1s3s4s5s2s4s3s1. Moreover, Gv is of type D5
and Gv/Gv ∩ P is isomorphic to the quadric Q8.
For w = s4s1s3s5s4s6s5s2s4s3s1, we have ŵ = (s4s5s6, s1s3s4s5s2s4s3s1) = (s4s5s6, v),
where v is as above. So, the morphism f̂ : X̂(ŵ) −→ X(s4s5s6) ≃ P3 is a fibration with
fiber Q8. Also, ŵ′ = (s1, s4s5s6s3s4s5s2s4s3s1). The simple root α4 is not minuscule in the
Dynkin diagram of Supp(s4s5s6s3s4s5s2s4s3s1). Hence X̂(ŵ
′) is singular.
For w = s2s4s1s3s5s4s6s5s2s4s3s1, we have ŵ = (s2s4s5s6, v). Thus, the morphism
f̂ : X̂(ŵ) −→ X(s2s4s5s6) ≃ P4 is a fibration with fiber Q8 again. Also, ŵ′ =
(s1, s2s4s5s6s3s4s5s2s4s3s1). The simple root α2 is not minuscule in the Dynkin diagram
of Supp(s4s5s6s3s4s5s2s4s3s1). Hence X̂(ŵ
′) is singular in this case, too.
Finally, there is a unique element w ∈ W I for which X̂(ŵ) is singular but X̂(ŵ′) is smooth.
Take w = s1s3s5s4s6s5s2s4s3s1. Then ŵ = (s1s3, s5s4s6s5s2s4s3s1). The simple root α5 is
not minuscule in the Dynkin diagram of Supp(s5s4s6s5s2s4s3s1). Hence X̂(ŵ) is singular.
Also, ŵ′ = (s5s6, v). Hence X̂(ŵ
′) is smooth. The morphism f̂ ′ : X̂(ŵ′) −→ X(s5s6) ≃ P2 is
a fibration with fiber Q8 once more.
4.6. Type E7. Let G be of type E7. Here ̟7 is the unique minuscule fundamental weight.
Let P = P α7 = PI , where I = S \ {α7}. Then w
I
0 admits the reduced decomposition
(s7, s6, s5, s4, s2, s3, s1, s4, s5, s3, s4, s6, s5, s2, s4, s3, s7, s6, s5, s4, s1, s3, s2, s4, s5, s6, s7).
Like in type E6, we obtain all the w ∈ W
I by taking certain reduced subexpressions of the
above one, and we define the standard ordering on the peaks of the associated quivers as the
ordering induced by the standard increasing order on vertices.
19
Using again the smoothness criterion of [Pe07, Thm. 7.11], one may check that the w ∈ W I
such that Supp(w) = S and X̂(ŵ) is smooth for the standard ordering of Peaks(Qw) are
exactly the following:
s1s3s2s4s5s6s7, s4s1s3s2s4s5s6s7, s5s4s1s3s2s4s5s6s7, s6s5s4s1s3s2s4s5s6s7,
s7s6s5s4s1s3s2s4s5s6s7, s3s7s6s5s4s1s3s2s4s5s6s7, s4s3s7s6s5s4s1s3s2s4s5s6s7,
s2s4s3s7s6s5s4s1s3s2s4s5s6s7, s5s4s3s7s6s5s4s1s3s2s4s5s6s7, s5s2s4s3s7s6s5s4s1s3s2s4s5s6s7,
s7s6s5s4s2s3s1s4s5s3s4s6s5s2s4s3s7s6s5s4s1s3s2s4s5s6s7 = w
I
0.
We now describe the varieties associated to all the generalised reduced decompositions of
these elements obtained by construction 1.
Note that w = wI0 has a unique peak, and X(w) = G/P = X̂(ŵ). All other Weyl group el-
ements except s5s2s4s3s7s6s5s4s1s3s2s4s5s6s7 have two peaks, and hence two decompositions,
ŵ (for the standard ordering) and ŵ′ (for the nonstandard one).
For w = s1s3s2s4s5s6s7, we have ŵ = (s1s3, s2s4s5s6s7). So, the morphism f̂ : X̂(ŵ) −→
X(s1s3) ≃ P2 is a fibration with fiber X(s2s4s5s6s7) ≃ P5. Also, ŵ′ = (s2, s1s3s4s5s6s7). So,
the morphism f̂ ′ : X̂(ŵ′) −→ X(s2) ≃ P1 is a fibration with fiber X(s1s3s4s5s6s7) ≃ P6.
For w = s4s1s3s2s4s5s6s7, we have ŵ = (s4s2, s1s3s4s5s6s7). Therefore, the morphism
f̂ : X̂(ŵ) −→ X(s4s2) ≃ P2 is a fibration with fiber X(s1s3s4s5s6s7) ≃ P6. Also, ŵ′ =
(s1, s4s3s2s4s5s6s7). The simple root α4 is not a minuscule root of the Dynkin diagram of
Supp(s4s3s2s4s5s6s7). Therefore, X̂(ŵ
′) is singular.
For w = s5s4s1s3s2s4s5s6s7, we have ŵ = (s5s4s2, s1s3s4s5s6s7). Thus, the morphism
f̂ : X̂(ŵ) −→ X(s5s4s2) ≃ P3 is a fibration with fiber X(s1s3s4s5s6s7) ≃ P6. Also,
ŵ′ = (s1, s5s4s3s2s4s5s6s7). Since α5 is not a minuscule root of the Dynkin diagram of
Supp(s5s4s3s2s4s5s6s7), we see that X̂(ŵ
′) is singular.
For w = s6s5s4s1s3s2s4s5s6s7, we have ŵ = (s6s5s4s2, s1s3s4s5s6s7). So, the morphism
f̂ : X̂(ŵ) −→ X(s6s5s4s2) ≃ P4 is a fibration with fiber X(s1s3s4s5s6s7) ≃ P6. Also,
ŵ′ = (s1, s6s5s4s3s2s4s5s6s7). The simple root α6 is not a minuscule root of the Dynkin
diagram of Supp(s6s5s4s3s2s4s5s6s7). Therefore, X̂(ŵ
′) is singular.
For w = s7s6s5s4s1s3s2s4s5s6s7, we have ŵ = (s7s6s5s4s2, s1s3s4s5s6s7). So, the morphism
f̂ : X̂(ŵ) −→ X(s7s6s5s4s2) ≃ P5 is a fibration with fiber X(s1s3s4s5s6s7) ≃ P6. Also,
ŵ′ = (s1, s7s6s5s4s3s2s4s5s6s7). So, the morphism f̂
′ : X̂(ŵ′) −→ X(s1) ≃ P1 is a fibration
with fiber Gv/Gv
⋂
P , where v = s7s6s5s4s3s2s4s5s6s7. Moreover, Gv is of type D6 and
Gv/Gv
⋂
P is isomorphic to the quadric Q10.
For w = s3s7s6s5s4s1s3s2s4s5s6s7, we have ŵ = (s3s1, v), where v is as above.
Therefore, the morphism f̂ : X̂(ŵ) −→ X(s3s1) ≃ P2 is a fibration with fiber Q10.
Also, ŵ′ = (s7s6s5, s3s4s1s3s2s4s5s6s7). The simple root α3 is not a minuscule root of
Supp(s3s4s1s3s2s4s5s6s7). Therefore, X̂(ŵ
′) is singular.
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For w = s4s3s7s6s5s4s1s3s2s4s5s6s7, we have ŵ = (s4s3s1, v). Therefore, the mor-
phism f̂ : X̂(ŵ) −→ X(s4s3s1) ≃ P3 is again a fibration with fiber Q10. Also, we
have ŵ′ = (s7s6, s4s3s5s4s1s3s2s4s5s6s7). The simple root α4 is not a minuscule root of
Supp(s4s3s5s4s1s3s2s4s5s6s7). Therefore, X̂(ŵ
′) is singular.
For w = s2s4s3s7s6s5s4s1s3s2s4s5s6s7, we have ŵ = (s2s4s3s1, v). Therefore, the mor-
phism f̂ : X̂(ŵ) −→ X(s2s4s3s1) ≃ P4 is still a fibration with fiber Q10. Also, we
have ŵ′ = (s7s6, s2s4s3s5s4s1s3s2s4s5s6s7). The simple root α2 is not a minuscule root
of Supp(s2s4s3s5s4s1s3s2s4s5s6s7). Therefore, X̂(ŵ
′) is singular.
For w = s5s4s3s7s6s5s4s1s3s2s4s5s6s7, we have ŵ = (s5s4s3s1, v). Therefore, the mor-
phism f̂ : X̂(ŵ) −→ X(s2s4s3s1) ≃ P4 is a fibration with fiber Q10 once more. Also, we
have ŵ′ = (s7, s5s4s3s6s5s4s1s3s2s4s5s6s7). The simple root α5 is not a minuscule root of
Supp(s5s4s3s5s4s1s3s2s4s5s6s7). Therefore, X̂(ŵ
′) is singular.
For w = s5s2s4s3s7s6s5s4s1s3s2s4s5s6s7, there are three peak elements. For the standard
ordering, we have ŵ = (s5, s2s4s3s1, s7s6s5s4s3s2s4s5s6s7). Thus, X̂(ŵ) is a tower of fibra-
tions with fibers P1, P4 and Gv/Gv
⋂
P , where v is as above. There is an ordering for which
ŵ′ = (s2, s5s4s3s1, s7s6s5s4s3s2s4s5s6s7). In this case also, X̂(ŵ
′) is a tower of fibrations with
fibers P1, P4 and Gv/Gv
⋂
P . For all other orderings, X̂(ŵ′) is singular.
Finally, if X̂(ŵ) is singular for some w ∈ W I , then X̂(ŵ′) is also singular for any gener-
alised reduced decomposition ŵ′ obtained by construction 1 corresponding to a nonstandard
ordering.
4.7. Equality of Weyl groups and root inequality in exceptional types. Let G be of
type E6 or E7. As in Section 4, we consider a minuscule parabolic subgroup P = PI of G, a
Weyl group element w ∈ W I , and a generalised reduced decomposition ŵ = (w1, w2, . . . , wm)
of w, obtained by construction 1 corresponding to any ordering of Peaks(Qw) such that X̂(ŵ)
is smooth. Then Theorem 4.1 adapts to this setting:
Theorem 4.14. With the above notation, we have
W (Gw1,x̂, Tw1) = W (Gw1,w1x1 , Tw1)
and this group (viewed as a subgroup of W ) is generated by simple reflections.
Proof. By descriptions of X̂(ŵ) in 4.5 and 4.6, we see that the Dynkin diagram of Gw1 is of
type A. Therefore, we can adapt the proof of Proposition 4.12. 
Also, by using the same descriptions, one may readily check the following:
Proposition 4.15. Let α be the unique simple root such that w−11 (α) is a negative root (see
[BK19, Lem. 5.1]). Then we have w−11 (α) ≥ w
−1(α). Further, w−11 (α) = w
−1(α) if and only
if w = w1; that is, m = 1.
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