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Abstract
Distributed Collaborative Prognostics
Adrià Salvador Palau
Managing large fleets of machines in a cost-effective way is becoming more important as corporations
own increasingly large amounts of assets. The steady improvement in cost and reliability of sensors,
processors and communication devices has helped the spread of a new paradigm: the Internet of
Things. This paradigm allows for real-time monitoring of countless physical objects, obtaining
data that can be fed to machine learning algorithms to predict their future state and take managerial
decisions.
Despite rapid technological change, industries have been slow to react, and it has been only
recently that many have transitioned towards a new business model: servitisation. Servitisation is
based on selling the services that assets provide, instead of the assets themselves. Although more
companies are adopting this business model, there is a lack of solutions aimed to maximise its
economic value. This thesis presents one such solution capable of predicting failures in real time,
thus reducing a crucial cost contribution to asset ownership: unexpected failures. This new approach,
Distributed Collaborative Prognostics, consists of providing each machine with its own particular
agent, that enables it to communicate with other similar machines in order to improve its failure
predictions.
This thesis implements Distributed Collaborative Prognostics in three different scenarios: (i) using
a multi-agent simulation framework, (ii) using synthetic data from a well-established prognostics data
set, and (iii) using real data from a fleet of industrial gas turbines. Each of these scenarios is used to
study different elements of the prognostics problem. Multi-agent simulations allow for the calculation
of the cost of predictive maintenance coupled with Distributed Collaborative Prognostics, and for the
estimation of the cost of agent failures in different architectures. Synthetic data is used as a test bench
and to study assets operating in dynamic situations. Real industrial data from the Siemens industrial
gas turbine fleet serves to test the applicability of the tool in a real scenario.
This thesis concludes that Distributed Collaborative Prognostics is the adequate solution for
large and heterogeneous fleets of assets operating dynamically. Its cost effectiveness depends on the
value of the assets; in general, highly-valued assets are more conducive to Distributed Collaborative
Prognostics, as the savings from improved failure predictions compensate the cost of enabling them
with Internet of Things technologies.
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Chapter 1
Introduction
1.1 The problem of asset management
The problem of managing assets has been dealt with by administrators since the establishment
of the first civilisations, that led to the emergence of the concept of public good1. The study
of asset management goes back to the supervision of Roman road networks by the figure of
the curatore viarium [2, 3]. This administrator position (unique to Italy, as in the provinces
this role was performed by other civil servants) was created in response to the bad state of
Roman roads in the second century BC, caused by the absence of authorities responsible for
maintenance outside of the pomeriums2. To fill up this vacuum, each curatore was assigned
part of the road system, in most cases only one road [3]. The effectiveness of these specific
measures is disputed [3], but it is clear that good road management was crucial for the
longevity and expansion of the Roman Empire. The vast network of Roman roads was used
to effectively transport troops and goods from one point to another, and allowed for fast
communication between the provinces and Rome [4].
Since then, the core objective of asset management has essentially remained the same:
to maximise the value produced by assets during their whole life. In the Roman Empire,
managing a road meant to keep it in a state good enough so that it did not hinder transportation,
while making sure that the amount invested on its maintenance was justified by the value that
it generated. Today, asset management is done similarly, but the definition and practice for
whole-life value maximisation has been further standardised [1].
1In this thesis, asset refers to a physical “item, thing or entity that has potential or actual value to an
organization" [1]. Note how the word physical has been added to the standard definition of the word to
differentiate it from a broader category, in which assets can be patents, financial products and other entities.
2A maximum of one mile from the boundary of the city.
2 Introduction
While the basic objective of asset management has not changed in nearly two thousand
years, there have been two radical transformations: technology, and scale. The digital
revolution of the last century has given place to the paradigm of the Internet of Things, in
which physical assets are continuously monitored by sensors, their state being accessible at
any given time through the internet. This shift has been paired with a substantial increase on
the number of assets managed by corporations, leading to economies of scale that did not
exist in the past (see Fig. 1.1).
Roman times Today
- Few assets per 
  manager
- Optical inspection
- Local data
  (blind to the rest)
- “Common sense”
  approach
- Decision making:
  human
- Thousands of 
  assets per manager
- Sensor-powered
  inspection
- “Global” data
- Asset management
  standards
- Decision making:
  computer-aidedCuratores
viarium
Road
Asset
Server
Asset
Manager
Fig. 1.1 Technological and scale changes in asset management since Roman times.
At the same time, increasing attention to environmental effects and decreasing operational
margins have placed asset management at the core of many manufacturing corporations’
business strategies. In the hyper-competitive playing field of today, optimising the whole-life
value of a company’s assets often makes the difference between running a profit or a loss.
This focus on extracting all the possible value from industrial assets has also brought
forward some negative consequences. Increasing the whole-life value of an asset means to
extend its operational life and decrease its need for replacements, thus lessening the revenue of
the company dedicated to produce and maintain it. In manufacturing lingua these companies
are normally called original equipment manufacturers (OEM) [5]. To adapt to this, OEM’s
and other industries have developed a new business model: Servitisation. Servitisation is
based on selling the services that assets provide, instead of the assets themselves. In this way,
the company that manufactures the asset profits from optimising its whole-life value, and
the company that uses it can concentrate on its core business [6]. Servitisation is thus the
opposite of programmed obsolescence. Instead of increasing sales by designing products
that will fail soon, companies must now design products that last longer, as they draw profit
from each hour that their products are operating without failure.
When optimising the value of individual assets through their whole lifespan, a key issue
is to properly account for all the costs of their different life-phases. For a typical asset these
are deployment, operation, maintenance, improvement and removal [1]. The optimisation
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of whole-life asset management consists in maximising a value function in which the costs
associated to these phases are properly accounted. In many real industrial scenarios, this
reduces to the optimisation of the operation and maintenance phases, which involve the
biggest part of the asset’s lifespan and combined have the biggest effect on the overall
cost. This thesis focuses on the maintenance phase, more concretely on improving failure
prediction, also known as prognostics. By providing information about the future state of an
asset, prognostics can be used to reduce maintenance cost and maximise operational time.
The following section discusses how prognostics can be leveraged in the optimisation of
maintenance policies.
1.2 Maintenance and prognostics
Assets deteriorate over time both in their intrinsic operational capabilities and in their
competitiveness relative to newly designed assets. With the absence of maintenance, most
assets reach a deterioration level known as functional failure, which can be defined as the
asset losing its operation capabilities [7]. Maintenance is any action that modifies the state of
an asset and is aimed to prolong its operational life.
Maintenance policies are determined by how much is known about the state of the assets.
In case of limited information, the simplest strategy is to correctively maintain the assets
once they are found to have failed. This corresponds to the case in which the asset manager is
in charge of a fleet so small that it cannot provide sufficient statistics (for example, in Roman
times each curator managing only a few roads).
For larger asset fleets, one can start by calculating basic statistics about asset failure such
as the mean time of failure, its variance, etc. This knowledge allows for the implementation
of cost-effective preventive maintenance strategies: the assets are maintained before failure
according to a pre-set policy, which is optimised according to such statistics [8].
With enough data, one can move from computing the mean and variance of the failure
times of the assets in the fleet to estimating the failure time probability density function: f (t).
Distributional assumptions can be used to apply survival analysis to preventive maintenance
planning, allowing for more nuanced maintenance policies and a quantification of the
instantaneous probability of failure. Moreover, from this probability density function one
can obtain the probability density function conditional to the knowledge that the machine
has already survived a time tsurv, fs(t|tsurv) [9]:
fs(t|tsurv) = f (t+ tsurv)1  R tsurv0 f (s)ds . (1.1)
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Methods based on distributional assumptions and survival analysis are among the most
widespread techniques in maintenance planning as they rely on straightforward calculations
that only require the failure times of the machines as input.
Since the spread of condition monitoring, asset managers have gained access to features
that can be used to predict machine failures. These can be sensor values, usage statistics, etc.
Thanks to this new data, it becomes possible to find a function that from the asset’s sensor
time-series (x0:t) finds the probability per unit time that a machine will fail in a time T . For a
given machine i, this function can be written as fi (T,x0:t). This possibility has given rise to
a new way of understanding maintenance known as e-maintenance, that among other goals
aims to integrate real-time prognostics and maintenance recommendations [10].
The methods to estimate the time at which a particular machine will fail fall into two
broad categories: physical methods, reliant on understating the fundamental process behind
a failure, and data-driven methods, based on statistical inference from the history of previous
failures [11, 12]. Data-driven methods, which this thesis relies on, have been traditionally
based on centralised architectures in which all the available data from a fleet of assets is
used at once to infer a prognostics model. This practice is based on the assumption that
the assets in the fleet are similar enough so that the knowledge learned from one asset can
readily transfer to another asset. As will be shown in this thesis, this is often not true, and the
variations in make, operational history, repair history, etc. mean that industrial asset fleets
are non-ergodic: the information collected from an asset doesn’t always apply to the rest.
The next section presents a thought experiment on non-ergodicity that shows the potential
benefits of a solution in which assets can infer their failure times using information obtained
from other similar assets.
1.3 A thought experiment on non-ergodicity
In this section, a simple thought experiment is presented to illustrate a theoretical scenario
in which the consequences of collaborative learning are discussed. In the context of this
experiment, collaborative learning can be defined as the ability of assets to use information
from other assets to update their own failure predictions. Inter-asset differences may cause
a predictive model, relevant to a particular asset, to not apply to another asset in the same
fleet. For example, in a fleet of cars, the year of production, car model, and driving history
will have an effect on the properties and behaviour of each car. This illustrates an effect
encountered frequently when performing prognostics in an asset fleet: lack of ergodicity.
A system is ergodic if for a controlled experiment, studying a given process in several
experiments running in parallel corresponds to studying the same process over time in one
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experiment [13]. In other words, the mean of the sample of experiments converges to the
expected value over time of a single experiment. In industrial asset fleets these properties are
not fulfilled. If a machine component fails several times (for example, repeated punctures
on a bicycle’s tire), the mean properties of these failures do not necessarily converge to the
mean properties of all the failures of that component in the fleet [14]. This means that asset
fleets are often non-ergodic.
The lack of ergodicity is an inevitable problem in real scenarios that is usually combated
by using very large data sets in which each possible example is represented, and in which a
machine learning algorithm is able to automatically discern between each different case. In
prognostics, however, such data is rarely available (because all efforts are put into reducing
the number of failures). Thus, more ad hoc approaches must be followed.
In this thesis, I propose to vary the amount and origin of the data used to train machine
learning algorithms depending on a measure of similarity between assets that is updated
in real-time. In non-ergodic fleets, the suitability of using information from other assets
to perform prognostics for a given asset will depend on two factors: (1) how much do we
already know about this asset, and (2) how different is this asset from the assets that it will
learn from. If enough is known about the asset, using data from other assets may only reduce
prediction accuracy. However, if we still know too little about it, using fleet statistics to
improve its prediction models will be beneficial. This is illustrated by the following thought
experiment.
Assume a set of machines whose failures can be predicted by fitting a descending line
to data from a single sensor. When the line crosses the x axis, the machine is predicted to
fail, as failure is diagnosed if a sensor value is found to be equal or smaller than 0. The
machines are assumed to be similar, and their similarity to be determined by the difference
in the parameters determining their deterioration lines, that is the slope and the intercept3.
The task is to determine the useful life time of a particular machine (the total operational
time until failure)4.
A simple way to do so is to assume that at time t, the predicted useful life time of a
particular machine corresponds to the mean of the recorded useful life times of a subset of
other similar machines (how long on average have these machines lasted). The error incurred
would be:
Esim = |TR  T¯sim|. (1.2)
TR is the real useful life time of the machine and T¯sim is the mean of the useful life times of
the subset of other machines.
3Assume that machine properties are only determined by their deterioration process.
4Note: the remaining useful time is the useful time minus the time that the machine has been without failing.
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Instead, we could fit a linear equation to the data for this particular machine that we have
available and calculate the time at which the line crosses the x axis. Let’s make the assumption
that the sensor values are measured with Gaussian uncertainty. The probability distribution
of the fitted useful life time parameter, T¯self is a Gaussian with a standard deviation sT¯self . Its
standard deviation decreases with the number of data points N as:
sT¯self µ
sp
N
µ sp
t
. (1.3)
Where s is the uncertainty of each sensor measurement5. The mean error difference of
prioritising learning from similar machines over self-learning is the mean of the difference
between the collective error, Esim, and the self-learning error, Eself. If the mean of the
difference is positive, self learning will be the best strategy. If not, the optimal approach will
be to learn from similar machines.
DEsim = Esim Eself = Esim Eself. (1.4)
It is safe to assume that recorded failure times can be measured with vanishing uncertainty.
Thus, the mean of the error obtained by learning from similar machines is assumed to be
constant Esim = Esim. The mean of the self-learning error is calculated as follows:
E¯self = 2
Z •
0
xq
2ps2T¯
e
  x2
2s2T¯ dx=
2sp
2pt
. (1.5)
Here, the mean of the measurements of Tself, T¯self is a random variable with a probability
distribution with a standard deviation given by eq. (1.3). By setting DEsim to 0 one obtains
the point at which self-learning carries the same error than learning from similar machines.
From this simple thought experiment, one sees that learning from similar machines will be
beneficial for the first t = 2s
2
p|TR T¯sim|2 units of time, as self-learning will carry more error than
learning from similar machines (see Fig. 1.2).
Unfortunately, self-learning requires an amount of time and data that is not always
available in real industrial systems. Instead, one must often use data from the rest of the
asset fleet to compensate for this scarcity. Note that if the real useful life of the machine TR
is equal (or very close) to the recorded mean of useful lives of similar machines, then t! •,
and self-learning becomes redundant. Large asset fleets are expected to be formed by subsets
of assets with sufficient similarity between each other so that their data can be leveraged
5In reality, the uncertainty of the x-intercept using a least-square method stems from a more complicated
relation that simplifies to this classic formula under certain conditions (see Appendix A.1).
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Fig. 1.2 Error DEsim, induced by learning from similar machines instead of self-learning.
With no self-knowledge (t=0), using the statistics obtained from a similar population means
an asymptotically large error reduction. As t increases, E¯self decreases until a point when
using self-learning has a smaller associated average error than Esim.
into prognostics without a large Esim. Properly determining these subsets is key to reduce
the error associated with learning from similar assets, Esim. In this example, a well-defined
subset of similar assets is one that minimises |TR  T¯sim|, and therefore maximises the time
for which learning from similar assets outperforms self-learning.
1.4 The problem of dynamism
The previous section showed that a proper assessment of which assets’ data may be relevant
to other assets is important to control for the system’s lack of ergodicity. In principle, this
can be done by assessing the similarity between assets in a fleet. However, an additional
property of industrial asset fleets complicates this task: real industrial systems are not only
non-ergodic, but they are also dynamic. This means that asset and environmental (external)
properties change continuously. In order to react to this dynamism, one needs to make sure
that the system is capable of adapting in real time, as it is very difficult to predict a priori all
the scenarios that an asset will face during its operational life.
An example of the importance of dynamism in asset fleets can be found in the effect of
environmental conditions in aeroplane turbines [15]. The same asset (turbine) may move from
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operating in a highly corrosive environment (like a marine atmosphere) to a less corrosive
one (like an inland region) [16]. It is important for the system to be able to react dynamically
to these changes so that the turbine’s predictive models incorporate data from similar turbines
that had operated previously in the new environment. Traditional centralised prognostics
approaches fail to do so, as they do not update their models in real-time.
1.5 Problem statement
This thesis focuses on solving the prognosis problem in real asset fleets. As discussed in
the previous two sections, this means devising a prognostics tool capable of operating in the
conditions of non-ergodicity and dynamism.
Problem Statement. To devise and implement a prognostics tool able to operate in the
conditions of ergodicity and dynamism typical of industrial asset fleets.
A solution to this problem has been postulated to be the deployment of autonomous,
asset-specific pieces of software able to provide individualised prognostics (see, for example,
[17, 18]). The ideal properties of these pieces of software have been proposed simultaneously
in several fields. Thus, they receive different names: holons, industrial agents, digital twins,
etc. These pieces of software always form a distributed system, that provides an overall
representation of the asset fleet6. Distributed systems, due to their flexibility and real-time
capabilities should be capable of operating in the conditions of real industrial asset fleets,
and thus this thesis’ problem reduces to the task of developing a distributed system capable
of successfully performing prognostics.
Prognostics so far has been largely based in a centralised approach, in which all the
available data from the assets being operated is leveraged into a single prognostics model that
is then used to predict failures. Centralised prognostics solutions have several drawbacks:
they are not designed to adapt in real time to changes in the asset fleet, suffer from scalability
problems due to the significant increase of the size of data-sets [21], and are not resilient to
failure as the whole system depends on a single software component.
Successful implementations of distributed systems for asset management tasks exist, but
are largely limited to diagnostics and e-maintenance [10]. There have been some attempts
to implement distributed systems for real-time prognostics, but their components lack the
properties of autonomy and communication required in agent theory [22]. This means
6Here Andrea Omicini’s definition of a distributed system is used: “A collection of autonomous computa-
tional entities conceived as a single coherent system by its designer" [19]. Note how this differs from the stricter
definition by Tanenbaum and Steen that implies that the system must be perceived as a single entity [20].
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that existing solutions are still in an embryonic stage; either they are presented purely as
theoretical constructs, as applications in scenarios comprehending few machines, or as
solutions in which their components are not yet able to communicate and collaborate with
each other. As a result of this, key properties of a successful industrial solution such as
resilience to component failure, or scalability are yet to be demonstrated (see [23] and
Chapter 2 for an in-depth discussion on the state-of-the-art).
There are two principal reasons why research on distributed prognostics solutions has
been stalled: first, their cost and difficulty of implementation has limited their spread to
scenarios featuring very high-value assets. These assets seldom fail, which means that
although they are able to produce very large amounts of sensed data the number of recorded
trajectories to failure remains scarce. Second, there are no established methods to quantify
differences between individuals in a fleet of assets. Unlike biology, in which DNA can be
used to code for each different individual, physical assets have yet to find a consistent metric
to code their differences. All of this means that a framework in which real-time prognostics
is determined for individual assets by independent and communicative system components,
still falls far from the current approach both in academia and industry. This thesis bridges
this gap by presenting a Multi-Agent System for real-time distributed prognostics able to
operate in realistic industrial scenarios: Distributed Collaborative Prognostics.
1.6 Distributed Collaborative Prognostics
The idea of Distributed Collaborative Prognostics stems from the concept of collaborative
software agents, which are pieces of software that can communicate with each other in order
to learn an algorithm or a policy better than if they were to learn it by themselves [24].
In Distributed Collaborative Prognostics, an agent is assigned to each asset and learns a
predictive model aimed at predicting its failure. Different agents, corresponding to different
assets, share information with each other and use this shared information to refine their
predictive models in real time. As discussed in depth in Chapter 2, several frameworks exist
that give theoretical grounding to such a system of agents. This thesis uses Multi-Agent
Systems (see Chapter 3 for the justification of this choice).
Multi-Agent Systems incorporate agents especially designed to adapt in real-time to
different scenarios. In Multi-Agent Systems, collaborative learning allows agents with
limited experience and capabilities to acquire knowledge that otherwise would be barred to
them [25]. This strategy, based on sharing and processing information horizontally, has been
successful in biological systems, and has been applied to engineering challenges such as
energy optimisation and traffic control [26]. Agents can collaborate in three ways: by sharing
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sensory information, by sharing the consequences of their decision making, and by sharing
decision policies. By doing so, agents are able to converge to optimal policies significantly
faster, without compromising their accuracy [25].
Inspired by multi-agent collaborative learning, the vision of Distributed Collaborative
Prognostics is a distributed, real-time implementation that aims to estimate a machine’s
time to failure with high accuracy and without the need for extensive prior information. In
this thesis, Distributed Collaborative Prognostics is used to determine failure prognostics
and optimise maintenance plans. Fig. 1.3 shows a sketch of Distributed Collaborative
Prognostics, in which different cars from the same fleet experience failure modes and are
part of an interconnected network of assets that collaborate in order to perform prognostics.
1) I have failed!
2) Oh really?
What happened before?
3) Well, i was driving
under the rain and I had 
low tire pressure for a while...
4) Oh no!
I better be
careful!
Predicted
Failure
5) I am not even wearing
the same tires
as the other cars Motor
Overheating!
I am ok,
but will
keep an open
eye
CAR 1 4 RAC3 RAC2 RAC
Fig. 1.3 Sketch of Distributed Collaborative Prognostics. In this example, cars predict failure
events using past data and inputs from similar cars in the fleet.
1.7 Research questions
The research gaps outlined in the literature review of this thesis led to three different research
questions. These questions are focused on achieving the general objective of this thesis,
which is to develop Distributed Collaborative Prognostics: a real-time solution able to predict
asset failures with high accuracy and without the need for extensive prior information.
1. Theoretical: How can Multi-Agent Systems be used for prognostics in asset fleets?
This research question aims to extend existing approaches in order to enable Distributed
Collaborative Prognostics.
2. Technical: How can Distributed Collaborative Prognostics be used in conjunction with
predictive maintenance? This research question aims to link the proposed collaborative
learning approach with maintenance policies.
3. Practical: Under which circumstances does Distributed Collaborative Prognostics
outperform traditional approaches?
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1.8 Theoretical position
It is traditional in PhD theses to outline the ontological and epistemological foundations on
which the thesis lays on. The ontological base refers to how the author defines reality, for
example whether the author adheres to an idealist view of the world (reality only exists as we
think about it) [27], or rather to a realist framework (the belief that nature exists independent
of consciousness) [28]. In this case, the author believes strongly in a realist framework, to
which this work will also adhere.
Epistemology studies the nature of knowledge; a researcher might be convinced that
the physical world is independent of consciousness, but still believe that our understanding
of nature is highly subjective. This thesis is founded on a combination of pragmatism
(something is true enough if it works) [29], and empiricism (empirical data is paramount)
[30].
1.9 Methodology
This thesis follows three phases: an initial exploratory phase, an implementation phase and a
validation phase (see Fig. 1.4).
µ
Production
Test-benchSimulation
Theory
Exploratory Implementation Validation
Problem
definition
Literature
Review Testing Industrial constraints
Case StudyDevelopment
Research
Questions
$?
Fig. 1.4 Diagram showing all the phases of the methodology used in this thesis.
In the exploratory phase, a novel solution to an existing problem is proposed. Then, a
literature review is undertaken to assess its actual novelty and relevance. Subsequently, the
solution is refined further. Research gaps are identified and used to narrow the scope of the
research, which is written as a set of research questions. Finally, the tasks and objectives
needed in order to address these questions are set up (see Fig. 1.5).
In the implementation phase, the tasks identified in the exploratory phase are performed,
and experimental data is used to benchmark whether the objectives connected to these
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tasks have been achieved. Normally the implementation phase is focused on developing
the engineering solution pertinent to the research problem. Thus, it does not consist of
validation using industrial case studies. Empirical testing during this phase is limited to
readily-available test-bench cases. For example, public data sets or standard simulation
frameworks used to validate solutions in the field.
I: Vision for
novel
solution
II: Literature and
Industry Review
1. Identify & review 
similar solutions
2. Identify elements
of intended solution
3. Review elements
in detail: what is
missing?
III: Identify
research gaps
IV: 
Write research 
questions
V: Set objectives
to answer these
questions
VI: Write and
schedule
specific tasks
Fig. 1.5 Block diagram showing the initial exploratory phase of this PhD Thesis.
The validation phase consists in empirically validating and improving the engineering
solution in real situations. This is done using data from an engineering scenario without
reducing its complexity or especially preparing it for a positive outcome. Note that the
validation phase is preceded by a test phase, in which the engineering solution is subjected to
synthetic scenarios to test its response to unlikely situations. Fig. 1.6 shows the steps taken
during the elaboration of this thesis during the implementation and validation phases.
Implementation           Validation
Development Industrial constraints
Testing
Theory Production
Simulation Test-bench
Coll. learning
algorithm
Chapter 4
Cost analysis
Chapter 6
Implementation
in python
Chapter 5
Auxiliary studies
Chapters 5, 6
Multi-Agent
System 
simulations
Chapters 4, 6
Experiments
using CMAPPS
simulated data
Chapter 5
Case Study
Cost and managerial implications of
Distributed Collaborative Prognostics
Chapter 6
Comparison of different computational
frameworks (AWS. vs in-house)
Chapter 7
Implementation of Distributed
Collaborative Prognostics 
Chapter 5
Specific constraints of Siemens
Turbomachinery 
Centralised vs static collaborative
prognostics - Chapter 7
Fig. 1.6 Elements composing the implementation and validation phases of this thesis.
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1.10 Thesis outline
This thesis consists of eight chapters. The first chapter motivates the purpose of this thesis,
and presents the methodology and research questions that this thesis will address. The second
chapter contains the research background of this thesis, including its literature review. The
third chapter presents the characteristics of Distributed Collaborative Prognostics and justifies
the choice of Multi-Agent Systems as the framework used for its implementation. This
chapter also describes the multi-agent architectures used in the rest of the thesis. The fourth
chapter studies the coupling of Distributed Collaborative Prognostics and a maintenance
policy. This is followed by a chapter in which a deployable implementation of Distributed
Collaborative Prognostics is presented. The two subsequent chapters, chapters 6 and 7, focus
on the consequences of different implementations of the tool. Chapter 6 studies the cost
implications of different architectures, and Chapter 7 contains the case study presented in
this thesis. The last chapter presents the conclusions and future work.
A short synopsis of each chapter follows:
1. Chapter 1, Introduction: this chapter introduces the contents of this thesis. The chapter
starts by introducing asset management, and moves on to describe the problems of
maintenance and prognosis. After that, two important properties of industrial asset
fleets are described: non-ergodicity and dynamism. This thesis’ problem statement
is then aimed to devise a tool able to provide prognostics under such conditions.
Following the problem statement, Distributed Collaborative Prognostics is described
as a possible solution. This leads to this thesis’ research questions. This chapter
concludes with a description of the methodology followed in this thesis, and with the
thesis outline that the reader is reading right now.
2. Chapter 2, Research Background: this chapter presents the research background of
this thesis. The chapter is divided into two large sections: the first section contains
a comprehensive literature review, and the second section contains a description of
the theoretical background. This thesis’ literature review comprehends three fields
of research and their overlap: asset management, machine learning for prognostics,
and distributed systems for prognostics. The conclusion of the literature review is that
although some distributed implementations for prognostics exist, their building blocks
are not capable to collaborate with each other, hindering their performance in real
industrial scenarios. The theoretical background section of this chapter is dedicated to
describe the problem of prognostics, and the machine learning frameworks used in this
thesis to solve it.
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3. Chapter 3, Distributed Collaborative Prognostics: properties and architectures: this
chapter describes the properties of Distributed Collaborative Prognostics, and justifies
the use of Multi-Agent Systems as the framework where it is implemented. This
justification relies on a particular type of Multi-Agent Systems: Advanced Multi-
Agent Systems, that are shown to satisfy all the properties of Distributed Collaborative
Prognostics. Additionally, the chapter includes two sections where the different multi-
agent architectures used in this thesis and their building blocks are described.
4. Chapter 4, Distributed Collaborative Prognostics with a maintenance policy: the
second research question of his thesis refers to the coupling of maintenance policies
with Distributed Collaborative Prognostics. This chapter is largely dedicated to address
this question. To do so, a Multi-Agent implementation of the Distributed architecture is
presented, together with a time-based replacement policy. Results show that this policy
approximates the least-costly policy, suggesting that it can be used in conjunction with
Distributed Collaborative Prognostics. Additionally, results show that the number of
collaborating agents, the noise of the system, and the weight given to data obtained
from other agents have an important effect on the cost of the system.
5. Chapter 5, An implementation of real-time Distributed Collaborative Prognostics: this
chapter presents an implementation of Distributed Collaborative Prognostics ready
for industrial deployment. This implementation is programmed in python, and is able
to provide real-time prognostics estimates using deep learning. This chapter shows
that the presented implementation fulfils all the properties of Distributed Collaborative
Prognostics presented in Chapter 3 by using a publicly available prognostics data set.
On top of this, collaborative learning is shown to outperform fleet-wide learning with
regards to its prognostics accuracy. The chapter concludes by describing how its results
help addressing the first and last research questions of this thesis.
6. Chapter 6, Cost implications of Distributed Collaborative Prognostics: this chapter
studies the cost implications of using different architectures for Distributed Collabora-
tive Prognostics. It addresses all three research questions, as it includes a predictive
maintenance policy, a Multi-Agent Simulation, and studies in which conditions this
thesis’ tool should be implemented in industry. This chapter’s Multi-Agent implemen-
tation of Distributed Collaborative Prognostics extends the implementation presented
in Chapter 4 to larger fleets of assets featuring agent failures. The chapter concludes
that distributed architectures are better for the case of high-value assets or low com-
munication and processing costs. It also concludes that distributed architectures are
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beneficial in the presence of agent failures, as they are more resilient to them than
centralised approaches.
7. Chapter 7, Case study: the Siemens gas turbine fleet: this chapter contains this
thesis’ case study, dedicated to implement Distributed Collaborative Prognostics in
the Siemens gas turbine fleet. First, a description of the Siemens turbine fleet is
given, together with a generalist description of a gas turbine. Second, a preliminary
data analysis is presented in which the time distribution of the turbine’s events is
described, and the distribution of the different sensors in the gas turbines around the
events is studied. This leads to the presentation of a data preparation framework,
that is later used to reduce the dimensionality of the sensor data. The fourth section
of this chapter presents prognostics results for the Siemens gas turbine fleet using a
traditional centralised approach, that is later compared with a collaborative approach.
The collaborative approach is found to outperform the traditional approach consistently.
This chapter then demonstrates real-time Distributed Collaborative Prognostics in
the Siemens fleet. The chapter concludes that collaborative prognostics outperforms
non-collaborative prognostics, and that prognosis accuracies obtained from synthetic
data sets overestimate the accuracies achievable in a real industrial scenario.
8. Chapter 8, Conclusion and future work this chapter presents the conclusions to this
thesis. This chapter is composed of six sections. The first section presents the general
conclusions, which are the explicit responses to this thesis’ research questions. The
second section presents the caveats of the presented tool: a higher operational cost and
complexity, and a tendency for over-fitting. The third section reviews the contributions
to academic knowledge stemming from the work presented in this thesis, focusing
on the journal publications that have stemmed from it. Subsequently, the fourth
section comments on the technological choices made during the design of Distributed
Collaborative Prognostics. The fifth section describes this thesis’ contribution to
industrial practice. The last section presents the future work of this thesis. This can be
summarised as the need for further studies concerning larger fleets of machines, the
need for ad hoc clustering algorithms able to weight in data quality, and the importance
of developing open-source code for Distributed Collaborative Prognostics.

Chapter 2
Research background
This chapter has two parts: a literature review that substantiates the novelty of the proposed
solution, and a theoretical background section that introduces relevant mathematical concepts.
2.1 Literature review
This section presents the literature review performed for this thesis. Distributed Collaborative
Prognostics is a solution that combines elements from three large fields of research: asset
health and performance management, Multi-Agent Systems, and machine learning. The first
field, asset health and performance management, provides the economical and managerial
framework in which the presented solution operates, and sets its maintenance policies. The
second field, Multi-Agent Systems, provides the theoretical and technological foundations of
its software elements. The third field, machine learning, provides the methods used to predict
asset failures and to compute inter-asset similarity (see Fig. 2.1).
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Fig. 2.1 Venn diagram showing the intersection of the three fields reviewed in this chapter.
Distributed Collaborative Prognostics incorporates machine learning techniques within a
Multi-Agent System to solve an asset health and performance management problem.
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2.1.1 Methodology
The literature review that follows is not a systematic literature review. However, most of
the papers cited in this thesis have been accessed following the procedure described below.
Exceptions are writings that have been recommended by colleagues, or papers that have been
found through references in the writings obtained using this procedure.
1. The relevant search terms (see Table 2.1) are imputed in Scopus (www.scopus.com)
and Google Scholar (https://scholar.google.com). Conditional terms are used to restrict
the search result.
2. The writings from each search are split in four lists: 1) review papers, 2) journal
articles, 3) books, 4) conference papers.
3. For each list of writings with more than 70 entries, the 70 most cited items and the 20
most recent items are selected, and their abstracts are read. Lists that have less than 70
entries are selected in their entirety.
4. Only items relevant to this thesis’ interest are chosen for further reading (about one of
every five items selected in step 3) are finally included).
5. The selected writings are read and their knowledge incorporated into the literature
review.
Field Machine learning Asset management Distributed systems
Term 1 Regression Prognostics Multi Agent
Term 2 RNN / LSTM Diagnostics Holonic
Term 3 Dimensionality reduction Maintenance (Policy) Distributed
Term 4 Anomaly Detection Condition Monitoring / IoT Edge Processing
Conditional term 1 Prognostics Real(-)time Maintenance
Conditional term 2 Machine Data(-)driven Prognostics
Conditional term 3 Asset management Health Management Diagnostics
Writings included 34 42 45
Table 2.1 Terms used to search writings for the literature review of this thesis. Conditional
terms indicate terms that were used to refine further the large number of results appearing
from using the non-conditional terms as only input. The number of total papers included
does not include other references used in the rest of the thesis.
This procedure has been repeated several times during the elaboration of this thesis (at least
once each year and once for each of the several papers that have been written during its
elaboration).
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2.1.2 Asset health and performance management
Asset health and performance management1 can be defined as the task of maximising the
whole-life value of an asset [1]. This corresponds to the total value that it generates during
the phases of deployment, operation, maintenance, improvement and removal. Typically, an
asset goes through these phases whilst owned by different organisations (for example, often
the organisation that manufactures the asset is not the same as the one that disposes of it).
The period during which the value of an asset affects a given organisation is known as the
responsibility period [1]. Distributed Collaborative Prognostics operates during the phases of
operation and maintenance, and thus concerns organisations that have these phases in their
responsibility period.
In order to maximise the value generated by assets during said period, managers typically
focus on reducing failures and maintaining performance while minimising cost [31]. Failures
and performance drops can be either measured or predicted, defining the two different
problems that form the core of asset health management: diagnostics (including failure
detection) and prognostics. Diagnostics refers to the assessment of the state of an asset, and
prognostics refers to future predictions about its state [7].
Once diagnostics or prognostics have been performed, the asset manager decides on
a maintenance policy, aimed at achieving the optimal balance between cost, risk and per-
formance [32]. Maintenance policies are decision-making heuristics that determine the
actions and schedule of an asset’s maintenance team. In their most basic form, maintenance
policies are designed to leverage the trade-off between the costs of corrective maintenance
(maintenance of a failed asset), and preventive maintenance (maintenance of a working asset)
[7]. In most occasions, when managing a failure mode, the preventive maintenance strategy
is significantly cheaper than the corrective maintenance one. Maintenance policies are used
to hedge this difference [7].
Maintenance policies
While diagnostics and prognostics tend to be a data-driven field, the design and optimisation
of maintenance policies is often-times analytical. In order to determine these policies,
researchers assume certain properties in a single-unit or multi-unit system and from these
properties derive the optimal maintenance policy. This policy is normally described as a
sequence of times in which maintenance actions are supposed to take place [33].
If no information is known about the failure time probability distribution of the assets,
often the only reasonable maintenance policy is corrective: to wait until the asset has failed
1Often shortened as asset management.
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and then replace it [34]. Fortunately, this is very seldom the case, as the large size of modern
asset fleets allows for an estimation of the failure-time probability distribution of the fleet
[35]. This must not be confused as a prognostics method: individual assets do not have
predictions updated in real time. Instead, an asset failure time is assumed to be sampled from
the fleet’s failure time probability distribution, and maintenance policies are generated from
this assumption [36, 33].
Optimal maintenance policies once the fleet’s failure time distribution has been inferred
are well-known in reliability engineering. Some of the most common are the “constant
interval”, and “age based" policies. The former finds an optimal interval to perform preventive
replacements of an asset, irrespective of the age of the asset. The later considers the age of
the asset itself, and samples its expected time to failure from the truncated distribution of the
fleet’s failure time probability distribution [33].
An influential improvement on maintenance policies came with the usage of the Propor-
tional Hazard Model to measure instantaneous hazard at any time. This model assumes that
the instantaneous hazard is the product of a positive function p dependent of the measured
sensor values, and a hazard dependent on the age of the asset. The instantaneous hazard is
then updated compared to the baseline Weibull hazard2. Usually, the instantaneous hazard
is leveraged in the optimisation of the replacement policy, and an optimal hazard value at
which the asset must be preventively repaired is obtained [37].
For the case of prognostics, the optimal maintenance policy for a given asset can be
naively obtained by taking the computed probability distribution of time to failure as if it
was the failure-time probability distribution for each asset. Then, the optimal "constant
interval" policy can be calculated at each time-step [38]. This approximation assumes that
the probability distribution of time to failure will remain constant, which is often not the case.
In practice, the cost-efficiency of prognostics-based maintenance policies is compromised by
two factors: (1) preventive maintenance policies have decreased the number of measured
failures (see the discussion in [33]), (2) the uncertainty associated to prognostics is hard to
estimate. The first factor can be addressed by experimental testing, in which machines are
systematically run until failure, or by implementing risk-prone maintenance policies in assets
with limited failure consequences. The second phenomena is an ongoing matter of discussion
in the world of prognostics and regression techniques [39–41].
Diagnostics and condition monitoring
Diagnostics has a longer history than prognostics, with papers dating as far back as the
late 70’s [42]. Before the invention of remote sensing, diagnostics was based on inspection.
2Other probability distributions can also be used.
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Typically a team was sent to investigate the state of the asset and maintenance was performed
according to the reported state [43]. With the spread of sensor and communication technolo-
gies, monitoring assets in real time became feasible. This new approach to diagnostics was
coined condition monitoring (CM) [44].
Condition monitoring provides the information needed to update maintenance plans as the
assets deteriorate. This practice is known as Condition Based Maintenance (CBM), and has
become common practice in industry [44]. CBM refers to all steps of asset management that
are enabled by condition monitoring, summarised in data acquisition, data processing and
maintenance decision making [7]. State of the art CBM research focuses on implementing
the decision making as an integral part of the monitoring and diagnosis system [44].
The technologies employed for condition monitoring directly overlap with those used in
the Internet of Things. The Internet of Things advocates for physical assets (things) having
identities, operating intelligently and communicating within a social context [45]. In the IoT,
assets share sensed data with an ever-growing network of devices, with the hope that this
data will be used to improve understanding of asset behaviour [46, 47]. This paradigm has an
industrial branch, the Industrial Internet of things (IIoT) [48]. Technological improvements
linked to the IoT, like cheaper sensors and widespread connectivity have put condition
monitoring in the center of many diagnostics architectures, reducing maintenance cost and
machine downtime [49].
Much of this reduction has come to be thanks to the employment of automated diagnostics.
Automated diagnostics of failure events makes use of many techniques, spanning different
ranges of complexity [7]. The most basic and ubiquitous technique is the implementation of
threshold-based alarms: a fault is detected when the values returned by a sensor or a group
of sensors exceed a pre-set threshold [50]. The elements comprising this technique have
been further standardised (see [51, 52]). In these standards, sensors are conceptualised as
descriptors. Descriptors produce symptoms, qualitative indicators of the presence or absence
of a fault. A descriptor is then a measure specifically linked to a symptom and not just a
variable of the system. Threshold alarms can be understood as interpretation rules on these
descriptors, quantitatively determining diagnostic rules (see [53] for a discussion of the ISO
standards in the context of Condition Based Maintenance).
Threshold-based alarms are present in the assets used for this thesis’ case study, and
produce targets that are conducive to regression-based prognostics techniques (see Chapter
7). In many cases, machines are programmed so that once such a fault is detected they stop
operating in order to avoid further damage [54]. A threshold-based alarm can be seen as a
type of recurrent failure, in which a machine is put out of operation by means of its own
control mechanisms.
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Another popular method is to use Fourier or wavelet transforms to transform a time
series signal to a frequency space, where faults are easier to identify [55, 56]. Automated
classification is also used to separate failure sensor data from healthy data. In order to do
so, most machine learning classification methods have been used [57], from decision trees
[58] to Neural Networks [59], and logistic regression [60]. Another method, used mostly
to improve threshold-based methods and avoid false positives due to machine transients or
other misleading sensor readings is fuzzy-logic reasoning [61, 62]. Finally, dimensionality
reduction methods are used in diagnostics to synthesise the data obtained from different
sensors into an indicator of the state of the asset, for example a Health Indicator [63, 64].
Prognostics
Prognostics aims to provide quantifiable information regarding the future state of an asset:
for example, the expected time left until the next failure. In fact, prognostics can be defined
in connection with diagnostics: “predictive diagnostics which includes determining the
remaining useful life or time span of useful operation for a component” [65].
Successful prognostics rely on a combination of reliable time to failure models with a
good assessment of the current state of the asset [44]. Provided that the prognostics models
are reliable, an asset manager is then able to optimise maintenance and operation policies
according to this knowledge. This is typically done by using the predicted probability of
failure in models that seek to optimise the economic output of the asset [66] (see Section 4.3
for an example).
There are two ways to describe prognostics: either as the estimated Remaining Useful
Life (RUL), i.e. the time to failure, or as the probability of failure within a future time interval
[44]. In reality, both methods often overlap as probability distributions of the time to failure
allow for the determination of both parameters simultaneously [12].
Prognostics methods can be roughly divided in two big categories3 physical methods and
data-driven methods [11, 12]. In the first case, physics-based models are computed using the
initial condition of the asset, and the future state of the asset is determined by the evolution of
its governing differential equations. Such models can be very accurate when the deterioration
process leading to failure is determined by non-chaotic equations or when the initial state of
the asset is known with very small uncertainty. Unfortunately, physics-based models are very
demanding computationally and reliable simplified versions only exist for a few applications
[11, 67]. This reduces their applicability to a subset of well-understood processes and limits
their scalability in large fleets of assets [11, 12]. Despite this, such models have been applied
3Methods in the intersection of the two categories also exist (see [67, 68]).
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successfully several times and remain a central tool in machine prognostics (see [69–72] for
several examples).
Data-driven methods for machine prognostics normally rely on machine learning algo-
rithms. Given the extent and importance of these, they are reviewed in the next section and
formally described in the Theoretical background (Section 2.2).
2.1.3 Machine learning for prognostics
Machine learning methods, based on the use of empirical evidence to train computer-
generated models, have been used in prognostics since the early 2000s (see, for example,
[73, 74]). Machine learning methods can be divided in two large categories: supervised,
and unsupervised [75]. Supervised methods produce computer-generated models using a
training set of input and prediction variables with the objective of the model generalising to a
different set of data4. Unsupervised methods look for patterns in the data without the need
of being provided with explicit prediction variables, its objective being to find a compact
representation of the data set [75].
As discussed earlier in this chapter, prognostics essentially consists of predicting the
time at which a machine will fail. Thus, the most popular machine learning methods used
in prognostics are supervised methods for regression in which the prediction variable is
the time to failure. Mathematical methods used for future trending vary from Gaussian
processes [77, 78], to polynomial extrapolation and vector machines [79, 80]. Neural
Networks can be used to predict classes within a sliding box model, or in order to estimate
the time to failure directly [33, 81–83]. Classification is mostly used in diagnostics to detect
anomalies in sensor readings [84]. However, it can also be adapted to prognostics through
the aforementioned sliding box model which classifies multi-sensor time series in different
categories corresponding to different intervals of time to event data (see Sec. 7.4.1).
Together with this, methods used to prepare asset data to make it more conducive to
regression are also very popular [85]. Some examples of these methods are the wide use of
principal component analysis and proportional hazards modelling [86, 87, 35]. Extended
reviews of other prognostic models, including other Bayesian techniques, hidden Markov
models and fuzzy systems can be found in [35, 78].
In this thesis, Recurrent Neural Networks (RNN) [88] are chosen for prognostics because
they are designed to handle patterns with the characteristics encountered in industrial failure
data: non-linearity, noise, and time-dependency. Theoretically, RNNs are Turing complete
and thus can learn complex temporal patterns [89]. The caveats of using RNNs are that they
4If the test data is used to further refine the hyper-parameters of the machine learning model, an additional
subset of data is needed for validation [76].
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require more computational resources than other regression methods, and that they have a
tendency towards over-fitting. The theoretical background for the machine learning methods
employed in this thesis is presented in Section 2.2.
2.1.4 Distributed systems for prognostics
This thesis explores the advantages of using a distributed approach to perform prognostics in
a fleet of assets. In the asset management lingua, such fleets are known as multi-unit systems.
Other terms, such as multi-component systems are reserved to the study of assets formed by
many inter-dependent components. A multi-unit system usually refers to a fleet of several
similar assets that share common failure modes. Because a multi-unit system corresponds to
a fleet of similar assets, units are often assumed to be essentially equal, thus reducing the
complexity of the problem [14, 90, 91].
Multi-unit systems can be managed in a centralised way (a single software component
is responsible for the full fleet), or in a distributed way (when several agents are used).
Although both approaches have been implemented industrially, centralised approaches are
more common due to their simplicity. In a centralised architecture, asset data is stored in
a single database, which then is used to train prognostics models for the rest of the assets.
Examples of this can be found in knowledge based systems [92]. Most machine learning
implementations for prognostics are also centralised (see [88, 93, 94]).
Distributed approaches are usually employed when the assumption of equal assets is
dropped, and individualized prognostic models become the preferred option. The many
existing approaches that deal with multi-unit systems in a distributed way can be broadly
classified in two categories: Multi-Agent Systems, and other distributed systems.
Multi-Agent Systems
Multi-Agent Systems are software systems composed of many independent agents that aid
humans in taking decisions [95]. Their distributed and continuously adaptable nature makes
them ideal candidates to deal with the non-ergodic and dynamic properties of industrial
asset fleets [22]. Apart from their applications in prognostics, reviewed in detail later in
this section, Multi-Agent Systems have been successful in solving problems in industrial
production, traffic management, etc. [96].
Before diving into the specific applications of Multi-Agent Systems in prognostics, it
is worth to clearly establish the definition of the word “agent" used in this thesis. Despite
(or perhaps because of) its great popularity, the meaning of the word agent has remained
contested over time [24]. In this thesis, a quite restrictive definition is chosen: agents are
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autonomous, problem-solving, and goal-driven computational entities with social abilities
[22]. According to this definition, a piece of software that, for example, is limited to collecting
data from an asset and sending over this data to another piece of software is not considered
an agent.
Another important defining element of any given Multi-Agent System is its architecture,
that determines hierarchical relations among agents and their communicative heuristics.
Broadly speaking, there are three5 types of architectures in Multi-Agent Systems: Hierar-
chical, Heterarchical, and Distributed [22, 97]. In a Hierarchical architecture information
follows a predetermined path across the hierarchy, from lower to higher levels. Decisions
then follow the inverse path, with the higher level agents in the architecture taking priority,
and often deciding, over the lower level agents [98]. Heterarchical architectures allow agents
within the same level in a Hierarchical architecture collaborate with each other without the
need of upper-level agent intermediation [99]. Purely distributed architectures take this
approach to its ultimate consequences, and as such are formed by a single type of agent that
performs all the tasks of the system. In this case, communications are peer-to-peer, and there
is no hierarchy [22]. A detailed description of these architectures is given in Sec. 3.3.
Hybrid architectures have been proposed as a framework for holonic manufacturing
systems. An example of such an architecture is ADACOR (and its evolution, ADACOR2)
[100, 101]. ADACOR has been postulated as a tool for diagnostics, and has as its core
component its ability to switch from a Hierarchical to a Heterarchical architecture in presence
of disturbances (for example, machine failures).
The study of Multi-Agent Systems is a mature field of research that in the last years
has strived towards standardisation. This has produced, among others, standards regulating
the way in which agents communicate with each other (known as agent communication
languages (ACL)), standards dealing with agent security, etc. [102, 103]. Implementation of
some of these standards is made easy by open source libraries dedicated to that purpose. For
example, in python pykqml is a library defined to easily convert a message to the Knowledge
Query and Manipulation Language (KQML), a widely used agent communication language
[104, 105].
When it comes to prognostics, Multi-Agent Systems have been used in multiple occasions,
although the roles of agents in these applications have varied. The first mentions of the
potential of Multi-Agent Systems for prognostics date from 2007, when Liu et al. and
Gonzalez et al. proposed the usage of Multi-Agent frameworks for prognostics in a fleet of
electric ships [106], and as part of an architecture incorporating the OSA-CBM standards
5The centralised architecture is omitted because it is composed of a single agent.
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[107] 6. Implementation was first demonstrated a year after, when Ivan S. Cole and a team of
scientists at Boeing successfully employed a Multi-Agent System to enrich sensor data in
an aircraft [110]. In their work, each aeroplane hosts several agents that manage the data of
several sensors. The enriched data produced by the agents is then used to produce prognostics
in a centralised computer.
True distributed prognostics in a Multi-Agent System was not demonstrated until 2012,
in a paper by Xavier Desforges in which each subsystem of a device is assigned a prognostics
agent [111]. In Deforges’ approach, distribution is still seen as a mean to increase computa-
tion speed and accuracy, rather than a way to handle dynamic and heterogeneous fleets. This
is similar to Wei Wu’s work on multi-agent based prognostics. In Wu’s work, a multi-agent
approach is taken mainly from an algorithmic point of view, in which agents are an initial set
of weights to be tried in an artificial Neural Network [112].
Following Desforges work, a series of papers focused on detailing possible implementa-
tions of multi-agent prognostics, some of them describing new architectures. For example,
Amy J. C. Trappey introduced in 2013 an architecture to enable collaboration between agents
and humans in maintenance environments [113]. A year later, Luca Fasanotti, proposed
an architecture to merge Multi-Agent Systems and artificial immune systems for machine
prognostics [114]. Fasanotti would later go on to publish an implementation of the system
in 2018 [115]. Other work in the same period falls in the middle between architectural
description and implementation (see for example [116]).
Across 2018 and 2019, Multi-Agent Systems for prognostics have continued to enjoy
research interest. Apart from the publications written by the author of this thesis, Ghita
Bencheikh (working with Xavier Desforges) has used the prognostics capabilities of Multi-
Agent Systems to solve scheduling of production and maintenance activities [117]. Multi-
Agent Systems have also been used to perform cooperative prognostics for three proton-
exchange membrane fuel cell stacks [118].
Multi-Agent Systems are not the only type of distributed framework used for prognostics.
As shown in the pages that follow, many researchers choose other distributed approaches for
their prognostics implementations and avoid mentioning Multi-Agent Systems altogether.
Holonic and other distributed systems
Many of the papers that research distributed prognostics do so without engaging with the field
of Multi-Agent Systems. The reasons for this can be that researchers are using pre-existent
implementations that don’t focus on the Multi-Agent System paradigm, or that they use
6An influential set of standards for condition based maintenance [108, 109].
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agents that do not fulfil stringent agent definitions such as the one discussed in the last
section.
An example of a well-known agent architecture adaptable to distributed prognostics is the
Watchdog Agent [17]. In this architecture, an agent which monitors the asset condition and
provides diagnosis and prognosis services is assigned to each industrial asset. These services
are not only based on the asset condition but also on expert knowledge. More nuanced
decisions such as proactive maintenance decisions are done by a decision support tool, which
is not installed in the agent. The Watchdog Agent is based on the OSA-CBM standards, is
programmed entirely in LabView [119], and is sold as a proprietary software.
The Watchdog Agent has been used for prognostics in a variety of research studies (see
for example [120–122]). However, collaborative prognostics in a real fleet of assets has
remained unexplored, with the closest example being Shi’s work [122] in which prognostics
is calculated in parallel in a LabView program without communication between the agents.
Due to the proprietary nature of the Watchdog Agent, a lot of its industrial implementations
have likely remained unpublished.
Other existing implementations of distributed prognostics utilise a multiplicity of tools.
To review just some, Hadden G. D. et al. proposed a distributed prognostics and diagnostics
architecture especially tailored to manage ship monitoring systems [123]. Jinjiang Wang et al.
focused on developing an affordable sensing and computing node able to perform prognostics
independently. This node, that enabled communication between software components called
mobile agents, was then validated on a fleet of six test induction motors [124].
Zhou J. et al. proposed what essentially is a Multi-Agent System composed by several
Java agents featuring real-time data acquisition and agent-to-agent communication [125].
Interestingly enough, they chose to avoid any explicit references to Multi-Agent Systems.
Another example of what is essentially a quasi Multi-Agent System is the influential paper
by Chen C. et al. in which Microsoft’s .NET framework is used to perform prognostics in
independent system components [126]. Note that this paper shares some co-authors with the
earlier work of Michael Roemer et al. that provided architectural and procedural instructions
for distributed prognostics [127]. Another similar study by Wang J. et al, where distribution
is based on mobile agents on the cloud, incorporates agent-to-agent messaging and has a
real-time capability [124]. A more detailed review of how these distributed systems compare
to Multi-Agent Systems can be found in [23] (a paper by the author of this thesis).
These quasi Multi-Agent Systems studies are not the only case in which distributed
architectures are leveraged in prognostics. Some authors see distribution as a way to share
the computational load of a centralised prognostics algorithm. A good example is Saha
S. et al. [128] who envisaged distributed prognostics as a way to take advantage of the
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computing power distributed in the fleet’s machines. Other existing architectures that
implement distributed health and performance management often deal with diagnostics
(see, for example, [129–131]).
Shortcomings of existing approaches
Distributed real-time prognostics has been postulated for a variety of scenarios. However,
actual implementations are scarce and often concern systems composed by few assets, or
multi-component systems. Most of the papers reviewed above do not focus on providing a
complete tool for distributed prognostics. Rather, they present a novel prognostics approach
to solve a specific industrial problem (see, for example, [118, 123]). This means that existing
solutions are often not transferable across industrial scenarios.
Apart from this lack of transferability, a frequent shortcoming of existing solutions is
that some don’t provide true real-time capabilities, and use distribution just as means of
improving computational speed or accuracy. From those that provide real-time capabilities
many concern multi-component systems and therefore operate in the intra-asset level instead
of at the fleet level. A good example of this are implementations that focus on handling
different sub-components in complex machines (see, for example, [110] and [111]).
Despite most published work falling in the categories described above, a few solutions do
provide transferable real-time prognostics for multi-unit systems (for example, the Watchdog
agent, and Jinjiang Wang’s sensing and computing node). However, their experimental sup-
port is often based on synthetic data sets or fleets composed of a few assets. Most importantly,
their design has not yet been adapted to inter-agent communication and collaboration.
In general, the agents that come closer to this thesis’ vision lack the capabilities of
collaborating with each other, thus missing a key property of modern agents. This thesis
extends the idea of asset-specific agents to Multi-Agent System theory and provides them
with inter-agent communication capabilities, separated data spaces, decision making faculties,
and a system able to dynamically adapt to varying conditions in the asset fleet. The most
significant addition to previous practice is to describe how collaboration can be used to
significantly improve prognostics accuracy, and how a Multi-Agent System can be used to
dynamically choose different subsets of collaborating assets.
2.2 Theoretical background
This section presents the theoretical background of the machine learning algorithms used in
this thesis. The prognostics problem is presented mathematically, and the algorithms used to
solve it are introduced. For the prognostics problem, two loss functions obtained from the time
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to failure of a machine are presented. These loss functions can then be used in conjunction
with different machine learning methods. The loss functions presented here are long-known
results from the field of survival analysis and machine learning. Notwithstanding, they must
be introduced as they form the backbone of the prognostics produced by the software agents
in Distributed Collaborative Prognostics.
2.2.1 The prognosis problem
The prognosis problem can be formally stated as follows: for an asset i, find a function
fi (T,x0:t) that gives the probability per unit time7 that a failure event occurs at a time T . Here,
x0:t is a multivariate m⇥ t vector that contains the time series of all the m input variables
(normally sensor values) recorded in the past (see, for example, [132]).
Failure trajectory
A failure trajectory (or trajectory to failure) is the sequence of feature values x0:Tn that precede
a failure recorded at time Tn. This is denoted as xn0:Tn where n indicates that this trajectory
corresponds to the nth observed failure in the data set. If a trajectory has not yet reached
failure, its feature values are xn0:t (all the data available until the current time). A trajectory of
this type is also known as a censored trajectory, while a trajectory for which Tn is known is
an uncensored trajectory.
In order to clarify what is meant by trajectory, Fig. 2.2 shows a sketch of the matrix fed
to the machine learning algorithm for training purposes.
time
feature
value
e1 e2 e3
{ { { { currenttime
I II III IV
Samples
(Trajectories)
current
time: t
I
II
III
IV
{
{
{
{
Features
(Sensors)
Time
Masked data 
(fixed 
matrix
dimensions)
Failure / Event
t=Tn
x 0:t
I
x 0:t
II
x 0:t
III
x 0:t
IV
Fig. 2.2 Sketch showing the training data matrix fed to the machine learning algorithm.
7The probability density function.
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2.2.2 Loss functions
Supervised machine learning methods are used to estimate a function that minimises a loss
function, expressive of the difference between its predictions and a set of target values in the
training set. A correct loss function choice is crucial because it is the metric that tells the
machine learning method whether the function that it has generated fulfils the desired task.
For regression, a widely used loss function is the Mean Squared Error (MSE) between
the predicted values and the target values:
l =
1
N
N
Â
n=1
(ynt  µ (xn0:t))2 . (2.1)
In this equation µ
 
xn0:t
 
corresponds to the predicted time to failure. ynt is the target or real
time to failure at time t (note that the time to failure decreases as t increases). N corresponds
to the number of training pairs (xn0:t ,y
n
t ). This loss function is derived from assuming that
each target of the machine learning algorithm is sampled from a Gaussian distribution with
mean µ
 
xn0:t
 
(more of this later).
According to the definition put forward in Section 2.2.1, the prognostics algorithm should
return not only the predicted time to failure but also information of the probability of failure
at any further time. Uncertainty estimation remains an open topic in deep learning [133].
However, the mean and variance of the target probability distribution can be estimated
directly by maximizing the log-likelihood of the targets, providing a measure of the error of
the Neural Network outputs [134, 135].
The likelihood function,L gives the probability that a set of observations is drawn from
different parametrisations of a probability distribution [136]. Maximising the likelihood
corresponds to estimating the parametrisation that is more likely to explain a set of observa-
tions. Therefore, the likelihood is often written as L (q |x) where q are the parameters of
the probability distribution from which the observations may have been drawn, and x are the
observations. In this thesis, the observations are the times to event ynt , and the parameters
vary depending on which probability distribution is chosen for fi(T,x0:t). For continuous
distributions, maximising the likelihood function corresponds to maximising the density
probability function8:
maxqL (q |ynt ) =maxq [limh!0+L (q |y 2 [ynt ,ynt +h])] =maxq
h
limh!0+ 1h
R ynt +h
ynt
f (y|q)dy
i
=maxq f (ynt |q).
(2.2)
8The probability of a given observation ynt is the integral over a very small interval of the density function.
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Assuming that the features xn0:t are independent and identically distributed, the log-
likelihood can be written as a sum of the log-likelihoods of the examples (L nt ). For the
observation pairs (xn0:t ,y
n
t ), this reads:
log(L ) =
N
Â
n=1
Tn
Â
t=0
logL nt (q |ynt ) =
N
Â
n=1
Tn
Â
t=0
log [Prq (Ynt = y
n
t |xn0:t)] . (2.3)
Maximising this equation means to maximise the probability of the predicted time to failure
Ynt being equal to the real time to failure ynt given the known values of the sensor value time
series before time t, xn0:t . The summations Â
N
n=1Â
Tn
t=0 account for the summation over all the
recorded failure trajectories (N) and over all the time-steps of each trajectory (Tn).
In order to explicitly obtain Prq
 
Ynt = ynt |xn0:t
 
, one needs to designate a parametric
representation of the probability distribution of fi(t). One of the most convenient of these
parametrisations is the Gaussian probability distribution.
The Gaussian-based loss function
The Gaussian distribution is an extremely popular distribution to estimate and represent
uncertainties. Gaussian distributions fulfil a number of convenient mathematical properties,
and are especially conducive for machine learning because they are the only family of
probability distributions that have a variance that is independent from its mean (once obtained
from a set of independent measurements) [137]. The log-likelihood of a Gaussian with the
parametrization f (x|µ,s2) = 1p
2ps2
exp 
(x µ)2)
2s2 is [134]:
log(L ) =
N
Â
n=1
Tn
Â
t=0
"
 1
2
logs2(xn0:t) 
 
ynt  µ(xn0:t
 2
2s2(xn0:t)
#
. (2.4)
In this log-likelihood, constant terms have been dropped because they do not have any
effect on the optimisation procedure. The loss function to minimise is then the negative
of the log-likelihood l =  log(L ). Minimising this loss function gives the parameters 
µ(xn0:t),s(xn0:t)
 
for each sequence x0:t that fully determine the function fi(T,x0:t), thus
providing a solution to the prognostics problem. Here, T is defined as the time from t, which
is the time at which prognostics is computed.
The problem of using a Gaussian distribution to estimate time to failure is that this
distribution admits failures that occur in negative times. In other words, this distribution
always contains non-physical probabilities (the probability that a failure event happened in
the past despite the asset having already survived until the present time is not zero).
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The Weibull distribution
Similar to the Gaussian case, a Weibull distribution can also be used as the parametrisation
for fi(t). This is the main assumption behind a machine learning approach known as Weibull
Time To Event - Recurrent Neural Networks (WTTE-RNN) [83]. This approach has the
benefit that it allows to use both censored and uncensored trajectories in the training of a
Recurrent Neural Network.
From a theoretical perspective, WTTE-RNN is important because it provides the appro-
priate mathematical framework to use reliability-inspired loss functions in Recurrent Neural
Networks, and because it elegantly links the loss function with survival analysis allowing to
train the Recurrent Neural Networks using censored data. For the sake of completeness we
provide a brief description here.
In survival analysis, one usually fits a probability distribution f (t) to useful life time data
(here useful life time is understood as the time that a machine has lasted before failure). The
useful life time of a machine is then assumed to be a random variable to be sampled from
this distribution. From these simple assumptions, the survival function is defined [9]:
S(t) = 1 F(t) = 1 
Z t
0
f (s)ds. (2.5)
F(t) is the cumulative distribution function (CDF). S(t) is the probability of an event (or
failure) not occurring before time t, also known as the probability of survival. S(t) is also
known as reliability. From the reliability and the probability of failure we can obtain the
failure rate l (t), also known as hazard or instantaneous hazard:
l (t) = f (t)
S(t)
. (2.6)
Note the following relation:
l (t) =  d
dt
logS(t) =  d
dt
log [1 F(t)] =  F
0(t)
1 F(t) =
f (t)
S(t)
. (2.7)
Traditional reliability methods rely on obtaining the conditional probability distribution
given the knowledge that a machine had already survived until time tsurv. This can be done
by taking the original probability distribution, f (s) so that when s = 0, fs(0) = f (tsurv),
and renormalising it to the probability density for s> tsurv (which is the survival function
S(tsurv)):
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fs(t) =
f (t+ tsurv)
1  R tsurv0 f (s)ds =
f (tsurv+ t)
S(tsurv)
. (2.8)
The link between this classical survival approach and the WTTE-RNN method is sub-
stantiated in the following paragraphs. In WTTE-RNN, the proposed log-likelihood function
to be maximised by the Neural Network is [83]:
log(L ) =
N
Â
n=1
Tn
Â
t=0
unt log [Pr(Y
n
t = y
n
t |xn0:t)]+(1 unt ) log [Pr(Ynt > ynt |xn0:t)] . (2.9)
Where unt indicates whether the observation at time t is censored (if the real failure
time has not yet been observed, then unt = 0). The first contribution to the log-likelihood,
unt log
⇥
Pr
 
Ynt = ynt |xn0:t
 ⇤
, means that if the real time to failure has been observed (unt = 1,
uncensored), one simply reverts to eq. (2.3). The second term, (1 unt ) log
⇥
Pr
 
Ynt > ynt |xn0:t
 ⇤
addresses how to train the algorithm with censored data. If the real time to failure has not
been observed (unt = 0, censored), the algorithm is set to maximise instead the probability of
the predicted time to failure Ynt being bigger than time left until the time at which we know
that there has been no failure yet (ynt ).
The probabilities appearing in eq. (2.9) can be obtained by means of survival analysis
(derivation from [83]). For the continuous case, the likelihood (for each component) can be
rewritten:
L nt = f (y
n
t )
uPr(Ynt > y
n
t )
1 u = f (ynt )
u S (ynt )
1 u = l (ynt )
u S (ynt ) . (2.10)
Note how here, eqs. (2.6), (2.2), and the definition of S(t) have been used. Taking the
logarithm:
log(L nt )= u log(l (ynt ))+log(S (ynt ))= u log(l (ynt )) 
Z ynt
0
l (s)ds⌘ u log(l (ynt )) L(ynt ).
(2.11)
In here, the integral of eq. (2.7) has been used with the condition S(0) = 0. u has the same
role as unt . L(t) is known as the cumulative hazard function, defined as the integral of the
hazard function (l (t)):
L(t) =
Z t
0
l (w)dw. (2.12)
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If one assumes that f (t) conforms to a Weibull distribution9, the cumulative hazard is:
L(t) =
Z t
0
f (w)
1  R w0 f (s)dsdw=
Z t
0
f (w)exp(
w
a )
b
dw=
Z t
0
b
a
⇣w
a
⌘b 1
dw=
⇣ t
a
⌘b
. (2.13)
Where a is the scale parameter and b is the shape parameter. Combining eqs. (2.11) and
(2.13) the continuous log-likelihood (added over all trajectories and all time-steps, and using
the concept of Recurrent Cumulative Hazard Function as shown in [83]) is:
log(L ) =
N
Â
n=1
Tn
Â
t=0
 
unt
⇢
b nt log
✓
ynt
ant
◆
+ log(b nt )
 
 
✓
ynt
ant
◆b nt !
. (2.14)
Where ant , b nt are the parameters of the Weibull distribution and ynt is the time to event or
failure at each time-step t and trajectory n. Note that the left term will appear when there is
no censoring. The unconstrained optimization problem to be solved by the Neural Network
can be then summarised in finding the weights w that maximise log(L ). This corresponds
to minimising the negative of the log-likelihood l = log(L ).
The dependency of the shape of a Weibull distribution (and more specifically its variance)
with its defining parameters, a and b , make this optimization problem often difficult to solve.
Eq. (2.14) features some opportunities for numerical instabilities: negative values of the
logarithm’s argument and exploding gradients being the most common. To solve this, a and
b must be carefully constrained [83].
2.2.3 Neural Networks
Neural Networks with non-linear activation functions are machine learning frameworks
introduced in the 1960s that profit from the large amount of possible combinations emerging
from stacking layers of interconnected elements known as "neurons" [138]. The underlying
idea of a Neural Network is simple: a directed acyclic graph represents a model that applies
a series of concatenated operations to an input, generating an output. Neural Networks are
in fact derivations of a very old idea, as they can be reduced to multiple linear regression
methods known since at least the early 1800s by Legendre and Gauss [139]. Neural Networks,
however, have benefited from at least two important improvements since the nineteen century:
non-linearity (given by non-linear activation functions), and a much faster training speed
facilitated by Stochastic Gradient Descent and modern computers. Neural Networks have
9With the following parametrization: f (t) = ba
  t
a
 b 1 exph   ta  bi.
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been successful in solving many practical problems, from image classification [140] to
Natural Language Processing tasks such as speech recognition [141].
To understand the basics of how Neural Networks work, it is useful to start with a simple
network consisting only of three layers: an input layer, an intermediate layer, and an output
layer. In this example, the output layer outputs a mean µ and a standard deviation s . As seen
ijk
Node
Weight
Fig. 2.3 Diagram of a three-layer Neural Network.
in Fig. 2.3, the input to the Neural Network (formed by the pair (x,x’)) is transformed into an
output µ,s through the weights wi j and the activation functions a. Note how from a very
simple network with just six neurons, the output expressions are already quite complicated.
This gives a good idea of the expressiveness of Neural Networks, that relies on the large
number of inter-neuronal connections.
In prognostics, the non-linear model represented by the Neural Network is the function
fw(x0:t) giving the parameters of the function fi(T,x0:t) at each time-step t. Once the
activation functions (transformations performed at each neuron of the Neural Network) and
network architecture are chosen, fw(x0:t) is fully determined by the edge weights wi j 2 w.
The weights in a Neural Network can be updated by different algorithms, normally based
on a concept known as gradient descent. Gradient descent takes its name from the property
of the gradients of a continuous, derivable function g , for which local minima, maxima, and
saddle points fulfil the following condition:
—g(x) = 0. (2.15)
In which — is the gradient operator. As described in the previous section, supervised machine
learning methods are usually set up as minimisation problems. Thus, Neural Networks are
frameworks set up to minimise a loss function l so that:
—l(wjk) = 0. (2.16)
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Where we have used wjk to make clear that the optimisation objective of a Neural Network
framework is to find the appropriate edge weights. The primary target of any gradient descent
algorithm is to locate the direction in which l decreases the fastest. This can be achieved
by finding the unitary vector ~u across which the directional derivative minimises. From
multivariate calculus, we know that the directional derivative is:
—~ul =~u—l. (2.17)
To find the direction in which l decreases the fastest, we have to obtain the minimum gradient.
min~u—~ul =min~u|~u||—l|cosq = |—l|min~u cosq . (2.18)
Where q is the angle between the gradient and the vector~u, we know that its cosine minimises
when they oppose each other. Thus, the direction~u that minimises l is the opposite direction
to the gradient, hence the term gradient descent. This method iteratively updates the weights
of the neural network using the following formula:
~w0 = ~w  lr—l(~w), (2.19)
in which lr is known as the learning rate. Training a Neural Network comprehends two steps:
first, l is calculated as a function of the predictions of the Neural Network fw(x0:t). This is
known as forward propagation.
Second, the gradients of the loss function l with respect to the weights ~w are calculated
(—l(~w)). In Neural Networks, this is known as back propagation. The purpose of back
propagation is to translate changes in the loss function into changes in the weights of the
Neural Network. The derivation of back propagation is one of the best ways to give further
context to two important parameters: the learning rate lr, and the momentum h . The
derivation included here is inspired by the publicly available derivation by Dr. J. G. Makin
[142].
First, let’s revisit Fig. 2.3. Note how the layers in the Neural Networks are named in
inverse alphabetical order, in this case: k, j, i. From now on, wk j will refer to the edge weights
between the layers k and j in the Neural Network. Note that the super-indexes, referring to
the specific pairs of interconnected neurons have been dropped for simplicity. The input to
any neuron of the layer j of the Neural Network is:
x j = Â
k2Kj
wk jyk, yk = a(xk). (2.20)
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Where a is the activation function (for the sake of this derivation it will be assumed to be
a unitary sigmoid across all layers: f (z) = 11 e z ). The sigmoid is chosen because it has a
simple derivative, but this derivation can be extended to any activation function.
Let’s come back to what we want to calculate: how to connect weight changes with
changes in the loss function. For the sake of simplicity we choose the mean square error loss
function, eq. (2.1). Assume that j is the output layer of the Neural Network. In this loss, we
rename y j ⌘ µ
 
xn0:t
 
and y⌘ ynt . We take the chain rule (remember that we are focusing on
the layer j):
∂ l
∂wk j
=
∂ l
∂y j
∂y j
∂x j
∂x j
∂wk j
= (y j  y)∂y j∂x j yk = (y j  y)y j(1  y j)yk. (2.21)
Some of the partial derivatives in eq. (2.21) are trivially obtained from eqs. (2.1) and
(2.21), as in this case the loss function directly depends on the output of the last layer. If one
calculates the change on the weight produced by only one training sample, then ∂ l∂y j µ (y j y)
(constant terms are dropped as they do not matter for the optimisation). If we recall that
yk = a(xk), and that the activation function is the sigmoid function, which has the property
a0 = a(1 a). It follows that ∂y j∂x j = y j(1  y j).
To implement this term into an algorithm one must define how will this gradient change
will be used to approach the loss minima. From eq. (2.19):
Dwk j = lr ∂ l∂wk j . (2.22)
The learning rate lr 2 (0,1] is a crucial parameter when training Neural Networks. A large
learning rate means that a small change in the loss function translates on a large change in
the weights of the Neural Network, and a small learning rate means the opposite. Normally,
one starts with large learning rates, and switches to smaller learning rates as the training of
the Neural Network progresses.
Up until now, j has been assumed to be the output layer of the Neural Network, and as
such the result that has been obtained only applies to the weights of the layer immediately
before it. To generalise to the whole depth of the Neural Network we must assume that j is
one of the intermediate layers in the Neural Network, also known as hidden layers.
The first equality in eq. (2.21) still holds. However, the first partial derivative ∂ l∂y j must be
re-calculated. In this case, we calculate the change in the loss function produced by a small
change in y j (the output of one of the neurons of our layer). To do so, we need to propagate
onwards from the j layer to the next ith layer. Thus, we need to propagate the changes that
38 Research background
this output produces on the inputs of all the neurons of the ith layer: Ii:
∂ l
∂y j
=Â
Ii
∂ l
∂yi
∂yi
∂xi
∂xi
∂y j
= Â
Ii
diw ji. (2.23)
Where di is the error term, defined as di := ∂ l∂yi
∂yi
∂xi , a product of the two first partial derivatives,
already calculated before (just change j for i, as now i is the output layer). The term wji
comes from deriving eq. (2.20). Recovering eq. (2.21), the following equation is obtained:
∂ l
∂wk j
= Â
i2I j
diw jiy j(1  y j)yk. (2.24)
An attentive reader will notice that this differs from the output layer result eq. (2.21).
However, both differences can be “buried out" by using the definition of the error term within
eq. (2.21):
∂ l
∂wk j
= d jyk. (2.25)
Which combined with eq. (2.22) gives the change in the weight.
Dwk j = lrd jyk. (2.26)
To implement this algorithmically, one normally wants to iteratively update the changes in
the weights of the Neural Network. This is done by means of epochs, loops through all
the training examples in between of which one usually updates the learning rate lr. The
following equation is often used to update the weights transferring information from one
epoch to another.
Dwk j(n) = lrd jyk+hDwk j(n 1). (2.27)
Here n is the epoch, and h 2 [0,1) is a parameter called momentum, that signals how much
of the change in the weight in this epoch will be influenced by the change that it underwent
in the last epoch.
Calculating d j, especially in the case of hidden layers, is often a computationally demand-
ing task. A key approach to reduce this computational demand (and thus increase training
speed) has been the Stochastic Gradient Descent algorithm. The main insight of Stochastic
Gradient Descent is that the gradient of a function is an expectation, and that this expectation
can be estimated by using just a subset of the samples in the training data-set [143].
As shown in Section 2.2.2, the loss function of a machine learning algorithm can often
be written as a sum over training examples. If this is the case, its gradient can also be
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de-composed in the same way. Stochastic Gradient Descent proposes that at every step of the
algorithm (every update of the weights) a subset of the training examples is used to calculate
the average gradient. If l is the per-example loss l(xn0:t ,y
n
t ,w) =  logPrw
 
Ynt = ynt |xn0:t
 
of
the output y given the input xn0:t and the weights w, the gradient of the log-likelihood is:
—w log(L ) =
1
m
m
Â
i=1
—wl(xn0:t ,ynt ,~w). (2.28)
This subset m, known as minibatch or batch10, is drawn uniformly from the training set.
If m= 1, this procedure is known as online training.
2.2.4 Back propagation through time
The derivations included in the last section were given in the context of Artificial Neural
Networks, non-linear functions that map a feature input into an output. This thesis focuses
on predicting when a machine will fail from a sequence of sensor values, and thus the
computational tools of interest are those that are designed to learn sequences of values.
Neural Networks can be adapted to do so, in the form of what is known as Recurrent Neural
Networks.
This section presents a summarised derivation of back propagation through time in
Recurrent Neural Networks. Among other things, this derivation is important to understand
the dimensionality of their free parameter space. Most of the derivation is adapted from
[143].
A Recurrent Neural Network stores its sequential information in a hidden state~h(t) that
depends on the hidden state at t  1, on the input variable xn0:t , and on the weights of the
Neural Network ~w:
~h(t) = f (~h(t 1),xn0:t ,w). (2.29)
It follows that~h(t 1) will depend on~h(t 2), dependency that can be extended recursively.
This means that~h(t) depends on the values of the feature xn0:t at all times smaller than t. This
is exactly what one wants when learning sequences: for the sequence to depend on its values
in the past. The output of a RNN then reads from the hidden state through an output layer.
In Recurrent Neural Networks, the dimensionality of~h is fixed, and thus we are building a
mapping from all the previous values of the feature space, xn0:t , to a fixed-dimension vector~h.
A higher dimensional hidden space can store more information from the original features,
but also increases the number of free parameters in the network.
10In this thesis, batch is used, although batch sometimes refers to the full training set [143].
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A Recurrent Neural Network has essentially three kinds of weights: the weights parametris-
ing the connection of the hidden state with the input features, represented by the matrixU , the
weights parametrising the connection between hidden states (carrying temporal information),
represented by the matrixW , and the hidden-to-output weights parametrised by the matrix V
(see Fig. 2.4). U and V have the same dimensionality than the weights connecting two dense
layers in an artificial Neural Network.
If the hidden state has Nu neurons and the input has K features, the number of free
parameters added by dense layer would be KNu. If we add here the weights ofW connecting
each element in the hidden state with its previous component and the bias weights, a Recurrent
Neural Network layer will add KNu+NuNu+Nu = Nu(K+Nu+1) free parameters to the
complexity of a Neural Network11. Nu is the number of bias weights (one for each hidden
state neuron). Bias is an added scalar value to the output of a neuron that allows for the
non-linear function represented by the neuron to be displaced from origin.
y(t-1)
l(t-1)
o(t-1)
h(t-1)
x(t-1)
h(...)
W
V
U
y(t)
l(t)
o(t)
h(t)
x(t)
W
V
U
y(t+1)
l(t+1)
o(t+1)
h(t+1)
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h(...)
losses
targets
outputs
features
Fig. 2.4 Sketch of a Recurrent Neural Network and its weight matrices (modified from [143]).
To understand how a Recurrent Neural Network is trained, it is useful to derive first the
forward propagation (the propagation from the training examples to the loss). This derivation
assumes that the outputs are discrete (for example, words or discrete numbers). A hyperbolic
tangent is assumed as the activation function for the hidden units. As often done for discrete
predictions, the output ~o is regarded as giving the log probabilities of each possible value
of the discrete target variable. Then, this is smoothed through a softmax operation to get a
11Or MKNu+NuNu+Nu if the dimensionality of the output layer,M, is considered.
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vector~y of normalised probabilities. In a Recurrent Neural Network, forward propagation is
done from an initial hidden state~h(0). For each time step from t = 1 to t = Tp (the time at
which the prediction is done), the following update equations are iteratively computed:
~a(t) =~b+W~h(t 1)+U~x(t), (2.30)
~h(t) = tanh(~a(t)), (2.31)
~o(t) =~c+V~h(t), (2.32)
~y(t) = softmax(~o(t)). (2.33)
Here, notation is simplified. ~x(t) is xnt , and xn0:t =~x0:t (for a given n, t). Note how the temporal
information is saved in the hidden space, and how the weight matricesW ,V , andU are shared
across the temporal dimension (W is the same for every t).~b and~c are bias vectors. The loss
for a sequence of~x,~y pairs is then simply the addition of the temporal losses. Note how for
each time (t), the entire sequence of~x0:t is incorporated into the model:
l
 
~x1:T ,~y1:Tp
 
=
Tp
Â
t=1
l(t) = 
Tp
Â
t=1
logPrmodel (y(t)|~x1:t) . (2.34)
Here y(t) is used as it corresponds to the entry for~y(t) corresponding to the desired output
in the training example (recall that each discrete output is coded into a binary vector as in a
logistic regression problem). This means that the Neural Network goes over the sequence as
if it would be discovering new data in each time-step.
Calculating the gradient in a Recurrent Neural Network is computationally demanding
but simple from a theoretical perspective. In essence, the same back propagation proce-
dure described before can be used. Here, back propagation is derived using the network’s
computational graph12.
The nodes of the RNN computational graph include the bias vectors~b and~c as well as the
weight matricesU , V andW , and the sequential nodes~x(t),~h(t),~o(t) and l (the loss given a
sequence). For each of these nodes g , one needs to calculate the gradient of the loss function
with respect to them; —g l(t). Two nodes do not need further calculation: the gradient with
respect to the loss l(t) (which is always 1), and the gradient with respect to the inputs~x(t) as
they have no parameters preceding them in the computational graph. This derivation assumes
that the loss is the negative log-likelihood of the target y(t) given the input~x0:Tp .
12To propagate gradients in Recurrent Neural Networks one often uses computational graphs: a tool to
graphically formalise a set of computations. Computational graphs are mathematical representations in their
own right, and should not be interpreted as just schematics [143].
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Let’s start with the gradient on the outputs~o(t), for each output component oi:
 
—~o(t)l
 
i =
∂ l
∂oi(t)
=
∂ l
∂ l(t)
∂ l(t)
∂oi(t)
= 1
∂ l(t)
∂oi(t)
= ∂ logPrmodel (y(t)|~x0:t)
∂oi(t)
= ∂ logsoftmax(~o(t))
∂oi(t)
= softmax(~o(t))
softmax(~o(t))
 
di=y(t)  softmax(oi(t))
 
= (yˆi(t) di=y(t)).
(2.35)
Here di=y(t) can be understood as: if y is actually the correct discrete number, the Kronecker
delta collapses (remember that the target for each training example is a vector with 1
signalling the correct word or discrete number). yˆi(t) is used to signify an element of the
output vector ~y(t) (not to be confused with y(t), representing the true value of the target).
To back propagate through time, one must work its way from the end of the sequence to its
origin. At the end of the sequence, the hidden state~h(t) only has~o(t) as a descendent, which
simplifies the gradient:
—~h(Tp)l =
 
∂~o(t)
∂~h(t)
!>
—~o(Tp)l =V
|—~o(Tp)l. (2.36)
In this equation, the rule of chain for gradients has been used. Here ∂~o(t)
∂~h(t)
is the Jacobian
matrix for ~o with respect to the components of~h, that can be obtained trivially from eq.
(2.32). Now, if one iterates a further time step backwards t = Tp 1, the hidden space vector
has both a hidden space descendent~h(t+1) and the output~o(t). Its gradient is thus given by
the chain rule:
—~h(t)l =
 
∂~h(t+1)
∂~h(t)
!|
—~h(t+1)l+
 
∂~o(t)
∂~h(t)
!|
—~o(t)l. (2.37)
To calculate the first summand of this gradient, one needs to take into account that the hidden
units feed to each other through a hyperbolic tangent activation function (and the weight
matrixW , see eq. (2.32)). Once computed, this gradient gives:
—~h(t)l =W
|diag
⇣
1  (~h(t+1))2)
⌘
—~h(t+1)l+V
|—~o(t)l, (2.38)
where diag
⇣
1  (~h(t+1))2)
⌘
indicates the diagonal matrix with diagonal components 1 
(hi(t+1))2. Now that the gradients on the internal nodes of the Recurrent Neural Network
have been obtained, the gradients with respect to weights and other parameters can be
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obtained following a similar procedure. A list of expressions for the gradients with respect to
all different weight matrices and bias vectors~b and~c can be found in [143].
2.2.5 Long Short-Term Memory variant
The Long Short-Term Memory (LSTM) variant is designed to adapt Recurrent Neural
Networks to long time-dependences [144]. Simple Recurrent Neural Networks such as
the one shown in the last section include a recurrent multiplication of the matrixW to the
sequence of previous hidden states, so that for no input~x the hidden state h(t) depends on
h(0) as:
~h(t) = (Wt)>~h(0). (2.39)
Here we assume a linear activation function. It is easy to see through eigenvalue decom-
position that for large t the eigenvalues of (Wt)> will either decay to zero (for eigenvalues
smaller than 1), or explode [143]. This is known as the vanishing/exploding gradient problem.
Long Short-Term Memory Recurrent Neural Networks are specifically designed to address
this problem. In order to do so, LSTMs include a memory cell that maintains its state over
time. This cell is accessed through additional hidden units (known as gates) with non-linear
activation functions [144]. These gates are specially conceived to maintain the state of the
memory cell along the training sequences.
There are different variants of the LSTM architecture, normally defined as whether some
of the elements of the memory cell are missing (for example, the input gate, the output gate,
the forget gate, etc. [144]). This section introduces what is known as the vainilla variant.
This corresponds to a recurrent block with input, output and forget gates, all of them accessed
by the input features and the output of the previous LSTM block (see Fig. 2.5). At first sight,
Fig. 2.5 can appear a bit overwhelming. To understand it better it is helpful to discuss how it
compares to a Recurrent Neural Network. Ui are weight matrices that multiply the input akin
to matrixU in Fig. 2.4, thus they have dimension Nu⇥K where Nu is the number of LSTM
blocks. Ri are weight matrices that recursively multiply the outputs similar to matrix W in
Fig. 2.4, they also share its dimensionality: Nu⇥Nu. The difference here is that there are
four matrices of each type, and that there are time-recursive connections inside the LSTM
block that allow for it to address the problem of exploding and vanishing gradients.
Technically, LSTMs do not have simple hidden units as RNN have. When in this thesis
the size of the hidden state is referred to what is meant is the number of LSTM blocks
(dimensionality Nu in the equations below). Vainilla LSTM layers have four times more free
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Fig. 2.5 Diagram of a LSTM Recurrent Neural Network and its weight matrices. Inside the
block, dashed lines signify time-delayed connections
parameters than a RNN. Therefore, the number of free parameters added by the LSTM layer
is 4Nu(K+Nu+1).
Effect on the gradients
Once RNNs are understood, the LSTM case conforms to similar mathematical derivations.
Like in RNNs, computational graphs are used to calculate the gradients, that then can be used
in a conventional Stochastic Gradient Descent optimiser. A full description of the equations
for forward and back propagation is included in [144]. This section is limited to show the
most important property of LSTMs: the solution of the vanishing/exploding gradient problem
(taken from [145]).
To understand how LSTMs are able to learn long sequences, the one-dimensional case is
chosen as it allows for a more direct comparison with Recurrent Neural Networks. Assume
no input and no bias. This time, a sigmoid activation function s is used. In a conventional
Recurrent Neural Network, the hidden space at h(t) depends on t 1 as:
h(t) = s (wh(t 1)) . (2.40)
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Where w is a scalar weight (remember, this is the one-dimensional case). The gradient at a
time step t 0 with respect to an arbitrary t < t 0 is:
∂h(t 0)
∂h(t)
=
t 0 t
’
k=1
ws 0
 
wh(t 0   k) = wt 0 t t 0 t’
k=1
s 0
 
wh(t 0   k)  . (2.41)
This is essentially a one dimensional version of eq. (2.39) for a non-linear activation function
and once the derivative has been taken. Again, the term wt
0 t appears, representing an
exponential decrease (or increase) of the gradients.
In a one-dimensional LSTM case with no inputs and biases, the derivative of the memory
cell state with respect to itself depends only on the input to the forget gate. From Fig. 2.5, it
is easy to see that the input to the cell is:
s(t) = s(t 1)s(v(t))+ I(t). (2.42)
Where I(t) is the input to the memory cell from the input gates. v(t) is the input to the forget
gate. When it is derived with respect to a previous time, for example (t 1), the multiplying
term s(t 1) vanishes, and one obtains:
∂ s(t 0)
∂ s(t)
=
t 0 t
’
k=1
s 0
 
v(t 0+ k)
 
. (2.43)
Thus, the exponential term has disappeared (compare with eq. (2.41)). Granted, any set
of weights differing from s 0 (v(t 0+ k))⇡ 1 will also make the gradients vanish or explode
for sufficiently long sequences. However, this variation is much slower than in the case
of Recurrent Neural Networks. This means that LSTMs suffer from vanishing/exploding
gradients but their effect appears at much larger time-scales.
With this, the theoretical foundations of this thesis terminate. Much of what has been left
out can be consulted in Godfellow’s book on deep learning [143].
2.3 Conclusion
This chapter presents the literature review and theoretical background upon which this
thesis is based. In the literature review, three fields of research are reviewed: asset health
and performance management, and the applications of machine learning and Multi-Agent
Systems for prognostics. In the theoretical background, the prognostics problem is defined
and the statistical methodology used to obtain prognostics estimates is presented.
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The literature review leads to a clear conclusion: the technologies needed to implement
Distributed Collaborative Prognostics exist, but they have not yet been combined into a
comprehensive solution. Real-time machine learning frameworks able to convert multi-
sensor readings into time-to-failure estimates are available. Similarly, the theoretical and
architectural foundations of Multi-Agent Systems and other distributed systems have been
developed, and there is no shortage of papers claiming their potential benefits in prognostics
and asset management in general. What is missing is a combination of these technologies
that effectively solves the prognostics problem, and enables assets with collaborative and
dynamic capabilities.
Some work in the literature has attempted to bridge this gap. Much of it concerns small
fleets of assets (on the order of less than ten individuals), fails to experimentally demonstrate
its usefulness, or can’t be transferred across different industrial scenarios. What is more
important, most of the published work does not incorporate inter-agent collaboration thus
falling short from a true multi-agent or holonic framework (see [23] by the author for an
in-depth comparison of existing implementations and Distributed Collaborative Prognostics).
This is a crucial shortcoming, as real-time collaboration is one of the key properties of an
agent, and is important for it to operate in situations of dynamism and non-ergodicity.
Leaving aside the literature review, the theoretical background available to produce
high-quality prognostics draws from regression analysis. This chapter describes some well-
established models, based on parametrising the probability distribution of the regression
targets. Additionally, this chapter presents an introduction to the frameworks used to perform
regression: Neural Networks. Special attention is put into Recurrent Neural Networks and
their LSTM variant, designed to learn long sequences of values.
Chapter 3
Distributed Collaborative Prognostics:
properties and architectures
This chapter presents the principal functionalities and characteristics of Distributed Collabo-
rative Prognostics deemed necessary to address this thesis’ problem statement, and discusses
how they compare with the properties of Advanced Multi-Agent Systems. In doing so, this
chapter addresses the first of this thesis’ research questions by drawing a link between the
properties of Distributed Collaborative Prognostics and those of Multi-Agent Systems.
This chapter is composed of four sections. In the first section, the properties of Distributed
Collaborative Prognostics are presented, justifying the use of Multi-Agent Systems for its
implementation. In the second and third sections the building blocks and architectures used
later in this thesis are described, based on four different canonical multi-agent architectures.
The last section contains the conclusions of the chapter.
3.1 Properties
This section describes the functions that Distributed Collaborative Prognostics must be able
to perform, together with the characteristics that it has to have in order to successfully address
this thesis’ problem statement: to devise and implement a prognostics tool able to operate in
the conditions of ergodicity and dynamism typical of industrial asset fleets.
The properties of Distributed Collaborative Prognostics will be divided in two concepts:
functionalities, referring to what the tool must be able to do, and characteristics, referring to
what the tool must be.
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Functionalities
The functionalities of Distributed Collaborative Prognostics are:
• Prognostics: some of the tool’s components must be able to provide prognostics in real
time for each of the assets in the fleet.
• Collaboration: some of the tool’s components must be able to communicate with each
other, and improve prognostics thanks to this communication.
• Smartness: some of the tool’s components must be adaptable to the execution of other
functionalities besides prognostics and collaboration.
Collaboration here is defined as any of the cooperation techniques defined in Ming Tan’s
prominent paper on cooperation [25], i.e. sharing data, models, or the combination of
the two. Collaboration is important for several reasons. Without collaboration, data from
one asset cannot be leveraged into the prognosis of another asset. This would render the
training of machine learning algorithms in a distributed system impossible. Collaboration
also allows for dynamically weighting data from different assets in the prognostics algorithms
as the conditions of the assets and the environment change. This is currently not possible
in a centralised approach, and is crucial in order to adapt to the dynamic and non-ergodic
properties of real asset fleets.
Prognostics is important for obvious reasons, as it is the ultimate purpose of the tool. What
requires more comment is why diagnostics is not included as one of the tool’s fundamental
functionalities. The reason for this is that the tool presented in this thesis is based on a
rigid definition of diagnostics: for machine-learning based regression to be possible, failures
(training examples) have to have a consistent definition across the assets. Therefore, it is
not clear that the same framework that works for distributed prognostics should be extended
to diagnostics. Rather, a centralised static rule that determines when an asset has failed is
preferable.
Smartness refers to the possibility of extending the tool to other asset management
tasks such as maintenance policy optimisation, operations control, inventory decisions, etc.
This thesis will demonstrate this property by extending the tool to maintenance policy
optimisation.
Characteristics
In order to operate in dynamic and non-ergodic systems, Distributed Collaborative Prognos-
tics must have a specific set of characteristics. The characteristics of Distributed Collaborative
Prognostics are:
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1. Distribution: the components forming this tool must be distributed. Each asset of the
fleet has to be assigned to at least one of the tool’s components.
2. Scalability: the tool must scale to as many independent components as the number of
assets in the fleet that it operates.
3. Transferability: the tool must be designed in such a way that it can be easily imple-
mented in different kinds of assets.
4. Resilience: the tool must be resilient to failures in its components.
Distribution is crucial in order to provide each asset with a certain degree of autonomy.
Systems featuring distributed components such as holons, Multi-Agent Systems, etc. are
designed to operate in situations in which many independent units have to be managed
(see Chapter 2). Thus, they all can be considered as candidate frameworks to implement
Distributed Collaborative Prognostics.
Scalability is motivated by the fact that the size of asset fleets has increased steadily in
the last years, as fewer corporations control larger portions of the market share [146]. This
means that any solution that does not scale is not prepared to function in many realistic
modern-day industrial scenarios.
This thesis aims to provide a solution applicable to different industrial fleets of assets.
Therefore, the solution must be easy to transfer across industries. Transferability benefits
from components designed in such a way that they can be adapted to different problems with
minimal or no change in their internal structure.
Resilience is often a forgotten piece of asset management solutions. Sometimes, it is
possible that a tool devised to improve the reliability of an asset actually ends up generating
a whole set of reliability problems itself. A good example is the emerging problem of sensor
faults in some Condition Monitoring systems [147]. Distribution Collaborative Prognostics
aims to avoid this problem by creating a tool that is resilient to the failure of its components.
Connection to Multi-Agent Systems
The properties described so far are encompassed by the properties of an existing distributed
framework: Multi-Agent Systems. There are many definitions of the properties of Multi-
Agent Systems, most of them including the characteristics described above either explicitly
or implicitly. In this thesis, Advanced Multi-Agents Systems are chosen as the theoretical
framework in which the tool must be developed.
This choice is made for two reasons: 1) Advanced Multi-Agent Systems have been
proposed as an improved version of Multi-Agent Systems, in which the capabilities of
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modern agents can be leveraged [22, 23]. This means that the elements in the tool (agents)
are able to collaborate, and perform prognostics and other analytical tasks [22]. 2) The
properties of Advanced Multi-Agent Systems overlap near perfectly with the characteristics
of Distributed Collaborative Prognostics introduced in the last section.
An Advanced Multi-Agent System can be understood as a Multi-Agent System that fulfils
the following properties [22, 23].
• Distribution: the Multi-Agent System architecture must have a decentralised structure.
Optimisation, decision-making and control are performed by the agents in the system.
• Flexibility: the system must be able to adapt in real-time to changes in the agents and
the environment.
• Adaptability / System learning: thanks to the real-time learning capability of the agents,
the output of the system is constantly updated and improved in reaction to human
demands and changes in the environment.
• Scalability: the system must be easily scalable. New devices must be able to join
the system without important changes in the architecture or the agents composing the
Multi-Agent System.
• Leanness: an Advanced Multi-Agent System should always strive towards minimizing
the number of different categories of agents that it features. Differences between the
agents should be kept small to obtain a swarm-like1 behaviour.
• Resilience: the system should be designed so that, as much as possible, is resilient to
agent faults.
Note how the functionalities of Distributed Collaborative Prognostics are not included in this
description. This is because two of these functionalities (Collaboration and Smartness) are
already included in the definition of the word agent. Agents in this thesis are autonomous,
problem-solving (smart), and goal-driven computational entities with social abilities (able to
communicate).
The connection between the desired characteristics of Distributed Collaborative Prog-
nostics and Advanced Multi-Agent Systems is evident in all cases except for the case of
transferability. A Lean and Adaptable system is very often a Transferable system, as it is
designed so that it can be operated in different scenarios. This connection is explicitly shown
in this thesis, as the same Advanced Multi-Agent System is used for different industrial
scenarios with little modification in its components.
1See [148] for a definition of swarm-like robot cooperation.
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This section justifies the choice of Multi-Agent Systems as the framework in which
Distributed Collaborative Learning will be developed. The following sections are dedicated
to describe the multi-agent architectures that will be used in this thesis, together with their
building blocks.
3.2 Building blocks
This section describes the building blocks of the multi-agent architectures used in this thesis.
From hereupon, when a building block is referred to without further explanation, the reader
can assume that its definition can be found here.
3.2.1 Virtual Asset
Virtual Assets are passive software elements designed with the sole purpose of processing
the data coming from an industrial asset, standardising it, and sending it to higher-order
agents. As such, each Virtual Asset is assigned to a physical asset, and is responsible to
feed standardised real-time data to agents in higher layers of the architecture. This data
is formed by three components: (i) time-series sensor data, (ii) failures or warnings with
their corresponding time, and (iii) a unique asset identifier, indicating the asset that they are
dedicated to.
Because of their simplicity and one-way communications, Virtual Assets fail to satisfy
the definition of an agent provided in Section 2.1.4 2. However, they are a crucial building
block of many of the experiments presented in this thesis, and thus they are described here.
Virtual Assets are formed by two building blocks: a Communications Manager, and a
Standardiser (see Fig. 3.1). The first block manages communications with higher-order
agents, and the second one is dedicated to standardise the data coming from the asset so that
it can be understood by them. The specific manner in which these building blocks operate
will vary depending on whether they are used in simulations or physical implementations
(compare, for example, the Virtual Assets in Chapter 4 with the ones used in Chapter 5).
Thus, a detailed description of the agents is reserved for each implementation.
An interesting property of Virtual Assets is that they can be used to emulate real machines
in experimental scenarios. For example, say that one has access to a large data set of many
industrial machines that have been operating for several years. Virtual Assets can be used to
read the data set at constant time intervals, and feed data to their corresponding Digital Twins
2Autonomous, problem-solving, and goal-driven computational entities with social abilities.
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Physical Asset 
or Data-set
Comm.
Manager
Stand-
ardiser
raw data
Higher-level agent
standardised data
Fig. 3.1 Block diagram of a Virtual Asset, featuring its principal components.
such as if the machines were operating in real time. This allows to replicate the real-time
behaviour of an industrial fleet and test different prognostics strategies in it.
3.2.2 Agents
This section describes the agents employed in this thesis. Each agent is composed of different
building blocks, and has a specific position in each different architecture. In general, all
the implementations presented in this work deal with at most three kinds of agents: Digital
Twins, Mediator Agents, and a Social Platform.
High-level descriptions of each agent follow:
Digital Twin
Digital Twins are agents placed one level higher in the hierarchy than Virtual Assets. Like
Virtual Assets, Digital Twins have a one-to-one correspondence with the assets in the fleet.
Digital Twins are smart agents able to communicate with each other, and perform prognostics
and data preprocessing. They also have the capability of computing differences between the
assets that they are assigned to (more of this in Sections 5.3 and 6.3.1).
Digital Twins are composed of three building blocks: an Analytics Engine, a Commu-
nication Manager and a Data Repository (see Fig. 3.2). The Analytics engine runs the
machine learning algorithms that the Digital Twin has been programmed to execute. The
Communications Manager performs communication with other agents in the Multi-Agent
System (including the agent capability to choose other agents to communicate with). The
Data Repository hosts the data that the machine learning algorithms are trained upon.
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or Digital Twin
communication data
Fig. 3.2 Block diagram of a Digital Twin, featuring its building blocks.
Mediator Agent
As an intermediate agent, a Mediator Agent does not have a one-to-one correspondence with
the assets in the fleet. In essence, this means that each Mediator Agent is in charge of several
assets simultaneously. As such, Mediator Agents are able to determine maintenance policies
for these assets, much like a Digital Twin does so for a single asset.
The composing blocks of a Mediator Agent are the same as those of a Digital Twin (see
Fig. 3.3). The only difference being that their Communication Manager is more limited.
Unlike Digital Twins, Mediator Agents cannot independently choose which other agents to
communicate with, as this is decided by the Social Platform. Additionally, Mediator Agents
are not allowed to perform direct peer-to-peer communications. Instead, they share data with
each other through the Social Platform.
V.A V.A V.A V.A
Comm.
Manager
Analytics
Engine
Data
Repository
standardised
data
Higher-level agent
communication data
Fig. 3.3 Block diagram of a Mediator Agent, featuring its building blocks.
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Social Platform
The Social Platform lies on top of the Multi-Agent System’s hierarchy. Its role is to process
information coming from the rest of the agents in the system. Using this information, it runs
algorithms aimed at (1) forming groups of similar assets for collaborative learning, and (2)
plotting whole-fleet information in a way that it can be understood by human operators. The
Social Platform is also the agent that must be directly programmed to set parameters that
concern the rest of the fleet of agents. This includes hyper-parameters for the training of the
prognostics models in the Digital Twins, prediction limits, etc. In the case of a centralised
architecture formed by a single agent, it can also calculate prognostics and give maintenance
recommendations.
Apart from an Analytical Engine, the Social Platform also hosts a Communication
Manager, responsible for the communications between the Social Platform and the rest of
the assets in the fleet. In some cases, the social Platform is used to channel communication
between agents that do not have peer-to-peer capabilities. Another reason to use the Social
Platform as a communication platform is to retain control of the data flow within an enterprise
(see Sections 5.2 and 7.5.1 for an industrial example for which this is required).
Lower-level block
Comm.
Manager
Analytics
Engine
Data
Repository
standardised data
Fig. 3.4 Block diagram of the Social Platform, featuring its building blocks.
To manage the data related to the functions described above, the Social Platform has a
Data Repository, that due to its privileged position in the hierarchy has to be endowed with
substantially better capabilities than its Digital Twin’s counterpart.
The building blocks of the Social Platform are shown in Fig. 3.4.
3.3 Architectures
This section addresses in part this thesis’ first research question by exploring multi-agent
architectures in a prognostics context (see Sec. 1.7 for the research questions). This PhD
thesis focuses on four canonical Multi-Agent System architectures: Centralised, Hierarchical,
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Heterarchical and Distributed. This section is dedicated to describe them, and how the agents
featured in the preceding section fit within each of the architectures.
Table 3.1 shows a summary of the properties of each building block, the architectures
that it belongs to and its position within the architecture.
Name Agent Layer Components Centr. Hier. Heter. Distr.
Virtual Asset N 3
Communication Manager
Standardiser
Y Y Y Y
Digital Twin Y 2
Communication Manager
Analytics Engine
Data Repository
N N Y Y
Mediator Agent Y 2
Communication Manager
Analytics Engine
Data Repository
N Y N N
Social Platform Y 1
Communication Manager
Analytics Engine
Data Repository
Y Y Y N
Table 3.1 Table summarising the Multi-Agent System building blocks and their position in
the architectures. In here, Layer refers to the deepest layer in the hierarchy that any of the
building blocks occupies in any of the architectures (see Fig. 3.5).
Building Block
Building Block Building BlockBuilding Block
Building Block Building BlockBuilding Block
Layers
0
1
2
3
4
Asset Manager
AssetAssetAsset
Fig. 3.5 Sketch of architecture layers and building blocks.
It is worth clarifying that in “Distributed Collaborative Prognostics", the term Distributed
does not refer to any specific multi-agent architecture. Hierarchical and Heterarchical
architectures are considered valid architectures for “Distributed Collaborative Prognostics",
as they all portray a certain degree of distribution.
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3.3.1 Centralised
Technically, the Centralised architecture is not a Multi-Agent Architecture, as it is composed
only by one agent: the Social Platform. However, due to its simplicity and the high degree
of data control that it offers, it is one of the most prolific architectures when it comes to
implementation. Therefore, this architecture represents the minimum benchmark that any
alternative architecture has to surpass if it wants to be considered as a viable solution.
In its strictest form, the Centralised architecture is formed only by the Social Platform
and a set of Virtual Assets that send information to the Platform (see Fig. 3.6). In this case,
the Centralised architecture does all the tasks of the system except data standardisation. This
means, prognostics, maintenance policy recommendation, etc.
In this thesis, a Centralised architecture is defined as a set of Virtual Assets sending data
to the Social Platform that then processes this data. In many centralised implementations,
this is not the case and prognostics is performed by a piece of software that is not an agent.
Virtual
Asset
Virtual
Asset
Virtual
Asset
Virtual
Asset
Social Platform
Data 
repository
Communications
manager
Analytics
engine
Human
Agents
Asset Asset Asset Asset
Centralised Architecture
Fig. 3.6 Block diagram of the Centralised architecture. Black arrows indicate communication
between components. The Social Platform is represented by a thicker block to indicate that it
is the agent responsible for prognostics.
3.3.2 Hierarchical
A Hierarchical architecture is usually described as an architecture in which Mediator Agents
perform the smart tasks of the system [149]. In this architecture, the lower level the agents
are in the hierarchy, the simpler the tasks that they are assigned to perform.
In Distributed Collaborative Prognostics, hierarchical architectures are formed by a Social
Platform, Mediator Agents, and Virtual Assets. Maintenance policy decisions and prognostics
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are left to the Mediator Agents, while communications are managed by the Social Platform,
that serves as a communication link between Mediator Agents.
In this kind of architecture, the Social Platform assigns groups of collaborating assets to
each Mediator Agent, and the Mediator Agents compute prognostic models for the assets
assigned to them. The Social Platform can create and delete Mediator Agents if the number
of asset groups that it computes for the fleet varies (see Fig. 3.7).
V. A. V. A.
V. A. V. A.
V. A. V. A.
V. A. V. A.
V. A. V. A.
V. A. V. A.
Social Platform
Data 
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Communications
manager
Analytics
engine
Human
Agents
Asset
Hierarchical Architecture
Mediator Agent
C D A
Mediator Agent
C D A
Mediator Agent
C D A
Asset Asset Asset Asset Asset
Fig. 3.7 Block diagram of the Hierarchical architecture. Black arrows indicate communication
between components. The Mediator Agents are represented by thicker blocks to indicate
that they are the element responsible for prognostics. C, D, A are used to indicate the
Communications manager, the Data Repository and the Analytics engine.
3.3.3 Heterarchical
A Heterarchical architecture is formed by Virtual Assets, Digital Twins and a Social Platform.
In this case, prognostics and maintenance recommendations are performed by the Digital
Twins, who are also allowed to communicate directly with each other (see Fig. 3.8).
In this architecture, the role of the Social Platform is limited to forming groups of
collaborating assets, processing fleet-wide data, and conveying human requirements to the
rest of the Multi-Agent System.
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Fig. 3.8 Block diagram of the Heterarchical architecture. Black arrows indicate commu-
nication between components. The Digital Twins are represented by thicker blocks to
indicate that they are the agents responsible for prognostics. C, D, A are used to indicate the
Communications manager, the Data Repository and the Analytics engine.
3.3.4 Distributed
A Distributed architecture is formed only by agents that have a one-to-one correspondence
with the assets in the fleet. In other words, it exclusively employs Virtual Assets and
Digital Twins (see Fig. 3.9). Communications in this architecture are limited to peer-
to-peer communications between the Digital Twins. The Digital Twins perform all the
functionalities of Distributed Collaborative Prognostics: collaboration, prognostics, and
maintenance recommendations (if desired). In this case, Digital Twins communicate with
human agents directly without the need of an intermediate agent.
Human
Agents
Distributed Architecture
Digital Twin
C D A
Virtual Asset
Asset Asset Asset Asset
Digital Twin
C D A
Virtual Asset
Digital Twin
C D A
Virtual Asset
Digital Twin
C D A
Virtual Asset
Fig. 3.9 Block diagram of the Distributed architecture. Black arrows indicate communication
between components. The Digital Twins are represented by thicker blocks to indicate that they
are the agents responsible for prognostics. C, D, A are used to indicate the Communications
manager, the Data Repository and the Analytics engine.
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3.4 Conclusion
This chapter describes the basic properties of Distributed Collaborative Prognostics, and
justifies the idoneity of using Multi-Agent Systems as its distribution framework. Among
Multi-Agent Systems, Advanced Multi-Agent Systems are chosen as the ideal framework to
implement Distributed Collaborative Prognostics, as they display all its properties.
After justifying the choice of Multi-Agent Systems, this chapter moves on to describe all
the architectures and agents used in this thesis. In the following chapters, it will be shown that
the architectures and agents presented here are sufficient to study Distributed Collaborative
Prognostics in several scenarios. This includes simulation and industrial implementation.
From the high-level descriptions provided here, it becomes clear that each architecture has
its advantages and disadvantages. For example, architectures that feature a higher degree of
decentralisation (such as the Distributed and Hierarchical architectures) are more resilient to
agent failure, but they are also more complex and costly to operate. Similarly, Heterarchical
and Centralised architectures are simpler to implement and operate but can be sensitive to the
failure of higher-order agents. Chapter 6 is dedicated to study these effects in more detail.
The nomenclature and components of the architecture’s building blocks are consistent
across this thesis. As a consequence of this, the agents used in Chapters 4, 5, 6, and 7
can all be categorised as one of the agent types described in this chapter. This means that
Digital Twins, Mediator agents and all the other building blocks of the architecture can be
programmed in different programming languages, and attain different complexity levels
whilst still conforming to the definitions presented here.
As for the case of building blocks, architectures can also be implemented in different
programming languages. The rest of this thesis includes several slightly different realisations
of the architectures presented in this chapter. A good example of this is the mechanics of
inter-agent communications: in a real industrial implementation, communication is done
through the internet. In a multi-agent simulation communication is done by sharing variables
in the internal memory of the simulation.
The next chapter presents an implementation of a Distributed architecture in a multi-agent
simulation software. This multi-agent implementation is used to study the dynamics of the
coupling between Distributed Collaborative Prognostics and a maintenance policy.

Chapter 4
Distributed Collaborative Prognostics
with a maintenance policy
This chapter studies the coupling of Distributed Collaborative Prognostics with a conventional
maintenance policy, thus addressing this thesis’ second research question1. By providing a
Multi-Agent System implementation of Distributed Collaborative Prognostics, this chapter
also covers part of the first research question of this thesis, referring to the use of Multi-
Agent Systems for prognostics. In here, a simple prognostics algorithm based on non-linear
regression from a one-dimensional Health Indicator is used. Prognostics is dealt with in more
depth in the subsequent Chapters 5 and 7, in which regression from multi-dimensional time
series is implemented.
This chapter features a Multi-Agent System able to perform Distributed Collaborative
Prognostics, implement maintenance decisions, and monitor maintenance costs. This means
that this system can be used to test whether collaborative learning has the potential to reduce
maintenance costs using a Multi-Agent System approach. The system is programmed in the
Multi-Agent System simulation software NetLogo, in which its dynamics are put to test [150].
NetLogo is chosen because of its simplicity, and because it can be linked to MATLAB, a
well-known mathematical computing software. MATLAB is used to compute the prognostics
algorithm in the agents of the system.
This chapter contains results published by the author in Future Generation Computer
Systems in a paper aimed to demonstrate the general idea of Distributed Collaborative
Prognostics [38].
1See Section 1.7.
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4.1 Description of the system
For this implementation a Distributed multi-agent architecture is chosen (Fig. 4.1). However,
the results presented here also apply to a Heterarchical architecture as the collaborative
learning algorithm used in this chapter is not affected by their architectural differences (this
stops being true once agent failures are incorporated in Chapter 6). In this system, Virtual
Assets and Digital Twins are grouped together in the same NetLogo agent, as synthetic data
is used. In the remainder of this chapter, the word agent is used to designate Digital Twins
only.
Distributed Architecture
Digital Twin
C D A
Virtual Asset
Digital Twin
C D A
Virtual Asset
Digital Twin
C D A
Virtual Asset
Digital Twin
C D A
Virtual Asset
NetLogo Framework
Fig. 4.1 Diagram of the Distributed architecture implemented in NetLogo. Note how human
agents have been replaced by NetLogo, and how no physical machines are used.
In this implementation, information about the prognostic model is the only data shared
among the Digital Twins. Thus, communication costs are deemed negligible compared to
maintenance costs. Similarly, the computational demand on the Twins is assumed constant.
The balance between communication, maintenance, and processing costs is studied in detail
in Chapter 6.
Here, an exponentially decreasing Health Indicator is chosen as an approximate represen-
tation of the deterioration of the assets in the system. Such indicators are commonly used in
prognostics to synthesise the information received from several sources of information (see,
for example, [91, 151–154]). Health Indicators are one-dimensional scalars that represent the
state of assets. For the Health Indicator chosen here, an asset i is assumed to fail if the Health
Indicator HIi is smaller or equal than 0: HIi  0. The equation describing the evolution of
this Health Indicator value with respect to the local time tli of the asset i follows:
HIi(tli) = ai
⇣
1  e bi(t f i tli)
⌘
+ e0,s , (4.1)
in this equation, tli corresponds to the time since its last repair or installation.
 
ai,bi, t f i
 
are the parameters that define the evolution of the Health Indicator. bi is a curvature parameter
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(the smaller bi is, the sharper the deterioration). ai approximates the expected value of HIi at
tli = 0. t f i is the average (or expected) time of failure. e0,s is a random term with standard
deviation s and 0 mean, conforming to a Gaussian distribution. This random term is added
to the equation to model the noise that is always present in asset sensors. In the experiments
presented in this chapter, ai will be normalised to 1. This normalisation gives significance
to the noise parameter, as its standard deviation can be directly compared to the maximum
value of the Health Indicator.
The objective of the Digital Twins is to determine the time of failure of the asset with
minimal error. In this implementation of Distributed Collaborative Prognostics, it is assumed
that they know the function followed by the Health Indicator, and their prognostics task
is limited to figuring out its parameters (in this case (ai,bi, t f i)). This is a very generous
assumption, as in reality the dynamics of the Health Indicator are often unknown and
prognostics is done with less prior knowledge on the form of the prognostics function.
At any given time, each Digital Twin selects a list of Ni collaborating Twins. Collabora-
tions that are represented in the Multi-Agent System by directed links. Each of these links
is identified by a duplet of integers (i, j). In this duplet, i is used to identify the agent that
receives information and j the agent that sends information (see Fig. 4.2).
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Fig. 4.2 Diagram of the communications among Digital Twins in this implementation. In this
diagram, each Digital Twin is linked to Ni = 2 collaborating agents. The links representing
these collaborations are represented visually and labelled using their duplet (i, j) .
It is assumed that the value of the Health Indicator is known at all times by the Digital
Twins through a set of sensors implemented in each asset. The Digital Twins have to estimate
the values of
 
ai,bi, t f i
 
, that remain unknown. The triplet of estimated values is marked
as
⇣
a¯ei , b¯
e
i , t¯
e
f i
⌘
. This triplet is obtained through the prognosis algorithm implemented in the
Twins, described in the following section.
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4.2 A basic collaborative prognosis algorithm
To test Distributed Collaborative Prognostics in the basic form proposed in this chapter, a
rudimentary collaborative prognosis algorithm is employed. This should not be confused
with the final version of Distributed Collaborative Prognostics, presented in Chapter 5. In this
algorithm, each agent in the implementation uses its Analytics Engine to estimate (ai,bi, t f i)
from the values of its Health Indicator, HIi. To do so, the analytic engine of the Digital Twins
executes the following operations:
1. The Digital Twins are provided with the latent time n that they must wait after asset
installation before starting to perform prognostics. This hiatus of n time-steps is chosen
in order to accumulate enough data to perform a non-linear fit of eq. (4.1) (see step 3).
2. The Twins’ set of collaborating Digital Twins is determined by selecting the assets
producing the Ni smallest distances di j. The indexes corresponding to these assets are
saved in the vector ~Ni. The distances di j are computed as follows2:
di j =
1p
3
s
(a¯ei   a¯ej)2
a¯max
+
(b¯ei   b¯ej)2
b¯max
+
(t¯ef i  t¯ef j)2
t¯ fmax
. (4.2)
In this equation,
 
a¯max, b¯max, t¯ fmax
 
are the maxima of the values of
⇣
a¯ei , b¯
e
i , t¯
e
f i
⌘
, used
to normalise the distance metric. During the first n time steps, a vector of collaborating
assets formed entirely by random integer numbers is stored in the agent’s Data Reposi-
tory. The integers forming this vector are composed by the indexes j of the randomly
chosen assets in the fleet.
3. Once the time n has been reached, the Digital Twins fit eq. (4.1) without the noise term
to the Health Indicator data available to them (which corresponds to the data coming
from their corresponding asset). In this experiment, this is done using MATLAB’s
lsqnonlin, a trust-region-reflective nonlinear least squares fitting algorithm (see, for
example, [156]). This returns a triplet of floats
⇣
aei ,b
e
i , t
e
f i
⌘
.
4. Each Digital Twin receives the triplets
⇣
aei ,b
e
i , t
e
f i
⌘
estimated by its nearest neighbours
(obtained from the vector ~Ni). Each Twin then re-evaluates its estimates using a
weighted average from its own parameters and those of its neighbours. This is akin to
what in the literature is known as sharing learning policies [25]. Each agent’s estimates
2This metric has been obtained from [155].
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are re-evaluated as follows:
a¯ei = a
e
i wii+Â
~Ni
wi ja¯ej, b¯
e
i = b
e
i wii+Â
~Ni
wi jb¯ej, t¯
e
f i = t
e
f iwii+Â
~Ni
wi jt¯ef j. (4.3)
The weights wi j are set to depend exponentially with the inverse of the distance,
wi j =
e di jg j
Â~Ni e
 di jg j . (4.4)
Weights are used to exert control on the influence of the data from collaborating Twins
in the estimates of each Digital Twin. An exponential function is chosen because of
its asymptotic behaviour at large g j, and its simple form at g j = 0. In this way, g j sets
how strict the weighting is with respect to the calculated differences di j. g j = 0 would
correspond to all Twins contributing equally. As g j increases, the data from the asset
assigned to each particular Digital Twin also gains increasing importance (as opposed
to the data coming from other Twins).
5. The Twins send the triplets
⇣
a¯ei , b¯
e
i , t¯
e
f i
⌘
to all the other Digital Twins. Every Digital
Twin then calculates the distance di j to the rest of the assets using eq. (4.2).
6. The Twins are connected to their Ni nearest neighbours holding the smallest values of
di j (the identities of whose have been stored in the vector ~Ni).
7. Digital Twins recommend a maintenance action to the asset managers according to the
policy described in Section 4.3.
8. Steps 2-6 are repeated at each time step.
Trough this implementation, NetLogo conveys the system configuration desired by the asset
managers to the Digital Twins, thus setting fleet-wide parameters such as gi, Ni, n, etc.
4.3 Maintenance policy
The maintenance policy employed in this implementation is a simple predictive maintenance
policy in which agents recommend preventive repairs when the asset local time tli surpasses
the estimated time of failure multiplied by a positive scalar hi. The condition of preventive
maintenance is:
tli
t¯ef i
  hi, 0 hi  1. (4.5)
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Apart from preventive repairs, assets are repaired correctively immediately upon failure
(HIi  0). Assets are assumed to be repaired as new in both cases, thus the local time (or
age) tli is set to 0, which resets the value of HIi.
The accumulated maintenance costs per unit time can be minimised in real time if t¯ef i
is assumed to be an estimate of the real value of t f i. Under convergence of the parameters⇣
a¯ei , b¯
e
i , t¯
e
f i
⌘
, the problem’s conditions resemble a time-based replacement policy problem, in
which optimisation for one maintenance cycle corresponds to the long-term solution [157].
This is, however, not the case in our system, as the estimated parameters are continuously
updated with increasingly precise predictions as the asset comes closer to failure and gathers
more data about itself. Thus, maintenance recommendations should also be updated, and the
uncertainty associated with these recommendations should be appropriately leveraged.
The derivation that follows illustrates a time-based replacement policy implementable in
a Distributed Collaborative Prognostics system similar to the one described above. In it, it is
assumed that the probability distribution of the Health Indicator at each time-step is given
by a normal distribution, resulting only from propagating the term e0,s , representing sensor
noise3. For each asset with a triplet
⇣
a¯ei , b¯
e
i , t¯
e
f i
⌘
, the total expected cost per unit of time is:
C(hit¯ef i) =
Cp+CcH(hit¯ef i)
hit¯ef i
. (4.6)
In here, H(hit¯ef i) is the expected number of failures between asset deployment and main-
tenance (0,hit¯ef i). Cp is the cost of preventive repair and Cc is the cost of corrective repair.
Normally, the cost of preventive repair Cp is much lower than the cost of corrective repair
Cc (otherwise, preventive maintenance would be fruitless). The minimum cost corresponds
to the value of hi in which the first derivative of eq. (4.6) vanishes. Derivation leads to the
following expression:
hit¯ef ih(hit¯ef i) H(hit¯ef i) =
Cp
Cc
. (4.7)
h is the derivative of H. Assuming that the time step is arbitrarily small, the expected number
of failures per cycle equals the probability of failures during one cycle. First, the probability
of failure at time t is obtained:
P(t) =
Z 0
 •
N(H¯Ii(t),s ,x)dx=
1
2
✓
1+ erf
✓ H¯Ii(t)
s
p
2
◆◆
. (4.8)
3Note: this means that uncertainty from the non-linear fit is not propagated.
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Here H¯Ii is:
H¯Ii(tli) = a¯ei
⇣
1  e b¯ei (t¯ef i tli)
⌘
, (4.9)
and N(H¯Ii(t),s ,x) is the Gaussian function with mean H¯Ii(t) and variance s . In one cycle,
the expected number of failures is calculated by integrating P(t) over the time cycle and
normalising by the time period hit¯ef i:
H(hit¯ef i) =
1
hit¯ef i
Z hit¯ef i
0
P(t)dt =
1
2hit¯ef i
✓
hit¯ef i+
Z hit¯ef i
0
erf
✓ H¯Ii(t)
s
p
2
◆
dt
◆
=
1
2hit¯ef i
0@hit¯ef i+Z hit¯ef i
0
erf
0@ a¯ei
⇣
1  e b¯ei (t¯ef i t)
⌘
s
p
2
1Adt
1A . (4.10)
h(hit¯ef i) can be obtained using the fundamental theorem of calculus:
h(hit¯ef i) = P(hit¯ f i) =
1
2
 
1+ erf
  HIi(hit¯ef i)
s
p
2
!!
. (4.11)
Eq. (4.7) then follows:
hit¯ef ih(hit¯ef i) 
1
2hit¯ef i
0@hit¯ef i+Z hit¯ef i
0
erf
0@ a¯i
⇣
1  e b¯i(t¯ef i t)
⌘
s
p
2
1Adt
1A= Cp
Cc
, (4.12)
which can be solved for hi numerically.
4.4 Simulation parameters
The system presented in this chapter is simulated using NetLogo. In this initial set of
experiments, NetLogo was connected to MATLAB using MatNet, an open source extension
of NetLogo [158]. MATLAB is a numerical computing environment, used in this section to
calculate the non-linear fit of the Health Indicator, and to solve eq. (4.12). In the NetLogo
simulations studied here the following parametric choices are made:
• n (the number of time steps in which there is no prognostics) is set to 10.
• gi is constant for all Digital Twins, gi = g .
• Only three families of assets are simulated, with the following triplets F : (a,b, t f )!
{(0.25,0.025,25),(0.5,0.05,50),(0.75,0.075,75)}.
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• In this first run of experiments, a small fleet of 27 assets (9 per each family) is simulated
(much larger fleets are simulated in Chapter 6).
• The cost of corrective repair is 100 times larger than the cost of preventive repair, that
is set to 1.
• Numerically solving eq. (4.12) in real time slowed down multi-agent simulations.
Instead, it is chosen to give the asset fleet a fixed value of hi = h , and compute several
simulations with different values of h . This allows for examining the behaviour of the
system under suboptimal maintenance policies, and checking the validity of eq. (4.12)
simultaneously.
• Experiments are run until convergence, defined by the absolute difference between the
real time of failure and the estimate time to failure averaged over all the Digital Twins
in the system. Concretely, convergence is achieved if
D
|t¯ef i  t f i|
E
< k . Where k is
chosen to be the smallest time step of the system, k = 1.
In this implementation, the variables of interest will be the total maintenance cost, and the
cost per time K. Results show their dependency on the number of collaborating assets Ni, and
the Health Indicator noise s . Additionally, their dependency on the replacement policy h ,
and the weighting of the data coming from different agents g is also studied. The maintenance
cost per time is:
K = Â
T
t=0Ct
T
. (4.13)
WhereCt is the total cost of maintenance actions occurring at a time t. Ât Ct is the total cost
of the simulation.
4.5 Results
Firstly, it is observed that K has a non-trivial dependency on the studied variables [38]. This
means that the total cost per unit time has several local minima, and that when designing
Distributed Collaborative Prognostics, care has to be taken to perform an appropriate choice
of system parameters (such as, for example, the number of collaborating Digital Twins Ni).
Secondly, due to the absence of other cost contributions, K is used as a proxy for model
accuracy. For a constant h , less accurate prognostics will produce larger costs. This allows
for a clear interpretation of variations in K with respect to the other variables of the system.
An example of this is the case of s = 0.01, g = 0.1 and h = 0.8 (see Fig. 4.3). In this
case, increasing the number of Digital Twins that each Twin collaborates with decreases
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Fig. 4.3 Cost of the system before and after convergence with collaborative learning (a),
and restricting to self learning upon convergence, as suggested in Section 4.5.1 (b). Cost
averaged over 50 experiments for s = 0.01, g = 0.1 and h = 0.8.
the associated costs until Ni = 3. This tendency reverses for Ni   4, because Digital Twins
representing assets that are too different from each other start collaborating, leading to less
accurate prognostics and a costlier solution (see Fig. 4.3).
The dependency of cost on h and Ni is shown in Fig. 4.4a. This figure shows that
given a relatively small noise term of s = 0.1, the optimal number of collaborating Digital
Twins is Ni = 7. As expected, too cautious (small h) and too risky (large h) maintenance
policies are not cost effective. This is because at large h , preventive repairs are taken too
late, and unpredicted failures occur, increasing corrective maintenance costs. At lower h the
opposite effect happens: too frequent preventive maintenance actions and the impossibility
of gathering enough close-to-failure data end up causing large costs.
Another interesting cost-dependency is on the number of collaborating Twins and the
noise in the system, shown in Fig. 4.4b for h = 0.5 and g = 0.1. This figure shows the
expected monotonic increase of costs with noise s . It also shows that the dependency of
cost on the number of collaborating Digital Twins Ni happens not to be monotonic: only if
there is no noise, higher Ni consistently means less cost. Once noise is introduced into the
system, learning from more Digital Twins is not always beneficial and local minima appear.
This is consistent with the idea of collaborative learning: it is very important to be sure to be
learning from assets similar to oneself (recall the thought experiment of Chapter 1).
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Fig. 4.4 Cost per unit time, K for different values of Ni, h and s averaged over 20 trajectories.
Fix values (a) s = 0.1, (b) h = 0.5, both with g = 0.1. Note how in (b) for s > 0.1,
increasing the number of collaborating assets, Ni, is detrimental for the system cost.
4.5.1 Behaviour after convergence
A second round of experiments was performed to study the behaviour of the system after con-
vergence. The aim of these experiments was to test whether the cost benefits of collaborative
learning are long-lasting or vanish with time.
Interestingly, when the system is run for a sufficiently long time, for small values of g ,
collaborative learning is asymptotically costlier than self-learning (Ni = 0). This is shown in
Fig. 4.3 for the cases of Ni = 2 and Ni = 4. This again, can be understood from the thought
experiment done at the beginning of this thesis (see Section 1.4). If there is enough time, and
data, it does not pay off to learn from different machines and risking obtaining data that is
not pertinent to the asset itself.
This caveat is avoidable by using dynamic values of g: the more information an agent
has from the asset that it is assigned to, the less data it should use from other assets. This is
tested experimentally by adding the following rule to the collaborative learning algorithm:
if |t¯ef i(tli)  t¯ef i(tli+1)| < e , during five consecutive time steps, then gi! • (equivalent to
Ni = 0). Fig. 4.3 shows that this modified collaborative learning algorithm is always less
costly than self-learning (here, e = 1 is used).
4.5.2 Optimisation of the maintenance policy
Due to the dynamic nature of the failure predictions returned by the agents in the system, it is
unclear whether the preventive maintenance policy can be optimised as described in Section
4.3. The following test is performed: the optimised weighted h value is calculated using eq.
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(4.12), and plotted against the optimal h value obtained numerically by running experiments
for a wide span of h values. Note that here h is shared for the whole fleet, thus the optimal
value of h is approximated by the weighted average of h for each sub-fleet in the experiment.
Results show that theory and simulation are similar, especially for low values of s (see Fig.
4.5). This result can be interpreted as follows: even if the prognosis is not perfectly accurate,
a maintenance policy as given in eq. (4.12) is still close to to the least-costly maintenance
policy measured for the fleet.
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Fig. 4.5 Optimal (minimum cost) h value, compared to the optimal value of h predicted by
eq. (4.12). Note how higher values of s imply higher variance in the system as the estimated
values of
⇣
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e
i , t¯
e
f i
⌘
fluctuate due to noise.
4.6 Conclusion
The following findings can be derived from the results presented in this chapter:
• Effects of noise: the system reacts with noise in the Health Indicator as expected:
more noise generally means more prediction error, and thus higher costs. At relatively
low values of s (s . 0.1), collaborative learning outperforms self-learning. However,
at large enough values of s , it becomes more cost effective for the Digital Twins to
use data only from their pertinent asset. The reason for this is that for large values of
s , Twins start learning from other Digital Twins that do not belong to the same asset
kind. This induces large prognostics errors that ultimately overcome the reduction of
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uncertainty given by sharing the estimates from different agents. It is thus crucial to
develop collaborative algorithms resilient to sensor noise.
• On data weighting: in the presented system, g has the role of determining the weight-
ing of data coming from collaborating Digital Twins. It is observed experimentally that
g can be used to restrict negative effects of sensor noise on the system’s cost. Thus,
higher values of g are advisable in systems where the noise s is also higher.
• On the maintenance policy: a real-time optimisation based on the age based replace-
ment policy problem can be used as long as the system is believed to have converged
to accurate enough prognostics models. Although such convergence is hard to esti-
mate in practice, the results from this study suggest that even when the prognostics
models are not very accurate, such a theoretical approach at least approximates the
optimal maintenance policy. This is an important result as it provides a strategy to
implement real-time maintenance policies in Distributed Collaborative Prognostics,
thus addressing this thesis’ second research question.
• On the number of collaborating Digital Twins: as long as sensor noise4 is kept
sufficiently low, an increase in the number of collaborating Twins implies a reduction
of total costs. As sensor noise increases, the optimal number of collaborating Digital
Twins reduces, until to a point in which the minimum cost corresponds to the case of
self-learning. Fleet-wide learning (learning from all agents in the fleet regardless of
their differences) is significantly costlier than any of the alternatives.
The small size of the fleet, the simplicity of the cost function and the assumption that agents
know the fundamental equation of the deterioration process are known weaknesses of this
study. These weaknesses are addressed in Chapter 6, in which a sophisticated cost analysis
accounting for all the other costs of the system is presented. Besides this, a much larger fleet
of assets is introduced and implemented for all the architectures presented in Chapter 3.
This chapter presents an initial study of Distributed Collaborative Prognostics coupled to
a maintenance policy, and sets the foundations for further study. It is concluded that, under
stringent assumptions, collaborative learning can be used to significantly reduce maintenance
costs. In the next chapter, an implementation deployable in realistic industrial scenarios
is presented, which is used to test the properties of Distributed Collaborative Prognostics
presented in Chapter 3.
4Sensor noise and Health Indicator noise are assumed to be linearly related.
Chapter 5
An implementation of real-time
Distributed Collaborative Prognostics
This chapter presents an implementation of Distributed Collaborative Prognostics deployable
in a real industrial scenario. This implementation uses synthetic data from the C-MAPSS
engine degradation data set and the PHM08 prognostics data challenge, consisting of hun-
dreds of high-dimensional trajectories to failure, designed to emulate the sensors in turbofan
engines. Thus, the results shown here are physically more realistic than in the preceding
chapter, in which a one-dimensional Health Indicator was used. In this chapter, no specific
model is assumed for the deterioration of the machines. Instead, Recurrent Neural Networks
are used to obtain an estimate of the time to failure probability density function.
All the code presented here is programmed in python and bash, two programming
languages with a widespread presence in industry. Effort has been made to adhere to
agent communication standards, such as the Knowledge Query and Manipulation Language
(KQML) [105]. A big part of the work presented in this chapter has been published in the
form of a journal paper to Engineering Applications of Artificial Intelligence [23].
Apart from presenting a deployable Distributed Collaborative Prognostics solution, this
implementation also presents the first prognostics tool shown to fulfil all properties of an
Advanced Multi-Agent System: Distribution, Flexibility, Adaptability, Scalability, Leanness,
and Resilience. Advanced Multi-Agent Systems can be seen as an archetypical version of
Multi-Agent Systems, in which the system leverages the capabilities of modern-day agents
[22, 23]. As discussed in Chapter 3, Advanced Multi-Agent Systems provide an optimal
framework for Distributed Collaborative Prognostics as they fulfil all of its properties.
Hitherto, this thesis’ research questions have been addressed within NetLogo simulations.
In this chapter, research questions 1 and 3, referring to the use of Multi-Agent Systems,
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and to the study of the appropriate conditions for Distributed Collaborative Prognostics are
addressed from a system design and experimental perspective1.
5.1 Advanced Multi-Agent Systems
As discussed in Chapter 3, Advanced Multi-Agent Systems constitute an existing framework
that fulfils all the requirements of Distributed Collaborative Prognostics. The definition of an
Advanced Multi-Agent System is repeated here for completeness [22, 23].
• Distribution: the Multi-Agent System architecture must have a decentralised structure.
Optimisation, decision-making and control are performed by the agents in the system.
• Flexibility: the system must be able to adapt in real-time to changes in the agents and
the environment.
• Adaptability / System learning: thanks to the real-time learning capability of the agents,
the output of the system is constantly updated and improved in reaction to human
demands and changes in the environment.
• Scalability: the system must be easily scalable. New devices must be able to join
the system without important changes in the architecture or the agents composing the
Multi-Agent System.
• Leanness: an Advanced Multi-Agent System should always strive towards minimizing
the number of different categories of agents that it features. Differences between the
agents should be kept small to obtain a swarm-like behaviour.
• Resilience: the system should be designed so that, as much as possible, it is resilient to
agent faults.
5.2 Architecture description
The architecture used in this implementation was chosen taking into account restrictions from
this thesis’ industrial partner, described in detail in Chapter 7 (as this implementation would
be later used for the case study presented in said chapter). It was determined that the most
convenient architecture was a modified Hierarchical architecture with three layers: Virtual
Assets, Digital Twins, and a Social Platform. Note that in this version of the Hierarchical
1See Section 1.7.
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architecture Digital Twins are used instead of Mediator Agents because each Twin only deals
with one physical asset (see Fig. 5.1). The difference between this and a purely Distributed
architecture is that Twins communicate with each other through the Social Platform instead of
directly. Virtual Assets, Digital Twins, and the Social Platform are implemented as described
in Section 3.2.2.
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Asset
Digital Twin
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Fig. 5.1 Sketch of the architecture used in this chapter. Black arrows represent communica-
tions.
5.3 Real-time collaborative prognostics
Similar to what is done in Chapter 6, collaboration is enabled by sharing data between similar
machines. The difference lies in that, in this case, a fully-mature prognostics algorithm based
on real-time training and predicting using a Recurrent Neural Network is used, together with
a realistic prognostics data set (see Chapter 2 for the mathematical foundations). This means
that in this case the agents do not know the underlying equation of the deterioration process,
and that a Health Indicator is not used.
Unlike in Chapter 4, the prognostics algorithm used here converts readings from multi-
variable time-series sensor data into time to failure estimates. In order to collaborate, Digital
Twins share multi-variable data with each other through the Social Platform. This data is
incorporated directly into the training of the neural network as training examples (xn0:t ,y
n
t ),
also known as training trajectories (see Fig. 5.2 and Section 2.2 for details). These training
examples are weighted in the loss function of the prognostics algorithm as follows:
L= 
Ni
Â
n=1
Tn
Â
t=0
Wn log [Pr(Ynt = y
n
t |xn0:t)] . (5.1)
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HereWn is defined as wi j in eq. (4.4) in Chapter 4: wi j = e
 di jg j
ÂNi e
 di jg j . where di j is the scalar
distance calculated between assets i and j. For this implementation g j is chosen to be 0
and thereforeWn = 1/Ni, where Ni are the number of trajectories available to the Digital
Twin. These trajectories are determined by means of a real-time clustering algorithm that
determines the vector ~Ni of collaborating assets. This means that all trajectories, as long as
they belong to the same cluster of assets, are weighted equally.
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Fig. 5.2 Sketch showing the training data matrix fed to the asset’s Recurrent Neural Network.
Note how several matrices similar to the one shown in Fig. 2.2 are appended.
As mentioned in the introduction of this chapter, this Distributed Collaborative Prog-
nostics implementation is programmed almost entirely in Python. For the machine learning
implementation, Tensorflow [159], Keras [160] and the wtte-rnn library are used. Keras
and Tensorflow are open-source deep learning libraries, and are chosen because of their
spread and maturity in the field. wtte-rnn is a library programmed by Egil Martinsson
that enables prognostics based on a Weibull loss. Python was chosen over multi-agent
software frameworks such as NetLogo to ensure the system’s deployability in a real industrial
scenario, and because of its access to well-tested machine learning libraries. Fig. 5.3 shows
a UML2 diagram of the Distributed Collaborative Prognostics algorithm. Fig. 5.4 shows a
non-standardised diagram that includes the data flow of the system.
Communication between agents is performed via the websocket library [162], a python
library that allows for sending and receiving messages using the websocket protocol, a
2A standardised way to visualise the design of software systems [161].
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Fig. 5.3 UML diagram of the Multi-Agent System, including the major tasks performed by
each block of the architecture (see Fig. 5.1). Arrows are used to indicate communication
using websockets. lenc indicates the amount of machines connected to the Social Platform.
widely used protocol that allows for two-way interactive communications between a client
and a server. Asynchronous processes are enabled by the asyncio library [163]. Parallel
processes within the agents are computed using threading [164]. This Distributed Collabo-
rative Prognostics implementation is devised so that it can be run in a physically distributed
way, in a cluster, or in a single terminal through a bespoke bash script (see Appendix B.2.1).
In any of these cases, the memory spaces of the agents are always strictly separated.
Typically, communication in Multi-Agent Systems is done using an Agent Communica-
tion Language [165]. In this implementation pykqml [104] is used, a python package that
converts messages to the Knowledge Query and Manipulation Language (KQML) [105]. To
do so, the agents can be programmed to transform python dictionaries into a KQMLList
before sending them through the websocket protocol. This allows for a straightforward
implementation of agent communication standards.
One of the biggest challenges identified during the development phase of this implemen-
tation was a bug caused by the loss of coupling between each agent’s internal clocks (as
different agents were subjected to different computational loads). This was solved by separat-
ing critical tasks of the agents into parallel threads. For example, within the communication
manager the send and receive loops were separated and assigned different ports (see Fig.
5.4). This means that each agent pair is assigned two ports, with the exception of the Social
Platform that despite being connected to a multiplicity of Digital Twins, only requires two
ports to manage the entire fleet. This is due to the Social Platform acting as a server, with the
Digital Twins as its clients.
The synchronization challenges mentioned above take place because the experiments go
through years of physical data in a few hours by means of using the Virtual Assets to source
the data. In a real-world implementation, the mean time between asset failures would be
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Fig. 5.4 Sketch of the Multi-Agent System and its data structures, including the major tasks
performed by each block of the architecture (see Fig. 5.1).
much larger than the time required to train and execute the prognostics algorithm. Instead, in
the experiments presented here, data generation is much faster than training. This increases
demand on deep-learning algorithms and causes synchronisation problems.
In order to overcome this challenge, the analytics engine of the Digital Twin has been
incorporated as an asynchronous process within the communication manager of the Digital
Twin. This forces the Digital Twin to stop processing data until the training of the prognostics
algorithm is completed, thus imitating the way in which a real-time implementation would
operate.
Distributed Collaborative Prognostics is based on the exchange of data between agents.
Thus, it is important to describe the data structures used in any of its implementations. In this
case, inset python dictionaries are used so that the amount of data available to the system’s
agents increases as it travels upwards the hierarchy of the Multi-Agent System. From bottom
to top: the Virtual Asset’s most important data structure is the multi-variable sensor data
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recorded at time interval Dt for the asset i. This data point is named “data(i,Dt)". At each
Dt, data(i,Dt) is sent to the corresponding Digital Twin together with an asset identifier, and
the Digital Twin’s data manager concatenates it into a python dictionary: Dict(i, t). This
dictionary stores all the data sent by the Virtual Asset between times 0 and t, where t = ÂDt
is the lifetime of the Digital Twin. Through its prognostics algorithm (run by the analytics
engine), the Digital Twin produces a separate python dictionary, PreDict(i, t), that stores
prognostics data (time to event prediction, probability density function, and accuracy data).
PreDict and data(i,Dt) are iteratively sent to the Social Platform, that stores them in its data
repository together with the data coming from the other Digital Twins in a dictionary called
‘machine data’. The Social Platform stores two other dictionaries: a global data dictionary
called ‘glob data’, and the control dictionary ‘control variables’. ‘glob data’ stores variables
pertinent to the whole fleet, for example the output of the clustering algorithm (stored in a
matrix known as the Friendship Matrix), and the global accuracy of the prognostics algorithm.
‘control variables’ is the smallest dictionary of the three, and contains human inputs and
information about which agents are connected to the Social Platform.
5.3.1 Clustering
At each time-step the Social Platform executes a clustering algorithm to determine groups
of similar assets. Until now, algorithms with a fixed number of collaborating assets Ni have
been introduced (for example the collaborative learning algorithm introduced in Chapter
4). In a real fleet of industrial assets, the number of collaborating assets and the number of
clusters is likely to vary depending on changes on the assets operational conditions, failure
modes, etc. Thus, a clustering algorithm that automatically finds the optimal number of
clusters k fits better the purpose of a flexible Multi-Agent System.
Selecting a clustering algorithm for a fleet of industrial assets is not always an easy task.
For example, in the experiments presented in this section, the fleet of assets is relatively
small compared to the dimensionality of the feature space used for clustering (sensor data).
This is known as the curse of dimensionality [166]. After several experiments, it was found
that DBSCAN, k-Means clustering with a variable number of clusters k and Hierarchical
clustering were the three existing clustering algorithms better suited for the task. Ultimately,
DBSCAN was chosen because (1) its superior accuracy in predicting the number of clusters,
(2) its consistency across experiments, and (3) scalable extensions able to handle large
populations were available [167].
For the case of DBSCAN, one must choose a metric to calculate distances between the
assets in the population. In this case, a standard euclidean distance is found to give good
results. Notwithstanding, distances such as the fractional distance metric or the Manhattan
80 An implementation of real-time Distributed Collaborative Prognostics
distances should also be considered for cases in which the number of features representing
every individual is of the order of the number of assets, as they are known to behave better
under the curse of dimensionality [168].
The clustering algorithm implemented in the Social Platform follows:
Algorithm 1 Clustering algorithm
1: Obtain uncensored trajectories from each asset in the fleet;
2: for last N trajectories do
3: Take the temporal mean of each feature;
4: end for
5: Append the temporal means in a matrix featuring all assets in the fleet;
6: Normalise the matrices features using sklearn’s MinMax scaler;
7: Compute euclidean distances between each element in the matrix;
8: Retrieve the maximum distance D;
9: Obtain the clusters using sklearn’s DBSCAN with e = 5D/N, in which N is the number
of assets in the fleet, min_samples= 1;
5.4 Design of the experiments
This section presents a set of experiments designed to test whether the proposed system
fulfils each of the properties introduced in the definition of Advanced Multi-Agent Systems:
Leanness, Distribution, Scalability, Adaptability, Flexibility and Resilience. Together with
real-time prognostics and communication between agents, the experiments presented here
show that this implementation satisfies the properties of Distributed Collaborative Prognostics
described in Chapter 3.
To test this, two standard prognostic data sets are chosen: the C-MAPSS Turbofan
Engine Degradation Simulation Data Set [169], and the PHM08 prognostics data challenge
data set [170]. These data sets are chosen because of two reasons: first, their popularity
and longevity in the prognostics research community allow for readily interpretation of the
results. Second: both data sets feature multi-variable time-series such as the ones present in
most modern prognostics scenarios, and thus can be adapted to represent the conditions of
real-time distributed prognostics.
The tool used to generate both data sets, C-MAPSS, is a MATLAB-based software able to
reproduce the behaviour of modern-day turbofan engines [171]. Among other functionalities,
C-MAPSS allows for replicating the effect of environmental and operational parameters in
the sensors’ readings preceding machine failures. For example, C-MAPSS allows to vary
the Mach number (constrained to sub-sonic regimes), the altitude (between 0 and 40000 ft),
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and the temperature at sea level. C-MAPSS replicates the behaviour of engines composed
by several interrelated sub-systems, including limiters, control systems, and regulators. The
limiters included in C-MAPSS resemble the control mechanisms often present in industrial
machinery, designed to prevent machines from exceeding pre-set tolerances. In the turbines
included in this data set there are limiters for the core speed, the high pressure turbine
exit temperature, the engine-pressure ratio, and the static temperature at the High-Pressure
Compressor (HPC)3.
C-MAPSS can be used to simulate the failure of any of the machine’s rotating components.
However, the data set used in this chapter only features degradation in the HPC and fan
modules. The time-series sensor values included in the data set represent fan and core speeds,
engine pressure ratios, sub-system temperatures, bleed enthalpy, etc.
Distributed collaborative prognostics is especially suited for machines that experience
recursive soft failures (such as recursive triggering of limiters that render the machine
inoperative). Instead, the C-MAPSS data set employed here includes only one trajectory
to failure for each machine in the data set. To overcome this issue, multiple trajectories to
failure are treated as if they correspond to the same asset by appending them one after the
other in the same time-series. This can be done as long as the C-MAPSS parameters used to
generate these trajectories are known.
In order to prepare this chapter’s experiments, it is crucial to have information about the
operational condition and failure type of each trajectory, as this information can be leveraged
in simulating machines that dynamically change their operational setting or failure type.
Unfortunately, the data set employed here does not provide detail of all these parameters, as
it was originally prepared to be used in a competition. Thus, some information is inferred
from the data set in the data preparation step.
Next section analyses the data set and determines the properties of each trajectory to
failure, so that they can be used to prepare the experiments.
5.4.1 Data preparation in the C-MAPSS data set
The data set used in this section features two kinds of failures: one related to fan degradation,
and another one related to High Pressure Compressor degradation. This data set is divided
into four subsets: FD001, FD002, FD003, and FD004. For FD003 and FD004, there is no
explicit information regarding which assets experience each kind of failure. However, for
machines operating in sea-level conditions (corresponding to the FD003 data set) their failure
type can be inferred from the sensor values.
3An in-length description of C-MAPSS is included in [170].
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To figure out which of the two failures correspond to each trajectory, it is noted that the
values of sensor 7 show a monotonic positive trend in fan degradation failures, and a negative
trend for the case of HPC degradation. A rolling average4 combined with a majority rule
in its first derivative is used to automatically discern between the two. A positive majority
corresponds to fan degradation, and a negative majority to HPC failure. Manual classification
compared with automatic classification returns a near-perfect accuracy (Fig. 5.5 shows the
clear difference between the two failures).
Once the failure types have been classified, it is important to do the same for the oper-
ational settings of the machines in the dataset. An initial look into the data indicates that
machines in the C-MAPSS data set operate in six different operational settings. However,
upon further investigation, one realises that in reality machines can be classified in two types:
those staying in a single environment (sea level) and those flying across varied environments
(see Fig. 5.6).
Thanks to this realisation, enough is known about the characteristics of each trajectory to
failure to design a set of experiments aimed to test the properties of Distributed Collaborative
Prognostics. These experiments are described in the following section.
Fig. 5.5 A set of trajectories to failure extracted from the FD003 section of the data set,
showing raw values of the s7 sensor (black line), its rolling average (red line), and their
classification as fan degradation or HPC degradation according to a majority rule.
5.4.2 Experiments
In this section, the experiments designed to check whether this implementation fulfils the
properties of Advanced Multi-Agent Systems are described. Fig. 5.7 shows how the C-
4Window size = 40.
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Sea level
(a)
Sea level Varied environments
(b)
Fig. 5.6 Figure showing the different operational regimes in the C-MAPSS dataset (a) shows
a scatter plot of the regimes (b) shows a scatter plot of the temporal mean of the regimes,
clearly showing that only machines in sea-level maintain their operational setting constant.
MAPSS engine degradation data set and the PHM08 data set have been used in each of the
experiments.
1. Distribution is a design characteristic of this implementation. As such, it is not neces-
sary to design experiments explicitly targeted to show it. This implementation achieves
distribution by executing parallel python scripts, acting as agents that communicate
with each other using the websocket protocol. Agents use this protocol regardless of
whether the system is run within a single or several computers. As an initial proof of
concept of the implementation, an experiment is designed featuring two fleets of assets
with stable environmental and failure properties. In this experiment, only sea-level
trajectories are used, divided into ten sets of twenty trajectories, each set representing
a Virtual Asset. Clustering is made possible because some of these machines include
failures due to HPC degradation, and some other due to fan degradation (there is no
mix up) (see Fig. 5.7).
2. Flexibility: to test whether the presented implementation is able to continuously
adapt to changes in the environment and in the agents, two experiments are devised:
one featuring assets with changing failure types, and one with assets with varying
operational settings (see Fig. 5.7). In the first experiment, machines are made to
alternate HPC failures and fan degradation failures. In the second one, assets operating
at sea level are brought to higher altitudes. Apart from flexibility with regards to asset
and environmental properties, the system is automatically adaptable to changes in the
sensor readings, as these are immediately leveraged in the agent’s prognostics.
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3. Scalability: to test for scalability, the C-MAPSS engine degradation data set and the
PHM08 prognostics data set are combined to produce a fleet to 46 assets that undergo
recurrent failures (see Fig. 5.7). The system is then tested on this fleet.
4. Resilience: to test whether the system is resilient, faults are artificially introduced in
the functioning of the agents, and in their data quality. To do so, the data generated
by one or more Virtual Assets is corrupted with flat readings, outliers, and drift errors,
chosen because of their prominence in industrial applications [172–174]. It must be
mentioned that C-MAPSS data is by default contaminated with noise. To test for
agent fault, agents are abruptly stopped without properly closing their websocket
connections.
5. Leanness: the leanness of the proposed implementation is investigated by studying the
changes that must be done in it in order to apply it to a different prognostics scenario.
Similar to distribution, leanness is a design property of the system.
Experimental parameters
The experiments are performed by executing the algorithms shown in Figs. 5.3 and 5.4 with
the following parameters:
• Each Virtual Asset starts with six failures as previous experience. Digital Twins train
their LSTM Neural Network every time a new trajectory to failure is received.
• The architecture of the LSTM Recurrent Neural Network is 26⇥ 24⇥ 10⇥ 2, with
the layer with 24 neurons being the only recurrent layer. tanh is used as activation
function for all layers except the custom output layer. No Dropout of Regularisation
are used.
• For Stochastic Gradient Descent, the Adam optimiser is used with a learning rate of
0.01 (see eq. (2.19)). Norms are clipped to 10 to avoid exploding gradients.
• The number of epochs for the Neural Network is 400, with a batch size of 5. Early
stopping with patience 50 and minimum delta 0.05 is used through the validation loss
to restrict over-fitting. The split is 5/6 training and 1/6 validation.
• For the clustering algorithm, only the last two uncensored trajectories are considered.
To assess the accuracy of the prognostics algorithm, the mean square error of the predicted
time to failure is used. In this implementation, the analytics thread of the Social Platform
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Faulty Sensor
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Virtual Asset
Fig. 5.7 Sketch of the re-structuring to the C-MAPSS and PHM08 data sets to conform
to the experiments described in this section. Each cluster of squares represents an asset
going through 20 recursive failures (each square representing a failure). Different colours
represent different operational settings. Filled squares represent a machine failing due to
fan degradation and empty squares due to HPC degradation. Half-filled squares represent
trajectories with an unknown failure type (only featured in the scalable experiment). Squares
with a cross represent trajectories where a sensor failure has been induced.
averages in real time over fleet scores and plots it to the asset manager. Notwithstanding, the
results presented in this chapter are plotted using bespoke plotting algorithms. The agents are
programmed so that if running as an experiment, they continuously store their variable space
in the server memory, allowing for subsequent processing of experimental data. Experiments
are performed on DIAL’s high performance computer ‘optimusprime’.
5.5 Results
This section presents the results of the experiments described in Section 5.4.2. These
experiments have been designed to test whether the implementation presented in this chapter
satisfies the properties of Distributed Collaborative Prognostics.
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5.5.1 Distribution
To test the distributed property of the system, the corresponding experiment described in
Section 5.4.2 is performed. Distribution is a property of the system by design, so this
experiment is simply a validation of Distributed Collaborative Prognostics, in which the
fitness of the clustering and prognostics algorithms are tested.
To test the idea of real-time distributed prognostics, an experiment in which assets
learn only from similar assets (determined by the clustering algorithm) is compared to an
experiment in which assets learn from a random subset of assets. The collaborative strategy
is found to outperform the non-collaborative strategy (see Fig. 5.8). The system manages to
cluster the assets properly for most of the time-steps: assets 9 and 10 form a cluster for 80%
of the time (these are the two assets featuring fan degradation failures in Fig. 5.7).
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Fig. 5.8 (a) Percentile difference in accuracy between random and collaborative learning.
Red shaded, time when random learning underperforms collaborative learning. Overlayed,
cluster assigned to each asset. Assets 9 and 10 share a cluster as they are the only ones
featuring fan degradation. (b) Data for three of the Digital Twins showing predicted time
to failure for collaborative learning (green) and random learning (red). Overlayed, scaled
measurements of their seventh sensor (pink). Especially for the Digital Twins corresponding
to assets enduring fan degradation failures (assets 9 and 10), collaborative predictions often
outperform non-collaborative predictions. True time to failure shown in black.
5.5.2 Flexibility
To test flexibility, two scenarios have been devised: one in which the failure type of some
assets changes across time, and another in which the operational setting varies.
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Scenario 1: varying failure
In this scenario, an asset in the fleet that has been failing only through HPC degradation
is made to suddenly start experiencing fan degradation failures. The system reacts by (1)
quickly clustering the asset with the rest of assets that feature a similar failure, and (2) by
sharing with its Digital Twin data from the assets with which it is now clustered (see Fig.
5.9).
new fail. type
(a)
new fail. type
(b)
Fig. 5.9 Scenario 1. (a) The cluster to which each asset belongs at each timestep is indicated
by its colour. Shortly after asset number 8 starts experiencing a new kind of failures, it is
clustered together with its peers. Clustering works well with the exception of short-term
glitches. (b) Output from the Digital Twin of asset nr. 8. The Twin is able to learn the new
failure type thanks to the data sent by its peers.
Scenario 2: varying operational setting
The operational setting of the assets is made to vary from sea level to varied environmental
conditions, while making sure that their failure type is kept constant5. The system is able to
readily react to environmental changes and cluster the assets with other assets operating in
similar conditions (see Fig. 5.10). Note how the Digital Twin assigned to asset nr. 5 is able
to react to the new kind of environment, predicting subsequent failures with a high degree of
accuracy.
5The FD001/2 subsets of the data contain only fan degradation failures.
88 An implementation of real-time Distributed Collaborative Prognostics
env. change
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Fig. 5.10 Scenario 2. (a) The cluster to which each asset belongs at each timestep is
indicated by its colour. Immediately after asset number 5 changes its environment, it is
clustered together with the rest of the fleet. (b) Output from the Digital Twin of asset nr. 5:
immediately after switching environment, the asset is able to react to its new environment
thanks to data from its peers, even if its own data is scarce.
5.5.3 Scalability
To test whether the proposed solution is scalable, the available data sets are re-structured to
represent as many assets as possible. To provide enough experimental support, each asset
is made to hold a minimum of 20 trajectories to failure. The C-MAPSS data set, combined
with the PHM08 prognostics data set feature 926 independent trajectories to failure that once
divided by 20 yield a total of 46 assets (see Fig. 5.7). Fig. 5.11 shows a snapshot of the
proposed system processing all assets simultaneously.
In theory, scalability could be considered a design property of the system; the websocket
protocol is able to service tens of thousands of concurrent connections [175, 176], and as
long as each asset has access to enough computational power to run its corresponding agent
the system scales well. Notwithstanding this, when running the experiments in a central
server as in this case, the computational demands of deep-learning pose some limitations. In
this case, the number of epochs in the Recurrent Neural Network is limited to 100. However,
computational demands do not pose a problem in a real industrial scenario, in which the
training time of the Recurrent Neural Network is much smaller than the mean time between
failures. This applies even if modest computational resources are available6.
6See [82], by the author, for a more detailed discussion.
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Fig. 5.11 (a) Clusters formed for the assets in the data set. Clustering seems to be strongly
dominated by the environmental condition, and as such the assets corresponding to FD001
and FD003 (sea level) are clustered together. For a few time steps, this makes the algorithm
cluster together machines corresponding to the C-MAPSS and PHM08 data set. (b) Output
from 25 assets in the data set. Shown in pink, the scaled value of sensor 7. In green, the
predicted time to event, and shown in black the real time to event.
5.5.4 Leanness
To test the system for leanness, one must describe how much of the system’s code and
architecture has to be changed to adapt it to a different prognostics case. The leanness of
the presented solution is demonstrated by using it for this thesis’ case study (presented in
Chapter 7). In this forthcoming chapter, the system’s leanness is made evident by the fact
that there is no need for new agent types in the system.
As intended by design in this implementation, the system is adapted to a different
industrial scenario by modifying the code of the Virtual Asset. This is necessary because
Siemens data comes in a different format than C-MAPSS. The extent of the modification is
of 140 lines of code, dedicated to execute the following tasks:
1. Import, sampling, and standardisation of gas turbine data.
2. Segmentation of data according to different events.
3. Making sure that the code works with turbines that had not yet recorded a failure event.
As argued in Chapter 3, leanness is important because it is normally a good guarantee for
transferability: the ability of the solution to adapt to different industrial scenarios. Extended
results for this experiment are shown in Chapter 7. The new lines of code needed to implement
this thesis’ case study are outlined in Appendix B.2.
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5.5.5 Resilience
Resilience is tested by terminating agents at different layers of the Multi-Agent System
hierarchy, and by contaminating sensor data with sensor faults. All resilience experiments are
performed within Scenario 2 of Section 5.5.2 (corresponding to varying operational settings).
The sensors that include faults are sensors 2, 5, 7, 9, 11, and 14 in assets 1 and 2.
1. Flat reading: flat reading faults are incorporated by making the sensors mentioned
above flatten from the beginning for asset nr. 1, and from half of the experiment for
asset nr. 2. Fig. 5.12a shows how once sensor faults start developing, assets are
clustered away from the rest of the fleet and avoid contaminating it with their data. It
is worth mentioning that despite the presence of sensor faults, the system is able to
retain its flexible properties, and change the cluster of asset nr. 5 when it transitions
from sea level to a varied operational regime.
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Fig. 5.12 (a) Clusters for the case of assets with flat reading sensor faults. (b) Clusters formed
for the assets in the case of assets with recurrent outliers. Assets containing sensor faults are
separated from the rest of the fleet, and the normal fleet clustering is not affected. Shaded
areas indicate times when the clustering algorithm fails to properly cluster some of the assets.
2. Outliers: large regular outliers are introduced every 30th time step. Fig. 5.12b shows
how the Social Platform clusters assets with outliers together for most of the experiment.
Despite not using any outlier-removal scaler, the prognostics algorithm operates well
in their presence. This could be caused by their periodic nature, likely to be learnt by
the Recurrent Neural Network.
3. Drift: a positive exponential drift with a cap at a large value is induced in the aforemen-
tioned sensors. A capped exponential drift is chosen because this kind of drift conforms
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to the case in which sensors end up malfunctioning completely. The Social Platform is
able to automatically locate the drift and cluster together assets that experience it (see
Fig. 5.13).
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Fig. 5.13 Clusters formed for the case of assets with exponential drift. Assets containing
sensor faults are automatically separated from the rest of the fleet. The normal fleet clustering
is not affected. Shaded areas indicate times when the clustering algorithm fails to properly
cluster some of the assets.
4. Agent failure: to test the system against sudden agent failure, agents are terminated
across the Multi-Agent System by killing their corresponding python process. The
results are similar to those of the multi-agent simulations presented in Chapter 6:
terminating a Virtual Asset or a Digital Twin results in the halt of prognostics for the
corresponding asset, without negatively affecting the overall operations of the system.
Terminating the Social Platform, however, causes a total halt of the system until the
platform is brought back to life.
5.6 Conclusion
This chapter presents an implementation of Distributed Collaborative Prognostics ready to
be deployed in a real industrial scenario. This implementation consists of a real-time Ad-
vanced Multi-Agent System designed to operate under the conditions of non-ergodicity and
dynamism typical of industrial asset fleets. This Multi-Agent System is entirely programmed
in python, and uses Long Short-Term Memory Neural Networks to produce real-time indi-
vidualised prognostics7. Communication between agents is done through the internet thanks
to the websocket protocol, a widely-used protocol able to handle thousands of concurrent
7This implementation can be adapted to any other regression framework.
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connections. These technological choices guarantee that the system is deployable in modern
asset fleets endowed with IoT technologies.
Multi-Agent Systems have been postulated as a technology able to handle prognostics in
dynamic and heterogeneous asset fleets. Despite several publications employing distributed
systems for prognostics, this still lacks experimental support [23]. In this chapter, this
possibility is shown through several experiments that realistically recreate situations that
machines undergo during their operational life. Contrary to a centralised approach, agents
compartmentalise the prognostics problem in multiple separated data spaces, impeding in
this way the propagation of corrupt or non-relevant data.
This chapter studies different scenarios recreated using a standard prognostics data
set (see Sec. 5.4.2). Perhaps the most interesting property of Distributed Collaborative
Prognostics demonstrated here is its ability to adapt to unexpected conditions such as agent
and sensor faults without the need of supervision. This adaptability is mainly given by a
clustering algorithm run in the Social Platform that computes in real time the number of
groups of collaborating assets (clusters), and the vector of collaborating assets within each
cluster, ~Ni.
Therefore, this chapter directly addresses the first and last of this thesis’ research ques-
tions, as it describes in detail a Multi-Agent System with prognostics capabilities, and studies
in which scenarios Distributed Collaborative Prognostics is likely to outperform traditional
approaches. The presented solution conforms to the properties of Advanced Multi-Agent
Systems and is capable of performing collaborative prognostics in real time. This means that
it satisfies all the properties of Distributed Collaborative Prognostics described in the first
sections of Chapter 3.
The main weakness of this study is that it uses computer-generated data for its experiments.
This weakness is addressed in Chapter 7, in which a real fleet of gas turbines is implemented
using the same multi-agent implementation.
Chapter 6
Cost implications of Distributed
Collaborative Prognostics
In Chapter 4, a multi-agent implementation of Distributed Collaborative Prognostics incorpo-
rating a maintenance policy was studied. Among other caveats, the size of the asset fleet was
too small, the cost equation was unrealistic, and agent failure was not considered.
This chapter is dedicated to present a study in which these caveats are solved. Here, the
cost equation is more nuanced, agent failure is considered, and the size of the asset fleet
is much larger. Additionally, all the multi-agent architectures presented in Chapter 3 are
implemented and compared with each other1.
The improved study presented here is used to address the third research question in this
thesis, which is to study in which circumstances Distributed Collaborative Prognostics is
cost-effective (see Section 1.7 for the research questions).
A significant part of the work presented in this chapter has been published as a paper
in the “Journal of Intelligent Manufacturing" [149]. Maharshi Dadha (second author of the
paper) coded the Distributed Clustering algorithm presented in this chapter.
6.1 Failures of the building blocks
One of the main differences between this chapter’s experiments, and the NetLogo experiments
presented in Chapter 4 is that in this chapter the building blocks of the multi-agent architecture
are assumed to fail. Considering component failure is important in order to study the
resilience of the proposed solution, which is one of the required properties of Distributed
Collaborative Prognostics (see Chapter 3).
1Distributed, Hierarchical, Centralised, and Heterarchical.
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The effects of the failure of each of the architectural components used in this chapter
follow.
• Virtual Asset: The failure of a Virtual Asset causes the immediate halt of communi-
cations between it and its assigned higher-level agent (for example, a Digital Twin).
Thus, prognostics for the physical assets assigned to the Virtual Assets are immediately
halted and only resumed once the Virtual Asset has been brought back into operation.
• Digital Twin: Upon failure, all communications between the Digital Twin and other
agents in the architecture are severed. All the analytics performed by the Twin are also
halted, which means that the Twin stops computing prognostics and giving maintenance
recommendations. A secondary effect of this halt is that the Digital Twin stops
consuming computational resources.
• Mediator Agent: As in the case of Digital Twins, the failure of a Mediator Agent
supposes a halt of its communication and computation operations. This has a more
dramatic effect than Digital Twin failure, as maintenance recommendations for several
assets are stopped at once, potentially incurring in larger financial losses.
• Social Platform: As for the rest of the agents, communications and analytics are
severed upon failure. In the case of a centralised architecture, a Social Platform failure
corresponds to the halt of all maintenance recommendations.
6.2 Cost model
When considering whether a specific multi-agent architecture should be implemented in
an asset fleet, it is crucial to consider its overall cost. To do so, it is important to take into
account the value of the assets compared to each of the cost components of the system. For
example, it intuitively makes sense to provide a fleet of expensive cars with sensors, wireless
communications and processors in order to monitor their health state, but this may not be
true for a fleet of light bulbs. Does each light bulb really need its own prognostics model,
wireless connectivity and dedicated software agent? To figure out the answer to this question
one must carefully account for all the costs in the system.
The cost incurred by Distributed Collaborative Prognostics can be divided into three
components: maintenance, communication and processing. Eq. (6.1) gives the total cost of
the system:
CT =CM+CC+CP = NCG+NPg+CC+CP, (6.1)
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where CT is the total cost of the system, CM is the cost of maintenance, CC is the
communication cost, and CP is the processing cost. Here it will be assumed that processing
costs include the cost of installation of sensors and processors. The right hand side of the
equation shows the decomposition of each cost component in its individual contributions.
The maintenance cost is formed by the cost of a predictive maintenance action, g , multiplied
by the number of times that predictive maintenance has been performed, NP, added to the cost
of correctively maintaining one asset G multiplied by the number of corrective maintenance
actions NC.
This study assumes that corrective maintenance corresponds to the full replacement of a
failed asset. And that its cost is proportional to the acquisition cost of the asset, G µCA. In
the text that follows, high values of G correspond to high-value assets.
As mentioned in the last chapter, predictive repairs are much cheaper than corrective
repairs (g = aG where a ⌧ 1). Eq. (6.1) can be re-written as:
CT = G(NC+aNP)+CC+CP. (6.2)
The exact amount contributed by each of the cost components depends on the specificities
of the industrial implementation. However, the cost of processing a byte of data and sending
it through the internet can be assumed to be constant across different industries. To compare
between different asset values, it is useful to normalise eq. (6.2) to the corrective maintenance
cost G:
Ct = NC+aNP+NCoCc+NproCp, (6.3)
where sub-indices indicate normalisation. NCo corresponds to the number of constant-size (a
given byte amount) communications between agents in the system. Npro corresponds to the
number of times a given computational resource measure (i.e. one flop) has been used.
As done in eq. (4.13), it is important to normalise the cost to the number of assets present
in an experiment, N, and the total time of the simulation T:
K =
1
TN
 
NC+aNP+NCoCc+NproCp
 
. (6.4)
6.3 NetLogo implementation
In this study, the architectures described in Chapter 3 are implemented using the Multi-Agent
simulation software NetLogo. To do so, each of the agents composing the architectures
has to be programmed, together with the routines computed by their sub-components. The
pseudocode of the agents used in this implementation is shown in Appendix B.1.
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With regards to these routines, prognostics is performed using python’s least squares
fit instead of MATLAB’s lsqnonlin, as this showed to be computationally more efficient.
Computational speed is important in this experiment as much larger fleets of assets are
simulated compared to the implementation in Chapter 4. To ensure scalability, the data used
by each agent is limited to the 400 most recent Health Indicator data points.
For the case of the Hierarchical, Heterarchical and Centralised architectures, clustering
is performed by the Social Platform using the scikit-learn library k-means clustering
algorithm. For the case of the Distributed Architecture, a distributed clustering algorithm
(written by Maharshi Dadha) is used. It is briefly described here for completeness.
6.3.1 Distributed clustering algorithm
The distributed multi-agent architecture is an architecture characterised by being formed by
a single type of agent: Digital Twins (see Section 3.2.2 for a detailed description). As such,
clustering has to be implemented in a distributed way, taking into account the fact that each
Digital Twin has only partial information about the rest of the fleet.
This clustering algorithm has the goal of forming k clusters of assets, where k is the
number of different types of assets in the fleet. The general flow of the algorithm follows:
first, a random asset in the fleet is chosen as a centroid. The agent assigned to this asset then
calculates the distances of the other agents to itself using the available information that it
has regarding their Health Indicator values. It then assigns the farthest agent to the identity
of the second centroid. This is repeated iteratively. Once all initial centroids are assigned.
Distances to the centroids are re-calculated from each agent and clusters are assigned. The
pseudocode for the algorithm follows:
Algorithm 2 The distributed k-means clustering algorithm implemented in this chapter.
1: Select one random agent from the fleet;
2: while number of centroids <k do
3: for the agent selected above do
4: Calculate the distances between the agents and the centroids;
5: Record the distances of the agents from their closest centroid;
6: Append the farthest agent to the list of centroids;
7: end for
8: end while
9: These centroids represent the clusters;
10: for every other agent in the system do
11: Calculate the distances from each centroid;
12: Assign self to the cluster represented by the closest centroid;
13: end for
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6.4 Results
The raw results of the experiments presented here are shown in Tables A.1 and A.2 in the
Appendix A. These results are shown as quadruplets of (NP,NC,NCo,Npro). The two first
components show the number of times that a preventive maintenance, and a corrective
maintenance action have been taken. The last two components show the number of com-
munications of a fixed length, and the number of times that a fixed processing resource
has been consumed. These tables can be converted to specific costs when weighted by the
quadruplet of cost weights (a,1,Cp,Cc) (note that the unitary component is there to ensure
normalisation with the corrective maintenance cost).
To reduce the variable space of the solution, the plots shown here incorporate the same
relation between the corrective maintenance cost and the preventive maintenance cost as in
Chapter 4: a = 1100 . This means that preventive maintenance is assumed to be one hundred
times cheaper than the corrective maintenance cost. Additional to this, Cp is chosen to be 20
times the processing cost per flopCc, to ensure a significant contribution of the processing
cost in the results (we will see in the results that Npro⌧ NCo). Tables A.1 and A.2 can be
used to replicate any other parametric configuration.
The results of the experiment, shown in Fig. 6.1, feature the following phenomena:
1. For the case of agent failures, Distributed and Heterarchical architectures min-
imise costs for high-value assets: this also applies to the case of low communication
costs. In Fig. 6.1, compare the green and yellow dashed lines with the blue and red
dashed lines for Cc  10 4. This difference occurs because in the case of Distributed
and Heterarchical architectures, the failure of a single higher-level agent such as the
Social Platform or a Mediator Agent results in the halt of maintenance operations for
several agents in the fleet, increasing maintenance costs. This can be explicitly seen in
the number of corrective maintenance actions appearing in Tables A.1 and A.2 in the
Appendix. For larger communication costs, or low-value assets, this increase in correc-
tive maintenance costs in not enough to overcome the much higher communication
costs of the Distributed and Heterarchical architectures.
2. Low-value assets have a larger normalised cost per asset: this means that collabo-
rative prognostics is more cost-efficient (relative to the individual asset cost), the more
expensive the assets in the fleet are.
3. If agents can’t fail, Centralised andHierarchical architectures are cost-competitive:
this is an expected result because the characteristics of these two architectures imply
less communications and processing costs than their more distributed counterparts.
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There are some conditions, however, where this effect is not observed: large values of
noise in the system, very low communication costs, or very high asset values.
4. If agents are not assumed to fail, increased asset value means less difference
between architectures: this effect can be clearly observed in Fig. 6.1 from the
convergence of solid lines as the asset value increases (left of the figure). This is due to
the prominence of maintenance costs, that in the case of no agent failures are similar
for all the architectures.
5. The high-communication/low asset value cost limit: for very high communication
costs or low asset values, the presence of agent failures actually lowers the total cost.
This has a simple explanation: despite the increase on corrective maintenance actions
caused by agent failure, there will always be a point in which communication costs are
high enough so that the money saved by halting communications is higher than the
money spent by more corrective maintenance.
Fig. 6.1 Normalised cost K for each of the architectures studied in this thesis with respect to
the normalised communication cost Cc or the inverse asset value 1/CA (for a constant Cc).
Dashed lines indicate the case of agent failures, and solid lines the case of no agent failures.
Data shown for s = 0.1, a = 1100 , andCp = 20Cc.
Hitherto, the dependence with different cost parameters and architectures has been studied.
Chapter 4, showed that the dependency with the noise present in the Health Indicator was
also important. Intuitively, one would expect that the difference between architectures would
decrease the more noisy the system becomes due to the dominance of corrective maintenance
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costs caused by unpredicted failures. To check whether this is true, it is useful to calculate
the normalised index of dispersion, Dnorms , across different noise levels:
Dnorms =
1
maxs (Ds )
Var
 
Kscent,Kshier,K
s
dist,K
s
hete
 
Mean
 
Kscent,Kshier,K
s
dist,K
s
hete
  . (6.5)
Where Var
 
Kscent,Kshier,K
s
dist,K
s
hete
 
is the variance of the cost per time and asset across
all different architectures at a given value of s . Similarly, Mean
 
Kscent,Kshier,K
s
dist,K
s
hete
 
is
the mean of the cost per time across all the architectures. maxs (Ds ) is the maximum index
of dispersion measured across all values of s .
The results obtained from calculating this index are shown in Fig. 6.2. This figure shows
that the cost variation between architectures decreases as noise increases when communi-
cation costs are low enough, or asset value is high enough. It must be mentioned that a
communication cost of 0.2 means that per each communication that the agent performs, it will
incur on an expense equivalent to 20 % of the cost of the asset. This is hardly realistic, so for
most applications a system with higher noise will mean less differences between architectures.
The reversion at high communication costs is given by the difference in clustering results
between the architectures, that increases with s (see tables A.3 and A.4 in the Appendix),
and by the vanishing importance of corrective maintenance costs. The practical takeaway
from this result is that the more accurate a prognostics algorithm gets, the more economical
gain there is from appropriately choosing its multi-agent architecture.
Fig. 6.2 Normalised index of dispersion Dnorms with respect to the noise s . The color bar
indicates dependency with normalised communication cost Cc or the inverse asset value
1/CA. The blue line with markers represents the low asset value / highCc limit.
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6.5 Architecture selection
The experimental procedure presented earlier in this chapter can be used to select the
best multi-agent architecture for a collaborative prognostics (or other kinds of distributed
prognostics) application. An asset manager faced with the question of choosing among
different architectures should adhere to the following steps:
1. Estimate the corrective and predictive maintenance costs of the fleet’s assets: (G,g).
2. Estimate the cost of communicating and processing a standardised unit of data (CC,CP).
3. Determine the accuracy of real-time prognostics. This accuracy can be encoded in eq.
(4.1) through the noise term. If hard to estimate, assume a low-variance noise term (as
this prepares the system for the case of maximum difference between architectures).
4. Determine the fleet properties, for example the number of assets N.
5. Select a maintenance policy, and code it in the simulation software.
6. Estimate the probability of agent failure and the maximum time of agent downtime,
encode it in the simulation as described in the preceding paragraphs.
7. Test the different architectures available to the asset manager as proposed in this
chapter, and compare the cost incurred by them.
8. Choose the most suitable architecture from the simulation results.
6.6 Conclusion
This chapter studies the cost implications of using different multi-agent architectures in
Distributed Collaborative Prognostics. The main conclusion that can be drawn from its
results is that the individual value of the assets in the fleet is a key element to evaluate
whether a distributed approach is economically viable.
The results of this chapter quantify a known qualitative result: only when communication
and processing costs are low enough with respect to the cost of the asset, decentralised
approaches make sense. This result must be put in context: with the continued decrease
of the cost of IoT technologies more and more types of assets are expected to fall into this
category. This means that Distributed Collaborative Prognostics can be expected to become
increasingly relevant in the future.
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Another key result of this study is the importance of agent failures in the cost of the
system: if agents fail, more centralised architectures are costlier because a large number of
crucial tasks rely on a minority of agents.
Although this study comes closer to a realistic cost analysis than the study presented in
Chapter 4, it still has two important drawbacks. The first one is the absence of real-time
optimisation of the predictive maintenance policy (given by a fixed value of h). In Distributed
Collaborative Prognostics, this policy would be optimised in real-time. The second one is the
simplistic prognostics model with strong prior assumptions (a simple parametric non-linear
fit instead of a neural network).
This chapter addresses the first and last of this thesis’ research questions. The first
question, regarding the use of Multi-Agent Systems in Distributed Collaborative Prognostics
is addressed by providing an estimation of the cost consequences of agent failures. On top
of this, this chapter extends the experiments from Chapter 4 to realistically large fleets of
assets. The last research question, referring to the specific circumstances in which Distributed
Collaborative Prognostics overcomes a traditional approach, is addressed by comparing a
Centralised architecture with decentralised architectures from a cost perspective.
In the next chapter, the Distributed Collaborative Prognostics implementation presented
in Chapter 5 is used in an industrial case study. This implementation uses Recurrent Neural
Networks for real-time prognostics, thus dropping any assumption on the nature of the
deterioration process.

Chapter 8
Conclusion and future work
This chapter presents the conclusions to this thesis. The chapter is composed of six sections.
The first section is dedicated to the general conclusions, in which the research questions of
this thesis are revisited and a summary of the results of this thesis is presented. Following this,
the second section explores the caveats of the presented tool, including its large operational
cost and its tendency to over-fitting. The third section provides an overview of this thesis’
contributions to the academic knowledge, including a brief description of each published
journal paper. The fourth section outlines the technologies used in this thesis, and discusses
possible alternatives. The fifth section discusses this thesis’ contribution to industrial practice.
This chapter ends with a section dedicated to discuss the future work.
8.1 General conclusions
This thesis presents a tool, Distributed Collaborative Prognostics, designed to operate in
the conditions of industrial fleets of assets: non-ergodicity and dynamism. It does so by
profiting from the properties of Multi-Agent Systems, especially designed to handle such
conditions. The design and development of this tool has drawn on three different fields:
reliability, machine learning, and asset management. Distributed Collaborative Prognostics
uses machine learning algorithms to provide prognostics and maintenance recommendations
in real time. These recommendations are tailored to each specific asset by means of an agent
that is assigned to it. Agents are programmed so that they communicate with each other in
order to improve their prognostics and learn from the experiences of their respective assets.
This thesis is, therefore, not so much an incremental addition to a given field of research,
nor a description of new experimental findings. Rather, it helps broadening an existing
field (asset management) by connecting it to other research fields. In doing so, it presents
the first comprehensive attempt to design a tool that uses machine learning and Advanced
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Multi-Agent Systems to solve the prognostics problem in real industrial scenarios. The key
addition introduced by Distributed Collaborative Prognostics is collaboration: for the first
time, the agents used in a prognostics framework based on Multi-Agent Systems are able
to horizontally communicate with each other in order to improve their predictions. This is
shown to be vital for the prognostics solution to operate in realistic industrial scenarios.
In the process of designing this tool, this thesis answers three research questions:
1. Theoretical: How can Multi-Agent Systems be used for prognostics in asset fleets?
Although Multi-Agent Systems is a well-known paradigm, its utilisation in prognostics
has been so far limited. This thesis answers this research question in three steps. First,
Chapter 3 shows that the properties required for Distributed Collaborative Prognostics
overlay with the properties of Advanced Multi-Agent Systems. These include their
real-time nature, scalability, resilience, etc. Second, Chapters 4 and 6 show how
Multi-Agent Systems can be used to calculate the effect of Distributed Collaborative
Prognostics in theoretical scenarios. Third, Chapters 5 and 7 present and experimentally
test a fully operational implementation of Distributed Collaborative Prognostics using
an Advanced Multi-Agent System programmed in python.
2. Technical: How can Distributed Collaborative Prognostics be used in conjunction with
predictive maintenance? This research question is addressed in Chapters 4 and 6, in
which NeLogo is used to compute the effect that a predictive maintenance policy has in
the cost of the system. It is found that a time-based replacement policy approximates
well the optimal maintenance time for predictions updated in real time. Apart of this,
agent failure is found to have important effects on maintenance cost, as it results in the
halt of preventive maintenance actions.
3. Practical: Under which circumstances Distributed Collaborative Prognostics out-
performs traditional approaches? This thesis compares Distributed Collaborative
Prognostics with traditional approaches from a cost and managerial perspective (in
Chapters 4 and 6), from an accuracy perspective (Chapters 4, 5 and 7), and from a
practical or industrial perspective (Chapter 7). All findings point towards one general
conclusion: Distributed Collaborative Prognostics is ideal for large fleets of expensive
assets that operate in dynamic environments.
The agents in the Multi-Agent Systems developed in this thesis perform prognostics
using a combination of traditional reliability techniques (survival analysis), and modern
machine learning techniques (LSTM Recurrent Neural Networks). These techniques are
used to incorporate information from the asset’s sensors in a regression model capable to
perform accurate predictions in real time.
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From the experiments performed in this thesis, comprehending both simulated and real
data, it can be concluded that Distributed Collaborative Prognostics outperforms competing
approaches in the following cases: (1) For the case of low sensor noise and a small fleet of
assets with a previously-known deterministic deterioration process and a real-time predictive
maintenance policy as in Chapter 4. (2) In a large fleet of assets, featuring a substantial
probability of agent failures, with the rest of conditions conforming to case (1) as in Chapter
6. (3) In a small fleet of synthetic industrial assets without previous knowledge on their
deterioration processes, high sensor noise, dynamism, non-ergodicity, and sensor and agent
failures as in Chapter 5. (4) In a medium-size fleet of real industrial assets (industrial gas
turbines) with all the conditions of case (3) as shown in the case study of this thesis, presented
in Chapter 7.
As part of this, it has been shown that Distributed Collaborative Prognostics can handle
situations typical of real-life industrial scenarios such as agent failures, sensor failures, etc.
This is in large part achieved thanks to unsupervised learning methods such as clustering
algorithms that automatically group machines according to their operational status. These
conditions represent the dynamic and heterogeneous properties of real industrial systems that
make of prognostics a difficult task.
This work finds experimental support in an unusually large data set of industrial data.
The lack of appropriate run-to-failure data sets is one of the principal problems in the field of
prognostics. This drives a large portion of research studies to rely on simulated data such
as for example the C-MAPSS data set [169]. Thanks to the collaboration with Siemens
Turbomachinery, this thesis is able to overcome this problem and demonstrate the validity of
its findings also within a realistic industrial data set.
8.2 Caveats
Distributed Collaborative Prognostics as presented in this thesis is not a blanket solution to ev-
ery prognostics scenario. Its most important weakness is at the same time its biggest strength:
its complexity. Compared to traditional approaches (including a centralised approach),
Distributed Collaborative Prognostics employs many more agents, and trains multiple prog-
nostics models in real time, consuming much more computational resources (see Chapter 6).
This increase in complexity has two negative consequences: (1) a higher operational cost,
and (2) a tendency to produce over-fitting.
(1) Has been discussed at length in Chapter 6 and in [149]. The cost benefits of Distributed
Collaborative Prognostics compensate the increase in operational cost if the value of the
assets is significantly larger than their processing and communication costs.
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(2) Refers to the tendency for a model to learn patterns from a portion of the data set that
do not generalise to the complete data set. Distributed Collaborative Learning divides an asset
fleet in smaller clusters of assets that then share data with each other. This split decreases the
size of the training data set for the prognostics algorithms run in the agents compared to a
centralised scenario, and conflicts with the fact that some optimisation frameworks such as
Neural Networks benefit from large data sets [192]. In theory, a centralised approach with
a single Recurrent Neural Network could be expressive enough to adapt to all the different
types of machines in the fleet whilst transferring information from one cluster to the other
without negatively affecting performance. In practice, however, it has been shown that this is
not always the case (see the results in Chapter 7). Intuitively, the better defined the cluster
of assets are, the smaller this problem is. This has been shown to be the case for simple
theoretical scenarios (see Chapter 4).
8.3 Contribution to the academic knowledge
Academically, the work presented in this thesis has contributed to the field of reliability in
three ways: (1) by proposing the concept of distributed collaborative learning, as published
in [38, 49], (2) by studying the architectures best suited for distributed collaborative learning,
and the economical implications of coupling them to a maintenance policy (as shown in
[149, 193]), and (3) by proving the applicability of Distributed Collaborative Prognostics for
real industrial scenarios (as shown in [23] and the last chapter of this thesis).
The following paragraphs detail the academic contributions of the journal papers pub-
lished during the elaboration of this thesis, ordered according to antiquity. Conference
papers are not discussed, as they include findings later published in the papers that fol-
low (see [82, 193]), or explore problems tangential to the main topic of this thesis such as
dimensionality reduction (see [85]).
• [38] Adrià Salvador Palau, Z. Liang, D. Lütgehetmann and Ajith Parlikad. Collab-
orative prognostics in social asset networks. Future Generation Computer Systems
(Accepted in 2018, published in 2019): This paper is the first piece of work to present
the concept of real-time collaborative learning as a solution for prognostics without the
need for extensive historical data. Distributed Collaborative Prognostics is shown to
have a faster convergence and lower cost than self-learning and fleet-wide approaches,
and the effect of using a traditional maintenance policy to provide prognostics in real
time is studied.
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• [49] Hao Li, Ajith Parlikad, and Adrià Salvador Palau. A Social Network of Collaborat-
ing Industrial Assets. Proceedings of the Institution of Mechanical Engineers (2018):
this paper embeds Distributed Collaborative Prognostics within the context of Social
Asset Networks developed by Li and Parlikad. This paper introduces the concept of a
Social Platform, which then will become one of the crucial agents in the multi-agent
architectures used to deploy Distributed Collaborative Prognostics.
• [149] Adrià Salvador Palau, Maharshi Dhada, and Ajith Parlikad. Multi-Agent Sys-
tem architectures for collaborative prognostics. Journal of Intelligent Manufacturing,
2019. This paper presents an analysis of the implications of implementing different
Multi-Agent System architectures for collaborative prognostics and real-time mainte-
nance planning. Agent failures and a large fleet of assets are considered. This paper
also provides a method to design cost-effective Multi-Agent Systems for predictive
maintenance.
• [23] Adrià Salvador Palau, Maharshi Dhada, Kshitij Bakliwal, and Ajith Parlikad.
An Industrial Multi Agent System for real-time distributed collaborative prognostics.
Engineering Applications of Artificial Intelligence, 2019. This paper presents the first
deployable implementation of Distributed Collaborative Prognostics. Its main research
contribution is that it compares its properties with those of Advanced Multi-Agent
Systems. This means that this paper presents one of the first successful implementations
of Advanced Multi-Agent Systems in real industrial scenarios. Additionally, this paper
shows a real-time prognostics algorithm able to handle sensor faults and agent failure.
8.4 Technologies
This thesis features a multidisciplinary piece of work that includes several technologies.
This section summarises the practical knowledge that has been generated by developing
Distributed Collaborative Prognostics, and the most important technological choices that
have been made to make it an operational tool.
• On Multi-Agent Systems: when it comes to the development of a Multi-Agent System,
there are two different phases that require different tools: the phase of theoretical design
and simulation, and the phase of industrial development, deployment and validation.
For the first phase, NetLogo has been found to be the best option, as it is light-weight,
easy to program, and can be integrated with python, MATLAB, and even with Java
code snippets if high-speed agent processing is required. For the second phase, the
best option has been found to be python. This decision has been made because python
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balances access to state of the art machine learning libraries with agent communication
through the internet. A Multi-Agent System-specific framework is not used because, at
the time of this thesis, none was found that 1) could be deployed industrially, 2) could
compile the necessary python libraries.
• On the physical implementation of the system: Distributed Collaborative Prognostics
requires running multiple agents in real time. Aggregated, this corresponds to a
large amount of computational resources. For a physical implementation, this adds a
considerable cost component to the system. In this thesis, two approaches have been
considered: either running the Multi-Agent System in a high performance computer
controlled by the asset owner, or running it through service providers such as Amazon
Web Services or others. Due to most service providers charging per hour, an in-house
computer has been found to be the cheapest option. This contrasts with other machine
learning tasks in which the training and prediction of the algorithms is done separately,
and for which services such as AWS can be cost effective. Running the agents directly
in the assets (as in edge computing) has also been considered and programmed into
Distributed Collaborative Prognostics. However, for security and intellectual property
reasons most industrial partners prefer avoiding it.
• On prognostics: regression frameworks based on survival analysis are the natural
choice for time to failure prediction. However, they require large amounts of data
to appropriately fit distributions such as the Weibull distribution using maximum
likelihood estimation. From a practical perspective, if the number of trajectories to
failure is limited, a Gaussian-based loss function is found to be more numerically
stable. Python is used to deploy real-time training of Recurrent Neural Networks.
Python is found to be computationally efficient for prognostics, as failure events occur
rarely enough to leave sufficient time to the training of the Neural Network. In real
fleets of machines, an additional problem consists of handling the large amount of
uninformative data. This thesis proposes a classification approach with two classes:
within the prediction time window, and outside the prediction window. For this
approach, off-the-shelf classification algorithms provide good accuracies (see Chapter
7).
• On clustering: appropriately choosing the groups of collaborating assets is an important
element of Distributed Collaborative Prognostics. From the conversations maintained
with several industrial contacts, it seems clear that semantic information about the
properties of the assets is often the most important element to assess their difference.
For example, the model of a car and the factory where the car was produced contain
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more information about its difference with another car than real-time sensor readings.
From a practical perspective, this is incorporated into the clustering algorithm of choice
by adding semantic-based features to each of the clustering individuals. With regards
to clustering algorithms, this thesis found DBSCAN to be the algorithm providing the
best results, as it was capable of adapting to different industrial scenarios and feature
dimensions.
8.5 Contribution to industrial practice
This thesis outlines a deployable solution for Distributed Collaborative Prognostics. This
solution can be used to guide industries in the development of their own prognostics tool, or
can be directly adapted to provide prognostics in existing asset fleets. Additionally, this thesis
can be used to inform industrial practice on the cost consequences of deploying distributed
prognostics. The results of Chapters 6 and 7 can be directly used by asset managers in order
to take specific managerial decisions on their multi-agent architecture and IoT strategy.
This thesis main managerial contribution is to aid industry in its conversion to servitisa-
tion. Distributed Collaborative Prognostics is designed to be transferable across different
industrial scenarios, and can be adapted to perform other asset management tasks such as
maintenance planning and condition monitoring. Apart of a deployable engineering solution,
this thesis provides an example (in its case study) of how it can be implemented in practice
for alert prediction. This case study was performed in conjunction with Siemens’ Digital
Transformation team, and has been showcased to the Siemens leadership as an example of
the potential cost savings attainable through a careful use of modern prognostics approaches.
During private conversations held with different industrial partners, many mentioned
that they had embedded their assets with sensors and connection to the internet without
having a good estimation of the cost implications that this action would entail. Despite this,
they often coincided on their interest for a shift towards servitisation, and their hope that
condition monitoring and machine learning would benefit their bottom-line in the mid-term.
This thesis shines light on this hope by providing guidelines on the suitability of condition
monitoring and real-time distributed prognostics depending on the value of the assets and
communication and processing costs. The steps proposed in Section 6.5 can be followed to
get an estimate of the different cost components of implementing a solution of the likes of
Distributed Collaborative Prognostics.
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8.6 Future work
Future work should concentrate on three fronts: Theoretical, Experimental and Developmen-
tal.
1. Theoretical: the clustering algorithm should be improved in order to include a metric
that does not only weight features and asset make, but also information theory criteria
about the amount and quality of data in each cluster. This, in theory, could be used to
bypass the problem of overfitting mentioned before in this chapter, as agents would
cooperate with more similar groups of assets only if the quality of their data justi-
fied to do so. Additionally, the clustering algorithm should be specifically designed
for the case of physical assets, and adapted to the number of clustered individuals
present in realistic industrial scenarios. Clustering algorithms like HDBSCAN (a
hierarchical clustering adaptation to DBSCAN [167]), and other hierarchical clus-
tering implementations should be explored to see if they can be used to reveal asset
similarities.
2. Experimental: experiments with a large fleet of real industrial assets are necessary.
Even if the data set used in this thesis ranks amongst the best available for machine
prognostics in terms of size and variability, the number of assets sharing a common
fault is relatively small for the application of collaborative learning (on the order of 20
assets). Clustering has not been designed as an approach for a small number of objects.
Unfortunately, such extensive data sets are available just to a few companies that might
be reluctant to disclose their findings publicly. However, the positive experience from
this thesis gives hope to practitioners that given the appropriate intellectual property
assurances, prognostics with large amounts of industrial data will become increasingly
common.
3. Developmental: all the programming done in this thesis has been approached from a
perspective of scientific utility, and focused on showing the basic tenets of Distributed
Collaborative Prognostics. While writing this thesis, it was found that there was a
lack of non-proprietary tools to help with the development of efficient Multi-Agent
Systems with deep learning capabilities. Further research should focus on publishing a
distributed collaborative framework code in open source.
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Appendix A
Numerical and analytical results
This chapter presents the numerical and analytical results referenced along this thesis. If
any results are shown without uncertainty it is because the variance of their components is
significantly smaller than the parameters in question.
A.1 Introductory example formula
In the introduction section, it is claimed that the uncertainty associated to the point at which
a linear least squares fit crosses the x-axis decreases in first order as 1/n where n are the
number of points in the fit. For the example of interest, (x= (Dt,2Dt, ...nDt), y> 0) this is
relatively easy to see. Assuming Gaussian errors in the y axis, given T¯sel f =  a/b where
y= a+bx is the fitted linear equation:
s2T¯sel f =
✓
1
b
◆2
s2a +
⇣ a
b2
⌘2
s2b . (A.1)
We can obtain the standard errors sa and sb from [194]:
s2a = s2
✓
1
n
+
x¯2
ssxx
◆
, s2b =
s2
ssxx
. (A.2)
Where s2 is an estimator of the variance in the y points of our linear fit. Here ssxx =
Âni=1 x2i  nx¯2. x¯ is the mean of the x points. Assume n is large enough so that x¯⇡ nDt2 . Then:
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Combining this into eq. (A.1) gives:
s2T¯sel f =
⇣s
b
⌘2⇢1
n
+
1
ssxx
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x¯+
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b
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b
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x¯+ T¯ 2sel f
⌘9=; .
(A.4)
Only points before failure are considered for the fit. Thus, for large enough n, n T¯ 2sel f ! n2Dt2,
x¯2+ T¯ 2sel f µ n2Dt2. Similarly,
n3
3 +
n2
4 +
n
6 ⇡ n
3
3 . Thus:
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n
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A.2 Multi-Agent System simulations: results
This section shows the results for the Multi-Agent simulations presented in Chapter 6. This
results have been submitted as part of a paper to the “Journal of Intelligent Manufacturing"
[149].
The following tables feature quadruplets (NP,NC,NCo,Npro) used to obtain the results
presented in the section “Results and Discussion". A table showing the purity of the clustering
algorithms for each architecture and standard deviation is also included (see [195] for a
description of purity).
s = 0.0 s = 0.1 s = 0.2 s = 0.3 s = 0.4 s = 0.5
Cent. [6045, 0, 200000, 598] [6266, 21, 200000, 626] [5969, 1056, 200000, 632] [4423, 4028, 199996, 638] [2672, 10201, 199986, 653] [1792, 16321, 199970, 401]
Hier. [6030, 0, 201099, 651] [6505, 32, 201099, 660] [5853, 971, 201099, 704] [4628, 3698, 201099, 696] [2923, 9144, 201099, 715] [1714, 16477, 201099, 483]
Dist. [6000, 0, 12618174, 349] [6249, 27, 13498609, 360] [5363, 1305, 16589558, 343] [3497, 4988, 17319831, 335] [2233, 10595, 17421179, 335] [1379, 16462, 17959496, 317]
Hete. [5962, 0, 12687189, 4111] [6232, 31, 12754968, 5110] [5428, 1320, 12703401, 5980] [4041, 4215, 13107021, 6471] [2358, 9746, 12952249, 6812] [1414, 15560, 13260666, 5414]
Table A.1 Results for no agent failure, featuring quadruplets [NP,NC,NCo,Npro]. These values
have been rounded to the closest integer from the average of eight experiments.
s = 0.0 s = 0.1 s = 0.2 s = 0.3 s = 0.4 s = 0.5
Cent. [3399, 1657, 92718, 424] [3143, 2070, 86102, 400] [2585, 3013, 88106, 408] [1750, 5730, 86550, 421] [1167, 10172, 89391, 432] [769, 16204, 84349, 350]
Hier. [3486, 1674, 77877, 330] [3625, 1721, 81468, 371] [2175, 2861, 60803, 304] [1619, 5045, 68676, 321] [1053, 11082, 74663, 379] [711, 16886, 74001, 276]
Dist. [4537, 918, 7366053, 228] [4484, 1108, 6989799, 223] [3526, 2405, 6646838, 220] [2342, 5282, 7419548, 215] [1488, 10189, 8322924, 215] [919, 17021, 8293278, 167]
Hete. [4504, 924, 5988868, 2587] [4482, 1080, 5786474, 3028] [3738, 2179, 5918000, 3501] [2334, 5431, 5797278, 4099] [1452, 10220, 5851001, 4300] [885, 16856, 5984762, 3553]
Table A.2 Results for agent failure, featuring quadruplets [NP,NC,NCo,Npro]. These values
have been rounded to the closest integer from the average of eight experiments.
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s = 0.0 s = 0.1 s = 0.2 s = 0.3 s = 0.4 s = 0.5
Centralised 1.0 0.996 0.972 0.954 0.961 0.922
Hierarchical 1.0 0.995 0.982 0.946 0.909 0.946
Distributed 1.0 0.949 0.842 0.749 0.719 0.734
Heterarchical 1.0 1.000 0.982 0.917 0.948 0.928
Table A.3 Table showing clustering purity results at t=400 for the case of no agent failure.
These values have been averaged over eight experiments.
s = 0.0 s = 0.1 s = 0.2 s = 0.3 s = 0.4 s = 0.5
Centralised 0.995 0.998 0.999 0.994 0.974 0.934
Hierarchical 0.784 0.801 0.689 0.666 0.748 0.782
Distributed 0.660 0.679 0.655 0.679 0.615 0.608
Heterarchical 0.763 0.769 0.775 0.734 0.740 0.758
Table A.4 Table showing clustering purity results at t=400 for the case of agent failure. These
values have been averaged over eight experiments.
A.3 Weibull analysis
This section presents the Weibull analysis performed to the events of interest in the industrial
dataset employed in Chapter 7. The fit was performed by means of the stats.exponweib.fit
function with initial parameters a = 0 and b = 1. Events occurring within half an hour from
each other were deleted because they were assumed to correspond to the same physical event.
A.4 Jensen-Shannnon divergence results
This section features the complete results of the Jensen-Shannon divergence calculations
described in Chapter 7. The results are here shown in one table in descending order of values
(recall that higher values correspond to frequency distributions that are very different close
to events than far away from events, thus indicating informative sensors).
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event scale shape number
0 INTERDUCT THERMOCOUPLE FAULT 18.21 0.44 44
1 INTERDUCT THERMOCOUPLE FAULT - DEVIATION LOW 15.23 0.44 51
2 INTERDUCT TEMPERATURE DEVIATION 22.64 0.48 52
3 DC LUB OIL PUMP CONTACT FAILED TO CLOSE- DCC5 28.82 0.50 118
4 GAS FUEL COMPRESSOR FAULT 22.67 0.57 10
5 WASTE HEAT BOILER COMMON FAULT ... 7.79 0.58 56
6 LIQUID FUEL SYSTEM FAULT - CHANGEOVER INHIBITED 8.36 0.59 160
7 COMPRESSOR EXIT THERMOCOUPLE DEVIATION 15.34 0.59 105
8 TURBINE SHAFT VIBRATION HIGH 17.11 0.60 176
9 TURBINE SHAFT VIBRATION HIGH -UD10X or UD11X 16.91 0.61 184
10 GAS FUEL COMPRESSOR FAULT ... 24.01 0.61 16
11 PT EXIT TEMPERATURE DEVIATION 62.20 0.62 26
12 ELECTRONIC CONTROL UNIT DATALINK FAULT 7.95 0.62 393
13 GAS GENERATOR SHAFT VIBRATION HIGH 14.05 0.64 184
14 STARTER MOTOR THERMISTOR FAULT - TD6 25.26 0.65 41
15 WASTE HEAT BOILER COMMON FAULT ... 5.94 0.67 339
16 Running Trip (External Cause) 33.74 0.67 712
17 Running Trip 36.63 0.68 368
18 GAS FUEL COMPRESSOR FAULT SHUTDOWN ... 17.43 0.68 75
19 FAULT ON FIRE AND GAS SYSTEM - YM3 9.07 0.72 657
20 WASTE HEAT BOILER COMMON FAULT ... 8.89 0.72 163
21 GENERATOR COOLING FAULT - GCP131 6.28 0.73 277
22 WASTE HEAT BOILER COMMON FAULT ... 5.71 0.74 336
23 STARTER MOTOR THERMISTOR FAULT - TD5 23.97 0.74 26
24 Gas Fuel Compressor Fault 12.59 0.75 178
25 Turbine At Maximum Limiting Temperature 2.97 1.04 96
Table A.5 Table showing the values of a and b for the Weibull fits in each event in the dataset
together with the number of times that each event has been recorded the scale parameter is in
days.
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Elec. Cont. Uni. Data. Fault Fault Fir. & Gas Syst Gas Gen. Shaft Vib. High Gen. Cool. Fault L. Fuel Sy. Fault - Cng. Inh. Start. Mot. Therm. Fault T. At Max. Lim. Temp. W. Heat Boil. Comm. Fault Running Trip
0 PT2: 0.41 TC7: 0.61 T.Op: 0.86 TC10: 0.3 BND3: 0.69 BND1: 0.47 BND2: 0.95 T.Op: 0.73 T.Op: 0.74
1 TC20: 0.4 TC8: 0.6 BND1: 0.56 PT6: 0.3 BND2: 0.69 TC21: 0.43 BND1: 0.95 TC4: 0.48 TC255: 0.67
2 BND1: 0.39 TC23: 0.55 PT2: 0.51 BND3: 0.29 BND1: 0.68 TC2: 0.41 BND3: 0.95 TC1: 0.48 TC256: 0.67
3 BND3: 0.39 TC22: 0.55 PT6: 0.49 T.Op: 0.29 PT6: 0.67 TC4: 0.41 TC12: 0.92 TC2: 0.47 TC260: 0.62
4 PT220: 0.33 TC6: 0.53 PT220: 0.47 PT2: 0.28 TC10: 0.65 TC23: 0.41 TC11: 0.91 TC12: 0.46 TC6: 0.61
5 PT6: 0.32 TC61: 0.53 PT7: 0.43 TC1: 0.27 PT2: 0.59 TC22: 0.41 TC1: 0.83 TC5: 0.46 TC259: 0.59
6 BND2: 0.31 TC21: 0.53 FFDEM: 0.38 PT8: 0.27 PT220: 0.49 FFDEM: 0.41 TC2: 0.82 TC11: 0.46 TC3: 0.57
7 TC12: 0.3 TC24: 0.52 FFDEMGAS: 0.37 TC12: 0.26 TC11: 0.48 TC5: 0.4 TC23: 0.74 TC3: 0.46 PT7: 0.51
8 TC19: 0.3 TC4: 0.5 TC1: 0.37 TC2: 0.26 FFDEMGAS: 0.48 T.Op: 0.4 GCP25: 0.59 TC22: 0.43 PT6: 0.5
9 TC10: 0.3 TC20: 0.49 PT3: 0.36 PT3: 0.26 TC19: 0.46 BND3: 0.4 PT6: 0.59 TC24: 0.43 PT2: 0.5
10 TC11: 0.28 TC5: 0.47 PT8: 0.35 TC11: 0.26 TC12: 0.45 TC24: 0.39 TC21: 0.53 PT220: 0.42 TC12: 0.49
11 PT182: 0.27 TC3: 0.43 BND3: 0.35 PT220: 0.26 PT182: 0.43 TC1: 0.38 TC20: 0.5 TC23: 0.41 TC5: 0.49
12 TC2: 0.25 BND1: 0.4 PDT1: 0.35 BND2: 0.25 TC1: 0.43 TC3: 0.37 TC10: 0.49 TC21: 0.41 TC258: 0.49
13 PT181: 0.24 TC2: 0.4 PT181: 0.34 BND1: 0.23 TC2: 0.37 TC12: 0.36 PT8: 0.48 PT2: 0.41 TC257: 0.48
14 TC1: 0.24 TC1: 0.4 PT182: 0.34 GCP25: 0.2 PT181: 0.37 BND2: 0.36 TC19: 0.46 TC10: 0.41 PT220: 0.47
15 PT8: 0.24 TC11: 0.38 TC10: 0.32 PT182: 0.2 GCP25: 0.24 TC11: 0.36 TC22: 0.33 PDT1: 0.39 TC11: 0.47
16 FFDEMGAS: 0.23 TC12: 0.38 GCP25: 0.3 PT181: 0.2 PT8: 0.19 TC10: 0.35 FFDEMGAS: 0.24 GCP25: 0.33 TC21: 0.47
17 GCP25: 0.22 BND3: 0.37 BND2: 0.26 TC19: 0.19 FFDEM: 0.15 GCP25: 0.34 GGSPD: 0.23 TC19: 0.33 TC2: 0.46
18 PT3: 0.21 TC10: 0.37 GGSPD: 0.15 FFDEMGAS: 0.18 PTSPD: 0.1 PT3: 0.33 T-Fire: 0.16 BND1: 0.32 TC1: 0.45
19 T.Op: 0.13 FFDEM: 0.34 PTSPD: 0.13 GGSPD: 0.12 GGSPD: 0.08 PT6: 0.33 FFDEM: 0.15 TC20: 0.32 TC20: 0.45
20 GGSPD: 0.11 BND2: 0.33 NaN NaN NaN TC20: 0.32 NaN PT182: 0.31 PT8: 0.44
21 NaN PT3: 0.33 NaN NaN NaN PT2: 0.32 NaN PT181: 0.31 TC19: 0.43
22 NaN PT220: 0.32 NaN NaN NaN FFDEMGAS: 0.3 NaN BND2: 0.29 TC10: 0.43
23 NaN PT8: 0.32 NaN NaN NaN PT220: 0.28 NaN PT8: 0.28 BND3: 0.4
24 NaN PT6: 0.31 NaN NaN NaN PT8: 0.27 NaN PT3: 0.28 TC4: 0.4
25 NaN PT2: 0.3 NaN NaN NaN TC19: 0.26 NaN PT6: 0.28 PT3: 0.39
26 NaN TC19: 0.3 NaN NaN NaN PT181: 0.25 NaN FFDEM: 0.22 FFDEMGAS: 0.38
27 NaN PT181: 0.3 NaN NaN NaN PT182: 0.25 NaN FFDEMGAS: 0.22 PT181: 0.37
28 NaN PT182: 0.28 NaN NaN NaN T-Fire: 0.13 NaN PT7: 0.21 PDT1: 0.37
29 NaN T.Op: 0.28 NaN NaN NaN GGSPD: 0.12 NaN BND3: 0.21 PT182: 0.37
30 NaN GCP25: 0.27 NaN NaN NaN NaN NaN GGSPD: 0.16 FFDEM: 0.36
31 NaN FFDEMGAS: 0.26 NaN NaN NaN NaN NaN PTSPD: 0.11 TC22: 0.35
32 NaN T-Fire: 0.13 NaN NaN NaN NaN NaN NaN BND2: 0.35
33 NaN GGSPD: 0.12 NaN NaN NaN NaN NaN NaN BND1: 0.34
34 NaN NaN NaN NaN NaN NaN NaN NaN GCP25: 0.32
35 NaN NaN NaN NaN NaN NaN NaN NaN BND4: 0.27
36 NaN NaN NaN NaN NaN NaN NaN NaN GGSPD: 0.2
37 NaN NaN NaN NaN NaN NaN NaN NaN PTSPD: 0.15
Table A.6 Table showing the complete values of the Jensen-Shannon divergence for different
events and different sensors in SGT-100 gas turbines.
Comp. Ex. Therm. Dev. Fault Fir. & Gas Syst Inter. Temp. Dev. Inter. Thermocoup. Faul. Start. Mot. Therm. Fault T. Shaft Vib. High W. Heat Boil. Comm. Fault Running Trip
0 GCP25: 0.74 PDT8: 0.56 PDT8: 0.68 TC2: 0.64 PT12: 0.66 PDT8: 0.68 TC14: 0.43 PT12: 0.64
1 TC24: 0.56 GCP25: 0.51 PT181: 0.62 TC1: 0.62 PT3: 0.63 GCP25: 0.63 TC23: 0.39 PT16: 0.6
2 TC14: 0.55 PT181: 0.46 PT12: 0.59 TC12: 0.6 PT2: 0.63 PT181: 0.57 TC10: 0.38 TC255: 0.57
3 PT12: 0.55 PT2: 0.45 TC2: 0.59 TC15: 0.59 TC13: 0.61 TC2: 0.56 GCP25: 0.37 TC2: 0.55
4 TC10: 0.53 PT16: 0.42 TC1: 0.54 TC23: 0.59 PDT8: 0.6 TC21: 0.56 TC17: 0.36 TC25: 0.53
5 TC16: 0.53 PT12: 0.41 TC23: 0.54 TC22: 0.57 TC15: 0.55 PT2: 0.55 PT2: 0.35 TC11: 0.52
6 TC2: 0.52 TC2: 0.39 TC15: 0.53 PT12: 0.57 TC12: 0.55 PT12: 0.54 TC18: 0.35 TC14: 0.52
7 TC15: 0.49 TC10: 0.39 TC12: 0.52 TC11: 0.56 PT181: 0.54 TC15: 0.53 TC12: 0.33 TC12: 0.51
8 TC11: 0.48 TC14: 0.39 TC22: 0.52 TC10: 0.55 TC10: 0.54 TC14: 0.51 TC19: 0.3 TC1: 0.51
9 TC23: 0.48 TC17: 0.38 PT3: 0.51 TC21: 0.55 TC14: 0.54 TC13: 0.5 TC20: 0.3 TC10: 0.5
10 TC12: 0.47 TC1: 0.38 TC21: 0.51 TC14: 0.55 TC1: 0.54 TC10: 0.5 TC16: 0.3 TC21: 0.49
11 PT2: 0.47 TC11: 0.37 TC10: 0.5 GCP25: 0.53 TC17: 0.54 TC11: 0.49 TC21: 0.28 GCP25: 0.49
12 PT16: 0.47 TC18: 0.37 TC11: 0.49 TC13: 0.52 TC18: 0.53 TC12: 0.48 TC2: 0.27 TC17: 0.49
13 TC1: 0.47 TC12: 0.37 TC13: 0.48 TC16: 0.5 TC2: 0.53 PT3: 0.48 PT3: 0.25 TC24: 0.49
14 PT3: 0.46 PT3: 0.36 TC14: 0.47 PT3: 0.5 PT16: 0.53 TC16: 0.48 TC11: 0.24 TC13: 0.48
15 TC18: 0.46 TC21: 0.36 TC16: 0.46 PT16: 0.46 TC11: 0.53 TC22: 0.47 TC15: 0.23 TC18: 0.46
16 TC17: 0.44 TC16: 0.36 PT16: 0.46 PT2: 0.45 TC16: 0.51 TC1: 0.47 TC1: 0.21 TC16: 0.45
17 TC21: 0.44 TC15: 0.35 GCP25: 0.4 TC19: 0.44 TC20: 0.37 TC26: 0.47 TC13: 0.21 TC15: 0.45
18 TC13: 0.41 TC13: 0.35 PT2: 0.38 TC20: 0.44 TC19: 0.32 TC25: 0.47 TC22: 0.19 FFDEM: 0.45
19 TC26: 0.39 TC20: 0.31 TC17: 0.34 TC18: 0.4 PTSPD: 0.22 TC18: 0.47 PTSPD: 0.07 PT181: 0.45
20 TC27: 0.38 TC19: 0.28 TC20: 0.33 TC17: 0.4 NaN TC24: 0.45 NaN BND3: 0.44
21 TC25: 0.3 TC23: 0.27 TC18: 0.33 PTSPD: 0.06 NaN TC20: 0.44 NaN TC23: 0.44
22 TC20: 0.29 TC22: 0.25 TC19: 0.32 NaN NaN TC17: 0.43 NaN PT2: 0.41
23 TC19: 0.28 PTSPD: 0.13 PTSPD: 0.1 NaN NaN PT16: 0.43 NaN PT3: 0.38
24 TC22: 0.27 NaN NaN NaN NaN TC19: 0.41 NaN TC22: 0.38
25 PTSPD: 0.15 NaN NaN NaN NaN TC23: 0.36 NaN TC20: 0.37
26 NaN NaN NaN NaN NaN PTSPD: 0.11 NaN BND4: 0.36
27 NaN NaN NaN NaN NaN NaN NaN PT220: 0.35
28 NaN NaN NaN NaN NaN NaN NaN TC19: 0.35
29 NaN NaN NaN NaN NaN NaN NaN PT182: 0.32
30 NaN NaN NaN NaN NaN NaN NaN BND1: 0.28
31 NaN NaN NaN NaN NaN NaN NaN BND2: 0.21
32 NaN NaN NaN NaN NaN NaN NaN PTSPD: 0.06
Table A.7 Table showing the complete values of the Jensen-Shannon divergence for different
events and different sensors in SGT-200 gas turbines.
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Fault Fir. & Gas Syst Gas Gen. Shaft Vib. High Start. Mot. Therm. Fault T. At Max. Lim. Temp. T. Shaft Vib. High W. Heat Boil. Comm. Fault Running Trip
0 BND4: 0.43 PT2: 0.28 T.Op: 0.86 BND4: 0.82 BND4: 0.7 BND4: 0.55 BND4: 0.59
1 PT6: 0.34 PT220: 0.26 PT182: 0.65 BND3: 0.79 BND2: 0.54 BND2: 0.41 BND2: 0.46
2 PT220: 0.34 PDT8: 0.26 PT3: 0.63 PT6: 0.78 PT2: 0.47 PT220: 0.39 PT6: 0.38
3 BND2: 0.31 PDT1: 0.25 TC10: 0.62 BND1: 0.76 PT220: 0.47 PT2: 0.33 PT220: 0.36
4 BND3: 0.28 PT3: 0.24 TC12: 0.6 TC11: 0.63 PT6: 0.46 PT6: 0.31 PDT1: 0.34
5 FFDEMGAS: 0.21 PT8: 0.22 GCP25: 0.58 TC1: 0.6 BND3: 0.42 TC12: 0.28 BND1: 0.34
6 TC11: 0.2 PT181: 0.2 TC20: 0.57 TC12: 0.55 GCP25: 0.34 BND3: 0.26 BND3: 0.33
7 GCP25: 0.2 RTD48: 0.2 TC2: 0.55 PT181: 0.51 PT182: 0.34 BND1: 0.26 PT2: 0.3
8 PT8: 0.2 PT182: 0.2 TC11: 0.54 PT182: 0.49 PT181: 0.33 PT8: 0.26 T-Fire: 0.29
9 BND1: 0.2 BND3: 0.19 TC19: 0.53 TC10: 0.47 PT8: 0.33 PT3: 0.25 PT8: 0.28
10 PT181: 0.19 BND1: 0.19 PT6: 0.53 PT220: 0.43 TC11: 0.32 TC2: 0.25 PT182: 0.27
11 TC19: 0.19 PT6: 0.18 TC1: 0.5 TC19: 0.41 FFDEMGAS: 0.32 TC11: 0.24 GCP25: 0.27
12 PT182: 0.19 RTD1: 0.18 BND3: 0.45 PT3: 0.39 BND1: 0.32 GCP25: 0.24 PT181: 0.27
13 TC1: 0.19 BND2: 0.18 BND4: 0.45 TC2: 0.36 TC1: 0.3 TC1: 0.24 PT3: 0.26
14 TC10: 0.18 FFDEMGAS: 0.18 BND1: 0.45 FFDEM: 0.3 TC10: 0.28 PT181: 0.24 FFDEMGAS: 0.26
15 TC2: 0.17 FFDEM: 0.18 PT220: 0.36 GGSPD: 0.3 TC12: 0.27 PT182: 0.24 TC1: 0.25
16 TC12: 0.16 T-Fire: 0.17 BND2: 0.33 FFDEMGAS: 0.3 TC2: 0.26 PDT1: 0.23 TC2: 0.25
17 PT3: 0.13 GCP25: 0.16 TC21: 0.31 PT2: 0.3 PT3: 0.24 FFDEMGAS: 0.23 TC19: 0.25
18 GGSPD: 0.13 PTSPD: 0.04 TC22: 0.27 GCP25: 0.26 TC19: 0.24 TC19: 0.23 FFDEM: 0.25
19 PT2: 0.12 GGSPD: 0.04 GGSPD: 0.25 PTSPD: 0.2 GGSPD: 0.11 TC10: 0.22 TC11: 0.25
20 NaN NaN NaN NaN NaN FFDEM: 0.21 RTD48: 0.24
21 NaN NaN NaN NaN NaN T-Fire: 0.21 PDT8: 0.24
22 NaN NaN NaN NaN NaN RTD48: 0.18 TC12: 0.24
23 NaN NaN NaN NaN NaN PDT8: 0.18 TC10: 0.21
24 NaN NaN NaN NaN NaN RTD1: 0.16 RTD1: 0.21
25 NaN NaN NaN NaN NaN GGSPD: 0.1 GGSPD: 0.13
26 NaN NaN NaN NaN NaN PTSPD: 0.07 PTSPD: 0.09
Table A.8 Table showing the complete values of the Jensen-Shannon divergence for different
events and different sensors in SGT-300 gas turbines.
Gas Fuel Comp. Fault Gas Gen. Shaft Vib. High L. Fuel Sy. Fault - Cng. Inh. W. Heat Boil. Comm. Fault Running Trip
0 PDT8: 0.38 PDT8: 0.61 BND3: 0.5 BND2: 0.36 MCC4: 0.73
1 PT258: 0.35 BND3: 0.5 BND2: 0.48 BOV2 FBACK: 0.34 PT6B: 0.55
2 BND3: 0.34 PDT1: 0.47 PDT8: 0.45 PT220: 0.34 PDT1: 0.51
3 PT181: 0.33 PDT27: 0.47 FFDEMGAS: 0.35 BND3: 0.24 PDT8: 0.5
4 GCP25: 0.32 PT258: 0.47 FFDEM: 0.35 PDT1: 0.22 PT6A: 0.5
5 PT6A: 0.32 BND1: 0.47 GCP25: 0.31 BND1: 0.2 BOV2 FBACK: 0.49
6 FFDEM: 0.32 PT181: 0.46 PT296: 0.28 FFDEMGAS: 0.18 PT258: 0.46
7 PT296: 0.31 PT2: 0.45 PT258: 0.27 FFDEM: 0.18 BOV1 FBACK: 0.44
8 PT182: 0.31 GGSPD: 0.44 PT181: 0.27 PDT8: 0.18 PDT27: 0.43
9 FFDEMGAS: 0.31 GCP25: 0.44 PT3: 0.26 PDT27: 0.15 PT7: 0.43
10 GGSPD: 0.31 BOV2 FBACK: 0.44 BND1: 0.25 PT181: 0.15 LT1: 0.42
11 BND1: 0.31 PT296: 0.44 GGSPD: 0.25 GCP25: 0.15 RTD1: 0.42
12 PT295: 0.3 PT182: 0.44 PT182: 0.24 PT258: 0.15 PT296: 0.42
13 PDT1: 0.3 PT220: 0.43 PT295: 0.22 BOV1 FBACK: 0.14 PT181: 0.41
14 LT1: 0.29 BND2: 0.43 BND4: 0.22 BND4: 0.13 RTD48: 0.41
15 PT3: 0.27 FFDEMGAS: 0.42 PDT27: 0.22 PT182: 0.13 GCP25: 0.41
16 PT220: 0.27 FFDEM: 0.41 PT2: 0.18 GGSPD: 0.12 PT220: 0.41
17 PT2: 0.27 PT295: 0.37 PT220: 0.17 PT3: 0.11 TC10: 0.4
18 PDT27: 0.27 PT3: 0.37 PDT1: 0.17 PT2: 0.09 PT182: 0.4
19 BOV2 FBACK: 0.25 BND4: 0.36 PTSPD: 0.11 PTSPD: 0.08 TC1: 0.39
20 BND2: 0.25 BOV1 FBACK: 0.33 NaN NaN FFDEM: 0.37
21 BOV1 FBACK: 0.24 PTSPD: 0.13 NaN NaN FFDEMGAS: 0.37
22 PTSPD: 0.18 NaN NaN NaN BND1: 0.36
23 BND4: 0.17 NaN NaN NaN GGSPD: 0.34
24 NaN NaN NaN NaN PT8: 0.34
25 NaN NaN NaN NaN BND4: 0.33
26 NaN NaN NaN NaN BND3: 0.32
27 NaN NaN NaN NaN PT2: 0.32
28 NaN NaN NaN NaN BND2: 0.3
29 NaN NaN NaN NaN PT3: 0.27
30 NaN NaN NaN NaN PTSPD: 0.19
31 NaN NaN NaN NaN PT6: 0.16
Table A.9 Table showing the complete values of the Jensen-Shannon divergence for different
events and different sensors in SGT-400 gas turbines.
Appendix B
Code
B.1 Pseudocode for multi-agent simulations
In this experiment each of the agents described in Chapter 3 is implemented in Netlogo, the
pseudocode for these agents follows here (extracted from the author’s paper in the Journal of
Intelligent Manufacturing [149]). Note how in this simulation, Virtual Assets are not really
necessary as the data is entirely synthetic. Thus, in practice, the Virtual Assets and the Digital
Twins are merged into a single agent.
Algorithm 3 Virtual Asset
1: if HIi   0 then
2: Set HIi = HIi(tli);
3: Set tli = tli+1;
4: if agent-fault is False then
5: Update agent connections;
6: Send HIi to a higher-level agent;
7: end if
8: end if
9: if HIi < 0 then
10: Set fault True;
11: Set HIi = 0;
12: Set tli = 0;
13: end if
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Algorithm 4 Digital Twin
1: Receive HIi from the Virtual Asset;
2: Receive data from other Digital Twins;
3: Fit data using python’s least_squares algorithm;
4: if fault is False then
5: Set tef i from fit;
6: if tli > htef i then
7: Preventively maintain;
8: end if
9: end if
10: if fault is True then
11: Correctively maintain;
12: end if
13: if distributed is True then
14: execute distributed clustering algorithm;
15: end if
16: Send data to other Digital Twins;
17: Calculate computation time;
Algorithm 5Mediator Agent
1: Receive HIi from the Virtual Assets;
2: Fit data using python’s least_squares algorithm;
3: for Assets connected to the agent do
4: if fault is False then
5: Set tef i from fit;
6: if tli > htef i then
7: Preventively maintain;
8: end if
9: end if
10: if fault is True then
11: Correctively maintain;
12: end if
13: end for
14: Calculate computation time;
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Algorithm 6 Social Platform
1: Receive data from the Digital Twins or Mediator Agents (depending on architecture);
2: if centralised is False then
3: compute k-means clustering;
4: send data to the pertinent clusters;
5: end if
6: if centralised is True then
7: for Assets assigned to each cluster do
8: Fit data using python’s least_squares algorithm;
9: if fault is False then
10: Set tef i from fit;
11: if tli > htef i then
12: Preventively maintain;
13: end if
14: end if
15: if fault is True then
16: Correctively maintain;
17: end if
18: end for
19: end if
20: Compute purity and cost metrics;
21: Calculate computation time;
B.2 Implementation code
The full code corresponding to the experiments presented in Chapters 5 and 7 is not included
in this document because of proprietary reasons. However, extracts of it are described here in
pseudo-code.
B.2.1 Bespoke bash script
A bespoke bash script was used to run several python processes in parallel. Here, it is
described in pseudo-code. Note how in this script the number of turbines is given manually,
but in reality any turbine can join (or leave) the fleet of operative gas turbines by connecting
to the Social Platform.
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Algorithm 7 Bash script for fleet initialisation
1: timestep=T
2: N_assets=N
3: epochs_rnn=E
4: prediction_window=W
5: Calculate number of websocket ports needed (2 ·N+2)
6: idle_traj=I . number of trajectories needed to perform prognostics
7: run getport procedure that provides (2 ·N+2) unused ports
8: export all variables
9: procedure FUNCTION_FOR_ITERATIONS
10: local run=$1
11: export run
12: python3 -c run Virtual Asset(exports) and Digital Twin(exports) &
13: ‘#fg‘
14: end procedure
15: python3 -c run Social Platform(exports)
16: echo ${port[@]}
17: for run in (eval echo "{1..N_assets}") do;
18: do FUNCTION_FOR_ITERATIONS "$run" & done &&
19: ‘#fg‘
20: end for
B.2.2 Leanness experiment
The aim of this experiment presented in Sec. 5.5.4 is to demonstrate that the proposed
framework can adapt to a different industrial scenario with minimal modification to the
agents code. In this case, the industrial scenario corresponded to data coming from Siemens
Turbomachinery. In order to adapt the system to this data, the following lines of code were
changed:
Algorithm 8Modifications in the VM
1: (... rest of the agent code ...)
2: procedure LOAD_VA_DATA(data_source) .Most modifications done here
3: Load data in one batch! Parallel data loading / sampling .Memory constraints
4: C-MAPSS segmentation! Event-based segmentation . Recurrent events
5: end procedure
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Note how in a real industrial scenario, the data is loaded into the Virtual Asset in batches
due to memory constraints. This modification can also be used for the case of the C-MAPSS
data-set, and thus is shared across all industrial scenarios.
B.2.3 Data preparation for Principal Component Analysis
One of the steps of the dimensionality reduction framework presented in this thesis relies
on Principal Component Analysis (PCA). PCA decomposition is a method in which a set of
linearly correlated features is transformed into a set of linearly uncorrelated variables. This
new set of features is defined so that its components are ordered in decreasing value of their
captured variance.
In this thesis, PCA is only applied to features in the data-set that are strongly correlated
(a Pearson coefficient of 0.8 is chosen as an arbitrary boundary). Only the first two principal
components of every group of seven or less strongly correlated sensors are kept for further
prognostics.
Algorithm 9 PCA dimensionality reduction
1: procedure PCA_ANALYSIS(df_sensors,min_correlation=0.8)
2: Delete all sensors with more than 90% missing values
3: Calculate the Pearson correlation coefficient of all sensor pairs
4: sensors_unused=set(all_sensors)
5: while len(sensors_unused)>3 do
6: S= sensor in sensors_unused with more highly-correlated sensors
7: sensors_for_pca=higly_corr_sensors(S)[:7]
8: use sklearn’s RobustScaler to scale sensors_for_pca
9: pca.fit(sensors_for_pca)
10: pca.transform(sensors_for_pca)
11: save [scaler, pca_components, pca_decomposition]
12: sensors_unused=set(sensors_unused)-sensors_for_pca-S
13: end while
14: return all triplets of [scaler, pca_components, pca_decomposition]
15: end procedure
B.2.4 Class balance in the classification algorithm
For the classification algorithm used in the case study included in this thesis, it was crucial to
ensure that trajectories were split as a whole in the training and test data sets. Here included
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is a pseudo-code description of the algorithm used to perform the split. The pseudo code
also includes the target definition for the classification algorithm.
Algorithm 10 Train/test split for classification
1: procedure PREP_TRAIN_CLASS(df_sensors,tte,days,balanced)
2: re-normalise trajectory identifiers
3: targets=tte . tte is the time to event
4: for k in number_trajectories do;
5: targets[k][targets[k]<=days]=0
6: targets[k][targets[k]>days]=1
7: end for
8: split=3/4
9: while condition==False do
10: for j in number_trajectories do;
11: randomly assign trajectory j to test (p=1/4) or train (p=3/4)
12: if balanced then
13: check how many targets of each type have been insofar assigned
14: append a subset of the trajectory so the targets are balanced
15: end if
16: end for
17: if train/test split ⇡ split then
18: condition=True
19: end if
20: end while
21: return indexes belonging to train and test, targets
22: end procedure
