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Electro-optical properties of Cu2O in the regime of Franz-Keldysh oscillations
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Al. Prof. S. Kaliskiego 7, 85-789 Bydgoszcz, Poland
(Dated: September 18, 2018)
We present the analytical method enables one to compute the optical functions i.e., reflectivity,
transmission and absorption including the excitonic effects for a semiconductor crystal exposed to
a uniform electric field for energy region above the gap, for external field suitable to appearance
of Franz-Keldysh (FK) oscillations. Our approach intrinsically takes into account the coherence
between the carriers and the electromagnetic field. We quantitatively describe the amplitudes and
periodicity of FK modulations and the influence of Rydberg excitons on FK effect is also taking
into account. Our analytical findings are illustrated numerically for P excitons in Cu2O crystal.
PACS numbers: WPIAC 78.20., 71.35.Cc, 71.36.+c
I. INTRODUCTION
The absorption of light at the fundamental gap in semi-
conductors reveals two different kinds of electronic transi-
tions. At photon energies greater than the energy gap the
absorption of light causes processes in which an electron
is transferred to the conduction band and a hole is left in
the valence band. At energies lower than the gap there
are absorption peaks which correspond to processes in
which the conduction band electron and the valence hole
are bound to one another in states within the forbidden
energy gap. The possibility that electrons can exist in
semiconductors in excited bound states, termed excitons,
was first suggested by Frenkel1 and Peierls2 more than 80
year ago. In analogy to the tight binding and the nearly
free electron approximations, two types of excitons are
considered: tightly bound (Frenkel excitons) and weakly
bound (Wannier-Mott excitons). Frenkel excitons have a
Bohr radius of the order of the lattice constant or smaller.
Such exciton is strongly bound and usually localized on
one site. The electron and the hole do not move indepen-
dently. In contrast, the Bohr radius of a Wannier-Mott
exciton is much larger than the lattice constant, there-
fore it has a smaller binding energy and is delocalized
over a number of sites. Below we deal with the weakly
bound excitons. In 1952, E. Gross and N. Karriev5 dis-
covered these Wannier-Mott excitons experimentally in a
copper oxide (Cu2O) semiconductor. After that time ex-
citons have remained an important topic of experimental
and theoretical research, because of their dominant role
on the optical properties of semiconductors (molecular
crystals etc.,). The excitons have been studied in great
details in various types of semiconductor nanostructures
and in bulk crystals. Since there is a inestimable number
of papers, monographs, review articles devoted to exci-
tons, we refer to only a small collection of them.6−14 In
80-ties of the last century the main stream of research on
excitons was focussed on III-V and II-VI semiconductors,
but the research on the properties of excitons in Cu2O
was continued, in particular, by the group of Dortmund
(15 and the references therein).
A lot of studies, both experimental and theoretical,
have been devoted to examine various properties of ex-
citons in Cu2O bulk crystal and it appeared that the
spectroscopical features of copper oxide are through-out
recognized (see Refs.15−21). But recently, the interest
on this bulk semiconductor has reborn due to outstand-
ing experiment performed by Kazimierczuk et al.22 who
discovered highly excited states, so-called Rydberg exci-
tons (RE) in the natural crystal of copper oxide. They
have observed absorption lines associated with excitons
of principal quantum numbers up to n = 25.
A large amount of new studies which focused on ex-
traordinary properties of RE attracted increasing atten-
tion during last three years (23−31), especially on their
behaviour in external fields32−34 as well as in the context
of their spectra similarity to quantum chaos and break-
ing of all antiunitary symmerties35−37. Recently the first
observation of photoluminescence of excitonic Rydberg
states has been reported38.
Up till now much effort has been devoted to examine
excitons in Cu2O for energies below the gap, the region
in which the most important effect, i.e. the appearance
of excitons with high number n, has been observed. One
of the distinction peculiarity of copper oxide is the mod-
erately small Rydberg energy of only 90 meV, which as-
sures that all of relevant states from the ground state
up to the continuum above the band gap are optically
accessible using attainable lasers.
Recently some attempts39 have been reported , where
the optical properties of Cu2O for excitation energies ex-
ceeding the fundamental gap, are examined. Heckto¨tter
et al.,39 using two-color pump-probe spectroscopy, stud-
ied RE in copper oxide in the presence of free carriers
injected by above-band-gap excitation. They examined
the impact of an ultra-low-density plasma on Rydberg ex-
citations at the temperature of a few Kelvin and observed
that inside a Cu2O crystal plasma shifts the band edge
downwards, diminishing the maximum excitable Ryd-
berg state which, in consequence, leads to modulation of
plasma blockade induced by the band gap modulation.
Below we study an another effect appearing for above-
gap excitation, which refers to electro-optic properties.
For excitation energies below the gap, the main electro-
2optic effects are the shifting, splitting, and, for higher
excitonic states, mixing of spectral lines.32 As it was ob-
served for direct-band semiconductors, for energies above
the gap and when a constant electric field is applied, spe-
cific oscillations in the spectra has been observed, known
as the Franz-Keldysh oscillations.40−62
These oscillations are results of wave functions ”leak-
ing” into the band gap; the key mechanism of this effect is
photon-assisted tunnelling across the bandgap. When an
electric field is applied, the electron and hole wave func-
tions become Airy functions rather than plane waves (and
they have a ”tail” which extends into the classically for-
bidden band gap). Due to an electric field influence on in-
terband transitions in the presence of excitons the dielec-
tric constant of a semiconductor exhibits Franz-Keldysh
oscillations (FKO), which can be detected by modulated
reflectance. Franz-Keldysh effect, which gives the possi-
bility to create and control reflectivity oscillations, pro-
vide a key ingredient to the goal of achieving a precise
tool for steering on-demand periodicity and amplitude of
electro-modulations. FK effect has found also practical
applications, see, for example, patents.63
The theoretical description of the FK effect is quite
different of all phenomena below the gap. For ener-
gies below gap a well known solution of a hydrogen-like
Schro¨dinger equation can be used, where the term related
to the applied electric field is treated as a perturbation.32
For energies above the gap one deals with the continuum
states. When the electric field is applied, the relevant
material (constitutive) equation contains terms of differ-
ent symmetry, so an analytical solution is not known.
As it was mentioned by Ralph46 many years ago, to
the best of our knowledge, up till now the FK effect was
not examined for the Cu2O bulk crystal. In this paper we
propose modification of the real density matrix approach
which was applied in our the previous papers24,32,34 to de-
scribe optical properties of Rydberg excitons below gap.
Here we develop this approach including energies above
the gap and taking into account the changes caused by an
externally applied electric field, which intensity should be
small enough to avoid Stark localization but on the other
hand sufficient to enable observation of Franz-Keldysh
oscillations. Franz-Keldysh effect gives the possibility to
create and control reflectivity oscillations. Circumvent-
ing this problem would be a key to achieve the goal to a
precise tool for steering on-demand periodicity and am-
plitude of electro-modulations.
Below we show that using excitons one gets a flexi-
ble tool to study the oscillation dynamics of reflectivity
of a Cu2O crystal irradiated by an electromagnetic ra-
diation and affected by an electric field. The tunability,
which can be exploited to force the desired period and
amplitude of modulations, can be achieved through the
modification of an external electric field intensity, which
in turn influences the excitonic levels shifting and over-
lapping.
The paper is organized as follows. In Sec. II we sketch
the outline and present general density matrix equations
governing the evolution of the system, necessary for cal-
culation of the macroscopic polarization of a medium.
This general considerations are then specified for the case
of Cu2O in Sec. III. In Sec. IV the electro-susceptibility
is studied for the case of P -exciton. Sections V and VI
contain the discussion how more excitonic states can be
accounted for in the calculations of the FK effect. The
analytical expression for the transmissivity is presented
in Sec. VII and illustrative examples of susceptibility for
Cu2O are examined. The conclusions are discussed in
the last section VIII.
II. DENSITY MATRIX FORMULATION
We intend to calculate the optical functions of a Cu2O
crystal, when a homogeneous electric field is applied in
the z direction, which is chosen to be perpendicular to
the crystal surface, and the excitation energy exceeds the
fundamental gap energy. The method is based on the so-
called real density matrix approach (RDMA) which, for a
similar physical situation, but with excitation energy be-
low the gap, was used in Ref.32 The kernel of the RDMA
is the so-called constitutive equation
Y˙ (R, r) + (i/h¯)HehY (R, r) + (1/h¯)ΓY (R, r)
= (i/h¯)M(r)E(R), (1)
where Y is the bilocal coherent electron-hole amplitude
(pair wave functions), R is the excitonic center-of-mass
coordinate, r = re − rh the relative coordinate, M(r)
the smeared-out transition dipole density, E(R) is the
electric field vector of the wave propagating in the crys-
tal. The coefficient Γ in the constitutive equation repre-
sents dissipative processes. The two-band effective mass
Hamiltonian Heh of the system under a constant elec-
tric field F = (0, 0, F ) that includes the electron- and
hole kinetic energy terms, the electron-hole interaction
potential and the confinement potentials24 has the form
Heh = Eg − h¯
2
2me
∂2ze −
h¯2
2mhz
∂2zh −
h¯2
2µ‖
(∂2x + ∂
2
y)
− h¯
2
2M‖
(
∂2R‖ +R
−1
‖ ∂R‖
)
+ eF (zh − ze) (2)
+Veh(ze − zh, ρ) + Ve(ze) + Vh(zh),
where we have separated the center-of-mass coordinate
R‖ from the relative coordinate ρ on the plane x− y.
The dipole density vectors M should be chosen ap-
propriate for P - or F - excitons.34 The potential term
representing the Coulomb interaction in an anisotropic
medium is given by
Veh = − e
2
4πǫ0ǫb[(x2 + y2) + z2ǫ‖/ǫz]1/2
, (3)
3where we introduce the two effective dielectric constants,
ǫ‖, and ǫz, respectively, and define ǫb =
√
ǫ‖ǫz. The
smeared-out transition dipole density M(r), should be
chosen in our case appropriate for P - or F - excitons,34
is related to the bilocality of the amplitude Y and de-
scribes the quantum coherence between the macroscopic
electromagnetic field and the interband transitions.
The coherent amplitude Y defines the excitonic coun-
terpart of the polarization
P(R) = 2
∫
d3r Re [M(r)Y (R, r)] , (4)
which is than used in the Maxwell propagation equation
c2∇2RE− ǫbE¨(R) =
1
ǫ0
P¨(R), (5)
with the use of the bulk dielectric tensor ǫ
b
and the vac-
uum dielectric constant ǫ0. In the present paper we solve
the eqs. (1)-(5) in order to compute the electro-optical
functions (i.e.,reflectivity, transmission, and absorption)
for Cu2O. Contrary to the previous paper on electro-
optical properties32 we will consider the excitation ener-
gies above the energy gap, which will require a different
approach.
Both polarization and electric field must obey
Maxwell’s equations, which have to be solved in order to
get the propagation modes. The above approach takes
into account key factors necessary for the calculation of
all optical functions. They are obtained, as usual, by
comparing the amplitudes of incident, reflected or trans-
mitted electric fields, and depend on the applied field
strength and on the total crystal thickness.
III. THE BASIC EQUATIONS
The considered crystal is modelled by a slab with infi-
nite extension in the xy-plane and the boundary planes
z = 0, z = L. With the sake of simplicity, the slab is
located in vacuum. An monochromatic, linearly polar-
ized electromagnetic wave propagates along z axis. Its
electric field is given by
E = (0, Ey, 0), Ey = Eine
ik0z−iωt , (6)
where k0 = ω/c is the wave vector in the vacuum with
ω being the frequency and Ein is an amplitude of the
incoming wave. Due to the fact that the energy of the
propagating wave is divided into reflected and transmit-
ted wave one obtains the reflectivity, transmissivity and
absorption from the relations
R =
∣∣∣∣E(0)Ein − 1
∣∣∣∣
2
, T =
∣∣∣∣E(z = L)Ein
∣∣∣∣
2
,
A = 1−R− T, (7)
where E(z) is the x-component of the wave electric field
inside the crystal. The calculation of the optical func-
tions consists of several steps. The first one is the solu-
tion of the constitutive equation (1). Due to the specific
properties of Cu2O, we will treat the crystal as the bulk
region and look for the amplitude Y in the form
Y (Z, r) = Y (r)eikzZ . (8)
Assuming the wave propagation in the z direction, we
neglect the R‖ component and arrive at the equation
[
Eg − h¯ω − iΓ + h¯
2k2z
2Mz
− h¯
2
2µz
∂2z −
h¯2
2µ‖
(
∂2x + ∂
2
y
)
+eFz + Veh(z, ρ)
]
Y (x, y, z) =M(r)E(Z), (9)
where Mz, µz are the exciton total and reduced effective
masses in the z-direction, respectively. For further con-
siderations we must specify the dipole density M . Due
to symmetry properties of Cu2O the total symmetry of
the excitons’ state must be the same as the symmetry
of the dipole operator, and according to this the tran-
sition dipole density appropriate for P exciton will be
considered. This will result in the shapes of the real and
imaginary part of the electro-susceptibility. In the previ-
ous papers,32,34 for energies below the gap, we took the
dipole density in terms of spherical coordinates. For en-
ergies above the gap and with the applied electric field,
the cylindrical symmetry must be used. For the sake of
simplicity, we use the in-plane components of the dipole
density with the coherence radius r0 along the planes and
zero in the growth direction. The cylindrical version of
the formulas for Mx and My components, given in ref.
34,
has the form
M (1)x ∝M0
√
x2 + y2
(
eiφ − e−iφ) exp[−x
2+y2
2r2
0
]
i
√
πr30
δ(z),
(10)
M (1)y ∝M0
√
x2 + y2
(
eiφ + e−iφ
) exp[−x2+y22r2
0
]
√
πr30
δ(z).
For further considerations we introduce dimensionless
quantities
ρ =
√
x2 + y2
a∗
, ζ =
z
a∗
√
γ
, (11)
f =
F
FI
,
k2 =
2µ‖
h¯2
a∗2 (Eg − h¯ω − iΓ ) +
µ‖
Mz
(
k2za
∗2) ,
where FI is the so-called ionization field
FI =
h¯2
2µ‖ea∗3
=
R∗
a∗e
, (12)
with excitonic Rydberg R∗, a∗ being the correspond-
ing excitonic Bohr radius, and the anisotropy parameter
4γ = µ‖H/µz. With these quantities the Eq. (9) can be
rewritten in the form
(
k2 − ∂2ρ −
1
ρ
∂ρ − 1
ρ2
∂2φ − ∂2ζ + f
√
γζ
)
Y
=
2µ‖
h¯2
a∗2M (1)Ey +
2√
ρ2 + γζ2
Y. (13)
M (1) denotes the relevant components (x or y) of the
dipole density and Ey is the y component of electric wave
field.
IV. THE ELECTRO-SUSCEPTIBILITY FOR
THE P EXCITON
In this section we derive the expression for the bulk
Cu2O electro-susceptibility for P exciton. Following the
procedure described in Ref.56, we separate the hamilto-
nian of Eq. (1) transformed to the form (13) into a “ki-
netic+electric field” part Hkin+F and a potential term V
which lead to the following form of the basic constitutive
equations (1)
Hkin+FY = ME− V Y. (14)
The above expression corresponds to Lippmann-
Schwinger equation, in which the Green function G ap-
propriate to the “kinetic+electric field” part is adopted
for the coherent amplitude
Y = GME−GV Y. (15)
The Green function for Eq. (13) has the form
G(ρ, ρ′; ζ, ζ′;φ, φ′) =
1
(f
√
γ)
1
3
(16)
× 1
2π
∞∑
m=−∞
eim(φ−φ
′)
∞∫
0
xdxJm(xρ)Jm(xρ
′)gx(ζ, ζ′),
where
gx(ζ, ζ
′) = g< g>,
g< = πBi
[
(f
√
γ)
1
3
(
ζ< +
k2 + x2
f
√
γ
)]
+iAi
[
(f
√
γ)
1
3
(
ζ< +
k2 + x2
f
√
γ
)]
, (17)
g> = Ai
[
(f
√
γ)
1
3
(
ζ> +
k2 + x2
f
√
γ
)]
,
Jm are Bessel functions, and Ai(z), Bi(z) are Airy func-
tions (see Ref.64). To obtain the optical functions one
has to solve the Eq. (15) using the Green function (16).
Please note that the Eq. (15) has the form of Fredholm
integral equation of second type. There are many meth-
ods of solving such equations65 and particular choice de-
pends on specific properties of the particular crystal. One
of the methods uses a certain form of the function Y
(ansatz) which depends on an unknown parameter Y0.
The parameter is then obtained from the equation (15)
and used to calculate the polarization from Eq. (4) and
the electric field of the wave from Eq. (5).
The ansatz for Y will be taken in the form
Y (ρ, ζ, φ) = Y0
eiφ + e−iφ
2
ρ exp
(
−k
√
ρ2 + γζ2
)
. (18)
which has the symmetry of 2P exciton state. With the
above ansatz, Green’s function (16) and the My dipole
densities (10), which in our scaled variables (normalized
in spatial variables ρ, ζ) takes the form
M (1)y =
√
2
π
M0
π
√
γρ30a
∗3
×ρ exp
(
− ρ
2
2ρ20
)
eiφ + e−iφ
2
δ(ζ), (19)
where ρ0 = r0/a
∗, we obtain the following expression for
the susceptibility
χ = 2
|M0|22µ‖ρ20
ǫ0
√
γa∗h¯2(f
√
γ)
1
3Q
×
∞∫
0
x3dx exp(−ρ20x2)
[
Bi
(
k2x
(f
√
γ)
2
3
)
(20)
+iAi(
k2x
(f
√
γ)
2
3
)
]
Ai
(
k2x
(f
√
γ)2/3
)
M˜Y
M0Y0
= 2
|M0|22µ‖ρ20
ǫ0
√
γa∗h¯2Q
· 1
2
(f
√
γ)e−Eρ
2
0
×
∞∫
−E
du e−ρ
2
0
(f
√
γ)2/3u (u+ E) [Bi(u) + iAi(u)]Ai(u),
and
k2x = k
2 + x2,
u =
k2 + x2
(f
√
γ)2/3
,
h¯Θ = R∗(f
√
γ)2/3 =
(
h¯2
2µz
)1/3
(eF )2/3, (21)
E = h¯ω − Eg
h¯Θ
,
M˜Y
M0Y0
=
√
2π√
γ
ρ0 exp
(
k2ρ20
4
)
D−4(kρ0),
h¯Θ being the so-called electro-optical energy, and D−4
the parabolic cylinder function (for example,64,66)
Dp(z) =
exp(−z2/4)
Γ(−p)
∞∫
0
e−xz−(x
2/2)x−p−1dx,
(Re p < 0). (22)
5The expression Q appearing in the denominator in (20)
is given by
Q =
(M˜Y )− M˜GV Y
M0Y0
, (23)
where
M˜GV Y
M0Y0
=
2π
(f
√
γ)1/3
∞∫
0
x3 dxe−ρ
2
0
x2/2Ai
(
k2x
(f
√
γ)2/3
)
×
∞∫
0
dζ
(√
γζ
k2x
+
1
k3x
)
e−kx
√
γζ
{
Bi
[
(f
√
γ)1/3
(
k2x
f
√
γ
− ζ
)]
+iAi((f
√
γ)1/3
(
k2x
f
√
γ
− ζ)
)}
+
2π
(f
√
γ)1/3
∞∫
0
x3 dxe−
ρ2
0
x2
2
[
Bi
(
k2x
(f
√
γ)2/3
)
(24)
+iAi
(
k2x
(f
√
γ)2/3
)]
×
∞∫
0
dζe−kx
√
γζ
(√
γζ
k2x
+
1
k3x
)
Ai
[
(f
√
γ)1/3
(
k2x
f
√
γ
+ ζ
)]
.
The vanishing of the real part gives the resonance of the
susceptibility. In particular, for the case without electric
field F = 0, one obtains
M˜GV Y
M0Y0
=
1
3k
√
2
π
1√
γ
2(1 + 2
√
γ)
(1 +
√
γ)2
ek
2ρ2
0
/4Γ(4)D−4(kρ0),
(25)
with the Euler Gamma function Γ(z). Some unique fea-
tures of the susceptibility can be read off directly from
the formula (20). In particular, for energies above the
gap (i.e. for h¯ω > Eg) we obtain the FK oscillations in
the spectrum, which appear due to periodical character
of Airy functions Ai and Bi.
Some quantitative properties of the spectrum can be
obtained by neglecting the electron-hole interaction, i.e.
by taking V = 0. The results for the susceptibility ensue
from the formula (20) with Q = 1 are shown in Fig.1 (the
real part) and Fig. 2 (the imaginary part) for two val-
ues of the applied electric field and two values of ρ0. We
have used the values Eg = 2172 meV, R
∗ = 86.981 meV,
γ = 0.5351, µ‖ = 0.396 m0, a∗ = 1.0 nm, and phe-
nomenological value of damping Γ = 0.05 meV. The
dipole matrix element M0 is related to the longitudinal-
transverse splitting energy ∆LT .
24
It can be seen from Fig.1-2 that for energies above
the gap the noticeable oscillations in dispersion and ab-
sorption spectra appear. Their period and amplitude in-
crease with a fields strength. It should be noted that
the external field should be chosen carefully, i.e., to be
small enough to avoid Stark localization but sufficiently
strong for oscillation to manifest. The results of the field
impact is more pronounced on susceptibility differential
spectrum
∆χ = χ(F )− χ(F = 0). (26)
Fig. 3 presents the imaginary part of the susceptibility
for two values of the external electric fields. One can see
more explicit the oscillations of real and imaginary part
of χ; their amplitudes are slightly dependent on the the
field strength while oscillation period strongly depends on
the field; this relation will be discussed in more details
below.
The results are more evident when we consider the
limit Γ → 0, kz → 0, ρ0 → 0, which is suitable for situa-
tion above the gap. Then the integrals in (20) involving
Airy functions can be performed67 and we obtain
Reχ =
4χ′
√
πρ30
Q
(
h¯Θ
R∗
)3/2
×1
6
[
4EAi′Bi′ + 4E2AiBi−Ai′Bi−AiBi′] (27)
=
4χ′
√
πρ30
Q
{
2
3
(
h¯Θ
R∗
)1/2
×
(
h¯ω − Eg
R∗
)
Ai′
(
− h¯ω − Eg
h¯Θ
)
Bi′
(
− h¯ω − Eg
h¯Θ
)
+
2
3
(
R∗
h¯Θ
)1/2(
h¯ω − Eg
R∗
)2
×Ai
(
− h¯ω − Eg
h¯Θ
)
Bi
(
− h¯ω − Eg
h¯Θ
)
−1
6
(
h¯Θ
R∗
)3/2
Ai′
(
− h¯ω − Eg
h¯Θ
)
Bi
(
− h¯ω − Eg
h¯Θ
)
−1
6
(
h¯Θ
R∗
)3/2
Ai
(
− h¯ω − Eg
h¯Θ
)
Bi′
(
− h¯ω − Eg
h¯Θ
)}
Imχ = −C
{
1
6
(
h¯Θ
R∗
)3/2
Ai′
(
− h¯ω − Eg
h¯Θ
)
Ai
(
− h¯ω − Eg
h¯Θ
)
+
1
3
(
h¯Θ
R∗
)1/2(
h¯ω − Eg
R∗
)
Ai′2
(
− h¯ω − Eg
h¯Θ
)
+
1
3
(
R∗
h¯Θ
)1/2(
h¯ω − Eg
R∗
)2
Ai2
(
− h¯ω − Eg
h¯Θ
)}
(28)
with a certain constant C, and χ′ defined as
χ′ =
ǫb
√
π∆LT
8R∗
√
γρ0
.
Note that the above expressions differ from the ex-
pressions for S -excitons (allowed interband transitions,
for example GaAs)42,43,56
Imχ ∝
{
h¯ω − Eg
h¯Θ
Ai2
(
− h¯ω − Eg
h¯Θ
)
+
[
Ai′
(
− h¯ω − Eg
h¯Θ
)]2}
. (29)
6Now we can perform qualitative discussion of the spec-
tra spectra features. Having in mind the properties of
Cu2O we observe, that the value of the electro-optical
energy h¯Θ is small compared to the Rydberg energy.
Therefore the arguments of the Airy functions in expres-
sions (27) and (28) quickly reach the values which justify
the use of their asymptotic expansions, giving in the low-
est order with respect to ζ the formulas for the real and
imaginary part of the susceptibility
Reχ→ C1
(
h¯Θ
R∗
)3/2
sin 2ζ, (30)
Imχ→ −C2
(
h¯Θ
R∗
)3/2
cos 2ζ +
1
3π
(
h¯ω − Eg
R∗
)3/2
ζ =
2
3
(
h¯ω − Eg
h¯Θ
)3/2
,
with certain constants C1, C2. The above expressions
allow to get the periodicity of the FK oscillations; the
peaks will appear at energies
(En − Eg)3/2 = 3
4
nπ(h¯θ)3/2 =
3nπeh¯F
4
√
2µz
. (31)
Please note that the above formula includes all ex-
trema. It means that the periodicity of FK oscilla-
tions can be used for determining the effective masses
along the z axis, as it was done in the case of semicon-
ductor superlattices.53,54 With regard to Eq. (30) we
observe FK oscillations around a curve (h¯ω − Eg)3/2.
The slope is analogous to that obtained for forbidden
transitions42,43,61 and differs from that observed for S
excitons, which in turn depend on (h¯ω − Eg)1/2.42,43,56
V. IMPACT OF HIGHER EXCITONIC STATES
ON FRANZ-KELDYSH EFFECT
Above we have considered the Franz-Keldysh effect
with one exciton state. Up till now only the problem
of the dependence of multiplicity of excitonic states on
Franz-Keldysh effect for confined systems or for a sys-
tem in an external magnetic field were examined (57,58
and references therein), but the general solution of the
issue for bulk crystal is not available. Below we propose
a method which allows to study the effect of two lowest
exciton states. To achieve this goal we will consider the
amplitude Y in the form
Y = Y1 + Y2, (32)
where
Y1 = N1Y01ρe
iφe−k
√
ρ2+γ2ζ2 = Y01ψ1,
Y2 = N2Y02ρe
iφ
(
3− k
√
ρ2 + γ2ζ2
)
e−(2k/3)
√
ρ2+γ2ζ2
= Y02ψ2, (33)
orthogonal for k real (below the gap for Γ=0), andN1, N2
represent the normalization factors for the resonance en-
ergies. In the above definitions we neglect the center-of-
mass dependence.
The ansatz (32) contains two unknown parameters
Y01, Y02. They can be determined from the integral equa-
tion (15). One of the possible methods is to use the
projection of those equations onto an orthonormal ba-
sis which yields equations for the parameters (Galerkin
method). Wee choose the basis in the form
ϕ1(ρ, ζ, φ) =
1√
π
ρ
ρ20
eiφ exp
(
− ρ
2
2ρ20
)
δ(ζ), (34)
ϕ2(ρ, ζ, φ) =
√
2
π
ρ
ρ20
eiφ
(
1− ρ
2
2ρ20
)
exp
(
− ρ
2
2ρ20
)
δ(ζ).
Using the common notation for scalar product we obtain
two equations
〈ϕ1|Y 〉 = 〈ϕ1|GM〉 − 〈ϕ1|GV Y 〉,
〈ϕ2|Y 〉 = 〈ϕ2|GM〉 − 〈ϕ2|GV Y 〉, (35)
where we neglected the constant factors. Inserting the
expression for Y we get from (35) the equations
a11x1 + a12x2 = b1,
a21x1 + a22x2 = b2, (36)
where
x1 =
2
ǫ0EM0Y01, x2 =
2
ǫ0EM0Y02,
a11 = 〈ϕ1|ψ1〉 − 〈ϕ1|GV˜ ψ1〉, (37)
and
a12 = 〈ϕ1|ψ2〉 − 〈ϕ1|GV˜ ψ2〉,
a21 = 〈ϕ2|ψ1〉 − 〈ϕ2|GV˜ ψ1〉,
a22 = 〈ϕ2|ψ2〉 − 〈ϕ2|GV˜ ψ2〉,
(38)
V˜ =
2√
ρ2 + γζ2
, M˜ =
M
M0
,
b1 =
2µ‖
h¯2a∗
2M20
ǫ0
〈ϕ1|GM˜〉,
b2 =
2µ‖
h¯2a∗
2M20
ǫ0
〈ϕ2|GM˜〉.
The quantities x1, x2, b1, b2 are dimensionless; x1, x2 de-
fine the electro-susceptibility by the equation
χ = x1〈M |ψ1〉+ x2〈M |ψ2〉. (39)
As it has been done above, some information can be elicit
by setting V = 0. After a simple algebra we obtain
x1 =
1
∆
(b1〈ϕ2|ψ2〉 − b2〈ϕ1|ψ2〉) ,
x2 =
1
∆
(b2〈ϕ1|ψ1〉 − b1〈ϕ2|ψ1〉) , (40)
∆ = 〈ϕ1|ψ1〉〈ϕ2|ψ2〉 − 〈ϕ1|ψ2〉〈ϕ2|ψ1〉,
7Comparing the above outcomes with the aforemen-
tioned results for one exciton state we observe that an ad-
ditional state (the same holds for more additional states)
will only influence the shape and the amplitude of FK os-
cillations while the periodicity will practically remain the
same since it is involved in the Green function. One can
also say that the calculation, at least the analytical one,
will be more intricate than in the case of the one exciton
state. In consequence, the method described above prac-
tically is operational only for two exciton states. How-
ever, it should be also stressed that the higher excitonic
states are coupled with oscillator strengths decreasing as
1/n3, so their influence will at least be orders of magni-
tude smaller that contribution of the two lowest states.
VI. RYDBERG EXCITONS IN A
ONE-DIMENSIONAL MODEL
As we have discussed above, the simultaneous descrip-
tion of a multiplicity of excitonic states below the gap
and the FK oscillations above the gap is, at the moment,
not accessible. So, considering the multiplicity of exci-
ton states as the dominant feature of Rydberg excitons,
we propose a simplified exciton model, where both phe-
nomena can be described by analytical formulas. To this
end, we consider a system with the reduced dimensional-
ity, where the electron with the effective massme and the
hole with the effective massmhz move along the z-axis. A
constant electric field F is applied in the same direction.
The optical properties of the system described in previ-
ous sections will be described with the RDMA, starting
from the constitutive equation (1), with the Hamiltonian
(2) which now takes the form
Heh = Eg − h¯
2
2me
∂2ze −
h¯2
2mhz
∂2zh + eF (zh − ze)
+Veh(ze − zh) + Ve(ze) + Vh(zh). (41)
To account for n excitonic states, we consider the system
as a set of independent oscillators which, in our formal-
ism, will be related to the exciton amplitudes Yn. The
amplitudes will satisfy the equations[
Eg − h¯ω − iΓn − h¯
2
2µz
∂2z
+ eFz + Vehn(z)
]
Yn(z) = Mn(z)E0, (42)
where E0 is the amplitude of the electromagnetic wave
propagating in the medium. The potentials Vehn and
the transition dipole matrix elements Mn will be chosen
to reproduce the optical properties of Rydberg excitons.
The Eq. (4) for the total polarization will be replaced by
the relation
P(R) = 2
∫
d3rRe
[∑
n
Mn(r)Yn(r,R)
]
. (43)
Following the scheme described in Sec. III, we arrive
at the equation[
k2 − ∂2ζ + f
√
γζ
]
Yn
=
2µ‖
h¯2
a∗2M˜n(ζ)E0 − V˜ehn(ζ)Yn. (44)
The Green function of the above equation has the form
(compare Eq. (17) )
G(ζ, ζ′) = g< g>,
g< = πBi
[
(f
√
γ)
1
3
(
ζ< +
k2
f
√
γ
)]
+iAi
[
(f
√
γ)
1
3
(
ζ< +
k2
f
√
γ
)]
, (45)
g> = Ai
[
(f
√
γ)
1
3
(
ζ> +
k2
f
√
γ
)]
.
When the external electric field is absent, the Green func-
tion takes the form
G(ζ, ζ′)F=0 =
exp(−k|ζ − ζ′|
2k
. (46)
Choosing M˜n and V˜ehn in the form
M˜n = M0nδ(ζ), V˜ehn = 2
√
εTnδ(ζ) (47)
we arrive at the following expression for the susceptibility
χ =
∑
n
fnG(0, 0)
1− 2√εTnG(0, 0) , (48)
with oscillator strength, for which we can use the expres-
sions derived in Ref.24 With respect to (46), for energies
below the gap and for the field F = 0, we obtain
χ =
∑
n
fn
2(k −√εTn) . (49)
The poles in the susceptibility define the quantities εTn
which can be expressed by the exciton resonances ener-
gies h¯ωTn as εTn = (Eg − h¯ωTn)/R∗. When considering
the case of Cu2O, the resonance energies are well-known,
both experimentally,22 as theoretically.24,29 For Cu2O we
start with n = 2 and the oscillator strengths fn will be
chosen as
fn = ǫb
∆LT
R∗
32
3
n2 − 1
n5
. (50)
The absorption calculated by the Eq. (49) is shown in
Fig. 4. One can see the resonances below the gap as
well as characteristic for FK effect oscillations in the re-
gion above the gap. The Rydberg excitones states com-
pose the background of FK oscillations. When the elec-
tric field is applied, we use the expression (48) using the
Green function (45). As in the 3-dimensional considera-
tions, we observe the FK oscillations (Fig. 5). One can
see that the period and phase of the them do not de-
pend on excitonic state number n. The advantage of the
8method described in this section results from the fact
that arbitrary number of excitonic states can be taken
into account; in such a case the optical functions display
the impact of the increasing number of states taken into
account.
VII. OPTICAL FUNCTIONS AND EXCITON
EFFECT
The complete results will contain the exciton effect,
which in our theoretical treatment is related to the reso-
nant denominator Q. The results are displayed in Figs.
6-10. In Fig. 6 we illustrate the influence of excitons
on the shape of the susceptibility. The impact of ex-
citon manifests in increasing of the absorption; the FK
oscillations increase and move towards higher energies
while their period and phase remains almost the same.
The FK oscillations become more evident when we plot
higher derivatives of the susceptibility. It is shown in
Figs. 7-8 where we show the dependence of the second
derivative d2χ/dE2 on the excitation energy. The Fig. 7
shows the imaginary part of susceptibility as a function
of energy and field strength. For clarity, the brightness is
proportional to the second derivative with respect to the
energy. The F-K effect is visible as sinusoidal oscillations
with period proportional to the applied field. One can see
that the first maximum occurs just above the band gap,
at 2172 meV. The thin lines are Stark shifted absorption
lines of P and F excitons with principal number up to
n=20, calculated according to our method.32 The Fig. 8
shows the full absorption spectrum in a wide range of
energy below and over the band gap, highlighting both
the F-K effect and excitonic states. One can see that due
to the Stark shift, for sufficiently strong field F, the ex-
citonic maxima overlap with the F-K effect. Having the
susceptibility, we can calculate the optical functions from
the relations (7). According to the discussion presented
in Ref.32 the polaritonic effect in Cu2O can be neglected
so optical functions can be applied with the help of the
usual formulas for a dielectric slab of thickness; the trans-
missivity T is given by expression
T =
16|n|2
|(1 + n)2|2 e
−αL =
=
16
(
n21 + n
2
2
)
[
(1 + n1)
2 − n22
]2
+ 4n22 (1 + n1)
2
e−αL. (51)
Here
α = 2
h¯ω
h¯c
Imn (52)
denotes the absorption coefficient, and n is the complex
refraction coefficient n =
√
ǫb + χ = n1 + in2. The re-
sults obtained from Eq. (51) are displayed in Figs. 9
and 10. As can be seen from Fig. 9 the transmission
spectrum has characteristic FK oscillations in the energy
region above the gap. Again as expected, their amplitude
and periodicity relay on the electric field strength. This
effect is more pronounced in Fig. 10, where the spectrum
of transmission difference as the of energy is displayed.
The positions of oscillations’ minima and maxima are in
perfect agreement with peaks for excitation energies pre-
dicted by formula (31).
VIII. DISCUSSION AND CONCLUSIONS
We wish to summarize briefly the results we have ob-
tained by applying the dynamical density matrix ap-
proach for the optical properties of semiconductor’s with
Rydberg excitons exposed to a static electric field. We
have developed a simple mathematical procedure to cal-
culate electro-optical functions of semiconductor crystal
with symmetry where P -exciton transitions are dipole
allowed. For excitation energies larger than the funda-
mental gap we observe oscillations in all optical func-
tions which are identified with Franz-Keldysh oscilla-
tions. Their periodicity with respect to the excitation
energy, the amplitudes and the dependence on the ap-
plied field strength was calculated and presented in the
form of analytical expressions. The results differ from
the known results on FK effect for S excitons. We have
also examined the influence of the coherence of the carri-
ers with the electromagnetic field. The presented method
has been used to investigate electro-optical functions of
Cu2O crystal for the case of normal incidence and the
static electric field applied in the same direction.
Franz-Keldysh effect provides the optoelectronic mech-
anism to create and control the electro-modulations
which might be an essential and flexible tool for con-
structing optical compatible output devices e.g., a mod-
ulator or detectors with an off-chip laser. The copper
oxide-based optoelectronic modulators employing Franz-
Keldysh effect might show great promise in meeting the
strict energy requirements with controlled modification
of the reflection/transmission modulation.
The experimental data for FK effect in Cu2O are not
available yet, but we hope that our theoretical consider-
ations might stimulate experiments of the electro-optical
properties of this crystal for above gap regime. We con-
clude that the dynamical density matrix approach is well
suited to describe the macroscopic fields (static and dy-
namic) and the microscopic excitons in all limits of phys-
ical interest.
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FIG. 1: Real part of the electro-susceptibility for a Cu2O
crystal, calculated by the formula (20), taking into account the
excitonic effect, for two values of the electric-field strength
(F=10 V/cm and F=20 V/cm), with the coherence radius
ρ0 = 0.2 a∗, Γ = 0.05 meV.
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FIG. 2: The same as in Fig. 1, for the imaginary part of the
susceptibility
−1 0 1 2 3 4 5 6 7
∆
R
e
χ
 
 
F=10 V/cm
F=20 V/cm
−1 0 1 2 3 4 5 6 7
(E −Eg)/h¯Θ
∆
Im
χ
FIG. 3: The difference ∆χ = χ(F )− χ(F = 0) displayed for the
data of Fig. 1, for two values of the applied electric field.
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FIG. 4: Aborption spectrum in a one-dimensional model,
calculated by the formula (48), taking into account the excitonic
states with n=2-20.
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FIG. 5: Real and imaginary part of susceptibility in the
energetic region above the gap.
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FIG. 6: (a) Imaginary part of the susceptibility for a Cu2O
crystal, calculated by Eq. (20), by taking into account one
exciton state and with the applied field strength F=10 V/cm,
compared with those calculated without excitonic effects, with
parameters as in Fig. 2, (b) The first derivative of susceptibility.
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FIG. 7: The spectrum of the second derivative of susceptibility
for a Cu2O crystal and the applied field strength F=0-40 V/cm.
The long period F-K oscillations are superimposed on
Stark-shifted excitonic states, seen as thin lines.
FIG. 8: The same as in Fig. 7, over a wider range of energy.
The border of F-K oscillations at 2172 meV is readily visible.
Excitonic states with n=8-20 are taken into account.
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FIG. 9: Transmission spectrum for a Cu2O crystal with
thickness 30 µm, calculated by the formula (51).
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FIG. 10: The spectrum of the difference
∆T = T (F = 10 V/cm)− T (F = 0). The dashed lines indicate
the position of peaks obtained from the Eq. (31).
