We present a scalability study of Golub-Kahan bidiagonalization for the parallel iterative solution of symmetric indefinite linear systems with a 2 × 2 block structure. The algorithms have been implemented within the parallel numerical library PETSc. Since a nested inner-outer iteration strategy may be necessary, we investigate different choices for the inner solvers, including parallel sparse direct and multigrid accelerated iterative methods. We show the strong and weak scalability of the Golub-Kahan bidiagonalization based iterative method when applied to a two-dimensional Poiseuille flow and to two-and three-dimensional Stokes test problems.
Introduction
As current and future high-performance computing (HPC) platforms scale, calculations will be able to increase in size and complexity and take advantage of the available processing power and memory. At this scale, HPC applications will increasingly rely on the parallel numerical libraries and environments, such as those offered by Trilinos [17] or PETSc [4] for the solution of large-scale linear systems using either direct or iterative methods. Such frameworks help to abstract the low-level parallel programming details and enable application users and developers to focus on their domain problem at hand. A report from the U.S. Department of Energy [9] notes that "Numerical libraries will continue to play an important role at the exascale" and that they will allow to share the methods implemented therein among "applications with similar characteristics".
In this article, we focus on iterative solvers for indefinite saddle point systems of the type
with a symmetric positive semi-definite matrix W ∈ R m×m and A ∈ R m×n . These systems arise in many applications and their efficient solution is an active research area. A comprehensive review of application fields, solvers and preconditioners can be found in [7] . Arioli [2] proposed a new iterative algorithm by generalizing the standard Golub-Kahan bidiagonalization to matrices of type (1) . In a recent project jointly with the French electric utility EDF, we further investigated this generalized Golub-Kahan bidiagonalization solver (GKB) [3] . We have shown on the industrial test case of the structural analysis of nuclear reactor containment buildings that the solver converges in only a few steps. A major milestone in the project was the deployment of the developed GKB-based solver for industrial use at EDF. In several application fields, numerical studies are run in the company with the initially in-house and then later open source finite element software code aster * . It is interfaced with PETSc, which motivated our selection to implement the GKB solver into this framework. A major advantage of this choice is that the algorithm leverages many PETSc features, such as high-degree of parallelism and efficient parallel implementation of basic sparse linear algebra operations [6] .
In this work, we focus on extending and improving our previous research on the parallel performance of the GKB solver [19] . By linking with the MKL library for executing dense linear algebra operations, we first improve previously obtained computation times, especially those for MUMPS. As a new test problem, we introduce a 3D Stokes example, which is discretized by Q2-P1 finite elements and we show that the solver is scalable for a fixed problem size. We discuss the weak scalability of the nested inner-outer iterative variants of our solver on the three test cases in two-and three-dimensions. Furthermore, we investigate the portability and present the performance of the algorithm on an AMD architecture. This paper is organized as follows. Some theoretical aspects of the GKB algorithm are reviewed in Section 2. Then we will comment on its implementation and usage in PETSc in Section 3. In Section 4, we introduce the Poiseuille flow problem and two-and three-dimensional Stokes test problems and determine required parameters for the set up and in the stopping criterion. Finally we investigate the strong and weak scalability of the nested iterative solver combinations and show that the GKB method is scalable when an efficient inner solver is used.
Generalized Golub-Kahan Bidiagonalization
We start by summarizing the main results of [2] which are needed in our further discussion. The generalized Golub-Kahan bidiagonalization algorithm requires a positive definite (1,1)-block and g = 0 in the right-hand side. Depending on the application, W may, however, be only positive semi-definite. A common method to obtain a positive definite (1,1)-block is to apply the augmented Lagrangian approach [2, 7, 16] . Let ker(W)∩ker(A T ) = {0} and N ∈ R n×n be symmetric positive definite. We modify the upper left block to
for some 0 ≤ γ ≤ 1. With the additional transformation
(1) is then equivalent to
The non-singularity of M follows from ker(W) ∩ ker(A T ) = {0}. This kind of regularization can also be applied when W is positive definite, with the goal that for a suitably chosen N, we may find that (4) becomes easier to solve than the original system. In the following, we will use the notation M for a symmetric positive definite matrix. We will use γ = 1 whenever an augmented Lagrangian approach is used and γ = 0 to work with the original matrix W (thus avoiding the matrix transformation in (4)). We will not discuss any intermediate value of γ, as this factor can be included in N. Furthermore, we use the Hilbert spaces
Fundamentals of the Golub-Kahan Bidiagonalization Algorithm
The (standard) Golub-Kahan bidiagonalization procedure has been widely used in the computation of the singular value decomposition of rectangular matrices. LetÃ ∈ R mxn , then we search for two unitary matricesQ n×n andṼ m×m , such thatṼ TÃQ = B, where
In [15, 21, 22] , several algorithms for the bidiagonalization are presented that can be applied toÃ. Here, we will specifically analyze one of the variants known as the Craig-variant [21, 22, 23] . With the transformations A = M 1/2Ã N 1/2 , Q = N −1Q and V = M −1Ṽ , the Golub-Kahan bidiagonalization can be generalized into seeking the matrices Q, V and B, such that
For a more detailed derivation, we refer to [2, 20] . By the change of variables u := Vẑ and p := Qŷ and by multiplying the system from the left by the block diagonal matrix blockdiag(V T , Q T ), the augmented system can be transformed with (5) into
It follows immediately thatẑ T = (ẑ T 1 ,ẑ T 2 ) = (ẑ T 1 , 0). Consequently, u only depends on the first n columns of V and, thus, the system reduces to
The GKB algorithm can be set such that
We denote the iterates ofẑ1 by z k and the entries of z k by ζj, j = 1, .., k, i.e. z T k = (ζ1, .., ζ k ). In [2] , it is proved that by taking advantage of the recursive properties of the standard Golub-Kahan algorithm [15] , and using some of the results of [21] , we can obtain the fully recursive Craig's variant algorithm (Algorithm 1). We highlight that in each iteration two linear systems, one for M and one for N must be solved. In the following, we use exclusively N = 1 ν I, so that the inversion of N has only negligible cost. On the other hand, when applying the augmented Lagrangian approach (4), the matrix M usually suffers of ill-conditioning for increasing values of ν. The inversion of M might then become costly, whereas the GKB algorithm converges usually in fewer iterations [3] .
Algorithm 1 Golub-Kahan bidiagonalization algorithm
Require: M, A, N, b, maxit k = 0; β 1 = b N −1 ; q 1 = N −1 b/β 1 w = M −1 Aq 1 ; α 1 = w M ; v 1 = w/α 1 ζ 1 = β 1 /α 1 ; d 1 = q 1 /α 1 ; p (1) = −ζ 1 d 1 ; u 1 = ζ 1 v 1 ; while convergence = false and k < maxit do k = k + 1 g = N −1 A T v k − α k Nq k ; β k+1 = g N q k+1 = g/β k+1 w = M −1 (Aq k+1 − β k+1 Mv k ); α k+1 = w M v k+1 = w/α k+1 ζ k+1 = − β k+1 α k+1 ζ k d k+1 = (q k+1 − β k+1 d k ) /α k+1 u k+1 = u k + ζ k+1 v k+1 ; p k+1 = p k − ζ k+1 d k+1 [ convergence ] = check(z k , . . . ) end while return u k+1 , p k+1
Stopping Criterion
The statement 'check(z k )' in Algorithm 1 is yet undefined. In this section, we review a lower bound estimate of the error in energy norm as stopping criterion that was initially proposed by Arioli [2] . The error e k = u − u k can be expressed, using the relations in (5) and the M-orthogonality property of V, by
To compute e k , we thus need ζ k+1 to ζn, which are available only after the full n iterations of the algorithm. Given a threshold τ < 1 and an integer d, we define lower bounds of e k 2 M and u M by
and, then, by them a stopping criterion
ξ k,d measures the error at step k − d, but as the following u k minimize the error due to an important property of minimization of Craig's algorithm [22] , we can safely use the last ones. For computational examples underlying the efficiency of this lower bound stopping criterion, we refer the reader to [2, 3] . In terms of numerical cost, this lower bound estimate is very inexpensive to compute.
Implementation and Usage Details
We have implemented the GKB solver in the PETSc PCFIELDSPLIT [5, Chapter 4.5] environment and it is available in the 3.11 release. PCFIELDSPLIT provides preconditioners and solvers for block-matrices, as for example several variants of Schur complement preconditioners for 2x2 block matrices. Similar to many solution methods in PETSc, the GKB method can be used as either a preconditioner or solver. To obtain GKB as solver, the standard PETSc options are to be set as -ksp type preonly -pc type fieldsplit -pc fieldsplit type gkb. The solver can only be used for symmetric block matrix systems with zero (2,2)-block as in Eq. (1). If the matrix is not symmetric, the code will stop with an error message. The (1,1)-block may be positive semi-definite or definite. An augmented Lagrangian approach must be used to ensure the non-singularity of the matrix in the first case and it can be used to obtain a potentially better convergence in the second case (see Section 2). The GKB PETSc options are -pc fieldsplit gkb nu ν > 0: Eq. (2) is used with γ = 1, N = 1 ν I. ν = 0: Original system is used, i.e. γ = 0 and N = I.
-pc fieldsplit gkb delay
The delay d in the lower bound stopping criterion of Section 2.2 -pc fieldsplit gkb tol
Stopping tolerance τ of the solver.
-pc fieldsplit gkb maxit
Maximal number of iterations.
-pc fieldsplit gkb monitor
Displays the lower bound estimate at each iteration.
In general, N may be any kind of positive definite matrix. In our PETSc implementation, the matrix is however restricted to N = 1 ν I. The augmented Lagrangian approach is switched off with -pc fieldsplit gkb nu 0. This is done for the convenience of not passing the parameter γ, but corresponds to γ = 0, N = I.
A considerable advantage of the integration of the GKB iterative method in PETSc is the availability of a large choice of solver-preconditioner combinations for the inner solution step of linear systems of type Mx = f in Algorithm 1. Although the outer loop in the GKB method is sequential, each matrix or vector operation is fully parallel and scalability is achieved by the inner solvers (see Section 4).
Numerical Experiments
Iterative solvers for the Stokes system have been a field of intensive research. These include preconditioned Krylov subspace methods [10, 11, 24] and multigrid methods [8] . Parallel multigrid methods for the Stokes system have been studied in [13, 14] . In this section, we will apply the the GKB iterative solver to two discretizations of the Stokes equations in two and three dimensions. A comparative study between the GKB and the previously cited methods would however be out of the scope of this paper. Here, we will focus on comparing its parallel performance for different inner solvers as well as to the sparse direct solver MUMPS [1] applied to the overall system. In particular, we discuss choices for ν as well as the stopping tolerances τ of the GKB method and τin of its inner iterative solvers.
Experimental Set-up The calculations are executed on the cluster Kraken of the Cerfacs computing resources. The Kraken cluster includes 121 compute nodes equipped with two Intel Skylake processors at 2.3 Ghz, each of them has 18 cores and share 96 GB DDR4 memory. Unless otherwise stated, we use a power of two number of cores. In the numerical computations, we first fill up one node up to 2 5 cores, and for higher counts 32 out of the 36 cores are used per node. The MPI tasks are evenly distributed among the processors of a node. For the largest case Prob 4 (> 25 · 10 6 unknowns) in with no-slip boundary conditions. We adapt ex70.c † given in the PETSc SNES section for the simulations. The domain Ω is discretized into a Cartesian grid, using nx, ny elements in x-and y-direction, respectively. The equations are approximated by a cell-centered co-located finite volume method, where, after application of Gauss's divergence theorem, the gradient term is discretized by central differencing and linear interpolation is used for p and u in the momentum equation [12, 18] . This discretization leads to a block system of the form (4) with a symmetric positive definite matrix M. Let, in Matlab notation, D = diag(diag(M)) and
To equilibrate the different blocks of (4), we scale the system from the left and the right by the block diagonal matrix blockdiag(D −1/2 , R −1/2 ).
Discretization Error
In a first experiment, we determine the discretization errors of the model for a sequence of mesh sizes. This will indicate the necessary stopping tolerance for the iterative algorithms, which thus ensures a fair comparison between the direct and iterative solvers. Once the accuracy of the iterative solution falls below the interpolation error on the nodes (O(h 2 ) for FEM), the solver can stop, as no further significant improvement of the solution accuracy on the exact solution of the PDE can be achieved. To get an accurate estimate of the discretization error, we do not take advantage of the block structure of the matrix and solve the complete system with MUMPS [1] .
In Table 1 , we present the number of degrees of freedom for the (1,1)-block M (dofM), the number of constraints (dofA) and the discretization errors of u h and p h in the 2-and energy-norms
GKB Algorithm -Direct Inner Solver
We next discuss the GKB algorithm with the direct inner solver MUMPS. Although M is symmetric positive definite in our application, we apply the augmented Lagrangian approach (2)-(4) with N = 1 ν I and show the influence of ν on the number of GKB iterations and the computation time. We also present results for the case without augmented Lagrangian approach (i.e. γ = 0 and N = I). Since the matrices are all symmetric positive definite, we use the Cholesky factorization in MUMPS, which switches off the pivoting and leads to a better performance. The stopping tolerance of the GKB method τ is chosen as τ = 1/n 2 y ≈ 10 −6 such that we can have superconvergence at the mesh nodes and, thus, a smooth reconstruction of the solutions. Indeed, τ is of the same order of magnitude as the energy discretization error err u M in Table 1 . The delay in the lower bound stopping criterion is chosen as d = 5. Results for Prob 3 and the choice of ν are presented in Table 2 . Of the ν-values tested, the fastest simulation is obtained for ν = 10. This will thus be our choice in the following experiments. For a discussion about the influence of the parameter ν on the convergence of the algorithm on different problem settings, we refer to [2, 3] .
GKB Algorithm -Iterative Inner Solver
We will study inner iterative solvers for the solution of the linear systems involving M in Algorithm 1. This is necessary when M is too large to be solved with a direct method or advantageous if it contains a structure † https://www.mcs.anl.gov/petsc/petsc-dev/src/snes/examples/tutorials/ex70.c.html favorable for highly scalable iterative solvers (e.g., multigrid). Since in our example M is the stiffness matrix for the Laplacian, we decided to use CG and flexible gmres (denoted fgmres, which allows any iterative solver as a preconditioner) preconditioned by BoomerAMG of the library Hypre in PETSc. For the preconditioning step, we applied one V-cycle with a symmetric hybrid SOR/Jacobi relaxation scheme.After numerical tests, also trying different numbers of V-and W-cycles, we report that both variants and BoomerAMG do not converge when applied to the augmented Lagrangian matrix (4). We, thus, use γ = 0 and N = I. We found also that the tolerance τin of the inner iterative solver has to be set no less than one order of magnitude lower than the outer one to obtain a solution of required accuracy. It furthermore depends on the employed stopping criteria in the implementation of the inner iterative solver and its compatibility with (6), which results here into different tolerances for CG and fgmres. A more precise analysis is beyond the scope of this paper and is left for future work. Results are presented in Table 3 where the errors given are those of the CG method. The errors for fgmres are equivalent and of sufficient accuracy compared to Table 1 . Note that the fgmres method results in a lower computation time than CG, although the algorithm is more complex. In our investigation of this matter, we have noticed that at each GKB iteration, the inner CG solver needs on average one iteration more than fgmres and most of the time is spent in the setup of the AMG solver.
Prob 3: Strong scaling
Strong scaling results for Prob 3 and the four previously discussed methods are presented in Fig. 1a and Table 4 . The stopping tolerance for the outer GKB iteration is τ = 10 −6 and the stopping tolerances for the inner iterative solvers are given in Table 3 . Furthermore, we choose ν = 10 for GKB-MUMPS and the delay d = 5 in (6) . We observe that on one core, MUMPS applied to the overall system is by almost one order of magnitude faster than GKB-CG and about 9 times faster than GKB-fgmres. Once the computations use more than 8 cores, all the three GKB variants are faster than MUMPS in standalone mode. Among them, the two inner-outer iterative methods with either CG or fgmres clearly outperform GKB-MUMPS from 64 cores onwards, which starts to level off at about 64 cores. The performance of the iterative variants starts to saturate at the 1024 core count, thereby indicating the predominance of communication over computation with local, per core, subproblems becoming too small. At 512 cores, however, both of them show a speed-up of 63 or more. We emphasize here that CG/fgmres takes advantage of the multigrid preconditioner, which is known to scale well for discretizations of elliptic partial differential equations and, in particular, the Laplace operator. Although, as noted earlier, the fgmres method performs better than CG does, the scaling behavior of the two methods is similar. 
Prob 4: Strong scaling
We repeat the tests of the previous section for the largest case, Prob 4, having 16.7 · 10 6 unknowns in the (1,1)block and 8.3 · 10 6 constraints. On our local machine Kraken, MUMPS requires more memory than available, either for the solution of the entire system (25 · 10 6 unknowns) or for the GKB-MUMPS solver. We will thus only present the strong scaling performance of GKB-CG/BoomerAMG and GKB-fgmres/BoomerAMG in Figure 2 and Table 5 . As indicated in Table 3 , we use as stopping tolerances τ = 10 −7 for the GKB outer iteration and τin = {10 −8 , 10 −9 } for the CG and fgmres inner solver, respectively. Furthermore, we use no augmented Lagrangian approach (ν = 0) and d = 5 in the stopping criterion (6) . As before, we obtain faster computations in absolute time with fgmres. Furthermore, due to a much larger size of Prob 4, the performances in terms of scalability of both methods are better than those for Prob 3 are so. GKB-CG shows a speedup of 105 at 512 cores (compared to 63 above) and of about 1.4 when increasing the number of cores from 512 to 1024, reaching a total of 150. We observe the same behavior for GKB-fgmres with 106 at 512 cores (instead of ∼69) and a further speedup of 1.4 from 512 to 1024 cores, for a total speedup of 153.
Weak scaling
We next look into the weak scaling properties of the Poiseuille flow example and the GKB method with inner solver CG and fgmres (see Figure 1b ). We do not present results for the two variants involving MUMPS, as they did not show any satisfactory weak scaling properties in our experiments. We scale the total workload with the increase in the core count such that each core is assigned 2048 (= 2 · 32 2 ) elements. To always obtain an integer number of cores, we increase the total number of elements by 64 and 32 in x-and y-direction, respectively, up to the largest total problem of nx = 2048, ny = 1024 elements as in Prob 3. We use the stopping tolerances The number of iterations required for the GKB convergence is not constant across the obtained problem sizes. However, contrary to what is usually observed, it decreases monotonically with the increase in the problem size. Hence, the fluctuations noticeable in Fig. 1b may be due to algorithm-architecture interplay rather than an increased problem complexity when problem size grows. In particular, for smaller problem sizes, up to 400 cores (corresponding to meshes of up to nx = 1280, ny = 640 elements) these fluctuations are more pronounced and may be explained by the dominance of parallel overhead. For the problem sizes beyond 400 cores the total time time stays about constant ( in the ±10% range).
Isoviscous Stokes -2D
Second, we adapt example ex62.c ‡ given in the SNES tutorials section in PETSc to comply with (7) . It simulates the 2D isoviscous variant of the Stokes problem (7) , approximated by a Q2-P1 finite element method with a discontinuous pressure field. The domain Ω is the unit square and is discretized by an unstructured mesh with quadrilateral elements. The exact solution is chosen as
Since we deal with a linear problem, the SNES non-linear solver converges in one iteration. We focus thus on the solution of the system with the Jacobian matrix for which we use the PCFIELDSPLIT environment with the GKB solver and compare the four solution techniques as in the previous example. We choose nx, ny = 1024 cells in the x-and y-direction, leading to m ≈ 8.3 · 10 6 and n ≈ 3.1 · 10 6 degrees of freedom. The finite element discretization errors (obtained by solution with MUMPS) are
As an implementation of the energy norm is not available in this example, we experimentally choose the stopping tolerances such that the solution respects the L 2 -errors. We obtain τ = 10 −8 for the outer GKB iteration, and τin = 10 −13 for the inner iterative solvers in GKB-CG/fgmres. For GKB-MUMPS, we test several choices of ν (Table 6 ) and choose ν = 10 7 for the following experiments. This large value is justified by the different scaling of the matrix blocks (contrary to the Poiseuille flow example, we did not apply central scaling to (1) ). The matrix AA T scales with h 2 ≈ 10 −6 , and ν thus equilibrates the values in the blocks of (4). Note that ν = 10 8 leads to an even smaller number of GKB iterations and a faster computation time. The ill-conditioning of the augmented matrix M = W + νAA T however leads to inaccuracies in the results, as can be noticed in a growing error err u 2 . Lastly, we choose d = 5 in (6).
Strong scaling
The results are presented in Figure 3a and Table 7 . As in the previous example, MUMPS and GKB-MUMPS are clearly the better choice for a small number of cores. For one core (and roughly for two cores), MUMPS and ‡ https://www.mcs.anl.gov/petsc/petsc-dev/src/snes/examples/tutorials/ex62.c.html GKB-MUMPS are more than one order of magnitude faster than the iterative choices GKB-CG and GKB-fgmres. Compared to GKB-MUMPS, MUMPS on (4) is faster for a small number of cores, but the two methods show a similar performance from about 32 cores onwards and reach a plateau at 64 cores. Once the computations pass from one to two nodes, i.e. from 32 to 64 cores, GKB-CG and GKB-fgmres start to outperform the methods involving MUMPS. For CG-and fgmres/BoomerAMG as inner solvers, the performance plateau is still not reached for 1024 cores. We observe a speed-up of about 517 for both GKB-CG and GKB-fgmres. The fastest computation time of 8 seconds is reached for GKB with the inner solver fgmres preconditioned with BoomerAMG.
Weak scaling
We next look into the weak scaling properties of the GKB algorithm for the 2D Stokes Q2-P1 example (Fig. 3b) . We distribute the workload such that each core obtains 4096 (= 64 2 ) elements. For this, we increase the mesh size in steps of 64 in x-and y-direction up to nx = 2048, ny = 2048 and compute the required (integer) number of cores. We choose τ = 10 −8 and τin = 10 −13 as stopping tolerances, such that the largest problem is solved with sufficient precision (the required tolerances were found experimentally). Although the total problem size increases, the number of GKB iterations stays between 80 and 82 for any mesh size. The total number of iterations until convergence, i.e. outer × inner iterations, increases slightly for the CG method towards the end. In general, the rather flat timing curves for both methods, presented in Fig. 3b , point to a good weak scaling behavior.
Comparison with AMD architecture
To test the behavior of the GKB algorithm on another architecture, we ran the 2D Stokes Q2-P1 test on two bi-socket AMD Rome (EPYC 7702) nodes at 2 Ghz. Each socket contains 64 cores and shares 256 GB DDR4 memory. We compare two configurations. The first configuration (config 1) uses 4 NUMA (non-uniform memory access) nodes per socket (NPS4). The second configuration (config 2) uses 1 NUMA node per socket (NPS1), which corresponds to the memory access configuration of the Intel Skylake sockets on Kraken. The results are given in Table 8 . Up to a parallelism of 4 cores, the computations on both AMD configurations are faster in absolute computation time than the computations on the Intel nodes, although having a smaller clock rate (2 Ghz compared to 2.5 Ghz). For config 1, we also observe a higher scalability up to 64 nodes, when it slows down 
Isoviscous Stokes -3D
As last example, we consider a 3D isoviscous Stokes problem and adapt ex62.c in the SNES tutorials section in PETSc to comply for use with our solver. Again, we use a Q2-P1 finite element discretization with a discontinuous pressure field. The domain Ω is the unit cube and it is discretized by an unstructured mesh. The exact solutions used are
For the following strong scaling test, we use a mesh with nx, ny, nz = 64 elements, which leads to m ≈ 7.2 · 10 6 and degrees of freedom for the (1,1)-block and n ≈ 6.1 · 10 6 constraints. Contrary to the 2D problem, the ratio between the number of physical degrees of freedom and constraints increased and is roughly 7 6 . The finite element discretization errors, obtained approximately by using GKB-MUMPS with a small tolerance τ , are u h − u L 2 ≈ 3.11 · 10 −7 and p h − p L 2 ≈ 4.72 · 10 −5 . Although the problem is linear, the non-linear solver needs a rather low tolerance for the GKB method, i.e. to solve the system defined by the Jacobi matrix, to converge in one step. We thus choose τ = 10 −10 for the outer GKB iteration and τin = 10 −11 for the inner iterative solvers CG or fgmres. The parameter in the augmented Lagrangian approach is chosen as ν = 0 and for the stopping criterion we use d = 5. The matrices for 3D finite element problems are usually much denser than their 2D counterparts. As a consequence, the numerical simulations require a significant amount of memory. In our experiments, we use 20 of 38 available cores on each node, as the algorithm suffered of memory contention for a higher number of cores per nodes.
Strong scaling
When using only a low number of cores per node on Kraken, it was in principle possible to run the GKB-MUMPS algorithm. The computation times were, however, not competitive. We thus compare the strong scaling results for GKB-CG and GKB-fgmres only. The results are given in Table 9 and Fig. 4a . As in the 2D case, the GKB method with inner iterative solvers scales for a growing number of cores. For both methods, the plateau is still not reached for 640 cores. GKB-CG obtains a speed-up of about 24 (with optimal value of 64 in our scale) and GKB-fgmres reaches a speed-up of about 26. In terms of the total computation time, GKB-fgmres is the faster choice for any number of cores. As we have also observed in the two-dimensional examples before, the CG solver needs on average one iteration more than fgmres does so for convergence in each GKB iteration.
Weak scaling
For the weak scaling results of the 3D Stokes Q2-P1 example, we keep constant the 512 (=8 3 ) elements per core. We, therefore, increase the total problem size by 8 in x-, y-, and z-directions, from which we compute the required (integer) number of cores. The results are presented in Table 10 and Fig. 4b . The total number of iterations, i.e. outer GKB iterations · inner iterations, increases only little for CG and stays constant for the fgmres inner solver from 64 cores onwards. In terms of computation times, we observe for larger core numbers (125+ cores) in Fig. 4b, similar to Fig. 3b , a linear growth. The steeper slope of the timing curves may be explained by the memory wall starting to affect GKB with iterative inner solvers for large 3D problems and not enough memory per node with the maximum of 38 cores used in our experiments. 
Conclusions
We presented an iterative algorithm based on the Golub Kahan bidiagonalization for 2x2 block matrices. Furthermore, we outlined our PETSc implementation of the solver and applied it to the Poiseuille flow as well as an 2D and 3D isoviscous Stokes problem. The strong scaling results showed that MUMPS and the GKB-MUMPS solvers start to level off at about 64 cores for a constant problem size, with speed-up factors of at most 2.9, while the GKB algorithm with BoomerAMG as preconditioner showed a speed-up between 40 to 517 at 1024 cores. Regarding the gains in the absolute computation time, either MUMPS or GKB-MUMPS are the methods of choice for up to 32 cores and unknowns of the order of 10 6 . When more than 64 cores are available, the GKB method with inner iterative solvers outperforms its direct counterparts, and hence, should be employed. When increasing the problem size to about 2 · 10 7 unknowns (Prob 4), MUMPS required more memory than that available on Cerfacs' cluster Kraken in either the direct or GKB-MUMPS case. Iterative methods, such as GKB-fgmres and GKB-CG, are usable for this problem and present the only alternative to its solution. In addition, they scale well with the increase in total problem size and the cores counts when the workload (the number of elements) is kept constant per core.
