Abstract. We prove the Berry-Esseen bound for the Student t-statistic. Under the assumption of a third moment this bound coincide (up to an absolute constant) with the classical Berry-Esseen bound for the mean. In general the distribution of the Student statistic converges to the standard normal distribution function at least as fast as the distribution of the mean, and sometimes faster. For example, rates of convergence can be proved if the underlying distribution is in the domain of attraction of the normal law.
Introduction and Results

Let
where X denotes the sample mean and^ the sample variance (if^ = 0 then, for instance, put t = 0 In particular, N = o(N ?s=2 ) provided 2+s < 1 and 0 s < 1.
In order to formulate our main result we introduce a special norming and truncated moments. For a given random variable X 1 and a natural number N de ne the number a 2 = a 2 N (X 1 ) by the truncated second moment equation In this case proofs are the same, the only exception is the truncation Lemma 2.2 which becomes simpler. Self-normalized sums are extensively studied, see, for instance, Efron (1969) , Logan, Mallows, Rice and Shepp (1973) , LePage, Woodroofe and Zinn (1981) , Gri n and Kuelbs (1989 ) Hahn, Kuelbs and Weiner (1990 ), Gri n and Mason (1991 . Condition (1.3) is the weakest known su cient condition for the Central Limit Theorem for Student's t statistic (Maller (1981) , Cs org} o and Mason (1987) ). It is necessary in the symmetric case, see Gri n and Mason (1991), and it characterizes the domain of attraction of the normal law. Whether this condition is also necessary in general remains open, see Logan, Mallows, Rice and Shepp (1973) , Gri n and Mason (1991) . Convergence rates and Edgeworth expansions for Student's and related statistics were considered by Chibisov (1980 Chibisov ( , 1984 and Slavova (1985) , Helmers and van Zwet (1982), van Zwet (1984) , Helmers (1985) , Bhattacharya and Ghosh (1986) , Hall (1987 , 1988 ), Friedrich (1989 , Bhattacharya and Denker (1990) , Bentkus, G otze and van Zwet (1994 ), etc. Chibisov (1980 and Slavova (1985) proved that there exists a nite function f such that N f( 3 = 3 )= p N. Theorem 1.1 improves this result. For a xed sequence X ; X 2 ; : : : Hall (1988) obtained an asymptotic result (without the explicit estimate) which is comparable in this case with Theorem 1.2 but assuming that for some y 2 R ( ) Ep(y)(1 ? p(y)) > 0; where p(y) = PfX ? y > 0 jX ? yjg:
The paper of Hall (1988) contains a number of interesting corollaries which one can derive from results like Theorems 1.2 and 1.4. In the symmetric case Hall (1988) proves without condition ( ) an asymptotic result comparable with Theorem 1.4. It is interesting to notice that in this case there is a very fast and short reduction to sums of independent random variables by symmetrization and conditioning arguments, see the Proof of Theorem 1.4 in the symmetric case in section 2. Other estimates are obtained as special cases of results for general symmetric asymptotically normal statistics. The result of Helmers and van Zwet (1982) implies that N = O(N ?1=2 ) provided 9=2 < 1. The general result of van Zwet (1984) yields that N c 4 =( 4 p N). Friedrich (1989) (1989) is nal, and therefore the latter bound for N is the best possible result that can be derived from general results. Our proofs are related to the approach developed by G otze and van Zwet (1992), Bentkus, G otze and van Zwet (1994) . Lemma 2. The proof of (2.4) is easy (see Bentkus, G otze, Paulauskas and Ra ckauskas (1990) Thus (2.6) means that we have to prove that f ' . We shall prove this relation in several steps. In the rst step we shall replace f by an expectation containing as a factor a product of m conditionally independent random characteristic functions (see (2.10){(2.13)). This product will ensure the convergence of the integral (see (2.16)). In the next step we replace this product by a nonrandom product (see (2.18) ). An application of Lemma 2.3 will then conclude the proof. Ej Z 2 g 00 (1 + + )j cj jEjZjE 2 c j jm N NEjY 1 j 3 : The factor j jm=N in (2.9) allows us to remove the term i Z 2 g 00 (1 + + )=2 in the exponent in (2.7) since j jm=N = O(j j ?1 ln j j) and thus the integral with respect to the measure d =j j is convergent as j j ! 1.
Let us split the sum X into its diagonal and nondiagonal parts,
We have Ej Dg 0 (1 + + )j 2j jmEjY 1 j 3 ; which allows us to remove i Dg 0 (1 + + ) in the exponent in (2.7). We have Ug 0 (1 + + ) = Ug 0 (1 + ) + R; where jRj cEjU j c(EU 2 E 2 ) 1=2 cm(jEY 1 j + EjY 1 j 3 );
and we arrive at (2.8).
We will show that (2.8) implies valid for independent mean zero random variables Z 1 ; : : : ; Z N such that EZ 2 1 + + EZ 2 N = 1, we obtain (2.22). Let us note that we need (2.23) only for Bernoulli random variables, that is for random variables which assume at most 2 values.
