INCORPORATING PRIOR BELIEF IN THE GENERAL PATH MODEL: A COMPARISON OF INFORMATION SOURCES  by COBLE, JAMIE & HINES, J. WESLEY
NUCLEAR ENGINEERING AND TECHNOLOGY,  VOL.46  NO.6  DECEMBER 2014 NUCLEAR ENGINEERING AND TECHNOLOGY,  VOL.46  NO.6  DECEMBER 2014PB 773
1. INTRODUCTION
In-service equipment failure can lead to large costs, in-
cluding unexpected maintenance activities, lost revenue, 
and potential safety concerns.  The common approach to 
avoiding in-service failure is periodic maintenance ac-
tivities, where maintenance actions are performed on a 
schedule without consideration of the degraded state of 
components and systems. Current trends look to condi-
tion-based maintenance, where maintenance activities 
are scheduled based on the current and future condition 
of key equipment [1].  Prognostics and health monitoring 
systems support the condition-based maintenance para-
digm by providing insights to the evolving equipment 
condition.  The ultimate goal of most prognostic systems 
is to make remaining useful life (RUL) estimates for an 
individual component operating in its specific environ-
ment.
Prognostic models can be categorized in to three 
types based on the information used to make prognos-
tic estimates [2]. Reliability-based (Type I) prognostics 
estimate the RUL of an average component operating in 
an average environment. Stressor-based (Type II) prog-
nostics estimate the RUL of an average component op-
erating in a specific environment. Degradation-based 
(Type III) prognostics characterize the RUL of a specific 
component operating in its specific environment. Weibull 
analysis is commonly used for Type I prognostics, and 
Markov chain models and proportional hazards models 
are common Type II models. The details of these prog-
nostic algorithms are given in [3, 4]. Several methods 
have been proposed to support Type III prognostics. The 
general path model (GPM) is one approach that applies 
parametric model fitting and extrapolation to measure-
ments related to the condition of a component or system. 
The GPM methodology has been successfully applied 
for Type III prognostics in a variety of applications; how-
ever, the method can suffer early in degradation when 
the available data are insufficient for GPM model fitting. 
Bayesian updating methods have been proposed to alle-
viate this deficiency by including a prior belief about the 
appropriate parametric fit [5].  This prior information can 
come from a variety of sources; this article identifies po-
tential sources for prior beliefs and illustrates the inclu-
sion of these to the GPM. Potential sources of prior belief 
include expected regression parameter distributions and 
Type I or Type II RUL predictions. Section 2 describes 
the GPM and Bayesian updating methodologies. Section 
3 presents the results of applying these methods to two 
publicly available degradation data sets. Section 4 pro-
vides concluding remarks and areas of continuing devel-
opment. 
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The general path model (GPM) is one approach for performing degradation-based, or Type III, prognostics.  The 
GPM fits a parametric function to the collected observations of a prognostic parameter and extrapolates the fit to a failure 
threshold.  This approach has been successfully applied to a variety of systems when a sufficient number of prognostic 
parameter observations are available.  However, the parametric fit can suffer significantly when few data are available or 
the data are very noisy.  In these instances, it is beneficial to include additional information to influence the fit to conform 
to a prior belief about the evolution of system degradation.  Bayesian statistical approaches have been proposed to include 
prior information in the form of distributions of expected model parameters.  This requires a number of run-to-failure cases 
with tracked prognostic parameters; these data may not be readily available for many systems.  Reliability information and 
stressor-based (Type I and Type II, respectively) prognostic estimates can provide the necessary prior belief for the GPM. 
This article presents the Bayesian updating framework to include prior information in the GPM and compares the efficacy 
of including different information sources on two data sets.
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2. METHODOLOGY
The General Path Model (GPM) was first proposed 
by Lu and Meeker [6] to move reliability analysis from 
failure time to failure mode analysis. Extension of their 
original methodology to prognostics is discussed in de-
tail in later sections. The GPM methodology was first 
extended to prognosis of small induction motors using 
both traditional regression models and neural networks 
to trend system degradation [7]. In later years, the ex-
trapolation methodology of traditional regression models 
was applied to helicopter gearboxes [8], flight control ac-
tuators [9], aircraft power systems [10], computer power 
supplies [11], and global positioning systems [12]. 
The following section briefly describes the applica-
tion of the GPM for Type III prognostics; a more com-
plete discussion is given in [4]. This is followed by a 
discussion of Bayesian updating techniques that can be 
applied to incorporate prior beliefs in linear regression 
models.
2.1 General Path Model
The general path model (GPM), also called degra-
dation modeling, was first proposed to move reliability 
analysis methods from failure-time analysis to failure-
process analysis [6]. The approach of modeling failure 
processes readily lends itself to prognostics. In fact, be-
cause the GPM models the failure processes of a specific 
unit based on the measurements made (or inferred) for 
that unit, it provides truly individual-based prognosis.
GPM analysis begins with some assumption of an 
underlying functional form of the degradation path for a 
specific fault mode. The degradation of the ith unit at time 
tj is given by:
where ϕ is a vector of fixed (population) effects, θi is 
a vector of random (individual) effects for the ith com-
ponent, and εij~N(0,σε )is the standard measurement er-
ror term.  Application of the GPM methodology involves 
several assumptions. First, the degradation data must be 
describable by a function, η; this function may be de-
rived from physics-of-failure models or from historical 
examples of fault-to-failure progressions. In order to fit 
this model, historical degradation data from a population 
of nominally identical components or systems must be 
available. These data should be collected under similar 
use (or accelerated test) conditions and should reasonably 
span the range of individual variations between compo-
nents. Because GPM uses degradation measures instead 
of failure times, it is also not necessary that all historical 
units are run to failure; censored data contains informa-
tion useful to GPM forecasting. The final assumption of 
the GPM model is that there exists some defined critical 
level of degradation, yf, beyond which a component no 
longer meets its design specifications. In practical appli-
cations, the failure threshold is not a deterministic value, 
but a distribution given by yf~N(μf, σf2). After the GPM 
has been fit to the available data for a specific component 
or system, the function is extrapolated to the critical fail-
ure threshold to estimate the RUL.
The present work focuses on linear regression models 
for the GPM. A linear regression model is given by:
where X is an mxn matrix of m observations of n pre-
dictor variables, Y is an mx1 vector of the response at 
each observation time, and β is the nx1 vector of regres-
sion coefficients. The model parameters are estimated 
through the generalized least squares (GLS) solution 
[13]:
where Σy is the variance-covariance noise matrix for 
the response observations. It is computationally conveni-
ent to assume that the noise in the degradation measure-
ments is constant and uncorrelated, resulting in a diago-
nal Σy matrix equal to σy
2Im, where , σy2 is the variance of 
noise in the prognostic parameter, y. When this assump-
tion is not valid, the same approach can be applied with a 
full variance-covariance error matrix.
In the GPM, predictors are typically related to some 
measure of time or usage. It is important to note that the 
linear regression model is not necessarily a linear mod-
el. The predictor matrix, X, can be populated with any 
function of usage measures, fx(t), including higher order 
terms, interaction terms, and functions such as sin(t) or et. 
In this way, the linear regression approach to the GPM 
becomes more flexible to model prognostic parameters 
with certain types of nonlinearities with respect to usage. 
The GPM method can be generally applied to truly non-
linear regression models that cannot be fitted using (3), 
but this is beyond the scope of the current work. 
The methodology described considers only the data 
collected on the current unit to fit the degradation model. 
However, prior beliefs about how the degradation will 
evolve with continued use are available from a variety of 
sources. These beliefs can provide valuable knowledge 
for fitting the degradation model of an individual com-
ponent, particularly when only a few data points have 
been collected or the collected data suffers from exces-
sive noise. The following section describes Bayesian up-
dating methods for incorporating prior knowledge in to 
linear regression fits. 
2.2 Bayesian Updating
The model fitting given in equation (3) can be con-
(1)
(2)
(3)
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Σβ ), then equation (5) is extended as:
Regression parameter priors have been effectively 
applied to compensate for inadequate data availability 
early in component degradation [5, 14]. However, this 
approach requires a significant number of fault-to-failure 
progressions in order to estimate the regression parameter 
prior distributions. These data may not be available for 
many systems; in the absence of a population of degrada-
tion paths, prior beliefs about system degradation can be 
obtained from Type I or Type II prognostic models.
2.2.2 RUL priors
When insufficient data are available to estimate dis-
tributions of expected regression coefficients, the ToF 
prediction of Type I or Type II models provide a prior 
belief about how the system will degrade. Effectively, the 
estimated ToF provides a belief about the time at which 
the prognostic parameter will equal the critical failure 
threshold. To include this information in the GLS solu-
tion of the GPM, the X, Y, and Σy matrices are appended 
with the appropriate transformations of the estimated ToF, 
the mean critical failure threshold μf, and the variance of 
the critical failure threshold σf2: 
This approach treats the estimated ToF as a perfectly 
known value; this is a result of the assumption in GLS 
that predictors are measured without error. Relaxing this 
assumption leads to errors-in-variables models. These 
models can account for uncertainties in both measure-
ment times (which may not be perfectly known) and ToF 
estimate distributions. Application of these models to the 
GPM is an area of ongoing research.
The GLS approach is not limited to incorporating only 
one source of prior information. Equations (5)-(7) can be 
combined in a straightforward way to include multiple 
prior beliefs in the GPM fit. 
The following section presents the results of apply-
ing the GPM to two publicly available data sets using a 
variety of prior information sources.
sidered a frequentist approach to determining the appro-
priate regression coefficients; this assumes that sufficient 
data are available to make a meaningful estimate of β. 
The Bayesian approach combines the measured data with 
a prior belief about the system in order to derive a pos-
terior belief about the parameters, β. These sources of 
information are combined through Bayes rule to give a 
posterior distribution of β given the measurements Y:
where π(β) describes the prior belief, P(Y│β) is the 
conditional probability of measuring values Y given 
some β, and ∫β π(β')P(Y│β')dβ' is the marginal probabil-
ity of measuring the values Y. Bayes rule does not have 
a closed-form solution in the general case, but several 
solutions have been proposed for specific applications, 
under specific assumptions.
To include some a priori belief about the evolution of 
degradation in the GLS solution above, the X, Y, and Σy 
matrices are augmented to include the prior information, 
and the regression coefficients are estimated according 
to (3). In this work, two types of prior belief are con-
sidered: prior distributions of regression coefficients and 
prior estimates of the time of failure (ToF). The following 
subsections give the appropriate augmentations to the X, 
Y, and Σy matrices to include either information source.
2.2.1 Regression coefficient priors
If prior information is available for a specific model 
parameter, i.e. βj~N(βjo, σβ 2j), then the matrix X should be 
appended with an additional row with value one at the jth 
position and zero elsewhere, and the Y matrix should be 
appended with the a priori mean of the jth parameter. Fi-
nally, the variance-covariance matrix is augmented with 
the prior distribution variance (σβ2j) in the m+1 diagonal 
element.
Prior beliefs about multiple regression coefficients 
can be accommodated by appending the X, Y, and Σy ma-
trices with multiple rows. In the case that prior beliefs are 
available for all regression parameters, wherein β~N(βo, 
(4)
(5)
(6)
(7)
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gation models and the results seen in practice. Engine 
health was determined as the minimum health margin of 
the rotating equipment, where the health margin was a 
function of efficiency and flow for that particular compo-
nent; when this health indicator reached zero, the simu-
lated engine was considered failed. However, this engine 
health indicator was not directly available, and an appro-
priate prognostic parameter had to be derived from the 
available operating condition and measurement data.
In order to derive prognostic parameters, an equip-
ment monitoring model was developed, and monitoring 
system residuals were evaluated as potential contribu-
tors to the prognostic parameter. The monitoring, fault 
detection, and prognostic parameter generation routines 
are described in great detail in [4]; that discussion is not 
repeated here. The resulting prognostic parameter for the 
training data set is shown in Figure 1, where the blue lines 
show the prognostic parameter path and the red asterisks 
indicate the failure point. A quadratic model is fit to the 
observed prognostic parameter to make RUL estimates:
Several GPM models were fitted and evaluated for 
prognosis of engine RUL. The results of these models 
are summarized in Table 1 and Figure 2. The GPM model 
3. RESULTS
This section presents the results of applying the GPM 
prognostic algorithm with Bayesian updating to two data 
sets: simulated turbofan engine degradation and meas-
ured milling machine wear. These two applications dem-
onstrate the efficacy of the method with various prior be-
liefs and highlight potential deficiencies of the proposed 
method. For this demonstration, model performance is 
characterized through the mean absolute percent error 
(MAPE) of the ToF prediction (equation 8). This meas-
ure is preferred to the MAPE of the RUL prediction be-
cause it is not adversely affected by predictions very near 
end of life, where the true RUL is near zero.
3.1Turbofan engine data
Data from the C-MAPSS turbofan engine simulation 
[15] are used to demonstrate the proposed Bayesian up-
dating techniques. The time series data provided on the 
NASA Prognostics Data Repository can be treated as 
a fleet of similar engines. Each engine begins with an 
unknown level of initial wear and manufacturing vari-
ation, which contributes to the apparent randomness in 
the degradation paths. For this investigation, the FD002 
data set is used, which includes 260 lifetime runs and 
259 additional partial lifetime runs (with associated ToF). 
Engines in this data set operate in six different conditions, 
variable throughout the engine lifetime, but all engines 
experience the same failure mode (high-pressure com-
pressor degradation). Faults were initiated at a random 
time during the simulation, and the fault severity evolved 
in an exponential way based on common fault propa-
(8)
(9)
*RUL for 27 Units Could not be Evaluated. The Type I RUL for These Units was used for model performance characterization. 
**Weibull analysis was used as a Type I prognostic model, as described in [2].
***Markov Chain model was used as a Type II prognostic model, as described in [2].
Model MAPE (%)
GPM 21.5*
GPM with coefficient priors 10.4
GPM with Type I priors** 13.7
GPM with Type II priors*** 14.3
GPM with coefficient and Type 
I priors 13.2
GPM with coefficient and Type 
II priors 13.9
Table 1.  Results of GPM with Different Prior Beliefs for 
Turbofan Engine Data
Fig. 1. Prognostic Parameters for the Turbofan Engine Run-to-
Failure Data.
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be available, but the flank wear measurement is used here 
as a prognostic parameter for the purpose of illustrating 
the proposed Bayesian updating methods. For each case, 
failure was assumed to occur at a random flank wear se-
lected from yf~N(0.45 mm, 0.02 mm). The experimental 
with no prior information fails to make RUL predictions 
for 27 of the 259 test units. When the GPM fails to predict 
the RUL, the Type I RUL estimate from a Weibull analy-
sis is used. By including any source of prior information, 
this is avoided (i.e., RUL estimates can always be made 
by the GPM). For these data, the GPM model with prior 
distributions on the regression parameters significantly 
outperforms the other models; however, these distribu-
tions require a large number of run-to-failure data to ac-
curately characterize the distributions. The GPM models 
with Type I and Type II RUL priors do not perform as 
well. Interestingly, including both RUL priors and regres-
sion coefficient priors also degrades model performance 
over using only the regression coefficient priors. The 
Type I and Type II models used in this analysis do not 
perform particularly well on their own, with MAPE of 
17.2 and 18.7%, respectively. This agrees with previous 
work that concluded Type I and Type II models are not 
well suited for this data set [2].
3.2 Milling data
This data set includes milling machine wear meas-
urements made in a laboratory experiment [16]. Figure 3 
shows the measured flank wear for 15 runs; the original 
data set includes 16 runs, but Run 6 is excluded from the 
analysis because it contains only one observation. In real-
world applications, flank wear measurements would not Fig. 3. Flank Wear Measurements
Fig. 2. GPM Prognostic Results for Turbofan Engine Data with a Variety of Prior Beliefs
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measurements. 
Due to the small number of available failure runs for 
this data set, a leave-one-out approach is taken to charac-
terize the performance of different prognostic algorithms. 
In each case, fourteen cases are used to develop a model 
which is then tested on the remaining case. The RUL is 
predicted at each measurement from observation 2 to the 
observation prior to failure. Model results are averaged 
across all fifteen models to characterize the performance 
of the algorithm.
As with the previous data set, the Type I (Weibull 
analysis) with MAPE of 57.5%; however, the Type II 
(proportional hazards model) model has MAPE of only 
13.4%. The Type I model is based on a Weibull fit of the 
failure times with shape parameter equal to 1.61; this is 
very close to an exponential model (shape parameter = 1), 
and the resulting RUL predictions are nearly independ-
ent of usage. For this reason, the Type I RUL predictions 
are not considered a useful source of prior information 
and are not reported here. The Type II (proportional haz-
ards) model does a much better job (Figure 4), although 
conditions for each run are given in Table 2. The indi-
cated ToF for each case is interpolated from the available 
flank wear measurements at the randomly selected fail-
ure level, assuming that the degradation is linear between 
Run Depth of Cut Feed Material
Failure Time
(cycles)
1 1.5 0.5 cast iron 35.5
2 0.75 0.5 cast iron 61.7
3 0.75 0.25 cast iron 76.9
4 1.5 0.25 cast iron 35.7
5 1.5 0.5 steel 9.6
6 1.5 0.25 steel N/A
7 0.75 0.25 steel 17.6
8 0.75 0.5 steel 9.4
9 1.5 0.5 cast iron 31.5
10 1.5 0.25 cast iron 33.1
11 0.75 0.25 cast iron 73.4
12 0.75 0.5 cast iron 56.6
13 0.75 0.25 steel 21.9
14 0.75 0.5 steel 14.2
15 1.5 0.25 steel 11.2
16 1.5 0.5 steel 6.5
Table 2. Milling Data Experimental Conditions and Time of Failure
Fig. 4. Proportional Hazards Model Results for Milling Data
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In this case, the inclusion of Type II priors provides 
significant improvement over the GPM models with no 
prior information and with prior distributions on the re-
gression coefficients, particularly early in life. In this 
case, the Type II prior provides more useful information 
than the historic degradation paths, which is understand-
able when the range of degradation paths in Figure 3 is 
considered. This data set includes milling machine wear 
measurements made in a laboratory experiment [16].
3.3 Discussion
As illustrated by the two example applications, the ef-
ficacy of different sources of prior information is highly 
problem dependent. The turbofan engine data include 
260 example run-to-failure paths, which allows for an 
accurate characterization of the regression coefficient 
priors. Further, the data used only include one engine 
type and one failure mode. The operating conditions vary 
during any given component life, but each unit is funda-
mentally the same. In practice, fewer run-to-failure paths 
will likely be available; to compensate for this, data from 
fundamentally distinct units and operating conditions 
may be combined to provide more prior information. The 
second example application uses wear data from a mill-
ing machine bit. While the bits themselves are consistent, 
each degradation example results from one of eight dis-
tinct operating conditions. Because only a small number 
the RUL predictions do not converge near the end of life. 
Regardless, the Type II model performs very well early 
in life. 
Several competing GPM models were trained and 
compared (Table 3 and Figure 5). The GPM fit for these 
data is linear with usage (cycles):
(10)
Model MAPE (%)
GPM 20.0
GPM with coefficient priors 15.6
GPM with Type II priors 
(proportional hazards model) 5.8
GPM with coefficient and Type 
II priors 5.8
Table 3.  Results of GPM with Different Prior Beliefs for Milling 
Data
Fig. 5. GPM Prognostic Results for Milling Data with a Variety of Prior Information
COBLE et al.,  Incorporating Prior Belief in the General Path Model: A Comparison of Information Sources
NUCLEAR ENGINEERING AND TECHNOLOGY,  VOL.46  NO.6  DECEMBER 2014 NUCLEAR ENGINEERING AND TECHNOLOGY,  VOL.46  NO.6  DECEMBER 2014780 781
results for the turbofan engine data are shown in Figure 
6. When these results are compared to those in Figure 4, 
it is clear that the Type II model performs much better 
for the milling data than the turbofan engine data. When 
the Markov chain predictions from Figure 6 are used as 
prior information in the turbofan GPM model, the results 
are significantly degraded. Regardless, in all cases, the 
inclusion of some prior belief helps alleviate deficiencies 
in model fitting that result from having a small number of 
observations or high levels of noise in the available data.
In some cases, the Type I and Type II RUL estimates 
may provide the only prior belief available. While it will 
still be useful to include this information early in com-
ponent life, it may serve only to confound prognostic re-
of run-to-failure paths are available, the paths are com-
bined to develop prognostic models. 
The prior distributions of regression parameters for 
equations (9) and (10) are shown in Table 4, along with 
the estimated standard deviation of the noise in the prog-
nostic parameters. The slope parameters for the mill-
ing data show much larger spread relative to the aver-
age slope than those of the turbofan engine data. This 
indicates that the prior distributions of the regression 
parameters will be more useful for the turbofan engine 
data than for the milling data, which was born out in the 
results. Similarly, using the predicted RUL from a differ-
ent model type as a prior belief is only useful when the 
prior model is accurate. The Type II Markov chain model 
Mean Standard deviation
Turbofan Engine Data
β1 -0.0006 0.0002
β2 0.0469 0.0158
β3 -1.2046 2.0109
noise 1.2015
Milling Data
β1 0.0198 0.015
β2 0.014 0.0281
noise 0.0480
Table 4. Prior Distributions of Regression Parameters
Fig. 6. Markov Chain Model Results for Turbofan Engine Data
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tive. Regardless, the inclusion of prior information from 
any source can mitigate model-fitting issues in the GPM 
when data were scarce or noisy.
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sults as the component nears failure and many data are 
available, as seen in the results presented in Figure 2. In 
this case, it will be preferable to shift at some point dur-
ing the component lifecycle from a Bayesian GPM to a 
pure GPM. Identifying criteria for determining when this 
switch may be appropriate is an area of ongoing research.
Additionally, as discussed previously, the generalized 
least squares solution inherently assumes that the predic-
tor variables (in this case, time or usage) are perfectly 
measured. When Type I and Type II RUL estimates are 
included as prior information, this is not true; the RUL 
estimate is itself a distribution. Errors-in-variables re-
gression models are being investigated to determine if 
these models may be applied to the GPM framework to 
more accurately account for the uncertainty in prior be-
liefs built on estimated RUL distributions.
4. CONCLUSIONS
Prognostics and health management systems rely on 
component- or system-specific prognostics to provide 
actionable information for the specific unit under its 
specific usage conditions. The general path model sup-
ports degradation-based (Type III) prognostics by fitting 
a parametric function to available prognostic parameter 
observations and extrapolating to some specified fail-
ure threshold. However, when the available data are not 
sufficient to accurately fit the degradation model, prior 
beliefs about the evolving degraded state of the system 
can be incorporated to influence the fit to more closely 
follow the expected path. Historic distributions of GPM 
regression parameters have provided this prior belief in 
previous work, but the characterization of these distribu-
tions requires a significant number of run-to-failure cases. 
When these data are not readily available, other sources 
of prior belief can be used, such as RUL estimates from 
Type I or Type II prognostic models.
This work has presented the Bayesian GPM frame-
work for including various sources of prior information 
in the generalized least squares solution to the regression 
problem. The algorithm was demonstrated on two data 
sets: simulated turbofan engine degradation and meas-
ured milling machine wear. In the former case, the dis-
tributions of regression parameters provided the most 
improvement to the GPM, while in the latter case Type II 
RUL estimates as prior information resulted in the great-
est improvement. This suggests that the efficacy of each 
prior belief is problem dependent. Regression parameter 
priors will likely be effective if two conditions are met: 
(1) sufficient run-to-failure examples are available to ac-
curately estimate the population characteristics of the re-
gression parameters; and (2) the prognostic parameter is 
not significantly influenced by factors not accounted for 
in the GPM, such as operating conditions. If these condi-
tions are not met, then RUL priors may be more effec-
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