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Abstract
Diﬀerential linear logic and the corresponding categorical structure, diﬀerential categories, introduced the
idea of diﬀerential structure associated to a (co)monad. Typically in settings such as algebraic geometry,
one expresses diﬀerential structure for an algebra by having a module with a derivation, i.e. a map satisfying
the Leibniz rule. In the monadic approach, we are able to continue to work with algebras and derivations,
but the additional structure allows us to deﬁne other rules of the diﬀerential calculus for such modules; in
particular one can deﬁne a monadic version of the chain rule as well as other basic identities.
In attempting to develop a similar theory of integral linear logic, we were led to consider the shuﬄe
multiplication. This was shown by Guo and Keigher to be fundamental in the construction of the free
Rota-Baxter algebra, the Rota-Baxter equation being the integral analogue of the Leibniz rule. This shuﬄe
multiplication induces a quasimonad on the category of vector spaces. The notion of quasimonad, called
r-unital monad by Wisbauer, is slightly weaker than that of monad, but is still suﬃcient to deﬁne a sensible
notion of module with diﬀerentiation and integration.
In this paper, we demonstrate this quasimonad structure, show that its free modules have both diﬀerential
and integral operators satisfying the Leibniz and Rota-Baxter rules and satisfy the fundamental theorems
of calculus.
Keywords: Linear Logic, Diﬀerential Categories, Rota-Baxter Algebras
1 Introduction
The theory of diﬀerential linear logic as introduced by Ehrhard and Regnier [9,10]
extended Girard’s linear logic to include an inference rule which captured diﬀerenti-
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ation syntactically. The corresponding categorical structure, diﬀerential categories
[1], extended the traditional notion of Seely category [26] to include a diﬀerential
combinator. The monads T that arise in models of linear logic 1 have the addi-
tional structure of a commutative, associative algebra associated to every object of
the form TV . Such monads are called algebra modalities. Given an algebra modal-
ity, we require a map d : TV → V ⊗TV satisfying naturality and as in the theory of
Ka¨hler diﬀerentials [18,2], we require that the combinator satisﬁes the Leibniz rule
of diﬀerential calculus, viewing V ⊗ TV as a right TV -module. But the monadic
structure allows us to express other rules of calculus such as the chain rule. For
details see Section 2.
The research in this paper began with an attempt to carry out a similar program
for the integral calculus. The analogue of the Leibniz rule for integral calculus is the
Rota-Baxter equation. While not as well-known as the Leibniz rule and the theory
of derivations on an algebra, the equation has been an object of signiﬁcant study
since the construction of the free Rota-Baxter algebra by Guo and Keigher [16] and
especially since this equation has been observed to be signiﬁcant in renormalization
of perturbative quantum ﬁeld theory. See [8] for an overview. For the history of
the subject, we refer the reader to the monograph by Guo [14]. An idea of the far-
reaching application of this equation can be found by considering [7,8,12,13,15,16,29]
as well as the webpage of Li Guo, which has a detailed bibliography.
The signiﬁcance of the shuﬄe multiplication is clear from the Guo-Keigher con-
struction of the free commutative Rota-Baxter algebra. This operation is naturally
deﬁned on the tensor algebra of a vector space, but surprisingly the algebraic struc-
ture so obtained does not yield a monad but only the slightly weaker notion of
quasimonad, which we denote by §. Quasimonads retain suﬃcient structure to de-
scribe the integral and diﬀerential structure we are interested in. In particular, one
can deﬁne the notion of algebra modality with respect to a quasimonad and we
show that the shuﬄe multiplication does give an algebra modality.
The notion for integral calculus corresponding to a module with diﬀerentiation
does not seem to have been explored as far as we have been able to ﬁnd. Given a
commutative algebra A, we deﬁne a module with integration to be a right A-module
M with a map P : M → A satisfying a version of the Rota-Baxter equation. See
Section 6 for details. We show that for the shuﬄe quasimonad, there is a canonical
natural transformation P : V ⊗§V → §V , making V ⊗§V a module with integration,
and a map d : §V → V ⊗§V making V ⊗§V a module with diﬀerentiation. These two
maps together satisfy both the ﬁrst and second fundamental theorems of calculus.
We call such modules FTC-modules.
Remark 1.1 The authors would like to thank NSERC for its generous support.
The ﬁrst author also received funding from the Fields Institute.
1 Actually we are working in the dual setting to that of model of linear logic, where one has comonads and
associated coalgebras.
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2 Codiﬀerential categories and algebra modalities
We now deﬁne the basic structures related to the theory of (co)diﬀerential categories.
Deﬁnition 2.1 An algebra modality on a symmetric monoidal category C consists
of a monad (T, μ, η) on C, and for each object C in C, a pair of morphisms (note we
are denoting the tensor unit by k)
m : T (C)⊗ T (C)  T (C), e : k  T (C)
making T (C) a commutative algebra such that this family of associative algebra
structures satisﬁes evident naturality conditions [1].
Deﬁnition 2.2 An additive symmetric monoidal category with an algebra modal-
ity is a codiﬀerential category if it is also equipped with a deriving transform 2 , i.e.
a transformation, natural in C
dT (C) : T (C)  C ⊗ T (C)
satisfying the following four equations 3 :
(d1) e; d = 0 (Derivative of a constant is 0.)
(d2) m; d = (d⊗1); (1⊗m)+(1⊗d); c; (1⊗m) (where c is the appropriate symmetry)
(Leibniz Rule)
(d3) η; d = 1⊗ e (Derivative of a linear function is constant.)
(d4) μ; d = d; d⊗ μ; 1⊗m (Chain Rule)
Remark 2.3 For us, an additive category is simply one enriched over abelian
monoids. For the remainder of the paper, we will assume we are working over
an additive category, although some of the deﬁnitions do not require it.
The fundamental example of a codiﬀerential category is the category of (discrete)
vector spaces and linear maps. The monad is given by the symmetric algebra
construction and the deriving transform is the usual diﬀerentiation of polynomials.
We refer to [1] for further details. A topological example is given by the category
of convenient vector spaces and continuous linear maps, which forms a diﬀerential
category [3].
3 Quasimonads
We give an exposition of the idea of weakening the deﬁnition of monad. We follow
the presentation of Wisbauer [28] which is based in part on the work of Bo¨hm [5].
This weaker notion will be more relevant in the study of the shuﬄe multiplication.
2 We use the terminology of a deriving transform in both diﬀerential and codiﬀerential categories.
3 For simplicity, we write as if the monoidal structure is strict.
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Remark 3.1 We have chosen to use the term quasimonad for what Wisbauer calls
an r-unital monad. We note that this is diﬀerent than what Wisbauer and Bo¨hm
call a weak monad. It is also diﬀerent than what Hoofman and Moerdijk call a
semimonad [21].
We begin with the following preliminary deﬁnitions.
Deﬁnition 3.2 • Let C be a category, a pair (F, μ) is a functor with multiplication
if F : C → C and μ : F 2 → F is a natural transformation with Fμ;μ = μF ;μ.
• A triple (F, μ, η) is a q-unital monad if (F, μ) is a functor with multiplication
and η : idC → F is a natural transformation, called the quasi-unit. (No equations
required.)
• The quasi-unit is regular if η is equal to the composite:
idC
η−−−−→ F Fη−−−−→ F 2 μ−−−−→ F
• The multiplication μ is compatible if μ is equal to the composite
FF
FηF−−−−→ FFF μF−−−−→ FF μ−−−−→ F
We can now deﬁne the notion of quasimonad as follows:
Deﬁnition 3.3 A triple (F, μ, η) is a quasimonad if it is a q-unital monad and:
• η is regular.
• μ is compatible.
Just as a monad is always induced by an adjunction, quasimonads are always
induced by a pairing of functors, deﬁned as follows. Let C and D be categories and
suppose we have a pair of functors, as follows
L : C −→ D R : D −→ C
A pairing between L and R is a pair of maps, natural in both variables, of the form:
α : HomD(LA,B) −→ HomC(A,RB) β : HomC(A,RB) −→ HomD(LA,B)
Given such a pairing, as in the case of an adjunction, we get natural transformations:
ηA : A −→ LR(A) B : RL(B) −→ B
We then deﬁne F : C → C by F = L;R, and μ =: F 2 → F by μ = L;R.
Deﬁnition 3.4 A pairing is regular if
α;β;α = α and β;α;β = β
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Given a q-unital monad (F, η, μ), one deﬁnes a category of F -algebras similarly
to the case of monads and we get a pairing (αF , βF ) just as one obtains an adjunction
in the case of a monad.
Theorem 3.5 (Wisbauer [28]) The following are equivalent:
• (F, μ, η) is a quasimonad.
• The pairing (αF , βF ) is regular.
Remark 3.6 In the case of a q-unital monad, the Kleisli construction yields an
associative composition, but no identity maps. In the shuﬄe structure deﬁned
below, one in fact obtains a one-sided unit for the Kleisli construction.
4 Shuﬄing
We describe a quasimonad structure which will be fundamental in our deﬁnition
and examples. We were led to consider this operation by the fundamental work of
Guo and Keigher [15,16]. We work in the category of vector spaces over an arbitrary
ﬁeld k. So let
§(V ) = k ⊕ V ⊕ V ⊗ V ⊕ V ⊗ V ⊗ V · · ·
This has a well-known monad structure as it is the free tensor algebra. But it also
has a quasimonad structure which we describe now. We will work with homogeneous
elements. See [24], Chapter 16.7. Denote the length of a homogeneous element w
by |w|.
We have the evident free multiplication on §(V ), but we also have the shuﬄe
multiplication  : §(V ) ⊗ §(V ) → §(V ) described as follows. We ﬁrst remind the
reader of the following preliminaries:
Deﬁnition 4.1 • The generalized binomial coeﬃcients are deﬁned by
(
n1 + n2 · · ·+ nm
n1, n2 · · · , nm
)
=
(n1 + n2 · · ·+ nm)!
n1!n2! · · ·nm!
with each ni a non-negative integer. These coeﬃcients satisfy evident equations
which will be of use in verifying associativity of multiplication, among other
things.
• If w1 and w2 are words in some alphabet, a shuﬄe of w1 and w2 is a permutation
of the concatenated word w1w2 such that the internal order of the two words is
maintained.
If w1, w2 are homogeneous elements of §V , then deﬁne
w1w2 = 1(|w1|+|w2|
|w1|,|w2|
) ∑
w∈Sh(w1,w2)
w
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Here the sum is over all w which are the shuﬄe of the two words. (We will ﬁnd
it convenient to denote the shuﬄe multiplication without the leading coeﬃcient by
w1 ∗ w2.)
So for example, the product of w1 = a1 ⊗ b1 and w2 = a2 ⊗ b2 is
w1w2 = 1
6
[a1 ⊗ b1 ⊗ a2 ⊗ b2 + a1 ⊗ a2 ⊗ b1 ⊗ b2 + a1 ⊗ b1 ⊗ b2 ⊗ a2
+b1 ⊗ a1 ⊗ b2 ⊗ a2 + b1 ⊗ a1 ⊗ a2 ⊗ b2 + b1 ⊗ b2 ⊗ a1 ⊗ a2]
=
1
6
w1 ∗ w2
We also note that the multiplication ∗ can be deﬁned recursively as follows [14].
If w1 = aw
′
1 and w2 = bw
′
2, then:
w1 ∗ w2 = a(w′1 ∗ w2) + b(w1 ∗ w′2)
Due to basic combinatorial identities of the binomial coeﬃcients, the -operation is
a commutative, unital associative multiplication on §(V ) and so induces a series of
maps:
§(V )⊗n −→ §(V )
These maps can be deﬁned directly via the formula:
w1w2 · · · wn = 1(|w1|+|w2|+···+|wn|
|w1|,|w2|,··· ,|wn|
) ∑
w∈Sh(w1,w2,...,wn)
w
The multiplication  induces a natural transformation μ : §§ → §. There is also an
evident natural transformation η : Id → §, which is the usual inclusion of generators
function.
Theorem 4.2 This makes § a quasimonad.
Proof. We prove the result in steps.
• (§, μ) is a functor with multiplication.
We need to establish some notation for the homogeneous elements of the various
iterates §nV :
· We write the elements of V as {xi}i∈I .
· We write the (homogeneous) elements of §V as (x1x2 . . . xn). In particular
xi ∈ V and (xi) ∈ §V . So (xi) is the word of length one. We also have the
empty word ε in all §nV , and note for example that (ε) = ε in §2(V ).
· We write the elements of §2V as
[(x11x12 . . . x1n1)(x21x22 . . . x2n2) . . . (xm1xm2 . . . xmnm)].
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We will also write an element of this form as [w1w2 . . . wm].
· We write the elements of §3V as [w11w12 . . . w1m1 ] . . . [wp1wp2 . . . wpmp ]
Now calculate as follows:
§μ([w11w12 . . . w1m1 ] . . . [wp1wp2 . . . wpmp ]) =
[w11w12 . . . w1m1 ] . . . [wp1wp2 . . . wpmp ] =
1(|w11|+|w12|+...+|w1m1 |
|w11|,|w12|,...,|w1m1 |
) . . . 1(|wp1|+|wp2|+...+|wpm1 |
|wp1|,|w12|,...,|wpmp |
) [w11 ∗ w12 ∗ . . .
∗w1m1 ] . . . [wp1 ∗ wp2 ∗ . . . ∗ wpmp ]
Applying μ to this element and using combinatorial identities, we get:
1(|w11|+|w12|+...+|w1m1 |+...+|wp1|+|wp2|+...+|wpm1 |
|w11|,|w12|,...,|w1m1 |,...,|wp1|,|w12|,...,|wpmp |
)w11 ∗ w12 . . . ∗ w1m1 ∗ . . .
∗wp1 ∗ wp2 . . . ∗ wpmp =
w11w12 . . . w1m1 . . . wp1wp2 . . . wpmp
On the other hand, we have
μ§([w11w12 . . . w1m1 ] . . . [wp1wp2 . . . wpmp ]) =
[w11w12 . . . w1m1 ] . . . [wp1wp2 . . . wpmp ] =
1(
m1+...+mp
m1,m2,...,mp
) [w11w12 . . . w1m1 ] ∗ . . . ∗ [wp1wp2 . . . wpmp ]
Note that in this multiplication we are viewing the w’s as letters. Now note
μ([w11w12 . . . w1m1 ] ∗ . . . ∗ [wp1wp2 . . . wpmp ]) is:
(
m1 + . . .+mp
m1,m2, . . . ,mp
)
[w11w12 . . . w1m1 . . . wp1wp2 . . . wpmp ]
since we have
(
m1+...+mp
m1,m2,...,mp
)
terms in the product [w11w12 . . . w1m1 ] ∗ . . . ∗
[wp1wp2 . . . wpmp ] each of which gives w11w12 . . . w1m1 . . . wp1wp2 . . . wpmp
when we apply μ.
Thus we have a functor with multiplication.
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• η is regular.
We note that §η is just id ⊕ η ⊕ (η ⊗ η) ⊕ . . .. So η; §η is just the map v 	→ (v),
viewing v as a word of length 1. Then μ((v)) = v.
• μ is compatible.
We consider a typical element of §2V given by:
[(x11x12 . . . x1n1)(x21x22 . . . x2n2) . . . (xm1xm2 . . . xmn2)]
We also denote this by [w1w2 . . . wm]. The action of the map FηF on this element
is to send it to [w1][w2] . . . [wm], where each (wi) is a word of length one in §2V
Applying μ§ to this element gives:
1
m!
[Σm([(w1)(w2) . . . (wm)])]
where Σm indicates the sum over the action of the permutation group Sm on the
list [(w1)(w2) . . . (wm)]. Applying μ to [Σm([(w1)(w2) . . . (wm)]), we get m! copies
of w1w2 . . . wm, and we are done.
This completes the proof that (§, μ, η) is a quasimonad.

Deﬁnition 4.3 A q-unital monad or quasimonad § is an algebra modality if for each
object V , there is an associative algebra structure:
 : §V ⊗ §V → §V e : I → §V
which is natural in V and the following two additional equations hold:
§§V ⊗ §§V


μ⊗μ  §V ⊗ §V


§§V μ  §V
I e 
e




 §§V
μ

§V
These equations say the μ is an algebra homomorphism.
Lemma 4.4 The shuﬄe multiplication makes § an algebra modality.
Proof. The second equation is straightforward. For the ﬁrst equation, we proceed
very much as in the case of the proof that we have a functor with multiplication. So
we consider an expression of the form [w1w2 . . . wm]⊗ [u1u2 . . . un]. Applying μ⊗ μ
and then , we get
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[w1w2 . . . wm]⊗ [u1u2 . . . un] 	→ [w1w2 . . . wm]⊗ [u1u2 . . . un]
	→ w1w2 . . . wmu1u2 . . . un
Applying  then μ gives
[w1w2 . . . wm]⊗ [u1u2 . . . un] 	→ 1(m+n
m,n
)(w1w2 . . . wm) ∗ (u1u2 . . . un) 	→
1(
m+n
m,n
)
(
m+ n
m, n
)
w1w2 . . . wmu1u2 . . . un
and the result follows.

5 The Rota-Baxter equation
We now introduce the Rota-Baxter equation and give examples. All of the material
of this section can be found in [14].
Deﬁnition 5.1 Let A be a k-algebra, where k is the underlying ﬁeld. A is a Rota-
Baxter algebra if equipped with a k-linear map P : A → A such that for all x, y ∈ A
P (x)P (y) = P (xP (y)) + P (P (x)y)
The map P is called a Rota-Baxter operator or RB-operator 4 .
We just mention a few examples. A much more extensive list can be found for
example in [14].
• Let C(R) denote the ring of continuous functions from the reals to the reals under
pointwise operations. Deﬁne P (f)(x) =
∫ x
0 f(t)dt. Then P is an RB-operator.
The Rota-Baxter equation becomes the usual integration by parts formula.
• Consider R[x] with multiplication given by xm · xn = (mn)xm+n. Then P (xn) =
xn+1 is an RB-operator.
• Let V be an arbitrary k-vector space. Let T (V ) = k⊕V ⊕V ⊗V . . ., but equipped
with the shuﬄe algebra multiplication. Then if v ∈ V , we have an operator
Pv : T (V ) → T (V ) deﬁned by Pv(w) = v ⊗ w. Then Pv is an RB-operator.
4 In this paper, we only consider the operators of weight 0.
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6 Modules with diﬀerentiation and integration
The notion of derivation has long been fundamental in algebraic geometry and
commutative algebra [18,25] and more recently extending the idea to the noncom-
mutative setting has also been of importance [23]. We begin with the classical
notion:
Deﬁnition 6.1 Let A be a commutative k-algebra. Let M be a (left) A-module.
A derivation on M is a k-linear map ∂ : A → M such that for all x, y ∈ A
∂(xy) = x∂(y) + y∂(x)
We will also refer to (M,∂) as a module with diﬀerentiation.
We now introduce the corresponding integral structure. As far as we have been
able to see, this precise deﬁnition does not exist in the literature despite the intense
study of the Rota-Baxter equation. It is certainly implicit in that work though.
Deﬁnition 6.2 Let A be a commutative k-algebra. Let M be a right A-module.
An integration on M is a k-linear map π : M → A such that for all x, y ∈ M
π(x)π(y) = π(xπ(y)) + π(yπ(x))
The pair (M,π) is called a module with integration.
Remark 6.3 Note that the multiplication on the lefthand side of the equation is
the multiplication of A, while on the right, the multiplication is the action of A on
M .
We note that every Rota-Baxter algebra is a module with integration over itself
with its evident right-module structure.The shuﬄe quasimonad will give us a much
broader class of examples. Indeed it is expected that when a complete theory of
integral linear logic is established, we will have an even greater source of examples.
Deﬁnition 6.4 Let A be a commutative algebra. An FTC-module over A is an
A-module M together with maps P : M → A and d : A → M such that
• (M,d) is a module with diﬀerentiation.
• (M,P ) is a module with integration.
and
• (First Fundamental Theorem of Calculus) P ; d = id
We write the FTC-module as (M,P, d).
6.1 Additional structure in the presence of a (quasi)monad
As already indicated, one can express additional diﬀerential structure in the presence
of a monad with an algebra modality. This is seen in the deﬁnition of codiﬀerential
category above. We now introduce some additional structure for the integral case.
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Deﬁnition 6.5 In what follows, let (T, μ, η) be a q-unital monad and a natural
transformation of the form s : id⊗ T → T
• The natural transformation s satisﬁes the U-substitution rule if for all f : X →
X ⊗ TX, the composite
X ⊗ TX s−−−−→ TX Tf−−−−→ T (X ⊗ TX) Ts−−−−→ TTX μ−−−−→ TX
is equal to the composite
X ⊗ TX id⊗Tf−−−−→ X ⊗ T (X ⊗ TX) id⊗Ts−−−−→ X ⊗ TTX
f⊗μ−−−−→ X ⊗ TX ⊗ TX id⊗−−−−→ X ⊗ TX s−−−−→ TX
• A natural transformation of the form s : id ⊗ T → T satisﬁes the integration of
constants rule if η : X → TX is equal to the composite
X ∼= X ⊗ I id⊗e−−−−→ X ⊗ TX s−−−−→ TX
We note that these equations are not necessarily satisﬁed in the case of the
shuﬄe quasimonad and it will be of interest to characterize those cases in which
these additional equations hold.
If we also have diﬀerential structure in the presence of a quasimonad, we can
also state the Second Fundamental Theorem of Calculus.
Deﬁnition 6.6 Suppose we have an algebra modality (T, μ, η,m, e) and an FTC-
module (M,P, d) over T (V ). Then we say that M satisﬁes the Second Fundamental
Theorem of Calculus if:
d;P + T (0) = idT (V )
where 0: V → V .
If the algebra modality is equipped with natural transformations P : id⊗T → T
and d : T → id⊗ T making each TV an FTC-module, then we say that the algebra
modality satisﬁes the second fundamental theorem if these natural transformations
satisfy the same equation.
Remark 6.7 We note that unlike the ﬁrst fundamental theorem of calculus, this
one can only be deﬁned in the presence of additional quasimonadic structure.
7 Diﬀerential and integral structure in the shuﬄe
quasimonad
Lemma 7.1 The operator P : V ⊗ §V → §V deﬁned by P (v ⊗ w) = 1|w|+1vw (the
concatenated word) satisﬁes:
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• The Rota-Baxter equation, where V ⊗ §V is the free right §V -module generated
by V .
• The integration of constants rule.
Proof. We note that the integration of constants rule is trivial.
We suppose v, v′ ∈ V and w,w′ ∈ X∗, with |w| = n and |w′| = m. We must
show
P (v ⊗ w)P (v′ ⊗ w′) = P ((v ⊗ w)P (v′ ⊗ w′)) + P ((v′ ⊗ w′)P (v ⊗ w))
The lefthand side of this equation is given by:
1
n+ 1
1
m+ 1
[vwv′w′] = 1
n+ 1
1
m+ 1
1(
n+m+2
n+1,m+1
)(vw ∗ v′w′) =
1(
n+m+2
n,1,m,1
)(vw ∗ v′w′)
The righthand side is given by:
P (v ⊗ ( 1
m+ 1
)wv′w′) + P (v′ ⊗ ( 1
n+ 1
)w′vw) =
1
m+ 1
1(
n+m+1
n,m+1
) 1
n+m+ 2
v(w ∗ v′w′) + 1
n+ 1
1(
n+m+1
n+1,m
) 1
n+m+ 2
v′(w′ ∗ vw) =
1(
n+m+2
n,1,m,1
)v(w ∗ v′w′) + 1(n+m+2
n,1,m,1
)v′(w′ ∗ vw)
The result now follows from the recursive deﬁnition of the ∗-operator.

Lemma 7.2 In the category of vector spaces equipped with the quasishuﬄe algebra
modality, for each algebra §V , the diﬀerential operator given by:
d : §V → V ⊗ §V vw 	→ (|w|+ 1)v ⊗ w
satisﬁes the Leibniz rule.
Proof. We must show that
d(vwv′w′) = d(vw)v′w′ + d(v′w′)vw
Note we are using the  operation to also signify the action of §V on V ⊗ §V . We
let |w| = n and |w′| = m.
For the lefthand side, we calculate:
d(vwv′w′) = d[ 1( n+m+2
n+1,m+1
)(v(v′w′ ∗ w) + v′(vw ∗ w′))] =
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1(
n+m+2
n+1,m+1
) [(n+m+ 2)(v ⊗ (w ∗ v′w′) + v′ ⊗ (vw ∗ w′)] =
(n+ 1)!(m+ 1)!
(n+m+ 1)!
[v ⊗ (w ∗ v′w′) + v′ ⊗ (vw ∗ w′)]
For the righthand side, we calculate:
d(vw)v′w′ + d(v′w′)vw = (n+ 1)v ⊗ (wv′w′) + (m+ 1)v′ ⊗ (w′vw) =
(n+ 1)
1(
n+m+1
n,m+1
)v ⊗ (w ∗ v′w′) + (m+ 1) 1(n+m+1
n+1,m
)v′ ⊗ (w′ ∗ vw) =
(n+ 1)!(m+ 1)!
(n+m+ 1)!
[v ⊗ (w ∗ v′w′) + v′ ⊗ (vw ∗ w′)]

Finally we conclude:
Theorem 7.3 For the algebra modality §, the free §V module on V given by V ⊗§V
is an FTC-module which furthermore satisﬁes the second fundamental theorem of
calculus.
Proof. It remains to verify the two fundamental theorems. The ﬁrst is straightfor-
ward.
We must consider the two cases of monomials V ⊗n , when n = 0 and n ≥ 1.
When n = 0, k ∈ K, recall that d(1) = 0 and P is linear:
P (d(k)) + §(0)(k) = P (0) + k = k
When n ≥ 1, then for vw ∈ V ⊗n (where v ∈ V and w ∈ §(V ) of length |w| = n−1):
P (d(vw)) + §(0)(vw) = P ((|w|+ 1)v ⊗ w) = (|w|+ 1)
(|w|+ 1)vw = vw
This establishes the second FTC.

We now consider the possibility of other §V modules satisfying the second fun-
damental theorem. We will show that requiring the second fundamental theorem is
in fact a signiﬁcant restriction.
Lemma 7.4 Let (M,P, d) be an FTC-module over §V which satisﬁes the Second
Fundamental Theorem of calculus. Then the following equality holds:
P ; §(0) = 0
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Proof.
P ; §(0) = P + P ; §(0)− P
= P ; d;P + P ; §(0)− P
= P (d;P + §(0))− P
= P − P
= 0

Proposition 7.5 For the algebra §V , we consider the FTC-module (V ⊗§V, P, d) as
above. Suppose one has another FTC-module (M,R, d) over §V which also satisﬁes
the second fundamental theorem. Then there is a k-linear isomorphism between M
and V ⊗ §V given by
P ;D : V ⊗ §V −→ M R; d : M −→ V ⊗ §V
Furthermore, if P ;D satisﬁes the following for all a⊗ w ∈ V ⊗ §V :
D(P (a⊗ w)) = wD(a)
then P ;D is a module map, implying V ⊗§V and M are isomorphic as §V -modules.
Proof.
By the above lemma, R; §(0) = 0 and P ; §(0) = 0, and so we get the following
equalities:
R = R(dP+§(0)) = RdP+R§(0) = RdP P = P (DR+§(0)) = PDR+P §(0) = PDR
So calculate as follows:
P ;D;R; d = P ; d = idV⊗§V
R; d;P ;D = R;D = idM
So PD and Rd are K-linear isomorphisms.
Now suppose that for all a⊗ w ∈ V ⊗ §V : D(P (a⊗ w)) = wD(a). By a simple
calculation we have that for all v ∈ §(V ):
D(P (v(a⊗ w))) = D(P (a⊗ v  w))
= (v  w)D(a)
= v(wD(a))
= v(D(P (a⊗ w)))
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Which proves that P ;D is a module map.

8 Conclusion
This work originated with the goal of developing a theory of integral linear logic and
integral categories to parallel the corresponding diﬀerential theories. This work is
ongoing but we believe the shuﬄe structure provides a key towards understanding
the integral theory. But furthermore it is of interest even in its own right. The idea
of weakening the notion of monad to quasimonad is new for linear logic and deserves
further exploration. (We do note that a diﬀerent version of weaker structure was
introduced in [20,21].) Also, we ﬁnd the combinatorics of shuﬄing and its variants
fascinating and wonder what other structure is to be found there and what it would
have to say about linear logic.
We also note that one can still consider T -algebras when T is just a quasimonad.
See [28]. An extension of the theory of universal derivations established in [2] for
general T -algebras was carried out by O’Neill in [27]. This theory was subsequently
subsumed in [4] where the general notion of a T -derivation with respect to an algebra
modality was introduced. It will be interesting to see the extent to which the work
there lifts to the quasimonad setting.
The notion of Rota-Baxter algebra as studied in [14] and the references therein
is in fact much more general than the deﬁnition presented here. In particular, they
have the notion of Rota-Baxter algebra of weight λ. The deﬁnition is as follows:
Deﬁnition 8.1 Let A be a k-algebra. A is a Rota-Baxter algebra of weight λ if
equipped with a k-linear map P : A → A such that for all x, y ∈ A
P (x)P (y) = P (xP (y)) + P (P (x)y) + λP (xy)
Our notion of module with integration only captures the weight 0 case. But there
is an evident notion of module with integration of weight λ. The logical signiﬁcance
of this is likely quite interesting. At the same time, Guo and Keigher have also
developed a corresponding notion of diﬀerential algebra of weight λ, deﬁned as
follows:
Deﬁnition 8.2 Let A be a k-algebra. A is a diﬀerential algebra of weight λ if
equipped with a k-linear map d : A → A such that for all x, y ∈ A
d(xy) = xd(y) + d(x)y + λd(x)d(y)
They combine the two structures in [16]. The paper [17] studies the corresponding
monadic and comonadic structures. Obviously there is a great deal of structure
here to be studied.
We also note that there is a corresponding theory of Rota-Baxter coalgebras
[22]. So many of the structures deﬁned here could be redeﬁned in the coalge-
braic/comonadic setting. Of course, it remains to ﬁnd as compelling an example as
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the shuﬄe structures considered here.
Two further ideas for future work are as follows. First it is important to develop
the above theories in the noncommutative case. This work for the diﬀerential setting
was begun in the preprint [6]. Free Rota-Baxter algebras in the noncommutative
case are constructed by Ebrahimi-Fard and Guo using operations on rooted trees in
[7]. It is this construction that arises in renormalization of perturbative quantum
ﬁeld theory [8].
We would also like to construct free FTC-modules in both the weight 0 and
weight λ cases. Obviously these will be related to the structures found in [16,17].
This generalized notion of shuﬄe is also related to the quasishuﬄe of Hoﬀman [19].
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