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Abstract
The paper studies the existence, both locally and globally in time, stability, decay estimates and
blowup of solutions to the Cauchy problem for a class of nonlinear dispersive wave equations arising
in elasto-plastic flow. Under the assumption that the nonlinear term of the equations is of polynomial
growth order, say α, it proves that when α > 1, the Cauchy problem admits a unique local solution,
which is stable and can be continued to a global solution under rather mild conditions; when α  5
and the initial data is small enough, the Cauchy problem admits a unique global solution and its norm
in L1,p(R) decays at the rate (1+ t)−(p−2)/(2p) for 2 <p  10. And if the initial energy is negative,
then under a suitable condition on the nonlinear term, the local solutions of the Cauchy problem blow
up in finite time.
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1. Introduction
In this paper, we are concerned with the existence, both locally and globally in time,
decay estimates and blowup of solutions to the Cauchy problem for a class of nonlinear
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utt + uxxxx + λu = σ(ux)x, x ∈ R, t > 0, (1.1)
u(x,0) = u0(x), ut (x,0) = u1(x), x ∈ R, (1.2)
where σ(s) is a given nonlinear function, λ > 0 is a real number.
Equations of type (1.1) are a class of essential nonlinear wave equations appearing in
the elasto-plastic-microstructure models. They govern the longitudinal motion of a elasto-
plastic bar and anti-plane shearing deformation, see [10]. When λ = 0, σ(s) = as2, where
a < 0 is a real number, Lianjun and Peirce [10] studied in detail the soliton solution of
Eq. (1.1). And for general σ(s), the authors [3] discussed the existence and nonexistence
of global solutions to the initial boundary value problem of Eq. (1.1).
When σ(ux)x in (1.1) is replaced by σ(u) and λ = 1, Levandosky [7] studied the local
existence and decay estimates of solutions to the Cauchy problem of the equation
utt +∆2u+ u = σ(u) on RN+1. (1.3)
By virtue of both Lp −Lq estimates and the space–time integrability estimates, he proved
that for nonlinearities σ(u) which satisfy σ(0) = 0 and |σ ′(s)|  C|s|α−1 with 1 < α <
2∗∗ − 1, where 2∗∗ = ∞ for 1N  4 and 2∗∗ = 2N
N−4 for N  5, Cauchy problem (1.3),
(1.2) (with x ∈ RN ) admits a unique local solution
w = (u,ut ) ∈ C
([0, T );X)
as long as the initial data g ∈ X, where g = (u0, u1), X = H 2(RN) ⊕ L2(RN). And if
α  1 + 8/N , then the low energy scattering states exist. That is, given g− ∈ X small
enough, there exists a solution w of Cauchy problem (1.3), (1.2) (with x ∈ RN ) and a
g+ ∈ X such that∥∥U0(t)g± −w(t)∥∥X → 0 as t → ±∞, (1.4)
where U0 is the solution operator for the linear equation
utt +∆2u+ u = 0. (1.5)
And for any 2 p  2∗∗,∥∥U0(t)g∥∥Lp(RN)  Ct−(p−2)N/(4p)(‖u0‖W 2,p′ (RN) + ‖u1‖Lp′ (RN)), t > 0, (1.6)
where 1/p + 1/p′ = 1. See [7].
From the physical points of view, in real process, dissipation and dispersion play an im-
portant spreading role for the energy gather arising from the nonlinearity, and the interac-
tion of them with the nonlinearity accompanies the accumulation, balance and dissipation
of the energy in the configurations, see [17]. Because of the importance to investigate in
deep the restriction conditions among the three factors: nonlinearity, dispersion and dis-
sipation, many mathematicians and physicists focus their attention to study the nonlinear
evolution equations with dissipative or dispersive terms, or with both of them, and there
have been a lot of impressive literature, see [1,2,4–9,11–14,16,17].
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utt + uxxxx + λut = σ(ux)x. (1.7)
For the initial boundary value problem of Eq. (1.7), the author [18] studied the global
existence, asymptotic behavior and blowup of solutions and investigated the influence of
the dissipative term for the corresponding solutions.
In the present paper, we restrict our attention to the influence of the dispersive term λu
for the solutions of problem (1.1), (1.2). Under the assumptions: “σ ∈ C2(R), and σ(s) is
of polynomial growth order α,” we obtain that:
(1) When α > 1, problem (1.1), (1.2) admits a unique local solution u ∈ C([0, T 0);
H 2(R)) as long as u0 ∈ H 2(R), u1 ∈ L2(R). While under rather mild conditions the
local solution can be continued to a global solution and it is stable. See Theorems 2.1–
2.3.
(2) When α  5 and the initial data is small enough, problem (1.1), (1.2) admits a unique
global solution u, and∥∥u(t)∥∥
L1,p(R)  C(1 + t)−(p−2)/(2p), t > 0, (1.8)
where 2 <p  10. See Theorems 2.4–2.5.
(3) If the initial energy is negative, then under a suitable condition on σ(s), the local
solution u of problem (1.1), (1.2) blows up in finite time T˜ , i.e.,∥∥u(t)∥∥
L2(R) → +∞ as t → T˜ −. (1.9)
See Theorem 2.6.
Comparing the results of Theorem 2.5 (see (1.8)) with the decay estimates (1.6) given by
Levandosky we see that when the space dimension N = 1, the solution U0(t)g of Cauchy
problem (1.5), (1.2) decays in Lp(R) at the rate t−(p−2)/(4p), and when α  9 and the
initial data g ∈ X is small enough, (1.4) holds. While by Theorem 2.5, when α  5 and the
initial data is small enough, the solution of Cauchy problem (1.1), (1.2) decays in L1,p(R)
at the rate t−(p−2)/(2p) for 2 <p  10. Since t−(p−2)/(2p) < t−(p−2)/(4p), t > 1, the decay
rate given in Theorem 2.5 is more suitable.
The plan of the paper is as follows. Some notations and the main results of the paper
are stated in Section 2. The existence, both locally and globally in time, and stability of
solutions in the case of α > 1 are discussed in Section 3. The global existence and decay
estimates of solutions in the case of α  5 are studied in Section 4. And the blowup of
solutions is investigated in Section 5.
2. Statement of main results
We first introduce the following abbreviations:
Lp = Lp(R), Ls,p = (I −∆)−s/2Lp, Hs = Ws,2(R),
‖ · ‖C = ‖ · ‖C(R), ‖ · ‖p = ‖ · ‖Lp, ‖ · ‖s,p = ‖ · ‖Ls,p , ‖ · ‖ = ‖ · ‖L2,
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Fourier transform and ˇ denote its inverse. And let ∂x = ∂∂x , Iγ = (−∆)−γ /2 be the Riesz
potential, Ci (i = 1,2, . . .) and C be positive constants.
Now we state the main results of the paper.
Theorem 2.1. Assume that
(i) σ ∈ C2(R), |σ(s)| C1(|s|α + |s|), |σ ′(s)| C2(|s|α−1 + 1), s ∈ R, α > 1.
(ii) u0 ∈ H 2, u1 ∈ L2.
Then problem (1.1), (1.2) admits a unique solution u ∈ C([0, T 0);H 2), where [0, T 0) is
the maximal interval of existence of u. Moreover, if
sup
t∈[0,T 0)
(∥∥u(t)∥∥2,2 + ∥∥ut (t)∥∥)< +∞, (2.1)
then T 0 = +∞.
Theorem 2.2. Under the assumptions of Theorem 2.1, if one of the following conditions
holds:
(i) σ(s)s  0, s ∈ R,
(ii) |σ(s)|C3|s|α , u0 ∈ W and ‖u1‖2 +λ‖u0‖2 +‖u0xx‖2 < d/2C2/(α−1)∗ , where, here
and in the following, d = b0 −C3/(α + 1) > 0, b0 = min{1, λ}, C∗ is the embedding
constant from H 1 to Lα+1, and
W = {u ∈ H 2 | I (u) = ‖u‖22,2 − ‖ux‖α+1α+1 > 0}∪ {0},
(iii) 0 < b0‖u0‖22,2 − C
∗
1
α+1‖u0‖(α+1)/22,2 < K0, where K0 = ‖u1‖2 + λ‖u0‖2 + ‖u0xx‖2 +
C1(α−1)
2(α+1) , C
∗
1 = C1C∗ +C1,
(iv) |σ ′(s)| C2, s ∈ R,
then T 0 = +∞.
Theorem 2.3. Assume that σ ∈ C2(R), u0 ∈ H 2, u1 ∈ L2. Then the solution of problem
(1.1), (1.2) is stable, i.e., if u,v ∈ C([0, T 0);H 2) are two solutions of problem (1.1), (1.2)
corresponding to initial data u0, u1 and v0, v1, respectively, then for any T : 0 < T < T 0,
sup
t∈[0,T ]
∥∥u(t)− v(t)∥∥2,2 C(‖u0 − v0‖2,2 + ‖u1 − v1‖). (2.2)
Theorem 2.4. Assume that
(i) σ ∈ C2(R), |σ(s)| C4|s|α , |σ ′(s)| C5|s|α−1, |σ ′′(s)| C6|s|α−2, s ∈ R,
(ii) u0 ∈ H 2 ∩Lγ/2,p′ , u1 ∈ L2 ∩L−(2−γ /2),p′ ,
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Then problem (1.1), (1.2) admits a unique solution u ∈ Lα(R;L2,p) ∩ C(R;H 2) as long
as ‖u0‖γ /2,p′ + ‖u0‖2,2 + ‖u1‖−(2−γ /2),p′ + ‖u1‖ is suitably small.
Remark 1. α = 4
γ
and p = 21−γ with 0 < γ  45 imply that α  5, 2 < p  10 and γ2 =
p−2
2p .
Theorem 2.5. Under the assumptions of Theorem 2.4, if also u0 ∈ Lγ,q ∩ L1,p′ ,
u1 ∈ L−1,p′ ∩ L−(2−γ ),q , U0 + U1 + ‖u0‖γ /2,p′ + ‖u1‖−(2−γ /2),p′  δ/2C, with δ 
(1/2C)1/(α−1) small, where, here and in the following, U0 = ‖u0‖2,2 +‖u0‖γ,q +‖u0‖1,p′ ,
U1 = ‖u1‖ + ‖u1‖−1,p′ + ‖u1‖−(2−γ ),q , γ , p, p′ as shown in Theorem 2.4, and q =
2/(1 + 3γ ). Then the solution u of problem (1.1), (1.2) is of the decay estimates∥∥u(t)∥∥1,p  C(1 + t)−(p−2)/(2p), t > 0.
Theorem 2.6. Assume that there exists ν > 0 such that
2(1 + 2ν)F (s) σ(s)s, s ∈ R, (2.3)
where F ′(s) = σ(s), and u0 ∈ H 2, u1 ∈ L2 such that the initial energy
E(0) = 1
2
(‖u1‖2 + λ‖u0‖2 + ‖u0xx‖2)+
∫
R
F(u0x) dx < 0. (2.4)
Then the solution u of problem (1.1), (1.2) blows up in finite time T˜ , i.e.,∥∥u(t)∥∥→ +∞ as t → T˜ −.
3. Existence and stability of solutions in the case of α > 1
In order to prove Theorem 2.1, we first quote a lemma.
Lemma 3.1 [5]. Assume that φ is not linear and φ(ξ) = Rl(ξ), where R(ξ) is a rational
function and l ∈ R, and
Wγ (t)u0(x) =
∫
R
ei(tφ(ξ)+xξ)
∣∣φ′′(ξ)∣∣γ /2uˆ0(ξ) dξ. (3.1)
Then for any γ ∈ [0,1],∥∥Wγ (t)u0∥∥p  C|t |−γ /2‖u0‖p′, (3.2)∥∥Wγ/2(t)u0∥∥Lα(R;Lp)  C‖u0‖, (3.3)
where (α,p) = (4/γ,2/(1 − γ )) and 1/p + 1/p′ = 1.
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utt + uxxxx + λu = 0, x ∈ R, t > 0. (3.4)
The formal solution of problem (3.4), (1.2) is given by
u(x, t) = 1
4π
∫
R
ei(tφ(ξ)+xξ)
(
uˆ0(ξ)+ uˆ1(ξ)
φ(ξ)
)
dξ
+ 1
4π
∫
R
ei(−tφ(ξ)+xξ)
(
uˆ0(ξ)− uˆ1(ξ)
φ(ξ)
)
dξ, (3.5)
where φ(ξ) = (λ+ ξ4)1/2. Let
U(t)u0 = 14π
∫
R
ei(tφ(ξ)+xξ)uˆ0(ξ) dξ,
V (t)u1 = 14π
∫
R
ei(tφ(ξ)+xξ) uˆ1(ξ)
φ(ξ)
dξ. (3.6)
For brevity, we write the formal solution (3.5) as u(t) = U(t)u0 + V (t)u1. And by the
homogenized principle the solution of problem (1.1), (1.2) formally satisfies the integral
equation
u(x, t) = U(t)u0 + V (t)u1 +
t∫
0
V (t − τ)σ (ux(τ))x dτ. (3.7)
Now, we give the properties of φ(ξ). Obviously,
φ′(ξ) = 2ξ3(λ+ ξ4)−1/2, φ′′(ξ) = 2ξ2(3λ+ ξ4)(λ+ ξ4)−3/2.
Lemma 3.2.
b1
(
1 + ξ2) ∣∣φ(ξ)∣∣ b2(1 + ξ2),
b3ξ
2(1 + ξ2)−1  ∣∣φ′′(ξ)∣∣ b4ξ2(1 + ξ2)−1, (3.8)
where b1 = [ 12 min{λ,1}]1/2, b2 = [max{λ,1}]1/2, b3 = 2[max{3λ,1}]−1/2, b4 = 6[ 12 ×
min{3λ,1}]−1/2.
Proof. The combination of the inequalities
2ξ2
(
3λ+ ξ4)−1/2  ∣∣φ′′(ξ)∣∣ 6ξ2(3λ+ ξ4)−1/2,
1
2
min{3λ,1}(1 + ξ2)2  3λ+ ξ4 max{3λ,1}(1 + ξ2)2
yields (3.8). 
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Proof. Applying Lemma 3.1 (with γ = 0) to (3.6) one gets (3.9) immediately. 
Lemma 3.4. Assume that h ∈ H 1, then∥∥V (t)∂xh∥∥2,2  C‖h‖1,2. (3.10)
Proof. By (3.6),
V (t)∂xh = 14π
∫
R
ei(tφ(ξ)+xξ) iξ hˆ(ξ)
φ(ξ)
dξ. (3.11)
Applying Lemmas 3.1 and 3.2 to (3.11) one obtains
∥∥V (t)∂xh∥∥C
∥∥∥∥ξ hˆ(ξ)φ(ξ)
∥∥∥∥ C∥∥(1 + ξ2)−1/2hˆ(ξ)∥∥= C‖h‖−1,2. (3.12)
Similarly, we get (3.10). 
Now, we give the proof of Theorem 2.1.
Proof of Theorem 2.1. Let
WaT =
{
u ∈ C([0, T ];H 2) ∣∣ ρ(u) a}, (3.13)
where ρ(u) = supt∈[0,T ] ‖u(t)‖2,2. Then WaT is a complete metric space for any fixed a > 0
and T > 0. Let
Hu = U(t)u0 + V (t)u1 +
t∫
0
V (t − τ)σ (ux(τ))x dτ, (3.14)
where u ∈ WaT . We prove that the mapping H is a contraction from WaT to itself for suitable
a and T .
By Lemmas 3.3, 3.4, assumption (i) of Theorem 2.1 and the Sobolev embedding theo-
rem,
‖Hu‖2,2

∥∥U(t)u0∥∥2,2 + ∥∥V (t)u1∥∥2,2 +
t∫
0
∥∥V (t − τ)σ (ux(τ))x∥∥2,2 dτ
 C
(
‖u0‖2,2 + ‖u1‖ +
t∫ ∥∥σ (ux(τ))∥∥1,2 dτ
)0
204 Y. Zhijian / J. Math. Anal. Appl. 313 (2006) 197–217C
(
‖u0‖2,2 + ‖u1‖ +
T∫
0
(∥∥|ux |α∥∥+ ‖ux‖ + ∥∥|ux |α−1uxx∥∥+ ‖uxx‖)(τ ) dτ
)
C
(
‖u0‖2,2 + ‖u1‖ +
T∫
0
(‖ux‖α−1∞ + 1)(‖ux‖ + ‖uxx‖)(τ ) dτ
)
C
[‖u0‖2,2 + ‖u1‖ + a(aα−1 + 1)T ], t ∈ [0, T ]. (3.15)
Take a > 0 such that
‖u0‖2,2 + ‖u1‖ a2C , (3.16)
and T > 0 such that
T  1
2C(aα−1 + 1) . (3.17)
Then
ρ(Hu) a and H :WaT → WaT . (3.18)
For arbitrary u,v ∈ WaT , by Lemma 3.4 and the Lagrange mean value theorem,
‖Hu−Hv‖2,2

T∫
0
∥∥σ (ux(τ))− σ (vx(τ ))∥∥1,2 dτ
C
T∫
0
(∥∥(|ux |α−1 + |vx |α−1 + 1)(ux − vx)(τ )∥∥)dτ
+
T∫
0
(∥∥σ ′(η)(uxx − vxx)(τ )∥∥+ ∥∥σ ′′(η)ηx(ux − vx)(τ )∥∥)dτ, (3.19)
where η = ux + θvx , 0 < θ < 1. Since∥∥η(t)∥∥
C

∥∥u(t)∥∥2,2 + ∥∥v(t)∥∥2,2  2a,∥∥σ ′(η(t))∥∥
C
+ ∥∥σ ′′(η(t))∥∥
C
 C, t ∈ [0, T ],
we deduce from (3.19) and the Sobolev embedding theorem that
‖Hu−Hv‖2,2
C sup
t∈[0,T ]
∥∥u(t)− v(t)∥∥2,2
T∫
0
(‖ux‖α−1∞ + ‖vx‖α−1∞ + 1 + ‖ηx‖)(τ ) dτ
C
(
2aα−1 + 2a + 1)T sup ∥∥u(t)− v(t)∥∥2,2. (3.20)t∈[0,T ]
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T <
1
C(2aα−1 + 2a + 1) , (3.21)
then
ρ(Hu−Hv) < ρ(u− v). (3.22)
This shows that H is a contraction.
From (3.18), (3.22) and the contraction mapping principle we deduce that problem (1.1),
(1.2) admits a unique solution u ∈ WaT . And it is not difficult to prove the uniqueness of the
solution in the space C([0, T ];H 2) for any T > 0.
Let [0, T 0) be the maximal interval of existence of u, then (2.1) implies T 0 = ∞.
In fact, for each T ′ ∈ [0, T 0), we consider the Cauchy problem
vtt + vxxxx + λv = σ(vx)x, x ∈ R, t > 0,
v(x,0) = u(x,T ′), vt (x,0) = ut (x, T ′), x ∈ R. (3.23)
By (2.1),∥∥u(T ′)∥∥2,2 + ∥∥ut (T ′)∥∥M,
where M is a positive constant independent of T ′ ∈ [0, T 0). From the process of the above
proof we see that there exists a constant T1 ∈ (0, T 0) such that for each T ′ ∈ [0, T 0), (3.23)
admits a unique solution v ∈ WaT1 . Take T ′ = T 0 − T1/2 and define
u˜(· , t) =
{
u(· , t), t ∈ [0, T ′),
v(· , t − T ′), t ∈ [T ′, T 0 + T1/2],
then u˜ is a solution of problem (1.1), (1.2) on interval [0, T 0 + T1/2], and by the unique-
ness, u˜ extends u, which violates the maximality of [0, T 0). Therefore, T 0 = +∞. Theo-
rem 2.1 is proved. 
Now, we discuss the global existence of solutions.
Proof of Theorem 2.2. Taking L2-inner product by ut in (1.1) and integrating the resulting
expression over (0, t) one gets∥∥ut (t)∥∥2 + b0∥∥u(t)∥∥22,2 +
∫
R
F
(
ux(t)
)
dx  ‖u1‖2 + ‖u0xx‖2 + λ‖u0‖2, (3.24)
where F(s) = ∫ s0 σ(τ) dτ , b0 = min{1, λ}.
(i) If σ(s)s  0, s ∈ R, then F(s) 0, s ∈ R, and (3.24) implies∥∥ut (t)∥∥2 + b0∥∥u(t)∥∥22,2  ‖u1‖2 + ‖u0xx‖2 + λ‖u0‖2, t > 0. (3.25)
So by Theorem 2.1, T 0 = +∞.
(ii) Let condition (ii) of Theorem 2.2 holds. Then the potential well W is a neighborhood
of 0 in H 2.
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‖ux‖α+1α+1  C∗‖u‖α−12,2 ‖u‖22,2 < ‖u‖22,2 as ‖u‖2,2 < (1/C∗)1/(α−1),
we get the conclusion.
Let
J (u) = b0‖u‖22,2 −
C3
α + 1‖ux‖
α+1
α+1 = b0I (u)+ d‖ux‖α+1α+1
= C3
α + 1I (u)+ d‖u‖
2
2,2. (3.26)
Since u0 ∈ W , we certify
u(t) ∈ W, t > 0. (3.27)
In fact, if there is T > 0 such that u(t) ∈ W , t ∈ [0, T ), while u(T ) ∈ ∂W , i.e.,
I (u(T )) = 0, then, noting that ∫R F(ux(t)) dx − C3α+1‖ux(t)‖α+1α+1, by (3.24), (3.26) and
condition (ii) one gets∥∥ut (t)∥∥2 + d2
(∥∥u(t)∥∥22,2 + ∥∥ux(t)∥∥α+1α+1)

∥∥ut (t)∥∥2 + J (u(t)) ‖u1‖2 + ‖u0xx‖2 + λ‖u0‖2, t ∈ [0, T ], (3.28)∥∥ux(t)∥∥α+1α+1  C∗
(
2
d
(‖u1‖2 + ‖u0xx‖2 + λ‖u0‖2)
)(α−1)/2∥∥u(t)∥∥22,2
<
∥∥u(t)∥∥22,2, t ∈ [0, T ]. (3.29)
By (3.29), I (u(t)) > 0, t ∈ [0, T ], which violates I (u(T )) = 0. Therefore, (3.27) holds.
It follows from (3.27) that (3.28) holds for t > 0. Therefore, by Theorem 2.1, T 0 = +∞.
(iii) Let condition (iii) of Theorem 2.2 holds. By assumption (i) of Theorem 2.1, the
Young inequality and the Sobolev embedding theorem,∫
R
F
(
ux(t)
)
dx  C1
α + 1
∥∥ux(t)∥∥α+1α+1 + C12
∥∥ux(t)∥∥2

C∗1
α + 1
∥∥u(t)∥∥α+12,2 + C1(α − 1)2(α + 1) , t > 0. (3.30)
The combination of (3.24) with (3.30) gives
∥∥ut (t)∥∥2 + b0∥∥u(t)∥∥22,2 − C∗1α + 1
∥∥u(t)∥∥α+12,2 K0, t > 0, (3.31)
where K0 as shown in Theorem 2.2. Let z(t) = ‖u(t)‖22,2. By (3.31),
b0z(t)− C
∗
1
α + 1z
(α+1)/2(t)K0, t > 0. (3.32)
Obviously, (3.32) holds if and only if z(t) ∈ [0,C7] ∪ [C8,+∞), where 0 < C7 < C8 <
+∞. Since 0 < b0z(0) − C
∗
1
α+1z
(α+1)/2(0) < K0 (condition (iii)), by the continuity of z(t)
we have z(t) C7, t > 0, i.e.,
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t∈R
∥∥u(t)∥∥22,2  C7. (3.33)
The combination of (3.31) with (3.33) gives∥∥ut (t)∥∥2 + b0∥∥u(t)∥∥22,2  C9, t > 0, (3.34)
where C9 = K0 + C
∗
1
α+1C
(α+1)/2
7 . Hence, by Theorem 2.1, T 0 = +∞.
(iv) Let condition (iv) of Theorem 2.2 holds. Taking L2-inner product by ut in (1.1) and
integrating the resulting expression over (0, t) one gets∥∥ut (t)∥∥2 + b0∥∥u(t)∥∥22,2
 ‖u1‖2 + ‖u0xx‖2 + λ‖u0‖2 + 2
t∫
0
∫
R
σ ′(ux)uxxut dx dτ
 ‖u1‖2 + ‖u0xx‖2 + λ‖u0‖2 +C2
t∫
0
(∥∥ut (τ )∥∥2 + ∥∥uxx(τ )∥∥2)dτ. (3.35)
Applying the Gronwall inequality to (3.35) one obtains∥∥ut (t)∥∥2 + b0∥∥u(t)∥∥22,2 M(T ), t ∈ [0, T ]. (3.36)
By the arbitrariness of T and Theorem 2.1, T 0 = ∞. Theorem 2.2 is proved. 
Now, we discuss the stability of the solutions.
Proof of Theorem 2.3. Let u,v ∈ C([0, T 0);H 2) be two solutions of problem (1.1), (1.2)
corresponding to initial data u0, u1 and v0, v1, respectively, then w = u− v satisfies
w(t) = U(t)w0 + V (t)w1 +
t∫
0
V (t − τ)(σ(ux)− σ(vx))x(τ ) dτ, (3.37)
where, here and in the following, w0 = u0 − v0, w1 = u1 − v1. By Lemmas 3.3 and 3.4,∥∥w(t)∥∥2,2
 C
(
‖w0‖2,2 + ‖w1‖ +
t∫
0
∥∥(σ(ux)− σ(vx))(τ )∥∥1,2 dτ
)
 C
(
‖w0‖2,2 + ‖w1‖ +
t∫
0
(∥∥σ ′(η)wx∥∥+ ∥∥σ ′′(η)ηxwx∥∥+ ∥∥σ ′(η)wxx∥∥)dτ
)
 C
(
‖w0‖2,2 + ‖w1‖ +
t∫ ∥∥w(τ)∥∥2,2 dτ
)
, t ∈ [0, T ], (3.38)0
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C
 C
(∥∥u(t)∥∥2,2 + ∥∥v(t)∥∥2,2)C,∥∥σ ′′(η)ηxwx∥∥ C∥∥wx(t)∥∥C∥∥ηx(t)∥∥ C∥∥w(t)∥∥2,2, t ∈ [0, T ], (3.39)
have been used. Applying the Gronwall inequality to (3.38) yields the conclusion of The-
orem 2.3. Theorem 2.3 is proved. 
4. Global existence and decay estimates of solutions in the case of α 5
In order to prove Theorems 2.4 and 2.5, we first give a few lemmas.
Lemma 4.1 (Sobolev inequality [15,19]). Let α > 0, 1 <p < +∞, and αp < n. Then there
exists a positive constant C = C(n,p) such that
‖Iαf ‖p∗ C‖f ‖p, p∗ = np
n− αp ,
whenever f ∈ Lp(Rn).
Lemma 4.2.
(i) Let u0 ∈ Lγ,q ∩L1,p′ ∩H 2. Then∥∥U(t)u0∥∥1,p C(1 + t)−γ /2(‖u0‖2,2 + ‖u0‖γ,q + ‖u0‖1,p′). (4.1)
(ii) Let u1 ∈ L−1,p′ ∩L−(2−γ ),q ∩L2. Then∥∥V (t)u1∥∥1,p C(1 + t)−γ /2(‖u1‖−(2−γ ),q + ‖u0‖−1,p′ + ‖u1‖), (4.2)
where p = 2/(1 − γ ), p′ = 2/(1 + γ ), q = 2/(1 + 3γ ), 0 < γ < 1.
Proof. (i) By the Sobolev embedding theorem and (3.9),∥∥U(t)u0∥∥1,p  C∥∥U(t)u0∥∥2,2  C‖u0‖2,2,∥∥V (t)u1∥∥1,p  C∥∥V (t)u1∥∥2,2 C‖u1‖. (4.3)
Rewrite (3.6) as
U(t)u0 = 14π
∫
R
ei(tφ(ξ)+xξ)
∣∣φ′′(ξ)∣∣γ /2 uˆ0(ξ)|φ′′(ξ)|γ /2 dξ, (4.4)
V (t)u1 = 14π
∫
R
ei(tφ(ξ)+xξ)
∣∣φ′′(ξ)∣∣γ /2 uˆ1(ξ)|φ′′(ξ)|γ /2φ(ξ) dξ. (4.5)
By Lemmas 3.1 and 3.2,
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∥∥∥∥
(
uˆ0(ξ)
|φ′′(ξ)|γ /2
)∨∥∥∥∥
p′
 Ct−γ /2‖F‖p′, (4.6)
where F = F(x) = [|ξ |−γ (1 + ξ2)γ /2uˆ0(ξ)]∨ = CIγ (I −∆)γ/2u0(x). By Lemma 4.1,
‖F‖p′ C
∥∥(I −∆)γ/2u0∥∥q  C‖u0‖γ,q ,
and hence,∥∥U(t)u0∥∥p  Ct−γ /2‖u0‖γ,q . (4.7)
Similarly,
∥∥∂xU(t)u0∥∥p  Ct−γ /2
∥∥∥∥
(
iξ uˆ0(ξ)
|φ′′(ξ)|γ /2
)∨∥∥∥∥
p′
 Ct−γ /2
∥∥(1 + ξ2)1/2uˆ0(ξ)∥∥p
 Ct−γ /2‖u0‖1,p′ . (4.8)
The combination of (4.3) with (4.7) and (4.8) yields (4.1).
(ii) Applying Lemmas 3.1 and 3.2 to (4.5) and using the same method used above one
can get (4.2), here we omit the process. 
Lemma 4.3.
(i) Let u0 ∈ H 2 ∩Lγ/2,p′ . Then∥∥U(t)u0∥∥Lα(R;L2,p)  C(‖u0‖γ /2,p′ + ‖u0‖2,2). (4.9)
(ii) Let u1 ∈ L2 ∩L−(2−γ /2),p′ . Then∥∥V (t)u1∥∥Lα(R;L2,p)  C(‖u1‖ + ‖u1‖−(2−γ /2),p′), (4.10)
where α = 4/γ,0 < γ < 1,p,p′ as shown in Lemma 4.2.
Proof. Since
U(t)u0 = 14π
∫
R
ei(tφ(ξ)+xξ)
∣∣φ′′(ξ)∣∣γ /4 uˆ0(ξ)|φ′′(ξ)|γ /4 dξ, (4.11)
V (t)u1 = 14π
∫
R
ei(tφ(ξ)+xξ)
∣∣φ′′(ξ)∣∣γ /4 uˆ1(ξ)|φ′′(ξ)|γ /4φ(ξ) dξ, (4.12)
by Lemmas 3.1 and 3.2,
∥∥U(t)u0∥∥Lα(R;Lp)  C
∥∥∥∥
(
uˆ0(ξ)
|φ′′(ξ)|γ /4
)∨∥∥∥∥ C‖g‖, (4.13)
where g = g(x) = [|ξ |−γ /2(1 + ξ2)γ /4uˆ0(ξ)]∨ = CIγ/2(I −∆)γ/4u0(x). By Lemma 4.1,
‖g‖ C∥∥(I −∆)γ/4u0∥∥p′ = C‖u0‖γ /2,p′ ,
and hence,
210 Y. Zhijian / J. Math. Anal. Appl. 313 (2006) 197–217∥∥U(t)u0∥∥Lα(R;Lp)  C‖u0‖γ /2,p′ . (4.14)
Similarly, we have∥∥∂xU(t)u0∥∥Lα(R;Lp) + ∥∥∂xxU(t)u0∥∥Lα(R;Lp)
 C
[∥∥∥∥
(
iξ uˆ0(ξ)
|φ′′(ξ)|γ /4
)∨∥∥∥∥+
∥∥∥∥
(
ξ2uˆ0(ξ)
|φ′′(ξ)|γ /4
)∨∥∥∥∥
]
 C
∥∥(1 + ξ2)uˆ0(ξ)∥∥= C‖u0‖2,2. (4.15)
The combination of (4.14) with (4.15) turns out (4.9).
By the similar method used above one can get (4.10). 
Lemma 4.4. Let h ∈ L1,p′ . Then∥∥V (t)∂xh∥∥1,p  Ct−γ /2‖h‖p′, ∥∥V (t)∂xh∥∥2,p  Ct−γ /2‖h‖1,p′ . (4.16)
Proof. By (3.6),
V (t)∂xh = 14π
∫
R
ei(tφ(ξ)+xξ)
∣∣φ′′(ξ)∣∣γ /2 iξ hˆ(ξ)|φ′′(ξ)|γ /2φ(ξ) dξ. (4.17)
By Lemmas 3.1 and 3.2,
∥∥V (t)∂xh∥∥p  Ct−γ /2
∥∥∥∥
(
iξ hˆ(ξ)
|φ′′(ξ)|γ /2φ(ξ)
)∨∥∥∥∥
p′
 Ct−γ /2
∥∥(1 + ξ2)−1/2hˆ(ξ)∥∥
p
= Ct−γ /2‖h‖−1,p′ . (4.18)
Similarly, one can get (4.16). 
Now, we give the proof of Theorem 2.4.
Proof of Theorem 2.4. Let
Wa =
{
u ∈ Lα(R;L2,p)∩C(R;H 2) ∣∣
ρ(u) = max
{
sup
t∈R
∥∥u(t)∥∥2,2,‖u‖Lα(R;L2,p)} a}.
Then Wa (a > 0) is a complete metric space. Let Hu as shown in (3.14), we show that the
mapping H is a contraction from Wa to itself for suitable u0, u1 and a.
By (3.14), Lemmas 3.3 and 3.4, for any u ∈ Wa ,
‖Hu‖2,2  C
(
‖u0‖2,2 + ‖u1‖ +
t∫
0
∥∥σ (ux(τ))∥∥1,2 dτ
)
. (4.19)
Noting that 0 < γ  4/5 implies α  1/(1 − γ ), we have
L1,p ↪→ L2(α−1)/γ . (4.20)
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t∫
0
∥∥σ (ux(τ))∥∥1,2 dτ C
t∫
0
(∥∥|ux |α∥∥+ ∥∥|ux |α−1uxx∥∥)(τ ) dτ
C
t∫
0
∥∥ux(τ)∥∥α−12(α−1)/γ (‖ux‖p + ‖uxx‖p)(τ ) dτ
C
∫
R
∥∥u(τ)∥∥α2,p dτ Caα. (4.21)
And hence,
‖Hu‖2,2  C
(‖u0‖2,2 + ‖u1‖ + aα), t > 0. (4.22)
By (3.14) and Lemma 4.4,
‖Hu‖2,p C
(∥∥U(t)u0∥∥2,p + ∥∥V (t)u1∥∥2,p +
t∫
0
(t − τ)−γ /2∥∥σ (ux(τ))∥∥1,p′ dτ
)
.
(4.23)
By assumption (i) of Theorem 2.4, the Hölder inequality and (4.20),∥∥σ(ux)∥∥1,p′  C(∥∥|ux |α∥∥p′ + ∥∥|ux |α−1uxx∥∥p′)
 C
[‖ux‖α−12(α−1)/γ (‖ux‖ + ‖uxx‖)]
 C‖u‖α−12,p ‖u‖2,2. (4.24)
Substituting (4.24) into (4.23) and making use of Lemma 4.3 one gets
‖Hu‖Lα(R;L2,p)
 C
[∥∥U(t)u0∥∥Lα(R;L2,p) +∥∥V (t)u1∥∥Lα(R;L2,p) +
( ∫
R
∣∣|t |−γ /2 ∗G(t)∣∣α dt)1/α]
 C
[‖u0‖γ /2,p′ + ‖u0‖2,2 + ‖u1‖−(2−γ /2),p′ + ‖u1‖ + ‖I1−γ /2G‖α], (4.25)
where G = G(t) = ‖u(t)‖α−12,p ‖u(t)‖2,2. By Lemma 4.1,
‖I1−γ /2G‖α  C‖G‖α/(α−1)  C sup
t∈R
∥∥u(t)∥∥2,2‖u‖α−1Lα(R;L2,p)  Caα. (4.26)
Take u0, u1 and a such that
‖u0‖γ /2,p′ + ‖u0‖2,2 + ‖u1‖−(2−γ /2),p′ + ‖u1‖ a/2C
with Caα−1  1/2. (4.27)
Then the combination of (4.22) with (4.25) and (4.26) implies
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For arbitrary u,v ∈ Wa , w = u − v, by (3.14), Lemma 4.4, the Lagrange mean value
theorem, the Hölder inequality and (4.20),
‖Hu−Hv‖2,2
C
t∫
0
∥∥(σ(ux)− σ(vx))(τ )∥∥1,2 dτ
C
t∫
0
(∥∥(|ux |α−1 + |vx |α−1)wx∥∥+ ∥∥|ux |α−1wxx∥∥
+ ∥∥vxx(|ux |α−2 + |vx |α−2)wx∥∥)(τ ) dτ
C
t∫
0
(∥∥u(τ)∥∥α−12,p + ∥∥v(τ)∥∥α−12,p + ∥∥v(τ)∥∥2,p∥∥u(τ)∥∥α−22,p )∥∥w(τ)∥∥2,p dτ
C
(‖u‖α−1
Lα(R;L2,p) + ‖v‖α−1Lα(R;L2,p) + ‖v‖Lα(R;L2,p)‖u‖α−2Lα(R;L2,p)
)‖w‖Lα(R;L2,p)
Caα−1‖w‖Lα(R;L2,p). (4.29)
By (4.18), assumption (ii) of Theorem 2.4, the Hölder inequality and (4.20),
‖Hu−Hv‖p  C
t∫
0
∥∥V (t − τ)(σ(ux)− σ(vx))x(τ )∥∥p dτ
 C
t∫
0
(t − τ)−γ /2∥∥(σ(ux)− σ(vx))(τ )∥∥p′ dτ
 C
t∫
0
(t − τ)−γ /2∥∥(|ux |α−1 + |vx |α−1)wx(τ)∥∥p′ dτ
 C
t∫
0
(t − τ)−γ /2(∥∥ux(τ)∥∥α−12(α−1)/γ + ∥∥vx(τ )∥∥α−12(α−1)/γ )∥∥wx(τ)∥∥dτ
 C
t∫
0
(t − τ)−γ /2(∥∥u(τ)∥∥α−12,p + ∥∥v(τ)∥∥α−12,p )∥∥w(τ)∥∥2,2 dτ. (4.30)
Similarly, by Lemma 4.4, the Hölder inequality and (4.20),∥∥∂x(Hu−Hv)∥∥p + ∥∥∂xx(Hu−Hv)∥∥p
C
t∫
(t − τ)−γ /2∥∥(σ(ux)− σ(vx))(τ )∥∥p′ dτ0
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t∫
0
[∥∥|ux |α−1wxx(τ)∥∥p′ + ∥∥(|ux |α−2 + |vx |α−2)vxxwx(τ)∥∥p′]dτ
 C
t∫
0
(t − τ)−γ /2(∥∥u(τ)∥∥α−12,p + ∥∥v(τ)∥∥α−12,p
+ ∥∥v(τ)∥∥2,p∥∥u(τ)∥∥α−22,p )∥∥w(τ)∥∥2,2 dτ. (4.31)
Therefore,
‖Hu−Hv‖Lα(R;L2,p) =
( ∫
R
‖Hu−Hv‖α2,p dt
)1/α
 C
( ∫
R
∣∣|t |−γ /2 ∗ f (t)∣∣α dt)1/α C‖I1−γ /2f ‖α, (4.32)
where
f = f (t) = (∥∥u(t)∥∥α−12,p + ∥∥v(t)∥∥α−12,p + ∥∥v(t)∥∥2,p∥∥u(t)∥∥α−22,p )∥∥w(t)∥∥2,2. (4.33)
By Lemma 4.1 and the Hölder inequality,
‖I1−γ /2f ‖α
 C‖f ‖α/(α−1)
 C sup
t∈R
∥∥w(t)∥∥2,2(‖u‖α−1Lα(R;L2,p) + ‖v‖α−1Lα(R;L2,p) + ‖v‖Lα(R;L2,p)‖u‖α−2Lα(R;L2,p))
 Caα−1 sup
t∈R
∥∥w(t)∥∥2,2. (4.34)
And hence,
‖Hu−Hv‖Lα(R;L2,p)  Caα−1 sup
t∈R
∥∥w(t)∥∥2,2. (4.35)
The combination of (4.29), (4.35) with (4.27) yields
ρ(Hu−Hv) < ρ(u− v).
Therefore, H is a contraction from Wa to Wa and we get the conclusion of Theorem 2.4.
Theorem 2.4 is proved. 
Now, we discuss the decay estimates of the solutions of problem (1.1), (1.2).
Proof of Theorem 2.5. Under the conditions of Theorem 2.4, problem (1.1), (1.2) admits
a unique solution u ∈ C(R;H 2)∩Lα(R;L2,p). By Lemmas 4.2 and 4.4,
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t∫
0
∥∥V (t − τ)σ (ux(τ))x∥∥1,p dτ
C(1 + t)−γ /2(U0 +U1)+C
t∫
0
(t − τ)−γ /2∥∥σ (ux(τ))∥∥p′ dτ, t > 0,
(4.36)
where U0,U1,p,p′ and q as shown in Theorem 2.5. Since α = 4/γ  1+γ1−γ ,0 < γ  4/5,
by assumption (i) of Theorem 2.5 and the Gagliardo–Nirenberg inequality one gets
∥∥σ(ux)∥∥p′  C4∥∥|ux |α∥∥p′  C‖ux‖
α+1+γ
2−γ
p ‖uxx‖
α(1−γ )−(1+γ )
2−γ . (4.37)
Substituting (4.37) into (4.36) one obtains∥∥u(t)∥∥1,p C(1 + t)−γ /2(U0 +U1)
+C
(
sup
t∈[0,T ]
∥∥uxx(t)∥∥)β1
t∫
0
(t − τ)−γ /2∥∥u(τ)∥∥β21,p dτ, t ∈ [0, T ],
(4.38)
where β1 = α(1−γ )−(1+γ )2−γ , β2 = α+1+γ2−γ . Let
M(T ) = sup
t∈[0,T ]
(1 + t)γ /2∥∥u(t)∥∥1,p. (4.39)
Then
(1 + t)γ /2∥∥u(t)∥∥1,p C
[
U0 +U1 +
(
sup
t∈[0,T ]
∥∥uxx(t)∥∥)β1Mβ2(T )(1 + t)γ /2
×
t∫
0
(t − τ)−γ /2(1 + τ)−γβ2/2 dτ
]
, t ∈ [0, T ]. (4.40)
A simple calculation shows γβ2/2  1, hence by the convergence of the integration in
(4.40) and the integral mean value theorem,
(1 + t)γ /2
t∫
0
(t − τ)−γ /2(1 + τ)−γβ2/2 dτ

(
1 + t
t
)γ /2
(1 − θ)−γ /2(1 + θt)−γβ2/2t
 1 + t
t
t
1 + θt (1 − θ)
−γ /2  C, t ∈ [0, T ], (4.41)
where 0 < θ < 1. The combination of (4.40) with (4.41) arrives at
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[
U0 +U1 +
(
sup
t∈[0,T ]
∥∥uxx(t)∥∥)β1Mβ2(T )]. (4.42)
When
U0 +U1 + ‖u0‖γ /2,p′ + ‖u1‖−(2−γ /2),p′  δ2C with δ 
(
1
2C
)1/(α−1)
, (4.43)
it follows from (4.27), (4.28) that supt∈[0,T ] ‖u(t)‖2,2  δ. Hence,
M(T ) δ/2 +Cδβ1Mβ2(T ). (4.44)
And (4.44) implies that for any T > 0,
M(T )M1, (4.45)
where M1 is the smallest positive zero of the function β(x) = δ/2 +Cδβ1xβ2 − x.
In fact, since β(0) = δ/2 > 0, β(1) < 0, β ′(x) Cβ2δβ1 − 1 < 0, 0 < x < 1. By the in-
termediate value theorem, β(x) has a unique positive zero M1 ∈ (0,1), and β(x) is strictly
decreasing on [0,M1]. By (4.44), β(M(T )) 0, and hence M(T )M1.
Note that γ2 = p−22p (Remark 1), from (4.45) and the arbitrariness of T we deduce the
conclusion of Theorem 2.5. Theorem 2.5 is proved. 
5. Blowup of solutions
In order to prove Theorem 2.6, we first quote a lemma.
Lemma 5.1 [8]. Assume that ψ ∈ C2[0,+∞), ψ(t) 0, t > 0, ψ(0) > 0, ψ ′(0) > 0, and
ψ ′′(t)ψ(t) − (1 + ν)ψ ′2(t)  0, t  0, where ν > 0 is a constant. Then there exists a
positive constant T˜ ψ(0)/νψ ′(0) such that ψ(t) → +∞ as t → T˜ −.
Proof of Theorem 2.6. Let P = (λI + ∂4
∂x4
) and rewrite Eq. (1.1) as
utt + Pu = σ(ux)x. (5.1)
Taking L2-inner product with ut in (5.1) one gets
1
2
d
dt
(∥∥ut (t)∥∥2 + (Pu,u)+ 2
∫
R
F(ux) dx
)
= 0, (5.2)
where F ′(s) = σ(s). It follows from (5.2) and (2.4) that
E(t) = 1
2
(∥∥ut (t)∥∥2 + (Pu,u))+
∫
R
F(ux) dx
= E(0) = 1
2
(‖u1‖2 + (Pu0, u0))+
∫
F(u0x) dx < 0. (5.3)R
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ψ(t) = ∥∥u(t)∥∥2 + β(t + t0)2, (5.4)
where β and t0 are positive constants given later. Then ψ ′(t) = 2(ut , u) + 2β(t + t0). By
(2.3) and (5.3),
ψ ′′(t) = 2(utt , u)+ 2
∥∥ut (t)∥∥2 + 2β
= −2(Pu,u)− 2(σ(ux), ux)+ 2∥∥ut (t)∥∥2 + 2β
 4ν(Pu,u)+ 4(1 + ν)∥∥ut (t)∥∥2 − 4(1 + 2ν)E(t)+ 2β. (5.5)
ψ ′′(t)ψ(t)− (1 + ν)ψ ′2(t)

[
4ν(Pu,u)+ 4(1 + ν)∥∥ut (t)∥∥2 − 4(1 + 2ν)E(t)+ 2β]ψ(t)
− 4(1 + ν)[(u,ut )+ β(t + t0)]2
 4ν(Pu,u)ψ(t)+ 4(1 + ν)∥∥ut (t)∥∥2∥∥u(t)∥∥2 + 4(1 + ν)∥∥ut (t)∥∥2β(t + t0)2
+ [−4(1 + 2ν)E(t)+ 2β]ψ(t)
− 4(1 + ν)[(u,ut )2 + 2β(u,ut )(t + t0)+ β2(t + t0)2]. (5.6)
By (5.4) and the Hölder inequality,
4(1 + ν)[(u,ut )2 + 2β(u,ut )(t + t0)+ β2(t + t0)2]
= 4(1 + ν)[(u,ut )2 + 2β(u,ut )(t + t0)+ βψ(t)− β∥∥u(t)∥∥2]
 4(1 + ν)βψ(t)
+ 4(1 + ν)[∥∥u(t)∥∥2∥∥ut (t)∥∥2 + 2β(t + t0)∥∥u(t)∥∥∥∥ut (t)∥∥− β∥∥u(t)∥∥2]
 4(1 + ν)βψ(t)+ 4(1 + ν)[∥∥u(t)∥∥2∥∥ut (t)∥∥2 + β(t + t0)2∥∥ut (t)∥∥2]. (5.7)
Substituting (5.7) into (5.6) and taking β = −2E(0) (> 0) yields
ψ ′′(t)ψ(t)− (1 + ν)ψ ′2(t) 4ν(Pu,u)ψ(t)− 2(1 + 2ν)(2E(t)+ β)ψ(t)
= 4ν(Pu,u)ψ(t) 0. (5.8)
Since ψ(0) = ‖u0‖2 + βt20 > 0, we take t0 such that t0 > |(u1, u0)|/β, then ψ ′(0) =
2(u1, u0)+ 2βt0 > 0. Therefore, by Lemma 5.1, there exits a constant T˜ :
T˜  ψ(0)
νψ ′(0)
= ‖u0‖
2 + βt20
2ν[(u1, u0)+ βt0] , (5.9)
such that ψ(t) → +∞ and hence∥∥u(t)∥∥→ +∞ as t → T˜ −.
Theorem 2.6 is proved. 
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