Abstract. Keyword filtering is a commonly used way to select, from a set of intercepted messages, those that need further scrutiny. An obvious countermeasure is to replace words that might be on a keyword list by others. We show that this strategy itself creates a signature in the altered messages that makes them readily detectable using several forms of matrix decomposition. Not only can unusual messages be detected, but sets of related messages can be detected as conversations, even when their endpoints have been obscured (by using transient email addresses, stolen cell phones and so on).
Introduction
Groups with evil intent must communicate with one another, and most forms of communication, particularly in real time, can be intercepted. For example, the U.S.A., U.K., Canada, Australia and New Zealand use the Echelon [3] system to intercept radio, landline, and internet communication globally; several other countries have admitted the existence of similar, if smaller scale, systems. Encryption is the most obvious way to conceal the content of messages but, in many settings, the fact of encryption itself draws attention to the existence of the message. Security by obscurity is often a better choice -an extremely large number of messages are transmitted each day, so it is difficult to find the few of interest in the haystack of ordinary traffic. This is all the more so if the endpoints of a message (email addresses, phone numbers) are not connected to the physical structure of the terrorist organization, or are changed frequently.
We consider the problem of detecting messages between members of such groups, and of connecting these messages together into conversations when the usual endpoint markers are not present. Identifying such messages enables them to be read; putting them together enables higher-level structure within the group (e.g. command and control) to be determined, and also enables traffic analysis to be applied.
The fact that distinguishes messages among members of such groups from ordinary messages is that they must respond to the existence of keyword filtering. An awareness of the existence of keyword filtering is not the same as knowing which keywords are on the list. Although many likely words could probably be guessed, it is hard to know whether less obvious words are on the list (e.g. 'fertilizer'). Hence messages must avoid the use of words that might be on the list; since these messages must be about something, substitutions of other words must be made instead. We hypothesize that these substitutions themselves become a signature for messages that deserve further analysis, and this turns out to be the case.
There are two choices for the replacement strategy for words that should not be used. The first is to replace them with other words or locutions chosen at random. The frequency with which such words appear in messages, and especially in conversations, will differ from the their natural frequency and this discrepancy is sufficient to make such messages detectable. Fortunately, the presence of correlated messages using words, even rare words, with their natural frequency does not produce false positives; and nor does the presence of individual messages with unusual word frequency, so individuals with an idiosyncratic writing style do not cause false positives either.
The second choice for the replacement strategy is to replace them with other words of similar frequency. This strategy has a number of problems. First, it is extremely difficult in real time (phone calls), or near real time (email). People are not able to judge reliably how common a particular word is; the word 'nuclear' is the 1266th most common word in English (www.fabrica.it/wordcount/ main.php), and words similar to it in frequency are 'pupils', 'meaning', 'increasing', and 'reach', several of which might plausibly have been guessed to be more frequent. Second, an alternative strategy such as using a codebook (a list of words of the right frequency to be used as substitutes) is hard to use in real time, particularly under pressure, and requires distribution and security for the codebook. Third, the use of an online resource, such as the web site above, and a standard offset (use the word 5 places down the list from the one you want to avoid) also creates patterns that may be detectable.
In this paper, we show how two matrix decompositions, singular value decomposition, and independent component analysis can be applied to messageword and message-rank matrices to detect messages with anomalous word usage. These techniques therefore complement keyword filtering, since the more messages are altered to avoid detection by keyword filtering the more likely they are to be detected by these other techniques 1 .
Related Work
Messages for which senders and receivers are known are naturally regarded as a directed graph. Several different technologies have been used to understand such graphs. Social network analysis (or link analysis) examines properties of such graphs that reflect the position or power of the nodes (representing individuals), for example [2, 4, 8] . In an early paper, Baker and Faulkner [1] showed that the positions of individuals in a network of price fixing in the electrical industry were predictive of, e.g., sentence in criminal proceedings. Others have used patterns in email to determine group structure, e.g. [11] , or to determine topics of mutual interest [10] .
Preliminaries
The distribution of words in English (and most other languages) is highly nonuniform. The commonest words are extremely common, but frequency drops very quickly, and most words are quite uncommon. The actual distribution is a Zipf distribution. There are a number of explanations for this phenomenon, ranging from those that invoke deep language and cognitive properties, to those based solely on the increasing number of possible words with length [9] . The Zipf frequency distribution applies not only to all words, but also to individual parts of speech such as nouns. We consider the word frequency distributions of messages as a kind of signature that can be used to compare messages. The high-frequency words are not useful discriminators -almost all messages will contain the word "the", the most common word in English. On the other hand, the low-frequency words are not helpful discriminators either, because almost all messages contain none of them. We will concentrate our attention on words of medium frequency, where we might expect differences of style and content to be most obvious.
It would probably also be useful to consider the digram word frequency structure -how often pairs of words appear adjacently in the message. This is quite difficult to exploit. The difference in likelihood between "I will deliver the bomb" and "I will deliver the unicorn" is quite obvious, but both sentences are grammatical, and it requires a reasonably deep semantic model to decide that the second is quite unlikely in almost any context.
A deeper difficulty is that the adjacency graph of English sentences has a small world property [7] : if we arrange words in concentric layers of frequency, and connect them by edges when they are used adjacently, there are no long paths away from the center. Rather sentences that use unusual words are formed by a sequence of short paths that go out far from the center and return almost immediately. There is probably some mileage to be obtained from consideration of longer units, but it seems difficult. Hence we restrict our attention to singleword usage patterns.
Linguists differentiate written and spoken utterance because they tend to have different properties. The context, and the ability to edit written text allows a more formal, more grammatical style to be used in written messages. By contrast, spoken messages are generated in real-time, cannot be edited, and hence allow a more informal style that is frequently ungrammatical, and contains many speech artifacts (ums, ers). Email tends to fall somewhere between these two extremes; although the opportunity exists to edit emails, anecdotal evidence suggests that this is rarely done.
Matrix decompositions express a matrix, representing a dataset, in a form that reveals aspects of its internal structure. Different matrix decompositions impose different requirements on the structure of the decomposition and so reveal different structures. A typical matrix decomposition allows a matrix A to be expressed as a product A = C F where, if A is n × m, the matrix C is n × r and F is r × m. Sometimes a third, diagonal r × r matrix is also part of the decomposition. There are two natural interpretations of such a decomposition. The first, a geometric model, interprets the rows of F as axes in a transformed space, and the rows of C as coordinates in this space. The second interpretation, a layer model, sees A as the sum of A i , where each A i is the outer product of the ith column of C and the ith row of F (and hence is the same shape as A). The outer product representation is particularly useful for judging the likely discriminative power of a matrix decomposition. If one of the A i matrices is plotted using a colored representation for the magnitude of its entries and a region of distinct color is visible, then the rows corresponding to this region will be distant from the remaining rows when plotted in space in dimension i (and similarly for the columns). Hence the existence of distinctive regions in layer plots is a kind of shorthand for good clusterings, and potentially for good predictors.
We will use two matrix decompositions:
-Singular value decomposition (SVD) [5] for which
where U and V are orthogonal, and S is diagonal with non-increasing entries. SVD has the property that the first new axis is aligned along the direction of maximal variation in the data, the second axis along the direction of remaining maximal variation, and so on. Each axis is orthogonal to the others, so the 'factors' corresponding to each axis are linearly independent. The truncated representation for any k ≤ m is the most faithful possible in that number of dimensions. A useful property of SVD is that it transforms correlation in the original data into proximity in the transformed space. Fast algorithms for computing the SVD of a sparse matrix (with complexity proportional to r times the number of non-zero entries in A) are known.
A particularly useful property of SVD is that distance of a point from the origin in the transformed space (even when the number of dimensions is reduced by truncation) represents how interesting the point is in the sense of how strongly it is correlated with all of the other points. Hence points far from the origin are most anomalous, while those close to the origin are least anomalous. Both pieces of information can be useful.
ICA is similar to SVD but selects factors (rows of H) that are statistically independent. Typically, these factors do not have a natural ordering on them, as those of SVD do.
Datasets
We use artificial, but plausible, datasets for our experiments. We assume that messages have been processed to generate a frequency histogram giving the number of occurrences of each word of some (potentially large) dictionary in each message. We use message-word matrices, in which each row represents a message, each column a word (with the columns arranged in decreasing order of natural word frequency), and the entries are the frequencies of each word in each message.
The ijth entry of such a dataset is generated by sampling from a Poisson distribution with mean f * 1/j + 1, where f is a parameter that allows the overall frequencies to be altered, and the 1/j term decreases the probability of the occurrence of a word depending which column represents it (so that inherently infrequent words, supposed to be represented by the later columns, are unlikely to appear in any given document). This approximates the Zipf distribution. Figure 1 shows a view of a small matrix generated in this way. A dataset with 1000 documents and 400 words, and f = 3 has about 16000 non-zero entries (4% sparse) and each document contains about 20 distinct words. This dataset is a reasonable representation of, say, the nouns in a collection of 1000 messages.
We discard the first 200 columns of the dataset in most experiments, since the commonalities in the usage of these common words tends to obscure more interesting connections, and since it mimics the structure of real emails more closely.
We also generate the corresponding message-rank matrix whose rows are messages, and whose entries are ranked lists of words appearing in each message. So if a message contains the ith, jth and kth most frequent words in English, then the row contains the entries i, j, and k. Since messages contain different numbers of words, the length of the rows of this matrix are different, so we pad the right hand end of rows with 0s. The typical width of this matrix is 25-26, the number of words in a typical message in the message-word matrix. Notice that frequency information is lost in this representation. The message-rank version of the matrix in Figure 1 is shown in Figure 2 . Message-word matrices are common in information retrieval and their behavior with respect to SVD is well understood. In contrast, message-rank matrices have not received much attention, so we briefly describe the effect of SVD on such datasets. First, a dataset in its original high-dimensional space is extremely curved since each new rank is in a new dimension. This curved structure is, of course, preserved by SVD even in low dimension. Second, the entries in each row are strictly increasing (until there are no further words). A short message has only a few words, and hence only a few steps, and is unlikely to contain any words of high rank (magnitude). A longer message contains more steps and is more likely to reach words of higher rank. Figure 3 shows a plot of the SVD of the example matrix above, with the messages labelled by their length (the number of distinct words they contain). Figure 4 is the same plot with the messages labelled by the average rank of the words they contain. The shape that arises from a typical Zipf-like distribution is a fan shape, where position around the fan corresponds to message length, and distance from the center to average rank, which in turn is a measure of how unusual overall the words in the message are. There is some correlation between these two factors because short messages have fewer chances to use unusual words. Fig. 3 . SVD of example matrix with messages labelled by their length
Experiments
We begin with a dataset constructed as above, with a further 10 similar rows added to it (representing messages that we wish to detect). None of the techniques we use rely on the ordering of the rows so, without loss of generality, we can make these the last ten rows. In all of these matrix decompositions, we discard the first 200 columns of the dataset since the (mostly spurious) correlations among common words obscure the more interesting structure of the less-frequent words. 
Correlated use of words with unnatural frequency is detectable
The first dataset illustrates a set of messages with correlated use of unusual words. A block of size 10 rows by 6 columns with uniformly random 1's and 0's is generated and added to the dataset at rows 1001 to 1010 and columns 301 to 306. Each message therefore has an overlap of 2-3 words with every other message in the group. The natural frequency of occurrences of these words is around 1% so the use in these messages is well above the background usage. This dataset represents a typical scenario in which several objects are being discussed in messages, but different, less frequent words, are being used in place of the object names. Figure 5 shows the first three layer matrices from the SVD of this dataset. Each of these matrices has the same shape as the dataset, and the colors represent the magnitudes of each entry. The band of different coloring is visible across the bottom of the first two figures. These bands show that the corresponding points (rows 1001-1010) are far from the others in these two dimensions. The bands would not, of course, be as visible if the matrix were not arranged in this way, so the layer representation only acts as a visual shorthand for the quality of the separation in this artificial setting. However, the distances of the points corresponding to these rows from the others do not depend on the order of the rows of the dataset, so the separation is always visible in a 3-dimensional plot. Figure 6 shows such a plot using the first 3 columns of the U matrix from the decomposition. The messages in the correlated group are marked with red circles. It is easy to see how they are separated from the other messages in the first and second dimensions. Figure 7 shows the lower right-hand corner of the truncated correlation matrix obtained by truncating each of the matrices in the SVD to k = 3, remultiplying to generate a matrix of the same shape as A, and then computing the correlation matrix of this new product. Such a correlation matrix captures not only the direct correlations (which would be visible in AA ) but also the indirect correlations (via the use of the truncated SVD). The group of messages is clearly visible in this matrix. Figure 8 shows the first layer matrix from the ICA of this dataset. The correlation within the message group (and its relationship to words 301-306 which correspond to columns 101-106) are clearly visible. Figure 9 shows how the values in the layer matrix are reflected by unusual positions in the plot of points using the first 3 columns of the W matrix. Figure 10 illustrates the entire W matrix, showing how the message group can be seen as a block of unusual magnitude at the bottom of the first column.
Correlation with typical frequencies is not enough to be detectable
We now show that both correlation and unusual frequency are required in order to form detectable groups of related messages. We first add to the base dataset a block of correlated messages whose frequencies are natural. To do this, we generate a block of 5 rows by 6 columns and place non-zero entries in it with frequencies appropriate to columns 301-306 of the base dataset. We then insert (c) SVD outer product at level 3 Fig. 11 . Layers of SVD for a dataset with correlation but typical frequencies Figure 11 shows that there is no obvious structure related to rows 1001-1010. Figure 12 shows that the points corresponding to rows 1001-1010 are not separated from the main mass of points. Figure 13 shows that there is little correlation among the rows of this group of messages. Figure 14 shows that ICA does not see any structure related to this group in the first 3 dimensions, and Figure 15 shows that there is no structure at deeper levels either.
Unusual frequency is not enough to be detectable
We now consider a dataset where unusual words uses are present but they are not correlated. We generate 10 independent vectors of size 1 by 6 with a uniform Figure 16 shows that there is no obvious structure as the result of these unusual words usages. As expected Figure 17 shows the points corresponding to these messages scattered all over the plot. Notice, though, that several of these points are far along the U 1 axis as a result of the unusual word usage they contain. The truncated correlation matrix, shown in Figure 18 , also shows the lack of correlation among these rows. Similar results for ICA can be seen in Figures 19 and 20 . 
Choosing words with similar frequencies is detectable
We now consider what happens when an attempt is made to replace keywords by words of similar frequency. We generate a dataset as before, but add ten extra rows, each of which is a copy of an arbitrary row (row 1) shifted by 1,2, and so on. Hence these extra rows represent an attempt to send the message described by row 1 using other words of similar frequency. Figure 21 shows an SVD plot of this data. As expected, the messages are not particularly distinctive, since almost all of the time one message will have a zero value in a column in which another message has a positive value. Figure 22 shows the SVD plot of the ranked version of the matrix. Now the relationship between these messages (and their relationship to message 1) is much clearer. In the message-rank matrix, the rows corresponding to these messages have a similar profile, so that they are visibly correlated. As messages are shifted to the right, they contain less frequent words, so that their average word rank increases, moving them farther from the origin. There are a number of potential ways to exploit the ability of SVD applied to the message-rank matrix to see structure. First, it shows the futility of a scheme whereby different participants in a conversation might use different shifts to avoid keywords -the commonality of structure reveals the conversation anyway. Second, the role of message 1 could be played by inserting an artificial message using a selection of keywords. Messages that had similar content but were attempting to hide by using shifting would then show up as neighbors in the SVD plot. Third, message 1 could be a previous message from a member of the group. Messages with similar word ranking structure would once again show up as neighbors in the SVD plot. 
Artificial word ranks
In the word-rank matrix we have assumed that the natural word frequency was used. SVD plots messages whose average word rank is large at positions far from the origin. Hence the distance from the origin is a surrogate for the unusualness of each message as an example of English text.
However, we assume that there is a list of keywords that are of more interest than other words. In a message-word matrix, we could add extra weight to keywords, and this would have the effect of moving messages that contained these keywords farther from the origin (and hence of making them more visible in a plot). This strategy does not pay off, however, because we are assuming that such words will not be used by those who want to conceal their conversations.
The use of the message-rank matrix allows a generalization of the idea of a keyword list, simply by reordering the ranking so that it reflects the usefulness of keywords for detection rather than their natural rank in English. We want instead to generate a ranking of words so that the most uninteresting words are at the beginning, and the words become more interesting farther down the list. Now there is no boundary between keywords and non-keywords, only a matter of degree.
Messages that contain words considered useful will now appear far from the origin in the SVD plot; and indeed distance from the origin can be used as an ordering on the interestingness of messages. Furthermore, the use of an SVD on such a message-rank matrix also extracts correlations among messages based on similar word use. Hence this approach has both the benefits of keyword filtering and of correlation-based analysis.
Although we have shown results only for a particular base dataset and particular modifications to it, the results shown here are typical of similar datasets. Although as a matter of practicality, the datasets are small, they are not unreasonable as examples of email or phone conversations collected over a short period of time.
Notice that only a few dimensions of the decomposition are needed to give good results. Hence the complexity of these matrix decompositions is quite practical since the data matrices are sparse -the complexity is effectively linear in the number of messages considered.
Conclusion
We have shown that matrix decomposition techniques, applied to message-word and message-rank matrices, are a complement to standard techniques such as keyword filtering that are used to select an interesting subset from the flood of global messages. Attempts to defeat keyword filtering by different kinds of substitution strategies create signatures in individual messages, and especially in related messages, that can be detected. In particular, substitution of words by other words of different natural frequency in a set of messages creates an easily detectable pattern. Substitution of words of similar natural frequency makes detection more difficult, but the use of message-rank matrices can help.
