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Abstract
This paper presents an approach for constructing multifidelity sur-
rogate models to simultaneously represent, and learn representa-
tions of, multiple information sources. The approach formulates a
network of surrogate models whose relationships are defined via lo-
calized scalings and shifts. The network can have general structure,
and can represent a significantly greater variety of modeling relation-
ships than the hierarchical/recursive networks used in the current
state of the art. We show empirically that this flexibility achieves
greatest gains in the low-data regime, where the network structure
must more efficiently leverage the connections between data sources
to yield accurate predictions. We demonstrate our approach on
four examples ranging from synthetic to physics-based simulation
models. For the numerical test cases adopted here, we obtained
an order-of-magnitude reduction in errors compared to multifidelity
hierarchical and single-fidelity approaches.
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1 Introduction
The ability to synthesize data from varying information sources to create accurate and predictive models is
an essential requirement for making the best use of data arising from complex physical simulation and/or
experiments. Exclusive use of data from the most accurate “highest-fidelity” information source to make
predictions is often computationally intractable due to the cost of obtaining data from the most accurate
information sources. An increasingly important strategy to address this challenge is to fuse information from
an ensemble of available sources of varying accuracy and cost into a single predictive model. In this paper,
we propose a new multifidelity surrogate framework for performing such fusion that improves the ability to
make accurate predictions whenever only sparse numerical simulation and physical experiments data can be
obtained.
Much of the multifidelity literature focuses on predicting statistics of a high-fidelity information source
using Monte Carlo-derived sampling approaches. This task is formulated as an outer-loop process that
involves sampling the distributions of the uncertain parameters and evaluating the information sources (i.e.
gathering data by running either numerical or physical experiments) to compute statistics such as mean and
variance. Multifidelity Monte Carlo methods reduce the classical Monte Carlo estimator variance, which is
proportional to the ratio between the random variable variance and the number of samples, by introducing
additional estimators that are correlated with the MC estimator [16, 6, 23, 11, 5, 8]. The ultimate variance
reduction is then guided by the magnitude of the correlation.
Instead of sampling approaches, this paper focuses on multifidelity information fusion algorithms for
constructing surrogates of high-fidelity data sources. Similarly to single-fidelity surrogate methods [25, 29,
19], multifidelity surrogate methods exploit smoothness to produce accurate approximations that converge
quickly to the truth — in some cases exponentially fast [21, 14, 28, 10]. The efficacy of using multifidelity
(MF) surrogates to speed up analyses was first identified in [1]. This work used limited high-fidelity data
to correct local low-fidelity approximations in the context of trust-region-based optimization. This work
spawned a suite of algorithms for building surrogates that combined multiple models using additive or
multiplicative corrections of lower-fidelity approximations [17, 4, 22, 2]. Multi-level [28] and multi-index [10]
collocation methods also fall into this class.
The aforementioned correction-based MF approaches only use high-fidelity data to enrich a low-fidelity
approximation which is built solely with low-fidelity data. An alternative strategy is to use an all-at-once
approach which fuses data from all information sources to inform the approximations of all data sources.
This all-at-once procedure was first proposed in [14] to build a Gaussian process surrogate of an expensive
simulation code by applying co-kriging to the noiseless output of multiple (two or more) correlated simulation
codes. A number of all-at once methods based upon co-kriging have now been developed; all-at-once methods
based upon polynomial approximation can be found in [3, 26]. All-at-once approaches have generally been
shown to be more data efficient than the decoupled approaches.
The overwhelming majority of existing MF surrogate approaches exploit structure that presumes an
underlying hierarchical sequence of simulations based on their predictive capability. For example, [14, 9, 20]
effectively utilize a hierarchy of models — typically through decoupling rather than an all-at-once procedure
— of increasing fidelity to build surrogates that leverage models with increasing physics and/or numerical
discretizations. This assumption can be too restrictive whenever, e.g. in the case of a complex interplay
between numerical errors and physical modeling, it is difficult to anticipate the ordering of models based
upon predictive utility per unit cost. A small number of works have focused on developing correction and all-
at-once methods for fusing information sources that do not admit a strict ordering of fidelity [18, 15, 13, 10].
Each of these encode and exploit a specific relationship between models. Recently [7] developed a multi-
information fusion framework (MFNETs) that provides a general framework to encode and exploit prior
knowledge regarding the relationships between data. Examples of prior knowledge include insight that two
low-fidelity information sources are more closely aligned with the high-fidelity source in different regions of
the parametric domain or that the magnitude of the discrepancy between QoI computed with successive
finite element models decreases as the mesh is refined.
The MFNETs framework was primarily developed and analyzed in the context of sampling-based MF
approaches. In this paper we extend these ideas to the context of surrogates. The MFNETs framework uses
prior knowledge to posit a network of latent variables to explain observed relationships between information
sources. When building surrogates based upon linear subspace models, e.g. polynomial approximations,
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these latent variables correspond to the coefficients of the polynomial basis. Conditional independence
relationships are then used to encode the prior knowledge and produce compact representations of the joint
density of all latent variables which enable efficient procedures for inferring the latent variables and thus
building a multifidelity surrogate.
Whereas the original MFNETs paper focused on relationships between the underlying parameters of
the approximation, in this paper we construct a multifidelity surrogate where the connections between
information sources are focused on their observed outputs. The novel contributions of this paper are the
following
1. Defining a networked multifidelity surrogate model for simultaneously approximating multiple infor-
mation sources
2. Developing a gradient-based learning algorithm for estimating the network weights
3. Numerical verification that the approach enables significant accuracy benefits over state-of-the-art
hierarchical/recursive surrogate approaches.
Our analysis is derived based on maximum-likelihood arguments that account for any potential noise that
may corrupt the data. Furthermore, it allows for modeling of non-hierarchical, non-nested, and unstructured
information sources.
The rest of this paper is structured as follows. Section 2 introduces our new concept of multifidelity
surrogate models. Section 3 describes the learning algorithm for estimating the multifidelity surrogate model
parameters, and Section 4 describes a large set of numerical experiments highlighting the applicability and
benefits of our approach.
2 Multifidelity surrogate models
In this section we define a multifidelity surrogate model. To this end, we first review linear-subspace single
fidelity surrogate models, then formally define the multifidelity surrogate as a network of such single-fidelity
surrogates. Using this definition, we then derive a nonlinear least squares regression problem for estimating
the coefficients of the multifidelity approximation based upon maximum likelihood procedures. Finally, we
discuss some approximation properties of multifidelity networks.
2.1 Single fidelity surrogates
In this section, we briefly review how the maximum likelihood procedure yields the linear least-squares
problem for constructing single-fidelity surrogates. We seek to learn a map between features x and scalar
outputs f(x) that may be corrupted by noise. The noise-corrupted values are denoted by y ∈ R. When
using a linear-subspace surrogate with basis functions V (x) = [v1(x), . . . , vp(x)], the map takes the form
f(x) = V T (x)θ and is parameterized by θ ∈ Rp. If the bases ({vi}) are complete in L2 as p→∞, then this
surrogate can approximate any L2 function.
Under the assumption that the observations are corrupted by independent Gaussian noise with zero mean
and variance σ2, the likelihood of observing the data with the linear subspace model is
p(y | x, θ) = (2piσ2)−1/2 exp
(
− 1
2σ2
(
y − V T (x)θ)2)
If we obtain n independent data points, then the likelihood of the ensemble is
p(y(1), . . . , y(n) | x(1), . . . , x(n), θ) = (2piσ2)−n/2
n∏
i=1
exp
(
− 1
2σ2
(
y(i) − V T (x(i))θ
)2)
. (1)
We can estimate the parameters θ by maximizing the log of the likelihood which results in the following
optimization problem and its closed form solution
θ∗ = arg min
n∑
i=1
(
y(i) − V T (x(i))θ
)2
=
(
V T (x)V (x)
)−1
V T (x)y, (2)
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where x = [x(1), . . . , x(n)] and y = [y(1), . . . , y(n)]. Note that in this setting this maximum likelihood proce-
dure is equivalent to linear least-squares regression.
2.2 Multifidelity network surrogates
In this section we describe how to construct a multifidelity surrogate as a network of single-fidelity surrogates.
These networks are represented as directed acyclic graphs (DAGs) for compactly specifying the relationships
of an ensemble of information sources.
A DAG G is a tuple (V, E) of nodes and edges, respectively, where the nodes are isomorphic to the positive
integers and thus can be indexed k = 1, 2, 3, . . . ,M . The graph consists of M = |V| nodes representing M
information sources. The directed edges (j → i) encode explicit dependencies between node (source) j to node
i. We refer to the parents of a node k ∈ V as those nodes that have an edge exiting them and entering k, i.e.
pa (k) = {` ∈ V : (`→ k) ∈ E}. The children of a node are denoted by child (k) = {` ∈ V : (k → `) ∈ E}. A
path along the graph is a sequence of nodes along a set of directed edges. A path, denoted path (i1, i2, . . . , im),
exists on a DAG if (ij → ij+1) ∈ E for j = 1, . . . ,m− 1. Finally, we will denote the ancestors of a node k by
anc (k). The ancestors are all those nodes ` from which there exists a path in G to node k. The roots of the
graph are those nodes with no parents.
The following definition formulates multifidelity functions as a network (DAG) of surrogates.
Definition 1 (Multifidelity surrogate). A multifidelity surrogate is directed acyclic graph G = (V, E) with
nodes corresponding to functions V = {f1, . . . , fM} and directed edges E = {(j → i)} representing connections
between a function and its parents according to
fi(x) =
∑
j∈pa(i)
ρji(x)fj(x) + δi(x). (3)
The root functions are represented by
fi(x) = δi(x). (4)
The edges and nodes are parameterized by linear-subspace models for the scaling functions ρji and shift
functions δi
ρji(x) = W
T
ji(x)αji and δi(x) = V
T
i (x)βi, (5)
respectively.
We will typically consider graph structures in which only the high-fidelity node has no children. This
definition reflects the following general idea. Suppose that we obtain noisy data (x, y) about some information
source k. Then the map fk from the features x to the values y is written as a linear, spatially-dependent,
combination of a subset of other models fj as well as a discrepancy δk. Specific cases of this approach have
been considered previously. For example, hierarchical multifidelity methods, e.g. [14], assume that the only
information source valid for fk is fk−1, that is
fk(x) = ρk−1,k(x)fk−1(x) + δk(x). (6)
Our more general multifidelity surrogate formulation is the functional-space equivalent to the network-
modeling strategy we introduced in [7], and therefore will be called an MFNET as well. An example MFNET
is shown in Figure 1. This DAG, like any DAG, is constructed using repetitions of three types of structures.
The two most important structures for multifidelity modeling are highlighted with green and blue in Figure 1
(a). A hierarchical structure (green) connects information sources that can be ordered clearly according to
predictive utility per unit cost. A peer structure (blue) connects two low-fidelity sources, which cannot be
ordered, with a high-fidelity source.
Remark 2.1. The model in (3) assumes a linear relationship between the pointwise evaluation of an infor-
mation source and any of its ancestors. In the context of model discrepancy, this refers to both additive and
scaling “model error” considerations and is commonly done in the literature [14]. Nevertheless, nonlinear
approximations, such as those in [24], can also be possible. For example we could use a nonlinear activation
function a to obtain
fi(x) = a
 ∑
j∈pa(i)
ρji(x)fj(x)
+ δi(x),
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f1
f2
f3
f4
f5
f6
f7
f8
f9
f10
f11
(a) Sample structure of a multifidelity surrogate.
f1
f2
f3
f4
f5
f6
f7
f8
f9
f10
f11
x,y
(b) Evaluating (10) for k = 9 requires data from f9 and
traversing the ancestors of f9 (depicted in red).
Figure 1: An example DAG used to define a multifidelity surrogate. This structure exhibits a complicated
relationship between each function and the high-fidelity f11. Both hierarchical and peer relationships are
exhibited within these networks. For instance the left panel shows an example of hierarchical structure
(f2 → f6 → f9) in green and example of peer structure (f7 → f10, f8 → f10) in blue.
or
fi(x) = a
 ∑
j∈pa(i)
ρji(x)fj(x) + δi(x)
 .
However, our aim is to demonstrate that there is a rich extension to the predominant approaches based
on hierarchical/recursive modeling. Introducing sparse sets of parents for each of the information sources
allows us to address a more complicated set of multifidelity relationships than exists in the literature, while
simultaneously retaining a simple and data-efficient model to learn.
2.3 Likelihood model
We now describe a likelihood model that can be used within a learning procedure for fitting the parameters
αji and βi. As with single-fidelity estimation we derive the optimization problem using maximum likelihood
arguments.
We begin by considering the likelihood of information source k; data sets consisting of multiple information
sources will then be trivially obtained by summing over the log likelihoods for each source. Let yk =
(y
(1)
k , . . . , y
(n)
k ) denote observed noisy data for some node k and x = (x
(1) . . . , x(n)) denote the corresponding
inputs (features). We assume that the data for each node is again corrupted by a zero-mean Gaussian with
standard deviation σk. When k is a root note, it has no ancestors and the likelihood is exactly the same as
the single-fidelity likelihood (1)
p(yk | x,G) =
(
1√
2piσk
)n
exp
(
− 1
2σ2k
n∑
i=1
(
y
(i)
k − V Tk
(
x(i)
)
βk
)2)
, (7)
with corresponding negative log likelihood
− LLk(βk) = n
2
log 2pi +N log σk +
1
2σ2k
∥∥yk − V Tk (x)βk∥∥2 . (8)
If node k is not a root node, then the likelihood is
p(yk | x,G) =
(
1√
2piσk
)n
exp
− 1
2σ2k
n∑
i=1
y(i)k −
 ∑
j∈pa(k)
fj(x
(i); γj)W
T
jk(x
(i))αjk + V
T
k
(
x(i)
)
βk
2
 ,
(9)
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with corresponding negative log likelihood, written as a function of only the relevant graph parameters,
−LLk (βk, {αjk, γj ; j ∈ pa (k)}) = n
2
log 2pi + n log σk+
1
2σ2k
n∑
i=1
y(i)k −
 ∑
j∈pa(k)
fj(x
(i); γj)W
T
jk(x
(i))αjk + V
T
k
(
x(i)
)
βk
2 ,
(10)
where γj = {α`i : `, i ∈ anc (j)}∪{β` : ` ∈ anc (j)} denotes the set of parameters of node j and its ancestors.
The likelihood of observing all data given the graph is simply the product pMk∈Vp(yk | x,G) so that the
total negative log-likelihood becomes
−LL(G) = −
M∑
k∈V
LLk (βk, {αjk, γj ; j ∈ pa (k)}) . (11)
This likelihood can be evaluated efficiently by recursing over the graph, starting with the highest-fidelity
data. This recursion is efficient because evaluation of (10) of the kth node only requires traversing the
ancestors of k in the graph. For example in Figure 1b(b) evaluating (10) for k = 9 only requires visiting
that node and its ancestors k = 1, 2, 5, 6. Because of the products between parents and edge parameters αjk,
this objective results in a nonlinear least-squares problem. We will outline a gradient-based optimization
procedure that leverages the graph structure for fast computation in Section 3.
2.4 Priors and regularization
In addition to the likelihood model we can include priors for regularizing a learning procedure. Here, we
consider adding priors to the parameters of each edge function ρij(x;αij) and each node function δi(x;βk). If
the priors are in the exponential family, then their logs can be easily added to the negative log likelihood (11)
to obtain a regularized learning problem.
Unless we have access to additional information, we have an a-priori assumption that the parameters are
independent. As a result, we obtain the prior factorization as
p({βi : i ∈ V}, {αij : i→ j ∈ E}) =
∏
i∈V
p(βi)
∏
j∈pa(i)
p(αji). (12)
We now assume that each of these parameters is in the exponential family and takes the form p(θ) =
g(θ) exp(φT (θ)ν) for some scalar valued functions g(θ), vector-valued function φ, vector ν — all of appropriate
sizes. Then, taking the log of the prior we can obtain the following regularized optimization problem
G∗ = arg min
G
−LL(G) +
∑
i∈V
log g(βi) + φT (βi)ν + ∑
j∈pa(i)
(
log g(αji) + φ
T (αji)ν
) , (13)
where for simplicity we have assumed that all of the prior distributions are from the same family. For
Gaussian priors we obtain
G∗ = arg min
G
−LL(G) +
∑
i∈V
λi‖βi‖22 + ∑
j∈pa(i)
λij‖αji‖22
 , (14)
and for Laplace priors, which we utilize in Section 4.4 to encourage sparsity, we obtain
G∗ = arg min
G
−LL(G) +
∑
i∈V
λi‖βi‖1 + ∑
j∈pa(i)
λij‖αji‖1
 . (15)
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2.5 Discussion
In this section we comment on the approximation capacity of MFNET surrogates. While the specific ap-
proximation quality of a network will depend on the relationships amongst the functions, there are a couple
of general comments that can be made. For this discussion let us assume that all Vi(x) and Wij(x) consist of
polynomials up to order p. So that within a given setting ρij(x) and βj(x) are both multivariate polynomials
of order p. Now consider a function k which is the weighted sum of |pa (k) | polynomials corresponding to
the scaling factors and a single p order polynomial for the shift
fk(x) =
∑
`∈pa(k)
f`(x)W
T
`k(x)α`k + V
T
k (x)β`. (16)
Since the roots of the graph are also polynomials of order p, all their ancestors must be polynomials of
greater order. Specifically, if each f`(x) is of polynomial order m, then the total polynomial order of fk is
m + p. By induction, the order of a polynomial fk is then hp where h is the longest chain that leads to k.
This induction argument proves the following proposition.
Proposition 2.1 (MFNET approximation order of the “highest-fidelity” function.). Consider a weakly-
connected MFNET G = (V, E), where ρij(x) and δi(x) are at most order p, for i, j ∈ V. Let fk correspond
to the “high-fidelity” model — the one for which anc (k) ∪ {k} = V. If the maximum-length path from a root
node to fk has h nodes, then fk is a polynomial of order hp.
This proposition can also be used for any subgraph of G to determine the order of the surrogate at any
fidelity. While this result implies that all one needs to consider is a graph of the longest path, there can
be advantages for using the “correct” graph structure. Next, we describe these advantages by means of an
example.
Let us consider peer (E = {(1 → 3), (2 → 3)}) and hierarchical (E = {(1 → 2), (2 → 3)}) networks for
a three model surrogate and assume that the lowest fidelity model f1 is so inexpensive that we can obtain
enough data to learn it exactly. Suppose the “true” graph is the peer graph, and our goal is to recover f3.
We will show that it is both simpler to optimize, and more data efficient to learn, the peer model rather than
the hierarchical network — even though both networks can represent the high-fidelity function f3 easily.
For the peer graph we have
f3(x) =
[
f1(x) 1
] [ ρ13(x;α13)
ρ23(x;α23)δ2(x;β2) + δ3(x;β3)
]
(17)
Now if all the functions are order p, we can use δˆ3(x;α23β2, β3) = δ3(x) + ρ23(x)δ2(x) as an effective
parameterization
f3(x) =
[
f1(x) 1
] [ ρ13(x;α13)
δˆ3(x;α23, β2, β3)
]
(18)
where the final representation is of order 2p. Compare this setup with the hierarchical graph
f3(x) =
[
f1(x) 1
] [ ρr12(x;αr12)ρr23(x;αr13)
δr2(x;β
r
2)ρ
r
23(x;α
r
13) + δ3(x;β3)
]
=
[
f1(x) 1
] [ ρˆr13(x;α12, α23)
δˆ3(x;β
r
2 , β3, α
r
23)
]
(19)
where the superscripts with r distinguish the functions and parameters from the peer case, and we similarly
aggregated the functions together. Note that δ3(x;β3) is shared between the two models since it represents
the discrepancy between any function of f1, f2 and the high-fidelity model f3. Furthermore, ρˆ
r
13 is an effective
link between the first model and the third. In this case it has order 2p — whereas the true link has order
p. Similarly, the effective error δˆr3 between the first and third models also has order as for the peer model
2p. Since we require ρˆr13 = ρ13 and δˆ
r
3 = δˆ3, we see that the recursive model must learn a more complicated
representation for ρ13 than the true representation.
Next, suppose that the hierarchical approach discards any knowledge of the low-fidelity function f1. This
approach, while counterintuitive, may be advantageous since it will avoid the need to recover α12. In this
case, we have f2(x) = δ2(x) so that
f3(x) = ρˆ
rr
23(x)δˆ
rr
2 (x) + δ3(x) (20)
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where again the unknown forms require identifying an order 2p function (ρˆrr23δˆ
rr
2 ). Thus, discarding the f1
data does create an easier problem for the hierarchical network from the perspective of reducing the number
of unknowns, but is unable to leverage the f1 information and therefore will have to compensate for this
missing connection, with potentially more complicated edge and node functions than necessary.
3 Learning algorithm
In this section we describe how to leverage the graph structure to simultaneously compute the value and the
gradient of the negative log likelihood for use within an optimization scheme. We derive the derivative with
respect to all the graph parameters, and show that it can be reformulated as an efficient forward-backward
sweep across the graph. The forward sweep evaluates all the ancestors and the backward sweep updates the
gradients of the parameters. This procedure is essentially analogous to those used by software frameworks
where computations are defined by a computational graph, such as Tensorflow and Pytorch; however, we
specialize it for the specific structure and relationships given here.
3.1 Recursive structure of the gradient
If k is a root node, the likelihood is quadratic in β so the gradient is
∂(−LLk)
∂βk
= − 1
2σ2k
rTk V
T
k (x),
where rk = yk − V Tk (x)βk is the residual.
For non-root nodes k, we have to compute the gradient with respect to all parameters of the subgraph
of ancestors. Let denote the residual between the data and approximation of the kth model as
rk = yk −
 ∑
j∈pa(k)
diag(fj(x; γj))W
T
jk(x)αjk + V
T
k (x)βk

then the gradient with respect to αjk is
∂(−LLk)
∂αjk
= − 1
σk
rTk fj(x; γj)W
T
jk(x), ∀j ∈ pa (k) .
Similarly, for βk we have
∂(−LLk)
∂βk
= − 1
σk
rTk V
T
k (x).
The derivative with respect to each γj , for j ∈ pa (k), must be computed recursively. Consider
∂(−LLk)
∂γj
= − 1
σk
rTk diag
(
WTjk(x)αjk
) ∂fj(x; γj)
∂γj
= pTjk
∂fj(x; γj)
∂γj
,
where we have abused notation by letting
∂fj(x;γj)
∂γj
refer to the derivative of fj with respect to all parameters
in γj and
pTjk = −
1
σk
rTk diag
(
WTjk(x)αjk
)
denotes the chain rule information that needs to be propagated “backward” from node k to node j. Since
fj(x; γj) =
∑
`∈pa(j)
f`(x; γ`)W
T
`j(x)α`j + V
T
j (x)βj ,
where γ` ⊂ γj , we obtain the following expressions
∂fj(x)
∂α`j
= f`(x; γ`)W
T
`j(x),
∂fj(x)
∂βj
= V Tj (x),
∂fj(x)
∂γ`
= diag
(
WT`j(x)α`j
) ∂f`(x; γ`)
∂γ`
, (21)
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Algorithm 1 Forward sweep and derivative precomputation
Inputs forward-sweep(node k; inputs x; multifidelity surrogate G)
1: A = anc (k) ∪ {k}
2: F = roots (G) ∩ A ; relevant root nodes
3: queue = FIFOQueue() ;
4: for i ∈ A do
5: ∂zi = V
T
i (x) ; partial gradient with respect to βi
6: zi = ∂ziβi ; evaluate
7: if i ∈ F then
8: queue.put(i)
9: end if
10: end for
11: while queue is not empty do
12: ` = queue.get()
13: for c ∈ child (`) if c ∈ A do
14: ∂z`c = (11×p`c ⊗ z`) ∗WT`c(x) ; partial gradient with respect to α`c
15: z`c = ∂z`cα`c
16: zc = zc + z`c
17: if c has included all parents then
18: queue.put(c)
19: end if
20: end for
21: end while
22: return evaluations z` and partial gradients ∂z` and ∂zij with respect to β` and αij for all `, i, j ∈ A
where we see the third term provides the recursion. If j were root node, then only the middle term is needed.
We can now repeat the process and compute all the gradients with respect to f`.
Note that the gradient with respect to α`j refers only to those α`j in the parents of node j.
The overall pseudocode for the forward sweep is provided by Algorithm 1, and the pseudocode for the
backward sweep is provided in Algorithm 2. In these algorithms, the symbol (∗) stands for element-wise
multiplication and (⊗) is the Kronecker product.
3.2 Forward evaluation
In this section we describe the forward sweep Algorithm 1 and its computational cost. This algorithm
evaluates all the ancestors of node k, at location x. It also precomputes the quantities that will be used by
the chain rule backward sweep to complete the derivative computation. For this discussion we assume that
the size of all parameters αij and βi are at most p, there are N datapoints, and the cost of a single basis
computation V Ti (x) is some function E(p) of the number of parameters.
The forward sweep begins by determining all the ancestors A, all the nodes which are required to evaluate
the final fk. The determination of all ancestors for each node can be done prior to any training (it is part
of the graph structure), and is considered an offline cost. The algorithm then iterates through all of the
ancestors and computes the basis matrix Vi(x) and resulting evaluation — a total cost of O(nE(p)) for the
basis function evaluation and O(np) for the matrix multiplication. The ancestor nodes that are also root
nodes of the graph are then put into a first-in-first-out (FIFO) queue, which has O(1) access and retrieval.
The second part of the forward sweep is an iteration until the queue empties. Since we use a FIFO queue,
this is a breadth-first algorithm. A node is removed from the queue, and all the children of that node are
then considered. For each child, the derivative ∂z`c is computed, this quantity will be used to obtain the
derivative with respect to α`c in the backwards pass, and is also used to update z`c. Finally, on Line 16
of Algorithm 1 the evaluation zc is updated with the current parent. The asymptotic cost of each (and
therefore all) of these three lines is O(nE(p)), Finally, if the child has considered all of its parents, it is
entered into the queue. Suppose that the maximum number of children any node has is C and that there
are A ancestors — then the final asymptotic cost of the evaluation is O(nACE(p)). Here we see that the
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Algorithm 2 Backward sweep for derivative computation
Inputs backward-sweep(residual r, node k, ancestorsA, evals zl; partial gradients ∂z` and ∂zij ; multifidelity
surrogate G
1: ∂zk = − 1σ2k r
T∂zk ; Gradient w.r.t βk
2: pTk = − 1σ2k r
T
k ; multiplicative part to pass to ancestors (chain rule)
3: pT` = 0 for all ` ∈ A ; initialize chain rule passing to zero
4: queue = FIFOQueue() ;
5: queue.put(k)
6: while queue is not empty do
7: ` = queue.get()
8: for c ∈ pa (`) do
9: pTc ← pTc + pT` ∗ zc` ; update chain rule
10: ∂zc` ← p` ∗ ∂zc` ; final derivative w.r.t αc`
11: ∂zc = (p` ∗ zc`)T ∂zc ; update derivative w.r.t βc
12: if c has included all children in A then
13: queue.put(c)
14: end if
15: end for
16: end while
17: return derivatives ∂z` and ∂zij with respect to β` and αij for all `, i, j ∈ A ∪ {k}
network structure critically affects the computational complexity of the evaluation. Sparser networks have
less children for each node, and therefore incur smaller costs.
3.3 Backward evaluation
The backward evaluation pass in Algorithm 2 applies the chain rule in a breadth-first search from the target
node to all the roots in its ancestry. With k being the target node, the algorithm begins by computing the
gradient with respect to βk, and then computes the chain rule factor pk to pass to its ancestors. Line 3 of
Algorithm 2 initializes (to zero) the factors that each node passes down to its ancestors. The target node is
then put into another FIFO queue and a loop over the queue is performed until it is empty.
In each iteration of the loop, the parents of the node ` are considered. The following operations are then
performed on each parent: Line 9, the chain rule factor that passes to its ancestors is updated; Line 10, the
derivative of αc` is updated through chain rule; and Line 11, the derivative with respect to βc is updated.
The cost of each inner loop is O(np). Since it has to be performed for every parent in the hierarchy, the
total cost will be O(nACp). Following these updates, a check is performed to determine if a parent has been
updated by all of its children. Once it has been updated with all of its children, it has a complete pTc to pass
back to its own ancestors and is added to the queue.
4 Experiments
In this section we consider four numerical experiments to demonstrate the benefits and flexibility of the
proposed approach to multifidelity surrogate development. In each case, we describe the models considered,
the networks used, and the comparison between the proposed network and a hierarchical network.
The first example 4.1 provides an intuitive representation of the multifidelity surrogate and motivates the
potential benefits of encoding relationships beyond hierarchical. The second example 4.2 expands upon the
first one by (1) considering an ensemble of 9 models, (2) considering a noisy measurement process, and (3)
demonstrating an ability to inject problem knowledge into the representation of a multifidelity surrogate. The
third example 4.3, is a representative problem of diffusion PDEs. Here we compare three model structures
and sample over thousands of realizations of the data to show that a majority of the time, the hierarchical
structure is not optimal. Finally, we consider a problem from direct field acoustic testing 4.4, where we
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f1
f2
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(a) True graph
f1
f2
f3
(b) Hierarchical graph
Figure 2: True and hierarchical graphs considered for the model problem of Section 4.1, where we consider
learning when the true graph structure is known.
demonstrate both the flexibility in what can be considered multifidelity information sources and the benefits
of regularization.
Each example uses the same training Algorithms 1 and 2 within an approximate Newton BFGS opti-
mization routine available as part of SciPy. The code is available from the author’s github page1.
4.1 Three model example
In this section we demonstrate the benefit of accounting for non-hierarchical structure on a synthetic example
with a known underlying graph. We consider the graphs shown in Figure 2. The graph in Figure 2a is used to
both generate the data and to fit the data. Physical models that can arise from these graphs are discussed at
length in [7], and our aim here is to show that when the underlying relationships amongst multiple models are
known and not hierarchical, then we gain benefits from not using the predominant hierarchical approaches.
The hierarchical graph for this case is shown in Figure 2b. This example seeks to illustrate that even though
these two models can approximate functions of the same order (the longest chain has three nodes), there is
an advantage to using a more relevant graph when data is limited.
The nodes and edges are parameterized by linear functions so that each of ρij and δi have two parameters
(slope and y-intercept). To generate the truth data, we randomly initialize the parameters of the non-
hierarchical graph. This graph yields a high-fidelity model f3 that is third order, however we restrict the
high-fidelity data available during training to consist of only three data points for f3. Two data points are
used for f1, and three data points are used for f2. These data are nested, and they are shown along with
their functions in Figure 3. In addition to these data points, we show reference regressions of first, second,
and third degree polynomials. None of these polynomials is able to recover f3 since there is not enough data
to adequately fit them. This problem is built to mimic the standard situation in multifidelity modeling —
the high-fidelity has limited available data.
Next we compare regression using the true and hierarchical graphs. The pointwise errors for both cases are
in Figure 4. We observe an order of magnitude benefit in reconstructing f3 using the true network compared
with the hierarchical network — indicating that leveraging the true structure can result in improved function
recovery. Both low fidelity models f1 and f2 are recovered well by both networks because both networks
share the same subgraphs and the data is nested, thereby removing the value of the f3 data from fitting f1
and f2.
4.2 Analytical noise example
Next, we consider an analytical model which is not derived from a known graph. In this case, we also
assume that the model is corrupted by Gaussian noise. Although synthetic, this example is inspired by
applications where a model has both a functional dependence on uncertain parameters x, and a time-varying
quantity whose statistics are difficult to estimate due to the limited time-horizon available. Estimation of
these quantities essentially result in stochastic measurement model. Specifically, this scenario can occur
when estimating averages of time-varying quantities in problems with unsteady dynamics and integration
cannot occur indefinitely. For instance, it commonly arises in cases of unsteady reacting turbulent flows
where fluctuating quantities, e.g. temperature, pressure, velocities etc., are averaged to obtain their mean
value in time possibly in correspondence of a point or a spatial domain.
1https://www.github.com/goroda
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Figure 3: Truth models, data, and single-fidelity regressions of the high-fidelity data for the model problem
considered in Section 4.1
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(a) Recovery errors using the true network 2a.
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(b) Recovery errors using the hierarchical network 2b.
Figure 4: Pointwise errors obtained by regressing on the data using the true and hierarchical networks.
We observe an order of magnitude benefit in reconstructing f3 using the true network compared with the
hierarchical network — indicating that leveraging the true structure can result in improved function recovery.
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Here, we choose a bivariate uncertain variable x ∈ R2 with xi ∼ N (0, 1) for i = 1, 2. Furthermore, three
model forms are considered, and each of them is evaluated with three different levels that are analogous to
estimating the unsteady term via a noisy measurement. We obtain a total of nine models (M = 1, . . . , 9):
fM (x) =
(
2 + (2x51 + 2x
5
2)∆1 + 3x1x2 + (x
2
1 + x
2
2 + 5x
2
1x
2
2)∆2 + 0.5x1 + 0.5x2
)
(1 + E[N (0, 1)]) , (22)
where the term E[N (0, 1)] is evaluated by means of a Monte Carlo approximation based on N observations,
i.e. 1N
∑N
i=1N (i)(0, 1). The parameters for the nine models are reported in Table 1.
∆1 ∆2 N
f1 0 0 5
f2 0 0 10
f3 0 0 100
f4 0 1 5
f5 0 1 10
f6 0 1 100
f7 1 1 5
f8 1 1 10
f9 1 1 100
Table 1: Analytical noise test case: parameters for the nine models. The highest fidelity model is f9 as it
includes all model terms and uses the most samples for estimating the expected value. The lowest fidelity
model is f1 as it includes the fewest model terms and the smallest number of samples for estimating the
expectation.
The responses for the nine models are reported in Figure 5 with the locations of data. The data for this
test are not obtained from arbitrarily assigning a specific graph, but rather by querying directly the nine
models which differ for their functional forms and the number of observations N . Therefore, we consider
two different options: the “natural” ordering, where the functional form the models are ordered according
to the number of observations N , and the hierarchical ordering where the nine models are arranged in a
hierarchical network. In the hierarchical ordering the model form always takes precedence on the number
of observations N . Both structures are shown in Figure 6. The non-noisy high-fidelity model f9 and the
pointwise reconstruction error obtained by these two networks is shown in Figure 7. Here we see that the
natural ordering is able to obtain an order of magnitude smaller errors than the hierarchical ordering.
4.3 Thermal Block
In this section we use multifidelity information fusion to predict steady-state heat diffusion in a two-
dimensional domain Ω shown in Figure 8. In this example our aim is to predict the temperature at a
pointwise location (0.5, 0.8) ∈ Ω = [−1, 1]2, as a function of two parameters µ = (µ0, µ1) which are indepen-
dent uniform variables on [0.1, 10] and [−1, 1] respectively. The variable µ0 defines the diffusivity inside the
circular inclusion and the variable µ1 controls the flux along the bottom boundary. This example was based
upon a tutorial on constructing reduced order models using RBniCS [12]2.
We consider three different approximations of the governing equations
−div(κ(µ0)∇u(µ)) = 0 in Ω,
u(µ) = 0 on Γtop,
κ(µ0)∇u(µ) · n = 0 on Γside,
κ(µ0)∇u(µ) · n = µ1 on Γbase.
κ(µ0) =
{
µ0 in Ω1,
1 in Ω2,
(23)
These models include two finite element models with different mesh resolutions and a reduced-order model.
We construct all these models using RBniCS[12]. The highest-fidelity information source f3 uses linear finite
elements with 1437 degrees of freedom. The first low-fidelity model f2 uses linear finite elements with 186
2https://github.com/mathLab/RBniCS
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Figure 5: Analytical noise test case: responses for the nine models with locations of data
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Figure 6: Analytical noise test case: models’ natural structure versus hierarchical ordering
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Figure 7: Analytical noise test case: true noiseless surface (left) along with pointwise reconstruction errors
for the hierarchical graph (center) and natural graph (right). Note that the colorbars are diferent in each
plot to display the magnitudes of the signal clearly. The error magnitudes for the center graph are almost
at the same level as the signal, whereas the natural graph has errors that are an order of magnitude smaller.
Figure 8: Heat conduction in a two-dimensional domain Ω = Ω1 ∪ Ω2. Measurements of the solution are
taken at the point (0.5,0.8) depicted by the red star.
degrees of freedom, and the last low-fidelity model f1 is a two term reduced order model constructed using
20 snapshots of the high-fidelity information source. The normalized costs of evaluating each of these models
for a single realization of the parameters µ are 1,0.52, and 0.05 respectively.
In the following we investigate the performance of our algorithm using the three graphs depicted in
Figure 9. Our aim is to show that for this problem, the non-hierarchical graphs typically perform better
than the hierarchical graph. As such, we run 5000 experiments where each experiment uses 40 samples for
the lowest fidelity model, 10 samples for the medium fidelity model, and 5 samples for the highest fidelity
models.
In Figure 10 we plot ratios of the relative squared errors on a set of withheld testing data. Each network
model (depicted in Figure 9) uses linear functions for the edges (ρij(x)) and for nodes (δi). As such the actual
representative power of the hierarchical and full graphs is greater than the peer model — they can represent
third order order polynomials, whereas the peer graph can only represent second order polynomials.
Figure 10 plots the ratio of the relative errors between pairs of the networks depicted in Figure 9. Each
network model uses linear functions for the edges (ρij(x)) and for nodes (δi). A majority of the time, for
over 75 percent of training data realizations, both the peer and the full networks outperform the hierarchical
network on the testing data. Despite the fact the actual representative power of the hierarchical and full
graphs is greater than the peer model — they can represent third order order polynomials, whereas the peer
graph can only represent second order polynomials – the peer model slightly outperforms the full model, as
seen in the last panel.
4.4 Direct Field Acoustic Testing
In this section we use our multifidelity information fusion to fuse multiple direct field acoustic testing (DFAT)
experiments that are used to the characterize performance of engineered structures under extreme vibration
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Figure 9: Thermal block model network structures.
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Figure 10: Test-set error comparisons between two pairs of models. Each data point corresponds to a single
realization of an experiment where the same training and testing set used for the both the full/peer and
the hierarchical networks. Both peer and full models consistently outperform the hierarchical model. The
vertical dashed black line indicates boundary at which the networks perform equally.
environments [27]. We also present the benefits of using regularization, and specifically sparse regularization
to increase the sparsity of the unknown parameter settings.
Our goal is to predict the acoustic pressure induced by a set of loud speakers using the experimental
setup depicted and in Figure 11, which is based upon the setup in [27]. For a fixed angular velocity ω = 2pif ,
the acoustic pressure u is modeled using the (real) Helmholtz equation defined on an open regular octagon
domain D with apothem equal to 1.5 meters. The interior of D contains a scatterer (red and blue circles)
and each side of the octagon consists of an individual speaker and its cabinet; the centered green boundary
segments are speaker cones which comprise 0.875 of the total edge length and the black segments are the
cabinet walls. To simplify the problem, we model the scatterer as a dense fluid and ignore the impedance of
the speaker cabinet. Under these conditions, the acoustic pressure u is given by
∆u+ κ2u = 0 in D,
∂u
∂n
= ρ0ω
8∑
j=1
θjχj on ∂D (24)
where κ = ω/c is the wave number, c is the speed of sound, ρ0 is the fluid density, χj : ∂D → {0, 1} is
the characteristic function of the jth speaker cone (green boundary segments in Figure 11), and θj is the
acoustic velocity output by the jth speaker for j = 1, . . . , 8 — in other words, the jth speaker cone oscillates
with velocity θj cos(ωt). In this example we assume that the material in the red circle is made of aluminum
for which the speed of sound is 6320 m/s and that the regions in the blue circle and exterior to the red
circle are comprised of air at 20◦C which has a speed of sound of 343 m/s. In addition, we set the frequency
to be f = 400 Hz and the fluid density to be that of air at 20◦C and standard atmospheric pressure, i.e.
ρ0 = 1.204 kg/m
3. We discretized and solve (24) using continuous piecewise linear finite elements.
We now use our multifidelity information fusion algorithm to predict the acoustic pressure data u(x),
at 5000 microphone locations x, using three types of experiments (information sources). Our aim is to
predict acoustic pressure of a high-fidelity experiment, which involves activating all 8 speakers, using two
lower-fidelity experiments that only activate a subset of speakers. For the high-fidelity experiment we set
the speaker amplitudes as θ1,i = 1, i = 1, . . . , 8 and for the low-fidelity experiments we set θ2,i = 1, i = 3, 5, 7
and θ3,i = 3, i = 2, 4, 6, 8; all other speaker amplitudes are set to zero. Speakers are ordered counterclockwise
with the first speaker located on the right vertical edge of the octagon.
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Figure 11: Left to Right: The direct field acoustic testing experimental setup, the acoustic pressure of the
high-fideliy information source, and the basis function obtained when activating the 1st speaker (directly to
the right of the circular inclusion).
We use a fully-connected graph to represent this ensemble of three information sources and measure
acoustic pressure y
(i)
k = uk(x
(i)
k ) + 
(i)
k for each information source k = 1, 2, 3 at random locations x
(i)
k in
the domain D, where the noise 
(i)
k is normally distributed with mean zero and unit variance. We run 3
high-fidelity experiments and 10 experiments for each low-fidelity information source. In Figure 11 (middle)
we plot the true high-fidelity acoustic pressure. Each information source
u1(x) =
8∑
i=1
φi(x)θ1,i u2(x) =
∑
i=3,5,7
φi(x)θ2,i u3(x) =
∑
i=2,4,6,8
φi(x)θ3,i (25)
is a linear sum of basis functions φi(x) which correspond to solving the Helmholtz equation using only one
active speaker. Specifically the basis φi is obtained by solving
∆φ+ κ2φ = 0 in D,
∂φ
∂n
= ρ0ωθi on ∂D (26)
The basis function φ1 is depicted in the right plot of Figure 11.
Here, we augment our nonlinear least squares objective via a sparsity penalization on all of the coefficients.
Specifically we use the sparse regularization (15) objective with a single λi = λij = λ/2,∀i, j and solve the
equivalent, but differentiable, problem
min
θ,t
∑
t+
λ
2
‖y(x)− f(x, θ)‖22 (27)
subject to t− θ ≤ 0 (28)
−t− θ ≤ 0 (29)
using the Sequential Least SQuares Programming (SLSQP) algorithm in SciPy. Here θ contains all of the
parameters of the network. We found that the performance benefit of of the multifidelity approximation is
dependent on the value of the regularization parameter λ. Here we set λ = 1× 10−3.
The pointwise absolute difference between high-fidelity information source and the multifidelity and
single-fidelity approximations obtained using 10 samples of each low-fidelity information source and 4 samples
of the high-fidelity source are shown in Figure 12. The relative mean squared errors of the predicted
acoustic pressure at the 5000 microphone locations using the multifidelity approximation and the single-
fidelity approximation using only the high-fidelity data are respectively 1.9 × 10−3 and 7.8 × 10−2 — the
multifidelity approximation is an order of magnitude more accurate. Moreover the sparsity regularization
allowed us to correctly identify which speaker was missing from each low-fidelity information source. More
precisely, all coefficients of the high-fidelity discrepancy were zero except for the coefficient corresponding
to the 1st speaker, which was not active in either of the low-fidelity experiments. Also the edge coefficients
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Figure 12: Direct Field Acoustic Testing. (Left) The pointwise absolute difference between the high-fidelity
information source and the multifidelity approximation using a fully connected graph. (Middle) The point-
wise absolute difference between the high-fidelity information source and the single fidelity approximation
using only the highest-fidelity information source. Circles represent the microphone locations used to extract
data from the high-fidelity information source, crosses the locations used for both low-fidelity information
sources. (Right) The relative root mean squared error at the 5000 microphone locations as the number of
high-fidelity evaluations increases averaged over 10 different realizations of the training data. The number of
evaluations of both the low-fidelity information sources is fixed at 10. The label `1 refers to an approximation
built via a Laplace prior regularization(15), and `2 refers to only minimizing the negative log likelihood (11).
MF refers to a multifidelity approximation and SF a single fidelity approximation.
were ρ21 = 5.0 × 10−1,ρ31 = 3.4 × 10−1, and ρ32 = 1.1 × 10−3 showing that the algorithm identified there
was no hierarchical relationship between the data, i.e. f1 does not significantly influence f2.
In Figure 12 (right) we plot the average (over 10 different realizations of the training data) root mean
squared error
‖u3 − uˆ3‖`2
‖u3‖`2 ‖g‖`
2 =
5000∑
i=1
g(x
(i)
k )
in the multifidelity approximation fˆ3 as the number of high-fidelity samples increases while number of low-
fidelity experiments is fixed at 10. The multifidelity approximation `1 MF that enforces sparsity is much
more accurate than the other approximation types. The single fidelity approximation `1 SF that does not
enforce sparsity consistently has the largest error. The multifidelity and single fidelity approximations which
do not enforce sparsity, `2 MF and `2 SF respectively, have commensurate errors. Sparsity and low-fidelity
data is needed to produce an accurate prediction with limited high-fidelity data. When enough high-fidelity
data is obtained all approximations have similar error.
5 Conclusion
In this paper we have developed, analyzed, and numerically demonstrated a multifidelity information fusion
approach that enables extremely flexible modeling of known relationships amongst information sources. We
have shown that this approach can yield significantly more accurate surrogate models than the predomi-
nant hierarchical approaches found in the literature. In particular, we have shown that while hierarchical
approaches can be shown to have equivalent expressivity as more general models, they make use of data less
efficiently. Indeed, for the low-data settings, exploiting more complex, but often more natural, structure can
become extremely beneficial.
We envision that the proposed approach will increase the applicability of general multi-level and mul-
tifidelity approaches in uncertainty quantification and data-driven learning to areas with less traditional
relationships between data sources (e.g., not arising from a hierarchy of discretizations or reduced order
models). Future work will require both data-driven discovery of optimal network structures as well as
physics and numerics driven derivation of optimal network structures in different application areas.
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