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Abstract
Technologies are one of the most important driving
forces of our societal development and realizing the
value of technologies heavily depends on the transfer of
technologies. Given the importance of technologies and
technology transfer, an increasingly large amount of
money has been invested to encourage technological
innovation and technology transfer worldwide.
However, while numerous innovative technologies are
invented, most of them remain latent and un-transferred.
The comprehension of technical documents and the
identification of appropriate technologies for given
needs are challenging problems in technology transfer
due to information asymmetry and information overload
problems. There is a lack of common knowledge base
that can reveal the technical details of technical
documents and assist with the identification of suitable
technologies. To bridge this gap, this research proposes
to construct knowledge graph for facilitating technology
transfer. A case study is conducted to show the
construction of a patent knowledge graph and to
illustrate its benefit to finding relevant patents, the most
common and important form of technologies.

1. Introduction
Technologies play an important role in driving the
global development and the improvement of human
well-being [3]. Lots of money is allocated to encourage
innovation worldwide. A report in Nature shows that
many countries invest more than 2% of their gross
domestic product on research and development and the
number is still growing [43]. Consequently, numerous
technologies have been invented. Take patent, the most
common and important form of technologies, as an
example, the number of filed patent applications is
increasingly large and reaches three million worldwide
in 2016 as recorded by the World Intellectual Property
Organization [47]. The value of technologies is realized
through applications in practice. But practitioners
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themselves usually do not have enough time and/or
capital to develop innovative technologies. It is thus
critical to transfer available technologies to the demand
side. However, while innovative technologies are
invented, most of them remain unused and many
demands of practitioners stay unsatisfied. For instance,
according to the inspection of National Congress of
Korea in 2012, about 73% of the patents owned by
universities and public-funded research institutions did
not create social values [30]. Given this situation, it is
essential to smooth the way of technology transfer.
Technology transfer offices in research institutions
or companies have long been set up for facilitating
technology transfer. But these divisions mainly depend
on human labor. With the increasingly large number of
technologies, it becomes difficult even impossible for
humans to comprehend all technologies and identify
suitable ones for a given demand [46]. Previous studies
have explored various impacts [4, 12, 35] of and
influential factors [13, 17, 20] in technology transfer.
Some other studies have proposed to facilitate
technology transfer from several different perspectives,
such as finding experts for university-industry
collaboration [45], building recommender systems for
selective dissemination of research resources [33], and
conducting various patent analysis for understanding
technology development and technology transfer [29,
39, 49]. However, the information asymmetry between
technology inventors and adaptors and the information
overload problem remain challenging to technology
transfer. The demand side lacks detailed understanding
of technical documents, and the large number of
technical documents further impedes the identification
of suitable technologies for a given need. This research
attempts to facilitate technology transfer from the
perspective of better comprehension and more accurate
identification of technologies with the support of
knowledge graph. Knowledge graph is a graph
structured knowledge base that stores factual
information in form of semantic relations between
entities [27]. It can automatically extract core entities
and their semantic relationships from documents and
represents them in a machine-understandable way, and
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therefore is helpful for overcoming the information
asymmetric and information overload problems.
The main objective of this research is to construct a
patent knowledge graph for facilitating technology
transfer. Natural language processing techniques and
knowledge extraction techniques can be employed to
process patent documents and construct the patent
knowledge graph automatically. Specifically, a graph
schema is first defined to clarify the types of entities and
relationships that are included in the patent knowledge
graph. A small sample set of patent documents is
annotated manually with possible entities and
relationships among them. The annotated documents are
fed to a conditional random field model for training. The
trained model is then employed to automatically extract
entity instances and their relationships from other patent
documents. The extracted entity instances and
relationships are finally stored in the format of subjectpredicate-object triples. By constructing the patent
knowledge graph, the main information of patent
documents becomes explicit and machine-readable.
Consequently, the constructed patent knowledge graph
can not only facilitate the comprehension of
complicated technical documents, but also assist with
the identification of needed technology. A case study in
digital data processing domain is conducted and used to
demonstrate the advantages of patent knowledge graph
in facilitating technology transfer. Overall, this research
advances the technology transfer literature by proposing
a knowledge graph approach and contributes to the
patent analysis literature by using knowledge graph to
extract and represent the detailed and semantic
information of patent documents.
The remaining of this paper is organized as follows.
The second section reviews studies related to
technology transfer and knowledge graph, and identifies
the research gap. The third section provides the
procedure of constructing a patent knowledge graph.
The next section presents a case study in digital data
processing area and illustrates the benefit of patent
knowledge graph to technology transfer. And the last
section concludes this research with its main
contributions and implications.

2. Related work
2.1. Technology transfer
Technology transfer is a long studied area in both
academia and industry. In this research, technology
transfer refers to the movement of know-how, technical
knowledge, or technology from one organizational
setting to another [9]. One of the main streams of
technology transfer research is to identify and explore

factors that can accelerate or hamper the process. During
the process, four factors are identified and considered to
play important roles. First of all, communication
interactivity, which refers to interactions between
technology inventors and receptors, can improve the
probability of successful technology transfer. Second,
cultural and geographical distances can inhibit
technology transfer as they bring more difficulties to
technology inventors and receptors for achieving an
agreement on patents’ value, practices and so on. In
addition, as stated by Albrecht and Ropp [1], cultural
difference is viewed more important on making sense of
distance. Third, technology equivocality, which is
defined as the level of concreteness of technology [9,
10], has a negative effect on technology transfer. That is
because technology with high equivocality is more
difficult for adopters to understand and to put into
practice. The last one is personal motivation: the greater
motivation of technology inventors to diffuse and of
technology receivers to adopt makes technology transfer
more likely to occur [9]. Reward is one of the most
common methods to improve the personal incentives,
such as tax free policy and rebate. To sum up, three of
the four factors (communication interactivity, distance,
and technology equivocality) are, to certain extent,
related to the understanding of technologies. In addition,
the increasingly large number of technologies also
brings great difficulty to effective technology transfer
[33].
Another research stream related to technology
transfer is patent analysis. Many researchers have
conducted various patent analysis, such as patent
evaluation, technology trend analysis, and patent
classification. Patent evaluation facilitates technology
transfer by identifying potential high-quality patents.
And many studies are aimed at identifying quality
indicators. For instance, Gerken and Moehrle [8]
evaluated the level of novelty of patents through
semantic analysis. Trappey et al. [41] used International
Patent Classification (IPC) and the number of citations
as indicators to evaluate patent quality. A greater
number of forward citations suggests a bigger
commercial interest, and a larger number of backward
citations indicates higher validity of patents [42]. In
addition, the number of IPC classes is argued to
represent the broadness of a patent. More classes
indicates greater scope and thus higher value [21, 26].
Technology trend analysis helps to identify promising
patents that are more likely to be adopted. Hence, it
attracts much attention from researchers. For example,
Kim et al. [14] identified emerging technology by
building a semantic network of keywords considering
both structured and unstructured content. Park and his
colleagues [28] identified promising patents through
analyzing TRIZ evolution trends. Yoon and Kim [49]
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identified technology trends through extracting and
analyzing the properties and functions of technologies.
Patent classification also contributes to technology
transfer in certain extent. Classifying patents into predesigned categories makes patent searching and
retrieving much easier, which thus improves the success
of technology transfer. Liu et al. [23] developed the
Patent Retrieval and Analysis Platform, which matches
fields of patents and identifies similar patents based on
bibliographic pattern discovery and text mining
approaches. Shih and Liu [38] proposed a network based
classification approach that firstly constructs ontology
network and then identifies k-nearest neighbors and
patent classes. Patents’ citations and content features are
also frequently used to classify patents [22, 39].
For technology transfer, it is important to understand
the content of technical documents as well as identifying
suitable technologies when needed. Although much
attention has been paid to patent evaluation, technology
trend analysis, and patent classification, little effort has
been made to comprehend the technical details of
technical documents and leverage the technical details
to identify needed technologies. Therefore, in this
research, we attempt to develop a patent knowledge
graph that can reveal the semantic knowledge embedded
in patent documents and assist with the identification of
suitable patents.

and statistical learning-based techniques [36]. Rulebased techniques extract knowledge based on
predefined rules and perform well when the target
knowledge is related to certain language patterns [15].
However, defining rules requires large expert efforts
and the rules may not be generalizable to a larger set of
textual data [34]. On the other hand, statistical learningbased techniques extract knowledge based on
mathematical models learned from training samples.
They use statistical methods to produce their own rules
and classifiers that are more generalizable. But a large
training set is needed for producing a satisfactory model
[11]. Between these two types of techniques, statistical
learning-based methods are more commonly used since
constructing knowledge graph usually involves
complex and large volume of textual data. Among
various
statistical
learning-based
techniques,
conditional random fields (CRFs) are of wide popularity
due to the strength of incorporating rich and overlapping
layout and language features. Given these advantages,
CRFs have been widely applied to extract knowledge
from textual data [5, 19, 32, 37]. In this study, therefore,
we employ the CRF model proposed by Lee et al [19] to
extract knowledge from patent documents.

2.2. Knowledge graph

The procedure of constructing a patent knowledge
graph comprises three major steps. The first step is to
define the patent knowledge graph schema that specifies
entities and relationships important to understanding
technical documents. The second step is to create a set
of labeled data by manually annotating patent
documents with entity types and relationships. This step
is not necessary if there is already enough labeled data.
The last step is to train knowledge extraction model with
the labeled data and use the trained model to extract
possible entity instances and relationships from new
patent documents. The extracted entities and
relationships are then stored in the format of subjectpredicate-object triples which constitute the patent
knowledge graph. The details of these steps are
introduced in the following subsections.

The concept of knowledge graph has gained much
attention since Google launched its knowledge graph in
2012 [2]. A knowledge graph is a graph structured
knowledge base in which knowledge is represented by
relationships between entities [27, 31, 48]. Due to the
properties of effective information integration,
machine-readable knowledge, and comprehensive
entity summarization, knowledge graph has been widely
used to support knowledge-intensive applications, such
as information retrieval [2], automatic question
answering [24], personalized recommendation [6], and
technology trend prediction [7]. Different applications
require different specialized knowledge. Therefore,
knowledge graphs are usually customized for specific
applications.
The construction of knowledge graph requires two
critical components: knowledge graph schema and
knowledge extraction techniques. Schema specifies the
types of entities and relationships to be included in the
knowledge graph. It is defined according to a specific
application. Given a schema, knowledge extraction
techniques are used to extract entity instances and their
relationships from various data sources. In terms of
textual data, there are two major types of knowledge
extraction techniques, namely rule-based techniques

3. Patent knowledge graph construction

3.1. Patent knowledge graph schema
With the aim of facilitating technology transfer, we
define the patent knowledge graph schema as follows:
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Figure 1. The patent knowledge graph schema
As indicated by the theory of inventive problem
solving [40, 44], technology and function are two
essential components in patent documents. A patent
contains one or more technologies which could be new
solutions, systems, products, etc. Each technology has
one or more functions that could be its attributes,
objectives, capabilities, and so on. It is well
acknowledged that comprehending patent documents is
difficult because of the complex linguistic style [46]. To
facilitate the comprehension of patents, therefore, we
further consider the synonyms and hypernyms of
technologies and functions. In brief, given a patent
document, we mainly extract its technologies, functions,
the dependency relationship between functions and
technologies, and their synonym or hypernym
relationships. There are three types of patents, namely
utility patents, design patents, and plant patents.
However, design and plant patents do not contain the
technical aspects defined in the proposed schema. The
proposed schema is biased towards utility patents since
90 percent of all patents are utility patents according to
the USPTO (United States Patent and Trademark Offie).

3.2. Annotation
Training samples are needed for automatic
knowledge extraction because the CRF model used in
this research is a supervised technique. Since there is no
labeled data available in the patent domain, manual
annotation is needed to create a training set based on the
defined patent knowledge graph schema. Specifically,
given a piece of textual data, words or phrases that
belong to certain entity types are annotated with
corresponding entity types. Relationships between the
identified words or phrases are also annotated if there is
any. Figure 2 presents an example of annotated textual
data.

Figure 2. An annotation example

Knowledge extraction has two key parts: entity
recognition and relationship extraction. Entity
recognition tries to decide whether words or phrases
belong to certain types of entities. Relationship
extraction deals with the task of detecting and
classifying relationships between identified entities.
These two tasks can be performed simultaneously using
CFRs. CRFs are undirected graphical models used to
encode known relationships between observations and
build interpretation models [16]. The CRF model
employed in this research is a linear-chain CRF which
is effective in predicting the sequence of labels for an
input sequence [19].
Formally, the CRF model is defined as follows.
Given a piece of textual data, let 𝑜 = {𝑜1 , 𝑜2 , … , 𝑜𝑛 } be
the sequence of observed words in the textual data, and
𝑠 = {𝑠1 , 𝑠2 , … , 𝑠𝑛 } be the sequence of states which
correspond to labels assigned to each word in 𝑜. Given
an input sequence 𝑜, the conditional probability of state
sequence 𝑠 is defined below:
1
𝑃(𝑠|𝑜) = exp(∑𝑛𝑖=1 ∑𝑚
𝑗=1 𝜆𝑗 𝑓𝑗 (𝑠𝑖−1 , 𝑠𝑖 , 𝑜, 𝑖)), (1)
𝑍
𝑜

𝑍𝑜 = ∑𝑠𝜖𝑆 𝑛 exp(∑𝑛𝑖=1 ∑𝑚
𝑗=1 𝜆𝑗 𝑓𝑗 (𝑠𝑖−1 , 𝑠𝑖 , 𝑜, 𝑖)), (2)
where 𝑍𝑜 is a normalization factor used to ensure the
sum of the probabilities of all state sequences to be one,
𝑆 𝑛 is the set of all possible state sequences, 𝑚 is the
number of features, 𝑛 is the length of input sequence,
𝑓𝑗 (𝑠𝑖−1 , 𝑠𝑖 , 𝑜, 𝑖) is a binary feature function, and 𝜆𝑗 is a
learned weight indicating the preference on feature 𝑗.
The parameters of the CRF model are estimated by
maximizing the conditional probability of a set of
labeled samples. Given a new and unlabeled input
sequence, the most possible state sequence is then
returned based on the trained model.
In the CRF model, the following features are
considered with the support of Stanford CoreNLP
toolkit [25]: word (the original form of input words),
lemma (the lemma of a word with respect to its intended
meaning), part-of-speech (such as noun, verb, and
adjective), and syntactic phrase (one type of syntactic
unit in the grammar structure, such as noun phrases).

4. A case study
A case study is conducted to demonstrate the
effectiveness of patent knowledge graph in facilitating
technology transfer. Specifically, we first construct a
patent knowledge graph related to the domain of digital
data processing. The constructed patent knowledge
graph is then applied to facilitate the identification of
suitable technologies for given needs. Details of this
case study are introduced in the following subsections.

3.3. Knowledge extraction
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4.1. Constructing patent knowledge graph
We randomly select 5000 US (United States) patents
granted in 2017 from PatentsView database 1 . All
selected patents are related to ‘Electric Digital Data
Processing’, the ‘G06F’ subclass of the International
Patent Classification (IPC). When extracting knowledge
from patents, only titles and abstract of patents are
considered because they summarize the main content of
patents.
Among the 5000 selected patents, we further select
300 patents randomly for annotation. The annotated
patents are then used as training set to train the CRF
model. The trained CRF model is finally used to extract
possible technologies, functions, and relationships
among them from all the selected patents. In total, we
extract 5050 unique technology instances, 6981 unique
function instances, 12570 unique ‘has function’
relationship instances, 332 unique hypernym
relationship instances, and 9 unique synonym
relationship instances. The unique instances of
hypernym relationship and synonym relationship are
relatively few especially for the latter. This is because
there are only a few such relationship instances in patent
titles and abstracts. Consequently, few such instances
are annotated in the training set. With a very small
number of annotated instances, the CRF model is
unlikely to be trained well for extracting such instances
from new documents.

figure contains 20 randomly selected patents and their
related technologies and functions. We further present
the details of the constructed patent knowledge graph
using three examples. Figure 4 presents a sub-graph of
a patent whose patent number is ‘9852480’. It is easy to
understand from this sub-graph that this patent contains
two technologies (i.e., data processing system and
activity management system) and four functions (i.e.,
managing activities linked to multimedia content,
provide a platform, present viewers with multimedia
content, and access multimedia content). Such
knowledge can facilitate our comprehension of
complicated technical documents.

Figure 4. A sub-graph of a patent

Figure 3. Part of the patent knowledge graph

Figure 5. A sub-graph of a technology

Since the whole patent knowledge graph is too dense
to present in one static figure, we present part of the
constructed patent knowledge graph in Figure 3. This

We further present a sub-graph related to
‘information processing apparatus’ technology in
Figure 5. Given a technology, it is very convenient to

1

http://www.patentsview.org/download/
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summarize its related patents and functions. In this case,
46 patents are identified to contain the ‘information
processing apparatus’ technology, and the technology
has 69 related functions.
Finally, we present a sub-graph related to the ‘access
request’ function in Figure 6. From the whole patent
knowledge graph, we identify 11 patents that contain the
‘access request’ function and 17 technologies which
contain that function. Both technology and function
centered sub-graphs can help us identify relevant patents
for given needs. Besides, the two kinds of graphs can
also facilitate our understanding of given technologies
or functions. In short, patent knowledge graph can
provide rich semantic knowledge for better
understanding of patent documents as well as
identification of relevant patents.

Figure 6. A sub-graph of a function

4.2. Application of the patent knowledge graph
To further illustrate the effectiveness of patent
knowledge graph in identifying suitable technologies
for given needs, we conduct an experiment on patent
retrieval. The data set used in the patent retrieval
experiment is also extracted from the PatensView
database. Specifically, we randomly select 115 US
patents which are granted in 2017 and belong to the
‘G06F’ subclass. We further extract patents that are
cited by these 115 patents. Among all the cited patents,
only US patents granted in 2017 and located in the
‘G06F’ subclass are remained. Consequently, 345 cited
patents are identified. In summary, 610 citation records
are extracted, each of the 115 patents has at least 3 cited
patents. For patent retrieval experiment, the titles and
abstracts of the 115 selected patents are considered as
given needs, the patents cited by each of the selected
patents are treated as the suitable technologies for
corresponding needs. All patent titles and abstracts are
processed by the Stanford CoreNLP toolkit so as to

remove stop words, standardize derivative words, and
remain informative keywords.
A commonly used retrieval method is vector space
model [18] which represents text documents and queries
as keyword vectors:
(3)
𝑑𝑗 = (𝑘𝑗,1 , 𝑘𝑗,2 , … , 𝑘𝑗,𝑡 ),
(4)
𝑞 = (𝑘𝑞,1 , 𝑘𝑞,2 , … , 𝑘𝑞,𝑡 ),
where 𝑘𝑗,𝑡 (respectively 𝑘𝑞,𝑡 ) is a binary value that
equals 1 if
keyword 𝑡 appears in document 𝑗
(respectively query 𝑞) and 0 otherwise. Given a need
and a pool of patents, relevant patents can be identified
by calculating the cosine similarity between their
keyword vectors using Equation 5. Patents with the
highest similarities are then returned for the need.
𝑠𝑖𝑚(𝑞, 𝑑𝑗 ) =

∑𝑡𝑙=1 𝑘𝑞,𝑙 ×𝑘𝑗,𝑙

2 ×√∑𝑡
2
√∑𝑡𝑙=1 𝑘𝑞,𝑙
𝑘=1 𝑘𝑗,𝑙

.

(5)

The traditional retrieval method suffers from
mismatch problem because semantic relations between
keywords are ignored. In other words, patents that are
semantically related to queries but do not contain the
exact keywords are filtered out. The constructed patent
knowledge graph contains rich semantic knowledge and
thus can help identify relevant patents for a given need.
To embed the semantic knowledge of patent knowledge
graph into the retrieval process, we propose to expand
query keywords with semantically related keywords
from the patent knowledge graph. Specifically, given a
need in its original form, possible technologies and
functions are first identified by the trained CRF model.
For each identified entity, its related concepts in onehop range in the constructed patent knowledge graph are
extracted and considered as the expanded need. To make
sure that concepts extracted from the patent knowledge
graph are relevant to the original need, we only consider
entitiess which co-occur with the identified entity for at
least certain number of times. For simplicity, in this
experiment, the threshold is set to 2. The expanded need
is processed following the same text processing
procedure to obtain the processed keywords, which are
then added to the keyword vector of the original need.
The expanded keyword vector is represented as below:
𝑞𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑 = (𝑘𝑞,1 + 𝑓1 , 𝑘𝑞,2 + 𝑓2 , … , 𝑘𝑞,𝑡 + 𝑓𝑡 ), (6)
where 𝑘𝑞,𝑡 is the keyword value in the original query
and 𝑓𝑡 is the number of times that keyword 𝑡 is added to
the original query. The expanded keyword vector of the
need is finally matched with keyword vectors of the pool
of patents. Patents with the highest similarities are
returned for the need.
To compare the retrieval performance with and
without the patent knowledge graph, the following three
measures are used:
|𝑇𝑆∩𝑅𝑆|
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = |𝑅𝑆| ,
(7)
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𝑟𝑒𝑐𝑎𝑙𝑙 =
𝐹_𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =

|𝑇𝑆∩𝑅𝑆|

,

|𝑇𝑆|
2×𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙

(8)
,

(9)

where 𝑇𝑆 is a test set that contains patents actually cited
by the patent defining the given need, 𝑅𝑆 is a retrieved
set which includes patents returned for the given need,
and |𝑅𝑆| (or |𝑇𝑆|) indicates the number of patents in the
retrieved set (or test set).
Figure 7, Figure8, and Figure 9 presents the patent
retrieval performance in terms of precision, recall, and
F-measure respectively. In these figures, traditional
method stands for the retrieval method without the
support of the patent knowledge graph. KG-based
method refers to the retrieval method supported by the
patent knowledge graph. These results show that the
knowledge graph-based method outperforms the
traditional retrieval method.
Table 1 shows the improvement of the knowledge
graph-based method compared to the traditional
method. As shown in the table, the improvement is
relatively small when only a small number (1, 2, or 3) of
patents are returned. But when more patents are
returned, the proposed method gains much higher
improvement. Paired t-test is conducted to further
evaluate whether the improvement is significant or not.
The result shows that the inclusion of patent knowledge
graph significantly improves the patent retrieval
performance when the number of returned patents is
more than 3. Traditional keyword matching method can
retrieve a few relevant patents, but other relevant patents
without the exact keywords are ignored. The patent
knowledge graph provides semantic knowledge to the
original query and therefore helps identify more patents
relevant to the query.

Figure 7. Precision of patent retrieval

Figure 8. Recall of patent retrieval

Figure 9. F-measure of patent retrieval
Table 1. Improvement of KG-based method
#Retrieved
Precision
Recall
F-measure
patents
1
8.6%
9.8%
9.8%
2
2.4%
3.2%
3.1%
3
4.2%
4.5%
4.5%
4
11.3%*
13.3%**
12.7%**
5
11.3%**
12.0%**
11.9%**
***
***
6
14.3%
15.0%
14.9%***
***
***
7
15.6%
15.2%
15.6%***
***
***
8
14.5%
14.3%
14.6%***
***
***
9
15.9%
16.0%
16.2%***
***
***
10
15.0%
15.6%
15.6%***
***
***
11
12.8%
13.3%
13.3%***
***
***
12
14.0%
14.8%
14.6%***
***
***
13
13.8%
14.7%
14.6%***
***
***
14
13.4%
14.3%
14.1%***
***
***
15
11.4%
11.9%
11.8%***
Note: the asterisk label indicates that the improvement
is significant in paired t-test (* p<0.05, ** p<0.01, ***
p<0.001).

5. Conclusion
This research attempts to facilitate technology
transfer from the perspective of better comprehension of
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technical documents and more accurate identification of
technologies for given needs. To this aim, we propose
to construct and apply a patent knowledge graph.
Knowledge graph, on the one hand, can automatically
extract semantic and machine-readable knowledge from
technical documents. On the other hand, knowledge
graph can provide rich knowledge for facilitating the
understanding
and
identification
of
needed
technologies. A case study is conducted to demonstrate
the effectiveness of patent knowledge graph in
facilitating technology transfer. We first construct a
patent knowledge graph related to the digital data
processing domain. The constructed patent knowledge
graph is presented and discussed with several examples.
We then employ the constructed patent knowledge
graph in a patent retrieval task. A knowledge graphbased retrieval method is proposed to embed semantic
information from the knowledge graph into the retrieval
process. An experiment is conducted with real-world
data and the result shows that the proposed method
significantly outperforms the traditional retrieval
method. Overall, the case study demonstrates the benefit
of patent knowledge graph to technology transfer.
In addition, there are several parts that can be further
researched in the future. The first one is to build a more
comprehensive patent knowledge graph. Current study
extracts technology, functions, and three kinds of
relationships among them. Other information, such as
patent citation and classification, may also be
meaningful to technology transfer. Future work will
survey other patent information that is important to
technology transfer and accordingly construct a better
patent knowledge graph. Second, there could be other
ways to embed knowledge from patent knowledge graph
into the patent retrieval process. We will investigate
other knowledge embedding mechanisms and compare
their performance in patent retrieval task. Third, the
constructed patent knowledge graph can also be applied
in other tasks, such as patent recommendation and
technology trend analysis. These future studies can
provide further support to the effectiveness of patent
knowledge graph in facilitating technology transfer.
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