The method of moments proposed by Carrasco and Florens (2000) permits to fully exploit the information contained in the characteristic function and yields an estimator which is asymptotically as e¢ cient as the maximum likelihood estimator. However, this estimation procedure depends on a regularization or tuning parameter that needs to be selected. The aim of the present paper is to provide a way to optimally choose by minimizing the approximate mean square error (MSE) of the estimator. Following an approach similar to that of Newey and Smith (2004), we derive a higher-order expansion of the estimator from which we characterize the …nite sample dependence of the approximate MSE on . We propose to select the regularization parameter by minimizing an estimate of the approximate MSE. We show that this procedure delivers a consistent estimator of . Moreover, the data-driven selection of the regularization parameter preserves the consistency, asymptotic normality and e¢ ciency of the CGMM estimator. Simulation experiments based on a CIR model show the relevance of the proposed approach.
Introduction
There is a one-to-one relationship between the characteristic function (henceforth, CF) and the probability distribution function of a random variable, the former being the Fourier transform of the latter.
Therefore, an inference procedure based on the empirical CF has the potential to be as e¢ cient as another one that exploits the likelihood function. Paulson et al. (1975) used a weighted modulus of the di¤erence between the theoretical CF and its empirical counterpart to estimate the parameters of the stable law. Feuerverger and Mureika (1977) studied the convergence properties of the empirical CF and suggested that "it may be a useful tool in numerous statistical problems". Since then, many interesting applications have been proposed, including Feuerverger and McDunnough (1981b,c) , Koutrouvelis (1980) , Carrasco and Florens (2000) , Jiang and Knight (2002) , Chacko and Viceira (2003) and Carrasco, Chernov, Florens, and Ghysels (2007) (henceforth, CCFG (2007)). An extensive review of empirical CF-based estimation methods can be found in Yu (2004) .
The CF provides a good alternative to econometricians when the likelihood function is not available in closed form. For example, some distributions in the -stable family are naturally speci…ed via their CFs while their densities are known in closed form only at isolated points of the parameter space (see e.g. Nolan, 2010) . The density of the Variance-Gamma model of Madan and Seneta (1990) has an integral representation whereas its CF has a simple closed form expression. The transition density of a discretely sampled continuous time process is not available in closed form, except when its parameterization coincides with that of a square-root di¤usion (Singleton, 2001 ). Even in this special case, the transition density takes the form of an in…nite mixture of Gamma densities with Poisson weights. A transition density of the same type arises in the autoregressive Gamma model (see Gouriéroux and Jasiak, 2005) .
Ait- Sahalia and Kimmel (2006) propose closed form approximations for the log-likelihood function of certain continuous-time stochastic volatility models. But their method cannot be applied to other situations without solving a complicated Kolmogorov forward and backward equation. Interestingly, the conditional CF can be derived in closed form for all continuous-time stochastic volatility models.
The CF ' ( ; 0 ) of an IID random vector x t 2 R p (t = 1; :::; T ) is nothing but the expectation of e i 0 xt with respect to the distribution of x t , where 0 is a …nite dimensional parameter that characterizes the distribution of x t , 2 R p is the Fourier index and i is the imaginary number such that i 2 = 1. Hence, a candidate moment condition for the estimation of 0 is h t ( ; ) = e i 0 xt ' ( ; ).
This moment condition is valid for all 2 R p and hence, h t ( ; ) is a moment function or a continuum of moment conditions. Feuerverger and McDunnough (1981b) propose an estimation procedure that consists of minimizing a norm of the sample average of the previous moment function. Their objective function involves an optimal weighting function that depends on the true unknown likelihood function. Feuerverger and McDunnough (1981c) apply the Generalized Method of Moments (GMM) to a discrete set of moment conditions obtained by restricting the continuous index 2 R p to a discrete grid 2 ( 1 ; 2 ; ::: N ). They show that the asymptotic variance of the resulting estimator can be made arbitrarily close to the Cramer-Rao bound by selecting the grid for su¢ ciently …ne and extended. This discretization approach is also advocated in Singleton (2001, Section 5.2.) and Chacko and Viceira (2003) . However, the number of points in the grid for must not be larger than the sample size for the covariance matrix of the discrete set of moment conditions to be invertible. In particular, the …rst order optimality conditions associated with the discrete GMM procedure becomes ill-posed as soon as the grid ( 1 ; 2 ; ::: N ) is too re…ned 1 . In fact, the discrete set of moment conditions fh t ( i ; )g
converges to the moment function 7 ! h t ( ; ); 2 R so that operator methods are needed to handle the estimation procedure in the limit functional space. Carrasco and Florens (2000) proposed a Continuum GMM (henceforth, CGMM) that permits to e¢ ciently use the information content of a continuum of moment conditions. Similarly to the classical GMM, the CGMM is a two-step procedure that delivers a consistent estimator at the …rst step and an e¢ cient estimator at the second step. The ideal (unfeasible) objective function of the second step is a quadratic form with metrics K 1 de…ned in an Hilbert space, where K is the asymptotic covariance operator associated with the moment function h t ( ; ). To obtain a feasible e¢ cient CGMM estimator, one replaces K by an estimator K T obtained from a …nite sample. However, the empirical operator K T is degenerate and not invertible while its theoretical counterpart K is invertible only on a dense subset of the Hilbert space of interest. To circumvent these di¢ culties, Carrasco and Florens (2000) resorted to a Tikhonov-type regularized inverse of K T , e.g.
where I is the identity operator and is a regularization parameter. The CGMM estimator is root-T consistent and asymptotically normal for any …xed and reasonably small value of . However, asymptotic e¢ ciency is obtained only by letting T 1=2 go to in…nity and go to zero as T goes to in…nity.
The main objective of this paper is to characterize the optimal rate of convergence for as T goes to in…nity. To this end, we derive a Nagar (1959) type stochastic expansion of the CGMM estimator.
This type of expansion has been used in Newey and Smith (2004) to study the higher order properties of empirical likelihood estimators. We use our expansion to …nd the convergence rates of the higher order terms of the MSE of the CGMM estimator. These rates depend on both and T . We …nd that the higher order bias of the CGMM estimator is dominated by two higher order variance terms. By equating the rates of these dominant terms, we …nd an expression of the form T = cT g( ) , where g ( ) inherits some properties from the covariance operator K. To implement the optimal selection of empirically, we minimize the MSE of the leading terms of the stochastic expansion of the CGMM estimator. This MSE is not known analytically and must therefore be estimated by simulations. The proposed estimator of T , b T M , is indexed by the sample size T and the number of Monte Carlo replications M used to estimate the MSE. Under certain regularity conditions, it is shown that b T M is consistent for T as M goes to in…nity.
The remainder of the paper is organized as follows. In Section 2, we review the properties of the CGMM estimator in IID and Markov cases. In Section 3, we derive a higher-order expansion for the MSE of the CGMM estimator and use this expansion to obtain the optimal rate of convergence for the regularization parameter T . In Section 4, we describe our simulation-based method to estimate T and show the consistency of the resulting estimator. Section 5 presents a Monte Carlo study based on the CIR term structure model and Section 6 concludes. The proofs are collected in appendix.
Overview of the CGMM
This section presents an overview of the CGMM estimator and a summary of known results. The …rst subsection presents a few examples that motivate the use of the CGMM. The second subsection presents the general framework for implementing the CF-based CGMM procedure. The third subsection presents a consistency and asymptotic normality result.
Motivating Examples
The stable family of distributions provide a good example of static models that are naturally speci…ed via their CFs. A scalar random variable x t is said to follow a stable distribution with parameters = (a; b; c; d) 0 if and only if its CF is given by:
where a 2 (0; 2] is the stability parameter, b is the location parameter, c is the scale parameter,
is the skewness parameter, and
Several equivalent parameterizations coexist in the literature for this model (see Weron, 1996) . The density of the stable distribution is known in closed form only at isolated points of the parameter space.
Under the parameterization (1) for instance, a = 2 leads to the Gaussian distribution N (0; 2c 2 ); a = 1 and d = 0 yields the Cauchy distribution while a = 1=2 and d = 1 yields the Levy distribution. Unless one wishes to estimate a constrained model, knowing the probability distribution function at isolated points of the parameter space does not permit to implement the maximum likelihood procedure.
Several dynamic models are also more naturally characterized by their CFs than by their transition densities. As an example, consider continuous-time term structure models of the following form:
where x t denotes an interest rate process, (x t ) is a drift function, (x t ) is an instantaneous volatility function and W t is a standard Brownian motion. The transition density of a discrete sample from (2) is known only in the special case of a CIR model, i.e. when (x t ) = ( x t ) and (x t ) = p x t (see Singleton, 2001 ). In this case, the conditional density of x t given x t ( > 0) can be represented as (see DeVroye, 1986 ):
where c 0 = . Contrasting with the in…nite mixture of Gamma densities with Poisson weights given above, the conditional CF of the CIR model has a rather simple expression:
where 0 = ( 0 ; 0 ; 0 ) 0 . Furthermore, the CF is available in closed form for all models of type (2) as well as for more sophisticated a¢ ne-jump di¤usions (Singleton, 2001; Jiang and Knight, 2002) and stochastic volatility models (Yu, 2004 ).
The CGMM Based on Characteristic Function
Let x t 2 R p be a random vector process whose distribution is indexed by a …nite dimensional parameter with true value 0 . When the process x t is IID, Carrasco and Florens (2000) propose to estimate 0 based on the moment function given by:
where '( ; ) = E e i 0 xt is the CF of x t , E is the expectation operator with respect to the data generating process indexed by and 0 is the true parameter on which h t ( ; ; 0 ) depends implicitly via the actual data x t .
CCFG (2007) extend the scope of the CGMM procedure to Markov and weakly dependent models.
The moment function used in CCFG (2007) for the Markov case is:
where '(s; ; x t 1 ) = E (e is 0 xt jx t 1 ) is the CF of x t conditional on x t 1 , = (s; r) 2 R 2p and h t ( ; ; 0 ) depends implicitly on 0 via the pair (x t ; x t 1 ). In equation (6) , the set of basis functions fe ir 0 x t 1 g is being used as instruments. CCFG (2007) show that these instruments are optimal given the Markovian structure of the model. Note that moment conditions de…ned by (5) are IID processes whereas equation (6) describes a martingale di¤erence sequence. In this paper, we restrict our attention to IID and Markov cases only.
It is important to stress that the moment function depends on 0 via the data because some of our proofs require the partial derivatives of h t ( ; ; 0 ) with respect to its third argument to exist. For that purpose, we will introduce a notation 0 representing this argument. Thus, h t ( ; ; 0 ) is the moment function evaluated at when the data are generated by the model with parameter 0 . For the sake of simplicity, the dependence of h t ( ; ; 0 ) on 0 will be hidden when
where 0 is the particular value of 0 for the model that generated the actual data. Subsequently, the generic notation h t ( ; ); 2 R d denote a moment function de…ned by either (5) or (6) , where d = p for (5) and d = 2p for (6), and 0 = 0 for both cases.
Let be a probability density function on R d and L 2 ( ) be the Hilbert space of complex valued functions that are square integrable with respect to , i.e.:
where f ( ) denotes the complex conjugate of f ( ). As jh t (:; )j 2 2 for all 2 , the function h t (:; ) belongs to L 2 ( ) for all 2 and for any …nite measure . Hence, we consider the following scalar product on L 2 ( ) L 2 ( ):
Based on this notation, the e¢ cient CGMM estimator is given by
where K is the asymptotic covariance operator associated with the moment conditions. K is an integral operator and satis…es:
where k( 1 ; 2 ) is the kernel given by:
Some basic properties of the operator K are discussed in Appendix A.
With a sample of size T and a consistent …rst step estimator b 1 in hand, one estimates k( 1 ; 2 ) by:
In the speci…c case of IID data, an estimator of the kernel that does not use a …rst step estimator is given by:
for all 2 and for some 1,where
Furthermore, (ii) the …rst two derivatives of E 0 (h T ( ; ; 0 )) with respect to belong to for all in a neighborhood of 0 and for the same as above. Assumption 1 and 2 are quite standard and they have been used in Carrasco and Florens (2000) .
Note that the probability density function that appears in these assumptions is the one used to build the scalar product h:; :i and it has nothing to do with the process that generated the actual data. that the function X (x t 1 ; 0 ; " t ) may not be available in analytical form. In particular, the relation x t = X (x t 1 ; 0 ; " t ) can be the numerical solution of a general equilibrium asset pricing model (e.g., as
in Du¢ e and Singleton, 1993).
By Assumptions 3 and 5-(i), Therefore, the di¤erentiability requirement of Assumption 5-(ii) already holds for the empirical gradient
and the empirical covariance operator K T . Assumption 5-(ii) is quite mild as it simply extend this di¤erentiability to the probability limits G( ; ; 0 ) and K.
We have the following results for the two-step CGMM estimator.
Theorem 1 Under Assumptions 1 to 5, the CGMM estimator is consistent and satis…es:
as T and T 1=2 go to in…nity and goes to zero, where I A nice feature about the CGMM estimator is that its asymptotic distribution does not depend on the probability density function .
Stochastic Expansion of the CGMM Estimator
The conditions required for the asymptotic e¢ ciency result stated by Theorem 1 allow for a wide range of convergence rates for . Indeed, any sequence of type T = cT a (with c > 0) satis…es these conditions as soon as 0 < a < 1=2. Among the admissible convergence rates, we would like to …nd the one that minimizes the mean square error of the CGMM estimator for a given sample size T .
To achieve this, we consider deriving the stochastic expansion of the CGMM estimator. The higher order properties of GMM-type estimators have been studied by Rothenberg (1983 Rothenberg ( , 1984 Two di¢ culties arise when analyzing the terms of the expansion of the CGMM estimator. First, when the rate of as a function of T is unknown, it is not always possible to write the terms of the expansion in decreasing order. The second di¢ culty stems from a result that dramatically di¤ers from the case with a …nite number of moment conditions. Indeed, when the number of moment conditions is …nite, the quadratic form
and follows asymptotically a chi-square distribution with degrees of freedom given by the number of moment conditions. However, the analogue of the previous quadratic form,
, is not well de…ned in the presence of a continuum of moment conditions. Its regularized version,
, exists but diverges as T goes to in…nity and goes to zero. Indeed, we have
The expansion that we derive for b T ( ) 0 is of the same form for both the IID and Markov cases. Namely:
In deriving the expansion above, we wish to …nd the rate of convergence of the that minimizes the leading terms of the MSE:
We have the following results on the higher order MSE matrix and on the optimal convergence rate for the regularization parameter. 
T Bias Bias
as T ! 1, 2 T ! 1 and ! 0.
(ii) The that minimizes the trace of AM SE ( ; 0 ), denoted T T ( 0 ), satis…es:
Remarks. 1. We have the usual trade-o¤ between a term that is decreasing in and another that is increasing in . Interestingly, the squared bias term is dominated by two higher order variance terms whose rates are equated to obtain the optimal rate for the regularization parameter. The same situation happens for the Limited Information Maximum Likelihood estimator for which the bias is also dominated by variance terms (see Donald and Newey, 2001 ). 2 ) variance term does not improve for > 2:5. This is due to a property of Tikhonov regularization that is well documented in the literature on inverse problems, see e.g. Carrasco, Florens and Renault (2007) . The use of another regularization such as spectral cut-o¤ or Landweber-Fridman would permit to improve the rate of convergence for large values of . However, this improvement comes at the cost of a greater complexity in the proofs (e.g. in the spectral cut-o¤, we lose the di¤erentiability of the estimator with respect to ).
3. Our expansion is consistent with the condition of Theorem 1, since the optimal regularization parameter T satis…es 2 T T ! 1. 4. It follows from Theorem 2 that the optimal regularization parameter T is necessarily of the form:
for some positive function c that does not depend on T and a positive function g ( ) that satis…es
Estimation of the Optimal Regularization Parameter
Ideally, we would like to select the regularization parameter so as to minimize the trace of the MSE matrix of b T ( ) for a given sample of size T , i.e.:
Unfortunately, there is no theoretical basis for claiming that the variance of b T ( ) is …nite for any data generating process and any sample size. Indeed, the large sample properties of GMM-type estimators like b T ( ) are well-known but their …nite sample properties can be established only in special cases.
In particular, the MSE of b T ( ) can be in…nite in …nite samples even though b T ( ) is consistent for 0 . To hedge against situations where this variance is in…nite, we consider approximating the MSE of b T ( ) by that of the leading terms of its stochastic expansion given by (18) . This approach is similar to that of Donald and Newey (2001) . From Equations (43) and (45), we have:
Adding up the expressions of j ; j = 1; 2; 3 provided in Appendix B yields:
where
The MSE of T is always …nite and its limit as T ! 1 coincide with the approximate MSE of b T ( ). The expressions of T depends on both deterministic and random quantities. The deterministic quantities are the true parameter 0 , the covariance operator K, the probability limit of the gradient of the moment function G ( ; 0 ) and the regularization parameter . The random quantities are the moment function b h T ( ; 0 ) and the empirical covariance operator K T . Thus, we have:
In the IID case, G ( ; 0 ) and K are known in closed form since
where k ( 1 ; 2 ) is the kernel of K.
If analytical expressions were available for all the terms involved in E ( 0 T T ), one could attempt to estimate such expressions in one shot. Unfortunately, Cov ( 1 ; 3 ) cannot be computed explicitly even though 1 and 3 are available in closed form. However, simulations can be used to approximate this quantity.
Suppose we are given a parameter value 0 . This parameter value can be used to simulate a sample of size T from which a CGMM estimator can be computed. The leading term of the expansion of such an estimator would be given by T ; 0 . As 0 is given, the MSE of T ; 0 can be approximated by parametric bootstrap as follows:
Step 1. Obtain an estimate e K 0 of K and an estimate e G :; 0 of G (:; 0 ) from a very large sample (e.g., 10000 or 50000 observations) simulated using 0 . 2 Step 2. For j = 1; 2; :::; M :
Step 2.1. Draw independent samples X (j) T 0 of size T from the data generating process using 0 .
Step 2.2. Use the sample X Step 2.3. Compute
Step 3. Compute the simulated MSE as:
where T and M denote the sample size and the number of Monte Carlo replications. The multiplication by T on the RHS of (23) 
. As the number of Monte Carlo replications goes to in…nity, the Law of Large Numbers ensures that b T M ; 0 converges in probability to its expected value, denoted T ; 0 :
T ; 0 coincides with the terms of the AMSE which depend on :
Because the true parameter value of interest 0 is unknown, the simulation strategy described above can only be implemented by using a consistent estimator b
T denote the CGMM estimator of 0 obtained by replacing the covariance operator with the identity operator in the objective function. 2 The simulated sample must be large enough to ensure that the approximation errors of e K 0 and e G :; 0 are negligible. Note that Step 1 is not necessary in the IID case.
A feasible MSE criterion is given by:
Finally, the optimal regularization parameter is estimated as:
Under our notation, T ; b 1 denotes the probability limit of b T M ; b 1 as M goes to in…nity and 
corresponds to T in Theorem 2 providedK = K andG = G: While T 0 is unfeasible for any 0 , its smoothness properties are important to show the consistency of
The approach to estimate the optimal regularization parameter described above is rather fast as it does not require a numerical optimization at each Monte Carlo replication. However, the overall procedure rests on the presumption that e K is a highly accurate approximation of K. This presumption is reasonable given that the simulated sample used to estimate K at Step 1 can be made arbitrarily large. The following results are established by assuming that e K and e G entails no estimation error, which is equivalent to set e K = K and e G = G. We want to show the consistency of
The following assumption is made for that purpose. Assumption 6: The regularization parameter that minimizes T ( ; 0 ) is of the form
for some continuous positive function c ( 0 ) that does not depend on T and a positive function g ( ) that satis…es max
Assumption 6 simply requires that T 0 = c 0 T g( ) whatever 0 is. This assumption seems reasonable given the …nding of Theorem 2 (ii). Such expression for the smoothing parameter is often used as starting point for optimal bandwidth selection in nonparametric density estimation. Examples in the semiparametric context include Linton (2002) and Jacho-Chavez (2010).
Theorem 3 Let b 1 be a p T consistent estimator of 0 . Then under Assumptions 1 to 6,
converges in probability to zero as T goes to in…nity.
In Theorem 3, the function T (:) is deterministic and continuous but the argument b 1 is stochastic.
As T goes to in…nity, b 1 gets closer and closer to 0 ; but at the same time T ( 0 ) converges to zero at some rate that depends on T . This prevents us from claiming without caution that
since the denominator is not bounded away from zero. Theorem 3 guarantees that under the assumptions made so far, the di¤erence T ( b 1 ) T ( 0 ) goes to zero faster than T ( 0 ) itself. The next theorem characterizes the rate of convergence of
Theorem 4
Under assumptions 1 to 6,
1 converges in probability to zero at rate M 1=2 as M goes to in…nity and T is …xed.
In Theorem 4, b T M ( 0 ) is the minimum of the MSE simulated using the true 0 . In the proof, one …rst shows that the conditions for the uniform convergence in probability of b T M ( ; 0 ) T ( ; 0 ) are satis…ed. Next, one uses Theorem 2.1 of Newey and McFadden (1994) and the fact that T ( 0 ) is bounded away from zero for any …nite T to establish the consistency of
. Note that when T goes to in…nity, T ( 0 ) goes to zero so that the rate given in Theorem 4 is not valid any longer.
However, we have that
when M goes to in…nity …rst and T goes to in…nity second.
The next theorem revisits the previous result when 0 is replaced by a consistent estimator.
as M goes to in…nity …rst and T goes to in…nity second.
The result of Theorem 5 rests on a sequential limit in M and T , which is needed here because T ( 0 )
goes to zero as T goes to in…nity. Such sequential approach is often used in panel data econometrics, see for instance Phillips and Moon (1999) . It is also used implicitly in the theoretical analysis of bootstrap 3 .
Theorem 5 implies that b T M ( b 1 ) bene…ts from an increase in both M and T . The next theorem establishes that the minimum of the simulated MSE is consistent for the optimal MSE, T ( T ( 0 ); 0 ).
Theorem 6
Let b 1 be a p T consistent estimator of 0 . Then under assumptions 1 to 6,
as M goes to in…nity …rst and T M goes to in…nity second. 
as M goes to in…nity …rst and T M goes to in…nity second. Overall, our selection procedure for the regularization parameter is optimal and adaptive as it does not require the a priori knowledge of the regularity parameter .
Theorem 6 implies that the distribution of
p T b (b T M ) 0 is the same as the distribution of p T b ( T ) 0 provided T M .
Monte Carlo Simulations
We pursue two goals in this simulation study. First, we investigate the properties of the feasible MSE
as the regularization parameter ( ), the sample size (T ) and the number of replications (M ) vary. Second, we compare the CGMM estimator based on the optimally selected regularization parameter with a competing GMM estimator. For this purpose, we consider estimating the parameters of a square-root di¤usion. The …rst subsection below describes the simulation design whilst the second subsection presents the results.
Simulation Design
A continuous time process r t is said to follow a square-root (or CIR) di¤usion if it obeys the following stochastic di¤erential equation:
where > 0 is the strength of mean reversion in the process, > 0 is the long run mean and > 0 is the instantaneous volatility parameter. This model has been widely used in …nancial econometrics for the term structure of interest rates (Cox, Ingersoll and Ross, 1985) and also for the volatility of stock prices (Heston, 1993) . The stochastic di¤erential equation (28) 
Following Zhou (2001), one may consider estimating this CIR model by maximum likelihood by truncating the in…nite sum representation of its transition density to 100 terms. The resulting sample log-likelihood function is:
, q = 
The classical GMM estimator of Hansen (1982) is given by:
where 
We compare b GM M to the CGMM estimator given by:
where K
1
T is estimated according to (12) and using the …rst step CGMM estimator given by:
The objective function of the CGMM is evaluated using 36 Gauss-Hermite quadrature points in R 2 .
The quadrature weight associated with where is given by (31) .
To begin, we use 0 to simulate a large sample of size M max T max , where T max = 1000 and 
are computed using the sample X is not independent albeit identically distributed. log increases. In some cases (e.g., T = 500), increasing M allows for a better identi…cation of the minimum of the MSE function as well. CGM M against log for di¤erent T and M . T M shifts slowly towards the left. This is quite obvious when T = 250 is compared to T = 1000. Table 2 shows the empirical bias, standard deviation and MSE of the individual coordinates of b
Simulations Results
T;1000 . These summary statistics are based on the simulated empirical distributions of the estimators and not on analytical formulas. In small sample (T = 250 and T = 500), the parameters and are estimated with less bias by GMM than by CGMM. On the contrary, b CGM M is less biased than b GM M for all sample sizes. The standard deviations of the CGMM estimator is also always smaller to that of the GMM estimator. As a result, b 
Conclusion
The objective of this paper is to provide a method to optimally select the regularization parameter denoted in the CGMM estimation. First, we derive a higher order expansion of the CGMM estimator b T ( ) that sheds light on how the …nite sample MSE depends on the regularization parameter. We obtain the convergence rate for the optimal regularization parameter T by equating the rates of two higher order variance terms. We …nd an expression of the form T = cT g( ) , where c does not depend of the sample size T and 0 g ( ) 1=2, where is the regularity of the moment function with respect to the covariance operator (see Assumption 4).
Next, we propose an estimation procedure for T that relies on the minimization of the simulated MSE of the leading terms of b T ( ) 0 in the stochastic expansion. By relying on these leading terms, our approach to select remains valid even when the MSE of b T ( ) is in…nite. The proposed estimator, b T M , is shown to be consistent for its theoretical counterpart T . The optimal selection of the regularization parameter permits to devise a fully feasible CGMM estimator that is a real alternative to the maximum likelihood estimator. is a particular value of 0 . For simplicity, we write h t ( ; ) = h t (s; ; 0 ). The asymptotic covariance operator of h t ( ; ) is denoted K and its empirical estimator K T . The gradient of h t ( ; ) is denoted G T ( ; ), its j th coordinate G j;T ( ; ) and its probability limit G( ; ). The Hessian of h t ( ; ) is denoted H T ( ; ), its j th column H j;T ( ; ), its (k; j) element H k;j;T ( ; ) and its probability limit H( ; ). The derivative of H T ( ; ) with respect to j is denoted L j;T and its probability limit L j .
Finally, we recall that hf; gi is the scalar product of two functions f and g, kf k = p hf; f i is the norm of f , z is the complex conjugate of z and jzj = p zz is the modulus of z.
A Some basic properties of the covariance operator
For a more formal exposition of the results mentioned in this appendix, see Carrasco, Florens, and Renault (2007). Let K be the covariance operator de…ned in (10) and (11), b h t ( ; ) the moment function de…ned in (5) and (6) , and the subset of L 2 ( ) de…ned in Assumption 4.
De…nition 8
The range of K denoted R(K) is the set of functions g such that Kf = g for some f in L 2 ( ).
Proposition 9 R(K) is a subspace of L 2 ( ).
Note that the kernel functions k(s; :) and k(:; ) are elements of L 2 ( ) because
Thus for any f 2 L 2 ( ), we have
implying that
De…nition 10 The null space of K denoted N (K) is the set of functions f in L 2 ( ) such that Kf = 0. Remark. The covariance operator associated with the CF-based moment function is necessarily compact.
Proposition 13 Every f 2 L 2 ( ) can be decomposed as: f = P 1 j=1 f; j j .
As a consequence, Kf =
We recall that is the set of functions such that K f < 1.
, we have:
By abuse of notation however, we de…ne
B Expansion of the MSE and proofs of Theorems 1 and 2 B.1 Preliminary results and proof of Theorem 1
Lemma 15 Let K 1 = (K 2 + I) 1 K and assume that f 2 for some > 1. Then as goes to zero and n goes to in…nity, we have:
Proof of Lemma 15. Subsequently, j ; j = 1; 2:::; 1 denote the eigenfunctions of the covariance operator K associated respectively with the eigenvalues j ; j = 1; 2:::; 1. We …rst consider (35) . By the triangular inequality:
where kK T Kk = O p T 1=2 follows from Proposition 3.3 (i) of CCFG (2007). We have:
This proves (35) .
The di¤erence between (35) and (36) is that in (36) we exploit the fact that f 2 with > 1,
We can rewrite (36) as
We have
The term (39) can be bounded in the following manner
For the term (40), we use the fact that A 1=2 B 1=2 = A 1=2 B 1=2 A 1=2 B 1=2 : It follows that
This proves (36).
Now we turn our attention toward equation (37) . We can write
We now take the norm:
Recall that as K is a compact operator, its largest eigenvalue 1 is bounded. We need to …nd an equivalent to
Case where 1 3: We apply another change of variables x = = : sup
is continuous and therefore bounded on any interval of (0; +1). It goes to 0 at +1 and its limit at 0 also equals 0 for 1 < 3. For = 3, we have:
. Then g (x) goes to 1 at x = 0 and to 0 at +1.
Case where > 3: We rewrite the left hand side of (41) as
To summarize, we have for f 2 :
Finally, we consider (38) . We have: Lemma 16 Suppose we have a particular function f ( ) 2 for some > 1, and a sequence of
Then as goes to zero, we have
) .
Proof of Lemma 16 . sup
with
On the other hand, Lemma 15 implies that:
Hence, B 1 is negligible with respect to B 2 and the result follows.
Lemma 17 For all nonrandom functions (u; v) ; we have:
Proof of Lemma 17. We have:
Because the h t s are uncorrelated, we have:
we have
Lemma 18 Let S be a neighborhood of b , such that e b = O p (T 1=2 ) for all e 2 S, where b solves:
. We have:
Proof of Lemma 18. Note that S contains 0 and:
Hence, a …rst order Taylor expansion of b h T (:; e ) around 0 yields:
Likewise, a …rst order Taylor expansion of b G T (:; e ) around 0 yields:
Hence, we have: 
Hence the asymptotic normality requires the same conditions as the consistency, that is, T 1=2 ! 1 and ! 0. The proof of the asymptotic e¢ ciency is identical to that of CCFG.
B.2 Stochastic expansion of the CGMM estimator: IID case
The objective function is
where b h T ( ; ) = 1 T P T t=1 e i 0 xt '( ; ) . The optimal b solves:
A third order expansion gives
where lies between b and 0 . The dependence of b on T is hidden for convenience. Let us de…ne
and
Then we can write:
Note that the derivatives of the moment functions are deterministic in the IID case. We decompose T ( 0 ) as follows:
where the rates of convergence are obtained using the Cauchy-Schwarz inequality and the results of Lemma 15. Similarly, we decompose W T ( 0 ) into terms with distinct rates of convergence:
We consider a simpler decomposition for B j;T ( ):
By replacing these decompositions into the expansion of the FOC, we can solve for b 0 to obtain:
To complete the expansion, we replace b 0 by W 1 0 ( 0 ) T;0 ( 0 ) in the higher order terms:
where b R is a remainder that goes to zero faster than the following terms:
To obtain the rates of these terms, we use the fact that jAf j kAk jf j. This yields immediately:
To summarize, we have:
B.3 Stochastic expansion of the CGMM estimator: Markov case
The objective function here is given by:
where b h T ( ; ) = 1 T P T t=1 e is 0 x t+1 '(s; ; x t ) e ir 0 xt and = (s; r) 2 R 2p . The optimal b solves
The third order Taylor expansion of (44) around 0 yields:
where lies between b and 0 . Let us de…ne:
Unlike in the IID case, the derivatives of the moment function are not deterministic. Thus, we de…ne:
It follows from Assumption 3 that:
We have the following decomposition for b T ( 0 ):
By Lemma 15, we obtain the following rates:
The di¤erence between the above decomposition of b T ( 0 ) and the one in the IID case only comes from the additional higher order terms b T; ( 0 ) and b e T; ( 0 ). Hence we can write b T ( 0 ) as:
We have a similar decomposition for c W T ( 0 ):
For the purpose of …nding the optimal , it is enough to consider the shorter decomposition:
Finally, we consider again a simpler decomposition for B j;T ( ): 
We replace these decompositions into the expansion of the FOC and solve for b 0 to obtain:
in the higher order terms. This yields:
In summary, we have:
which is of the same form as in the IID case.
Proof of Theorem 2: Using the expansions given in (43) and (45), we obtain:
Lemma 18 ensures that all terms that are slower than O p T 1 in the expansion of b 0 are real. Hence, the Re symbol are removed from the expression of 1 , 2 and 3 subsequently.
Higher Order Bias. The terms 1 and 2 have zero expectations. Hence, the bias comes from 3 :
where 3 = W is a constant matrix, we focus on
Hence: 
By the triangular inequality, kK T + Kk kK T k + kKk. Hence:
From (34) in Appendix A, we know that jk
Consequently:
Finally,
We now consider the term f W W 1 0 T;0 . Again, using Cauchy-Schwarz twice leads to:
We have:
By putting (49) and (50) together, we …nd E [ 3 ] = O 1 T 1 so that the squared bias satis…es:
Asymptotic Variance. The asymptotic variance of b is given by
where the last equality follows from Lemma 17. Hence,
Higher Order Variance. The dominant terms in the higher order variance are
We …rst consider Cov ( 1 ; 2 ):
From Lemma 17, we have:
and E
Now we consider the term Cov ( 1 ; 3 ):
We …rst consider E . By the Cauchy-Schwarz inequality,
Hence, we have
Also,
We …rst consider b h T
4
:
Consider the …rst squared term of b h T
The second squared term leads to:
T X t6 =s;l6 =j;(t;s)6 =(l;j)
As the h t s are uncorrelated, the cross-term is equal to zero: 2
In total, we obtain
We now consider E K
Using the same decomposition as in (47) and (48) leads
Hence,
For (52), we use
It now remains to …nd the rate of V ar ( 2 ). We recall that 2 = W 
For the …rst term of V ar ( 2 ), we use Lemma 17 to obtain E T;
Case where < 5=2: We apply the change of variable x = = 2 and obtain
The function f (x) = 1+x goes to zero because 5 2 > 0. Hence, f (x) is bounded on R + . In conclusion, the rate of convergence of
is given by:
2 ) T 1 : Note that this rate is an equivalent, not a big O.
For the second term of V ar ( 2 ), we use the fact that W = O min(1;
) according to Equation (38) in Lemma 15: 
Note that this rate satis…es
We …rst prove the following lemma. 
where b j is the eigenfunction of K T associated with the eigenvalue b j . By assumption 3, the moment function b h T (:; ; 0 ) is three times continuously di¤erentiable with respect to , the argument with respect to which we minimize the objective function of the CGMM. By assumption 5, x t = X x t 1 ; 0 ; " t is three times continuously di¤erentiable with respect to 0 . As an exponential function of x t , h t ( ; ; 0 )
is three times continuously di¤erentiable with respect to 0 . The spectrum of the empirical covariance operator K T with kernel given by (12) is also three times continuously di¤erentiable with respect to 0 . Therefore, b Q T ; ; 0 is three times continuously di¤erentiable with respect to and 0 . We now turn our attention to the di¤erentiability with respect to . It is easy to check that: Proof of Theorem 5. First, we make the following decomposition
By …rst letting M go to in…nity, we use the result of Theorem 4: Considering the …rst term, we note that
converges in probability to Proof of Theorem 7. From Lemma 19, we know that b ( ) b T ( ; 0 ) is continuously di¤eren-tiable with respect to . Using the notation T = T ( 0 ), the mean value Theorem yields:
where lies between b T M and T and T is bounded away from zero, i.e., 9 T > 0 : T T 1; 8
T . Furthermore, the continuous di¤erentiability implies that:
Consequently, the rate of b (b T M ) b ( T ) is determined by the rate at which b T M T converges to zero.
D Numerical algorithms: Computing the objective function of the CGMM
The moment function h t ( ; ) h t ( ; ; 0 ) 2 L 2 ( ) for any …nite measure . Hence, we can take ( ) to be the standard normal density up to a multiplicative constant: ( ) = exp f 0 g : We have:
