Abstract. In this paper the Initial layer problem and infinite Prandtl number limit of RayleighBénard convection are studied. For the case of ill-prepared initial data infinite Prandtl number limit of the Boussinesq approximation for Rayleigh-Bénard convection is proven by using the asymptotic expansion methods of singular perturbation theory and the classical energy methods. An exact approximating solution with the zero order term and the 1st order term expansion is given and the convergence rates O( 
Introduction
Rayleigh-Bénard convection of fluid involving heat transfer, and confined by two parallel planes a distance h apart and heated at the bottom plane at the temperature T 2 and cooled at the top plane at the temperature T 1 (T 2 > T 1 ), can be approximated by the following so-called Boussinesq system in a rotating frame
where u is the velocity field of the fluid, p is the pressure, Ω is the rotation rate, e 3 is the unit upward vector, ν is the kinematic viscosity, g is the gravity acceleration constant, α is the thermal expansion coefficient, T is the temperature field of the fluid, κ is the thermal diffusion coefficient. Here we also impose the periodic boundary conditions in the horizontal directions for simplicity.
This set of equations is much more complex because this dynamic system consists of heat advection-diffusion of the temperature coupled with the incompressible NavierStokes equations via a buoyancy force proportional to the temperature see [1, 3, 17, 19, 20] . Thanks to the physics, one can use the much simplified system to study the problem and hence the simplification of Boussinesq system is highly desirable. To this end, we will use the nondimensional version. Introducing the suitable scalings, the nondimensinal form of Boussinesq system can be taken as is the Rayleigh number.
In this paper we are interested in the infinite Prandtl number limit P r → ∞, i.e., the limit → 0, of Rayleigh-Bénard convection (1.1)-(1.6). Formally, setting = 0 in the system (1.1)-(1.5), we arrive at the following infinite Prandtl number system
7)
∇ · u 0 = 0, (1.8)
for (x,y,z) ∈ G,t > 0, which can be completed by the initial data
where T 0 0 (x,y,z) is the limit of T 0 (x,y,z) as → 0. But, due to the singularity of perturbation, generally speaking, the limit of u 0 (x,y,z) as → 0 can not be satisfied by the velocity u 0 (t = 0) in the limit system. In fact, restricting the equations (1.7), (1.8) and (1.10) to t = 0, one gets
This is a stationary Stokes equation with rotation, which implies that the value u 0 (t = 0) is determined by the initial data T 0 0 of the temperature T 0 (x,y,z,t) by solving the system (1.13)-(1.15). But, the limit lim →0 u 0 ( = u 0 (t = 0)) can be given arbitrarily and independently of T 0 0 . Thus, an initial layer occurs. Hence the infinite Prandtl number limit is a singular limit problem involving an initial layer.
Recently X. M. Wang [19] considered this limit and obtained an effective approximating system; then, by using this effective system and hence avoiding the exact structure of the approximating solution, proved the convergence of Rayleigh-Bénard convection to the infinite Prandtl number limit system in the sense of L 2 -norm with a convergence rate O( ). The main purpose of this paper is to improve the result of X. M. Wang [19] by the asymptotic expansion methods of the singular perturbation theory [9, 10, 18, 21] . More precisely, we first obtain the exact structure of the approximating solution with an expansion of the zero order term and the 1st order term, which is very interesting in the application of physics. Then the convergence of this approximating solution is proven and the convergence rate O( 3 2 ) and the optimal convergence rate O( 2 ) are respectively obtained. Our analysis also shows that there appears the mixed two-fast-scaled time and space boundary layer, caused by the initial layer, for the asymptotic expansion with the 2nd order corrector.
It should be pointed out that there have been many results on the global existences and regularities of the suitable weak solution, see [19, 20] , on the global existence of smooth solutions, the upper bound problem for infinite Prandtl number system and the related models, see [1, 2, 4, 6, 11, 8, 14, 15, 17] , and on the interesting Nusselt number problem in turbulent flow, see [5] and the references therein. A related rotating Boussinesq model problem in geophysical fluid dynamics has widely been discussed, see [12] . This paper is organized as follows: In section 2, the precise convergence results are stated. In section 3, the approximating solutions are constructed and the properties of approximating solutions are given. Sections 4 is devoted to the proofs of main convergence results.
Main results
In this section we state the main results of this paper. Assume that the initial data have an expansion up to the 1st order as follows 
2 for some positive constant C independent of . Take the ansatz as the approximating solution
where τ = t is the fast time variable, the outer functions (u i ,p i ,T i )(x,y,z,t),i = 0,1, is independent of while (ū i ,p i ,T i )(x,y,z,τ ), i = 0,1, are the initial layer functions near t = 0. We will discuss in detail the construction of the outer and initial layer functions in the next section, however, we summarize the results here.
First, the outer function (u 0 ,p 0 ,T 0 )(x,y,z,t) is determined as the solution of the infinite Prandtl number system (1.7)-(1.12), and (u 1 ,p 1 ,T 1 )(x,y,z,t) is the solution of the following linear Pandtl type problem
3)
whereT 1 (t = 0) will be determined later(see below (3.22) ). Then, the initial layer functions (ū i ,p i ,T i )(x,y,z,τ ), i = 0,1, are determined as the solution of the following problems respectivelȳ T 0 (x,y,z,τ ) = 0, (2.9)
and
The existence of the smooth solution to the above outer function and initial layer function problems will be discussed in the section §3. Now we state the main results as follows. First, we have the convergence rate O( 
for some positive constant C independent of . [7, 13, 16] . For example, taking ∂ t of the boundary condition (1.11) , using the equation (1.9) and the boundary condition (1.10) , and then setting z = 0,1, we get ∆T 0 0 | z=0,1 = 0. In this way, we can obtain the 1 th order compatibility conditions.
is not optimal even though (2.19) has shown the convergence of the expansion up to the 1st order approximation. To get the optimal convergence rate, further assume that Then we have the optimal convergence rate O( 2 ). 
for some positive constant C independent of , whereT 2 =T 2 (x,y,z,τ ),τ = t , is the solution of the following linear problem
Remark 2.3. The assumption (2.20) is only a technical one, which guarantees that
T 2 (x,y,z, t )| z=0,1 = 0 holds. Otherwise,
the boundary layer occurs, and an extra correction term of boundary layer with two fast variables is needed to impose in the construction of approximating solution. Of course, this is interesting but very complicated and will be discussed in the future.

Remark 2.4. The similar higher-order correction result in powers of can be obtained in the same way provided the initial data have such a higher order correction in powers of under the assumption of T 0 similar to (2.20).
Approximating solution and method of asymptotic analysis
In this section we construct the approximating solution including the initial layer expansion near t = 0 and the outer one away from t = 0. Some useful properties of this approximating solution are given. We start with the regular outer expansion.
Outer expansions.
Away from the initial time t = 0, the solution to the system (1.1)-(1.5) is expected to be well-approximated by the following expansion
with (u i ,p i ,T i )(x,y,z,t) to be determined later. Inserting (3.1) into the system (1.1)-(1.5), and then comparing the coefficient of leading order 0 and the first order 1 in the resulting system, one can obtain: (i) The leading order outer functions (u 0 ,p 0 ,T 0 )(x,y,z,t) satisfies so-called infinite Prandtl number system (1.7)-(1.11), namely,
We impose the initial data as follws:
(ii) The first order outer function (u 1 ,p 1 ,T 1 )(x,y,z,t) satisfies the linearized infinite Prandtl number type system (2.3)-(2.7), namely,
We also impose the initial data as follows:
0 (x,y,z) will be determined later (see below (3.23)) . Noting that the infinite Prandtl number system (1.7)-(1.12) is one system of stationary Stokes equations with rotation and regarding time t as a parameter coupled with heat advection-diffusion equations via a buoyancy force while the linearized infinite Prandtl number type system (2.3)-(2.8) is one linear system of Stokes equations coupled with a linearized heat advection-diffusion equations. Therefore the existence of the smooth solutions is the same as for the incompressible Stokes equations. We have: Proof. The proof of Proposition 3.1 is elementary and we omit it. After the determinations of these outer functions away from t = 0, direct calculation shows that the outer solution (u ou ,p ou ,T ou ) satisfies
where the remainders R ou,u and R ou,T satisfy the estimates
only if the outer functions (u i ,p i ,T i )(x,y,z,t),i = 0,1, are given. Now we turn to the construction of the initial layer functions.
Initial layer expansion.
Near t = 0, we will approximate the solution uniformly up to t = 0 by the following two-scale expansion (u app ,p app ,T app ) = (u ou ,p ou ,T ou )(x,y,z,t) + (u I ,p I ,T I )(x,y,z,τ ),τ = t , (3.8) where (u ou ,p ou ,T ou ) is given by (3.2)-(3.6) and
We can derive by the direct calculations that
14)
where the remainders R I,u and R I,T , caused by the initial layer, is given exactly by
with
Now we can obtain the systems being satisfied by the initial layer functions by setting the coefficients of order O( k ) in the system (3.10)-(3.12) as zero and requiring that the approximating solution satisfies the boundary and initial conditions.
First taking the coefficient of order −1 in (3.12) as zero, one has
which, together withT 0 (τ → ∞) = 0 in (3.9), yields to (2.9), i.e.,
This does also show that the temperature has no zero order initial layer. Then, setting the coefficients of order 0 in the system (3.10)-(3.12) as zero, using (2.9) and requiring that the approximating solution satisfies the boundary and initial conditions, it follows from (3.10)-(3.17) that the initial layer functions (ū 0 ,p 0 ,T 1 ) satisfy the system (2.10)-(2.14).
It follows from the equation (2.12) ofT 1 and the decay conditionT 1 (τ → ∞) = 0 in (3.9) thatT
Using the boundary condition (2.13) and the equation (3.22), one gets
After the determination ofT 1 , we require to take the initial dataT 
for some positive constants C,α and any s ≥ 1.
To prove Proposition 3.2, we recall the following lemma about the Stokes operator [5, 13] . 
Lemma 3.3. For the stationary Stokes equations
where C depends only upon the domain G.
Proof of Proposition 3.2.
We only prove the exponential decay rate ofū 0 in (3.24) because the others can be easily obtained in similar way by the equation (3.22) and the system (2.15)-(2.18) and the exponential decay rate ofū 0 . Taking ∂ s τ of (2.10), multiplying the resulting equation by ∂ s τū 0 and integrating over G with respect to (x,y,z), by integration by parts, one gets
for some positive constant C. This yields to that
Applying lemma 3.3 to the system (3.26)-(3.29), one has, for any l > 0,
Using the estimate (3.30) repeatedly and (3.25), one has, for any s ≥ 1,
The proof of Proposition 3.2 is complete.
Approximating solutions.
With outer functions and initial layer functions defined in section 3.1 and 3.2, we can define the desired uniformly-valid approximating solution to the system (1.1)-(1.6). Then our previous computations show that (u app ,p app ,T app ) solves the following initial-boundary problem:
where the remainders R ou,u ,R ou,T satisfy the estimate (3.7) and R I,u ,R I,T defined by (3.18) and (3.19) respectively satisfy the the following estimate (3.36) for some positive constants C and α and for any t ∈ [0,S] and any fixed S > 0. The estimate (3.36) can easily obtained by the definitions of R I,u ,R I,T and the decay estimate (3.24).
We now turn to the proof of convergence rate.
The Proof of Main Results
In this section, we will prove Theorems 2.1 and 2.2 by the careful energy method. In the following denote C by a positive generic constant independent of . Noting that C may depend upon S for any fixed S > 0. Let t ∈ [0,S]. We start with the proof of convergence rate O( 3 2 ). 3 2 ). In this subsection we assume that (2.1) holds. We will prove Theorem 2.1.
Convergence rate O(
Let (u ,p ,T ) be the global weak solution to (1.1)-(1.6) in the Leray's sense, see [19, 20] . Let (u app ,p app ,T app ) be the approximating solution constructed in section
Then it follows from (1.1)-(1.6) and (3.31)-(3.35) that (u R ,p R ,T R ) satisfies the following 'error' equations
Multiplying (4.3) by T R and integrating over G with respect to (x,y,z), by integration by parts, Cauchy-Schwartz's inequality, using the properties of the approximating solution, the equation (4.2), the boundary condition (4.5) and the estimates (3.7) and (3.36), one gets
Here we have used the estimate
on the remainder R ou,T + R I,T . Applying the Poincaré's inequality and taking δ to be sufficiently small but independent of , one gets
Integrating (4.8) with respect to t over [0,t] for any t ∈ [0,S] and any fixed S > 0, one gets
due to the fact that
Multiplying (4.1) by u R and integrating over G with respect to (x,y,z), by integration by parts, Cauchy-Schwartz's inequality, using the properties of the approximating solution, the equation (4.2), the boundary condition (4.4) and the estimates (3.7) and (3.36), one gets
Applying the Poincaré's inequality, restricting to be sufficiently small such that
and taking δ to be sufficiently small(δ = 1 4 ) but independent of , one gets
Integrating (4.10) with respect to t over [0,t] for any t ∈ [0,S] and any fixed S > 0, one gets
Combining (4.9) and (4.11), one gets
Using Gronwall's lemma and the assumptions on the 'error' of initial data, i.e., 12) and, hence, one has
Inserting (4.12) into (4.9) and using the assumptions on the 'error' of initial data again, one gets
Therefore, it follows from (4.14) that
The estimates (4.13) and (4.15) yields to the desired estimate (2.19) in Theorem 2.1. The proof of Theorem 2.1 is complete.
Obviously, the convergence rate O( 3 2 ) is not optimal according to the assumption on initial data. In the following subsection we obtain the optimal convergence rate O(
2 ) under further assumption on initial data.
Optimal convergence rate O( 2 ).
In this subsection we assume that (2.1) and (2.20) hold. We will prove Theorem 2.2.
To get the optimal convergence rate O( 2 ), we need to cancel the order O( ) term R I,T 1 , given by (3.20) , in the remainder R I,T by introducing another initial layer functionT 2 . We defineT 2 to be the solution of the system (2.22)-(2.23), which can be solved byT 
