Abstract-Human behavior is complex -often defying explanation using traditional mathematical models. Intermediate forms, such as those gleaned from personality inventories can be employed to predict stylized aspects of behavior. Novel sensing systems have made tracking behavior possible with unprecedented fidelity, leading to the hypothesis that intermediate psychological models might be derived directly from records of behavior. Being able to extract a personal profile or personality type from data directly obtainable from a mobile phone without participant interaction could have applications for marketing, or for initiating social or health interventions. In this paper, we model a well-established personality inventory, the Big Five framework. Daily routines of participants were measured from parameters readily available from smartphones, and supervised machine learning was used to create a model from that data.
I. INTRODUCTION
Who we are underpins what we do: this is the central premise of personality inventories [26] . Intermediate representations of personality provide more convenient representations, and have seen successful application to business [16] , health [29] , and psychology [7] . Understanding and determining human personality has been an active area of psychological research [5] , [31] . Typically, establishing personality traits is done through the use of questionnaires, such as the Big Five Personality Test [14] or the Myers-Briggs inventory [22] . Among several personality frameworks, the Big-Five Personality Test is the most frequently used in psychology, though it has not gained global recognition or been treated as a standard. Self-report procedures have many well-known biases because of memory limitations, fluctuation in mood, and limited participant awareness of their behavior [24] , [32] . These limitations have motivated research into new, low-effort, and reliable ways of collecting data about individual behavior.
Smartphones have become a part of everyday life in developed societies. There are over 2.6 billion smartphone users worldwide [28] with 87% of Millennials saying that their phones are always by their side [20] . This makes smartphones a compelling platform for studies of human behavior. Contemporary smartphones are host to numerous physical and logical sensors related to location, communication, phone state (e.g. screen lit, charging status), phone orientation, and interaction (connection to other devices or the internet). These sensors can be used to derive human activities like movement, interaction, and habits [17] . Human spatial behavior constructs have been predicted by psychological constructs, for example conscientious people are more likely to have, and stick to, a schedule. Given that personality can predict behavior at some level, it is logical to ask if the inverse process is possible.
Our primary hypothesis is that real-world behavior, measured with sufficient precision, could be used to predict personality. We analyze the relationship between different input features extracted from smartphone data and Big Five personality traits through a machine learning model. Unlike most prior work, we model personality as a regression problem, placing participants on a continuum, as intended for the Big Five Personality Inventory. Our results were better than other regression models and most classification models reported in the literature. Unlike prior work, we compared our results to a baseline model: guessing the population mean. While our results were superior to those reported in the literature they were comparable to guessing the population mean, indicating that all personality from behavior models including our own require more work before they are practically useful. This work improves the state of the art in inferring personality from measurement, and provides a viable comparator algorithm which should be employed in future research. This paper is organized as follows. Section II presents the prior works attempted to understand the personality using various forms of technology-mediated data. Experimental setup and feature extractions are presented in Section III. Section IV describes the machine learning models created for predicting the personality. Results and major contributions of this work are presented in Section V and Section VI.
II. RELATED WORK
The Big Five framework consists of five psychological features: openness, conscientiousness, extroversion, agreeableness and neuroticism. A person's personality is a mix of all five traits. Openness refers to how open one's mind is to new ideas and situations requiring flexibility. Conscientious people are disciplined and have an organized lifestyle. An extrovert 978-1-5386-7266-2/18/$31.00 2018 Crown ©2018 IEEE is a person who is socially adept and enjoys being with other people. Agreeableness is associated with the cooperativeness of a person. Negative-minded people are usually characterized by the Neuroticism trait, and can be victims of anger, jealousy, and depression [14] .
Existing research has dealt with human personality prediction using various forms of technologically mediated data collection. For instance, researchers in [25] showed that participants' personalities in a meeting environment can be detected through the way they speak and interact in the meeting using audio-visual features and supervised learning. Similarly, others in [19] showed that it is possible to detect the Big Five personality traits automatically using audio features and text. Several researchers [15] , [27] have employed online social media, observing participant behavior on social networking sites and blogging histories to predict users' personalities.
That basic mobile phone information available to all mobile phone service provider data including logs of phone calls and text messages could identify Big Five traits using a Support Vector Machine classifier with an accuracy of 61% was established in [6] . Extraversion and Neuroticism characteristics were predicted with the best accuracy. Reference [1] , demonstrated that human personalities can be estimated using the touch screen swipe behaviors and KNN and Random Forest classifiers to predict the Extraversion and Neuroticism traits with an average accuracy of 62.9%.
In a study closely related to this work [5] , determined behavioral characteristic using smartphone data and compared the characteristic with self-reported personality traits. They collected call logs, SMS Logs, Bluetooth scans, and application usage from 83 participants for a period of 8 months. Using this data they extracted various features, and compared them to self-reported personality traits which were classified into two classes [low, high] using an SVM classifier. They showed that Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism could be predicted with accuracies 69.3%, 74.4%, 75.9%, 69.6%, 71.5% respectively. Using app logs, [31] , identified Big Five traits based on the categories of apps on the Google Play Store with a 65% success rate.
III. EXPERIMENTAL SETUP
In this study, we employed an opportunistic and unobtrusive sensing method to collect more readily accessible smartphone data, such as app use (but not internal app data) and SMS engagement (but not content), removing any dependence on social networking companies or network service providers, as in [6] , [21] . We used WiFi to establish location and represent movement, providing a location-based feature absent from previous work. In particular, we used location to study only those periods of the day during which participants were in a common space, a university campus. This allowed us to have some control over the comparative aspects of their movement, schedules, and interaction (with space and each other) unconstrained from time. Most contemporary studies modeled behavioral traits as classification problems by converting the continuous personality trait values into classes, whereas we employed a regression model as it is a more accurate representation of the personality inventory we employed.
A. Data Collection and Cleaning
Participants were drawn from the Social Sciences research study pool at the University of Saskatchewan, Canada. Data collection was piggy-backed on three studies to facilitate a larger sample size. The first study was run from 25-09-2016 to 25-10-2016 consisted of 84 Participants, the second study ran from 30-10-2016 to 09-12-2016 and consisted of 91 participants, and the third study ran from 06-02-2017 to 07-03-2017 with 200 participants. The total number of participants from all three studies was 375. Participant's privacy was maintained by anonymizing each participant's identity with a random user id, which was kept separate from all other project data. We did not collect any internal phone data such as contacts or call logs, SMS logs, or data from inside anyother apps that were running during data collection (email content, Facebook profile data). Data was treated in a manner consistent with the guidelines recommended in [9] .
Data was collected using Ethica Health, an automatic sensing data collection app that runs on Android and iOS smartphones [8] . Ethica Health was installed on participants' personal phones and set to collect data for one minute every 5 minutes from several sensors, including WiFi, Bluetooth, battery logs, screen state (on/off), accelerometer readings, GPS locations, and which apps were used by participants and for how long. Before data collection started, participants provided informed consent according to university ethics approval and completed the Big Five questionnaire [18] . Participants were instructed to enable GPS, WiFi, and Bluetooth at all the times during the study.
Sensed data quality can be estimated by counting the number of duty cycles for which battery data (which is always collected) is available. During data preprocessing, we filtered participants based on the proportion of total possible records returned. Participants with fewer than 50% of the total possible records for each study were removed, reducing the 375 participants to 169 participants.
We based our analysis on WiFi (as a low-energy proxy for location), app usage, screen state data, and battery data. Each of these data streams provided multiple features for modeling. We are primarily interested in participants' daily activities. Each participant's Big Five personality traits were calculated from a pre-study survey completed on the participants' phones.
On all Android phones, data for all in-range WiFi routers was recorded, not just the router to which a handshake connection is established. Over 23 million WiFi records were collected from all participants. Each WiFi record contains the router MAC address, network name, time of day, and RSSI value which indicates the proximity of smartphone to the router. We consider only the WiFi records with the RSSI value greater than -60 dBm indicating (for us, colloquially established) a proximity of approximately 30 meters or less. Because all participants were undergraduate and graduate students from the same university, there was a known spatial anchor point (the university campus) for all participants. Using this information we established each participant's campus arrival time, campus departure time, time spent in campus, and which buildings were visited on campus on a daily basis. We also calculated the number of unique WiFi routers visited around the city for each day in the study. University arrival/departure times were selected because we hypothesized that the regularity of arrival/departure times would correlate with conscientiousness. We anticipated that time spent in and different buildings visited on campus would correlate with conscientiousness as people who score on conscientiousness trait tend to be planned about the daily activities. Openness would correlate with different WiFi routers seen in city, implying that new places were visited by participants.
We collected 611,035 app usage records, including participant id, application name, and the foreground/active app usage time of the application. Using this data, we calculated the total duration of an application use each day. Applications were grouped based on common functionality. For example, Viber, Whatsapp, and Skype can be grouped into messaging applications. Likewise, there are many variants of similar applications used for music, email, or games. In order to compare and generalize the app usage information, we grouped the applications as shown in Table I . For each category, we calculated the app usage of that category as a percentage of total app usage. Social Media, Calls, and SMS usage have been shown to correlate with Extroversion [3] , [27] . Scheduling, Office, Music, and Weather app usage have been shown to correlate with Conscientiousness [5] .
From the Battery sensor, 42,742 records were collected, containing information about battery level, charging start time, end time, and plugged state (unplugged, charging via USB, plugged to AC). From this data we extracted daily battery charging duration and if and when charging occurred; when there was more than one charger plug-in event in a day we considered the most frequent time over the course of the study as the most representative of the multiple events. We hypothesized that regular of battery charging times would correlate with conscientiousness.
The screen state data contains information about the screen on/off state along with a time stamp. From this sensor, 1,435,121 records were collected. Using this data daily (active), smartphone usage is extracted. We hypothesized that smartphone usage negatively correlates with conscientiousness, as conscientiousness participants were less likely to use mobile for longer periods of time. To the best of our knowledge, this is the first time screen state has been used in estimating human personality. Table II shows a summary of extracted features from the For the study, we considered only participants whose data points spanned more than 10 days. After filtering, we had 1461 day records from 80 participants. All our study data is maintained in an SQL database. A machine with Intel Core i7 processor, 16 GB RAM and Python 3.6 was used for feature extraction and building the machine learning models.
B. Data Analysis
We used Pearson and Spearman correlation to determine if linear or ordinal relationships between measured features and Big Five personality traits exist. Correlations were low ranging from -0.31 to 0.26 indicating that no significant correlations between the extracted features and personality traits, a similar trend is observed in the study [5] . This indicates that linear models are not sufficient to predict the behavioral traits from the given features. Because Pearson and Spearman correlations provide the direct correlation between the independent variables (extracted features) and dependent variables (personality traits) but not joint associations of independent variables with the dependent variables, potential models will likely have to be drawn from non-linear associative models. Regression analysis models can capture the joint/conditional associations between collective independent variables and dependent variables. Preliminary experiments were carried out with various machine learning algorithms including Neural Networks, Decision Trees, Random Forests, Kernel Ridge Regression and Support Vector Machines. These preliminary results favored neural network approaches, so we focus on those models for the rest of the document.
IV. METHODS
With personality using the Big Five pre-survey data, we created supervised machine learning models based on neural networks to predict Big Five personality traits using the extracted features. We employ a classic three layer (input, hidden, output) perceptron or back-propagation network [11] with linear input and output layers, and the ReLu operator for the hidden layers [23] . Each personality trait was modeled using its own network. Models were trained using the backpropagation algorithm with Root Mean Squared Error (RMSE) as the quality metric. Four fold cross-validation is used to evaluate the quality of the neural network model.
Training the neural network model involved selecting the network training parameters. We selected the number of hidden layer neurons, and batch size based on manual calibration. All other potential neural network parameters retained their default values as supplied by the learning package employed. The number of neurons in hidden layer determines the extent of the non-linearity that can be captured from the data. The number of neurons in the hidden layer is selected by running the neural network model with different numbers of neurons, with results shown in Fig. 1 . At fewer than 10 nodes in the hidden layer the neural network was unable to capture the complex relationships in the data. As the number of neurons increases the model performance increases. We found that with 30 neurons model led to acceptable and reliable results.
Batch size is the number of training samples in one forward/backward pass. As shown in Fig. 2 , root mean squared error decreases as batch size decreases, because at higher batch sizes the model struggles to generalize for the wide range of included data. We employed a batch size of 10 (taking 10 samples at a time to adjust the network parameters) because lower batch sizes can cause the network to become stuck in local minima [10] .
After training the model, we used it to predict the Big Five traits of each participant on a daily basis and then the average of all daily predictions of a participant was taken as the final predicted personality trait value of that participant. Each experiment was run 500 times, and the average of error for 500 runs is taken as the final error. RMSE value is converted into the percentage to aid interpretation.
V. RESULTS
When compared to pre-questionnaire results, our neural network model predicted the Big Five personality traits Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism with root mean squared errors of 12.7%, 15.4%, 20.4%, 15%, 22.2% respectively, better than previous studies [1] , [5] , [6] , [21] , [31] . Among the Big Five traits, our model predicted Openness, Conscientiousness, and Agreeableness with lower error rates compared to Extraversion and Neuroticism. Though the error rates were high enough to make useful prediction unlikely for these two traits, they are still marginally better than the existing studies. Fig. 3 shows the number of participants in each error bin for the Big Five personality traits, here the number of participants represents the number of participants predicted by our neural networks model with the specified error bin value. Neural networks predicted the Openness trait of 30 participants with less than a 5% error rate and 23 participants with an error rate ranging from 5-10% i.e. from 80 participants, 66% participants' Openness trait was When evaluating non-linear models it is important to evaluate how well they perform against simple baseline predictions, a step absent in almost all of the related literature. The baseline model employed here returns the mean of the population as the prediction. While in some ways this is a silly baseline comparison: the purpose of the experiment is to distinguish participants by personality, not assume that they are all best represented by the population mean, it does provide a principled counterpoint to the error rates. Root mean squared errors for the naive baseline model of assume everyone is best represented by the population mean for Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism traits are 10%, 14%, 17%, 12.3%, and 19% respectively, compared to the pre-questionnaire results. To illustrate these results further, we produced fit line plots and residual plots. Fit line plots for each individual neural network model are presented separately trait by trait in Fig. 6 . In the case of the baseline models (mean models), fit line plots for all Big Five traits are presented in a single image in Fig. 4 . Fit line plot is a scatter plot for actual versus predicted values. In these fit line plots, the diagonal line is a regression line or best fit line. A model that has many points close to the regression line is best. Residual plots are scatter plots for actual values versus the residual values i.e. the difference between the predicted value and the actual value. Here, the horizontal line represents the performance line where the error is zero. The distance for each point from this line indicates the error for that point.
Error rates for the baseline model are low compared to the neural network models, but from the Fig. 4, Fig. 5, Fig. 6 and Fig. 7 it is evident that the neural network model is actually attempting a fit, while the baseline model deviates systemically from the line. In case of fit line plots, the neural network models have more points close to the regression line indicating good fit (with outliers). On the other hand, the baseline models in Fig. 4 have fewer than 5% of their points close to the regression line. For residual plots in Fig. 5 , the baseline models have monotonically increasing residuals for the independent parameter, indicating an exceptionally poor model, characterized by strong systemic error. The neural network models shown in Fig. 7 have random residuals indicating that the model is better at representing the phenomenon based on the independent variables, but is somewhat susceptible to noise. Looking just at the error rates might suggest that the baseline model provided better performance than the neural network model; this result is largely an artifact. This is the first analysis in behavioral studies to report accuracy with respect to a baseline model, in terms of statistical metrics, fit line plots and residual plots. It is worth noting that while our results are close to the baseline estimates in statistical comparison, they are better than the closest output in existing research. We can only speculate that such work would fare even worse in comparison to the population mean baseline model.
VI. DISCUSSION
The model, based on neural network architecture was able to approximate participant personality with an average error rate of 12.7-22.2%, substantially outperformed most prior work, which report error rates between 30-40%. These findings were based on not only app usage data, as has been previously reported but also novel behavioral parameters (such as charging time) and geospatial behavior parameters (such as anchor point arrival time). That personality correlates with behavior, and that geographic parameters can improve these models, is an important secondary contribution of this work, and a potential guidepost for future work. We believe this is the first work to successfully model personality across all five dimensions along a continuum as a regression rather than classification problem (using readily available smartphone sensor data). Finally, we compared our results to a baseline algorithm. Our error rates were comparable but systemically lower than the baseline. This is an important step in establishing rigor in the reporting reliability of estimates.
Neural network models created in this work predicted the Big Five personality traits Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism with root mean squared errors of 12.7%, 15.4%, 20.4%, 15%, 22.2% respectively. In the literature, a majority of the studies that have modeled the personality as a classification problem, reported accuracies ranging from 50-83% when the personality is binned into two classes [1] , [5] , [30] . Model performance in classification studies has been impacted by the number of bins. Studies that have binned the personality into three classes reported the accuracies in the range of 50-70% whereas studies that have used two bins achieved a higher accuracy of 83% [30] .
Of the few studies that have attempted to model personality as a regression problem, root mean squared errors of approximately 28% [2] were reported. Two regression studies have reported the mean absolute error values of 11%, but these errors cannot be directly compared to root mean squared errors [12] , [13] , because mean absolute error allows negative errors to cancel out positive errors [4] . Overall, the model created in this work predicted Openness, Conscientiousness, and Agreeableness traits better than previous studies. A previous work reported a better result for Extraversion of 89.1%, but this study was conducted with a population size of 4 [25] . The next best study for Extraversion trait achieved an accuracy of 76.8% [30] . In case of Neuroticism trait, previous work performed slightly better than this work with an accuracy of 80.2% [30] .
While the aggregate performance between the baseline and neural network were almost indistinguishable, an analysis of the residuals indicated that the neural network was modeling the underlying phenomenon with the error that was evidently more random than the baseline model, which was subject to substantial systemic (or non-random) error. The neural network may mis-classify aspects of a particular participant's personality, but this is preferable to the baseline model, which assumes that everyone is the same, essentially defeating the purpose of the model itself. From a practical perspective the neural network model could be useful in error tolerant applications, and as a starting point for future research. The baseline model, with its assumption of population homogeneity, is by definition useless for differentiating personality. However, it is worth reiterating that this type of analysis, where performance is compared against a reasonable baseline, is critical when considering non-linear models of complex behavior, because linear statistical metrics, particularly those based on mean values, can provide misleading results. This paper makes the following contributions:
Spatial Descriptors: Spatial descriptors (anchor location arrival and departure times) provide an improvement to prediction accuracy compared to prior work. Authors following this work will need to consider spatial descriptors. Continuous Personality: Prior models have focused on binning each personality trait into two or three categories. We are the first to provide a continuous representation of Big Five personality traits by creating a regression model using readily available smartphone sensor data. Future work will have to justify the use of classification for personality estimation. Improved Methodology: Prior work does not provide a detailed analysis of performance, or comparison to a baseline algorithm. We employed 'assume population mean' as the baseline algorithm and compared performance using both aggregate measures and residuals. This work resets the standard by which personality estimation from mobile devices must be reported.
This work leveraged an important dataset, which had spatial and communication behaviors for 1461 days from 80 people, to establish its findings. This is sufficient for the proof of concept and demonstration of feasibility which is our primary contribution; however, the size and structure of the participants' personality profiles do not fully reflect the general population. In particular, our population was skewed towards higher conscientiousness and agreeableness, which is not unexpected for a university population. Additionally, there was a significant class skew towards the mean of our sample, with poor representation at the extremes of any of the personality dimensions. Because the population under consideration was from the university community, everyone had similar constraints on their schedules, characterized by less rigid arrival and departure times than many professions, and classes scheduled primarily during typical North American working hours. For these reasons the generalizability of the generated models are limited, but the generalizability of the approach should hold for larger and more diverse populations.
There are several limitations to the work that point towards future research. First, as noted in the preceding paragraph, the generalizability of our findings is limited by the demographic, both in terms of the personalities represented and the behaviors exhibited. Further studies with broader demographic crosssections should be undertaken before the validity of the approach can be fully realized. Second, the machine learning algorithm employed, while effective at creating models, has poor interpretability. While we had limited success with statistical regression and Bayesian models before attempting the neural network, more sophisticated statistical models might provide similar precision and greater confidence in mapping causal pathways. Absent sufficient statistical models, sensitivity analysis could be performed on the existing model to determine the impact of including various features for estimating particular personality traits. Finally, we have only scratched the surface of potential geo-spatial features which may correlate with personality. Additional features, such as the amount of time spent in different types of shopping establishments, the number of hours spent at home, at work, or elsewhere, and even the overall predictability of an individual's trajectory may provide potentially more discriminant features for distinguishing personality from behavior. Further studies investigating other features are warranted.
VII. CONCLUSION
We have demonstrated that it is possible, over a period of several days, to estimate the personality inventory of a participant using behavioral data sensed from commodity smartphones. Incorporating aspects of spatial behavior improved performance over what has previously been reported in the literature. This research has potential applications in the social sciences and public health, as a way of automatically identifying a potential confound, in marketing as a way of automatically extracting broader behaviors, and in location base services as a method of extracting preferences for personalized experiences. While promising, this work represents an initial step and proof of concept, and substantial research work remains.
