Introduction
For identifying the model parameters, both special and generally usable tools are used. The special tools usually work in multistep mode (i.e., the parameters or their groups are extracted successively), and therefore they are more robust than the generally usable ones. The extraction procedure for the EKV 2.6 MOSFET model [1] is the typical representative of this group. On the other hand, the MATLAB Optimization Toolbox [2] is one of the main representatives of the generally usable tools (this implementation contains several powerful optimization methods -e.g., preconditioned conjugate gradient, Levenberg-Marquardt, or Gauss-Newton). The procedures of such tools usually determine the model parameters en bloc, and therefore they are not such reliable as the special tools. Moreover, they often need large number of iterations. However, they are able to optimize more complicated structures.
The C.I.A. optimization procedure belongs to the generally usable ones -the algorithm seeks to find up independent control variable optimized dependent variables
Figure 1. Diagram of a typical optimization task
to 25 (in the current stable version of the program) unknown parameters of the circuit for the fulfillment of user-specified requirements. The algorithm controls the analyses and changes these parameters after each of them to successively fulfill the user's requirements.
Description of the optimization procedure of the C.I.A. program
Let us assume that two circuit output variables are to be monitored at three points as shown in Fig. 1 . The circles mark the user-specified requirements on the output variables, and the squares mark values of the output variables obtained after an analysis. The algorithm seeks to minimize the sum of squares of differences between them
where the optimized parameters of the circuit are marked by x 1 , . . . , x n , and R k , k = 1, . . . , m are the differences.
An extreme (local or global) of the function of n variables (1) is found in the standard way, i.e., solving system
where l is the iteration index and
The generalized least-squares procedure is very fast, but sometimes insufficiently robust. Therefore, the method is combined with the classical gradient one
to the more reliable (Levenberg-Marquardt) modification of (3)
where 1 is unit matrix and λ (l) is a scalar iterationdependent factor. There are many methodologies to optimally determine that factor at each iteration -the most sophisticated ones use an estimation based on the eigenvalues of the Jacobian (4) [4] . However, simpler empirical ways are mostly also successful [2, 3] . The procedure of the C.I.A. program also contains an original version of the empirical method (however, the method based on the eigenvalues of J t J is also developed), which tries to decrease the λ (l) factor successively (i.e., to make the generalized least-squares method more influential at the end of the process):
However, this monotone decrease must be interrupted (and therefore the gradient method must be sometimes made more influential) when the method seems to diverge:
where the first multiplication by 5 compensates the division by 5 in (6), and the second multiplication by 5 increases the scalar factor of the method. Let us emphasize that the procedure (5)-(7) does not use usual one-dimensional minimizations. This is why the method of the empirical determination of the scalar factor is quite different from that in MATLAB [2] . However, the suggested procedure is appreciably faster -it needs tens or hundreds of iterations comparing with thousands typically necessary for the same tasks in MATLAB (we tested three built-in methods). Unfortunately, the method described above is still insufficient for a relatively wide class of the circuit optimization problems (especially for those which generate very different elements in the Jacobian regarding their magnitudes). Therefore, the following additional improvements had to be implemented to the C.I.A. procedure:
• the differences R k in (4) must be normalized; • the differences should also be weighted so that a measurement inaccuracy can be considered; • the Jacobian J in (4) must also be normalized;
• the Jacobian should be quickly determined using the sensitivity analysis; • evaluating the Jacobian is not necessary in each iteration -the criterion has also been developed; • a logarithmic damping suppressing possible divergence of iterations (5) has also been included.
Normalizing the system equations
The models of semiconductor devices contain expressions with extreme differences of their magnitudes (tiny terms together with huge ones). For such systems, many of the standard optimization algorithms [3] are numerically unstable. Hence, a normalization of (5) is necessary. First, the differences are normalized together with their weighting:
where (meas) and (ident) mark the measured and identified values, and the parameters y (null) k stabilize (8) when some measured values are near or equal to zero. However, many numerical experiments have proven that a normalization of the Jacobian is also necessary:
where
is the output of the sensitivity analysis. The equation (8) itself is a definition. However, the equation (9) represents an assignment modified by the normalization. Therefore, the solution of the linear system in (5) must be modified by the assignment
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.002 represent minimum and maximum allowable values specified by the user, respectively. These limits are mostly determined by the physics of semiconductor devices.
The optimization is one of the important advantages of the C.I.A. program comparing with the other tools for CAD -it may be applied upon the operatingpoint, direct-current transfer, frequency, and transient analyses. The number of optimized circuit parameters is limited to 25. However, there is no problem to increase that number because the convergence does not depend on the task dimension. As the C.I.A. program is the generally usable tool, there is also possible to identify the parameters of composed structures as the Darlington couple or BJT-MOSFET cascode.
The empirical factor 5 in (6) and (7) has been carefully selected by means of many typical optimization tasks as the appropriate compromise between robustness and efficiency. For a checking whether the found minimum of (1) is the global one, a semiautomatic method has been developed which uses automatically generated starting points. sufficient (the problem of many local minima is more considerable for identifying the model parameters of transmission lines).
Results of the model identifications
The model equations which were used for the following identifications are defined in the appendix of [5] . A detailed physical theory on modeling the semiconductor devices is available in [6] .
BJT
Low Frequency Transistor. The first identified BJT was KC508 which is a Czech equivalent of BC108. The transistor has been firstly identified without the quasisaturation part of the model, which is simpler, of course. The results of the identification are shown in Figs. 2 and 3 -the first one (forward mode) with the root mean square (rms) error 9.61 % and maximum absolute value of relative differences (δ max ) 43.1 %, and the second one (reverse mode) with the values rms = 4.85 % and δ max = 20.0 %. .06
.08 The optimization has determined the values of the model parameters I S = 7 × 10 −13 A, I SE = 2.98 × 10 −11 A, I SC = 1.5 × 10 −11 A, β F = 974, β R = 50, n F = 1.1, n R = 1.1, n E = 2.06, n C = 1.69, V AF = 14.9 V, V AR = 4.9 V, I KF = 1.2 A, I KR = 1.28 mA, and r C = 3.2 Ω.
As shown in Fig. 2 , the saturation part of the characteristics is not optimally modeled. Therefore, the newer part of the equations for modeling the quasisaturation [6] must also be considered. The results of such improved identification are shown in Fig. 4 (they are drawn using natural linear axes for a comparison with the previous logarithmic ones). The optimization has determined the additional model parameters r CO = 10 Ω, V O = 100 V, and γ = 10 −7 . With the inclusion of the quasisaturation model, the errors of the identification are lesser than those above: rms = 3.51 % and δ max = 14.9 %.
The parameters of the nonlinear base-resistance model have been identified using the input characteristic of the transistor as shown in Fig. 7 . The optimization has determined the model parameters τ F = 0.249 ns, I τF = 0.35 A, V τF = 8.52 V, and X τF = 0.33 with the errors rms = 31.8 % and δ max = 94.4 %. The last two ones seem to be large -however, the differences are determined using the "vertical" distances which are not optimal here, of course (actually, the identification can be considered quite successful). The reverse transit time has been identified in the same way with the result τ R = 23 ns. High Frequency Transistor. The second identified BJT was the microwave KT391 with the characteristics shown in Fig. 8 . The irregularities are probably caused by oscillations during the measurement -it is very difficult to perform the DC measurements for the microwave transistors due to problematic stability.
The optimization has determined the values of the model parameters I S = 10 −8 A, I SE = 4.7×10 −9 A, I SC = 10 −7 A, β F = 133, β R = 1.6, n F = 1.15, n R = 1.13, n E = 1.86, n C = 1.75, V AF = 123 V, V AR = 2 V, I KF = 18 mA, I KR = 86 mA, r C = 2 Ω, r B = 10 Ω, r BM = 1 Ω, I rB = 100 µA, and r E = 1.6 Ω with the identification errors rms = 16.0 % and δ max = 61.7 %. However, if only the triangular "stable" region is used as shown in Figs. 8 and 9 , then the identification errors are lesser: rms = 5.99 % and δ max = 22.2 %.
MOSFET
Enhancement Mode Transistors. At first, let us identify the models of enhancement-mode transistors. 
0249 Ω, and r S = 0.0435 Ω (for the power devices, the drain and source resistances must also be identified; in the previous example, their values have been fixed to the defaults 10 Ω). The identification errors for that power device have been greater than those for the previous one (which is natural): rms = 8.67 % and δ max = 28.8 %. Moreover, the value of W is extreme but logical -power devices are composed of many single structures and therefore such value represents an integral.
Depletion Mode Transistor. At second, let us identify the model of a depletion-mode transistor which was the N-channel KF521 -see 
Conclusion
An optimization algorithm has been presented which is convenient for the robust and efficient identifications of complicated models. The algorithm has been improved using the normalization of equations, which is important for stability of the identifications of semiconductor devices. The modified algorithm has been implemented into the C.I.A. program, and typical measurements and identifications of the model parameters have been demonstrated. 
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