A coherent confocal microscope is proposed as a means to fully characterize the elastic scattering properties of a nanoparticle as a function of wavelength. Using a high numerical aperture lens, two-dimensional scanning, and a simple vector-beam shaper, the rank-2 polarizability tensor is estimated from a single confocal image. A method for computationally efficient data processing is described, and numerical simulations show that this algorithm is robust to noise and uncertainty in the focal plane position. The proposed method is a generalization of techniques that provide an estimate of a limited set of scattering parameters, such as a single orientation angle for rodlike particles. The measurement of the polarizability obviates the need for a priori assumptions about the nanoparticle.
INTRODUCTION
Nanoparticles are currently the subject of intense study in the scientific community [1, 2] and are being used in fields as diverse as drug delivery [3] , sensing [4] , bioimaging [5] , and sorbent manufacture [6] . Not least among the interesting properties of nanoparticles are their optical characteristics. The optical attributes of nanoparticles are observed in familiar materials, such as opal [7] and stained glass [8] . More recently the optical properties of intricate nanostructures have been exploited in the construction of metamaterials [9, 10] , in the subwavelength containment of fields using optical antennas [11] , and as novel contrast mechanisms in optical microscopy [12] . With an increasing use of nanoparticles in optical applications, it is desirable to be able to characterize the optical response of a single nanoparticle. This paper focuses on the elastic scattering properties, which are determined by a wavelength-dependent linear polarizability tensor for sufficiently small nanoparticles. The polarizability of a nanoparticle is determined both by the constituent material and by the particle size and shape [13, 14] . For a known material and geometry, the polarizability may be determined analytically [15] or by computational methods [16, 17] , however small deviations from the specified shape may introduce significant optical changes (see [18] for related measurements from nanoparticle arrays). In this paper a method is proposed for directly inferring the polarizability without prior assumptions about the scatterer.
The measurement scheme proposed is based on a coherent confocal microscope. Coherent microscopes use interference with a reference beam to holographically record data and hence acquire the phase of the measured field. While coherent microscopy predates the invention of the laser [19] , modern bright and broadband sources have made spectrally sensitive coherent microscopy a common practical methodology. This is evidenced by the popularity of techniques, such as optical coherence tomography (OCT) [20, 21] . In addition to collecting phase-sensitive data, a coherent microscope has the advantage of high sensitivity when compared to a traditional intensitybased system. As a result, coherent microscopy is suitable for true nanoimaging as demonstrated by results such as the interferometric detection of single viruses and gold particles as small as 5 nm [22] .
In coherent microscopy, the optical source is usually split into a reference field and a field that is used to illuminate the sample. The light returned from the sample is combined with the reference field, and the interferometric features in the data are used for image formation. To exhibit interference, the returned light must be spectrally coherent with the reference field and at the same wavelength. This means that potentially useful signals from a nanoparticle, such as Raman-scattered [23] , higherharmonic [24] , and/or fluorescent [25] light, are not detected. As a result, the coherent microscope described here is used to measure only the linear component of the nanoparticle polarizability and the three-dimensional position of the nanoparticle. Additionally, scattering from the nanoparticle is dependent on the background embedding material, the nanoparticle material, and the nanoparticle geometry. These effects cannot necessarily be distinguished from the measured polarizability alone.
Traditional microscopy and spectroscopy usually involve the formation of a scalar image on spatial and/or spectral axes. While this image is immediately useful in many applications, it is possible to design sensing systems that form nonscalar images and/or exploit less obvi-ous relationships between the collected data and the imaged objects (see [26] for a comprehensive discussion). For example, in many modern microscopy and imaging systems data are collected as a function of polarization and/or scattering angle, e.g., [27] [28] [29] [30] . Additionally, in some applications the object of interest may be represented by a small number of parameters that are estimated from the data with very high precision. In those cases, an image may be a very poor way to interpret the object as the small number of degrees of freedom are distributed over the many noisy pixels of the image. For example, in single molecule microscopy [25] the a priori knowledge that the object can be parameterized by the molecule location allows the molecule to be localized with a precision orders of magnitude better than the diffraction limit [31] [32] [33] .
In this paper, the nanoparticle is parameterized by a linear polarizability tensor and a three-dimensional position. This description implies prior knowledge of the object, namely, that it is pointlike and has a fixed position. This prior knowledge is used in conjunction with the instrument sensitivity to the polarization and angular distribution of the scattered light. Scattering from larger structures may require a more complicated description. In addition, it is assumed that the nanoparticle is sufficiently well isolated so as to preclude interaction with other particles [34] . The particle polarizability is related to the data observed in a coherent microscope, and it is shown here that the polarizability can subsequently be inferred from the measured data.
The results presented in this paper build on work from a number of authors. The characteristics of light scattered from a nanoparticle depend on the particle size, shape, and orientation, a fact exploited in a number of microscopy modalities [35] . For example, the polarization of light scattered from nanoparticles has been used to identify the two-dimensional orientation of rodlike structures [36, 37] . Illuminating nanoparticles with a tightly focused vector beam (i.e., a beam with a spatially varying polarization) results in incident light with a polarization dependent on the angle of incidence. A single confocal image formed with the scattered light can then be used to distinguish particle shapes and estimate a two-dimensional orientation angle for rodlike structures [38] . Recently this technique has been extended to interferometric confocal microscopy to provide an enhancement in sensitivity [39] .
In [36] [37] [38] [39] the measurement systems described are sensitive to a subset of nanoparticle shape features. Given a lexicon of nanoparticle shape(s), expected data may be calculated, which then may be matched to the observed data to estimate features. For example, given that the sample consists of nanorods oriented perpendicular to the optical axis, the data allow the estimation of the azimuthal orientation angle. In [39] it is suggested that it may not be necessary to assume that the nanorods are perpendicular to the optical axis, i.e., it is conjectured that the polar orientation may also be measured. The work presented here explores and expands upon this idea. Rather than assuming nanoparticle shape(s) a priori, it is assumed only that the particle is small enough to be characterized by a point polarizability. Particle orientation is then obtained by examining the principal axes of the estimated polarizability tensor. The shape of the nanoparticle may be correlated with the polarizability components along these principal axes as demonstrated in a related measurement technique based on polarimetric measurements over random rotations of the nanoparticle [40, 41] . The work presented here shows that a high numerical aperture (NA) coherent confocal image formed using vectorbeam illumination is sufficient to infer the polarizability up to a complex constant. That is, the linear scattering properties of the nanoparticle are measured without a priori assumptions regarding particle shape. In addition, the proposed system is robust to defocus, and the data processing algorithms are computationally inexpensive.
As mentioned above, the principal axes of the polarizability are related to the orientation of an asymmetric nanoparticle. The orientation of nanoparticles has been determined optically using both scattering and fluorescence measurements. The fluorescence intensity from a nanoparticle or single molecule is typically stronger than the comparable scattering signal [42] and is therefore less challenging to detect. Fluorescence-based orientation imaging systems provide a point of comparison for the scattering-based instrument described here. Like the scattering-based systems, fluorescence orientation imaging involves postulating a model describing the relevant nanoparticle optics and estimating the parameters of this model from observed data.
The power coupled into a fluorophore, and hence the fluorescence emission rate, are dependent on the orientation of the fluorophore and the direction of the exciting field. This measurable dependence has resulted in the development of a number of systems, where the polarization of the focused exciting field can be controlled [43] [44] [45] [46] [47] . By varying the exciting polarization [48] or the detected polarization direction [49] , the orientation of the fluorophore can be determined. Alternatively, it is possible to find the fluorophore orientation by matching observations from high-angle excitation [50] , high-angle detection [51] , vector-beam excitation [52] , aberrated [53] , or defocused [54] [55] [56] data to those predicted for different orientations. Most fluorescence orientation imaging systems assume a dipole model for the fluorophore, although chirality [57] and nondipolar emission [58] have been measured.
While scattering is a coherent field-dependent phenomenon, fluorescence is an incoherent intensity-dependent effect. For a pointlike nanoparticle, scattering is defined by a rank-2 tensor relating the incident field to the scattered field while fluorescence is captured by a rank-4 tensor relating the incident intensity and polarization state to the emitted intensity and polarization state. This rank-4 tensor is related to optical intensity measurements (see the model derived in [59] ) but, due to high dimensionality, is difficult to estimate. The assumption of a dipolar fluorophore allows simplification of the effective fluorescence tensor and makes fluorophore orientation characterization feasible. In this paper, it is shown that such simplifications are not necessary when estimating the rank-2 polarizability tensor that characterizes the linear nanoparticle scattering; the polarizability tensor is estimated from a single coherent confocal image.
In Section 2 a forward model for the coherent confocal microscope is derived. In Section 3 this model is approximated in a manner that reduces the computational cost of the polarizability estimation. The procedure for estimating the polarizability is given in Section 4, i.e., the inverse problem is solved. The method is demonstrated and characterized by numerical experiments in Section 5, and conclusions are drawn in Section 6.
FORWARD MODEL
The instrument must be thoroughly modeled in order to determine the nanoparticle position and polarizability from the available data. This section describes the proposed instrument and the mathematical model and follows the coherent microscope treatment presented in [60] . As may be seen in Fig. 1 , the proposed instrument consists of a Michelson interferometer coupled to an imaging system. A polychromatic stochastic reference field is focused into the object using a high NA lens and a vectorbeam shaper. A single frequency-domain realization of the reference field is denoted by E ͑r͒ ͑k͒ (where k is the wavenumber). The scattered field returned from the sample is denoted by E ͑s͒ ͑r ; k͒, where r denotes the position of the geometrical focus of the lens. The scattered field is added to the reference field and averaged at the detector. The data collected are thus proportional to the total spectral density
where is a constant that accounts for any depletion of the reference field and ͗·͘ indicates an expected value. The interferometric cross term is
and † is the Hermitian transpose operator. The first term in Eq. (1) is constant with r and can be removed (see [61] for a discussion of the effects of the noise associated with this first term). The third (autocorrelation) term is typically of much lower magnitude than the other two terms and is assumed to be negligible. Finally, the complex signal S can be recovered from the real signal. To avoid ambiguities in the phase, the reference arm delay must be shorter than the minimum travel time to the sample less the reciprocal of the source bandwidth. The imaginary part of the complex signal S͑r ; k͒ may be obtained as the Hilbert transform of Re͕S͑r ; k͖͒ with respect to k [62, 63] . This signal processing operation requires adequately sampled data collected over the full source bandwidth.
As shown in Fig. 1 , the plane-wave reference field E ͑r͒ falling on the vector-beam shaper produces a field E ͑b͒ on the entrance pupil of the objective lens, and this field in turn maps to E ͑l͒ on the exit pupil of the lens. Following standard practice [64] , the vector-beam shaper and the objective lens are modeled within the accuracy of geometrical optics. Each ray emerging from the lens can be traced back to a point on the entrance pupil. In this case, an infinity-corrected aplanatic lens is assumed so that each (z-directed) ray passing through the beam shaper to the entrance pupil emerges at the same ͑x , y͒ location on the exit pupil.
The field E ͑b͒ is determined by the illuminating reference field and a tensor operator V representing the action of the beam shaper, i.e., E ͑b͒ ͑s x ,s y ;k͒ = V ͑s x ,s y ͒E ͑r͒ ͑k͒. ͑3͒
Here the overbar indicates a tensor and, for simplicity, the beam shaper is assumed to be independent of k. The variables s x and s y refer to the x and y components of a unit vector directed from a point on the exit pupil toward the geometrical focus. The coordinates ͑s x , s y ͒ may thus be considered the labels of particular geometric rays. The vector-beam shaper is used to produce diversity in the polarization at the entrance pupil. An alternative approach would be to take multiple images with different illumination polarizations, however this would require additional collection time and coregistration between the collected images. In this paper a simple vector beam is proposed; a linearly polarized incident beam is partitioned into quadrants and half-wave plates are employed to rotate the polarization of the incident field. The resulting beam profile is illustrated in Fig. 2 and compared to a more traditional radially polarized beam. In both cases the center of the beam shaper is opaque and the action of the beam shaper is assumed to produce negligible deviation from the collimated propagation of the incident field. The simple beam shaper results in two quadrants that are x-polarized and two components that are y-polarized while the radially polarized beam achieves a smoothly varying polarization at the cost of increased experimental The reference field is denoted by E ͑r͒ , the field after the beam shaper by E ͑b͒ , the field after the lens by E ͑l͒ , the field in the sample by g, and the backscattered field by E ͑s͒ . The tensor operators V , Ā , and F give relations between the fields of interest. Note that the dependence on the wavenumber k has been dropped in the notation and that the tensor operators describe the evolution of fields in the direction of the arrows.
complexity [43, 44] . The comparison between the two beams seen in Fig. 2 is similar to the comparison between radial and pseudoradial beams presented in [65] except that opposing quadrants do not have opposing signs. The mapping from E ͑b͒ to E ͑l͒ is given by a standard tensor operator obtained from simple rotations of Eq. (2.23) in [64] . The tensor operator Ā contains this operation in addition to the action of the beam shaper so that the field at the lens exit pupil is E ͑l͒ ͑s x ,s y ;k͒ = Ā ͑s x ,s y ͒E ͑r͒ ͑k͒. ͑4͒
The field E ͑l͒ for the example system is shown in Fig. 3 and is compared to a converging radially polarized field. It can be seen that the high NA (0.8) produces high anglesto-focus and hence significant z components in the electric field. Blocking the center of the beam shaper ensures that these z-polarized components can be made of a magnitude comparable to that of the x-and y-polarized components. It can be seen in Section 4 that the diversity of polarization at the exit pupil is critical in the estimation of the nanoparticle polarizability.
Each position on the exit pupil is associated with an angle-to-focus. This means that the field E ͑l͒ can be regarded as an angular spectrum of the illuminating field at the focal plane [64] . With the geometrical focus at r, the focused field at the point rЈ in the sample is given by the expression
where
T is the transpose operator), and integration is over the unit disk ⍀ = ͕s x , s y : s x 2 + s y 2 Ͻ 1͖. Note that focusing into a sample with a background-index mismatch can also be described using a straightforward modification of this angular spectrum framework [66] .
The exit pupil fields from Figs. 3(a)-3(c) produce the focused intensities seen in Fig. 4 . As mentioned earlier, the beam focusing described here is similar to a pseudoradial beam [65] except that opposing quadrants in Figs. 2(a) and 2(b) do not have opposing signs. Field engineering approaches, such as radial beams, pseudoradial beams, and those mentioned in [45] [46] [47] provide physical manipulation of a vector beam to produce a desired polarization at focus. In this paper it is required only that the focal field consists of a spectrum of components with diverse polarization; the value of the resulting field at focus is not important. For example, in Fig. 4 it can be seen that the field at the geometrical focus has no z component while a focused pseudoradial beam produces a purely z-oriented field. The idea of polarization diversity is explored further in Section 4 when the tractability of the polarizability estimation problem is investigated as a function of NA and the beam shape.
The illuminating field interacts with a nanoparticle at position r ͑p͒ with polarizability ␣ ͑k͒. This produces a scattered field k 2 ␣ ͑k͒g͑r ͑p͒ − r ; k͒. This scattered light propagates back through the system to produce the field E ͑s͒ . Assuming that the lens and beam shaper obey reciprocity [67] , the tensor operator F T describes propagation back through the system so that each realization of the backscattered field is given by the expression 
͑8͒
Due to the confocal nature of the system, the collected data are second-order in the focused field. The focal point is scanned over two dimensions , where = ͑x , y͒ T and the focal plane is set to lie at z =0. Additionally, it is assumed that unmodeled instrument losses and uncertainties in the path lengths preclude precise knowledge of the absolute scale of the data. As a result, the data are written as
where the Einstein summation convention is applied over repeated subscripts and the point spread functions (PSFs) are
͑10͒
with the coherency matrix
defining the reference polarization state. From Eq. (9) it can be seen that each component of the polarizability (indexed by and ␤) affects the data in a manner described by the PSF. These PSFs vary with z ͑p͒ , the defocus of the nanoparticle.
Assuming an adequate sampling rate in , a sufficiently small sampling range to isolate a single nanoparticle and a sufficiently large sampling range to collect all relevant signals, Eq. (9) 
where the tilde denotes a lateral Fourier transform. The nanoparticle polarizability is estimated by optimally decomposing the data into a weighted sum of h ␤ or h ␤ terms, where the weights give the elements of the polarizability. The coherent nature of the measurement means that the data are linear in the polarizability elements, which makes them easier to estimate than parameters such as orientation angles, which are nonlinear parameters of the data. Orientation parameters are estimated by nonlinear algorithms, such as pattern matching, e.g., [68] . It will be seen that the linear formulation of Eq. (12) allows efficient and stable estimation of the polarizability.
To estimate the elements of the polarizability ␣ ␤ , it is desirable that the PSF h ␣␤ varies significantly with and ␤. It can be seen from Eq. (10) that the PSFs are invariant to a reordering of and ␤. This does not cause a problem as the polarizability is transpose symmetric by time reversal symmetry arguments [69] so that ␣ ␤ = ␣ ␤ . That is, the instrument produces six independent PSFs, and the polarizability is defined by six corresponding elements. The data are analyzed in the Fourier domain because, as shown in Section 3, a Fourier-domain representation allows a simplifying approximation. The Fourier-domain representations of the PSFs are calculated as follows.
At a given constant-z plane and wavenumber, the lateral Fourier transforms of the illuminating field components are found from the representation of Eq. (10)], and in the Fourier domain these products become convolutions so that
͑14͒
These expressions were evaluated for the example system on the focal plane ͑z ͑p͒ =0͒, and the resulting Fourier spectra are shown in Fig. 5 . The exit pupil fields of Figs. 3(a)-3(c) are related to these plots using Eqs. (4), (11) , and (14).
APPROXIMATE FORWARD MODEL
The data expected from a given nanoparticle are described by Eq. (12) , where the Fourier-domain PSFs are calculated using Eq. (14) . The Fourier-domain PSFs de-pend on k via simple axes scaling but depend on the nanoparticle defocus z ͑p͒ in a more complicated fashion. As will be seen in Section 4, it is necessary to calculate the PSFs at multiple values of z ͑p͒ in order to estimate the nanoparticle polarizability. For this reason Eq. (14) will be approximated in a manner that makes numerical evaluation inexpensive in terms of both computations and memory requirements.
Due to the finite extent of Ā , the integrand of Eq. (14) is nonzero only on a circle with a radius of twice the NA. Within this area the magnitude of the integrand is peaked at N points qЈ = p͑q ; , ␤ , n͒, where n =1, . . . ,N. The region of integration is divided into N regions R͑q ; , ␤ , n͒ based on these peaks. For low kz ͑p͒ the exponential factor in Eq. (14) is approximated as constant in each region R͑q ; , ␤ , n͒, resulting in
͑15͒
For the fully polarized example considered here, the integral under consideration depends on the overlap between offset copies of the patterns shown in Figs. 3(a)-3 
where in the two peak cases the fact that the exponential prefactors are equal for p͑q ; , ␤ ,1͒ and p͑q ; , ␤ ,2͒ has been exploited. This equation can be written in the simple form
where the Fourier transforms of the PSFs for an in-focus particle ͑z ͑p͒ =0͒ are
͑18͒
and defocus contributes a phase term of the form 
͑19͒
The approximation, Eq. (17), allows an easy calculation of the system PSFs as a function of the nanoparticle defocus z ͑p͒ . Within the bounds of this approximation, it is possible to calculate the PSFs at any plane using simple manipulations of H and ⌽. These functions vary trivially with k, so it is only necessary to store 12 two-dimensional images (i.e., functions of q) in order to calculate the six PSFs required to characterize the system.
The approximation described in this section can be tested by evaluating Eq. (14) and examining the behavior of the magnitude and phase across multiple values of z ͑p͒ . According to Eq. (17) the resulting magnitude should not change with z ͑p͒ . The magnitudes calculated for this example are shown in Fig. 6 , and it can be seen that they are relatively stable with up to a wavelength of defocus. The corresponding phase profiles are shown in Fig. 7 , although it should be noted that the z ͑p͒ = 0 column of gether, Figs. 6 and 7 indicate that the approximation derived in this section is relatively accurate up to at least a wavelength of defocus.
INVERSE PROBLEM
With a forward model formulated, the inverse problem can be addressed. That is, the nanoparticle parameters can be estimated from the collected data. The inverse problem is solved by comparing the observed data to data predicted using the forward model and a given set of nanoparticle parameters. The set of parameters giving the minimum discrepancy is chosen as estimated particle characteristics. Mathematically, a cost function is defined as C͓␣ ͑k͒,r ͑p͒ ;k͔ = ʈS ͑q;k͒ − ␣ ␤ ͑k͒h ␤ ͑q;z ͑p͒ ,k͒e −iq· ͑p͒ ʈ 2
͑20͒
and minimized with respect to r ͑p͒ and ␣ ͑k͒ at each k value. A Euclidean (i.e., ᐉ 2 ) norm ʈ · ʈ is chosen in Eq. (20), which is consistent with a Gaussian noise model and maximum likelihood parameter estimation [70] . This noise model is consistent with interferometer measurements dominated by noise from the reference beam and/or thermal detector noise [61] .
The Fourier-domain PSFs h used in Eq. (20) are calculated using either the unapproximated Eq. (14) or the approximate Eq. (17) . The approximate calculation is more efficient and allows the precalculation of H and ⌽. To find H, Eq. (18) is numerically evaluated. Rather than finding ⌽ by direct evaluation of Eq. (19) (which involves defining many peaks p), a more simple approach is suggested by examination of Eq. (17) . The exact Fourier spectra are calculated [using Eq. (14)] for a small value of z ͑p͒ , divided by the spectra H, and finally the complex angle of the result is divided by kz ͑p͒ to obtain ⌽. Regardless of how the PSFs are calculated, the forward model [Eq. (12)] is linear in the polarizability elements due to the coherent nature of the measurements. Consequently, the elements of the polarizability are coefficients of the Fourier-domain PSFs in the expected data. The Fourier-domain PSFs essentially act as basis functions in an alternative data-space representation of the polarizability. The conditioning of a projection onto this basis determines the expected performance of the polarizability estimation procedure [i.e., the minimization of Eq. (20) with respect to ␣ ] with dissimilar PSFs giving distinct signatures for each polarizability element and a more accurate estimate. This idea is explored in Fig. 8 , where the conditioning is calculated as a function of NA. Quantification of the conditioning is based on the linear operator taking the six independent polarizability elements to the expected observed data; the ratio of the minimum eigen- value of this operator to the maximum eigenvalue is plotted in Fig. 8 . In the optimal case all eigenvalues would be equal giving a conditioning of 1 while a conditioning of 0 indicates a nullspace in the operator and unobservable polarizability components. From Fig. 8 it can be seen that the tractability of the polarizability estimation problem generally improves with NA. This can be attributed to the fact that higher apertures produce more significant z-polarized fields and thus more fully probe the scattering properties. At very high NA the z-polarized field components exceed the xand y-polarized components (which are limited by the central beam block) resulting in a detrimental effect on the conditioning. It can also be seen that the quadrantbased beam proposed here does not perform as well as a radially polarized beam. However, the proposed system can be more easily implemented experimentally and, as shown in Section 5, can still be expected to give highfidelity estimates of the polarizability. As a point of comparison, an x-polarized plane wave incident on an unapodized aplanatic lens of unity NA produces very low-level y-polarized field components and gives a conditioning of less than 0.02.
The cost at fixed position r ͑p͒ can be minimized with respect to the polarizability ␣ using a standard closed-form least-squares solution. Therefore, the cost at a given k is easily reduced to a nonlinear function of r ͑p͒ , where each value of r ͑p͒ has an optimal polarizability associated with it. This three-dimensional nonlinear cost function can be minimized by standard optimization algorithms such as the Nelder-Mead simplex method [71, 72] . This algorithm is used in the simulations presented in Section 5. In the Nelder-Mead method a simplex, in this case defined by four points in three-dimensional space, defines a volume in search space. The cost is evaluated at each of these points, and the points are iterated until a local minimum is contained within a small simplex volume. The initial simplex should be made large enough to include all reasonable nanoparticle positions. The approximation of Eq. (17) makes the evaluation of the cost inexpensive and the Nelder-Mead algorithm fast. Once a minimizing value for r ͑p͒ has been found, the corresponding minimizing polarizability (used in the evaluation of the cost at r ͑p͒ ) completes the estimation of the nanoparticle parameters.
The inversion procedure described above is for a fixed value of k. To calculate the wavelength dependence of the polarizability, the inversion can be performed over the full range of the wavenumber. However, the position of the nanoparticle does not vary with k and so the optimal position found at the first inversion calculation is valid over all k. Consequently, once the inversion is performed for one value of k, the position r ͑p͒ is known and the polarizability ␣ ͑k͒ can be found for all other values of k by a standard least-squares minimization of Eq. (20) with r ͑p͒ fixed. The iterative inversion need be performed only once.
While the instrument shown in Fig. 1 can be regarded as an imaging system collecting data over spatial and spectral axes, the determination of the nanoparticle parameters is not traditional imaging. A meaningful two-or three-dimensional function, describing density or structure, is not the objective, rather a tensor and a vector are estimated from the data. The a priori knowledge that the object is characterized by these parameters results in a well-posed inverse problem, provided that there is sufficient diversity in the responses from the polarizability elements (see Fig. 8 ).
SIMULATIONS
Numerical simulations were used to investigate the performance of the proposed system. Synthetic data were generated using Eqs. (9) and (10) . Complex white Gaussian noise was added to these data and the parameters of the nanoparticle estimated according to the method described in Section 4. By comparing the parameter estimates to those used to generate the data, the expected performance may be quantified. The simulations presented are at a single wavenumber as the system is not coupled across k. That is, the nanoparticle polarizability and position are estimated at a single value of k with the understanding that the spectral dependence of the polarizability could then be easily calculated from images collected at other wavelengths.
To calculate synthetic data, the focused field must be found. The inversion procedure is defined in the Fourier domain and depends directly on the exit pupil fields E ͑l͒ shown in Figs. 3(a)-3(c) . To avoid an artificial match between the forward model and the inverse processing, it is not desirable to calculate the focused field g using numerical methods that start with E ͑l͒ , e.g., [73, 74] . Instead the focal field was calculated using the approach outlined in [46] , where E ͑l͒ is decomposed into a series expansion with each term being analytically propagated into the sample. The resulting calculation involves the evaluation of one-dimensional integrals as in [64] but with higher order Bessel functions included in the integrands. This method was used to calculate the fields shown in Fig. 4 .
Nanoparticle parameters used in the simulations were generated randomly. A polarizability was constructed by first using manipulations of a random number generator to give a random complex orthonormal spatial basis v ͑j͒ , where j =1,2,3. Three unit-variance zero-mean complex scalars c ͑j͒ were generated, and the polarizability is thus given by 
where ␣ is represented as a matrix operating on vectors in Cartesian coordinates. The location of the nanoparticle was also randomly generated. The values x ͑p͒ and y ͑p͒ were both normally distributed about 0 with a standard deviation equal to the wavelength . The axial offset z ͑p͒ has a standard deviation of / 5 and in different simulations was given various means in order to examine how the approximation of Eq. (17) 
T . ͑23͒
Complex white Gaussian noise was added to the data, and the signal-to-noise ratio (SNR) is defined as the ratio of the noise variance and the expected square magnitude of the data from a random scatterer placed at the geometrical focus. Synthetic data at various SNRs are shown in Fig. 9 for a nanoparticle with parameters given by Eqs. (22) and (23) . The focus is scanned in steps of /4 in both the x and y directions. The nanoparticle position and polarizability were estimated according to the procedure described in Section 4 with the approximate model used for PSF calculation. As mentioned in Section 2, the absolute magnitude and phase of the polarizability are not easily measurable. Consequently the estimated polarization is scaled by a constant to give a minimum difference with actual polarization when making comparisons between the two. The 14.3 dB SNR data produced from the example nanoparticle parameters are inverted to give parameter estimates of 
T . ͑25͒
It can be seen that these estimates show good fidelity with the original parameters. The Nelder-Mead algorithm was implemented using the FMINSEARCH function in the MATLAB 7.4 (Mathworks, Natick, Massachusetts) software package. This function requires an initialization point, which was found by normalizing the Fourier-domain data S to unit magnitude, taking the inverse Fourier transform, and setting the initial value of ͑x ͑p͒ , y ͑p͒ ͒ to the lateral position of the maximum-magnitude pixel. This approach is based on the phase correlation image registration technique [75] . The initial value of z ͑p͒ is set to zero. The action of the estimation processing can also be examined in the Fourier domain. In Fig. 10 the Fourierdomain data can be seen (both noise-free and at the 14.3 dB SNR noise level) along with the data correspond- ing to the estimated parameters. The similarity between the actual data and the estimated data indicates a small value of the cost function [Eq. (20) ]. The plots seen in Fig. 10 are of high resolution, corresponding to a relatively large spatial data collection area of 30ϫ30. This range is chosen for display purposes; a smaller range can be used provided that all significant signals are collected. The numerical experiment described above was repeated at different noise levels and different values of expected defocus ͗z ͑p͒ ͘, giving the results seen in Fig. 11 . The quality of each polarizability and position estimate is assigned a quantitative metric; for the position estimate the metric is the ᐉ 2 norm of the position error, and for the polarizability the metric is the ᐉ 2 norm of the polarizability error (arranged as a 9 ϫ 1 vector) divided by the ᐉ 2 norm of the polarizability. For the example random polarizability [Eq. (22) ] and its estimate [Eq. (24) ] this error metric is 0.0823 while for the example location [Eq. (23) ] and location estimate [Eq. (25) ] the error metric is 0.0103. Note that the estimated polarizability is scaled by a constant (accounting for unknown instrument phase and amplitude) to give the minimum error, which means that the maximum realizable polarizability error metric is 1 (achieved for a scale factor of 0).
From Fig. 11 it can be seen that the reconstruction quality decreases with higher noise levels and also with the expected defocus. The degradation with ͗z ͑p͒ ͘ can be attributed to the approximation of Section 3 breaking down. In terms of the reconstruction quality, the approximation deteriorates around ± of defocus and is invalid beyond ±2.
CONCLUSIONS
It was shown that spectrally sensitive, two-dimensionally scanning, coherent confocal microscopes (e.g., Fourierdomain OCT instruments) may be used to estimate the linear polarizability of a nanoparticle as a function of wavelength. The polarizability fully determines the elastic scattering properties of the nanoparticle provided that the particle is small enough to be characterized by a point polarizability. By measuring the polarizability, information regarding the particle shape, size, orientation, and material is obtained, suggesting applications in nanoparticle discrimination and characterization.
The main instrument modification over, for example, a high NA Fourier-domain OCT system is the inclusion of a vector-beam shaper. The beam shaper analyzed here is piecewise constant over the lens aperture and has a binary transmittance profile, leading to a simple potential realization with half-wave plates and aperture stops. There is also considerable flexibility in modifying this beam shaper, as all that is required is the creation of diverse instrument PSFs [calculated according to Eq. (14) ] across the polarizability components.
The elements of the polarizability and the nanoparticle location are estimated from the collected data. The estimation procedure is a physically based algorithm found (22) and (23) are shown along with (e),(f) data corresponding to the parameters of Eqs. (24) and (25), which were estimated from the noisy data. Note that noise outside the system band limit ͑q =1.6͒ is not shown and that approximately 0.25% of the pixels in plot (c) saturate the color scale. by numerically solving the system inverse problem. The computational efficiency and stability of the estimation algorithm are aided by an approximation to the forward model and the fact that coherent detection means the system responds linearly to the polarizability elements. The inversion includes an iterative search method across the three nanoparticle position parameters, and numerical simulations show that the result is robust to both noise and focal plane uncertainty.
The proposed system is based on coherent detection, which means that it is not directly applicable to incoherent signals, such as fluorescence. However, harmonic generation, e.g., second-harmonic generation (SHG), is a coherent nonlinear process, and interferometric SHG imaging has been demonstrated [76, 77] . As such, the measurement methodology described here can possibly be generalized to harmonic generation measurements. This would provide additional nanoparticle characterization possibilities and an alternative contrast mechanism.
