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Abstract
We show that a basic hereditary order Λ over a complete discrete valuation ring with finite residue class
field has a periodic projective resolution of period 2. We also compute the Hochschild cohomology ring
of Λ by using the resolution. Therefore, the Hochschild cohomology ring of any hereditary order is also
determined.
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1. Introduction
Let R be a complete discrete valuation ring with finite residue class field, and K be the quo-
tient field of R. Let Λ be a basic hereditary R-order in a central simple K-algebra A = Mm(D),
where D is a division K-algebra with index n (see Section 2 about its details). We con-
sider a periodic Λe-projective resolution of period 2 of Λ and the Hochschild cohomology
HHt (Λ) := ExttΛe (Λ,Λ) for t  0, where Λe denotes the enveloping algebra of Λ.
In the case n = 1 or m = 1, it is known that Λ has a periodic Λe-projective resolution of
period 2 and the Hochschild cohomology of Λ is periodic of period 2 in [1,2,7].
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in the general case n,m 1 by generalizing the way of [2,7]. And we compute the Hochschild
cohomology ring of Λ by means of the resolution.
The detail of this paper is as follows. In Section 2, we give the definitions and the notation.
Then we obtain an idempotent decomposition of the identity element of Λe (Proposition 3.2). By
the decomposition, we have some Λe-projective modules which are direct summands of Λ⊗R Λ
and are used to give the resolution of Λ. In Section 4, by using the Λe-projective modules, we
construct a periodic Λe-projective resolution of period 2 of Λ (Theorem 4.1). For the proof of the
exactness, we give a contracting homotopy of the resolution (Lemmas 4.4 and 4.5). In Section 5,
we compute the Hochschild cohomology groups of Λ by using the resolution (Theorem 5.4). In
Section 6, we determine the Hochschild cohomology ring of Λ by computing the Yoneda product
(Theorem 6.1).
2. Preliminaries
We generally adopt the notation in [4, Sections 14 and 39]. We assume that R is a complete
discrete valuation ring with a prime element π and R/(π) is a finite field. Let K be the quotient
field of R and D be a central division K-algebra with index n, i.e., dimK D = n2. We set A =
Mm(D), then it is a central simple K-algebra. Let Δ be the valuation ring of D, the unique
maximal R-order in D. D has a subfield W which is an unramified extension of K of degree n.
At this time, W/K is a cyclic extension, so we set G = Gal(W/K). There exists a generator σ
of G and a prime element Π of Δ such that D =⊕n−1i=0 WΠi , Πn = π and Πw = wσΠ for
all w ∈ W . Let S be the valuation ring of W , then we have rankR S = n. Furthermore, we have
Δ =⊕n−1i=0 SΠi and (Π) = ΔΠ = ΠΔ is the unique maximal two sided ideal of Δ.
Let Λ be a hereditary R-order in A of type m and invariant {1, . . . ,1︸ ︷︷ ︸
m
} (cf. [4]):
Λ =
⎡⎢⎢⎢⎣
Δ (Π) · · · (Π)
... Δ
. . .
...
...
. . . (Π)
Δ · · · · · · Δ
⎤⎥⎥⎥⎦
m×m
.
This is called a basic hereditary R-order in A.
In this paper, we denote ⊗R by ⊗. Let Λe = Λ ⊗ Λ◦ be the enveloping algebra of Λ, where
Λ◦ means the opposite ring of Λ.
We consider the following four cases about a resolution of Λ and the Hochschild cohomology.
(1) Case n = m = 1, i.e., Λ = R: R has trivial cohomology.
(2) Case n = 1 and m 1, i.e., A = Mm(K) and
Λ =
⎡⎢⎢⎢⎣
R (π) · · · (π)
... R
. . .
...
...
. . . (π)
⎤⎥⎥⎥⎦ :
R · · · · · · R m×m
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period 2. And they computed the Hochschild cohomology ring of Λ.
(3) Case m = 1 and n  1, i.e., A = D and Λ = Δ: Bobovich [1] showed Δ has a left Δe-
projective resolution of period 2. And Sanada [7, Appendix A] computed the Hochschild
cohomology of Δ.
(4) Case n 2 and m 2: Sanada [7] showed the Hochschild cohomology of Λ is periodic of
period 2. But a left Λe-projective resolution of Λ has not been determined. So we will show
that Λ has a periodic Λe-projective resolution of period 2.
Hence we assume that n 2 or m 2 from now on. In this paper, we denote the Kronecker’s
delta by δi,j .
Lemma 2.1. S has a pair of R-bases (xi)1in, (yi)1in which satisfies
TW/K(xiyj ) = δi,j ,
n∑
i=1
xσ
′
i yi = δσ ′,1 for σ ′ ∈ G.
Proof. See [7, Lemma 1]. 
Hence it follows that TW/K(S) = R. The R-bases (xi), (yi) in Lemma 2.1 are R-dual bases
of the Frobenius R-algebra S (cf. [6, Section 1]). Then we have
sxi =
n∑
j=1
αji(s)xj , syj =
n∑
i=1
αji(s)yi (2.1)
for every s ∈ S and for some αji(s) ∈ R. Let Ei,j be the matrix unit in A for 1 i, j m. And
Ei denotes Ei,i for brevity. We define
E˜i,j :=
{
Ei,j (i  j),
ΠEi,j (i < j).
For any k ∈ Z, we denote the integer k′ satisfying that k ≡ k′ (mod m) and 1 k′ m by k. At
this time, we set
X :=
m∑
ν=1
E˜ν,ν−1 =
⎡⎢⎢⎢⎢⎣
0 · · · 0 Π
1 0 0
. . .
...
0 1 0
⎤⎥⎥⎥⎥⎦
m×m
(∈ Λ).
Then X satisfies Xm = ΠE and Xnm = πE where E is the m × m identity matrix, and
E˜j+l,j = XlEj , E˜i,i−l = EiXl
for 0 l m − 1. Therefore, we have
EiX = XE , E˜i,jX = XE˜ .i−1 i−1,j−1
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Λ =
m⊕
i,j=1
ΔE˜i,j =
m⊕
i,j=1
n−1⊕
k=0
SΠkE˜i,j =
m⊕
j=1
nm−1⊕
k=0
SXkEj . (2.2)
The Nakayama automorphism  :Λ ∼−→ Λ is given in [7, Section 3]. In this paper we set
τ = −1, hence τ :Λ ∼−→ Λ is given by
⎡⎢⎢⎢⎣
s1,1Πr1,1 s1,2Πr1,2+1 · · · s1,mΠr1m+1
... s2,2Πr2,2
. . .
...
...
. . . sm−1,mΠrm−1,m+1
sm,1Πrm,1 · · · · · · sm,mΠrm,m
⎤⎥⎥⎥⎦
τ
=
⎡⎢⎢⎢⎢⎣
sσm,mΠ
rm,m sσm,1Π
rm,1+1 sσm,2Πrm,2+1 · · · sσm,m−1Πrm,m−1+1
s1,mΠr1,m s1,1Πr1,1 s1,2Πr1,2+1 · · · s1,m−1Π1m,m−1+1
.
.
.
. . .
. . .
.
.
.
.
.
. sm−2,m−2Πrm−2,m−2 sm−2,m−1Πrm−2,m−1+1
sm−1,mΠrm−1,m sm−1,1Πrm−1,1 · · · sm−1,m−2Πrm−1,m−2 sm−1,m−1Πrm−1,m−1
⎤⎥⎥⎥⎥⎦ ,
where sp,q ∈ S and 0 rp,q  n − 1 (1 p,q m). In particular, we have⎡⎢⎢⎢⎣
s1,1 0
s2,2
. . .
0 sm,m
⎤⎥⎥⎥⎦
τ
=
⎡⎢⎢⎢⎣
sσm,m 0
s1,1
. . .
0 sm−1,m−1
⎤⎥⎥⎥⎦
for sp,p ∈ S (1  p  m). Then we have (sE)τkm = sσkE and (sE)τnm = sE for s ∈ S and
1 k  n.
Remark. We will correct some errors in [7]: (1) p. 801, line 15 (in Lemma 7); Xi := Λ⊗· · ·⊗Λ
should be replaced by Xi := Δ ⊗ · · · ⊗ Δ. (2) p. 801, lines 1 and 2 from bottom; μ0[δ0] = [·]
and μ1[δ1] = [Π] should be replaced by μ0[δ0] =∑ni=1 xi[·]yi and μ1[δ1] =∑ni=1 xσi [Π]yi ,
respectively (these are not used in this paper).
3. Idempotents in Λe and Λe-projective modules
In general, if M is a Λ-bimodule, then M is a left Λe-module, where
(
a ⊗ b◦)x := (ax)b = a(xb) = axb
for all x ∈ M and a, b ∈ Λ. And the converse is also true. We can apply the rule to the Λ-
bimodule Λ ⊗ Λ. Similarly, we can consider the Δ-bimodule Δ ⊗ Δ as a left Δe-module.
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δk :=
n∑
i=1
(xiE)
τk ⊗ yiE (∈ Λ ⊗ Λ),
δek :=
n∑
i=1
(xiE)
τk ⊗ (yiE)◦
(∈ Λe)
for 0 k  nm − 1 and
δˆk :=
n∑
i=1
xσ
k
i E ⊗ yiE (∈ Λ ⊗ Λ),
δ˙k :=
n∑
i=1
xσ
k
i ⊗ yi (∈ Δ ⊗ Δ)
for 0 k  n − 1. Then we have δkm = δˆk for 0 k  n − 1. And note that
δ˙k =
n∑
i=1
xσ
k+l
i ⊗ yσ
l
i =
n∑
i=1
yσ
k+l
i ⊗ xσ
l
i ,
sσ
k
δ˙k = δ˙ks (0 k  n − 1)
for all s ∈ S and any integer l (cf. [7, Appendix A]). So we have
EjδkEj−k = Ej
(
n∑
i=1
(xiE)
τk+l ⊗ (yiE)τ l
)
Ej−k
= Ej
(
n∑
i=1
(yiE)
τk+l ⊗ (xiE)τ l
)
Ej−k,
(sE)τ
k
δk = δk(sE) (0 k  nm− 1) (3.1)
for all s ∈ S, 1 j m and any integer l. In particular, we have(
sσ
k
E
)
δˆk = δˆk(sE)
for 0 k  n − 1. If T is a diagonal matrix in Mm(S), then it is easily verified that
XT = T τX
by the definitions of X and τ . Therefore, we have
Xλ = λτX (3.2)
for all λ ∈ Λ by (2.2) and Xτ = X.
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δemq+r δemq ′+r = δq,q ′δemq+r
for 0 q, q ′  n − 1 and 0 r m− 1.
Proof. We have the following by Lemma 2.1 and (2.1):
δemq+r δemq ′+r =
(
n∑
i=1
(
xσ
q
i E
)τ r ⊗ (yiE)◦
)(
n∑
j=1
(
xσ
q′
j E
)τ r ⊗ (yjE)◦
)
=
n∑
i,j=1
(
xσ
q
i x
σq
′
j E
)τ r ⊗ (yiyjE)◦
=
n∑
i,j=1
((
xix
σq
′−q
j
)σq
E
)τ r ⊗ (yiyjE)◦
=
n∑
i,j=1
((
n∑
k=1
αki
(
xσ
q′−q
j
)
xk
)σq
E
)τ r
⊗ (yiyjE)◦
=
n∑
i,j,k=1
(
xσ
q
k E
)τ r⊗(αki(xσq′−qj )yiyjE)◦
=
n∑
j,k=1
(
xσ
q
k E
)τ r ⊗(( n∑
i=1
αki
(
xσ
q′−q
j
)
yi
)
yjE
)◦
=
n∑
k=1
(
xσ
q
k E
)τ r ⊗(( n∑
j=1
xσ
q′−q
j yj
)
ykE
)◦
= δq,q ′δemq+r .
This completes the proof of the lemma. 
Proposition 3.2. For each r (0 r m−1), {(Ej ⊗ (El)◦)δemq+r | 0 q  n−1, 1 j, l m}
is the set of orthogonal idempotents in Λe which gives an idempotent decomposition of E ⊗E◦.
So we obtain the following decomposition of left Λe-projective modules:
Λe =
n−1⊕
q=0
m⊕
j,l=1
Λe
((
Ej ⊗ (El)◦
)
δemq+r
)
.
Proof. We note that (
Eν ⊗ (Eμ)◦
)
δek = δek
(
Eν ⊗ (Eμ)◦
)
for 1 ν,μm, 0 k  nm− 1. Hence, by Lemma 3.1, we have
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)
δemq+r
)((
Ej ′ ⊗ (El′)◦
)
δemq ′+r
)
= (Ej ⊗ (El)◦)(Ej ′ ⊗ (El′)◦)δemq+r δemq ′+r
= δj,j ′δl,l′δq,q ′
((
Ej ⊗ (El)◦
)
δemq+r
)
for 1 j, j ′, l, l′ m and 0 q, q ′  n − 1. Therefore, these elements are orthogonal idempo-
tents in Λe. Further, by Lemma 2.1, we have
n−1∑
q=0
m∑
j,l=1
(
Ej ⊗ (El)◦
)
δemq+r =
n−1∑
q=0
m∑
j=1
(
Ej ⊗ E◦
)
δemq+r =
n−1∑
q=0
(
E ⊗ E◦)δemq+r
=
n∑
i=1
(
n−1∑
q=0
(xiE)
τmq+r
)
⊗ (yiE)◦ =
n∑
i=1
(
n−1∑
q=0
xσ
q
i E
)τ r
⊗ (yiE)◦
=
n∑
i=1
(
TW/K(xi)E
)τ r ⊗ (yiE)◦ = n∑
i=1
TW/K(xi)E ⊗ (yiE)◦
=
n∑
i=1
E ⊗ (TW/K(xi)yiE)◦ = n∑
i=1
E ⊗
((
n−1∑
q=0
xσ
q
i
)
yiE
)◦
= E ⊗
(
n−1∑
q=0
(
n∑
i=1
xσ
q
i yi
)
E
)◦
= E ⊗ E◦.
So we have the idempotent decomposition of E ⊗ E◦. And the last statement is obvious. 
By this result, since Λe ∼−→ Λ ⊗ Λ (a ⊗ b◦ → a ⊗ b) is an isomorphism of left Λe-modules
which maps δek to δk , we obtain the following decomposition of left Λe-projective modules:
Λ ⊗ Λ =
n−1⊕
q=0
m⊕
j,l=1
ΛEjδmq+rElΛ (3.3)
for each r (0 r m− 1).
4. A periodic Λe-projective resolution of Λ
In this section, we will give a periodic left Λe-projective resolution of period 2 of Λ. By (3.3),
we define the following two left Λe-projective modules which are direct summands of Λ ⊗ Λ:
P0 :=
m⊕
i=1
ΛEiδ0EiΛ,
P1 :=
m⊕
i=1
ΛEiδ1Ei−1Λ.
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· · · η0−→ P1 η1−→ P0 η0−→ P1 η1−→ P0 ρ−→ Λ −→ 0, (4.1)
where ρ is the multiplication map, i.e.,
ρ(Eiδ0Ei) = Ei,
and η1, η0 are the left Λe-homomorphisms given by
η1(Eiδ1Ei−1) = Ei(Xδ0 − δ0X)Ei−1,
η0(Eiδ0Ei) = Ei
(
nm−1∑
μ=0
Xμδ1X
nm−μ−1
)
Ei
for 1 i m.
We prepare some lemmas to prove this theorem.
Lemma 4.2. Let T be a diagonal matrix in Mm(S). Then we have
EiT
τk δkEi−k = EiδkT Ei−k
for 1 i m and 0 k  nm − 1.
Proof. We set T =∑mi=1 tiEi , where ti ∈ S. Then, by (3.1), we have
EiT
τk δkEi−k = (Ei−kT )τ
k
δkEi−k = (Ei−kti−k)τ
k
δkEi−k = Ei(ti−kE)τ
k
δkEi−k
= Eiδk(ti−kE)Ei−k = EiδkT Ei−k.
This completes the proof of the lemma. 
Lemma 4.3. The above-mentioned ρ, η1 and η0 are left Λe-homomorphisms.
Proof. (1) It is obvious that ρ is a left Λe-homomorphism, since ρ is a multiplication map.
(2) We define a left Λe-homomorphism η˜1 given by
η˜1 :Λ ⊗ Λ → Λ ⊗ Λ (E ⊗ E → Xδ0 − δ0X).
Then we obtain
η˜1(Eiδ1Ei−1) = η˜1
(
n∑
j=1
Ei(xjE)
τ ⊗ yjEi−1
)
=
n∑
j=1
Ei(xjE)
τ η˜1(E ⊗ E)yjEi−1
=
n∑
Ei(xjE)
τ (Xδ0 − δ0X)yjEi−1j=1
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j=1
(
EiXxj δ0yjEi−1 − Ei(xjE)τ δ0(yjE)τXEi−1
)
=
n∑
j=1
(
XEi−1xj δ0yjEi−1 − Ei(xjE)τ δ0(yjE)τEiX
)
=
n∑
j=1
(
XEi−1xjyj δ0Ei−1 − Ei(xjE)τ (yjE)τ δ0EiX
)
= XEi−1
(
n∑
j=1
xjyj
)
δ0Ei−1 − Ei
(
n∑
j=1
xjyjE
)τ
δ0EiX
= EiXδ0Ei−1 − Eiδ0XEi−1 = Ei(Xδ0 − δ0X)Ei−1
by (3.2), Lemmas 4.2 and 2.1 for 1  i  m. So we have η˜1|P1 = η1. Therefore, η1 is a left
Λe-homomorphism.
(3) We define a left Λe-homomorphism η˜0 given by
η˜0 :Λ ⊗ Λ → Λ ⊗ Λ
(
E ⊗ E →
nm−1∑
μ=0
Xμδ1X
nm−μ−1
)
.
Then we have
η˜0(Eiδ0Ei) = Ei
(
nm−1∑
μ=0
Xμδ1X
nm−μ−1
)
Ei
for 1 i m. So we have η˜0|P0 = η0. Therefore, η0 is a left Λe-homomorphism. This completes
the proof of the lemma. 
Lemma 4.4. We have the left S- and right Λ-homomorphisms h−1, h0 and h1:
· · · h1←− P1 h0←− P0 h1←− P1 h0←− P0 h−1←− Λ,
given by
h−1(λ) =
(
m∑
ν=1
Eνδ0Eν
)
λ for all λ ∈ Λ,
h0
(
XkEiδ0Ei
)= {0 (k = 0),
Ei+k(
∑k−1
μ=0 Xμδ1Xk−μ−1)Ei (1 k  nm− 1),
h1
(
XkEiδ1Ei−1
)= {0 (0 k  nm − 2),
Ei−1δ0Ei−1 (k = nm− 1)
for 1 i m.
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(1) It is easily verified that h−1 is a left S- and right Λ-homomorphism by (3.1).
(2) We define a left S- and right Λ-homomorphism h˜0 :Λ ⊗ Λ → Λ ⊗ Λ given by
h˜0
(
XkEi ⊗ E
)= {0 (k = 0),
Ei+k(
∑k−1
μ=0 Xμδ1Xk−μ−1) (1 k  nm− 1)
for 1 i m. We set k = mq + r where 0 q  n − 1 and 0 r m − 1. Then it follows that
(xjE)
τkEi+k = xσ
k′
j Ei+k where k′ = q or q + 1. Thus we have
h˜0
(
XkEiδ0Ei
)= h˜0
(
n∑
j=1
XkEixj ⊗ yjEi
)
= h˜0
(
n∑
j=1
(xjE)
τkEi+kX
k ⊗ yjEi
)
= h˜0
(
n∑
j=1
xσ
k′
j Ei+kX
k ⊗ yjEi
)
=
n∑
j=1
xσ
k′
j h˜0
(
XkEi ⊗ E
)
yjEi.
(a) Case k = 0: We have
h˜0(Eiδ0Ei) = 0.
(b) Case 1 k  nm − 1: We obtain
h˜0
(
XkEiδ0Ei
)= n∑
j=1
xσ
k′
j Ei+k
(
k−1∑
μ=0
Xμδ1X
k−μ−1
)
yjEi
=
k−1∑
μ=0
n∑
j=1
(xjE)
τkEi+kX
μδ1X
k−μ−1yjEi
=
k−1∑
μ=0
n∑
j=1
XμEi+k−μ(xjE)
τk−μδ1(yjE)
τk−μ−1Ei+k−μ−1X
k−μ−1
=
k−1∑
μ=0
n∑
j=1
XμEi+k−μ(xjE)
τk−μ(yjE)
τk−μδ1Ei+k−μ−1X
k−μ−1
=
k−1∑
μ=0
Ei+kX
μ
(
n∑
j=1
xjyjE
)τk−μ
δ1X
k−μ−1Ei
= Ei+k
(
k−1∑
μ=0
Xμδ1X
k−μ−1
)
Ei.
So we have h˜0|P0 = h0. Therefore, h0 is a left S- and right Λ-homomorphism.
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h˜1
(
XkEi ⊗ E
)= {0 (0 k  nm − 2),
Ei−1δ0E (k = nm− 1)
for 1 i m. We set k = mq + r where 0 q  n − 1 and 0 r m − 1. Then it follows that
(xjE)
τk+1Ei+k = xσ
k′′
j Ei+k where k′′ = q or q + 1. So we have
h˜1
(
XkEiδ1Ei−1
)= h˜1
(
n∑
j=1
XkEi(xjE)
τ ⊗ yjEi−1
)
= h˜1
(
n∑
j=1
(xjE)
τk+1Ei+kX
k ⊗ yjEi−1
)
= h˜1
(
n∑
j=1
xσ
k′′
j Ei+kX
k ⊗ yjEi−1
)
=
n∑
j=1
xσ
k′′
j h˜1
(
XkEi ⊗ E
)
yjEi−1.
(a) Case 0 k  nm− 2: We have
h˜1(Eiδ1Ei−1) = 0.
(b) Case k = nm − 1: It can be verified that
h˜1
(
XkEiδ1Ei−1
)= Ei−1δ0Ei−1.
So we have h˜1|P1 = h1. Therefore, h1 is a left S- and right Λ-homomorphism. This completes
the proof of the lemma. 
Lemma 4.5. We have that {h−1, h0, h1} is a contracting homotopy of (4.1).
Proof. In the following, it is assumed that 1 i m.
(1) ρh−1 = idΛ. We have
ρh−1(λ) = ρ
(
m∑
ν=1
Eνδ0Eνλ
)
=
(
m∑
ν=1
Eν
)
λ = λ
for all λ ∈ Λ.
(2) h−1ρ + η1h0 = idP0 .
(a) Case k = 0: We have
(h−1ρ + η1h0)(Eiδ0Ei) = h−1(Ei) + η1(0) =
(
m∑
Eνδ0Eν
)
Ei = Eiδ0Ei.ν=1
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(h−1ρ)
(
XkEiδ0Ei
)= h−1(XkEi)=
(
m∑
ν=1
Eνδ0Eν
)
XkEi =
(
m∑
ν=1
Eνδ0Eν
)
Ei+kX
k
= Ei+kδ0Ei+kXk
and
(η1h0)
(
XkEiδ0Ei
)= η1
(
Ei+k
(
k−1∑
μ=0
Xμδ1X
k−μ−1
)
Ei
)
=
k−1∑
μ=0
Xμη1(Ei+k−μδ1Ei+k−μ−1)X
k−μ−1
=
k−1∑
μ=0
XμEi+k−μ(Xδ0 − δ0X)Ei+k−μ−1Xk−μ−1
=
k−1∑
μ=0
(
Xμ+1Ei+k−μ−1δ0Ei+k−μ−1X
k−μ−1 − XμEi+k−μδ0Ei+k−μXk−μ
)
= XkEiδ0Ei − Ei+kδ0Ei+kXk,
we have
(h−1ρ + η1h0)
(
XkEiδ0Ei
)= XkEiδ0Ei.
(3) h0η1 + η0h1 = idP1 .
(a) Case k = 0: We have
(h0η1 + η0h1)(Eiδ1Ei−1) = h0
(
Ei(Xδ0 − δ0X)Ei−1
)+ η0(0)
= h0(XEi−1δ0Ei−1) − h0(Eiδ0Ei)X
= Eiδ1Ei−1.
(b) Case 1 k  nm − 2: We have
(h0η1 + η0h1)
(
XkEiδ1Ei−1
)= XkEiδ1Ei−1.
(c) Case k = nm− 1: Noting that
(h0η1)
(
Xnm−1Eiδ1Ei−1
)= h0(Xnm−1Ei(Xδ0 − δ0X)Ei−1)
= h0
(
XnmEi−1δ0Ei−1
)− h0(Xnm−1Eiδ0Ei)X
= πE · h0(E δ0E ) − h0
(
Xnm−1Eiδ1Ei
)
Xi−1 i−1
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(
nm−2∑
μ=0
Xμδ1X
nm−μ−2
)
EiX
= −Ei−1
(
nm−2∑
μ=0
Xμδ1X
nm−μ−1
)
Ei−1
and
(η0h1)
(
Xnm−1Eiδ1Ei−1
)= η0(Ei−1δ0Ei−1) = Ei−1
(
nm−1∑
μ=0
Xμδ1X
nm−μ−1
)
Ei−1,
we have
(h0η1 + η0h1)
(
Xnm−1Eiδ1Ei−1
)= Ei−1Xnm−1δ1Ei−1 = Xnm−1Eiδ1Ei−1.
(4) h1η0 + η1h0 = idP0 .
(a) Case k = 0: We have
(h1η0 + η1h0)(Eiδ0Ei) = Eiδ0Ei.
(b) Case 1 k  nm− 1: Noting that
(h1η0)
(
XkEiδ0Ei
)= h1
(
XkEi
(
nm−1∑
μ=0
Xμδ1X
nm−μ−1
)
Ei
)
=
nm−1∑
μ=0
h1
(
Xk+μEi−μδ1Ei−μ−1
)
Xnm−μ−1
= h1
(
Xnm−1Ei+k+1δ1Ei+k
)
Xk = Ei+kδ0Ei+kXk
and
(η1h0)
(
XkEiδ0Ei
)= η1
(
k−1∑
μ=0
XμEi+k−μδ1Ei+k−μ−1X
k−μ−1
)
=
k−1∑
μ=0
XμEi+k−μ(Xδ0 − δ0X)Ei+k−μ−1Xk−μ−1
=
k−1∑
μ=0
(
Xμ+1Ei+k−μ−1δ0Ei+k−μ−1X
k−μ−1 − XμEi+k−μδ0Ei+k−μXk−μ
)
= XkEiδ0Ei − E δ0E Xk,i+k i+k
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(h1η0 + η1h0)
(
XkEiδ0Ei
)= XkEiδ0Ei.
This completes the proof of the lemma. 
These lemmas complete the proof of Theorem 4.1.
5. The Hochschild cohomology groups of Λ
In this section, we use the left Λe-projective resolution (4.1) to compute the Hochschild co-
homology groups HHt (Λ) := ExttΛe (Λ,Λ) for t  0. Since the resolution (4.1) is periodic of
period 2, we have that HHt (Λ) is periodic of period 2, that is, HHt+2(Λ)  HHt (Λ) for t  1.
Hence we now compute HHt (Λ) for t = 0, 1, 2.
By Proposition 3.2, we define R-submodules of Λ
M
(k)
i,j :=
((
Ei ⊗ (Ej )◦
)
δek
)
Λ
for 1 i, j m and 0 k  nm − 1, then we have a component of the decomposition of Λ for
each k:
m∑
i,j=1
M
(k)
i,j =
m⊕
i,j=1
M
(k)
i,j . (5.1)
Lemma 5.1. There exist the following isomorphisms of R-modules:
ϕ
(k)
i,j : HomΛe(ΛEiδkEjΛ,Λ)
∼−→ M(k)i,j
(
f → f (EiδkEj )
)
for 1 i, j m and 0 k  nm− 1.
Proof. Let ee be an idempotent in Λe, and e be the image of ee by the left Λe-isomorphism
Λe
∼−→ Λ ⊗ Λ (a ⊗ b◦ → a ⊗ b). It suffices to show that
ϕ : HomΛe(ΛeΛ,Λ)
∼−→ eeΛ (f → f (e))
is an R-isomorphism. For each λ ∈ Λ, we define the left Λe-homomorphism
Ψ (λ) :Λ ⊗ Λ → Λ (E ⊗ E → λ) (5.2)
and the R-homomorphism
ψ : eeΛ → HomΛe(ΛeΛ,Λ)
(
eex → Ψ (eex)∣∣
ΛeΛ
)
.
Then it is easy to show that ψ is the inverse map of ϕ. This completes the proof of the lemma. 
In the following, we will use Ψ as defined in (5.2).
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M
(k)
i,i−k = SXkEi−k
for 1 i m and 0 k  nm− 1.
Proof. Since Λ =⊕mi,j=1 ΔE˜i,j by (2.2), we have EiΛEj = ΔE˜i,j . Hence we have
M
(k)
i,i−k =
((
Ei ⊗ (Ei−k)◦
)
δek
)
Λ = (δek(Ei ⊗ (Ei−k)◦))Λ = δek(EiΛEi−k)
= δek(ΔE˜i,i−k) = δek
(
n−1⊕
l=0
SΠlE˜i,i−k
)
= δek
(
n−1⊕
l=0
SXml+rEi−k
)
, (5.3)
where we set k = mq + r (0  q  n − 1, 0  r  m − 1). So, for all a ∈ M(k)
i,i−k , we set
a = δek(
∑n−1
l=0 slXml+rEi−k) where sl ∈ S. Then we have
a =
(
n∑
j=1
(xjE)
τk ⊗ (yjE)◦
)(
n−1∑
l=0
slX
ml+rEi−k
)
=
n∑
j=1
n−1∑
l=0
(xjE)
τk slX
ml+rEi−k(yjE)
=
n∑
j=1
n−1∑
l=0
(xjE)
τk sl(yjE)
τml+rXml+rEi−k
=
n∑
j=1
n−1∑
l=0
(
xσ
q
j E
)τ r (
yσ
l
j E
)τ r
slX
ml+rEi−k
=
n−1∑
l=0
((
n∑
j=1
xσ
q−l
j yj
)σ l
E
)τ r
slX
ml+rEi−k
= sqXkEi−k,
hence M(k)
i,i−k ⊂ SXkEi−k . By calculating δek(sXkEi−k) in the same way, we have
δek
(
sXkEi−k
)= sXkEi−k (5.4)
for s ∈ S, 1 i m and 0 k  nm − 1. Therefore, the opposite inclusion follows from (5.3).
This completes the proof of the lemma. 
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ϕ
(0)
i,i : HomΛe(ΛEiδ0EiΛ,Λ)
∼−→ M(0)i,i = SEi,
ϕ
(1)
i,i−1 : HomΛe(ΛEiδ1Ei−1Λ,Λ)
∼−→ M(1)
i,i−1 = SXEi−1 = SE˜i,i−1
for 1 i m. Furthermore there exist the following R-isomorphisms:
u0 : HomΛe(P0,Λ)
∼−→
m⊕
i=1
SEi
(
f →
m∑
i=1
f (Eiδ0Ei)
)
,
u1 : HomΛe(P1,Λ)
∼−→
m⊕
i=1
SE˜i,i−1
(
g →
m∑
i=1
g(Eiδ1Ei−1)
)
by (5.1). We remark that the inverse maps of u0 and u1 are given by
u−10
(
m∑
i=1
siEi
)
=
m∑
i=1
Ψ (siEi)π
(0)
i for all si ∈ S,
u−11
(
m∑
i=1
ti E˜i,i−1
)
=
m∑
i=1
Ψ (tiE˜i,i−1)π
(1)
i for all ti ∈ S,
where π(0)i :P0 → ΛEiδ0EiΛ and π(1)i :P1 → ΛEiδ1Ei−1Λ are the projection maps for 1 
i m.
We have the following commutative diagram:
0 HomΛe(P0,Λ)
∼ u0
η∗1 HomΛe(P1,Λ)
∼ u1
η∗0
HomΛe(P0,Λ)
∼ u0
η∗1 · · ·
0
⊕m
i=1 SEi
η#1 ⊕m
i=1 SE˜i,i−1
η#0 ⊕m
i=1 SEi
η#1 · · · ,
(5.5)
where η∗1 and η∗0 are induced by η1 and η0, respectively, and we set η#1 := u1η∗1u−10 and η#0 :=
u0η∗0u
−1
1 . We use the lower complex to compute HH
t (Λ) for t  0. So we describe η#1 and η#0
explicitly.
Lemma 5.3. We have
η#1(sEi) = (sE)τ E˜i+1,i − sE˜i,i−1,
η#0(sE˜i,i−1) = TW/K(s)πE
for s ∈ S and 1 i m.
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Ψ
(
sXkEi−k
)
(δk) = δek
(
Ψ
(
sXkEi−k
)
(E ⊗ E))= δek(sXkEi−k)= sXkEi−k
for s ∈ S, 1 i m and 0 k  nm− 1. We use this equation in the following.
For s ∈ S and 1 i m, we have
η#1(sEi) =
(
u1η
∗
1u
−1
0
)
(sEi) = u1
(
Ψ (sEi)π
(0)
i η1
)
=
m∑
j=1
(
Ψ (sEi)π
(0)
i η1
)
(Ej δ1Ej−1)
=
m∑
j=1
(
Ψ (sEi)π
(0)
i
)
(XEj−1δ0Ej−1 − Ejδ0EjX)
= Ψ (sEi)(XEiδ0Ei − Eiδ0EiX)
= XEiΨ (sEi)(δ0)Ei − EiΨ (sEi)(δ0)EiX
= XEi(sEi)Ei − Ei(sEi)EiX = (sE)τ E˜i+1,i − sE˜i,i−1.
For any k ∈ Z, we denote the integer k′ satisfying that k ≡ k′ (mod m) and 0 k′ m − 1 by k.
Then we have
η#0(sE˜i,i−1) =
(
u0η
∗
0u
−1
1
)
(sE˜i,i−1) = u0
(
Ψ (sE˜i,i−1)π
(1)
i η0
)
=
m∑
j=1
(
Ψ (sE˜i,i−1)π
(1)
i η0
)
(Ej δ0Ej)
=
m∑
j=1
(
Ψ (sE˜i,i−1)π
(1)
i
)( nm−1∑
μ=0
XμEj−μδ1Ej−μ−1X
nm−μ−1
)
=
m∑
j=1
Ψ (sE˜i,i−1)
(
n−1∑
k=0
Xj−i+km(Eiδ1Ei−1)X
nm−(j−i+km)−1
)
=
m∑
j=1
n−1∑
k=0
Xj−i+kmEiΨ (sXEi−1)(δ1)Ei−1X
nm−(j−i+km)−1
=
m∑
j=1
n−1∑
k=0
Xj−i+kmEi(sXEi−1)Ei−1X
nm−(j−i+km)−1
=
m∑
j=1
n−1∑
k=0
Xj−i+km(sEi)Xnm−(j−i+km) =
m∑
j=1
n−1∑
k=0
(
sσ
k
E
)τ j−i
Ei+j−i+kmX
nm
=
m∑ n−1∑(
sσ
k
E
)τ j−i
Ej (πE) =
m∑( n−1∑
sσ
k
E
)τ j−i
(πEj )j=1 k=0 j=1 k=0
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m∑
j=1
(
TW/K(s)E
)τ j−i
(πEj ) =
m∑
j=1
TW/K(s)πEj = TW/K(s)πE.
This completes the proof of the lemma. 
Theorem 5.4. There exist the following isomorphisms of R-modules:
HHt (Λ) 
⎧⎨⎩
R (t = 0),
0 (t : odd, t  1),
R/πR (t : even, t  2).
Proof. We have HHt+2(Λ)  HHt (Λ) for t  1 by (4.1). Hence we compute HHt (Λ) for t =
0,1,2.
(1) Case t = 0: We have HH0(Λ)  HomΛe(Λ,Λ)  Z(Λ) = R, where Z(Λ) denotes the
center of Λ.
(2) Case t = 1: For all a = ∑mi=1 siE˜i,i−1 ∈ Kerη#0 where si ∈ S, we have 0 = η#0(a) =∑m
i=1 TW/K(si)πE, hence 0 =
∑m
i=1 TW/K(si) = TW/K(
∑m
i=1 si). {s ∈ S | TW/K(s) = 0} =
{sσ − s | s ∈ S}. So there exists u ∈ S such that ∑mi=1 si = uσ − u. We set vi := −∑ij=1 sj + uσ
for 1  i  m. Then we have vm = −∑mj=1 sj + uσ = −(uσ − u) + uσ = u and vσm − v1 =
uσ − (−s1 + uσ ) = s1. Furthermore, we have vi−1 − vi = si for 2 i m. So we have
η#1
(
m∑
i=1
viEi
)
=
m∑
i=1
(
(viE)
τ E˜i+1,i − viE˜i,i−1
)= m∑
i=1
(
(vi−1E)
τ − viE
)
E˜i,i−1
= (vσm − v1)E˜1,m + m∑
i=2
(vi−1 − vi)E˜i,i−1 =
m∑
i=1
siE˜i,i−1 = a,
hence Kerη#0 ⊂ Imη#1. Therefore, we have HH1(Λ)  Kerη#0/ Imη#1 = 0.
(3) Case t = 2: Since TW/K(S) = R, we have Imη#0 = πRE. Next, for all a =
∑m
i=1 siEi ∈
Kerη#1, where si ∈ S, we have
0 = η#1(a) =
(
sσm − s1
)
E˜1,m +
m∑
i=2
(si−1 − si)E˜i,i−1
by the same calculation in (2). So we have sσm = s1 = s2 = · · · = sm, hence sm ∈ R. Therefore,
we have a ∈ RE, i.e., Kerη#1 ⊂ RE. Since the inverse inclusion is clear, we have Kerη#1 = RE.
Therefore, we obtain HH2(Λ)  Kerη#1/ Imη#0 = RE/πRE  R/πR.
This completes the proof of the theorem. 
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In this section, we determine the ring structure of the Hochschild cohomology ring
HH∗(Λ) :=⊕t0 HHt (Λ) by the Yoneda product × which is calculated by (4.1). We denote
(4.1) by
· · · ηj+1−→ Pj ηj−→ · · · η3−→ P2 η2−→ P1 η1−→ P0 ρ−→ Λ −→ 0 (j  1),
where P2i = P0, P2i+1 = P1, η2i = η0 and η2i+1 = η1 for i  1. For any α ∈ Kerη∗i+1 and
β ∈ Kerη∗j+1 (i, j  0) under the notation of (5.5), let [α]i ∈ HHi (Λ) and [β]j ∈ HHj (Λ) be
the elements which are represented by α and β , respectively, where we note that [α]0 = α and
[β]0 = β . There exists the commutative diagram of left Λe-modules:
· · · ηi+j+1 Pi+j
fi
ηi+j · · · ηj+2 Pj+1
f1
ηj+1
Pj
f0
β
Λ
· · · ηi+1 Pi
ηi · · · η2 P1
η1
P0
ρ
Λ 0,
where fl (0  l  i) are liftings of β . Then we define [α]i × [β]j = [αfi]i+j ∈ HHi+j (Λ) (cf.
[3, p. 91]). Note that HHi (Λ) is an R-module, where the operation is defined by r[α]i = [rα]i
for all r ∈ R.
Theorem 6.1. We have the following isomorphism of graded R-algebras:
HH∗(Λ)  R[x]/(πx), where degx = 2.
Hence, the Hochschild cohomology ring of any hereditary order is also isomorphic to
R[x]/(πx), where degx = 2.
Proof. By Theorem 5.4, we have HH∗(Λ) = ⊕i0 HH2i (Λ). It is obvious that the identity
element of HH∗(Λ) is ρ ∈ HH0(Λ). Since the Yoneda product in HH0(Λ) = Z(Λ)ρ corresponds
to the usual product in Z(Λ), it is considered that HH0(Λ) is identified to Z(Λ) = R as rings.
We use the notation in (5.5). For i  1, we have the isomorphisms of R-modules (cf. proof of
Theorem 5.4):
HH2i (Λ) = Kerη∗2i+1/ Imη∗2i  Kerη#2i+1/ Imη#2i  R/πR;
[ρ]2i ←→ [E]2i ←→ [1],
where [ρ]2i = ρ + Imη∗2i , [E]2i = E + Imη#2i and [1] = 1 + πR. Therefore, HH2i (Λ) = R[ρ]2i
and π[ρ]2i = 0 for i  1. For all r[ρ]2i ∈ HH2i (Λ) and s[ρ]2j ∈ HH2j (Λ) where i, j  0 and
r, s ∈ R, we have r[ρ]2i × s[ρ]2j = [rsρ]2(i+j) = s[ρ]2j × r[ρ]2i by calculating the Yoneda
product according to the above method. This completes the proof of the first statement.
Let Γ1 and Γ2 be R-algebras. If Γ1 and Γ2 are Morita equivalent, then we know that there
exists an isomorphism of algebras between HH∗(Γ1) and HH∗(Γ2) (cf. [5, Proposition 2.5]).
And any hereditary order is Morita equivalent to the basic one. That is to say, as easily seen,
M. Suda, K. Sanada / Journal of Algebra 305 (2006) 48–67 67the hereditary order of type
∑m
i=1 ki and invariant {k1, k2, . . . , km} is Morita equivalent to the
hereditary order of type m and invariant {1,1, . . . ,1︸ ︷︷ ︸
m
}. This completes the proof of the second
statement. 
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