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Abstract
X-vectors have become the standard for speaker-embeddings
in automatic speaker verification. X-vectors are obtained us-
ing a Time-delay Neural Network (TDNN) with context over
several frames. We have explored the use of an architecture
built on self-attention which attends to all the features over the
entire utterance, and hence better capture speaker-level char-
acteristics. We have used the encoder structure of Transform-
ers, which is built on self-attention, as the base architecture and
trained it to do a speaker classification task. In this paper, we
have proposed to derive speaker embeddings from the output
of the trained Transformer encoder structure after appropriate
statistics pooling to obtain utterance level features. We have
named the speaker embeddings from this structure as s-vectors.
s-vectors outperform x-vectors with a relative improvement of
10% and 15% in % EER when trained on Voxceleb-1 only and
Voxceleb-1+2 datasets. We have also investigated the effect of
deriving s-vectors from different layers of the model.
Index Terms: S-vectors, Transformer encoder, Speaker Verifi-
cation, x-vectors, speaker embeddings
1. Introduction
Speaker Verification uses speech as a biometric to verify the
identity claimed by the speaker. There are two types of speaker
verification systems: i) text-dependent and ii) text-independent.
Text-independent systems are flexible as there is no constraint
on the text spoken by the speaker. Most of the research in this
area is focused on obtaining a single fixed dimension vector rep-
resenting an utterance. These vectors are then scored to verify
the speaker’s identity and are termed as speaker embeddings.
Any speaker embedding should enhance inter-speaker variabil-
ity and suppress intra-speaker variability while scoring.
I-vectors [1] extracted from UBM-GMM models are one
of the earliest speaker embeddings. The success of i-vectors
piqued the interest among the researchers to search for better
speaker embeddings. With the increase in data available for
training, speaker embeddings based on deep learning methods
have gained popularity.
X-vectors [2, 3] extracted from Time Delay Neural Net-
works (TDNNs) [4] based system have consistently outper-
formed i-vector based systems and are therefore used in the
state-of-the-art systems. In order to account for variable utter-
ance lengths, different pooling methods have been proposed to
aggregate the information across the utterance into a single vec-
tor. Two common pooling methods are Temporal Average Pool-
ing (TAP) [5] and Statistics Pooling (SP) [3]. All these pooling
methods give equal importance to all the frames of an utter-
ance. A new pooling method called Attentive Statistics Pooling
(ASP) was proposed in [6]. ASP identifies important frames in
an utterance and assigns higher weights to those frames while
calculating utterance level statistics.
Convolutional Neural Network (CNN) based methods [5,
7] consider spectrogram representations of speech as images
and proceed to build Speaker Verification systems. These
methods use complex aggregation strategies like NetVLAD,
GhostVLAD. Despite being complex models, only after the
inclusion of the relation module [8], CNN based methods
were able to match the performance of the x-vector system on
Voxceleb-2 dataset.
Attention mechanisms [9, 10] have gained popularity in
Natural Language Processing (NLP) and Speech Processing. It
helps pick the necessary information from the encoder states
of Recurrent Neural network (RNN) at every decode step.
Attention-based techniques took a big step forward with the in-
troduction of Transformers [11] for Machine Translation (MT)
by the NLP research community. A Transformer has two mod-
ules: i) encoder ii) decoder. These two modules are built on
self-attention and interact through cross-attention. In Trans-
formers, information from all the frames is accounted for by the
attention networks. Transformers have also been successfully
used in both Automatic Speech Recognition (ASR) and Text To
Speech (TTS) tasks [12, 13, 14, 15].
In this work, we propose a self-attention based alternative to
the x-vectors system. We have replaced the TDNN of x-vector
system, which has finite context, with the encoder module of the
Transformers. We expect that this arrangement would capture
better speaker characteristics due to unrestricted context. Also,
self-attention is built on the dot product between frames. So
we expect it to capture the similarities across an utterance effi-
ciently. We stick to the same steps followed by the TDNN based
x-vectors and just replace the TDNN with encoder module for
a fair comparison. We show that this model, can outperform
the x-vectors when trained on Voxceleb-1 and Voxceleb-1+2
datasets. [16].
2. Database and Data Augmentation
We have trained two models: i) with Voxceleb-1 dataset ii) with
Voxceleb1+2 dataset. Voxceleb-1 dataset consists of recordings
from 1251 speakers and over 1,00,000 utterances extracted from
celebrity interview videos on YouTube. Voxceleb-2 consists of
recordings from 6112 speakers and has about a million utter-
ances also from celebrity interview videos on Youtube. We
follow data preparation and feature extraction steps which are
identical to the x-vector method. MFCCs are extracted and
energy-based Voice Activity Detection (VAD) is performed to
remove silence frames. The data is then augmented with re-
verberation and noise in the same way as proposed by Snyder
et al. for their x-vector system using Voxceleb-1+2 data [3].
Reverberation examples are taken from the RIRS database [17]
and noise examples are taken from the MUSAN database [18].
The augmented utterances are then chunked to generate training
examples similar to the x-vector system.
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Figure 1: Network Architecture of X-vector System
3. TDNN based X-vectors
The input features are 30 dimension MFCC features obtained
using a frame length of 25ms and 30 Mel filters. A sliding mean
normalisation of up to 3s is applied. The architecture of TDNN
based x-vector training model is shown in Figure 1. Input is 30
dimensional MFCC features. In the first TDNN layer (TDNN-
1), at any time step t, {t − 2, t − 1, t, t + 1, t + 2} frames are
spliced and presented as input. TDNN-2 takes {t− 2, t, t+ 2}
and TDNN-3 takes {t − 3, t, t + 3} spliced frames of the pre-
vious layer as input. TDNN-4 and TDNN-5 take just the tth
frame as input. In order to aggregate the statistics over entire
utterance, this system uses a Statistics Pooling layer. This layer
computes the mean and standard deviation across each dimen-
sion over the entire utterance resulting in a single 3000 dimen-
sion vector. This single vector is representative of the entire
utterance. Then this 3000 dimension vector is passed through
two Feedforward Neural Networks (FFNNs) and then to the
output layer with softmax and cross-entropy as the criterion
for speaker classification. All non-linearities used are Rectified
Linear Units (ReLUs) and batch normalisation is performed at
every stage. The embeddings extracted from FFNN-1 before the
Figure 2: Network Architecture of S-vector System
non-linearity is termed as x-vectors. We have exactly followed
Kaldi’s recipe to extract x-vectors.
4. Proposed S-vectors
X-vectors training is based on limited temporal context, as men-
tioned before. This might not be sufficient to capture speaker
characteristics that persist across an entire utterance. In order
to capture the speaker characteristics better, we have used self-
attention as the backbone of our architecture. Its strength is
that it is not restricted to finite context and attends to all frames
in every time step. Also, because self-attention is built on dot
product between the frames, we expect it to learn speaker char-
acteristics better.
4.1. Architecture
To derive s-vectors, we have replaced the TDNN in the x-vector
system with the encoder of the Transformer [11], as shown in
Figure 2. Input is 30 dimension MFCC features. We used the
same training utterances as used for the x-vectors system. 30
dimension MFCC features are transformed into respective at-
tention dimension (Adim) by FFNN-1 and fed to the above en-
coder layers after the addition of position embeddings. Multi-
head attention is performed at every encoder layer. The encoder
layer is explained in detail in the next section. The resultant
Adim x T final encoder layer’s output is then taken to 1500 x T
through FFNN-2. Statistics pooling on these vectors results in
a single 3000 dimension vector (1500 mean and 1500 standard
deviation). This 3000 dimension vector is then taken to 512 and
then to 512 again by two FFNNs. The resultant vector is then
presented to a classification layer. In all FFNNs except FFNN-
2, we have used ReLU. We have used leaky ReLU (negative
slope = 0.01) in FFNN-2 in order to stabilise the gradients flow-
ing through the standard deviation part of the statistics pooling
layer. We call the vectors extracted from our model as s-vectors.
4.1.1. Encoder Layer
Each encoder layer is made of a self-attention network (SAN)
and FFNN as shown in Figure 3. Batch normalisation is per-
formed after the addition of residuals in every stage of the en-
coder layer. Working of self-attention is represented in Figure 4.
Adim x T input is converted to Queries (Q), Keys (K) and Values
(V) through three Adim x Adim matrices WQ, WK , WV . Ev-
ery vector in the Adim x T output of SAN layer is the weighted
sum of vectors in the Adim x T Values. The weights are decided
by Queries and Keys. As we see in Figure 4, the output Ot is
obtained by a linear combination of all the T frames in Values.
Weights for all the T frames of Values is the softmax of the nor-
malised dot product scores of Qt with all the frames of Keys.
Figure 3: Elements in an Encoder Layer
4.2. Training Details
All the data preparation and feature extraction steps were per-
formed using Kaldi’s [19] Voxceleb v2 recipe. Our s-vector
model was trained in Espnet [20]. The x-vector system chunks
the data into random lengths with different start frames to gen-
erate training examples and writes it as .ark files before training.
These ark files are not compatible with Espnet. So we obtained
the information of chunks like start frame, chunk length and
performed chunking in Espnet before passing an utterance for
training. This ensured that both models were trained on the
same data. Other details of the training conducted in Espnet for
Voxceleb-1 are given in Table 1. For Voxceleb-1+2, Adim was
taken as 512 and heads were set to 8.
Figure 4: Self-attention Network (SAN)
Table 1: Training Details of s-vector Model
Parameter Values
Position Encoding Sinusoidal
Encoder Units 2048
Adim 256
Heads 4
Normalize Before True
Learning Rate 10
Batch Size 64
Optimiser Noam
Warm-up Steps 25000
Normalisation Batch-Norm
4.3. Testing Details
4.3.1. Evaluation Metrics
We have taken the standard Equal Error Rate (EER) and Detec-
tion Cost Function (DCF) as the evaluation metrics to compare
x-vector and our proposed system. EER refers to the cross-over
point of False-Alarm and Miss error rates. DCF is a weighted
linear combination of False Alarm and Miss error rates. For
DCF calculation we assume PTarget = 0.01 (or 0.001) while CMiss
= 1 and CFalse Alarm = 1.
4.3.2. PLDA Scoring
Before feeding the utterances for speaker embeddings extrac-
tion, non-speech frames were removed similar to the original
system using an energy-based Voice Activity Detection (VAD)
system. We have chunked the utterances, with each chunk be-
ing 300 frames and the remaining frames were taken as another
chunk. We have used Kaldi’s recipe for PLDA scoring. We tried
different LDA dimensions and found that the optimal dimension
is 200 similar to that of x-vectors. We chose to chunk the utter-
ance because of the position encoding in our architecture. We
expected that feeding whole utterances will lead to unseen posi-
tions in the input and might result in poor speaker embeddings.
Embeddings extracted for each chunk is then averaged over the
utterance to get the final embedding. Results with and without
chunking for 3-layer s-vectors trained on Voxceleb-1 dataset is
presented in Table 2. We see that both chunked and un-chunked
data yield almost similar results but we prefer chunking as it
yields lesser DCF values.
Table 2: Effect of Chunking on 3-layer s-vector model trained
with Voxceleb-1
Method EER DCF = 0.01 DCF2 = 0.001
Chunked 5.63 0.46 0.62
Un-chunked 5.55 0.49 0.62
4.4. Analysis of the Proposed Architecture
4.4.1. Effect of Different Tapping Positions
We analysed the effect of deriving embeddings from FFNN-3
and FFNN-4. % EER and DCF for both these positions of a
3-layer s-vector model trained on Voxceleb-1 are presented in
Table 3. We see that FFNN-3 gives better embeddings com-
pared to FFNN-4. The speaker embeddings correspond to the
affine part of FFNN-3 and FFNN-4.
Table 3: Effect of Tapping Layer on 3-layer s-vector model
trained with Voxceleb-1
Layer EER DCF = 0.01 DCF2 = 0.001
FFNN-3 5.63 0.46 0.62
FFNN-4 6.69 0.54 0.68
4.4.2. Finding the Optimal Number of Encoder Layers
We first analysed the proposed s-vector architecture by varying
the number of encoder layers for Voxceleb-1 data. % EER and
DCF for the different number of layers taken is presented in Ta-
ble 4. We see that all the three models are consistently perform-
ing better than x-vectors in terms of % EER. 3-layer s-vector
model outperforms x-vectors in both % EER and DCF. We have
quoted the best performing x-vectors model after comparing the
results from systems trained for 3, 5 and 10 epochs. The Detec-
tion Error Tradeoff (DET) curves for x-vectors and the best per-
forming 3-layer s-vector model is presented in Figure 5. Sim-
ilarly we trained a 6 layer s-vector model with Voxceleb-1+2
data and the results are presented in Table 5. DET Curve is
presented in Figure 6. We see that s-vector system outperforms
x-vectors in terms of % EER and DCF in case of Voxceleb-1+2
dataset too. Finetuning the parameters might improve the re-
sults further.
Table 4: Effect of Encoder Layers when trained with Voxceleb-1
Model % EER DCF DCF
2-L s-vector 5.80 0.48 0.65
3-L s-vector 5.63 0.46 0.62
4-L s-vector 5.50 0.50 0.64
x-vector 6.26 0.54 0.64
Table 5: Voxceleb-1+2 Results
Model % EER DCF=0.01 DCF=0.001
6-L s-vector 2.67 0.30 0.44
x-vector 3.13 0.33 0.5
Figure 5: DET Curves for the best s-vector system on Voxceleb-
1 data
Figure 6: DET Curves for 6 layer s-vector system on Voxceleb-
1+2 data
5. Conclusions and Future Work
In this work, we have proposed a new architecture for deriv-
ing speaker embeddings based on Transformer’s encoder. We
call these embeddings as s-vectors. It has outperformed the %
EER of the standard x-vector system by 10% relative in case
of Voxceleb-1 and 15% relative in case of Voxceleb-1+2. Also
the DCF values are better than the x-vectors. Finetuning the pa-
rameters might improve the results further. In future, we would
like to explore intelligent ways of combining the statistics of
our model to improve the performance further, including atten-
tion across all temporal outputs to get the pooled utterance level
vector.
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