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Stochastic partial differential equations (SPDEs) can be used to model sys-
tems in a wide variety of fields including physics, chemistry, and engineering. The
main SPDEs of interest in this dissertation are the semilinear stochastic wave equa-
tions which model the movement of a material with constant mass density that is
exposed to both determinstic and random forcing. Cerrai and Freidlin have shown
that on fixed time intervals, as the mass density of the material approaches zero,
the solutions of the stochastic wave equation converge uniformly to the solutions of
a stochastic heat equation, in probability. This is called the Smoluchowski-Kramers
approximation. In Chapter 2, we investigate some of the multi-scale behaviors that
these wave equations exhibit. In particular, we show that the Freidlin-Wentzell
exit place and exit time asymptotics for the stochastic wave equation in the small
noise regime can be approximated by the exit place and exit time asymptotics for
the stochastic heat equation. We prove that the exit time and exit place asymp-
totics are characterized by quantities called quasipotentials and we prove that the
quasipotentials converge. We then investigate the special case where the equation
has a gradient structure and show that we can explicitly solve for the quasipotentials,
and that the quasipotentials for the heat equation and wave equation are equal. In
Chapter 3, we study the Smoluchowski-Kramers approximation in the case where
the material is electrically charged and exposed to a magnetic field. Interestingly, if
the system is frictionless, then the Smoluchowski-Kramers approximation does not
hold. We prove that the Smoluchowski-Kramers approximation is valid for systems
exposed to both a magnetic field and friction. Notably, we prove that the solutions
to the second-order equations converge to the solutions of the first-order equation
in an Lp sense. This strengthens previous results where convergence was proved in
probability.
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1.1 Semilinear stochastic wave equations
By Newton’s law, the movement of a material with constant mass density





(t, ξ) = ∆uµϵ (t, ξ)−
∂uµϵ
∂t





(t, ξ), ξ ∈ D,
uµϵ (0, ξ) = u0(ξ),
∂uµϵ
∂t
(0, ξ) = v0(ξ), ξ ∈ D, uµϵ (t, ξ) = 0, ξ ∈ ∂D.
(1.1)
In the above equation, the Laplacian ∆ models the forces neighboring particles exert
on each other, −∂uµϵ /∂t models friction, and B models some nonlinear forcing.
Stochastic perturbations of this system are modeled by ∂wQ/∂t which is a noise
that is white in time and Q-correlated in space. We also impose Dirichlet boundary
conditions and initial conditions.
In this dissertation, we are interested in the limiting behaviors of uµϵ (t, ξ) as
the mass density µ and noise intensity ϵ go to zero. It is not surprising that on
a fixed time interval as the noise intensity ϵ goes to zero, the perturbed solutions
uµϵ converge to u
µ
0 , the solution to the unperturbed deterministic PDE. As for the
small-mass asymptotics, Cerrai and Freidlin [2, 3] showed that if ϵ > 0 is fixed and
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a time horizon T > 0 is fixed, then uµϵ converge to uϵ the solution of the following
semilinear stochastic heat equation
∂uϵ
∂t





(t, ξ), ξ ∈ D,
uϵ(0, ξ) = u0(ξ), ξ ∈ D, uϵ(t, ξ) = 0, ξ ∈ ∂D.
(1.2)
Formally, equation (1.2) is derived by setting µ = 0 in (1.1). Specifically, they







|uµϵ (t, ·)− uϵ(t, ·)|L2(D) > δ
)
= 0. (1.3)
In fact, by using the methods developed in Chapter 3 of this dissertation, we can





|uµϵ (t, ·)− uϵ(t, ·)|
p
L2(D) = 0. (1.4)
This small mass asymptotic, called the Smoluchowski-Kramers approximation,
is useful because in practice the second-order equation (1.1) is somewhat cumber-
some to study. For example, uµϵ is not a Markov process because its dynamics
depend not only on the position of the particles, but also on their velocities. It is
most natural to study the pair (uµϵ , ∂u
µ
ϵ /∂t) in phase space, as this pair is a Markov
process. On the other hand, the solution uϵ of the first-order equation (1.2) is a
Markov process and has other nice features because of the regularizing properties
of the heat equation.
While the solutions uµϵ and uϵ are close over finite time intervals for small µ, on
an infinite time horizon the solutions deviate substantially. Because of the presence









In light of (1.3) and (1.5), we see that uµϵ exhibits multi-scale behaviors that depend
on the relationship between the mass density µ and the time horizon T . In fact, this
multi-scale behavior also depends on ϵ because when there is less random noise, it
takes more time for uµϵ to deviate from uϵ.
In Chapter 2, we study the relationship between the Smoluchowski-Kramers
approximation and the exit problems from a domain of attraction. In particular, we
fix an open bounded subset G ⊂ L2(D) and study the exit times
τµ,ϵu0,v0 = inf{t > 0 : u
µ
ϵ (t, ·) ̸∈ G}
τ ϵu0 = inf{t > 0 : uϵ(t, ·) ̸∈ G}.
(1.6)
Because of the non-degeneracy of the noise terms, these exit times are finite with
probability 1 for any ϵ > 0. The unperturbed solutions, on the other hand, will
dissipate and will not leave a bounded set G. The wave equations dissipate because
they are exposed to friction. If the unperturbed solutions have the property that
uµ0(t, ·) ∈ G and u0(t, ·) ∈ G for all t > 0, then τµ,ϵu0,v0 and τ
ϵ
u0
will diverge as ϵ → 0.
By using the theory of large deviations, we show that these exit times diverge




































V (x) in probability.
(1.7)
The functionals Vµ and V map L
2(D) to [0,+∞] and are called the quasipotentials.
These functionals also characterize the exit place. We study the L2(D)-valued ran-






) and show that these converge to the minimizers
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Such an N is far from the minimizers of Vµ on ∂G. The above equation means that
the exit place uµϵ (τ
µ,ϵ
u0,v0
) cannot be far from the minimizers of Vµ. We also have the
analogous result for the heat equation. If N ⊂ ∂G has the property that
inf
x∈N














The main result of Chapter 2 is that the quasipotentials converge as µ goes to








Consequently, when µ is small, the exponential divergence rate of the wave equation














ϵ log(τµ,ϵu0,v0) = limϵ→0
ϵ log(τ ϵu0) in probability.
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Another consequence is that when µ is small, the exit place for the wave equation
is close to the exit place for the heat equation. If N ⊂ ∂G is such that
inf
x∈N
V (x) > inf
x∈∂G
V (x),


























Finally, Chapter 2 concludes with the analysis of some special cases where (1.1)
and (1.2) are gradient systems. That is, we assume that the nonlinearity is of the
form B(x) = −Q2DF (x) where DF (x) denotes the Frechet derivative of a sufficient
differentiable F : L2(D) → [0,+∞). In this particular case one can explicitly solve
for the quasipotentials. In fact, in this case the wave equation and heat equation
quasipotentials are equal for all x ∈ L2(D) and
Vµ(x) = V (x) = |Q−1(−∆)1/2x|2 + 2F (x).
Therefore, in the gradient case, the exit time and exit place asymptotics for the heat
equation and wave equation match for all µ > 0.
In Chapter 3 we study the Smoluchowski-Kramers approximation for a slightly
different stochastic wave equation that models the movement of an electrically
charged material that is exposed to a magnetic field as well as deterministic and
random forcing. Consider, for example, an electrically charged one-dimensional
5
string in three-dimensional space. At rest, the string has finite length L forms a line
segment from (0, 0, 0) to (0, 0, L). The string can move freely through the other two
spatial dimensions, but its endpoints are fixed. This is a different situation than
(1.1) where the string only moved through one other spatial dimension. This string
has constant mass density µ > 0 and is exposed to several different forces. The




. The electrically charged string is exposed to a constant uniform magnetic
field that is parallel to the string’s rest position m⃗ = (0, 0, 1). The string is also
exposed to a deterministic nonlinear forcing b that depends only on the position of
the string and a stochastic forcing whose intensity also depends on the position of
the string. By Newton’s law, the position of the string at time t is parameterized by











+ b(uµ(ξ, t), ξ, t)




uµ(0, t) = uµ(L, t) = 0,
uµ(ξ, 0) = u0(ξ),
∂uµ
∂t
(ξ, 0) = v0(ξ).
(1.11)

















We can generalize this problem to any spatial dimension. Let D ⊂ Rd be
bounded and sufficiently regular. Consider the following SPDE where
uµ : D × [0,+∞) → R2.
µuµ(ξ, t) = ∆uµ(ξ, t)− J0
∂uµ
∂t




uµ(ξ, t) = 0, ξ ∈ ∂D,
uµ(ξ, 0) = u0(ξ),
∂uµ
∂t
(ξ, 0) = v0(ξ).
(1.12)
We would like to prove a Smoluchowski-Kramers approximation for this sys-
tem. That is we want to find the limit of uµ as µ → 0. By formally replacing µ




(ξ, t) = J−10
(





u(ξ, t) = 0, ξ ∈ ∂D,
u(ξ, 0) = u0(ξ).
(1.13)
Unfortunately, as in the finite dimensional case [4], uµ does not converge to u.
Actually, if the stochastic term were replaced by a continuous function, then uµ
would converge uniformly on [0, T ] to u. As observed in [4], this phenomenon is


















∣∣∣∣2 = ∫ t
0
sin2(s/µ)ds→ t/2.
In [4], the authors consider various regularizations of (1.12) under which
Smoluchowski-Kramers approximations are valid. In [4] as well as [17] the au-
thors consider a finite dimensional system that is exposed to regularized noise using
the Wong-Zakai approximation. They show that in this situation, a Smoluchowski-
Kramers approximation does hold. In Chapter 3 of this dissertation we regularize
(1.12) by adding a small amount of friction. That is, we consider for any ϵ > 0,









(ξ, t) + b(uϵµ(ξ, t), ξ, t)




uϵµ(ξ, t) = 0, ξ ∈ ∂D,
uϵµ(ξ, 0) = u0(ξ),
∂uϵµ
∂t
(ξ, 0) = v0(ξ).
(1.14)
and the associated first order equation
∂uϵ
∂t
(ξ, t) = (J0 + ϵI)
−1
(





uϵ(ξ, t) = 0, ξ ∈ ∂D,
uϵ(ξ, 0) = u0(ξ).
(1.15)
The addition of friction is reasonable from a physical point of view because very few
real-world systems are frictionless. Mathematically, this approximation is useful






∣∣uϵµ(·, t)− uϵ(·, t)∣∣pL2(D;R2) = 0. (1.16)
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The proof of (1.16) is based on the stochastic factorization lemma and some explicit
estimates of the linear semigroups associated with equation (1.14). We separate the
proofs of these results into the additive and multiplicative noise cases. If G(u, t, ξ) ≡
Q is a constant linear operator, then we can prove (1.16) for any spatial dimension
d ≥ 1 as long as Q is sufficiently regular. If G depends on u, then our methods
suffice to prove the Smoluchowski-Kramers approximation only in the case that the
spatial dimension d = 1. In fact, these methods will also work in the case where
there is only friction and no magnetic field. In this sense, the results of Chapter
3 strengthen the Smoluchowski-Kramers results of [2] and [3]. In these papers,
Cerrai and Freidlin showed the solutions to (1.1) converge to the solutions of (1.2)
uniformly on bounded time intervals in probability. In fact, the convergence is in
Lp(Ω;C([0, T ];L2(D))).
Once we have established that the Smoluchowski-Kramers approximation is
valid for systems exposed to small friction, we show that the approximations (1.14)





|uϵµ(·, t)− uµ(·, t)|
p






|uϵ(·, t)− u(·, t)|pL2(D;R2) = 0. (1.18)
We note, however, that the limit (1.16) is not uniform with respect to ϵ > 0 and the
limit does not hold for ϵ = 0.
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1.2 Sobolev spaces and semigroups
Let D ⊂ Rd be an open connected region with sufficiently smooth boundary.
Let H = L2(D) be the Hilbert space of square integrable functions from D → R





Let A : Dom(A) ⊂ H → H be the realization of the Laplace operator with Dirichlet
boundary conditions. There exists a complete orthonormal basis of H consisting of
eigenvalues of A. We order this basis in such a way that
Aek = −αkek, 0 < αk ≤ αk+1. (1.19)
Also we note that limk→+∞ αk = +∞ so the operator A is unbounded. For example,
in the one-dimensional case D = (0, π), the eigenfunctions and eigenvalues of the






sin(kξ) and αk = k
2. In any spatial





Let C∞0 (D) denote the space of infinitely differentiable functions whose support












αδk ⟨f, ek⟩H ⟨h, ek⟩H .
10
The space Hδ is the fractional Sobolev space W δ,20 (D). When δ = n ∈ N, Hn is
the space of square integrable functions with zero trace and square integrable weak
derivatives up to degree n. As an example, we will show that H1 ≡ W 1,20 (D).
Proposition 1.2.1. The spaces H1 and W 1,20 (D) are equivalent.









⟨f, ek⟩H Aek(ξ) = −
∞∑
k=1
αk ⟨f, ek⟩H ek(ξ).
By the integration by parts formula,
∫
D










where ν denotes the outward pointing normal on the boundary of D. Because f has
zero trace on the boundary, we see that∫
D

















Therefore, the norm in W 1,20 (D) and the norm in H
1 are equivalent. This means
that the completion of C∞0 in the H
1 and W 1,20 (D) norms coincide.
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αδk ⟨f, ek⟩ ek.





Proposition 1.2.2. For δ < η, the closed unit ball of Hη is a compact subset of
Hδ.
Proof. Let |xn|Hη ≤ 1. Because Hη is a Hilbert space, there is a subsequence which
we label as xn that converges to a limit x in the weak topology. In particular, for
any k ∈ N,
lim
n→+∞
⟨xn, ek⟩Hη = ⟨x, ek⟩Hη .
Then for N ∈ N to be chosen later
|xn − x|2Hδ =
∞∑
k=1


















By first choosing N large and then n large we can make the above expression arbi-
trarily small because δ − η < 0.
Let S(t) : Hδ → Hδ be the semigroup generated by A. That is for any x ∈ Hδ,
u(t) = S(t)x is the solution of the linear differential equation
∂u
∂t
(t) = Au(t), u(0) = x.
12




⟨S(t)x, ek⟩H = ⟨AS(t)x, ek⟩H = −αk ⟨S(t)x, ek⟩
and it follows that
⟨S(t)x, ek⟩H = e
−αkt ⟨x, ek⟩H .




e−αkt ⟨x, ek⟩H ek. (1.22)
We also want to define the semigroup related to the damped wave equation
(1.1). Define the phase spaces Hδ = Hδ × Hδ−1. Hδ is a Hilbert space endowed
with the inner product





We set H = H0. Define the operator Aµ : Dom(Aµ) ⊂ Hδ → Hδ by
Aµ(u, v) = (v, µ
−1(Au− v)). (1.23)







(t) = µ−1(Au(t)− v(t)).
u(0) = u0, v(0) = v0.








An explicit representation of Sµ(t) is given in [2].
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There is an analogous way of building the Sobolev spaces and semigroups
related to problems (1.12), (1.13), (1.14), and (1.15) which we describe in Chapter
3.
1.3 Noise and mild solutions
Let D ⊂ Rd. In this section we describe space-time white noise. Space-
time white noise is a Schwartz-distribution-valued Gaussian random variable. It is
Gaussian in the sense that the (probability) distribution of white noise integrated
against any test function is Gaussian. For any deterministic test function































Space-time white noise is transition and rotation invariant in law. Further-















are independent. In fact, up to a multiplicative constant the distribution of white
noise is characterized by its Gaussianity, independence on disjoint subsets of space-
time and translation invariance in law. When considering random perturbations
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on space-time, these three features are completely natural. In many applications,
white noise models difficult-to-predict microscopic behaviors such as the collision of
molecules. By the central limit theorem, large quantities of random collisions should
average to a behavior that is approximately Gaussian. The translation invariance
means that the nature of the noise is similar in all regions of space-time. No regions
of space-time are noisier than others. Finally, the independence on disjoint regions
of space-time is a very natural assumption. If the noise is the consequence of mi-
croscopic collisions, then those collisions should be approximately independent on
regions of space that do not overlap, and the future noise should be independent of
the past noise.
The Ito “derivative” of a Brownian motion β(t) is an example of a time-only






are Gaussian random variables with covariance∫ T
0
φ(s)ψ(s)ds.
This is why continuous finite dimensional SDEs are often driven by dβ. Of course,
the Ito integral is not the only type of stochastic integration that has this property.
The Stratovich integral and Ito integral coincide for deterministic integrands. This
example demonstrates that there is some ambiguity in the original description of a
space-time white noise. We choose to work with Ito integrals so that time incre-
ments are independent, and we can explicitly build a space-time white noise from
one-dimensional Ito integrals. Specifically, let {βk(t)} be a sequence of independent
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identically distributed one-dimensional Brownian motions defined on some proba-
bility space (Ω,F ,P) and adapted to a filtration Ft. Let H = L2(D) and let {ek}
be a complete orthonormal basis of H.























⟨φ(t, ·), ek⟩H dβk(t)
(1.25)
where the above integrals are taken in the Ito sense.




























Definition 1.3.2. The mild solution of the abstract stochastic equation
∂u
∂t
(t) = Au(t) +B(u(t)) +
∂w
∂t
(t), u(0) = u0 (1.26)
is given by





































By Weyl’s law for the asymptotics of the eigenvalues of the Laplacian,
αk ∼ k2/d
where d is the spatial dimension. This means that the stochastic convolution is
Hδ-valued for any δ < 2−d
2
. If d = 1, then the stochastic convolution is Hδ valued
for δ < 1/2 and is therefore function valued. On the other hand, if d ≥ 2, then the
solutions only exist in negative Sobolev spaces and are therefore genuine Schwartz-
distributions. In the linear case (B(u) ≡ 0), the mild solution (1.27) is simply Hδ
valued for δ < 2−d
2
. If, however, the domain of the nonlinearity B is functions,
then the mild solution has no meaning when d ≥ 2. For example, consider for any
function u(ξ), the composition operator B(u)(ξ) = b(u(ξ)) for some b : R → R.
Such a B has no meaning when u ∈ Hδ for negative δ.
It is therefore necessary to study SPDEs exposed to regularizations of white
noise that guarantee that the mild solution is function valued.
Definition 1.3.3. Let Q ∈ L(H). A noise that is white in time and Q2-correlated


































Such a noise is still white in time in the sense dwQ is translation invariant (in
distribution) in time and the future is independent of the past. On the other hand,
dwQ no longer is translation invariant in space, and it is not independent on disjoint
subsets of space. Despite these drawbacks, dwQ can be a suitable model of noise in
cases where dw is too rough for solution of the SPDE to exist.
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Chapter 2: Smoluchowski-Kramers approximation of the exit prob-
lem
2.1 Introduction
In the present chapter, we are dealing with the following stochastic wave equa-




(t, ξ) = ∆uµϵ (t, ξ)−
∂uµϵ
∂t





(t, ξ), ξ ∈ D,
uµϵ (0, ξ) = u0(ξ),
∂uµϵ
∂t
(0, ξ) = v0(ξ), ξ ∈ D, uµϵ (t, ξ) = 0, ξ ∈ ∂D.
(2.1)
Here ∂wQ/∂t is a cylindrical Wiener process, white in time and colored in space,
with covariance Q2, and µ and ϵ are small positive constants.
As a consequence of the Newton law, we may interpret the solution uµϵ (t, ξ) of
equation (2.1) as the displacement field of the particles of a material continuum in
the domain D, subject to a random external force field
√
ϵ∂wQ/∂t(t, ξ) and a damp-
ing force proportional to the velocity field ∂uµϵ /∂t(t, ξ). The Laplacian describes
interaction forces between neighboring particles, in presence of a non-linear reaction
described by B. The constant µ represents the constant density of the particles.
In [2] and [3], it has been proven that, for fixed ϵ > 0, as the density µ
converges to 0, the solution uµϵ (t) of problem (2.1) converges to the solution uϵ(t) of
19
the stochastic first order equation
∂uϵ
∂t





(t, ξ), ξ ∈ D,
uϵ(0, ξ) = u0(ξ), ξ ∈ D, uϵ(t, ξ) = 0, ξ ∈ ∂D,
(2.2)
uniformly for t on fixed intervals. More precisely, they have shown that for any







|uµϵ (t)− uϵ(t)|H > η
)
= 0. (2.3)
Such an approximation is known as the Smoluchowski-Kramers approximation. In
fact, in Chapter 3 of this dissertation, we show that the solutions converge in







H = 0. (2.4)
Once one has proved the validity of (2.3), an important question arises: how
do some relevant asymptotic properties of the second and the first order systems
compare, with respect to the small mass asymptotic? In [14] and [10] finite di-
mensional analogues of this problem were studied. The authors investigated the
interactions between the small mass asymptotic (µ → 0) and other asymptotic be-
hviors including large deviation estimates, the exit problem from a domain, various
averaging procedures, the Wong-Zakai approximation, and homogenization. It has
been proven that in some cases the two asymptotics do match together properly and
in other cases they exhibit non-trivial multi-scale behaviors.
In [2], where the validity of the Smoluchowski-Kramers approximation for
SPDEs has been approached for the first time, the long time behavior of equations
(2.1) and (2.2) has been compared, under the assumption that the two systems are
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of gradient type. Actually, in the case of white noise in space and time (that is
Q = I and hence d = 1) an explicit expression for the Boltzman distribution of




ϵ /∂t(t)) in the phase space H := L2(0, 1)×H−1(0, 1)
has been given. Of course, since in the functional space H there is no translation
invariant measure analogous to the Lebesgue measure in finite dimensional space, an
auxiliary Gaussian measure has been introduced, with respect to which the density of
the Boltzman distribution has been written down. This auxiliary Gaussian measure
is the stationary measure of the linear wave equation related to problem (2.1).
In particular, it has been shown that the first marginal of the invariant measure
associated with the process zµϵ (t) does not depend on µ and coincides with the
invariant measure of the process uϵ(t), defined as the unique solution of the heat
equation (2.2).
In the present chapter, we are interested in comparing the small noise asymp-
totics, as ϵ ↓ 0, for system (2.1) and system (2.2). Actually, we want to show that
the Smoluchowski-Kramers approximation, which implies pathwise convergence on
finite time intervals, also implies a certain convergence in the large deviations regime.
More precisely, we want to compare the quasi-potential V µ(x, y) associated with
(2.1), with the quasi-potential V (x) associated with (2.2). We to show that for any











V µ(x, y). (2.6)
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This means that taking first the limit as ϵ ↓ 0 (large deviation) and then taking
the limit as µ ↓ 0 (Smoluchowski-Kramers approximation) is the same as first taking
the limit as µ ↓ 0 and then as ϵ ↓ 0. In particular, this result provides a rigorous
mathematical justification of what is done in applications, when, in order to study
rare events and transitions between metastable states for the more complicated
system (2.1), as well as exit times from basins of attraction and the corresponding
exit places, the relevant quantities associated with the large deviations for system
(2.2) are considered.
The first key idea in order to prove (2.5) is to characterize V µ(x, y) as the min-
imum value for a suitable functional. We recall that the quasi-potential V µ(x, y) is
defined as the minimum energy required to the system to go from the asymptotically
stable equilibrium 0 to the point (x, y) ∈ H, in any time interval. Namely
V µ(x, y) = inf
{


















ψ/∂t) is a mild solution of







(t) + B(uµψ(t)) +Qψ(t), t ∈ [0, T ]. (2.7)
By working thoroughly with the skeleton equation (2.7), we show that, for small
enough µ > 0,








In particular, we get that the level sets of V µ and Vµ are compact in H and L2(D),
respectively. Moreover, we show that both V µ and Vµ are well defined and continuous
in suitable Sobolev spaces of functions. We would like to stress that in [6] a result
analogous to (2.8) has been proved for equation (2.2) and V (x), in terms of the
corresponding functional I−∞,0. In both cases, the proof is highly non trivial, due to
the degeneracy of the associated control problems, and requires a detailed analysis
of the optimal regularity of the solution of the skeleton equation (2.7).
The second key idea is based on the fact that, as in [10] where the finite
dimensional case is studied, for all functions z ∈ C((−∞, 0];H) that are regular
enough,



























where φ(t) = Π1z(t). Thus, if z̄
µ is the minimizer of Vµ(x), whose existence is
guaranteed by (2.8), and if z̄µ has enough regularity to guarantee that all terms in
(2.9) are meaningful, we obtain
Vµ(x) = I−∞(φ̄µ) + J
µ
−∞(z̄
µ) ≥ V (x) + Jµ−∞(z̄µ). (2.10)
In the same way, if φ̄ is a minimizer for V (x) and is regular enough, then
Vµ(x) ≤ Iµ−∞(φ̄, ∂φ̄/∂t) = V (x) + J
µ
−∞((φ̄, ∂φ̄/∂t)). (2.11)




µ) = lim sup
µ→0
Jµ−∞((φ̄, ∂φ̄/∂t)) = 0, (2.12)
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from (2.10) and (2.11) we could conclude that (2.5) holds true. But unfortunately,
neither z̄µ nor φ̄ have the required regularity to justify (2.12). Thus, we have to
proceed with suitable approximations, which, among other things, require us to
prove the continuity of the mappings Vµ : D((−∆)1/2Q−1) → R, uniformly with
respect to µ ∈ (0, 1].
In Section 2.9 we want to apply (2.5) to the study of the exit time and of
the exit place of uµϵ from a given domain in L
2(D) . For any open and bounded
domain G ⊂ L2(D), containing the asymptotically stable equilibrium 0, and for any
z0 ∈ G×H−1(D) we define the exit time
τµ,ϵz0 := inf
{
t ≥ 0 : uµϵ,z0(t) ∈ ∂G
}
.
Our first goal is to show that, for fixed µ > 0 and z0 ∈ G,
lim
ϵ→0




ϵ log (τµ,ϵz0 ) = infx∈ ∂G
Vµ(x), in probability. (2.14)
















We would like to stress that the method we are using here in our infinite
dimensional setting has several considerable differences compared to the classical
finite dimensional argument developed in [15] (see also [13]). The most fundamental
difference between the two settings is that, unlike in the finite dimensional case, in
24
the infinite dimensional case the quasi-potentials Vµ are not continuous in L
2(D).
Nevertheless, we show here that the lower-semi-continuity of Vµ in L
2(D) along with
a convex type regularity assumption for the domain G are sufficient to prove our
results. Another important difference is that uµϵ is not a Markov process, but the pair
(uµϵ , ∂u
µ
ϵ /∂t) in the phase space H is. For this reason, the exit time problem should
be considered as the exit from the cylinder G × H−1 ⊂ H. But, unfortunately,
this is an unbounded domain, and as we show in Section 2.3, the unperturbed
trajectories are not uniformly attracted to zero from this cylinder. We show that
the unboundedness of this cylinder does not prevent us from proving the exit time
and exit place asymptotics. We believe that the methods we use to prove the exit
time and exit place results should be applicable to most stochastic equations with
second-order time derivatives.
In a similar manner, one can show that if
τ ϵu0 = inf{t > 0 : uϵ(t) ̸∈ G}
is the exit time from G for the solution of (2.2), and V (x) is the quasipotential
associated with this system, the exit time and exit place results for the first-order
system are analogous to (2.13), (2.14), and (2.15).
In view of (2.5), the exit time and exit place asymptotics of (2.1) can be














ϵ log τµ,ϵz0 = infx∈ ∂G
V (x) = lim
ϵ→0
ϵ log τ ϵu0 , in probability.
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We conclude this chapter in Section 2.10 with the discussion of a special case in
which the quasipotentials V µ, Vµ, and V have explicit representations. Specifically
we assume that the non-linearity B in (2.1) has the gradient form
B(x) = −Q2DF (x)
where Q2 is the covariance operator of the noise wQ and DF denotes the Frechet
derivative of a suitably regular non-negative function F : H → R. In this case
V µ(x, y) =
∣∣∣(−A) 12Q−1x∣∣∣2
H





+ 2F (x). (2.17)
In particular, for any µ > 0,
Vµ(x) = V (x).
Therefore, if follows from (2.13) and (2.14) that for any µ > 0,
lim
ϵ→0







ϵ log(τµ,ϵz0 ) = limϵ→0
ϵ log(τ ϵu0) in probability.
Furthermore, it follows from (2.15) that the exit place asymptotics also match for
the solutions of (2.1) and (2.2) as ϵ→ 0.
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2.2 Preliminaries and assumptions
LetD be an open, bounded, regular domain in Rd, with d ≥ 1 and letH denote
the Hilbert space L2(D). In what follows, we shall denote by A the realization in H
of the Laplace operator, endowed with Dirichlet boundary conditions, and we shall
denote by {ek}k∈N and {−αk}k∈N the corresponding sequence of eigenfunctions and
eigenvalues, with 0 < α1 ≤ αk ≤ αk+1, for any k ∈ N. Here, we assume that the
domain D is regular enough so that
αk ∼ k2/d, k ∈ N. (2.18)












αδk ⟨x, ek⟩H ⟨y, ek⟩H , x, y ∈ H
δ(D).
Finally, we shall denote by Hδ the Hilbert space Hδ ×Hδ−1 and in the case δ = 0
we shall set H0 = H. Moreover, we shall denote
Π1 : Hδ → Hδ, (u, v) 7→ u, Π2 : Hδ → Hδ−1, (u, v) 7→ v.
Sometimes, for the sake of simplicity, we will denote for any µ > 0 and δ ∈ R
Iµ(u, v) = (u,
√
µv), (u, v) ∈ Hδ. (2.19)
The stochastic perturbation is given by a cylindrical Wiener process wQ(t, ξ),
for t ≥ 0 and ξ ∈ O, which is assumed to be white in time and colored in space, in
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where {ek}k∈N is the complete orthonormal basis in L2(D) which diagonalizes A
and {βk(t)}k∈N is a sequence of mutually independent standard Brownian motions
defined on the same complete stochastic basis (Ω,F ,Ft,P).
Hypothesis 1. The linear operator Q is bounded in H and diagonal with respect to
the basis {ek}k∈N which diagonalizes A. Moreover, if {λk}k∈N is the corresponding
sequence of eigenvalues, we have
1
c
α−βk ≤ λk ≤ c α
−β
k , k ∈ N, (2.21)
for some c > 0 and β > (d− 2)/4.
Remark 2.2.1. 1. If d = 1, according to Hypothesis 1 we can consider space-
time white noise (Q = I).
2. Thanks to (2.18), condition (2.21) implies that if d ≥ 2, then there exists










3. As a consequence of (2.21), for any δ ∈ R
D((−A)δ/2Q−1) = Hδ+2β
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and there exists cδ > 0 such that for any x ∈ Hδ+2β
1
cδ
|(−A)δ/2Q−1x|H ≤ |x|δ+2β ≤ cδ |(−A)δ/2Q−1x|H .
Concerning the nonlinearity B, we shall assume the following conditions.
Hypothesis 2. For any δ ∈ [0, 1 + 2β], the mapping B : Hδ → Hδ is Lipschitz
continuous, with
[B]Lip(Hδ) =: γδ < α1.




Remark 2.2.2. 1. The assumption that B is differentiable is made for conve-
nience to simplify the proof of lower bounds in Theorem 2.8.2. We believe that
by approximating the Lipschitz continuous B with a sequence of differentiable
functions whose C1 semi-norm is controlled by the Lipschitz semi-norm of B,
the results proved in Theorem 2.8.2 should remain true.
2. If we define for any x ∈ H
B(x)(ξ) = b(ξ, x(ξ)), ξ ∈ D,




(ξ, σ)|σ=0 = 0, ξ ∈ D,
then B maps Hδ into itself, for any δ ∈ [0, 1+2β]. The Lipschitz continuity of
B in Hδ and the bound on the Lipschitz norm, are satisfied if the derivatives
of b(ξ, ·) are small enough.
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With these notations, equation (2.2) can be written as the following abstract
evolution equation in H
duϵ(t) = [Auϵ(t) + B(uϵ(t))] dt+
√
ϵ dwQ(t), u(0) = u0. (2.22)
Definition 2.2.3. A predictable process uϵ ∈ L2(Ω;C([0, T ];H)) is a mild solution




















, (u, v) ∈ D(Aµ) = H1+δ, (2.23)
and we denote by Sµ(t) the semigroup on Hδ generated by Aµ. In [2, Proposition
2.4], it is proved that for each µ > 0 there exist ωµ > 0 and Mµ > 0 such that
∥Sµ(t)∥L(H) ≤Mµ e−ωµt, t ≥ 0. (2.24)
Notice that, since for any δ ∈ R and (u, v) ∈ Hδ
(
(−A)δΠ1Sµ(t)(u, v), (−A)δΠ2Sµ(t)(u, v)
)
= Sµ(t)((−A)δu, (−A)δv), t ≥ 0,
(2.24) implies that for any δ ∈ R
∥Sµ(t)∥L(Hδ) ≤Mµ e
−ωµt, t ≥ 0. (2.25)










(0, Qu), u ∈ H.
With these notations, equation (2.1) can be written as the following abstract evo-
lution equation in the space H
dz(t) = [Aµz(t) +Bµ(z(t))] dt+
√
ϵQµ dw(t), z(0) = (u0, v0). (2.26)
Definition 2.2.4. A predictable process uµϵ is a mild solution of (3.12) if
uµϵ ∈ L2(Ω;C([0, T ];H)), vµϵ =:
∂ uµϵ
∂t
∈ L2(Ω;C([0, T ];H−1)),
for any T > 0, and
















In view of Hypothesis 1 and of the fact thatB : H → H is Lipschitz continuous,
for any µ > 0 and any initial condition z0 = (u0, v0) ∈ H, there exists a unique
mild solution uµϵ for equation (2.1), (for a proof see e.g. [2]). In [2, Theorem 4.6]
we have proved that for any fixed ϵ > 0 and T > 0 the solution uµϵ of equation
(2.1) converges in C([0, T ];H), in probability, to the solution uϵ of equation (2.2),











2.3 The unperturbed equation
We consider here equation (3.12), for ϵ = 0. Namely,
dz
dt
(t) = Aµz(t) +Bµ(z(t)), z(0) = z0 = (u0, v0). (2.28)
The solution to (2.28) will be denoted by zµz0(t). We recall here that γ0 denotes the
Lipschitz constant of B in H (see Hypothesis 4).
Lemma 2.3.1. If µ < (α1 − γ0)γ−20 , there exists a constant c1(µ) > 0 such that
sup
t≥0
∣∣zµz0(t)∣∣H + ∣∣zµz0∣∣L2((0,+∞);H) ≤ c1(µ)|z0|H, z0 ∈ H. (2.29)










(t) = Aφ(t) +B(φ(t)). (2.30)
By taking the inner product of (2.30) with ∂φ
∂t
in H−1, and by using the Lipschitz



















































































































≤ 2µ ⟨v0, u0⟩H−1 + |u0|
2
H−1 + 2µ
2|v0|2H−1 + 2µ|u0|2H ,
(2.34)






























This would imply that for any t > t0
|φ(t)|2H−1 < |φ(t0)|2H−1 − (t− t0)δ,
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which is impossible because |φ(t)|2H−1 is always nonnegative.














|φ(s)|H ds ≤ c|z0|
2
H.





∣∣zµz0(t)∣∣H = 0. (2.36)






Let |z0|H ≤ R. Since
∣∣zµz0∣∣L2((0,T );H) ≥ √T mins≤T |zµz0(s)|H,










∣∣∣zµzµz0 (t0)(t− t0)∣∣∣H ≤ ρ.







Now that we have shown that the unperturbed system is uniformly attracted




will leave any bounded set.
Lemma 2.3.3. For any µ > 0 and t > 0, there exists c2(µ, t) > 0 such that
sup
s≤t
|Π1Sµ(s) (0, v0)|H ≥ c2(µ, t) |v0|H−1 , v0 ∈ H
−1. (2.37)











By taking the inner product of this equation with ∂φ
∂t























































































if we integrate in time we get
µ2|v0|2H−1 =




































Thanks to (2.38), this yields
µ2
(
















and our conclusion follows with if we pick a < e
2t
µ − 1.
As a consequence of the previous lemma, we can conclude that the following
lower bound estimate holds for the solution of (2.28).
Lemma 2.3.4. For any µ > 0 and t > 0 there exists c(µ, t) > 0 such that
sup
s≤t
∣∣Π1zµz0(s)∣∣H ≥ c(µ, t)|Π2z0|H−1 , z0 ∈ H. (2.40)


















According to (2.37), this implies that for any t > 0,












Therefore, the result follows with







2.4 The skeleton equation





Clearly Lµs,t is a continuous bounded linear operator from L
2([s, t];H) into H. If we






, x ∈ Im (Lµs,t),
we have the following bounds.















, (u, v) ∈ H. (2.42)
Moreover, for every µ > 0 there exists Tµ > 0 such that
Im (Lµs,t) = Im ((Cµ)
1/2) = H1+2β, t− s ≥ Tµ, (2.43)
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and ∣∣(Lµs,t)−1z∣∣L2((s,t);H) ≤ c(µ, t− s) |z|H1+2β , z ∈ H1+2β, (2.44)
for some constant c(µ, r) > 0, with r ≥ Tµ.















where f̂µk and ĝ
µ
k solve the system
µ(f̂µk )
′(t) = −ĝµk (t), f̂
µ























































































Im (Lµs,t) = Im ((Cµ − Sµ(t− s)CµS⋆µ(t− s))1/2,
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and (2.41) follows.









1 , t ≥ 0, (2.49)
and that
(1 ∧√µ)
∣∣C1/2µ z∣∣H ≤ ∣∣∣C1/21 z∣∣∣H ≤ (1 +√µ) ∣∣C1/2µ z∣∣H
so that, due to (2.24), we have
|C1/2µ S⋆µ(t)z|H ≤ cµMµe−ωµt|C1/2µ z|H, t ≥ 0.
According to (2.48), this implies
∣∣(Lµs,t)∗z∣∣2H = 12 |C1/2µ z|2H − 12 |C1/2µ Sµ(t− s)z|H ≥ 12(1− c2µM2µe−2ωµ(t−s))|C1/2µ z|2H.
Therefore, if we pick Tµ > 0 large enough so that c
2
µMµe
−ωµTµ < 1, we obtain that
Im (Lµs,t) = Im ((Cµ)
1/2),
and ∣∣(Lµs,t)−1z∣∣L2((s,t);H) ≤ √2 (1− c2µM2µe−2ωµr)−1/2 |(Cµ)−1/2z|H.
Now, as for any µ > 0 we have Im ((Cµ)
1/2) = H1+2β, and
(1 ∧ µ) |z|H1+2β ≤ |(Cµ)−1/2z|H ≤ (1 + µ) |z|H1+2β , (2.50)
(2.43) and (2.44) follow immediately, with








Remark 2.4.2. 1. In fact, it is possible to show that Im (Lµs,t) = Im ((Cµ)
1/2),
for all t− s > 0, by using the explicit representation of S⋆µ(t).
2. From (2.24) and (2.41), it easily follows that
|(Lµ−∞,t)−1z|L2((−∞,t);H) =
√
2 |C−1/2µ z|H, z ∈ Im(L
µ
−∞,t). (2.51)
Lemma 2.4.3. Let us fix ψ ∈ L2((−∞, 0);H2α), with α ∈ [0, 1/2], and µ > 0 and











|zµψ(t)|H = 0, (2.53)
we have zµψ ∈ C((−∞, 0];H1+2(α+β)) and
lim
t→−∞
∣∣zµψ(t)∣∣H1+2(α+β) = 0. (2.54)






























|ψ|L2((−∞,t);H2α), t ≤ 0.
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∣∣Π1zµψ(s)∣∣H + |ψ|L2((−∞,t);H2α)) .




Now, by repeating the same arguments, we can prove that for any n ∈ N, with
n ≤ [1 + 2β], if
zµψ ∈ L





∞((−∞, 0);Hn+1), and lim
t→−∞
∣∣zµψ(t)∣∣Hn+1 = 0.
Since there exists n̄ ∈ N such that H1+2(α+β) ⊃ Hn̄, we can conclude that zµψ belongs
to L∞((−∞, 0);H1+2(α+β)) and (2.54) holds. Continuity follows easily, by standard
arguments.
Remark 2.4.4. 1. From the previous lemma, we have that if zµψ ∈ C((−∞, 0);H)
solves equation (2.52) and limit (2.53) holds, then zµψ(t) ∈ H1+2β, for any t ≤ 0.
In particular zµψ(0) ∈ H1+2β.
2. In [6, Lemma 3.5], it has been proven that the same holds for equation (2.22).
41












then φψ ∈ C((−∞, 0);H1+2β) and there exists a constant such that for all
t ≤ 0,




|φψ(t)|H1+2β = 0. (2.58)
Lemma 2.4.5. Let α ∈ [0, 1/2] and let ψ1, ψ2 ∈ L2((−∞, 0);H2α). In correspon-
dence of each ψi, let z
µ
ψi
∈ C((−∞, 0);H1+2(α+β)) be a solution of equation (2.52),
verifying (2.53). Then, zµψi ∈ L
2((−∞, 0);H1+2(α+β)), for i = 1, 2, and there exist






∣∣Iµ(zµψ1(t)− zµψ2(t))∣∣2H1+2(α+β) ≤ c |ψ1 − ψ2|2L2((−∞,τ);H2α),
(2.59)
where Iµ is defined in (2.19).








, t ≤ 0,
and


















According to Hypothesis 4, B : H2(α+β) → H2(α+β) is Lipschitz-continuous, and
then∣∣(−A)α+β (B(Π1zµψ1(t))−B(Π1zµψ2(t)))∣∣H = |B(Π1zµψ1(t))−B(Π1zµψ2(t))|H2(α+β)
≤ γ2(α+β) |Π1(zµψ1(t))− z
µ
ψ2
(t))|H2(α+β) = γ2(α+β) |u(t)|H .































































H + 2 |ψ(t)|
2
H . (2.62)

























































































|u(t)|2H1 + c |ψ(t)|2H ,













+ c |ψ(t)|2H . (2.64)



















































































|ψ(t)|H ≤ c |ψ1(t)− ψ2(t)|H2α ,





if we choose µ0 small enough this yields (2.59).






∣∣Iµzµψ(t)∣∣2H1+2(α+β) ≤ c |ψ|2L2((−∞,τ);H2α), (2.66)
for any µ ≤ µ0 and τ ≤ 0.













∣∣Iµzµψ(t)∣∣2H2β ≤ c |ψ|2L2((−∞,τ);H−1).
2.5 A characterization of the quasi-potential











where zµψ,z0 is a mild solution of the skeleton equation associated with equation











(t)) +Qµψ(t), t1 ≤ t ≤ t2. (2.69)
As in Definition 2.2.4, for ϵ, µ > 0 and z0 ∈ H we denote by zµϵ,z0 ∈ L
2(Ω;C([0, T ];H))
the mild solution of equation (3.12). Since the mapping Bµ : H → H is Lipschitz-
continuous and the noisy perturbation in (3.12) is of additive type, as an immediate
consequence of the contraction lemma, for any fixed µ > 0 the family {L(zµϵ,z0)}ϵ>0
satisfies a large deviation principle in C([t1, t2];H), with action functional Iµt1,t2 . In








(∣∣zµϵ,z0 − zµψ,z0∣∣C([0,T ];H) < δ)) ≥ −12 |ψ|2L2((0,T );H) (2.70)
and, if Kµ0,T (r) = {z ∈ C([0, T ];H) : I
µ












, Kµ0,T (r)) > δ
))
≤ −r. (2.71)
Analogously, if for any ϵ > 0 uϵ denotes the mild solution of equation (2.22),






|ψ|2L2([t1,t2];H) : φ = φψ
}
, (2.72)
where φψ is a mild solution of the skeleton equation associated with equation (2.22)
du
dt
(t) = Au(t) +B(u(t)) +Qψ(t), t1 ≤ t ≤ t2.
In particular, the functionals Iµt1,t2 and It1,t2 are lower semi-continuous and have
compact level sets. Moreover, it is not difficult to show that for any compact sets
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E ⊂ H and E ⊂ H, the level sets




z ∈ C([t1, t2];H) ; Iµt1,t2(z) ≤ r, z(t1) ∈ E
}
are compact.
In what follows, for the sake of brevity, for any µ > 0 and t ∈ (0,+∞] we






−t,0 and, analogously, for any t ∈ (0,+∞] we shall
define It := I0,t and I−t := I−t,0. In particular, we shall set
Iµ−∞(z) = sup
t>0
Iµ−t(z), I−∞(φ) = sup
t>0
I−t(φ).
Moreover, for any r > 0 we shall set
Kµ−∞(r) =
{
z ∈ C((−∞, 0];H) ; lim
t→−∞





φ ∈ C((−∞, 0];H) ; lim
t→−∞
|φ(t)|H = 0, I−∞(φ) ≤ r
}
.
Once we have introduced the action functionals Iµt1,t2 and It1,t2 , we can intro-
duce the corresponding quasi-potentials, by setting for any µ > 0 and (x, y) ∈ H
V µ(x, y) = inf
{
Iµ0,T (z) ; z(0) = 0, z(T ) = (x, y), T > 0
}
,
and for any x ∈ H
V (x) = inf {I0,T (φ) ; φ(0) = 0, φ(T ) = x, T ≥ 0} .
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Moreover, for any µ > 0 and x ∈ H, we shall define
Vµ(x) = inf
y∈H−1
V µ(x, y). (2.73)
In [6, Proposition 5.1] it has been proved that the level set K−∞(r) is compact in
the space C((−∞, 0];H), endowed with the uniform convergence on bounded sets,
and in [6, Proposition 5.4] it has been proven that
V (x) = min
{
I−∞(φ) ; φ ∈ C((−∞, 0];H), lim
t→−∞
|φ(t)|H = 0, φ(0) = x
}
.
In what follows we want to prove an analogous result for Kµ−∞, V
µ(x, y) and Vµ(x).
Theorem 2.5.1. For small enough µ > 0, the level sets Kµ−∞(r) are compact in the
topology of uniform convergence on bounded intervals.
Proof. Suppose that zn is a sequence in K
µ
−∞(r) where µ ≤ µ0 and µ0 is the constant
introduced in Lemma 2.4.5. Let c be the constant from that lemma and let
E :=
{







By Lemma 2.4.5, zn ∈ KµE,−N,0(r), for any N ∈ N. Since E is compact in H, in
view of what we have seen above KµE,−N,0(r) ⊂ C([−N, 0];H) is compact, for each
N ∈ N. Then, by using a diagonalization procedure, we can find a subsequence of
{zn} that converges uniformly to a limit zµ ∈ C((−∞, 0];H), uniformly on [−N, 0]












|ψN |2L2([−N,0];H) ≤ r.
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All of these ψN coincide, because if φ = Π1z
































Sµ(t− s)Qµψ(s)ds, t ≤ 0.


















Sµ(t− s) (Bµ(zµ(s)) +Qµψ(s)) ds
∣∣∣∣
H1
≤ c |zµ|L2((−∞,t);H)+c |ψ|L2((−∞,t);H−2β) .





Corollary 2.5.2. There exists µ0 > 0 such that for any ψ ∈ L2((−∞, 0);H) and












Proof. A standard fixed point argument shows that for any µ > 0 and N ∈ N there








Each zµN can be seen as an element of C((−∞, 0];H), just by extending it to z
µ
N(t) =
0, for all t < −N . According to Theorem 2.5.1, there exists a subsequence {zµNk}






, uniformly on compact sets. We



















Finally, if we let N0 → +∞, we see that zµ solves equation (2.74).
As K−∞(r) is compact in C((−∞, 0];H) with respect to the uniform conver-
gence on bounded intervals, we have analogously that for any φ ∈ L2((−∞, 0) there
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In [6], it has been proved that the V (x) can be characterized as




φ(t) = 0, φ(0) = x
}
.
Here, we want to prove that an analogous result holds for V µ(x, y) and Vµ(x), at
least for µ sufficiently small.
Theorem 2.5.3. For small enough µ > 0, we have the following representation for
the quasipotentials V µ(x, y)












|z(t)|H = 0,Π1z(0) = x
}
, (2.76)
whenever these quantities are finite.
Proof. From the definitions of Iµt1,t2 , it is clear that
V µ(x, y) = inf
{
Iµt1,0(z) : z(t1) = 0, z(0) = (x, y), t1 ≤ 0
}
.
Now, if we define








it is immediate to check that Mµ(x, y) ≤ V µ(x, y), for any (x, y) ∈ H. To see this,
we observe that if z ∈ C([t1, 0];H), with z(t1) = 0 and z(0) = (x, y), then
ẑ(t) =

0, t ≤ t1
z(t), t1 < t ≤ 0
(2.78)





Therefore, we need to show that V µ(x, y) ≤Mµ(x, y), for all (x, y) ∈ H.
If Mµ(x, y) = +∞ there is nothing to prove. So, assume that Mµ(x, y) <
+∞. In view of Theorem 2.5.1, there is a minimizer zµ ∈ C((−∞, 0];H1+2β), with
zµ(0) = (x, y) such that
Mµ(x, y) = Iµ−∞(z
µ).




This means that for ϵ > 0 fixed, there exists tϵ < 0 such that
|zµ(t)|H1+2β < ϵ, t ≤ tϵ.
Now, let us denote zϵ = z





where Tµ > 0 is the time introduced in Theorem 2.4.1. Then, by Theorem 2.4.1
|ψϵ|L2((tϵ−Tµ,tϵ);H) ≤ c(µ, Tµ)|zϵ|H1+2β ≤ ϵ c(µ, Tµ). (2.79)
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Then, as due to Hypothesis 4
|Q−1B(Π1ζµϵ (s))|H ≤ c |B(Π1ζµϵ (s))|H2β ≤ c γ2β |Π1ζµϵ (s)|H2β ≤ c γ2β |ζµϵ (s)|H2β ,
thanks to (2.79) and (2.80), we can conclude
Iµtϵ−Tµ,tϵ(ζ
µ




ζµϵ (t), tϵ − Tµ ≤ t ≤ tϵ
zµ(t), t > tϵ.
(2.82)
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It is immediate to check that ζ̂µϵ ∈ C([tϵ − Tµ, 0];H), ζ̂µϵ = 0 and ζ̂µϵ (0) = (x, y).
Moreover, thanks to (2.81)
Iµtϵ−Tµ,0(ζ̂
µ






µ(x, y) + Iµtϵ−T,tϵ(ζ
µ
ϵ ) ≤Mµ(x, y) + cµ ϵ2.
(2.83)
Due to the arbitrariness of ϵ > 0, this implies
V µ(x, y) ≤Mµ(x, y),
and then (2.75) follows.






V µ(x, yn) = I
µ
−∞(zn),








due to Theorem 2.5.1 we have that there exists a subsequence {znk} which is uni-
formly convergent on bounded sets to some z ∈ C((−∞, 0];H). In particular,
Π1z(0) = x and |z(t)|H → 0, as t → −∞. Since Iµ−∞ is lower semi-continuous, we
have




and then Vµ(x) = I
µ
−∞(z), so that (2.76) holds true.
The characterization of V µ(x, y) and Vµ(x) given in Theorem 2.5.3, implies
that V µ and Vµ have compact level sets.
Theorem 2.5.4. For any µ > 0 and r ≥ 0 the level sets
Kµ(r) = {(x, y) ∈ H : V µ(x, y) ≤ r}
and
Kµ(r) = {x ∈ H : Vµ(x) ≤ r}
are compact, in H and H, respectively.
Proof. We prove this result for V µ and Kµ, as the proof for Vµ and Kµ is completely
analogous. Let {(xn, yn)}n∈N ⊂ Kµ(r). In view of Theorem 2.5.3, for each n ∈ N
there exists zn ∈ C((−∞, 0];H), with zn(0) = (xn, yn), and |zn(t)|H → 0, as
t ↓ −∞, such that V µ(xn, yn) = Iµ−∞(zn). As I
µ
−∞(z
n) ≤ r and the level sets of Iµ−∞
are compact in C((−∞, 0];H), as shown in Theorem 2.5.1, there exists a subsequence
{znk} ⊆ {zn} converging to some ẑ ∈ C((−∞, 0];H), with Iµ−∞(ẑ) ≤ r. Since
lim
k→∞
(xnk , ynk) = lim
k→∞
znk(0) = ẑ(0) =: (x̂, ŷ), inH,
due to Theorem 2.5.3 we have
V µ(x̂, ŷ) ≤ Iµ−∞(ẑ) ≤ r,
so that (x̂, ŷ) ∈ Kµ(r).
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2.6 Continuity of V µ and Vµ
As a consequence of Theorem 2.5.4, the mappings V µ : H → [0,+∞] and
Vµ : H → [0,+∞] are lower semicontinuous. Our purpose here is to prove that the
mappings
V µ : H1+2β → [0,+∞), Vµ : H1+2β → [0,+∞)
are well defined and continuous, uniformly in 0 < µ < 1.
Lemma 2.6.1. Let us fix (x, y) ∈ H1+2β and µ > 0 and let z(t) = Sµ(−t)(x,−y),




(t) = Aφ(t) +
∂φ
∂t






















Moreover, φ ∈ L2((−∞, 0);H1+2β) and
∫ 0
−∞
|φ(t)|2H1+2β dt ≤ c (1 + µ+ µ
2)|(x, y)|2H1+2β . (2.86)
Proof. The weak formulation (2.84) is clear because for t < 0
∂z
∂t



















(0) = −Π2z(0) = y.











































Then, (2.85) follows from (2.25), as
|C−1/2µ z(t)|H ≤ |z(t)|H1+2β ≤Mµ e−ωµt|(x, y)|H1+2β → 0, as t ↓ −∞.




























As a consequence of the previous lemma, we obtain the following bounds for
V µ(x, y) and Vµ(x).
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Corollary 2.6.2. For any µ > 0 and (x, y) ∈ H1+2β, we have
V µ(x, y) ≤ c(1 + µ+ µ2)|(x, y)|H1+2β (2.87)
and
Vµ(x) ≤ c(1 + µ) |x|2H1+2β (2.88)
Proof. The proof is based on the fact that
V µ(x, y) ≤ Iµ−∞(Π1Sµ(−·)(x,−y))
and
Vµ(x) ≤ Iµ−∞(Π1Sµ(−·)(x, 0)).





















From (2.85) and (2.86), this give (2.87). Finally, (2.88) is a consequence of (2.87)
and of the way Vµ(x) has been defined.
Now, we can prove the continuity of V µ and Vµ.
Theorem 2.6.3. For each µ > 0 the mappings V µ : H1+2β → [0,+∞) and Vµ :
H1+2β → [0,+∞) are well defined and continuous. Moreover,
lim
n→∞
|(x, y)− (xn, yn)|H1+2β = 0 =⇒ limn→∞ sup0<µ<1




|x− xn|H1+2β = 0 =⇒ limn→∞ sup0<µ<1
|Vµ(x)− Vµ(xn)| = 0. (2.90)
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Proof. In view of Corollary 2.6.2, if (x, y) ∈ H1+2β, then V µ(x, y) < +∞ and if
x ∈ H1+2β, then Vµ(x) < +∞. On the other hand, if V µ(x, y) < +∞, thanks to
Theorem 2.5.3 there exists zµ ∈ C((−∞, 0];H) such that
V µ(x, y) = Iµ−∞(z
µ), zµ(0) = (x, y).
According to Lemma 2.4.3, this implies that zµ ∈ C((−∞, 0];H1+2β), so that
(x, y) = zµ(0) ∈ H1+2β. Analogously, if Vµ(x) < +∞, we can prove that x ∈ H1+2β,
so that we can conclude that the mappings V µ and Vµ are well defined in H1+2β and
H1+2β, respectively.
Now, in order to prove (2.89), by using again Theorem 2.5.3, for each n ∈ N
we can find zµn ∈ C((−∞, 0];H) such that






n(0) = (xn, yn).
Then, if we define








n(t), t ≤ 0,
we have ẑµn(0) = (x− xn, y − yn) and for any ϵ > 0












































Now, by (2.85) and (2.86), we see that for 0 < µ < 1








) |(x− xn, y − yn)|H2β .
If we follow the same procedure with zµ as the minimizer of V µ(x, y) and
ẑµn(t) = Sµ(−t)(xn − x, y − yn),
we see that for 0 < µ < 1
V µ(xn, yn) ≤ (1 + ϵ)V µ(x, y)
+c (1 + ϵ−1) |(x− xn, y − yn)|2H1+2β + c (1 + ϵ
−1) |(x− xn, y − yn)|H2β .
From these two estimates and Corollary 2.6.2, we see that
sup
0<µ<1










|V µ(x, y)− Vµ(xn, yn)| ≤ c ϵ |(x, y)|2H1+2β .
Due to the arbitrariness of ϵ > 0, (2.89) follows. The proof of (2.90) is completely
analogous to the proof of (2.89) and for this reason we omit it.
2.7 Upper bound








First of all, we we notice that if I−∞(φ) <∞, then
φ ∈ L2((−∞, 0);H2(1+β)), ∂φ
∂t




























so that (2.93) follows. Moreover, if










































In particular, as in [10], where the finite dimensional case is studied, this means

























where φ(t) = Π1z(t), as long as all of these terms are finite.









, t ∈ R, (2.95)
for some α > 0 to be chosen later, where ρ ∈ C∞(R) is the usual mollifier function
such that
supp(ρ) ⊂⊂ [0, 2],
∫
R
ρ(s)ds = 1, 0 ≤ ρ ≤ 1.
This scaling ensures that ∫
R
ρµ(s)ds = 1.





Lemma 2.7.1. Assume that








φµ ∈ L2((−∞, 0);H2(1+β))∩C((−∞, 0];H1+2β),
∂φµ
∂t








































































































so that, thanks to (2.100), we can conclude that (2.97) holds true.
Concerning (2.98), let us fix ϵ > 0. Then there exists Tϵ > 0 such that
|φ(t)|H1+2β < ϵ, t < −Tϵ.












and this yields (2.98).

































































































The following approximation results hold.
Lemma 2.7.2. Under the same assumptions of Lemma 2.7.1, we have
lim
µ→0























so that, by the continuity of φ in H1+2β, (2.101) follows.




ρµ(t− s) |φ(s)− φ(t)|H1+2β ds.
Now, as φ : (−∞, 0] → H1+2β is uniformly continuous, for any fixed ϵ > 0 there
exists δϵ > 0 such that. We use the uniform continuity of φ to find δϵ > 0 such that

















uniformly in t. This proves (2.102).
Limit (2.103) can be proved using the fact that
























ρµ(s) |φ(· − s)− φ(·)|L2((−∞,0);H2(1+β)) ds.
Because translation is continuous in L2, this converges to 0 as µ ↓ 0. The same
argument will show that (2.104) holds true.
Using these estimates we can prove the main result of this section.
Theorem 2.7.3. For any x ∈ H1+2β we have
lim sup
µ↓0
Vµ(x) ≤ V (x). (2.105)
Proof. Let φ be the minimizer of V (x). This means φ(0) = x, (2.93) holds and
I−∞(φ) = V (x). For each µ > 0, let φµ be the convolution given by (2.96) and let
xµ = φµ(0).
It is clear that





(t)), t ≤ 0.
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and by (2.103) and (2.104)
lim
µ↓0
I−∞(φµ) = I−∞(φ) = V (x).
Therefore, if we pick α < 1 in (2.95), we get
lim sup
µ↓0
Vµ(xµ) ≤ lim sup
µ↓0
Iµ−∞(zµ) ≤ V (x). (2.107)
Since, in view of (2.101) and Theorem 2.6.3,
lim sup
µ↓0
Vµ(xµ) = lim sup
µ↓0
Vµ(x)
we can conclude that (2.105) holds.










V (x) = +∞ then the theorem is trivially true. So we assume that this
is not the case. Then by the compactness of the level sets of V and the closedness of
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Vµ(x) ≤ lim sup
µ↓0




Let N ⊂ H be a closed set with N ∩ H1+2β ̸= ∅. In particular, by Theorem
2.6.3 we have infx∈N Vµ(x) < +∞. Due to (2.76) and Theorem 2.5.1, there exists
zµ ∈ C((−∞, 0];H) such that
xµ := Π1z
µ(0) ∈ N, Iµ−∞(zµ) = Vµ(xµ) = inf
x∈N
Vµ(x).
















In what follows, we shall denote yµ = Π2z
µ(0). For any δ > 0, we define the
approximate control
ψµ,δ(t) = (I − δA)−
1
2ψµ(t), t ≤ 0,


















In what follows, we shall denote (xµ,δ, yµ,δ) = zµ,δ(0).








Proof. By (2.67), there exists µ0 > 0 such that for µ < µ0
|xµ − xµ,δ|H2β ≤ c |ψµ − ψµ,δ|L2((−∞,0);H−1).
Now, since for any h ∈ H

























|xµ − xµ,δ|2H2β ≤ c δ
∫ 0
−∞












and then we obtain
sup
µ≤µ0




Now we can prove the main result of this section.
Theorem 2.8.2. For any closed N ⊂ H, we have
inf
x∈N





Proof. If the right hand side in (2.112) is infinite, the theorem is trivially true.





Vµ(x) < +∞. (2.113)
We first observe that, if we define
φµ,δ(t) = Π1z
µ,δ(t), t ≤ 0,
in view of (2.94)


















































Thanks to (2.54) and Hypothesis 4, by integrating by parts


































First, we note that
Iµ,δ1 ≤ 0. (2.117)


















Since for any h ∈ H we have (I − δA)− 12h ∈ D(−A) 12 and
∣∣∣(−A) 12 (I − δA)− 12h∣∣∣
H
≤ δ−1/2 |h|H ,
we have ∣∣ψµ,δ(t)∣∣
H1























Combining together (2.117), (2.118), and (2.119) with (2.116), we obtain,




µ)(1 + δ−1/2) inf
x∈N
Vµ(x). (2.120)










Since we are assuming (2.113), and, by [6, Proposition 5.1], the level sets of V are










By (2.110), we have that xµn converges to x0 in H, so that x0 ∈ N . This means
that we can conclude, as
inf
x∈N









2.9 Application to the exit problem
In this section we study the problem of the exit of the solution uµϵ of equation
(2.1) from a domain G ⊂ H, for any µ > 0 fixed. Then we apply the limiting results
proved in Theorems 2.7.3 and 2.8.2 to show that, when µ is small, the relevant
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quantities in the exit problem from G for the solution uµϵ of equation (2.1) can be
approximated by the corresponding ones arising for equation (2.2).
First, let us give some assumptions on the set G.
Hypothesis 3. The domain G ⊂ H is an open, bounded, connected set, such that
0 ∈ G. Moreover, for any x ∈ ∂G ∩ H1+2β there exists a sequence {xn}n∈N ⊂
Ḡc ∩H1+2β such that
lim
n→+∞
|xn − x|H1+2β = 0. (2.121)
Example 2.9.1. Assume now that G is an open, bounded and connected set such
that, for any x ∈ ∂G ∩H1+2β, there exists a y ∈ Ḡc ∩H1+2β such that
{ty + (1− t)x : 0 < t ≤ 1} ⊂ Ḡc. (2.122)
Then it is immediate to check that (2.121) is satisfied. Condition (2.122) is true,
for example, if G is convex, because of the Hahn-Banach separation theorem and the
density of H1+2β in H.
Lemma 2.9.2. Under Hypothesis 5
Vµ(∂G) := inf
x∈∂G
Vµ(x) = Vµ(xG,µ) <∞, (2.123)
for some xG,µ ∈ ∂G ∩H1+2β.
Proof. Since Ḡc is an open set, there exists x̃ ∈ Ḡc∩H1+2β. Because 0 ∈ G, and the
path t 7→ tx̃ is continuous, there must exist 0 < t0 < 1 such that t0x̃ ∈ ∂G. Clearly,





Moreover, thanks to Theorem 2.5.4, the first equality in (2.123) implies that there
exists xG,µ ∈ ∂G ∩H1+2β such that
Vµ(xG,µ) = Vµ(∂G). (2.124)
Now, if we denote by zµϵ,z0 = (u
µ
ϵ,z0
, vµϵ,z0) the mild solution of (3.12), with initial
position and velocity z0 = (u0, v0) ∈ H, we define the exit time
τµ,ϵz0 = inf
{
t > 0 : uµϵ,z0(t) ̸∈ G
}
. (2.125)
The following theorem is the main result of this section.
Theorem 2.9.3. There exists µ0 > 0 such that for µ < µ0 the following conditions
are verified. For any z0 = (u0, v0) ∈ H such that u0 ∈ G and the unperturbed
system has the property that uµ0,z0(t) ∈ G, for t ≥ 0,



















Vµ(x) in probability. (2.127)
















Remark 2.9.4. The requirement that uµ0,z0(t) ∈ G for all t ≥ 0 is necessary because
in Lemma 2.3.4 we showed that there exist z0 ∈ G ×H−1 such that uµ0,z0 leaves G
in finite time. Of course, for these initial conditions, the stochastic processes uµϵ,z0
will also exit in finite time for small ϵ.
In [5] it has been proven that an analogous result to Theorem 2.9.3 holds for
equation (2.22). If we denote by uϵ,u0 the mild solutions of equation (2.22), with
initial condition u0 ∈ H, we define the exit time
τ ϵu0 = inf {t > 0 : uϵ,u0(t) ̸∈ G} .











Similarly, as we would expect, it also holds that
lim
ϵ→0
ϵ log τ ϵu0 = infx∈∂G
V (x), in probability,











The proof of these facts is analogous to the proof of Theorem 2.9.3.
In view of what we have proven in Sections 2.7 and 2.8 and of Theorem 2.9.3,
this implies that the following Smoluchowski-Kramers approximations holds for the
exit time.
Theorem 2.9.5. For any initial conditions z0 = (u0, v0) such that the unperturbed





































V (x) in probability. (2.130)
3. For any N ⊂ ∂G such that infx∈N V (x) < infx∈∂G V (x), there exits µ0 > 0
























) = x̃. (2.132)
The above theorem demonstrates that the exponential divergence rates of the
exit times and the exit place of the wave equation are accurately approximated by
studying exit problems for the heat equation.
2.9.1 Proof to Theorem 2.9.3
In order to prove Theorem 2.9.3, we will need some preliminary lemmas, whose
proofs are postponed to the next subsection.
Lemma 2.9.6. For µ < (α1 − γ0)γ−20 , there exists a constant c(µ) > 0 such that





∣∣zµψ,z1(t)− zµψ,z2(t)∣∣H ≤ c(µ)|z1 − z2|H. (2.133)
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Lemma 2.9.7. For any closed set N ⊂ H, and any ν < Vµ(N), there exists ρ0 > 0
such that if z ∈ C((0, T );H), with |z(0)|H < ρ0 and Iµ0,T (z) < ν, then it holds
inf
t≤T
distH(Π1z(t), N) > |z(0)|H.
Lemma 2.9.8. For any µ, ϵ > 0 and z0 ∈ H, let
τµ,ϵz0,ρ := inf
{
t > 0 : Π1z
µ
ϵ,z0
(t) ̸∈ G or
∣∣zµϵ,z0(t)∣∣H < ρ} ,



































where Vµ(N) = infx∈N Vµ(x).













∣∣zµϵ,z0(s)∣∣H ≥ (1 +Mµ)ρ)
)
= −∞. (2.136)
Proof of Theorem 2.9.3. This proof is based on the approach by [13] but we have
made important modifications to deal with both the infinite dimensionality of H as




As G ⊂ H is a bounded set, there exists R > 0 such that G ⊂ BH(R − 1) If
c(µ, 1) is the constant from Lemma 2.3.4, for any z0 = (u0, v0) ∈ H such that
u0 ∈ G, |v0|H−1 > Rc(µ, 1)−1 =: κ,
we have that Π1z
µ
z0






E |zµϵ,z0 − z
µ
z0

















(∣∣zµϵ,z0 − zµz0∣∣C([0,T ];H) ≤ 1) = 1. (2.138)
Now, fix η > 0. According to (2.124), there exists xG,µ ∈ ∂G ∩ H1+2β such
that Vµ(xG,µ) = Vµ(∂G). Now, if {xn} ⊂ Ḡc ∩ H1+2β is a sequence from (2.121)
such that xn → xG,µ in H1+2β, as n → ∞, due to Theorem 2.6.3 we have that
Vµ(xn) → Vµ(xG,µ). This means that there exists n̄ such that







In particular, there exists T1 > 0 and z
µ
ψ,0 ∈ C([0, T1];H) such that z
µ
ψ,0(0) = 0 and
Π1z
µ
ψ,0(T1) = xn̄ ∈ Ḡc with
Iµ0,T1(z
µ







According to (2.133), the mapping z0 ∈ H 7→ zµψ,z0 ∈ C([0, T1];H) is continu-
ous, and therefore, we can find ρ > 0 such that













=: α > 0.
78
In view of (2.70), we can see that there exists ϵ1 > 0 such that for all ϵ < ϵ1, and






(∣∣zµϵ,z0 − zµψ,z0∣∣C([0,T1];H) < α) ≥ e− 1ϵ (Vµ(G)+η). (2.139)




∣∣zµz0(T2)∣∣H < ρ2 .
Therefore, thanks to (2.137), there exists 0 < ϵ2 ≤ ϵ1 such that for u0 ∈ G, and
|v0|H−1 ≤ κ,
P
(∣∣zµϵ,z0(T2)∣∣H < ρ) > 12 , ϵ ≤ ϵ2.











(Vµ(G)+η), ϵ < ϵ2.
Hence, if we combine this with (2.138), we see that there exists 0 < ϵ0 ≤ ϵ2 such




































E (τµ,ϵz ) ≤ (1 + T1 + T2)
∞∑
k=0





Thus, the upper bound of (2.126) follows as η was chosen arbitrarily small and
the upper bound of (2.127), follows from this by using the Chebyshev inequality.
Lower Bound Let ρ > 0 to be chosen later. We define a sequence of stopping
times.
σ0 = 0,




σm+1 = inf{t > τm : |zµϵ,z0(t)|H = (1 +Mµ)ρ}.
(2.141)
Notice that these stopping times depend implicitly on µ, ϵ, and z0 but we have
suppressed those superscripts to simplify notation.














< −V (∂G) + η
2
.
By the Markov property and the above formula, there exists ϵ0 > 0 so that for any























Furthermore, by Lemma 2.9.10, we can find T0 > 0 small enough so that by possibly
decreasing ϵ0 it holds that for all ϵ < ϵ0
sup
z0










In [13], the authors observe that the event {τµ,ϵz0 ≤ kT0} implies that either
{τµ,ϵz0 = τm} for some m ≤ k or at least one of the excursions τm+1 − τm ≤ T0. Then
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P(τµ,ϵz0 = τm) + P (σm − τm−1)
)
≤ P(τµ,ϵz0 = τ0) + 2k exp







































We argue that this converges to zero. Recall that the initial condition was chosen so
that the unperturbed equation zµ0,z0 never leaves G. Also that unperturbed system
converges to any neighborhood 0 in finite time. In particular, we can find T > 0
such that |zµ0,z0(T )|H ≤
ρ
3





without first leaving G. Therefore P(τµ,ϵz0 = τ0) → 0.
This concludes the proof of the lower bound of (2.127). The lower bound of
(2.126) follows by Chebyshev inequality.
Exit place
Let N ⊂ ∂G have the property that V (N) > V (∂G). Let η > 0 satisfy
η < 1
3
(V (∂G)− V (N)). As in the proof of the lower bound, we choose ρ > 0 small

























∣∣zµϵ,z0(s)∣∣H ≥ (1 +Mµ)ρ) ≤ exp(−V (N)ϵ .
)
Then for any integer l,
sup
z0









∣∣zµϵ,z0(s)∣∣H ≥ (1 +Mµ)ρ) ≤ l exp(−V (N)ϵ
)
.

























(τm) ∈ N |τµ,ϵz0 > τm)






















. By the upper bound of (2.129) and Chebyshev
inequality we can guarantee that for some T > 0 and small enough ϵ > 0









This converges to 0 because (V (N)− V (∂G)) < 3η. Finally,
P(Π1zµϵ,z0(τ0) ∈ N) → 0




before exiting G. From all of these estimates, (2.128) follows.
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2.9.2 Proofs of Lemmas from 2.9.6 to 2.9.10



















Therefore, we can conclude as in Lemma 2.3.1.
Proof of Lemma 2.9.7. Fix ν < Vµ(N). Suppose by contradiction that there exist











(Tn), N) ≤ |zn|H.
Now, if we set xn := Π1z
µ
ψn,0
(Tn), for any n ∈ N we have, by (2.133),
|xn − Π1zµψn,zn(Tn)|H ≤ c(µ) |zn|H,
so that
distH(xn, N) ≤ c(µ)|zn|H + |zn|H, n ∈ N. (2.145)





Now, as proven in Theorem 2.5.4, Vµ has compact level sets. Therefore, there
is a sequence {xnk}k ⊂ H such that xnk → x, so that Vµ(x) < ν. But, by (2.145),
x ∈ N , and then Vµ(N) ≤ Vµ(x) < Vµ(N), a contradiction.
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Proof of Lemma 2.9.8. Fix R > supx∈G |x|H + ρ + 1 and, by Lemma 2.3.4, let us
take κ > 0 such that if |v0|H−1 ≥ κ then zµz0 leaves BR ×H
−1 before time t = 1.




∣∣zµz0(T1)∣∣H < ρ4 ,
and then for any z0 ∈ G×H−1, zµz0(t) leaves (G×H
−1) \BH(ρ/2) in less than time
T = T1 + 1. Let us set
a := inf
{
Iµ0,T (z) : z(t) ∈ (BH(R− 1)×H
−1) \BH(ρ/2) for t ∈ [0, T ]
}
. (2.146)
The set above contains no unperturbed trajectories. We would like to show that
a > 0. Suppose that zµψ,z0 is a controlled trajectory with the property that
zµψ,z0(t) ∈ (BH(R) × H
−1) \ BH(ρ/2) for t ∈ [0, T ]. Then because the unperturbed
trajectory zψ0,z0 either leaves BH(R)×H




∣∣zµ0,z0 − zµψ,z0∣∣C([0,T ];H) .






(t))|H ≤ c|ψ|L2((0,T );H).



































By the Markov property, for any k ∈ N,
sup
z0∈G×H−1













P (τ1 ≥ Tk)
)
≤ −ka.












P(τµ,ϵz0,ρ > T ) + sup
z0∈Γρ
P(Π1zµϵ,z0(t) ∈ N, for some t ≤ T ).
(2.147)
Next, thanks to Lemma 2.9.7, for any ν < Vµ(N) fixed we can find ρ0 > 0
such that for ρ < ρ0 and any T > 0, the set
{






contains no trajectories that reach N by time T . Then by (2.71), for any η > 0, for
small enough ϵ > 0,
sup
z0∈Γρ














Now, according to (2.134), we pick T > 0 so that, for small enough ϵ > 0,
sup
z0∈Γρ




Due to (2.147), this implies our result, as ν < Vµ(N) and η > 0 were arbitrary.
Proof of Lemma 2.9.10. If z(t) = zµψ,z0(t), then



























































































We conclude this chapter by studying a special case of (2.1) and (2.2) where
the nonlinearity B is of gradient type. That is, we assume that B : H → H is given
by
B(x) = −Q2DF (x) (2.148)
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where DF denotes the Frechet derivative of a function F ∈ C1(H;R) and Q ∈ L(H)
is the covariance operator of the noise wQ. We assume that F (0) = 0 and F (x) ≥ 0.
This means that F (0) is necessarily a minimum of F and therefore DF (0) = 0.
When B has this structure, we have explicit representations for V , V µ, and Vµ.
Moreover, V and Vµ coincide for all x ∈ H, µ > 0.
First we introduce some examples of B that are of gradient type.
Example 2.10.1. 1. Assume d = 1 and Q = I (white noise). Let b : R → R
be a decreasing Lipschitz function with b(0). Then the composition operator
B : H → H defined by
(B(x))(ξ) = b(x(ξ)), ξ ∈ D
is of gradient type. In this case we set





b(η)dηdξ, x ∈ H.
Then B(x) = −DF (x) and F (0) = 0. Furthermore, F (x) ≥ 0 because we





This function also has the property that




2. Assume now d ≥ 1 so that we cannot necessarily set Q = I. Let b : R → R
be a function of class C1 with Lipschitz continuous first derivative such that
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We can check that F (0) = 0 and F (x) ≥ 0. Furthermore, for any x ∈ H
DF (x)(ξ) = b′(x(ξ)).
Therefore, the nonlinearity
B(x) = −Q2b′(x(·)), x ∈ H
is of gradient type.










Actually, if Iµ−∞,0(z) < +∞, then there exists ψ ∈ L2((−∞, 0);H) such that
















(t)− Aφ(t) +Q2DF (φ(t))
)
and (2.149) follows.









Theorem 2.10.2. For any fixed µ > 0 and (x, y) ∈ D((−A)1/2Q−1) × D(Q−1) it
holds
V µ(x, y) =
∣∣∣(−A) 12Q−1x∣∣∣2
H








+ 2F (x). (2.152)
In particular, for any µ > 0,
Vµ(x) := inf
y∈H−1
V µ(x, y) = V µ(x, 0) = V (x).
















































































V µ(x, y) ≥
∣∣∣(−A) 12Q−1x∣∣∣2
H













(t) = Aφ̃(t)− ∂φ̃
∂t
(t)−Q2DF (φ̃(t)), φ̃(0) = x, φ̃
∂t
(0) = −y.
Moreover, as proven below in Lemma 2.10.3,
lim
t→−∞
∣∣C−1/2µ z̃(t)∣∣H = 0.




(t) = Aφ̂(t) +
∂φ̂
∂t
(t)−Q2DF (φ̂(t)), φ̂(0) = x, ∂φ̂
∂t
(0) = y.









V µ(x, y) =
∣∣∣(−A) 12Q−1x∣∣∣2
H




As known, an analogous result holds for V (x). In what follows, for complete-










































Then, if we define φ̂(t) = φ̃(−t) we get
∂φ̂
∂t











Now, in order to conclude the proof of Theorem 2.10.2, we have to prove the
following result.




(t) = Aφ(t)− ∂φ
∂t
(t)−Q2DF (φ(t)), φ(0) = x, ∂φ
∂t
















∣∣∣C−1/21 z(t)∣∣∣H = 0. (2.156)

























as a consequence of (2.157) we get
Φµ (z(t)) ≤ Φµ(u, v). (2.158)
Next, by (2.155) and the assumption that ⟨DF (x), x⟩ ≥ 0, we calculate that
d
dt













































, for any t, T > 0 we have
z(T + t) = Sµ(t)z(T )−
∫ T+t
T
Sµ(T + t− s)QµQDF (φ(s))ds.
Because the semigroup Sµ is of negative type (∥Sµ(t)∥L(H) ≤ Mµe−ωµt) and DF is
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Lipschitz continuous,∣∣∣∣C−1/21 ∫ T+t
T



















e−ωµ(t+T−s) |φ(s)|H ds ≤ c |φ|L2((T,T+t);H) .
Therefore, by (2.159), for any ϵ > 0 we can pick Tϵ > 0 large enough so that for all
t > 0 ∣∣∣∣C−1/21 ∫ Tϵ+t
Tϵ







We also note that C1 commutes with Sµ. Because of this commutivity and the fact
that Sµ is of negative type,
∣∣∣C−1/21 Sµ(t)z(T )∣∣∣H ≤Mµe−ωµt ∣∣∣C−1/21 z(T )∣∣∣H .
Then, as
|C−1/21 z|H ≤ cΦµ(z), z ∈ H,
by (2.158) we can find a tϵ large enough so that for all T > 0 and t > tϵ
∣∣∣C−1/21 Sµ(t)z(T )∣∣∣H < ϵ2 .
Then for t > Tϵ + tϵ ∣∣∣C−1/21 z(t)∣∣∣H < ϵ
which is what we were trying to prove.
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Chapter 3: Smoluchowski-Kramers approximation near a magnetic
field
3.1 Introduction





(ξ, t) = ∆uµ(ξ, t) +B(uµ(·, t), t) + m⃗×
∂uµ
∂t




uµ(ξ, 0) = u0(ξ),
∂uµ
∂t
(ξ, 0) = v0(ξ), ξ ∈ D, uµ(ξ, t) = 0, ξ ∈ ∂D,
(3.1)
where D is a bounded regular domain in Rd, with d ≥ 1, B and G are suitable
nonlinearities, m⃗ = (0, 0,m) is a constant vector and wQ(t, ξ) is a cylindrical Wiener
process, white in time and colored in space. In the case that the spatial dimension
d = 1 we can take space-time white noise.
By Newton’s law, the vector field uµ : D → R2 models the displacement of
a continuum of particles with constant density µ > 0 in the region D ⊂ Rd, in
presence of a noisy perturbation and a constant magnetic field m⃗ = (0, 0,m), which
is orthogonal to the plane where the motion occurs (in what follows we shall assume
just for simplicity of notations m = 1). For example, if d = 1 and D = [0, 1], this
could model the displacement of a one-dimensional string, with fixed endpoints, that
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can move through two other spacial dimensions, where the Laplacian ∆ models the
forces neighboring particles exert on each other, B is some nonlinear forcing, and
∂wQ/∂t is a Gaussian random forcing field, whose intensity G may depend on the
state uµ.
In [2] and [3], the authors prove the validity of the so-called Smoluchowski-
Kramers approximation, in the case the magnetic field is replaced by a constant
friction. Namely, it has been shown that, as µ tends to 0, the solutions of the
second order system converge to the solution of the first order system which is
obtained simply by taking µ = 0. Moreover, in [8] and [7] we have studied the
interplay between the Smoluchowski-Kramers approximation and the large deviation
principle. In particular, we have shown how some relevant quantities associated with
large deviations and exit problems from a basin of attraction for the second order
problem can be approximated by the corresponding quantities for the first order
problem, in terms of the small mass asymptotics described by the Smoluchowski-
Kramers approximation.
One might hope that a similar result would be true in the case treated in the





|uµ(t)− u(t)|pL2(D;R2) = 0, (3.2)
where u(t) is the solution of the following system of stochastic PDEs
∂u
∂t
(ξ, t) = J−10
[













Unfortunately, as shown in [4] such a limit is not valid, even for finite dimen-
sional analogues of this problem. Actually, one can prove that if the stochastic term
in (3.1) is replaced by a continuous function, then uµ would converges uniformly in
[0, T ] to the solution of (3.3). But if we have the stochastic noise term, this is not
true anymore. An explanation of this lies in the fact that, while for any continuous





sin(s/µ)φ(s) ds = 0,

















, as µ ↓ 0.
Nevertheless, this problem can be regularized in such a way that a counterpart
of the Smoluchowski-Kramers approximation is still valid. One possible way consists
in regularizing the noise (to this purpose, see [4] and [17] for the analysis of finite
dimensional systems, both in the case of constant and in the case of state dependent
magnetic field). Another possible way, which is the one we are using in the present
paper, consists in introducing a small friction proportional to the velocity in equation
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(t) = ∆uϵµ(t) +B(u
ϵ













(0) = v0, u
ϵ
µ(ξ, t) = 0, ξ ∈ ∂D,
(3.4)
which now depends on two small positive parameters ϵ and µ. Our purpose here is
showing that, for any fixed ϵ > 0, we can take the limit as µ goes to 0. Namely, we







L2(D;R2) = 0, (3.5)
where uϵ(t) is the unique mild solution of the problem
∂uϵ
∂t
(ξ, t) = (J0 + ϵ I)
−1
[






uϵ(ξ, t) = 0, ξ ∈ ∂D, uϵ(ξ, 0) = u0(ξ), ξ ∈ D,
(3.6)
which is precisely what we get from (3.4) when we put µ = 0.
The proof of (3.5) is not at all straightforward. First of all, it requires a thor-
ough analysis of the linear semigroup Sϵµ(t) in the space L
2(D)×H−1(D), associated




(µv,∆u− (J0 + ϵI)v), (u, v) ∈ D(Aϵµ) = H1(D)× L2(D).
Suitable uniform bounds with respect to µ have to proven in order to prove the
convergence in an appropriate sense of the semigroup Sϵµ(t) to the semigroup Tϵ(t)
associated with the linear differential operator (J0 + ϵI)
−1∆ in equation (3.6).
Next, as the nonlinearities B and G are assumed to be Lipschitz-continuous,
in order to obtain (3.5) the whole point is showing that the stochastic convolution
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associated with equation (3.4) converges to the stochastic convolution associated
with equation (3.6). To this purpose, we have to distinguish the case of additive
noise (G constant) and of multiplicative noise (G depending on the state u). As a
matter of fact, while for additive noise the result is true in any space dimension, for
multiplicative noise we are only able to treat the case of space dimension d = 1 (see
also [3] for an analogous situation). In both cases, one of the key tools in the proof
is the stochastic factorization formula combined with a-priori bounds.
Once we have obtained (3.5), we show that the regularized problems (3.4) and
(3.6) provide a good approximation for the original problems (3.1) and (3.3), where
the magnetic field is acting in absence of friction. Thus, we prove that for any fixed
µ > 0 and for any ϵ > 0 small enough the solution uϵµ of the regularized system (3.4)






















|uϵ(t)− u(t)|pL2(D;R2) = 0, (3.9)
where u(t) is the solution of system (3.3). To this purpose, we would like to stress
that system (3.3) is not of parabolic type and the semigroup T0(t) associated with
the differential operator
J−10 ∆(u1, u2) = (−∆u2,∆u1)
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is not analytic in L2(D;R2) (in fact, it is an isometry). In particular, equation
(3.3) is not well posed in L2(D;R2) under the minimal regularity assumptions on
the noise required for systems (3.1), (3.4) and (3.6) to be well posed and for limit
(3.5) to hold. Actually, the noise in system (3.3) has to be assumed to be taking
values in L2(D;R2) (which means that the covariance of the noise is a trace-class
operator). Moreover, in spite of the fact that both system (3.1) and system (3.4)
are well defined under weaker regularity conditions on the noise, limit (3.7) is true
only if the covariance is trace-class.
3.2 Assumptions and notations
Let us assume that D is a bounded regular domain in Rd, with d ≥ 1. In what
follows, we shall denote by H the Hilbert space L2(D,R2), endowed with the scalar
product







and the corresponding norm | · |H .
Now, let Â denote the realization of the Laplace operator in L2(D;R), endowed
with Dirichlet boundary conditions. Then there exists an orthonormal basis {êk}
for L2(D) and a positive sequence {α̂k} such that Âêk = −α̂kêk, with 0 < α̂1 ≤
α̂k ≤ α̂k+1. Thus, if we define for any k ∈ N,
e2k−1 = (êk, 0), α2k = α̂k,
e2k = (0, êk), α2k+1 = α̂k,
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we have that {ek}∞k=1 is a complete orthonormal basis of H. Moreover, if we define
D(A) = D(Â)×D(Â), A(x, y) = (Âx, Ây), (x, y) ∈ D(A),
we have that
Aek = −αkek, k ∈ N.
Next, for any δ ∈ R, we define Hδ to be the completion of C∞0 (D;R2) with







Moreover, we define Hδ := Hδ×Hδ−1, and in the case δ = 0 we simply set H := H0.
Finally, for any (x, y) ∈ Hδ, we denote
Π1(x, y) = x ∈ Hδ, Π2(x, y) = y ∈ Hδ−1.





where Q = (Q1, Q2) ∈ L(H), {βk} is a sequence of identical, independently dis-
tributed one-dimensional, Brownian motions defined on some probability space
(Ω,F ,P) and {ek} is the orthonormal basis of H introduced above.
Concerning the non-linearity B we assume the following conditions
Hypothesis 4. The mapping B : H × [0,+∞) → H is measurable. Moreover, for
any T > 0 there exists κB(T ) > 0 such that





|B(0, t)|H ≤ κB(T ).
In the case there exists some measurable b : R×D × [0,+∞) → R such that
for any x ∈ L2(D) and t ≥ 0
B(x, t)(ξ) = b(x(ξ), ξ, t), ξ ∈ D,
then Hypothesis 4 is satisfied if b(·, ξ, t) : R → R is Lipschitz continuous and has
linear growth, uniformly with respect to ξ ∈ D and t ∈ [0, T ], for any T > 0.
Concerning the diffusion coefficient G, we assume the following
Hypothesis 5. The mapping G : H × [0,+∞) → L(L∞(D);H) is measurable and
for any T > 0 there exists κG(T ) > 0 such that
|[G(x, t)−G(y, t)] z|H ≤ κG(T )|x− y|H |z|∞, x, y ∈ H, z ∈ L




|G(0, t)z|H ≤ κG(T )|z|∞, z ∈ L∞(D), t ∈ [0, T ].
In particular, this implies that for any x, y, z ∈ H
|[G⋆(x, t)−G⋆(y, t)]z|(L∞(D))′ ≤ κG(T )|x− y|H |z|H , t ∈ [0, T ]. (3.10)
If for any x ∈ L2(D) and z ∈ L∞(D) we define
[G(x, t)z](ξ) = g(x(ξ), ξ, t)z(ξ), ξ ∈ D,





|g(x, ξ, t)− g(y, ξ, t)|L(R2) ≤ κT |x− y|R2
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|g(x, ξ, t)|L(R2) ≤ κT (1 + |x|R2).
Actually, in this case
|(G(x1, t)−G(x2, t))y|2H =
∫
D




|x2(ξ)− x1(ξ)|2R2 |y(ξ)|2R2dξ ≤ |x2 − x1|2H |y|2∞,
and by the same reasoning
|G(x, t)y|H ≤ κT (1 + |x|H)|y|∞. (3.11)




(µv,Au− J0v), (u, v) ∈ D(Aµ) = Hδ+1,





It can be proven that Aµ is the generator of a strongly continuous group of bounded
linear operators {Sµ(t)}t≥0 on each Hδ (for a proof see [18, Section 7.4]).
Moreover, for any µ > 0 we define



















system (3.1) can be rewritten as the following stochastic equation in the Hilbert
space H
dzµ(t) = [Aµzµ(t) +Bµ(zµ(t), t)] dt+Gµ(zµ(t), t)dw
Q(t), zµ(0) = (u0, v0). (3.12)
3.3 The approximating semigroup




(µ v,Au− Jϵv), (u, v) ∈ D(Aϵµ) = Hδ+1,
where
Jϵ = J0 + ϵI =
 ϵ 1
−1 ϵ
 , ϵ > 0.
As we have seen in the previous section for Aµ, it is possible to prove that for any
µ, ϵ > 0 the operator Aϵµ generates a strongly continuous group of bounded linear
operators Sϵµ(t), t ≥ 0, on Hδ.










∣∣vϵµ(t)∣∣2Hθ−1 + |uϵµ(t)|2Hθ + 2ϵ ∫ t
0
|vϵµ(s)|2Hθ−1 ds = µ|y|
2




∣∣µvϵµ(t) + Jϵuϵµ(t)∣∣2Hθ−1 + 2ϵ ∫ t
0
|uϵµ(s)|2Hθ ds = µ|x|
2

























∣∣vϵµ(t)∣∣2Hθ−1 + ∣∣uϵµ(t)∣∣2Hθ) = −ϵ ∣∣vϵµ(t)∣∣2Hθ−1 ,
which implies (3.13), as uϵµ(0) = x and v
ϵ
µ(0) = y.










∣∣uϵµ(t)∣∣2Hθ − ϵ ∣∣uϵµ(t)∣∣2Hθ ,
and then, integrating with respect to time, we get (3.14).
Notice that in particular this implies that for any µ, ϵ > 0 there exists cµ,ϵ > 0
such that for any (x, y) ∈ Hθ∫ ∞
0




As a consequence of the Datko theorem (see [1] for a proof), we can conclude that
there exist Mµ,ϵ, and ωµ,ϵ > 0 such that
∥Sϵµ(t)∥L(Hθ) ≤Mµ,ϵ e
−ωµ,ϵt, t ≥ 0.
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Lemma 3.3.2. For any µ, ϵ > 0, and for any θ ∈ R and γ ∈ [0, 1] it holds
∣∣Π1Sϵµ(t)(0, y)∣∣Hθ ≤ 2γµ 1+γ2 |y|Hθ+γ−1 , t ≥ 0, y ∈ Hθ+γ−1. (3.16)
Proof. Let uϵµ(t) := Π1S
ϵ
µ(t)(0, y). By (3.13),
∣∣uϵµ(t)∣∣2Hθ+γ ≤ µ|y|2Hθ−1 .
Notice that for any x ∈ R2, |Jϵx|2R2 = (1 + ϵ2)|x|R2 . Then by (3.14) and (3.13),∣∣uϵµ(t)∣∣2Hθ+γ−1 ≤ (1 + ϵ2) ∣∣uϵµ(t)∣∣2Hθ+γ−1 = ∣∣Jϵuϵµ(t)∣∣2Hθ+γ−1
≤ 2








Then, since for any x ∈ Hθ+γ














Now, for any µ > 0 we define the bounded linear operator
Qµ : H → H, x ∈ H 7→
1
µ
(0, Qx) ∈ H.
Lemma 3.3.3. Assume that there exists a non-negative sequence {λk}k∈N such that
Qek = λkek, k ∈ N.
Then, for any 0 < δ < 1 and ϵ > 0 there exists a constant c = c(ϵ, δ) > 0 such that















∣∣Π2Sϵµ(s)Qµek∣∣2Hθ−1 ds ≤ c λ2kα1−θk . (3.18)
Proof. We have∫ ∞
0
s−δ







Due to (3.16), with θ = 0 and γ = 1, we have∫ α−1k
0
s−δ








Moreover, due to (3.14) we have∫ ∞
α−1k
s−δ
∣∣Π1Sϵµ(s)Qµek∣∣2H ds ≤ 12ϵα−δk |Qek|2H−1 = 12ϵ λ2kα1−δk .
Together with (3.19) this implies (3.17).












Thanks to (3.13) we have∫ µ
0
s−δ














∣∣Π2Sϵµ(s)Qµek∣∣2Hθ−1 ds ≤ 12ϵµ−δ 1µ |Qek|2Hθ−1 = 12ϵ 1µ1+δ λ2kα1−θk ,
and these two estimates together imply (3.18).










and we denote by Tϵ(t), t ≥ 0, the strongly continuous semigroup generated by Aϵ









, t ≥ 0. (3.21)
Moreover, if there exists a non-negative sequence {λk}k∈N such that
Qek = λkek, k ∈ N,
then, for any 0 < δ < 1 and ϵ > 0 there exists a constant c = c(δ, ϵ) such that for
any k ∈ N ∫ ∞
0




Finally, for any k ∈ N
∫ T
0
s−δ |Tϵ(s)Qϵek|2H ds ≤
1
1− δ
T 1−δ λ2k. (3.23)
Proof. Let x ∈ Hθ, and uϵ(t) = Tϵ(t)x. This means
∂uϵ
∂t























and this implies (3.21).
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In order to prove (3.22), we observe that if uϵ(t) = Tϵ(t)Qϵek, then
∂uϵ
∂t
(t) = −αkJ−1ϵ uϵ(t).












and therefore, ∫ ∞
0











































Finally, in order to prove (3.23), we notice that
∫ T
0









In view of the previous estimates for Sϵµ(t) and Tϵ(t), we can prove the following
convergence result.



















where Pn is the projection of H onto the n-dimensional subspace Hn := span{e1, . . . , e2n}.
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Integrating once again, and exchanging the order of integration, we conclude that
Π1S
ϵ






















Now, since Tϵ(t)x solves the equation


























From Grönwall’s inequality we see that for 0 ≤ t ≤ T ,
∣∣Π1Sϵµ(t)(x, 0)− Tϵ(t)x∣∣H ≤ µϵ α2k|x|Heα2kT ,
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and this yields (3.24).
We prove (3.25) analogously, by taking x = 0 in (3.26). In this case, thanks

































































eα2kT , t ∈ [0, T ],
and this implies (3.25).





|Π1Sϵµ(t)(x, y)− Tϵ(t)x|H = 0. (3.27)










|Π1Sϵµ(t)(x, y)− Tϵ(t)x|H ≤ |Π1Sϵµ(t)(0, y)|H + |Π1Sϵµ(t)(Pnx, 0)− Tϵ(t)Pnx|H
+|Π1Sϵµ(t)(x− Pnx, 0)|+ sup
t≤T





By (3.13) and (3.21), for any η > 0 there exists nη ∈ N such that
Inη ,3(t) + Inη ,4(t) ≤ 3|x− Pnηx|H ≤
η
3
, t ≥ 0.







and then since from (3.13)
sup
t≥0
I1(t) ≤ 2µ|y|H ,
we can conclude that
sup
t∈ [0,T ]
|Π1Sϵµ(t)(x, y)− Tϵ(t)x|H ≤ η, µ ≤ µ0,
and (3.27) follows from the arbitrariness of η > 0.












∣∣Tϵ(t)J−1ϵ (y − Pny)∣∣H := 3∑
j=1
In,j(t).
By Lemma 3.3.2 and (3.21), we have
In,2(t) + In,3(t) ≤ c|y − Pny|H , t ≥ 0.
Then, for any η > 0 we can fix nη ∈ N such that
sup
t≥0











Because η > 0 was arbitrary, (3.28) follows.
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Proof. For any ψ ∈ Lp(Ω;Lp([0, T ];H)) and n ∈ N, let us define
ψn(t) = I{|ψ(t)|H≤n}Pnψ(t), t ∈ [0, T ].
We have clearly ψn ∈ L∞(Ω×[0, T ];Hn) and by the dominated convergence theorem
lim
n→∞
E|ψn − ψ|pLp(0,T ;H) = 0.






µ(t)(0, y)− Tϵ(t)J−1ϵ y, y ∈ H,





















Φµϵ (t− s)ψn(s)ds := In,1(t) + In,2(δ, t) + In,3(δ, t).










p−1MpE|ψ − ψn|pLp([0,T ];H).









































Together with (3.30) and (3.31), this implies (3.29).
3.4 Approximation by small friction for additive noise
In this section, we assume that the noisy perturbation in system (3.1) is of
additive type, that is G(x, t) = I, for any x ∈ H and t ≥ 0. Moreover, we assume
that the covariance operator Q satisfies the following condition.
Hypothesis 6. There exists a non-negative sequence {λk}k∈N such that Qek = λkek,












(t)), t ≥ 0,











µ(0) = (x, y) (3.32)
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in the Hilbert space H.
Our purpose here is to prove that for any fixed ϵ > 0 the process uϵµ(t) converges
to the solution uϵ(t) of the following system of stochastic PDEs
∂uϵ
∂t
(t) = J−1ϵ ∆uϵ(t) + Bϵ(uϵ(t), t) +
∂wQϵ
∂t
uϵ(0) = u0, uϵ(ξ, t) = 0, ξ ∈ ∂D,
(3.33)
where for any ϵ > 0 we have defined Qϵ = J
−1
ϵ Q and
Bϵ(x, t) = J
−1
ϵ B(x, t), x ∈ H, t ≥ 0.
Notice that with these notations and Aϵ defined by (3.20), system (3.33) can be
rewritten as the abstract evolution equation
duϵ(t) = [Aϵuϵ(t) +Bϵ(uϵ(t), t)] dt+Qϵdw(t), uϵ(0) = u0, (3.34)
in the Hilbert space H.

















Sϵµ(s)Qµ dw(s), t ≥ 0,
takes values in Lp(Ω;C([0, T ];H)), for any T > 0 and p ≥ 1 (for a proof see
[12]). Therefore, as the mapping Bµ(·, t) : H → H is Lipschitz-continuous, uni-
formly with respect to t ∈ [0, T ], we have that there exists a unique process






Sϵµ(t− s)Bµ(zϵµ(s), s) ds+ Γϵµ(t).
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Tϵ(s)Qϵ dw(s), t ≥ 0,
takes values in Lp(Ω;C([0, T ];H)), for any T > 0 and p ≥ 1, so that, as the mapping
Bϵ(·, t) : H → H is Lipschitz-continuous, uniformly with respect to t ∈ [0, T ], we
can conclude that there exists a unique process uϵ ∈ Lp(Ω;C([0, T ];H)) solving
equation (3.34) in mild sense, that is
uϵ(t) = Tϵ(t)u0 +
∫ t
0
Tϵ(t− s)Bϵ(uϵ(s), s)ds+ Γϵ(t).
Theorem 3.4.1. Under Hypotheses 4 and 6, for any ϵ > 0, T > 0 and p ≥ 1 and





∣∣uϵµ(t)− uϵ(t)∣∣pH = 0. (3.35)
Proof. Due to Lemma 3.3.2 and the Lipschitz continuity of B, we have














+ |Γϵµ(t)− Γϵ(t)|H ,
and then, from Grönwall’s Lemma, for any p ≥ 1 we get
sup
t∈ [0,T ]



































The analysis of I3(t) is more delicate. By using the factorization method



















(t− σ)α−1Tϵ(t− σ)Y αµ,1(σ)dσ +
∫ t
0





























(σ − s)−αΠ1Sϵµ(σ − s)Qµdw(s).
We have
E





∣∣[Π1Sϵµ(s)Qµ − Tϵ(s)Qϵ] ek∣∣2H ds.
If we choose α = δ
4
, then by (3.17), (3.22), (3.28), and Hypothesis 6, from the








∣∣[Π1Sϵµ(s)Qµ − Tϵ(s)Qϵ] ek∣∣2H ds = 0.
Therefore, from the Gaussianity of Y
δ/4









Thanks to (3.21), this implies that if we take p large enough so that



























Next, we remark that in view of (3.18) and Hypothesis 6,









and by Lemma 3.3.2,
∣∣∣Π1Sϵµ(t)(0, Y δ/4µ,2 (σ))∣∣∣2
H










































































































































∣∣∣Y δ/4µ,3 (σ)− PnY δ/4µ,3 (σ)∣∣∣pH = 0. (3.37)













































∣∣∣Y δ/4µ,3 (σ)− PnY δ/4µ,3 (σ)∣∣∣pH dσ
)





















3.5 Approximation by small friction for multiplicative noise
In this section we assume that the space dimension d = 1 and D is a bounded
interval, the diffusion coefficient G satisfies Hypothesis 5 and the covariance operator
Q satisfies the following condition.
Hypothesis 7. There exists a bounded non-negative sequence {λk}k∈N such that
Qek = λkek, k ∈ N.
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Tϵ(t− s)Gϵ(u(s), s)dwQ(s), u ∈ Lp(Ω, C([0, T ];H)).
With the notations introduced in Sections 3.16 and 3.19, the regularized system












Q(t), zϵµ(0) = (u0, v0), (3.38)
and the limiting problem (3.33) can be rewritten as
duϵ(t) = [Aϵuϵ(t) + Bϵ(uϵ(t), t)] dt+Gϵ(uϵ(t), t) dw
Q(t), uϵ(0) = u0, (3.39)
where
Gϵ(u, t) = J
−1
ϵ G(u, t).
Lemma 3.5.1. Under Hypotheses 5 and 7, for any µ, ϵ > 0, T ≥ 0 and p > 4 we
have
z ∈ Lp(Ω;C([0, T ];H)) =⇒ Γϵµ(z) ∈ Lp(Ω;C([0, T ];H)).
Moreover, there exists a constant c := c(ϵ, µ, p, T ) such that
E|Γϵµ(z1)− Γϵµ(z2)|
p
C([0,T ];H) ≤ c
∫ T
0
E|Π1z1 − Π1z2|pC([0,σ];H) dσ. (3.40)
Proof. It is sufficient to prove (3.40). By the factorization method, for any α ∈






(t− σ)α−1Sϵµ(t− σ)Y µ(σ)dσ,
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where




Y µ1 (σ) =
∫ σ
0
(σ − s)−αΠ1Sϵµ(σ − s) [Gµ(z1(s), s)−Gµ(z2(s), s)] dwQ(s)
and
Y µ2 (σ) =
∫ σ
0
(σ − s)−αΠ2Sϵµ(σ − s) [Gµ(z1(s), s)−Gµ(z2(s), s)] dwQ(s).
Then, for any p > 1/α we have













































































The above equation implies that
|Π1Sϵµ(t)(0, v)|2H ≤ c
∞∑
h=1















∣∣Π1Sϵµ(σ − s)(0, eh)∣∣2H ∞∑
k=1





∣∣Π1Sϵµ(σ − s)(0, eh)∣∣2H |[G⋆(Π1z1(s), s)−G⋆(Π1z2(s), s)]eh|2H .



































and if we take α < 1/4, we can conclude that
E|Y µ1 (σ)|
p
H ≤ cp,T E|Π1z1 − Π1z2|
p
C([0,σ];H). (3.42)
In the above equation we recall that the eigenvalues grow as αh ∼ h
2
d and we

















and then, thanks to (3.18)
E|Y µ2 (σ)|
p
H−1 ≤ cp,T µ
− p(1+2α)
2 E|Π1z1 − Π1z2|pC([0,σ];H). (3.43)
Therefore, according to (3.41), if p > 4 we can find αp ∈ (1/p, 1/4) such that
E
∣∣Γϵµ(z1)− Γϵµ(z2)∣∣pC([0,T ];H) ≤ cp ∫ T
0
E |Π1z1 − Π1z2|pC([0,σ];H) dσ,
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for a constant c depending on p, µ, ϵ and T .
Remark 3.5.2. From the proof of the Lemma above, we easily see that, as a





C([0,T ];H) ≤ cp
∫ T
0
E|Π1z1 − Π1z2|pC([0,σ];H) dσ, (3.44)
for a constant c = c(ϵ, p, T ) > 0.
In Lemma 3.5.1 we have proven that the mapping
z ∈ Lp(Ω;C([0, T ];H)) 7→ Γϵµ(z) ∈ Lp(Ω;C([0, T ];H)),
is Lipschitz continuous. Therefore, as the mapping Bµ(·, t) : H → H, is Lip-
schitz continuous, uniformly for t ∈ [0, T ], we have that for any initial condi-
tion z0 = (u0, v0) ∈ H, system (3.38) admits a unique adapted mild solution
zϵµ ∈ Lp(Ω;C([0, T ];H)).
Lemma 3.5.3. Under Hypotheses 5 and 7, for any ϵ, T ≥ 0 and any p > 4
u ∈ Lp(Ω;C([0, T ];H) =⇒ Γϵ(u) ∈ Lp(Ω;C([0, T ];H)).
Moreover, there exists a constant c := c(ϵ, p, T ) such that for any u, v ∈ Lp(Ω;C([0, T ];H))
E |Γϵ(u)− Γϵ(v)|pC([0,T ];H) ≤ c
∫ T
0
E|u− v|pC([0,σ];H) dσ. (3.45)




then the constant c in (3.45) is independent of ϵ > 0.
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Proof. The proof is obtained from the same arguments used in the proof of Lemma
3.5.1, just by replacing the use of Lemmas 3.3.1, 3.3.2 and 3.3.3, with the use of
Lemma 3.3.4.
As a consequence of this lemma, since the mapping Bϵ(·, t) : H → H is Lips-
chitz continuous, uniformly for t ∈ [0, T ], we have that for any initial condition u0 ∈
H, system (3.38) admits a unique adapted mild solution uϵ ∈ Lp(Ω;C([0, T ];H)).




∣∣Π1Γϵµ((u, 0))− Γϵ(u)∣∣pC([0,T ];H) = 0.





















(t− σ)α−1Π1Sϵµ(t− σ) (0, Y
µ
3 (σ)) dσ
:= Iµ1 (t) + I
µ




Y µ1 (σ) =
∫ σ
0
(σ − s)−α[Π1Sϵµ(σ − s)Gµ((u(s), 0), s)− Tϵ(σ − s)Gϵ(u(s), s)]dwQ(s)
Y µ2 (σ) =
∫ σ
0
(σ − s)−αΠ1Sϵµ(σ − s)Gµ((u(s), 0), s)dwQ(s)
Y µ3 (σ) =
∫ σ
0
(σ − s)−αΠ2Sϵµ(σ − s)Gµ((u(s), 0), s)dwQ(s)





















∣∣[Π1Sϵµ(σ − s)Gµ((u(s), 0), s)− Tϵ(σ − s)Gϵ(u(s), s)]ek∣∣2H






Moreover, according to (3.28), for any fixed 0 ≤ s < σ and k ∈ N
lim
µ→0
∣∣[Π1Sϵµ(σ − s)Gµ((u(s), 0), s)− Tϵ(σ − s)Gϵ(u(s), s)]ek∣∣H = 0, P− a.s.





























C([0,T ];H) = 0. (3.46)












(t− σ)1−α[Π1Sϵµ(t− σ)Π⋆1 − Tϵ(t− σ)]PnY
µ
2 (σ)dσ.
Therefore, if α < 1/p
|Iµ2 |
p










































1 + E |u|pC([0,T ];H)
)
. (3.47)
Moreover, by proceeding as in the proof of Lemma 3.5.1, we have By the same
arguments, we can show that



























Therefore, if α < 1/4 we get
lim
n→∞




H = 0. (3.48)
Since by (3.13), ∥Π1Sϵµ(s)Π⋆1∥L(H) is uniformly bounded independently of s and µ,











, µ ≤ µ0,





C([0,T ];H) = 0. (3.49)










































C([0,T ];H) ≤ cµ
p(1−2α)
2 E(1 + |u|pC([0,T ];H)),





C([0,T ];H) = 0.





C([0,T ];H) = 0.
The case p ≥ 1 is a consequence of the Hölder inequality.




µ) and uϵ be the mild solutions of problems (3.38)
and (3.39), with initial conditions z0 ∈ H and u0 = Π1z0 ∈ H, respectively. Then,














uϵ(t) = Tϵ(t)u0 +
∫ t
0
Tϵ(t− s)Bϵ(uϵ(s), s) + Γϵ(uϵ)(t).
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Then















µ(t− s)(0, B(uϵ(s), s))ds−
∫ t
0




∣∣Π1 [Γϵµ(zϵµ)(t)− Γϵµ((uϵ(t), 0))]∣∣H + ∣∣Π1Γϵµ(uϵ(t), 0)− Γϵ(uϵ)(t)∣∣H .
By Lemma 3.3.2, and Hypothesis 4, there is a constant independent of µ and of
0 < s < t, such that
∣∣Π1Sϵµ(t− s)[Bµ(zϵµ(s), s)−Bµ((uϵ(s), 0), s)]∣∣H ≤ c |uϵµ(s)− uϵ(s)|H ,














Thanks to (3.44), this implies
E
∣∣uϵµ − uϵ∣∣pC([0,t];H) ≤ cp T p−1 ∫ t
0
E
∣∣uϵµ − uϵ∣∣pC([0,s];H) ds
+cp sup
s≤t















and the Grönwall’s inequality yields
E




















Finally, the result follows because of (3.27), (3.29), and Theorem 3.5.4.
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3.6 The convergence for ϵ ↓ 0
In the previous sections, we have shown that under suitable conditions on the




∣∣uϵµ − uϵ∣∣pC([0,T ];H) = 0.
This limit is not uniform in ϵ > 0, and the limit is not true for ϵ = 0. In this section
we want to show that
lim
ϵ→0
E |uϵ − u|pC([0,T ];H) = 0, (3.50)
where u is the mild solution of the problem
du(t) = [A0u(t) +B0(u(t), t)] dt+G0(u(t), t) dw




0 A, B0 = J
−1
0 B, G0 = J
−1
0 G.
This statement is true if we strengthen Hypothesis 6. Actually, Hypothesis 6
is the weakest assumption on the regularity of the noise that implies Theorem 3.4.1
and Theorem 3.5.5, for ϵ > 0. But in order to prove (3.50) we need to assume the
following stronger condition on the covariance Q.
Hypothesis 8. There exists a non-negative sequence {λk}k∈N such that Qek = λkek,




In what follows, we shall denote by T0(t), t ≥ 0, the semigroup generated by
the differential operator A0 in H, with D(A0) = D(A). The semigroup T0(t) is
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(t) = −∆u2(t), u1(0) = x1
∂u2
∂t
(t) = ∆u1(t), u2(0) = x2
This means that if we take the scalar product in Hθ of the first equation by u1 and





|T0(t)x|Hθ = |x|Hθ , t ≥ 0, (3.52)
for any θ ∈ R and x ∈ H.
Now, let us consider the stochastic convolution associated with problem (3.51),




T0(t− s)Qdw(s), t ≥ 0.















and this implies that Hypothesis 8 is necessary in order to have a solution in H for
the limiting equation (3.51).
Lemma 3.6.1. The matrix J−1ϵ converges to J
−1
















 = ϵ1 + ϵ2 I + 11 + ϵ2J−10 .
Then,







and this means that
















Therefore, limit (3.53) follows and is uniform with respect to t ∈ [−T, T ].







|Tϵ(t)Pnx− T0(t)Pnx|H = 0. (3.54)
Proof. If x ∈ span{e2k−1, e2k}, then Tϵ(t)x = e−α2kJ
−1









|Tϵ(t)Pnx− T0(t)Pnx|H ≤ limϵ→0 supt∈ [−Tα2k,0]
∥∥∥etJ−1ϵ − etJ−10 ∥∥∥
L(R2)
= 0.
As we can extend this result to span{ek}2nk=1, for any n, our result follows.





|Tϵ(t)x− T0(t)x|H = 0. (3.55)
Now, as a consequence of (3.54), by proceeding as in the proof of Corollary
3.3.7, we obtain the following result.
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Now, uϵ is the unique mild solution in L
p(Ω;C([0, T ];H) of problem (3.34) (in
the case of additive noise) or problem (3.39) (in the case of multiplicative noise), so
that
uϵ(t) = Tϵ(t)u0 +
∫ t
0
Tϵ(t− s)Bϵ(uϵ(s), s) ds+ Γϵ(uϵ)(t).
Moreover, u(t) is the unique mild solution in Lp(Ω;C([0, T ];H)) of the problem
du(t) = [A0u(t) +B0(u(t), t)] dt+G0(u(t), t) dw
Q(t), u(0) = u0,
with G0 = J
−1
0 I or G0 = J
−1
0 G, so that
u(t) = T0(t)u0 +
∫ t
0
T0(t− s)B0(uϵ(s), s) ds+ Γ0(uϵ)(t).
Then, in view the previous two lemmas, we have that the arguments used in
the proof of Theorem 3.4.1 and Theorems 3.5.4 and 3.5.5 can be repeated and we
have the following result.
Theorem 3.6.4. Assume either G satisfies Hypothesis 5 or G(x, t) = I. Then,
under Hypotheses 4 and 8, we have that for any T > 0 and p ≥ 1
lim
ϵ→0
E |uϵ − u|pC([0,T ];H) = 0. (3.57)
We conclude this section by showing that the convergence result proved above
for ϵ ↓ 0 is also valid for the second order system, that is for every µ > 0 fixed.
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Theorem 3.6.5. Assume either G satisfies Hypothesis 5 or G(x, t) = I. Then,
under Hypotheses 4 and 8, we have that for any initial conditions (u0, v0) and µ > 0
lim
ϵ→0
E |zϵµ − zϵ|
p
C([0,T ];H),
for any T > 0 and p ≥ 1.
As long as we can show that Sϵµ(t)Pnz → S0µ(t)Pnz for any fixed n, we can prove
Theorem 3.6.5 by following the arguments of Theorems 3.4.1 and 3.5.5. Fortunately,
we can prove something stronger. We show that supt≥0 ∥Sϵµ(t)− S0µ(t)∥L(H) = 0.
To this purpose, we introduce an equivalent norm on H ×H−1 by setting
|(x, y)|2H(µ) = |x|2H + µ|y|2H−1 .
Because of (3.13), for any ϵ ≥ 0,
sup
t≥0
∥Sϵµ(t)∥L(H) ≤ 1. (3.58)
Note that if ϵ = 0, then, by (3.13), for any z ∈ H and t ≥ 0,
|S0µ(t)z|H(µ) = |z|H(µ).





∥Sϵµ(t)− S0µ(t)∥L(H(µ)) = 0. (3.59)








Therefore, if we define γϵµ(t) = u
ϵ








































































Then, by (3.58), since |(0,Π2z)|H(µ) ≤ |z|H(µ), we conclude
∣∣Sϵµ(t)z − S0µ(t)z∣∣H(µ) ≤ ϵµ
∫ t
0




[1] A. Bensoussan, G. Da Prato, M.C. Delfour, S.K. Mitter, Representa-
tion and control of infinite-dimensional systems Vol. 1, Birkhäuser
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