We consider triangular arrays of Markov chains that converge weakly to a diffusion process. Local limit theorems for transition densities are proved.
Introduction and results
In this paper we study triangular arrays of Markov chains X n (k) (n ≥ 1, 0 ≤ k ≤ n) that converge weakly to a diffusion process (for n → ∞). Our main result is that the transition densities converges with rate O(n −1/2 ) to the transition density in the diffusion model.
Weak convergence of the distribution of scaled discrete time Markov processes to diffusions has been extensively studied in the literature. First general results have been received by A.V. Skorohod in the early 60's [see Skorohod (1965) ]. In chapter 6 of this monography he proves a general weak convergence theorem where the limiting process consists of two components: a diffusion and a jump process. The continuous diffusion is described by a stochastic Itô integral, the jump component is a stochastic integral with respect to a Poissonian random measure. Later, Strook and Varadhan (1979, chapter 11) developped an elegant "martingale problem" approach for continuous Markov processes. Probably, there the most general results on weak convergence to a continuous diffusion can be found. The results in Skorohod (1965) and in Strook and Varadhan (1979) are obtained by probabilistic methods. In this paper, for the treatment of the convergence of transition densities we will use an analytical approach. We will apply the parametrix method for parabolic PDEs and a modification of this method for discrete time Markov chains.
Standard reference for the parametrix method are the books by A. Friedman (1964) and O.A. Ladyzenskaja, V.A. Solonnikov and Ural´ceva (1968) on parabolic PDEs. But for our purposes a slightly different version of the parametrix method used in McKean and Singer (1967) is more appropriate. This method permits to obtain a tractable representation of transition densities of diffusions that is based on Gaussian densities, see Lemma 3.1. A similar representation is derived for the discrete time Markov chain X n , see Lemma 3.6. The parametrix method was used e.g. in Kuznetsov (1998) to obtain bounds for Poisson kernels. But as far as we know for Markov chains the parametrix method was not systematically developed before. A description of the parametrix method is given in Subsection 3.1. Local limit theorems for Markov chains were given in Kasymdzganova (1981) and Konakov and Molchanov (1984) . Kasymdzganova (1981) considered the case of a homogeneous random walk on the lattice Z Z p [with no drift, e.g. m ≡ 0]. Local limit theorems for homogeneous Markov chains with continuous state space were given in Konakov and Molchanov (1984) .
We now give a more detailed description of the Markov chains and their diffusion limit. For each n ≥ 1 we consider Markov chains X n (k) where the time k runs from 0 to n. The Markov chain X n is assumed to take values in IR p . The dynamics of the chain X n is described by X n (k + 1) = X n (k) + n (k + 1)m{s n (k), X n (k)} + n (k + 1) 1/2 ε n (k + 1).
(1.1)
Here n (k) > 0 are real numbers with n k=1 n (k) = 1.
The numbers s n (k) are defined as s n (0) = 0 and
Furthermore, m is a function m : [0, 1] × IR p → IR p . We make the Markov assumption that the conditional distribution of the innovation ε n (k + 1) given the past X n (k), X n (k −1), . . . depends only on the last value X n (k). Given X n (i) = x(i) for i = 0, . . . , k the variable ε n (k + 1) has a conditional density q{s n (k), x(k), •}. The conditional covariance matrix of ε n (k +1) is denoted by {s n (k), x(k)}. Here q is a function mapping [0, 1]×IR p ×IR p into IR + . Furthermore, is a function mapping [0, 1] × IR p into the set of positive definite p × p matrices. The conditional density of X n (n), given X n (0) = x, is denoted by p n (x, •). Study of the transition densities p n (x, y) is the topic of this paper. Conditions on n (k), m, q{s n (k), x(k), •} and {s n (k), x(k)} will be given below. By time change the Markov chain X n defines a process Y n on [0, 1]. More precisely, put κ n (t) = sup{k : s n (k) ≤ t, 0 ≤ k ≤ n}. This defines a monotone time transform κ n : [0, 1] → {0, . . . , n}. Using this time transform we get the following process:
