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HOMOGENIZATION OF THE STOCHASTIC NAVIER–STOKES
EQUATION WITH A STOCHASTIC SLIP BOUNDARY CONDITION
HAKIMA BESSAIH AND FLORIAN MARIS
Abstract. The two dimensional Navier-Stokes equation in a perforated domain with a dy-
namical slip boundary condition is considered. We assume that the dynamic is driven by
a stochastic perturbation on the interior of the domain and another stochastic perturbation
on the boundaries of the holes. We consider a scaling (ε2 for the viscosity and 1 for the
density) that will lead to a time dependent limit problem. However, the noncritical scaling
(εβ, β > 1) is considered in front of the nonlinear term. The homogenized system in the
limit is obtained as a Darcy’s law with memory with two permeabilities and an extra term
that is due to the stochastic perturbation on the boundary of the holes. We use the two-scale
convergence method. Due to the stochastic integral, the pressure that appears in the varia-
tional formulation does not have enough regularity in time. This fact made us rely only on the
variational formulation for the passage to the limit on the solution. We obtain a variational
formulation for the limit that is solution of a Stokes system with two pressures. This two-scale
limit gives rise to three cell problems, two of them give the permeabilities while the third one
gives an extra term in the Darcy’s law due to the stochastic perturbation on the boundary of
the holes.
Keywords: Homogenization, Boundary noise, Navier-Stokes equations, Slip boundary con-
dition, Perforated medium.
Mathematics Subject Classification 2000: Primary 60H15, 76M50, 60H30 ; Secondary
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1. Introduction and formulation of the problem
In this paper we are interested in the asymptotic behavior of a two-dimensional Navier Stokes
equation in a domain containing periodically distributed obstacles subject to a dynamical slip
boundary condition. We assume that the dynamic is driven by a stochastic perturbation on the
interior of the domain and another stochastic perturbation on the boundaries of the obstacles.
We represent the solid obstacles by holes in the fluid domain.
We consider D, an open bounded domain of R2 with a Lipschitz boundary ∂D. Let Y =
[0, 1[2 the representative cell and denote by O an open subset of Y with a smooth boundary
∂O, such that O ⊂ Y , and set Y ∗ = Y \O. The elementary cell Y and the small cavity or hole
O inside it are used to model small scale obstacles or heterogeneities in a physical medium D.
Denote by Oε,k the translation of εO by εk, k ∈ Z2. We make the assumption that the holes
do not intersect the boundary ∂D and we denote by Kε the set of all k ∈ Z2 such that the cell
εk + εY is strictly included in D. The set of all such holes will be denoted by Oε, i.e.
Oε :=
⋃
k∈Kε
Oε,k =
⋃
k∈Kε
ε(k +O),
and set
Dε := D \Oε.
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By this construction, Dε is a periodically perforated domain with holes of size of the same
order as the period. More preciselly, we are interested in the following system of equations:
duε(t, x) =
[
νε2∆uε(t, x) + εβ(uε(t, x) · ∇)uε(t, x) −∇pε(t, x)] dt
+f(t, x)dt+ g1(t)dW1(t, x) in [0, T ]×Dε,
div uε(t, x) = 0 in [0, T ]×Dε,
uε(t, x) · n = 0 on [0, T ] × ∂Oε,
εduετ (t, x) = −
[
νε2
(
∂uε(t, x)
∂n
)
τ
+ αε(x)uετ (t, x)
]
dt+ ε [gε2(t)]τ dW2(t, x) on [0, T ] × ∂Oε,
uε(0, x) = uε0(x) in D
ε,
uε(0, x) = vε0(x) on ∂O
ε,
(1.1)
where pε is the pressure of the fluid, ν > 0 is the viscosity, uε is the velocity, n is the normal
vector at the boundary ∂Oε that points inside the hole, uετ is the tangential velocity on ∂O
ε,
and
(
∂uε(t, x)
∂n
)
τ
is the tangential component of the normal derivative of the velocity.
Here (W1(t))t≥0 and (W2(t))t≥0 are two mutually independent L
2(D)2– valued Wiener pro-
cesses defined on the complete probability space (Ω,F ,P) endowed with the canonical filtra-
tion (Ft)t≥0 and with the covariances Q1 and Q2, where Q1 and Q2 are two linear positive
operators in L2(D)2 of trace class. Also f ∈ L2([0, T ] × D)2 represents the body forces,
αε is a strictely positive function in L∞(∂Oε) and β > 1. For any K and H two separa-
ble Hilbert spaces, we denote by L2(K,H) the space of bounded linear operators that are
Hilbert-Schmidt from K to H. If Q is a linear positive operator in K of trace class, then we
denote by LQ(K,H), the space of bounded linear operators that are Hilbert-Schmidt from
Q
1
2K to H, and the norm is denoted by ‖ · ‖Q. Finally g1 ∈ C([0, T ];LQ1(L2(D)2, L2(D)2)
and gε2 ∈ C([0, T ];LQ2(L2(D)2, L2(∂Oε)2), with
gε2(t) = g21(t) +Rεg22(t), (1.2)
where g21 ∈ C([0, T ];LQ2(L2(D)2,H1(D)2), g22 ∈ C([0, T ];LQ2(L2(D)2, L2(∂O)2). For any
element h ∈ L2(∂O), we define Rεh ∈ L2(∂Oε) by
Rεh(x) = h
(x
ε
)
(1.3)
where h is considered Y− periodic.
With a similar scaling, but in a deterministic and linear setting, and with Dirichlet boundary
conditions on the boundary of the holes, Allaire in [3] proved rigorously the convergence of the
homogenization process to a Darcy’s law with memory. Let us notice that the scaling ε2 for the
viscosity is the precise scaling that gives a non-zero limit for uε when ε→ 0 for this particular
geometry. Moreover, the scaling 1 for the density of the fluid is the precise one that gives a
time-dependent limit problem. Indeed, Mikelic´ in [12] studied the deterministic Navier Stokes
equation, with Dirichlet boundary condition on the boundaries of the holes, but with a scaling
ε for the density, and obtained in the limit a stationary Darcy’s law. The Stokes equation in
a perforated domain, with a slip boundary condition has been studied by Allaire in [4] where
Darcy’s law was obtained in the limit with a permeability that depends on the slip coefficient
α. Similar results can be found in [8] with a nonhomogeneous slip boundary condition, that
translates in an additional term in the Darcy’s law. The stochastic Stokes with a stochastic
dynamical Fourier boundary condition was analyzed in [5], where in the limit, a stochastic
parabolic partial differential equation was obtained. In the present paper we analyze the full
stochastic Navier Stokes equation, but with a noncritical scaling εβ , with β > 1 in front of the
nonlinear term. Our dynamical boundary condition is of slip type, and contains a scaling of
ε, which is the precise one that gives in the limit a Darcy’s law with memory with a second
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permeability. The nonhomogeinity on the boundary contains a periodic stochastic part, that
yields in the limit to an additional term in the Darcy’s law.
To prove the convergence to the homogenized problem, we use the two-scale convergence
method that goes back to [14, 1] and was extended to the stochastic case in [7]. Because our
uniform estimates are in mean due to the presence of the random coefficient ω, the two-scale
convergence method has to be adapted to our setting. More precisely, we extend the notion
of two-scale convergence to contain more parameters, ω, t and x. This is very similar to what
we previously introduced in our paper [5]. We extend by 0 inside the holes the velocities
uε and ∇uε and we pass to the limit in the two scale convergence sense in the variational
formulation. We obtain a variational formulation for the limit u∗ which is associated with a
stochastic Stokes system with two pressures. The existence of the two pressures was proven
by the orthogonality Lemma 6.2. This two scale limit gives rise to three cell problems, two of
them give the permeabilities while the third cell problem gives an extra term in the Darcy’s
law. Due to the stochastic integral, we have to define a more regular in time pressure P (t)
that appears in the variational formulation. For this reason, in order to show Darcy’s law we
had to rely only on the variational formulation, and this is proven in Theorem 6.5.
The idea of the two scale convergence method was to give a rigorous justification to the
asymptotic expansion method. A more general setting has been defined by Nguetseng in
[15], [16] and later in [17]. The theory of the two scale convergence from the periodic to
the stochastic setting has been extended by Bourgeat, A. Mikelic´ and Wright in [7], using
techniques from ergodic theory. There is a vast literature for partial differential equations with
random coefficients, where this method was used, however most of the tackled problems in this
setting are not in perforated domains, (see [7], [6] and the references therein). Much less was
done for homogenization of stochastic partial differential equations, in particular in perforated
domains. We mention the paper [25] where a reaction diffusion equation with a dynamical
boundary condition with a noise source term on both the interior of the domain and on the
boundary was studied, and through a tightness argument and a pointwise two scale convergence
method the homogenized equation was derived. A comprehensive theory for solving stochastic
homogenization problems has been constructed recently in [27] and [19], where a Σ-convergence
method adapted to stochastic processes was developed. An application of the method to the
homogenization of a stochastic Navier-Stokes type equation with oscillating coefficients in a
bounded domain (without holes) has been provided.
For the deterministic Stokes or Navier Stokes equations in perforated domains we refer to:
[20], [23], [2], [12], [8], [3], [13]. In [8] the Stokes problem in a perforated domain with a
nonhomogeneous Fourier boundary condition on the boundaries of the holes was studied while
in [3] the same problem was studied with a slip boundary condition. The stochastic Stokes in
a perforated domain has been studied first in our previous paper in [5]. As far as we know,
this is the first result on the stochastic Navier-Stokes in perforated domain, although we are
studying the noncritical case.
The paper is organized as follows. In Section 2 we define the functional spaces and rewrite
the system in an abstract form. In Section 3 we study the microscopic equation, we prove the
existence and uniqueness of solutions, and get the uniform estimates. In Section 4 the two
scale convergence results are introduced and adapted to our particular setting. In Section 5,
we derive all the two-scale limits and pass to the limit in the variational formulation using
particular test functions. We obtain the variational formulation for the two scale limit u∗. The
homogenized system is studied in section 6 and an explicit formula in the form of a Darcy’s
law with memory is given in theorem 6.5. Section 7 is dedicated to some concluding remarks
about Darcy’s law obtained in the previous section.
4 HAKIMA BESSAIH AND FLORIAN MARIS
2. Functional setting
Let us introduce the following Hilbert spaces
L2ε := L
2(Dε)2 × L2(∂Oε)2, (2.1)
H1ε := H
1(Dε)2 ×H 12 (∂Oε)2. (2.2)
equipped respectively with the inner products
〈U,V〉 =
∫
Dε
[
u(x) · v(x)]dx+ ∫
∂Oε
[
u(x′) · v(x′)]dσ(x′),
and
((U,V)) =
∫
Dε
[
u(x) · v(x)]dx+ ∫
Dε
[∇u(x) · ∇v(x)]dx,
where U =
(
u
u
)
.
We introduce the bounded linear and surjective operator γε : H1(Dε)2 7→ H 12 (∂Oε)2 such
that γεu = u|∂Oε for all u ∈ C∞
(
Dε
)2
. γε is the trace operator, (see [21], pp. 47). We denote
by H−
1
2 (∂Oε)2 the dual space of H
1
2 (∂Oε)2.
We denote by Hε the closure of Vε in L2ε, and by Vε the closure of Vε in H1ε, where
Vε :=
{
U =
(
u
u
)
∈ C∞ (Dε)2 × γε(C∞ (Dε)2) | div u = 0, u = √εu∂Oε ,
u = 0 on ∂D, u · n = 0 on ∂Oε} ,
(2.3)
Let Πε : L2ε 7→ L2(Dε)2 be the operator that represents the projection onto the first com-
ponent, i.e. ΠεU = u, for every U = (u, u) ∈ L2ε. We also define the spaces Hε = ΠεHε and
V ε = ΠεVε.
Hε and Vε are separable Hilbert spaces with the inner products and norms inherited from
L2ε and H
1
ε respectively:
‖U‖2Hε = 〈U,U〉 ,
‖U‖2Vε = ((U,U)) ,
and Hε and V ε are also separable Hilbert spaces with the norms induced by the projection
Πε.
Denoting by (Hε)′ and (Vε)′ the dual spaces, if we identify Hε with (Hε)′ then we have the
Gelfand triple Vε ⊂ Hε ⊂ (Vε)′ with continuous injections.
We denote the dual pairing between U ∈ Vε and V ∈ (Vε)′ by 〈U,V〉〈(Vε)′,Vε〉. When U ∈
Hε, we have 〈U,V〉〈(Vε)′,Vε〉 = 〈U,V〉. Define the linear operator Aε : D(Aε) ⊂ Hε 7→ (Hε)′:
AεU = Aε
(
u
u
)
= ProjHε
 −ν∆uν√
ε
(
∂u
∂n
)
τ
+
αε
ε3
uτ
 , (2.4)
with
D(Aε) = {U ∈ Vε| −∆u ∈ L2(Dε)2 and
(
∂u
∂n
)
τ
∈ L2(∂Oε)2},
and
〈AεU,V〉 =
∫
Dε
ν∇u∇vdx+
∫
∂Oε
αε
ε3
uτvτdσ.
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Lemma 2.1. (Properties of the operator Aε) For every ε > 0, the linear operator Aε is
positive and self-adjoint in Hε.
Proof. The operator is obviously symmetric, since for every U, V ∈ Vε,
〈AεU,V〉 = ν
∫
Dε
∇u∇vdx+
∫
∂Oε
αε
ε2
γε(u)γε(v)dσ
and also coercive by using the strict positivity of αε and the Poincare inequality
〈AεU,U〉 = ν
∫
Dε
∇u∇udx+
∫
∂Oε
αε
ε2
γε(u)γε(u)dσ ≥ c(ε)||U||2Vε .
To show that it is self-adjoint it is enough to show that
D(Aε) = {U ∈ Vε | 〈AεU,V〉 ≤ C||V||Hε for every V ∈ Vε}.
But, 〈AεU,V〉 ≤ C||V||Hε for every V ∈ Vε is equivalent to
ν
∫
Dε
∇u∇vdx ≤ C||v||L2(Dε)2 + C||v||L2(∂Oε)2 ∀v ∈ V ε ⇐⇒
ν
∫
Dε
−∆uvdx+ ν
∫
∂Oε
∂u
∂n
vdσ ≤ C||v||L2(Dε)2 + C||v||L2(∂Oε)2 ∀v ∈ V ε ⇐⇒
(2.5)
∆u ∈ L2(Dε)2 and ∂u
∂n
∈ L2(∂Oε)2, so U ∈ D(Aε). Now we use Proposition A.10, page 389
from [10] to infer that Aε is self-adjoint and generates an analytic semigroup. 
By continuity, the operator Aε can be extended from Vε into (Vε)′.
Denote by Sε(t) the analytic semigroup generated by ε
2Aε (see [18]).
Let Bε : Vε ×Vε → (Vε)′, and Bε : V ε × V ε → (V ε)′ be defined by
Bε (U,V) =
(
Bε(u, v)
0
)
=
(
(u · ∇)v
0
)
. (2.6)
Lemma 2.2. (cf. [22]) Let u, v, z ∈ V ε. Then
〈Bε(u, v), z〉(V ε)′,V ε = −〈Bε(u, z), v〉(V ε)′,V ε and 〈Bε(u, v), v〉(V ε)′,V ε = 0. (2.7)
Furthermore,
|〈Bε(u, v), z〉(V ε)′,V ε | ≤ ‖u‖L4(Dε)2‖v‖V ε‖z‖L4(Dε)2 . (2.8)
Moreover, one can apply the two-dimensional Ladyzhenskaya interpolation inequality (cf.
[9])
‖u‖2L4(Dε)2 ≤ Cε‖u‖Hε‖u‖V ε , (2.9)
to the right-hand side of (2.8) to obtain
|〈Bε(u, v), z〉(V ε)′,V ε | ≤ Cε‖u‖1/2Hε ‖u‖1/2V ε ‖v‖V ε‖z‖1/2Hε ‖z‖1/2V ε . (2.10)
If we define Fε ∈ L2(0, T ;L2(Dε)2 × L2(∂Oε)) by
Fε(t, x) =
(
f(t, x)
0
)
, (2.11)
and
Gε(t) =
(
g1(t) 0
0 ε [gε2(t)]τ
)
, W(t) = (W1(t),W2(t)), (2.12)
we can rewrite the system (1.1) in the compact form
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 dU
ε(t) +ε2AεUε(t)dt+ εβBε(Uε(t),Uε(t))dt = F(t)dt+Gε(t)dW,
Uε(0) = Uε0 =
(
uε0
uε0 =
√
εvε0
)
.
(2.13)
We assume that the operators g1, g21, and g22 satisfy the properties:
||g1(t)||2Q1 :=
∞∑
j=1
λj1||g1(t)ej1||2L2(D)2 ≤ CT , t ∈ [0, T ],
||g21(t)||2Q2 :=
∞∑
j=1
λj2||g21(t)ej2||2H1(D)2 ≤ CT , t ∈ [0, T ],
||g22(t)||2Q2 :=
∞∑
j=1
λj2||g22(t)ej2||2L2(∂O)2 ≤ CT , t ∈ [0, T ],
(2.14)
where {ej1}∞j=1 and {ej2}∞j=1 are respectively the eigenvectors of Q1 and Q2, and {λj1}∞j=1 and
{λj2}∞j=1 are the corresponding sequences of eigenvalues.
Moreover, throughout the paper we will assume that Uε0 = (u
ε
0, u
ε
0 =
√
εvε0) is an F0−
measurable Vε− valued random variable and there exists a constant C independent of ε, such
that for every ε > 0:
E‖uε0‖2L2(Dε) + ε2E‖∇uε0‖2L2(∂Oε) ≤ C. (2.15)
For any function zε defined in Dε we will denote in this paper by z˜ε the extension of zε by
0 to D,
z˜ε :=
{
zε on Dε
0 on D \Dε. (2.16)
3. The microscopic model
3.1. Auxiliary Stokes type problem. We introduce the associated linear Ornstein–Uhlenbeck
process:  dZ
ε(t) +ε2AεUε(t)dt = Gε(t)dW
Zε(0) = 0.
(3.1)
Theorem 3.1. For any T > 0, the system (3.1) has a unique mild solution Zε ∈ L2(Ω, C([0, T ],Hε)∩
L2(0, T ;Vε)),
Zε(t) =
∫ t
0
Sε(t− s)Gε(s)dW, t ∈ [0, T ]. (3.2)
The mild solution Zε is also a weak solution, that is, P-a.s.
〈Zε(t),φ〉+ ε2
∫ t
0
〈(Aε)1/2Zε(s), (Aε)1/2φ〉ds =
∫ t
0
〈Gε(s)dW(s),φ〉, (3.3)
for t ∈ [0, T ] and φ ∈ Vε.
Moreover, for every ε > 0
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E‖Zε(t)‖2Hε + ε2E
∫ t
0
‖Zε(s)‖2Vεds ≤ CT , t ∈ [0, T ] (3.4)
and
E sup
t∈[0,T ]
‖Zε(t)‖2Hε ≤ CT . (3.5)
Proof. Since the operator ε2Aε is the generator of a strongly continuous semigroup Sε(t), t ≥ 0
in Hε and using the assumption (2.14), then the existence and uniqueness of mild solutions
in Hε is a consequence of Theorem 7.4 of [10]. The regularity in Vε is a consequence of the
estimates below.
Applying the Itoˆ formula to ‖Zε(t)‖2
Hε
, we get that
d‖Zε(t)‖2Hε = 2〈Zε(t), dZε(t)〉dt+ ‖Gε(t)‖2Qdt
= −2〈ε2AεZε(t),Zε(t)〉dt+ 2〈Gε(t)dW,Zε(t)〉dt+ ‖Gε(t)‖2Qdt.
Hence,
‖Zε(t)‖2Hε + 2ε2
∫ t
0
‖(Aε)1/2Zε(s)‖2Hεds ≤ ‖Zε0‖2Hε +
∫ t
0
‖Zε(s)‖2Hεds
+ 2
∫ t
0
〈Gε(s)dW,Zε(t)〉+
∫ t
0
‖Gε(s)‖2Qds. (3.6)
Taking the expected value yields
E‖Zε(t)‖2Hε ≤
∫ t
0
E‖Zε(s)‖2Hεds+
∫ t
0
‖Gε(s)‖2Qds (3.7)
and
ε2E
∫ t
0
‖Zε(s)‖2Vεds ≤
∫ t
0
E‖Zε(s)‖2Hεds+
∫ t
0
‖Gε(s)‖2Qds (3.8)
Now (3.4) follows from using Gronwall’s lemma in (3.7).
On the other side, (3.6) implies that
sup
0≤t≤T
‖Zε(t)‖2Hε + 2ε2
∫ T
0
‖Zε(s)‖2Vεds ≤
∫ T
0
‖Zε(s)‖2Hεds
+ 2 sup
0≤t≤T
∣∣∣∣∫ t
0
〈Gε(s)dW,Zε(t)〉
∣∣∣∣+ ∫ T
0
‖Gε(s)‖2Qds
Moreover using the Burkholder-David-Gundy inequality and the Young inequality, we get that
E sup
0≤t≤T
∣∣∣∣∫ t
0
〈Gε(s)dW,Zε(t)〉
∣∣∣∣ ≤ E(∫ T
0
|Gε(s)Zε(s)|2 ds
)1/2
≤ 1
2
E sup
0≤t≤T
‖Zε(t)‖2Hε +C
∫ T
0
|Gε(s)|2ds
≤ 1
2
E sup
0≤t≤T
‖Zε(t)‖2Hε +CT
Now, plugging this estimate in the previous one and using Gronwall’s lemma completes the
proof of (3.5). 
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3.2. Well posedness of the stochastic Navier Stokes equation. In this paragraph we
will state the existence and uniqueness of solutions for the 2-d stochastic Navier Stokes equation
with a dynamical slip boundary condition, coupled with a Dirichlet boundary condition driven
by a noise on the boundary and interior of the domain. Since the noise is additive, we will use
a pathwise argument. For similar results with different boundary conditions, see [11].
Theorem 3.2. For any ε > 0, Uε0 ∈ Hε and T > 0, there exists a unique stochastic process
Uε, solution of equation (2.13) in the following sense: P-a.s.
Uε ∈ C([0, T ];Hε) ∩ L2([0, T ];Vε)
and
〈Uε(t),φ〉 + ε2
∫ t
0
〈(Aε)1/2Uε(s), (Aε)1/2φ〉ds − εβ
∫ t
0
〈Bε(Uε(s),φ),Uε(s)〉ds = 〈Uε0,φ〉
+
∫ t
0
〈F(s),φ〉ds +
∫ t
0
〈Gε(s)dW(s),φ〉 (3.9)
for all t ∈ [0, T ] and for all φ ∈ Vε. Moreover,
E
(
sup
0≤t≤T
‖Uε(t)‖2Hε + ε2
∫ T
0
‖Uε(t)‖2Vεdt
)
< CT . (3.10)
Proof. The proof of this theorem is based on a pathwise argument. Let us denote by U
ε
=
Uε − Zε, then Uε is the solution of the following random differential equation dU
ε
(t) +ε2AεU
ε
(t)dt+ εβBε(U
ε
(t) + Zε(t),U
ε
(t) + Zε(t))dt = F(t)dt
U
ε
(0) =
(
uε0
uε0 =
√
εvε0
)
,
(3.11)
that we study as a deterministic evolution equation for almost every ω ∈ Ω. More precisely,
we show that for almost every ω ∈ Ω the solution U of the equation (3.11) exists, U ∈
C([0, T ];Hε) ∩ L2([0, T ];Vε), satisfies the weak formulation
〈Uε(t),φ〉+ ε2
∫ t
0
〈(Aε)1/2Uε(s), (Aε)1/2φ〉ds− εβ
∫ t
0
〈Bε(Uε(s) + Z(s),φ),Uε(s) + Z(s)〉ds
(3.12)
= 〈Uε0,φ〉+
∫ t
0
〈F(s),φ〉dsφ〉, (3.13)
for all t ∈ [0, T ] and for all φ ∈ Vε.
First we prove some a priori estimates for the solution of (3.11). We have for almost all
t ∈ [0, T ]:〈
(U
ε
)′(t),U
ε
(t)
〉
〈(Vε)′,Vε〉
+ ε2
〈
AεU
ε
(t),U
ε
(t)
〉
〈(Vε)′,Vε〉
+ εβ
〈
Bε(U
ε
(t) + Zε(t),U
ε
(t) + Zε)(t),Uε(t)
〉
〈(Vε)′,Vε〉
=
〈
F(t),U
ε
(t)
〉
〈(Vε)′,Vε〉
,
(3.14)
which implies after using Lemma 2.2 that
1
2
∂
∂t
‖Uε(t)‖2Hε + ε2c(ε)‖Uε(t)‖2Vε ≤ ‖F(t)‖Hε‖Uε(t)‖Hε
− εβ 〈Bε(Uε(t) + Zε(t),Uε(t)),Zε(t)〉
〈(Vε)′,Vε〉
≤ c(ε)ε
2
4
‖Uε(t)‖2Vε + C(ε)‖F(t)‖2Hε − εβ
〈
Bε(U
ε
(t) + Zε(t),U
ε
(t)),Zε(t)
〉
〈(Vε)′,Vε〉
.
(3.15)
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The property (2.10) implies that
εβ | 〈Bε(Uε(t) + Zε(t),Uε(t)),Zε(t)〉
〈(Vε)′,Vε〉
| ≤ εβ| 〈Bε(Uε(t),Uε(t)),Zε(t)〉
〈(Vε)′,Vε〉
|
+ εβ | 〈Bε(Zε(t),Uε(t)),Zε(t)〉
〈(Vε)′,Vε〉
| = εβ| 〈Bε(Uε(t),Zε(t)),Uε(t)〉
〈(Vε)′,Vε〉
|
+ εβ | 〈Bε(Zε(t),Uε(t)),Zε(t)〉
〈(Vε)′,Vε〉
| ≤ εβCε‖Uε(t)‖Hε‖Zε(t)‖Vε‖Uε(t)‖Vε
+ εβCε‖Zε(t)‖Hε‖Uε(t))‖Vε‖Zε(t)‖Vε ≤ c(ε)ε
2
4
‖Uε(t)‖2Vε+
+C(ε)
(‖Uε(t)‖2Hε‖Zε(t)‖2Vε + ‖Zε(t)‖2Hε‖Zε(t)‖2Vε) .
We integrate the previous inequality over [0, T ]. Now, using Theorem 3.1, we have that
P− a.s. Zε ∈ C([0, T ];Hε) ∩ L2([0, T ];Vε). Hence,
‖Uε(t)‖2Hε + ε2c(ε)
∫ t
0
‖Uε(s)‖2Vεds ≤ ‖Uε(0)‖2Hε + C(ε)
∫ t
0
‖F(s)‖2Hεds
+ C(ε)
(∫ t
0
‖Uε(s)‖2Hε‖Zε(s)‖2Vεds+
∫ t
0
‖Zε(s)‖2Hε‖Zε(s)‖2Vεds
)
≤ C(ε, T, ω) + ‖F‖L2(0,T ;Hε) + ‖Uε(0)‖2Hε + C(ε)
∫ t
0
‖Uε(s)‖2Hε‖Zε(s)‖2Vεds,
(3.16)
where C(ε, T, ω) is a constant that is P-a.s. bounded and depends on ε, T and ω.
Applying Gronwall’s Lemma we get the estimate:
sup
[0,T ]
‖Uε(t)‖2Hε ≤
(
C(ε, T, ω) + ‖F‖L2(0,T ;Hε) + ‖Uε(0)‖2Hε
)
e
C(ε)
∫ T
0
‖Zε(s)‖2Vεds
≤ C(ε, T, ω) (1 + ‖F‖L2(0,T ;Hε) + ‖Uε(0)‖2Hε) .
(3.17)
Applying the estimate (3.17) to (3.16) we also obtain that:∫ T
0
‖Uε(t)‖2Vε ≤ C(ε, T, ω)
(
1 + ‖F‖L2(0,T ;Hε) + ‖Uε(0)‖2Hε
)
. (3.18)
We apply the Galerkin approximation to our problem. Let us denote by Hεn n-dimensional
subspace of Hε generated by the first n eigenvectors of the operator Aε, Pεn the projection
operator from Hε to Hεn, and let U
ε
n = PnU
ε
. Then, U
ε
n is the unique global solution of the
equation
dU
ε
n(t) +ε
2AεU
ε
n(t)dt+ ε
βPnB
ε(U
ε
n(t) + Z
ε(t),U
ε
n(t) + Z
ε(t))dt = PnF(t)dt
U
ε
n(0) = PnU
ε(0).
(3.19)
Moreover, U
ε
n satisfies the estimates (3.17) and (3.18), hence U
ε
n is uniformly bounded in
L∞(0, T ;Hε)∩L2(0, T ;Vε), thusUεn is also bounded inW 1,2(0, T ; (Vε)′). Using a compactness
argument, we deduce up to a subsequence that
U
ε
n → Uε,
strongly in L2(0, T ;Hε). Now it is classical to pass to the limit in the variational formulation
for Uεn (see [22]) to get (3.12). Since U
ε = U
ε
+Zε, we deduce that Uε satisfies the variational
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formulation (3.9). To show the uniqueness of Uε, let us assume that Uε1 and U
ε
2 are solutions
of the equation (2.13), then Uε∗ = U
ε
2 −Uε1 is solution of dU
ε
∗(t) +ε
2AεUε∗(t)dt+ ε
βBε(Uε∗(t),U
ε
1(t))dt+ ε
βBε(Uε2(t),U
ε
∗(t))dt = 0
Uε∗(0) = 0,
(3.20)
We multiply with Uε∗, and we get as before
∂
∂t
‖Uε∗‖2Hε ≤ C(ε)‖Uε1‖2Vε‖Uε∗‖2Hε
We apply the Gronwall lemma to get the uniqueness. Measurability of the process Uε follows
from the measurability of the Galerkin approximation.
Applying the Itoˆ formula to ‖Uε(t)‖2
Hε
and using Lemma 2.2, we get that
d‖Uε(t)‖2Hε = 2〈Uε(t), dUε(t)〉dt+ ‖Gε(t)‖2Qdt
= −2〈ε2AεUε(t),Uε(t)〉dt− 2εβ〈B(Uε,Uε),Uε〉+ 2〈Gε(t)dW,Uε(t)〉dt+ ‖Gε(t)‖2Qdt
= −2〈ε2AεUε(t),Uε(t)〉dt+ 2〈Gε(t)dW,Uε(t)〉dt+ ‖Gε(t)‖2Qdt.
Using similar calculations done for Zε in Theorem 3.1, we get (3.10) and this completes the
proof.

As a consequence of theorem 3.2, the variational formulation (3.9) can be rewritten in terms
of u solution of system (1.1).
Corollary 3.3. u the solution of system (1.1) satisfies the following variational formulation:
∫
Dε
(
uε(t)− uε0 −
∫ t
0
f(s)ds−
∫ t
0
g1(s)dW1(s) +
∫ t
0
εβ(uε(s) · ∇)uε(s)ds
)
φdx =
−
∫
Dε
∫ t
0
νε2∇uε(s)ds∇φdx+
∫
∂Oε
(
−εuε(t) + εvε0 +
∫ t
0
εgε2(s)dW2(s)ds −
∫ t
0
αεuε(s)ds
)
φdσ,
(3.21)
P-a.s., and for every φ ∈ V ε.
4. Two scale convergence
We will summarize in this section several results about the two scale convergence that we
will use throughout the paper. For the results stated without proofs, see [1], [4] or [27]. First
we establish some notations of spaces of periodic functions. We denote by Ck#(Y ) the space
of functions from Ck(Y ), that have Y− periodic boundary values. By L2#(Y ) we understand
the closure of C#(Y ) in L
2(Y ) and by H1#(Y ) the closure of C
1
#(Y ) in H
1(Y ). We denote the
restrictions of these spaces of functions to Y ∗ by Ck#(Y
∗), L2#(Y
∗), and H1#(Y
∗).
Definition 4.1. We say that a sequence uε ∈ L2(Ω × [0, T ] × D)2 two-scale converges to
u ∈ L2(Ω× [0, T ]×D × Y )2, and denote this convergence by
uε
2−s−→ u in Ω× [0, T ] ×D,
if for every Ψ ∈ L2(Ω× [0, T ] ×D;C#(Y ))2 we have
lim
ε→0
∫
Ω
∫ T
0
∫
D
uε(ω, t, x)Ψ(ω, t, x,
x
ε
)dxdtdP =
∫
Ω
∫ T
0
∫
D
∫
Y
u(ω, t, x, y)Ψ(ω, t, x, y)dydxdtdP.
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Theorem 4.2. Assume that the sequence uε is uniformly bounded in L2(Ω×[0, T ]×D)2. Then
there exists a subsequence (uε
′
)ε′>0 and u
0 ∈ L2(Ω × [0, T ] ×D × Y )2 such that uε′ two-scale
converges to u0 in Ω× [0, T ]×D.
Corollary 4.3. Assume the sequence uε ∈ L2(Ω × [0, T ] ×D)2, two-scale converges to u0 ∈
L2(Ω× [0, T ]×D×Y )2. Then, uε converges weakly in L2(Ω× [0, T ]×D)2 to
∫
Y
u0(ω, t, x, y)dy.
We will now define the notion of two scale convergence on periodic surfaces, as introduced
in [4].
Definition 4.4. We say that a sequence vε ∈ L2(Ω × [0, T ] × ∂Oε)2 two-scale converges to
v ∈ L2(Ω× [0, T ]×D × ∂O)2, and denote this convergence by
vε
2−s−→ v in Ω× [0, T ]×D,
if for every Ψ ∈ L2(Ω× [0, T ];C(D;C#(Y ))2 we have
lim
ε→0
∫
Ω
∫ T
0
∫
∂Oε
εvε(ω, t, x)Ψ(ω, t, x,
x
ε
)dσ(x)dtdP
=
∫
Ω
∫ T
0
∫
D
∫
∂O
v(ω, t, x, y)Ψ(ω, t, x, y)dσ(y)dxdtdP.
Theorem 4.5. Assume that the sequence
√
εvε is uniformly bounded in L2(Ω× [0, T ]×∂Oε)2.
Then there exists a subsequence (vε
′
)ε′>0 and v
0 ∈ L2(Ω × [0, T ] × D × ∂O)2 such that vε′
two-scale converges to v0 in Ω× [0, T ] ×D.
Theorem 4.6. Let for any ε > 0, uε ∈ L2(Ω× [0, T ];H1(Dε)2) such that
sup
ε
||uε||L2(Ω×[0,T ];L2(Dε)2) <∞,
and
sup
ε
ε||∇uε||L2(Ω×[0,T ];L2(Dε)2×2) <∞.
Then
sup
ε
√
ε||uε||L2(Ω×[0,T ];L2(∂Oε)2) <∞.
Also, if we extend by 0 inside Oε the sequences (uε)ε>0 and (∇uε)ε>0, and denote these exten-
sions by u˜ε and ∇˜uε, then there exists u0 ∈ L2(Ω× [0, T ];L2(D;H1#(Y ∗)2) such that
u˜ε(ω, t, x)
2−s−→ u0(ω, t, x, y)1Y ∗(y),
ε∇˜uε(ω, t, x) 2−s−→ ∇yu0(ω, t, x, y)1Y ∗(y),
and
uε|∂Oε(ω, t, x)
2−s−→ u0|∂O(ω, t, x, y).
Proof. See [4]. 
Theorem 4.7. Assume that the sequence uε two scale converges to u ∈ L2(Ω×[0, T ]×D×Y )2.
Then the sequence U ε(ω, t, x) defined by
U ε(ω, t, x) =
∫ t
0
uε(ω, s, x)ds
two scale converges to
∫ t
0
u(ω, s, x, y)ds.
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Proof. We have for the sequence uε that
lim
ε→0
∫
Ω
∫ T
0
∫
D
uε(ω, t, x)Ψ(ω, t, x,
x
ε
)dxdtdP =
∫
Ω
∫ T
0
∫
D
∫
Y
u(ω, t, x, y)Ψ(ω, t, x, y)dydxdtdP,
for every Ψ ∈ L2(Ω × [0, T ]×D;C#(Y ))2. Now if we choose Ψ to be of the form
Ψ(ω, s, x, y) = 1[0,t](s)Ψ1(ω, x, y),
we obtain that
lim
ε→0
∫
Ω
∫ t
0
∫
D
uε(ω, s, x)Ψ1(ω, x,
x
ε
)dxdP =
∫
Ω
∫ t
0
∫
D
∫
Y
u(ω, s, x, y)Ψ1(ω, x, y)dydxdP,
for any fixed t ∈ [0, T ] and any Ψ1 ∈ L2(Ω × D;C#(Y ))2. As a consequence, for Ψ2 ∈
L2(Ω × [0, T ] ×D;C#(Y ))2 the sequence
hε(t) =
∫
Ω
∫ t
0
∫
D
uε(ω, s, x)Ψ2(ω, t, x,
x
ε
)dxdsdP =
∫
Ω
∫
D
U ε(ω, t, x)Ψ2(ω, t, x,
x
ε
)dxdP
is convergent for almost every t ∈ [0, T ] to
h(t) =
∫
Ω
∫ t
0
∫
D
∫
Y
u(ω, s, x, y)Ψ2(ω, t, x, y)dydxdsdP =
∫
Ω
∫
D
∫
Y
U(ω, t, x, y)Ψ2(ω, t, x, y)dydxdP.
By applying Ho¨lder’s inequality,
hε(t) ≤ ||uε||L2(Ω×[0,T ]×D)2 ||Ψ2(t)||L2(Ω×D×Y )2 .
We use the dominated convergence theorem to deduce that∫ T
0
hε(t)dt→
∫ T
0
h(t)dt.

5. The convergence to the macroscopic problem
In this section we will use the variational formulation (3.21) for u to pass to the limit in the
two scale convergence sense. For this, we need first to obtain the required estimates.
5.1. Passage to the limit. As a consequence of the assumption (2.15), we apply theorems
4.2, 4.5 and 4.6 to obtain the two-scale convergence
u˜ε0(ω, x)
2−s−→ u0(ω, x, y) in Ω×D, (5.1)
vε0(ω, x)
2−s−→ v0(ω, x, y) in Ω×D, (5.2)
for u0 ∈ L2(Ω;L2(D;H1#(Y ))2, such that a.e. x ∈ D, u0(x, ·) ≡ 0 in O, and for v0 = (u0)∂O ∈
L2(Ω;L2(D;L2(∂O))2. From the estimates (3.10) we get also that
u˜ε(ω, t, x)
2−s−→ u∗(ω, t, x, y) in Ω× [0, T ]×D, (5.3)
for u∗ ∈ L2(Ω × [0, T ] × D;L2#(Y )2) ∩ L2(Ω × [0, T ] × D;H1#(Y ∗)2). Also, it follows as a
consequence of the properties of the sequence uε that a.e. ω ∈ Ω, for every t ∈ [0, T ] and a.e.
x ∈ D we have:
u∗(ω, t, x, ·) = 0 in O, (5.4)
divy u
∗(ω, t, x, ·) = 0 in Y, (5.5)
and a.e. ω ∈ Ω and for every t ∈ [0, T ]:
divx
(∫
Y
u∗(ω, t, x, y)dy
)
= 0 in D. (5.6)
HOMOGENIZATION OF THE STOCHASTIC NAVIER–STOKES EQUATION WITH A STOCHASTIC SLIP BOUNDARY CONDITION13
ε∇˜uε(ω, t, x) 2−s−→ ξ(ω, t, x, y) in Ω× [0, T ] ×D, (5.7)
for ξ ∈ L2(Ω× [0, T ]×D;L2#(Y )2×2) such that
ξ(ω, t, x, y) =
{ ∇yu∗(ω, t, x, y) for y ∈ Y ∗
0 for y ∈ O (5.8)
U˜ ε(ω, t, x)ds
2−s−→
∫ t
0
u∗(ω, s, x, y) in Ω× [0, T ]×D, (5.9)
ε∇˜U ε(ω, t, x)ds 2−s−→
∫ t
0
ξ(ω, s, x, y)ds in Ω× [0, T ] ×D., (5.10)
where U(ω, t, x) =
∫ t
0 u(ω, s, x)ds. In the variational formulation (3.21), we use a test function
φ(ω, t, x,
x
ε
) of the following form φ(ω, t, x, y) = φ1(ω)φ2(t)φ3(x,
x
ε
), with φ1 ∈ L∞(Ω), φ2 ∈
C∞0 (0, T ) and φ3 ∈ C∞0 (D;C∞# (Y ∗))2 such that:
φ3(x, ·) ≡ 0 in O,
divy φ3(x, ·) ≡ 0 in Y,
divx
(∫
Y
φ3(x, y)dy
)
≡ 0 in D,
integrate with respect to ω ∈ Ω and t ∈ [0, T ] and obtain:
∫
Ω
∫ T
0
∫
Dε
(
uε(ω, t, x) − uε0(ω, x)−
∫ t
0
f(s, x)−
∫ t
0
g1(s)dW1(s)
)
φ(ω, t, x,
x
ε
)dxdtdP
+
∫
Ω
∫ T
0
∫
Dε
∫ t
0
νε2∇uε(ω, s, x)∇φ(ω, t, x, x
ε
)dsdxdtdP
=
∫
Ω
∫ T
0
∫
∂Oε
(
−εuε(ω, t, x) + εvε0(ω, x) +
∫ t
0
εgε2(s)dW2(s)ds
)
φ(ω, t, x,
x
ε
)dσdtdP
−
∫
Ω
∫ T
0
∫
∂Oε
∫ t
0
εα(
x
ε
)uε(ω, s, x)φ(ω, t, x,
x
ε
)dσdtdP.
(5.11)
In (5.11) we pass to the limit term by term. From (5.3), (5.1) and (5.2)we get
lim
ε→0
∫
Ω
∫ T
0
∫
Dε
uε(ω, t, x)φ(ω, t, x,
x
ε
)dxdtdP =
∫
Ω
∫ T
0
∫
D
∫
Y
u∗(ω, t, x, y)φ(ω, t, x, y)dydxdtdP,
(5.12)
lim
ε→0
∫
Ω
∫ T
0
∫
Dε
uε0(ω, x)φ(ω, t, x,
x
ε
)dxdtdP =
∫
Ω
∫ T
0
∫
D
∫
Y
u0(ω, x, y)φ(ω, t, x, y)dydxdtdP,
(5.13)
and
lim
ε→0
∫
Ω
∫ T
0
∫
∂Oε
εvε0(ω, x)φ(ω, t, x,
x
ε
)dσdtdP =
∫
Ω
∫ T
0
∫
∂O
v0(ω, t, x, y)φ(ω, t, x, y)dσ(y)dtdP
(5.14)
We use formula (5.5) from [1] for a fixed fix ω ∈ Ω and t ∈ [0, T ] to get that the sequence of
integrals ∫
Dε
∫ t
0
f(s, x)φ(ω, t, x,
x
ε
)dx
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converges to
∫
D
∫
Y ∗
∫ t
0
f(s, x)dsφ(ω, t, x, y)dydx. We apply now Vitali’s theorem to obtain:
lim
ε→0
∫
Ω
∫ T
0
∫
Dε
∫ t
0
f(s, x)dsφ(ω, t, x,
x
ε
)dxdtdP
=
∫
Ω
∫ T
0
∫
D
∫
Y ∗
∫ t
0
f(s, x)dsφ(ω, t, x, y)dydxdtdP.
(5.15)
We use (5.10) to get
lim
ε→0
∫
Ω
∫ T
0
∫
Dε
∫ t
0
νε2∇uε(ω, s, x)∇φ(ω, t, x, x
ε
)dsdxdtdP =
lim
ε→0
∫
Ω
∫ T
0
∫
Dε
νε2∇uε(ω, t, x)∇φ(ω, t, x, x
ε
)dsdxdtdP =
lim
ε→0
∫
Ω
∫ T
0
∫
Dε
νε2∇uε(ω, t, x)
(
∇xφ(ω, t, x, x
ε
) +
1
ε
∇yφ(ω, t, x, x
ε
)
)
dsdxdtdP =
lim
ε→0
∫
Ω
∫ T
0
∫
Dε
νε2∇uε(ω, t, x)∇xφ(ω, t, x, x
ε
) + lim
ε→0
∫
Ω
∫ T
0
∫
Dε
νε∇uε(ω, t, x)∇yφ(ω, t, x, x
ε
) =∫
Ω
∫ T
0
∫
D
ν
∫ t
0
ξ(ω, s, x, y)ds∇yφ(ω, t, x, x
ε
).
(5.16)
We will now compute the limit of the boundary integrals and the stochastic ones. The results
are proven in the next Lemmas.
Lemma 5.1.
lim
ε→0
∫
Ω
∫ T
0
∫
∂Oε
εuε(ω, t, x)φ(ω, t, x,
x
ε
)dσdtdP
=
∫
Ω
∫ T
0
∫
D
∫
∂O
u∗(ω, t, x, y)φ(ω, t, x, y)dσ(y)dxdtdP.
(5.17)
Proof. We introduce the solution of the following problem:
−∆w1 = −|∂O||Y ∗| in Y
∗,
∂w1
∂n
= 1 on ∂O,∫
Y ∗
w1 = 0,
w1 −Y − periodic,
(5.18)
define next wε1(x) = ε
2w1(
x
ε ), and straightforward calculations show that w
ε
1 satisfies:
−∆wε1 = −
|∂O|
|Y ∗| in D
ε,
∂wε1
∂n
= ε on ∂Oε.
(5.19)

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We compute next the limit as follows:
lim
ε→0
∫
Ω
∫ T
0
∫
∂Oε
εuε(ω, t, x)φ(ω, t, x,
x
ε
)dσ(x)dtdP =
lim
ε→0
∫
Ω
∫ T
0
∫
∂Oε
∂wε1
∂n
(x)uε(ω, t, x)φ(ω, t, x,
x
ε
)dσ(x)dtdP =
lim
ε→0
∫
Ω
∫ T
0
∫
Dε
div
(
∇wε1(x)uε(ω, t, x)φ(ω, t, x,
x
ε
)
)
dxdtdP =
lim
ε→0
∫
Ω
∫ T
0
∫
Dε
∆wε1(x)u
ε(ω, t, x)φ(ω, t, x,
x
ε
)dxdtdP+
lim
ε→0
∫
Ω
∫ T
0
∫
Dε
∇wε1(x) · ∇
(
uε(ω, t, x)φ(ω, t, x,
x
ε
)
)
dxdtdP.
The first limit yields, after using (5.3):
lim
ε→0
∫
Ω
∫ T
0
∫
Dε
∆wε1(x)u
ε(ω, t, x)φ(ω, t, x,
x
ε
)dσ(x)dtdP =
lim
ε→0
∫
Ω
∫ T
0
∫
Dε
|∂O|
|Y ∗| u
ε(ω, t, x)φ(ω, t, x,
x
ε
) =∫
Ω
∫ T
0
∫
D
∫
Y
∆w1(y)u
∗(ω, t, x, y)φ(ω, t, x, y)dydxdtdP.
Next ,
lim
ε→0
∫
Ω
∫ T
0
∫
Dε
∇wε1(x) · ∇
(
uε(ω, t, x)φ(ω, t, x,
x
ε
)
)
dxdtdP =
lim
ε→0
∫
Ω
∫ T
0
∫
Dε
∇wε1(x) ·
(
∇uε(ω, t, x)φ(ω, t, x, x
ε
) + uε(ω, t, x)∇φ(ω, t, x, x
ε
)
)
dxdtdP =
lim
ε→0
∫
Ω
∫ T
0
∫
Dε
∇w1(x
ε
) ·
(
ε∇uε(ω, t, x)φ(ω, t, x, x
ε
) + uε(ω, t, x)ε∇φ(ω, t, x, x
ε
)
)
dxdtdP.
We use the two scale limits (5.3) and (5.7) and the fact that w1 ∈W 1,∞(Y ∗) to obtain∫
Ω
∫ T
0
∫
D
∫
Y ∗
∇w1(y) · (∇yu∗(ω, t, x, y)φ(ω, t, x, y) + u∗(ω, t, x, y)∇yφ(ω, t, x, y)) dydxdtdP.
Adding these two results and integrating by parts, we get (5.17).
Lemma 5.2.
lim
ε→0
∫
Ω
∫ T
0
∫
Dε
∫ t
0
g1(s)dW1(s)φ(ω, t, x,
x
ε
)dxdtdP =∫
Ω
∫ T
0
∫
D
∫
Y ∗
∫ t
0
g1(s)dW1(s)φ(ω, t, x, y)dydxdtdP.
(5.20)
Proof. We use the decomposition of φ and rewrite the difference between the two sides as∫
Ω
φ1(ω)dP
∫ T
0
φ2(t)
(∫
Dε
∞∑
i=1
√
λi1
∫ t
0
g1(s)ei1(x)dβi(s)
(
φ3(x,
x
ε
)−
∫
Y ∗
φ3(x, y)dy
)
dx
)
dt,
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where (βi)
∞
i=1 is a sequence of real valued independent Brownian motions, and (ei1)
∞
i=1 and
(λi1)
∞
i=1 are the ones defined in (2.14). Using Ho¨lder’s inequality it is sufficient to show that:
lim
ε→0
∫
Ω
∫ T
0
∣∣∣∣∣
∫
Dε
∞∑
i=1
√
λi1
∫ t
0
g1(s)ei1(x)dβi(s)
(
φ3(x,
x
ε
)−
∫
Y ∗
φ3(x, y)dy
)
dx
∣∣∣∣∣
2
dtdP = 0.
Using the stochastic Fubini theorem and then Itoˆ’ isometry, the limit becomes:
lim
ε→0
∫
Ω
∫ T
0
∞∑
i=1
λi1
∣∣∣∣∫ t
0
ds
∫
Dε
g1(s)ei1(x)
(
φ3(x,
x
ε
)−
∫
Y ∗
φ3(x, y)dy
)
dx
∣∣∣∣2 dtdP = 0.
We denote by tεi (t) =
∣∣∣∣∫ t
0
ds
∫
Dε
g1(s)ei1(x)
(
φ3(x,
x
ε
)−
∫
Y ∗
φ3(x, y)dy
)
dx
∣∣∣∣2.
The property (2.14) implies that tεi (t) are uniformly bounded and using again (5.5) from [1]
and Vitali’s theorem we derive that for any i ≥ 1
lim
ε→0
∫ T
0
tεi (t)dt = 0.
As
∞∑
i=1
λi1 <∞, the Lemma is proved. 
Lemma 5.3.
lim
ε→0
∫
Ω
∫ T
0
∫
∂Oε
∫ t
0
εgε2(s)dW2(s)φ(ω, t, x,
x
ε
)dσ(x)dtdP =∫
Ω
∫ T
0
∫
D
∫
∂O
∫ t
0
g21(s)dW2(s)φ(ω, t, x, y)dσ(y)dxdtdP
+
∫
Ω
∫ T
0
∫
D
∫
∂O
∫ t
0
g22(s)dW2(s)φ(ω, t, x, y)dσ(y)dxdtdP.
(5.21)
Proof. We will prove this Lemma using a combination of arguments used to prove (5.17) and
(5.20). We will show
lim
ε→0
∫
Ω
∫ T
0
∫
∂Oε
∫ t
0
εg21(s)dW2(s)φ(ω, t, x,
x
ε
)dσ(x)dtdP =∫
Ω
∫ T
0
∫
D
∫
∂O
∫ t
0
g21(s)dW2(s)φ(ω, t, x, y)dσ(y)dxdtdP,
(5.22)
and
lim
ε→0
∫
Ω
∫ T
0
∫
∂Oε
∫ t
0
εRεg22(s)dW2(s)φ(ω, t, x, x
ε
)dσ(x)dtdP =∫
Ω
∫ T
0
∫
D
∫
∂O
∫ t
0
g22(s)dW2(s)φ(ω, t, x, y)dσ(y)dxdtdP.
(5.23)
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To show (5.22) we use the functions w1 and w
ε
1 defined in (5.18) and (5.19) to transform the
boundary integrals into integrals in the volume. We rewrite the integral as∫
Ω
∫ T
0
∫
∂Oε
∂wε1
∂n
∫ t
0
g21(s)dW2(s)φ(ω, t, x,
x
ε
)dσ(x)dtdP =∫
Ω
∫ T
0
∫
Dε
∆wε1
∫ t
0
g21(s)dW2(s)φ(ω, t, x,
x
ε
)dxdtdP+∫
Ω
∫ T
0
∫
Dε
∇wε1∇
(∫ t
0
g21(s)dW2(s)φ(ω, t, x,
x
ε
)dx
)
dtdP.
As in Lemma 5.2
lim
ε→0
∫
Ω
∫ T
0
∫
Dε
∆wε1
∫ t
0
g21(s)dW2(s)φ(ω, t, x,
x
ε
)dxdtdP =∫
Ω
∫ T
0
∫
D
∫
Y ∗
∆w1
∫ t
0
g21(s)dW2(s)φ(ω, t, x, y)dydxdtdP,
and
lim
ε→0
∫
Ω
∫ T
0
∫
Dε
∇wε1∇
(∫ t
0
g21(s)dW2(s)φ(ω, t, x,
x
ε
)dx
)
dtdP =∫
Ω
∫ T
0
∫
D
∫
Y ∗
∇w1
∫ t
0
g21(s)dW2(s)∇yφ(ω, t, x, y)dydxdtdP,
where we used also that w1 ∈ W 1,∞(Y ∗). We add these two limits and integrate by parts to
obtain (5.22).
To show (5.23) we denote by hi(s) = g22(s)ei2 ∈ L2(∂O), for each i ∈ Z+ and s ∈ [0, T ].
From (2.14) we deduce that
sup
s∈[0,T ]
∞∑
i=1
λi2||hi(s)||2L2(∂O) < +∞. (5.24)
We will define wi(s) similarly as w1 to be the unique element in H
1(Y ∗) that solves:
−∆wi(s) = − 1|Y ∗|
∫
∂O
hi(s)dσ in Y
∗,
∂wi(s)
∂n
= hi(s) on ∂O,∫
Y ∗
wi(s) = 0,
wi(s) −Y − periodic,
(5.25)
and wεi (s) = ε
2wi(s)
( ·
ε
)
that will solve
−∆wεi (s) = −
1
|Y ∗|
∫
∂O
hi(s)dσ in D
ε,
∂wεi (s)
∂n
= εRεhi(s) on ∂Oε.
(5.26)
There exists a constant C independent of i and s such that ||wi(s)||H1(Y ∗)2 ≤ C||hi(s)||L2(∂O)2
and using (5.24) we also have:
sup
s∈[0,T ]
∞∑
i=1
λi2||wi(s)||2H1(Y ∗)2 <∞. (5.27)
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Ω
∫ T
0
∫
∂Oε
∫ t
0
εRεg22(s)dW2(s)φ(ω, t, x, x
ε
)dσ(x)dtdP =∫
Ω
∫ T
0
∫
∂Oε
∫ t
0
∞∑
i=1
ε
√
λi2Rεg22(s)ei2dβi(s)φ(ω, t, x, x
ε
)dσ(x)dtdP.
Using the stochastic Fubini theorem, Itoˆ’s isometry, the functions wi(s) and w
ε
i (s) defined in
(5.25) and (5.26) we pass to the limit and get the result. 
Lemma 5.4.
lim
ε→0
∫
Ω
∫ T
0
∫
∂Oε
∫ t
0
εα(
x
ε
)uε(ω, s, x)dsφ(ω, t, x,
x
ε
)dσdtdP =∫
Ω
∫ T
0
∫
D
∫
∂O
∫ t
0
α(y)u∗(ω, s, x, y)dsφ(ω, t, x, y)dσ(y)dxdtdP.
(5.28)
Proof. The proof works in the same way as for the Lemma 5.1, except we need to use instead
of w1, the function wα define as the solution of:
−∆wα = −
∫
∂O α(y)dσ(y)
|Y ∗| in Y
∗,
∂wα
∂n
= α on ∂O,∫
Y ∗
wα = 0,
wα −Y − periodic.
(5.29)
Everything follows similarly. 
5.2. The variational formulation of the two-scale limit. We get, by passing to the limit,
the following equation:∫
Ω
∫ T
0
∫
D
∫
Y
(
u∗(ω, t, x, y) − u0(ω, x, y) −
∫ t
0
f(s, x)−
∫ t
0
g1(s)dW1(s)
)
φ(ω, t, x, y)dydxdtdP
+
∫
Ω
∫ T
0
∫
D
∫
Y
∫ t
0
ν∇yu∗(ω, s, x, y)∇yφ(ω, t, x, y)dsdydxdtdP
=
∫
Ω
∫ T
0
∫
D
∫
∂O
(
u∗(ω, t, x, y) − v0(ω, x, y) −
∫ t
0
α(y)u∗(ω, s, x, y)
)
φ(ω, t, x, y)dσ(y)dydxdtdP
+
∫
Ω
∫ T
0
∫
D
∫
∂O
∫ t
0
g21(s)dW2(s)φ(ω, t, x, y)dσ(y)dxdtdP
+
∫
Ω
∫ T
0
∫
D
∫
∂O
∫ t
0
g22(s)dW2(s)φ(ω, t, x, y)dσ(y)dxdtdP,
(5.30)
for every φ(ω, t, x, y) of the following form φ(ω, t, x, y) = φ1(ω)φ2(t)φ3(x, y), with φ1 ∈ L∞(Ω),
φ2 ∈ C∞0 (0, T ) and φ3 ∈ C∞0 (D;C∞# (Y ∗)2 such that:
φ3(x, ·) ≡ 0 in Y,
divy φ3(x, ·) ≡ 0 in Y,
divx
(∫
Y
φ3(x, y)dy
)
≡ 0 in D.
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So for every t ∈ [0, T ], and a.e. ω ∈ Ω and for every φ3 ∈ C∞0 (D;C∞# (Y ∗))2 with the above
properties we get the equation:∫
D
∫
Y ∗
(
u∗(ω, t, x, y) − u0(ω, x, y) −
∫ t
0
f(s, x)−
∫ t
0
g1(s)dW1(s)
)
φ3(x, y)dydx
+
∫
D
∫
Y ∗
∫ t
0
ν∇yu∗(ω, s, x, y)∇yφ3(x, y)dsdydx
=
∫
D
∫
∂O
(
−u∗(ω, t, x, y) + v0(ω, x, y) −
∫ t
0
α(y)u∗(ω, s, x, y)
)
φ3(x, y)dσ(y)dydx
+
∫
D
∫
∂O
∫ t
0
g21(s)dW2(s)φ3(x, y)dσ(y)dx +
∫
D
∫
∂O
∫ t
0
g22(s)dW2(s)φ3(x, y)dσ(y)dx.
(5.31)
6. The homogenized problem
6.1. The study of the two-scale limit equation. To study the equation (5.31) we will
introduce the following spaces:
L2 := L2(D;L2(Y ∗))2 × L2(D;L2(∂O))2, (6.1)
H1 := L2(D;H1(Y ∗))2 × L2(D;H1/2(∂O))2, (6.2)
with the inner products
〈U,V〉L2 =
∫
D
∫
Y ∗
[
u(x, y) · v(x, y)]dydx+ ∫
D
∫
∂O
[
u(x, y′) · v(x.y′)]dσ(y′)dx, (6.3)
and
((U,V))H1 =
∫
D
∫
Y ∗
[∇yu(x, y) · ∇yv(x, y)]dydx.
Let H be the closure of V in L2, and V the closure of V in H1, where
V :=
{
U =
(
u
u
)
∈ C∞0 (D;C∞# (Y ∗))2 × γY (C∞0 (D;C∞# (Y ∗))2) |
u = γY (u), divy u = 0, u · ny = 0, divx
(∫
Y ∗
udy
)
= 0,
(∫
Y ∗
udy
)
· n = 0 on ∂D
}
.
(6.4)
By γY we denoted the trace operator on ∂O and by nY the normal vector on ∂O pointing inside
O. We denote by Π the projection operator from L2 onto L2(D;L2(Y ∗))2 and let H = ΠH,
V = ΠV. We have:
H = {u ∈ L2(D;L2#(Y ))2|divx
(∫
Y
udy
)
= 0,
(∫
Y
udy
)
· n = 0 on ∂D, divy u = 0,
u · ny = 0 on ∂O for some u ∈ L2(D;L2(∂O))2},
(6.5)
and
V = {u ∈ L2(D;H1#(Y ))2|divx
(∫
Y
udy
)
= 0,
(∫
Y
udy
)
· n = 0 on ∂D,
divy u = 0, u · ny = 0 on ∂O}.
(6.6)
The spaces defined will help us rewrite the equation for u∗, (5.31) as a stochastic partial
differential equation in a product space that we will be able to study. First we formulate the
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stochastic partial differential equation satisfied by u∗. For this we need an orthogonality result
that we will prove in the following lemma:
Lemma 6.1. Let Vp be the closure of the space{
U =
(
u
u
)
∈ C∞0 (D;C∞# (Y ∗))× γY (C∞0 (D;C∞# (Y ∗))) | u = γY (u),
}
, (6.7)
in L2(D;L2#(Y
∗))× L2(D;L2(∂O)), and let Vp = ΠVp.
Any p ∈ Vp has a trace p ∈ L2(D;L2(∂O)), and we can define ∇yp ∈
(
L2(D;H1#(Y
∗))2
)′
〈∇yp, φ〉〈(L2(D;H1#(Y ∗))2)′,L2(D;H1#(Y ∗))2〉 = −
∫
D
∫
Y ∗
p divφdydx+
∫
D
∫
∂O
pφ·nydσ(y)dx. (6.8)
Then, the operator ∇y : Vp →
(
L2(D;H1#(Y
∗))2
)′
defined in (6.8) has closed range.
Proof. Let ∇ypn be a sequence in
(
L2(D;H1#(Y
∗))2
)′
converging strongly to f . The sequence
restricted to L2(D;H10#(Y
∗))2 will also converge strongly in
(
L2(D;H10#(Y
∗))2
)′
, which im-
plies (see [22]) that there exists p ∈ L2(D;L2#(Y ∗)) such that∫
D
∫
Y ∗
−p divy φ = 〈f, φ〉〈(L2(D;H10#(Y ∗))2)′,L2(D;H10#(Y ∗))2〉,
and pn converges strongly to p in L
2(D;L2#(Y )). It follows that for every φ ∈ L2(D;H1#(Y ∗))2
the sequence
∫
D
∫
∂O pnφ · nydσ(y)dx is convergent, so by the uniform boundedness theorem
the sequence pn is bounded in L
2(D;L2(∂O)). So up to a subsequence pn will converge weakly
in Vp, and the limit is p. This means that p ∈ Vp and ∇yp = f . 
Lemma 6.2. The orthogonal space of V ⊂ L2(D;L2#(Y ∗))2 can be written:
V ⊥ = {∇xp0(x) +∇yp1(x, y) | p0 ∈ H1(D) and p1 ∈ Vp}. (6.9)
Proof. We will follow closely the idea from [2], Lemma 3.8. We will write V = V 1 ∩V 2, where
V 1 = {u ∈ L2(D;H1#(Y ))2|divx
(∫
Y
udy
)
= 0,
(∫
Y
udy
)
· n = 0 on ∂D}, (6.10)
and
V 2 = {u ∈ L2(D;H1#(Y ))2|divy u = 0, u · ny = 0 on ∂O}. (6.11)
We will show first that
(V 1)⊥ = {∇xp0 | p0 ∈ L2(D)}, (6.12)
and
(V 2)⊥ = {∇yp1 | p1 ∈ Vp}. (6.13)
Let us define the operator Divy : L
2(D;H1#(Y
∗))2 → (Vp)′, by
〈Divy u, p〉〈(Vp)′,Vp〉 = −
∫
D
∫
Y ∗
divy updydx+
∫
D
∫
∂O
u · nypdσ(y)dx. (6.14)
It is easy to see that ∇y : Vp →
(
L2(D;H1#(Y
∗))2
)′
defined in (6.8) is its adjoint. The
operator ∇y has closed range according to Lemma 6.1, which implies that its range equal
to (KerDivy)
⊥ = (V 2)⊥, which shows (6.13). Equality (6.12) is shown in a similar way.
But V ⊥ = (V 1 ∩ V 2)⊥ = (V 1)⊥ + (V 2)⊥, so we need to show that (V 1)⊥ + (V 2)⊥ is closed
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or equivalently that V 1 + V 2 is closed. We will show exactly as in [2] that V 1 + V 2 =
L2(D;H1#(Y
∗))2. We define the solutions of the cell problems in Y ∗:
−∆wi +∇qi = ei in Y ∗,
divwi = 0 in Y
∗,
wi = 0 on ∂O,
wi Y − periodic,
(6.15)
for ei the unit vector, i ∈ {1, 2}. The matrix with the entries
Mij =
∫
Y ∗
(wi)jdy =
∫
Y ∗
∇wi · ∇wjdy,
is symmetric and positive definite, so for any u ∈ L2(D;H1#(Y ∗))2 there exists a solution
v ∈ H1(D), unique up to an additive constant of the elliptic problem{ − div(M∇v − ∫Y ∗ udy) = 0 in D,
(M∇v − ∫Y ∗ udy) · n = 0 on ∂D. (6.16)
As
∑2
i=1 wi(y)
∂v
∂xi
(x) ∈ V 2 and u(x, y) −∑2i=1wi(y) ∂v∂xi (x) ∈ V 1, then L2(D;H1#(Y ∗))2 =
V 1 + V 2. 
The variational formulation (5.31) and Lemma 6.2 allows us to formulate the two-scale
stochastic partial differential equation satisfied by u∗, the two scale limit of the sequence uε
as:
du∗(t, x, y) = [ν∆yyu
∗(t, x, y) −∇xp(t, x)−∇yp1(t, x, y)] dt
+f(t, x)dt+ g1(t)dW1(t) in [0, T ]×D × Y ∗,
divy u
∗(t, x, y) = 0 in [0, T ]×D × Y ∗,
u∗(t, x, y) · ny = 0 on [0, T ]×D × ∂O,
du∗τy(t, x, y) = −
[
ν
(
∂u∗(t, x, y)
∂ny
)
τy
+ α(y)u∗τy (t, x, y)
]
dt
+g21(t)τydW2(t) + g22(t)τydW2(t) on [0, T ]×D × ∂O,
divx
(∫
Y
u∗(t, x, y)
)
= 0 in [0, T ]×D,(∫
Y
u∗(t, x, y)
)
· nx = 0 on [0, T ]× ∂D,
u∗(0, x, y) = u0(x, y) in [0, T ]×D × Y ∗,
u∗(0, x, y) = v0(x, y) on [0, T ]×D × ∂O,
(6.17)
Let us define the linear operator A : D(A) ⊂ H→ H′ by
AU = A
(
u
u
)
=
 −ν∆yyu
ν
(
∂u
∂ny
)
τy
+ αuτy
 , (6.18)
with
D(A) = {U ∈ V| −∆yyu ∈ L2(D;L2#(Y ∗))2 and
(
∂u
∂ny
)
τy
∈ L2(D;L2(∂O))2},
and
AU ·V =
∫
D
∫
Y ∗
ν∇yu∇yvdydx+
∫
D
∫
∂O
αuτyvτydσ(y)dx.
Lemma 6.3. (Properties of the operator A) The linear operator A is positive and self-adjoint
in H.
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Proof. The operator is obviously symmetric and also coercive:
〈AU,U〉 = ν
∫
D
∫
Y ∗
∇yu∇yudydx+
∫
D
∫
∂O
αuτyuτydσ(y)dx ≥ c||U||2V.
The self-adjointness follows if we show that
D(A) = {U ∈ V | 〈AU,V〉 ≤ C||V||H for every V ∈ V}.
But
〈AU,V〉 ≤ C||V||Hε ⇐⇒
ν
∫
D
∫
Y ∗
∇yu∇yvdx ≤ C||v||L2(D;L2(Y ∗))2 + C||v||L2(D;L2(∂O))2 ⇐⇒
ν
∫
D
∫
Y ∗
−∆uvdx+
∫
D
∫
∂O
(
∂u
∂ny
)
τy
vτydσ ≤ C||v||L2(D;L2(Y ∗))2 + C||v||L2(D;L2(∂O))2 ,
(6.19)
so
〈AU,V〉 ≤ C||V||Hε∀V ∈ Vε ⇔
∆u ∈ L2(D;L2#(Y ∗))2 and
(
∂u
∂ny
)
τy
∈ L2(D;L2(∂O))2 ⇔
U ∈ D(A).
(6.20)

We define F ∈ L2(0, T ;L2(D;L2#(Y ∗))2 × L2(D;L2(∂O))2 by
F(t, x) =
(
f(t, x)
0
)
, (6.21)
and
G(t) =
(
g1(t) 0
0 g22(t)τy + g21(t)τy
)
, W(t) = (W1(t),W2(t)), (6.22)
we rewrite the system (6.17) in the compact form
dU∗(t) +AU∗(t)dt = F(t)dt+G(t)dW,
U∗(0) = U∗0 =
(
u0
v0
)
.
(6.23)
Theorem 6.4. Let S∗ be the semigroup associated with the operator A. Then, for any T > 0,
there exists a unique mild solution U∗ of the equation (6.23),
U∗ ∈ L2(Ω;C([0, T ];H) ∩ L2([0, T ];V)),
U∗(t) = S(t)U∗(0) +
∫ t
0
S∗(t− s)F(s)ds+
∫ t
0
S(t− s)G(s)dW(s) (6.24)
which is also a weak solution in the sense:
〈U∗(t),φ〉+
∫ t
0
〈AU∗(s),φ〉ds = 〈U∗0,φ〉+
∫ t
0
〈F(s),φ〉ds +
∫ t
0
〈G(s)dW(s),φ〉 (6.25)
for all t ∈ [0, T ], a.e. ω ∈ Ω, and for all φ ∈ V.
Proof. Similar to theorem 3.1. 
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The function u∗ satisfies the variational formulation (5.31). From Lemma 6.2, we derive the
existence of P0 ∈ L2(Ω;C([0, T ];H1(D))) and P1 ∈ L2(Ω;C([0, T ];Vp)) such that:∫
D
∫
Y ∗
(
u∗(ω, t, x, y)− u0(ω, x, y)−
∫ t
0
f(s, x)−
∫ t
0
g1(s)dW1(s)
)
φ(x, y)dydx
+
∫
D
∫
Y ∗
∫ t
0
ν∇yu∗(ω, s, x, y)∇yφ(x, y)dsdydx+
∫
D
∫
Y ∗
∇xP0(ω, t, x)φ(x, y)dydx
−
∫
D
∫
Y ∗
P1(ω, t, x, y) divy φ(x, y)dydx +
∫
D
∫
∂O
P1(ω, t, x, y)φ(x, y) · nydσ(y)dx
=
∫
D
∫
∂O
(
−u∗(ω, t, x, y) + v0(ω, x, y)−
∫ t
0
α(y)u∗(ω, s, x, y)
)
φ(x, y)dσ(y)dydx
+
∫
D
∫
∂O
∫ t
0
g21(s)dW2(s)φ(x, y)dσ(y)dx +
∫
D
∫
∂O
∫ t
0
g22(s)dW2(s)φ(x, y)dσ(y)dx,
(6.26)
P-a.s., and for every φ ∈ L2(D;H1#(Y ∗)).
An equivalent variational formulation for u∗ can be written using only the pressure P0, but
using test functions φ ∈ V 2:∫
D
∫
Y ∗
(
u∗(ω, t, x, y)− u0(ω, x, y)−
∫ t
0
f(s, x)−
∫ t
0
g1(s)dW1(s)
)
φ(x, y)dydx
+
∫
D
∫
Y ∗
∫ t
0
ν∇yu∗(ω, s, x, y)∇yφ(x, y)dsdydx+
∫
D
∫
Y ∗
∇xP0(ω, t, x)φ(x, y)dydx
=
∫
D
∫
∂O
(
−u∗(ω, t, x, y) + v0(ω, x, y)−
∫ t
0
α(y)u∗(ω, s, x, y)
)
φ(x, y)dσ(y)dydx
+
∫
D
∫
∂O
∫ t
0
g21(s)dW2(s)φ(x, y)dσ(y)dx +
∫
D
∫
∂O
∫ t
0
g22(s)dW2(s)φ(x, y)dσ(y)dx.
(6.27)
6.2. Cell problems. For every 1 ≤ i ≤ 2, let ei be the unit vector corresponding to the i′s
direction. Let {w1i , q1i } be the solution of the following Stokes problem defined in Y ∗.
dw1i (t, y) =
[
ν∆yyw
1
i (t, y)−∇yq1i (t, y) + ei
]
dt in [0, T ] × Y ∗,
divy w
1
i (t, y) = 0 in [0, T ] × Y ∗,
w1i (t, y) · ny = 0 on [0, T ]× ∂O,
d(w1i )τy(t, y) = −
[
ν
(
∂w1i (t, y)
∂ny
)
τy
+ α(y)(w1i )τy(t, y)
]
dt on [0, T ]× ∂O,
w1i (0, y) = 0 in [0, T ] × Y ∗,
w1i (0, y) = 0 on [0, T ]× ∂O,
(6.28)
and {w2i , q2i } the solution of the problem:
dw2i (t, y) =
[
ν∆yyw
2
i (t, y)−∇yq2i (t, y)
]
dt in [0, T ]× Y ∗,
divy w
2
i (t, y) = 0 in [0, T ]× Y ∗,
w2i (t, y) · ny = 0 on [0, T ] × ∂O,
d(w2i )τy (t, y) = −
[
ν
(
∂w2i (t, y)
∂ny
)
τy
+ α(y)(w2i )τy (t, y) + (ei)τy
]
dt on [0, T ] × ∂O,
w2i (0, y) = 0 in [0, T ]× Y ∗,
w2i (0, y) = 0 on [0, T ] × ∂O.
(6.29)
Also let {w3i , q3i } be the solution of the stochastic partial differential equation in Y ∗:
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
dw3(t, y) =
[
ν∆yyw
3(t, y)−∇yq3(t, y)
]
dt in [0, T ] × Y ∗,
divy w
3(t, y) = 0 in [0, T ] × Y ∗,
w3(t, y) · ny = 0 on [0, T ]× ∂O,
d(w3)τy(t, y) = −
[
ν
(
∂w3(t, y)
∂ny
)
τy
+ α(y)(w3)τy(t, y)
]
dt
+ [g22]τy (t, y)dW2 on [0, T ]× ∂O,
w3(0, y) = 0 in [0, T ] × Y ∗,
w3(0, y) = 0 on [0, T ]× ∂O.
(6.30)
We will define a functional setting to these cell problems following a similar approach in-
troduced for system (6.17). We denote by VY the following space:
VY :=
{
W =
(
w
w
)
∈ C∞#
(
Y ∗
)2 × γY (C∞# (Y ∗)2) | div u = 0, u = u∂O, u · ny = 0 on ∂O} ,
(6.31)
and by VY and HY the closure of this space in H1Y = H
1
#(Y
∗)×H1/2(∂O) and in
L2Y = L
2
#(Y
∗)×L2(∂O). The operator associated to these equation will be denoted by AY ,
where:
AYW = AY
(
w
w
)
=
 −ν∆w
ν
(
∂w
∂ny
)
τy
+ αwτy
 . (6.32)
Using the semigroup SY associated with the operator AY , the solutions of these equations
can be writen as:
w1i (t, y) = Π
Y
∫ t
0
SY (t− s) ProjVY
(
ei
0
)
ds = ΠY
∫ t
0
SY (s) ProjVY
(
ei
0
)
ds, (6.33)
w2i (t, y) = Π
Y
∫ t
0
SY (t− s) ProjVY
(
0
(ei)τy
)
ds = ΠY
∫ t
0
SY (s) ProjVY
(
0
(ei)τy
)
ds,
(6.34)
w3i (t, y) = Π
Y
∫ t
0
SY (t− s) ProjVY
(
0
[g22]τy
)
dW2(s), (6.35)
where by ΠY denotes the projection of L2Y onto the first component.
Theorem 6.5. The solution of the system (6.17) is given by:
u∗(t, x, y) = w0(t, x, y) +
2∑
i=1
∫ t
0
dw1i
dt
(t− s, y)fi(s, x)ds
+
2∑
i=1
∫ t
0
dw1i
dt
(t− s, y)(g1)i(s)dW1(s)−
2∑
i=1
∫ t
0
d2w1i
dt2
(t− s, y)∂P0
∂xi
(s, x)ds
+
2∑
i=1
∂P0
∂xi
(t, x)
dw1i
dt
(0, y)
+
2∑
i=1
∫ t
0
dw2i
dt
(t− s, y)(g21)i(s)dW2(s) + w3(t, y),
(6.36)
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where w0(t, x, y) = ΠY SY (t)
(
u0(x, ·)
v0(x, ·)
)
(y).
Proof. It is easy to verify that u∗ given above satisfies divy u
∗ = 0 in Y ∗, and u∗ · ny = 0 on
∂O. Thus, to show that it is the solution for the two scale system (6.17) it is sufficient to show
that u∗ satisfies the variational formulation (6.27) for a.s. ω ∈ Ω.
We write
u∗(t, x, y) =
7∑
i=1
Ii(t, x, y),
take a test function φ ∈ V Y = ΠYVY and compute for each term
L(Ii, φ) =
∫
D
∫
Y ∗
(Ii(t, x, y) − (Ii)0(x, y))φ(x, y)dydx
+
∫
D
∫
Y ∗
∫ t
0
ν∇yIi(s, x, y)∇yφ(x, y)dsdydx
+
∫
D
∫
∂O
(
Ii(t, x, y)− (Ii)0(x, y) +
∫ t
0
α(y)Ii(s, x, y)ds
)
φ(x, y)dσ(y)dx,
where (Ii)0(x, y) = Ii(0, x, y).
By its definition, w0(t, x, y) satisfies the variational formulation∫
Y ∗
(
w0(t, x, y) − u0(x, y)
)
φ(y)dy +
∫
Y ∗
∫ t
0
ν∇yw0(s, y)∇yφ(y)dsdy
+
∫
∂O
(
w0(t, x, y)− v0(x, y) +
∫ t
0
α(y)w0(s, y)
)
φ(y)dσ(y) = 0,
(6.37)
for almost all x ∈ D, and for every φ ∈ V Y . We obtain from here that L(I1, φ) = 0.
To compute L(I2, φ), we use the variational formulation of w1i :∫
Y ∗
(
w1i (t, y)− w1i (0, y)
)
φ(x, y)dy +
∫
Y ∗
∫ t
0
ν∇yw1i (s, y)∇yφ(x, y)dsdy
+
∫
∂O
(
w1i (t, y)− w1i (0, y) +
∫ t
0
α(y)w1i (s, y)
)
φ(x, y)dσ(y) =
∫ t
0
∫
Y ∗
eiφ(x, y)dydt,
(6.38)
for almost all x ∈ D, and for every φ ∈ V Y . We differentiate in time and take t = t− s to get:∫
Y ∗
dw1i
dt
(t− s, y)φ(x, y)dy +
∫
Y ∗
ν∇yw1i (t− s, y)∇yφ(x, y)dy
+
∫
∂O
(
dw1i
dt
(t− s, y) + α(y)w1i (t− s, y)
)
φ(x, y)dσ(y) =
∫
Y ∗
eiφ(x, y)dy ⇐⇒
∫
Y ∗
dw1i
dt
(t− s, y)φ(x, y)dy +
∫
Y ∗
ν
∫ t−s
0
∇y dw
1
i
dt
(r, y)∇yφ(x, y)drdy
+
∫
∂O
(
dw1i
dt
(t− s, y) + α(y)
∫ t−s
0
dw1i
dt
(r, y)
)
φ(x, y)drdσ(y) =
∫
Y ∗
eiφ(x, y)dy.
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Now we multiply with fi(s, x), integrate over D × [0, t] and sum over i ∈ {1, 2} to get:∫
D
∫
Y ∗
I2(t, x, y)φ(x, y)dydx +
2∑
i=1
∫
D
∫
Y ∗
∫ t
0
ν
∫ t−s
0
∇y dw
1
i
dt
(r, y)∇yφ(x, y)fi(s, x)drdsdydx
+
∫
D
∫
∂O
I2(t, x, y)φ(x, y)dydx +
2∑
i=1
∫
D
∫
∂O
∫ t
0
α(y)
∫ t−s
0
dw1i
dt
(r, y)φ(x, y)fi(s, x)drdsdσ(y)dx
=
∫
D
∫
Y ∗
∫ t
0
f(s, x)φ(x, y)dsdydx.
We now use the following lemma to derive that L(I2, φ) =
∫
D
∫
Y ∗
∫ t
0
f(s, x)φ(x, y)dsdydx.
Lemma 6.6. Let 0 < T and a, b ∈ C(0, T ). Then:∫ t
0
∫ t−s
0
a(r)b(s)drds =
∫ t
0
∫ s
0
a(s− r)b(r)drds,
for all t ∈ [0, T ].
Proof. Both sides of the equality are differentiable functions of t, equal to 0 when t = 0, and
d
dt
∫ t
0
∫ t−s
0
a(r)b(s)drds =
∫ t
0
a(t− s)b(s)ds = d
dt
∫ t
0
∫ s
0
a(s− r)b(r)drds.

To show that L(I3, φ) =
∫
D
∫
Y ∗
∫ t
0
g1(s)φ(x, y)dW (s)dydx we will use similar calculations
and the following stochastic version of the Lemma 6.6:
Lemma 6.7. Let 0 < T and a ∈ C(0, T ). Also let g ∈ C(0, T ;LQ(K,H)) where K and H
are two separable Hilbert spaces and Q is a linear positive operator in K of trace class, and let
(W (t))t≥0 be a K-valued Wiener process.
Then for all t ∈ [0, T ] and P a.s.
∫ t
0
∫ t−s
0
a(r)g(s)drdW (s) =
∫ t
0
∫ s
0
a(s− r)b(r)dW (r)ds,
Proof. We denote f(t, ω) =
∫ t
0
∫ t−s
0
a(r)g(s)drdW (s) −
∫ t
0
∫ s
0
a(s − r)b(r)dW (r)ds and we
will show first that
lim
τց0
E sup
0≤t2−t1≤τ
|f(t2, ω)− f(t1, ω)|
τ
= 0. (6.39)
f(t2, ω)− f(t1, ω) =
∫ t2
t1
∫ t2−s
0
a(r)g(s)drdW (s) +
∫ t1
0
∫ t2−s
t1−s
a(r)g(s)drdW (s)
−
∫ t2
t1
∫ s
0
a(s− r)g(r)dW (r)ds,
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so by adding and substracting
∫ t1
0
∫ t2
t1
a(t1 − s)g(s)drdW (s)
f(t2, ω)− f(t1, ω) =
∫ t2
t1
∫ t2−s
0
a(r)g(s)drdW (s) +
∫ t1
0
∫ t2
t1
(a(r − s)− a(t1 − s))g(s)drdW (s)
−
∫ t2
t1
(
∫ s
0
a(s− r)g(r)dW (r)−
∫ t1
0
a(t1 − r)g(r)dW (r))ds
=
∫ t2
t1
∫ t2−s
0
a(r)g(s)drdW (s) +
∫ t1
0
∫ t2
t1
(a(r − s)− a(t1 − s))g(s)drdW (s)
−
∫ t2
t1
∫ t1
0
(a(s− r)− a(t1 − r))g(r)dW (r)ds −
∫ t2
t1
∫ s
t1
a(s − r)g(r)dW (r)ds.
From here
|f(t2, ω)− f(t1, ω)|2 ≤C|
∫ t2−t1
0
∫ t2−t1−s
0
a(r)g(s + t1)drdW (s)|2
+C|
∫ t1
0
∫ t2
t1
(a(r − s)− a(t1 − s))g(s)drdW (s)|2
+C|
∫ t2
t1
∫ t1
0
(a(s− r)− a(t1 − r))g(r)dW (r)ds|2
+C|
∫ t2
t1
∫ s
t1
a(s− r)g(r)dW (r)ds|2,
and by applying stochastic Fubini theorem:
|f(t2, ω)− f(t1, ω)|2 ≤C|
∫ t2−t1−s
0
∫ t2−t1
0
a(r)g(s + t1)dW (s)dr|2
+C|
∫ t2
t1
∫ t1
0
(a(r − s)− a(t1 − s))g(s)dW (s)dr|2
+C|
∫ t2
t1
∫ t1
0
(a(s − r)− a(t1 − r))g(r)dW (r)ds|2
+C|
∫ t2
t1
∫ s
t1
a(s− r)g(r)dW (r)ds|2
≤C(t2 − t1)2 sup
0≤r≤t2−t1
|a(r)|2
∣∣∣∣∫ t2−t1
0
g(s + t1)drdW (s)
∣∣∣∣2
+C(t2 − t1)2 sup
r∈[t1,t2]
|
∫ t1
0
(a(r − s)− a(t1 − s))g(s)dW (s)|2
+C(t2 − t1)2 sup
s∈[t1,t2]
|
∫ t1
0
(a(s− r)− a(t1 − r))g(r)dW (r)|2
+C(t2 − t1)2 sup
s∈[t1,t2]
|
∫ s
t1
a(s − r)g(r)dW (r)|2.
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Now, we estimate E sup
0≤t2−t1≤τ
|f(t2, ω) − f(t1, ω)|2 using Burkholder-Davis-Gundy Inequality
and Itoˆ’s isometry:
E sup
0≤t2−t1≤τ
|f(t2, ω)− f(t1, ω)|2 ≤Cτ2E
(∫ τ
0
‖g(s + t1)‖2Qds
)
+ Cτ2 sup
|s1−s2|≤τ
|a(s1)− a(s2)|2
≤Cτ3 + Cτ2 sup
|s1−s2|≤τ
|a(s1)− a(s2)|2.
which shows (6.39).
We will now derive that P a.s.:
lim
t2−t1ց0
|f(t2, ω)− f(t1, ω)|
t2 − t1 = 0. (6.40)
We define the positive and increasing function of t ∈ (0, T ], α by
α2(t) = sup
0≤τ≤t
E sup
0≤t2−t1≤τ
|f(t2, ω)− f(t1, ω)|
τ
,
and (6.39) implies that
lim
tց0
α(t) = 0.
For any 0 < ε < T − t1 we choose a sequence (rεn)n≥1, rεn ց 0 such that
∞∑
n=1
α(rεn) ≤ ε.
Let Ωεn be the set:
{ω ∈ Ω | sup
0≤t2−t1≤rεn
|f(t2, ω)− f(t1, ω)| ≥ α(rεn)(t2 − t1)},
which by Chebychev inequality has P(Ωεn) ≤ α(rεn). On the set Ωε = Ω \
⋃
n≥1Ω
ε
n we have:
|f(t2, ω)− f(t1, ω)| ≤ α(rεn)|t2 − t1|,
for every t1, t2 ∈ [0, T ] such that |t2 − t1| ≤ rεn. Since P(Ωε) ≥ 1− ε we proved (6.40).
Since (6.40) implies that P a.s. the function f(t, ω) has the derivative f ′(t, ω) equal to 0
in [0, T ] and since f(0, ω) = 0 then P a.s. f(t, ω) = 0 for every t ∈ [0, T ], and the Lemma is
proved. 
To compute L(I4, φ) we use (6.38), differentiate twice with respect to t to get:∫
Y ∗
d2w1i
dt2
(t− s, y)φ(x, y)dy +
∫
Y ∗
ν∇y dw
1
i
dt
(t− s, y)∇yφ(x, y)dy
+
∫
∂O
d2w1i
dt2
(t− s, y)φ(x, y)dσ(y) +
∫
∂O
α(y)
dw1i
dt
(t− s, y)φ(x, y)dσ(y) = 0.
We rewrite the equation obtained as∫
Y ∗
d2w1i
dt2
(t− s, y)φ(x, y)dy +
∫
Y ∗
∫ t−s
0
ν∇y d
2w1i
dt2
(r, y)∇yφ(x, y)drdy
+
∫
∂O
d2w1i
dt2
(t− s, y)φ(x, y)dσ(y) +
∫
∂O
α(y)
∫ t−s
0
d2w1i
dt2
(r, y)φ(x, y)drdσ(y)
+
∫
Y ∗
ν∇y dw
1
i
dt
(0, y)∇yφ(x, y)dy +
∫
∂O
α(y)
dw1i
dt
(0, y)φ(x, y)dσ(y) = 0.
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We multiply with −dP0
dxi
(s, x), integrate over [0, t] ×D, and apply Lemma 6.6 to get that
L(I4, φ) =
2∑
i=1
∫ t
0
∫
D
∫
Y ∗
ν∇y dw
1
i
dt
(0, y)
dP0
dxi
(s, x)∇yφ(x, y)dydxds
+
2∑
i=1
∫ t
0
∫
D
∫
∂O
α(y)
dw1i
dt
(0, y)
dP0
dxi
(s, x)φ(x, y)dσ(y)dxdts
=
2∑
i=1
∫ t
0
∫
D
∫
Y ∗
ν∇y dw
1
i
dt
(0, y)
dP0
dxi
(s, x)∇yφ(x, y)dydxds,
(6.41)
using the system (6.28).
L(I5, φ) =
2∑
i=1
∫
D
∫
Y ∗
−dP0
dxi
(t, x)
dw1i
dt
(0, y)φ(x, y)dydx
+
2∑
i=1
∫
D
∫
∂O
−dP0
dxi
(t, x)
dw1i
dt
(0, y)φ(x, y)dσ(y)dx
−
2∑
i=1
∫ t
0
∫
D
∫
Y ∗
ν
dP0
dxi
(s, x)
d∇yw1i
dt
(0, y)∇yφ(x, y)dydsdx
−
2∑
i=1
∫ t
0
∫
D
∫
∂O
α(y)
dP0
dxi
(s, x)
dw1i
dt
(0, y)φ(x, y)dσ(y)dsdx
=
2∑
i=1
∫
D
∫
Y ∗
−dP0
dxi
(t, x)(ei −∇yqi(y))φ(x, y)dydx
−
2∑
i=1
∫ t
0
∫
D
∫
Y ∗
ν
dP0
dxi
(s, x)
d∇yw1i
dt
(0, y)∇yφ(x, y)dydsdx.
This implies that
L(I4, φ) + L(I5, φ) = −
∫
D
∫
Y ∗
∇xP0(t, x)φ(x, y)dydx. (6.42)
The fact that L(I6, φ) =
∫
D
∫
Y ∗
∫ t
0
g21(s)dW2(s)φ(x, y)dydx is done similarly to L(I3, φ) and
by applying lemma (6.7).
From the variational formulation for w3 we infer that L(I7, φ) =
∫
D
∫
Y ∗
∫ t
0
g22(s)dW2(s)φ(x, y)dydx.
Summing all these equation we get that u∗ given by (6.36) is the solution of (6.27). 
7. Main results and concluding remarks
7.1. Main results. Let us summarize the main results of this paper obtained and proved in
Section 5 and Section 6.
Theorem 7.1. The extension of process U ε =
(
uε
uε
)
solution of system (1.1) two-scale
converges to the process U∗ =
(
u∗
u∗
)
. Moreover, there exists P0 ∈ L2(Ω;C([0, T ];H1(D)))
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such that P-a.s., and for every φ ∈ V 2, the process u∗ satisfies the variational formulation
previously defined in Section 6, that is
∫
D
∫
Y ∗
(
u∗(ω, t, x, y)− u0(ω, x, y)−
∫ t
0
f(s, x)−
∫ t
0
g1(s)dW1(s)
)
φ(x, y)dydx
+
∫
D
∫
Y ∗
∫ t
0
ν∇yu∗(ω, s, x, y)∇yφ(x, y)dsdydx+
∫
D
∫
Y ∗
∇xP0(ω, t, x)φ(x, y)dydx
=
∫
D
∫
∂O
(
−u∗(ω, t, x, y) + v0(ω, x, y) −
∫ t
0
α(y)u∗(ω, s, x, y)
)
φ(x, y)dσ(y)dydx
+
∫
D
∫
∂O
∫ t
0
g21(s)dW2(s)φ(x, y)dσ(y)dx +
∫
D
∫
∂O
∫ t
0
g22(s)dW2(s)φ(x, y)dσ(y)dx.
(7.1)
Proof. See section 5 and section 6. 
Let us define now the 2 by 2 matrices K1 and K2 with the entries
(K1)ij =
∫
Y ∗
d(w1i )j
dt
(t)dy =
∫
Y ∗
S(t)eiejdy,
and
(K2)ij =
∫
Y ∗
d(w2i )j
dt
(t)dy.
Then, we have the following Darcy’s law with memory associated with the weak limit of the
uε:
Theorem 7.2. The process uε converges weakly in L2(Ω× [0, T ]×D)2 to
∫
Y ∗
u∗(ω, t, x, y)dy.
Moreover, P-a.s
∫
Y ∗
u∗(t, x, y)dy =
∫
Y ∗
w0(t, x, y)dy +
∫ t
0
K1(t− s)f(s, x)ds+
∫ t
0
K1(t− s)g1(s)dW1(s)
−
∫ t
0
K ′1(t− s)∇xP0(s, x)ds−K1(0)∇xP0(t, x) +
∫ t
0
K2(t− s)g21(s)dW2(s)
+
∫
Y ∗
w3(t, y).
(7.2)
Proof. The weak convergence is a consequence of the 2-scale convergence and corollary 4.3.
Then, it is enough to integrate (6.36) over Y ∗ and use the previous matrices K1 and K2 in
order to get (7.2). 
7.2. Concluding remarks. Our main result is given in theorem 6.5 and by formula (7.2).
The solution of the homogenized problem is a Darcy’s law with memory with two permeabilities
and an extra term w3 related to the initial stochastic perturbation on the boundary of the
porous medium. The formula (7.2) shows that in the absence of external forces, a motion of
the fluid appears. This motion is a consequence of the stochastic perturbation on the porous
medium only. A similar result has been proven in [8] for a steady viscous linear fluid flow in
porous medium with a non homogenous slip boundary condition, where the non homogenous
term is due to an electrical field with a surface distribution that generates a double layer which
allows the fluid to slip. In this paper, we obtain by a rigorous homogenization procedure a
modified Darcy’s law that takes into account the extra term that allows the fluid to slip.
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