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Abstract 
We performed an inter-comparison study of three-dimensional models of 
volcanic plumes. A set of common volcanological input parameters and 
meteorological conditions were provided for two kinds of eruptions, representing a 
weak and a strong eruption column. From the different models, we compared the 
maximum plume height, neutral buoyancy level (where plume density equals that of 
the atmosphere), and level of maximum radial spreading of the umbrella cloud. We 
also compared the vertical profiles of eruption column properties, integrated across 
cross-sections of the plume (integral variables). Although the models use different 
numerical procedures and treatments of subgrid turbulence and particle dynamics, the 
inter-comparison shows qualitatively consistent results. In the weak plume case (mass 
eruption rate 1.5 ×106 kg s-1), the vertical profiles of plume properties (e.g., vertical 
velocity, temperature) are similar among models, especially in the buoyant plume 
region. Variability among the simulated maximum heights is ~20%, whereas neutral 
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buoyancy level and level of maximum radial spreading vary by ~10 %. Time-
averaging of the three-dimensional (3D) flow fields indicates an effective entrainment 
coefficient around 0.1 in the buoyant plume region, with much lower values in the jet 
region, which is consistent with findings of small-scale laboratory experiments. On 
the other hand, the strong plume case (mass eruption rate 1.5 ×109 kg s-1) shows 
greater variability in the vertical plume profiles predicted by the different models. Our 
analysis suggests that the unstable flow dynamics in the strong plume enhances 
differences in the formulation and numerical solution of the models. This is especially 
evident in the overshooting top of the plume, which extends a significant portion 
(~1/8) of the maximum plume height. Nonetheless, overall variability in the spreading 
level and neutral buoyancy level is ~20 %, whereas that of maximum height is ~10%. 
This inter-comparison study has highlighted the different capabilities of 3D volcanic 
plume models, and identified key features of weak and strong plumes, including the 
roles of jet stability, entrainment efficiency, and particle non-equilibrium, which 
deserve future investigation in field, laboratory, and numerical studies. 
 
Keywords: Explosive volcanism; Eruptive plume dynamics; Fluid dynamics models; 
Three-dimensional simulations; Model inter-comparison  
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1. Introduction  
Understanding the dynamics of eruption columns during explosive eruptions is 
one of the central aims of volcanology. In particular, improving the relationships 
between plume height, vertical distribution of mass, and initial eruptive conditions is 
crucial to improve forecasts of atmospheric ash dispersal. The maximum height of a 
volcanic plume is commonly used to estimate its mass eruption rate and vertical 
distribution of mass (Suzuki, 1983; Sparks et al., 1997; Mastin et al., 2009; Folch, 
2012). However, many factors can lead eruption plumes to deviate from these simple 
empirical relationships (e.g., Tupper et al., 2009). Therefore, it is important to develop 
a clearer understanding of the behaviour of three-dimensional volcanic plumes under 
different meteorological and eruptive conditions. 
Over the past few decades, a range of numerical models have been developed to 
examine the dynamics of eruption columns (Costa et al., 2016). In this work we 
specifically address fluid dynamic models of volcanic plumes which solve the full 
Eulerian transient mass, momentum, and energy equations for the plume mixture and 
ambient air in a three-dimensional atmospheric domain. With respect to one-
dimensional (1D) integral models discussed in the companion paper (Costa et al., 
2016), three-dimensional (3D) models can describe the non-homogeneous features of 
a volcanic plume, i.e., the time- and space-dependent distribution of the concentration, 
temperature, pressure, and velocity of each constituent of the eruptive mixture, and 
the multiphase flow features of the eruptive mixture. In addition, they can explicitly 
simulate turbulent entrainment of ambient air by resolving the eddy structure of the 
plume and the stratification and flow circulation in the atmosphere. Although 3D 
models were developed for volcanological applications in the 1990s (Valentine and 
Wohletz, 1989; Dobran et al., 1993; Oberhuber et al., 1998), only in the last decade 
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3D simulations have become computationally affordable thanks to the advent of high-
performance computing (e.g., Suzuki et al., 2005; Textor et al., 2005; Esposti Ongaro 
et al., 2008; Herzog et al., 2010; Van Eaton et al., 2015; Cerminara et al., 2016a).  
In this study, 3D results are used to enhance our understanding of the processes 
occurring inside volcanic plumes and, in particular, to investigate their non-
homogeneous structure. Plume dynamics are mainly analysed on their time- and 
space-averaged properties to allow comparison with 1D integral models and discuss 
their approximations and the capability to capture some features especially relevant 
for volcanic hazard assessment, such as the maximum plume height and the level of 
spreading of the umbrella. However, plume average properties are controlled by 
turbulent fluctuations, occurring on small time and space scales (for a discussion of 
turbulent scales see, e.g., Cerminara et al., 2016a). These are explicitly resolved in 3D 
models while they are parameterized in integral models by means of an empirical 
entrainment coefficient (Morton et al., 1956). Therefore, comparison of 1D and 3D 
models can allow the improvement the parameterization of entrainment in 1D models 
(Suzuki and Koyaguchi, 2012; Cerminara et al., 2016b). 
This work is a part of a more general inter-comparison study of eruption column 
models promoted by the IAVCEI Commission on Tephra Hazard Modelling, in which 
a set of simulations were performed by both 3D models and 1D integral models 
(Costa et al., 2016). In the present study, we describe the 3D models and discuss their 
discrepancies and similarities on the basis of the assumptions and approximations 
made in each modelling approach. Finally, we discuss the method for comparing and 
analysing 3D simulation results and the implications for modelling volcanic plumes 
under different meteorological and eruptive conditions.    
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2. Methods  
For this study, 3D numerical simulations were performed with four different 
models, using the same volcanic and meteorological conditions. Each 3D model is 
based on the time-dependent solution of the generalized multiphase flow Navier-
Stokes equations for conservation of mass, momentum, and energy (or enthalpy), 
describing the fluid dynamics of the eruptive mixture and the surrounding 
atmosphere, the thermodynamic equation of state, and the constitutive equations. The 
key differences between the models are the treatments of the gas-particle mixture, 
water microphysics and subgrid turbulence. The numerical discretization and solution 
methods also differ. However, the aim of this inter-comparison (as in Costa et al., 
2016) is to compare results with common input parameters, without constraining 
every aspect of the modelling (e.g., grid resolution, numerical discretization). This 
approach allows us to evaluate the results of different models as typically employed 
by the users.  
In the following sections, we provide a brief description of each model and the 
common input parameters used for the inter-comparison. We then describe the 
specific methods used to quantitatively compare results from 3D models, and then, 1D 
models. 
 
2.1 Physical formulations 
These models describe the injection of a mixture of solid pyroclasts and 
volcanic gases from a vent into the stratified atmosphere. This inter-comparison study 
involves four different codes: SK-3D (Suzuki et al., 2005; Suzuki and Koyaguchi, 
2009, 2013, 2015), ATHAM (Active Tracer High-resolution Atmospheric Model; 
Herzog et al., 1998; Van Eaton et al., 2012, 2015), ASHEE (Ash Equilibrium Eulerian 
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model; Cerminara et al., 2016a), and PDAC (Pyroclastic Dispersal Analysis Code; 
Neri et al., 2003; Esposti Ongaro et al., 2007; Carcano et al. 2013). In the present 
application, SK-3D, ATHAM, and PDAC considered eruption from a circular vent 
with steady mass flux. In ASHEE, a periodical forcing and a random perturbation of 
intensity 0.05U (U being the average flow velocity) has been superimposed to the 
average inflow to mimic a turbulent inlet at the vent and to trigger fluid instabilities. 
Such a perturbation has an important role in the jet region, where it significantly 
anticipates the development of turbulence (Cerminara et al., 2016a, 2016b). The main 
features of each model are summarized in Table 1 and briefly stated hereafter. 
SK-3D employs a pseudo-gas or dusty-gas approximation in which the velocity 
and temperature are same for all phases (e.g., Marble, 1970). This approximation is 
also adopted by the 1D models analyzed in the model inter-comparison of Costa et al. 
(2016), and is physically justified for dilute plumes (volumetric particle concentration 
< 0.001; Elghobashi, 1991; 1994) containing small particles. Under this 
approximation, the mixture of solid particles and gas is treated as a single fluid, and 
particle-gas decoupling is ignored (Suzuki et al., 2005). As a result, SK-3D involves 
two components: eruptive material (the mixture of solid particles and water vapor) 
plus dry air.  
ATHAM also assumes perfect coupling between particles and the flow in the 
horizontal direction, but does allow gravitational settling and separation of particles in 
the vertical direction. ATHAM considers cloud microphysical processes, including 
the phase changes of water vapor, liquid water, and ice, growth of precipitation 
(raindrops, hail), and the dynamic effects of latent heat exchange.  
ASHEE uses the equilibrium-Eulerian approach (Ferry and Balachandar, 2001), 
which extends the applicability of the dusty gas model to coarser particles (from St < 
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10
-3
 to St < 0.2, where St is Stokes number; Balachandar and Eaton, 2010; Cerminara 
et al., 2016a). For volcanic plumes, such a threshold corresponds to ash particles 
(diameter less than about 1 mm).  By using such an approach, the model can describe, 
to a first order, the kinematic decoupling of particles due to both settling and 
turbulence.   
PDAC can model both the kinetic and thermal non-equilibrium interaction and 
decoupling between solid particles and gas by adopting an N-phase multicomponent 
Eulerian description (Neri et al., 2003; Esposti Ongaro et al., 2007; Esposti Ongaro 
and Cerminara, 2016). In such a description, the gas and particulate phases in the 
plume can have different velocities and temperatures, because of different injection 
regimes or because they are subject to different forces (such as the effective gravity, 
or buoyancy), while drag forces and heat exchange will tend to homogenize the flow. 
2.2 Numerical procedures 
Numerical procedures also differ among the models. The partial differential 
equations are solved numerically using a finite difference method in ATHAM and 
SK-3D, and a finite volume method in ASHEE and PDAC.  
SK-3D uses the Roe scheme (Roe, 1981) with MUSCL (Monotone Upstream-
centred Scheme for Conservation Laws) interpolation (van Leer, 1977) for spatial 
integration and the time splitting method for time integration. In ATHAM, transport is 
formulated in flux form to conserve mass and momentum. To avoid over- and 
undershoots in the solution, a correction term is added analogous to Smolarkiewicz 
(1984). The time integration follows a generalized Crank-Nicholson scheme (Crank 
and Nicholson, 1947) with a forward weight of 0.25.  ASHEE is based on the open-
source OpenFOAM code (www.openfoam.org). In this application, an unlimited, 
centred linear scheme (second order-accurate) and a Crank-Nicholson time-
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integration scheme are used. The PISO-PIMPLE (Pressure Implicit with Splitting of 
Operators; Issa, 1986) semi-implicit solution procedure based on a pressure correction 
algorithm is used to resolve the algebraic system of discretized equations, conserving 
mass, momentum and energy in both low and high Mach number conditions. In 
PDAC the equations are solved by a semi-implicit second-order finite-volume 
discretization scheme (based on the limited MUSCL reconstruction) and a pressure-
based iterative non-linear solver designed for compressible multiphase flows. 
To simulate the dynamics of eruption columns, it is essential to correctly 
reproduce turbulent mixing. Large eddy simulation (LES) approach is used to 
describe subgrid-scale turbulence in ATH M (Oberhuber et al., 1988), ASHEE 
(Moin et al., 1991), and PDAC (Smagorinsky, 1963). In contrast, SK-3D does not use 
the LES approach (Suzuki et al., 2005). In fact, according to the numerical work by 
Suzuki et al. (2005) which indicated that, when spatial resolution is sufficiently high 
(horizontal grid size smaller than ~D0/20 at the vent, D0 being the inlet diameter), 
both the numerical results with and without the LES model correctly reproduce the 
spreading rate of jets observed in the experiments. In such conditions, subgrid-scale 
models plays only a secondary role in reproducing the global features of turbulent 
mixing and the efficiency of entrainment.  
The spatial resolution and numerical accuracy are essential to simulate turbulent 
structures and entrainment efficiency. In all models, numerical calculations are 
performed on a non-uniform (vertically and horizontally stretched) grid, with different 
grid resolutions and domain sizes. In SK-3D, the grid resolution is smaller than D0/20 
at the vent, increasing with distance from vent at a constant rate (by a factor of 1.02 
for vertical and horizontal coordinates) up to D0/2 for the weak plume, and up to 300 
m for the strong plume. ATHAM uses a maximum resolution of D0/3 for the weak 
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plume and D0/13 for the strong plume near the vent, increasing to approximately 600 
m (weak plume) and 4 km (strong plume) over domain widths of 50 km and 350 km 
for the weak and strong plumes, respectively. In ASHEE, the grid is cylindrical and it 
is specifically designed to keep the aspect ratio of the cells near to one (cf. Cerminara, 
2016; Cerminara et al., 2016a, 2016b) with the resolution of D0/32 at the vent, 
increasing constantly up to 70 m for the weak plume and 300 m for the strong plume. 
PDAC uses a Cartesian grid, with minimum resolution of D0/3 for the weak plume 
and D0/30 for the strong plume. Vertical grid size as a function of the vertical position 
for all the models is given in Appendix A. For simulations with a background wind, 
the vent location is off-center to allow for a larger model domain on the downwind 
side of the volcano. The spatial domain and the main computational parameters are 
reported, for each model, in Table 2. It is worth remarking that the adopted time-step 
is constrained to the finest grid size by the CFL (Courant-Friedrich-Lévy) condition. 
Thus, refinement of the grid size at the vent significantly increases the total execution 
time due to the increased total number of cells and decreased time-step. 
Boundary conditions also play an essential role in the flow dynamics of volcanic 
plumes. In general, they have been imposed in such a way that their effect is not a 
primary one (i.e., boundaries are far enough from the plume and large-scale effects 
are not appreciable). In SK-3D, a free-slip condition is applied at the ground surface 
boundary, whereas the inflow/outflow conditions were implemented at the upper and 
other boundaries of the computational domain. In ATHAM, a no-slip boundary 
condition is imposed at the ground surface, whereas the upper boundary is set to a 
constant pressure. The lateral boundary conditions are determined from the 
atmospheric background profile for flow, temperature, and water vapour in the case of 
inflow, whereas for outflow conditions, the predicted model quantities are advected 
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towards the boundaries (Oberhuber et al., 1998). In ASHEE, a no-slip boundary 
conditions is imposed at the ground surface, whereas the atmospheric boundary 
conditions are designed to allow the outflow of eddies by adopting the Bernoulli 
approximation on the pressure and inflow/outflow conditions for the other variables. 
In PDAC, a no-slip boundary condition is applied at the ground surface; at the lateral 
boundaries, zero-gradient conditions are imposed for outflow, whereas only 
atmospheric air is allowed at inflow; constant pressure is imposed at the top boundary.  
 
2.3 Input parameters 
Two sets of input parameters for a weak and a strong plume were provided, as 
described in Costa et al. (2016). The volcanological input parameters, meteorological 
profiles and physical properties are reported in Table 3 (see Fig. 1 in Costa et al., 2016 
for the detail profiles).  
In the weak plume case, we set the eruption and meteorological conditions 
similar to those of the 26 January 2011 Shinmoe-dake eruption (e.g., Kozono et al., 
2013; Suzuki and Koyaguchi, 2013). The mass eruption rate was set to 1.5×106 kg s-
1
. The vertical profiles of atmospheric temperature, density, and pressure were based 
on the meteorological reanalysis data provided by Japan Meteorological Agency’s 
Non-Hydrostatic Model (Hashimoto et al., 2012) for Shinmoe-dake volcano at 00 JST 
of 27 January 2011 (the profiles are shown in Fig. 1A in Costa et al., 2016). In this 
case, the atmosphere was cold and dry; the temperature and specific humidity at the 
ground (1500 m above sea level) were -4.4 
o
C and 0.68 g kg
-1
, respectively. The mean 
lapse rate is -4.5 K km
-1
 below 17 km and 2.3 K km
-1
 above it. 
In the strong plume case, the eruption and meteorological conditions were 
similar to those of the 15 June 1991 Pinatubo eruption (e.g., Holasek et al., 1996). The 
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mass eruption rate was 1,000× that of the weak plume: 1.5× 109 kg s-1 (e.g., Suzuki 
and Koyaguchi, 2009). The atmospheric conditions were based on the reanalysis data 
obtained from European Centre for Medium-Range Weather Forecasts (ECMWF) by 
Costa et al. (2013) for Pinatubo volcano at 13:40 PLT of 15 June 1991 (the profiles 
are shown in Fig. 1B in Costa et al., 2016). The vertical profiles of atmospheric 
properties were obtained by modifying the ECMWF data as described in Costa et al. 
(2013). These conditions are more typical of a tropical atmosphere. The temperature 
and specific humidity at the ground (1500 m above sea level) are 17 
o
C and 13.5 g kg
-
1
, respectively. The mean lapse rate is -6.4 K km
-1
 below 17 km and 2.7 K km
-1
 above 
it. 
 
3. Temporal and spatial filtering of 3D model results  
Three-dimensional simulations of eruptive plumes show significant fluctuations 
in time and space. Therefore, time averaging and spatial integration of the 3D flow 
fields are necessary to compare results among the 3D models and 1D integral models. 
In this section, we define and discuss these filtering methods. 
3.1 Temporal averaging 
To compare the global features obtained by the different 3D models, we first 
computed the time-averaged distributions of the main dynamic and thermodynamic 
variables at each grid point in the 3D computational domain. The main variables need 
to be averaged over an appropriate time window [t1:t2]. This should be selected so that 
by t1 the plume has already reached a statistically stationary configuration – i.e., it has 
reached its maximum height and the lateral flow in the umbrella has established. 
Furthermore, [t1:t2] should be longer than the typical timescale of height oscillations. 
Whereas ASHEE performed a time-averaging runtime (i.e., the average was computed 
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every time-step), ATHAM and PDAC saved the model output every 1 sec. In SK-3D, 
the output interval is 1 sec for the weak plume case and 10 sec for the strong plume 
case. The distributions of the time-averaged fields on vertical cross-sections passing 
through the vent axis were compared using the same scale and colour contours, using 
the open-source visualization package Paraview. 
3.2 Spatial averaging for vertical profiles 
To quantitatively compare the results from different models, integral variables of 
the main flow parameters were obtained as a function of the vertical coordinate (Z). 
These were cross-sectionally averaged across the plume axis. By post-processing 3D 
results, each research group produced an SCII text file containing the following 
variables as a function of height above sea level, Z: 
 
- Z (height in m); 
- R (plume radius in m); 
- X-position of plume axis (in m); 
- Y-position of plume axis (in m); 
- ρ (plume density in kg m-3); 
- T (plume temperature in oC); 
- V (plume velocity in m s-1); 
- ma (entrained air mass fraction); 
- mg (gas mass fraction); 
- mp (pyroclasts mass fraction); 
 
The spatial integration requires the definition of the plume boundaries. For 
obtaining integral values at each height, we use the method proposed by Cerminara 
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(2015). This method and four other averaging methods that we have tested are 
summarized in the Appendix B. 
 
3.3 Definitions of the characteristic plume heights 
We defined three characteristic heights of the eruptive plumes: maximum 
height, height of the neutral buoyancy level (NBL), defined where the mean density of 
the plume equals that of the atmosphere, and level of maximum radial spreading, 
defined as the height with the maximum injection of particles. As mentioned 
previously, these heights show an oscillatory behaviour through time, which requires 
averaging over a time window to provide consistent results for comparison among 
models. 
The maximum heights were estimated from the highest level in the atmosphere 
containing volcanic particles (above a critical concentration threshold) at each time 
step, then averaged across the specified time window. The choice of the critical 
threshold of particles used to define the edge of the plume, and the time window for 
averaging, were both decided a posteriori based on the sensitivity of results.  
Neutral buoyancy level was estimated on the basis of the time-averaged, 
vertical profile of plume density, defined as the level where the density difference 
relative to the atmospheric changes sign from negative to positive.  
Level of maximum radial spreading was estimated using horizontally-
integrated profiles of the particle mass fraction. We radially-integrated the particle 
mass in the atmosphere, obtaining a vertical profile which was averaged over the time 
window. Spreading level was then estimated as the height containing the greatest 
mass of airborne particles. 
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4. General features of the simulated plumes  
To provide a general overview of the behaviour of the weak and strong 
plumes, this section describes the basic features of the simulations using the SK-3D 
model as an example. Similarities and differences among the different models are 
discussed in detail in Section 5. 
 
4.1 Integral variables 
Both the weak and strong plumes develop through four main different stages or 
regions, identified from the integral variables and on vertical slices of the main flow 
variables (Figs. 1 and 2). In a practical sense, the jet region is defined as the 
momentum-driven flow in the lower column, characterized by a high concentration of 
particles and density greater than ambient, whereas the buoyant plume region is the 
buoyancy-driven flow with below-ambient density. The overshooting top has density 
greater than atmospheric and collapses downward and outward to feed the umbrella 
region, which spreads radially as a gravity current (e.g., Costa et al., 2013). It is worth 
noting that a more rigorous definition should be based on the relative momentum and 
buoyancy fluxes (Morton et al., 1956). 
For the weak plume, the eruption column simulated by the SK-3D model 
(similarly to the other models) reaches its maximum height at about t = 300 s. In Fig. 
1, we show the instantaneous flow field at t = 600 s, when the stationary regime has 
established and the plume has already spread to a distance of about 5 km from vent 
(Fig. 1a). In the jet region, below about 2.5–3 km above sea level (asl), the eruption 
column has an inner core with a mass fraction of the erupted material greater than 0.9 
(Fig. 1b) and density larger than the ambient air (Fig. 1c). At the radial boundary 
between the eruptive jet and ambient air, an outer shear layer develops surrounding 
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the inner core region (e.g., Suzuki et al., 2016). The outer shear layer erodes the inner 
core, which disappears at about 3 km asl. At this point, the density of the cloud 
becomes lower than the ambient, and rises as a buoyant plume. 
In the plume region, the axis of the volcanic plume oscillates horizontally and 
exhibits a meandering instability (Suzuki et al., 2005), which could cause efficient 
mixing with ambient air (see the region from 3–8 km in Fig. 1b). The mass fraction of 
erupted material (solid particles plus volcanic gases) decreases with height (Fig. 1b) 
and the plume density and temperature approach those of the atmosphere (Figs. 1c 
and 1d) due to air entrainment. Around a height of 9 km asl, the plume density and 
temperature reach nearly ambient values, and the erupted mixture begins to spread out 
radially. However, the plume top continues to overshoot, oscillating around the level 
of neutral buoyancy, and reaching a maximum height of 13 km asl. In the 
overshooting region, from 9 and 13 km asl, the plume is more dense than the 
atmosphere but has a colder temperature, referred to as “cloud top overcooling” 
(Woods and Self, 1992). The occurrence of the cloud top overcooling is explained by 
the adiabatic decompression of the clouds in the stratified atmosphere (e.g. Suzuki 
and Koyaguchi, 2009). 
In the strong plume, the SK-3D model produces a large-scale eruption column 
that affects the whole stratosphere. The plume reaches its maximum height at about t 
= 400 s. In Fig. 2, we show the instantaneous flow field at t = 900 s, when the 
stationary regime has established and the umbrella has already spread to a distance of 
about 80 km (Fig. 2a). The eruption column in the jet regime (below about 7 km asl), 
has a characteristic fountain shape, with a horizontally spreading, yet suspended flow 
clearly visible at the top of the jet (Neri and Dobran, 1994; Suzuki and Koyaguchi, 
2012). This fountain has developed because the outer shear layer was unable to reach 
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the central axis before depletion of the initial momentum (e.g., Suzuki et al., 2016). 
As a result, the inner, dense core is maintained up to about 7 km asl, where it spreads 
outward (Fig. 2c). At the margins of the fountaining structure there are large vortices, 
which vigorously entrain the ambient air, marking the transition to the plume stage. 
As described in Section 5, it is worth noting that partial column collapse and 
pyroclastic flows generation occurs in some models, whereas these phenomena are 
insignificant in SK-3D.  
In the buoyant plume region, the mass fraction of the erupted material is much 
greater than in the corresponding region of the weak plume (by about an order of 
magnitude), and comparable to the gas mass fraction (Fig. 2b). In contrast to the weak 
plume, the strong plume maintains high temperatures in the buoyant plume region 
(Fig. 2d), and accelerates significantly (Fig. 2e), achieving vertical velocities 
comparable to those at the vent (superbuoyant regime; Bursik and Woods, 1991). 
Above the neutral buoyancy level, the density increase is much sharper than in the 
weak case (Figs. 1c and 2c) and the plume manifests a large overshooting top with 
density greater than atmospheric. 
The cloud reaches about 40 km asl and spreads radially from about 20–30 km 
asl as an umbrella cloud. The umbrella cloud thins with distance from the vent, and 
the mass fraction of the erupted material decreases at the margins. The over-cooling 
of the top of the cloud is also observed (Figs. 2d). 
 
4.2 Maximum plume height 
Figure 3a shows the time evolution of the maximum height, using different 
mass fractions thresholds to define the edge of the plume. The thresholds used range 
from 0.05 to 10
-5
 of the concentration at the vent. In the weak plume case, maximum 
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height increases until t = 100 s from the start of the eruption. After 100 s, the height 
defined by the 0.05 threshold fluctuates around 8 km asl (SK-3D results, panel A). In 
contrast, maximum heights defined by mass fractions of 0.01 and 0.001, down to 10
-5
 
(PDAC results) are almost identical, rising until 300 s and levelling out at about 12 
km asl. On the basis of these results, we use the mass fraction of 0.01 to define the 
edge of the plume.  
In addition, we tested two different time windows for averaging: [300s:600s] 
and [600s:660s]. The first time window is sufficiently longer than the period of 
oscillation of the curve corresponding to a fraction of 0.01. However, we also verified 
that the time-averaged maximum height does not vary greatly between these two time 
windows; the difference is within 10% of the maximum height.   
The time evolution of maximum height for the strong plume case is shown in 
Fig. 3a. Results of SK-3D using thresholds of 0.05, 0.01, and 0.001 show almost the 
same behaviour. Therefore, it is reasonable to define the edge of the plume using a 
mass fraction threshold between 0.05 and 0.001. For PDAC, significant dependence 
of the plume height on the concentration threshold was observed in the transient stage 
of cloud overshooting, due to decoupling of the gas and particulate phases. This 
spreading is reduced after 900 s, when the time-average is performed. 
The heights increase through time until t = 400 s and stabilize around 40 km asl. 
For the strong plume case, we tested two time windows for averaging: [600s:1400s] 
and [900s:960s]. As for the weak plume case, the difference between averaging 
windows is about 10% of the maximum height. 
 In the inter-comparison, we tentatively use the mass fraction thresholds of 0.01.  
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4.3 Level of maximum radial spreading  
The level of maximum radial spreading was estimated from the peak injection 
of particles. Figure 4 shows the vertical profiles of particle mass fraction, integrated 
horizontally in the regions where radial spreading dominates the flow (r > 3 km for 
the weak plume case and r > 30 km for the strong plume case, where r is the radial 
distance from the central axis of the plume).  
In the weak plume, the umbrella cloud is thin (< 5 km) and has a peak value at 
9.4 km asl. In the strong plume, the umbrella cloud is thicker than 10 km and has a 
peak particle mass fraction at 29.8 km asl. These heights are not strongly dependent 
on the region of horizontal integration. For example, spreading level changes < 5% 
when different regions are selected for the horizontal integration (r > 5 km for the 
weak plume case and r > 50 km for the strong plume case). 
 
5. Results of the 3D model inter-comparison  
The large-scale features of weak and strong plumes simulated with the 
different models are qualitatively similar to those described in the previous section, 
which used results from the SK-3D model as an example. In this section, we 
quantitatively compare the time-averaged results of the different models, focusing on 
the plume heights and integral variables. Due to the limitation of computational 
resources and the overall consistency among the models, we selected a time window 
for averaging of [600s:660s] for the weak plume, and [900s:960s] for the strong 
plume, as described in Section 4.2. We have tested the influence of the time-window 
on the averaged results (results are presented in Fig. 5 for the SK-3D and the PDAC 
codes). The vertical profiles are extremely stable in the Weak Plume case, while they 
show a significant variation in the Strong Plume case, although the qualitative 
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behaviour and the maximum plume height are roughly consistent. Esposti Ongaro and 
Cerminara (2016) have also shown that the chosen time-window might be too short to 
smooth fluctuations out and to reproduce the self-similar features of the horizontal 
profiles. Unfortunately, this problem was not foreseen when the simulations were set 
up and it was not possible to make longer averages for all models, because the time-
averages of ATHAM and ASHEE simulations have been made during runtime. 
Further detailed investigations of effects of time averaging should be done in future 
work. 
5.1 Vertical cross-sections 
Figure 6 shows the time-averaged, vertical cross-sections of particle mass 
concentration obtained from the different 3D models for the weak plume case, 
assuming a perfectly windless atmosphere. The large-scale features are similar among 
all models, displaying a jet from the vent and radial spreading of the buoyant plume 
region. The flow near the vent entrains ambient air by the shear at the edges of the 
plume, forming an annular mixing layer surrounding the high concentration core. The 
formation of the shear layer is hindered in PDAC, probably because of the lower 
spatial resolution at the vent. Around heights of 8–10 km asl, the cloud spreads 
radially developing the umbrella region. One notable difference is that ATHAM 
shows a small proportion of the overshooting plume top reaching about 19 km asl, 
whereas the other models only reach 13–14 km asl. However, in terms of mass this is 
a not significant difference as the vast majority of particles (> 99%) are below 14 km 
asl for all simulations. The atmospheric conditions for the weak plume are cold and 
dry so that the ambient moisture cannot explain this difference. Furthermore, it is 
likely that the weak overshoot would be sheared off in a more realistic atmospheric 
profile with a crosswind. In fact, in ATHAM subgrid turbulence needs some time to 
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develop. This leads to an underestimate of entrainment at the beginning of the 
simulation and to a strong overshoot that goes away as the simulation continues. Such 
a transient behaviour is corrected as soon as a small wind is added in the background 
(even a wind with 0.5 m/s intensity is enough). 
For the strong plume in a windless atmosphere, the time-averaged, vertical 
cross-sections also show similar features among models (Fig. 7). In contrast to the 
weak plume, a high-concentration column rises to 5–10 km asl (red color in Fig. 7). 
Above this height, the cloud entrains substantial amounts of ambient air, leading to a 
rapid decrease in the particle concentration. For all models the plumes reach 33–43 
km asl, forming large spreading umbrella clouds. In the simulation of SK-3D, all the 
inlet becomes buoyant without collapsing flow. For the other three models, we have 
computed the percentage of collapse as the maximum value across horizontal slices of 
the downward mass flow rate of solid particles, estimated on the time-averaged plume 
field (this is analogous the procedure adopted by Esposti Ongaro et al., 2008). 
Collapse in the simulation of PDAC constitutes about 7.5 % of the mass flow rate at 
the inlet, whereas in ASHEE it is slightly larger (about 17 %). In PDAC and ASHEE, 
almost 100 % of the collapsing mass is re-entrained in the jet or enters buoyant 
convection as a co-ignimbrite plume merging with the main central plume. In the 
simulation of ATHAM, almost all the erupted material collapses and subsequent co-
ignimbrite plume develops. 
There are some important differences among models for this case. In particular 
the plume undergoes partial collapse and generates pyroclastic flows in ATHAM and, 
to a lesser extent, in ASHEE, whereas pyroclastic flows are minor (or absent) in 
PDAC and SK-3D. A common feature among the models is that the jet develops a 
fountain structure at about 5–10 km asl, with a radially suspended flow at the jet top. 
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In ATHAM and ASHEE, this fountain periodically collapses, creating pulses of 
pyroclastic flows (Di Muro et al., 2004; Ogden et al., 2008; Van Eaton et al., 2012). In 
contrast, the fountain is more stable in PDAC and SK-3D, with the majority of the 
plume continuing to rise buoyantly. Although we still cannot provide a detailed 
explanation of the different collapsing behaviour, we notice that the Strong Plume 
inlet conditions are close to the threshold between the buoyant and collapsing 
regimes. Unstable regimes are more sensitive to small perturbations, enhancing 
differences among simulations. 
Another interesting difference is that the buoyant region (10–40 km asl), 
contains lower particle concentrations in ATHAM and SK-3D compared to ASHEE 
and PDAC. Moreover the plume height predicted by PDAC is 10 km larger than those 
of the other models. However, it is worth noting again that, as shown in Fig. 4, such 
differences might be affected by the time-window used for averaging.  
 
5.2 Plume heights 
The characteristic plume heights (maximum height, NBL, and spreading level) 
were estimated by applying the time averaging described in Section 3.1 and spatial 
filter f4 (see Appendix B). Results are reported in Tables 4 and 5, and illustrated in 
Fig. 8. 
For the weak plume, all models produce consistent NBL and spreading level 
with standard deviations of about 9 and 13%, respectively. The standard deviation of 
the maximum height (22%) is greater than for NBL and spreading level. As explained 
above, the maximum height predicted by ATHAM is higher than those in the other 
models, with a dilute, overshooting top rising to 19 km asl (Fig. 6). These differences 
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may be related to numerical diffusion of the discretization schemes and turbulence 
parameterizations used in the different models.  
For the strong plume, the NBL and spreading level depend more significantly 
on which model is used; the standard deviations reach 24%. The maximum estimates 
of NBL and spreading level (by PDAC) are 12–13 km larger than the minimum 
estimates (by ATHAM). The estimated maximum height has relatively small standard 
deviation of 10%, but the difference between the maximum and minimum values is 11 
km. ATHAM predicts lower NBL, spreading level, and maximum height than those 
given by the other models. This difference may be explained by episodic collapse of 
the column, which reduces the overall amount of buoyant mass.  
 
5.3 Profiles of integral variables 
We obtained profiles of horizontally-integrated variables by applying filter f4 (see 
Appendix B) to the 3D results. Figs. 9 and 10 shows profiles of entrained air fraction, 
density, gas fraction, plume radius, mass fraction particles, temperature, and velocity, 
for the weak and strong plume cases. 
For the weak plume, vertical profiles are similar among the different 3D models 
(Fig. 9), especially in the buoyant plume region. Furthermore, as discussed in the 
companion paper by Costa et al. (2016), they do not differ greatly from those 
predicted by integral 1D models. In the lower part of the eruptive column, the mass 
fractions of gas, particles, and entrained air show some interesting differences. The 
entrained air fraction predicted by ATHAM and SK-3D increases more rapidly than in 
ASHEE and PDAC (Fig. 9a). As a result, the decrease in density and temperature in 
ATHAM and SK-3D is more rapid (Fig. 9b and 9f). The variation in radius below the 
umbrella region (< 8 km; see Fig. 6) is several hundred meters (Fig. 9d). 
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Superbuoyancy develops strongly in SK-3D (indicated by the sharp increase in 
velocity above the jet region), whereas it is not so evident in the other models (Fig. 
9g).   
For the strong plume, the models appear to vary significantly in terms of the 
integral variables (Fig. 10). Differences are particularly relevant in the profiles of 
mixture components (particles, gas, entrained air). The increase of entrained air 
fraction, and the decrease of density, particle fraction, temperature, and velocity in 
ATHAM show sharper gradients than those in the other models, likely due to the 
stronger collapse regime and generation of pyroclastic flows. Even though SK-3D, 
ASHEE, and PDAC generate a relatively more stable column, the decrease in 
entrained air fraction still shows significant differences. The entrained air fraction 
decreases more rapidly in SK-3D than in ASHEE and PDAC, but the resultant 
entrained air fraction in the buoyant region is larger than those in ASHEE and PDAC 
(Fig. 10a). The column radii are similar in each model in the jet and buoyant region (< 
15 km in Fig. 10d), yet vary significantly in the umbrella region. It is worth noting 
that the condition of considering vertical velocity w > 0 excludes the umbrella region 
from the calculation of the average plume profile, also in the case of the limited lateral 
domain of the ASHEE and PDAC simulations. 
 
5.4 Entrainment coefficient 
Local entrainment coefficients for the weak and the strong plume cases can be 
computed from the profiles of integral variables as α = dQ/dz Q/(2ρabM)
-1
 (M is the 
momentum flux, Q is the mass flux, ρa is the atmospheric density, and b is the plume 
radius). We remark here that, because Q in 3D simulations is influenced by particle 
fallout and re-entrainment, the obtained entrainment coefficient implicitly accounts 
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for these phenomena. Since all the quantities are a function of the height, the resulting 
entrainment coefficient is variable along the plume. Its value for the four different 
models is reported in Fig. 11. 
The weak plume simulations predict a value of the entrainment coefficient 
around 0.1 in the buoyant plume region (i.e., where the flow is in the Boussinesq 
regime), which is relatively consistent with laboratory observations (Morton et al., 
1956). On the contrary, simulations of the strong plume show greater variability, and 
the entrainment in the buoyant plume region is much higher than 0.1 (α > 0.2). It is 
also worth remarking that, in the strong plume, partial collapse episodes make the 
prediction of the entrainment coefficient in the jet region more uncertain (see 
Discussion below). 
The estimated value of the entrainment coefficient varies among the numerical 
models. This variation could be attributed to the procedure of estimation such as the 
choice of time-window, and the accuracy of scheme. In particular, because the value 
of the entrainment coefficient is computed by using the deviation of mass flux (i.e., 
dQ/dz), the value is sensitive to the averaging method. For further investigation, 
robust methods such as a low pass filtering are required.  
Finally, in the umbrella region, the 1D entrainment assumption is no longer 
satisfied because the horizontal flow is predominant, so the value of the entrainment 
coefficient is less significant. In this case, alternative entrainment rate should be used 
(e.g., Samasiri and Woods, 2015) and its value needs to be quantified using 3D 
simulations. 
 
5.5 Wind effects 
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The simulations which include the effects of wind were carried out using 
ATHAM and SK-3D only (Fig. 12).  In the simulations of the strong and weak 
plumes in windy conditions, the same eruption and atmospheric parameters were used 
as in Table 3.  
In the weak plume case, ATHAM and SK-3D show similar features (Figs. 12a 
and 12b). Even near the vent, the eruption columns are largely distorted by the wind. 
At 2–3 km asl, there are the kink structures (see arrows in Fig. 12a and 12b). These 
kinks can be explained by changes in the wind direction with height. The column 
reaches 7 km asl when the plume extends about 7 km downwind from the vent in 
ATHAM, whereas this distance is reduced to 3 km downwind in SK-3D. At x > 10 
km, the clouds move horizontally and are elongated up to x = 25 km. The horizontally 
moving cloud in ATHAM is thicker than that in SK-3D.  
In the strong plume case, the results from ATHAM (Fig. 12c) and SK-3D (Fig. 
12d) are not significantly affected by wind by comparison with Figs. 7a and 7b, 
respectively. This is because the eruption intensity is large (exit velocity 275 m s
-1
) 
compared to the wind intensity (maximum velocity is 21 m s
-1
 at 16 km asl). Hence, 
the effect of wind is small. As in the windless case, the percentage of collapse in 
ATHAM is significant and the plume is mainly formed by re-entrainment of the solid 
material and formation of a co-ignimbrite. Pyroclastic flows are thus shed from the 
column in ATHAM, whereas none are produced in SK-3D. This is likely the main 
reason for ATHAM’s lower maximum height and NBL compared to SK-3D, although 
gravitational decoupling of particles from the flow field may also play a role (not 
considered in SK-3D, see also Table 6). Due to the lack of pyroclastic flows in SK-
3D, the umbrella cloud expands more rapidly than in ATHAM. 
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We also compared the plume heights calculated by the 3D models with those 
predicted by the 1D models (Table 6). In the weak plume case, the maximum heights 
are higher than those predicted by the 1D models, and the NBLs are slightly higher 
(several hundred meters) than the mean values of the 1D estimates. In the strong 
plume case, the maximum height in ATHAM is almost the same of the 1D estimates, 
whereas that in SK-3D is substantially higher than the 1D estimates. The NBLs in 
ATHAM and SK-3D are 6–8 km lower than the 1D estimates. 
6. Discussion 
As shown in Figs. 9 and 10 and commented in Sections 5.1 and 5.3, models show 
greater variability in the strong plume than in the weak plume case.  
We propose, as a possible explanation for these apparent discrepancies, that 
variability in the different physical and numerical formulations are enhanced in the 
strong plume scenario. There, the plume dynamics are driven by sharp density and 
temperature contrasts (even in the buoyant plume region) and by a distinct jet-plume 
transition, with large accelerations and momentum/heat exchange occurring on 
relatively short timescales. Therefore, in the following sections, we briefly examine 
some of the possible sources of diversity among the results, leaving a more rigorous 
investigation to future detailed studies. 
 
 6.1 Non-equilibrium gas-particle effects 
Non-equilibrium effects between gases and particles are treated in different 
ways in the four models, from complete equilibrium (SK-3D), to full non-equilibrium 
(PDAC), through inclusion of settling (ATHAM), and preferential concentration and 
settling (ASHEE).  
The relevance of non-equilibrium effects can be estimated on the basis of a 
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simple scaling consideration using the particle Stokes number which represents the 
ratio of a reference flow characteristic time scale 𝜏f = 𝐷 𝑈⁄  (D and U being the vent 
diameter and vertical velocity, respectively) and the Stokes time scale of gas-particle 
interaction 𝜏p  (estimated from the particle density, diameter, and the viscosity of 
flow). The weak plume was initialized with coarser particle sizes than the strong 
plume (1mm and 62.5 m vs. 0.5mm and 15.6 m). This leads to larger particle 
Stokes numbers (Stcoarse ~ 5, Stfine ~ 0.25 for the weak plume vs. Stcoarse ~ 0.25, Stfine ~ 
0.001 for the strong plume), suggesting that non-equilibrium effects are more relevant 
in the weak plume case. Adopting an alternative definition of the fluid timescale 
based on the Taylor microscale (Cerminara et al., 2016b) confirms such a preliminary 
analysis. This scaling consideration suggests that it is less likely that discrepancies in 
the strong plume simulations are due to the different treatment of non-equilibrium 
effects among the models. It calls for further consideration and systematic numerical 
simulations using a non-equilibrium model. More detailed investigations of the 
influence of multiphase flow effects are taken up in Esposti Ongaro and Cerminara 
(2016) and Cerminara et al. (2016b). 
 
6.2 Jet dynamics 
Strong plume development is particularly sensitive to the dynamics below the 
region of buoyancy reversal (jet region). This extends over about 1/8
th
 of the 
maximum plume height in the strong plume case, while it is limited to about 1/40
th
 in 
the weak plume case (see Figs. 9b and 10b). 
This region manifests different degrees of instability, leading to the observed 
fountaining structure and episodic partial collapse, with formation of pyroclastic 
density currents in some cases (ATHAM, ASHEE, and to a minor extent in PDAC). 
AC
CE
PT
ED
 M
AN
US
CR
IP
T
ACCEPTED MANUSCRIPT
 28 
Changes in the collapse behaviour lead to major changes in the amount of solids 
transported in the buoyant plume and thus in the overall dynamics (Van Eaton et al., 
2012). Jet instability is very sensitive to source conditions, and the different degrees 
of instability among the four models may be potentially linked to grid resolution (see 
section below). Moreover, the different physical formulations or thermodynamic 
descriptions can be particularly relevant in this region.  
We point out that the set of eruptive conditions selected for the strong plume case 
represent a supersonic flow. The speed of sound in the gas-particle mixture is around 
140 m s
-1
 (compared to an exit velocity of 275 m s
-1
), making the plume 
overexpanded at the vent. The supersonic condition can change the flow properties 
(Ogden et al., 2008, 2011; Carcano et al., 2014). Description of supersonic regimes is 
known to be a stiff numerical problem (e.g., Carcano et al., 2013), potentially 
enhancing sensitivity to model formulation. 
 
6.3 Role of mesh resolution and of subgrid turbulence model 
The accuracy of the numerical scheme and the treatment of subgrid 
turbulence can affect the entrainment process and thus the global features of eruption 
column dynamics. The mixing efficiency in free boundary shear flows depends 
mainly on the engulfment process, which is caused by large-eddy motion. To 
reproduce the engulfment process, a sufficiently high spatial resolution is required. In 
this inter-comparison, the accuracies of schemes employed by each 3D model are 
different, and therefore, the adequate grid sizes for each models are necessarily 
different. If the accuracy of the scheme is low or the grid size is large, the numerical 
results such as plume heights and critical condition for column collapse may be 
significantly different (e.g., Suzuki et. al., 2005). For example, in the simulations for 
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strong plume case using SK-3D, the present results show thea purely buoyant regime, 
whereas the results with a coarser grid sizes, with Xmin =D/12 (118 m) and Xmax = 
200 m show partial collapse regime. On the other hand, an additional PDAC 
simulation with a coarser grid of Xmin = ~D/13 (100 m) and Xmax = 1000 m 
results in a more radially spreading suspended flows and a slightly lower 
maximum plume height, although the jet collapse is still a minor one (less than 
10%). 
Difference in the turbulence model can be also a source of uncertainty in some 
cases. ASHEE, and PDAC use the LES approach to describe subgrid-scale turbulence, 
whereas SK-3D adopts the approach described by Suzuki et al. (2005), which does not 
model subgrid turbulence. Current numerical results support the observation that 
entrainment rate in the turbulent buoyant plume is imposed by the large-scale eddy 
motions (e.g., Plourde et al., 2008; da Silva et al., 2014, Cerminara et al., 2016a), thus 
making less relevant the role of the subgrid-scale (LES) turbulence scheme. However, 
Cerminara et al. (2016b) report that the LES model has a non-negligible effect above 
the NBL of the strong plume. 
 
7. Concluding Remarks 
 We have presented results from an inter-comparison study of four different 3D 
models of volcanic plume. In the study, a set of common volcanological input 
parameters and atmospheric conditions were given for two case studies, representing a 
strong and a weak plume. Comparison of the results indicates that all the models give 
consistent predictions of the large scale behaviour. In particular, maximum plume 
heights estimates have a standard deviations of about 20%. 
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 A comparison of the results for the weak plume showed that all models can 
consistently predict the transition from a jet stage to a stable, self-similar buoyant 
plume. Vertical plume profiles are very similar among the models and the simulated 
NBL, spreading level and maximum height differ by less than 2 km (except one case 
where a transient overshooting was observed).   
Simulations of the strong plume show more significant variability. Each model 
shows the particle-laden jet rising to 5-10 km asl before an instability develops in the 
form of a fountaining structure. A key difference among models is the extent to which 
this fountain remains buoyant or undergoes episodic, partial collapse. On one end of 
the spectrum, essentially no collapse or pyroclastic flows occurs (SK-3D), to minor 
flows (PDAC), and significant (ASHEE) to very significant (ATHAM). This reflects 
in significant differences of the mean plume profiles. The generation of pyroclastic 
flows by partial column collapse also has a significant effect on the amount of mass 
that rises into the upper atmosphere, leading variations of maximum plume height 
within 33-43 km and to slower rates of umbrella cloud expansion compared to stable 
buoyant plumes. Such differences would have an important impact on forecasts of ash 
dispersal. Furthermore, there are important implications for our understanding of 
volcanic hazards and predicting the eruptive conditions that lead to small vs. large-
volume pyroclastic flows.  
A possible explanation for such a different behaviour is that the Strong Plume 
eruptive conditions are closer to the threshold between the buoyant and collapsing 
regimes. Since unstable regimes are more sensitive to perturbations, differences 
among model formulation and numerical approach are there enhanced. The models 
used in this study employ indeed different numerical procedures, spatial 
resolutions, subgrid turbulence models, and treatments of multiphase and 
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microphysical processes. The superposition of all these differences impact the 
diversity of the results, without allowing us to precisely identify the sources of 
discrepancy. To quantify the net effect of the numerical solvers, standard 
benchmarks with equivalent physical formulation and common validation 
procedures will be specifically designed in the future for all models. In addition, 
future investigations will be aimed at quantifying the magnitude of the turbulent 
stress in the different regimes, in order to compare the different LES approaches. 
 Comparison with one-dimensional models have allowed us to derive an 
empirical parameterization of the entrainment coefficient, which is highly variable 
among models and it is particularly poorly constrained for strong plumes and windy 
conditions. Future studies will potentially provide improved estimates by means of 
extensive and accurate analysis of 3D simulations, aimed not only at evaluating the 
mean flow profiles but also the statistics of turbulent fluctuations. Furthermore, it is 
worth highlighting that 1D models do not account for partial collapse or 
over/underexpanded regimes, which likely accounts for some of the systematic 
discrepancies between 1D and 3D models (Costa et al., 2016). 
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Appendix A 
To clearly indicate the difference of grid sizes employed by each models, the vertical 
grid sizes are expressed as a function of height (Fig. A1). 
 
Appendix B 
Five different methods were proposed for obtaining integral values at each height 
from 3D simulation results. In this appendix, we introduce these methods and discuss 
the advantages and limitations of each one. 
f1)  The simplest option defines the plume boundary by the concentration of erupted 
material. The plume radial-scale, 𝐿, is defined where the mass fraction of a 
passive tracer (such as water vapor) reaches a small fraction of its maximum 
value, (e.g., 0.1%; Suzuki and Koyaguchi, 2009). The integral variables ρ, T, V, 
ma, mg, and mp are radially averaged within r < L, where r is the radial distance 
from the axis of the plume. If this filter is applied, the flow field inside L can 
include regions with negative velocity. 
 
f2)  The second method assumes that radial profiles of the different physical 
properties can be described through a Gaussian function: 
 
𝑓(𝑟) = 𝑓(𝑟c)exp (−
𝑟2
𝑏2
),      (A1) 
 
where 𝑟  denotes the radial coordinate perpendicular to the plume axis, 𝑟c 
represents the centreline, and the radial scale 𝑏 indicates the distance at which 
the generic quantity 𝑓 decays by a factor 𝑒. In this choice, the plume radial-scale 
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is b. Note that the top-hat radius is given by 𝐿2 = 𝑅2 = 2𝑏2 (e.g., Davidson, 
1986). In this way the variables can be estimated from the peak values, i.e., f 
(rc). 
 
Alternative methods are based on the evaluation of the average quantities over a 
horizontal domain Ω(z) defined, at each height z, by the conditions [w > 0; tr > trc], 
where w is the vertical velocity and tr>trc indicates the condition that concentration of 
the tracer tr is larger than the threshold trc. Such a choice is consistent with the 
hypotheses of 1D models, assuming a positive vertical velocity in the plume. 
 
f3)  The third method uses an approach similar to Kaminski et al. (2005) on the basis 
of momentum and buoyancy fluxes and reduced gravity: 
 
  𝜋𝑅2𝑊2 = ∫ 𝑤2𝑑𝑥𝑑𝑦
𝛺
,     (A2) 
 𝜋𝑅2𝐺′ = ∫ 𝑔′𝑑𝑥𝑑𝑦
𝛺
,            (A3) 
         𝜋𝑅2𝑊𝐺′ = ∫𝑤𝑔′𝑑𝑥𝑑𝑦,      (A4)  
 
where x and y are the horizontal axis, 𝑤 denotes the local value of the vertical 
plume velocity, 𝑔′ is the local reduced gravity, 𝑅 is the top-hat radial length 
scale, 𝑊  is the top-hat velocity scale, and 𝐺′is the top-hat reduced gravity 
scale. In order to obtain the mean values of the mass fraction of the ejected 
material S, and the temperature T, a similar approach is applied: 
 
𝜋𝑅2𝑊𝑆 = ∫ 𝑤𝜉𝑑𝑥𝑑𝑦
𝛺
 ,     (A5)  
𝜋𝑅2𝑊𝑇 = ∫ 𝑤𝜃𝑑𝑥𝑑𝑦
𝛺
,      (A6) 
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 where  and  are the local values of the mass fraction of the ejected material 
and the temperature, respectively. This method is effective only in the 
Boussinesq approximation (when the mixture density very similar to the 
atmospheric density). 
 
f4)  The fourth choice represents a generalization of the method f3 and the definition 
of the mean values is consistent with the formulae of the steady 1D models (see 
Cerminara, 2015 and Cerminara et al., 2016b for more detail on the derivation). 
This method is based on the mass, momentum and enthalpy (instead of 
buoyancy) fluxes, to take into account large density contrasts between the plume 
and the surrounding atmosphere (non-Boussinesq regime); 
 
𝐹1
(𝑖𝑣) = ∫ 𝜌𝑤𝑑𝑥𝑑𝑦
𝛺
,     (A7) 
𝐹2
(𝑖𝑣)
= ∫ 𝜌𝑤2𝑑𝑥𝑑𝑦
𝛺
,     (A8) 
𝐹3
(𝑖𝑣) = ∫ 𝜌𝑥𝑤𝑑𝑥𝑑𝑦
𝛺
,     (A9) 
𝐹4
(𝑖𝑣) = ∫ (
1+∑ (𝛾𝑖−1)𝑥𝑖𝑖
1+∑ (𝜑𝑖−1)𝑥𝑖𝑖
𝜌𝑎 − 𝜌)𝑤𝑑𝑥𝑑𝑦𝛺 ,   (A10) 
 
where 𝛾𝑖 is the ratio between the specific heat at constant pressure of the ith 
phase class and that of the atmosphere, 𝜑𝑖 is the ratio between the gas constant 
of the ith phase class and that of the atmosphere.  
The plume radius, and the mean values of plume density, mass fractions of ith 
class, plume temperature, velocity are estimated by using inversion formulae; 
𝐿 = √
𝐹1
(𝑖𝑣)
(𝐹4
(𝑖𝑣)
+𝐹1
(𝑖𝑣)
)(𝐹1
(𝑖𝑣)
+𝑄𝜑)
𝜋𝜌𝑎𝐹2
(𝑖𝑣)
(𝐹1
(𝑖𝑣)
+𝑄𝛾)
,     (A11) 
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?̅? = 𝜌𝑎
𝐹1
(𝑖𝑣)
(𝐹1
(𝑖𝑣)
+𝑄𝛾)
(𝐹4
(𝑖𝑣)
+𝐹1
(𝑖𝑣)
)(𝐹1
(𝑖𝑣)
+𝑄𝜑)
,     (A12) 
𝑆𝑖 =
𝑄𝑖
𝑄
,        (A13) 
?̅? = 𝑇𝑎
𝐹4
(𝑖𝑣)
+𝐹1
(𝑖𝑣)
𝐹1
(𝑖𝑣)
+𝑄𝛾
,      (A14) 
W =
𝐹2
(𝑖𝑣)
𝐹1
(𝑖𝑣),       (A15) 
where 𝑇𝑎 is the atmospheric temperature and 𝜌𝑎 is the atmospheric density. 
 
f5)  The fifth filter is analogous to f3 and f4 but it is built upon the internal energy 
flux (instead of enthalpy), and the mixture density is evaluated on the basis of 
the average pressure: 
 
 𝐹1
(𝑣)
≡ 𝜋?̅?𝑅2𝑊 = ∫ 𝜌𝑤𝑑𝑥𝑑𝑦
𝛺
,     (A16)  
𝐹2
(𝑣)
≡ 𝜋?̅?𝑅2𝑊2 = ∫ 𝜌𝑤2𝑑𝑥𝑑𝑦
𝛺
,     (A17)  
 𝐹3
(𝑣)
≡ 𝜋?̅?𝛸𝑅2𝑊 = ∫ 𝜌𝜉𝑤𝑑𝑥𝑑𝑦
𝛺
,    (A18) 
  𝐹4
(𝑣)
≡ 𝜋?̅?𝐸𝑅2𝑊 = ∫ 𝜌𝑒𝑤𝑑𝑥𝑑𝑦
𝛺
,    (A19) 
 
where 𝜌  denotes the local value of density, 𝑒  is the internal energy, ?̅?  is the 
mean value of density, and 𝐸 is the mean value of internal energy. The mean 
values of the velocity, the mass fraction, and the internal energy are easily 
obtained as 
 
𝑊 = 𝐹2
(𝑣)
/𝐹1
(𝑣)
,      (A20)  
𝑆 = 𝐹3
(𝑣)
/𝐹1
(𝑣)
,      (A21)  
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𝐸 = 𝐹4
(𝑣)
/𝐹1
(𝑣)
.      (A22) 
 
The mean values of the heat capacity 𝐶v̅ and gas constant ?̅?gas are obtained using 
𝑆. The mean value of the pressure ?̅? is estimated from a horizontal average as: 
 
?̅? = ∫ 𝑃𝑑𝑥𝑑𝑦
𝛺
/ ∫ 𝑑𝑥𝑑𝑦
𝛺
,    (A23) 
 
where P is the local value of pressure. The mean temperature is calculated by 
 
?̅? = 𝐹4
(𝑣)
(𝐶?̅? ∙ 𝐹1
(𝑣)
)⁄ .      (A24)  
 
Then, the mean density is estimated using the equation of state; 
 
?̅? = ?̅? (?̅?gas?̅?)⁄ .      (A25) 
 
Finally, the radial length scale R is given as 
 
 𝑅 =
𝐹1
(𝑣)
(?̅?∙𝐹2)1/2
 .      (A26)  
 
In the following, we compare the results of radial integrations using the different 
averaging filters proposed above. First of all, because of the nonlinear change of 
volcanic plume density, the radial profiles of physical quantities such as density 
cannot be described by the Gaussian profiles (see Fig. 4a in Suzuki and Koyaguchi, 
2010). Therefore, f2 is not appropriate to obtain the vertical profiles from the 3D 
simulation results. 
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Figure B1 shows the vertical profiles of the variables using f1, f3, f4, and f5 for the 
simulations of SK-3D. The variables obtained by using f3 fluctuate much more 
strongly with height than those obtained by the other filters. There are rapid increases 
in entrained air fraction and rapid decreases in upward velocity at 1.8 km. There are 
also rapid decreases in entrained air fraction, and rapid decreases in upward velocity 
at 8.2 km. These abrupt changes of the quantities are caused by the fact that the 
derived variables can become zero or infinity when the sign of G’ switch. The filter f3 
is thus not appropriate to obtain the vertical profiles in volcanic plume. 
 The vertical profiles obtained by f1, f4, and f5 show similar features. In 
particular, f4 and f5 provide almost same profiles of the variables. In the jet region 
near the vent, the entrained air fraction based on f1 increases more rapidly than those 
based on f4 and f5. In such a region, the annular downflow region develops around the 
main stream of eruption clouds, so that the average values computed by f1 are 
unrealistic. For the model inter-comparison, we chose the filter f4 which is based on 
the exact derivation of a generalized 1D model (Cerminara, 2015). 
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FIGURE CAPTIONS 
Figure 1. Simulation results by the SK-3D model for the weak plume case. The 
snapshot of t = 600 s after the eruption initiation; (a) isosurface where the mass 
fraction of the erupted material is 0.002, and the vertical cross-sections of (b) 
the mass fraction of the erupted material, (c) the density difference relative to 
the atmospheric density at the same vertical position, (d) the temperature 
difference relative to the atmospheric temperature at the same vertical position, 
and (e) the upward velocity.  
Figure 2. Simulation results by the SK-3D model for the strong plume case. The 
snapshot of t = 900 s after the eruption initiation; (a) isosurface where the mass 
fraction of the erupted material is 0.002, and the vertical cross-sections of (b) 
the mass fraction of the erupted material, (c) the density difference relative to 
the atmospheric density at the same vertical position, (d) the temperature 
difference relative to the atmospheric temperature at the same vertical position, 
and (e) the upward velocity. 
Figure 3. Time evolution of the maximum height of the plume based on the simulation 
results of (a) SK-3D and (b) PDAC for the weak (left) and strong (right) plume 
cases. The curves are defined by different thresholds of particle concentration 
with respect to the value at the inlet. 
Figure 4. Vertical profiles of the mean mass fraction of the erupted material in the 
umbrella clouds, integrated from r > 3 km for the weak plume case and r > 30 
km for the strong plume case on the basis of the results of SK-3D (see the 
arrows in Figs 1b and 2b). The mass fraction (mfm) is normalized by its peak 
value (mfm,max). The horizontal lines represent the level of maximum radial 
spreading. 
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Figure 5. Vertical profiles of the air fraction entrained into the plume which are 
horizontally integrated from the three dimensional results for the weak (left) and 
strong (right) plumes for windless case. The profiles illustrated by red and blue 
points are derived by using the different time windows with the SK-3D model 
(top) and the PDAC model (bottom). ASHEE shows similar trends in the Strong 
Plume case. 
Figure 6. Vertical cross-sections of the mass fraction of the erupted material in x–z 
space for the weak plume case without wind effects. Results of (a) ATHAM, (b) 
SK-3D, (c) ASHEE, and (d) PDAC.  The time averaging interval is [600:660s]. 
Figure 7. Time-averaged, vertical cross-sections of the mass fraction of the erupted 
material in x–z space for the strong plume in a windless atmosphere. Results of 
(a) ATHAM, (b) SK-3D, (c) ASHEE, and (d) PDAC. The time averaging 
interval is [900:960s]. In the simulations of ASHEE and PDAC, the lateral 
domains are limited to be ~50km from the vent.  
Figure 8. Plume heights obtained from the 3D models for (a) weak plume and (b) 
strong plume cases. Blue, red, and green bars indicate the maximum height, 
NBL, and spreading level, respectively. The time averaging intervals are 
[600:660s] for the weak plume case and [900:960s] for the strong plume case. 
The averages of the 3D and 1D simulation results are also illustrated. 
Figure 9. Vertical profiles of physical quantities horizontally integrated from the 3D 
results for the weak plume for windless case; (a) the air fraction entrained into 
the plume, (b) the mixture density, (c) the gas fraction, (d) the plume radius, (e) 
the solid fraction, (f) the plume temperature, and (g) the plume velocity. The 
time averaging intervals is [600:660s]. 
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Figure 10. Vertical profiles of physical quantities horizontally integrated from the 3D 
results for the strong plume for windless case; (a) the air fraction entrained into 
the plume, (b) the mixture density, (c) the gas fraction, (d) the plume radius, (e) 
the solid fraction, (f) the plume temperature, and (g) the plume velocity. The 
time averaging interval is [900:960s]. Note that the lateral domains of the 
ASHEE and PDAC simulations are limited to be ~50 km from the vent. 
Figure 11. Vertical profile of radial entrainment coefficient for the weak and strong 
plume cases on the basis of the 3D simulation results. The time averaging 
intervals are [600s;660s] for the weak plume case and [900s;960s]  for the 
strong plume case. The large fluctuations in SK-3D results are mainly due the 
longer time interval used for the simulation outputs (10 sec instead of 1 sec, see 
Table 2). 
Figure 12. Time-averaged, vertical cross-sections of the particle mass fraction in x–z 
space for (a, b) the weak and (c, d) the strong plume cases wind effects. Results 
of (a, c) ATHAM and (b, d) SK-3D. The time averaging intervals are [600:660s] 
for the weak plume case and [900:960s] for the strong plume case. 
Figure A1. Vertical grid sizes employed in all the models for the weak (a) and strong 
(b) plume cases. 
Figure B1. Vertical profiles of the physical quantities calculated by the different filters 
(f1, f3, f4, and f5) for the SK-3D simulation results of the weak plumes for 
windless case; (a) the air fraction entrained into the plume  and (b) the mixture 
temperature.  
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Table 1. Summary of the three-dimensional models used in the study. Note that the 
Label numbers 1, 2, 3, and 4 corresponds to 10, 11, 12, and 13 represented in Costa et 
al. (this issue), respectively. 
Label 1 2 3 4 
Name ATHAM
1
 SK-3D
2
 ASHEE
3
 PDAC
4
 
LES Yes No Yes Yes 
Components Air, water, 
particles 
Air, erupted 
material 
Air, water, 
particles 
Air, water, 
particles 
Particle 
fallout 
Yes No Yes Yes 
Atmospheric 
moisture 
Yes No Yes No 
Water latent 
heat 
Yes No Yes No 
Cloud 
microphysics 
Yes No No No 
1: Herzog et al. (1998; this issue), 2: Suzuki et al. (2005), Suzuki and Koyaguchi (2009, 2015),  
3: Cerminara et al. (2016a), 4: Neri et al. (2003), Esposti Ongaro et al. (2007), Carcano et al. (2013) 
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Table 2. Summary of the three-dimensional models numerical parameters. 
Label 1 2 3 4 
Name ATHAM SK-3D ASHEE PDAC 
Numerical 
method 
FDM FDM FVM FVM 
Accuracy of 
scheme 
2
nd
 order 3
rd
 order 2
nd
 order 2
nd
 order 
Weak Plume case 
Domain size 
(km3) 
30×30×30 14×14×15 π×132×21 20×20×20 
Tmax (sec) 1800 710 720 1000 
Xmin  D0/3 (18 m) D0/20 (3 m) D0/32 (2 m) D0/3 (18 m) 
Xmax  600m D0/2 (27 m) 70m 200m 
t  (sec) ~0.1 ~10
-3
 1.5×10-3  10-2 
Ntot 15×10
6
 170×106 11×106 8.0×106 
TCPU (hour) 108 580 520 250 
Ncores 64 512 1024 62 
Tout 1 sec 1 sec every time step 1 sec 
Strong Plume case 
Domain size 
(km3) 
350x350x60 300×300×68 π×462×50 100×100×60 
Tmax (sec) 3600 1600 2000 1000 
Xmin  D0/13 (109 m) D0/40 (35 m) D0/32 (44 m) D0/30 (47 m) 
Xmax  4 km 300 m 300 m 1 km 
t (sec) ~0.25 ~10
-2
 2.0×10-2 10-2 
Ntot 6.3×106 300×106 8.8×106 10×106 
TCPU 69 160 160 280 
Ncores 64 384 1024 62 
Tout 1 sec 10 sec every time step 1 sec 
Tmax: Maximum simulated time, Ntot: Number of discretization elements, TCPU: Total execution 
time, Ncores: Number of CPU cores utilized, Tout: Output interval. 
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Table 3. Volcanic input parameters for simulations.  
Parameter Weak plume Strong plume 
Vent elevation 1500 m 1500 m 
Eruption duration 0.2 hours 2.5 hours 
Mass eruption rate 1.5×10
6
 kg s
-1
 1.5×10
9
 kg s
-1
 
Exit velocity 135 m s
-1
 275 m s
-1
 
Exit temperature 1273 K 1053 K 
Exit water fraction 3.0 wt% 5.0 wt% 
Particle properties  coarse fine coarse fine 
  Diameter 1 mm 62.5 m 0.5 mm 15.6 m 
  Density 2200 kg m
-3
  2700 kg m
-3
 2500 kg m
-3
 2700 kg m
-3
 
  Mass fraction 48.5 wt% 48.5 wt% 47.5 wt% 47.5 wt% 
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Table 4. Results for the weak plume case without wind effects. The time averaging 
intervals are [600:660s]. The mass fraction of 0.01 was used to estimate the plume 
height. 
Model Height (km) NBL (km) Spreading level (km) 
ATHAM 16.1 5.7 7.2 
SK-3D 11.1 6.9 7.9 
ASHEE 10.4 6.8 8.2 
PDAC 11.0 7.9 9.0 
Average 12.1 6.8 8.1 
SD 2.7 0.9 0.7 
SD % 22.0 13.2 9.0 
Average(1D) 9.0 6.7 - 
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Table 5. Results for the strong plume case without wind effects. The time averaging 
intervals are [900:960s]. The mass fraction of 0.01 was used to estimate the plume 
height. 
Model Height (km) NBL (km) Spreading level (km) 
ATHAM 33.4 16.2 18.1 
SK-3D 39.9 20.0 29.8 
ASHEE 36.7 22.1 24.0 
PDAC 42.5 28.5 31.0 
Average 38.1 21.7 25.7 
SD 3.9 5.1 5.9 
SD % 10.4 23.7 23.0 
Average(1D) 38.8 25.3 - 
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Table 6. Column heights for windy case. The time averaging intervals are [600:660s] 
for the weak plume case and [900:960s] for the strong plume case. The mass fraction 
of 0.01 was used to estimate the plume height. 
 Weak plume Strong plume 
Model Height (km) NBL (km) Height (km) NBL (km) 
ATHAM 5.5 3.8 32.0 15.7 
SK-3D 6.5 3.5 39.9 17.9 
Average(1D) 4.0 3.2 32.0 23.5 
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Figure 1  
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Figure 1A  
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Figure B1  
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Highlights 
 We performed an inter-comparison study of three-dimensional models of 
volcanic plumes. 
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 Simulations with common input parameters for a weak and strong 
eruption columns were carried out. 
 Although the models use different numerical procedures, the qualitatively 
consistent results were obtained among the models. 
 We discussed the possible sources of diversity among the results obtained 
from the different model. 
