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Abstract
The key to a robust life system is to ensure that each cell population is maintained
in an appropriate state. In this work, a mathematical model was used to investi-
gate the control of the switching between the migrating and non-migrating states
of the Bacillus subtilis cell population. In this case, the motile cells and matrix
producers were the predominant cell types in the migrating cell population and
non-migrating state, respectively, and could be suitably controlled according to
the environmental conditions and cell density information. A minimal smooth
model consisting of four ordinary differential equations was used as the mathe-
matical model to control the B. subtilis cell types. Furthermore, the necessary
and sufficient conditions for the hysteresis, which pertains to the change in the
pheromone concentration, were clarified. In general, the hysteretic control of the
cell state enables stable switching between the migrating and growth states of the
B. subtilis cell population, thereby facilitating the biofilm life cycle. The results
of corresponding culture experiments were examined, and the obtained corollaries
were used to develop a model to input environmental conditions, especially, the
external pH. On this basis, the environmental conditions were incorporated in a
simulation model for the cell type control. In combination with a mathematical
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model of the cell population dynamics, a prediction model for colony growth in-
volving multiple cell states, including concentric circular colonies of B. subtilis,
could be established.
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1. Introduction
Cellular state diversity is the source of the morphology and function of life
systems. Even in prokaryotes, the robust structure of bacterial biofilms can be
attributed to the heterogeneous presence of various types of cells (Stoodley et al.,
2002; Donlan, 2002; Hall-Stoodley et al., 2004; Branda et al., 2005; Kobayashi and Iwano,
2012; Vlamakis et al., 2013; Hobley et al., 2015; Flemming et al., 2016). Among
such cells, Bacillus subtilis is considered to be the master of differentiation, as it
can exhibit extremely diverse cell types (Lo´pez et al., 2009). The cellular diver-
sity helps develop a diverse colony morphology (Wakita et al., 1994) and com-
plex biofilm structure, supporting long-term survival and growth in response to
environmental variations (Tasaki et al., 2017a). In this study, we considered the
following mathematical model that describes the cell type regulation of B. subtilis
(Tasaki et al., 2020): 

dS
dt
=
cSH
aS+bSC
−dSS
dH
dt
=
cH
aH +bHA
−dHH
dA
dt
=
cA
aA+bAS
−dAA
dC
dt
= cCXA−dCC
(1)
In this model, the cell states are described by four variables S = S(t), H = H(t),
A = A(t) and C = C(t), each of which represents a group of cooperating genes
and their products (Fig. 1A). Specifically, S is a group represented by Spo0A∼P
(including the phosphorelay of Spo0F, Spo0B, and Spo0A); H and A correspond
to SigH and AbrB, respectively; and C is a group represented by ComK (driven
by the ComX-ComP-ComA pathway).
The output of this system is the cell type, which corresponds to a matrix pro-
ducer and motile cell when S is high and low, respectively (Fig. 1A). Sporula-
tion is initiated when S exhibits continuously high values; however, this aspect
was not considered in this work. Instead, this work was focused on examining
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Figure 1: Model to determine the response of the cells and cell populations to the environmental
pH. (A) Model for the cell type selection against the environmental pH and cell density. (B and C)
Two types of cell type controls. Anhysteretic (B) and hysteretic (C).
the switch between the migrating (planktonic) and non-migrating (biofilm) states
(Kearns and Losick, 2005; Kobayashi, 2007; Chai et al., 2008; Lo´pez et al., 2009;
Cairns et al., 2014). The inputs of the cell state control system include the ex-
ternal environmental conditions and auto-inducing signals that represent the cell
density. Among such signals, one corresponds to a small peptide ComX secreted
by B. subtilis cells. In the following text, the concentration of this peptide is de-
noted as X , and it is an external parameter input fromC to the cell type regulation
system (1). The curve of the set of equilibrium points of (1) can be divided into
two types pertaining to the increase and decrease in X , indicating that the cell
state (for example, S) is monotonic and non-monotonic (Figs. 1B and C), respec-
tively. In the latter case, the curve is an S-shaped curve with two turning points.
Specifically, there exist two cases in which the cell type control is not hysteretic
(Fig. 1B) and hysteretic (Fig. 1C), which pertains to the increase/decrease in the
cell density signal X , respectively. In general, the hysteretic control is necessary
to facilitate the biofilm life cycle or concentric colony formation. When hysteresis
exists in the choice of cell state, in the context of an increase and decrease in X ,
a life cycle for the cell population occurs as follows: (Migration phase) The cell
density information X at the growth front of the cell population decreases as it dis-
perses in the motility state, and the state switches to the matrix-production state
when the concentration falls below a certain threshold X1. (Growth phase) As the
cell population grows and matures in the matrix production state, X increases, and
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when it exceeds a certain threshold X2 (> X1), the state switches to the motility
state. In this regard, the objective of this study was to classify the presence or ab-
sence of hysteresis in the selection of such cell states through certain parameters.
Furthermore, the mechanism to control the state of the cells and cell populations
in response to environmental conditions was discussed.
2. Results
2.1. Necessary and sufficient condition for hysteretic cell type regulation
The main theorem described herein is a mathematical and formal claim. In
this context, the meaning of the parameters may be difficult to understand. This
type of unbiased form of writing is intended to facilitate the subsequent testing of
two different interpretations.
To describe the results, first, the steady state hysteresis is defined. A set of
steady states is considered to be anhysteretic if the steady state is unique to X , and
the steady state S decreases monotonically with respect to X (Fig. 1B). In contrast,
a set of steady states is considered to be hysteretic if the steady state is not unique
to X , and the steady state S is an (inverse) S-shaped curve (Fig. 1C). When the
steady state is anhysteretic, any equilibrium point on the curve X = X(S) of the
set of steady states is stable. In comparison, when the steady state is hysteretic,
any equilibrium point between the two folding points (X ′(S) = 0) is unstable, and
the outer equilibrium point is stable (Appendix B).
The parameters for the classification can be defined as follows:
D= aA− bHcA
aHdA
, Pˆ=
aHbHaAcAdA
(aHaAdA−bHcA)2
,
Qˆ=
1
2
{
cSaHcHbAdA
aSdSaHdH (bHcA−aHaAdA) −1
}
.
(2)
In this case, the following holds true.
Theorem 1. If D ≥ 0, the set of steady states is anhysteretic (Fig. 1B). If D < 0,
any Pˆ admits Qˆc(Pˆ) such that
1. If Qˆ≤ Qˆc(Pˆ), the set of steady states is anhysteretic (Fig. 1B).
2. If Qˆ> Qˆc(Pˆ), the set of steady states is hysteretic (Fig. 1C).
Moreover, the threshold Qˆc = Qˆc(Pˆ) satisfies the following (Fig. 2).
Qˆ′c(Pˆ)> 0, Qˆ
′′
c (Pˆ)> 0, lim
Pˆ→+0
Qˆc(Pˆ)
Pˆ2/3
=
3
2
, lim
Pˆ→+∞
Qˆc(Pˆ)
Pˆ2
=
27
2
. (3)
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Figure 2: Range of hysteresis in the Pˆ− Qˆ plane. (A) Normal graph. (B) Log-log graph.
2.2. Environmental pH dependent cell type regulation
A focus of this study was to examine the relation between the cell type cycle
generation conditions and the environmental factors, specifically, to examine the
mechanism using which each cell of B. subtilis reflects the environmental changes
in the control pattern of the cell type. In this regard, we considered the environ-
mental pH as a sample environmental factor. As mentioned previously, when the
control of two cell types, motile cells and matrix producers, is hysteretic, a life cy-
cle occurs in the cell population growth process, known as the biofilm life cycle.
One of the simplest observations of the cell population life cycle is the forma-
tion of concentric colonies (Fujikawa, 1992; Itoh et al., 1999; Wakita et al., 2001;
Shimada et al., 2004; Yamazaki et al., 2005). This colony growth pattern alter-
nates between growth and migration phases. The dominant cell type for colony
growth periodically switches between matrix producers and motile cells. In other
words, the formation of concentric colonies depends on the presence or absence
of hysteresis in the cell type control. In a recent study, the relationship between
concentric colony formation and environmental pH was clarified (Tasaki et al.,
2020). It was noted that under appropriate conditions, concentric colonies are
formed on a solid nutrient medium containing approximately 0.7% agar. Initially,
in the neutral region (pH 6.8–8.0) with an intracellular pH of 7.4 (Shioi et al.,
1980), concentric colonies are not formed, and only the growth phase through the
matrix production cells is observed (Fig. 3A). As the environmental pH decreases
to approximately 6.8, many extremely short migration phases appear. When the
pH is close to this transition point, there exists a considerable variation in space,
the periodicity is not clear, and the pattern is considerably different from concen-
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Figure 3: Hysteresis and parameter change. (A) Hysteresis and environmental pH. The schematic
pertains to concentric colony formation experiments (Tasaki et al., 2020). (B) Hysteresis and ex-
ternal activation of Spo0A∼P and SigH, αSH . (C) Curve of Qˆ− Qˆc(Pˆ) vs. αA. (D) Hysteresis and
external activation of AbrB, αA
.
tric circles. When the pH reduces to less than 6.5, concentric circular colonies that
expand periodically are formed. When the pH is less than 5.3, colony formation
becomes unstable and stops halfway, or no colony is formed. Moreover, at a pH
less than 5.1, colonies were never formed.
To consider the environmental pH sensitivity, the classification parameters D,
Pˆ, Qˆ and Qˆc are associated with S, H, A andC, respectively. The sign of D= p−q
is equivalent to whether αA = q/p is less than or greater than 1. This parameter
αA can be expressed as
αA =
bH
aH
× cA/aA
dA
= (rate of suppression of H by A)× (basic production rate of A)
(decay rate of A)
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which indicates the rate at which A, AbrB, is activated from outside the model
system of the cell type regulation (1). Similarly, we can define the rate at which S
and H, Spo0A∼P and SigH, are activated from outside the model system as
αSH =
bA
aA
× cS/aS
dS
× cH/aH
dH
= (rate of suppression of A by S)
× (basic production rate of S activated by H)
(decay rate of S)
× (basic production rate of H)
(decay rate of H)
.
The classification parameters (2) can be expressed as
Pˆ=
αA
(αA−1)2
, Qˆ=
1
2
(
αSH
αA−1 −1
)
, (4)
and the following holds from Theorem 1.
Corollary 1. If αA ≤ 1, the set of steady states is anhysteretic. If αA > 1, there
exists αSH,c(αA) such that
1. If αSH ≤ αSH,c(αA), the set of steady states is anhysteretic.
2. If αSH > αSH,c(αA), the set of steady states is hysteretic.
According to Corollary 1, the presence or absence of hysteresis can be con-
trolled by Spo0A∼P or SigHwhenAbrB is functioning to a certain extent (Fig. 3B).
Therefore, the question is whether the activity of Spo0A∼P or SigH controls
the environmental pH-dependent cell type hysteresis. It is known that SigH is
positively regulated with an increase in the environmental pH (Cosby and Zuber,
1997; Wilks et al., 2009). Therefore, according to Corollary 1, if SigH is the input
point for pH-dependent control, the hysteresis disappears at a low pH (gray dot-
ted arrow in Fig. 3B). However, this finding contradicts the pH-dependent control
phenomenon in actual colony observation (left part in Fig. 3A).
Note that AbrB has a stronger pH dependence than SigH (Wilks et al., 2009).
Moreover, AbrB is upregulated as the environmental pH decreases in this range.
Therefore, we consider the possibility that the environmental-pH-dependent AbrB
activity controls the cell type hysteresis. To examine this aspect, we consider the
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mapping αA 7→ Qˆ− Qˆc(Pˆ) (αA ∈ (1,∞)). If αA → 1, then Pˆ→ ∞, and it follows
from Theorem 1 that
Qˆ− Qˆc(Pˆ)∼ 1
2
(
αSH
αA−1 −1
)
− 27
2
α2A
(αA−1)4
→−∞.
Similarly, we see that Pˆ→+0 as αA → ∞. Theorem 1 indicates that
Qˆ− Qˆc(Pˆ)∼ 1
2
(
αSH
αA−1 −1
)
− 3
2
α
2/3
A
(αA−1)4/3
→−1
2
.
Furthermore, according to this theorem
∂
∂αA
Qˆ′c(Pˆ) =−Qˆ′′c (Pˆ)
αA+1
(αA−1)3
< 0.
Therefore, when αA ∈ (1,∞) increases, Qˆ′c(Pˆ) is positive and decreases monoton-
ically. Consequently,
∂
∂αA
(
Qˆ− Qˆc(Pˆ)
)
=
1
(αA−1)2
{(
1+
2
αA−1
)
Qˆ′c(Pˆ)−
αSH
2
}
changes its sign only once from positive to negative. In other words, there exists an
αA,M ∈ (1,∞) such that αA 7→ Qˆ−Qˆc(Pˆ) increases when αA <αA,M and decreases
when αA > αA,M (Fig. 3C).
Accordingly, Theorem 1 can be expressed as follows.
Corollary 2. There exists an α∗SH > 0 such that
1. if αSH ≤ α∗SH , the set of steady states is hysteretic;
2. if αSH > α
∗
SH , 1< αA,L < αA,U such that
(i) if 0< αA ≤ αA,L, the set of steady states is anhysteretic.
(ii) if αA,L < αA < αA,U, the set of steady states is hysteretic.
(iii) if αA,U ≤ αA, the set of steady states is anhysteretic.
This indicates that when αSH is sufficiently large, that is, when Spo0A∼P and
SigH function to a reasonable extent, αA or AbrB can control the hysteresis of
the cell type selection (Fig. 3D). Moreover, the cell type control is (i) anhysteretic
(matrix producers dominant) when αA is small; (ii) hysteretic (periodic) when αA
is intermediate; (iii) anhysteretic (motile cells dominant) when αA is large. In
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terms of the effect of the environmental pH, αA exhibits a negative correlation
in the neutral range, that is, AbrB is upregulated at a low pH. In this case, the
change in the cell type control from anhysteretic (matrix producer) to hysteric
(periodic) with decreasing pH (Fig. 3A) can be explained by the upregulation of
αA (Fig. 3D). Therefore, it is suggested that AbrB plays a central role in cell type
regulation in response to environmental pH changes. In colony formation, it is
expected that the activity of AbrB is the key to the selection of the concentric
pattern.
3. Discussion
Flexible and stable control of the cell state according to the environmental con-
ditions is the basis for realizing a robust life system. In general, hysteretic control
is one of the methods that exhibits a prompt and stable response to environmental
changes. In this work, we clarified the necessary and sufficient conditions for the
hysteretic control of the cell state, considering the case of the bacterial cell type
regulation as an example. By incorporating this cell type regulation model into
a model of the cell population dynamics (Ben-Jacob et al., 1994; Wakita et al.,
1994; Kitsunezaki, 1997; Kawasaki et al., 1997; Golding et al., 1998; Mimura et al.,
2000; Tasaki et al., 2017b), the colony morphology can be predicted under a wide
range of environmental conditions. In particular, it is possible to correctly repro-
duce the formation of concentric colonies that expand periodically, which has not
been realized so far (Mimura et al., 2000). Moreover, the effect of the environ-
mental conditions can be compared with the experimental findings.
In addition, we developed a model of the cell type regulation influenced by
the environmental pH changes, and the findings were noted to be consistent with
those of the concentric colony formation experiment. In the existing studies, the
concentration of agar in the medium, which is a control parameter of the cell
population motility, has been widely examined as an environmental factor. It is
expected that the growth dynamics of concentric circle colonies depending on the
agar concentration can be discussed in combination with the model of the cell
population dynamics.
Furthermore, the structure of the hysteresis for external signals presented herein
is not limited to B. subtilis cell type selection. Specifically, a similar structure oc-
curs for phenomena that can be expressed in the form of model (1). Furthermore,
similar properties are expected if the regulatory network is similar to that shown
in Fig. 1A. In addition, as indicated previously, the main result, Theorem 1, can be
expressed in terms of only the indices αA and αSH , which represent the activation
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rate parameters from outside the system, as in Corollaries 1 and 2, respectively.
Such expressions are universal and can help elucidate the regulatory mechanisms
of cell populations. This analysis methodology, which focuses on the presence
or absence of hysteresis related to external signals, can provide a basis for the
comprehensive understanding of other control systems, among other applications.
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Appendix A. Hysteretic and anhysteretic curves: Proof of Theorem 1
Herein, we present the proof of Theorem 1. The equation for the steady state
(equilibrium point) (S,H,A,C) of (1) is as follows:

0=
cSH
aS+bSC
−dSS
0=
cH
aH +bHA
−dHH
0=
cA
aA+bAS
−dAA
0= cCXA−dCC
(A.1)
If we eliminate H, A and C using these expressions, X in S can be defined as
X =
λσ2
(σ − p) (σ +q) −µσ
=− σ
(σ − p)(σ +q)
[
µσ2−{λ +µ (p−q)}σ −µpq] (A.2)
where σ = aA+bAS,
p= aA, q=
bHcA
aHdA
,
λ =
cScHbAdAdC
bSdSaHdHcAcC
, µ =
aSdAdC
bScAcC
.
(A.3)
Furthermore, by setting
µσ2−{λ +µ (p−q)}σ −µpq = µ (σ +a)(σ −b) , (A.4)
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X can be expressed as
X =−µσ (σ +a)(σ −b)
(σ − p)(σ +q) , (A.5)
where,
κ =
λ
µ
=
cScHbA
aSdSaHdH
,
−a= 1
2
{
κ + p−q−
√
(κ + p−q)2+4pq
}
< 0,
b=
1
2
{
κ + p−q+
√
(κ + p−q)2+4pq
}
> 0.
(A.6)
In addition, the range of σ for which X > 0 is p < σ < b. Differentiating (A.5)
with respect to σ yields
dX
dσ
=
µ
(σ − p)2 (σ +q)2ϕ(σ), (A.7)
where
ϕ(σ) = σ (σ +a)(σ −b)(2σ +q− p)
− (σ − p)(σ +q){(σ +a)(σ −b)+σ (σ −b)+σ (σ +a)} . (A.8)
This indicates that
ϕ(p) = p(p+a)(p−b)(p+q)< 0,
ϕ(b) =−b(b− p)(b+q)(b+a)< 0. (A.9)
According to this expression, and because ϕ ′(p) = −2p2κ < 0, the quartic func-
tion ϕ = ϕ(σ) can be classified into the following two types:
1. ϕ(σ)≤ 0 for p< σ < b.
2. There exist σ− and σ+ such that p< σ− < σ+ < b,
ϕ(σ)> 0 if σ− < σ < σ+,
ϕ(σ)≤ 0 otherwise (i.e., σ ≤ σ− or σ ≥ σ+).
Each case corresponds to an anhysteretic (Fig. 1B) and hysteretic case (Fig. 1C).
Expanding (A.8) yields
ϕ(σ)=−σ4+2(p−q)σ3+{3pq+(p−q)(a−b)−ab}σ2+2(a−b)pqσ−abpq.
(A.10)
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Because b−a= p−q+κ and ab= pq,
ϕ(σ)=−σ4+2(p−q)σ3+{2pq− (p−q)(p−q+κ)}σ2−2(p−q+κ)pqσ−p2q2.
(A.11)
Furthermore, because D= p−q and P= pq,
ϕ(σ) =−σ4+2Dσ3+{2P−D(D+κ)}σ2−2(D+κ)Pσ −P2. (A.12)
As p< σ < b, the range of the variable σ is
1
2
(
D+
√
D2+4P
)
< σ <
1
2
(
D+κ +
√
(D+κ)2+4P
)
. (A.13)
This treatment indicates that the hysteretic or anhysteretic nature of the set of
steady states depends on whether the function ϕ(σ), defined by (A.12) in the
range (A.13), does or does not (non-positive) undergo a sign change, respectively.
In the following text, we examine the cases of D≥ 0 and D< 0 separately.
Appendix A.1. No hysteresis under low influence of AbrB
First, we demonstrate that hysteresis does not occur when AbrB has a low
influence, that is, D≥ 0 (αA ≤ 1). When D= 0 (αA = 1), (A.13) is reduced to
√
P< σ <
1
2
(
κ +
√
κ2+4P
)
, (A.14)
and
ϕ(σ) =−(σ2−P)2−2κPσ < 0. (A.15)
When D> 0 (αA < 1), if we scale P, κ , σ by D=−η so that P= η2Pˆ, κ = ηκˆ ,
σ = ησˆ , then η < 0, Pˆ> 0, κˆ < 0, σˆ < 0, and (A.13) becomes
1
2
(
−η +
√
η2+4η2Pˆ
)
< ησˆ <
1
2
{
−η +ηκˆ +
√
(−η +ηκˆ)2+4η2Pˆ
}
.
(A.16)
Dividing this expression by η(< 0) yields
1
2
{
−1+ κˆ −
√
(1− κˆ)2+4Pˆ
}
< σˆ <
1
2
(
−1−
√
1+4Pˆ
)
. (A.17)
By setting Qˆ= 1
2
(κˆ−1)<−1/2, the domain can be expressed as
Qˆ−
√
Qˆ2+4Pˆ< σˆ <
1
2
(
−1−
√
1+4Pˆ
)
. (A.18)
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Furthermore, by considering
h(z) = z4−2z3−(Pˆ+ Qˆ)z2−4PˆQˆz+ Pˆ2, (A.19)
we can obtain ϕ(σ)=−η4h(−σˆ). As p<σ < b, the range of the variable z=−σˆ
is
1
2
(
1+
√
1+4Pˆ
)
< z<−Qˆ+
√
Qˆ2+4Pˆ. (A.20)
Therefore, it is sufficient to show that the function h(z), defined by (A.19) in
(A.20), is positive. From −2Qˆ> 1, it follows that
h(z) = z2
{
z2−2z+(−2Qˆ)}+2Pˆz{−z+(−2Qˆ)}+ Pˆ2
> z2
(
z2−2z+1)+2Pˆz(−z+1)+ Pˆ2
= z2(z−1)2−2Pˆz(z−1)+ Pˆ2
=
(
z2− z− Pˆ)2 > 0.
(A.21)
Therefore, no hysteresis occurs.
Appendix A.2. Hysteresis condition under high influence of AbrB
Herein, we consider in detail the conditions under which the steady state be-
comes hysteretic when AbrB has a strong influence, that is, when D< 0 (αA > 1).
Substituting D=−η , P= η2Pˆ, κ = ηκˆ , σ = ησˆ yields
ϕ(σ) = η4
{−σˆ4+2σˆ3+(Pˆ+ Qˆ) σˆ2−4PˆQˆσˆ − Pˆ2} , (A.22)
where Qˆ= 1
2
(κˆ−1)>−1/2. Hence, considering
h(z) =−z4+2z3+(Pˆ+ Qˆ)z2−4PˆQˆz− Pˆ2 (A.23)
yields ϕ(σ) =−η4h(σˆ). Because p< σ < b, the range of the variable z= σˆ is
1
2
(√
1+4Pˆ−1
)
< z<
√
Qˆ2+ Pˆ+ Qˆ. (A.24)
Thus, the hysteretic or anhysteretic nature of the set of steady states depends on
whether the function h(z), defined as in (A.23) in the domain (A.24), does or does
not (non-negative) undergo a sign change.
Because
h(z) = 2Qˆz
(
2Pˆ− z)+(z2− Pˆ)2+2z3, (A.25)
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h(z)> 0 for z≤ 2Pˆ. In particular, h has a fixed value independent of Qˆ at z= 2Pˆ:
h(2Pˆ) = Pˆ2(4Pˆ+1)2. Conversely, in view of
h(z)< 0 ⇔ z4+2z3−2Pˆz2+ Pˆ2 < 2z(z−2Pˆ) Qˆ, (A.26)
for each z> 2Pˆ, we see that
h(z)< 0 ⇔ Qˆ>
(
z2− Pˆ)2+2z3
2z
(
z−2Pˆ) . (A.27)
Hence, h(z) is negative if Qˆ is sufficiently large, and the set of steady states is
hysteretic. In contrast, if Qˆ≤ 0, h(z) is always non-negative, and the set of steady
states is anhysteretic. Furthermore,
∂h
∂ Qˆ
=−2z(z−2Pˆ) (A.28)
is negative if z > 2Pˆ. Therefore, for each Pˆ, there exists a threshold Qˆc(Pˆ) > 0
such that
1. if Qˆ≤ Qˆc(Pˆ), the set of steady states is anhysteretic;
2. if Qˆ> Qˆc(Pˆ), the set of steady states is hysteretic.
Appendix A.3. Profile of the hysteresis threshold curve
We present the profile (3) of the threshold function Qˆc = Qˆc(Pˆ) to complete
the proof of Theorem 1. First, the threshold curve is characterized as
(
z, Qˆ
)
=(
zc(Pˆ), Qˆc(Pˆ)
)
, which satisfies the following two equations for Pˆ:
F
(
z, Pˆ, Qˆ
)
= z4+2z3−(Pˆ+ Qˆ)z2+4PˆQˆz+ Pˆ2 = 0, (A.29)
Fz
(
z, Pˆ, Qˆ
)
= 4z3+6z2−4(Pˆ+ Qˆ)z+4PˆQˆ= 0. (A.30)
Then, (3) follows from the following three lemmas.
Lemma 1.
Qˆ′c(Pˆ) =−
FPˆ
FQˆ
> 0, Qˆ′′c (Pˆ) =−
FPˆPˆFQˆ−FPˆFQˆPˆ
F2
Qˆ
> 0. (A.31)
Here,
(
zc(Pˆ), Pˆ, Qˆc(Pˆ)
)
was omitted on the right side, for example, FPˆ=FPˆ
(
zc(Pˆ), Pˆ, Qˆc(Pˆ)
)
.
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Lemma 2. As Pˆ→ 0, the following holds.
zc(Pˆ)
Pˆ2/3
→ 1, Qˆc(Pˆ)
Pˆ2/3
→ 3
2
. (A.32)
Lemma 3. As Pˆ→ ∞, the following holds.
zc(Pˆ)
Pˆ
→ 3, Qˆc(Pˆ)
Pˆ2
→ 27
2
. (A.33)
Proof of Lemma 1. By differentiating F
(
zc(Pˆ), Pˆ, Qˆc(Pˆ)
)
= 0 with respect to Pˆ,
(A.31) can be obtained. In particular, we can show that
FPˆ =−2z2+4Qˆz+2Pˆ> 0, FPˆPˆ = 2> 0, (A.34)
FQˆ =−2z
(
z−2Pˆ)< 0, FQˆPˆ = 4z> 0 (A.35)
for
(
z, Qˆ
)
=
(
zc(Pˆ), Qˆc(Pˆ)
)
. z− 2Pˆ > 0 was examined in the previous subsec-
tion (Appendix A.2). Furthermore, we can obtain z2−2Qˆz− Pˆ < 0, as follows.
Assume that z ≥ Qˆ. According to (A.24), z− Qˆ <
√
Qˆ2+ Pˆ. If both sides
are squared, we obtain
(
z− Qˆ)2 < Qˆ2 + Pˆ as z− Qˆ ≥ 0. Rearranging this ex-
pression yields z2− 2Qˆz− Pˆ < 0. However, when z < Qˆ, we have Qˆ > 0 and
z2−2Qˆz− Pˆ=−z(Qˆ− z)− Qˆz− Pˆ< 0.
Proof of Lemma 2. Substituting z= αPˆ2/3 into (A.29) and (A.30) yields
Pˆ4/3
(
α4Pˆ4/3+2α3Pˆ2/3−2α2Pˆ−2α2Qˆ+4αPˆ1/3Qˆ+ Pˆ2/3
)
= 0, (A.36)
2Pˆ2/3
(
2α3Pˆ4/3+3α2Pˆ2/3−2αPˆ−2αQˆ+2Pˆ1/3Qˆ
)
= 0, (A.37)
respectively. Because Pˆ> 0, α > 0,
Qˆ=
α4Pˆ4/3+2α3Pˆ2/3−2α2Pˆ+ Pˆ2/3
2α
(
α−2Pˆ1/3) , (A.38)
Qˆ=
2α3Pˆ4/3+3α2Pˆ2/3−2αPˆ
2
(
α− Pˆ1/3) . (A.39)
In this case, we assumed that α > 2Pˆ1/3, which is true for small Pˆ if α → α0 > 0
as Pˆ→ 0. Therefore,
α =
α4Pˆ4/3+2α3Pˆ2/3−2α2Pˆ+ Pˆ2/3
2α3Pˆ4/3+3α2Pˆ2/3−2αPˆ ·
α− Pˆ1/3
α−2Pˆ1/3 . (A.40)
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If we assume that α → α0 as Pˆ→ 0, then
α0 =
2α30 +1
3α20
. (A.41)
Hence α0 = 1, and (A.32) can be obtained.
The above arguments are based on the assumption that there exists a limit of
α(Pˆ). The implicit function theorem can be used to justify these arguments.
Proof of Lemma 3. Substituting z= αPˆ into (A.29) and (A.30) yields
Pˆ2
(
α4Pˆ2+2α3Pˆ−2α2Pˆ−2α2Qˆ+4αQˆ+1)= 0, (A.42)
2α3Pˆ3+3α2Pˆ2−2αPˆ2−2(α−1)PˆQˆ= 0, (A.43)
respectively. Because Pˆ> 0, α > 0,
α4Pˆ2+2α3Pˆ−2α2Pˆ+1= 2α(α−2)Qˆ, (A.44)
2α3Pˆ2+α(3α−2)Pˆ= 2(α−1)Qˆ. (A.45)
If we assume that α > 2,
Qˆ=
α2
{
α2Pˆ2+2(α−1)Pˆ}+1
2α (α−2) , (A.46)
Qˆ=
α
{
2α2Pˆ2+(3α−2)Pˆ}
2(α−1) . (A.47)
Therefore,
α(α−2)
α−1 =
α2
{
α2Pˆ2+2(α−1) Pˆ}+1
α
{
2α2Pˆ2+(3α−2) Pˆ} . (A.48)
If we assume that α → α∞ as Pˆ→ ∞, then
α∞(α∞−2)
α∞−1 =
α∞
2
. (A.49)
Since we have assumed that α > 2, necessarily we have α∞ ≥ 2. In this case,
α∞ = 3, and (A.33) can be obtained.
Similar to Lemma 2, the implicit function theorem can be used to justify these
arguments.
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Appendix B. Stability analysis
We present the proofs pertaining to the stability and instability of the equilib-
rium points. The stability of an equilibrium point (S,H,A,C) in (1) indicates that
the real parts of all the roots of the following characteristic equation are negative:
det


−dS−λ pS 0 −nS
0 −dH−λ −nH 0
−nA 0 −dA−λ 0
0 0 pC −dC−λ

= 0, (B.1)
where
nS =
bScSH
(aS+bSC)
2
, nH =
bHcH
(aH +bHA)
2
, nA =
bAcA
(aA+bAS)
2
, (B.2)
pS =
cS
aS+bSC
, pC = cCX (B.3)
are all positive constants (except pC = 0 when X = 0). If we expand the charac-
teristic equation as
λ 4+a3λ
3+a2λ
2+a1λ +a0 = 0, (B.4)
the coefficients are as follows:
a0 = dSdHdAdC− (pSnAnHdC+ pCnAnSdH) ,
a1 = dSdH (dA+dC)+dAdC (dS+dH)− (pSnAnH + pCnAnS) ,
a2 = dSdH +dAdC+(dS+dH)(dA+dC) ,
a3 = dS+dH +dA+dC.
(B.5)
Then, according to the Routh–Hurwitz criterion, the necessary and sufficient con-
dition for the real parts of λ1, λ2, λ3, and λ4 to be negative is for the following six
inequalities to be satisfied: a0 > 0, a1 > 0, a2 > 0, a3 > 0,
det
(
a3 a1
1 a2
)
= a2a3−a1 > 0, det

a3 a1 01 a2 a0
0 a3 a1

= a1a2a3−a0a23−a21 > 0.
Among these relations, a2 > 0, a3 > 0 and a2a3−a1 > 0 always hold. Therefore,
the stability is determined by the remaining three conditions. Furthermore, the
following lemma holds.
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Lemma 4. If a0 ≥ 0, then a1a2a3−a0a23−a21 > 0.
Overall, only two conditions remain for stability: a0 > 0, a1 > 0. On this basis,
we can state that
1. Any equilibrium point is stable when the equilibrium curve X = X(S) is
anhysteretic (Fig. 1B).
2. When the curve of the equilibrium point is hysteretic, the equilibrium point
between the two folding points (point at X ′(S)= 0) is unstable, and the outer
equilibrium point is stable (Fig. 1C).
To prove this aspect, it is sufficient to demonstrate the following four lemmas.
Lemma 5. sgnλ1λ2λ3λ4 =−sgnϕ(σ).
Here, ϕ(σ) (σ = aA+bAS) is the function defined by (A.8) representing the in-
crease/decrease in the curve X = X(S) of the equilibrium points, and sgnX ′(S) =
sgnϕ(σ). In other words, according to Lemma 5, the zero eigenvalue appears
at the turning point of the curve. Moreover, the sign of a0 = λ1λ2λ3λ4 changes
through the turning point. Specifically, if the system is stable from a certain point
to the turning point, it becomes unstable at the turning point.
Lemma 6. If the real parts of all the eigenvalues λ1, λ2, λ3, and λ4 are non-
positive, none of them are pure imaginary numbers.
This Lemma indicates that when the stability changes along the curve of the
equilibrium points, it must pass through the zero eigenvalue and not the pure imag-
inary number. Moreover, according to Lemma 5, the point at which the stability
changes is the turning point of the curve of the equilibrium points.
Lemma 7. If X is sufficiently large, any equilibrium point is stable.
Lemma 8. If X = 0, any equilibrium point is stable.
Thus, the equilibrium point is always stable if no folding points occur. When there
are two turning points, all equilibrium points between them are unstable, and the
other equilibrium points are stable.
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Proof of Lemma 4. By substituting p˜S = pSnAnH and p˜C = pCnAnS, we have
a1a2a3−a0a23−a21
=
{
(dC+dA)d
2
H +
(
d2C+2dAdC+d
2
A
)
dH +dAd
2
C+d
2
AdC
}
d3S
+
{−(dH +dA) p˜S− (dC+dA) p˜C+(dC+dA)d3H +(2d2C+4dAdC+2d2A)d2H
+
(
d3C+4dAd
2
C+4d
2
AdC+d
3
A
)
dH +dAd
3
C+2d
2
Ad
2
C+d
3
AdC
}
d2S
+
[{−d2H +(dC−dA)dH +d2C+dAdC−d2A} p˜S
+
{
d2H +(dA+dC)dH−d2A−dAdC−d2C
}
p˜C
+
(
d2C+2dAdC+d
2
A
)
d3H +
(
d3C+4dAd
2
C+4d
2
AdC+d
3
A
)
d2H
+
(
2d3AdC+4d
2
Ad
2
C+2dAd
3
C
)
dH +d
3
Cd
2
A+d
2
Cd
3
A
]
dS
− p˜2S+
{−2p˜C−dAd2H +(d2C+dAdC−d2A)dH +d3C+dAd2C} p˜S
− p˜2C+
{
d3H +(dC+dA)d
2
H +dAdCdH−dAd2C−d2AdC
}
p˜C
+
(
dAd
2
C+d
2
AdC
)
d3H +
(
dAd
3
C+2d
2
Ad
2
C+d
3
AdC
)
d2H +
(
d2Ad
3
C+d
3
Ad
2
C
)
dH .
As a0 ≥ 0, p˜S ≤ dSdHdA, p˜C ≤ dSdAdC. Using these expressions for the negative
terms in the abovementioned equation, we can obtain the following expression:
a1a2a3−a0a23−a21
≥ {dCd2H +(d2C+2dAdC)dH}d3S
+
{
dCd
3
H +
(
2d2C+4dAdC
)
d2H +
(
d3C+4dAd
2
C+4d
2
AdC
)
dH
}
d2S
+
[{
dCdH +d
2
C+dAdC
}
p˜S+
{
d2H +(dA+dC)dH
}
p˜C
+
(
d2C+2dAdC
)
d3H +
(
d3C+4dAd
2
C+4d
2
AdC
)
d2H
+
(
2d3AdC+2d
2
Ad
2
C+2dAd
3
C
)
dH
]
dS
+
{(
d2C+dAdC
)
dH +d
3
C+dAd
2
C
}
p˜S+
{
d3H +(dC+dA)d
2
H +dAdCdH
}
p˜C
+
(
dAd
2
C+d
2
AdC
)
d3H +
(
dAd
3
C+2d
2
Ad
2
C+d
3
AdC
)
d2H +
(
d2Ad
3
C+d
3
Ad
2
C
)
dH ,
the right-hand side of which is positive.
Proof of Lemma 5. By using the equations of the equilibrium point, (A.1), in
(B.5) to eliminate H, A, C and X , and by rearranging the equation by using σ
(= aA+bAS), αA, αSH , we can obtain
a0 =− dSdHdAdC
aAσ (σ +aAαA)αSH
ϕ(σ). (B.6)
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Therefore, from a0 = λ1λ2λ3λ4, the claim is verified.
Proof of Lemma 6. The necessary and sufficient condition for the characteristic
equations (B.4) to have a pure imaginary root λ = ρi (ρ 6= 0) is a1a2a3−a0a23−
a21 = 0 because ρ
4−a2ρ2+a0 = 0 and ρ
(
a3ρ
2−a1
)
= 0. According to the as-
sumption, because the Routh–Hurwitz conditions hold with equal signs, we have
a0 ≥ 0. Therefore, according to Lemma 4, a1a2a3− a0a23− a21 > 0. Thus, the
characteristic equation (B.4) does not have any pure imaginary root.
Proof of Lemma 7. Asmentioned previously, only two of the Routh–Hurwitz con-
ditions must be examined: a0 > 0 and a1 > 0. When X is sufficiently large,
S ∼ 0 (σ ∼ aA). Then, the equilibrium point satisfies X ′(S) < 0, and therefore,
ϕ(σ) < 0. Thus, a0 > 0 immediately follows from (B.6). Next, considering a1,
in the same manner as (B.6), by rearranging the expression using σ , αA and αSH ,
we can obtain
a1 = dSdH (dA+dC)+dAdC (dS+dH)−dSdHdAaAαA (σ −aA)
σ (σ +aAαA)
−dAdCdSσ −aA
σ
{
1− (σ −aA)(σ +aAαA)
αSHaAσ
}
.
(B.7)
Because σ ∼ aA, we see that a1 ∼ dSdH (dA+dC)+dAdC (dS+dH)> 0.
Proof of Lemma 8. As in the previous case, it is sufficient to consider only two
conditions: a0> 0 and a1> 0. When X = 0, we have σ = b. Then, the equilibrium
point satisfies X ′(S) < 0, and therefore, ϕ(σ) < 0. Thus, a0 > 0 immediately
follows from (B.6). By rearranging σ = b using αA and αSH , we obtain
b= η
(√
Qˆ2+ Pˆ+ Qˆ
)
= p
(
q
p
−1
){
1
2
√(
αSH−αA+1
αA−1
)2
+
αA
(αA−1)2
+
1
2
(
αSH−αA+1
αA−1
)}
= aA (αA−1)
{
1
2
√(
αSH−αA+1
αA−1
)2
+
αA
(αA−1)2
+
1
2
(
αSH−αA+1
αA−1
)}
=: aA (αA−1)b∗.
(B.8)
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Here, we can see that b∗ satisfies the following condition
b∗ ≥ 1
αA−1 , b
∗ ≥ αSH−αA+1
αA−1 (B.9)
as b> p= aA. Then, from
pS =
cS
aS
, nH =
bHcH(
aH +bH
cA
dA
1
σ
)2 , nA = bAcAσ2 , (B.10)
we have
pSnHnA
dAdSdH
=
αSHαA(
σ
aA
+αA
)2
=
αSHαA
{b∗ (αA−1)+αA}2
.
(B.11)
By using the two inequalities (B.9) at the square of the denominator on the right-
hand side, one can obtain
pSnHnA
dAdSdH
≤ αSH
1+αSH
αA
1+αA
< 1. (B.12)
Moreover, recall that pC = 0 when X = 0. In this case,
a1 = dSdHdC+dAdC (dS+dH)+dSdHdA
(
1− pSnHnA
dAdSdH
)
> dSdHdC+dAdC (dS+dH) ,
(B.13)
and, a1 > 0.
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