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Abstract—Robust techniques for object recognition, image
segmentation and pose estimation are essential for robotic
manipulation and grasping. We present a novel approach
for object recognition and pose estimation based on color
cooccurrence histograms (CCHs). Consequently, two prob-
lems addressed in this paper are i) robust recognition and
segmentation of the object in the scene, and ii) object’s pose
estimation using an appearance based approach.
The proposed recognition scheme is based on the CCHs
used in a classical learning framework that facilitates a
“winner–takes–all” strategy across different scales. The de-
tected “windows of attention” are compared with training
images of the object for which the pose is known. The
orientation of the object is estimated as the weighted average
among competitive poses, in which the weight increases
proportional to the degree of matching between the training
and the segmented image histograms. The major advantages
of the proposed two–step appearance based method are its
robustness and invariance towards scaling and translations.
The method is also computationally efﬁcient since both recog-
nition and pose estimation rely on the same representation
of the object.
I. INTRODUCTION
Recent progress of service robotics gradually expands
the application domain of robotics from manufacturing
settings to domestic environment. Since it is impossible
to engineer such a dynamic environment, the ability of
robust perception is one of the key components of a
robotic system. This paper considers the problem of vision
based object detection and pose estimation and its use
for manipulation of objects in everyday settings. The
process of object manipulation in general, involves all
aspects of detection/recognition, servoing to the object,
alignment and grasping. Each of these processes have
typically been considered independently or in relatively
simple environments. Given a task at hand together with
its constraints, it is, however, possible to provide a system
that exhibits robustness in a realistic setting, [1].
An important skill in terms of manipulation is the es-
timation of the three dimensional position and orientation
of the object given image of a scene, [6]. Approaches to
solve the pose estimation problem can be classiﬁed into
two categories: appearance based methods, [8] and model
based methods, [7]. Appearance based methods are based
on the overall visual appearance of the object, while model
based methods rely on speciﬁc geometric features of the
object. Here, image features are matched with features
either in the training images or a geometric model of the
object. Due to the large number of topologically distinct
aspects of an object, many of the techniques based on
computing the correspondence between the image and
model features [7], fail to achieve real–time performance.
Many of the everyday objects are highly textured and it
is therefore difﬁcult to use simple features like edges or
corners to robustly solve the correspondence problem, see
Figure 1.
A more natural approach in terms of computational
efﬁciency is the use of appearance based methods, [8] for
providing the rough initial estimate followed by a reﬁne-
ment step using model based methods, [3] to estimate the
full pose of the object. Up until now, CCHs have been
used in [2] for recognition of objects in a scene. Our
work extends this method to estimate the rotation of the
object around the vertical axis and use this as the initial
guess for our pose estimation system. Compared to our
previous work, [6], where the same problem was studied,
the major contribution is the computational efﬁciency of
the method due to the object representation used for
both recognition and pose estimation steps. In addition,
the proposed method shows a signiﬁcant robustness with
respect to scaling and translations.
We start by a short introduction to CCHs in Section II
and their application to object recognition in Section III.
Section IV introduces our model based pose estimation
system. Experimental results are presented in Section V
and a summary is given in Section VI.RAISINS
CUP SODA CAN CLEANER
FRUIT CAN RICE
SODA BOTTLE
SOUP
Fig. 1. Some of the objects we want the robot to manipulate.
II. COLOR COOCCURRENCE HISTOGRAMS
Regular color histograms do not preserve geometric
structures and objects with similar texture but different
shape might be represented by similar histograms. X- and
Y-color histograms preserve some geometric information
as the bins represent color frequencies along individual
rows and columns, rather than aggregating over the entire
image. The weakness of both approaches is that they store
no or, in case of X- andY-histograms, only a small fraction
of the objects’ geometry.
A CCH is able to store geometric information in a
computationally efﬁcient way. Such a histogram represents
counts of how often pairs of pixels with certain colors
occur in the image. One can either compute the histogram
over the entire set of pixel pairs or constrain the number
of pairs based on, for example, their relative distance.
This way, only pixel pairs separated by less than a
maximum distance, dmax are considered. In our case, the
histograms of training images computed ofﬂine are based
on a full sample including all object pixel pairs. Since
object recognition and pose estimation are supposed to
run in real time, the histograms for the test images only
contain pixel pairs separated by less than 10 pixels in X
and Y. Normalizing the histogram with the total number
of pixel pairs, training and test image histograms can be
compared to each other despite different sizes and scales.
The number of individual bins in a CCH is much larger
than in the case of regular histograms as it grows with
the square number of colors. Therefore, it is necessary to
reduce the number of distinct colors in the color space in
advance. With fewer colors, it becomes more important
to construct histograms based on the most representative
set of colors. In our work, the optimal color scheme for
an object histogram is determined by K-means clustering,
in which cluster centers are distributed according to pixel
density in color space. In addition, color clustering makes
the histogram more robust towards changing illumination.
Multiple color histograms of the object across a number of
images share the same set of cluster centers. The similarity
between two normalized CCHs is computed as:
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where hi
￿ n
￿ denotes the frequency of color pixel pairs in
bin n for image i. The larger the value of µ
￿
h1
￿ h2
￿ , the
better the match between the histograms.
The geometrical relations between pixel pairs can be
preserved in a number of ways. For example, using both
angle and distance based CCHs not only stores the color
of the pixel pairs, but also the orientation and length of the
straight line connecting the two pixels. Consequently, the
augmented histogram captures even more of the object’s
geometrical properties. The drawback of using both angle
and distance CCHs is that the representation is no longer
rotation and scale invariant. For our application, pure color
CCHs demonstrated superior performance in terms of pose
estimation compared to the integrated angle and distance
CCHs.
III. OBJECT RECOGNITION
In order to reduce the effect of varying illumination,
color images are normalized prior to the recognition and
pose estimation processes. After the normalization, the
image is scanned through using a small search window.
The window is shifted such that consecutive windows
overlap to at least 50% and the CCH of the window is
compared with the object’s CCH according to Equation 1.
Each object is usually represented by two histograms to
capture its appearance from different perspectives (back
and front). If an object has similar colors on the front and
back, it is possible to represent it by a single histogram.
The matching vote µ
￿
hobject
￿ hwindow
￿ indicates the like-
lihood that the window contains the object. Once the entire
image has been searched through, a vote matrix provides
a hypothesis of the object’s location. Figure 2 shows the
image of a typical scene in our experiments together with
the corresponding vote matrix for the package of rice. The
vote matrix reveals a strong response in the vicinity of the
object’s true position near the center of the image. Several
smaller responses occur near the raisin box and books, as
those objects contain similar colors.
Fig. 2. The original image and the vote matrix for an orange rice packet.A. Object veriﬁcation process
The local maxima in the obtained vote matrix pro-
vide initial candidate windows for object localisation and
segmentation. Each window is iteratively expanded by
adjacent rows or columns, as long as the new cells give
sufﬁcient support for the object. The expansion process
stops when the ratio between the average vote in the
border cells and the local maxima vote becomes lower than
a threshold F. In principle, the optimal threshold value
F depends on the objects color distribution and texture.
If the threshold is too high, parts of the object may be
omitted. If the threshold is too low, the window contains
too much background that reduces the signal to noise ratio
in the subsequent image processing steps. An experimental
evaluation of different threshold values veriﬁed that our
algorithm achieves similar segmentation performance for
a range of F
￿
￿ 0
￿ 3
￿ 0
￿ 7
￿ .
B. Experimental Evaluation - Object Recognition
The performance of the proposed recognition scheme
was evaluated and compared for CCHs and X-Y-
histograms. Five objects were included in the test. The
system was trained on two training images for each object
(front and back side), with the background removed. The
test set included the cleaner, soda bottle, rice, raisins
and cup object shown in Figure 1. Ten test images such
as Figure 3 were generated, each including all ﬁve test
objects in a natural setting under varying illumination.
In addition, the images contained other objects of similar
colors, to further test the robustness of the segmentation
scheme.
The recognition scheme returns several candidate win-
dows for each object. The candidate windows are ranked
according to their vote values, such that the highest ranked
window is considered as the most likely candidate. Four
performance parameters were computed:
1) Localization success (LOC) measures how often the
segmented candidate windows actually contains the object.
2) Window number (WINNR) computes the average rank
of the window that actually contains the object. In a robust
recognition algorithm, the object should be among the
highest ranked candidate windows.
3) Window size (WINSZ) compares the sizes of the
bounding window and the entire test image. It measures
how much of the background remains after segmentation
and, since it depends on the size of the object in the
window, this parameter is only useful when comparing
different recognition schema on an identical set of images.
4) Object integrity (INT) determines which fraction of
the object is included in the segmented window. INT is
highly correlated with the segmentation threshold: a small
window size and high object integrity are conﬂicting ob-
jectives. The threshold value for segmentation speciﬁes the
trade-off between both criteria. For example, higher INT
can be achieved at the cost of introducing the additional
background in the candidate window.
Table I shows the recognition results for X-Y- and
CCHs. CCHs are clearly superior to X-Y-histograms as
indicated by the lower average window number (WINNR).
X-Y histograms work well for rice and cleaner objects
that contain distinctive colors such as blue or orange. The
high average window number demonstrates their failure to
identify the correct segmentation window on the mug and
soda bottle. The same algorithm based on CCHs reliably
segments all objects from the test images. The low average
window number shows that in most cases the object is
already bounded by the highest ranked window. In the
remaining cases the object is at least bounded by the
window ranked second. Window size (WINSZ) is smaller
in the case of the CCHs, which results in a better removal
of the background. This advantage comes at the cost of
reduced object integrity where, in some cases, only 40% of
the object pixels are preserved. We have also investigated
Fig. 3. Left: An example of object recognition using the proposed CCH
scheme. Right: Segmented images of the rice package from opposite
directions resulting in angular errors of 180 deg.
Object LOC WINNR WINSZ INT
XY CCH XY CCH XY CCH XY CCH
Rice 100 100 1.3 1.2 5.8 3.6 83 76
Mug 90 90 8.9 1.0 4.7 2.4 100 72
Raisins 100 100 3.3 1.3 9.7 2.6 97 84
Bottle 100 100 10.0 1.2 12.0 3.1 88 69
Cleaner 100 100 1.1 1.0 6.6 2.6 89 59
TABLE I
LOCALISATION SUCCESS (LOC), WINDOW NUMBER (WINNR),
WINDOW SIZE (WINSZ) AND OBJECT INTEGRITY (INT) FOR THE
SEGMENTATION SCHEME USING X-Y-HISTOGRAMS (XY) AND COLOR
COOCCURRENCE HISTOGRAMS (CCH).
the effect of different levels of occlusion (5-50%) on the
proposed recognition scheme. Location success, window
number and object integrity were not substantially effected
by occlusion. Object recognition and segmentation step
on a 1.733 GHz processor takes 6.28 seconds, of which
computing the CCHs was the most time consuming step.IV. POSE ESTIMATION
Complete object pose estimation in general is concerned
with the estimation of the three translational and three ro-
tational parameters. These parameters describe the relative
displacement and orientation between the object and the
camera or some other reference frame. For our application,
the mobile manipulator needs to know the pose of the
object in order to properly align the arm and hand with
the object for grasping.
Computing all six parameters for objects with complex
textural properties has proven to be a difﬁcult problem.
For service robots operating in domestic environments, we
can assume that the objects to be grasped are placed on
a planar, horizontally oriented surface, such as a table or
a shelf. Therefore, our visual appearance based approach
only estimates one rotational parameter – namely the
object’s rotation around the vertical axis. Since the robot is
equipped with a stereo vision system, a rough estimate of
the translational pose parameters is easily obtained. If the
stereo system is not available, a model based approach can
be facilitated to retrieve the complete pose of the object,
as has been demonstrated in our previous work [6].
In terms of retreived pose, geometry or model based
methods are more accurate than appearance based meth-
ods. Our approach therefore combines the accuracy of ge-
ometry based methods with the robustness of appearance
based methods in a synergistic fashion. The key idea of the
integrated algorithm is to obtain the initial pose estimate
by means of the appearance based method. This estimate
allows it to project features of the object model into the
image as shown in [5]. These projected features then
serve as a starting point for the local search and matching
of corresponding features in the image. This integrated
approach reduces the global correspondence problem of
feature based matching to a local tracking problem.
A. Pose Estimation in Training Images
To obtain a full pose of an object during training, a
feature based method is used. Corresponding corner points
between the current image and a wire–frame model of
the object are manually matched. We have implemented
a combination of methods proposed in [9] and [10]. The
method produces accurate pose estimates with an average
estimation error of about 5 deg.
B. Using CCHs for Rotation Estimation
This section presents a novel algorithm for rotation
estimation using CCHs. The basic idea is to establish
the relationship between the object’s CCH and its pose
parameters from a set of training images. At run time,
the CCHs of the candidate windows are matched with
the stored training poses to estimate the rotation a of the
object around the vertical axis.
In a ﬁrst step the system is trained off–line on a set
of object images taken from different perspectives. In
general, a larger number of training images improves the
robustness and performance of the algorithm. However,
during the experimental evaluation we have observed
that after about 50 training images no further signiﬁcant
improvement in the accuracy was gained. For each training
image the complete CCH is computed off–line and stored
together with the known rotation of the object in the
scene. To minimize the noise in the training images, the
background was manually removed from the images prior
to training. The background was not removed from the test
images as the application demands online pose estimation.
Figure 4 illustrates how the CCH of the training images
changes as the object is rotated by 0, 45 and 90 degrees.
Fig. 4. The CCH of the training image changes signiﬁcantly with the
angle of the object. The size of the CCH is 50x50 bins. Dark areas
indicate high counts in the corresponding CCH bin. Left: Object rotated
with 0 degrees. Center: Object rotated with 45 degrees. Right: Object
rotated with 90 degrees.
The next step is to compute the CCHs of the test images.
Depending on the computational constraints on real-time
pose estimation, this histogram is computed either based
on a complete image or by sub-sampling pixel pairs from
the image. In our case, the histograms are based on a
complete sample over pixel pairs separated by less than
10 pixels, which roughly amounts to 600k pixel pairs per
segmented test image.
The ﬁnal step is to match the CCH of unknown pose to
each of the training CCHs, according to Equation 1. The
higher the match value, the more probable it is that the
object’s pose is similar to the known pose of the object
in the training image. The right part of Figure 6 clearly
demonstrates the correlation between the match value
µ
￿
i
￿ j
￿ according to Equation 1 of a pair of training images
and their angular separation in object pose
￿ a
￿
i
￿
￿
￿ a
￿
j
￿
￿ .
A winner-takes-all approach selects the histogram with
the highest matching value and predicts the stored angle
of that histogram as the most likely estimate of the
unknown angle. However, taking the entire match data into
account for computing the pose improves the robustness
with respect to outliers and coincidental matches. The
contribution of each histogram to the overall estimate is
weighted by a Gaussian kernel according to the similarity
of the match.
Let us assume that the i-th training image with a knownangle ai matches the segmented image of unknown pose
to a degree µi. The likelihood P
￿
b
￿ of the object angle
rotation b is calculated by convolution of the match values
µi with a Gaussian kernel:
P
￿
b
￿
￿
￿
å
N
i
￿ 0µig
￿
b
￿ ai
￿
å
N
i
￿ 0g
￿
b
￿ ai
￿
(2)
The Gaussian kernel function
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captures the degree to which the vote µi of a training
image contributes to P
￿
b
￿ based on the distance b
￿ ai.
The maximum of P
￿
b
￿ is located in the vicinity of training
images with high match values µ. Figure 5 illustrates
the distribution of the match data before and after the
convolution with Gaussian. The match values µi of the
training images are clearly correlated with the object’s
angle of rotation ai. The distribution possesses a global
maximum at
￿ 39deg, and a second local maximum at
about
￿ 180 deg. The two minima occur at about by
￿ 100 deg. The algorithm estimates the rotation angle
to coincide with the global maximum of the convoluted
match distribution P
￿
b
￿ at
￿ 39 deg, which is a fairly
accurate estimate of the true rotation angle of
￿ 37 deg.
For some test images, the match value distribution over the
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Fig. 5. The match values µi of training images before (left) and after
(right) convolution with a Gaussian kernel.
training images is ambiguous as it contains two maxima of
similar amplitude. Figure 6 shows an example of such an
ambiguous multi-modal match distribution in which train-
ing images at approximately
￿ 50 deg match the test image
equally well. The ambiguity is caused by mirror poses in
which the rice package is rotated by
￿ X deg or
￿ X deg.
In both views the object’s front surface is represented by
the same CCH. Only the narrow side surfaces contribute
to a difference in the object’s appearance. However, these
surfaces are easily confused due to their similar texture.
The conﬁdence level C of a pose estimation is described
by the ratio between the magnitude of the largest and the
second largest mode in the match value distribution
C
￿
µmax
￿ µavg
µ2ndmax
￿ µavg
(4)
The larger C, the higher the conﬁdence in the estimate.
For conﬁdence values close to 1, the ambiguity between
rotations by the same angle in opposite directions can be
resolved by matching angular CCHs in addition to the
basic CCHs. We experimentally determined the optimal
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Fig. 6. Ambiguous match value distribution µi of training images (left).
Correlation of histogram match values µ
￿ i
￿ j
￿
￿
￿ µavg as a function of
angular separation of object poses
￿ a
￿ i
￿
￿
￿ a
￿ j
￿
￿
￿ (right).
values for the number of color clusters C and the width
of the Gaussian kernel s by means of cross-validation.
For the rice packet, the optimal values were C
￿ 50 and
s
￿ 2. The results for the winner-take-all approach with
s
￿ 0 were inferior compared to applying convolution.
V. EXPERIMENTAL EVALUATION - POSE ESTIMATION
The segmentation algorithm and the rotation estimation
algorithm were tested in combination. The cropped image
from the segmentation algorithm was fed into the rotation
estimation algorithm. A set of 70 training images was
used. The 30 test images for the combined scheme were
large, uncropped scenes that contained the object. The two
narrow surfaces of the rice object are easily confused, as
they appear almost identical, except for a small patch for
the EAN code on one of the sides. The right part of Fig-
ure 3 shows segmented images of the rice package taken
from opposite directions. As a result of this confusion,
occasionally angular errors of 180 deg emerged in those
four images that show the rice package from the side. For
the purpose of grasping a symmetric object it is irrelevant
whether the packet is rotated
￿ 90 deg or
￿ 90 deg.
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Fig. 7. Distribution of angular error (left). Mean angular error as a
function of variations in scale (right).
The average angular error was 14 deg, which is quite re-
markable considering that the angles computed by meansof manual feature matching already carry an uncertainty of
about 5 deg. Two factors contribute to the angular error: i)
a limited angular resolution caused by the ﬁnite number of
training images, and ii) large errors caused by confusion of
ambiguous match distributions. The ﬁrst resolution error
contributes to the overall error with about 9 deg. The
remainder of the error is caused by two images incorrectly
matched with their mirror pose.
In our application, the main purpose of the appearance
based method is to robustly provide a pose estimate
that is accurate enough for initialization of corresponding
features in the tracking based scheme. The feature based
tracking method tolerates angular errors in the initial pose
of up to 25
￿ 30 deg. As shown in the angular error
histogram in the left part of ﬁgure 7, 27 out of 30 test cases
meet this requirement. Two out of the three remaining
errors are caused by confusion of mirror poses. We have
tested the robustness of the pose estimation with respect
to changes in scale and camera angle, noise and partial
occlusion. The camera tilt angle was varied between 0
and about 30 deg between test- and training images. The
average angular error increased to about 17 deg. Thus, it
can be concluded that the algorithm is robust with respect
to reasonable changes in the camera perspective.
We have further evaluated the robustness with respect to
changes in scale for a range
￿ 0
￿ 5
￿ 2
￿ 0
￿ . As shown in Fig-
ure 7 on the right, the angular error remains below 20 deg
over a range
￿ 0
￿ 75
￿ 1
￿ 5
￿ . In our application, the table area
that can be reached by the manipulator is fairly limited,
such that the apparent scale of the object to be grasped
does not vary signiﬁcantly. For applications in which the
distance to between object and camera is more uncertain, it
might become necessary to take additional training images
at different scales and orientations. Figure 8 shows the
impact of image noise (left) and occlusion (right) on the
mean angular error. Noise and occlusion levels above 25%
cause a considerable decrease in performance. This fact
can be explained, if one considers that the information
stored in a CCH already gets corrupted if one of the two
pixels is effected by noise or occlusion. At a noise level
of 25% per pixel, effectively only 56% of the pixel pairs
remain intact. This observation underlines the need for
proper object segmentation prior to the pose estimation
step. We note here that an angular error of 25
￿ 30 deg
is still sufﬁciently accurate for proper initialization of the
model based pose estimator. The execution time for the
pose estimation step on a 1.733 GHz processor was 0.64s.
VI. CONCLUSIONS
Robust object recognition and pose estimation are es-
sential for robotic manipulation and grasping. In this
paper, we have presented an object recognition and partial
pose estimation methods based on color cooccurrence
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Fig. 8. Angular error as a function of image noise and occlusion.
histograms (CCHs). Given 30 test images, the proposed
scheme correctly estimated 27 object poses with an an-
gular error of less than 30 deg. Only using 70 training
images of known pose, the average angular error was
14 deg. The major advantages of the proposed two–
step appearance based method are its robustness and
invariance towards scaling and translations. The method
is also computationally efﬁcient since both recognition
and pose estimation rely on the same representation of
the object. However, the method is based on color cues
only, making it sensitive to dynamical lighting conditions.
The method requires that most colors are assigned to the
correct cluster center. In case of changing illumination the
method requires an additional color calibration scheme.
Future work is concerned with integrating the appearance
and feature based pose estimation scheme.
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