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In this dissertation we study semi-classical effects in Quantum Field Theory (QFT)
and made use of the universal behavior of the asymptotic expansions to study of
quantum non-equilibrium dynamics. We consider the evolution of quantum field
theoretical systems subject to a time-dependent perturbation and demonstrate a
universal form to the adiabatic particle number, corresponding to optimal trun-
cation of the (divergent and asymptotic) adiabatic expansion. In this optimal
basis, the particle number number evolves smoothly in time according to the
universal smoothing of adiabatic evolution in the Stokes Phenomenon, thus pro-
viding a well-defined notion for evolution through a non-equilibrium process. The
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production for sequences of pulses in Schwinger and de Sitter particle produc-
tion. We also demonstrate the basis dependence of the adiabatic particle number
across several equivalent approaches, which revealed that particle production is
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Chapter 1
Introduction
A question yet to be fully addressed in Quantum Field Theory (QFT) is what hap-
pens during time-dependent far-from-equilibrium evolution of a quantum system.
Often, one speaks of quasi-particles since the concept of a particle is ambiguous
at intermediate times: one is trying to ascribe energy states to identify particles
and anti-particles with respect to a vacuum influenced by an interaction. For this
reason, discussions are restricted to considering equilibrium states of the system
and making use of perturbative methods close to equilibrium. In this disserta-
tion, we explore semi-classical effects in QFT, and apply the universal behav-
ior of asymptotic expansions to address far-from-equilibrium effects undergoing
time-dependent driving. This work is motivated by questions of whether particle
production can be seen in real-time, on how to address the non-equilibrium effect
of back-reaction in particle production mechanisms, and motivated by remark-
able formulations such as Jarzynski’s non-equilibrium work theorem in which the
study of the equilibrium configurations of a dynamical system yields information
regarding the non-equilibrium evolution of the system. With respect to Schwinger
1
2particle production, a real-time formulation of the particle number has the po-
tential to provide additional insights into the design of laser pulses to reduce the
critical electric field threshold necessary to observe the effect and exert quantum
control. It could also yield a means to study the time-dependent process of pair
recombination, the back-reaction of pairs that reduce the particle production, po-
tentially providing insights to experimental realizations of the Schwinger Effect,
and other particle production mechanisms, with direct implications for cosmol-
ogy. In addition, a time-dependent formulation of Jarzynski’s work theorem could
yield additional insights into particle production, and other dynamical quantum
systems.
A key new contribution made in this dissertation is the use of the univer-
sal results of Dingle’s work on asymptotic expansions and Berry’s application of
Dingle’s work to characterize the adiabatic evolution of dynamical quantum me-
chanical systems. Berry’s work demonstrated the adiabatic approximation of the
evolution of the system can be characterized by the (divergent and asymptotic)
adiabatic expansion, in which the study beyond the leading order of the expansion,
corresponding to a Wentzel-Kramers-Brillouin (WKB)-type approximation, leads
to changes in the effective approximation of the adiabatic evolution of the system.
The truncation of this adiabatic expansion has a well-defined large-order behavior
and exhibits an optimal order corresponding to a minimum error approximation,
implying an optimal adiabatic approximation. In the context of QFT, it provides
3a means to optimally approximate the positive and negative energy states of a
dynamical system necessary for particle and anti-particle identification at inter-
mediate times. The work of Berry also identifies an approximate universal form
for the time evolution of the system corresponding to truncation at the optimal
order of the adiabatic expansion. The work presented in this dissertation is the
first application of these mathematical adiabatic expansion results to the physical
context of QFT.
The dissertation is structured as follows. In Chapter 2 we characterize the
adiabatic expansion, we derive a time-dependent particle number using a variety
of equivalent yet different approaches in sQED Schwinger particle production, and
show that particle production is the manifestation of the Stokes Phenomenon. Il-
lustrations of the universal behavior of the optimally truncated time-dependent
particle number are demonstrated for a variety of applied external electric fields,
which clearly demonstrates the effect of quantum interference. In Chapter 3, we
apply the universal results of the adiabatic expansion to de Sitter particle produc-
tion, and demonstrated that the difference between a vanishing particle number in
odd dimensional de Sitter space and non-vanishing particle production in even de
Sitter space is due to quantum interference. In Chapter 4, we address and outline
the technical difficulties of incorporating the back-reaction mechanism in sQED
Schwinger particle production. In Chapter 5 we construct a time-dependent for-
mulation of Jarzynski’s non-equilibrium work theorem using the universal results
4from optimally truncating the adiabatic expansion. Chapter 7 is devoted to con-
cluding remarks, and some supporting calculations and identities are presented in
the Appendices.
Chapter 2
Schwinger Particle Pair Production
2.1 Overview
The stimulated production of particles from the vacuum is a remarkable feature
of quantum field theory that manifests when the vacuum is subjected to an ex-
ternal perturbation, such as gauge or gravitational curvature. Notable examples
include the Schwinger effect from applying an external electric field to the elec-
trodynamical (QED) vacuum [1–5], expanding cosmologies [6–9] and de Sitter
space times [10–19], Hawking Radiation due to blackholes and gravitational hori-
zon effects [20–25], and Unruh Radiation seen by an accelerating observer [26,27].
These types of particle production have an important role in the physics of non-
equilibrium processes in heavy-ion collisions [28–32], astrophysical phenomena
[33], and the search for nonlinear and non-perturbative effects in ultra-intense
laser systems [34–37]. There are also close technical analogues with driven two-
level systems, relevant for atomic and condensed matter processes [38,39], such as
Landau-Zener-Stu¨ckelberg transitions [40], the dynamical Casimir effect and its
5
6analogues [41,42], Ramsey processes and tunnel junctions [43,44]. Of particular
relevance to this dissertation chapter is the development of sophisticated ultra-
intense laser systems, such as Extreme Light Infrastructure (ELI) and European
XFEL, which will soon become operational to probe this ultra-relativistic regime
with a field strength close to the necessary threshold set by the Schwinger Limit
[3,36].
Particle production involves evolution of a quantum system from an initial
(free) equilibrium configuration to a new final (free) equilibrium configuration
through an intervening non-equilibrium evolution set by the background. Quan-
tifying a final particle number then involves relating the final equilibrium config-
uration to the initial one, a comparison of well-defined asymptotic vacua where
the identification of positive (particles) and negative (anti-particles) energy states
is unambiguous and exact. A quantitative description of particle production at
all times, not just at asymptotically early and late times, requires a well-defined
notion of time-dependent particle number also at intermediate times. This is
a challenging conceptual and computational problem, especially if one wants to
include also back-reaction effects and the full non-equilibrium dynamics.
At intermediate times, when the system is out equilibrium, the exact dis-
tinction of energy states is unclear and a standard approach is by adiabatic ap-
proximation [6–8,45–62]: specifying a reference basis set of approximate states
under the assumption of a slowly varying dynamical background. In this way, a
7time-dependent particle number can be defined by the projection of the system
evolution onto these approximate states. With this procedure, the final particle
number at asymptotically late times is independent of the basis choice. However,
the particle number at intermediate times differ significantly for different basis
choices, which raises questions about whether any physically meaningful interpre-
tation can be made for the particle number at intermediate times. However, a
remarkable mathematical universality of adiabatic expansions was discovered by
Berry and Dingle. Dingle [63] identified a simple large-order universal behavior to
the (divergent and asymptotic) adiabatic expansion, which provided a universal
form for truncation of the adiabatic expansion at the optimal order. Berry [64–66]
then applied a Borel summation using the Dingle large-order form to determine
that the smoothest evolution across a Stokes Line, in the context of the Stokes
Phenomenon, corresponds to optimal truncation of the expansion and identified
a universal form for the evolution.
The universality of truncating the adiabatic expansion at the optimal order
makes for a well-defined notion for the adiabatic particle number at intermediate
times and corresponds to an optimal adiabatic approximation of the evolution. At
the optimal order, the adiabatic particle number also evolves the smoothest in
time as compared to any order with a given approximate universal form. To test
the optimal order, we examine the truncation of the adiabatic expansion using
several common (and equivalent) formulations of particle production: the Bogoli-
8ubov [13,14,47–49,53], Riccati [67,68], Spectral Function [69,70] and Schro¨dinger
[20–23] approaches. The analysis presented can also be used in other formalisms
such as quantum kinetic approach [53,54,71–75], and the Dirac-Heisenberg-Wigner
approach with time-dependent background fields [76,77].
2.2 Formalism
2.2.1 Scalar Quantum Electrodynamics
We consider scalar QED for simplicity1. The action of a charged massive scalar
field is given by a Klein-Gordon Lagrangian
S =
∫
d4x
[
|DµΦ|2 −m2 |Φ|2 − 1
4
FµνF
µν
]
(2.1)
where extremizing the action with the respect to Φ∗(x, t) yields the Klein-Gordon
Equation for the field Φ(x, t):
(
DµD
µ +m2
)
Φ(x, t) = 0 (2.2)
while extremizing the action with respect to the gauge field Aν yields
∂µF
µν = jν (2.3)
with the conserved local current
jν = i [(DνΦ) Φ∗ − Φ (DνΦ)∗] (2.4)
1 Apart from opposite phase of interference effects, the physics is very similar to that of spinor
QED but notationally simpler.
9The proceeding sections of this chapter consider only the Klein-Gordon equation
and neglect any back-reaction mechanism. This mechanism is discussed later in
Chapter 4.
2.2.2 Mode Decomposition in a time-dependent External Classical
Electric Field
For a charged scalar field Φ(x, t) in a time-dependent and spatially homogeneous
classical electric field, the scalar field can be decomposed into spatial Fourier
modes. The decomposition is characterized by
Φ(x, t) =
∫
d3k
(2pi)3
φk(t)e
ik·x Φ∗(x, t) =
∫
d3k
(2pi)3
φ∗k(t)e
−ik·x (2.5)
with the conjugate momentum of the fields Φ(x, t) and Φ∗(x, t) decomposed as
Π(x, t) = Φ˙∗(x, t) =
∫
d3k
(2pi)3
φ˙∗k(t)e
−ik·x =
∫
d3k
(2pi)3
pik(t)e
−ik·x (2.6)
Π∗(x, t) = Φ˙(x, t) =
∫
d3k
(2pi)3
φ˙k(t)e
ik·x =
∫
d3k
(2pi)3
pi∗k(t)e
ik·x (2.7)
The fields satisfy the equal-time commutation relations
[Φ(x, t) , Π(y, t)] = iδ(3)(x− y) (2.8)
[Φ∗(x, t) , Π∗(y, t)] = iδ(3)(x− y) (2.9)
with the mode decomposed fields satisfying
[φk(x, t) , pik(y, t)] = i(2pi)
3δ(3)(x− y) (2.10)
[φ∗k(x, t) , pi
∗
k(y, t)] = i(2pi)
3δ(3)(x− y) (2.11)
10
The spatial mode decomposition is made complete by introducing time-
independent creation/annihilation operators ak, b−k and the time-dependent, spa-
tially homogenous, complex mode function fk(t) as
φk(t) = fk(t)ak + f
∗
k(t)b
†
−k
pik(t) = f˙
∗
k(t)a
†
k + f˙k(t)b−k (2.12)
where Bosonic commutation relations,
[
ak , a
†
k′
]
= (2pi)3δ(3)(k− k′) (2.13)[
b−k , b
†
−k′
]
= (2pi)3δ(3)(k− k′) , (2.14)
impose the Wronskian condition on the mode functions fk(t) as
Wr[fk(t), f
∗
k (t)] ≡ fk(t)f˙ ∗k (t)− f˙k(t)f ∗k (t) = i (2.15)
The mode decomposition of the Klein-Gordon Equation (2.1) using (2.5)
then reduces to a set of decoupled linear time-dependent oscillator equations
spanned by the momenta k:
f¨k(t) + ω
2
k(t)fk(t) = 0 (2.16)
Here, the effective time-dependent frequency ωk(t) is [47–49,53]
ωk(t) =
√
m2 + p2⊥ + (k‖ − A‖(t))2 (2.17)
where k⊥ and k‖, respectively, denotes the momenta of the produced particles
transverse and longitudinal to the direction of the electric field. The magnitude
11
of the electric field varies with time as E‖(t) = −A˙‖(t). As shown in Chap-
ter 3, an analogous mode decomposition exists for particle production in spinor
QED (see Appendix A) and cosmological de Sitter gravitational backgrounds
[6–8,12–14,20,21].
2.2.3 Equivalent Representations of the Klein-Gordon Equation
Writing the complex mode function fk(t) in terms of its real amplitude ξk(t) and
phase λk(t),
fk(t) = ξk(t)e
−iλk(t) , (2.18)
the Klein-Gordon equation (2.16) reduces to the Ermakov-Milne [78–82] equation
for the amplitude function ξk(t):
ξ¨k(t) + ω
2
k(t)ξk(t)−
1
4ξ3(t)
= 0 (2.19)
Unitarity determines the time-dependent phase λk(t) in terms of ξk(t) as
λk(t) =
∫ t dt
2ξ2k(t)
(2.20)
Note that with the definition (2.18), the Ermakov-Milne equations (2.19,2.20) are
completely equivalent to the original Klein-Gordon equation (2.16).
Another equivalent way to express the time-evolution is achieved by defining
the square of the amplitude function, Gk(t) = ξ
2
k(t), which satisfies a nonlinear
12
second-order equation, and its corresponding linear third-order equation:
2GkG¨k − G˙2k + 4ω2k(t)G2k = 1 (2.21)
...
Gk + 4ω
2
k(t)G˙k + 4ωk(t)ω˙k(t)Gk = 0 (2.22)
This is known as the Gel‘fand-Dikii equation [83,84], arising in the analysis of
the resolvent Green function for Schro¨dinger operators, which can be written in
terms of products of solutions to the Klein-Gordon equation (2.16). The resolvent
approach has been used in the analysis of Schwinger effect [85,86].
2.2.4 Particle Production as a Scattering Problem
The particle production problem consists of the following physical situation: at
initial time the vacuum is defined with respect to the (time-independent) creation
and annihilation operators in (2.12). Then as time evolves the vacuum is subjected
to a time-dependent electric field, which turns off again as t→ +∞. At t = +∞,
after the electric field has been turned off, the production of particles from vacuum
can be inferred from the fraction of negative frequency modes in the evolved
mode functions. As is well known [47–49,67,68], this can be expressed as an
“over-the-barrier” quantum mechanical scattering problem, in the time domain,
by interpreting the Klein-Gordon equation (2.16) as a Schro¨dinger-like equation
−f¨k(t)−
(
k‖ − A‖(t)
)2
fk(t) =
(
m2 + k2⊥
)
fk(t) (2.23)
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with physical “scattering” boundary conditions [47–52]:
fk(t) ∼

1√
2ωk(−∞)
e−iωk(−∞)t , t→ −∞
1√
2ωk(+∞)
(
Ake
−iωk(+∞)t +Bkeiωk(+∞)t
)
, t→ +∞
(2.24)
The scattering coefficients Ak and Bk defined asymptotically at t = +∞ satisfy
|Ak|2 − |Bk|2 = 1. Thus, we can evolve the mode oscillator equation (2.16) with
the initial boundary conditions
fk(t→ −∞) ∼ 1√
2ωk(−∞)
e−iωk(−∞)t
f˙k(t→ −∞) ∼ −i
√
ωk(−∞)
2
e−iωk(−∞)t (2.25)
or, equivalently the Ermakov-Milne equation (2.19) with initial conditions
ξk(t→ −∞) = 1√
2ωk(−∞)
ξ˙k(t→ −∞) = 0 (2.26)
A numerical advantage of the Ermakov-Milne equation is that the amplitude
function ξk(t) typically varies more smoothly than the mode function fk(t) [and
recall from (2.20) that the phase λk(t) is determined by ξk(t)]. This is illustrated
in Figure 2.1, for an explicit example of a single-pulse electric field, for which a
well-known analytic exact solution is possible, as reviewed in Appendix B. Note
the smoothness of ξk(t), with small oscillations about the final asymptotic value
1/
√
2ωk(+∞) shown in the left inset figure. As shown in Section 2.13, these small
oscillations encode the particle production phenomenon.
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Fig. 2.1: Plots of ξk(t) (left), and the real (blue-solid line) and imaginary (red-
dashed line) parts of fk (right), abiding the scattering conditions (2.24),
for a single-pulse E-field: E(t) = E0sech
2(at), with E0 = 0.25, a = 0.1,
k‖ = 0, and k⊥ = 0, all in units with m = 1. For this case, both fk
and ξk can be obtained analytically (Appendix B), and ξk is plotted as
a solid-red line in each subplot for comparison.
2.3 Bogoliubov Approach to Adiabatic Particle Number
In processes that involve a time-dependent background field, a unique separation
into positive and negative energy states with which to identify particles and anti-
particles is only possible at asymptotic times [47–49], when the electric field is
turned off. This is the same as the non-uniqueness of defining left- and right-
moving modes inside an inhomogeneous dielectric medium [87,88].
To proceed, we define a time-dependent adiabatic particle number in the
presence of a slowly varying time-dependent background, with respect to a par-
ticular set of reference mode functions f˜k(t) defined as
f˜k(t) ≡ 1√
2Wk
e−i
∫ tWk(t) t→−∞−−−−→ 1√
2ωk(−∞)
e−iωk(−∞)t (2.27)
Clearly there is an infinite number of such reference mode functions, all having
the same initial asymptotic behavior. This is related to needing to specify also
15
the initial time derivative [see also Eq. (2.33) below]. The problem is to define a
physically suitable set of mode functions for use at intermediate times.
Insisting that f˜k(t), as defined in (2.27), be a solution to the Klein-Gordon
equation (2.16), the function Wk(t) is related to the effective frequency ωk(t) by
the well-known Schwarzian derivative form:
W 2k (t) = ω
2
k(t)−
 W¨k
2Wk(t)
− 3
4
(
W˙k
Wk
)2 (2.28)
This can be solved by a systematic adiabatic expansion in which the leading order
is the standard leading WKB solution to the mode oscillator equation (2.16) of
the form W
(0)
k (t) = ωk(t) [64–66]. Higher order terms are analyzed in detail in
Section 2.8.
The Bogoliubov Transformation is a linear canonical transformation that
defines a set of time-dependent creation and annihilation operators, a˜k(t) and
b˜†k(t), from the original time-independent operators, ak and b
†
k, defined at the
initial time in (2.12) [48,49]. They are related by a˜k(t)
b˜†−k(t)
 =
αk(t) β∗k(t)
βk(t) α
∗
k(t)

 ak
b†−k
 (2.29)
where unitarity requires |αk(t)|2 − |βk|2 = 1 for scalar fields, for all t. As a result
of the Bogoliubov transformation, the equivalent decomposition of the scalar field
operator in terms of these reference mode functions is
φk(t) = f˜k(t)a˜k(t) + f˜
∗
k (t)b˜
†
−k(t) (2.30)
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This can also be interpreted as a linear transformation between the exact mode
functions fk(t) and the reference adiabatic mode functions f˜k(t), as
fk(t) = αk(t)f˜k(t) + βk(t)f˜
∗
k (t) (2.31)
The transformation of the scalar field momentum operator pi†k = φ˙(t):
pi†k(t) = Qk(t)f˜k(t)a˜k(t) +Q
∗
k(t)f˜
∗
k (t)b˜
†
−k(t) (2.32)
with a corresponding decomposition of the first derivative
f˙k(t) = Qk(t)αk(t)f˜k(t) +Q
∗
k(t)βk(t)f˜
∗
k (t) (2.33)
Here Qk(t) is defined as
Qk(t) ≡ −iWk(t) + Vk(t) (2.34)
The inclusion of the real time-dependent function Vk(t), specified later, in the
decompositions (2.31) and (2.33) represents the most general decomposition of
the exact solution fk(t) that is consistent with unitarity (the preservation of the
bosonic commutation relations, or equivalently the Wronskian condition (2.15)).
This can also be understood technically by the fact that in (2.31) we trade one
complex function fk(t) for two complex coefficient functions: αk(t) and βk(t).
Physically, the freedom in the choice of Wk(t) and Vk(t) encodes the arbitrariness
of specifying positive and negative energy states at intermediate times. We will
see later that a ‘natural’ choice is Vk(t) = −W˙k/(2Wk), coming from the derivative
of the 1/
√
2Wk(t) factor in the definition of the reference mode functions (2.27).
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The scattering coefficients in (2.24) are realized as the Bogoliubov coeffi-
cients evaluated at asymptotically late time, after the perturbation has turned off:
Ak = αk(+∞) and Bk = βk(+∞). The time-dependent adiabatic particle num-
ber, for each mode k, is defined as the expectation value of the time-dependent
number operator a˜†k(t)a˜k(t) with respect to the asymptotic vacuum state. As-
suming no particles are initially present, the time-dependent adiabatic particle
number is
N˜k(t) ≡
〈
a˜†k(t)a˜k(t)
〉
= |βk(t)|2 (2.35)
This reduces the problem to the direct evaluation of the time evolution of the
Bogoliubov transformation parameters αk(t) and βk(t). The decompositions (2.31)
and (2.33) are exact provided they satisfy the mode oscillator equation (2.16),
which implies the following evolution equations for the Bogoliubov transformation
parameters αk(t) and βk(t):α˙k(t)
β˙k(t)
 =
 δk(t) [δk(t) + ∆k(t)] e2i
∫ tWk
[δ∗k(t) + ∆k(t)] e
−2i ∫ tWk δ∗k(t)

αk(t)
βk(t)

(2.36)
where
δk(t) =
1
2iWk
(
ω2k(t)−W 2k (t) +
(
V˙k(t) + V
2
k (t)
))
(2.37)
∆k(t) =
W˙k(t)
2Wk(t)
+ Vk(t) (2.38)
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Note that δk(t) vanishes with the choice Vk(t) = −W˙k/(2Wk). The numerical
evaluation of this coupled differential equation completely determines the time
evolution of αk(t) and βk(t) with respect to the basis (Wk, Vk). The time evolution
of the adiabatic particle number N˜k(t) is obtained by the modulus squared of the
time evolution of the Bogoliubov coefficient following (2.36), solved using the
initial conditions αk(−∞) = 1 and βk(−∞) = 0, consistent with the scattering
scenario in (2.24) and the assumption of no particles being initially present. The
evolution equations (2.36) are dependent on the choice made for the basis functions
Wk(t) and Vk(t), which influences the time evolution of the adiabatic particle
number at intermediate times but does not affect its final asymptotic value at
future infinity, |Bk|2 [54]. This is because the final value is determined by the
global information of the Stokes phenomenon [67,68].
The time evolution of the coefficients αk(t) and βk(t) can also be expressed
directly through the time evolution of the amplitude ξk(t) via the Wronskian of
the exact (2.18) and reference mode function (2.27). Solving the linear equations
(2.31) and (2.33) we find
αk(t) = −iWr
[
fk(t), f˜
∗
k (t)
]
= if˜ ∗k (t)
(
f˙k(t)−Q∗k(t)fk(t)
)
(2.39)
βk(t) = iWr
[
fk(t), f˜k(t)
]
= −if˜k(t)
(
f˙k(t)−Qk(t)fk(t)
)
(2.40)
Furthermore, from (2.18) and its time-dependent phase (2.20). we find the identity
f˙k(t)
fk(t)
=
ξ˙k(t)
ξk(t)
− i
2ξ2k(t)
, (2.41)
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Thus, the Bogoliubov coefficients may be rewritten in the uncoupled form as
αk(t) =
ξk√
2Wk
[(
1
2ξ2k
+Wk
)
+ i
(
ξ˙k
ξk
− Vk
)]
e
−i ∫ t( 1
2ξ2
k
−Wk
)
(2.42)
βk(t) = − ξk√
2Wk
[(
1
2ξ2k
−Wk
)
+ i
(
ξ˙k
ξk
− Vk
)]
e
−i ∫ t( 1
2ξ2
k
+Wk
)
(2.43)
This expresses the time evolution of the Bogoliubov coefficients as a comparison
between the time evolution of the amplitude function, ξk(t), obtained by solving
the Ermakov-Milne equation (2.19), and the reference mode basis (Wk, Vk). The
Adiabatic Particle Number then follows as
|αk(t)|2 = ξ
2
k
2Wk
( 1
2ξ2k
+Wk
)2
+
(
ξ˙k
ξk
− Vk
)2 (2.44)
N˜k(t) ≡ |βk(t)|2 = ξ
2
k
2Wk
( 1
2ξ2k
−Wk
)2
+
(
ξ˙k
ξk
− Vk
)2 (2.45)
It is straightforward to confirm that unitarity is preserved: |αk(t)|2−|βk(t)|2 = 1.
The form of (2.45) emphasizes clearly the dependence of the adiabatic par-
ticle number on the basis choice of reference mode functions (Wk, Vk). It is not
enough to know the time evolution of ξk(t): one must also compare it to the
reference functions. With the choice Vk = −W˙k/(2Wk), the expression for the
adiabatic particle number simplifies further to a direct comparison between ξk(t)
and Wk(t):
N˜k(t) = ξ
2
k
2Wk
( 1
2ξ2k
−Wk
)2
+
(
ξ˙k
ξk
+
W˙k
2Wk
)2 (2.46)
In subsequent sub-sections we show how exactly the same expression arises
in other different but equivalent, methods for defining and computing the adiabatic
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particle number. In later sections we illustrate the adiabatic particle number with
different electric field configurations, and then in Section 2.13 we show how in the
adiabatic expansion in the expression (2.46) can be viewed as a measure of the
tiny deviations between the exact solution ξk(t) of the Ermakov-Milne equation
and various orders of the adiabatic approximation for Wk(t).
2.4 Reflection Amplitude Approach to Adiabatic Particle Number
The time evolution of the Bogoliubov coefficients can be re-expressed in Riccati
form by defining the ratio [48,49,67,68]
Rk(t) ≡ βk(t)
αk(t)
(2.47)
which can be viewed as a local (in time) reflection amplitude for this Schro¨dinger-
like equation (2.23) [48,49,47]. Using the unitarity condition, |αk(t)|2− |βk(t)|2 =
1, the time-dependent adiabatic particle can be rewritten as
N˜k(t) = |Rk(t)|
2
1− |Rk(t)|2
(2.48)
In the semi-classical limit in which m is the dominant scale (as is relevant in QED),
this over-the-barrier scattering problem has an exponentially small reflection prob-
ability, which implies that the adiabatic particle number is well approximated by
N˜k(t) ' |Rk(t)|2.
Using (2.47), the Bogoliubov coefficient evolution equations (2.36), with the
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basis (Wk, Vk), become a Riccati equation:
R˙k = (∆k − δk) e−2i
∫ tWk − 2δkRk − (∆k + δk) e2i ∫ tWkR2k (2.49)
with δk(t) and ∆k(t) defined by equations (2.37, 2.38). This is straightforward
to evaluate numerically with the initial conditions Rk(−∞) = 0, and an initial
phase of zero. It can also be solved semi-classically for Rk(+∞), thereby yielding
the final particle number N˜k(+∞), using complex turning points and the Stokes
phenomenon [67,68].
Alternatively, using the forms calculated previously for αk(t) and βk(t),
equations (2.42,2.43), we obtain an analytic representation of the reflection prob-
ability as
|Rk(t)|2 =
(
1
2ξ2k
−Wk
)2
+
(
ξ˙k
ξk
− Vk
)2
(
1
2ξ2k
+Wk
)2
+
(
ξ˙k
ξk
− Vk
)2 (2.50)
Expression (2.48) for the adiabatic particle number then yields
N˜k(t) = ξ
2
k
2Wk
( 1
2ξ2k
−Wk
)2
+
(
ξ˙k
ξk
− Vk
)2 (2.51)
confirming the consistency with the Bogoliubov transformation expression (2.45).
2.5 Wigner Approach to Adiabatic Particle Number
Another physically interesting formalism to describe particle production at inter-
mediate times is to define the time-dependent adiabatic particle number through
the use of Spectral Functions [70,69], which are constructed in terms of correlation
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functions of the time-dependent creation and annihilation operators (2.12) used in
(2.46). In this Section we show how the basis dependence arises in this formalism.
The Spectral Approach defines the adiabatic particle number through un-
equal time correlators of time-dependent creation and annihilation operators, in
a limit that recovers the equal-time adiabatic particle number:
N˜k(t) = lim
t1,t2→t
〈
a˜†k(t1)a˜k(t2)
〉
(2.52)
Using (2.12), the time-dependent creation and annihilation operators can be writ-
ten in terms of the decomposed field operators as
a˜k(t) = if˜
∗
k (t) [∂0 −Q∗k(t)]φk(t) (2.53)
b˜†−k(t) = −if˜k(t) [∂0 −Qk(t)]φk(t) (2.54)
which match smoothly to the initial creation and annihilation operators. Note the
dependence on the choice of basis (Wk(t), Vk(t)), through the function Qk(t) ≡
−iWk(t) + Vk(t), defined in (2.34). We thus obtain
N˜k(t) = 1
2Wk(t)
lim
t1,t2→t
([∂1 −Qk(t1)] [∂2 −Q∗k(t2)])
〈
φ†k(t1)φk(t2)
〉
, (2.55)
where ∂j denotes a derivative with respect to time tj. This expression shows a clear
separation between the computation of the correlation function
〈
φ†k(t1)φk(t2)
〉
,
and the projection onto a set of reference modes, characterized by Qk(t) in (2.34).
In [70,69] a particular basis choice was made, Wk = ωk and Vk = 0, corresponding
to a leading-order adiabatic expansion and a particular phase choice via Vk. (2.55)
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makes it clear that this is just one of an infinite set of possible choices, for which
the final particle number at late asymptotic time is always the same, but for which
the particle number at intermediate times can be very different.
Spatially homogeneous time-dependent external electric fields decouple the
modes k allowing the spectral functions, the Wigner transformed Pauli-Jordan
function Ak(t, k0) and Hadamard function Dk(t, k0), to be expressed as [70,69]
Ak(t, k0) = 1V
∫
dT eik0T
〈[
φk
(
t+ T
2
)
, φ†k
(
t− T
2
)]〉
(2.56)
Dk(t, k0) = 1V
∫
dT eik0T
〈{
φk
(
t+ T
2
)
, φ†k
(
t− T
2
)}〉
(2.57)
with the conjugate variable pair being the energy k0 and the time separation T .
The spatial volume is denoted by V .
The correlation function in (2.55) can be expressed through a linear combi-
nation of the inverse Wigner transformed functions (2.56, 2.57) as
〈
φ†k
(
t− T
2
)
φk
(
t+ T
2
)〉
=
V
2
∫
dk0
2pi
e−ik0TWk(t, k0) (2.58)
=
V
2
∫
dk0
2pi
e−ik0T (Dk(t, k0)−Ak(t, k0)) (2.59)
where the total spectral function is defined as Wk(t, k0) ≡ Dk(t, k0) − Ak(t, k0).
Inserting this expression into (2.55), and taking the limit, yields an expression
for the time-dependent adiabatic particle number in terms of the transformed
correlation function as
N˜k(t) = V
4Wk
∫
dk0
2pi
[
1
4
∂2t − Vk∂t +(Wk + k0)2+V 2k
]
Wk(t, k0) (2.60)
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This expression (2.60) is the natural extension of Fukushima’s result [70,69], which
employed the leading adiabatic approximation choice of basis functions as Wk(t) =
ωk(t) and Vk(t) = 0, to a general basis specified by Wk(t) and Vk(t).
It is important to appreciate that the spectral function Wk(t, k0) in (2.60)
can be expressed directly in terms of the solutions to the Klein-Gordon equation or
the Ermakov-Milne equation, without reference to the reference mode basis func-
tions. Assuming no particles are initially present in the vacuum, the expectation
value of the field operator commutator and anti-commutator are
〈[
φk
(
t+ T
2
)
, φ†k
(
t− T
2
)]〉
= fk
(
t+ T
2
)
f ∗k
(
t− T
2
)− f ∗k(t+ T2 ) fk(t− T2 ) (2.61)〈{
φk
(
t+ T
2
)
, φ†k
(
t− T
2
)}〉
= fk
(
t+ T
2
)
f ∗k
(
t− T
2
)
+ f ∗k
(
t+ T
2
)
fk
(
t− T
2
)
(2.62)
Therefore, the spectral function Wk(t, k0) assumes the form
Wk(t, k0) = 2V
∫
dT eik0Tfk
(
t− T
2
)
f ∗k
(
t+ T
2
)
(2.63)
Alternatively, this can be rewritten in terms of the amplitude function ξk(t):
Wk(t, k0) = 2V
∫
dT eik0T ξk
(
t− T
2
)
ξk
(
t+ T
2
)
exp
[
i
∫ t+T/2
t−T/2
dt′
2ξ2k(t
′)
]
(2.64)
Thus, the spectral function Wk(t, k0) is determined without any knowledge of the
basis functions (Wk(t), Vk(t)) and is exact provided that integration is performed
over all possible values of the separation T . The behavior of the spectral function
(2.64) is shown in Figure 2.2 for the soluble case of a single-pulse electric field
(see Appendix B), integrated over a finite range T = −T0 to T = +T0, for
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Fig. 2.2: Density plots ofWk(t, k0) with respect to t, and k0, for a single-pulse E-
field given by E(t) = E0sech
2(at), obtained by numerically evaluating
equation (2.64) over T ∈ (−T0,+T0), utilizing the exact solution ξk(t)
(see Appendix B). The upper left, upper right and lower left subplots
are plotted with E0 = 0.25, a = 0.1, k‖ = 0.25, and k⊥ = 0, in units
with m = 1, with the upper left plot integrated with T0 = 20, the
upper right plot integrated with T0 = 40, and the lower left subplot
integrated with T0 = 60. The lower right subplot is plotted for the
physically unrealistic case with m = 0, E0 = 0.5, k‖ = 0.25, k⊥ = 0, and
integrated with T0 = 40. In each subplot, Wk(t, k0) is well matched by
−ωk(t) (2.17) (blue-dashed line), artificially plotted over each density
subplot.
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various values of the cutoff T0. The two upper subplots and the lower left subplots
in Figure 2.2 are plotted for the case when E0 = 0.25, a = 0.1, k⊥ = k‖ = 0,
in units with m = 1, with the upper left plot integrated with T0 = 20, the
upper right plot integrated with T0 = 40, and the lower left plot integrated with
T0 = 60. The lower right plot was plotted with the parameters used in [70], with
m = 0, E0 = 0.5, k‖ = 0.25, k⊥ = 0 and integration with T0 = 40. In each subplot
of Figure 2.2, the dominant features of Wk(t, k0) (2.64) are well approximated by
the negative effective frequency −ωk(t), plotted with a blue-dashed line, which
demonstrates that the spectral functionWk(t, k0) represents the projection of the
fundamental frequency on a plane spanned by time and the conjugate energy
variable k0. Furthermore, we see that the oscillating features of the spectral
function decrease as T0 → ∞. Lastly, we compared the results obtained in [70],
calculated by numerically evaluating the mode function fk(t) and the subsequent
integral in (2.64), with the exact solution to the mode-oscillator equation (see
Appendix B), which indicates that the numerical approach suffers from sensitive
numerical instabilities in the evaluation of (2.64) and the mode function fk(t).
We next show how the expression for the time-dependent adiabatic par-
ticle number that was previously derived in the Bogoliubov (2.45) and Riccati
formalisms (2.51) is obtained in the Spectral Representation formalism. From
equation (2.60), and using the spectral function (2.63), the expression is recov-
ered by first re-writing the derivatives in terms of t, and reorganizing the result-
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ing terms via integration by parts to eliminate, apart from the exponential term
eik0T , the k0 dependence in the integrand. The k0 integration produces a Dirac
Delta function which, when integrated over T , eliminates all integrations. Two
terms appear: one corresponding directly to the adiabatic particle number, and
the other to a surface boundary term. Recast in terms of ξk using the identity
(2.41), this lengthy but straightforward calculation leads to an expression for the
time-dependent adiabatic particle number (2.60) as
N˜k(t) = ξ
2
k
2Wk
( 1
2ξ2k
−Wk
)2
+
(
ξ˙k
ξk
− Vk
)2 (2.65)
noting that the total surface boundary term vanishes when T0 →∞. This agrees
precisely with the Bogoliubov and Riccati expressions in (2.45). We see again that
the adiabatic particle number is basis dependent at intermediate times, through
the choice of the Wk and Vk functions. As before, ξk is solved exactly without
any knowledge of the basis functions, and the selected basis functions are inserted
into the expression (2.55) to determine the adiabatic particle number with respect
to that basis. In the spectral function approach this follows because the spectral
function (2.64) is determined once and for all by the solution ξk(t), and then the
basis-dependent particle number is obtained by the transform in (2.60).
2.6 Schro¨dinger Picture Approach to Adiabatic Particle Number
Another common way to define adiabatic particle number is through the so-
lution to the time-dependent oscillator problem, for each momentum mode k
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[20–23,48,49,89]. We consider Schwinger vacuum pair production via the Schro¨dinger
Picture time evolution of an infinite collection of time-dependent quantum har-
monic oscillators, in the presence of a time-dependent background. The sQED
hamiltonian becomes
Hˆ(t) =
∑
k
(
1
2
p2k +
1
2
ω2k(t)q
2
k
)
(2.66)
where k labels each independent spatial momentum mode, and the field operators
map to their quantum mechanical counterparts as φk → qk and pik → pk. The
exact solution of the corresponding time-dependent Schro¨dinger equation can be
written as [89–94]
ψ(qk, t) =
∑
n
cn,k ψn(qk, t) (2.67)
where
ψn(qk, t) =
1√
2nn!
(
1
2piξ2k(t)
)1/4
e−
1
2
Ωk(t)q
2
kHn
(
qk√
2ξk(t)
)
e−i(n+
1
2
)λk(t) (2.68)
Here ξk(t) is the solution to the Ermakov-Milne equation (2.19), λk(t) is defined
by (2.20), and the time-dependent function Ωk(t) in the Gaussian factor is defined
as
Ωk(t) = −i ξ˙k
ξk
+
1
2ξ2k
. (2.69)
These ψn(qk, t) are normalized eigenfunctions of the exact invariant operator
Iˆk(t) = q
2
k
(
ξ˙2k +
1
4ξ2k
)
+ ξ2kp
2
k − ξk ξ˙k (pkqk + qkpk) (2.70)
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satisfying
∂Iˆk
∂t
+ i [Hˆ, Iˆk] = 0 (2.71)
and
Iˆk(t)ψn(qk, t) =
(
n+
1
2
)
ψn(qk, t) (2.72)
The function Ωk(t) in (2.69) is directly related to the Riccati formalism of Section
2.4, and the mode decomposition of the operator qk, the analog of the field (2.12),
in the Heisenberg picture:
iΩk(t) =
ξ˙k
ξk
+
i
2ξ2k
=
f˙ ∗k
f ∗k
= iWk
(
1− r∗k
1 + r∗k
)
+ Vk (2.73)
Here, ξk(t) is again the solution to the Ermakov-Milne equation (2.19), fk(t) is
the solution to the Klein-Gordon equation (2.16), and the function rk(t) is related
to the reflection amplitude (2.47) by an extra phase:
rk(t) = Rk(t)e
2i
∫ tWk(t) (2.74)
Note that solving for r∗k(t) in (2.73) in terms of ξk(t) leads directly to the analytical
form (2.50) of the Riccati reflection probability.
We now define the adiabatic particle number by projecting these states onto
a basis set of adiabatically evolving eigenstates of the time-dependent Hamilto-
nian. The most general expression for the adiabatically evolving eigenfunction
ζn(qk, t), motivated by the assumption of a slowly varying potential given by
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ωk(t), takes the form
ζn(qk, t) =
1√
2nn!
(
Wk(t)
pi
)1/4
e
i
2
Q∗k(t)q
2
kHn
(√
Wk(t)qk
)
e−i(n+
1
2
)
∫ tWk(t) (2.75)
where Wk(t) and Vk(t) are basis functions, with the function Qk(t) defined as in
(2.34).
At asymptotic early and late times, these adiabatic eigenfunctions reduce
to well-defined stationary harmonic oscillator eigenfunctions
ζn(qk, t→ ±∞) ∼ 1√
2nn!
(
ωk(±∞)
pi
)1/4
e−
1
2
ωk(±∞)q2kHn
(√
ωk(±∞)qk
)
× e−i(n+ 12 )ωk(±∞)t (2.76)
A state initially prepared at a particular time can evolve to become a su-
perposition of a variety of states at a later time t. Assuming that the system is
prepared in the m-th state at t = −∞, the probability amplitude of making a
transition to the n-th state is obtained by projecting the adiabatic eigenfunctions
ζn(qk, t) (2.76) onto the exact eigenfunction (2.68) for the m-th state ψm(qk, t),
where ψn(qk, t) ∼ ζn(qk, t). Using the integral solution in Appendix C, the ampli-
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tude for the transition then simplifies to
Cnm,k(t) =
∫ +∞
−∞
dqk ζ
∗
n(qk, t)ψm(qk, t) (2.77)
=

(−1)n2
(n
2
)!(m
2
)!
√
n!m!
2n+m
(
2Wk
ξ2kJ
2
+,k
)1
4(
J−,k
J+,k
)n
2
(
J∗−,k
J+,k
)m
2
·
· 2F1
[
−m
2
,−n
2
,
1
2
,
−2Wk
ξ2k|J−,k|2
]
ei(n+
1
2
)
∫ tWk−i(m+ 12 )λk , for m,n = even
(−1)n−12
(m−1
2
)!(n−1
2
)!
√
n!m!
2n+m
(
2Wk
ξ2kJ
2
+,k
)3
4(
J−,k
J+,k
)n−1
2
(
J∗−,k
J+,k
)m−1
2
·
· 2F1
[
1−m
2
,
1− n
2
,
3
2
,
−2Wk
ξ2k|J−,k|2
]
ei(n+
1
2
)
∫ tWk−i(m+ 12 )λk , for m,n = odd
0 , for m+ n = odd
(2.78)
where the functions J±,k(t) are defined as
J±,k(t) ≡
(
1
2ξ2k
±Wk
)
− i
(
ξ˙k
ξk
− Vk
)
(2.79)
and the following simplifications were used:
2Wk
J+,k
− 1 = −J−,k
J+,k
1
J+,kξ2k
− 1 = J
∗
−,k
J+,k
(2.80)
Across the different formalisms, its modulus squared is related to the Bo-
goliubov coefficients αk(t) and βk(t), the Riccati reflection probability (2.50) and
the adiabatic particle number (2.46) as
ξ2k
2Wk
|J+,k(t)|2 = |αk(t)|2 = 1
1− |Rk(t)|2 = 1 + N˜k(t) (2.81)
ξ2k
2Wk
|J−,k(t)|2 = |βk(t)|2 = |Rk(t)|
2
1− |Rk(t)|2 = N˜k(t) (2.82)
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Thus the final form for the time-dependent transition probability from the m-th
state to the n-th state can be expressed in terms of the adiabatic particle number
N˜k(t) (2.46), for instance, as
Pnm,k(t) = |Cnm,k(t)|2 (2.83)
=

n!m!
2n+m
[
(n
2
)!(m
2
)!
]2 1√
1 + N˜k
(
N˜k
1 + N˜k
)n+m
2
2F1
[
−m
2
,−n
2
,
1
2
,− 1N˜k
]2
,
for m,n = even
n!m!
2n+m
[
(n−1
2
)!(m−1
2
)!
]2( 11 + N˜k
)3
2
(
N˜k
1 + N˜k
)n+m−2
2
2F1
[
1−m
2
,
1− n
2
,
3
2
,− 1N˜k
]2
,
for m,n = odd
0 , for m+ n = odd
(2.84)
For example, the time-dependent vacuum persistence probability, the probability
of the system occupying the ground state at time t, is
P00,k(t) =
√
1− |Rk(t)|2 = |αk(t)|−1 = 1√
1 + N˜k(t)
, (2.85)
as expected.
The vacuum expectation value of the state occupation number for a system
that adiabatically evolves from being initially prepared in the ground state at
t = −∞ is the weighted sum of the transition probabilities (2.84). Utilizing the
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N˜k-representation for convenience, the sum simplifies to
∞∑
n=0,2,4,...
n |Cn0,k(t)|2 = 1√
1 + N˜k(t)
∞∑
n=0,2,4,...
n!
2n
[
(n
2
)!
]2
(
N˜k(t)
1 + N˜k(t)
)n
2
(2.86)
= N˜k(t) = ξ
2
k
2Wk
( 1
2ξ2k
−Wk
)2
+
(
ξ˙k
ξk
− Vk
)2 (2.87)
Thus, we find exactly the same expression as before, in the Bogoliubov, Riccati and
Spectral Function approaches to adiabatic particle number. In the Schro¨dinger
picture approach the basis dependence enters through the arbitrariness in (2.75) of
specifying the adiabatic eigenstates ζn(qk, t) of the time-dependent Hamiltonian.
2.7 Basis Ambiguity Problem of the Adiabatic Particle Number
In the preceding sections the expression (2.45) for the time evolution of the adia-
batic particle number was equivalently derived through the Bogoliubov, Riccati,
Spectral Function and Schro¨dinger approaches. However, the adiabatic reference
mode functions (Wk, Vk) were left unspecified, and the arbitrariness of defining
positive and negative energy states implies that an infinite number of consistent
choices could be made.
Conventional choices for Wk(t) and Vk(t) are based on a WKB approxima-
tion, taking Wk(t) = ωk(t), following the argument that the next-to-leading order
term, and thus subsequent orders, is negligibly small in comparison to ωk(t), for
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parameters of the effective frequency where ωk(t) varies slowly in time:
Wk(t) ' ωk(t) 1
4
(
ω¨k
ωk
− 3
2
ω˙2k
ω3k
)
(2.88)
For example, adiabaticity in the effective frequency for Schwinger particle produc-
tion (2.17) is ensured by the dominant m scale: m E0 and m a.
Two common choices are:
1. Wk(t) = ωk(t) and Vk(t) = 0. This choice is made for example in
[20,21,47–49,67–70]. Inserting this choice into the couple evolution equations
(2.36) we obtain the time evolution of the Bogoliubov coefficients αk(t) and
βk(t) as α˙k(t)
β˙k(t)
 = ω˙k(t)2ωk(t)
 0 e2i
∫ t ωk
e−2i
∫ t ωk 0

αk(t)
βk(t)
 (2.89)
or, using the direct form of the adiabatic particle number (2.45) as
N˜k(t) = ξ
2
k
2ωk
[(
1
2ξ2k
− ωk
)2
+
ξ˙2k
ξ2k
]
, (2.90)
with the evolution of ξk(t) determined by (2.19).
2. Wk(t) = ωk(t) and Vk(t) = − W˙k(t)2Wk(t) = −
ω˙k(t)
2ωk(t)
. This choice is made for ex-
ample in [53,64,65]. Inserting this choice into the couple evolution equations
(2.36) we obtain the time evolution of the Bogoliubov coefficients αk(t) and
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Fig. 2.3: N˜k(t), evaluated with respect to two different adiabatic bases, for the
Schwinger effect in an E-field: E(t) = E0 sech
2(at), with E0 = 0.25, a =
0.1, k⊥ = 0, k‖ = 0, all in units with m = 1. The blue curves corre-
sponds to the basis Wk(t) = ωk(t) and Vk(t) = 0, while the red curves
correspond to the basis Wk(t) = ωk(t) and Vk(t) = − ω˙k(t)2ωk(t) , both de-
termined by evaluating their respective evolution equations (2.89) and
(2.91). The right-hand figure shows their late-time evolution. N˜k(t) at
intermediate times exhibits large differences in both scale and form of
the oscillations, while the asymptotic value of the particle number is
the same for both bases.
βk(t) asα˙k(t)
β˙k(t)
 = 14i
(
3
2
ω˙2k(t)
ω3k(t)
− ω¨k(t)
ω2k(t)
) 1 e2i
∫ t ωk
−e−2i
∫ t ωk −1

αk(t)
βk(t)

(2.91)
or, using the alternate definition of the adiabatic particle number (2.45), as
N˜k(t) = ξ
2
k
2ωk
( 1
2ξ2k
− ωk
)2
+
(
ξ˙k
ξk
+
ω˙k
2ωk
)2 (2.92)
Note the first basis choice, Wk(t) = ωk(t) and Vk(t) = 0, implies that δk(t) = 0
and ∆k(t) =
ω˙k(t)
2ωk(t)
, while the second choice, Wk(t) = ωk(t) and Vk(t) = − W˙k(t)2Wk(t) =
− ω˙k(t)
2ωk(t)
, implies that ∆k(t) = 0 and δk(t) =
1
4i
(
3
2
ω˙2k(t)
ω3k(t)
− ω¨k(t)
ω2k(t)
)
.
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Fig. 2.4: N˜k(t), evaluated with respect to two different adiabatic bases, for par-
ticle creation in 4-dimensional de Sitter space with conformal cou-
pling (see Chapter 3), with the physical de Sitter space parameters:
H = 0.5, k = 25, in units with mass scale m = 1. The blue curves
corresponds to the basis Wk(t) = ωk(t) and Vk(t) = 0, while the red
curves correspond to the basis Wk(t) =ωk(t) and Vk(t) =− ω˙k(t)2ωk(t) , both
determined by evaluating their respective evolution equations (2.89)
and (2.89). The right-hand figure shows their late-time evolution. Like
Figure 2.3, the evolution of N˜k(t) at intermediate times exhibits large
differences in both scale and form of the oscillations, while the asymp-
totic value of the particle number is the same for both bases.
Since the evolution of the adiabatic particle number N˜k(t) depends on the
choice made for the mode functions Wk(t) and Vk(t), the time evolution of αk(t)
and βk(t), and hence of the adiabatic particle number N˜k(t), will depend on the
basis choice. A crucial observation is that the final asymptotic value, the total
particle number Nk = N˜k(t = +∞) is independent of the choice of basis. This is
illustrated in Figure 2.3 for the case of Schwinger particle production in a single-
pulse electric field, and in Figure 2.4 for particle production in dS4 (see Chapter
3), using the two different choices of mode functions listed above in (2.89) and
(2.91). The final particle number is the same for the two bases, but the adiabatic
particle number N˜k(t) is different at intermediate times. These differences include
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both differences in the scale, and in the actual form of the oscillatory behavior at
intermediate times.
Despite the next-to-leading order behavior (2.88), which also holds for sub-
sequent orders of the expansion, we show in later sections that going beyond
leading order WKB produces tangible effects in the evolution of the adiabatic
particle number. The next section characterizes the possible choices for Wk(t)
and, subsequently, Vk(t).
2.8 Adiabatic Expansion & Bases: Going Beyond Leading Order
WKB
In Section 2.3 we introduced adiabaticity and specified approximate reference
mode functions (2.27), which led to a definition of the time-dependent adiabatic
particle number that is dependent on the choice of basis (2.45). We now study
and characterize the basis choices.
Insisting that the reference mode functions (2.27) be a solution to the Klein-
Gordon equation (2.16) requires that the function Wk(t) satisfy equation (2.28).
This equation can be solved by an adiabatic expansion [64–66], in which the
leading order is the standard leading WKB solution to (2.28). This adiabatic ex-
pansion is divergent and asymptotic. Successive orders of the adiabatic expansion
of Wk(t) are obtained by expanding (2.28) in time-derivatives and truncating the
expansion at a certain order of derivatives of the fundamental frequency ωk(t)
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(2.17). The up-to-(j + 1)th order expansion of Wk(t), with the superscript (j)
denoting the order of the adiabatic expansion, is then generated by the iterative
expansion of
W
(j+1)
k (t) =
√√√√√ω2k(t)−
 W¨ (j)k (t)
2W
(j)
k (t)
− 3
4
(
W˙
(j)
k (t)
W
(j)
k (t)
)2 (2.93)
truncated at terms involving at most 2(j + 1) derivatives with respect to t. The
first three orders are:
1. Leading Order:
W
(0)
k (t) = ωk(t) (2.94)
2. Next-to-leading order:
W
(1)
k (t) = W
(0)
k (t)−
1
4
(
ω¨k
ω2k
− 3
2
ω˙2k
ω3k
)
(2.95)
3. Next-to-next-to-leading order:
W
(2)
k (t) = W
(1)
k (t)−
1
8
(
13
4
ω¨2k(t)
ω5k(t)
− 99
4
ω˙2k(t)ω¨k(t)
ω6k(t)
+ 5
ω˙k(t)
...
ωk(t)
ω5k(t)
+
− 1
2
(4)
ωk(t)
ω4k(t)
+
297
16
ω˙4k(t)
ω7k(t)
)
(2.96)
For backgrounds that become constant at asymptotic times it follows that
W
(j)
k (±∞) = ωk(±∞), and W˙ (j)k (±∞) = 0 for all j.
Despite ambiguity in its explicit form at intermediate times, a critical feature
of the real time-dependent function Vk(t) is the necessary requirement that it
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vanish at asymptotic times
Vk(±∞) = 0 . (2.97)
At asymptotically late time, the function Vk is no longer ambiguous since the
background becomes constant and the identification of particles and anti-particles
becomes exact. In terms of the time-dependent adiabatic particle number (2.45),
this implies that the particle number at future infinity is independent of the choice
of Vk (as well as Wk). At intermediate times, however, the choice critically in-
fluences the time evolution of the adiabatic particle number. In the Schro¨dinger
approach the basis function Vk is identified from (2.75) as an unphysical time-
dependent phase. This is equivalently observed in the Bogoliubov, Riccati, and
Spectral Function formalisms through the Wronskian condition (2.15) where the
normalization of the mode function is unaffected by the inclusion of the function
Vk in the mode decompositions (2.31,2.33), and thus admits the same interpreta-
tion as purely a time-dependent phase.
We argue that the choice
Vk(t) ≡ − W˙k(t)
2Wk(t)
(2.98)
is the most suitable and ‘natural’ form. In the Bogoliubov, Riccati, and Spec-
tral Function approaches the choice (2.98) arises in the specified mode function
decomposition (2.33) by retaining the contribution from the time-derivative of
the 1/
√
2Wk factor in the definition of the reference mode function (2.27). In
40
the Schro¨dinger approach, the choice (2.98) appears from insisting that the gen-
eral form of the adiabatically evolving eigenfunction (2.75) be a solution to the
time-dependent Schro¨dinger equation. It is a solution provided that the basis
function Vk(t) has the form (2.98), and yields the same condition on the function
Wk as (2.28), consistent with the Bogoliubov, Riccati, and Spectral Function ap-
proaches. We adopt this ‘natural’ choice (2.98) and in later Sections we explore
the dependence on the choice of Wk(t).
2.9 Adiabatic Particle Number Truncated at j-th Order
Now we consider the specification of the function Wk(t), via various orders of
expansion of the adiabatic expansion (2.93). The time evolution of the adiabatic
particle number at j-th adiabatic order is obtained by utilizing the preferred basis
(2.98) and setting Wk(t) = W
(j)
k (t) throughout the expressions used in its eval-
uation. This section also serves to summarize and contrast the forms developed
across different, but equivalent, approaches to the adiabatic particle number.
At j-th order (recall that k labels the longitudinal momentum, while the
superscript (j) labels the order of the adiabatic expansion), they read:
1. Evolution equation (2.45), the Adiabatic Particle Number obtained from the
projection of the exact solution to the oscillator equation (2.16) onto a basis
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of adiabatic evolving reference functions,
N˜ (j)k (t) =
ξ2k(t)
2W
(j)
k (t)
( 1
2ξ2k(t)
−W (j)k (t)
)2
+
(
ξ˙k(t)
ξk(t)
+
W˙
(j)
k (t)
2W
(j)
k (t)
)2 (2.99)
This expression is completely characterized by the amplitude function ξk(t)
and the basis function W
(j)
k , where the general procedure to evaluate (2.99)
is the following: solve the Klein-Gordon equation (2.16), or equivalently the
Ermakov-Milne equation (2.19), to obtain ξk(t), and compute W
(j)
k (t) from
the truncation of the adiabatic expansion at the desired adiabatic order.
2. Bogoliubov evolution equations (2.36):α˙
(j)
k (t)
β˙
(j)
k (t)
 = Λ(j)k (t)
 1 e2i
∫ tW (j)k
−e−2i
∫ tW (j)k −1

α
(j)
k (t)
β
(j)
k (t)
 (2.100)
where
Λ
(j)
k (t) =
1
2iW
(j)
k
ω2k − (W (j)k )2+
3
4
(
W˙
(j)
k
W
(j)
k
)2
− W¨
(j)
k
2W
(j)
k
 , (2.101)
and their decoupled form, expressed in terms of the amplitude function ξk(t):
α
(j)
k (t) =
ξk√
2W
(j)
k
[(
1
2ξ2k
+W
(j)
k
)
+ i
(
ξ˙k
ξk
+
W˙
(j)
k
W
(j)
k
)]
e
−i ∫ t( 1
2ξ2
k
−W (j)k
)
β
(j)
k (t) = −
ξk√
2W
(j)
k
[(
1
2ξ2k
−W (j)k
)
+ i
(
ξ˙k
ξk
+
W˙
(j)
k
W
(j)
k
)]
e
−i ∫ t( 1
2ξ2
k
+W
(j)
k
)
(2.102)
The evolution of the Bogoliubov coefficients in (2.100) are determined solely
by the adiabatic function W
(j)
k (t), truncated at the desired order, while
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its equivalent decoupled form (2.102) are additionally dependent on the
amplitude function ξk(t).
3. Riccati evolution equation (2.49):
R˙
(j)
k (t) = −Λ(j)k (t)
[
e−2i
∫ tW (j)k + 2R(j)k (t) + e2i ∫ tW (j)k
(
R
(j)
k (t)
)2]
(2.103)
where Λ
(j)
k (t) is defined as in (2.101), and:
R
(j)
k (t) = −e−2i
∫ tW (j)k

(
1
2ξ2k
−W (j)k
)
+ i
(
ξ˙k
ξk
+
W˙
(j)
k
2W
(j)
k
)
(
1
2ξ2k
+W
(j)
k
)
+ i
(
ξ˙k
ξk
+
W˙
(j)
k
2W
(j)
k
)
 (2.104)
The Reflection amplitude in (2.103) is completely determined by the spec-
ification of the adiabatic function W
(j)
k (t), truncated at order j, while its
solution (2.104) is expressed in terms of the amplitude function ξk(t) and
W
(j)
k (t).
4. Evolution equation (2.60), the adiabatic particle number in the Wigner for-
malism:
N˜ (j)k (t) =
V
4W
(j)
k
∫
dk0
2pi
[
1
4
∂2t +
W˙
(j)
k
2W
(j)
k
∂t +
(
W
(j)
k + k0
)2
+
(
W˙
(j)
k
2W
(j)
k
)2]
Wk(t, k0)
(2.105)
with W
(j)
k (t) truncated at the desired order and Wk(t, k0), equation (2.63)
or (2.64), determined by the exact solution to the oscillator equation (2.16).
5. and, lastly, the adiabatic evolving wave function (2.75), the approximation
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of the exact solution (2.68) to the time-dependent Schro¨dinger equation:
ζ(j)n (qk, t) =
1√
2nn!
(
W
(j)
k
pi
)1/4
e
−1
2
(
W
(j)
k +i
W˙
(j)
k
2W
(j)
k
)
q2k
Hn
(√
W
(j)
k qk
)
e−i(n+
1
2
)
∫ tW (j)k
(2.106)
where, again, the expression is completely characterized by the adiabatic
function W
(j)
k (t) truncated at the desired order.
These different, yet equivalent, approaches to the adiabatic particle number
have a clear dependence of the adiabatic function W
(j)
k (t), in which the order
of truncation of the adiabatic expansion critically influences the evolution of the
particle number but leaves the final particle number unaffected.
2.10 Universal Form to the Evolution of the Adiabatic Particle
Number
The adiabatic expansion is a divergent asymptotic expansion, and at higher orders
j the expressions for W
(j)
k (t) in terms of the original frequency ωk(t) rapidly in-
crease in complexity: see equations (2.94)-(2.96). In fact, terms in the expansion
grow approximately as 2j. This would discourage their study but Dingle found
a simple universal large-order behavior for the adiabatic expansion [63] that was
then capitalized by Berry to provide a universal form to the evolution of the
adiabatic particle number.
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Define the Singulant variable
Fk(t) = 2i
∫ t
tc
dt′ ωk(t′) (2.107)
where tc is a turning point, a solution of ωk(tc) = 0 that is closest to the real axis
and located in the upper half plane. Then if we characterize the higher-orders
of the adiabatic expansion through the terms generated in the phase-integral ap-
proach to WKB [96],
Wk(t) = ωk(t)
∞∑
j=0,2,4
ϕ
(j)
k (t) (2.108)
then there is a simple and universal large-order behavior in terms of the singulant:
ϕ
(j+1)
k ∼ −
j!
pi F j+1k
, j  1 (2.109)
In Figure 2.5 we plot a sequential order-by-order comparison of Dingle’s universal
form (2.109) against different truncations of the adiabatic expansion expressed
in the phase integral form (2.108) for the sQED Schwinger Effect, considering a
single-pulse electric field: E‖(t) = E0sech
2 [at] with E0 = 0.25, a = 0.1, k⊥ = 0,
k‖ = 0, with units in m = 1. From evaluating the singulant (2.107) with respect
to the dominant turning point pair, Dingle’s universal large-order behavior for the
expansion are plotted in red-dashed lines, and the adiabatic expansion truncated
at j-th order are plotted in solid-blue lines in each subplot. Note the vertical scale
changes across plotted orders. The figure demonstrates that Dingle’s universal
form accurately captures the large-order behavior of the expansion and becomes
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valid even for relatively low orders of the expansion. In addition, Dingle’s universal
expression works for effective frequencies dominated by a pair of turning points,
as realized in the single-pulse field configuration.
Berry used this large-order behavior to resum the adiabatic expansion, to
give a universal time-dependent form of the transition across a turning point
[64,65]. Each (complex) turning point can be identified with a particle creation
event (equivalently, in the scattering language, the “birth of a reflection” [64,65]).
Berry’s result can be stated as follows. For real ω2k(t), the turning points occur
in complex conjugate pairs. Consider the situation of a single dominant complex
conjugate pair of turning points, as sketched in Figure 2.6. Then Berry found that
when the adiabatic expansion is truncated at optimal order jopt, the Bogoliubov
coefficient βk(t) evolves across the associated Stokes line according to the universal
approximate expression
β
(jopt)
k (t) ≈
i
2
Erfc (−σk(t)) e−F
(0)
k , (2.110)
where Erfc is the error function [95], and the natural time evolution parameter
σk(t) is expressed in terms of the real and imaginary parts of the singulant func-
tion:
σk(t) ≡ ImFk(t)√
2 ReFk(t)
(2.111)
The amplitude e−F
(0)
k is determined by the singulant between the complex conju-
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Fig. 2.5: An order-by-order comparison of the truncation of the adiabatic ex-
pansion (solid-blue line) expressed in the phase integral form (2.108)
with Dingle’s universal large-order behavior of the expansion (2.109)
(red-dashed line) for adiabatic orders j = 1 to j = 8, considering sQED
Schwinger Effect in a single-pulse E-field. Dingle’s universal form accu-
rately captures the large-order behavior of the expansion and becomes
valid even at relatively low orders. See text for additional details.
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tc
t⇤c
Re(tc)
sc
Stokes line
Fig. 2.6: For a single complex conjugate pair of turning points, (tc, t
∗
c) joined by
a Stokes line [dashed blue line], we define sc as the time at which the
Stokes line crosses the real axis axis. Particle production associated
with this pair (tc, t
∗
c) corresponds to crossing the Stokes line at sc.
gate turning points:
F
(0)
k = i
∫ t∗c
tc
ωk(t) dt , (2.112)
where the integral is taken along the Stokes line joining the two turning points.
In fact, the integral can be taken along the straight line connecting tc and t
∗
c , and
with proper choices of branches the result is real and positive [64,65,96]. Thus,
the Bogoliubov coefficient makes a smooth jump of universal shape when crossing
a Stokes line, which suggests the interpretation of the “time of particle creation”
as the time sc at which the Stokes line connecting tc and t
∗
c crosses the real axis,
as sketched in Figure 2.6; this is the time at which σk(t) vanishes.
Recalling (2.35), we immediately deduce that in the context of particle pro-
duction, the time evolution of the adiabatic particle number N˜k(t) is given by the
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universal approximate expression
N˜ (jopt)k (t) ≈
1
4
∣∣∣Erfc (−σk(t)) e−F (0)k ∣∣∣2 (2.113)
Furthermore, in the vicinity of the real crossing point sc of the Stokes line,
Fk(t) ≈ Fk(sc) + 2i ωk(sc)(t− sc) (2.114)
which leads to the simplified approximation:
σk(t) ≈ 2ωk(sc) (t− sc)√
2Fk(sc)
(2.115)
Finally, the order j at which the adiabatic approximation should be opti-
mally truncated depends on the parameters associated with the turning points,
and can be estimated in terms of F
(0)
k defined in (2.112): the optimal order jopt
is the integer closest to
jopt ≈ Int
[
1
2
(∣∣∣F (0)k ∣∣∣− 1)] (2.116)
In practice it is often a good approximation to estimate this optimal order by
computing the absolute value of the singulant (2.107), evaluated at the real part
of tc.
The universality of these remarkable results makes the notion of an optimally
truncated adiabatic particle number a useful and well-defined concept. As a result
of this universality, it is not necessary to make an explicit large-order truncation
of the adiabatic expansion, which grows in complexity for higher orders, and
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moreover would be truncated at different orders for different parameters. The
results of Dingle and Berry imply that this is not needed: the universal form of
the time-dependence in (2.113) applies in general with optimal truncation of the
expansion.
2.11 Illustrations of the Optimal Adiabatic Particle Number for
various External Electric Fields
We illustrate Berry’s result for Schwinger particle production for various time-
dependent electric fields in the context of the Stokes interpretation of particle
production. The results are illustrated for simple fields involving a single pair
of dominant complex-conjugate turning points, and later multi-pulse configura-
tions involving multiple dominant turning point pairs, which give rise to distinct
interference effects.
2.11.1 Illustrations of Simple External Electric Fields
We first consider simple electric field configurations that have just a single pair
of dominant complex-conjugate turning points: the constant electric field and an
example of a single-pulse electric field.
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Constant Electric Field
We first consider the simplest case, that of a constant electric field: E‖(t) = E0.
There is one pair of complex-conjugate turning points located at
tc =
i (m2 + k2⊥)− k‖
E0
(2.117)
and its complex conjugate. A thorough discussion is provided, for example, in
[13,14]. In Figure 2.8 we plot the time evolution of the adiabatic particle number
N˜ (j)k (t) for the first six orders of the adiabatic expansion, where the subscript j
denotes the order of truncation. The numerical results, from integrating (2.100)
with the basis (2.98) are plotted in solid-blue lines, and Berry’s universal form
(2.113) is plotted as a red-dashed curve in each plot. The final asymptotic value
of the particle number, at future infinity, is the same for all orders of truncation
j. Note the vertical scales changes across plotted orders. At zeroth order of
the adiabatic expansion we see at intermediate times large oscillations in the
particle number, roughly 30 times the scale of the final value. The magnitude
of the oscillations decreases as we approach the optimal order, jopt = 3, and
then they rapidly grow again if we continue beyond the optimal order. Recall
that such behavior is characteristic of asymptotic expansions, where the order of
truncation depends crucially on the size of the expansion parameter, and going
beyond this optimal order typically yields increasingly worse results. For the
physical parameters used in Figure 2.7, we have F
(0)
k = 2pi ≈ 6.283, consistent
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with the estimate (2.116) for the optimal truncation order, and exp(−2F (0)k ) ≈
3.49×10−6, consistent with the universal formula (2.113) for final particle number
at future infinity. Evaluating (2.112), the value of the final particle number for
the constant electric field is
N˜k(+∞) = e−2F
(0)
k = Exp
[
− pi
E0
(
m2 + k2‖ + k
2
⊥
)]
, (2.118)
independent of the adiabatic basis.
Single-pulse Electric Field
A slightly more physical example is that of a single-pulse electric field,
E‖(t) = E0 sech
2(at) , (2.119)
for which we use the time-dependent vector potential:
A‖(t) = −E
a
tanh(at) (2.120)
A field configuration that initially begins turned off, becomes active, and then
turns off once again, in contrast to the constant electric field example. This field
configuration yields an infinite tower of pairs of complex-conjugate turning points
is enumerated by the set:
tc =

1
a
artanh
[ a
E
(
iM − k‖
)]
+
ipi
a
l
1
a
artanh
[ a
E
(−iM − k‖)]+ ipi
a
(l + 1)
(2.121)
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Fig. 2.7: N˜ (j)k (t), here, obtained by numerically evaluating (2.100), for the first
6 orders of the adiabatic expansion, for Schwinger particle production
in a constant E-field with E = 0.25, k⊥ = 0, k‖ = 0, in units with
m = 1. N˜ (j)k is plotted with solid-blue lines, and Berry’s universal form
(2.113) is plotted with red-dashed lines. The final value of the particle
number is the same for all orders of truncation, but the oscillations in
the particle number at intermediate times differ significantly. Note the
smoothest evolution occurs at the optimal order, here, jopt = 3.
for l = 0, 1, 2, . . . , with M2 ≡ m2 + k2⊥. However, operating in the semiclassical
regime, where E  m2 and a  m, the effect is dominated by the pair closest
to the real axis [67,68]. This manifests in behavior quite similar to that of the
constant electric field configuration. The results are shown in Figure 2.8, and we
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observe the close similarity to the constant E-field results in Figure 2.7. Again
there are large oscillations at intermediate times for low orders of the adiabatic
expansion. These subside as the optimal order (jopt = 3) is reached, and then
grow again as one goes to higher orders in the adiabatic expansion. The red-
dashed curves show Berry’s universal error-function form (2.113), with excellent
agreement with the optimal order of truncation. For the physical parameters used
in Figure 2.8, we have F
(0)
k ≈ 6.050, consistent with the estimate (2.116) for the
optimal truncation order, and exp(−2F (0)k ) ≈ 5.558 × 10−6, consistent with the
universal formula (2.113) for the particle number at future infinity.
In Figure 2.9 we illustrate the universal nature of the optimally truncated
form (2.113), by comparing the optimally truncated order, for different field and
momentum parameters, for Schwinger pair production in a single-pulse electric
field. Recall that the parameters found in the effective frequency ωk(t) (2.17)
affects which order corresponds to the the optimal order of truncation. In order
to show all plots on the same scale, we have normalized the adiabatic particle
number by its final value Nk ≡ N˜k(t = +∞). In each plot the order j denotes the
optimal order of truncation associated with the pulse and momenta parameters
selected and is indicated by the subscript (j) in N˜ (j)k (t). The red-dashed curves
show the universal error function form in (2.113) with the local action (2.111),
while the green-dot-dashed curves show the universal form with the approximate
expression (2.115) for the local action σk(t). For the parameter values used in
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Fig. 2.8: N˜ (j)k (t), here, obtained by numerically evaluating (2.100), for the first 6
orders of the adiabatic expansion, for Schwinger particle production in
a single-pulse E-field (2.119) with E0 = 0.25, a = 0.1, k⊥ = 0, k‖ = 0,
with units inm = 1. N˜ (j)k and Berry’s universal form (2.113) are plotted
in the same style as for Figure 2.7. Again, the final value of the particle
number is the same for all orders of truncation, but the oscillations in
the particle number at intermediate times differ significantly. Here,
jopt = 3.
these plots, F
(0)
k takes values 7.416, 2.967, 6.050, and 6.956, respectively, consistent
with the estimate (2.116) for the optimal truncation order. These results illustrate
that across a wide range of different field parameters, the universal form of the
adiabatic particle number (2.113) agrees well with the particle number at the
55
optimal truncation of the adiabatic expansion. Furthermore, the approximation
(2.115), valid in the vicinity of a simple dominant turning point pair, works very
well. Finally, the optimal order gives a clear physical picture of the particle
creation event as a single smoothed jump across the Stokes line, in contrast to the
leading order of the adiabatic expansion which has large unphysical oscillations
in this time region. This feature is even more pronounced for the fields studied in
the subsequent sections, as particle production in these fields involves quantum
interference between different creation events.
2.11.2 Illustrations of Multi-pulse External Electric Fields
In this Section we show how the adiabatic particle number with respect to the
optimal adiabatic basis evolves in time for various classes of time-dependent elec-
tric fields having nontrivial temporal structure, to illustrate the time-dependence
of the associated quantum interference effects. We concentrate on sequences of
alternating-sign pulses, as these have been shown to permit maximal constructive
interference, via an analogy with the Ramsey effect of atomic physics, leading to
a coherent enhancement of the Schwinger effect [43]. For certain longitudinal mo-
menta of the produced particles, the final particle number is enhanced, while for
others it is reduced by destructive interference, producing a momentum spectrum
that is a precise time-domain analogue of the interference pattern of the multiple
slit interferometer [43]. We note that such interferometric effects have been ex-
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FIG. 6: Illustration of the universal error-function form (32) of the time evolution of the adiabatic particle number in the
super-adiabatic basis. These plots show the time evolution of the optimally truncated adiabatic particle number (solid blue
curves) for the Schwinger effect, with the single-pulse time-dependent electric field with vector potential A￿ = −Ea tanh(at).
The four plots correspond to different choices of field parameters E and a, and also different longitudinal momenta k￿ of the
produced particles, in units with m = 1. In order to show all plots on the same scale, we have normalized the adiabatic particle
number by its final value Nk ≡ N˜k(t = +∞). In each plot the order j of the optimal truncation is indicated by the superscript
(j) on N˜ (j)k (t). The red-dashed curves show the universal error function form in (32), while the green-dot-dashed curves show
the universal form with the approximate expression (34) for the function σk(t). For the parameter values used in these plots,
F
(0)
k takes values 7.416, 2.967, 6.050, and 6.956, respectively, consistent with the estimate (35) for the optimal truncation order.
is a precise time-domain analogue of the interference pattern of the multiple slit interferometer [69]. We note that
such interferometric effects have been experimentally observed in analogue atomic ionization systems [82–85], and
more recently in a polariton system with two-color fields [86].
A. Two Alternating-sign Electric Field Pulses
We consider an electric field consisting of the two successive pulses, of alternating sign:
E(t) = −E sech2 [a(t+ b)] + E sech2 [a(t− b)] (37)
for which we can choose a time-dependent vector potential:
A￿(t) = −E
a
￿
− tanh ￿a(t+ b)￿+ tanh ￿a(t− b)￿￿ (38)
In addition to choosing the field parameters, we can choose to probe the momentum of the produced particles.
Following [68, 69], we consider the cases of maximal constructive interference and maximal destructive interference by
Fig. 2.9: A surv y of illustrations that com ares N˜ (jopt)k (solid-blue li e), evalu-
ated using (2.100) at the optimal order jopt, agai st its appr xim ti n
by the universal form (2.113) (red-dashed line), for Schwinger particle
p oduction in a single-pulse E-field (2.119), across different field pa-
rameters E0 and a, and different momenta k‖ and k⊥, in units with
m = 1. In each example, N˜ (jopt)k (solid-blue line) is normalized by its
final particle number to present each subplot on the same scale. The
approximate u iversal form with (2.115) is plotted as a green-dashed
curve.
perimentally observed in analogue atomic ionization systems [97–101], and more
recently in a polariton system with two-color fields [102].
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Fig. 2.10: N˜ (j)k (t)(t) for the first 6 orders of the adiabatic expansion, for
Schwinger particle production in alternating-sign double-pulse E-field
(2.122), with E0 = 0.25, a = 0.1, b = 50, k⊥ = 0, and k‖ = 2.51555,
in units with m = 1. k‖ is selected to show maximum constructive
interference. The final particle number at future infinity is the same
for all j, and is 4 times that of the intermediate plateau, consistent
with coherent n2-enhancement for constructive interference. Note the
smoothening at the optimal order (jopt = 3) and the large oscillations
that appear before and after.
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Fig. 2.11: As in Figure 2.10, but with E0 = 0.25, a = 0.1, b = 50, k⊥ = 0,
and k‖ = 2.49887, in units with m = 1. k‖ is selected to show maxi-
mum destructive interference. The final asymptotic value of the par-
ticle number, at future infinity, vanishes for each order of truncation,
consistent with coherent destructive quantum interference. Note the
smoothening at the optimal order (jopt = 3) and the large oscillations
that appear before and after.
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Two Alternating-sign Electric Field Pulses
We now consider an electric field consisting of the two successive pulses, of alter-
nating sign:
E(t) = −E0 sech2 [a(t+ b)] + E0 sech2 [a(t− b)] (2.122)
for which we can choose a time-dependent vector potential:
A‖(t) = −E
a
(
− tanh [a(t+ b)]+ tanh [a(t− b)]) (2.123)
In addition to choosing the field parameters, we can choose to probe the mo-
mentum of the produced particles. Following [43,67,68], we consider the cases of
maximal constructive interference and maximal destructive interference by choos-
ing two different values of the particle momenta, associated with the central max-
imum and the first minimum of the momentum spectrum. The results are shown
in Figures 2.10 and 2.11, respectively. In these plots the pulses occur at t = ∓50.
These plots show that in low orders of the adiabatic expansion there are large os-
cillations at non-asymptotic times in the vicinity of the pulses, but at the optimal
order of truncation (here j = 3) the time evolution becomes smooth. Further-
more, we clearly see the coherent constructive interference in Figure 2.10, as the
final plateau is four times the value of the plateau between the two pulses. On the
other hand, Figure 2.11 shows destructive interference, as the optimal adiabatic
particle number rises to a value corresponding to a single pulse, and then falls back
to zero after the second pulse. In both Figure 2.10 and Figure 2.11, the physical
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parameters are such that F
(0)
k ≈ 6.050, consistent with the estimate (2.116) for
the optimal truncation order, and exp(−2F (0)k ) ≈ 5.56× 10−6, consistent with the
intermediate plateau value of the particle number in both cases.
Examples with pulses closer together in time, are shown in Figures 2.12
and 2.13. Note that while in Figures 2.10 and 2.11 it is easy to resolve the
adiabatic particle number into two separate events, even at the lowest order of
the adiabatic expansion, it is more difficult to make such a distinction for the
parameters of Figures 2.12 and 2.13. But at the optimal order (here j ≈ 1−2) one
can clearly resolve the situation of two separate creation events, with characteristic
plateaux amplitudes in the ratio 1 : 4 in the case of constructive interference
(Figure 2.12), and destructive interference (Figure 2.13). In Figure 2.12 and Figure
2.13, the physical parameters are such that F
(0)
k ≈ 4.303 and 4.405, respectively,
and exp(−2F (0)k ) ≈ 1.83× 10−4 and 1.49× 10−4, respectively, consistent with the
estimates in (2.113) and (2.116).
Three Alternating-sign Electric Field Pulses
We now consider an electric field consisting of the three successive pulses, of
alternating sign:
E(t) = E sech2 [a(t+ 2b)]− E sech2 [at] + E sech2 [a(t− 2b)] (2.124)
for which we can choose a time-dependent vector potential:
A‖(t) = −E
a
(
tanh[a(t+ 2b)]− tanh(at) + tanh[a(t− 2b)]
)
(2.125)
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Fig. 2.12: N˜ (j)k (t) for an alternating-sign double pulse E-field (2.122) with E0 =
0.5, a = 0.2, b = 2.5, k⊥ = 0, and k‖ = 1.85, in units with m =
1. Here, the pulses are closer together than in Figure 2.10 where
the optimal order (jopt = 2) provides a clear resolution of coherent
destructive interference.
The results are shown in Figures 2.14 and 2.15, with longitudinal momentum k‖
associated with coherent constructive interference. Notice the large oscillations
that shrink and smooth out as the optimal order of truncation (j = 3) is ap-
proached, and return after this order is passed. Also notice the coherence effect
that the three plateaux are in the ratio 1 : 4 : 9.
Figure 2.16 emphasizes this coherence effect, as the successive plateaux occur
in the ratio 1 : 4 for two pulses, and in the ratio 1 : 4 : 9 for three pulses, when the
momentum of the produced particles corresponds to a maximum in the momentum
spectrum [43,67,68].
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Fig. 2.13: As in Figure 2.12, but with k‖ = 1.22175. Again, the pulses are
closer together than in Figure 2.11 where the optimal order (jopt = 2)
provides a clear resolution of coherent destructive interference.
2.12 Approximate Universal Evolution for Multi-pulse External
Fields
These interference effects arise due to phase differences between different sets of
complex-conjugate turning points, and have a significant effect on the final total
particle number [43,67,68], providing a simple semiclassical interpretation of the
numerical results in [103] which showed an intricate dependence of the momentum
spectrum of the produced particles on the carrier phase of the sub-cycle structure
of a time-dependent laser pulse. The results of [43,67,68] are that the final particle
number can be expressed as a sum over contributions from each set of turning
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Fig. 2.14: N˜ (j)k (t), for the first 3 orders of the adiabatic expansion, considering an
alternating-sign triple-pulse E-field (2.124) with E0 = 0.25, a = 0.1,
b = 50, p⊥ = 0, and k‖ = 0.08336, in units with m = 1. k‖ is selected
for maximum constructive interference. See Figure 2.15 for the next
three orders.
points. For scalar QED we have
Nk ≡ N˜k(t = +∞) ≈
∣∣∣∣∣∣
∑
tp
exp
(
2iθ
(p)
k
)
exp
(
−F (0)k,tp
)∣∣∣∣∣∣
2
(2.126)
where the exponent of the magnitude of the contribution of the turning point tp
is
F
(0)
k,tp
≡ i
∫ t∗p
tp
ωk(t) dt (2.127)
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Fig. 2.15: As in Figure 2.14, but for the first 3 orders of the adiabatic expansion,
j = 3, 4, 5. Here, jopt = 3 and the ratios of the plateaux are 1 : 3.99 :
8.9, very close to the expected 1 : 4 : 9 for coherent constructive
interference of three pulses.
while the accumulated phase (measured relative to the first real Stokes point s1,
the point where the Stokes line connecting t1 and t
∗
1 crosses the real axis) for
turning point tp is
θ
(p)
k ≡
∫ sp
s1
ωk(t) dt ≈
∫ Re[tp]
Re[t1]
ωk(t) dt (2.128)
If the pulse-sequence consists of alternating sign pulses of the same shape,
then all the
∣∣∣e−F (0)k,tp ∣∣∣2 factors are approximately equal, and we can have construc-
tive or destructive interference depending on the relative phases. These phases
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Fig. 2.16: Time evolution of N˜ (jopt)k (t), normalized by its final particle number at
future infinity, for two examples of coherent constructive interference:
a double-pulse E-field (2.122) (left) as in Figure 2.10, and a triple-
pulse E-field (2.124) (right) as in Figure 2.11. Here, jopt = 3 for both,
and the ratio of their plateaux follow 1 : 4 and 1 : 4 : 9, respectively.
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Fig. 2.17: The longitudinal momentum spectrum Nk as a function of the pro-
duced particle’s longitudinal momentum for the single-, double-, and
triple-pulse E-fields, (2.119), (2.122), and (2.124), respectively. The
distribution, with constructive and destructive enhancement for cer-
tain modes, is of the n-slit interference form with the envelop being
n2 times the envelope for the single-pulse.
depend both on the pulse parameters and on the produced particle’s longitudi-
nal momentum k‖. In particular, for equally-spaced alternating-sign pulses, we
have approximately equal phase differences between successive turning point pairs,
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leading to coherent interference:
Nn-pulsek ≈

N1-pulsek sin
2 [n θk] / cos
2 [θk] , n even
N1-pulsek cos
2 [n θk] / cos
2 [θk] , n odd
(2.129)
Note that as a function of the longitudinal momentum k, these particle spectra
represent the n-slit interference pattern, here probed in the time-domain from the
quantum vacuum [43]. In Figure 2.17 we show these momentum spectra (for the
final asymptotic particle number Nk = N˜k(t = +∞)), for the cases of one, two
and three pulses, of the forms (2.119), (2.122), and (2.124), respectively. There,
we clearly see a distribution of the n-slit interference form with the envelope being
n2 times the envelope for one pulse. When integrated over k, the total particle
number is just n times that for a single pulse, but the modes are redistributed into
the n-slit form, with constructive enhancement in some modes, and destructive
interference in other modes.
In this dissertation we consider not just these final values for the asymptotic
particle number, but also the time evolution of the adiabatic particle number.
Since Berry’s universal time-evolution corresponds to the behavior in the vicinity
of a single turning point pair, we need to generalize the result (2.113) to the case
with several (complex conjugate pairs of) turning points, as occurs for electric
fields with nontrivial temporal substructure [67,68]. Some steps in this direction
were taken for non-relativistic two-level systems [104,105].
67
18
Note that as a function of the longitudinal momentum k, these particle spectra represent the n-slit interference
pattern, here probed in the time-domain from the quantum vacuum [69]. In Figure 13 we show these momentum
spectra (for the final asymptotic particle number Nk = N˜k(t = +∞)), for the cases of one, two and three pulses, of
the forms (36), (37), and (39), respectively.
t = −7.5 t = +7.5
t = +30
FIG. 15: As in (14), but plotted over specific time ranges, ending with cross-sections at t = −7.5, t = +7.5, and t = +30,
respectively, to illustrate the time evolution of the longitudinal momentum spectrum (red-filled) of the produced particles
during the time periods between the particle creation events due to the pulses at t = 0,±15. The highlighted longitudinal
momentum spectrum of each subplot follows the n-slit interference pattern (44), which can be compared to the asymptotic
momentum spectra shown in Figure 13, for one, two and three pulses, respectively.
In this paper we consider not just these final values for the asymptotic particle number, but also the time evolution
of the adiabatic particle number. Since Berry’s universal time-evolution corresponds to the behavior in the vicinity
of a single turning point pair, we need to generalize the result (32) to the case with several (complex conjugate pairs
of) turning points, as occurs for electric fields with nontrivial temporal substructure [68]. Some steps in this direction
were taken for non-relativistic two-level systems [80].
The natural generalization of (32) is the following:
N˜k(t) ≈ 1
4
￿￿￿￿￿￿ tp exp
￿
2iθ
(p)
k
￿
exp
￿
−F (0)k,tp
￿
Erfc
￿
−σ(p)k (t)
￿￿￿￿￿￿￿
2
(45)
We have verified numerically that this form fits well with the time evolution of the super-adiabatic particle number
for sequences of time-dependent pulses for different field parameters and different momenta. In Figures 14 and 15 we
show plots of the super-adiabatic particle number (45) as a function of both time and the longitudinal momentum
Fig. 2.18: As in Figure 2.19, but plotted over specific time ranges, en ing with
cross sections at t = ∓7.5,+30, to illustrate the time evolution of
k‖-momentum spectrum (red-filled) for different periods of particle
creation due to pulse events at t = 0,±15. The highlighted longitudi-
nal mo entum spectrum of each subplot follows the n-slit interference
pattern (2.129), which ca be co ared to the asymptotic momentum
spectra shown in Figure 2.17. Additional details found in text.
The natural generalization of (2.113) is the following:
N˜k(t) ≈ 1
4
∣∣∣∣∣∣
∑
tp
exp
(
2iθ
(p)
k
)
exp
(
−F (0)k,tp
)
Erfc
(
−σ(p)k (t)
)∣∣∣∣∣∣
2
(2.130)
We have verified numerically that this form fits well with the time evolution of
the optimal adiabatic particle number for sequences of time-dependent pulses for
different field parameters and different momenta. In Figures 2.19 and 2.18 we
show plots of the approximation of the optimal adiabatic particle number (2.113)
68
Fig. 2.19: The approximate optimal adiabatic particle number (2.130) as a func-
tion of t and k‖, for Schwinger pair production for alternating-sign
triple-pulse (2.124) with E0 = 0.5, a = 0.25, b = 7.5, and k⊥ = 0, in
units with m = 1. A full time range realization of the cross-sections
calculated in Figure (2.17) with particle creation events located at
t = 0,±15. Notice that N˜ (j)k is critically dependent on the longi-
tudinal momentum, indicating whether enhancement or cancellation
occurs for produced particles with momentum k‖.
as a function of both time and the longitudinal momentum of the produced par-
ticles. These plots show the smooth evolution of the quantum interference effects
due to three separate particle creation events and how they critically dependent
on the value of the longitudinal momentum . After the first pulse, and before
the second pulse, the momentum distribution has the form that would be ob-
tained asymptotically at future infinity from just a single pulse. But after the
second pulse, and before the third pulse, the momentum distribution has the
form that would be obtained asymptotically at future infinity from a sequence
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of two alternating-sign pulses. Finally, after the third pulse, we observe a mo-
mentum distribution of the form that would be obtained asymptotically at future
infinity from the full sequence of three alternating-sign pulses. In Figure 2.18 we
emphasize the interference effects of the time dependent optimal adiabatic particle
number with cross-sections of the momentum distributions at times in-between
the pulses. These time-slices coincide with the final future infinity particle num-
ber momentum distributions shown in Figure 2.17 for one, two and three pulses,
respectively.
2.13 Particle Production as the Measure of Small Deviations
We now study the fine details of the time dependence of the adiabatic particle
number using the definition of the adiabatic particle number (2.45) first presented
in Section 2.3 with the Bogoliubov formalism and equivalently shown through the
Riccati (Section 2.4), Spectral Function (Section 2.5), and Schro¨dinger Picture
(Section 2.6): a time-dependent adiabatic particle number determined by the
minute differences between the adiabatic basis (Wk, Vk) and the exact solution to
the Ermakov equation (2.19). Recall that truncating the adiabatic expansion at
different orders typically has only a small effect on Wk(t), compared to the leading
order of the expansion Wk = ωk(t), but nonetheless have a large and non-trivial
effect on the time evolution of the adiabatic particle number. In this section we
explore how these small deviations of the adiabatic approximation influence the
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evolution of the adiabatic particle number, and show how this manifests in the
physical phenomenon of quantum interference.
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Fig. 2.20: The adiabatic approximation (2.131) of 1/(2ξ2k) (blue-solid line) com-
pared to the adiabatic function W
(j)
k (red-dashed line), for the first 3
orders of the adiabatic expansion, considering the single-pulse E-field
(2.119) with E0 = 0.25, a = 0.1, k‖ = 0, and k⊥ = 0, in units with
m = 1. The central panels zoom in on time-scales near the pulse,
while the right-hand panels zoom in on the late-time behavior. The
deviations of the approximation from the exact form are typically
very small, capturing well the averaged time dependence except near
the the peak of the pulse, and except for tiny oscillations about the
average value at late times.
71
-30 -20 -10 0 10 20 301.0
1.5
2.0
2.5
t
-4 -2 0 2 4
1.0
1.1
1.2
1.3
1.4
t
15 20 25 30
2.3
2.4
2.5
2.6
2.7
t
-30 -20 -10 0 10 20 301.0
1.5
2.0
2.5
t
-4 -2 0 2 4
1.0
1.1
1.2
1.3
1.4
t
15 20 25 30
2.3
2.4
2.5
2.6
2.7
t
-30 -20 -10 0 10 20 301.0
1.5
2.0
2.5
t
-4 -2 0 2 4
1.0
1.1
1.2
1.3
1.4
t
15 20 25 30
2.3
2.4
2.5
2.6
2.7
t
Fig. 2.21: As in Figure 2.20 but with plots of the next three adiabatic orders,
j = 3, 4, 5 for the adiabatic approximation (2.131) of 1/(2ξ2k) (blue-
solid line) compared to the adiabatic function W
(j)
k (red-dashed line),
considering the single-pulse E-field (2.119) with E0 = 0.25, a = 0.1,
k‖ = k⊥ = 0, in units with m = 1. The central panels zoom in on
time-scales near the pulse, while the right-hand panels zoom in on
the late-time behavior. The deviations of the approximation from the
exact form are typically very small, capturing well the averaged time
dependence except near the the peak of the pulse, and except for tiny
oscillations about the average value at late times. The optimal order
is reached at j = 3, after which the deviations begin to grow again.
2.13.1 Optimal Adiabatic Approximation of the Ermakov-Milne
Equation
In Section 2.3, the adiabatic particle number was found to be determined by the
projection of the solution fk(t) of the Klein-Gordon equation (2.16) against a
basis set of approximate adiabatic states f˜k(t) defined in (2.27). The reference
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states f˜k(t) are chosen to be as good as possible approximations to the exact
solution fk(t), with the appropriate particle production boundary conditions in
(2.24). Therefore, the approximation is effectively characterized at j-th order of
the adiabatic expansion by
ξk ∼
(
2W
(j)
k
)− 1
2
(2.131)
and
ξ˙k
ξk
∼ V (j)k ≡ −
W˙
(j)
k
2W
(j)
k
(2.132)
This last approximation can be equivalently seen as neglecting the exponentially
small r∗k in (2.73). Notice that the approximation (2.132) is the ratio form of the
first derivative of approximation (2.131), and thus is consistent with the ‘natural’
basis choice (2.98).
The structure of the adiabatic particle number in (2.99) is explicitly com-
posed of the differences of the adiabatic approximations (2.131, 2.132). We now
examine how these approximations work in practice with the adiabatic expansion
truncated at various adiabatic orders.
Single-pulse Electric Field
Figures 2.20 and 2.21 examine the adiabatic approximation (2.131) by directly
comparing 1/(2ξ2k) with the adiabatic functions W
(j)
k for various adiabatic orders,
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Fig. 2.22: Plots of approximation (2.132), the time derivative form of (2.131) as a
ratio, by comparing ξ˙k/ξk (blue-solid line) with the adiabatic function
V
(j)
k = −W˙ (j)k /(2W (j)k ) (red-dashed line), for the first three orders of
the adiabatic expansion, considering the single-pulse E-field (2.119)
with the same parameters as for Figure 2.20. The left-hand panels
show the time-evolution over a wide time range, and the right-hand
panels zoom in on the vicinity of the pulse. The approximate (red-
dashed) curves accurately describe the averaged time evolution, but
miss the late-time oscillations, which are more pronounced than those
in Figures 2.20 and 2.21 because they are effectively the derivatives of
those small oscillations.
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Fig. 2.23: As in Figure 2.22, but with plots of the next three adiabatic orders,
j = 3, 4, 5, showing the approximation (2.132), the time derivative
form of (2.131) as a ratio, by comparing ξ˙k/ξk (blue-solid line) with
the adiabatic function V
(j)
k = −W˙ (j)k /(2W (j)k ) (red-dashed line), con-
sidering the single-pulse E-field (2.119) with the same parameters as
for Figure 2.20. The left-hand panels show the time-evolution over a
wide time range, and the right-hand panels zoom in on the vicinity of
the pulse. The approximate (red-dashed) curves accurately describe
the averaged time evolution, but miss the late-time oscillations, which
are more pronounced than those in Figures 2.20 and 2.21 because they
are effectively the derivatives of those small oscillations.
75
considering a single-pulse time-dependent electric field of the form (2.119) given
by the vector potential (2.120).
Figure 2.20 considers the first three adiabatic orders, while Figure 2.21 con-
siders the next three orders. The left-hand figures show the time-evolution over a
wide range of t; the central panels zoom in on the vicinity of the pulse, and the
right-hand panels zoom in on the late time behavior. Notice that the approxima-
tion (2.131) is extremely good, with only very small deviations between W
(j)
k (t)
and 1/(2ξ2k(t)), which moreover do not change in any particularly dramatic fashion
as the truncation order changes. Notice the tiny oscillations about an accurate
time-averaged approximation at late times. There are small deviations near the
time location of the pulse, which shrink until the optimal order and then begin
to grow again. Again, this is typical of adiabatic expansions where the optimal
order of truncation corresponds to a minimum error approximation, and results
in W
(j)
k corresponding to the optimal adiabatic approximation of 1/(2ξ
2
k). This
optimal approximation represents a simple ‘best possible’ approximation.
Figures 2.22 and 2.23 examine the adiabatic approximation (2.132), the first
derivative ratio form of approximation (2.131), by directly comparing ξ˙k/ξk with
the basis function V
(j)
k = −W˙ (j)k /(2W (j)k ), evaluated at various orders j of the
adiabatic expansion, using the same electric field configuration and parameters
as used for Figures 2.20 and 2.21. Figure 2.22 considers the first three adiabatic
orders, while Figure 2.23 considers the next three orders. In both Figures 2.22
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Fig. 2.24: Plots of the approximation (2.132) at the optimal truncation order
(j = 3), for the time derivative form of (2.131) as a ratio, by compar-
ing ξ˙k/ξk (blue-solid line) and V
(j)
k = −W˙ (j)k /2W (j)k (red-dashed line),
for the double-pulse E-field (2.122) with E0 = 0.25, a = 0.1, b = 50,
and k⊥ = 0, in units with m = 1. k‖ was selected to correspond to
maximum constructive (k‖ = 2.51555, left subplot), and maximum
destructive interference (k‖ = 2.49887, right subplot) in the particle
number at future infinity. In the maximum constructive case, the os-
cillations introduced after each pulse interfere to double in magnitude.
In the maximum destructive case, the oscillations introduced by the
first and second pulse interfere to completely cancel.
and 2.23, ξ˙k/ξk is plotted as a solid-blue curve, and V
(j)
k = −W˙ (j)k /(2W (j)k ) is
plotted as a dashed-red curve. The left-hand panels show the time-evolution over
a wide range of t, and the right-hand panels zoom in on the vicinity of the pulse.
Notice that there are once again oscillations about an accurate time-averaged
approximation at late times, but that these oscillations are now larger than those
seen at late times in Figures 2.20 and 2.21. This is because this is effectively
measuring the derivatives of the tiny late-time oscillations in Figures 2.20 and
2.21. We also see that the changes from one order of truncation to the next are
not particularly pronounced.
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Alternating-sign Double-pulse Electric Field
We now examine the approximations by considering a time-dependent electric field
with non-trivial temporal structure, to illustrate the phenomenon of quantum
interference. Figures 2.24, 2.25 and 2.26 examine the adiabatic approximation
(2.132) by considering the alternating sign double-pulse electric field of the form
(2.122), given by the time-dependent vector potential (2.123).
Figure 2.24 compares the adiabatic approximation (2.132) at the optimal
order of truncation, j = 3, for two different cases of constructive (left panel), and
destructive (right panel) interference. At this optimal order, V
(3)
k corresponds to
the optimal adiabatic approximation of ξ˙k/ξk, accurately capturing the average
of its amplitude at all times, but missing the oscillatory behavior, which encodes
critical information regarding particle production. Figures 2.25 and 2.26 show
zoomed-in views, near each of the pulses, for the left and right panels of Figure
2.24, respectively. Figures 2.25 and 2.26 are plotted with the same pulse param-
eters but with different longitudinal momentum to highlight the manifestation
of quantum interference that are associated with electric fields having non-trivial
temporal structure [43,67,68]. Specifically, the longitudinal momentum in Fig-
ure 2.25 corresponds to maximum constructive interference in the adiabatic parti-
cle number at asymptotic times, while the longitudinal momentum in Figure 2.26
corresponds to maximum destructive interference. A similar adiabatic order-by-
order comparison of the adiabatic approximation shows the same trend observed
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Fig. 2.25: Zoomed-in view of the left subplot of Figure 2.24, plotted for a closer
examination of the approximation (2.132) in the vicinity of the pulse
centers (t = ±50), for the case of maximum constructive interference.
in Figures 2.20, 2.21, 2.22, and 2.23: the matching of both sides of approxima-
tion (2.132) improve until the optimal order is achieved, and then grows more
and more mismatched after this optimal order of truncation. The oscillations in
ξ˙k/ξk directly correspond to quantum interference: in Figure 2.25, we observe os-
cillations that increase in magnitude as a result of each pulse and constructively
interfere with one another to double in magnitude; while in Figure 2.26 we ob-
serve oscillations that increase in magnitude as a result of the first pulse but then
cancel completely as the oscillations introduced by the second pulse destructively
interfere with the first. Note that the magnitude of the oscillations in between the
two pulses in Figures 2.25 and 2.26, which are widely temporally separated, are
equal to the magnitude of the oscillations at asymptotic times in the single-pulse
case in Figures 2.22 and 2.23.
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Fig. 2.26: Zoomed-in view of the right subplot of Figure 2.24, plotted for a closer
examination of the approximation (2.132) in the vicinity of the pulse
centers (t = ±50), for the case of maximum destructive interference.
2.13.2 Adiabatic Particle Number as a Measure of Small Deviations
In this subsection we examine how the small deviations from the adiabatic ap-
proximations (2.131, 2.132) determine the adiabatic particle number. We re-write
the expression (2.99) as the sum of two terms, the first of which measures the de-
viations of the adiabatic approximation (2.131), and the second of which measures
the deviations of the adiabatic approximation (2.132):
N˜ (j)k (t) =
1
4
√2W (j)k ξ2k − 1√
2W
(j)
k ξ
2
k
2 + 1
4

d
dt
(√
2W
(j)
k ξ
2
k
)
W
(j)
k

2
(2.133)
As shown in the previous subsection, the relationship between the exact
solution ξk(t) to the Ermakov-Milne equation and the adiabatic expansion func-
tions W
(j)
k (t) are given by the approximations (2.131, 2.132). The structure of
the adiabatic particle number (2.99) specifically extracts the very small changes
introduced by truncating the adiabatic expansion at different orders and the small
oscillations from the exact solution to the Ermakov-Milne equation that directly
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encode the particle production phenomenon. This yields a new perspective: parti-
cle production is characterized by the measure of these small deviations. The first
-4 -2 0 2 4 6 8 100.0000
0.00002
0.00004
0.00006
0.00008
0.0001
t
-4 -2 0 2 4 6 8 100
2.×10-6
4.×10-6
6.×10-6
t
-4 -2 0 2 4 6 8 100
2.×10-6
4.×10-6
6.×10-6
t
-4 -2 0 2 4 6 8 100
2.×10-6
4.×10-6
6.×10-6
t
-4 -2 0 2 4 6 8 100
2.×10-6
4.×10-6
6.×10-6
t
-4 -2 0 2 4 6 8 100
5.×10-6
0.00001
0.000015
0.00002
0.000025
t
Fig. 2.27: N˜ (j)k (t) (2.133) (black-solid line), and its components, the first (blue-
solid line) and second (red-solid line) terms on the right-hand-side of
(2.133), for the first 6 orders of the adiabatic expansion, considering
a single-pulse E-field (2.119) with E0 = 0.25, a = 0.1, k‖ = 0, and k⊥
= 0, in units with m = 1. Notice that each of the components (blue
and red curves) is highly oscillatory, and out of phase, but the sum is
smooth except in the vicinity of the pulse. Also note the difference in
scales in the various sub-plots. The deviations decrease dramatically
as the optimal order (jopt = 3) is approached, and then grow again
after this order. See text for additional details.
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term on the right-hand-side of (2.133) measures the deviations of 2W
(j)
k (t)ξ
2
k(t)
from 1, while the second term on the right-hand-side of (2.133) effectively mea-
sures the derivatives of this deviation.
In Figure 2.27 we see the results of these small deviations. The black solid
line in Figure 2.27 shows the exact adiabatic particle number, for the first six
orders of the adiabatic expansion. These are the curves plotted previously as
solid blue lines in Figure 2.8. The blue and red curves in Figure 2.27 show, re-
spectively, the first and second terms on the right-hand-side of (2.133). Notice
that their combined envelope matches the adiabatic particle number (the black
curve), but the blue and red curves oscillate out of phase with one another, since
the latter effectively characterizes the time derivative of the former. Each com-
ponent is highly oscillatory, especially at late times, but their envelope is smooth
except in the vicinity of the pulse. Also notice the difference of scales in the
various sub-plots. The deviations decrease significantly as the optimal order is
approached, and then grow again as this order is passed. The green dashed line
shows Berry’s universal approximation, which matches the optimally truncated
order of the adiabatic expansion (here j = 3). At the optimal order, we see the
culmination of the optimal adiabatic approximation of the Ermakov-Milne equa-
tion in the final answer of the particle number: the scale of the oscillations of
both components become comparable, they level off much more quickly, and sum
to yield the smoothest time evolution of the adiabatic particle number.
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Fig. 2.28: N˜ (jopt)k (t) (2.133) (black-solid line), and its components, the first (blue-
solid line) and second (red-solid line) terms on the right-hand-side
of (2.133), for the double-pulse E-field (2.122) with E0 = 0.25, a =
0.1, b = 50, k‖ = 2.51555, and k⊥ = 0, in units with m = 1. k‖ was
selected for maximum constructive interference, with the final value
being 4 times the intermediate plateau value between the two pulses.
At intermediate times, notice the phase difference of the oscillatory
components of (2.133), which remarkably sum to a smooth evolution
of N˜ (jopt)k .
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Fig. 2.29: N˜ (jopt)k (t) (2.133) (black-solid line), and its components, the first (blue-
solid line) and second (red-solid line) terms on the right-hand-side
of (2.133), for the double-pulse E-field (2.122) with E0 = 0.25, a =
0.1, b = 50, k‖ = 2.49887, and k⊥ = 0, in units with m = 1. k‖
was selected for maximum destructive interference, with vanishing
final particle number at future infinity. At intermediate times, notice
the phase difference of the oscillatory components of (2.133), which
remarkably sum to a smooth evolution of N˜ (jopt)k (t).
In Figures 2.28 and 2.29 we plot in blue and red the same two components
of the right-hand-side of the expression (2.133), but consider the alternating sign
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double-pulse electric field given by (2.122). Both Figures utilize the same pulse
parameters, but with different longitudinal momentum that correspond to max-
imum constructive interference, Figure 2.28, and maximum destructive interfer-
ence, Figure 2.29. The constructive interference can be seen in Figure 2.28 as the
final value of the particle number at future infinity N˜k(+∞) is 4 = 22 times the
value at times in between the two pulses. The destructive interference can be seen
in Figure 2.29 through the vanishing final value of the particle number at future
infinity N˜k(+∞). Both figures show just the optimal order of truncation of the
adiabatic expansion (j = 3 for these parameters), but we have confirmed that a
similar adiabatic order-by-order comparison shows the same trend exhibited in
the phase and scale of the oscillations, as seen in Figure 2.27. In Figure 2.28, the
interference results in the components being out of phase in such a way to pro-
duce enhancement of particle production, which follow an n2 coherence pattern
(see Section 2.12), while in Figure 2.29 it leads to cancellation with no particles
produced at the final time. Again, in each case, the two different components of
(2.133) remarkably sum to produce a smooth evolution of the particle number at
all times.
2.14 Extroduction
In this Chapter we have explored the structure of the time evolution of the adi-
abatic particle number for particle production in time-dependent electric fields
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(the Schwinger effect). Through the Ermakov-Milne equation (2.19), for the am-
plitude of the solution to the Klein-Gordon equation (2.16), an analytic expression
(2.99) for the time-dependent adiabatic particle number was derived by projec-
tion of the exact solution ξk(t) against a basis of approximate adiabatic reference
states, characterized by the function Wk(t) defined in (2.27), and its various or-
ders of adiabatic approximation defined in (2.93). The form of expression (2.99)
clearly illustrates the separation between the exact solution and the choice of adi-
abatic basis, and illustrates the role of the adiabatic approximation in defining
the reference states. We showed that the Bogoliubov, Riccati, Spectral Function,
and Schro¨dinger approaches to the adiabatic particle number each yield the same
analytic expression for the particle number, indicating that this form of basis de-
pendence is a universal feature of the definition of the adiabatic particle number
at intermediate times.
In defining an optimal adiabatic particle number as that corresponding to
the optimal truncation of the adiabatic expansion, we found very good agreement
with Berry’s universal error-function form of the time evolution (2.113) for a single
pulse creation event, and with our generalization (2.130) for backgrounds with
structure corresponding to multiple particle creation events. The universality of
the approximate expression for the optimal adiabatic order means that in fact one
does not need to make the explicit adiabatic expansion to the optimal order, which
is complicated at high orders, and moreover for which the optimal order depends
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on the physical parameters. Instead, equations (2.113) and (2.130) express the
universal time-evolution form that approximates well the optimal order in a simple
and compact way. We have demonstrated the accuracy of the results in a variety
of electric field configurations and demonstrated that the resulting time evolution
reveals the quantum interference processes at work in the Stokes phenomenon,
which is ultimately responsible for particle production. Depending on the phase
accumulated by the Bogoliubov coefficients between successive turning points,
the net particle number at future infinity can be understood in terms of quantum
interference between different particle creation events. For the Schwinger effect
we illustrated this for sequences of two and three alternating-sign electric field
pulses, which can exhibit both constructive or destructive interference, depending
on the momentum of the produced particles.
Finally the structure of (2.99) also shows that the adiabatic particle num-
ber may be characterized by the small deviations between the exact solution
and its adiabatic approximations. These small deviations clearly show the man-
ifestation of quantum interference effects, explicitly shown for the double-pulse
sign-alternating electric field in (2.122), which exhibits both constructive and de-
structive interference, depending on the longitudinal momentum of the produced
particles. At the optimal order of truncation of the adiabatic approximation, the
deviations are the smallest and smoothest, and correspond to an optimal adiabatic
approximation.
Chapter 3
Cosmological Particle Production
3.1 Overview
Particles can also be produced from the vacuum under the influence of gravita-
tional curvature. A few well known examples include cosmological particle pro-
duction due to expanding cosmologies [6–8,16,17,106] and de Sitter spacetime
[13,14,18,19,22,23,107–109], Hawking radiation due to the gravitational horizon
effects of black holes [10,110–116], and the Unruh effect [116], the particle number
that an accelerating observer sees.
In this Chapter we examine de Sitter cosmological production of conformally
coupled scalars in Eternal de Sitter spacetime where the mode decomposition
of the equations of motion yield an analogous mode oscillator equation to that
of sQED discussed in Chapter 2. It is known [13,14,107] that in even space-
time dimensions there is particle production in de Sitter space, but that there
is no particle production in odd space-time de Sitter space [108,117]. It has
been argued in [118,119] that this difference between particle production in even
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and odd dimensional de Sitter space can also be understood in terms of quantum
interference between two sets of complex turning points, and the associated Stokes
phenomenon. Applying the techniques and results demonstrated in Chapter 2, we
analyze this question for the full time evolution of the optimal adiabatic particle
number for particles produced in an eternal de Sitter spacetime.
3.2 Scalar Fields conformally coupled to a de Sitter Spacetime
We consider a free scalar field in a d dimensional de Sitter gravitational back-
ground. The action of this coupled massive scalar is
S[ϕ] =
∫
dxd
√−g
[
1
2
gµνϕ,µϕ,ν − ηd
2
Rϕ2 − m
2
2
ϕ2
]
(3.1)
where R is the Ricci Curvature Scalar, ηd is the gravitational Coupling Parameter,
and m is the mass of the scalar field. Coupling the field to a d-dimensional de
Sitter (dSd) for a Friedman-Robertson-Walker (FRW) metric:
ds2 = −dt2 + a2(t) dΣ2d−1 (3.2)
where a(t) is the expansion parameter of the spacetime and dΩ2d−1 denotes the
infinitesimal surface area of a d-dimensional hypersphere. The FRW metric implies
a conformally flat spacetime with a constant curvature given by
R = d(d− 1)H2 (3.3)
88
where H is a scale parameter to the curvature. We specify that expansion param-
eter using Eternal De Sitter Spacetime global coordinates:
a(t) =
1
H
cosh(Ht) (3.4)
Upon extremizing the action (3.1), yields the equations of motion
gµνϕ,µν +
1√−g
(
gµν
√−g
)
,µ
ϕ,ν + ξRϕ+m
2ϕ = 0 , (3.5)
covariantly written as
ϕ;µ;µ +
(
ηdR +m
2
)
ϕ = 0 (3.6)
where
ϕ;µ;µ = a
−(d−1)(t) ∂t
(
ad−1(t)∂tϕ
)
− a−2(t)∆Sd−1ϕ (3.7)
and ∆Sd−1 is the corresponding d-dimensional Spherical Laplacian.
Akin to the decomposition made in Section 2.3, the field can be decom-
posed to spherical mode functions by introducing time-independent bosonic cre-
ation/annihilation operators ak, b−k and time-dependent, spatially homogenous,
complex mode function fklml(t) as
ϕk =
1
a(d−1)/2(t)
∞∑
k=1
k∑
l=0
l∑
ml=−l
[
fklml(t) aklmlYklml
(
Σd−1
)
+ f ∗klml(t) a
†
klml
Y ∗klml
(
Σd−1
)]
(3.8)
The overall factor of a−(d−1)/2, the bosonic equal-time commutation relations,
[
aklml , a
†
k′l′m′l
]
= δkk′δll′δmlm′l (3.9)
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and the orthogonalization condition on the spherical harmonic functions for the
unit radius d-dimensional hypersphere,
∫
Sd−1
dΣd−1 Yklml(S
d−1)Yk′l′m′l
(
Sd−1
)
= δkk′δll′δmlm′l , (3.10)
impose the Wronskian condition on the mode function fklml(t) as
Wr
[
fklml(t), f
∗
klml
(t)
]
= fklml(t)f˙
∗
klml
(t)− f˙klml(t)f ∗klml(t) = i, (3.11)
Substituting the spherical mode decomposition (3.8) into the equations of
motion (3.6), where ∆Sd−1Yklml = −k(k + d − 2)Yklml , yields an oscillator mode
equation that is analogous to the sQED case:
f¨k(t) + ω
2
k(t)fk(t) = 0 (3.12)
such that [6–8,12–14,20,21]
ω2k(t) = H
2
(
γ2 +
(
2k + d− 3
2
)(
2k + d− 1
2
)
sech2(Ht)
)
(3.13)
γ2 =
m2
H2
+ d(d− 1)
(
ηd − d− 2
4(d− 1)
)
− 1
4
(3.14)
for d ≥ 1. A scalar field theory conformally coupled to gravity occurs under the
condition:
ηd =
d− 2
4(d− 1) (3.15)
where, for example, η3 =
1
8
in d = 3, and η4 =
1
6
in d = 4.
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3.3 Spacetime Implications for Cosmological Particle Production
In this section we illustrate how the adiabatic particle number for cosmological
particle production can be viewed as coherent constructive interference in even
dimensional de Sitter space and as coherent destructive interference in odd di-
mensional de Sitter space. We find that in even dimensions there is coherent
constructive interference, while for odd dimensions destructive interference leads
to the vanishing of the net particle number. The resulting behavior is similar to
that of the two-pulse electric field example, with either constructive (even dimen-
sions) or destructive (odd dimensions) interference.
3.3.1 Optimal Adiabatic Particle Number in 4d de Sitter space:
Coherent Constructive Interference
We compute the adiabatic particle number numerically using (2.100, 2.101), for
various orders j of the adiabatic expansion, starting with the time-dependent
frequency for four dimensional de Sitter space, from (3.12, 3.14). We consider
conformal coupling, so that η4 =
1
6
in 4 dimensions.
The results are shown in Figure 3.1. Note the strong similarity to the
two-alternating-sign-pulse Schwinger effect, with particle momentum such that
the interference is constructive, as shown in Figure 2.10. In the leading order
of the adiabatic expansion, there are two large oscillatory peaks, several orders
of magnitude larger than the final asymptotic particle number. As the order of
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the adiabatic expansion increases these oscillations become smaller, and at the
optimal order (j = 3) the optimal adiabatic particle number evolves much more
smoothly. Moreover, we clearly see the two-step structure, with the final plateau
being 4 times the height of the intermediate plateau. This is indicative of coherent
constructive interference. Note also that this is completely consistent with the
analysis of [13,14]. See, for example, Figure 6 of [13], where two creation events
can be clearly seen, again associated with the two towers of complex-conjugate
turning points. Moreover, the first plateau is given in [13] by
∆N1 =
1
e2pi γ − 1 ≈ e
−2piγ (3.16)
while the second plateau is given by
∆N2 =
1
sinh2(pi γ)
≈ 4 e−2piγ (3.17)
which is 4 times as large. Furthermore, in Figure 8 of [13] one also sees an in-
dication that higher orders of the adiabatic expansion lead to a smoother time
evolution of the adiabatic particle number. As we see from our Figure 3.1, if the
order of the adiabatic expansion increases beyond the optimal order, the large os-
cillations return. At the optimal order, the time evolution of the approximation of
the optimal adiabatic particle number is given by Berry’s universal error function
form, generalized to two sets of turning points, as in (2.130).
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Fig. 3.1: N˜ (j)k (t) for the first 6 orders of the adiabatic expansion, for particle
production in four-dimensional de Sitter space (3.12, 3.14), with k = 25
and H = 0.5, in units with m = 1. Here, η4 =
1
6
in d = 4. Note the
similarity with Figure 2.10, the coherent constructive interference case
for a double-pulse E-field, in terms of the 4 fold enhancement of the
final particle number and the smoothing of the particle number with
optimal truncation of the adiabatic expansion.
3.3.2 Optimal Adiabatic Particle Number in 3d de Sitter space:
Coherent Destructive Interference
We compute the adiabatic particle number numerically using (2.100, 2.101), for
various orders j of the adiabatic expansion, starting with the time-dependent
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Fig. 3.2: N˜ (j)k (t) for the first 6 orders of the adiabatic expansion, for particle
production in four-dimensional de Sitter space (3.12, 3.14), with k = 25
and H = 0.5, in units with m = 1. Here, η3 =
1
8
in d = 3. Note the
similarity with Figure 2.11, the coherent destructive interference case
for a double-pulse E-field, in terms of a vanishing final particle number
and the smoothing of the particle number with optimal truncation of
the adiabatic expansion.
frequency for three dimensional de Sitter space, from (3.12, 3.14). We consider
conformal coupling, so that η3 =
1
8
in 3 dimensions. The results are shown in
Figure 3.2. Note the similarity to the two-alternating-sign-pulse Schwinger effect,
with particle momentum such that the interference is destructive, as shown in
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Figure 2.11. In the leading order of the adiabatic expansion, there are two large
oscillatory peaks, several orders of magnitude larger than the final asymptotic par-
ticle number. As the order of the adiabatic expansion increases these oscillations
become smaller, and at the optimal order (j = 3) the adiabatic particle number
evolves much more smoothly. Moreover, we clearly see the two-step structure,
with destructive interference leading to the final asymptotic result of zero net
particle production. Also note that, as in the case of the Schwinger effect shown
in Figure 2.11, the smooth evolution and interference is most evident at the op-
timal order, namely for the adiabatic particle number, with the large oscillations
returning as one goes beyond the optimal order.
3.4 Extroduction
In this Chapter we have studied the time evolution of the adiabatic particle num-
ber for particle production in de Sitter space, motivated by the universality of
Dingle and Berry’s work. We examined various orders of the adiabatic expansion,
noting the well-known fact that the time evolution at intermediate times is highly
sensitive to the truncation order, even though the final particle number at future
infinity is independent of this order. This optimal adiabatic particle number typ-
ically evolves in time much more smoothly than at low orders of the adiabatic
expansion and demonstrates that the notion of an optimally truncated adiabatic
particle number is a useful and well defined concept in the investigation of quan-
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tum interference. In addition, the resulting time evolution reveals that the Stokes
phenomenon is ultimately responsible for particle production and the quantum
interference that occurs in de Sitter particle production. Here, the distinction
between constructive and destructive interference lies in the space-time dimen-
sionality, with even dimensional de Sitter space producing a net particle number
by coherent constructive interference, and odd dimensional de Sitter space pro-
ducing zero net particle number, due to coherent destructive interference. We
have verified the accuracy of this result in de Sitter particle production through
numerical computations in even and odd spacetimes.
Chapter 4
The Back-reaction Problem
4.1 Overview
In Chapter 2 we addressed the question whether particle production under time-
dependent driving could be understood during the duration of the time-dependent
background perturbation. The ambiguity of identifying particle and anti-particles
during this out-of-equilibrium period of evolution was addressed with a consistent
universal definition to the particle number: an optimal particle number corre-
sponding to the optimal truncation of the adiabatic expansion. This provides, a
practical and well-defined concept for describing particle production during non-
equilibrium evolution. However, the formulation used to determine this consistent
definition for the particle number at intermediate times, obtained from neglecting
the kinetic term of the gauge field Aµ and treating the field as classical, does not
take into account the physically expected effect of pair recombination: a process,
by which, particles and anti-particles oppositely accelerated by the applied exter-
nal electric field could interact via back-reaction with one another to reduce the
96
97
overall number of particles produced. This back-reaction manifests as a generated
internal electric field that counteracts the applied external one, thus dynamically
influencing the total electric field the pairs feel, and, in turn, affecting the number
of pairs produced. It is expected that this effect should play a significant role
for external electric fields near and beyond the Schwinger critical limit E ∼ Ec.
The back-reaction mechanism for Schwinger particle production raises interesting
questions as to what experimental programs such as ELI and XFEL should expect
to observe while probing this ultra-relativistic regime, and whether there is a max-
imally attainable electric field. These remain open questions due to the difficulty
of addressing the back-reaction mechanism for particle production but have been
extensively studied [53,61,120–124], to briefly mention a few, sparked also by its
relevance for the quark-gluon plasma problem and inflationary cosmology.
Incorporating the back-reaction mechanism in Schwinger particle pair pro-
duction requires taking into account the full equations of motion for sQED, to
which the current density jµ, arising in the context of sQED as
jµ = i [(DµΦ)∗Φ− Φ∗ (DµΦ)] (4.1)
then corresponds to the induced current of the produced particles. This quan-
tity is unique and well-defined at intermediate times owing to the fact that is it
observable, and thus measurable. As such, the expectation value of the current
density (4.1) is of vital interest to a consistent formulation of back-reaction in
Schwinger particle production. Another ingredient for a complete theory is the
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conservation of energy of the system, another observable and unambiguous quan-
tity at intermediate times, in which the energy gained by the produced particles
from the external electric field and the loss of energy of the resulting electric field
doing work on the vacuum must be conserved.
Given a consistent definition for non-equilibrium evolution of the particle
number presented in Chapter 2 and the understanding that the effect of back-
reaction between the produced pair occurs during the non-equilibrium evolution,
leads us to consider possible implications on the back-reaction mechanism for
Schwinger particle production with the formalism developed in the previous chap-
ters. Presented in this chapter is a summary of calculations, observations and
comments on the back-reaction problem for Schwinger particle production in the
formalism used in Chapter 2.
4.2 Formalism
4.2.1 Induced Local Current
Incorporating a back-reaction mechanism to Schwinger particle production re-
quires taking into account the full equations of motion for sQED. In Section 2.2.1
we derived these classical equations in which complex scalar field Φ(x, t) satisfies
the Klein-Gordon equation
(
DµD
µ +m2
)
Φ(x, t) = 0 (4.2)
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and the gauge field Aµ satisfies the semiclassical Maxwell equations
∂µF
µν = 〈0|jν |0〉 (4.3)
with the conserved local current jµ is defined as in (4.1). Accounting for back-
reaction implies that the Maxwell equations (4.3) and the Klein-Gordon equation
(2.2) are now coupled. Spatial homogeneity of the time-dependent external electric
field, of the form Aµ = δµ3A‖(t), reduces the Maxwell equations to a single semi-
classical equation
A¨(t) = 〈0|j(t)|0〉 (4.4)
in which the gauge condition A0 = 0 was used.
4.2.2 Mode Decomposition Conserved Current
Recalling Section 2.2.2, the assumption of a spatially homogeneous classical elec-
tric field allows the decomposition of the scalar field into spatial Fourier modes
as (2.5,2.12). Assuming no particles are initially present, the expectation value
of the mode decomposed current with respect to the asymptotic vacua yields the
induced current jind(t):
A¨ = jind(t) = 〈j(t)〉 = 2
∫
d3k
(2pi)3
[k−A] |fk(t)|2 (4.5)
Notice that the induced current is integrated over all momenta k, and is well-
defined at asymptotic and intermediate times. The components of the mode
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decomposed expression for the current in (4.5) further reduce as a result of the
polarization of the external electric field. Along the parallel direction with respect
to the field
A¨‖(t) = jind,‖(t) =
∫
d3k
(2pi)3
(k‖ − A‖(t))|fk(t)|2 (4.6)
while the perpendicular component of equation (4.5) yields a zero current in the
perpendicular direction, jind,⊥(t) = 0. This component further implies the follow-
ing property on the modulus of the mode function fk(t) when integrated over the
momenta k:
0 =
∫
d3k
(2pi)3
k⊥ |fk(t)|2 (4.7)
in which the quantity |fk(t)|2 is symmetric with respect to the perpendicular
momentum k⊥.
4.3 Back-reaction Mechanism
In principle, we have already developed the necessary expressions to incorporate
back-reaction for sQED Schwinger pair production: simultaneously solve the de-
composed Klein-Gordon equation (2.16) for the mode k (the oscillator equation
for the complex mode function fk(t), or equivalently, the Ermakov-Milne equation
(2.19) for the amplitude function ξk(t)) and the dynamical equation for the vector
potential A‖(t) (4.6), after setting
A‖(t) = Aex,‖(t) + Aint,‖(t) (4.8)
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throughout the expressions. Here, Aex,‖(t) corresponds to the original external
electric field applied to the vacuum, and Aint,‖(t) corresponds to the the devel-
oped internal electric field generated in response as pairs back-react with the
applied field. Following the program, a solution for the complex mode function
fk(t) (or its amplitude ξk(t)) and the evolution of the internal field Aint,‖(t) is ob-
tained, which then can be used to calculate the particle number using the existing
formalism in Chapter 2. With this particle number that includes back-reaction,
one can calculate the distribution of particles produced with the momenta k, and,
in principle, study the effects of a maximally attainable electric field where par-
ticle production becomes saturated after a critical magnitude of the electric field.
However, we are confronted with the technical difficulty of not only solving the
coupled expressions (2.16,4.6) but also addressing a complicated integral in (4.6)
that involves integrating the modulus |fk(t)|2 across all momenta k. This is a
numerically challenging evaluation.
4.4 Energy Conservation
4.4.1 Energy of the Produced Scalar Field and Electromagnetic Field
The produced particles gain energy from the applied external electric field. Thus
the dynamical relationship between the energy of the produced scalar fieldsHsQED(t)
and the energy of the electromagnetic field HEM(t) is relevant for energy conser-
vation for all times of the process.
102
In the usual way, the scalar field Hamiltonian HsQED(t) can be mode de-
composed where its diagonal and off-diagonal components, respectively, are
HdiagsQED =
∫
d3k
(2pi)3
(∣∣∣f˙k(t)∣∣∣2 + ω2k(t) |fk(t)|2)(a†kak + b−kb†−k) (4.9)
HoffsQED =
∫
d3k
(2pi)3
{[
f˙ 2k(t) + ω
2
k(t) f
2
k(t)
]
akb−k + h.c
}
(4.10)
Here, the time-dependent effective frequency ωk(t) for sQED is defined as in (2.17).
Assuming no particles are initially present, the expectation value of the energy
for the produced scalar field with respect to the asymptotic vacua is
〈HsQED〉 = 〈0|
(
HdiagsQED +HoffsQED
)
|0〉 (4.11)
=
∫
d3k
(2pi)3
Hk(t) =
∫
d3k
(2pi)3
(∣∣∣f˙k(t)∣∣∣2 + ω2k(t) |fk(t)|2) (4.12)
The Hamiltonian for the mode k can be rewritten using ξk(t)-representation (2.18)
as
Hk(t) = ξ˙
2
k(t) + ω
2
k(t)ξ
2
k(t) +
1
4ξ2k(t)
(4.13)
which is solved by evolving the Ermakov-Milne equation (2.19) with the initial
conditions (2.26). Notice that the energy of the produced scalar field is unique
and well-defined at intermediate times.
In the usual way, the energy of the dynamical background electromagnetic
field HEM(t) in the system is
HEM(t) = 1
2
E2‖(t) (4.14)
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Once again, the energy of the electric field is unique and well-defined at interme-
diate times.
4.4.2 Implications of Energy Conservation
The total energy of the particle production process is a dynamical exchange be-
tween the energy gained by the produced particles from the applied external
electric field and the loss of energy of the resulting electromagnetic field doing
work on the vacuum. This transfer mechanism of the energy of the system,
Htot = HsQED(t) +HEM(t), must be conserved which implies
〈H˙sQED(t)〉 = −H˙EM(t) (4.15)
for all time t.
The rate by which the produced particle gains energy is obtained by taking
the time-derivative of (4.12):
〈H˙sQED(t)〉 =
∫
d3k
(2pi)3
δh˙k(t) (4.16)
noting that the time-derivative of the energy (4.13) simplifies to δh˙k(t) ≡ H˙k(t) =
∂0 (ω
2
k(t)) ξ
2
k(t) by using the Ermakov-Milne equation (2.19) for the amplitude
function ξk(t). The total energy gained up to the time t follows as
δkh(t) =
∫ t
−∞
dt′ ∂t′
(
ω2k(t
′)
)
ξ2k(t
′) = −
∫ t
−∞
dt′
(
k‖ − A‖(t′)
)
A˙‖(t′)ξ2k(t
′) (4.17)
Thus, from energy conservation of the total system, the energy of the electromag-
netic field (4.14) may be written in terms of the total energy gained by the scalar
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field in (4.17) as
HEM(t) = 1
2
E2‖(t) = −
∫
d3k
(2pi)3
δhk(t) (4.18)
We briefly note that another equivalent and straightforward method to deriving
the induced current (4.6) comes from differentiating the above expression with
respect to time, and simplifying. The expression for the energy (4.18), in principle,
can be used to determine how the electric field changes in response to the produced
particles but we are again confronted with the analytical and numerical issue
of evaluating the integral across all phase space. However, we can avoid the
difficulties of evaluating this expression by rephrasing the total energy of the
system Htot exclusively in terms of ξk(t). Utilizing the scalar field energy (4.13)
and the rephrased expression for the electromagnetic field energy (4.18), we find
a more tractable form for the total energy of the system as
E = Htot =
∫
d3k
(2pi)3
[
ξ˙2k(t) + ω
2
k(t)ξ
2
k(t) +
1
4ξ2k(t)
+
+
∫ t
−∞
dt′ (k‖ − eA‖(t′))A˙‖(t′)ξ2k(t′)
]
(4.19)
where E is a conserved quantity of the system. The rewritten expression for
the total energy of the system (4.19) demonstrates that energy is conserved for
particle production at intermediate times, which is straightforward to confirm by
a time-derivative.
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Fig. 4.1: The conduction current plotted for the first 6 orders of the adiabatic ex-
pansion, for Schwinger pair production in a single-pulse E-field (2.119,
given by (2.120), with E0 = 0.25, a = 0.1, k⊥ = k‖ = 0, in units of
m = 1. As like Figure 2.8, the final value of the conduction current
is same for all orders of truncation, but the oscillations differ signif-
icantly with the smoothest evolution occurring at the optimal order,
here, jopt = 3.
4.5 Components of the Current
The mode reduced induced current jind,‖(t) (4.6) is composed of three distinct
parts that carry different physical meaning. Using the linear transformation to
the adiabatic basis (2.31)
fk(t) = αk(t)f˜k(t) + βk(t)f˜
∗
k (t) , (4.20)
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we may express the induced current (4.6) as
j
(j)
ind,‖(t) = 2
∫
d3k
(2pi)3
(
1 + 2Nk(t) + αk(t)β∗k(t)f˜ 2k (t) + α∗k(t)βk(t)
[
f˜ ∗k (t)
]2)
(4.21)
Here we made use of the definition of the adiabatic particle number (2.35) and
the unitary condition of the Bogoliubov coefficients: |αk(t)|2 − |βk(t)|2 = 1, for
scalars.
Defining the reference mode functions using (2.27) and truncating the adi-
abatic expansion at the j-th adiabatic order, the induced current (4.6) at j-th
order reads
j
(j)
ind,‖(t) = 2
∫
d3k
(2pi)3
[
k‖ − A‖(t)
]
W
(j)
k (t)
(
1 + 2 N˜ (j)k (t) +
+ e−2i
∫ tW (j)k α(j)k (t)[β(j)k (t)]∗ + e2i ∫ tW (j)k [α(j)k (t)]∗β(j)k (t)
)
(4.22)
Recall from Section 2.9 that a quantity truncated at the j-th adiabatic order
is obtained by utilizing the preferred basis (2.98) and setting Wk(t) = W
(j)
k (t)
throughout the expression. By taking derivatives of the adiabatic particle number
and using the Bogoliubov evolution equations (2.36) to simplify, one finds
Im
[
e2i
∫ tW (j)k (α(j)k )∗β(j)k
]
=
˙˜N (j)k (t)
2Λ
(j)
k
Re
[
e2i
∫ tW (j)k (α(j)k )∗β(j)k
]
=
¨˜N (j)k − ˙˜N (j)k
(
Λ˙
(j)
k
Λ
(j)
k
)
− 2
∣∣∣Λ(j)k ∣∣∣2 (1 + 2 N˜ (j)k )
4
(
iW
(j)
k Λ
(j)
k +
∣∣∣Λ(j)k ∣∣∣2) (4.23)
with the time-dependent function Λ
(j)
k (t) defined as in (2.101). Note that Λ
(j)
k (t)
is purely imaginary. The forms (4.23) then can be used to rewrite the induced
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current (4.5) as
j˜
(j)
ind(t) =
∫
d3k
(2pi)3
[k−A]
W
(j)
k
1 + 2 N˜ (j)k +
 ¨˜N (j)k − ˙˜N (j)k
(
Λ˙
(j)
k
Λ
(j)
k
)
−2
∣∣∣Λ(j)k ∣∣∣2(1+2 N˜ (j)k )
2
(
iW
(j)
k Λ
(j)
k +
∣∣∣Λ(j)k ∣∣∣2)


(4.24)
The induced current is composed of three physically distinct currents: one that
pertains to the vacuum j
(j)
vac(t), and the conduction j
(j)
cond(t) and polarization cur-
rents j
(j)
pol(t) that are identified by comparison with the total current density that
arises from electromagnetic fields classically interacting with a polarizable medium
(the vacuum in this case). The individual components of the induced current, from
simplify equation (4.24), are:
1. The Vacuum Term:
(
j˜(j)vac(t)
)
‖ =
∫
d3k
(2pi)3
(
k‖ − A‖(t)
W
(j)
k + iΛ
(j)
k
)
(4.25)
2. The Conduction Current:
(
j˜
(j)
cond(t)
)
‖
= 2
∫
d3k
(2pi)3
N˜ (j)k (t)
(
k‖ − A‖(t)
W
(j)
k + iΛ
(j)
k
)
(4.26)
which corresponds to the terms that are proportional to N˜ (j)k (t) in (4.24),
the flow of produced particles from the vacuum.
3. The Polarization Current:
(
j˜
(j)
pol(t)
)
‖
=
∫
d3k
(2pi)3
(
k‖ − A‖(t)
W
(j)
k
)
¨˜N (j)k − ˙˜N (j)k
(
Λ˙
(j)
k
Λ
(j)
k
)
2
(
iW
(j)
k Λ
(j)
k +
∣∣∣Λ(j)k ∣∣∣2)
 (4.27)
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which originates from the classical equation Jpol = ∂0P, where P is the
Polarization Field Density, and hence is related to time derivatives of the
adiabatic particle number.
We note that each of the quantities (4.25-4.27) is real.
We now demonstrate the universal behavior of the induced conduction cur-
rent, corresponding to truncation of the adiabatic expansion at the optimal order,
in Figures 4.1 and 4.2 for sQED Schwinger particle production. The results for
the conduction current due to a single-pulse electric field given by (2.119), for the
vector potential 2.120, are shown in Figure 4.2, and the results for the alternating-
sign triple pulse electric field given by (2.124), for the vector potential (2.125),
are shown in Figure 4.1. Both figures show the following trend observed for the
smoothing of the adiabatic particle number at the optimal adiabatic order: there
are large oscillations at intermediate times for low orders of the adiabatic expan-
sion, that subside as the optimal order (jopt = 3, in both figures) is reached, and
then grow again as one goes to higher orders in the adiabatic expansion.
Lastly, the polarization component of the induced current (4.27) is typically
highly oscillatory in time, and does not contribute to the final value of the current
at future infinity.
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Fig. 4.2: The conduction current plotted for the first six orders of the adia-
batic expansion, for Schwinger pair production in a triple-pulse E-field
(2.124), given by (2.125), with E0 = 0.25, a = 0.1, b = 50, k⊥ = k‖ = 0,
in units of m = 1. As like the particle number in Figure 2.8, the final
value of the conduction current is same for all orders of truncation,
but the oscillations differ significantly. The smoothest evolution of the
conduction current occurs at the optimal order, here, jopt = 3.
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4.6 Extroduction
Motivated by a universal definition of the number of particles produced during
out-of-equilibrium particle production, as developed in Chapter 2, we are led to
consider possible implications for the back-reaction problem for sQED Schwinger
particle production. Pairs produced from the vacuum back-react on one another
leading to the possibility of pair recombination and a reduced particle number.
As such, it is an effect expected to play an important role during non-equilibrium
particle production, for which the formalism and results of Chapter 2 are well-
suited. Presented in this chapter are calculations and comments on how to address
the back-reaction problem in sQED pair production.
By considering the full equations of motion for sQED, expressions were
developed to account for an internal electric field generated by the produced pairs
by addressing the induced current. The incorporation of the internal field is
realized by evolving the coupled dynamical equations (2.16,4.6) with A‖(t) =
Aex,‖(t)+Aint,‖(t). However, the program is challenging to execute in the formalism
of Chapter 2 owing to the difficulties of not only solving the coupled equations
simultaneously but also numerically evaluating an integral over the momentum k
in equation (4.6). We also demonstrated how the problem of back-reaction can
be addressed through energy conservation, and explicitly demonstrated energy
conservation of the produced pairs and the dynamical background electric field,
for all times t. This implies that the energy of the system will be conserved if
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a time-dependent internal electric field is included. Lastly, we also examined the
induced current and expressed the result in terms of the time-dependent adiabatic
particle number N˜k(t) and its derivatives. In this way, it was shown that the time-
dependent current is composed of three physically distinct parts that correspond
to a vacuum term, a conduction current term, and a polarization current term.
These currents were studied numerically for several examples of time-dependent
external electric fields, see Figures 4.1 and 4.2.
Chapter 5
Time-dependent Quantum Excitations and the
Non-equilibrium Work Theorem
5.1 Introduction
The non-equilibrium work theorem [125,126] is a work relation that allows the
determination of an equilibrium free energy difference from the fluctuations of
the work w done on the system as it undergoes non-equilibrium evolution. The
theorem, also commonly referred to as the Jarzynski Equality, has been derived by
a variety of means [127–136] and can be summarized in the following way. Suppose
a physical system that lies in an initial (free) equilibrium configuration A, evolves
in time under the influence of a dynamical background field, which then vanishes,
and the system returns to a final (free) equilibrium configuration B at future
infinity. The driving of the system in and out of equilibrium is characterized by
the total work performed on the system as it evolves from configuration A to B.
This work, which is not an observable [137], is influenced by the degrees of freedom
of the actual system and the attached environment. However, by performing the
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process over a large number of configuration paths of the parametrized system
from a similar starting initial configuration then the work performed on the system
can be characterized by an averaging over the distribution of work values p(w),
observed over the entire set of work measurements. The non-equilibrium work
theorem states that the total work performed on the system during its evolution
through the time-dependent perturbation is related to the free energy difference
∆FAB of the equilibrium configurations (A,B) by
〈
e−βw
〉
=
∫ B
A
dw p(w)eβw = e−β∆FAB (5.1)
Importantly, this work relation is independent of how the system evolves from
configuration A to B and insensitive to the behavior of the dynamical external
field, whether it evolves adiabatically or diabatically. This remarkable feature im-
plies that by studying its equilibrium configurations one can obtain information
during the non-equilibrium evolution of the system, such as mean total work per-
formed and the amount of work dissipated during the evolution of the system. The
equality has been experimentally verified classically for mechanical torsion pendu-
lums [138], for particles confined in an anharmonic trap [139] and demonstrated
in biopolymer RNA unfolding experiments [140,141].
In this chapter we investigate the non-equilibrium work theorem for a ther-
modynamic system involving a quantum mechanical harmonic oscillator being
driven by a time-dependent frequency using the results and out-of-equilibrium
formalism of Chapter 2. The system initially lies in a thermal equilibrium con-
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figuration at past infinity, thermally equilibrated with respect to a heat bath of
inverse temperature β. Contact with the bath is severed, and the system un-
dergoes non-equilibrium evolution in the presence of the perturbation, until the
system reaches a final equilibrium configuration at future infinity. Apart from
the external influence, the time-dependent Hamiltonian is thermally isolated until
future infinity is reached. In this way, the problem is conceptually and technically
similar to the case Berry and, recently, we have investigated in the context of the
quantum field theoretical problem of particle pair production in Chapters 2 and
3. Building on the work analyzing the quantum harmonic oscillator system in the
context of the non-equilibrium work relation [137,142,143], we outline progress to-
wards a time-dependent formulation of Jarzynski’s work relation (5.1), applicable
not only at asymptotic times, but for all times in the evolution of the system.
Such a formulation could address the notion of work in a quantum system and
provide information on the system during the interaction with an external field,
with possible applications to particle production and related effects.
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5.2 Formalism
5.2.1 Quantum Harmonic Oscillator Dynamics and Adiabatic
Evolution
We consider a quantum-mechanical harmonic oscillator system that evolves in a
time-dependent Hamiltonian of the form
Hˆ(t) =
1
2
p2 +
1
2
ω2(t)q2 (5.2)
A quantum system driven by the time-dependent frequency ω(t). As reviewed in
Section 2.6, the dynamics of this quantum system are well known [89–94] and we
re-emphasise the results here once again. The exact solution of the corresponding
time-dependent Schrodinger equation is [89–94]
ψ(q, t) =
∑
n
cn ψn(q, t) (5.3)
where
ψn(q, t) =
1√
2nn!
(
1
2piξ2(t)
)1/4
e−
1
2
Ω(t)q2Hn
(
q√
2ξ(t)
)
e−i(n+
1
2
)λ(t) (5.4)
The Gaussian factor Ω(t) has the same form as (2.69), λ(t) is defined by (2.20),
and ξ(t) is the exact solution to the Ermakov equation (2.19). These ψn(q, t) are
normalized eigenfunctions of the exact invariant operator (2.70) which satisfies
equation (2.71) and the eigenvalue relation (2.72). The subscript k is omitted for
clarity.
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We may also define a basis set of adiabatically evolving eigenstates of the
time-dependent Hamiltonian under the assumption of a slowly varying time-
dependent frequency ω(t). Characterized by the adiabatic function Wk(t), recall
from (2.75), that the most general expression for these approximate slowly-varying
eigenfunctions ζn(q, t) take the form
ζn(q, t) =
1√
2nn!
(
W
pi
)1/4
e
−1
2
(
W+i W˙
2W
)
q2
Hn
(√
Wq
)
e−i(n+
1
2
)
∫ tW (5.5)
where it approximates the exact eigenfunctions (5.4) as: ψn(q, t) ∼ ζn(q, t). In-
sisting that this basis of adiabatically evolving eigenstates be a solution to the
time-dependent Schrodinger equation,
i∂0ζn(q, t)− Hˆ(t)ζn(q, t) = 1
2
q2(t)ζn(q, t) , (5.6)
the adiabatic function W (t) is related to the frequency ω(t) by
(t) ≡ W 2(t)− ω2(t) +
 W¨ (t)
2W (t)
− 3
4
(
W˙ (t)
W (t)
)2 (5.7)
Here, (t) characterizes the error of this approximate solution. The specifica-
tion of adiabatically evolving eigenstates, which approximately satisfy the time-
dependent Schrodinger equation, is equivalent to the specification of reference
mode functions (2.27), which approximately satisfy the mode oscillator equation
(2.16), in the Bogoliubov (Heisenberg Picture) approach. From setting equation
(5.7) to zero, we obtain the same condition on the adiabatic function W (t) as
equation (5.7). [Note the subscript k is dropped.] This equation can be solved
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by an adiabatic expansion following the procedure in Section 2.8. Truncating the
expansion at adiabatic order j, the adiabatically evolving eigenstates ζn(q, t) at
j-th order is obtained by setting W (t) = W (j)(t), reading
ζ(j)n (q, t) =
1√
2nn!
(
W (j)
pi
)1/4
e
−1
2
(
W (j)+i W˙
(j)
2W (j)
)
q2
Hn
(√
W (j)q
)
e−i(n+
1
2
)
∫ tW (j) (5.8)
For backgrounds that become constant at asymptotic times it follows that
W (j)(±∞) = ω(±∞), and W˙ (j)(±∞) = 0 for all truncated orders j of the adia-
batic expansion (review Section 2.8 for additional details). As such, evolving the
Ermakov-Milne equation (2.19) using the boundary conditions
ξ(t→ −∞) = 1√
2ω(−∞)
ξ˙(t→ −∞) = 0 (5.9)
sets the initial form of the wavefunction as it evolves between well-defined sta-
tionary harmonic oscillator eigenfunctions at past infinity and future infinity. The
exact and adiabatically evolving eigenstates take the approximate form at asymp-
totic times as
ψn(q, t→ ±∞) = ζn(q, t→ ±∞) (5.10)
∼ 1√
2nn!
(
ω(±∞)
pi
)1/4
e−
1
2
ω(±∞)q2Hn
(√
ω(±∞)q
)
× e−i(n+ 12 )ω(±∞)t (5.11)
We next examine transitions as the system evolves adiabatically in a time-
dependent background given by the time-dependent frequency ω(t). A state ini-
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tially prepared at a particular time can evolve to become a superposition of a
variety of states at a later time t. For a system initially prepared in the m-th
state at t = −∞, the adiabatic transition probability of making a transition to
the n-th state is obtained by projecting the adiabatically evolving eigenfunctions
ζn(q, t) (5.5) onto the exact eigenfunctions (5.4). Taking the modulus of the am-
plitude of the transition (2.78), the probability (2.84), can be written as
P˜ (j)nm(t) =
∣∣C(j)nm(t)∣∣2 (5.12)
=

n!m!
2n+m
[
(n
2
)!(m
2
)!
]2
√
2
Q˜(j) + 1
(
Q˜(j) − 1
Q˜(j) + 1
)n+m
2
2F1
[
−m
2
,−n
2
,
1
2
,− 2
Q˜(j) − 1
]2
,
for m,n = even
n!m!
[
(m−1
2
)!
]−2
2n+m
[
(n−1
2
)!
]2 ( 2Q˜(j) + 1
)3
2
(
Q˜(j) − 1
Q˜(j) + 1
)n+m−2
2
2F1
[
1−m
2
,
1− n
2
,
3
2
,− 2
Q˜(j) − 1
]2
,
for m,n = odd
0 , for m+ n = odd
(5.13)
with
Q˜(j)(t) =
ξ2(t)
W (j)(t)
 1
4ξ4(t)
+
(
W (j)(t)
)2
+
(
ξ˙(t)
ξ(t)
+
W˙ (j)(t)
2W (j)(t)
)2 (5.14)
This quantity corresponds to the time-dependent form of the adiabaticity param-
eter identified in [142,143], and can be interpreted as the measure of excitations
in the system [90,91].1 Notice that this expression is completely characterized
1 Note that Q˜(j) (5.14) is commonly written in the literature as Q∗, where the star is a label,
119
by the amplitude function ξ(t) and the basis function W (j)(t), where the general
procedure to evaluate (5.14) is the following: solve the Ermakov-Milne equation
(2.19), to obtain ξ(t), and compute W (j)(t) from the truncation of the adiabatic
expansion at the desired order. The Ermakov-Milne equation is solved once and
then repeatedly projected against different W (j)(t), truncated at different adia-
batic orders j.
In the next section we demonstrate the typical behavior of the adiabatic-
ity parameter for different adiabatic orders in the context of Berry’s universal
smoothing in the Stokes Phenomenon and demonstrate its explicit appearance in
other quantities used to describe the dynamics of the system.
5.2.2 On the Time-dependence of the Adiabaticity Parameter
In the previous sections we have shown the explicit dependence of the adiabatic
approximation of the energy eigenvalues, the probability density of the total work
via the adiabatic transition probability, and the characteristic function on the
time-dependent adiabaticity parameter Q˜(j)(t). In this way, the adiabaticity pa-
rameter characterizes the dynamics of the system as it evolves in time.
The time-dependent adiabaticity parameter (5.14) is related to the adiabatic
not a complex conjugation.
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Fig. 5.1: Time evolution of Q˜(j)(t) (5.14) for the first six orders of the adiabatic
expansion, considering an Schwinger particle production effective fre-
quency (2.17), with parameters as in Figure 2.8. Note that Q˜(j)(t) has
the same intermediate time behavior as the adiabatic particle number
N˜ (j)(t) except shifted and twice the magnitude, as related by (5.15).
particle number (2.99) at j-th order by
Q˜(j)(t) = 1 + 2N˜ (j)(t) (5.15)
Note that the various formalisms that can be used to determine N˜ (j)(t) in Chapter
2 can be equivalently used to determine Q˜(j)(t). Thus the typical behavior of the
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adiabaticity parameter truncated at different adiabatic orders is similar to the
behavior of the adiabatic particle number demonstrated in Chapter 2:
1. Truncating the adiabatic expansion at different adiabatic orders does not
affect the final t = +∞ value of the adiabaticity parameter.
2. Truncating the adiabatic expansion at different adiabatic orders does signif-
icantly affect the adiabaticity parameter at intermediate times, in particular
during the time of the background perturbation.
3. Truncating the adiabatic expansion at the optimal order jopt leads to the
smoothest time evolution, which agrees well with the universal form (2.113)
found by Berry [64–66], applied to the adiabaticity parameter as
Q˜(jopt)(t) ≈ 1 + 1
2
Erfc[−σ(t)]2e−2Re[F (0)] (5.16)
where the local action σ(t) is defined as (2.111), and evaluated with respect
to the Stokes Line between a dominant pair of complex conjugate turning
points. See Section 2.10 for additional information.
4. Going beyond the optimal order again leads to large oscillations in the time
vicinity of the applied background perturbation. This behavior is charac-
teristic of an asymptotic expansion.
From the specified past infinity boundary conditions (5.9) and its relation to
the adiabatic particle number in (5.15), the adiabaticity parameter evolves from
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Q˜(j)(−∞) = 1 to the final value Q˜(+∞) = 1 + 2N˜ (+∞), such that Q˜(j)(t) ≥ 1,
for all time t and all truncated adiabatic orders j. In this way, the adiabaticity
parameter measures the amount of excitations in the system due to the perturba-
tion ω(t), and characterizes how ‘adiabatic’ the evolution of the time-dependent
Hamiltonian (5.2) is. Figure 5.1 plots the time evolution of the adiabaticity pa-
rameter for the first six orders of the adiabatic expansion using, as the time-
dependent frequency ω(t), the sQED Schwinger effective frequency (2.17) for a
time-dependent single-pulse electric field given by (2.119) with the parameters:
E0 = 0.25, a = 0.1, k⊥ = k‖ = 0, in units of m = 1. The final asymptotic value of
the adiabaticity parameter, at future infinity, is the same for all orders of trunca-
tion j. At low orders of the adiabatic expansion we see large oscillations in the
adiabaticity parameter at intermediate times. The magnitude of the oscillations
decreases as we approach the optimal order, jopt = 3, and then rapidly grow again
if we continue beyond the optimal order. Recall that such behavior is characteris-
tic of asymptotic expansions, where the order of truncation depends crucially on
the size of the expansion parameter, and going beyond this optimal order typically
yields increasingly worse results.
5.2.3 Adiabatic Approximation of the Energy
It is also useful to study the energy eigenvalues of the exact and adiabatically
evolving Hamiltonian (5.2), with respect to the exact eigenstates (5.4) and its
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Fig. 5.2: The residual of h(t) (5.18) and its approximation by (5.21) for the first
six orders of the adiabatic expansion, considering the sQED particle
production effective frequency (2.17) with the same pulse parameters as
used in Figure 2.8. Here, jopt = 3, which is consistent with Figure 2.8.
The adiabatic order-by-order residual of both quantities show minor
differences at intermediate times but agreement at asymptotically late
times.
adiabatically evolving form (5.5). In the usual way, the corresponding energy
eigenvalue of the eigenstate ψn(q, t) is determined by
En(t) =
∫ ∞
−∞
dq ψ∗n(q, t)Hˆψn(q, t) = h(t)
(
n+
1
2
)
(5.17)
124
with the energy gap between neighboring energy levels defined as
h(t) = ξ˙2(t) + ω2(t)ξ2(t) +
1
4ξ2(t)
(5.18)
Notice that this energy h(t) is determined by exactly solving the Ermakov-Milne
equation (2.19) for ξ(t) and is completely independent of the choice of basis.
Following the initial conditions (5.9) used to evolve the Ermakov-Milne equation,
the energy h(t), given by (5.18), evolves between stationary states for a quantum
harmonic oscillator from an initial past infinity with h(−∞) = ω(−∞) to the
final value h(+∞) = ω(+∞)Q˜(+∞). Here, Q˜(t) accounts for the final form of
the evolution of the system after interaction with the background, understood in
Chapter 2 as the final “particle number.”
In the same way, we may also identify the energy eigenvalues of the Hamil-
tonian (5.2) evolving adiabatically. The corresponding energy eigenvalue of the
n-th eigenstate ζn(q, t) (5.5) defined as
E˜n(t) = h˜(t)
(
n+
1
2
)
(5.19)
with the corresponding energy gap
h˜(j)(t) =
1
2W (j)(t)
(W (j)(t))2 + ω2(t) + 1
4
(
W˙ (j)(t)
W (j)(t)
)2 , (5.20)
The energy h˜(j)(t) is completely characterized by the adiabatic function W (j)(t),
and thus its asymptotic behavior is h˜(j)(±∞) = ω(±∞). While the asymptotic
behavior of h˜(−∞) matches that of h(−∞) (5.18), ensured in h(t) by the ini-
tial conditions (5.9), its asymptotic behavior at future infinity critically misses
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post-interaction contributions captured by Q˜(t). This final time contribution is a
crucial feature necessary for an expression to be used as an effective approximation
of h(t).
Thus, we propose the following adiabatic approximation of the energy h(t):
h(t) ' h˜(j)(t)Q˜(j)(t) (5.21)
to approximate the intermediate and asymptotically late time behavior of h(t).
From rewriting h(t) (5.18) in terms of the adiabaticity parameter Q˜(j)(t) and
the adiabatic error function (j)(t), and their derivatives, the dominant term in
the expression is (5.21). The other terms are composed of various products of
(j)(t) and Q˜(j)(t), and their derivatives, and are comparatively small to (5.21). In
addition, their contributions are made even smaller as the adiabatic expansion is
truncated at the optimal order. In Figure 5.2, we plot the residual of h(t) and its
approximation by (5.21) for the first six orders of the adiabatic expansion using,
as the potential ω(t), the sQED Schwinger effective frequency (2.17) for a time-
dependent single-pulse electric field given by (2.119) with the parameters: E0 =
0.25, a = 0.1, k⊥ = k‖ = 0, in units of m = 1. The figure demonstrates the validity
of the approximation both at intermediate and, critically, at asymptotically late
times. Also note that the amplitude of the oscillations in Figure 5.21, especially
near the vicinity of the applied pulse, grow smaller as the optimal order jopt = 3 is
reached and then increase after. This behavior is typical of asymptotic expansions,
see Section 2.10. Lastly, we note that the asymptotic behavior of (5.21) matches
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that found in [143], given for asymptotically late times.
Later, we employ (5.21) as the adiabatic approximation of the eigenvalues
for the adiabatically evolving Hamiltonian (5.2) where the adiabaticity parameter
specifies its evolution.
5.3 Work Characteristic Function
The statistical properties of the system can be determined from the probability
density of the work done on the system p(w), or equivalently, from the corre-
sponding characteristic function G(µ) [137,142]. Recent work regarding the non-
equilibrium work theorem has focused on describing the time evolution of the
system by a leading-order WKB approximation and has emphasized studying the
properties of the system long after the interaction. Here, we seek to extend these
results by investigating the full time evolution of the system, not just at asymp-
totic times, but also at intermediate times to study out-of-equilibrium properties.
To this end, we study the system as it slowly varies in time and investigate the
dependence on the truncation of the adiabatic expansion. We introduce a time-
dependent probability density of the work done on the system, the work from
t = −∞ to time t, p(j)(w, t) and a time-dependent form for the characteristic
function G(j)(µ, t), truncated at adiabatic order j, as
G(j)(µ, t) =
∫
dw eiµwp(j)(w, t) (5.22)
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For adiabatic evolution of the time-dependent Hamiltonian, we employ the result
in [137] and extend its interpretation in time at the j-th adiabatic order, as
p(j)(w, t) =
∑
n,m
δ[w −∆E˜(j)mn(t)] P˜ (j)nm(t)Pm(−∞) (5.23)
Here P˜
(j)
nm(t), defined in (5.13), is the time-dependent probability of finding the
system (at the j-th order) in the n-th state after adiabatically evolving from
the initially prepared m-th state, and Pm(−∞) represents the initial thermal
equilibrium state of the system
Pm(−∞) = e
−βEm(−∞)
Z(−∞) =
e−β ω(−∞)(m+
1
2
)
Z(−∞) , (5.24)
Here Z(−∞) is the usual partition function for the QHO with the constant asymp-
totic frequency ω(−∞). Also in (5.23), w represents the work done on the system
up to time t, and ∆E˜
(j)
mn(t) represents the difference in the energy for the time-
dependent transition from the m-th to n-th state, making use of the approximate
intermediate time energy relation (5.21). It is defined as
∆E(j)nm(t) = h˜
(j)Q˜(j)
(
1
2
+ n
)
− h0
(
m+
1
2
)
(5.25)
Note the dependence on the adiabatic order j. We denote h0 ≡ h(−∞) = ω(−∞)
for convenience from now on.
Due to the form of (5.23), it is straightforward to obtain an expression for
the characteristic function G(j)(µ, t) by using the generating functions for the adi-
abatic transition probability [90,91,142]. Utilizing the adiabatic approximation for
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the energy eigenvalues of the system (5.21) and explicitly evaluating the integral
in (5.22) using (5.23), the characteristic function, at j-th adiabatic order, can be
expressed as
G(j)(µ, t) =
e
i
2
µh˜(j)Q˜(j)e−
1
2
h0[iµ+β]
Z(−∞)
∑
mn
(
eiµh˜
(j)Q˜(j)
)n (
e−h0[iµ+β]
)m
P˜ (j)mn(t) (5.26)
In this form, we can exploit the equal-time bilinear generating functions involv-
ing products of exact (5.4) and adiabatically evolving eigenfunctions (5.5), see
Appendix D. The bilinear function for the exactly evolving eigenfunction (5.4) is
∑
m=0
umψ∗m(x, t)ψm(y, t) =
(
1
2piξ2(t)
)1/2
1√
1− u2 ·
· exp
[(
− i
2
ξ˙
ξ
− 1
4ξ2
[
1 + u2
1− u2
])
x2 +
1
ξ2
[
u
1− u2
]
xy +
(
i
2
ξ˙
ξ
− 1
4ξ2
[
1 + u2
1− u2
])
y2
]
(5.27)
while the bilinear form for the adiabatically evolving eigenfunction (5.5) is
∑
n=0
vnζ∗n(y, t)ζn(x, t) =
(
W (j)
pi
)1/2
1√
1− v2 ·
· exp
[(
i
2
W˙ (j)
W (j)
− W
(j)
2
[
1 + v2
1− v2
])
y2 + 2W (j)
[
v
1− v2
]
xy −
+
(
i
2
W˙ (j)
W (j)
+
W (j)
2
[
1 + v2
1− v2
])
x2
]
(5.28)
Applying the bilinear forms (5.27,5.28) to the form of characteristic function in
(5.26), then simplifies the result to
G(j)(µ, t) =
e
1
2
βh0
(
1− eβh0)
2
√
η[Q˜(j)(t)]
(5.29)
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with the denominator having the form
η[Q˜(j)(t)] =− iQ˜(j)(t) sinh [h0 (β + iµ)] sin
[
µh˜(j)Q˜(j)(t)
]
+ cosh [h0 (β + iµ)] cos
[
µh˜(j)(t)Q˜(j)(t)
]
− 1 (5.30)
with the adiabaticity parameter Q˜(j)(t) defined as (5.14). Notice that the time
dependence of this expression enters through its explicit characterization by the
adiabaticity parameter Q˜(j)(t) and the energy h˜(j)(t). We note that equations
(5.29) and (5.30) were obtained without making an approximation and fully de-
scribe the work distribution of the time-dependent quantum harmonic oscillator
(5.2) for arbitrary parameterizations of the frequency ω(t).
5.4 Recovering Jarzynski’s Equality
We now demonstrate how useful statistical properties of the system can be directly
obtained from the characteristic function by solely manipulating the transform
(5.22) and utilizing the probability density of the work truncated at j-th order,
defined in (5.23). As a result, we also determine a time-dependent formulation of
the non-equilibrium theorem that not only describes the relation at asymptotic
times but also at intermediate times. The mean work probability distribution at
j-th order, across the equivalent forms, follows from
−i∂µG(j)(0, t) = 〈w〉(j) =
∫
dww p(j)(w, t) =
∑
n,m
∆E˜(j)nm(t)P˜
(j)
nm(t)Pm(−∞) ,
(5.31)
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and, by setting µ = iβ in (5.22),
G(j)(iβ, t) =
〈
e−w(t)β
〉(j)
(t) ≡
∫
dw e−w(t)βp(j)(w, t) (5.32)
=
∑
n,m
e−∆E
(j)
nm(t)βP˜ (j)nm(t)Pm(−∞) , (5.33)
the left-side of the non-equilibrium work theorem (5.1) is obtained for the j-th
adiabatic order. Note the appearance of w(t) in (5.33), which is interpreted at
the total work that was performed on the system from t = −∞ to time t.
Utilizing the characteristic function obtained previously, equation (5.29,5.30),
the forms for 〈w〉(j) and the ensemble average 〈e−w(t)β〉(j)(t) remarkably simplify.
The time-dependent mean of the work probability distribution is then
〈w〉(j)(t) = 1
2
[
h˜(j)(t)
(
Q˜(j)(t)
)2
− h0
]
coth
[
βh0
2
]
(5.34)
while the substitution for µ = iβ into the characteristic function (5.29,5.30) yields
an explicit time-dependent form to the left-hand-side of the non-equilibrium the-
orem as
〈e−w(t)β〉(j)(t) = sinh
[
1
2
βh0
]
sinh
[
1
2
βh˜(j)(t)Q˜(j)(t)
] (5.35)
Following how the non-equilibrium theorem relates the work performed on the
system to the difference of the Free Energies of the the configuration at t = −∞
and at time t, this is readily identified as the ratio of the partition functions for
the time-dependent oscillator at t = −∞ and at time t. Using the approximate
form for the energy, the partition function describing the adiabatically evolving
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time-dependent Hamiltonian (5.2) takes the form
Z(j)(t) =
∑
n
e−nβE˜
(j)
n (t) =
1
2 sinh
[
1
2
βh˜(j)(t)Q˜(j)(t)
] (5.36)
and the time-dependent free energy F (j)(t), at j-th order, follows in the usual way
as
F (j)(t) = − 1
β
ln
[
Z(j)(t)
]
(5.37)
The free energy of the system at past infinity is F (j)(−∞) = F (−∞), for all
orders j.
We deduce that the time-dependent form for the non-equilibrium work the-
orem with the time-dependent work w(t) and Free energy F (t) is
〈e−w(t)β〉(j)(t) = e−β(F (j)(t)−F (−∞)) (5.38)
in which the relation becomes an equality at asymptotically late times. Behind
the scenes, the relation is fundamentally determined by the adiabaticity parameter
Q˜(j) truncated at j-th order.
5.5 Time-Dependent Work Probability Distribution
As discussed in Section 5.2.2, the measure of how adiabatically a system evolves in
time is determined by the time-dependent adiabaticity parameter Q˜(j)(t). Trun-
cation at the optimal order provides a universal form to the evolution, with a uni-
versal approximate form (5.16), but different parameterizations of the frequency
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ω(t) determine which adiabatic order corresponds to the optimal order and the
scale of the adiabaticity parameter (see Section 5.2.2). In this section we ex-
plore the consequence on the form of the adiabaticity parameter in relation to the
time-dependent work probability.
5.5.1 Work Probability Distribution for Q˜(j)(t) ≈ 1
For the evolution of the adiabaticity parameter which is approximately close to
unity at all times, we may perform an expansion of the characteristic function:
G(µ, t) ≈ sinh [h0β/2]
sinh [(h0β − iµ∆h(j)(t)) /2] +O
(
Q˜(j)(t)− 1
)
(5.39)
where ∆h(j)(t) ≡ h0 − h˜(j)(t). The leading term of this expansion corresponds to
the dominant contribution to the characteristic function and further simplifies in
the limits of low and high temperature. In the classical (high-T ) limit β  1, we
find
G(j)(µ, t) =
βh0
βh0 − iµ∆h(j)(t) (5.40)
with the corresponding inverse Fourier transform yielding the work distribution
p(j)(w, t) =
βh0
|∆h(j)|Exp
[
− wβh0
∆h(j)(t)
]
Θ
[
wβh0
∆h(j)
]
(5.41)
where Θ denotes the Heaviside function. This is the time-dependent form of the
time-independent work probability distribution derived by Jarzynski in [125].
In the opposite (low-T limit), β  1, we find
G(j)(µ, t) = Exp
[
iµ∆h(j)(t)/2
]
(5.42)
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with the corresponding inverse Fourier transform yielding the work distribution
given by the Delta-Dirac distribution
p(j)(w, t) = δ
[
w − ∆h
(j)(t)
2
]
(5.43)
This is the time-dependent generalization of the time-independent result in [142].
5.5.2 Work Probability Distribution for Q˜(j)(t) > 1
We next consider the time-evolution of the adiabaticity parameter for Q˜(j)(t) > 1.
The characteristic function in the classical limit β  1 then simplifies to
G(j)(µ, t) =
βh0√
A[Q˜(j)(t)]µ2 +B[Q˜(j)(t)]µ+ C
(5.44)
where the coefficients are defined as
A[Q˜(j)(t)] = h˜(j)(t)
[
Q˜(j)(t)
]2 (
2h0 − h˜(j)(t)
)
− h20 (5.45)
B[Q˜(j)(t)] = 2iβh0
(
h0 − h˜(j)(t)
[
Q˜(j)(t)
]2)
(5.46)
and with C = β2h20. The inverse Fourier transform of (5.44) is obtained with the
solution to the integral found in Appendix E, and simplifies to
p(j)(w, t) =
√
β2h20
pi2A[Q˜(j)(t)]
exp
[
B[Q˜(j)(t)]
2iβA[Q˜(j)(t)]
]
×K0
h0h˜(j)(t)Q˜(j)(t)
√
[Q˜(j)(t)]2 − 1∣∣∣A[Q˜(j)(t)]∣∣∣ β|w|
 (5.47)
The low-temperature limit of the characteristic function (5.44) can be taken
but under the restricting limit of small h˜(j)(t).
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5.6 Statistical Properties of the System: Mean Work Probability
and Dissipated Work
The time-dependent dissipated work up to time t for a quantum harmonic oscil-
lator driven by the time-dependent frequency ω(t) is calculated by the difference
of the mean work 〈w〉(j) in (5.34) and the change in the free energy at the time t,
where the free energy is defined in (5.37) and ∆F (j)(t) = F (j)(t)− F (−∞):
〈w〉(j)diss(t) = 〈w〉(j)(t)−∆F (j)(t) (5.48)
The time-dependent dissipated work for arbitrary inverse temperature simplifies
to
〈w〉(j)diss(t) =
1
2
[
h˜(j)(t)[Q˜(j)(t)]2 − h0
]
coth
[
βh0
2
]
− 1
β
ln
sinh
[
βh˜(j)(t)Q˜(j)(t)/2
]
sinh[βh0/2]

(5.49)
with the smoothest evolution of dissipated work corresponding to truncation of
the adiabatic expansion at the optimal order.
5.7 Extroduction
The non-equilibrium work theorem, developed by Jarzynski, is a remarkable re-
lation, in which the work done on the system as it undergoes non-equilibrium
evolution can be obtained directly from the free energy differences between ini-
tial and final equilibrium configurations of the system. With the universality
of Berry’s work to describe optimal adiabatic approximation of the evolution of
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dynamical quantum systems, we developed a time-dependent generalization of
the non-equilibrium work relation (5.38) that is not only applicable at asymp-
totic times but also at intermediate times. This was achieved by modifying the
probability work distribution in [137] to take into account a time-dependent prob-
ability of making a transitions under the time-dependent driving of the system
by ω(t) and developing an adiabatic approximation of the energy of the system
(5.21). Thus, we demonstrated that, behind the scenes of the modified work re-
lation (5.38), the dynamics of the system is governed by a time evolution of the
adiabaticity parameter, defined in (5.14). This is a quantity that measures the
excitations of the system as it evolves in time. Also derived were various expres-
sions for the statistical properties of the system, such as the time-dependent mean
work probability and the mean dissipated work of the system. At optimal trun-
cation of the adiabatic expansion, each of these developed quantities evolves the
smoothest in time, as per the universal behavior of the asymptotic expansions.
Despite the success of modifying the non-equilibrium work theorem to apply for
all time, further considerations are necessary. For instance, for arbitrary inverse
temperature β and adiabaticity parameter, a selection rule for the work done, due
to the discrete starting expression for the probability work distribution in (5.23),
may need to be addressed. Also, it would be interesting to study other forms of
the time evolution, and in particular to study the effects of quantum interference
on the generalized time-dependent non-equilibrium work theorem.
Chapter 6
Fractionalized Non-self-dual Solutions in the CPN−1 Model
6.1 Introduction
Recent work has emphasized the physical significance of “bions”, topologically
trivial vacuum configurations that are locally molecules of instantons and anti-
instantons, for the study of confinement and chiral symmetry breaking in QCD and
supersymmetric gauge theory [144–153]. These are extensions of important related
early work by Yung [154], and Rubakov and Shevkov [155]. Using spatial com-
pactification and the principle of continuity, in gauge theories and CPN−1 models a
correspondence has been demonstrated between infrared renormalons and certain
fractionalized non-perturbative bion (and bion-molecule) objects [156–159]. Moti-
vated by these results, in this chapter we study non-self-dual classical solutions of
the CPN−1 model with twisted boundary conditions on the spatially compactified
cylinder. These non-self-dual solutions are solutions to the second-order classical
equations of motion, but are not solutions to the first-order instanton equations.
They have finite action, but are ‘unstable’ in the sense that the fluctuation opera-
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tor around these classical solutions has negative modes, and so these solutions are
saddle-points of the action rather than minima. They were found and classified by
Din and Zakrzewski [160–162] for CPN−1 on R2 and S2. Here we investigate these
solutions on the spatially compactified cylinder, S1L×R1, with ZN twisted bound-
ary conditions, and show that the non-self-dual solutions fractionalize with a rich
pattern of actions and charges, that can be identified locally with fractionalized
instantons that occur in twisted CPN−1 models [163–166].
Our motivation is to propose a new physical interpretation of these ‘un-
stable’ finite action classical solutions, in light of recent work on the CPN−1
model using resurgent asymptotic analysis [158,159], in which the perturbative
infrared renormalons of CPN−1 were identified with fractionalized multi-instanton
configurations [instanton–anti-instanton bions and bion-molecules] in the non-
perturbative sector. This identification relies crucially on the spatial compact-
ification, which regularizes the otherwise-ill-defined (due to the instanton scale
modulus problem) non-perturbative instanton gas description, and generates ZN
twisted boundary conditions, which in turn lead to the appearance of fractional-
ized instanton configurations. Certain multi-instanton amplitudes produce imag-
inary non-perturbative contributions which were shown to cancel against terms
produced by the analysis of the non-Borel-summable (due to infrared renormalons)
perturbative sector. Taken together, as a resurgent semi-classical expansion, the
imaginary ambiguities in the perturbative and non-perturbative sectors cancel,
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rendering the theory fully self-consistent. This is a concrete field theoretic real-
ization of the Bogomolny-Zinn-Justin (BZJ) cancellation mechanism of quantum
mechanics [167,168,170,169,171,172].
The analysis of CPN−1 bion amplitudes in [158,159], and in the related Yang-
Mills studies in [156,157], was based on the standard instanton calculus approach
that considers the interactions amongst the constituents of classical configura-
tions consisting of far-separated instantons and anti-instantons [173,154,174–176].
These bions and bion-molecules are approximate classical solutions, and for certain
alignments and fermion content, the bions or bion-molecules have unstable nega-
tive modes leading to imaginary non-perturbative contributions [156–159]. How-
ever, we point out here that in precisely these two asymptotically free quantum
field theories, 4d Yang-Mills theory and 2d CPN−1, there exist exact non-self-dual
solutions, consisting locally of combinations of instantons and anti-instantons.
These classical solutions have finite action, but have negative fluctuation modes.
For 4d Yang-Mills theory, there is a mathematical existence proof for these non-
self-dual solutions in su(2) [177], explicit ansatz forms [178–181], and simple em-
bedding constructions for su(N) with N ≥ 4 [176], but these Yang-Mills solutions
are somewhat unwieldy. On the other hand, for CPN−1 there is a simple construc-
tion for generating these solutions on R2 and S2 [160–162], which makes them
easy to analyze. While a number of mathematical properties of these non-self-
dual solutions have been studied [160,162,182], no concrete physical interpretation
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has been proposed. Motivated by the above discussion of resurgent analysis of 4d
Yang-Mills theory and 2d CPN−1 [156–159], where spatial compactification and
ZN twisted boundary conditions play key roles, in this chapter we study the unsta-
ble non-self-dual classical solutions in CPN−1 with twisted boundary conditions.
The effect of twisted boundary conditions on self-dual instanton solutions has been
studied in detail previously, for CPN−1 [163,164] and Yang-Mills [183–185]. While
the physical interpretation of these caloron solutions is quite different [158,159],
many technical details are similar.
In this chapter we generalize the work of Din and Zakrzewski on non-self-
dual solutions to incorporate twisted boundary conditions, and show that the
solutions persist, and lead to a rich structure of fractionalized topological charges.
Our ultimate motivation is to identify these exact saddle-point solutions with
a resurgent trans-series expansion of the field theoretic path integral at weak
coupling: ∫
Dn e− 1g2 S[n] =
∑
k
∑
l
∑
p
ck,l,p e
−k/g2 g2l
(
ln
(
− 1
g2
))p
(6.1)
Here the sum over k covers all multi-instanton sectors, the sum over l covers
perturbation theory and all perturbative fluctuations about each multi-instanton
sector, and the log sum encapsulates quasi-zero mode contributions. This trans-
series structure arises generically from a full semi-classical expansion around all
critical points, both minima (instantons) and saddle points (non-self-dual clas-
sical solutions). While the dominant non-perturbative contributions for a given
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topological charge come from instantons, the non-self-dual classical solutions are
saddle points, so they produce higher-order contributions. Nevertheless, the re-
sults of [158,159] show that these saddle point contributions should be included
for the semi-classical trans-series expansion (6.1) to be fully self-consistent. This
is because, due to the appearance of negative fluctuation modes, these contribu-
tions will generically be complex, and for consistency of the theory they must
be canceled by imaginary non-perturbative contributions arising from the non-
Borel-summable nature of the perturbative expansions about the vacuum and
each instanton sector. “Resurgence” is the statement that these cancellations oc-
cur to all orders in the expansion (6.1), and this has been demonstrated explicitly
for low orders in CPN−1 models [158,159].
Lastly, we note that the work presented here has recently been addressed
by Jarzynski and Bolognesi [186].
6.2 Formalism: Classical solutions of CPN−1
We begin with a brief review of notation and previous results [160–162].
6.2.1 Action and Topological Charge
The CPN−1 model has classical action
S[n] =
∫
d2x (Dµn)
†(Dµn) (6.2)
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where n is a complex N -component vector satisfying n†n = 1. The CPN−1 model
has a global U(N) symmetry and a local U(1) gauge symmetry, for which the
covariant derivative is Dµ = ∂µ − iAµ, with Aµ = −i n†∂µn. The 2d manifold
over which the integral in (6.2) is taken, and associated boundary conditions, will
be specified below. The cases of interest here are R2, S2 and S1L × R1. With a
Bogomolny factorization, the action can be re-written
S =
∫
d2x
[
1
2
∣∣∣Dµn± iµνDνn ∣∣∣2 ∓ iµν (Dνn)†Dµn] (6.3)
from which we identify the topological charge
Q =
∫
d2x iµν (Dνn)
†Dµn =
∫
d2x µν∂µAν (6.4)
Thus, S ≥ |Q|, and we note that for finite action solutions on R2 and S2, Q is an
integer multiple of 2pi.
Another useful representation of the CPN−1 model is in terms of the N ×N
holomorphic projector field, P ≡ nn †, which satisfies P2 = P = P†, and TrP = 1.
The action (6.2) and topological charge (6.4) take the simple form
S = 2
∫
d2xTr [∂zP ∂z¯P] (6.5)
Q = 2
∫
d2xTr
[
P ∂z¯P ∂zP− P ∂zP ∂z¯P
]
(6.6)
where z = x1 + ix2. This projector representation is particularly convenient for
analyzing non-self-dual solutions.
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6.2.2 Self-dual (instanton) solutions
From the Bogomolny factorization (6.3), we deduce the first-order instanton (self-
duality) equations:
Dµn = ± iµνDνn (6.7)
Explicit instanton solutions are simple to construct using the homogeneous field
ω, where n ≡ ω/|ω|, in terms of which the first-order instanton equations reduce
to the Cauchy-Riemann equations, so that instantons correspond to holomorphic
vectors, ω = ω(z), and anti-instantons correspond to anti-holomorphic vectors,
ω = ω(z¯). In the projector representation, the instanton equations are:
∂z¯PP = 0 (instanton) , ∂zPP = 0 (anti-instanton) (6.8)
The instanton equations are solved by the N×N holomorphic projectors, P = ω ω†
ω†ω ,
with ω = ω(z).
6.2.3 Non-self-dual solutions
The critical points of the action (6.2) are solutions to the full (second-order)
classical equations of motion:
DµDµn− (n† ·DµDµn)n = 0 or [∂z∂z¯P , P] = 0 (6.9)
Note that solutions to the instanton equations (6.7) or (6.8) are automatically
solutions to (6.9), but not vice versa.
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Explicit non-self-dual solutions can be generated from an initial self-dual
(instanton) solution by the following procedure of projection operations [160–162].
We define the projection operator Z+ acting on a classical solution ω(z, z¯) as:
Z+ : ω → Z+ω ≡ ∂z ω −
(
ω† ∂z ω
)
ω†ω
ω , Z+ : n→ Z+n ≡ Z+ω|Z+ω| (6.10)
It is straightforward to verify using elementary identities that if ω is a classical
solution, then Z+ω is also a classical solution [160–162]. We can therefore generate
a tower of classical solutions by starting with an initial instanton configuration,
ω = ω(0)(z), and repeatedly acting with Z+:
ω(k)(z, z¯) ≡ Zk+ω(0)(z) (6.11)
Notice that the projection operation (6.10) introduces dependence on z¯, due to
the adjoint operation, so the projected solutions are no longer instantons. Never-
theless, they satisfy the second-order classical equations of motion. Moreover, the
tower of projection operations eventually truncates, after at most (N − 1) steps
in CPN−1, because eventually the classical solution becomes an anti-instanton, for
which Z+ω(z¯) = 0. (Indeed, we could have begun with an anti-instanton and pro-
jected up the ladder in the other direction; this is equivalent.) Din and Zakrzewski
proved that on R2 and S2, this repeated projection operation (6.11) produces all
finite action non-self-dual classical solutions [160–162]:
ω(0)
Z+−−−→ ω(1) Z+−−−→ · · · Z+−−−→ ω(k) Z+−−−→ · · · Z+−−−→ ω(N−1) Z+−−−→ 0 (6.12)
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In the tower (6.12), the initial solution ω(0) is an instanton, while the final solution
ω(N−1) is an anti-instanton. Note in particular that for CP1 we do not generate any
non-self-dual solutions, as the initial instanton maps directly to an anti-instanton.
Thus, we need to consider at least the N = 3 case: CP2. Explicit examples are
presented below.
6.2.4 Action and Topological Charge of Non-Self-Dual Classical
Solutions
The projector representation is particularly convenient for describing the action
and topological charge of the non-self-dual solutions. The solution ω(k) has action
S(k) and topological charge Q(k) given by expressions (6.5, 6.6) evaluated on the
projector
P(k) ≡
ω(k) ω
†
(k)
ω†(k)ω(k)
(6.13)
Using basic algebraic identities and the result [162] that for all k:
P(k)∂¯P(k) =
k∑
j=0
∂¯P(j) (6.14)
one can show that:
S(k) = Q(k) + 2
k−1∑
j=0
Q(j) (6.15)
Some useful related identities are listed in the Appendix. Since the final solu-
tion is an anti-instanton, S(N−1) = −Q(N−1), and therefore we see that S(N−1) =
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Fig. 6.1: The change (6.18) in the action under the fluctuation (6.17), for the
Q = 0 non-self-dual configuration plotted in the second row of Figure
6.2. The horizontal axis denotes the (symmetric) distance of each object
from the center. At large separation this fluctuation is a zero mode,
while at finite separation it becomes a negative mode.
∑N−2
j=0 Q(j). For example, for CP2 (N = 3) we have
S(0) = Q(0) , S(1) = 2Q(0) +Q(1) , S(2) = Q(0) +Q(1) (6.16)
In particular, if the intermediate non-self-dual solution has Q(1) = 0, then S(1) =
2Q(0), and Q(2) = −Q(0). For CPN−1 on R2 and S2, all S(k) and Q(k) are integer
multiples of 2pi. We show below that with twisted boundary conditions on the
spatially compactified cylinder, S1L×R1, there is a much richer set of actions and
charges.
6.2.5 Fluctuation Modes
The non-self-dual classical solutions are ‘unstable’ in the sense that the fluctuation
operator about the solution has at least one negative mode. A systematic char-
acterization of the negative modes, and even their number, has not yet been fully
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performed (see comments in [160–162,182]), but the following physical argument
illustrates the point. Consider for example a non-self-dual solution with zero net
topological charge, Q = 0, consisting locally of 2 instantons and 2 anti-instantons.
This is the simplest such non-self-dual configuration. In CPN−1 a single instanton
is characterized by 2N parameters, and so has 2N zero modes. Therefore, this
non-self-dual configuration would have a total of 8N zero modes in the infinite
separation limit. However, the exact solution at finite separation is constructed
by applying projection operators to an initial Q = 2 instanton, which has just 4N
zero modes. Thus, the exact non-self-dual solution only has 4N zero modes. So,
half the zero modes at infinite separation become non-zero-modes, either positive
or negative, at finite separation. Depending on the parameters, such as orienta-
tions, the lifted zero modes may become negative modes or positive modes. As
an example, consider the fluctuation
n→ n˜ = n
√
1− φ†φ+ φ , φ = Dzn ; φ† · n = 0 (6.17)
for which the change in the action is manifestly negative [160,161]:
δS = −
∫
d2x
(
Tr
[
(Dzn)
†Dzn (Dz¯n)
†Dz¯n
]
+ Tr
[
(Dz¯n)
†Dzn (Dzn)
†Dz¯n
])
(6.18)
In Figure 6.1 we plot the change in the action as a function of separation, showing
how a zero mode at large separation becomes a negative mode at finite separation.
This example is for CP2 (N = 3). The action and charge of the corresponding
configuration is shown in the second row of Figure 6.2.
147
6
Action Density of ω(0): (S(0) = 2) Charge Density of ω(0): (Q(0) = 2)
Action Density of ω(1): (S(1) = 4) Charge Density of ω(1): (Q(1) = 0)
Action Density of ω(1): (S(2) = 2) Charge Density of ω(2): (Q(2) = −2)
FIG. 2: The Action and Charge Density configurations due to successive mappings from the ansatz solution (3.1) in CP2 on R2:
ω(0) =
(
1, λ eiθ1 (z − a) , µ eiθ2 (z2 − b2)) where a = a1 + i a2 and b = b1 + i b2, and plotted for: λ, µ = 2, a1, a2 = 0, b1, b2 = 4,
∀ θ1, θ2 ∈ [0, 2pi). The initial configuration ω(0) corresponds to two instantons, while ω(1) corresponds to two instantons and
two anti-instantons, and ω(2) corresponds to two anti-instantons. These are all exact solutions to the classical equations of
motion, but ω(1) is non-self-dual.
Fig. 6.2: The Action and Charge Density configurations due to successive map-
pings from the ansatz solutio (6.19) in CP2 on R2, where a = a1 + i a2
and b = b1 + i b2, with λ, µ = 2, a1, a2 = 0, b1, b2 = 4, ∀ θ1, θ2 ∈ [0, 2pi).
ω(0) corresponds to two instantons, while ω(1) corresponds to two in-
stantons and two anti-instantons, and ω(2) corresponds to two anti-
instantons. All are exact solutions to (6.7) but ω(1) is non-self-dual.
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6.3 Explicit Examples on R2 and S2
As Zakrzewski and Din have shown, non-self-dual solutions exist on R2 (and corre-
spondingly on compactified S2) for the CPN−1 model when N ≥ 3. These solutions
are characterized by a number of parameters that dictate the location, orientation
and profile of the configurations and their sub-components. The simplest example
occurs for CP2 (N = 3) on R2, beginning with a two-instanton. This is illustrated
in Figure (6.2), using the two-instanton ansatz
ω(0) =
(
1, λ eiθ1 (z − a) , µ eiθ2(z2 − b2)) (6.19)
This self-dual configuration ω(0) has total action S(0) = 2, and total topological
charge Q(0) = 2 (as multiples of 2pi), and the parameters λ, µ > 0, a, b ∈ C and
θ1, θ2 ∈ [0, 2pi) govern the size, location, and phase orientation of each component
single-instanton. After one step, the mapping (6.10) produces a non-self-dual
configuration ω(1), whose action and topological charge densities are shown in
the second row of Figure 6.2. A second projection produces a configuration ω(2)
which is anti-self-dual, comprising two anti-instantons, as shown in the third row
of Figure 6.2. When a = 0, the original solution ω(0) and mapped solutions, ω(1)
and ω(2), correspond to symmetric configurations whose individual components
are equally spaced, as seen in Figure 6.2. The non-self-dual configuration ω(1) in
the second line of Figure 6.2 consists of two instantons and two anti-instantons,
each of action one, leading to a total action of S(1) = 4, and zero total topological
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charge, Q(1) = 0. The final mapping generates a configuration that consists of two
anti-instantons of charge-(−1). So we can summarize the action and topological
charge values of the tower of solutions as:
(
S(0), Q(0)
)
= (2, 2)
Z+−−−→ (S(1), Q(1)) = (4, 0) Z+−−−→ (S(2), Q(2)) = (2,−2)
(6.20)
Note the consistency with the relations in (6.16).
6.4 Explicit Examples on S1L × R1
As in [158,159], we impose ZN twisted boundary conditions in the compactified
spatial direction:
n(x1, x2 + L) = Ωn(x1, x2) , Ω = diag
(
1, e−2pii/N , . . . , e−2pii(N−1)/N
)
(6.21)
This corresponds to the same condition on the homogeneous field ω(x1, x2), and
we see from (6.10) that if the initial instanton solution ω(0) satisfies ZN twisted
boundary conditions, then all subsequent projected solutions in (6.10), (in partic-
ular, the non-self-dual ones), also satisfy ZN twisted boundary conditions.
For self-dual solutions, the fractionalization arises because of an interplay
between the twisted boundary condition, which could be imposed by phase fac-
tors in the compactified x2 direction, and the holomorphicity condition for an
instanton. Thus for an instanton, the twists must arise from factors expressed in
terms of the holomorphic variable z = x1 + ix2, and so the twists in the compact
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Action Density of ω(0): (S(0) =
2
3
) Charge Density of ω(0): (Q(0) =
2
3
)
Action Density of ω(1): (S(1) =
4
3
) Charge Density of ω(1): (Q(1) = 0)
Action Density of ω(2): (S(2) =
2
3
) Charge Density of ω(2): (Q(2) = − 23 )
FIG. 3: The Action and Charge Density configurations due to successive mappings from the ansatz solution (4.2) in CP2 on
S1L × R1: ω(0) =
(
1, λ eiθ1e−2piz/3, µ eiθ2e−4piz/3
)
where λ = 4000, µ = 1, ∀ θ1, θ2 ∈ [0, 2pi). The initial configuration ω(0)
corresponds to two fractionalized instantons each of charge 1/3, while ω(1) corresponds to one fractionalized instanton of charge
2/3 and two fractionalized anti-instantons each of charge −1/3, and ω(2) corresponds to a fractionalized anti-instanton of charge
−2/3. These are all exact solutions to the classical equations of motion, but ω(1) is non-self-dual.
Fig. 6.3: The Action and Charge Density configurations due to successive map-
pings from the ansatz solution (6.22) in CP2 on S1L × R1, with λ =
4000, µ = 1, ∀ θ1, θ2 ∈ [0, 2pi). ω(0) corresponds to two fractionalized
instantons, while ω(1) corresponds to a single fractionalized instanton
and two anti-instantons, and ω(2) corresponds to a single fractionalized
anti-instanton. All are exact solutions to (6.7) but ω(1) is non-self-dual.
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Action Density of ω(0): (S(0) =
4
3
) Charge Density of ω(0): (Q(0) =
4
3
)
Action Density of ω(1): (S(1) = 3) Charge Density of ω(1): (Q(1) =
1
3
)
Action Density of ω(2): (S(2) =
5
3
) Charge Density of ω(2): (Q(2) = − 53 )
FIG. 4: The Action and Charge Density configurations due to successive mappings from the ansatz solution (4.4) in CP2
on S1L × R1: ω(0) =
(
1, λ eiθ1e−2piz/3 + µ eiθ2e−8piz/3, ν eiθ3e−4piz/3
)
where λ = 104, µ = 10−2, ν = 104, θ1 = pi, θ2 = 0,
∀ θ3 ∈ [0, 2pi). The initial configuration ω(0) corresponds to two fractionalized instantons each of charge 1/3 and another
fractionalized instanton of charge 2/3, while ω(1) corresponds to one instanton of charge 2/3 and another of charge 1 (marked
by the black oval) and two anti-instantons each of charge −1/3 and another anti-instanton of charge −2/3, and ω(2) corresponds
to an anti-instanton of charge −2/3 and an anti-instanton of charge −1 (marked by the black oval). Notice the appearance of
very sharp instanton and anti-instanton peaks in the third, fourth, fifth and sixth plots, marked by the black oval shape, as
discussed in the text. These peaks are so sharp that they do not show up on the same scale, but their cross-sections are plotted
in Figure 5. Note that ω(0), ω(1) and ω(2) are all exact solutions to the classical equations of motion, but ω(1) is non-self-dual.
Fig. 6.4: The Action and Charge Density configurations due to successive map-
ping from an ansatz solution with m re st ucture (6.24) in CP2 on
S1L×R1, with λ = 104, µ = 10−2, ν = 104, θ1 = pi, θ2 = 0, ∀ θ3 ∈ [0, 2pi).
See text for quantitativ details on the map ing. ω(0), ω(1) and ω(2) are
all exact solutions to (6.7), but ω(1) is non-self-dual.
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Fig. 6.5: A magnified cross section of the charge density of the highly localized
charge-1 instanton and anti-instanton that appear in the fourth and
sixth plots in Figure 6.4. Both are plotted with the same parameters
used in Figure 6.4.
x2 direction necessarily also affect the form of the solution in the non-compact
x1 direction [163,164,158,159]. For non-self-dual solutions, the fractionalization is
inherited from the fractionalization of the initial self-dual solution ω(0).
We illustrate the effect of twisted boundary conditions on some non-self-
dual configurations in CP2, for which N = 3. The first example demonstrates a
configuration analogous to that in Figure 6.2 on R2, while the second demonstrates
a new effect not seen on R2. These examples also serve to demonstrate the diversity
of non-self-dual solutions that are possible with twisted boundary conditions in
CP2 on S1L × R1.
Example 1: Figure 6.3 shows the simplest non-self-dual solution, manifest
in CP2, on S1L × R1 with Z3 twisted boundary conditions. We take an initial
two-instanton ansatz
ω(0) =
(
1, λ eiθ1e−2piz/3, µ eiθ2e−4piz/3
)
, (6.22)
where λ, µ > 0, θ1, θ2 ∈ [0, 2pi). This solution is self-dual, with action and charge
153
S(0) = Q(0) = 2/3, consisting of two separate fractionalized instantons of charge
1/3. After one application of the mapping (6.10) we obtain a non-self-dual con-
figuration ω(1) with zero net topological charge Q(1) = 0, and action S(1) = 4/3,
as shown in the second row of Figure 6.3. We can identify this configuration as
consisting of a double-instanton of charge 2/3 at the midpoint of the original in-
stanton components, with two anti-instantons each of charge −1/3, located near
the positions of the original instanton components. Note the difference from the
example on R2 in Figure 6.2. After one further application of the mapping (6.10)
we obtain an anti-self-dual configuration ω(2), which for this choice of parameters
looks like a double (fractionalized) anti-instanton configuration, with total charge
−2/3. So we can summarize the action and topological charge values of the tower
of solutions as:
(
S(0), Q(0)
)
=
(
2
3
,
2
3
)
Z+−−−→ (S(1), Q(1)) = (4
3
, 0
)
Z+−−−→ (S(2), Q(2)) = (2
3
,−2
3
)
(6.23)
Note the consistency with the relations in (6.16).
Example 2: Figure 6.4 shows a non-trivial non-self-dual solution in CP2 on
S1L×R1 with Z3 twisted boundary conditions. We begin with the initial instanton
ansatz
ω(0) =
(
1, λ eiθ1e−2piz/3 + µ eiθ2e−8piz/3, ν eiθ3e−4piz/3
)
, (6.24)
where λ, µ, ν > 0, θ1, θ2, θ3 ∈ [0, 2pi). This starting configuration consists of
three instantons of topological charge 2/3, 1/3 and 1/3, respectively, producing
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S(0) = Q(0) = 4/3. On comparison with (6.22) and Figure 6.3, we note that the
inclusion of the extra Z3 twist preserving term exp[−8piz/3] directly contributes
the extra charge 2/3 instanton in the starting configuration, and imbues greater
structure to the subsequent non-self-dual solution. At first sight, the non-self-dual
configuration ω(1) plotted in the second row of Figure 6.4 appears to consist of
one instanton of charge 2/3, and three anti-instantons, two of charge −1/3, and
one of charge −2/3. This would suggest a net charge of −2/3 and net action
equal to 2. However, there is another instanton, of net charge +1, which for these
parameters is not fractionalized, that is a very sharp peak that can not be seen
on the scale of the figure. It is marked by the black oval in the plots in the second
line of Figure 6.4. A magnified cross-section of this extra instanton is shown in
Figure 6.5. Thus, the actual assignment of action and charge, which is easily
verified by numerical integration, is S(1) = 3, and Q(1) = 1/3. It is interesting
to see that for this non-self-dual configuration some sub-components are clearly
fractionalized, while there is a distinct lump that is not. This demonstrates a
richer structure when compared to the non-self-dual solutions on R2 (and S2).
The unresolved sharp peaks in the configurations of Figure 6.4, marked by a
black oval shape, correspond to this highly localized non-fractionalized instanton
and anti-instanton, and have the resolved form shown in Figure 6.5. In addition,
the extra twist preserving term also affects the final mapped configuration ω(2),
with further structure when compared to Figure 6.3. Thus, while at first sight, it
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looks like the final configuration ω(2) has S(2) = −Q(2) = 2/3, in fact there is a very
sharply peaked anti-instanton at the location marked by the black oval, leading
to the net result: S(2) = −Q(2) = 5/3. Observe that, unlike the R2 examples, the
total action and topological charge of the final solution ω(0) need not be equal to
those of the starting solution ω(2). So we summarize the action and topological
charge values of this tower of solutions as:
(
S(0), Q(0)
)
=
(
4
3
,
4
3
)
Z+−−−→ (S(1), Q(1)) = (3 , 1
3
)
Z+−−−→ (S(2), Q(2)) = (5
3
,−5
3
)
(6.25)
Note again the consistency with the relations in (6.16). With the inclusion of
further twist preserving terms, an even richer set of solutions develop that are
unique to twisted boundary conditions on S1L×R1, generating all multiples of 1/3
for the charge of the non-self-dual solution ω(1).
Lastly, some important and useful projector identities can be found in Ap-
pendix F.
6.5 Conclusion
In this chapter we have shown that Din and Zakrzewski’s construction of non-self-
dual classical solutions in the CPN−1 model on R2 and S2 extends naturally to
non-self-dual classical solutions on S1L×R1, with ZN twisted boundary conditions.
As occurs for the self-dual instantons, the non-self-dual solutions fractionalize into
sub-component objects, which we can identity locally as fractionalized instantons
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and anti-instantons. This leads to a much richer spectrum of actions and charges,
generically in integer units of 1/N for CPN−1. We furthermore propose that the
physical significance of these ‘unstable’ non-self-dual solutions is not associated
with unstable vacuum decay, but rather that in a semi-classical saddle point analy-
sis of the path integral they produce imaginary non-perturbative terms that match
(and cancel against) imaginary non-perturbative terms arising in the perturbative
sector due to the infrared-renormalon-induced non-Borel-summability of pertur-
bation theory for CPN−1. This suggests that it would be worthwhile to classify
and analyze more systematically the negative modes corresponding to these exact
non-self-dual solutions. Technically, in CPN−1 we see that these negative modes
arise as some would-be zero-modes associated with an approximate non-self-dual
configuration of infinitely-far-separated instantons and anti-instantons, become
negative modes as these sub-components approach one another; the exact non-
self-dual solution has fewer zero-modes than its sub-components would suggest,
because it inherits these zero-modes from the parameters of the simpler initial
self-dual configuration ω(0). We expect similar behavior in twisted Yang-Mills
theory, although the CPN−1 case is simpler and more explicit. Finally, we note
that similar effects should also occur in other 2d sigma models.
Chapter 7
Conclusion
In this dissertation, I have studied semiclassical effects in QFT and made use
of the universal behavior of the asymptotic adiabatic expansion to study quan-
tum non-equilibrium dynamics for systems with time-dependent driving. The
universality of optimal truncation of the divergent and asymptotic adiabatic ex-
pansion provides a well-defined concept for the adiabatic approximation of the
far-from-evolution of dynamical systems. I have considered three applications: 1)
particle production with time-dependent driving, where a consistent definition to
time-dependent particle production was developed and the back-reaction prob-
lem was addressed, 2) Jarzynski’s non-equilibrium work theorem was modified
to incorporate optimal adiabatic evolution, for study of non-equilibrium quantum
dynamics, and 3) the semi-classical (non-instanton) solutions in an asymptotically
free CPN−1 model were classified. This work has been published in three papers
in Physical Review D [187–189].
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Appendices
A Schwinger Effect for Spinor QED
We now consider the production of fermionic particles in the Schwinger Effect and
briefly outline the analogous decomposition of the equation of motion to a set of
decoupled oscillators spanned by the momentum k, as seen in the scalar version
of QED. Apart from opposite phase of interference effects, the physics is very
similar to sQED but more notationally technical. Of physical importance to the
Schwinger Effect is that the electron and positron mass is much smaller than that
of any known charged scalar particle. Thus the Schwinger critical field is much
smaller in QED and particle production is dominated by the production of e+e−
pairs. Lastly, this section demonstrates that the results formulated in Chapter 2
to address a time-dependent particle number can be applied to fermionic QED.
The action of a charged massive fermion is given by the Dirac Lagrangian
under a local U(1) symmetry:
S =
∫
d4x ψ¯
(
i /D −m)ψ (7.1)
where Dµ = ∂µ + ieAµ. Extremizing the action, the equations of motion for the
spinor field ψ(x, t) read
(
i /D −m)ψ = 0 (7.2)
Considering a time-dependent, spatially homogeneous electric field given by the
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vector potential Aµ(x) = δµ3A(x
0), the equation of motion reduces to
(
i/∂ − eγ3A3 −m
)
ψ = 0 (7.3)
This equation can be conveniently rewritten by defining an auxiliary field χ defined
as
ψ ≡ (i/∂ − eγ3A3 −m)χ (7.4)
which transforms equation (7.3) into a Klein-Gordon-like expression for the aux-
iliary field χ: (
∂µ∂
µ +m2(eA3)
2 + eγ0γ3A˙3 − 2ieA3∂3
)
χ = 0 (7.5)
This equation can now be solved via mode decomposition with the following ansatz
for positive and negative solutions:
χk,1 ∼ eik·xgk(t)1 χk,2 ∼ e−ik·xg∗k(t)2 (7.6)
where gk(t) denotes the fermionic time-dependent complex mode functions and s
correspond to the positive eigenvalues of the matrix γ0γ3, thus fixing the degrees
of freedom, which have the form
1 = (0, 1, 0,−1)T 2 = (1, 0, 1, 0)T (7.7)
Requiring the ansatz (7.6) be a solution to equation (7.5), yields the fermionic
set of decoupled linear time-dependent oscillator equations spanned by the mo-
menta k:
g¨k(t) + ω
2
k(t)gk(t) = 0 (7.8)
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Here, the effective frequency, with the field and momenta k written in terms of
the polarization of the electric, is
ω2k(t) = m
2 + k2⊥ +
(
k‖ − eA‖(t)
)
+ ieA˙‖(t) (7.9)
Lastly, we note that because spinors satisfy anti-commutation relations,
the corresponding Bogoliubov transformation from time-independent to time-
dependent creation/annihilation operators must now be a SU(2) transformation: a˜k(t)
b˜†−k(t)
 =
αk(t) β∗k(t)
βk(t) α
∗
k(t)

 ak
b†−k
 (7.10)
such that unitarity requires |αk(t)|2 + βk(t)|2 = 1 for fermions, for all time t.
B Single-pulse Analytical Example
An analytic example that is commonly used in the literature [190] in connection
with the adiabatic particle number is the single-pulse electric field given by (2.119)
with the vector potential (2.120). The solution of the Klein-Gordon equation
(2.16) with this electric field case is a hypergeometric solution of the form
fk(t) =
(−x)−iµk(1− x)√
2ωk(−∞) 2
F1 [− i(µk + νk), − i(µk − νk), 1− 2iµk, x] (7.11)
where x ≡ −e2at, and
 =
1
2
(
1 +
√
1− 4E
2
0
a4
)
µk =
ωk(−∞)
2a
νk =
ωk(+∞)
2a
(7.12)
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which satisfies the Wronskian condition (2.15) and matches the rightward scat-
tering scenario (2.24). From (2.18), then the absolute magnitude of (7.11) is the
analytic solution to the Ermakov-Milne equation (2.19). The scattering coeffi-
cients in equation (2.24) with (7.11) are
Ak =
√
νk
µk
Γ (1− 2iµk) Γ (−2iνk)
Γ (− i(µk + νk)) Γ (1− − i(µk + νk)) (7.13)
Bk =
√
νk
µk
Γ (1− 2iµk) Γ (2iνk)
Γ (− i(µk − νk)) Γ (1− − i(µk − νk)) (7.14)
where the coefficients satisfy unitarity, |Ak|2 − |Bk|2 = 1, and are related to the
final-time Bogoliubov coefficients by Ak = αk(+∞) and Bk = βk(+∞). Thus,
the final particle number at future infinity for the single-pulse case is precisely
N˜k(+∞) = |Bk|2.
C Transition Amplitude Evaluation: Double Hermite Integral
Solution
Determining the adiabatic transition amplitude of a generalized quantum har-
monic system evolving to the n-th state at a later time t from being initially
prepared in the m-th state requires evaluating an integral composed of a prod-
uct of two Hermite polynomials (2.78). The solution of the integral for arbitrary
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Hermite polynomial orders and arguments is presented:
1√
2pi
∫ ∞
−∞
dy e−
1
2
y2Hn(ay)Hm(by) =
=

n!m!
(n
2
)!(n
2
)!
(
2a2 − 1)n2(2b2 − 1)m2 2F1[−m
2
,−n
2
,
1
2
, ρ2
]
, form,n = even
2n!m! ab
(n−1
2
)!(m−1
2
)!
(
2a2 − 1)n−12 (2b2 − 1)m−12 2F1[1−m
2
,
1− n
2
,
3
2
, ρ2
]
, form,n = odd
0, form+ n = odd
(7.15)
for a, b ∈ C and
ρ =
2ab√
(2a2 − 1)(2b2 − 1) (7.16)
D Hermite Bilinear Forms
The bilinear generating function (Mehler Formula) for the product of two Hermite
Polynomials with equal indices but different arguments:
∑
n=0
θn
2nn!
Hn(x)Hn(y) =
1√
1− θ2 exp
[
2θxy − θ2(x2 + y2)
1− θ2
]
(7.17)
=
1√
1 + θ
exp
[
θ (x+ y)2
2 (1 + θ)
]
1√
1− θexp
[
−θ (x− y)
2
2 (1− θ)
]
E A Useful Integral
The following integral has the solution [191]:∫ +∞
−∞
dx
eiλx
(x2 + z2)ρ
=
23/2−ρ
√
pi
Γ[ρ]
Kρ−1/2 (z|λ|) (7.18)
where Kν(x) is the MacDonald Function.
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F CPN−1 Projector Identities
We list some useful identities concerning the non-self-dual configurations gener-
ated by the mapping (6.11). For all classical solutions generated by (6.11), we
have:
ω†(k) ω(l) = 0 if k 6= l (7.19a)
∂z¯ ω(k) = − ω(k−1)
|ω(k)|2
|ω(k−1)|2 (7.19b)
∂z
(
ω(k−1)
|ω(k−1)|2
)
=
ω(k)
|ω(k−1)|2 (7.19c)
ω(N) = Z+ω(N−1) = 0 (7.19d)
In terms of the projectors:
ω(k+1) ∝ ∂zP(k)ω(k) , ω(k−1) ∝ ∂z¯P(k)ω(k) (7.20)
The following projector identities are useful in determining (6.15), and are general
for all Grassmanians:
P(i) P(j) = P(i)δij (7.21a)
P(i) ∂zP(i) P(i) = 0 ∀ i (7.21b)
P(i) ∂zP(j) = 0 if j = i+ 1 or |i− j| ≥ 2 (7.21c)
∂zP(i) P(j) = 0 if j = i+ 1 or |i− j| ≥ 2 (7.21d)
∂zP(i) ∂zP(j) = 0 if j = i+ 1 or j = i+ 2 or |i− j| ≥ 3 (7.21e)
∂zP(i) ∂z¯P(j) = 0 if |i− j| ≥ 2 (7.21f)
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Additional identities are found by taking the Hermitian conjugate since
(
∂zP(i)
)†
=
∂z¯P(i).
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