Abstract. In this paper, on the basis of the Schauder type estimates and Campanato spaces, we prove the global existence of classical solutions for a generalized Cahn-Hilliard equation with biological applications.
Introduction
In [1] , Khain and Sander proposed a generalized Cahn-Hilliard equation (1) ∂u ∂t − ∂ 2 ∂x 2 ln(1 − q)
Equation (1) is modelling cells which move, proliferate and interact via adhesion in wound healing and tumor growth. Here, u is the local density of cells, q is the adhesion parameter, α > 0 is the proliferation rate, F is the local free energy. Moreover,
where J corresponds to the interatomic interaction, k B is the Boltzmann's constant and T is the absolute temperature, assumed constant. Recently, for simplicity, Cherfils, Miranville and Zelik [2] set all physical constants equal to 1 and solved the problem in the higher space dimension (in two space dimensions, the equation models, e.g., the clustering of malignant brain tumor cells, see [2, 3] ), i.e., they studied asymptotic behavior the generalized Cahn-Hilliard equation
endowed with Neumann boundary conditions. In addition, Zhao [9] studied the global solvability and dynamical behavior of solutions for the Cauchy problem of the modified equation of (3). It is well-known that the principal part of many types of nonlinear diffusion equations which arise from mathematics and other branches of natural science (for example, physics, mechanics,material science, population ecology and so on) are nonlinearity. In the last three decades, more and more authors paid their attentions to the well-posedness of solutions for higher-order diffusion equations together with nonlinear principal parts, see for example [4, 5, 6, 7] and so on.
In this paper, setting the nonlinear functions f (u) = u 3 and g(u) = u 2 , we consider the following fourth order nonlinear parabolic equation
where Ω = (0, 1), D = ∂ ∂x , a(u) is a nonlinear function. It is thus clear that the study on Eq.(3) is meaningful. On the basis of physical consideration, Eq. (3) is supplemented by the following boundary condition
and the initial condition
Remark 1.1. In [2] , the authors suppose that f (s) = s 3 − s and g(s) = s 2 − s. In order to simple the calculations, we delete the linear terms in f (s) and g(s). In fact, our main result also holds for the case f (s) = s 3 − s and g(s) = s 2 − s.
Our main purpose is to establish the global existence of classical solutions under much more general assumptions. The main difficulties for treating the problem (3)- (5) are caused by the nonlinearity of the principal part and the nonlinear term u 2 . Due to the nonlinearity of the principal part, there are more difficulties in establishing the global existence of classical solutions. Our method for investigating the regularity of solutions is based on uniform Schauder type estimates for local in time solutions. Since the term u 2 is a polynomial of order 2 on u ∈ R 1 , it is difficulty to deal with this term on the process of a prior estimates. Employing the techniques in [3] , we introduce the inverse operator (−D 2 ) −1 , which is a positive self-adjoint operator, to handle the nonlinear term u 2 . Our approach lies in the combination of the Schauder type estimates with some methods based on the framework of Campanato spaces. Theorem 1.2. Suppose that
where M 1 and M 2 are two positive constants.
Then for any smooth initial value u 0 (x) with u 0 | x=0,1 = D 2 u 0 | x=0,1 , problem (3)- (5) 
In the following, the letters C, C i (i = 1, 2, · · · ) will always denote positive constants different in various occurrences. (5), then u(x, t) satisfies
Multiplying both sides of the Eq.(3) by N u and integrating over Ω, one gets
Summing up, we get
Multiplying both sides of the Eq.(3) by u and integrating over Ω, one gets
Combining (9) and (10) together gives
which yields, owing to Gronwall's inequality,
Integrating (11) over (0, T ), we derive that
Multiplying both sides of the Eq.(3) by N u t and integrating over Ω, one gets
which means (15)
where ε is small enough, it satisfies 1 − C 3 ε > 0. Integrating (16) over (0, T ), we deduce that
By (13), we obtain
It then follows from (18) that
Note that (20)
Using Nirenberg's inequality, we derive that
Combining (20)- (22) together gives
Follows from (20) and (23), we obtain
By (23), we deduce that
Multiplying both sides of Eq. (3) by −D 2 u and integrating over Ω, one gets
By (21), (22), (26) and (27), we have
Note that M 1 > 1. Choosing ε sufficiently small, integrating (28) over (0, T ), using (26), we derive that
, and there exist two constants a 0 and A 0 such that 0 < a 0 ≤ã(x, t) ≤ A 0 for all (x, t) ∈ Q T := (0, 1) × (0, T ). If u is a smooth solution of the following linear problem
then, for any δ ∈ (0, 1 2 ), there is a constant C depending on a 0 , A 0 , δ, T and ã
, such that |u(x 1 , t 2 ) − u(x 2 , t 2 )| ≤ C(1 + sup |f |)(|x 1 − x 2 | δ + |t 1 − t 2 | δ 4 ).
Proof of Theorem 1.2. Based on Lemma 2.3, we obtain the Hölder estimate for Du:
The conclusion follows immediately from the classical theory, since we can transform Eq.(3) into the following form:
where the Hölder norms on A 1 (x, t) = a(u(x, t)), A 2 (x, t) = 2a ′ (u(x, t))Du(x, t), A 3 (x, t) = a ′′ (u(x, t))|Du(x, t)| 2 , A 4 (x, t) = 3[u(x, t)] 2 , have been estimated in the above discussion. The proof is complete.
