Abstract: Maximum flow problem on hypergraphs (hyper-networks) is an extension of maximum flow problem on normal graphs. In this paper, we consider a generalized fuzzy version of maximum flow problem in hyper-networks setting. Our algorithm is a class of genetic algorithms and based on genetic tricks. The crisp equivalents of fuzzy chance constraints in hyper-networks setting are defined, and the execution steps of encoding and decoding are presented. Finally, we manifest the implement procedure.
INTRODUCTION
Maximum flow problem of weighted graph, an important component of graph theory and artificial intelligence, has been widely used in many fields, such as computer network, data mining, image segmentation and ontology computation (see [1] [2] [3] [4] [5] [6] [7] ). Hyper-graph is a subset system for limited set, which is the most general discrete structure, and it is the generalization of the common graph. For many practical problems, adopting the concept of hyper-graph is more usefully than adopting the concept of graph. At present, the model of hypergraph has been applied in many fields, such as: VLSI layout, electricity network topology analysis. Recently, intelligence algorithms and learning algorithms on hyper-graph and its computer applications are studied by researchers (see [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] for example).
Let V={v 1 ,v 2 ,…,v m } be a limited set, E is family of subset of V, i.e., E 2 V . Then H=(V,E) is a hypergraph on V. the element of V is called a vertex, the elements of E is called a hyperedge. Let We intorduce a {-1,0,1} incidence matrix to represent the directed hyper-graph. The j-th column express the j-th vertex 
, otherwise
Following is an example of directed hyper-graph and its incidence matrix:
In many hyper-networks applications, there are exist the uncertain factors which can't expressed by fixed functions or parameters. Hence, the fuzzy theory is widely applied in networks and hyper-networks (see [18] [19] [20] [21] [22] ). In this paper, we consider the fuzzy maximum flow problem in hypernetworks. The new optimization model is presented by virtue of fuzzy capacities calculating and crisp equivalents of fuzzy chance constraints.
SETTING

Consider a directed flow hyper-network H= ( , , )
V E C , where V implies the finite set of vertices, denoted by the number {1, 2,…, n}. E expresses the set of directed hyperedge, each directed hyper-edge e is denoted by an ordered (1) For each vertex, the outgoing flow and incoming flow must meet the following balance conditions. (2) The flow at each directed hyper-edge must be satisfied by the capacity constraint.
In this paper, we use the fuzzy set technologies to deal with the fuzziness, which were first introduced by Zadeh. In fuzzy setting, there are three classes of measures consisting of necessary, possibility and credibility measure [23, 24] . As we know, a fuzzy event may fail even though its possibility attains 1, and established even though its possibility reaches 0. However, the fuzzy event should be happened when its credibility becomes 1 and fail when its credibility is zero. In our article, we model fuzzy maximum flow problem in hyper-network setting in terms of credibility measure. Our technologies mainly followed the tricks raised in [25] .
Use to denote the fuzzy variable with the membership function ( ) x μ . Hence, the credibility measure (Cr), the necessity measure (Nec), and the possibility measure (Pos) of the fuzzy event { } r can be denoted by
In several applications, the experts are interested in the hyper-networks flow which meet certain chance constraints with at least some fixed confidence level . A flow x is called the -optimistic maximum flow ( -OMF) from ver-
for any flow ' x from vertices 1 v to n v , and here is implied as a predetermined confidence level.
Chance-constrained programming provides us a useful tools for modelling fuzzy decision systems [26] [27] [28] [29] [30] . The basic idea of chance-constrained programming of fuzzy maximum flow problem in hyper-networks setting is to optimize the flow value of hyper-network with some confidence level subject to certain chance constraints. For searching the -OMF in hyper-networks setting, we raise the following model. 
where is a predetermined confidence level supplied as an appropriate margin via the field experts.
ALGORITHM FOR FUZZY MAXIMUM FLOW PROBLEM IN HYPER-NETWORKS SETTING
A popular technology for solving fuzzy chanceconstrained programming model is to convert he chance constraint Next, we focus on the genetic algorithm which was introduced by Holland [31] to optimal the combinatorial problems. Several results on genetic algorithm can refer to [32] [33] [34] [35] .
Here, we use priority-based encoding tricks for our fuzzy maximum flow problem in hyper-network setting. We encode a chromosome in terms of obtaining each vertex a distinct priority number from 1 to n. Fig. (1) show an example. The hyper-path from 1 to n is determined by continuously adding the useful vertex with the highest priority into the hyper-path until the hyper-path arrives the terminal vertex in hyper-networks. Furthermore, we decode it into a flow in the hyper-network by hyper-path algorithm by the below decoding technology.
Position: vertex ID 1 2 3 4 5 6 7 8 9 10 value priority 7 3 10 4 2 5 9 6 1 8 Fig. (1) . Encoding operation.
For searching the flow of hyper-network, we infer the below procedure where l denotes the number of hyper-paths, Step 1. Mark the number of hyper-paths l 0.
Step 2. If 1 N , then l l +1; otherwise, go to step 8.
Step 3 Step 8. Output the hyper-network flow l f of this chromosome.
Here, we need the position-based crossover operator which was introduced in the genetic algorithms. An example with 10 vertices is presented in Fig. (2) . parent 1. 3 1 2 4 5 8 9 10 7 6 child 3 6 2 4 5 7 9 10 1 8 parent 2 6 2 9 5 4 7 3 1 10 8 Fig. (2) . Crossover operation.
The mutation operation is determined via exchanging the priority values of two randomly generalized vertices which was expressed in Fig. (3) . We now present our main genetic algorithm for fuzzy maximum flow problem in hyper-network setting.
Step 1. Set genetic parameters by field experts.
Step 2. Initialize pop size chromosomes k P , k=1, 2, …, pop size.
Step 3. Search the flow for all chromosomes by above procedure, respectively.
Step 4. Calculate the fitness for each chromosome. The evaluation function rely heavily on ranking technology which is denoted by Eval( ) where the chromosomes are supposed to have been ranked from good to bad based on their objective scores and a (0, 1) is a parameter in the genetic system.
Step 5. Choose the chromosomes for a new population.
Step 6. Update the chromosomes k P , k=1, 2, …, pop size by virtue of mutation operation and crossover operation technologies presented above.
Step 7. Repeat the 4-6 steps for a fixed number of hypercycles.
Step 8. Repeat the maximum flow in this hyper-network.
CONCLUSION
In our paper, we consider the fuzzy maximum flow problem in hyper-networks setting. Our algorithm is designed based on genetic technology and coding theory. The result achieved in our paper illustrates the promising application prospects for algorithms using hypergraph model.
