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ABSTRACT 
This paper studies the application of preconditioned conjugate-gradient methods 
in solving for the steady-state probability distribution of manufacturing systems. We 
consider the optimal hedging policy for a failure prone one-machine system. The 
machine produces one type of product, and its demand has finite batch arrival. The 
machine states and the inventory levels are modeled as Markovian processes. We 
construct the generator matrix for the machine-inventory system. The preconditioner 
is constructed by taking the circulant approximation of the near-Toeplitz structure of 
the generator matrix. We prove that the preconditioned linear system has singular 
values clustered around one when the number of inventory levels tends to infinity. 
Hence conjugate-gradient methods will converge very fast when applied to solving the 
preconditioned linear system. Numerical examples are given to verify our claim. The 
average running cost for the system can be written in terms of the steady state 
probability distribution. The optimal hedging point can then be obtained by varying 
different values of the hedging point. 0 1997 Elsevier Science Inc. 
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1. INTRODUCTION 
In this paper, we study a failure prone manufacturing system. The system 
consists of one machine producing one type of product. The machine is 
subject to random breakdowns and repairs. The processing time for one unit 
of product and the up time of the machine are exponentially distributed. The 
demand of the product is modeled as finite batch arrival with the interarrival 
time being exponentially distributed. The batch size distribution is indepen- 
dent of time. If the arrival demand exceeds the maximum allowable backlog, 
we accept part of the demand (up to the maximum allowable backlog). It is 
well known that the hedging-point policy is optimal for one-machine manu- 
facturing systems in some simple situations; see [l, 2, 9, lo]. Ching, Chan, 
and Zhou in [5] consider optimal hedging-point policy for multiple unreliable 
machines. When the optimal policy is a zero-inventory policy (i.e., the 
hedging point is zero), then the policy matches with the just-in-time (TIT) 
policy. The JIT policies have been strongly favored in real-life production 
systems for process discipline reasons even when they are not optimal. By 
using the JIT policy, the Toyota company can manage to reduce work in 
process and cycle time in the presence of the stochastic situations such as 
breakdown of machine; see Monden [12]. 
We focus on finding optimal hedging-point policies for manufacturing 
systems. However, it should be noted that in the above works [l, 2, 9, 10, 51, 
the machine repair time is modeled as exponentially distributed, which is not 
a reasonable assumption in reality. Very often, instead of one task, a repair 
requires a sequence of tasks. Here, we will consider this general situation for 
the repair time. When the machine breaks down, it is subject to a sequence 
of 1 repair phases, and in each phase the repair time is exponentially 
distributed. 
Let us first define the following parameters for the model as follows: 
(1) l/A: the mean up time of the machine, 
(2) l/d: the mean processing time for one unit of product, 
(3) l/pi: the mean repair time for the machine in phase i, i = 
1,2, . . . , 1, 
(4) l/a: the mean interarrival time of demand, 
(5) qi: the probability that the arrival demand requires i units of 
product, i = 1,2,. . . , k, with Cf= i qi = 1. 
(6) m: the maximum allowable backlog, 
(7) b: the maximum inventory capacity, 
(8) h: the hedging point, 
(9) cI > 0: the unit inventory cost, 
(10) cs > 0: the unit backlog cost. 
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Usually, a proper positive inventory level is maintained to hedge against 
the uncertainties in supply, demand, or breakdowns of the machine. The 
hedging-point policy is characterized by a number h. The machine keeps on 
producing products if the inventory level is less than h and the machine state 
is up; otherwise the machine is shut down or under repair. The machine 
states and the inventory levels are modeled as Markovian processes. It turns 
out that the combined machine-inventory process is an irreducible continu- 
ous-time Markov chain. We give the generator matrix for the whole process, 
and then we employ the preconditioned conjugate-gradient (PCG) method to 
compute the steady-state probability distribution. Preconditioners are con- 
structed by taking a circulant approximation of the near-Toeplitz structure of 
the generator matrix of the machine-inventory system. We prove that if the 
parameters a, d, h, 1, k, qi, and pi are fmed independent of n = m + h + 1, 
then the preconditioned linear system has singular values clustered around 
one as n tends to infinity. Hence the conjugate-gradient (CC) methods will 
converge very fast when applied to solving the preconditioned linear system. 
Numerical examples are given in Section 5 to verify that claim. The average 
running cost for the system can then be written in terms of the steady-state 
probability distribution, and therefore the optimal hedging point can be 
obtained by examining different values of h. 
The remainder of this paper is organized as follows. In Section 2, we 
formulate the machine-inventory model, and write down the generator matrix 
of the corresponding continuous-time Markov chain. In Section 3, we con- 
struct a preconditioner for the generator matrix. In Section 4, we prove that 
the preconditioned linear system has singular values clustered around one. In 
Section 5, we give a cost analysis for our method, and numerical examples are 
given to demonstrate its fast convergence. Concluding remarks are given to 
address some possible generalizations of our model in Section 6. 
2. THE MACHINE-INVENTORY MODEL 
In this section, we construct the generator matrix for the machine-inven- 
tory system. Under the hedging-point policy, the maximum possible inventory 
level is h. The maximum backlog of the system is m. Therefore the total 
number of possible inventory levels is n = m + h + 1. In practice the value 
of n can easily go up into the thousands. The number I of repair phases and 
the maximum batch size k are much less than n, i.e., k, 1 -=x n. When the 
size of an arrival batch is greater than the allowable backlog left, part of the 
orders will be accepted up to the maximum allowable backlog m, and the 
whole batch of orders will be rejected if the maximum backlog level m is 
already attained. 
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We let o(t) be the state of the machine at time t given by 
0 
a(t) = 
if the machine is up, 
i if the machine is under repair in phase i ( i = 1, . . . , I) : 
and x(t) be the inventory level at time t, which takes integer values in 
[-rn, h]. We assume that the initial inventory level is zero without loss of 
generality. Then the machine-inventory process {(a(t), x(t)), t z 0} is a 
continuous-time Markov chain taking values in the state space 
S={(cU,x):a=O ,..., 1,x= -m ,..., h.). 
Each time it visits a state, the process stays there for a random period of time 
that has an exponential distribution and is independent of the past behavior 
of the process. 
Let us derive the generator for the machine-inventory process. The 
machine states follow an irreducible Markov chain. If we order the machine 
state space in ascending order of phases of repair with the last state being the 
up state, then we can obtain the following (1 + 1) X (1 + 1) generator A4 for 
the machine states: 
M= 
I-% 
-I-% 
0 
(1) 
The generator M has positive diagonal entries and nonpositive off-diagonal 
entries, and each column sum of M is zero. The inventory level follows a 
continuous-time Markov chain. If we order the inventory state space in 
descending order, the generator matrices for the inventory levels when the 
machine is up and down are given by the following (m + h + 1) X (m + 
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h + 1) matrices: 
T, = 
and 
a 
-a1 a 
. -al 
0 
-ak- 1 
-ak .. 
-ak- 1 -a1 a 
o ’ -ak --)&I ‘*- -71 ’ 
T, = 
a -d 
-a1 a+d -d 
-a1 a+d ‘. 
-ak- I 
-ak ‘1 -al ‘. 
-akpl : -a1 a+d -d 
L 0 -ak -yk_l ... -Yl d 
where 
a, = aq,, 
yi = a i qj . 
j=i 
(2) 
) (3) 
We remark that each column sum of T, and T2 is zero. Therefore the 
generator for the combined machine-inventory process under the hedging- 
point policy is given by the following [(I + l)(m + h + l)] X [(I + l)( m + 
166 
h + l)] matrix: 
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A= 
-AZ 
T, + CL~Z 
-&I . . 
T, + PII 
-I41 T, + AZ 
We are interested in the steady state of the system, i.e. 
p( (Y, X) = jirnm Prob( a(t) = cr, x(t) = x). 
Let 
(4) 
(5) 
P(i) = kgoP(k, i)> i = -Tn. - (YYL - 1) ,...) 0 ,..., h, 
be the marginal steady-state probabilities of the inventory levels of the 
manufacturing system. The average running cost is written as the sum of 
inventory cost and backlog cost; see Ching, Chan, and Zhou [5] for instance. 
Therefore the average running cost for the machine-inventory system under 
the hedging point policy is as follows: 
-1 
C(h) = c, c ip(i) - CB c ip(i). 
i=l i= -tn 
We note that the generator A is irreducible and has zero column sum, 
positive diagonal entries, and nonpositive off-diagonal entries, so (I - A) . 
[ Diag( A)]- ’ is a stochastic matrix. Here Diag( A) is the diagonal matrix 
containing the diagonal entries of the matrix A. From the Perron-Frobenius 
theory, we know that A has a one-dimensional null space with a right positive 
null vector; see Varga [17, p. 301. The steady-state probability distribution p is 
then equal to the normalized form of the positive null vector. From the state 
ordering of A and (51, we have 
Pin+j = p(i,j>, i = O,l,..., I and j = 1,2 ,..., n. 
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Since A is singular, we consider an equivalent linear system 
Gx=(A+ff’)x=f, (6) 
where f = (0,. . . , 0, 1)’ is a unit-vector (1 + 1Xm + h + 1). 
The following lemma shows that the linear system (6) is nonsingular and 
hence the steady-state probability distribution can be obtained by normalizing 
the solution of Equation (6); see Chan [3] and Chan and Ching [4]. 
LEMMA 1. The matrix G is nonsingular. 
Proof. Since G is an irreducible matrix, by applying the Gerschgorin 
circle theorem (see Horn and Johnson [8, p. 3461) to G, we see that all the 
eigenvalues have nonnegative real part. Moreover, by applying Theorem 1.7 
in Varga [17, p. 201 to G, we know that zero cannot be an eigenvalue of G. 
Thus G is nonsingular. ??
Usually, by making use of the block structure of the generator matrix A, a 
classical iterative method such as the block Gauss-Seidel is applied in solving 
for the steady-state probability distribution, to save computational cost. 
However, in general the classical iterative methods have slow convergence; 
see the numerical results in Section 5. In order to save computational cost, 
we employ conjugate gradient (CG) methods to solve for the steady-state 
probability distribution. To speed up the convergence, a preconditioner C is 
introduced. We solve the preconditioned system 
GC-‘y = f (7) 
instead of Gx = f. Obviously we have x = C-i y. A good preconditioner C is 
a matrix such that it is easy to construct and the preconditioned matrix CC’ 
has clustered singular values around one. The preconditioned system Cz = r 
is easy to solve for any right-hand-side vector r. 
3. CONSTRUCTION OF THE PRECONDITIONER 
In this section, we construct a preconditioner from the near-Toephtz 
structure of the diagonal blocks of A. We consider the circulant approxima- 
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tion of the matrices T, and T2. It is well known that any n X n circulant 
matrix C, is characterized by its first column (or the first row) and can be 
diagonalized by the discrete Fourier matrix F,, , i.e., C, = F, A, F,*, where the 
entries of F, are given by 
[ F,,]~.~ = j!.-,l?,.,i/~, j, k = 0, 1, . . . , n - 1, 
F,: is the conjugate transpose of F,,, and A, is a diagonal matrix containing 
the eigenvalues of C,. The matrix-vector multiplication in the forms F,y and 
F,: y can be performed in O(n log n) operations by the fast Fourier transform 
(FFT). By completing T, and T2 to circulant matrices, we define the 
circulant approximations c(T,) and c(T,) of T, and T2 as follows: 
4Tl) = 
and 
a 
-al 
-akp 1 
-ak 
0 
0 
a 
-a1 
-d 
a+d 
-a1 
-ak 
-ak ... -a2 -a, 
-ak -a2 
-ak 
a 0 
-ak -ak_l *** -aI a 
0 
-d 
0 
-ak 
-ak 
-a1 
. . . 
a+d 
(8) 
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From (8) and (9) we define the circulant approximation c(A) of the 
generator matrix A as follows: 
c(A) = 
c(T1) + l-91 --AZ 
-cL1Z 4Tl) + P‘2Z 
-&I . . 
. * 
* c(T1) + PlZ 
0 -I41 c(T,) + AZ I. 
(10) 
From (8) and (9) and Davis [6], we have the following lemmas. 
LEMMA 2. runk[c(T,) - T,] = rank[c(l;) - T,l = k + 1. 
LEMMA 3. The matrices c(T,) and c(T,) can be diagonalized by the 
discrete Fourier transform F,,. The eigenvalues of c(T,) and c(T,) are given 
bY 
F,*c(T,) F, = Diag( VI, v2,. . . , v,) and 
where 
vj= Ca, l-exp .I  [ (??-v], j = 1,2,...,n 
j=1,2 ,...,n. 
We note that the diagonal blocks of the c(A) can be diagonalized by the 
discrete Fourier transform F,,. Moreooer, there exists a permutation P such 
that 
P’.(Z1+,8F,*).c(A).(ZI+,8F,).P=Diag(C,,C,,...,C,,), 
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ci = 
Pl + vi 
-i-Q 
0 
(11) 
We note that all Ci except C, are strictly diagonally dominant and therefore 
they are nonsingular. Moreover, we observe that C, = M jcf. cl)]. By 
similar argument to that in the proof of Lemma 1, we have that C, = C, + ff t 
is nonsingular. Our preconditioner C is then defined as 
C = (I,,, @F,) .P.Diag(Ci,C2,...,C,,)*P’.(Z1,i @F,*). (12) 
4. CONVERGENCE ANALYSIS 
In this section, we study the convergence rate of the PCG method when 
n = m + h + 1 is large. In practice, the number of possible inventory states 
n is much larger than the number of machine states 1 in the manufacturing 
systems and can easily go up into the thousands. We prove that if all the 
parameters a, d, A, 1, k, qi, and pi are fxed independent of n, then the 
preconditioned system GC i has singular values clustered around 1 as n 
tends to infinity. Hence when CG methods are applied to solving the 
preconditioned system (71, we expect fast convergence. Numerical examples 
are given in Section 5 to illustrate our claim. We begin the proof by the 
following lemma. 
LEMMA 4. We have rank(G - C) < (k + l)(l + 1) + 2. 
Proof. We note that by (6), we have rank(G - A) = 1. From Lemma 2, 
we see that rank[ A - c(A)] = (k - l>(l + 1). From (11) and (121, c(A) and 
C differ by a rank-one matrix. Therefore, we have 
rank(G - C) < rank(G - A) + rank( A - c( A)) + rank(c( A) - C) 
= (k + l)(l + 1) + 2. ??
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THEOREM 1. The preconditioned matrix GC- ’ has at most 2[(k + 1) 
(I + 1) + 21 singular values not equal to 1. 
Proof. We first note that 
GC-’ = Z + (G - C)C-’ = I+ I,,, 
where rank L, < (k + 1XZ + 1) + 2 by Lemma 4. Therefore 
C-*G*GC-’ - Z = L;( Z + L,) + I,, 
is a matrix of rank at most 2[(k + 1x1 + 1) + 21. ??
Thus the number of singular values of GC-’ that are different from 1 is a 
constant independent of n. In order to show the fast convergence of 
preconditioned CG methods with our preconditioner C, one still needs to 
estimate u,,~.( GC - ’ ), the smallest singular value of GC ‘. If crmi,(GC - ’ ) is 
uniformly bounded away from zero independent of n, then the method 
converges in O(1) iterations; and if a,,,,,(GC-i) decreases as O(n-II> for 
some cr > 0, then the method converges in at most O(log n> steps; see Chan 
[3, Lemma 3.8.11. In the rest of this section, we show that even in the worst 
case where u,~,,(GC~‘) decreases faster than O(nma > for any (Y > 0 [e.g. as 
O(e-“13, we can still have fast convergence. Note that in this case the matrix 
equation (7) is very ill conditioned. Our trick is to consider a regularized 
equation of (7) as follows: 
C-*(G*G + n- 4-PZ)C-1, = C-*G*f, (13) 
where p is any positive constant. In the following, we prove that the 
regularized preconditioned matrix 
C-*(G*G + np4-Z)C- 
has eigenvalues clustered around one, and its smallest eigenvalue decreases 
no faster than O(np4-s). H ence PCG methods will converge in at most 
O(log n) steps when applied to solving the preconditioned linear system (13). 
Moreover, we prove that the 2-norm of the error introduced by the regular- 
ization tends to zero at a rate O(n- p). In order to prove our claim, we have 
to get an estimate of the upper and lower bounds for llCi112. We begin our 
proof with the following lemma. 
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LEMMA 5. Given any matrix W, if the smallest eigenvalue of W + W *, 
&noted by &,(W + W*>, satisfies A,,,(W + W*) > 6 > 0, then lIWP’llZ 
< 2/s. 
Proof. For any arbitrary x, using the Cauchy-Schwartz inequality, we 
have 
slbrll; =s h,,JW + w*)llxll~ < x*(w + w*)x 
= 2x*wx < 2l1xll2llwxllz. 
Since Wx is arbitrary, this implies llW-‘11~ < 2/6. ??
LEMMA 6. Let the parameters a, d, A, 1, k, qi, and pi be independent of 
n. Then there exist positive constants r, and r2 independent of n such that 
T1 6 IIC-‘II2 < r2n2. 
Proof. We first prove the left-hand inequality. From (121, we see that C 
is unitarily similar to a diagonal block matrix. We therefore have 
IICll2 = m~{ll~,ll2, llC21123.. . , llC,,ll~}. 
From (ll), it is obvious that IICJli, lICill-u, llc’,Ill, and IICr,llm are all bounded 
above by 
1 
q=2(miax{p,,A} +a+dj, l<i<n. 
Using the inequality 11. II2 < dm, we see that 116,112 and llCilln 
Ci = 2,... , n) are all bounded above by I/T,. Thus IICllz < l/~i and hence 
71 < IIC’112. 
Next we prove the right-hand inequality. We note by (12) that 
IIC-‘112 = max(ll~~‘112, IICL1lls,. . . , IIC~‘llz}, 
and 116,’ II2 is bounded independent of n. 
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To estimate llCiml ((2 (i = 2, . . . , n), we consider the matrix [cf. (ll)] 
W,=CiDiag =CiU=W,,+W,. (14) 
From (11) Wi, is the diagonal matrix 
Diag (15) 
and W, is the (I + 1) X (1 + 1) circulant matrix with first row equal to 
(LO,. . . , 0, - 1). The eigenvalues of W, are given by 
[l -exp(zi)],j=0,1,2 ,..., 1, 
and both WZ and W2* can be diagonalized by the discrete Fourier transform 
F I+ I. Thus the eigenvalues of the real symmetry matrix W, + WC are 
n.i 2 sin” - 
i 1 z+1 ’ j=O,l,..., 1. 
Thus W, + Wz is a symmetric positive semidefinite matrix. From Lemma 3, 
we observe that 
Re(vj) = c rII~7[l - COS( y)] = 2gla,sin2( :) 
> 2iIar sin’( t) = 2nsin’( f). 
Similarly, we have 
Re,$>S[osin’(z) +d.sin”(f)]. 
Here Re z is the real part of the complex number z. By the inequality 
sin 0 2 min(G,2(1- i)) WE [O,n], 
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we have Re vj > 2a/n2 and Re tj z 2(a + d>/n2. From (151, (14), and the 
inequality IzI z IRe 21, we get 
2a 
Amin(Wil + YT> a n2max(pi,A}’ 
By Weyl’s theorem [8, p. 1811, we have 
h,i,(Wi + Wi*) = hn,in[(Wil + wiT) + (w2 + wz*)l 
2a 
> 
n2max{pi,A)’ 
i =2,3 ,...,n. 
Thus by Lemma 5 we have IlW,-‘ll2 < n2 max{ pi, h)/a, and therefore by 
(14) 
n2 m={ pi, AjllUll2 
< 
a 
where llUl[s is independent of n. Finally, we get 
IIC-‘II2 < m= ll6;‘112, 
i 
mad Fi' AlllUIJ2 n2 ~ r n2 
a 1 
2 ) 
where r2 is independent of n. ??
From Lemma 6, we remark that our preconditioner C will never be 
illconditioned even if G is ill conditioned. 
THEOREM 2. Let the parameters a, d, A, k, qi, and pi be independent 
of n. Then for any positive /3, the regularized preconditioned matrix 
C-*(G*G + n-4-BZ)C-1 (16) 
has eigenvalues clustered around 1, and the smallest eigenvalue decreases at a 
rate no faster than O(n -4 -p). Furthermore, the error introduced by the 
regularization is of the order O(Kp ). 
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Proof. We note by Theorem 1 that 
C-*(G*G + n-4-PZ)C-1 = Z + L, + n-4-PC-*C-1, 
where L, is a Hermitian matrix with rank L, Q 2[(k + l)(Z + 1) + 21. By 
Lemma 6. we have 
lim n-4-P]]C-*C-1]]2 < :iinmP = 0. 
n+a. 
Thus by Cauchy’s interlacing theorem [8, p. 1841, the regularized precondi- 
tioned matrix in (16) has eigenvalues clustered around 1 as n tends to infinity. 
The error introduced by the regularization is given by n -4 - p ]]C- *C - ’ II 2, 
which by Lemma 6 tends to zero as O(n @ 1. 
As for the smallest eigenvalue of the regularized preconditioned matrix in 
(16), we note that 
min x*( G*G + n-4-PZ)x 71 
x*c*cx 
> 
min,,,,,z=l x*(G*G + n-4pPZ)x 
maxllxlle= 1 x*c*cx 
2 
Ikllz= 1 
n4+P ’ 
(17) 
where the rightmost inequality follows from Lemma 6. We recall that T, and 
/3 are positive constants independent of n. Hence the smallest eigenvalue of 
the regularized preconditioned matrix in (16) decreases no faster than 
0(n-4-p>. ??
Thus we conclude that PCG methods applied to (13) with P > 0 will 
converge in at most O(log n> steps; see Chan [3, Lemma 3.8.11. To minimize 
the error introduced by the regularization, one can choose a large P. Recall 
that regularization is required only when the smallest singular value of the 
matrix GC-’ in (7) tends to zero faster than O(nma> for any (Y > 0. 
In general we do not know if G is ill conditioned, i.e. a,,+,(G*G) 
decreases as O(e-“). However, we may always assume this is the case and 
apply the CG method to the regularized equation (13). From Theorem 2, the 
error in e-norm due to the regularization (cf. Lemma 6) is given by 
176 
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thus the error can be made as small as desired by choosing a large enough P. 
We note however that in all our numerical tests in Section 5, we found 
that there is no need to add the regularization. 
5. COST ANALYSIS AND NUMERICAL EXAMPLES 
In this section, we give the computational cost of our PCG method and 
numerical examples to demonstrate its fast convergence. 
5.1. Cost Analysis 
From (81, (9), (lo), and (111, th e construction of our preconditioner C 
need add no cost. The main computational cost of our method comes from 
the matrix-vector multiplication of the form Gx, and solving the precondi- 
tioner system Cy = r. By making use of the band structure of G, the 
matrix-vector multiplication Gx can be done in O(k(Z + l>n) operations. The 
solution for C y = r can be written as follows [cf. (12)]: 
y= (Zl+, ~F~).P.Diag(~,~‘,CI’,...,C,‘).PL.(Z~+, @Fz)r. (18) 
The matrix-vector multiplications of the forms F,,x and F,* x can be done in 
O(n log n) operations. By using the following lemma, the solution of the 
linear system 
Diag( 6, ’ , CL ’ , . . . , C,: ‘) y = b 
can be obtained in O((Z + l>n) operations. Hence the cost for solving (18) is 
O((1 + 1)n log n + (I + l)n>. 
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THEOREM 3. The linear system Hx = b can be solved in O(l) operations 
if det H # 0, where 
e2 
-b2 
e1 
-b, 
(19) 
Proof. Let L be the lower triangular part (including the main diagonal) 
of the matrix H. We have 
H = L + (l,O,...,O)"(O,...,O, -c) = L + uvt. 
By using the Sherman-Morrison-Woodbury formula (see Golub [7, p. 51]), 
the inverse of H can be expressed as follows: 
H-l = L-l[Z - u(l+ v'L-'~)-~v~l,-'], (20) 
provided that A = 1 + v 'H - ’ u # 0. By direct verification, 
A=l- 
b,b, e.0 b,c 
and det H = e1e2 ... el+, - b,b, *** b,c. 
e1e2 ..* el+l 
Therefore A # 0 if and only if det H # 0. Hence we may solve the linear 
system Hx = b by using the formula (20). It is straightforward to check that 
we need only O(Z) operations to obtain the solution. ??
We conclude that in each iteration of the PCG method, we need 
O((Z + 1) n o 1 g ) p t n o era ions. The cost per iteration of the block Gauss-Seidel 
(BGS) method is O(k(Z + l>n). Th’ is can be seen by making use of the band 
structure of the diagonal blocks of the generator matrix A. Although PCG 
method requires an extra O(log n) operations in each iteration, the fast 
convergence of our method can more than compensate for this minor 
overhead (see the numerical examples below). In Theorems 1 and 2, we have 
proved that the preconditioned linear system (7) and the preconditioned 
linear system with regularization (16) have singular values clustered around 
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one, so the total number of operations for finding the steady-state probability 
vector is at most O((Z + l>n log” n). Both PCG and BGS require O((Z + l>n) 
memory. Clearly at least O((Z + l)n) memory is required to store the 
approximated solution in each iteration. 
5.2. Numerical Examples 
In this section, we employ a generalized CG method, namely the conju- 
gate gradient squared (CGS) method (see [16]), to solve the preconditioned 
system (7). The method does not require the transpose of the iteration matrix 
G ’ C. We compare our PCG method with the classical iterative method, the 
block Gauss-Seidel (BGS), in the following numerical examples. In our 
examples, we assume that the machine has a mean up time of 3 weeks in 
average, i.e. A = 4. If the machine is down, it takes one work for the 1 phases 
of repair, and the mean time of repairing in each phase is assumed to be 
equal, i.e. l/Z+ = **f = l/p., = l/Z. Usually, the number of repair phases, 
1, is smaller than 8, so we test our method for 1 up to 8. Here we assume that 
the mean time for arrival of demand is 1 week and the mean time for the 
machine to produce I unit of product is 1 day. Therefore we have a = 1 and 
cl = 7. The distribution for the batch size is set as follows: 
q1 = +, q2 = f> q, = +, q4 = f> and qi=O fori.5. 
The stopping criterion for both PCGS and BGS is llGxk - fllz < lo-“, 
where xk is the approximated solution obtained at the k th iteration. The 
initial guess for both methods is the unit vector f = (0,. . . ,O, 1)“. All the 
computations are done on a HP 712/80 workstation with Matlab. We give 
the number of iterations for convergence of PCGS (Table 1) for different 
values of 1. The symbols I, C, BGS represent the methods used, namely, 
CGS without preconditioner, CGS with preconditioner C, and the Block 
Gauss-Seidel method. We see that the number of iterations for convergence 
is roughly independent of n = m + h + I. The symbol * * signifies that the 
number of iterations is greater than 200. 
Next we consider the optimal hedging point h* of the example. We set 
I = 2, m = 50, and the maximum inventory level equal to 200. Moreover, the 
inventory cost c1 and backlog cost cs per unit of product are 50 and 2000, 
respectively. We keep the values of a, d, pi, and qi in the above examples. 
We note that the average production rate of the machine and the mean 
arrival rate of demand per week are $d and F respectively. To meet the 
average demand rate, we should have d > 4. In Table 2, we test different 
values of d > z. We give the optimal values of hedging point h* and its 
corresponding average running cost per week. 
CIRCULANT PRECONDITIONERS 179 
TABLE 1 
NUMBER OF ITERATIONS FOR PCG AND BGS 
Z=l 1=2 1=4 l=S 
n I C BGS I C BGS I C BGS I C BGS 
16 41 7 34 53 10 34 74 14 34 47 24 34 
32 84 7 142 124 10 142 136 13 142 * * 23 142 
64 ** 7 ** ** 10 ** ** 13 ** ** 22 ** 
128 * * 8 * * ** 10 ** ** 13 ** ** 21 ** 
256 * * 8 * * ** 10 ** ** 13 ** ** 21 ** 
512 * * 8 * * ** 10 ** ** 13 ** ** 21 ** 
1024 ** 8 ** ** 10 ** ** 13 ** ** 21 ** 
6. CONCLUDING REMARKS 
We consider a failure prone one-machine manufacturing system. The 
machine-inventory process is modeled as an irreducible continuous-time 
Markov chain. We derive the generator matrix for the machine-inventory 
system. A preconditioned conjugate gradient method is presented to solve for 
the steady-state probability distribution of the process. The preconditioner is 
constructed by taking circulant approximation of the near-Toeplitz structure 
of the generator matrix. We prove that the preconditioned matrix has singular 
values clustered around one. Numerical experiments are reported to illustrate 
the fast convergence of our algorithm and the derivation of the optimal 
hedging points. 
For manufacturing systems, two possible generalizations of our model are 
as follows. Firstly the maximum allowable backlog m can be considered as a 
decision variable for the optimization problem. The machine failure rate A 
depends on the production rate. Note that in this case is has been shown that 
the optimal policy is still of hedging-point type if h is a linear function of the 
TABLE 2 
THE OPTIMAL h* FOR DIFFERENT d 
d h* C(h*) 
6 59 3077 
7 46 2430 
8 39 2090 
9 35 1882 
10 32 1743 
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production rate; see Hu et al. [ll]. It would be interesting to extend our 
method to solve the above cases. 
The author would like to thank the referee for valuable suggestions and 
comments. 
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