Various levels of automation can be introduced by intelligent decision support systems, from fully automated, where the operator is completely left out of the decision process, to minimal levels of automation, where the automation only makes recommendations and the operator has the final say. For rigid tasks that require no flexibility in decision-making and with a low probability of system failure, higher levels of automation often provide the best solution. However, in time critical environments with many external and changing constraints such as air traffic control and military command and control operations, higher levels of automation are not advisable because of the risks and the complexity of both the system and the inability of the automated decision aid to be perfectly reliable. Human-inthe-loop designs, which employ automation for redundant, manual, and monotonous tasks and allow operators active participation, provide not only safety benefits, but also allow a human operator and a system to respond more flexibly to uncertain and unexpected events. However, there can be measurable costs to human performance when automation is used, such as loss of situational awareness, complacency, skill degradation, and automation bias. This paper will discuss the influence of automation bias in intelligent decision support systems, particularly those in aviation domains. Automation bias occurs in decision-making because humans have a tendency to disregard or not search for contradictory information in light of a computer-generated solution that is accepted as correct and can be exacerbated in time critical domains. Automated decision aids are designed to reduce human error but actually can cause new errors in the operation of a system if not designed with human cognitive limitations in mind.
Introduction
primary design consideration in the development of intelligent decision support systems is how automation can best support human decision makers, and what level of automation should be introduced into a decision support system 1, 2 . Allocating roles and functions between the human and the computer is critical in defining efficient and effective system architectures, especially in the context of human supervisory control. Human supervisory control is the process by which a human operator intermittently interacts with a computer, receiving feedback from and providing commands to a controlled process or task environment, which is connected to that computer. According to research examining human and machine capabilities in air traffic control, which is representative of human supervisory control domains in which decisions must be made under time-pressure with little room for error, humans and machines (we now call computers) possess the respective strengths listed in Table  1 , known as Fitts List and large problem spaces like those in complex time critical human supervisory control domains will be needed. However, it is equally important to recognize the critical role that humans play in these tasks and allocate decisionmaking functions between humans and computers accordingly.
In general, the concept of levels of automation (Table 2) in human supervisory control refers to the balance of automation and human control in decision and action selection 4, 5 . These levels of automation (LOAs), highly relevant to decision support systems, range from fully automated, where the operator is completely left out of the decision process, to minimal levels of automation, where the automation only makes recommendations or only simply provides filtering mechanisms. For rigid tasks that require no flexibility in decision-making and with a low probability of system failure, higher levels of automation often provides the best solution 6 . A "black box" approach to full automation, in which the automation's decision making is completely transparent to the human, can be useful for redundant tasks that require no knowledge-based judgments such as autopilot systems. However, the subsequent lack of system understanding and loss of situational awareness that full automation can cause can lead to unanticipated effects for more complex tasks. Even partially automated systems can result in measurable costs in human performance, such as loss of situational awareness, complacency, skill degradation, and decision biases 4 . Table 2 . Levels of Automation
I. Automation Bias
While humans are typically effective in naturalistic decision making scenarios in which they leverage experience to solve real world ill-structured problems under stress 7 , they are prone to fallible heuristics and various decision biases that are heavily influenced by experience, framing of cues, and presentation of information 8 . For example, confirmation bias takes place when people seek out information to confirm a prior belief and discount information that does not support this belief 9 . Another decision bias, assimilation bias, occurs when a person who is presented with new information that contradicts a preexisting mental model, assimilates the new information to fit into that mental model 10 . Of particular concern in the design of intelligent decision support systems is the human tendency toward automation bias, which occurs when a human decision maker disregards or does not search for contradictory information in light of a computer-generated solution which is accepted as correct 1, 11 . Operators are likely to turn over decision processes to automation as much as possible due to a cognitive conservation phenomenon 12 , and teams of people, as well as individuals, are susceptible to automation bias 13 . Human errors that result from automation bias can be further decomposed into errors of commission and omission. Automation bias errors of omission occur when humans fail to notice problems because the automation does not alert them, while errors of commission occur when humans erroneously follow automated directives or recommendations 11 .
Automation

Level Automation Description
1
The computer offers no assistance: human must take all decision and actions. 
10
The computer decides everything and acts autonomously, ignoring the human.
Many studies in aviation have demonstrated the human tendency toward automation bias, causing both errors of commission and omission. The following discussion will detail how automation bias has affected human performance in three broad categories of aviation-related intelligent decision support systems: computer-assisted route planning, critical event diagnosis and action, as well as time-sensitive resource allocation. As will be demonstrated, intelligent decision aids are designed to reduce both human workload and error but actually can cause new errors in the operation of a system.
A. Automation bias in computer-assisted route planning
Automation is a critical component of any planning task due to the computational power of computers that allows them to quickly solve resource allocation, scheduling, and route planning problems through complex optimization algorithms. The use of algorithms to generate "optimal" plans is widespread; however, computergenerated solutions are not always truly optimal and in some cases, not even correct. Known as "brittleness," automation decision support models in complex systems cannot account for all potential conditions or relevant factors which could result in erroneous or misleading suggestions 14, 15 . In addition, as problem spaces grow in complexity, it becomes more difficult for the human to not only understand whether or not a computer-generated solution is correct, but how any one variable, a combination of variables, or missing information influence the computer's solution. This inability of the human to understand complex algorithms only exacerbates the tendency towards automation bias.
For example, in a study examining commercial pilot interaction with automation in an enroute flight planning tool, pilots, when given a computer-generated plan, exhibited significant automation over-reliance causing them to accept flight plans that were significantly sub-optimal. When presented with an automated solution (LOA 4, Table  2 ), 40% of pilots reasoned less or none at all when confronted with uncertainty in the problem space and deferred to erroneous automation recommendations, even though they were provided with tools with which to explore the automation space. The authors of this study suggest that even if automated critiquing alerts are provided to warn against possible constraint violations and/or provide suggestions to avoid constraint violations, human decision makers can be susceptible to automation bias 16 . In a similar experiment looking at levels of automated assistance in a military in-flight replanning task, pilots with LOA 4 assistance exhibited overreliance in the form of complacency. In this study, an automated decision aid planned a route taking into consideration time to targets, possible threats, and fuel state and subsequently presented pilots with its "optimal" solution, which could always be significantly improved through human intervention. Despite having the ability to change and improve the computer's solutions, subjects tended to accept the computer's solution without question 17 . In another study evaluating an automated decision support tool designed to aid pilots in generating trajectories to runways during emergencies, pilots tended toward overreliance and automation bias with a computer recommendation (LOA 4) 18 . In this study, pilots flying under a simulated emergency condition were presented with three different planning capabilities: 1) Charts, approach plates, and a circular slide-rule flight computer, 2) An emergency flight planner (EFP) which provided the pilot with a visual representation of the pilot's planned trajectory, as well as recalculations of critical parameters such as fuel remaining, and 3) An EFP which provided a recommendation in the form of a feasible trajectory for landing, which then the pilot could accept, ignore, clear, or modify as desired. Thus the three planning scenarios ranged from LOA 1 to LOA 4. In one test scenario, the EFP made erroneous predictions that did not account for degraded flight controls, thus the EFP's recommendation was erroneous. As a result of the LOA 4 recommendation, pilots exhibited automation bias and tended to follow the EFP's trajectory prediction, even when it was incorrect, with corresponding negative impact on performance.
B. Automation bias in critical event diagnosis and action
The use of automation to provide assistance in the diagnosis of system problems, as well as recommendations for actions, can be found not only in aviation domains, but also in medical, process control, and any other domain that requires monitoring of system and sub-system operation. Just as in the route planning examples, automated recommendations for diagnosis and action can also lead to complacency and overreliance in human decision makers. For example, in a study comparing decision-making with and without an automated monitoring aid (AMA), the reliability of the AMA significantly influenced the human decision error rate. In this study simulating monitoring tasks of pilots flying en-route, the purpose of the AMA was to notify subjects when certain geographic points were passed, as well as alert the pilot to systems that were not operating in their normal ranges. When the AMA was reliable, subjects performed better with an AMA than without one. However, several preprogrammed instances of omission (failure to notify operators of automation degradation) caused much higher error rates in the automated versus the non-automated condition (41% vs. 3%). When errors of commission were intentionally introduced (incorrect recommendation for action, LOA 4) subject error rate increased to 65%, despite the presence of 100% reliable secondary contraindications. Thus, when automated monitoring aids operated reliably, they led to improved human performance and fewer errors as opposed to not having an aid. However, when the automation failed to detect and notify operators of an event, or incorrectly recommended action despite the availability of reliable confirmatory evidence, human error rates increased 19 . In another study examining the effectiveness of computer-generated recommendations on pilots' ability to diagnose and counter in-flight icing problems, the results were similar to the AMA study. Pilots were presented with either status displays (which merely present information, LOA 2) that indicated where ice was building on aircraft surfaces, or command displays (which recommend action, LOA 4). The command display indicated to the pilot the correct power and flap settings, as well as the proper pitch attitude. When the computer provided accurate advice, pilots with the command display performed better than pilots with the status display. However, when the computer's advice was erroneous, those people without the command display outperformed those with one 20 . Because of these results, it was recommended that unless decision aids are perfectly reliable, status displays should be used instead of command displays.
C. Automation bias in time-sensitive resource allocation
As mentioned previously, computer algorithms are extensively used to optimize complex scheduling and resource allocation problems in domains such as shipping and air traffic management. Human interaction problems with path planning and automation are similar to those found in scheduling and resource allocation optimization problems, in that humans have difficulty understanding whether or not a solution is truly "optimal". A resource allocation optimization problem becomes more complex and susceptible to automation bias in time-pressure situations like those that typically occur in command and control scenarios. As an example, in the recent development of an interface designed for supervision and resource allocation of in-flight GPS guided Tomahawk missiles, a design decision was required as to whether LOA 3 or 4 would be used to provide decision support for a human operator redirecting missiles in real time 21 . Operators were required to determine which candidate missile out of a pool of 8-16 missiles would be the correct missile to redirect to a time critical emergent target such as a mobile surface-air missile site. Some level of automated decision support was needed as a number of constraints had to be taken into account to make a correct decision: such as time to new target, fuel remaining, rules of engagement, warhead requirements, etc. The design question was whether or not the computer should provide the operator with ranked recommendations, i.e. recommending the most "optimal" missile given the situation, which corresponds to LOA 4. The alternative design was the incorporation of LOA 3 in which the computer simply filtered out all missiles that were not candidate missiles based only on physical constraints such as fuel remaining, and then allow the operator to weigh the remaining options to come to a decision with no ranked recommendations. The hypothesis was that LOA 4 would provide faster decisions, an important consideration given the time critical nature of redirecting missiles in flight. However, given the human propensity for automation bias, it was also likely that operators would accept the computer recommendation without seeking any disconfirming evidence and possibly make erroneous decisions.
Using low fidelity paper prototypes, subjects were split into two groups; those that made decisions to redirect missiles with a ranked list of missiles to include a highest candidate recommendation, and those that were simply presented with a list of missiles that could physically reach the target and met basic requirements. For half of the subjects with the ranked recommendations, other information was available on the same interface that made the automated recommendation the incorrect choice. Thus, the independent variables were whether or not the subject had the computer's recommendation and if the recommendation was correct or not. Two dependent variables, decision time and decision accuracy, were measured.
Those subjects with the ranked recommendations made decisions significantly faster than those without the computer's choice, and there was no difference in answer accuracy when the automated recommendations were correct, i.e. as long as the automation was correct, both groups generated the same number of correct answers, but those with the recommendations came to their decisions faster. However, for the case in which other sensor information conflicted with the computer-generated recommendations, subjects' accuracy of answers was significantly different than if the recommendation was accurate. Subjects generally selected the correct response when presented with reliable computer-generated recommendations; however, when presented with a recommendation that conflicted with other instructions, the number of incorrect responses increased, demonstrating a tendency towards automation bias. These results mirror those of the studies discussed in the critical event diagnosis category. Because of the ambiguous preliminary LOA decision -aiding results and the established tendency toward automation bias, the subsequent high fidelity prototype did not include the ranked recommendations.
II. Conclusion
While these studies demonstrate clear evidence of automation bias in laboratory settings, there is unfortunately ample anecdotal evidence in the "real world" where the consequences were deadly. As an example of automation bias in critical event diagnosis, in 1972, an Eastern L-1011crashed into the Florida Everglades, most likely in part due to an automation bias omission error. Upon execution of the landing checklist, the nose gear indicated unsafe. After engaging the autopilot, the crew intently focused on the unsafe nose gear, failing to notice several minutes later a gradual descent in altitude, which was likely caused by one of the pilots inadvertently bumping the control stick and disengaging the autopilot. The crew mistakenly relied on the automation to both keep the plane at the correct altitude and to warn them if the autopilot failed, leading to deaths of 101 crew and passengers 22 . Automation bias in time sensitive resource allocation was seen recently in the 2004 war with Iraq when the U.S. Army's Patriot missile system engaged in fratricide, shooting down a British Tornado and an American F/A-18, killing three aircrew. The system was designed to operate under LOA 6 (Table 2) , and operators were given ten seconds to veto a computer solution. Unfortunately the displays were confusing and often incorrect, and operators were admittedly lacking training in a highly complex system 23 . Given the laboratory evidence that given an unreliable system, humans are still likely to approve computer-generated recommendations, it is not surprising that under the added stress of combat, Patriot operators did not veto the computer's solution.
As these cases demonstrate, automation bias is a very real concern in the development of intelligent systems that provide decision support for humans, especially those in time critical domains. Designers of intelligent systems should be aware of the potential negative effects of increasing levels of automation and the removal of the human decision maker from the control loop. Understanding where automated processes could occur and what levels would be appropriate for particular tasks is a key first step in avoiding potential problematic human-computer interactions. In systems like those in air traffic management and military command and control domains that require decision-making in environments with many external and dynamic constraints, higher levels of automation are not advisable because of the inability of automated decision aids to be perfectly reliable and the propensity for biased decision making.
However, designing a successful intelligent decision support system that leverages both the strengths of automation and the human as detailed in Table 1 is not simply a function of automation level. As demonstrated by several of the previously discussed studies, system reliability is also a significant contributor to automation bias and the success of an intelligent decision support system. In a recent study, one intervention used to ameliorate the effects of automation bias was to display dynamic system reliability. Pilots engaged in an experiment similar to the icing study discussed in the critical event diagnosis and action section were given either an overall system reliability for an intelligent neural net-based decision aid, or they were presented with trends of system confidence for the same decision aid. Pilots with the reliability trend display exhibited less automation bias and fewer ice-induced stalls than those who were simply given the overall system reliability 24 . While preliminary, these results are promising but more research is needed in the setting of reliability thresholds and the impact of such displays on a user's sense of trust for a system, which could be negatively impacted.
Intelligent decision aids are intended to reduce human error and workload but designers must be mindful that higher levels of automation combined with unreliable systems can actually cause new errors in system operation if not designed with human cognitive limitations and biases in mind. Design of an intelligent system that provides decision support must consider the human not just as a peripheral device, but also as an integrated system component that in the end, will ultimately determine the success or the failure of the system itself.
