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Abstract
Habitat fragmentation and patch characteristics (e.g. size, shape, context 
and connectivity) have been identified, along with weather variables, as important 
agents influencing diversity and abundance in natural ecosystems. This 
landscape approach is only beginning to be applied to agricultural ecosystems in 
a crop-pest context. It is likely that habitat fragmentation is an essential factor 
influencing community dynamics in these systems.
This study characterized agricultural fields within a landscape context to 
identify factors affecting the habitat suitability for pest species. We investigated 
four distinct pest guilds (pest plants, bacterial pathogens, fungal pathogens, and 
pest insects) in managed tomato fields. It was found that guilds which were very 
effective dispersers (bacterial and fungal pathogens) experienced less pressure 
on dispersal from increased fragmentation, and are instead more dependent 
upon factors which effect patch suitability. In contrast, the dispersal of guild 
members that experience edge effects (pest plants and pest insects) is more 
affected by fragmentation than by weather conditions.
i i i
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Introduction
Since the arrival of French settlers in the early 1700’s, the landscape of 
southwestern Ontario and in particular, Essex and Kent counties has become 
disturbed and increasingly fragmented. Early settlements along the Detroit River 
were cleared for agricultural use and limited to coastal areas and the shipping lanes 
however, with the arrival of the railway in 1854, the central areas of southwestern 
Ontario began to be opened up to supplies, and the ability to export products 
(Stothers, 1972). Since those early times, the region has become dominated by a 
highly fragmented, agricultural landscape (Weaver and Kellman, 1981).
In highly managed agricultural ecosystems such as those of southwestern 
Ontario, many pest species are often restricted to portions of the landscape that are 
only used for agricultural production. As a result, these pests may occur in only 
relatively isolated areas that frequently develop into outbreaks (Altieri, 1994). In this 
thesis, I will examine the extent to which the regional or large-scale persistence and 
effects of spatially sub-divided populations, characteristic of particular crop pest 
guilds, is dependent on the landscape-level qualities of the agricultural fields in 
which they occur. As agricultural practices come increasingly to dominate the 
regional landscape, an understanding of the factors affecting the occurrence and 
abundance of crop pest guilds becomes increasingly important in order that control 
measures may be developed.
1
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Until recently, most studies investigating agricultural landscapes have 
focused on the relationship between natural habitat and the particular array of 
species present (e.g., Marshall 1989, van Strien et al. 1989, Mountford et al. 1994 
Kleijn et al. 1997). Much of this work has been pursued in order to develop an 
effective land-use planning system and has attempted to streamline the interactions 
between expanding human-based land use and natural habitats. This form of 
ecologically-based land-use planning can only be effective in its goal of increasing or 
maintaining habitat for selected species, if an integrative, holistic approach is taken 
to help understand effects of the overall landscape on the organisms living in it 
(Ricketts et al. 2001). Since the focus of most studies has been on the natural 
fragments, only a small number have incorporated estimates of how the suitability of 
these patches of habitat is affected by its location within the regional landscape and 
its effects on the species living there (e.g., Sisk et al. 1997, Gobeil and Villard 2002, 
Perfecto and Vandemeer 2002). Fewer studies still have examined effects of patch 
suitability and the effect of landscape placement within agricultural ecosystems (de 
Blois et al. 2002).
Due to recent urban development of southwestern Ontario, shapes of agricultural 
fields have become increasingly irregular. Moreover, developments in machinery 
and farming practices have had an effect on field size, generally producing larger 
field sizes (Filson, 1993). Locally, fields of 40-50 hectares or more have become 
common (Bahrand Fahrig, 1998).
2
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Increased field sizes and urban development have had the effect of highly 
reducing the extent of natural forested habitat (Fleury, 1997). While the effects of the 
size of these natural areas, and the increasing isolation between them have been 
well studied with regard to the species diversity (Haig et al., 2000, Austin et al., 
2001), the effects of increased size of agricultural fields and the irregularity of their 
shape has not been so well studied, in particular with regard to non-crop pest 
species that occur within these fields.
What is an agro-ecosystem?
In highly managed agricultural areas, such as those of southwestern Ontario, 
many insects, pest plants, bacterial and fungal pathogens associated with disease 
are commonly found as with pests in the agricultural fields. Interactions between 
these pest species, soil biota, cover crop, and along with chemical controls that are 
frequently used, as well as other species within the context of an agricultural system 
exist together as what is known as an agro-ecosystem. In agricultural systems, the 
role of these species is to provide ecological services beyond production of food and 
income. Functions such as the recycling of nutrients, control of local microclimate, 
regulation of hydrological processes, regulation of the abundance of undesirable 
organisms, and detoxification of noxious chemicals are carried out (Swift and 
Anderson, 1993). Often in agro-ecosystems these processes are subject to failure 
due to the biological simplification of these systems. The net result of this biological 
simplification for agricultural purposes is an artificial ecosystem that requires
3
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constant human intervention. In natural ecosystems, the internal regulation of 
function is a product of plant biodiversity through flows of energy and nutrients. This 
form of control is progressively lost under intensification of agricultural practices 
(Swift and Anderson, 1993).
As a result of this biological simplification, commercial seed preparation and 
mechanized planting have come to replace natural methods of seed dispersal, 
chemical pesticides act as replacements for natural controls on populations of 
weeds, insects, and pathogens, and breeding of new varieties replaces natural 
processes of plant evolution and selection. Even the processes of decomposition are 
altered because plant growth is harvested and soil fertility maintained, not through 
nutrient recycling and input of organic matter, but with artificial fertilizers (Cox and 
Atkins, 1979).
Thus modern agricultural systems have become productive, but only by being 
highly dependent on external inputs. In recent years much attention has been raised 
on the fear for the long-term sustainability of such highly input-dependent and 
ecologically simplified food production systems. Concerns have been raised 
regarding the growing dependence of modern farming on non-renewable resources, 
the loss of biodiversity within these systems, the loss of high quality soils through 
soil erosion and the heavy reliance on chemical fertilizers and pesticides (Tilman et 
al., 2002).
4
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Modern agriculture has adopted a simplification of the structure of the 
environment over vast areas, replacing natural diversity with a small number of 
cultivated plants to reduce nutrient and chemical application as well as planting and 
harvesting. In fact, the world’s agricultural landscapes are planted mostly with some 
12 species of grain crops, 23 vegetable crop species, and about 35 fruit and nut crop 
species (Fowler and Mooney, 1990). This is a sharp contrast with the diversity of 
plant species found within 1 ha of a tropical rain forest, which typically contains over 
100 species of trees (Perry, 1994).
It has been suggested that the biodiversity components of agro-ecosystems 
can be classified in relation to the role they play in the functioning of cropping 
systems. According to this, agricultural biodiversity can be grouped as follows (Swift 
and Anderson, 1993):
1) Productive biota: crops, trees and animals chosen by farmers which play a 
determining role in the diversity and complexity of the agro-ecosystem.
2) Resource biota: organisms that contribute to productivity through 
pollination, biological control, decomposition, etc.
3) Destructive biota: weeds, insect pests, microbial pathogens, etc. which 
farmers aim at reducing through cultural management.
According to Vandermeer and Perfecto (1995), two distinct components of 
biodiversity can be recognized in agro-ecosystems. The first, planned biodiversity, is
5
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the biodiversity associated with the crops which are purposely included in the agro­
ecosystems by the producer, and which will vary depending on the management 
inputs and crop species. The second is associated biodiversity, which includes all 
soil flora and fauna, herbivores, carnivores, decomposers, etc. that colonize the 
agro-ecosystem from surrounding environments and that will thrive in the agro­
ecosystem depending on its management and structure.
By studying the ability of the species which colonize these biologically 
simplified agro-ecosystems from the surrounding environment, and exploring which 
components of the landscape, as well as components that are specific to individual 
fields, we may be able to reduce the amount of inputs needed to regulate these 
systems and also to obtain insights on the colonization abilities of species in natural 
areas.
Landscape-level effects of habitat fragmentation
Habitat fragmentation is often thought of as the process by which a large area 
of continuous habitat is transformed into a series of smaller, more isolated, patches 
which consist of a lesser amount of total area (Fahrig, 2003). The ecological 
analysis of fragmented landscapes has been the study of two major sub-disciplines 
in ecology, namely meta-population ecology and landscape ecology. Metapopulation 
ecology studies the population dynamics of a set of species as a function of 
migration, colonization, and extinction events in spatially structured habitats (Hanski
6
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and Gilpin 1998), while the main goal of landscape ecology is to understand the 
effects of the structure of a landscape and its spatial configuration on ecological the 
processes (Tischendorf and Fahrig 2000).
Each of these models of ecology assumes that the landscape is composed of 
a mixture of habitat, an area of land in which an organism can successfully complete 
its life cycle, and matrix, the area surrounding a patch of habitat (Wiens, 1997). 
Metapopulation ecology has almost completely focused on the habitat patch 
component, and assumed the matrix to be uniform in its composition (Ricketts 
2001), whereas landscape ecology has assumed that movements between patches 
of habitat are influenced by the attributes of the matrix. These attributes may 
influence processes such as dispersal, mortality, and colonization (Tischendorf and 
Fahrig 2000). As a landscape becomes more fragmented, the influence of the 
matrix becomes more and more distinct. Often times these effects are then related 
to the biodiversity of an area.
In the region of southwestern Ontario, the processes of fragmentation have 
been occurring since the early settlement of French farmers, in the early 1700’s. As 
greater number of settlers arrived, larger amounts of land were cleared for 
agricultural production. During its pre-settlement period, southwestern Ontario 
consisted of a series of continuous habitat types. Although the transition between 
some of these habitat types may have occurred within a short distance, these habitat 
types still possessed a less distinct transition then the agriculturally dominated
7
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landscape that currently dominates this region today. As the development and 
subsequent clearing of natural areas occurred in southwestern Ontario, the transition 
between habitat types has become increasingly discrete.
Murphy and Lovett-Doust (2004) argued that, when the distinction between 
habitat and non-habitat (matrix) is fairly clear, the definition of a distinct habitat patch 
is relatively uncomplicated, and species dynamics may be described in terms of the 
properties of those patches. However, even though the spatial definition of a patch 
of suitable habitat may be relatively easy to define for a study species, there may 
also be other factors necessary to render a patch more or less suitable, such as 
weather conditions, geographic factors and anthropogenic events. Hence patches of 
habitat may be in a constant state of flux between suitable, and non-suitable making 
the definition of a patch of habitat even more complicated if even possible at all. This 
is why, for many species having an ability to exploit a relatively broad scale of 
physiological tolerance, there is often no clear distinction between habitat and matrix 
(Bhar and Fahrig, 1998; Boutin et al., 2001; Collinge and Palmer, 2002; Hirano and 
Upper, 1983; Murphy and Lovett-Doust, 2004)
Negative effects of fragmentation
Deleterious effects of fragmentation arise for at least two kinds of reason.
First, as fragmentation increases, there will be increasing numbers of smaller 
patches. At some point a patch of habitat may become too small to sustain a local
8
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population, or possibly even a single reproductive individual (Bender et al., 1998, 
Winter et al., 2000). This may be because these smaller patches do not possess the 
minimum resources needed for survival. Species that are unable to travel through 
the matrix will as a result tend to be confined to patches which are too small for 
survival, and will reduce the overall population size and capacity of a species to 
persist in the environment.
A second cause of negative effects of fragmentation involves negative edge- 
effects (Bolger et al., 2000). As a landscape becomes increasingly fragmented it will 
contain more edges and boundaries per unit of habitat. This increased edge may 
increase the probability of individuals leaving a patch of habitat and entering the 
matrix. As this occurs, the overall amount of time spent in the matrix by an organism 
increases. This may cause an increase in the overall mortality rate as well as 
reducing the overall reproductive rate of the population (Fahrig 2002). Moreover 
there may be negative edge effects due to species interactions.
One of the most extensively studied of these interactions is increased 
predation on grassland birds at grassland edges. For example, Fletcher (2005) 
used a simulation model that linked empirical data on bobolink distributions with 
fragmented landscape maps. He used two types of landscape maps: theoretical 
maps explored effects of different levels of habitat loss and fragmentation; and real 
maps of independent areas in northern Iowa centered geographically on the survey 
area. Fletcher (2005) found that the probability of bobolink occurrence was
9
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four times lower in double-edge plots and two times lower in single-edge plots, than 
in the interior of grasslands. Within single-edge plots, the probability of occurrence 
increased with increasing distance from edge.
Positive effects of fragmentation
During development of the theory of island biogeography, a parallel field 
started to emerge suggesting that habitat fragmentation may have positive effects on 
biodiversity. Huffaker’s (1958) classic experiment using oranges as microcosms 
suggested that subdivision of the same amount of habitat into many smaller pieces 
can enhance the persistence of a predator-prey system. Huffaker (1958) 
hypothesized that subdivision of the habitat may provide temporary refuges for prey 
species, where they can increase in numbers and then disperse to different patches 
of habitat before the predator is able to find them.
For many species a positive effect on occurrence and biodiversity has been 
reported as a result of increasing fragmentation. If fragmentation has a positive 
effect on biodiversity, this effect is often masked by the large negative effect of 
habitat loss. Haila (2002) reviewed how the current concept of habitat fragmentation 
emerged from the theory of island biogeography (MacArthur &Wilson 1967). The two 
major predictor variables in island biogeography were size and isolation of individual 
islands from the mainland. Later, when this theory began to be applied to terrestrial 
systems of habitat patches, the concept of isolation shifted to become more a
10
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function of habitat loss; it represented the distance from a patch to its neighbor(s), 
not the distance to a mainland. Since the concept of isolation originated in island 
biogeography, isolation was viewed as a representation of habitat divisions, despite 
being inextricably linked to habitat loss.
Early theoretical studies also suggested that habitat fragmentation enhanced 
the stability of two-species competition. Levin (1974) constructed a simple model 
that consisted of an assemblage of locally extinction-prone populations, and 
demonstrated that through spatial heterogeneity the metapopulation could be 
sustained even though local extinctions were prevalent. Atkinson & Shorrocks 
(1981) demonstrated theoretically that coexistence in two competing species could 
be extended by dividing the habitat into more, smaller patches. Enhanced 
coexistence resulted from a combination of dispersal abilities of each species and 
their ability to compete with the other species. When this combination was combined 
with disturbances that locally removed the superior competitor, the lees efficient 
competitor which was also the superior disperser, was able to colonize the empty 
patches first, before being subsequently displaced by the superior competitor 
(Chesson 1985).
Much of this early work suggesting that habitat fragmentation may have 
positive effects on species survival has been questioned for several reasons. One 
reason is that later theoretical and empirical studies demonstrated that many of the 
predicted positive effects of fragmentation on species survival relied strongly on
11
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particular assumptions about the relative movement rates of predator versus prey, 
the trade-off between competitive ability and movement rate, and the asynchrony of 
disturbances (Kareiva 1990).
There are, however, arguments for positive effects of habitat fragmentation on 
biodiversity. Many species persist in more than one kind of habitat. Law & Dickman 
(1998) reviewed the means by which faunal species have been shown to use habitat 
mosaics. While the use of habitat mosaics takes place on a variety of spatial and 
temporal scales, Law & Dickman (1998) suggested that for some species optimal 
habitat may be an area consisting of several different habitat types. Law & Dickman 
(1998) outlined different patterns of multiple habitat use, including daily use of 
different habitats, as in the case of the common blossom bat, feeding takes place in 
heathland, where blossom and pollen production are prolific, and roosting areas are 
found within rainforest habitat, where the foliage can act as an environmental buffer, 
protecting the bats from fluctuations in the weather.
Pope et al. (2000) surveyed 34 core ponds and conducted Poisson 
regression analysis to determine the effects on frog density of local pond habitat, 
availability of summer habitat, and number of occupied ponds in the surrounding 
landscapes to reflect meta-population structure. They found that the proximity of 
feeding habitat to breeding ponds affected the abundance of leopard frog 
populations. Similarly, Pedlar et al. (1997) surveyed fifty-seven sites in the area 
surrounding Ottawa, Ontario, and created an index of raccoon abundance from.
12
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Pedlar et al. (1997) then characterized macro-habitat features in a 1-km radius circle 
around each site, and micro-habitat woody vegetation features in a 10-m radius 
around each tracking station. They determined that raccoons frequented woody 
vegetation features that are associated with fencerows, den trees, and deciduous 
stands, macro-habitats with extensive agricultural edge, and wooded remnants in 
areas with extensive corn cover. Raccoon abundance was highest in landscapes 
with intermediate amounts of forest, suggesting that this level of forest maximized 
accessibility to both feeding areas (grain fields) and den sites in forest habitat.
Positive edge effects may in some situations play a role in affecting 
biodiversity. Some species do show positive edge effects. For a given amount of 
habitat, more fragmented landscapes contain more edge. Therefore, positive edge 
effects could be responsible for positive effects of fragmentation on abundance or 
distribution of some species. Honnay et al. (2002) studied the “permeability” of 
ancient forests in Belgium to weedy plant species which were normally confined to 
the agricultural landscape components of the matrix. They found that the plant 
community composition of the forest edge differed significantly from the community 
composition of the forest core. Honnay et al. (2002) found that invading weedy 
species were able to penetrate the forest edge several meters without having any 
negative effect on the species which they considered “true” forest species.
13
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Effects of patch size and shape
It is generally accepted that the physical characteristics of a patch of habitat 
can affect the ability of a species to colonize it, by altering resource availability 
(Foster and Tilman, 2003). Moreover, patch physical features may also affect 
species richness (Krawchuk and Taylor, 2003), and the opportunities for predators 
and pathogens to act. Baer et al. (2005), showed that spatial heterogeneity of patch 
shape and size affects plant community composition and diversity in natural 
communities. Baer et al. (2005) related diversity of native prairie species to spatial 
heterogeneity in a series of test plots, and observed increases in species diversity, 
as test plot size and shape irregularity increased. Such results support the notion of 
“ecological filters” acting on community assembly, in that the establishment of 
species best adapted for particular physical and biological conditions can play an 
important role in determining community structure.
Interactions between a patch and its surrounding environment often occur 
immediately at the border, or perimeter of a patch. To some organisms, certain 
habitat edges form an absolute barrier (e.g. bodies of water to a terrestrial mammal 
which cannot fly or swim). To other organisms, a habitat edge may merely slow 
down dispersal. Edge permeability also influences responses to landscape 
structures, such as how well a corridor serves as a conduit connecting habitat 
patches (Lidicker and Koenig 1999, Haddad 1999).
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In agro-ecosystems, species which are distributed by wind, experience this 
interaction between the edge and surrounding environment less so than other, non­
wind-dispersed species (Kolb and Deikmann, 2005). The reason appears to be 
because wind, dispersal does not originate as horizontal movement into the 
surrounding landscape, but rather as vertical movement into the air, which is then 
distributed laterally, so that there exists variability in part upon the heights of the 
plant. It may then be appropriate to consider the upper layers of the canopy of an 
agricultural field as edge habitat.
The transition between agricultural and non-agricultural habitat often exists as 
a gradient, where the precise definition of each vary according to the requirements 
of the biological species being studied (Bogaert et al., 1999). The extent of edge 
habitat can affect plant reproduction in various ways, for example, by changing the 
community of pollinators (Cresswell, 1998), or altering the potential to find a mate 
(Carde and Minks, 1995), or diminishing on the availability of nutrient resources 
(Evans, 1992), as well as by influencing the microclimate of the patch (e.g. Didham 
and Lawton, 1999).
The effect of increased edge habitat in an agricultural field may have 
important effects on the occurrence of crop pest species there. Areas of edge habitat 
in tomato fields, for example, often do not show a full canopy between bedding rows, 
and as a result these areas may offer a microclimate differing from that of the core of 
the field.
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Effects of patch area
MacArthur and Wilson (1967) predicted that species from a source area will 
disperse to a distant island patch at a rate which is dependant on the distance of the 
island from the source population; moreover as the area of island increases, so too 
in a predictable way will the rate at which species colonize it. Species diversity may 
increase for several reasons. First, on average, large areas may contain more 
individuals, and since many species need a minimum number of individuals for 
success, this number may be reached more readily if capacity of the island to 
support a greater number of individuals also increases (May, 1975).
Diversity may also increase with area due to increasing microsite 
heterogeneity. Patches of habitat differ in their physical and biotic characteristics 
and as the area of a patch increases the amount of within-patch differentiation 
increases. Tilman (1994) showed it is this within-habitat differentiation that offers a 
wider range of within-patch combinations of microsite conditions.
However, Tilman (1997) found in grassland ecosystems that the colonization 
rate of a species in a patch is dependant on the existing species diversity. Tilman 
showed that as species diversity increased in a patch, the colonization of new 
species decreased. Due to this decrease in colonization rate, the ability of a species 
to colonize a patch may therefore be not only a function of the distance of the patch
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from the source population and patch size, but also influenced by ecological factors 
such as species diversity at the time of arrival of a new species.
An important element in Tilman’s hypothesis is the fact that area and 
perimeter may affect the colonization of a patch by guilds of similar species, such 
that as patch size increases, so does the colonization ability of a species locating the 
patch.
When dealing with insect pest guilds in an agricultural system, it is important 
to consider some important characteristics of the species in question (Thies and 
Tscharntke, 1999). As a group, of course pest organisms are very likely to be r- 
strategists (Stenseth, 1981), possess high colonization rates, and reaching early 
sexual maturity and reproductive stages in a relatively short of time (Pianka, 1970).
In agro-ecosystems, the effect of precocity in insect pests which also possess a wide 
range of habitat preferences is often to establish and propagate themselves before 
control measures can remove them (Stinner et al., 1983). A system of early 
detection of crop pests could prove useful in farm management.
Resource availability and wind dispersal effects
Based upon observations of habitat patch size, Root (1973) developed a 
“resource concentration hypothesis” suggesting that herbivorous insects should be 
more abundant in larger patches of host plants, because such insects were more
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likely to locate and then remain in larger patches, due to the concentrated resource 
availability. This hypothesis was expanded by Grez and Gonzalez (1995) who 
studied the numerical response of herbivorous insects, in variously-sized patches of 
cabbage plants. Grez and Gonzalez (1995) also studied the colonization of these 
patches by adult diamondback moths and the migration of their larvae, in the 
patches of differing sizes. Larvae did not migrate between patches, and their 
disappearance rates did not differ between patches, suggesting that the resource 
concentration hypothesis is species specific, being a function of the behavior of adult 
and juvenile herbivore dispersal behavior in relation to the spatial scale of 
patchiness.
Gatehouse (1997) reviewed the behavior of insects which used wind-borne 
migration, probing such parameters as takeoff, descent, duration, and dispersal. 
Wind was an obvious important dispersal vector. The dispersal behavior of insects 
found in field tomato production can be compared to that of many other guilds of 
pests, found in agricultural systems, including bacterial and fungal species that 
cause disease in host crops, while pest plants are also likely to be affected. Both 
bacteria and fungal spores can be spread passively from host to host by wind. Also, 
while the severity of outbreaks is affected by the number of viable seeds in the soil 
of a patch (Callihan et al., 1993), the spread of seeds from patch to patch is due 
mainly to transport by wind (Tackenberg et al., 2003). Since many species of 
bacteria, fungi, and pest plants rely on wind for dispersal (Smitely and McCarter,
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1982, Hirano et al., 1983), in a way similar to that of insects, it may be reasonable to 
believe that Root’s hypothesis should pertain to these organisms as well.
An increase in patch area may not only have an effect on pest occurrence, 
but also may have an effect upon the severity of a pest outbreak. It is possible that 
with a wide range of suitable environments within a patch (including for example, 
differentiation between edge and core locations) a pest population may experience 
spatial variation in its local carrying capacity. It is also possible for a pest dispersed 
by wind to increase its population at an exponential rate, if there is a large area of 
patch directly down-wind from the site of patch colonization (Zadoks et al. 1994). As 
wind may carry adult individuals, spores, seeds, and bacteria to new sites 
throughout the surrounding landscape, it may also carry these propagules to new 
areas within a patch, thereby relaxing the density dependence of the original 
colonization site.
Effects of patch perimeter
The amount of perimeter of a site may also have an effect on pest species 
occurrence and severity. Perimeter, while not a measure of the amount of total 
habitat, is often used as a measure of the amount of area of a patch that interacts 
most closely with its surroundings.
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In many agro-ecosystems, fields are separated from each other by 
hedgerows (Bhar and Fahrig, 1998). Hedgerows exist as rows of trees, shrubs, 
grasses and forbs delineating field margins; they are often intended to provide 
habitat for small wildlife. Hedgerow establishment is often encouraged by local 
municipalities, for the prevention of soil erosion. An increase in perimeter could also 
be interpreted as an increase in the amount of a field that can interact with 
hedgerows lying directly adjacent. While such hedgerows are often no more than 
several meters wide, they serve as important reservoirs for predator and prey 
populations (Thomas et al., 1991). Prey populations often colonize and establish 
themselves within a patch before the predatory species can colonize the same field, 
and act upon the pest outbreak. By colonizing these patches and reproducing before 
predatory species can control or eliminate these local pest populations, pest species 
are able to persist in a spatially structured environment (Huffaker, 1958). Boutin et 
al. (2001) found that management practices for hedgerows may be widely 
responsible for the abundance of weeds in field margins, based on the assemblages 
of pest plants in the rows themselves.
Franken and Hik (2004) studied alpine herbivores in the south-west Yukon, 
and found that adult population size and total population size were correlated more 
strongly with patch perimeter (r2 = 0.33) than with patch area (r2 = 0.06). Franken 
and Hik (2004) then used perimeter as a measure of size, in their analysis 
recolonization and occupancy. Their results showed that landscape connectivity and 
patch perimeter of a patch had significant positive influences on the probability of a
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patch being occupied. The probability of a patch going extinct was significantly 
influenced by the adult population size, with smaller populations having a greater 
likelihood of extinction.
Effects of patch shape and elongation
Although the area and perimeter of a patch affect the overall size of a patch, 
these parameters also influence the shape of a patch. The perimeter-to-area ratio 
has been be used extensively to quantify the shape of a patch (e.g. Lagro, 1991, 
Bogaert et al., 1999). Patches with larger area-perimeter ratios, are more compact 
than those with smaller ratios. Depending on the life history charactiristics of the 
species being studied, varying levels of compactness may be preferred (Lovett- 
Doust et al., 2003, Game, 1980).
Lovett-Doust et al. (2003) studied the effects of land ownership as well as the 
number of geographic landforms, and patch area on rare-species richness in natural 
areas located along the Niagara Escarpment in southern Ontario. The nature of land 
ownership of natural areas had a significant effect on species richness, with publicly- 
owned natural areas possessing the greatest numbers of rare species. Lovett-Doust 
et al. (2003) also showed that the area of a patch of natural habitat, and the 
perimeter-to-area ratio, both had significant effects on the numbers of rare biota 
within a patch.
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While perimeter-to-area ratio can be used as a measure of patch 
compactness, one of the main drawbacks of this function is that values may vary 
with the size of the patch, and therefore limit its use as an index of patch shape. 
Thus if a patch is held at a constant shape, an increase in patch size will cause a 
decrease in the perimeter-area ratio. One remedy suggested for this problem 
involves use of the shape function of McGarigal et al. (2002). Shape (S) equals 
patch perimeter divided by the minimum perimeter possible for a maximally compact 
patch of the same patch area.
This function has been used to show that irregularity of patch shape 
enhances both plant diversity in forest ecosystems (Honnay et al. 2005) and insect 
diversity in grassland communities (Collinge and Palmer, 2002). In both these 
studies, an increase in the irregularity of the shape of a patch, along with species 
diversity, was credited to an increase in the number of different habitat types.
Orrock and Danielson (2005) observed that patch shape had a significant 
effect on the occurrence of field mice. Foraging ability in field mice was reduced 
because of exposure to less suitable microhabitats. These occurred in patches 
having a greater proportion of patch area adjacent to the edge of patches. It was 
proposed that this effect could occur, because these patches provided more suitable 
habitat for edge-selecting predators, making edges in more compact patches 
inherently less risky by comparison.
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Palmer et al. (2000) used patch elongation as a representation of 
compactness, based on the premise that larger patches in a landscape may have 
disproportionate effects on species composition, based on the amount of edge and 
core habitat. For Palmer et al. (2000), the degree of elongation (E) was calculated 
by dividing the difference in lengths of the major and minor axes by the sum of the 
lengths of major and minor axes.
Diamond (1975) concluded for nature reserves in Europe, having a goal of 
species conservation, not only that large patches should be preferred over small 
ones, but also that compact patches are preferred over elongated patches of the 
same area. These conclusions were later disputed by Game (1980), who 
demonstrated theoretically that if immigration rate depends on the shape of the 
patch divided by the extinction rate within the patch, then the best shape for a patch 
is not necessarily the most compact.
Patch compactness has been shown to have both positive and negative 
effects, in several different ssytems. For example, Weldon and Haddad (2005) 
studied how habitat loss and landscape fragmentation have led to a decrease in 
patches of compact habitat in bird species, which had been believed to benefit from 
more elongated patches. However, Weldon and Haddad (2005) found that edges 
also may concentrate nest predators, while retaining habitat cues that birds use to 
select breeding habitat. Experimentally, they tested the effect of habitat shape on 
nest site selection and reproductive success in Indigo Bunting, Passerina cyanea.
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Weldon and Haddad (2005) observed the difference in nest site selection in equal- 
area habitat patches that differed in their amount of edge. They concluded these 
birds preferentially selected the more elongated patches, over more compact 
rectangular patches.
While there have been many studies looking at the effects of fragmented 
environments, and of patch size and shape on the surrounding wildlife, there have 
been relatively few studies conducted on species occurrence and abundance within 
fields under agricultural production (which clearly dominate the landscape of agro­
ecosystems), and even fewer studies on the occurrence of pest species within these 
ecosystems. If it is possible to determine the effects of patch size and shape in an 
effort to increase species diversity and abundance in natural areas, then conversely 
it may be possible to determine what measures need to be taken to decrease pest 
abundance and the severity of outbreaks. While this would obviously save in the 
cost of crop production (by decreasing the cost of inputs) it could also have 
important related environmental effects, for example, in reducing run off from 
pesticides.
Effects of meteorological conditions, in southwestern Ontario
Tomatoes are a warm season crop planted from early May to early June on 
lighter and well-drained sandy or sandy-loam soils. In southern Ontario, processing 
tomatoes are grown using transplants, produced primarily in local greenhouse
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operations (Rideout, 2004). Transplants are used to give a head start to the growing 
season and to ensure a uniform and healthy stand of plants as soon as planting is 
permitted by the weather. Number of frost free days is a major factor limiting crop 
locations.
In southwern Ontario, risks of post-planting and pre-harvest frost are also 
reduced by proximity to the ameliorating effects of the Great Lakes. The number of 
frost-free days for this region average between 160 and 170 days (Environment 
Canada, 2006). In southwestern Ontario, the last spring and first fall frosts typically 
occur around May 1st and October 13th, respectively (Tan and Reynolds, 2003). To 
put this in perspective, 130 to 150 frost free days are required for commercial tomato 
production (Adams et al., 2001), depending upon variety.
On average, approximately 300 mm of rain falls in each month during the 
growing season from May through August in southwestern Ontario (Environment 
Canada, 2006). This is about one-third of the total annual precipitation. Drought risk 
is generally reduced, due to soils that start with excellent moisture reserves in the 
spring. Southwestern Ontario soils also have high moisture retention capabilities 
(Diiwu etal., 1997).
Rainfall in southern Ontario is more variable than heat unit accumulation 
(Metcalfe et al., 1997). Even so, drought is uncommon with losses due to drought 
only reported in two of the last 20 years of production (Tan and Reynolds, 2003).
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More often, the potential risk is from too much rain. As a result, southwestern 
Ontario growers have invested heavily in systematic sub-surface tile drainage rather 
than irrigation for their high value crops, including tomatoes, other vegetables, and 
seed corn (Spaling, 1995).
Sub-surface drainage, combined with the good internal drainage 
characteristics of southwestern Ontario soils, permits growers to achieve their critical 
crop objectives, including early planting, consistent emergence and growth, and 
uniform maturity (Diiwu et al., 1997).
Unfortunately, this set of meteorological factors which is favorable for the 
growth of processing tomatoes also favors the growth and development of many 
species of pest plants, insects, bacteria and fungal pests, all of which cause 
diseases that are detrimental to the yield of these tomato fields. In fact, some 
species of weeds may even be better suited for growth in this climate then the crops 
being grown. Patterson (1992) found that, at high temperatures the thermal-time 
requirement of leaf production in soybean was 20 cooling degree-days higher than 
that of the soybeen weed, velvetleaf. This suggests that velvetleaf may be more 
competitive with the crop at higher temperatures than at lower ones.
Effects of temperature
Temperature data, which can easily be derived using historical records, has 
been a valuable tool in determining emergence rates for many types of common
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weeds, such as lambsquarter (Leblanc et al., 2004) and redroot pigweed (Guo and 
Al-Khatibb, 2004), as well as for the likelihood of fungal disease occurrence (Talley 
et al. 2002). Temperature effects have also been linked to the occurrence of pest 
insect outbreaks (Campbell et al. 1974).
Gilbert and Raworth (1996) presented a general theory with regard to 
responses of insects to temperature. Gilbert and Raworth (1996) proposed that in 
the spring, insects are selected for slower development (but relatively fast growth) 
and, contrastingly, in the summer are selected for fast development. These different 
selection pressures were used to explain several effects of temperature on insects. 
An increase in the growth and development rates were shown to increase with 
temperature. Variability in growth rate was reduced at low temperatures (15 C°). 
Finally, development was shown to be slow at the time of emergence after diapause, 
and growth was slowed as temperatures were lowered, while development was 
slowed even more so. Insects have been shown to use temperature, and cumulative 
degree-days as an indicator of how much time has elapsed in a growing season 
(Gilbert and Raworth, 1996).
Talley et al. (2002) reported that several different functions of temperature 
had effects on fungal abundance. It was found that a large amount of the variance 
for some 25 species of fungi was accounted for by the proportion of days and the 
average number of days having minimum temperatures greater than 4 degrees C (r2 
=0.41), and maximum temperatures below 40 degrees C (i^= 0.21).
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Effects of heat accumulation
Another function of temperature that has yielded positive correlations with 
pest occurrence are number of ambient degree-days. Degree-days are used as a 
simple, standardized method for determining cumulative temperatures over the 
course of a season. Originally designed to evaluate energy demand and 
consumption (Thom, 1954), degree-days are based on how far the average 
temperature departs from a human comfort level of 18 degrees C. Simply put, each 
degree of temperature above 18 degrees C is counted as one cooling degree day, 
and each degree of temperature below 18 degrees C is counted as one heating 
degree day. For example, a day with an average temperature of 25 degrees C will 
have 7 cooling degree-days (Yang, 1995).
Although many studies have quantified the effects of cumulative degree-days 
needed to germinate weed seeds, raised in controlled environments (e.g. Leblanc et 
al., 2004, Guo, 2003), few have focussed on studying the cumulative degree-days 
prior to emergence for weeds in natural crop environments.
Effects of precipitation
Along with temperature, another major meteorilogical factor that has been 
found to influence pest occurrence is precipitation (Leblanc et al., 2004).
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Precipitation has been linked to the development of weeds, pest insects, and both 
bacterial and fungal diseases.
Pest plants have been shown to compete with crop plants for moisture, 
nutrients, and light. Many weeds are highly efficient at using available soil moisture. 
For example, cocklebur (Xanthium strumarium) has been shown to extract moisture 
at distances of up to 1.5 meters around each plant (Wiese and VanDiver, 1970). 
Similarly, crabgrass (Digitaria ischaemum) has been shown to compete for moisture 
at distances of up to 1 meter around individual plants (Wiese and VanDiver, 1970). 
Both these species are capable of drawing moisture from up to 1.2 meters deep in 
the soil. When rainfall is limited, effects of weed competition on crop yield may be 
even greater than during years of adequate moisture. The combined effects of 
drought and weed competition are both likely factors that can limit yield potential.
Heavy precipitation is not only important for development of bacterial 
diseases (for example, by triggering rapid cell division [Hirano and Upper, 1983]), 
but it is also an important factor in species dispersal. Epidemics are thought to 
occur when inoculla are dispersed by rainsplashing during wind-driven rainstorms, 
from leaves with lesions to healthy leaves of nearby susceptible plants (Hijmans, 
2000). Ballistic particles generated by rainsplash do not stay airborne for long. Thus 
rainsplash is likely only to account for short distance travel (Hirano and Upper,
1983). Rain generated aerosols may have greater potential for transporting bacteria 
over longer distances (Venette, 1982).
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It is important to note that the causal agents of these bacterial diseases are 
mainly epiphytic bacteria. Epiphytic bacteria are bacteria that are capable of 
successful life on plant surfaces (i.e., multiplying) while not causing harm to the host 
plant. Leben (1983) hypothesized that a pathogen could multiply on the surfaces of 
healthy plants, providing inoculla in the absence of the disease. When suitable 
conditions arose disease would develop.
Boyer (1995) described an interesting hypothesis linking precipitation levels to 
occurrence of disease “predisposition” as a measure of the internal degree of 
susceptibility of a plant to an external causal agent. In times of drought, microbial 
entry into a plant has been linked to increased disease occurrence, caused by 
bacterial entry into the host plant via plasmodesmata (Boyer, 1995).
In the same way, excess precipitation, which causes soil saturation, has also 
been reported to have predisposing effects on plants to diseases (Schoeneweiss, 
1975). Abundant water in cases where the soil becomes saturated, can cause 
structural changes in the leaves of plants, such as a thinner cuticle layer, which may 
allow leaves to be more easily injured, and provide a route of entry for any 
pathogens present. Excess water and reduced soil aeration may also reduce 
nutrient uptake, and produce similar stress as does drought.
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Dry conditions have also been shown to inhibit weed germination. As a result 
of these observations, early season drought has been speculated to reduce weed 
infestations throughout the growing season. Drought that has occurred after weed 
emergence has been shown to toughen or harden plants. Weed response to severe 
drought stress includes leaf cuticle thickening, reduced vegetative growth, and rapid 
flowering which leads to seed production (Schoeneweis,1981). Often times, drought- 
stressed weeds are difficult to eliminate using post emergence weed control efforts, 
increasing need for an understanding of pre-emergence conditions in agricultural 
fields, so that preventative measures may be taken (Schoeneweis,1975).
Effects of geographical relationships of ecosystem patches with the 
surrounding landscape
Agricultural landscapes are typically fragmented and heterogeneous when 
approached from a larger scale, though tending toward homogeneity at smaller 
scales, due to the particular biotic, abiotic and anthropogenic factors that create the 
landscape (Geertsema et al. 2002). In certain regions, cropping fields dominate the 
landscape and there has been a tendency to increase production area by cutting 
down woodlots and even orchards, removing fence rows, plowing permanent 
pastures, etc. The effect of this process over time has been a decrease in spatial 
complexity (Murdoch, 1975), with the production system and its associated field 
rotations becoming more common. Moreover an increase occurs in the homogeneity 
of the reservoir of pests, pathogens and pollinators, and soil biota (Altieri, 1994)
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In highly managed agro-ecosystems such as those of southern Ontario, many 
common species, including pathogen-associated diseases, are often restricted to 
landscape elements that are only used for particular kinds of agricultural production. 
A result of this is that such studies usually occur in only relatively small areas that 
can frequently develop into disease outbreaks. The regional or large-scale 
persistence of spatially sub-divided populations, characteristic of these pathogens, is 
likely to be dependant on the spatial and temporal dynamics of the landscape in 
which they occur. As intensive agricultural practices increasingly come to dominate 
the landscape, an understanding of the factors affecting the occurrence and spread 
of these pathogenic diseases becomes more important, so that control measures 
may be reached.
Until recently, most studies investigating the biological value of agricultural 
landscapes have focused on aspects of the relationship between natural habitat and 
the array of species present (e.g., Marshall 1989, van Strien et al. 1989, Mountford 
et al. 1994 Kleijn et al. 1997). Much of this work has been pursued in order to 
develop an effective land-use planning system and has attempted to streamline the 
interactions between expanding human-based land use and natural habitats. This 
form of ecologically-based land use planning can only be effective in its goal of 
increasing habitat if, for select species, an integrative, holistic approach is taken to 
help understand effects of the overall landscape on the organisms living in it 
(Ricketts et al. 2001). Since the focus of these studies has been on the natural
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fragments, only a small number have incorporated estimates of how the surrounding 
non-habitat (the “matrix”) affects the species living within natural focal habitats or 
patch (e.g., Sisk et al. 1997, Gobeil and Villard 2002, Perfecto and Vandemeer 
2002). Even fewer studies have examined effects of the surrounding non-habitat on 
the species within agricultural elements (but see de Blois et al. 2002).
Here we argue that agricultural landscapes can be viewed as isolated, 
individual habitats whose characteristics can affect species occurrence and diversity 
where relationships of individual patches with regard to the surrounding landscape 
can affect the processes that occur within them.
In ecology, most research has focused on understanding how environments 
affect the diversity, abundance and geographic distribution of organisms (Krebs 
1972). In conservation-oriented approaches, two theories predominate the study of 
patterns of species diversity and abundance, metapopulation ecology (Levins 1969, 
Hanski and Gilpin 1998) and landscape ecology (Turner et al. 2001).While these two 
subdisciplines assume a binary sense of landscape, living organisms, and plants in 
particular, may not have such a binary sense of either patch or matrix (Murphy and 
Lovett-Doust, 2004), but instead perceive a landscape via gradients of resource 
quality, i.e., patches bound by other patches that are more or less similar to a focal 
patch type.
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Simply put, the movement of an individual into a suitable patch may be 
differently impeded by particular components of the matrix. Hanksi and Gilpin (1998) 
suggested that landscape ecology focuses on analyzing the structure of complex, 
real landscapes with less importance put on the modeling of population dynamics. 
Since landscape ecology focuses on “real” landscapes it is more difficult to describe 
the landscape mosaic from this perspective, because the quantification of 
heterogeneous mosaics is often very challenging. This could be due partially to the 
complex nature of the study organisms and poorly defined components of 
heterogeneity (Reynolds 1994).
Two factors have dominated most landscape characterizations: composition 
and configuration. Landscape composition refers to the abundance and the extent of 
different patch types within a landscape. This information tends to refer to the non- 
spatial characteristics of landscapes. Configuration refers to the spatial 
characteristics of particular landscape elements and spatial characteristics of 
landscapes (Turner et al. 2001). These parameters take into account not only the 
diversity of different landscape elements but also how they are spatially arranged, so 
that the configuration of patch types in relation to other patch types or other features 
can be described (McGarigal and Marks 1995).
Effects of soil type
Ecosystem functioning is largely governed by soil microbial dynamics (Balser 
et al., 2000). This is because soil microorganisms, being involved in elemental
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cycles of carbon, phosphorus, nitrogen, and others, have important roles in nutrient 
cycling, plant decomposition, as well as in soil formation (Balser et al., 2000).
In agricultural ecosystems, the amount of heat, measured in units of degree- 
days, accumulates throughout the growing season, while this accumulation is 
dependant upon the amount not only of the temperatures recorded in an area, and 
the duration of these temperatures, but also on the heat capacity of the underlying 
soils (McCumber and Pielke, 1981). Using percentage weight compositions 
determined by Petersen et al. (1968), McCumber and Pielke calculated heat 
capacities for sand, clay, loam, and peat soils. From these calculations they 
determined that soil moisture, and moisture retention capability was the most 
influential soil variable. The degree of wetness of the soil regulates the receipt of 
solar energy. Even fluctuations in the heat of soils were influenced by wetness. This 
was because the thermal conductivity of these soils was closely related to the 
potential of a soil type to hold moisture. Since the ability of bacterial and fungal 
pathogens to reproduce are highly affected by functions of both heat and moisture, it 
may be reasonable to assume that soil type could have an effect on the occurrence 
and severity of diseases caused by these pathogens in agricultural fields.
The heat and moisture retention capabilities have also been shown to have 
an effect on germination abilities of weedy pants. Guo and Al-Khatib (2004) showed 
that in the case of redroot pigweed, Amaranthus retroflexus, germination peaked at 
soil temperatures in the range of 30-35 °C, and that seeds would remain dormant in
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the seed bed until sufficient temperature accumulation occurred. In a similar study, 
Leblanc et al. (2004) reported that although soil moisture was not a limiting factor in 
the germination of common lambsquarters, Chenopodium album, heat retention 
ability of soils became increasingly significant in the germination of seeds as soil 
aggregate size increased.
Effects of road density
Similar to the concepts regarding the positive effects of hedgerows on pest 
occurrence (Bhar and Fahrig, 1998), the margins of roadways, which also consist of 
trees and shrubs or grassy areas, have also been argued to serve as reservoirs for 
pest species of both insects and pest plants. While these margins are often similar 
to hedge rows in that they are no more then several meters wide they serve as 
areas of relatively low disturbance for pest populations. Pest populations often 
colonize and establish themselves within a field, well before the natural predatory 
species are able to colonize the same field and control the pest outbreak.
Dark (2004) demonstrated that models predicting the occurrence of weedy 
species (using real world data in the San Francisco Bay area and South Coast 
bioregions of California) included three significant parameters: elevation, road 
density, and non-weedy plant species richness. Dark concluded that the significance 
of road density (and the positive correlation between road density and weedy 
species population density was indicative of the importance of anthropogenic
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disturbance to plant invasions. It was suggested that road density could be used as 
an indicator of anthropogenic disturbance.
Disturbance in general, has been considered a key element in the invasion 
and re-colonization process of plant species. Richardson et al. (1990) found that 
anthropogenic disturbance (such as increased herbivore pressure, altered fire 
regimes, and mechanical clearing of vegetation) was an important facilitating factor 
for pine invasions, at most sites examined in the southern hemisphere. The 
significance of road density for pest plants could be indicative of a positive 
correlation between the mode of entry of these plant species and anthropogenic 
disturbance.
Baker (1984) found that most invasive species have been introduced into the 
United States via humans, domesticated animals, or machinery. For this reason, it 
should not be surprising that areas having increased disturbance are also more 
prone to the introduction of alien plant species and that we find a greater number of 
these plant species in agricultural areas.
Effects of distance to geographic features and landforms
Although agroecosystems are typically managed in isolation from other 
ecosystems within a region, the physical, ecological, and biogeochemical changes 
that take place within them have numerous consequences for adjacent, and even
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distant, ecosystems. Similarly, the neighboring systems can influence 
agroecosystems. For example, the position of an agroecosystem within a landscape 
of diverse land uses can significantly influence pest dynamics (Altieri, 2002). In 
temperate systems, it is well documented that hedgerows and woodlots, long 
recognized for their usefulness in preventing erosion, can also harbor natural 
enemies that provide significant pest control in adjacent agro-ecosystems (Boutin et 
al., 2001).
Duelli (1990) studied the population movements of arthropods between 
natural and cultivated areas. The study was carried out by observing the degree of 
edge permeability between habitat patches in a mosaic landscape of mixed intense 
agriculture and semi-natural areas, using directional trap devices along the borders 
of fields of pasture, wetland and a dry meadow. Almost all identified arthropod 
species were involved in population exchanges across the field borders. Species 
abundances clearly depend on habitat distance rather than area or quality to related 
habitat islands. Duelli (1990) showed that insect species collected in sticky traps 
over crop fields were never (or rarely) encountered in the vegetation layer, with 
surface-dwelling flightless species showing gradual transitions over the field borders. 
"Hard edge" species tended to be specialists for undisturbed perennial habitats, 
while "soft edge" species, with a diffuse, distribution were mainly associated with 
annual crops.
38
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Similarly, in a study conducted by Devlaeminck et al. (2005) a significant 
negative correlation was observed between seed density and distance to the border 
for species in the total seed bank, forest-dispersed-, and non-forest-dispersed 
species of plants. Number of plant species was found to be significantly negatively 
correlated with distance to the border for total seed bank and forest dispersed 
species. When different distances were compared for seed density and species 
number, there was a significantly higher number of species in the forest edge than in 
the field in terms of total seed bank, forest-, and non-forest-dispersed species. This 
demonstrated that there was a significant effect of distance from the margin on both 
seed density, and species diversity of the seed bank, which were higher in the edge 
and declined sharply with distance into the field. The decrease in seed density and 
species diversity with increasing distance from the border indicates limited dispersal 
of these organisms. This observation of limited edge effect supports findings based 
on seed bank and seedling distribution by Wilson and Aebischer (1995) who found 
that dispersal from forest edge into the field occurred at low seed densities.
Effects of dispersal and patch suitability
High levels of fragmentation have been found to have negative effect on 
species occurrence. Intermediate levels of fragmentation however, have been found 
to have positive effects on the ability of a species to persist at the regional level. The 
outcome or viability of a population of any species in a given location can be 
primarily determined as functions of two variables (Fahrig and Jonsen, 1998):
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1) The suitability of a patch of habitat
2) The ability of a species to disperse to new patches
These two variables in turn can be broken down again, where factors 
affecting suitability of a patch of habitat can be though of as a function of the 
pressure a species faces due to competition and predation, and the physical 
attributes of a patch of habitat. Factors affecting the ability of a species to disperse 
to new patches of suitable habitat can be thought of the effects of the size and 
shape of a patch of habitat (overall size vs. edge effects) and the ability of a species 
to move through the “matrix”.
It has been suggested that the degree of pressure that these outbreaks cause 
on a crop community is not only a function of a species’ interactions with other 
species and its surroundings but that it is directly affected by its dispersal ability 
(Tilman, 1994). This dispersal ability affects not only the scale at which these 
outbreaks occur (Figure 1,5,6), but also the scale at which these species should be 
studied.
Throughout the rest of this section, I will discuss how populations of pest 
species in the direct context of agricultural fields (typically r-strategists, sensu 
Pianka, 1970) respond to a number of different interactions between their biotic 
environment (competition or predation by natural predators, or humans in the form of 
pesticides) and their abiotic environment (habitat quality, e.g., resource levels, and
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climatic variable applications). I will also discuss how dispersal ability affects the 
severity and outcome of population outbreaks, which can be predicted when taking 
into account the life-history characteristics of these r-selected species.
The dispersal ability of a species can link subpopulations together through the 
exchange of individuals, and lead to spatial synchrony resulting in the smoothing of 
the variability of local populations (Huffaker, 1958). It is for this reason that species 
with limited dispersing (or colonizing) potentially show drastic differences in 
population dynamics between different local populations (Levins, 1969). Those with 
a high dispersability demonstrate high levels of this smoothing between local 
populations, such that entire regions can be treated similar to individual local 
populations (McPeek et al., 1992).
At the risk of over simplifying I break down the amount of smoothing into three 
different scales at which dispersal abilities of the study species differ. Pest species 
with limited or poor dispersal ability, such as flightless insects, can be studied at the 
local population level; species which possess moderate dispersal ability, such as 
pest plants and insects with limited flying abilities, can be studied at the meta­
population level; and species that disperse freely between local populations, such as 
bacterial and fungal pathogens can be studied at the regional or landscape level.
41
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
r-strategists
It may be useful to first introduce the characteristics that predispose pest 
species (r-strategists) towards population outbreaks. The idea of r and K strategies, 
and r and K selection, has a long history in ecology. Originally r-selection referred to 
the selection pressures favouring early and rapid population growth and precocious 
reproduction in non-crowded areas, and K-selection referred to selection for 
competitive ability, in crowded populations (MacArthur and Wilson, 1967; Pianka, 
1970). r-strategists invest their reproductive effort into the production of a great 
number of offspring (Lalonde, 1991). The biological qualities of their offspring are 
reflected inthe fact that they rely heavily on the chance that few of the many 
individual seeds produced will find suitable conditions to grow and reproduce. In 
contrast, K-strategists invest their reproductive effort into the production of fewer 
offspring with higher parental investment per capita. Consequently, the chance that 
each individual will survive and reproduce can be relatively high in K-strategists.
These biological properties of r- and K-strategists can also be characterized 
in terms of factors such as the generation time (low in r-strategists), number of 
reproductive seasons during the lifespan (e.g. pest plants are usually semelparous), 
or by the effect of the overall strategy on the population (Prach et al., 1997). 
Populations of r-strategists can fluctuate with time at the local level. This can easily 
be thought of as the flux in population levels of pest plants in an agricultural field, 
responding rapidly to favorable weather conditions.
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Population levels of these weedy species are usually lower than the 
maximum carrying capacity of the field throughout the growing season, but respond 
rapidly with increased population levels when both abiotic and biotic conditions are 
favorable (Pianka, 1970). This response is often considered an adaptation for living 
in unstable or unpredictable environments, e.g. resource-rich ecosystems in early 
stages of ecological succession with high levels of disturbance, such as tillage or 
pesticide application. On the other hand, a K-strategy is considered the optimal 
adaptation for living in stable or predictable environments for old and crowded 
ecosystems in or near a climax stage (Prach et al., 1997). Although many species 
demonstrate intermediate qualities of r- and K-strategists, the definition of the r- 
strategist, as a species which is capable of producing a great number of offspring 
and whose population levels are capable of quickly responding to a changing 
environment will serve as a working definition here.
Low-level dispersers
In populations where low levels of dispersal are characteristic, population 
levels can vary widely over time (Levins, 1969). If a population is limited in space by 
dispersal ability it may only be necessary to conduct a study at the local population 
level. In these local populations there is often little persistence through time because 
habitat quality is constantly changing. While competitive pressures and habitat
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quality may both be in flux, r-selected species are often capable of persisting over 
time as long as one of these factors remains favorable (Lalonde, 1991).
As Figure 1 shows, in local populations where competition and habitat 
suitability are high individual populations of pest species are usually present at levels 
well below the carrying capacity of the patch of habitat. In this situation, species 
such as pest plants are likely to be capable of surviving within a field, at least as a 
fugitive species, or in the seed bank, showing a patchy distribution, e.g. in the case 
of pest plants around open areas of soil habitat where competition with other plants 
is reduced (Rodenhouse et al., 1997). On the other hand, in local populations where 
competition rates and habitat suitability are low, persistence over time at the same 
levels as previously explained is still possible (see Figure 1). Populations in this 
environment can exploit the limited amount of resources, such as soil moisture, 
because of the relaxed competitive pressures from other competing species.
It is this variation both in habitat quality, as well as competitive pressure that 
creates an environment in which pest species are capable of persisting over time at 
the local population level (Harrison and Quinn, 1989). As conditions at this level 
change over time, the possibility of patches shifting to higher competitive pressure, 
and lower habitat quality increases (Figure 1). If left under these conditions for an 
extended period of time species such as insects may face extinction from a patch of 
habitat due to its life history: its short life cycle, and inability to escape predation or
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competition with species that can possess characteristics of a K-selected life cycle 
(Dennis, 1989).
On the other hand, if competitive pressures from other plants are relaxed 
(e.g., poor vegetative growth as a result of earlier drought) and habitat quality is 
increased for an extended amount of time, pest species may quickly reach local 
outbreak levels. This is because these species can respond to favorable conditions 
through high levels of recruitment, due to their brief generation time (Figure 1). As a 
result of this high recruitment level, if left uncontrolled by spray application, intra­
specific competition may take place for different resources (such as soil moisture) 
which can be depleted at an exponential rate (Purcell and Verner, 1998). Unless 
patch resources can be replenished in a lesser amount of time than the generation 
time of the species being studied, the pest species that is limited in its dispersal 
abilities would almost certainly face extinction through resource depletion.
Anderson (1993) studied the morphology of members of the Asteraceae 
family, and found that two species, Centaurea repens and C. solstitialis, possessed 
significantly lower settling rates than other members of the Asteraceae, and 
concluded that ballistic-dispersal of several meters was more important to the 
reproduction of this species than wind-dispersal. It has been suggested that the 
persistence of these species in the environment through time may be a result of high 
seed viability over time. The average longevity of C. repens and C. solstitialis seeds 
from Idaho, was reported by Callihan et al. (1993) to be 10 and 6 years, respectively.
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Mid-level dispersers
By increasing dispersal ability, species which could not move to new patches 
develop the ability to move to, and colonize nearby patches of habitat by chance. 
These species may be limited in dispersal by their physical attributes (Voss and 
Ferro, 1990) or by their interactions with the environment. This new ability greatly 
increases the chance of a species to persist through time (Hanski, 1999). According 
to Morris (1996) this is for the most part because of two reasons;
1) by migrating randomly to new patches, pest species are able not 
only to escape competition with other species and exploit new 
resources; but
2) they are also able to colonize patches at various points throughout 
time, creating temporal asynchrony among patches (a series of 
patches in which populations are in different phases of increase and 
decline, Morris, 1996).
This temporal asynchrony creates an environment where pest species not 
only able are to persist when conditions are favorable overall, but also when they are 
not. As a result, instances where extinctions or outbreaks occur simultaneously 
throughout the system are rare (Morris, 1996). These characteristics of local 
populations linked together by migration make it necessary to study these species at
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the meta-population level, where the population dynamics of the system becomes 
the sum of all of the local populations within it (Hanski, 1999).
In systems where low levels of patch quality and high levels of competition 
exist, pest species that are capable of dispersing slightly quicker than their 
competitors or predators are capable of persistence over time (see Figure 2). Even 
though habitat quality is low, such species may be capable of persisting in an 
agriculture environment as fugitive species, maintaining low levels (which do not 
warrant pesticide application) of individuals until the overall pressures of the system 
are relaxed and increases in population can occur (Harrison and Quinn, 1989).
In situations where competitive pressures and habitat quality are high, 
persistence of a population over time is also increased. This is because many pest 
species especially insects, possess the ability to move to uninhabited patches of 
habitat to make use of high resource levels before being out-competed by other 
species (Huffaker, 1958 and see Figure 2). The ability of these mid-level dispersers 
to make use of an environment which is in temporal flux allow patches in a meta­
population to possess an unevenness in the distribution of pressure from both 
competition and poor habitat quality (McCann et al., 2000). It is for this reason that 
spatial patchiness in the physical environment helps smooth out the variability of 
local populations.
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Perry and Gonzalez-Andujar (1993) used a computer-generated model which 
was later tested against real world data (similar to the data collected in this study) to 
demonstrate that persistence of a species at low levels in a meta-population, under 
sub-standard conditions, was possible as long as sufficient amounts of both spatial 
and temporal asynchrony were present.
As the model described, Figure 2 suggests, that in systems where dispersal 
ability allows limited colonization to nearby patches, and where both overall 
competition levels and habitat quality are low (Battin, 2004), species may persist at 
relatively low levels (see Figure 2). Persistence in this environment are only 
possible if the dispersal rates of a pest species is low enough to allow resources of 
each patch to recover once they have come exhausted. Similar to the previous case, 
spatial patchiness combined with temporal variation of patches appears greatly to 
increase the species ability to persist within this type of synchronous system.
In systems where mid-range dispersers find themselves facing low levels of 
competition pressure, and overall high levels of habitat quality, persistence through 
time is possible, even with the pressures of pesticide application (Figure 2). At the 
local level these factors contribute to population explosions, but at the meta­
population level species are able to persist over time because of temporal 
asynchrony. Even though population levels of individual patches of habitat may 
fluctuate and show extreme oscillation through time, overall extinctions, which are 
commonly a result of pesticide application, if left untouched would result in over-
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exploitation of resources, and is very rare. Perry and Gonzalez-Andujar’s (1993) 
simulation models showed that even when overall conditions in a meta-population 
are favorable, persistence of a species through time was possible only where the 
dispersal rates of the species did not allow populations of each patch of habitat at 
the same point in time.
High-level dispersers
At mid-range levels, dispersal can create temporal asynchrony of pest 
populations. This phenomenon can create spatial patchiness of resources, and 
competitive pressures. When dispersal ability of a species increases to the point 
where the probability of colonizing distant patches is almost equal to the probability 
of colonizing nearby patches, temporal asynchrony is lost and it is no longer 
acceptable to conduct a study at the meta-population level. It is then necessary to 
study a species at the regional or landscape level (Orians and Wittenberger, 1991).
In situations where higher ability dispersers, such as highly effective wind 
dispersed plants, find themselves facing low levels of patch suitability and high 
competition pressures at the regional level, extinction is almost eminent (see Figure
3). This may occur as resources (such as moisture) are used up and fewer locations 
for colonization are available, as growth of desired crop species expands to areas 
between cropping rows.
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In situations where mildly favorable conditions arise, it is possible for a 
species to persist over time at the regional level by similar means as it is at the local 
level (see Figure 3), displaying the same spatially patchy distribution of individuals 
(Orians and Wittenberger, 1991).
While some of the reactions of pest species to competition and habitat quality 
at this level are similar to those at the local level, difficulties arise as population 
outbreaks at this level can cause huge amounts of damage to an ecosystem, 
resulting in crop damage over entire regions e.g. late blight (Hijmans et al. 2000). 
Since some pest species which are highly effective dispersers may colonize distant 
patches with little to no further effort than that needed for near-by patches, there is 
little temporal asynchrony and in turn little spatial heterogeneity of resources. As 
these species cause crop damage and deplete a region’s resources, competitive 
exclusion of other cosmetic species may occur (Grime, 1973).
In the same study conducted on members of the Asteraceae, Anderson 
(1993) found that the species Tragopogon dubius, Sonchus oleraceous, and Conyza 
canadensis possessed the highest dispersal abilities. These species are often 
thought of as invasive species. Later, Prieur-Richard et al. (2000) showed that these 
species were at a high risk of invading regions with low plant species diversity (e.g., 
agricultural ecosystems). In a study conducted by Murphy et al. (2006), found that 
even though most tree species in North America (85% of 134 examined), exist as 
somewhere abundant within their range, they occur typically at low abundances
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throughout most of their ranges. It is only in rare instances where conditions remain 
favorable over time at the regional level that population break-out over large areas 
occur. It is for this reason that, even though other factors such as competition and 
habitat quality affect the ability of these species to reach erupting levels, it is the 
dispersal ability of a species which determines the severity of the eruption.
Ontario field tomato pest Species 
Bacterial Pathogens
Bacterial foliar diseases in agro-ecosystems are causes by epiphytic bacteria. 
Epiphytic bacteria are bacteria which are capable of living and multiplying on plant 
surfaces (Hirano and Upper, 1987). Of these bacterial foliar diseases bacterial spot, 
bacterial speck, and bacterial canker cause major damage to crops of field tomatoes 
each year. These diseases are caused by Xanthomonas campestris, Pseudomonas 
syringae pv. Tomato and Clavibacter michiganensis subsp. Michiganensis 
respectively.
In laboratory experiments, favorable temperature ranges for these species 
have been shown to be 17 to 21 degrees C for Pseudomonas syringae pv. Tomato, 
17 to 27 degrees C for Clavibacter michiganensis subsp. Michiganensis, and 24 to 
31 degrees C tor Xanthomonas campestris. Positive associations between rain and
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Figure 1: Summary of the interaction effects of dispersal, competition and patch
suitability at the local population level
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Figure 2: Summary of the interaction effects of dispersal, competition and patch
suitability at the meta-population level
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Figure 3: Summary of the interaction effects of dispersal, competition and patch
suitability at the regional level
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large populations of these bacteria have also been found in crops of tomatoes 
(Smitelyand McCarter, 1982).
Studies have suggested that rainfall is the factor that has greatest effect on 
the temporal variability of these species (Smitely and McCarter, 1982). Population 
sizes of P. syringae have been observed to decrease by 10-to 100-fold between the 
day preceding and the day following rain. Large numbers of bacteria have been 
recovered in water collected under a plant canopy during rain events (Hirano and 
Upper, 1987) making it likely that the large decreases in P. syringae population sizes 
immediately following rain are due to wash-off. Following this initial decrease in 
population size, population sizes of P. syringae begin to increase after twelve to 24 
hours (Hirano and Upper, 1987), with rain seeming to trigger the onset of rapid 
multiplication .
Water in the form of dew, fog, or mist have also been suggested as providing 
conditions suitable for sustained growth of these species. However it has been 
suggested the duration of leaf wetness, volume of water, are not as important as the 
amount of momentum of raindrops in triggering this rapid growth (O’Brien and 
Lindow, 1989).
Ballistic particles generated by rain splash do not stay airborne for long 
(Hirano and Upper, 1987). It is for this reasons that rain splash can only account for 
short distance travel. Rain-generated aerosols may therefore have greater potential
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for transporting bacteria over long distances (Venette, 1982). Infected plant debris 
has also been found as a source of inoculum for all of these pathogenic species. 
Bacterial speck has been observed to develop on seedlings when planted in soil 
containing infected leaves (Schneider and Grogan, 1977). Natural spread of the 
diseases can also occur through wind dispersion of soil and the dispersion of 
contaminated drainage water.
Fungal Pathogens
Diseases caused by species of fungal pathogens in agro-ecosystems, 
specifically early blight {Alternaria solani), septoria leaf spot (Septoria lycopersici), 
and anthracnose (Colletotrichum coccodes) are responsible for significant economic 
losses over wide geographic ranges of field tomato crops (Byrne et al. 1997). These 
pathogens can be dispersed either in soil, via surface water movement down crop 
rows, from rain splash dispersal, by air, or via movement by humans or invertebrate 
activity (Pitblado, 1992). Dispersal can result in patchiness in patterns of disease or 
inoculum in soil (Burdon et al., 1989).
Suitable temperature ranges for the development of these diseases has been 
shown to lie within the range of 13 to 29 degrees C, with optimal growth 
temperatures in the range of 21 to 25 degrees C. Another important factor that has 
been identified as being critical to the development of fungal diseases in field 
tomatoes is the number of hours of leaf wetness (Pitblado, 1992), which is a
56
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
measure of the duration during the day in which a layer of moisture is present on the 
leaves or crop plants. As indicated above, these values have been used to create 
composite functions such as Disease Severity Values (DSV) which have been used 
in mathematical models to predict the development of these diseases for specific 
fields (Pitblado, 1992).
Sporulation is observed only in the lesion areas on leaves of infected plants 
and not in surrounding tissues which have been killed (Rotem, 1994). The leaves 
and lesions must mature before sporulation occurs, with a light rain or heavy dew 
being sufficient to induce sporulation once leaves and lesions are mature 
(Strandberg, 1992).
Long-distance dispersal in the air is an important strategy for fungi which are 
pathogenic on crop plants (Brown and Hovemoller, 2002). Wind dispersal of spores 
can occur over hundreds kilometers and allows the reestablishment of these 
diseases in regions where the climate is seasonally unfavorable.
These pathogenic fungi cannot survive on plant debris or in the soil between 
cropping cycles, for this reason they must survive in a dormant stage, usually the 
product of sexual reproduction, or their populations must be reestablished from 
external sources when new host plants are available (Brown and Hovemoller, 2002). 
Wind dispersal has been shown to have a major role in this recolonization (Aylor, 
1990). Recolonization depends critically on the availability of susceptible host tissue,
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and thus the composition of pathogen populations differs substantially from year to 
year, sometimes causing host resistance to become ineffective (Brown and 
Hovmoller, 2002).
Pest Insects
Although in terms of speciation there is generally no difference between pest 
and non-pest species of insects, arguments have been made that there are 
differences in movement through out the landscape between these two types of 
species (Southwood, 1962). As a group, pest species tend to lean towards those 
characteristics typical of r-strategists (Stenseth, 1981). That is to say that their life- 
history strategies tend to involve greater colonization rates, which highlight the 
importance of movement from patch to patch.
When taking an agro-ecosystem perspective, a knowledge of these 
movements and strategies becomes critical in the management of pest outbreaks, 
which have been shown to decrease yield (Stinner et al, 1983). The most obvious 
difference between pest and non-pest species is in the habitat types of these 
species. The habitats of pest species are agricultural fields; these tend to be subject 
to high rates of disturbance in the form of tillage, pesticide application and 
harvesting. In contrast non-pest habitats are less disturbed and most often remain 
intact for longer than one growing season.
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Even though outbreaks of pest insects on large landscape scales are often 
rare, at a patch, or field level, they are very common. At this patch scale, populations 
of these species are rarely stable. They often fluctuate from low levels to outbreak 
levels, and then fall back to their original level. Although at a regional scale climatic 
patterns are relatively stable from year to year, outbreaks in individuals fields often 
occur in those fields in which physically severe conditions occur (Stinner et al.,
1983). The probability of outbreaks is often related to warming though the growing 
season; this allows herbivorous insects, including pest species, to invade areas that 
were previously (in the growing season) too cool to exploit (Stinner et al., 1983).
Dispersal of pest insects often occurs in two manors, long range dispersal 
which often occurs in the form of flight from one site to another with the aid of wind, 
or more commonly short range movement. Short range movements of pest insects 
frequently occur by means of adult flight from one field to a closely neighboring, or 
adjacent field. Also short range movement has been found to occur by juveniles 
being transported on farm machinery to new fields, in aggregates of soil (Boff and 
Smits, 2001)
Pest plants
Among pest plants, two major life history differences are apparent, namely 
those of the annual growth habit, and those of the biennial and perennial habit.
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Annual plants live for only one growing season, and reproduce by seed each 
year. These plants typically develop maturity within a few weeks or months. They 
often possess fibrous root systems and are very susceptible to herbicide application 
during early stages of development. Winter annuals are a variant of the annual life 
cycle. These species begin their growth in the fall or winter and complete their life 
cycle the following spring or early summer. Common Chickweed (Stellaria media) is 
a common local winter annual weed.
Biennial and perennial plants typically live for two or more years. During their 
first year growth they typically grow as a cluster or rosette of leaves at the surface of 
the ground. Biennials bolt, flower and die during the second year of growth, whereas 
perennials may grow as a rosette for several years before bolting. Examples of 
these plants include Common milkweed, (Asclepias syriaca) and Perennial sow­
thistle (Sonchus arvensis).
Dispersal of the species of pest plants varies from species to species, but 
many similarities are present as well. Dispersal ability of these species varies 
considerably but all species rely on passive means of dispersal (Silvertown and 
Lovett-Doust, 1993). This passive dispersal can occur by means of movement in the 
wind, and can also take place by movement of aggregates of soil, containing seeds, 
by farm machinery. This passive dispersal creates a stratified distribution of distance 
from parent of seeds.
Like the spatial stratification among progeny, Woolcock and Cousens (2000) 
identified temporal stratification of seed germination to be an important variable
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affecting the persistence of weedy species in agro-ecosystems. Such stratification of 
germination forms a seed bank in the soil of each field, where seeds that do not 
germinate directly after dispersal remain dormant, and germinate when favorable 
conditions arise. Woolcock and Cousens (2000) identified three parameters which 
affect the influence of this seed bank on the number of pest plants in a field. They 
were the number of seeds lost from the seed bank each year, the number of new 
seeds germinating, and the number of old seed germinating. Temporal stratification 
of germination allowed these species to produce new progeny, even when 
development of young seedlings was not favorable, at the time of seed production.
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Materials and Methods
Study Site Locations
Each summer from 2001 to 2005 a set of tomato fields in southwestern 
Ontario was studied, directly after planting with tomatoes. Field locations were 
mapped using a hand held GPS unit and a Pocket PC. A total of 133 fields was 
investigated: 26 fields in 2001, 24 fields in 2002, 25 fields in 2003, 31 fields in 2004, 
and 27 fields in 2005. Each field was in a different location, with field sites ranging 
from the areas of Harrow, in Essex County, east to Kent County, and north to just 
north of Wallaceburg, in southern Lambton County.
Data Collection
Each field was visited at weekly intervals throughout the growing season from 
first planting to final harvest, with the goal of recording presence and severity of 
major pest organisms. These included species in bacterial, fungal, insect, and plant 
pest groups. The occurrence of individual pest species was digitally recorded using 
SST Summit/Status software (SST Development Group, Sunnyvale, CA), so that 
data could be transferred directly to a Microsoft access database. Once occurrence 
of each pest species was recorded, severity was recorded using a five point scale, 
with a score of one connoting trace amounts of pest populations, and five being a 
very heavy infestation.
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Pest species were identified using identification keys. Individual insects and 
pest plants that could not be identified were collected and sent to Ridgetown 
College, Ridgetown, Ontario for identification. Lesions present on leaves which could 
not be identified using the identification keys were cultured, to identify the casual 
agent.
Severity Ratings
Severity ratings for each pest species were determined each week by 
estimating the extent of defoliation/necrosis (percent) in five randomly sampled 1m2 
quadrats per hectare. For both fungal and bacterial diseases 1-20% percent was 
given a value of 1, 21-40% was given a rank of 2, 41-60%, 3, 61-80%, 4, and 81- 
100%, 5.
Severity ratings for pest plants were based on average percent cover. Again, 
five 1m2 quadrats per hectare were surveyed. 1-20% percent was given a score of 1; 
21-40 was given a score of 2; 41-60%, 3; 61-80%, 4; and 81-100%, a score of 5.
Severity ratings for pest insects followed pesticide thresholds developed at 
Ridgetown College, Ridgetown, Ontario. Again, five 1m2 quadrates per hectare were 
surveyed. Severity values were determined by following the spray threshold for 
number of insects per plant as the central value for the severity rating of 3. The other 
4 severity ratings were then determined arbitrarily by creating regular intervals, for
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example, spray threshold for an insect is 25 individuals per plant; therefore a 
severity rating of 1 would be given to values lying within 1-10 insect individuals per 
plant, 2 for 11-20 individuals per plant, 3, 21-30, 4, 31-40; and 5 for 41 insect 
individuals per plant or greater.
Patch size and shape parameters
Using the field maps collected with the hand held GPS unit, the area and 
perimeter for each field was calculated using the Zonal Geometry tool in ArcMap 9 
(ESRI Inc., Redlands, CA). In addition to the area and perimeter, the length of the
major and minor axes were, also calculated using this same method.
The degree of elongation (E) was calculated by dividing the difference in 
lengths of the major and minor axis, by the sum of the major and minor axes.
E  =  Lmai ~ Lmin 
Lmaj +  Lmin
Lmaj = length of major axis
Lmjn = length of minor axis
The shape (S) of each field was quantified by dividing the field perimeter by 
the minimum perimeter possible for a maximally compact patch of the same patch 
area.
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s  = _J>__
min p
p = perimeter of field.
min p = minimum perimeter of a patch of the same area 
Meteorological Data
Meteorological data, including maximum, minimum and average daily 
temperatures (°C), cooling and heating degree-days, and precipitation for each from 
May 1st to October 31st during each year were obtained from Environment Canada 
(http://www.climate.weatheroffice.ec.gc.ca). Interpolated values of each weather 
variable we obtained by using the inverse distance-weighted interpolation function in 
ArcMAP 9. These values were obtained from 17 weather stations within and 
surrounding the study area (Figure 4a). Weather variables for each field were 
determined by taking the values at the centroid of each field obtained through the 
inverse distance-weighted interpolation (Figure 4b). The final list of variables used 
here is shown in Table 2.
Geographical relationships of crop patches with the surrounding landscape
Data on the relationship between field locations and landscape features such 
as soil type, agricultural rating, road density, building density, and distance to 
different geographic features such as natural areas and bodies of water, were
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Figure 4a: Image showing the location of weather stations used for the inverse
distance weighted interpolation of weather variables
Figure 4b: Image depicting the interpolated weather conditions with regard to
study sites
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characterized using data sets obtained from the Ontario Geospatial Data Exchange 
(OGDE) (http://www.lio.gov.on.ca/ogdedescription.cfm).
The distance of fields to nearest natural areas, and bodies of water, was 
calculated using the Euclidian Distance tool in ArcMap 9, with an output cell size of 
10 meters (Figure 5).
Data on the density of roads were calculated using the Line Density tool in 
Arc Map 9, with a search radius of 500 meters, and an output cell size of 10 meters. 
These densities were calculated in units of meters of road per km2.
Date on the types and agricultural ratings found within a field were obtained 
from data layers obtained from the OGDE. Since the perimeters of many fields 
contain two types of soil and agricultural ratings (Figure 6), the affects of major and 
minor soil type were explored.
Database management
All data collected for biota presence/absence, and severity of each pest species for 
each week were formatted into a spreadsheet. Each record (row) contained a record 
of field ID, day of year, as well as the presence/absence and severity data for each 
pest species. Size and shape data as well as data on geographical relationships of 
fields with surrounding landscape features for each field was formatted into a
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Figure 5: Image depicting the location of study sites with regard to a map
showing the distance to woodlots of areas in southwestern Ontario
Figure 6: Image depicting the location of study sites with regard to a map
showing the agricultural ratings of areas in southwestern Ontario
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separate spreadsheet, with each record containing a field ID. Finally, these 
spreadsheets were imported into Microsoft Access.
Each spreadsheet was then related to each other by field ID. The 
spreadsheet containing the presence/absence and severity data for each pest 
species was then linked by day of year to a spreadsheet containing the interpolated 
values for weather data for each day throughout the growing season. By linking 
these three data sets by means of common variables, it was then possible to query 
this database and obtain values for both presence/absence, and each of the severity 
values for each pest guild.
Once this database had been set up, the values of size and shape, as well as 
relationships to particular landscape features were determined, for fields where 
outbreaks of each of the individual pest guilds occurred during the growing season. 
For those where outbreaks did not occur, I determined this by using the Summary 
Statistics query in Microsoft Access. Following this query, the fields where outbreaks 
occurred were then separated according to outbreak severity. By sorting this data 
according to the severity score, the values of size and shape, as well as 
relationships to landscape features were obtained for each severity class.
Values of meteorological conditions during and prior to outbreaks for fields 
where outbreaks did not occur during the growing season of each of the individual 
pest guilds, and those where they did occur were obtained by using the Advanced
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Query option in Microsoft Access this yielded the individual values for weather 
conditions at several intervals, including the day of - ,  one day prior to - , 3 days prior 
to - ,  and 7 and 14 days prior to each observation. Again, following this query the 
fields where outbreaks occurred were then separated by outbreak severity, with the 
individual values for weather conditions established at intervals as follow: the day of; 
one day prior; 3 days prior, 7- and 14 days prior to each observation of each severity 
class being probed.
Statistical analysis
Effects of field shape and size
To analyze the data on pest occurrence and field size and shape the mean 
values of total field area, total perimeter, perimeter/area ratio, shape, and the extent 
of elongation of fields where each pest guild occurred were compared against the 
mean values of fields where they did not occur, using a one way ANOVA.
To analyze the data on pest abundance and field size and shape I compared 
the mean values for each measurement of field shape and size for each severity 
value (0-5) against each of the other severity values using a one way ANOVA to 
determine if significant differences occurred. Tukey’s post hoc tests were then 
performed to determine which severity values had mean size and shape values that 
were significantly different from other values.
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Effects of meteorological conditions
To analyze the data on pest occurrence and weather variables, values for 
fields where each pest guild occurred, at intervals of 0, 1, 3, 7 and 14 days prior to 
the occurrence, were compared against the mean values of fields where they did 
occur (using the same time intervals), with a one way ANOVA to determine if 
significant differences were present. Due to pesticide application once severities of 3 
were reached, weather values which were greater than 2 from each filed were 
omitted from analysis, until severities fell to two or less
To analyze the data on pest abundance and weather variables, values 
of each weather variable for each field were compared against each other, at 
intervals of 0,1, 3, 7 and 14 days prior to the recording of each pest severity value, 
using a one way ANOVA to determine if significant differences were present.
Tukey’s post hoc tests were then carried out to determine which severity values had 
mean weather variable values that were significantly different from others. Due to 
pesticide application once severities of 3 were reached, weather values which were 
greater than 2 from each filed were omitted from analysis, until severities fell to two 
or less
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Effects of geographical relationships
To analyze the data linking pest occurrence and geographical features, fields 
where each pest guild occurred were compared against the mean values of each of 
the geographical relationships of fields where they did not occur, using a one way 
ANOVA.
To analyze the data linking pest abundance and geographical features 
individual severity values were related to geographic features using a one way 
ANOVA. Tukey’s post hoc tests were then performed to determine which severity 
values differed significantly from the others.
A binary logistic regression was used to determine the relationships between 
the major and minor soil types of each field, and the major and minor agricultural 
rating of each field, and the occurrence of each pest guild. A multinomial logistic 
regression was used to determine the relationships between these variables and the 
severity of pest outbreaks ( Table 4).
Voronoi tessellation
Voronoi tessellations were performed on the values of severity of outbreaks, 
to determine the degree of spatial correlation between severities. These maps were 
constructed from a series of thiessen polygons formed around the location of each 
study site.
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Thiessen polygons were formed in a manner such that every location within a 
polygon is closer to the sample point within that polygon than any other sample 
point. After the polygons are created, neighbors of a sample point are defined as any 
other sample point whose polygon shares a border with the chosen sample point. 
Using this definition of neighbors, the degree of spatial correlation can then be 
determined.
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Results
Shape and size
Results of one-way ANOVAs comparing the mean values of size and shape 
of fields where pest guilds occurred against those where they did not occur through 
out the growing season as shown in Table 1. Mean areas of fields where both 
bacterial and fungal disease occurred were significantly higher (p<0.01), than the 
mean areas of fields where they did not occur. Also the mean perimeter of fields 
where each of the four pest guilds occurred were found to be significantly, greater 
than those where they did not (bacterial diseases, p<0.01; fungal diseases, p<0.05; 
pest insects, p<0.05; pest plants, p<0.05; Table 1).
The mean elongation values for fields where pest insects were also found to 
be significantly greater (p<0.05) than those where they did not, while mean shape 
values for fileds having outbreaks of pest insects showed significantly different 
values for pest plants (p<0.05).
Weather
Temperature
Results of the one-way ANOVAs comparing average values of mean 
maximum temperatures, minimum temperatures, average temperature, cumulative 
cooling degree-days and cumulative heating degree-days of agricultural fields where
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pest guilds occurred against those where they did not, at intervals including the day 
of, the day previous, 3 days previous, 7 days previous, and 14 days previous to the 
date of observation are shown in Table 2.
Table 2 shows that for both bacterial diseases and pest insects there were 
significantly greater mean maximum temperatures; mean minimum temperatures, 
mean average temperatures recorded at each of the time intervals in fields where 
bacterial diseases and pest insects occurred when compared against those where 
they did not (p<0.001).
For these guilds (bacterial disease and insects there were significantly fewer 
cumulative cooling degree-days and heating degree-days in fields where species 
were record, when compared to those where they did not (p<0.001).
When the mean values for maximum temperature and average temperature 
were compared for fungal diseases, significant differences were apparent at 14 days 
prior (p<0.001), 7 days prior (p<0.001), 3 days prior(p<0.01), and 1 day prior to 
observation (p<0.05) in fields having outbreaks compared to those which did not. 
Significantly greater mean minimum temperatures were found at the intervals14 
days prior (p<0.001), 7 days prior (p<0.001), 3 days prior(p<0.01) to observation 
intervals ( Table 2).
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Significantly greater cumulative cooling degree-days and heating degree-days 
were observed at 14 days prior (p<0.001), and 7 days prior to the observation 
(p<0.05) of weedy plant species( Table 2).
Heating degree-days had significantly lower values for pest insects at each 
time interval (day of, p<0.05; 1 day prior, p<0.01; 3 days prior, 7 days prior, and 14 
days prior, p<0.001, Table 2). While the average minimum temperature of fields 
where occurrence of insects was recorded was significantly larger (p<0.001) than 
those where they did not.
When comparing the mean values of the mean maximum, minimum, average 
temperature, cumulative cooling degree-days and heating degree-days of 
agricultural fields where pest plants occurred against those where they did not, 
significant differences were observed at 7 days prior to observation (maximum 
temperature, p<0.01; minimum temperature, average temperature, cumulative 
cooling degree-days and cumulative heating degree-days, p<0.05), and the 14 days 
prior to observation intervals (p<0.001, Table 2)
Precipitation
Results of one-way ANOVAs comparing the mean values of precipitation in 
agricultural fields where pest guilds occurred, against those where they did not, at 
intervals including; the day of, the day previous, 3 days previous, 7 days previous,
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and 14 days previous to the date of observation, are also shown in Table 2. 
Significantly lower average precipitation values occurred in fields where bacterial 
diseases occurred (day of, p<0.05; one day prior to, 3 days prior to, 7 days prior to 
and the 14 days prior to observation intervals, p<0.001, see Table 2).
When the mean values for precipitation were compared, significantly lower 
values of the mean precipitation were evident in fields where fungal diseases 
occurred, compared to those where they did not, at the intervals 7 days prior to ( p< 
0.05) and the 14 days prior to observation intervals (p<0.001, see Table 2)
Significantly lower values were also observed for pest insects at the 3 days 
prior to (p<0.05), 7 days prior to (p<0.05) and the 14 days prior to observation 
intervals (p<0.001, see Table 2). There were no significant differences observed 
between the mean precipitation values of fields where pest plants occurred when 
compared to those where they did not, at any of the five time intervals.
Geographical relationships
Significantly greater mean, maximum, and minimum distances to woodlots 
were observed for fields where bacterial diseases (p<0.001), fungal diseases 
(p<0.001), and pest insects (mean and maximum distances, (p<0.001); minimum 
distance, p<0.01) occurred when compared with those where they did not (see 
Table 3).
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When comparing the mean, maximum, and mean distance of fields to bodies 
of water, it was found that pest plants showed significant differences for each 
measurement (p<0.01). Fungal disease were found to have significantly higher 
maximum (p<0.05), and minimum (p<0.01) distances to water. Fields where 
bacterial diseases were observed had significantly larger mean distances (p<0.01) to 
bodies of water than those fields where they did not occur.
When a binary logistic regression was run to compare the soil types which 
make up the majority and minority of the area of fields and the major and minor 
agricultural ratings of fields where pest guild occurred, it was found that soil type was 
not a significant predictor of outbreaks for any of the four pest guilds. On the other 
hand, agricultural rating showed a significant relationship between the major 
agricultural ratings rating of a field and the occurrence of both fungal diseases 
(p<0.05), and pest insects (p<0.05, see Table 4). A significant relationship was 
observed between the occurrence of pest insects, and the minor agricultural ratings 
rating of a field (p<0.05).
Pest severity 
Shape and size
When One-way ANOVAs were used to compare the severity of pest outbreaks to 
the mean values of size and shape, significantly greater mean values of the
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perimeter (p<0.05) and the perimeter/area (p<0.01) ratio were found in fields where 
fungal diseases occurred when compared to fields where they did not (see Table 5).
No other significant differences between the severities of outbreaks of the other 
three pest guilds were observed.
Weather 
Temperature
Significant differences between the severities of both bacterial diseases 
(p<0.001) and pest insects (p<0.001) were observed at each time interval for mean 
maximum temperatures minimum and average temperature, and cumulative cooling 
and heating degree (see Tables 6 (a, b, c, d))
Significant differences between the mean maximum, minimum, and average 
temperatures of the different severities of fungal diseases were observed (see 
Table 6 (b)) at 3 days prior to (for maximum temperature, p<0.01; for minimum and 
average temperature, p<0.05), 7 days prior to (p<0.001, for maximum, minimum, 
and average temperature), and the 14 days prior to observation (p<0.001, for 
maximum, minimum, and average temperature) intervals. Significant differences 
were observed at the 7 days prior to (p<0.05), and for 14 days prior to observation 
for cooling degree-days (p<0.01, for maximum, minimum, and average temperature),
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while significant differences were found between the cumulative heating degree- 
days of different severities of outbreaks of fungal diseases at the one day prior to 
(p<0.05), 3 days prior to (p<0.001), 7 days prior to (p<0.001), and the 14 days prior 
to observation (p<0.001) intervals (see Table 6 (b)).
Significant differences between the mean maximum, minimum, and average 
temperatures of the different severities of pest plants were observed (see Table 6 
(d)) at 3 days prior to (p<0.05), 7 days prior to (p<0.001), and 14 days prior to 
observation (p<0.001). Significant differences were observed at 14 days prior to 
observation for both cooling degree-days (p<0.01), and heating degree-days 
(p<0.001) (see Table 6 (d).
Precipitation
Significant differences between the mean precipitation of the different severities 
of bacterial diseases were observed (see Table 6) at the one day prior to outbreak 
(p<0.05), 3 days prior (p<0.01), 7 days prior (p<0.001), and 14 days prior to 
observation (p<0.001).
For both fungal diseases and pest insects, significant differences for the mean 
precipitation of the different severities were observed (see Table 6 (b)(c)) at the 14 
days prior observation (p<0.001) interval. Significant differences were observed for 
pest plants at the day of observation interval (p<0.05, see Table 6 (d))
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Geographical relationships
No significant differences between the severities of outbreaks of any of the pest 
guilds were observed.
Voronoi tessellation
The results of the voronoi tessellation performed on the severities of each pest 
guild showed that there was no spatial correlation associated with outbreaks of any 
of the four pest guilds
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Figure 7:
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Thiessen polygons representing severity of
fungal outbreaks
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Figure 8: Image showing the severity of thiessen polygons representing the
severity of fungal outbreaks
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Thiessen polygons representing severity of
insect outbreaks
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Figure 9: Image showing the severity of thiessen polygons representing the
severity of insect outbreaks
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Thiessen polygons representing severity of
plant outbreaks
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Figure 10: Image showing the severity of thiessen polygons representing the
severity of plant outbreaks
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Presence/Absence
Table 1.
Results of one-way ANOVAs showing the mean area, perimeter, perimeter-area ratio, shape, and elongation and 
standard error as well as the significant differences with regard to the presence/absence of bacterial diseases, fungal 
diseases, pest insects and pest plants in agricultural fields.
Bacterial Diseases Fungal Diseases Pesttnsects Pest plants
Present Absent Sig. Present Absent Sig. Present Absent Sig. Present Absent Sig.
Area 88483.26 56429U9- --------IfS 92859.45 60449.40 * * 82493.81 71359.17 NS 81487.87 64876.348 NS
2 7 0 7 8 2 4 12392.495
6891.403 6245.552 7958.246 5687.429 6400.042 9711.055 5878.578
Perimeter 1406.011 1108.546 * * 1414.352 1189.268 * 1385.461 1169.143 * 1355.913 1101.121 *
56.824 77.136 68.932 57.782 59.405 72.731 50.802 123.139
P/A .022 .025 NS .022 .025 NS .023 .024 NS .023 .025 NS
.001 .001 .001 .001 .002 .001 .003
Shape 1.457 1.393 NS 1.422 1.459 NS 1.470 1.367 NS .471 .484 *
.031 .046 .035 .039 .033 .039 .021 .038
Elongation .487 .437 NS .466 .481 NS .503 .406 * 1.458 1.324 NS
.023 .033 .026 .029 .023 .033 .029 .041
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Meteorological Conditions
Table 2.
Results of one-way ANOVAs comparing average maximum, minimum and mean temperatures, as well as cumulative 
cooling (C.D.D.) and heating degree-days (H.D.D.) of agricultural fields where pest guilds occurred against those where 
they did not, at intervals including; the day of, the day previous, 3 days previous, 7 days previous, and 14 days previous to 
the date of observation. Standard error is shown as well.
Bacterial Diseases Fungal Diseases Pest Insects Pest plants
Present Absent Sig. Present Absent Sig. Present Absent Sig. Present Absent Sig.
Max. Temp.
Day of 
observation
27.365
.144
25.241
.108
* * * 26.233
.257
25.631
.096
NS 27.358
.247
25.394
.097
* * * 25.784
.220
25.538
.104
NS
1 day previous 27.477
.134
25.161
.101
* * * 26.220
.237
25.583
.091
■ie 27.192
.247
25.358
.091
* * * 25.737
.209
25.482
.098
NS
3 days previous 27.601
.127
25.050
.095
* * * 26.386
.207
25.487
.087
★ ★ 27.124
.242
25.285
.086
* * * 25.435
.202
25.465
.092
NS
7 days previous 27.469
.110
24.867
.089
* * * 26.602
.168
25.281
.081
26.888
.234
25.142
.080
* * * 24.966
.194
25.399
.086
* *
14 days previous 27.472
.096
24.620
.085
26.874
.139
25.041
.079
* ★ * 26.635
.221
24.969
.077
24.282
.189
25.341
.082
Min Temp
Day of 
observation
17.665
.170
15.336
.099
★ * * 16.200
.271
15.779
.091
NS 17.163
.244
15.569
.092
★ * * 15.799
.202
15.710
.099
NS
1 day previous 17.696
.151
15.211
.093
* * * 16.216
.233
15.676
.086
NS 17.021
.235
15.477
.086
* * * 15.581
.189
15.642
.093
NS
3 days previous 17.733
.134
15.220
.087
* * * 16.497
.190
15.666
.080
* * 16.964
.224
15.500
.080
* * ★ 15.443
.182
15.687
.086
NS
7 days previous 17.447
.106
15.047
.079
* * * 16.591
.143
15.448
.073
* * * 16.697
.199
15.344
.072
* * * 15.079
.172
15.568
.077
*
14 days previous 17.367
.079
14.848
.076
* * * 16.813
.120
15.243
.070
* * * 16.387
.184
15.204
.069
14.426
.165
15.522
.072
* * *
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Bacterial Diseases Fungal Diseases Pest Insects Pest plants
Present Absent Sig. Present Absent Sig. Present Absent Sig. Present Absent Sig.
Mean Temp.
Day of 
observation
22.410
.140
20.149
.098
*** 21.033
.245
20.576
.089
NS 22.153
.232
20.343
.089
20.672
.199
20.484
.096
NS
1 day previous 22.511
.130
20.079
.094
*** 21.076
.220
20.531
.085
* 22.026
.229
20.311
.085
20.581
.190
20.4509
.092
NS
3 days previous 22.617
.124
20.047
.089
*** 21.334
.191
20.498
.081
** 21.983
.226
20.306
.081
*** 20.394
.187
20.483
.087
NS
7 days previous 22.410
.103
19.889
.082
*** 21.505
.152
20.302
.076
*** 21.747
.212
20.173
.074
**★ 20.000
.179
20.405
.080
*
14 days previous 22.385
.085
19.683
.079
*** 21.767
.129
20.096
.073
*★* 21.486
.200
20.033
.072
19.351
.175
20.370
.076
***
C.D.D.
Day of 
observation
3.444
.125
2.220
.060
*** 2.540
.177
2.440
.057
NS 3.530
.168
2.280
.056
*** 2.450
.138
2.400
.059
NS
1 day previous 7.070
.234
4.360
.110
**★ 5.000
.326
4.850
.105
NS 6.880
.323
4.530
.102
*** 4.840
.251
4.770
.110
NS
3 days previous 14.720
.431
8.890
.198
*** 10.760
.570
9.890
.192
NS 13.860
.613
9.310
—res-
*★* 9.750
.453
9.800
.201
NS
7 days previous 28.163
.698
17.352
.340
*** 22.309
.936
19.122
.327
*★ 26.740
1.072
18.230
.314
*** 18.423
.789
19.368
.344
★
14 days previous 3.519
.070
2.108
.037
*** 2.987
.103
2.325
.036
*** 3.207
.111
2.252
.035
*** 2.055
.083
2.430
.038
H.D.D
Day of 
observation
3.604
.166
6.371
.100
**•* 5.147
.278
5.905
.092
★ 4.120
.229
6.090
.094
★★★ 5.959
.196
5.828
.101
NS
1 day previous 7.020
.313
12.870
.192
*** 10.034
.525
11.907
.178
** 8.536
.448
12.233
.180
12.109
.376
11.716
.195
NS_
3 days previous 13.983
.591
25.834
.368
*** 18.953
.932
23.996
.343
17.338
.872
24.518
.346
*** 24.894
.732
23.379
.375
NS
7 days previous 29.413
1.13
52.804
.713
*** 36.686
1.646
49.393
.665
35.878 
1. 720
50.067
.668
52.457
1.467
47.342
.723
*
14 days previous 3.727
.135
6.827
.088
*** 4.406
.197
6.397
.082
**★ 47T06
.207
€.430
.083
*** 7.215
.184
5.979
.089
***
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Bacterial Diseases Fungal Diseases Pest Insects Pest plants
Present Absent Sig. Present Absent Sig. Present Absent Sig. Present Absent Sig.
Total Precipitation
Day of 
observation
1.8482
.233
2.425
.117
* 1.750
.319
2.373
.109
NS 2.257
.289
2.336
.110
NS 2.388
.260
2.360
.116
NS
1 day previous 1.73216.14
5712
2.538
.097
*** 4.848
.129
2.414
.086
NS 2.062
.208
2.438
.089
NS 2.698
.213
2.350
.091
NS
3 days previous 3.950
.272
4.953
.140
*** 4.094
.415
2.125
.295
NS 3.961
.288
4.904
.133
* 5.114
.275
4.761
.140
NS
7 days previous 2.027
.095
2.54371
.051234
*★* 2.112
.151
2.458
.047
* 2.234
.110
2.478
.048.
* 2.493
.090
2.439
.051
NS
14 days previous 1.948
.069
2.53338
.037908
*** 1.888
.104
2.465
.034
*** 2.094
.088
2.473
.035
*** 2.478
.063
2.411
.038
NS
OO
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Geographical Relationships
Table 3.
Results of one-way ANOVAs comparing the maximum, minimum, and mean distances of agricultural fields to woodlots 
and bodies of water, as well as the maximum, minimum, and mean road densities, of fields where outbreaks of pest guilds 
occurred, against those where they did not. Standard error is shown directly under the mean value of each measurement.
Bacterial Diseases Fungal Diseases Pest Insects Pest plants
Present Absent Sig. Present Absent Sig. Present Absent Sig. Present Absent Sig.
Distance to Woodlots
Max. Distance 831.970
72.758
675.588
80.475
*** 840.271
80.297
712.756
77.358
★★★ 853.668
61.993
635.129
117.940
*** 787.294
62.543
777.859
134.803
NS
Min. Distance 455.015
68.340
400.861
80.784
*** 458.233
74.465
413.270
76.731
484.951
61.338
336.960
105.712
** 430.647
58.687
487.788
134.156
NS
Mean
Distance
643.486
70.026
536.551
80.476
*** 650.279
76.732
560.466
76.788
670.070
61.102
482.751
111.413
*** 609.851
60.206
624.347
133.645
NS
Distance to Water
Max. Distance 1688.925
141.137
1379.619
183.269
NS 1427.103
123.583
1827.492
205.455
* 1639.759
142.992
1504.478
183.077
NS 1555.537
119.577
1842.563
342.652
**
Min. Distance 1300.448
136.393
1070.138
168.802
NS 1041.466
118.864
1489.773
193.480
** 1259.271
138.200
1173.272
168.049
NS 1179.317
114.737
1541.111
314.744
Mean
Distance
1225.310
130.302
995.926
186.637
1129.562
125.185
1195.651
187.710
NS 1315.448
131.044
806.839
175.061
NS 1087.048
109.873
1567.008
346.097
**
Road Density
Max. Density 2.120
.091
2.168
.115
NS 2.088
.096
2.195
.111
NS 2.184
.090
2.022
.121
NS 2.146
.082
2.062
.120
NS
Min. Density 1.522
.088
1.653
.117
NS 1.500
.093
1.643
.109
NS 1.577
.088
1.525
.120
NS 1.550
.081
1.626
.122
NS
Mean Density 1.830
.089
1.922
.112
NS 1.807
.094
1.924
.109
NS 1.891
.088
1.781
.119
NS 1.860
.081
1.843
.115
NS
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Table 4.
Significance and R-squared values of logistic binary regression, showing the relationship between occurrence of pest 
guilds and soil type and agricultural rating of agricultural fields( *=p<0.05).
Major Soil Type Minor Soil Type Major Agricultural 
Rating
Minor Agricultural 
Rating
Pest Guild Sig. R-square Pest Guild Sig. R-square Pest Guild Sig. R-square Pest Guild Sig. R-square
Bacterial Disease NS .000 Bacterial Disease NS .000 Bacterial Disease NS .000 Bacterial Disease NS .000
Fungal Disease NS .000 Fungal Disease NS .000 Fungal Disease * .084 Fungal Disease NS .000
Pest Insects NS .035 Pest Insects NS .050 Pest Insects * .052 Pest Insects * .046
Pest plants NS .000 Pest plants NS .000 Pest plants NS .000 Pest plants NS .000
vo
Severity
Shape and Size
Table 5.
Results of one-way ANOVAs comparing the perimeter and perimeter-area ratios 
differences with regard to the severity of fungal diseases in agricultural fields. 
Standard error is shown directly underneath of the mean values for each severity. 
Values with similar letters do not differ significantly based on tukey’s post hoc test 
(*=p<0.05, **=p<0.01).
Fungal Disease Severity Rating
0 1 2 3 4 5 Sig.
Perimeter 1189.268 
57.782 (a)
1207.807 
100.847 (a,b)
1534.174
124.113(b)
1431.999 
127.721 (b)
1295.616 
164.001 (a,b)
*
P/A .025 
.001 (b)
.028 
.006 (b)
.019 
.001 (a)
.019 
.002 (a)
.025
.007 (a,b)
**
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Meteorological Conditions
Table 6 (a,b,c,d)
Results of one-way ANOVAs comparing the mean values of maximum, minimum 
and mean temperature, as well as cumulative cooling and heating degree day 
differences with regard to the severity of bacterial diseases, fungal diseases, pest 
insects and pest plants in agricultural fields. Standard error is shown directly 
underneath of the mean values for each severity. Values with similar letters do not 
differ significantly based on tukey’s post hoc test (*=p<0.05, **=p<0.01,
***=p<0.001).
Table 6. (a)
Bacterial Diseases
Max. Temperature 0 1 2 3 4 5 Sig.
Day of observation 24.461
.112(a)
26.601
.253(b)
26.567 
.208 (b)
26.645
.475(b)
26.643 
.831 (ab)
***
1 day previous 24.431 
.105 (a)
26.947
.240(b)
26.664
.184(b)
26.566 
.437 (b)
27.138
,698(ab)
* * *
3 days previous 24.379
.099(a)
27.288
.230(b)
26.784
.171(b)
26.413
.386(b)
27.267 
.613 (b)
* * *
7 days previous 24.229
.093(a)
27.028
.183(b)
26.842
.152(b)
26.116
.325(b)
26.594 
.598 (ab)
***
14 days previous 23.985 
.090 (a)
26.915
.160
26.886
.133(b)
26.327
.265(b)
26.259
.489(b)
***
Min. Temp
Day of observation 14.210
.101(a)
16.494
.316(b)
16.450
.242(b)
15.650
.523(b)
18.371
.705(b)
***
1 day previous 14.116
.095(a)
16.837
.273(b)
16.440
.218(b)
15.846
.490(b)
18.201
.580(b)
* * *
3 days previous 14.121
.089(a)
16.808
.237(b)
16.575
.192(b)
15.853
.436(b)
17.802
.655(b)
* * *
7 days previous 13.986
.081(a)
16.336
.188(b)
16.499
.163(b)
15.719
.333(b)
16.540
.527(b)
***
14 days previous 13.787
.078(a)
16.141
.141(b)
16.427
.123(b)
16.047
.265(b)
15.953
.412(b)
* * *
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Mean. Temp 0 1 2 3 4 5 Sig.
Day of observation 19.351
.101(a)
21.572 
.255 (b)
21.513 
.199 (b)
21.174
.438(b)
22.531 
.704 (b)
***
1 day previous 19.286
.096(a)
21.916 
.235 (b)
21.566
.182(b)
21.232
.413(b)
22.694
.600(b)
***
3 days previous 19.260 
.091 (a)
22.067 
.223 (b)
21.693 
.170(b)
21.148 
.376 (b)
22.558 
.603 (b)
* * *
7 days previous 19.119
.085(a)
21.698 
.175 (b)
21.684 
.150 (b)
20.935
.308(b)
21.591 
.538 (b)
* * *
14 days previous 18.897
.083(a)
21.544
.144(b)
21.671 
.123 (b)
21.202
.247(b)
21.123
.432(ab)
* * *
CDD
Day of observation .97
.043(a)
1.70
.187(b)
1.44
,150(ab)
1.25
,345(ab)
1.20
.450(b)
***
1 day previous 1.80
.078(a)
4.01
.354(b)
2.96
.279(b)
2.74
.673(b)
2.39
.786(b)
***
3 days previous 3.59
.144(a)
8.26
.710(b)
6.58
.552(b)
5.58
1.181(b)
4.77
1.527(b)
★**
7 days previous 7.19
.259(a)
15.02 
1.240(b)
13.24
1.056(b)
10.14
1.961(b)
6.58
2.098(ab)
*★*
14 days previous .87
.03(a)
1.81
.137(b)
1.67
.118(b)
1.38
.222(b)
.67
,223(ab)
* * *
HDD
Day of observation 3.495
.089(b)
1.373
.205(a)
1.599
.162(a)
1.704
.292(a)
1.480
.649(a)
* * *
1 day previous 6.999
.170(b)
2.522
.366(a)
3.213
.300(a)
3.453
.534(a)
2.635
1.09(a)
* * *
3 days previous 14.093
.323(b)
4.688
.647(a)
6.638
.569(a)
7.391
1.139(a)
5.793
2.066(a)
* * *
7 days previous 29.329
.626(b)
10.879
1.234(a)
13.491
1.051(a)
15.766
2.517(a)
16.371
4.353(ab)
★**
14 days previous 3.862
.077(b)
1.441
.139(a)
1.714 
• 127(a)
1.816
.283(a)
2.355 
.482(ab)
***
Precipitation
Day of observation 2.425
.117
2.043
.375
1.990
.358
.822
.247
1.517
.571
NS
1 day previous 2.538
.097(b)
1.853
.236(b)
1.682
.220(a)
1.788
,432(ab)
1.198
,272(ab)
*
3 days previous 4.953
.140(b)
3.855
.467(a)
4.119
,415(ab)
3.812
.648(ab)
3.127
,573(ab)
**
7 days previous 2.543
.051(b)
2.008
.168(a)
1.984
.137(a)
2.383
,280(ab)
1.681
,230(ab)
* * *
14 days previous 2.533
.037(b)
1.884
.1203(a)
1.950
.102(a)
2.188
,170(ab)
1.753
,253(ab)
***
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Table 6. (b)
Fungal Diseases
Max. Temp 0 1 2 3 4 5 Sig.
Day of observation 24.844
24.844
.100
.374
25.558
.449
25.297
.678
24.598
2.320
NS
1 day previous 24.849
.095
25.812
.354
25.445
.430
25.261
.553
25.477
1.796
NS
3 days previous 24.803
.090(a)
26.249
.295(b)
25.546 
.383 (ab)
25.588 
.356 (ab)
26.061
1.383(ab)
**
7 days previous 24.629 
.084 (a)
26.375
.250(b)
25.960
.283(b)
25.619
,359(ab)
26.146
,560(ab)
***
14 days previous 24.389
.082(a)
26.524 
.195 (b)
26.196 
.244 (b)
26.506 
.316 (ab)
25.987
.436(ab)
***
Min. Temp
Day of observation 14.632
.093
14.901
.441
15.223
.441
15.444
.717
14.388
2.000
NS
1 day previous 14.568
.088
15.256
.363
14.909
.429
15.259
.479
15.933
1.359
NS
3 days previous 14.551
.082
15.464
.289
15.322
.357
15.669
.453
15.608
.702
NS
7 days previous 14.366
.075(a)
15.555
.246(b)
15.615
.244(b)
15.286
.376(ab)
15.949
,248(ab)
*★*
14 days previous 14.161
.072(a)
15.741
.189(b)
15.693
.224(b)
15.989
.405(ab)
15.761
.098(ab)
***
Mean Temp
Day of observation 19.755
.091
20.250
.376
20.369
.415
20.368
.627
19.508
1.996
NS
1 day previous 19.723
.087
20.554
.334
20.173
.407
20.270
.454
20.729
1.551
NS
3 days previous 19.689
.083(a)
20.871
.275(b)
20.429 
.359 (ab)
20.644 
.352 (ab)
20.859
,955(ab)
*
7 days previous 19.510 
.078 (a)
20.976
.235(b)
20.788
.257(b)
20.461
.346(ab)
21.071
,219(ab)
***
14 days previous 19.287
.076(a)
21.142
.183(b)
20.946
.229(b)
21.253
.348(ab)
20.876
.265(ab)
***
C.D.D
Day of observation 1.02
.041
1.10
.224
1.32
.232
1.60
.407
1.49
.927
NS
1 day previous 1.99
.076
2.23
.429
2.34
.415
2.69
.599
4.13
1.516
NS
3 days previous 4.04
.143
4.52
.794
4.95
.783
6.11
1.148
7.17
1.222
NS
7 days previous 7.94
.257(a)
9.46
1.433(b)
10.36
1.555(ab)
12.06 
2.091 (ab)
15.08
1.487(ab)
*
14 days previous .96
.029(a)
1.23
.164(b)
1.38
.192(b)
2.11
,325(ab)
1.74
.117(ab)
h h h
H.D.D
Day of observation 3.161
.080
2.657
.322
2.605
.369
1.906
.5406
1.606
.817
NS
1 day previous 6.343
.154
4.731
.551
5.227
.717
3.375
.947
1.930
1.033
NS
3 days previous 12.892
.293(b)
8.249
.847(a)
9.710
1.306(ab)
5.964 
1,628(ab)
2.252 
1,250(ab)
***
7 days previous 27.072
.570(b)
16.368
1.580(a)
17.106
2.049(a)
13.568
3.386(a)
4.086
1.442(ab)
***
14 days previous 3.575
.071(b)
1.930
.175(a)
2.072
.243(a)
1.494
.383(a)
.530
,176(ab)
***
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Precipitation 0 1 2 3 4 5 Siq.
Day of observation 2.373
.109
1.879
.584
1.525
.398
1.901
.641
1.461
1.458
NS
1 day previous 2.414
.086
2.081
.475
1.831
.420
2.867
.784
1.919
1.682
NS
3 days previous 4.848
.129
3.969
.649
3.513
.647
5.599
1.047
4.025
1.792
NS
7 days previous 2.458
.047
2.069
.235
2.136
.279
2.172
.290
2.159
.418
NS
14 days previous 2.466
.034(b)
1.894
.166(a)
1.802
.186(a)
2.000
.197(ab)
2.14
.192(ab)
***
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Table 6. (c)
Pest Insects
Max. Temp 0 1 2 3 4 5 Sig.
Day of observation 24.622 
.101 (a)
25.741
.359(b)
27.567
.419(b)
26.521
.954(ab)
31.065 
.295 (ab)
***
1 day previous 24.638
.095(a)
25.738
.352(b)
27.441
.430(b)
26.363 
.901 (ab)
31.122
,042(ab)
***
3 days previous 24.623
.089(a)
25.669 
.345 (b)
27.458
.430(b)
26.622
.833(ab)
29.213 
.431 (ab)
***
7 days previous 24.507 
.083 (a)
25.531 
.340 (b)
27.270 
.388 (c)
26.128
,870(abc)
26.741 
.378 (abc)
***
14 days previous 24.339 
.081 (a)
25.406 
.323 (b)
26.833
.362(c)
25.612 
.917 (abc)
25.300 
2.517 (abc)
***
Min. Temp
Day of observation 14.428
.094(a)
15.384
.339(ab)
16.869
.425(b)
16.157
,704(ab)
20.530
.640(ab)
***
1 day previous 14.374
.088(a)
15.263
.329(b)
16.753
.385(c)
16.286
,684(abc)
19.615
.OOO(abc)
***
3 days previous 14.391
.082(a)
15.218
.309(a)
16.755
.370(b)
16.247
,723(ab)
17.613
,427(ab)
***
7 days previous 14.262
.074(a)
15.242
.287(b)
16.355
.315(b)
15.795
,796(ab)
15.270
,121(ab)
***
14 days previous 20.530
.640(b)
19.615
.000(a)
17.613
.427(a)
15.270
,121(ab)
14.786
2.193(ab)
***
Mean Temp
Day of observation 19.540
.092(a)
20.585
.328(b)
22.242
.398(b)
21.365
,786(ab)
25.800
,170(ab)
1 day previous 19.518
.087(a)
20.523
.323(b)
22.120
.389(c)
21.350
,736(abc)
25.380
.025(abc)
**★
3 days previous 19.517
.083(a)
20.466
.315(b)
22.118
.387(c)
21.457 
,735(abc)
23.385
,477(abc)
***
7 days previous 19.396
.077(a)
20.406
.306(b)
21.823
.340(c)
20.979
,812(abc)
21.004 
,150(abc)
***
14 days previous 19.241
.075(a)
20.237
.289(b)
21.416
.324(b)
20.357
,846(ab)
20.055
2.346(ab)
***
C.D.D
Day of observation
.040(a)
1.37
.174(b)
2.31
.272(b)
1.42
.418(ab)
5.47
1.410(b)
***
1 day previous 1.84
.073(a)
2.72
.328(b)
4.49
.517(b)
2.78
.729(ab)
10.10
2.525(b)
***
3 days previous 3.74
.137(a)
5.47
.617(b)
9.15
.972(c)
6.30
1.717(abc)
13.63
5.430(abc)
***
7 days previous 7.46
.247(a)
10.93
1.150(b)
17.45
1.772(c)
13.64
3.702(abc)
14.39
6.185(abc)
***
14 days previous .92
.029(a)
1.30
.124(b)
2.07
.186(c)
1.60
.405(abc)
1.57
,203(abc)
***
H.D.D
Day of observation 3.311
.082(b)
2.220
.249(a)
1.120
.241(a)
1.648
,589(ab)
.000
.000(ab)
***
1 day previous 6.603 
. 156((b))
4.490
.479(a)
2.366
.478(a)
3.277
1.100(ab)
.000
.000(ab)
***
3 days previous 13.275
.297(b)
9.227
.909(a)
4.970
.967(a)
6.950
2.135(ab)
1.415
1.415(ab)
*★*
7 days previous 27.533
.576(b)
18.884
1.772(a)
11.402
1.697(a)
18.678
4.881(a)
8.975
4.885(a)
***
14 days previous 3.590
.071(b)
2.460
.209(a)
1.715
.230(a)
2.851
,719(ab)
1.846
,907(ab)
***
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Precipitation 0 1 2 3 4 5 Sig.
Day of observation 2.336
.110
2.461
.434
2.160
.416
1.108
.747
6.127
.103
NS
1 day previous 2.43
.089
2.130
.300
1.931
.306
2.126
.789
3.063
.082
NS
3 days previous 4.904
.133
4.233
.431
3.692
.398
3.379
.924
3.076
.123
NS
7 days previous 2.478
.048
2.294
.139
2.102
.195
2.411
.459
2.259
.045
NS
14 days previous 2.473
.035(b)
2.250
.110(ab)
1.836
.153(a)
2.169
.373(ab)
2.339
,033(ab)
* * *
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Table 6. (d)
Pest plants
Max. Temp 0 1 2 3 4 5 Sig.
Day of observation 24.775
.107
24.247
.437
25.440
.318
24.527
.581
26.990
1.150
21.245
1.035
NS
1 day previous 24.7725
.10187
24.291
.41
25.362
.303
24.792
.570
26.773
.921
22.172
.337
NS
3 days previous 24.824 
.095 (b)
23.910
.405(a)
25.289 
.278 (ab)
24.387 
.581 (ab)
25.566 
.882 (ab)
21.786 
.943 (ab)
*
7 days previous 24.788
.089(b)
23.252 
.380 (a)
24.989 
.264 (b)
24.101
,557(ab)
24.878
,828(ab)
22.140 
.431 (ab)
***
14 days previous 24.732
.085(b)
22.543 
.364 (a)
24.390
.260(b)
23.380
,539(ab)
23.649 
.818 (ab)
21.610 
1.28 (ab)
***
Min. Temp
Day of observation 14.563
.101
14.111
.363
15.073
.30
14.780
.522
15.789
1.001
12.080
2.990
NS
1 day previous 14.530
.095
13.914
.340
14.884
.279
14.711
.500
15.857
.959
12.092
2.242
NS
3 days previous 14.570
.088(b)
13.613
.335(a)
14.882
.257(b)
14.669
.482(ab)
15.267 
.911 (ab)
11.499 
,388(ab)
*
7 days previous 14.485
.079(b)
13.103
.308(a)
14.713
.246(b)
14.356
.453(ab)
14.641
,890(ab)
11.963
1.732(ab)
***
14 days previous 14.440
.075(b)
12.549
.3015(a)
14.085
.233(b)
13.472
,456(ab)
13.398
,774(ab)
10.753 
2.031 (ab)
***
Mean Temp
Day of observation 19.685
.098
19.198
.379
20.269
.291
19.676
.526
21.410
1.043
16.690
.980
NS
1 day previous 19.664
.094
19.123
.361
20.140
.277
19.774
.515
21.335
.914
17.152
1.292
NS
3 days previous 19.706
.089(ab)
18.783
.359(a)
20.101
.257(b)
19.548
,518(ab)
20.437
,879(ab)
16.666
,668(ab)
*
7 days previous 19.647
.082(b)
18.199
.338(a)
19.867
.249(b)
19.248
.493(ab)
19.776
,847(ab)
17.076
1.081(ab)
★**
14 days previous 19.596
.079(b)
17.567
.329(a)
19.255
.244(b)
18.446
.490(b)
18.540
.788(b)
16.208
1.659(b)
***
C.D.D
Day of observation 1.05
.044
1.22
.191
1.00
.145
.61
.220
1.82
.747
.00
.000
NS
1 day previous 2.05
.081
2.36
.346
1.84
.261
1.23
.387
3.29
1.201
.00
.000
NS
3 days previous 4.24
.156
4.38
.583
3.74
.466
2.32
.678
4.97
1.867
.00
.000
NS
7 days previous 8.55
.285
7.69
.951
7.41
.840
5.18
1.182
9.58
3.720
.00
.000
NS
14 days previous 1.08
.033(b)
.84
.102(a)
.80
.091 (ab)
.54
.132(ab)
.82
,317(ab)
.00
.000(ab)
**
H.D.D
Day of observation 3.157
.088
3.000
.267
3.067
.252
3.200
.388
2.199
.656
9.305
.795
NS
1 day previous 6.307
.169
6.085
.516
6.241
.4861
6.191
.705
4.198
1.342
17.685
2.215
NS
3 days previous 12.589
.320
13.183
1.059
12.701
.892
13.162
1.423
10.364
3.093
37.320
1.9300
NS
7 days previous 25.752
.617
29.965
2.156
27.160
1.764
29.226
2.942
25.650
5.814
71.355
10.145
NS
14 days previous 3.278
.076(a)
4.265
.276(b)
3.877
•218(b)
4.337 
391(b) ...
4.058
,712(ab)
9.787
1.844(ab)
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Precipitation 0 1 2 3 4 5 Sig.
Day of observation 2.360
.116(b)
2.065
,363(ab)
2.515
,403(ab)
1.790
.489(a)
7.243
3.134(ab)
.000
.106(a)
*
1 day previous 2.350
.091
2.341
.309
2.946
.323
2.312
.538
5.292
2.134
1.679
.084
NS
3 days previous 4.761
.140
4.517
.412
5.351
.399
5.178
.735
8.585
2.822
5.277
.125
NS
7 days previous 2.070
.045
3.705
.826
2.699
.264
2.437
.1298
2.378
.136
2.439
.051
NS
14 days previous 2.411
.038
2.416
.105
2.473
.0955
2.576
.153
2.896
.342
1.8339
.033
NS
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Geographical Relationships
Table 7 (a.b.c.d).
Significance and R-squared values of multinomial logistic regression, showing the 
relationship between severity of pest outbreaks and soil type and agricultural rating 
making up the majority and minority of the area of agricultural fields.
Table 7 (a).
Bacterial
Disease
Likelihood 
Ratio Sig.
Sig. Nagelkerke R- 
Square
Soil Majority 1.000 NS .417
Soil Minority .993
Agricultural Rating Majority 1.000
Agricultural Rating Minority .455
Table 7 (b).
Fungal
Disease
Likelihood 
Ratio Sig.
Sig. Nagelkerke R- 
Square
Soil Majority .935 NS .413
Soil Minority .941
Agricultural Rating Majority .513
Agricultural Rating Minority .704
Table 7 (c).
Pest Insects Likelihood 
Ratio Sig.
Sig. Nagelkerke R- 
Square
Soil Majority 1.00 NS .000
Soil Minority .881
Agricultural Rating Majority 1.00
Agricultural Rating Minority .998
Table 7 (d).
Pest plants Likelihood 
Ratio Sig.
Sig. Nagelkerke R- 
Square
Soil Majority .202 NS .578
Soil Minority .156
Agricultural Rating Majority .925
Agricultural Rating Minority .857
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Discussion:
It is well known that physical characteristics of a patch of habitat can 
significantly hinder or increase the ability of a species to colonize the patch (Honnay 
et al., 2002, Bender et al., 1998, Game, 1980). Of course there is an interaction 
effect, in each case given the means by which each species responds to particular 
physical conditions is surely reflective of the dispersal characteristics of any 
individual species. Even though it has been shown that spatial heterogeneity can 
affect the species composition of members of the same pest guild (e.g. pest plants, 
Baeret al., 2005), dispersal characteristics may more powerfully explain the 
colonization response of individual pest guilds to the size and shape agricultural 
fields. Where the dispersal characteristics allow bacterial and fungal pathogens to 
interact with the physical landscape to a lesser degree, than pest insects, and pest 
plants ( Table 1, 3).
Effects of patch perimeter 
Effects of hedgerows
In the case of agro-ecosystems, field margins are often separated from each 
other by hedgerows (Bhar and Fahrig, 1998). Hedgerows containing various species 
of trees and shrubs, grasses and forbs which delineate the margins of fields have 
often been thought of as reservoirs for predator and prey populations (Thomas et al.,
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1991). The results of species occurrence and the amount of patch perimeter (Table
1) may suggest that hedgerows do indeed act as reservoirs for both pest species 
offering a wide range of suitable environments to over-winter in as well as acting as 
refugia from pesticide applications during the growing season (de Blois et al., 2002, 
Boutin, 2001).
Over-wintering sites in hedgerows occur in many different forms. In the case 
of fungal and bacterial diseases, hedgerows offer soils with high levels of organic 
matter, where these species have been shown to persist (e.g. Hirano and Upper, 
1983). In the case of pest insects, many different over-wintering sites can be found, 
such as beneath the bark of both living or fallen trees, as well as in the decaying 
litter and in the soil (Krawchuk and Taylor, 2003). Hedgerows offer relatively 
undisturbed and less compact soils, compared to those of the fields lying directly 
adjacent to them. Finally, for species of pest plants, hedge rows offer an undisturbed 
seedbed where seed may-over winter for several seasons before germinating (de 
Blois etal., 2002).
During the growing season hedgerows offer refugia within agro-ecosystems 
where these species residing in the hedgerow can escape pesticide application and 
re-populate the adjacent fields (Boutin, 2001). When combined with the effects of 
increased perimeter habitat, or areas around the edges of tomato fields which often 
do not show a full canopy between rows suitable microhabitats of open ground and 
stressed plants can arise. When hedgerows exist, pest populations residing within
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them can quickly expand their populations as suitable growth conditions arise (de 
Blois et al., 2002, Boutin, 2001).
Dispersal Characteristics
While the interactions of all of the guilds with their physical environment 
studied were more significant when a greater perimeter in fields was present where 
pest species occurred compared to those where they did not, the particular 
mechanisms by which these species move from patch to patch may differ. When 
looking at the overall results of the relationships between pest guild occurrence and 
the measurements of size and shape in this study ( Table 1) two rather different 
patterns of guild interactions occur, with their surrounding environments.
1) In the case of both bacterial and fungal diseases, fields where these guilds 
occurred also showed significantly greater areas (Table 1). For bacterial and 
fungal diseases, perimeter may also be an effective representation of the total 
size of a field.
2) In the case of pest insects and pest plants, occurrence was not only 
associated with larger values of perimeter but also with increasing irregularity 
of field shape (caused mostly by an increase in edge habitat) (Table 1). In the 
cases of these guilds, perimeter may be effectively measuring the amount of 
edge habitat where these species can directly interact with the surrounding 
environment.
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In agro-ecosystems these different mechanisms may be best represented by 
species which rely explicitly upon wind-dispersal for long range movements, and 
where dispersal away from a patch may occur from any area of the patch, not only 
the edges (Brown and Hovemoller, 2002, Aylor, 1990). In contrast species which 
actively disperse, or which do not move long distance by means of wind-dispersal, 
are more likely to move from the edge: from one edge to another (Collinge and 
Palmer, 2002). These species are often insects or pest plants which possess large 
seeds, certainly larger seeds than the spores of bacterial or fungal pathogens which 
can colonize distant fields with little or no further energy than to arrive at those near 
by (Talley et al., 2002).
In the case of insects, and weedy plant guilds, colonization of a patch can be 
related to the irregularity of a field’s shape (Collinge et al. 2002). As this irregularity 
increases, so does the amount of edge habitat when compared to the amount of 
interior habitat (McGarigal and Marks, 1995, Game, 1980). Moreover the extent to 
which this edge habitat extends from the field margin may vary by species (Fletcher, 
2005, Honnay et al., 2002, Bolger et al., 2000). The extent of edge habitat affects 
both plant and insect reproduction in various ways, which directly influence each 
other. For example as the amount of edge habitat changes, so does the community 
of insects which pollinate both crop and pest plants (Cresswell, 1998); moreover the 
ability of these insect species to find a mate is often impared (Carde and Minks, 
1995).
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Effects of patch area
The present results showing the occurrence of both bacterial and fungal 
diseases support MacArthur and Wilson’s (1967) theory of island biogeography, 
where it was predicted that as the over all area of island increases, so does the rate 
at which species colonize it. This was mainly based on the assumptions that, on 
average, large areas of habitat will possess a greater chance of colonization by a 
species, based simply on its size.
This theory was later disputed for the simplicity of its assumptions. One of the 
disputed major assumptions is that of the simplicity of the areas found between 
these patches of habitat. It has been found in many circumstances that the 
characteristics of the matrix affect the ability of a species to colonize neighboring 
patches (e.g. Murphy and Lovett-Doust, 2004). These matrix affects have been 
found in many cases to have a greater influence on species dispersal than the 
overall measurement of distance to a patch (Murphy and Lovett-Doust, 2004, 
Perfecto and Vandermeer, 2002).
My results of bacterial and fungal disease occurrence (Table 1) suggests that 
for these species that the “matrix does not matter”. I show for example that this 
effect is mostly likely because members of these two pest guilds whose spores are 
dispersed by wind often travel to levels in the air column which are well above many
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landscape features, found to affect the movement of species through the matrix 
(Aylor, 1990). On the other hand, members of both pest insects and weedy plant 
guilds are dispersed by wind, at least to some extent, most of these species typically 
do not reach such heights above the landscape (Tackenberg et al, 2003,
Gatehouse, 1997). This may be why these species do not exhibit the same 
relationship with field size as the matrix areas between patches influence the rate of 
movement of these species through the environment.
Resource availability and wind dispersal effects
From the results on area it was shown that fields where both bacterial and 
fungal diseases occurred were significantly larger than those where they did not. As 
a result, it may be reasonable to accept the applicability of Root’s (1973) “resource 
concentration hypothesis” to members of both bacterial and fungal disease guilds. 
While the results for herbivorous insect pests and pest plants do not fit this 
hypothesis, because there were no significant differences in field size. Since both 
disease guilds demonstrate the necessary assumptions. These species are more 
abundant in larger patches of host plants (Table 1) and although it is hard to accept 
the assumption of this hypothesis that these species are more likely to remain in 
larger patches by choice, because of the nature of their dispersal. It may be 
appropriate, however, to rephrase these assumptions by stating that these species 
may not “choose” to stay in a field, but can more affectively colonize a larger are due 
to larger amounts of resources which are available to exploit.
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From this analysis, it seems reasonable to accept Grez and Gonzalez’ (1995) 
expansion of Root’s resource theory, where they argued the resource concentration 
hypothesis is species specific, and a function of the behavior of adult and juvenile 
herbivore dispersal in relation to the spatial scale of patchiness. This expansion of 
the resource availability hypothesis is supported by the findings of the present study 
which suggest that pest insect occurrence cannot be explained by patch size when 
studied as a guild of species, and may better be explained at the species level. At 
the same time however, the results of field area, pest insect and pest plants 
demonstrate the accuracy of Grez and Gonzalez’ (1995) expansion to the theory. 
Thus in guilds of species where life history characteristics may vary drastically, such 
as in pest plants which have members who are semelparous, and iteroparous, the 
matrix may have an effect on the ability of some species to migrate between 
patches.
These results on effect of patch area support the notion that the resource 
concentration hypothesis can be applied to species other than the herbivorous 
insects originally studied by Root (1973), as both bacterial and fungal diseases show 
increased colonization as field size increases.
Regardless of the ability of any of the species of each of the pest guilds to 
disperse and colonize a field, there is no evidence from the analysis of outbreak 
severity which would suggest that field area has an effect on the severity of
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outbreak. As shown in Table 1, results for field area and outbreak severity were 
insignificant for all species.
Effects of patch shape and elongation
Although the area and perimeter of a patch do represent the overall size of a 
patch, these parameters offer no information on the shape of a patch (McGarigal 
and Marks, 1995). The perimeter-to-area ratio has been be used to quantify the 
shape of natural area patches (Lovett-Doust et al., 2003, Bogaert et al., 1999, Lagro, 
1991). Patches with larger perimeter-to-area ratios, are more physically compact 
than those with smaller ratios (McGarigal and Marks, 1995) and are thus more likely 
to demonstrate edge effects..
Despite recent findings where the perimeter-to-area ratios have been found to 
affect the occurrence of several different species (Lagro, 1991, Bogaert et al., 1999, 
Lovett-Doust et al., 2003), no significant effect was observed within the systems 
studied. However these results support the hypothesis of McGarigal et al. (2002) 
that confounding effects of this measurement are often observed. McGarigal et al. 
(2002) outlined the effect of how when one increases patch size while maintaining its 
shape, an increase in patch size will cause a decrease in the perimeter-area ratio. 
This effect therefore makes this measurement an inappropriate measure of the 
irregularity of field shape.
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Further results from the analysis of species occurrence and field shape 
support the recommendations of McGarigal et al. (2002) that only functions which 
are area independent should be used as measures of the irregularity of field shape. 
Pest insect guilds were shown to occur in fields that possessed a significantly 
greater mean elongation value i.e.or fields which were less compact than those 
where these species were not found. Weedy plant species were also found to be 
significantly affected by field shape irregularity, where pest species occurred in fields 
having a significantly higher value for their shape function (an increase in shape 
irregularity) than those where weeds were not observed.
As mentioned above the matrix, or land lying between fields, may have a 
greater affect on dispersal to new fields, and the ability of these species to colonize 
them Murphy and Lovett-Doust, 2004, Perfecto and Vandermeer, 2002). These 
findings (see Table 1) support those of others, which showed that increases in the 
elongation of patch shape function has been used to show that irregularity of patch 
shape enhances the occurrence of plant species in Honnay et al. (2005), and insects 
in grassland communities (Collinge and Palmer, 2002).
The results both the above studies suggested that as increases in the 
irregularity of the shape of a patch were observed, increases in the occurrence and 
species diversity also observed. This phenomenon was credited to an increase in 
the number of different habitat types.
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Agro-ecosystems often demonstrate edge-to-interior habitat characteristics 
similar to the grasslands studied by Orrock and Danielson (2005), where it was 
observed that in patch irregularity had significant effects on the occurrence of field 
mice. This was attributed to an increase in suitable microhabitats. Such 
microhabitats occurred significantly more in patches having a greater proportion of 
patch area adjacent to the edge of patches
The results of pest occurrence and field shape, while similar to the findings of 
Orrock and Danielson (2005), are contrary to early results of Diamond (1975) who 
concluded that for nature reserves in Europe, having a goal of species conservation, 
not only that large patches should be preferred over small ones, but also that 
compact patches are preferred over elongated patches of the same area. Diamond’s 
conclusions where effectively based on species with longer generation times, and 
larger minimal areas required for population viability, the main difference between 
the species studied by Diamond, and pest species in agro-ecosystems is the 
significantly greater ability of pest species to disperse, and their ability to quickly 
react to favorable conditions when compared to diamonds species.
Total edge habitat is often referred to as the amount of patch habitat which 
can effectively interact with the surrounding landscape (Fletcher, 2005). While the 
distance into a patch which a species can permeate into or disperse from is often 
species specific, edge effects have been commonly observed in nature (Honnay et 
al., 2002, Bolger et al., 2000, Rotem, 1994). Not all species exhibit an increased
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rate of occurrence with total area, but instead show an increase with the amount of 
edge habitat. For these species, movement through the matrix is not simply a 
random event, but instead it is likely to be affected by the features of the matrix, 
which may hinder movement from patch to patch.
Effects of meteorological conditions
Results of both the occurrence data and the severity data demonstrated that 
all four of the pest guilds I examined are highly responsive to environmental 
conditions. While each of these guilds possesses different life history characteristics, 
they all demonstrate characteristics of one very important common characteristic 
(Wallner, 2005, Leblanc et al., 2004, Hirano and Upper, 1983). Members of each of 
the four guilds possess the ability to react quickly by increasing population levels, 
when favorable patch conditions are met (Wallner, 2005, Leblanc et al., 2004,
Hirano and Upper, 1983). It is this ability of these species to quickly react to 
favorable conditions which not only makes control so difficult, but also allows these 
species to persist in these agro-ecosystems throughout time ( see too Altieri, 1994).
Unfortunately, the results from this study show that the set of meteorological 
factors that are favorable for the growth of processing tomatoes also favor the 
germination and growth of at least one if not all four pest guilds (Scholberg, 2000). 
These results also support the evidence that as these populations of pest species
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becomes established within a field, they may be able to out-compete the actual crop 
species being grown by reaching outbreak levels.
Effects of temperature
The results of the temperature data analysis ( Table 2) showed that the 
occurrence of outbreaks of members of each of the four pest guilds species were 
associated with higher temperatures. It was found that the occurrence of both 
bacterial diseases and pest insects were associated with higher maximum, minimum 
and mean temperatures, at each time interval ( Table 2). These results demonstrate 
the quickness in response that these species demonstrate when reacting to 
favorable conditions in their environment, and their ability to effectively exploit them 
(Wallner, 2005, Leblanc et al., 2004, Hirano and Upper, 1983).
In regard to the time lag associated with weather effects, early effects were 
uncommon for both fungal diseases and pest plants, and may be less responsive in 
the amount of time which it takes to effectively exploit their physical environmental 
under favorable conditions, it should be noted that the means by which data was 
collected may account for the lack of significant results at the earlier time intervals. 
Occurrence was recorded as seedlings and plant tissue lesions were observed, 
respectively, and while it is possible to identify a pest insect upon arrival to a field, or 
its eggs soon after they have been laid, identification of pest plants can only occur 
after emergence of the seedling from the soil. The same can may be said about
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lesion development for fungal diseases. The time interval in which germination and 
emergence of a seedling occurs may account for the delay in responsiveness of 
members of this guild.
Results of the analysis of outbreak severity and field temperature showed 
that, in the case of bacterial diseases, there were significant differences between 
severities of 1, 2 and 3, and the absence of bacterial diseases at each time interval 
of the mean and maximum temperatures, while for minimum temperature this 
difference between the absence of bacterial disease and the severity of outbreak 
extended to severities of 4. These results suggest that the temperatures 
underpinning different severities of bacterial disease do not differ, and that once 
critical these requirements are met, these diseases are capable of establishing 
themselves and of quickly reproducing (Leben, 1983).
Similar results to those for bacterial pests were observed for pest insects. 
Once temperature requirements were met, establishment of a insect population 
quickly occurred. However, for several intervals in this analysis (mean temperature 
at, 1 day previous, 3 days previous and 7 days previous to the date of observation) 
significantly greater values between severity values were observed. These results 
indicate that as temperatures remain elevated over time, the probability of more 
severe outbreaks increases. This relationship exists between outbreaks of severity 1 
and 2, where more severe outbreaks show no difference in temperatures needed 
than absence of these species, or any of the severity values. This relationship may
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indicate that as these populations are only dependant upon temperature fluctuations 
during establishment in a field.
In the case of fungal diseases, significantly lower maximum and mean 
temperatures were first observed at the 3 days prior to observation interval with 
significant differences existing only between the absence of disease, and severities 
of one. However, at the points 7 and 14 days prior to observation significant 
differences were observed between fungal outbreaks of severity 1 and 2, and the 
absence of disease. Again these results suggest that once a fungal pathogen 
establishes itself at a severity level of 2, it becomes less dependent upon 
temperature fluctuations. And as stated previously, the delay in which significant 
differences of both occurrence, and severity which were observed, may result from 
experimental design, or these results may indicate that significant increases in the 
population sizes of fungal pathogens occur between 1 and 3 days following 
exposure to favorable conditions. This delay may be due to a slightly longer 
generation time of fungal pathogens than bacterial pathogens, which respond more 
quickly to their environment (Alden et al., 2001).
In the case of pest plants, significantly higher mean temperatures were 
observed during the absence of pest plants and at severity level 2, than were 
observed for outbreaks of severity 1. This observation is most likely due to the 
temporal variation in emergence of pest plants (Guo and Al-Khatibb, 2004). 
Outbreaks of pest plants typically are dictated by the extent of competition pressure
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from crop species (Burdon et at., 1989). Early on in the growing season, fields which 
have been freshly planted offer very little competition to pest plants. As the canopy 
of crop species such as tomatoes cover these open areas, establishment of pest 
plants becomes greater (Leblanc et al., 2004). Temperatures of soil beneath the 
canopy are often much lower then those areas of soil that are exposed to direct 
sunlight.
Effects of heat accumulation
As with the results regarding temperature alone, the relationship between 
heat accumulation and pest occurrence shows that both bacterial and fungal 
diseases, along with insect occurrence is associated with an increase in heat units 
over time, while pest plants show the opposite pattern. Despite the fact that 
determination of degree-days is a standardized method for determining cumulative 
amounts of heat energy over the course of a season, this still offers insight into the 
heat requirements of the study species.
When the occurrence of pest guilds was as a function of the number of 
cooling degree-days, it was shown again that bacterial diseases and pest insects 
both showed significantly higher levels of heat units in fields where these species 
occurred at each time interval (compared with fields where they did not occur). Both 
fungal and weedy plant guilds showed significant differences between the presence 
and absence of species at the 7 and 14 days-prior intervals. In the case of pest
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insects, species occurrence was associated with higher amounts of heat 
accumulation, while the presence of pest plants was associated with less heat 
accumulation.
When comparing severity values, significantly greater values of cumulative 
cooling degree-days were observed in fields of each severity where bacterial 
diseases occurred, when compared to those fields where diseases were not 
observed. Also, when comparing the severity of pest insect outbreaks with 
cumulative cooling degree-days, significant differences were found between 
severities. Fields having a maximum outbreak severity of 2, were found to have 
accumulated a significantly greater amount of heat units that fields which only 
reached a level of 1. Fields in which no outbreaks of pest insects were observed, 
were found to have a significantly lower amount of heat accumulation than for both 
severities 1 and 2. Again, similar to the pattern of results for temperature alone, heat 
energy is needed for these species to establish themselves, but once establishment 
of a population occurs dependency on these variables is reduced.
Likewise, with similar results to both the bacterial diseases and pest insects, 
fungal diseases were found to occur in field which had significantly greater levels of 
heat accumulation during the week and 2 weeks prior to observation intervals. 
However, pest plants were shown to occur in fields where the amount of heat 
accumulation was significantly lower than for fields where they did not, again
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suggesting that competition levels, not meteorological events, are more important in 
determining habitat quality for these species.
Highly significant differences between the amounts of negative heat units 
(heating degree-days) accumulated during periods prior to the occurrence of pest 
species were also observed in all pest guilds. Where greater deficiencies of heat 
energy were associated with species absence for all guilds, except for pest plants 
where occurrence of guild members was associated with a greater heat deficiency 
(Table 6 (a,b,c,d)).
Effects of precipitation
Along with temperature and heat accumlation, another important 
environmental factor found to influence habitat suitability is precipitation (Wiese, 
1970). Although increasd precipitation has been linked to the development of weeds, 
pest insects, and both bacterial and fungal diseases (Hirano and Upper, 1983, 
Hijmans, 2000, Wiese and VanDiver, 1970), the present results show that, aside 
from pest plants, where no significant differencs were observed, significantly higher 
levels of precipitation were obseved in fields where all these other pest species did 
not occur.
Similar to the results on occurrence, very little extra information was obtained 
from the analysis of severity of outbreaks, with precipitation. These suggest that
118
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
while increased levels of precipitation may be important for the development of pest 
species, the ability of these species to out-compete existing crop species, may be 
limited during times in the growing season where precipitation is not the limiting 
factor. During these periods, the ability of tomato plants to produce extensive 
amounts of vegetative growth may be sufficient to shade out, or alter micro-climates 
within a field enough to hinder the ability of these species to recruit new individuals 
to there populations (Scholberg, 2000).
Although it is difficult to define a definite set of conditions which define the 
overall habitat quality of a patch, it is easy to see from these result on ( Table 2, 6 
(a,b,c,d) results that pest species do react quickly to sets of favorable patch 
conditions. While pest species in general do not normally exist in high numbers 
throughout a region or even at the field level, they are capable responding to sets of 
favorable conditions with large levels of recruitment to their population levels. These 
species are then able to create large numbers offspring which can disperse from a 
focal patch before local conditions become less favorable.
Effects of geographical relationships between patches and the surrounding 
landscape
Agricultural landscapes are typically fragmented and heterogeneous when 
considered from a larger scale, though tending toward homogeneity at smaller 
scales, due to the particular biotic, abiotic and anthropogenic factors that create the
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landscape (Geertsema and Spranger, 2002). In the region of southwestern Ontario, 
agricultural fields dominate the rural landscape. In this area there has been an 
increase in the cutting down of woodlots and orchards, removing fence rows, 
plowing permanent pastures, etc. The effect of this process over time has been a 
decrease in spatial complexity (Murdoch, 1975). With this increase in homgeneity in 
the landscape, there has been an increased homogeneity of pests, pathogens and 
pollinators, and soil biota (Altieri, 1994)
It was found in the present study that species of pests in this region do 
interact significantly with various landscape features while others have no effect, or 
more specifically these species interact with the sets of conditions which are created 
by some of these features. Simply put, the movement of an individual into a suitable 
patch may be differentially impeded or advanced by components of the matrix. 
Specific examples of this are described below.
Effects of soil type
Although it has been shown that ecosystem functioning can be governed by 
soil microbial dynamics (Balser et al., 2000), heat accumulation (McCumber and 
Pielke, 1981) and the moisture retention of soils (Leblanc et al., 2004), there were no 
significant differences between occurrence of pest guilds and soil type ( Table 4). 
Although these individual factors may each contribute significantly to the pest
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dynamics of a field, there were no differences in these processes with regard to pest 
dynamics between soil types.
Effects of road density
Even though Bhar and Fahrig (1998) found significant results regarding the 
density of the margins of roadways in this region, which also consist of trees and 
shrubs or grassy areas, these measurements were not found to have any significant 
effect on either the severity or occurrence any of the four guilds of pest species ( 
Table 4). It has been argued that these areas may act as reservoirs for both pest 
insects and pest plants, with these areas acting similar to hedgerows in that they are 
no more than several meters wide, and may serve as areas of relatively low 
disturbance for pest populations, and pest plants. Although no evidence was 
obtained from this study to support their findings, there is not enough evidence to 
discredit them.
Effects of distance to geographic features and landforms
Despite the fact that agro-ecosystems have typically been managed in 
isolation from other ecosystems within a region, the processes which occur in these 
other areas of habitat in fact do influence the movements, and occurrence of pest 
species. Boutin et al. (2001) found that woodlots harbor many natural enemies that 
provide significant pest control in adjacent agro-ecosystems. Although there was no
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significant difference between the distance of fields in which pest plants occurred 
and those where they did not, highly significant differences were observed in both 
bacterial and fungal diseases and pest insects ( Table 3).
These results support the findings by Boutin et al. (2001) who found that 
woodlots harbor not only large numbers of pest species, but also a large number of 
their predators. Individuals in these reservoirs of predators and prey were found to 
migrate out into the agricultural areas surrounding the woodlots. In the case of pest 
insects, the ability to disperse from a woodlot is inversely proportional to the distance 
of a field to a woodlot. That is to say, as the distance from a woodlot increases the 
number of insects arriving at a field decreases (Grez and Prado, 2000).
This inverse relationship may seem to imply that fields where pest insects 
were found should have a lower mean distance to fields than those where these 
species where not found. It is important to remember that as pest species disperse 
from a woodlot, so do there predators (Grez and Prado, 2000). Effective control of 
insect populations by natural predators is common, and as distance from a woodlot 
increases populations of pest insects may become sparse enough to become unable 
to support a sufficient amount of predators to control populations of pest species.
Along with predator-prey dynamics, fields which neighbor woodlots often 
suffer lower vegetative growth than fields field which do not border woodlots (Miller 
and Pallardy, 2001). This can be attributed to superior competition ability of woodlot
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species for both moisture and sunlight (Miller and Pallardy, 2001). Such areas do not 
provide sufficient vegetative growth for the development of pest incest populations. 
As a result they may only be resting areas for these species as they move to fields 
with high vegetative growth, which are capable of supporting high population 
numbers characteristic of outbreaks.
Similar to the patterns for pest insects, in fields where both bacterial and 
fungal diseases were observed there was a significantly greater distance to woodlots 
than for fields where they were not observed ( Table 3). Also these pest guilds 
showed significant differences in their mean distances to bodies of water in fields 
where species occurred when compared to those who did not. Fields where bacterial 
diseases were observed also had a significantly greater mean distance to water, 
while on the other hand, fields where fungal diseases were observed to occur were 
found to have a significantly lower distance to bodies of water, when compared to 
fields where they did not occur.
Also similar to the pattern for pest insects, both bacterial and fungal diseases 
exploit the vegetative growth of crop species, and while these pathogens are 
commonly present on leaf surfaces, areas of low vegetative growth cannot support 
population levels characteristic of outbreaks. In the case of fungal diseases, both 
ground and air moisture, have been found to be key factors affecting development. 
These results are similar to those of Sanogo (1997), who found that higher levels of 
air moisture had a significant effect on the occurrence of fungal diseases.
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Although the effects of these landscape-level features do not explicitly make a 
patch of habitat suitable or unsuitable, they can have additive effects on patch 
quality. Also these features can have an additive or subtractive affect on the qualities 
of areas of the matrix. These affects can disrupt or enhance the movement of pest 
species from fields where populations are already established to new fields. In this 
way, the degree to which a species interacts with landscape features lying within the 
matrix, affects the dispersal ability of a species, and its ability to persist through time.
Voronoi tessellation
The results of the voronoi tessellation performed on the severities of each pest 
guild showed that there was no spatial correlation associated with outbreaks of any 
of the four pest guilds. These results suggest that although outbreaks of these 
species are affected by the sets of conditions within a patch, the sets of conditions 
which lead up to an outbreak are not only found within a given geographical area.
Factors affecting population outbreaks and their severity: response to a 
fragmented habitat
As suggested earlier, the demographic rates of nearly any population are 
influenced by the suitability of a patch of habitat, and the ability of a species to move 
to new patches of suitable habitat. Although a large amount of variation in the 
results was observed between guilds, definite patterns did arise.
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With regard to the effects of area, both bacterial and fungal diseases were 
observed to have higher rates of occurrence associated with an increase in area. 
These results suggest that both of these guilds possess high levels of dispersal, 
while the lack of significant results for either shape or elongation suggest that neither 
of these guilds experience edge effects. Both of these guilds do show significant 
results for many of the weather variables, suggesting that the species which are 
found within these guilds are very dependant upon environmental conditions for 
patch suitability.
It is because of the high dispersal ability of these guilds that it may be suitable 
to study these species at the landscape level. Also outbreaks across entire regions 
of these species may not be limited to there dispersal ability, but rather by suitable 
conditions within a field.
On the other hand the species comprising the guild of pest insects showed no 
significant results with regard to area, suggesting that dispersal of these species is 
not random. In fact the results on elongation show that these species prefer fields 
with a greater amount of edge habitat, suggesting positive edge effects. In the case 
of these species it may be appropriate to few them as mid-range dispersers, where 
they exist at the meta-population level.
Despite the fact that these species show a quick response time with regard to 
weather variables, they show a slightly lower dependence on both weather variables 
and the geographic relationships of a field to the surrounding landscape. These
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results suggest that these species possess a slightly lower dependency on the 
factors which affect patch suitability, and therefore can exploit a slightly larger range 
of micro-climates found within a field than both bacterial and fungal diseases.
In the case of pest plants, the results from the effects of both area and shape 
suggest that these species are experiencing negative edge effects or a preference 
for core or interior habitat. These species fit into the category of low level dispersers, 
and as result reach outbreaks at the local, or patch scale.
Species of these guilds showed very low dependency on either weather 
variables or the relationships with geographical features. As a result I suggest that 
these species are capable of exploiting a larger range of micro-climates than all of 
the other pest guilds studied. It is this ability to take advantage of such a large range 
of conditions which allows these species to exist at the local level without facing 
extinction over time.
Conclusions
It is important to note that throughout the majority of the growing season, pest 
populations are generally maintained at low levels by pest management practices. It 
is also important to note that although it is possible to characterize rates of 
competition, effectiveness of pesticides, and habitat quality at any point in time, 
these variables are constantly changing and are seldom held constant (Van der 
Jeugd, 1999). It is this constant flux that limits the severity of population outbreaks to
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the local level for those pest species which possess a low ability to disperse from 
their original patch of habitat.
As dispersal ability increases to levels characteristic of the mid- and high- 
level dispersers (Figures 2 and 3, it is easier to see that it is the ability of a species 
to move to new patches of habitat that influences the severity of the outbreak. Most 
pest species appear to exist in populations where the overall population levels of 
these species throughout a system are rarely high. More commonly, spatially 
aggregated outbreaks arise, where these outbreaks can then form a patchwork of 
local outbreaks. The danger to an agro-ecosystem in this type of outbreak is that 
because of spatial patchiness and temporal asynchrony, these local population 
outbreaks may occur persistently throughout the system as long as pesticide 
application does not occur through the system, competition is relaxed, and patches 
have enough time to replenish their resources before recolonization.
At the regional level it is possible for the most severe outbreaks to occur, 
considering that as resources crop damage can be exploited to the point where the 
systems cannot recover (Grime, 1973) (e.g. crop failure over entire regions). These 
outbreaks, if left uncontrolled can drastically effect community composition, and 
habitat quality at a regional scale. It is this type of pest outbreak which is most often 
brought up in literature regarding agro-ecosystems (Altieri, 1994, Altieri, 2002), and 
invasive species (Kolar and Lodge 2001), but it is important to note that these 
outbreaks are not common in nature (Byers and Noonburg, 2003).
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Although it is possible for these pest species to achieve increases in their 
populations to the point of an outbreak, it is important to understand how these 
species persist through time. Population levels are often held at low levels under 
sets of normal conditions, where local populations spend most of their time with 
either high competition and high habitat quality, or low competition and low habitat 
quality. It is very seldom that both sets of conditions become favorable, or 
unfavorable overall (Vucetich et al.,2000) resulting in an outbreak.
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