Following a number of recent studies of resolvent and spectral convergence of non-uniformly elliptic families of differential operators describing the behaviour of periodic composite media with high contrast, we study the corresponding one-dimensional version that includes a "defect": an inclusion of fixed size with a given set of material parameters. It is known that the spectrum of the purely periodic case without the defect and its limit, as the period ε goes to zero, has a band-gap structure. We consider a sequence of eigenvalues λε that are induced by the defect and converge to a point λ0 located in a gap of the limit spectrum for the periodic case. We show that the corresponding eigenfunctions are "extremely" localised to the defect, in the sense that the localisation exponent behaves as exp(−ν/ε), ν > 0, which has not been observed in the existing literature. As a consequence, we argue that λ0 is an eigenvalue of a certain limit operator defined on the defect only. In two-and three-dimensional configurations, whose onedimensional cross-sections are described by the setting considered, this implies the existence of propagating waves that are localised to the defect. We also show that the unperturbed operators are norm-resolvent close to a degenerate operator on the real axis, which is described explicitly.
Introduction
The question of whether a macroscopic perturbation of material properties in a periodic medium or structure (periodic composite) induces the existence of a localised solution (bound state) to the time-harmonic version of the equations of motion is of special importance from the physics, engineering and mathematical points of view. Depending on the application context, such a solution can have either an advantageous or undesirable effect on the behaviour of systems containing the related composite medium as a component. For example, in the context of photonic (phononic) crystal fibres, perturbations of this kind have been exploited for the transport of electromagnetic (elastic) energy over large distances with little loss into the surrounding space, see e.g [13, 17] . In the mathematics literature, proofs of the existence or non-existence of such a localised solution have been carried out using the tools of the classical asymptotic analysis of the governing equations and spectral analysis of operators generated by the governing equations in various "natural" function spaces. The choice of the concrete class of equations and functions under study is usually motivated by the applications in mind, and several works that have marked the development of the related analytical techniques cover a wide range of operators and their relatively compact perturbations, e.g. [21] , [3] , [2] , [9] .
The present work is a study of localisation properties for a class of composite media that has been the subject of increasing interest in the mathematics and physics literature recently, in view of it relation to the so-called metamaterials, e.g. manufactured composites possessing negative refraction properties. It has been shown in [8] that the spectrum of a stratified high-contrast composite, represented mathematically by a one-dimensional periodic second-order differential equation, has an infinitely increasing number of gaps (lacunae) opening in the spectrum, in the limit of the small ratio ε between the period and the overall size of the composite. This analytical feature, analogous to the spectral property of multi-dimensional high-contrast periodic composites shown in [19] , provides a mathematical recipe for the use of such materials in physics context or technologies where the presence of localised modes (generated by defects in the medium) has important practical implications. In the physical context of photonic crystal fibres and within the mathematical setup of multi-dimensional high-contrast media, this link has been studied in [12] , [5] , [6] . In the paper [12] , a two-scale asymptotics for eigenfunctions of a high-contrast second-order elliptic differential operator with a finite-size perturbation (defect) was derived. It was shown that for eigenvalues λ in gaps of the spectrum of the (two-scale) operator representing the leading-order term of this asymptotics, there are sequences of eigenvalues of the finite-period problems that converge to λ as ε → 0. The subsequent works [5] , [6] developed a multiscale version of Agmon's approach [1] and proved that the corresponding eigenfunctions of the limit operator decay exponentially fast away from the defect. An important technical assumption in all these works is that the low-modulus inclusions in the composite have a positive distance to the boundary of the period cell, which is not possible to satisfy in one dimension.
In the more recent paper [8] , a family of non-uniformly elliptic periodic one-dimensional problems with high contrast was studied, which in practically relevant situations corresponds to a stratified composite with alternating layers of homogeneous media with highly contrasting material properties. It was shown that the spectra of the corresponding operators converge, as ε → 0, to the band-gap spectrum of a two-scale operator described explicitly in terms of the original material parameters. Introducing a finite-size defect D into the setup of [8] , one is led to consider the operator , a formal analysis suggests that the rate of decay of eigenfunctions localised in the vicinity of the perturbation D is "accelerated exponential", rather than just exponential as in [6] , in the sense that the decay exponent increases in absolute value as ε → 0. The goal of the present work is to provide a rigorous proof of this property, formulated below as Theorem 2.4. In view of the above discussion, this new localisation property can be seen as a consequence of two features of the underlying periodic composite: loss of uniform ellipticity (via the presence of soft inclusions in the moderately stiff matrix material) and the geometric condition of the matrix material components being separated by the inclusions.
In addition to our main result, we formulate (Section 3) a new characterisation of the limit spectrum for the unperturbed family of problems in the whole space discussed in [8] and strengthen (Section 7) the result of [8] by proving an order-sharp norm-resolvent convergence estimate for this family (Theorem 2.2). In particular, this new estimate implies order-sharp uniform convergence estimates, as ε → 0, for the related family of parabolic problems, via the norm-resolvent convergence of the corresponding operator semigroups.
Problem formulation and main results
For ε, h ∈ (0, 1), we introduce the sets
and Ω
and denote Y 0 := (0, h), Y 1 := (h, 1), Y := (0, 1). We define the ε-periodic functions
, periodic with period 1. It is convenient to set a 0 ≡ 0 on Y 1 and a 1 ≡ 0 and Y 0 , thus we can write, for example, a ε (x) = ε 2 a 0 (x/ε) + a 1 (x/ε). For a positive Lebesgue-measurable function w on a Borel set B ⊂ R, such that w, w −1 ∈ L ∞ (B), we employ the notation L For a bilinear form β :
w (R) by the action Au = f, where for a given u ∈ H 1 (R), the function f ∈ L 2 (R) is the solution to the integral identity
For the bilinear form
we consider A ε , the operator defined in L 2 ρ ε (R) and associated to β ε . The spectrum σ(A ε ) of A ε is absolutely continuous and, by introducing the rescaled Floquet-Bloch transform U ε , see (7.69), we note that σ(A ε ) admits the representation
For each ε, θ, the operator A ε θ has compact resolvent and consequently its spectrum σ(A ε θ ) is discrete. Consider the space
and its closure in L 2 ρ (Y ), which we denote by V θ . We introduce the densely defined operators
For each θ, the operator A θ has compact resolvent and so σ(A θ ) is discrete. In a recent work [8] , see Section 7, the spectrum σ(A ε ) was shown to converge in the Hausdorff sense to the union of the spectra of the operators A θ , i.e.
Remark 2.1. θ∈[0,2π) σ(A θ ) can be seen as the spectrum of a certain operator A 0 unitary equivalent to the direct integral of operators θ A θ , see Appendix A for the details.
In Section 7, we construct infinite-order asymptotics (as ε → 0) for the resolvents of A ε θ , uniform in θ, with respect to the H 1 norm and, in particular, prove the following refinement of the result established in [8] :
Theorem 2.2. The operator A ε θ norm-resolvent converges to A θ , uniformly in θ, at the rate ε 2 . More precisely, there exists a constant C > 0 such that
Consequently, since the spectra σ(A ε θ ) and σ(A θ ) are discrete, we have the following result: for each n ∈ N there exists a constant c n > 0 such that
Here, {λ ε n (θ)} n∈N , {λ n (θ)} n∈N are the eigenvalue sequences of A ε θ , A θ , respectively, labelled in the increasing order 1 . From this theorem it follows that for sufficiently small ε, the spectrum σ(A ε ) has gaps if the set θ σ(A θ ) contains gaps. In Section 3 we demonstrate that this set contains infinitely many gaps. Furthermore, we demonstrate that λ ∈ θ σ(A θ ) if and only if the inequality
holds. Here v 1 and v 2 are the (λ-dependent) solutions of
subject to the conditions
Remark 2.3. Note that any solution u of −(a 0 u ′ ) ′ = λρ 0 u is absolutely continuous and so is its co-derivative a 0 u ′ . Hence, their value at any point y is well defined (unlike the value of a 0 or u ′ in general). This explains the use of notation (a 0 v ′ j )(y), which we will hold to throughout the paper. 
We shall study the spectrum of the operator A 
As this operator arises from a compact perturbation of the coefficients of A ε , it is well-known, see e.g. [9] , that the essential spectra of A ε D and A ε coincide. For eigenvalues situated, for small values of ε, in the gaps of the essential spectrum of A ε D (equivalently, in the gaps of the essential spectrum of σ(A ε )), we expect the eigenfunctions to be localised around the defect, and therefore we are interested in the analysis of eigenfunctions of A ε D corresponding to eigenvalues that are located in the gaps of the limit spectrum θ σ(A θ ). We show that for the sequence of point spectra σ p (A 
The functions from the domain of A N,D satisfy the Neumann condition on the boundary of D.
Conversely, if we choose the defect D so that the spectrum σ(A N,D ) has a non-empty intersection with R\ θ σ(A θ ), then for sufficiently small ε the operator A ε D has non-empty point spectrum. Notice that we can always choose a D , ρ D , d − and d + such that this is true. Moreover, we demonstrate that for eigenvalue sequences that converge to a point in R\ θ σ(A θ ) the corresponding eigenfunctions are localised to a small neighbourhood of the defect. Namely, the eigenfunctions u ε exhibit accelerated exponential decay outside the defect in the sense that the function exp dist(x, D)ν/ε u ε (x), x ∈ R, is an element of L 2 (R\D) for sufficiently small ε, where the value ν is determined by the distance of the limit point of λ ε to the set θ σ(A θ ). These results are collated in the following theorem, which we prove in Sections 4, 5, 6.
Theorem 2.4.
For every
(which is always simple) there exist a unique 2 sequence of simple eigenvalues λ ε of A ε D converging to λ 0 and constants C 1 , C 2 > 0 such that
where u 0 and u ε are the eigenfunctions of λ 0 and λ ε respectively.
Conversely, for any sequence
corresponding to the eigenvalues λ ε are localised to the defect in the following sense: for ν > 0, let g ν/ε denote the exponentially growing function
7)
and take µ 1 to be the smallest by the absolute value root of the quadratic function
Then, for sufficiently small values of ε the function g ν/ε u ε is an element of L 2 (R) for all ν < | ln |µ 1 ||.
The limit spectrum of the unperturbed operator
Here we quantitatively characterise the spectrum (cf. (2.3))
2 By this we mean asymptotically unique, i.e. if there are two sequences λε and λ ′ ε converging to λ 0 then necessary λε = λ ′ ε for small enough ε.
and establish criteria for the existence of spectral gaps. To this end we consider the eigenvalue problem: find λ ∈ [0, ∞) and
By taking test functions v ∈ C ∞ 0 (Y 0 ) we deduce that u| Y0 is a weak solution to the equation
For L ∞ -functions a 0 and ρ the equation (3.10) holds pointwise almost everywhere and by integrating by parts in (3.9) we deduce that
Here f (z
for a function f, whenever the corresponding limit exists. Since any element v ∈ V θ satisfies v(y) = e iθ v(0), y ∈ Y 1 , the above observations imply that u satisfies (3.9) if, and only if, w = u| Y0 ∈ H 1 (Y 0 ) is a weak solution of the problem
(3.11)
We now describe the solutions to (3.11), equivalently (3.9).
Representation via a fundamental system
Due to the existence and uniqueness theorem for linear first order systems with locally integrable coefficients, see e.g. [18] , there exist a fundamental system of solutions v 1 and v 2 to the equation
cf. Remark 2.3. The Wronskian of the system is constant: 13) and any solution u to (3.11) is of the form
The substitution of the above representation for u in terms of v 1 , v 2 into the second and third equations of (3.11) leads to the system
For the existence of a non-trivial solution (c 1 , c 2 ) to (3.14), and therefore non-trivial u in (3.11), the value λ must necessarily solve the equation
Hence, the set (cf. (2.3))
consists of all non-negative λ such that the following inequality holds:
As noted above, the functions v 1 , v 2 depend on the spectral parameter λ. We demonstrate the implications of this dependence for the structure of the limit spectrum through the following simple example. Assume that a 0 , ρ 0 and ρ 1 are equal to unity on their support, then
sin( √ λy), and the limit spectrum is given by
In particular we see that the bands of the limit spectrum become very narrow as λ → ∞.
Representation via a spectral decomposition
Consider the operatorÃ θ defined on L 2 ρ0 (Y 0 ) and associated to the form
in the sense of procedure described in Section 2. By virtue of the fact that the operatorÃ θ has compact resolvent, its
Multiplying the first equation in (3.11) by Φ (n) θ and integrating by parts we have
The third equation in (3.11) implies
Therefore, upon performing a spectral decomposition of u in terms of Φ
we see that
In particular, one has u(0) = n∈N ζ n Φ (n) θ (0). Thus we arrive at the following alternative description of the limit spectrum: λ ∈ θ σ(A θ ) if and only if there exist θ ∈ [0, 2π) such that
Asymptotics of the defect eigenvalue problem
Suppose λ ε , u ε is an eigenvalue-eigenfunction pair for the defect problem, that is
where u ε is continuous, subject to the interface conditions
and
In this section we study the behaviour with respect to ε of the eigenvalues λ ε and eigenfunctions u ε , using asymptotic expansions. We show that, up to the leading order, the values of λ ε are described by an eigenvalue of the weighted Neumann-Laplacian on the defect D, see (4.22) below. More precisely, we show that for each eigenvalue λ 0 of (4.22) in a gap of θ σ(A θ ), there exists a sequence of eigenvalues λ ε of (4.17) converging to λ 0 . However, it remains unclear whether every accumulation point of λ ε inside a gap of θ σ(A θ ) belongs to the spectrum of (4.22). We address this question in Section 5, where we argue that the eigenmodes u ε are asymptotically localised to the defect. The latter observation implies compactness of the sequences of eigenmodes u ε , thus establishing asymptotic one to one correspondence between the eigenvalues of (4.17) and (4.22) in the gaps of θ σ(A θ ). We seek asymptotic expansions for the eigenvalues λ ε and eigenfunctions u ε of (4.17)-(4.19) in the form
We assume that functions w 2i , u i , i = 0, 1, 2, . . ., are continuous. Substituting (4.20), (4.21) into (4.17) and (4.18) and equating the ε 0 -coefficient on the defect gives
that is, λ 0 is an eigenvalue of the weighted Neumann-Laplace operator A N,D on the defect, cf. (2.5). Note that this is true regardless of whether
For c ∈ R, let ⌊c⌋ ε and ⌈c⌉ ε denote the largest integer z such that εz ≤ c and the smallest integer z such that c ≤ εz, respectively. Substituting (4.20), (4.21) into (4.17), (4.19) and comparing the coefficients for different powers of ε in the resulting expression yields
for all z ∈ I ε := z ∈ Z : z ≥ ⌈d + ⌉ ε or z ≤ ⌊d − ⌋ ε − 1 . 
Combining (4.26), the fact w 0 is constant on Y 1 + z and the first and last equations of (4.24) implies that for all z ∈ I ε one has
(4.27)
The problem (4.27) fully governs the behaviour of w 0 in R\(⌊d − ⌋ ε − 1, ⌈d + ⌉ ε ). We can utilise the fundamental system (v 1 , v 2 ) from Section 3.1 to quantitatively characterise w 0 . Indeed, since in each cell Y + z any solution to the first equation in (4.27) is a linear combination of v 1 and v 2 , one has
for constants l z , m z , z ∈ I ε , where the expression on Y 1 + z follows from the second condition in (4.26). Using the continuity of w 0 and the jump of the co-derivative condition from (4.27) it is not difficult to derive the following recurrence relation:
Now, recalling the Wronskian property (3.13), we find that the characteristic polynomial q of the matrix in (4.29) is (cf. (2.8))
The roots µ 1 , µ 2 of q satisfy the identity µ 1 µ 2 = 1 and the nature of w 0 as it varies from one period to the next is determined by the quantity
then the roots µ 1 , µ 2 are complex conjugate with |µ 1 | = |µ 2 | = 1 and solutions w 0 are described by the linear span of two quasi-periodic functions with phase difference π. In Section 3 we demonstrated that λ 0 satisfies this constraint if and only if λ 0 belongs to the limit spectrum
For λ 0 in the gaps of this limit spectrum, i.e. when λ 0 satisfies the inequality
the roots µ 1 , µ 2 satisfy |µ 1 | < 1 and |µ 2 | > 1. For such λ 0 , we can construct "unstable" solutions, one of which decays and the other grows. Indeed, denoting by κ 1 and κ 2 the eigenvectors corresponding to µ 1 and µ 2 respectively, we find in the interval [⌈d + ⌉ ε , ∞) that w 0 given by (4.28), (4.29) satisfies w 0 (y + 1) = µ j w 0 (y) if (l ⌈d+⌉ε , m ⌈d+⌉ε ) = κ j , j = 1, 2. Similarly, in the interval (−∞, ⌊d − ⌋ ε ], one has w 0 (y) = µ −1 j w 0 (y − 1) if (l ⌊d−⌋ε−1 , m ⌊d−⌋ε−1 ) = κ j , j = 1, 2. For w 0 to decay to the left and right of the defect, we set (l ⌈d+⌉ε , m ⌈d+⌉ε ) = κ 1 and (l ⌊d−⌋ε−1 , m ⌊d−⌋ε−1 ) = κ 2 . In this way we ensure that
(4.30)
We extend w 0 into the cells as follows:
We choose κ 1 and κ 2 so that the constructed w 0 matches the value of u 0 at the ends of D:
Note that the normalisation factor for κ 1 , κ 2 depends on ε in general, but it is nevertheless bounded uniformly in ε.
The second equation and third equations of (4.24) determine w 2 in the stiff component up to an arbitrary additive constant in each interval Y 1 + z, z ∈ I ε , and in the stiff intervals (
In the intervals Y 1 + z, z ∈ I ε , we choose this constant so that
In the intervals (I l ∪ I r ) ∩ ε −1 Ω ε 1 we choose the value of the constant so that
In the soft component Y 0 + z, z ∈ I ε we do not require w 2 to satisfy any equation. Instead we make a specific choice of w 2 as follows. Let f ∈ C ∞ 0 (Y 0 ) be a positive function, then we define
where the coefficients c z are chosen so that w 2 is continuous on R \ D. Thus, we have
Finally, conditions (4.31), (4.32) imply that we can extend w 2 by zero into the soft intervals in the cells adjacent to D :
It remains to define u 1 on D so that it vanishes on the boundary of D and so that its co-derivative matches the co-derivative of w 0 (x/ε) + ε 2 w 2 (x/ε). We require
In order to fulfil the above conditions we take a smooth cut-off function χ such that χ(x) = 0,
for a sufficiently small δ > 0, and define
Suppose now that λ 0 ∈ σ A N,D \ θ σ(A θ ) . The construction described above guarantees that the function 
for some constant C > 0. It follows from the spectral theorem for self-adjoint operators (see e.g. [4] ) that for all functions
.
Straightforward calculations show that
(A ε D − λ 0 )u ε,ap =      − ε(a D u ′ 1 ) ′ (x) − ελ 0 ρ D u 1 (x), x ∈ D, − ε 2 (a 0 w ′ 2 ) ′ (x/ε) − ε 2 λ 0 ρ 0 w 2 (x/ε), x ∈ Ω ε 0 \ D, − ε 2 λ 0 ρ 1 w 2 (x/ε), x ∈ Ω ε 1 \ D.
Then (4.34) readily implies there exists
We establish the following result, which implies Claim 1 of Theorem 2.4. In particular, the second estimate in (2.6) follows from (4.33), (4.34) and (4.36) below. 1. There exists C 1 > 0, independent of ε, such that
2. For sufficiently small ε there exist (simple) eigenvalues λ ε of A ε D such that |λ ε − λ 0 | ≤ C 1 ε. 3. For sufficiently small ε the function u ε,ap is an approximate eigenfunction of A ε D : there exists a constant C 2 > 0 independent of ε such that
where u ε is the eigenfunction of A ε D corresponding to the eigenvalue λ ε .
Proof. Claim 1 of the theorem follows from (4.35) and the fact that u ε,ap L 2
(D) = 1 as ε → 0, due to (4.34). Claim 2 follows by noting that the essential spectra of A ε D and A ε coincide, and that σ(A ε ) = σ ess (A ε ) converges to θ σ(A θ ), as ε → 0, to which λ 0 does not belong. To prove claim 3, one can argue as in [20] , or [11, Section 11.1]. Namely, it follows from (4.35) and a spectral decomposition of u ε,ap with respect to the operator A ε D that there exists an ε-independent constant C 2 > 0 and c ε j ∈ R such that
where for each ε, J ε := {j : |λ ε,j − λ 0 | ≤ C 2 ε} is a finite set of indices and u ε,j are L 
where u 0 is an eigenfunction corresponding to λ 0 , extended by zero outside the defect D.
Proof. The main ingredient of the proof is demonstrating that the eigenfunction sequences u ε localise to the defect in the sense that
where χ ε,α :
is any smooth cut-off function such that
Additionally, χ ε,α is constant on each connected component of Ω 1 ε and satisfies the bound sup
The assertion (5.37) is an immediate consequence of the following lemma, that we demonstrate below.
If the convergence λ ε → λ 0 ∈ R\ θ σ(A θ ) holds as ε → 0, then there exist sequences v ε , w ε ∈ H 1 (R) such that u ε = v ε + w ε with the following properties:
2) The sequence v ε is localised to defect in the sense of (5.37); 3) There exists a constant C > 0 such that
Let us prove that λ 0 ∈ σ(A N,D ) under the assumption that Lemma 5.2 holds. By substituting ϕ = u ε in the eigenvalue problem for the operator
and utilising the boundedness of λ ε , the uniform positivity and boundedness of a j , ρ j , j = 1, 2, a D and ρ D , we establish the estimates
By (5.39), it is clear that a subsequence of u ε converges weakly in H 1 (D). Now, by Lemma 5.2 and the identity u ε = χ ε,α v ε + (1 − χ ε,α )v ε + w ε we find that u ε strongly converges to zero in L 2 (R\D). Therefore, there exists u 0 ∈ L 2 (R), u 0 ≡ 0 in R\D, such that up to a subsequence
Moreover, Lemma 5.2 implies that
Therefore, for fixed ϕ ∈ H 1 (R), we can pass to the limit in (2.4), recalling the identity
Finally, by the arbitrariness of ϕ deduce that λ 0 ∈ σ(A N,D ) and u 0 is the corresponding eigenfunction.
Corollary 5.3. Claim 2 of Theorem 2.4 holds.
We now prove Lemma 5.2.
Proof of Lemma 5.2. We start by constructing the representation u ε as the sum of v ε and w ε as follows. On the defect
, except for the intervals adjacent to the defect, we define v ε as
where I ε is defined by (4.25). If necessary, we extend v ε continuously by constant from D into the stiff region adjacent to the defect, i.e. Thus we have u ε = v ε + w ε , where v ε , w ε ∈ H 1 (R) with v ′ ≡ 0 on Ω ε 1 \D and w ε ≡ 0 in D. We first prove (5.38). By construction, for each z ∈ I ε , the function w ε has zero mean value on the interval ε(Y 1 + z) and it is clear, for example by an application of the fundamental theorem of calculus, that for each z ∈ I ε one has
A version of the same argument implies that since
Moreover, if the soft component touches the defect on the right, i.e. if d + < ε(⌊d + ⌋ ε + h) then
and if the soft component touches the defect on the left, i.
On the soft component Ω ε 0 \I ε = z∈Iε ε(Y 0 +z), we note that since w ε solves (5.43), the maximum principle implies sup (εz,ε(z+h))
This fact, along with inequalities (5.44) and (5.45), implies that −1) ) .
Putting the above inequalities together, it follows that
Straightforward calculations show that due to (5.43) we have on the soft component
Similarly, if the soft component touches the defect on the right, i.
and if the soft component touches the defect on the left, i.e.
Consequently, from (5.44)-(5.47) and the above assertions, we obtain 
Hence, by the Hölder inequality we deduce that
for some C > 0, and utilising (5.39), (5.48), (5.49) yields
Hence, by (5.48), (5.49), (5.50) and the fact w ≡ 0 in D, it follows that (5.38) holds. We now prove Claim 2. For a fixed ϕ ∈ H 1 (R) we take a test function χ ε,α ϕ in (2.4), use the identity u
ε,α ϕ and the decomposition u ε = v ε + w ε to arrive at the equation
By inequalities (5.38), (5.39), the fact that χ 
Therefore, one has
and D, and therefore
where
is the unitary transformation R ε (f )(y) = ε 1/2 f (εy). It follows that for
We now argue as in the demonstration of a Weyl's criterion for quadratic forms, see [14, Appendix] , to show the above condition implies that z ε necessarily converges strongly to zero in L 2 (R). Taking test functions in (5.51) from H + = {v ∈ H 1 (R) : v ′ ≡ 0 on R \ Ω 0 }, we see that the mapping In Appendix B below, we use standard arguments to demonstrate that there is a unitary map Ψ • U and an element f ε of the space
such that
(5.55) (We recall that λ n (θ) are the eigenvalues of the operator A θ , see Section 2). Now, by applying the transform ΨU to (5.52), we find that
This equality, the formulae (5.55) and the fact that ΨU unitarily maps H − to h − implies that
almost everywhere in θ, and
By assumption, one has
, and therefore there exists a constant c > 0 such that for sufficiently small ε the inequality λ n (θ) − λ ε > c holds for all n ∈ N and all θ ∈ [0, 2π). Hence, the above equality and (5.53) imply that
Finally, since (ΨU)z ε = (ΨUR ε )(χ ε,α v ε ), and ΨUR ε is unitary, it follows that Claim 2 holds.
Extreme localisation of defect eigenfunctions
In Section 5 we demonstrate that for eigenvalue sequences converging to a point in a gap in the limit spectrum θ σ(A θ ), the corresponding eigenfunctions u ε converge to zero in L 2 outside the defect D, as ε → 0 for α ∈ (0, 1). In this section, using the fact that one-dimensional problems admit an explicit form of solutions in terms of the fundamental system and employing standard techniques from the theory of ordinary differential equations, we provide a stronger statement on the rate of decay outside the defect. Namely, we show that the eigenfunctions u ε decay at an accelerated exponential rate outside of the defect, which is Theorem 2.4, Claim 3.
As in Section 5, we assume a sequence of eigenvalues λ ε of A ε D converges to λ 0 ∈ R\ θ σ(A θ ) as ε → 0, and consider the corresponding sequence u ε of L 2 (R)-normalised eigenfunctions, i.e.
Recalling the unitary operator R ε :
, we note that for all z ∈ I ε (see (4.25)), the functionũ ε := Ru ε solves
and satisfies the interface conditions
where the matrix M ε is given by
The vector field
solves the initial-value problem
for the matrix Φ ε and vector Ψ ε j , j = 1, 2, given by
Since λ ε → λ 0 the solutions to (6.65) converge uniformly on Y 0 to the trivial solution of
where Φ is the limit of Φ ε , as ε → 0 (see e.g. [18, Theorem 1.6.1]). Namely, we have
, for some constant C independent of ε. In particular, recalling (6.64), it follows that
Similarly, it is easy to see that w ε j and a 1 w ε j ′ converge uniformly on Y 1 to w j and a 1 w ′ j , where w j , j = 1, 2 are the solutions of (a 1 w ′ ) ′ = 0 satisfying
Since w 1 ≡ 1 and a 1 w 
and since
which together with (6.67) implies
Finally, assertions (6.66), (6.67) and (6.68) imply (6.63), as required.
Resolvent estimates for the problem without defect
In this section we study the behaviour of the unperturbed periodic operator A ε in the operator norm as ε → 0. In particular, we construct a full asymptotic expansions for the resolvent of A ε using a version of the asymptotic framework developed in [7] , see Theorem 7.2 below. This directly implies the order-sharp operator norm resolvent convergence estimate, uniform in θ, formulated in Theorem 2.2. The latter, in turn, implies the uniform in θ convergence, as ε → 0, of the spectral band functions λ ε n (θ) to λ n (θ), n ∈ N, which is also order-sharp. Recall the operator A ε in L 2 ρ ε (R) associated with the bilinear form
By a scaled version of the Floquet-Bloch transform 3 which is given as the continuous extension of the following action on e.g. continuous functions with compact support
ρ (Y ) and associated with the form
We recall that H Lemma 7.1. There exists a constant C P > 0, independent of θ, such that The following result holds. A Appendix: Norm-resolvent convergence of A ε and the limit operator A 0 We consider the space H to be the closure in L 2 ρ (R) of (cf. the end of Section 5)
Both H and H + are Hilbert spaces when equipped with the inner products inherited from L 2 ρ (R) and H 1 (R) respectively, and clearly H + is densely defined in H with continuous embedding (recall ρ is taken to be uniformly positive and bounded). The norm of H + , which is the standard H 1 -norm, is equivalent to the graph norm || · || H + := || · || We shall henceforth consider H + to be equipped with the graph norm (1.81), and denote by H − the dual space consisting of bounded linear functionals on H + . As β 0 is a non-negative closed symmetric quadratic form it generates a densely defined non-negative self-adjoint linear operator A 0 . The domain D(A 0 ) is the dense subset of H + consisting of the solutions to the problem: for each f ∈ H we consider u ∈ H + the unique solution to the problem 
Theorem 2.2 implies in particular that
A ε converges at the rate ε 2 in the norm-resolvent sense to A 0 , i.e. there exists a constant C > 0 such that
for all ε ∈ (0, 1). As before, R ε : L B Appendix: Spectral decomposition of A 0 As the operator A 0 is self-adjoint, it has a spectral decomposition and we shall now characterise the space H + and its dual H − in terms of a realisation of this spectral decomposition. For each θ, the self-adjoint operator A θ has compact resolvent and for each of its eigenvalues λ n (θ), n ∈ N, we denote by ψ n (θ; .) the corresponding L
