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Abstract
Abstract Young (briefly: AY) representations are Coxeter group representations which carry an extended
Young form. These representations appear in a new axiomatic approach to the representation theory of
Coxeter groups. While AY representations for Coxeter groups of types A and B are well understood, little
is known about type D. We introduce D-Young tableaux and study minimal AY representations associated
with them. The main result is a decomposition rule for the AY representations which are induced from Sn
into Dn. The proof of this rule involves a combinatorial bijection together with theorems from complex
analysis.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
One of the important problems in combinatorial representation theory is to find a unified
combinatorial construction of Weyl groups representations. A most important breakthrough in
this area was the introduction of Kazhdan–Lusztig cell representations [10]. Another approach
was suggested by Vershik [14], Okounkov and Vershik [11], Cherednik [4] and Ram [12].
An axiomatic development of the representation theory of Coxeter groups and their Hecke
algebras was presented in [1]. This was carried out by a natural assumption on the representation
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tions were called in [1] minimal abstract Young (briefly: AY) representations.
In this work we present several types of minimal AY representation of Dn which arise from
D-Young tableaux introduced in Section 3. These D-Young tableaux are closely related to the
Ram’s negative rotationally symmetric tableaux [12]. An explicit combinatorial view of repre-
sentations which are induced into Dn from minimal AY representations of Sn into Dn is given
in Section 5.1: the representation space is spanned by standard D-Young tableaux while the ac-
tion is a generalized Young orthogonal form. The entries of representation matrices of these
induced representations are obtained from the values of a certain linear functional on the root
space of Dn.
Our main result is a combinatorial decomposition rule for these induced representations (see
Section 5.2). This decomposition rule can be viewed as an algebraic interpretation for a certain
explicit combinatorial bijection between different subsets of tableaux. The rule is proved by
constructing a continuous path (the parameter changes from −1 to +∞) between representation
matrices, where one end of the path (at +∞) is the classical form of the induced representation
while at the other end (at −1) we get our decomposition. The integer values of the parameter
give the matrices associated with standard D-Young tableaux. Using analytic tools we show that
for all intermediate values of parameter (not necessarily for integer ones) the obtained matrices
satisfy defining relation of the group Dn and therefore they are also representation matrices.
The isomorphism between all these representations follows from the discreteness of characters.
Similar results may be obtained for the group Bn instead of Dn (see [5] or [6]). Also, the detailed
examples for the theorems of this paper may be found in [5] or [6].
2. Preliminaries and notations
For the necessary background on Coxeter groups see [7]; on symmetric group representations
see [8,9,13].
2.1. The Coxeter groups of type D
Let S2n be the group of all permutations of the numbers ±1,±2, . . . ,±n. The Coxeter group
of type D, Dn, can be defined as a subgroup of S2n. The group Dn is generated by the Coxeter
generators {s0, s1, . . . , sn−1}, defined by s0 = (1,−2)(2,−1) and si = (i, i + 1)(−i,−i − 1), for
1 i  n−1. An element of Dn is called a reflection if it is conjugate to a Coxeter generator. The
reflections of Dn are (i, j) := (i, j)(−i,−j) ∈ S2n. Notice that in this notation (i, j) = (−i,−j).
Let V = Rn be the root space of Dn with {e1, . . . , en} as its standard basis. The simple roots
are −e1 − e2, e1 − e2, e2 − e3, . . . , en−1 − en. Denote e−i = −ei for 1 i  n. The positive root
αij ∈ Rn corresponding to the reflection (i, j) ∈ Dn is αij = ei − ej for i, j ∈ {±1,±2, . . . ,±n},
i = −j , i < j . Assume by definition αij = α−j,−i = −αji .
Definition 2.1. For v = (v1, v2, . . . , vn) ∈ Rn denote v−i = −vi and define the derived vector
v = (v2 − v−1, v2 − v1, v3 − v2, . . . , vn − vn−1)
= (v1 + v2, v2 − v1, v3 − v2, . . . , vn − vn−1) ∈ Rn.
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Let Q be a standard Young tableau of skew shape. If k ∈ {1, . . . , n} is in box (i, j) of Q,
then the content of k in Q is ck := j − i. The kth hook-distance is defined as h(k) := ck+1 − ck
(1 k  n − 1). Denote by Qsi the tableau obtained from Q by interchanging i and i + 1. The
classical Young orthogonal form [8, §25.4] is generalized naturally to skew shapes.
Theorem 2.2 (Classical Young orthogonal form for skew Specht modules). Let {vQ | Q standard
Young tableau of shape λ/μ} be the basis of the skew Specht module Sλ/μ obtained by the Gram–
Schmidt process from the polytabloid basis. Then
ρλ/μ(si)(vQ) = 1
h(i)
vQ +
√
1 − 1
h(i)2
vQsi .
2.3. Abstract Young cells and representations
This section surveys results from [1] which will be used in this paper. Let (W,S) be a Coxeter
system, and let K be a finite subset of W . Let F be a suitable field of characteristic zero and
let ρ be a representation of W on the vector space VK := spanF{Cw | w ∈ K}, with basis vec-
tors indexed by elements of K. Adin, Brenti and Roichman in [1] and [2] study the sets K and
representations ρ which satisfy the following axiom:
(A) For any generator s ∈ S and any element w ∈ K there exist scalars as(w), bs(w) ∈ F such
that
ρs(Cw) = as(w)Cw + bs(w)Cws.
If w ∈K but ws /∈K we assume bs(w) = 0.
A pair (ρ,K) satisfying axiom (A) is called an abstract Young (AY) pair; ρ is an AY repre-
sentation, and K is an AY cell. If K = ∅ and has no proper subset ∅ ⊂K′ ⊂K such that VK′ is
ρ-invariant, then (ρ,K) is called a minimal AY pair. This is much weaker than assuming ρ to be
irreducible.
In [1] it was shown that an AY representation of a simply laced Coxeter group is determined
by a linear functional on the root space. In [2] it is shown that, furthermore, the values of the
linear functional on the “boundary” of the AY cell determine the representation. Also it is shown
in [2] that minimal AY representations of Coxeter groups of type A are isomorphic to skew
Specht modules.
Observation 2.3. (See [1, Observation 3.3].) Every nonempty AY cell is a left translate of an AY
cell containing the identity element of W .
Proposition 2.4. (See [1, Corollary 4.4].) Every minimal AY cell is convex (in the right Cay-
ley graph X(W,S) or, equivalently, under right weak Bruhat order). In particular, bs(w) = 0
whenever s ∈ S and w,ws ∈K.
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TK :=
{
wsw−1
∣∣ s ∈ S, w ∈K, ws ∈K},
T∂K :=
{
wsw−1
∣∣ s ∈ S, w ∈K, ws /∈K}.
Definition 2.6 (K-genericity). Let K be a convex subset of W containing the identity element.
A vector f in the root space V is K-generic if:
(i) For all t ∈ TK,
〈f,αt 〉 /∈ {0,1,−1}.
(ii) For all t ∈ T∂K,
〈f,αt 〉 ∈ {1,−1}.
(iii) If w ∈K, s, t ∈ S, m(s, t) = 3 and ws,wt /∈K, then
〈f,αwsw−1〉 = 〈f,αwtw−1〉(= ±1).
(Here αt denotes the positive root corresponding to the reflection t , it is introduced in Sec-
tion 2.1.)
By Observation 2.3, we may assume that id ∈K. Surprisingly, axiom (A) leads to very con-
crete matrices, whose entries are essentially inverse linear. In [1] it is shown that, under mild
conditions, axiom (A) is equivalent to the following more specific version. Here T is the set of
all reflections in W .
(B) For any reflection t ∈ T there exist scalars a˙t , b˙t , a¨t , b¨t ∈ F such that, for all s ∈ S and
w ∈K:
ρs(Cw) =
{
a˙wsw−1Cw + b˙wsw−1Cws, if (w) < (ws);
a¨wsw−1Cw + b¨wsw−1Cws, if (w) > (ws).
If w ∈K and ws /∈Kwe assume that b˙wsw−1 = 0 (if (w) < (ws)) or b¨wsw−1 = 0 (if (w) >
(ws)).
It turns out that for simply laced Coxeter groups the coefficients a˙t are given by a linear
functional.
Theorem 2.7. (See [1, Theorem 7.4].) Let (W,S) be an irreducible simply laced Coxeter system,
and let K be a convex subset of W containing the identity element. If f ∈ V is K-generic, then
a˙t := 1〈f,αt 〉 (∀t ∈ TK ∪ T∂K),
together with a¨t , b˙t and b¨t satisfying a˙t + a¨t = 0, b˙t · b¨t = (1− a˙t )(1− a¨t ) define a representation
ρ such that (ρ,K) is a minimal AY pair satisfying axiom (B).
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(b¨t = 1), row stochastic (a˙t + b˙t = a¨t + b¨t = 1), etc. [1, Section 5.2]. In [1] it is shown that all
these normalizations give isomorphic representations.
The following theorem is complementary.
Theorem 2.9. (See [1, Theorem 7.5].) Let (W,S) be an irreducible simply laced Coxeter system
and let K be a subset of W containing the identity element. If (ρ,K) is a minimal AY pair
satisfying axiom (B) and a˙t = 0 (∀t ∈ TK), then there exists a K-generic f ∈ V such that
a˙t = 1〈f,αt 〉 (∀ t ∈ TK ∪ T∂K).
3. D-Young tableaux and minimal cells in Dn
In this section we briefly discuss how standard Young tableaux of skew shape lead to minimal
AY cells. The complete proofs may be found in [5].
3.1. Cells and skew shapes
In this subsection we study minimal AY cells K ⊆ Dn. By Observation 2.3, every minimal
AY cell is a translate of a minimal AY cell containing the identity element; thus we may assume
that id ∈K.
We identify the root space of Dn with V = Rn and for a vector v = (v1, . . . , vn) ∈ Rn recall
the notation from Definition 2.1
v = (v1 + v2, v2 − v1, . . . , vn − vn−1) ∈ Rn.
For a (skew) tableau T denote
ck := j − i
where k is the entry in row i and column j of T . Call cont(T ) := (c1, . . . , cn) the content vector
of T , and call  cont(T ) the derived content vector of T . Below we sometimes shall denote for
brevity cont(T ) as c(T ).
Definition 3.1. Let λ be a diagram of a skew shape. Define a D-Young tableau of shape λ to be
a filling of λ by the 2n numbers ±1,±2, . . . ,±n in such a way that c−i = −ci for 1  i  n.
A D-Young tableau is called standard if the numbers are increasing in rows and in columns. If
ci = 0, then we allow the numbers ±i to occupy the same box.
Remark 3.2. Our standard D-Young tableau (when it is “connected”) does not change if we
multiply all its entries by −1 and rotate it by 180◦. Indeed, standard D-Young tableaux (except of
the case when ±i occupy the same box) are “negative rotationally symmetric standard tableaux”
considered by Ram in [12] just with additional requirement that the all assigned boxes form a
skew shape.
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−9 −8 −7 −6 −5
−4 −3 −2 −1
1 2 3 4
5 6 7 8 9
−4 1
−3 ±2 3
−1 4
−3 −2 1 4
−4 −1 2 3
Definition 3.3. Let f ∈ V be an arbitrary vector from the root space V of W .
(1) Define
Kf := {w ∈ W | t ∈ Af ⇔ (tw) > (w)}
where
Af =
{
t ∈ T | 〈f,αt 〉 ∈ {±1}
}
.
(2) If f is Kf -generic (as in Definition 2.6), then the corresponding AY representation of W (as
in Theorem 2.7), with the symmetric normalization b¨t = b˙t (∀t ∈ TKf ), will be denoted ρf .
Recall that for each v ∈ Rn, 〈v,αij 〉 = vi − vj .
The following theorem generalizes the part of sufficiency of Theorem 4.1 from [2].
Theorem 3.4. Consider the group W = Dn. Let T be a standard D-Young tableau with 2n boxes,
let c = (c1, . . . , cn) ∈ Zn be its content vector. Consider the sets Ac and Kc introduced in Defi-
nition 3.3. Then c is Kc-generic and therefore gives rise to a minimal AY pair (ρc,Kc).
See [5, Theorem 2.3.4] for the proof of Theorem 3.4.
3.2. DAY cells: Definition and structure
Definition 3.5. Let T be a standard D-Young tableau with 2n boxes. It follows from Theorem 3.4,
that T gives rise to a minimal AY pair (Kc, ρc) where c = cont(T ). We call such a cellKc a DAY
cell and such a representation ρc a DAY representation.
The following theorem describes a DAY cell by a certain set of standard D-Young tableaux.
Its statement and proof are similar to the statement and the proof of Theorem 4.5 from [2]. The
proof of Theorem 3.6 may be found in [5, Theorem 2.3.12].
Theorem 3.6. Let T be a standard D-Young tableau and let c = cont(T ). Then for any π ∈ Dn,
π ∈ Kc ⇐⇒ The tableau T π−1 is a standard D-Young tableau.
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We deal here only with tableaux which have at most two boxes on the zero-content diagonal.
The reason for it is that tableaux without boxes with zero content lead to representations induced
to Dn from Sn, while tableaux with one or two boxes of zero content give rise to minimal AY
representations which are subrepresentations of these induced representations.
4.1. Tableaux without zero-content boxes
Definition 4.1. Let m ∈ N. Denote by T[λ,m,+] the set which consists of all standard D-Young
tableaux whose smallest nonnegative content is equal to m, whose boxes with positive contents
form the shape λ and the number of negative entries in the boxes with positive contents is even.
The set T[λ,m,−] is defined similarly to T[λ,m,+], just the number of negative entries in the
boxes with positive contents is odd.
Further, when we consider both T[λ,m,+] and T[λ,m,−] we sometimes write T[λ,m,±]
for brevity.
Obviously from the definition, tableaux from sets T[λ,m,±] have no zero-content boxes.
Recall that if the number of negative entries in the boxes of T with positive contents is even,
then it is also even for T π with any π ∈ Dn. For example, the 4-element set T[(3),2,+] consists
of tableaux
1 2 3
−3 −2 −1
,
−2 −1 3
−3 1 2
−3 −1 2
−2 1 3
,
−3 −2 1
−1 2 3
.
Proposition 4.2. Let λ be a shape (straight or skew) with n boxes and m ∈ N. Then
#T[λ,m,+] = #T[λ,m,−] = 2n−1f λ.
Proof. We are dealing now with tableaux that have no box on zero-content diagonal. This means
that the standardness of the subtableau with positive contents is not affected at all by the part with
negative contents. In other words, when there is no box with content zero, then one can build a
standard D-Young tableau just filling the shape λ in the standard way by the numbers {x1, . . . , xn}
such that {|x1|, . . . , |xn|} = {1,2, . . . , n}. For each choice of such numbers {x1, . . . , xn} there are
f λ ways to arrange them in the shape λ increasing in rows and columns and obviously there are
2n ways to choose such a set of numbers. For the tableaux of the set T[λ,m,+] the number of
negative entries in the shape λ has to be even and for T[λ,m,−] this number must be odd. So,
#T[λ,m,+] + #T[λ,m,−] = 2nf λ. Clearly, #T[λ,m,+] = #T[λ,m,−] and, therefore
#T[λ,m,+] = #T[λ,m,−] = 1
2
· 2nf λ = 2n−1f λ. 
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Now consider tableaux with at most two boxes on the diagonal of zero content. Such tableau
(except to one case mentioned below) can be divided (sometimes not uniquely) into two sub-
tableaux: one contains n boxes with nonnegative contents and another (which is a reflection of
the first one because c−i = −ci ) contains the boxes with nonpositive contents.
The tableau
−7 −6 −5
−4 −3 −2 −1
1 2 3 4
5 6 7
as well as any other tableau which contains in the middle the sub-
tableau of shape 0
0
cannot be divided in the described above way while all other
(not containing such a subtableau) tableaux with at most two boxes with zero content admit such
division.
4.2.1. Tableaux having one box with zero content
First consider the case in which the tableaux have one box with zero content. The condition
c−i = −ci implies that this unique zero-content box must be occupied by two numbers ±i.
Definition 4.3. We define the set T[λ,] to be the set of all standard D-Young tableaux which
have one box with zero content (always occupied by ±i for some i) and shape of the boxes with
nonnegative contents is λ.
For example, the set T[(2,1),] is
−3 −2
±1
2 3
;
−3 1
±2
−1 3
;
−3 −1
±2
1 3
;
−3 2
±1
−2 3
;
−2 3
±1
−3 2
while the set T[(4),] consists of only one tableau −4 −3 −2 ±1 2 3 4 .
4.2.2. Tableaux having two boxes with zero content
Now suppose we have a tableau with two different boxes on the zero-content diagonal.
Definition 4.4. Denote by T[λ, ·|·,+] (T[λ,÷,+]) the set of standard D-Young tableaux which
have exactly two boxes on the zero-content diagonal and which can be divided by a vertical
(horizontal) straight line into two parts (with n boxes in each part)—one consists of the boxes
with nonnegative contents and another of nonpositive contents—and λ is the shape (straight or
skew) of boxes with nonnegative contents after this separation and the number of negative entries
in the boxes of λ is even. When the number of negative entries in the boxes of λ is odd we have
T[λ, ·|·,−] (T[λ,÷,−]).
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T
[
(2,1), ·|·,+]= { −3 1 2
−2 −1 3
; −2 1 3
−3 −1 2
; −3 −2 −1
1 2 3
}
,
T
[
(2,2)/(1),÷,−]=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−3
−2 −1
1 2
3
;
−2
−3 −1
1 3
2
;
1
−3 2
−2 3
−1
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ .
4.2.3. Constructing D-Young tableaux from a shape with n boxes
We continue to study the sets T[λ, ·|·,±], T[λ,÷,±], T[λ,] and T[λ,m,±] in more detail.
Lemmas 4.8 and 4.9 which are proved in this subsection are needed for the proof of the main
result—Theorem 5.10.
Suppose we are given a shape (straight or skew) λ with n boxes. We shall address the following
question: what sets of standard D-Young tableaux may be constructed by putting the lower left
box of λ on the diagonal of zero content?
Obviously it is always (i.e. for any λ) possible to construct the set T[λ,]. The conditions
which provide the existence of T[λ, ·|·,±] and T[λ,÷,±] are given in the following simple
remark.
Remark 4.5. If h− 2 and μh = 1, then the sets T[λ, ·|·,±] are defined but the sets T[λ,÷,±]
are not defined and we assume T[λ,÷,±] = ∅. If h− = 1 and μh  2, then the sets T[λ,÷,±]
are defined but the sets T[λ, ·|·,±] do not exist and we assume T[λ, ·|·,±] = ∅. If h−  2 and
μh  2, then both T[λ,÷,±] and T[λ, ·|·,±] are available. If μh = 1 and h −  = 1, then the
only thing we can construct putting the lower left box of λ on the diagonal of zero content is the
set T[λ,] while the sets T[λ, ·|·,±] and T[λ,÷,±] are empty.
Definition 4.6. Denote
T[λ,0,+] := T[λ, ·|·,+] ∪T[λ,÷,+] ∪T[λ,]
and
T[λ,0,−] := T[λ, ·|·,−] ∪T[λ,÷,−] ∪T[λ,].
The following theorem describes a bijection between T[λ,0,±] and T[λ,m,±] with m =
1,2,3, . . . .
Theorem 4.7. Let λ be a skew or straight shape with n boxes. Then for any m ∈ N there exists a
natural bijection:
T[λ,] ∪T[λ,÷,+] ∪T[λ, ·|·,+] ←→ T[λ,m,+]
and
T[λ,] ∪T[λ,÷,−] ∪T[λ, ·|·,−] ←→ T[λ,m,−].
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later, when we analyze the associated representations.
Lemma 4.8. Let λ be a straight or a skew shape with n boxes, i.e. λ = μ/ν for some par-
titions μ = (μ1, . . . ,μh)  n + k where h = μ′1 and ν = (ν1, . . . , ν)  k where  = ν′1, and
h > , and let T be a standard Young tableau of shape λ filled by entries x1, x2, . . . , xn such that
{|x1|, |x2|, . . . , |xn|} = {1,2, . . . , n}. If the number of negative entries in T is even (odd), then
there exists a unique standard D-Young tableau T 0 ∈ T[λ,0,+] (T 0 ∈ T[λ,0,−], respec-
tively) such that T is its half of shape λ with nonnegative contents.
Proof. (1) Let h −  2 and μh  2. Then the lower left corner of T has at least two boxes in
both directions:
T =
∗ ∗
a ∗ ∗
b c
where a < b < c.
Denote
X =
∗ ∗
−c −b a ∗ ∗
∗ ∗ −a b c
∗ ∗
, Y =
∗ ∗
a ∗ ∗
b c
−c −b
∗ ∗ −a
∗ ∗
, Z =
∗ ∗
a ∗ ∗
−c ±b c
∗ ∗ −a
∗ ∗
.
If |a| < |b| < |c|, then we put T 0 = X ∈ T[λ, ·|·,+].
If |a| > |b| > |c|, then we put T 0 = Y ∈ T[λ,÷,+].
Finally, if |a| > |b| < |c|, then we put T 0 = Z ∈ T[λ,].
The case |a| < |b| > |c| is impossible because a < b < c.
(2) If h −  = 1 and μh  2, then the box a is absent in T and the tableau X does not
exist, T[λ, ·|·,+] = ∅. If h−  2 and μh = 1, then the box c is absent in T and the tableau
Y does not exist, T[λ,÷,+] = ∅. The above item (1) of our proof can be repeated with slight
changes: we have to erase a or c, respectively, from all the places where they appear. If h−  = 1
and μh = 1, then both a and c are absent, both of the sets T[λ, ·|·,+] and T[λ,÷,+] are
empty, the lower left corner of T consists of a single box and T 0 ∈ T[λ,].
Thus, for any standard Young tableau T of an arbitrary shape λ with n boxes filled by entries
x1, x2, . . . , xn such that {|x1|, |x2|, . . . , |xn|} = {1,2, . . . , n} and the number of minuses in T is
even we have uniquely defined a standard D-Young tableau T 0 ∈ T[λ,0,+] such that T is its
half of shape λ with nonnegative contents, as claimed. When the number of negative entries in
T is odd, we can repeat with appropriate slight changes all the arguments of the above proof to
define T 0 ∈ T[λ,0,−]. 
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x1, x2, . . . , xn such that {|x1|, |x2|, . . . , |xn|} = {1,2, . . . , n}, and the number of negative en-
tries in T is even (odd), then for any m ∈ N there exists a unique standard D-Young tableau
T m ∈ T[λ,m,+] (T m ∈ T[λ,m,−], respectively) such that T is its half of shape λ with
positive contents: just take T and put it in such a way that the box at its lower left corner has the
content m and then put T ’s reflection in such a way that its upper right corner box has the content
−m and the whole picture is a skew shape. Clearly we obtain a D-Young tableau. Since there is
no box on the zero-content diagonal, the halves of positive and negative contents do not touch
each other and therefore the obtained D-Young tableau is standard and we denote it as T m.
The uniqueness here means that the content vector (and, therefore, the associated minimal AY
representation) is determined uniquely.
From Lemma 4.8 and the above observation we can easily conclude the following
Proof of Theorem 4.7. For any standard D-Young tableau X ∈ T[λ,0,±] or T[λ,m,±], we
have X = T 0 or T m where T is the half of n boxes with nonnegative (positive) contents of
shape λ in X, and our claim now follows. 
5. Several types of DAY representations
Let T be a standard D-Young tableau with the content vector
c(T ) = (c1(T ), c2(T ), . . . , cn(T )).
As discussed in previous sections, c(T ) is a generic vector (see Theorem 3.4) and thus it gives
rise to a minimal AY cell in Dn (see Theorem 2.7). Denote
f (T ) = (f0(T ), f1(T ), . . . , fn−1(T ))
= c(T ) = (c1 + c2, c2 − c1, c3 − c2, . . . , cn − cn−1).
The corresponding minimal AY representation ρ, which we called a DAY representation (see
Definition 3.5) acts on the space spanned by all the standard D-Young tableaux obtained from T
by the natural action of Dn. The action of representation matrices of generators is defined by
Theorem 2.7 with symmetric normalization
ρsi (T ) =
1
fi(T )
T +
√
1 − 1
fi(T )2
T si for i = 0,1,2, . . . , n− 1. (∗)
Notice (see Theorem 3.6) that T si is not standard if and only if√
1 − 1
fi(T )2
= 0 ⇐⇒ fi = ±1.
Definition 5.1. For m ∈ {0} ∪ N we denote by ρλ,m,+, ρλ,m,−, ρλ,·|·,+, ρλ,·|·,−, ρλ,÷,+, ρλ,÷,−,
ρλ, the DAY representations defined above by (∗) on the spaces spanned by the sets T[λ,m,+],
T[λ,m,−], T[λ, ·|·,+], T[λ, ·|·,−], T[λ,÷,+], T[λ,÷,−], T[λ,], respectively.
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of tableaux with different shapes and therefore
ρλ,0,+ = ρλ,·|·,+ ⊕ ρλ,÷,+ ⊕ ρλ,
and similarly
ρλ,0,− = ρλ,·|·,− ⊕ ρλ,÷,− ⊕ ρλ,.
When we write ρλ,m,±, ρλ,·|·,± or ρλ,÷,± we mean “representations ρλ,m,+ and ρλ,m,−” or
“representations ρλ,·|·,+ and ρλ,·|·,−” or “representations ρλ,÷,+ and ρλ,÷,−,” respectively.
5.1. Representations ρλ,m,± are induced from Sn to Dn
There are two relevant embeddings of Sn in Dn. Denote them
S1n = 〈s1, s2, . . . , sn−1〉
and
S0n = 〈s0, s2, . . . , sn−1〉.
When n is odd S1n and S0n are conjugate subgroups in Dn. When n is even they are not conjugate.
There is the following known fact:
Fact 5.3. The cosets are Dn/S1n = {σ1S1n, σ2S1n, . . . , σ2n−1S1n} where
σ1 = e = [1 ,2,3,4, . . . , n],
σ2 = s0 = [−2,−1,3,4, . . . , n],
σ3 = s2s0 = [−3,−1,2,4, . . . , n],
σ4 = s1s2s0 = [−3,−2,1,4, . . . , n],
σ5 = s3s2s0 = [−4,−1,2,3, . . . , n],
σ6 = s1s3s2s0 = s3s1s2s0 = [−4,−2,1,3, . . . , n],
σ7 = s2s1s3s2s0 = [−4,−3,1,2, . . . , n],
σ8 = s0s2s1s3s2s0 = [−4,−3,−2,−1, . . . , n],
...
σ2n−1 =
[−n,−(n− 1),−(n− 2), . . . ,−2,−1] if n is even and
σ2n−1 =
[−n,−(n− 1),−(n− 2), . . . ,−2,1] if n is odd.
These σi are coset representatives of minimal length.
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as σ˜i we just have to change the roles of s1 and s0 in each σi . It is convenient to index them by
the increasing sequences with odd number of minuses which are obtained by the action of each
σ˜i on the sequence (−1 2 3 . . . n):
σ˜1 = e ←→ (−1 2 3 4 . . . n),
σ˜2 = s1 ←→ (−2 1 3 4 . . . n),
σ˜3 = s2s1 ←→ (−3 1 2 4 . . . n),
σ˜4 = s0s2s1 ←→ (−3 −2 −1 4 . . . n),
σ˜5 = s3s2s1 ←→ (−4 1 2 3 . . . n),
...
Now we prove that for any m ∈ N our minimal AY representations ρλ,m,+ are induced into Dn
from S1n while ρλ,m,− are induced into Dn from S0n .
Let λ be a straight or skew shape with n boxes and let Sλ denote the representation of Sn
associated with λ via classical Young orthogonal form (see Section 2.2). (If λ is a straight shape,
then Sλ is an irreducible Specht module and if λ is a skew shape, then Sλ is a skew Specht
module.)
Theorem 5.5. For any natural m = 1,2,3, . . .
(1) ρλ,m,+ ∼= Sλ ↑Dn
S1n
,
(2) ρλ,m,− ∼= Sλ ↑Dn
S0n
.
Proof. We give the proof of (1) in detail and then briefly explain how the proof of (2) follows.
Recall that the representation space of ρλ,m,+ is spanned by the set of standard D-Young
tableaux T[λ,m,+]. As we already know (see Observation 4.9) each standard tableau T which
is a filling of λ (which is the shape of boxes with positive contents) by n numbers from the
set {±1,±2, . . . ,±n} in such a way that from each pair ±i only one number (i.e. or i or −i)
appears in the tableau and the number of negatives in the tableau is even leads to the unique
standard D-Young tableau T m ∈ T[λ,m,+] for which T is its subtableau of shape λ of boxes
with positive contents. So we can work with standard tableaux T of shape λ disregarding the
parts with negative contents and from now on in this subsection we identify a standard D-Young
tableau T m ∈ T[λ,m,+] with T .
From now on in this subsection we denote for brevity ρ = ρλ,m,+.
Fix some standard Young tableau T of shape λ filled with numbers 1,2,3, . . . , n. Notice that
for any other standard Young tableau T˜ of shape λ filled with numbers 1,2,3, . . . , n there exists
π ∈ S1n such that T˜ = T π (see proof of Theorem 3.6 for more details). Obviously the subspace
of Span{T[λ,m,+]} spanned by all (standard D-Young tableaux T m whose halves of positive
contents are) standard Young tableaux of shape λ filled with numbers 1,2,3, . . . , n is invariant
under the action of ρsi for 0 < i = 1,2, . . . , n− 1 (i.e. is invariant under the action of S1n) and the
corresponding representation is exactly the representation Sλ of S1n .
The following obvious observation is important:
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shape λ filled with numbers 1,2,3, . . . , n. Then all the tableaux T σij for j = 1,2, . . . , f λ and
i = 1,2, . . . ,2n−1 with σi defined in Fact 5.3 are also standard, i.e. their entries are increasing in
rows and columns, and T σij = T σij ′ for j = j ′. Moreover, it is easy to see by induction on (σi)
(the length of σi ) that there exist signed permutations ω ∈ Dn and coefficients αmj,i,ω , αmj,i,σi = 0
such that tableaux T ωj are standard and
ρσi (Tj ) =
∑
ω
αmj,i,ωT
ω
j + αmj,i,σi T σij with (σi) > (ω) for any ω.
In order to prove the first statement of Theorem 5.5 we must show that
Span
{
T[λ,m,+]}= 2n−1⊕
i=1
ρσi
(
Span
{
SYT(λ)
})
.
The number m affects only on the certain values of coefficients αmj,i,ω but all the arguments of
the proof remain the same for any m ∈ N.
Lemma 5.7. In current notations
ρσi
(
Span
{
SYT(λ)
})∩∑
i′<i
ρσi′
(
Span
{
SYT(λ)
})= {0} for i = 1,2, . . . ,2n−1.
The proof of this lemma will follow from two claims.
Claim 5.8. T σij cannot appear in the decomposition of ρσi′ (Tj ′) for i′ < i and any j ′.
Proof of Claim 5.8. Let the coset representatives σi be arranged by increasing of length, i.e.
(σi) (σi′) when i > i′.
Recall that Tj , Tj ′ ∈ SYT(λ) and hence Tj ′ = (Tj )π for some π ∈ S1n (if j ′ = j , then π = e)
and assume to the contrary that T σij appears in the decomposition of ρσi′ (Tj ′) for some i
′ < i.
Then by Observation 5.6, we must have T σij = T σi′j ′ or T σij = T ωj ′ for certain ω ∈ Dn with (σi)
(σi′) > (ω). The equality T σij = T σi′j ′ is impossible because T σij = T
σi′
j ′ = ((Tj )π )σi′ = (Tj )σi′π
for some π ∈ S1n means that σi and σi′ belong to the same coset which is a contradiction. The
equality T σij = T ωj ′ = T ωπj with π ∈ S1n , ω ∈ Dn and (σi) > (ω) is also impossible because it
means that σi = ωπ and hence σi is not a coset representative of minimal length: ω = σiπ−1 ∈
σiS
1
n and has shorter length than σi . This contradiction completes the proofs that T
σi
j cannot
appear in the decomposition of ρσi′ (Tj ′) for i
′ < i and any j ′ and thus Claim 5.8 is proved. 
Claim 5.9. Let {u1, u2, . . . , uk} and {v1, v2, . . . , vk} be two linearly independent subsets of a
vector space U such that Span{ui}ki=1 ∩ Span{vi}ki=1 = {0}. Then
Span{u1, u2, . . . , uk} ∩ Span{u1 + v1, u2 + v2, . . . , uk + vk} = {0}.
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Proof of Lemma 5.7. Combine Observation 5.6 with Claims 5.8 and 5.9. 
The subspace
ρσ1
(
Span
{
SYT(λ)
})= Span{SYT(λ)}
is invariant under the action of ρs1, ρs2, . . . , ρsn−1 (it is an S1n-representation Sλ). By the con-
struction, the ρ-action of Dn on Span{T[λ,m,+]} permutes the subspaces ρσi (Span{SYT(λ)})
and because these subspace have trivial intersection their sum is direct. Also clear that for each i
we have dimρσi (Span{SYT(λ)}) = f λ and so
2n−1⊕
i=1
ρσi
(
Span
{
SYT(λ)
})= Span{T[λ,m,+]}.
The discussion above means that ρλ,m,+ ∼= Sλ ↑Dn
S1n
by the definition of induced representation
and thus the proof of the statement (1) of Theorem 5.5 is completed.
The proof of the statement (2) of Theorem 5.5 is very similar to above. Instead of SYT(λ)
filled by numbers 1,2, . . . , n take the set SYT(λ) of standard tableaux of shape λ filled by num-
bers −1,2, . . . , n. Easy to see that the subspace Span{SYT(λ)} is invariant under the action of
ρs0, ρs2, ρs3, . . . , ρsn−1 and gives an S0n-representation Sλ. We list the coset representatives in
Fact 5.4 and the proof goes similar to above with appropriate changes. 
5.2. Decomposition of induced representation into minimal AY representations
In this section we prove the main result
5.2.1. Decomposition rule
Theorem 5.10. Let λ be a straight or skew shape with n boxes and m ∈ N. Then
(1) ρλ, ⊕ ρλ,·|·,+ ⊕ ρλ,÷,+ ∼= ρλ,m,+,
(2) ρλ, ⊕ ρλ,·|·,− ⊕ ρλ,÷,− ∼= ρλ,m,−.
Note that, when the set T[λ, ·|·,±] or T[λ,÷,±] is empty, then the representation ρλ,·|·,± or
ρλ,÷,±, respectively, is the zero module.
Notice also that in Theorem 5.10 it is enough to deal with m = 1 because it follows from
Theorem 5.5 that representations ρλ,m1,+ and ρλ,m2,+ for any m1,m2 ∈ N are isomorphic.
5.2.2. Proof of Theorem 5.10
First we will prove the following lemma.
Lemma 5.11. There exist matrix functions
gi :C →Md(C)
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gi(m) = ρλ,m,+si , m = 0,1,2, . . . .
The entries of gi(x) are analytic single-valued functions on {x ∈ C : Rex > −1} and are contin-
uous from the right at x = −1 as functions of real variable. The same holds for ρλ,m,−.
The following obvious observation is crucial for the proof of Lemma 5.11.
Observation 5.12. If (c1, c2, . . . , cn) is the content vector of a D-Young tableau T , then the
content vector of T π is (cπ−1(1), cπ−1(2), . . . , cπ−1(n)).
Proof of Lemma 5.11. Take some standard D-Young tableau Q = T m (for the definition
of T m see Lemma 4.8 and the observation after its proof) and consider its half of shape
λ with nonnegative contents denoted by T . If for a certain π ∈ Dn, T π is standard, then
Qπ = (T m)π = T πm is also standard for m = 1,2,3, . . . ; however, for m = 0, we can have
a situation when T π is standard while Qπ = (T 0)π is not standard. In such a case, T π is a half
of shape λ with nonnegative contents of the standard D-Young tableau T π0 from some other
subset of T[λ,0,±], not from that which contains Q.
To prove Theorem 5.10(1) we take a standard Young tableau T with n boxes of shape λ filled
by numbers 1,2,3, . . . , n (the number of negative entries is zero, thus even). Let
c = cont(T 0)= (c1, c2, . . . , cn)
and define for x ∈ {−1} ∪ {x ∈ C : Rex > −1} the vector function
[c](x) = (([c](x))1, ([c](x))2, . . . , ([c](x))n)= (c1 + x + 1, c2 + x + 1, . . . , cn + x + 1).
For π ∈ Dn define also
[c]π (x) = (([c](x))
π−1(1),
([c](x))
π−1(2), . . . ,
([c](x))
π−1(n)
)
.
Note that [c](x) = [c]e(x) where e ∈ Dn is the identity element. Also note that when π−1(j) =
−i for some 1 i, j  n, then we have([c](x))
π−1(j) =
([c](x))−i = −([c](x))i = −(ci + x + 1).
Clearly, by the construction of T m presented in proof of Lemmas 4.8,
c
(T m)= c(T m−1)+ (1,1, . . . ,1).
Note that this holds for m = 1 too.
These functions [c](x) are defined in such a way that
[c](m− 1) = c(T m);
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[c]π (m− 1) = c(T πm).
Now define
[f ](x) = [c](x), [f ]π (x) = [c]π (x).
For integer x = m− 1 where m = 0,1,2, . . . , we have
[f ](m− 1) = [c](m− 1) = c(T m)= f (T m),
[f ]π (m− 1) = [c]π (m− 1) = c(T πm)= f (T πm).
Now consider the space spanned by the set R of standard tableaux of shape λ with even number
of negative entries
R = {P :P is standard and P = T π for some π ∈ Dn}
and define for each i = 0,1,2, . . . , n − 1 a linear operator on Span(R) by its action on the basis
set R:
gi(x + 1)(T π ) = 1
([f ]π (x))i T
π +
√
1 − 1
([f ]π (x))2i
T siπ ,
where ([f ]π (x))i denotes the ith entry of the vector [f ]π (x) and the branch of square root
is
√
1 = 1. Observe that when T siπ is not standard, then ([f ]π (x))i = ±1, so we shall never
exit Span(R). The matrices of these operators with respect to the basis R are matrix functions
gi(x + 1). By the construction, these are exactly the representation matrices of the generators
ρ
λ,m,+
si for x = m − 1. This holds since the generator matrices of the representation ρλ,m,+ are
completely determined by entries of derived content vectors of tableaux of the set T[λ,m,+] =
{T πm :T π is standard}.
In order to complete the proof of Lemma 5.11 we have to prove the following.
Claim 5.13. For i = 0,1,2, . . . , n − 1, mappings gi(x + 1) are well defined for x ∈ C with
Rex > −1. The coefficients 1
([f ]π (x))i and
√
1 − 1
([f ]π (x))2i
are single-valued and analytic.
Proof. We must show that |([f ]π (x))i | > 1 for x ∈ C with Rex > −1. By definition,([f ]π (x))0 = ([c]π (x))1 + ([c]π (x))2 = ([c](x))π−1(1) + ([c](x))π−1(2),([f ]π (x))
i
= ([c]π (x))
i+1 −
([c]π (x))
i
= ([c](x))
π−1(i+1) −
([c](x))
π−1(i)
for i = 1,2, . . . , n − 1. Obviously, if π−1(1) and π−1(2) have opposite signs, then ([f ]π (x))0
is constant, i.e. does not depend on x, and if π−1(i + 1)π−1(i) > 0, then ([f ]π (x))i does not
depend on x. If π−1(1)π−1(2) > 0 or π−1(i + 1)π−1(i) < 0, then for i = 0,1,2, . . . , n− 1∣∣([f ]π (x)) ∣∣= |ci + ci + 2x + 2|,i 1 2
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i = 0. So,∣∣([f ]π (x))
i
∣∣=√(ci1 + ci2 + 2 Rex + 2)2 + (2 Imx)2  |ci1 + ci2 + 2 Rex + 2|.
Numbers ci1 , ci2 are nonnegative because they entries of the content vector of T 0 ∈ T[λ,0,+]
and at most one of them may be equal to zero. Hence ci1 + ci2  1. By the assumption of our
claim, Rex > −1, and therefore 2 Rex + 2 > 0. Thus, |([f ]π (x))i | ci1 + ci2 + 2 Rex + 2 > 1,
and we are done.
The proof of Lemma 5.11 is completed. 
For the further arguments we need the following Carlson’s theorem.
Theorem 5.14 (Carlson’s theorem). If f (z) is analytic in the open half-plane x > 0 and
continuous in x  0, and h(π2 ) + h(−π2 ) < 2π , then f (z) ≡ 0 if f (n) = 0, n ∈ Z+, where
h(θ) = lim supr→+∞ log |f (re
iθ )|
r
is the indicator function of f .
(See [3] for the details about the indicator function h(θ) and the proof of the Carlson’s theo-
rem.)
Proof of Theorem 5.10. The group Dn has (n2 + n)/2 Coxeter relations:
(sisj )
mij = 1, 0 i  j  n− 1,
where mii = 1 and mij = 2 or mij = 3 for i < j .
According to these relations, we introduce (n2 + n)/2 matrix functions of x for 0 i  j 
n− 1:
Aij (x) =
(
gi(x + 1)gj (x + 1)
)mij .
For x = −1,0,1,2,3, . . . , the matrices gi(x + 1) (for i = 0,1,2, . . . , n − 1) are genera-
tor matrices of representations ρλ,0,+, ρλ,1,+, ρλ,2,+, . . . , and therefore the generator matrices
ρ
λ,0,+
si , ρ
λ,1,+
si , ρ
λ,2,+
si , . . . must satisfy the defining relations of the group which implies
Aij (x) = I for 0 i  j  n− 1 and x = −1,0,1,2,3, . . .
where I is the identity matrix. The entries of Aij (x) satisfy the conditions of Carlson’s theorem
since they are polynomials in several expressions of the form
± 1
ci + cj + 2x + 2 ,
√
1 − 1
(ci + cj + 2x + 2)2 ,
where ci , cj are some entries of the content vector of T 0, as we have seen in the proof of
Claim 5.13. We choose the branch
√
1 = 1 for square roots, the branching points of our square
roots are at the left of zero (indeed at the left of −1) as we showed in Claim 5.13, and so we can
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h(−π2 ) = 0 < 2π because our functions are powers of z and limr→+∞ log rr = 0. Thus, by the
Carlson’s theorem, we conclude that
Aij (x) = I for 0 i  j  n− 1 and for any real x −1,
not only for integer x = −1,0,1,2,3, . . . as before. This means that the matrices gi(x + 1) are
generator matrices of representations not only for integer x = −1,0,1,2,3, . . . but for any real
x  −1. Denote this representation ρ(x+1). Take some fixed w ∈ Dn and denote by χw(x) the
character of the representation ρ(x+1) evaluated at w. The character is a polynomial in the entries
of representation matrices, so in our case χw(x) is a polynomial in several expressions of the form
± 1
ci + cj + 2x + 2 ,
√
1 − 1
(ci + cj + 2x + 2)2 ,
and therefore χw(x) is a continuous function of x −1. By discreteness of the character values
and continuity of χw(x) as a function of x, we have χw(x) = const which implies that all the rep-
resentations ρ(x+1) for x  −1 are isomorphic. In particular, substituting x = −1,0,1,2,3, . . .
we get
ρλ, ⊕ ρλ,÷,+ ⊕ ρλ,·|·,+ ∼= ρλ,m,+,
and the first statement of Theorem 5.10 is proved.
In order to prove the second statement of Theorem 5.10, we have to start with standard tableau
T filled by numbers −1,2,3, . . . , n. Everything is similar to the above with very slight changes.
The proof of Theorem 5.10 is completed. 
Remark 5.15. In the above proof of Theorem 5.10 we did not use Theorem 5.5. Moreover, we
proved that all the representations ρ(x) are isomorphic and denoting
ρ(∞)si = limx→+∞ρ
(x)
si
for i = 0,1,2, . . . , n− 1
we obtain the representation ρ(∞) which is exactly the classical form of induced representation
as given, for example, in [1], proof of Theorem 9.3. This observation itself can be used to give
another proof of Theorem 5.5 because, as we have seen above, χw(x) = const and has the same
value when x → ∞ which implies that representations ρ(x) (and in particular ρλ,m,+ for m ∈ N)
are isomorphic to the representation ρ(∞) obtained when x tends to infinity.
5.2.3. Remarks
We finish this section with several remarks.
Remark 5.16. It is possible to avoid using Carlson’s theorem in the proof of Theorem 5.10: if
we take a stochastic normalization instead of symmetric (see Remark 2.8), then the characters
will be rational functions of x (without square roots) and a rational function which has infinitely
many zeros is zero.
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By Theorem 5.5 we have ρλ,m,+ ∼= Sλ ↑Dn
S1n
and ρλ,m,− ∼= Sλ ↑Dn
S0n
. The subgroups S1n and S0n
are always conjugate in Bn. If n is odd, then S1n and S0n are also conjugate as subgroups in Dn
which easily implies that the induced representations are isomorphic. When n is even the rep-
resentations ρλ,m,+ and ρλ,m,− can be non-isomorphic. The irreducible representations of Bn
are indexed by ordered pairs of partitions (α,β) such that |α| + |β| = n. Restricting irreducible
representations (α,β) and (β,α) with α = β from Bn to Dn we get the same irreducible repre-
sentation of Dn and therefore irreducible representations of Dn are indexed by unordered pairs
of partitions {α,β} such that |α| + |β| = n, α = β . For even n there are two nonisomorphic irre-
ducible representations of Dn {α,α}+ and {α,α}− where α  n2 which split from the irreducible
representation of Bn associated with (α,α). It can be easily shown that
1 ↑Bn
S0n
∼= 1 ↑Bn
S1n
∼=
n⊕
k=0
(
(n− k), (k))
and therefore
ρ(n),m,+ ∼= 1 ↑Dn
S1n
∼=
n
2 −1⊕
k=0
{
(n− k), (k)}⊕ {(n
2
)
,
(
n
2
)}+
and
ρ(n),m,− ∼= 1 ↑Dn
S0n
∼=
n
2 −1⊕
k=0
{
(n− k), (k)}⊕ {(n
2
)
,
(
n
2
)}−
and therefore ρ(n),m,+  ρ(n),m,−.
Remark 5.17. Using the character table of D4 one can see that the representation ρ(2
2),·|·,−
whose representation space is spanned by
−4 −3 −2 1
−1 2 3 4
,
−4 −3 −1 2
−2 1 3 4
,
−4 −2 −1 3
−3 1 2 4
and whose generator matrices are
ρ(2
2),·|·,−
s0 =
(1 0 0
0 1 0
0 0 −1
)
, ρ(2
2),·|·,−
s1 =
⎛⎝ 13
√
8
3 0√
8
3 − 13 0
0 0 1
⎞⎠ ,
ρ(2
2),·|·,−
s2 =
⎛⎝1 0 00 − 12 √32√
3 1
⎞⎠ , ρ(22),·|·,−s3 =
(1 0 0
0 1 0
0 0 −1
)
0 2 2
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resentation ρ(22),·|·,+ whose representation space is spanned by
−4 −3 1 2
−2 −1 3 4
,
−4 −2 1 3
−3 −1 2 4
,
−4 −3 −2 −1
1 2 3 4
is isomorphic to another irreducible three-dimensional split representation {(2), (2)}+. Of course,
ρ(2
2),·|·,+  ρ(22),·|·,− because {(2), (2)}+  {(2), (2)}−. Similarly, one can verify directly that
ρ(2
2),÷,− ∼= {(12), (12)}− and ρ(22),÷,+ ∼= {(12), (12)}+.
The following conjecture seems to be true.
Conjecture 5.18. Let n ∈ N be even. Then
ρ((
n
2 )
2),·|·,− ∼=
{(
n
2
)
,
(
n
2
)}−
, ρ((
n
2 )
2),·|·,+ ∼=
{(
n
2
)
,
(
n
2
)}+
,
ρ(2
n
2 ),÷,− ∼= {(1 n2 ), (1 n2 )}−, ρ(2 n2 ),÷,+ ∼= {(1 n2 ), (1 n2 )}+.
5.2.4. Why we need the negative contents?
The representations ρλ,m,± (with m ∈ N), ρλ,·|·,±, ρλ,÷,±, ρλ, are completely determined
by the derived content vector f = c which itself is completely determined by the half tableau
of shape λ which consists of boxes with nonnegative contents. The natural question is: why
we need the half with nonpositive contents? The answer is: we want the minimal AY cell Kc
which corresponds to the minimal AY representation ρc to be described bijectively by the set of
standard D-Young tableaux and to provide this we need
fi(T ) = ±1 ⇐⇒ T si is not standard.
Consider, for example, T = 1 2 3 where the box 1 has the zero content. Then the
derived content vector
f (T ) = (f0, f1, f2) = (c1 + c2, c2 − c1, c3 − c2) = (0 + 1,1 − 0,2 − 1) = (1,1,1).
We have f0 = 1 and therefore the tableaux T s0 must be not standard, but T s0 = −2 −1 3
is standard. However, if we add to T the part with nonpositive contents and let T =
−3 −2 ±1 2 3 we have T s0 = −3 1 ±2 −1 3 which is indeed not standard as we
desire.
Ram in [12] requires for standardness increasing of entries in the same diagonal (from north-
west to southeast) without allowing two entries to occupy the same box. In the above example it
works properly: T = −3 −2 −1 is standard and T s0 = −3 1 2 has
1 2 3 −2 −1 3
582 Y. Cherniavsky / Advances in Applied Mathematics 41 (2008) 561–5832 to the northwest of −2 in the same diagonal and hence is not standard. However for
T =
2 3
−1
1
−3 −2
with f0(T ) = c1(T )+ c2(T ) = 0 + 3 = 3 = ±1,
we have T s0 =
−1 3
2
−2
−3 1
with 2 to the northwest of −2 in the same diagonal, i.e.
T s0 is not “standard” while f0(T ) = ±1. If we allow the numbers ±i to occupy the same box
the (derived) content vector does not change; however, we avoid here the mentioned problem:
T =
2 3
±1
−3 −2
and T s0 =
−1 3
±2
−3 1
are both standard. When the tableaux has no boxes of zero content (i.e. in the case of representa-
tion ρλ,m,± with m ∈ N), then indeed the part with negative contents does not play any role and
we introduced it only in order to have a unified definition of a D-Young tableau.
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