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[Ra88] Radke, J. D. "On the shape of a set of points," in Computational Morphology, Tous-{(X 1 ,θ 1 ), (X 2 ,θ 2 ),..., (X n ,θ n )} in turn and classify it with the remaining set [Wa73]. Geometrically this problem reduces to computing for a given set of points in d-space the nearest neighbour of each (the all-nearest-neighbours problem).
Proximity Graphs
Almost every aspect of computer vision, as we have seen, can benefit enormously from the application of proximity graphs and therefore we devote an entire section of the paper to such graphs. Many problems that would presumably be useful for computer vision remain open and we state some of them here to bring them to the attention of interested readers.
Recognizing Proximity Graphs
One area as yet almost totally unexplored concerns the question of the recognition of proximity graphs. The only known result concerns Delaunay triangulations. Given a triangulation T of a set of n points, Ash & Bolker [AB85] have shown that whether T is a Delaunay triangulation can be determined in O(n) time under mild assumptions.
Graph Theoretic Properties of Proximity Graphs
Another area which has received little attention concerns the determination of graph theoretical properties of proximity graphs. The only proximity graphs which have been carefully examined are the Gabriel graph [MS80] and the RNG [Ur83].
Probabilistic Properties of Proximity Graphs
Yet another area which has received little attention concerns the determination of probabilistic and statistical properties of proximity graphs. The only proximity graphs which have been carefully examined are the Delaunay triangulation, the Gabriel graph, and the RNG. Miles [Mi70] has done considerable work on the probability distribution of random variables describing characteristics of the Delaunay triangulation. See also Getis & Boots [GB78] . Devroye [De88] obtains a variety of results concerning the expected number of edges in proximity graphs such as the Gabriel graph, the RNG and several types of nearest neighbour graphs. No results of this type are known for the other proximity graphs discussed in this paper.
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Decision Rules
Once a feature vector X=[x 1 ,x 2 ,...,x d ] has been extracted from an object in the image it is often desired to classify the object into one of a predetermined set of pattern classes or categories. There are scores of methods for doing this [DH72] .
Parametric Decision Rules
In parametric classification we assume that X is a random variable with some specified probability density function or distribution described by some parameters that are usually estimated from data. In this approach one is often called upon to compute distances between sets under varying types of metrics [To70]. Such is in fact an implicit computation of the Voronoi diagram where the seeds are the estimates of location for the distributions. Alternately, one may seek to describe geometrically the decision boundaries themselves, i.e., the manner in which the discriminant functions partition the feature space into regions associated with the pattern classes [To72].
Non-parametric Decision Rules
In the non-parametric classification problem we have available a set of n feature vectors taken from a collected data set of n objects denoted by {X,Θ}={(X 1 ,θ 1 ), (X 2 ,θ 2 ),..., (X n ,θ n )}, where X i and θ i denote, respectively, the feature vector on the ith object and the class label of the object. One of the most powerful such techniques is the so-called nearest-neighbour rule (NN-rule) [CH67] , [De81] . Let Y be a new object (feature vector) to be classified and let X k *∈{X 1 ,X 2 ,...,X n } be the feature vector closest to Y. The nearest neighbour decision rule classifies the unknown object Y as belonging to class θ k *.
In the past some practitioners have avoided using the NN-rule on the grounds of the mistaken assumptions that (1) all the data {X,Θ} must be stored in order to implement such a rule and (2) to determine X k *, distances must be computed between Y and all members of {X 1 ,X 2 ,...,X n }.
Both of these problems have been eradicated with techniques from computational geometry. Various methods exist for computing a nearest neighbour without computing distances to all the candidates [FBF77] . In fact, the point location techniques [LP77] do not compute any distances at all. Furthermore, not all the "training" data {X,Θ} is required to be stored. Methods have been developed [TBP84] to edit "redundant" members of {X,Θ} in order to obtain a relatively small subset of {X,Θ} that nevertheless implements exactly the same decision rule as using all of {X,Θ}. Such methods depend heavily on the use of Voronoi diagrams and proximity graphs such as the Gabriel graph [TBP84].
Estimation of Misclassification
A most important and too often neglected problem in computer vision concerns the proper experimental methodology for estimating the performance of a decision rule. For a survey of early work on this topic see [To74] . Many geometric problems occur here as well. For example, a good method of estimating the performance of the NN-rule is to delete each member of {X,Θ} = it by 0.5. The same trick reduces Avis & Horton's bound by 0.5. David Avis has found examples that require 9n edges and conjectures that the best upper bound is in fact 9n.
4.3
Polygon Decomposition
Simple polygons
In 1975 Vasek Chvatal [Ch75] proved that n/3 guards were always sufficient, and sometimes necessary, to guard (jointly see) the complete interior of a simple polygon (art gallery) consisting of n walls or vertices. This result has come to be known as Chvatal's Art Gallery Theorem and has since evolved to fill out an entire book on the subject {O'R 87]. Avis and Toussaint in 1981 obtained an O(n log n) time algorithm for actually placing the guards and noted that this algorithm also decomposes the polygon into at most n/3 star-shaped components [AT81] 
Special classes of polygons
The fastest known algorithm [ET88] for computing the RND of a simple polygon is O(n 2 ). On the other hand, for convex polygons the RND can be computed in O(n) time [Su83], and so can the Delaunay triangulation [AGSS]. However, it is shown in [ART87] that O(n log n) is a lower bound for computing the Delaunay triangulation on the vertices of a star-shaped or monotone polygon. It is unknown whether any other proximity graphs can be computed in linear time for the case of convex polygons. Furthermore, for most proximity graphs it is unknown whether they can be In [To88c] a new graph termed the sphere-of-influence graph is proposed as a primal sketch intended to capture the low-level perceptual structure of visual scenes consisting of dot-patterns (pointsets). The graph suffers from none of the drawbacks of previous methods and for a dot pattern consisting of n dots can be computed efficiently in O(n log n) time. For a survey of the most recent results in this area the reader is referred to the paper by Radke [Ra88].
The Relative Neighborhood Graph
In [JK89] it is shown that the RNG in 3-space can be computed in O(n 2 log n) time and O(µ 3 (S)) space where µ 3 (S) denotes the size of RNG(S). It is an open question whether this upper bound can be improved. It is also not known how large µ 3 (S) can be over all instances of S. Denote this value by µ 3 (n). It is shown in [JK89] that µ 3 (n) = O(n (3/2)+c ) where c is a positive constant and they conjecture that µ 3 (n) = O(n).
β-Skeletons
In [KR85] it was shown that lune-based β-skeletons with β > 1 could be computed in O(n 2 ) time. In [JKY89] it is shown that lune-based β-skeletons with 1 ≤ β ≤ 2 can be constructed in linear 
The Sphere of Influence Graph
Avis and Horton [AH85] showed that the number of edges in the sphere-of-influence graph is bounded above by 29n. The best upper bound to date is 17.5. This follows from a lemma of Bateman in geometrical extrema suggested by a lemma of Besicovitch (Geometry, May 1951, pp. 667-675) and an observation of Kachalski. Bateman's lemma gives 18n and Kachalski's trick reduces a pre-stored set B from a collection of sets representing the different pattern classes. The geometric problem here is to determine whether there exists an affine transformation (a general linear transformation followed by a translation) that maps each point of A onto a corresponding point of B. Only recently has computational geometry been invoked here [HU87] , [HH89] and much work remains to be done. For the special case in which the cardinalities of A and B are equal, whether such a transformation exists can be determined in θ(n log n) time where n is the said cardinality [HH89] .
For a variety of computational geometric results in this area the reader is referred to [AMWW88] . A related problem here is to compute the similarity or distance between two polygons which could represent the boundaries of shapes or the convex hulls of sets of points [To84] . This problem is in turn closely related to the problem of approximating polygons by smoother ones or by polygons with fewer vertices [ABGW90], [To85].
Computational Morphology
Computational morphology is concerned with the analysis, description, and synthesis of shapes and patterns from a computational point of view. It is therefore of central concern to computer vision. Once the objects in an image have been normalized, smoothed, and cleaned up it is time to measure their shape using mathematical descriptors of shape [Se82] . This is referred to as feature extraction.
Feature Extraction
Typically we calculate d features or measurements of the shape of an object yielding a feature vector X=[x 1 ,x 2 ,..., Symmetry is an important feature in the analysis and synthesis of shape and form [LT87] . As such it is not surprising that it has received considerable attention in the pattern recognition, image processing, and computer graphics literatures. One of the earliest applications of computational geometry to symmetry detection was the algorithm of Akl & Toussaint [AT78] to check for polygon similarity. Since then attention has been given to other aspects of symmetry and for objects other than polygons. For example, Sugihara [Su84] shows how a modification of the planar graph-isomorphism algorithm of Hopcroft and Tarjan [HT73] can be used to find all symmetries of a wide class of polyhedra in O(n log n) time.
Given a convex polygon P, associate with each point p in P the minimum area of the polygon to the left of any chord through p. The maximum over all points in P is known as Winternitz's Measure of Symmetry and the point p* that achieves this maximum is called the center of area. Diaz and O'Rourke [DO88] show that p* is unique and propose an algorithm for computing p* in time O(n 6 log 2 n). For a survey of the most recent work on detecting symmetry see [Ea88] .
The Shape of a Set of Points
In some contexts such as the analysis of pictures of bubble-chamber events in particle physics the input patterns are not well described by polygons because the pattern may consist essentially metry to cluster analysis can be found in [De86] . For more recent and novel approaches to the problem of partitioning point sets see [HS89] . Most cluster analysis algorithms depend heavily on the computation of distances. The distance may be the diameter of a single set [BT87] 
Image Processing
Once the objects in the image have been isolated they are massaged in one form or another with the goal of making eventual classification easier. At this stage the objects may be treated simply as a connected collection of pixels which are processed usually in parallel in the more traditional forms of image processing [MP69], [Ro69], or they may be represented by their boundary as polygons and processed using computational geometry in the more modern approach [ET88] , [Ke85] which nevertheless has early roots in the pioneering work of Feng & Pavlidis [FP75] .
Normalization
Normalization is performed to make feature extraction simpler and to obtain better results. Many such techniques are inherently geometric in nature. For example, in the context of handprinted numeral recognition Nagy & Tuong [NT70] compute the convex hull of the boundary polygon of a numeral, determine its four extreme points in the diagonal directions and then use a geometric projective transformation to map the resulting quadrilateral into a square. Other approaches involve finding the minimum-area rectangle enclosing the polygon for which a simple linear-time algorithm is known [To83b].
Smoothing, Enhancement & Approximation
In spite of the application of normalization and noise removal the resulting boundary polygons of objects may still require smoothing or enhancement and it may also be desired to reduce the number of vertices of the polygons while retaining their inherent shape using polygonal approximation methods in order to reduce the complexity of subsequent algorithms applied to the polygons. Here again is an area where computational geometry is playing an ever increasing role. Smoothing and enhancement can be carried out for example by deleting carefully chosen branches of the medial axis of the polygon [Le82]. Given a polygonal planar curve P= (p 1 ,p 2 ,...,p n ) the polygonal approximation problem can be cast in many different molds. One such version for example calls for determining a new curve P= (p' 1 ,p' 2 ,...,p' m ) such that, l) m < n, 2) the p' i are a subset of the p i , and 3) any line segment [p' j ,p' j+1 ] which substitutes the chain corresponding to [p r ,...,p s ] in P is such that the distance between every p k for k between r and s and the approximating line segment is less than some predetermined error tolerance. Recently Iri and Imal [II85] proposed an elegant O(n 3 ) algorithm that finds the approximation that minimizes m subject to the two other constraints. In [To85c] it is shown how the complexity of their algorithm can be reduced to O(n 2 log n) time when the error criterion is changed. Furthermore, it is shown that the complexity of the method can be further reduced to O(n 2 ) if the curves are monotonic in a known direction.
For a survey of polygonal approximation techniques the reader is referred to the excellent paper by Imai & Iri [II88] .
Pattern Matching
One approach to pattern recognition avoids feature extraction or shape analysis altogether and instead tries to match a set of points A (fiducial points obtained from the unknown object) to of the original range of light intensity values into a pre-specified number of sub-ranges called greylevels. In a binary picture there are only two levels and we speak of a "black-and-white" image.
The image segmentation problem consists of receiving a digital image I = {p ij | 1 ≤ i,j ≤ n}, consisting of an n × n array (also viewed as a square lattice) of pixels p ij , as input and producing a labelled planar subdivision of I as output. This presupposes labelling each pixel into categories. This having been done each connected component of I consisting of pixels with the same label or category corresponds to one of the regions in the subdivision. Each such connected component will be called an object in the image. For a survey of image segmentation techniques the reader is referred to [HS85] . We discuss only two methods here.
Histogram Analysis and Threshold Selection
One of the simplest methods of segmenting an image, but not a very powerful one, is to compute a histogram of all the pixels with every intensity value and select some threshold values at the "significant" local minima of the histogram. Clearly, selecting k thresholds will yield k+1 categories of pixels. For simple pictures and simple tasks a single threshold which partitions the image into "figure" and "background" is sufficient. For an example of the application of thresholding to the segmentation of cervical cell images in the context of automated cervical cancer recognition the reader is referred to [CPT77] . In this example the pixels are classified into three categories corresponding to the labels: nucleus, cytoplasm, and background. Another area where thresholding is used quite successfully is character recognition [Ba68] . There are a variety of methods for selecting thresholds [We78] and computational geometry is only beginning to be applied here. For example, a frequently used heuristic for segmenting an image into grey-level clusters or objects is to select thresholds at the bottoms of "valleys" on the histogram of the digital image. In a novel approach Rosenfeld and de la Torre [RT83] proposed selecting the thresholds through a more involved analysis of the convex deficiency of the histogram. The convex deficiency is obtained by subtracting (in the set-theoretical sense) the histogram from its convex hull. In order to compute the convex hull of the histogram they propose an algorithm of Rutovitz [Ru75] which runs in time O(n 2 ) where n is the number of grey levels. However, as pointed out in [To83], the fact that a histogram is a very special type of polygon, namely a monotonic polygon allows us to compute the convex hull with a very simple O(n) time algorithm [TA82].
Cluster Analysis
One of the most powerful approaches to image segmentation that lends itself to the application of complicated images such as those of outdoor scenes is the method of clustering and this is an area where a great deal of computational geometry can be readily applied. In this approach each pixel is treated as a complicated object by associating it with a local neighborhood in I. 
Image Segmentation
The transducer converts a light intensity array from the real world into a two dimensional array or digital image of pixels (picture elements) which are numbers resulting from a quantization
