Abstract: Quantitative structure-solubility relationships (QSSR) are considered as a type of Quantitative structure-property relationship (QSPR) study in which aqueous solubility of chemicals are related to chemical structure. In the present work, multiple linear regression (MLR) and artificial neural network (ANN) techniques were used for QSSR studies of the water solubility of 68 phenols (phenol and its derivatives) based on molecular descriptors calculated from the optimized 3D structures. By applying missing value, zero and multicollinearity tests with a cutoff value of 0.95, and a genetic algorithm (GA), the descriptors that resulted in the best fitted models were selected. After descriptor selection, multiple linear regression (MLR) was used to construct a linear QSSR model. The R 2 = 91.0 %, LOO 2 Q = 89.33 %, s = 0.340 values of the model developed by MLR showed a good predictive capability for log S values of phenol and its derivatives. The results of MLR model were compared with those of the ANN model. the comparison showed that the R 2 = 94.99 %, s = 0.245 of ANN were higher and lower, respectively, which illustrated an ANN presents an excellent alternative to develop a QSSR model for the log S values of phenols to MLR.
INTRODUCTION
Phenols compounds are nearly ubiquitous pollutant in all ecosystems 1 because they are basic materials for industry production and agriculture, which are commonly used in chemical synthesis. They can spread through air and water, with strong carcinogenicity, teratogenicity and mutagenicity, 2,3 which cause great dam-QSSR OF PHENOLS SOLUBILITY 577 tors. Two modeling techniques, i.e., MLR and ANN, were used to construct linear and nonlinear models. The performances of the obtained models were compared with each other. Furthermore, the applicability domain (AD) was analyzed based on the Williams plot for the MLR model.
EXPERIMENTAL

Data set
In the present study, the values of log S were mainly harvested from the handbook of physicochemical properties and environmental fate for organic chemicals. 11 The experimental data were available for phenol and 68 of its derivatives. The values of log S ranged from 0.73 to 5.04. A complete list of the compounds names, and corresponding experimental and predicted solubility by MLR and ANN methods are given in Table I .
Descriptor generation
The chemical structure of each compound was sketched on a PC using the HYPERCHEM program 6.03, 12 and pre-optimized using the MM + molecular mechanics method (Polack-Ribiere algorithm). The final geometries of the minimum energy conformation were obtained by the semi-empirical PM3 method at a restricted Hartree-Fock level with no configuration interaction, applying a gradient norm limit of 0.001 kcal* mol -1 as the stopping criterion. The molecular structures were used as input for the generation of 1664 descriptors using Dragon software 5.3 13 for the computation of different types (geometric, topological, 2D autocorrelation, etc.). To reduce redundant and non-useful information, constant or near constant values and descriptors found to be highly correlated pairwise (one of any two descriptors with a correlation greater than 0.97 were excluded in a pre-reduction step. Thus, 527 descriptors remained to undergo subsequent descriptor selection.
Selection of the training and test sets (splitting)
It is important to define rationally a training set from which the model is built and an external test set on which to evaluate its prediction power. The object of this selection should be to generate two sets with similar molecular diversity, in order to be reciprocally representative and to cover all the main structural and physicochemical characteristics of the global data set. Several procedures could be adopted for the selection of the training and test sets, the later should contain between 15 and 40 % of the compounds in the full data set. 14 In this work, four different splitting techniques were applied: a) random splitting, b) sorted response splitting, c) structural similarity ordered by the first axis of principal component analysis (PCA, PC1 score) 15 and d) by using the Kennard and Stone algorithm (CADEX). 16 
Descriptor selection and model development
Multiple linear regression analysis and variable selection were performed with the help of QSARINS software (version 2.2) 17 using the ordinary least squares (OLS) method and genetic algorithm/variable subset selection (GA/VSS). This "variable selection" procedure generates a "population" of models, ranked according to decreasing R 2 values. The best models were chosen by using LOO 
2
Q
(leave-one-out) as the optimization value, and taking into account the parsimony principle regarding the complexity of the models, which should be as small as possible. For this reason, only up to three descriptors were included in the QSAR generated in this study. Furthermore, the correlation between the modeling descriptors and the 578 KHEROUF et al. modeled response was checked by the Q under influence of K (QUIK) rule, to exclude models with high predictor collinearity and exclude chance correlation. 18 The best modeling descriptors were selected using the all subset procedure of QSARINS software. 17, 18 The search of the best solution is realized by maximizing a selected fitness function, in the present case LOO 
2
Q .
Artificial neural network (ANN) method
An ANN is suitable for modeling a nonlinear relationship; the major advantage is that models can be developed without knowing the exact form of the analytical function on which the model should be built. The theory of ANN and application in QSPR studies has been extensively discussed in many reviews. 19, 20 The descriptors selected from MLR were submitted to a three-layer feed-forward ANN with a back propagation learning algorithm 21 for the prediction of the solubility of 68 phenols. The number of hidden neurons was optimized by a trial and error procedure on the training process. One output neuron was used to represent the experimental solubility.
Model evaluation and validation
Model performance was evaluated by the following statistical parameters (R 2 and between the model and the observed data. In other words, R 2 verifies the goodness-of-fit of the developed model. For the quantitative assessment of model's robustness, the cross-validation (CV) coefficient ( LOO 2 Q ), which is one of the most commonly applied internal validation techniques, was calculated. In this method, the process of removing a molecule, and creating and validating the model against the individual molecules was performed for the entire training set. [22] [23] [24] ( )
where y i is the observed dependent variable (the experimental response), ŷ i is the value calculated by the model, ȳ is the mean value of the dependent variable, n is the number of compounds in the training set, and ŷ i/i is the value of log S predicted by the model built without compound i according to the LOO method. The leave-many-out (LMO) procedure is a strong internal validation. By design, model validation by LMO employs smaller training sets than the LOO procedure and can be repeated many more times due to the possibility of larger combinations in leaving many compounds out from the training set. The premise being that if a QSPR model has a high average in the LOO 
2
Q
validation, it could reasonably be concluded that the obtained model is robust. 18 In the present case, 20 of the chemicals were set aside from the training set with 2000 iterations.
The predictive power of the developed model was evaluated by the external validation set on a series of coefficients: Val 2 R (characterizing the correlation between the predicted and experimental values in the validation set) the coefficients F1 2 Q , 25 F2 2 Q , 26 F3 2 Q 27,28 and the concordance correlation coefficient CCC EXT , 24, 29, 30 the last verifies how small the differences are between experimental data and external data set in predictions. 24, 30 In addition, the root mean squared error (RMSE), which summarizes the overall error of MLR and ANN models, was used to measure and compare the prediction accuracy in the training (RMSE tr ) and in the prediction (RMSE val ) set, defined as follows:
The standard error of the estimate s is a measure of the accuracy of the predictions made with a regression line defined by the following equation:
where N-P-1 is the degree of freedom A variance inflation factor (VIF) was calculated to test if multicollinearities existed among the descriptors, which is defined as below: 
Applicability domain (AD) analysis
The AD of a QSPR model 23 must be defined if the model is to be used for screening new compounds. The AD is a theoretical region in space defined by the descriptors of the model and the modeled response, for which a given QSPR should make reliable predictions. This region is defined by the nature of the compounds in the training set and can be characterized in various ways. In this work, the structural AD was verified by the leverage approach. The leverage h i and warning leverage h* 32 are defined by the following expressions:
where x i is the descriptor vector of the considered compound, X is the model matrix derived from the training set descriptor values, n tr is the number of training compounds and p is the number of model descriptors. A Williams plot, ta plot of the leverage values vs. the standardized residuals, was used to detect the responses of outliers (Y outliers, i.e., chemicals with absolute standardized residuals greater than 3 standard deviation units) and the structurally influential chemicals (X outliers, i.e., chemicals with leverage values greater than the threshold value h i > h*).
RESULTS AND DISCUSSION
In the following sections, the best developed models predicting the solubility for the training set of 48 phenols are reported, which are then validated on the test set of 20 compounds; using linear and nonlinear methods.
MLR model
AG/MLR by using QSARINS software was applied to the training set to select the optimum subset of descriptors and to develop a linear model.
To achieve the best model, four different splitting techniques were applied (Table II) It is evident from the statistical values in Table II that the models show similar good performances and have excellent predictive capabilities as verified by various criteria in different splittings. Based on the above results, the model constructed by the Kennard and Stone algorithm splitting was chosen. The statistical parameters show that the model (Eq. (8)) established a strong correlation between the 3 selected variables and the studied property, characterized by excellent parameters, in addition to a very large value of the Fisher F = 148.2342, which indicates the excellence of the model in the prediction of solubility values, and a good standard error s = 0.3404. Eq. (8) presented a value of R 2 = 91.00 %, indicating excellent agreement between correlation and variation of the data, also the low value of R 2 . indicates that the obtained model has no chance correlation. All statistical parameters of the selected model are satisfying and prove, at the same time, that the obtained model is stable, robust and predictive. Then, the selected model was used to predict the test set data.
In Eq. (8), three different kinds of molecular descriptors appear: 1) polarizability defined as the dipole moment of a molecule induced by an electric field of unit intensity; 33 2) DISPe, d COMMA2 value/weighted by atomic Sanderson electronegativities, which is the displacement (DISPe) between the geometric centre and the centre of the considered property field, calculated with respect to molecular principal axes; 13 (3) nCb -the number of substituted benzene C(sp2). 13 Some important statistical parameters (as given in Table III ) were used to evaluate the involved descriptors. The t of a descriptor measures the statistical significance of the regression coefficients. The high absolute values of t shown in Table III express that the regression coefficients of the descriptors involved in the MLR model are significantly larger than the standard deviation. The t-probability of a descriptor can describe the statistical significance when combined together within an overall collective QSPR model (i.e., interactions of the descriptors). Descriptors with t-probability values below 0.05 (95 % confidence) are usually considered statis-________________________________________________________________________________________________________________________ Available on line at www.shd.org.rs/JSCS/ (CC) 2019 SCS.
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583 tically significant in a particular model, which means that their influence on the response variable is not merely by chance. 34 A smaller t-probability suggests a more significant descriptor. The t-probability values of the three descriptors are very small, indicating that all of them are highly significant descriptors. The VIF values of these descriptors (less than five) suggest that these descriptors are not correlated with each other. Thus, the model could be regarded as an optimal regression equation.
AD of the developed model
Analyzing the applicability domain of a model is another stage of validation. The so-called Williams plot (Fig. 1) presents the relationship between the leverage values (expressing the similarity of a given compound to the training set and standardized residuals). Analyzing the plot, all residuals were located within the range of ±3s (horizontal lines), excepting one compound (4-phenylphenol) in the training set was found to be a Y outlier (response outlier). In a Williams plot, Y outliers can be explained as compounds with errors in the experimental values. However, the leverage values (h i ) of all compound in the training and test sets are less than the critical value (h* = 0.25). Therefore, the solubility predicted by the developed MLR model is reliable. The proposed model could be used to screen existing databases or virtual chemical structures to identify the solubility of phenols. In this case, the applicability domain will serve as a valuable tool to filter out "dissimilar" chemical structures. = 88.4 %) and proof of the model quality is the strong correlation between observed and predicted log S for both the training and validation sets. 
ANN model
ANN models have become important and widely used nonlinear modeling techniques for QSPR studies. Thus, in order to compare the predictive ability of the MLR model with an ANN model, the dataset was modeled by ANN using the descriptors selected by the MLR model as input variables for a three-layered feed forward ANN model with a back propagation learning algorithm. 35 After optimization of the model several times. The number of neurons in the hidden layers was 4 and the number of iterations was 20. Multiple calculations were performed in order to obtain the global best results. Finally, the developed ANN model that achieved the goal of the training set and had good performance for the validation set was selected as the prediction model for the solubility of phenols. The test set, which did not contribute to the development of the model, was calculated to test the prediction capability of the ANN model. 
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Graphs of the RMSE values as a function of the number of neurons in the hidden layer for the model are shown in Fig. 3 . This figure shows that the smallest RMSE values of the learning, validation and test sets are close and the smallest when using four neurons in the hidden layer. The number of neurons in the hidden layer is an important parameter that influences the performance of an ANN model. The usual rule is that the weights and the bias should be smaller than the samples so that the model obtained by the network is stable.
In the situation of this work, the number of hidden neurons should not be greater than 10 with 48 samples in the training set. Better results could be obtained by using four hidden neurons after optimization of the network architecture with respect to the number of hidden neurons. Thus, an architecture (3-4--1) was obtained, with R 2 = 94.992 %, RMSE val = 0.250, RMSE test = 0.224, RMSE tr = 0.243, and s = 0.245 for the training set.
The quality of fit was verified by representation of the predicted values of the solubility as a function of the experimental ones in Fig. 4 , which shows a weak dispersion of the points around the first bisectrix, which indicates a good agreement between these values.
Comparison between the MLR and ANN model
A comparison between the statistical parameters obtained by the MLR method and the ANN method was made (Table V and Comparison of the MLR and ANN models shows that the RMSE for the training set and the entire dataset are lower for the nonlinear ANN model, which confirms the non-linear relationship between structural information and the solubility values of the compounds. 
Descriptor contribution analysis and interpretation
It is not a trivial task to interpret nonlinear models due to their complex modeling procedure and vague output, although the nonlinear models could give better predictive results. Thus, the descriptor interpretation was realized based on the MLR model. According to a previously described procedure, 36,37 the relative contributions of the three descriptors to the MLR model were determined and are plotted in Fig. 6 . 
CONCLUSIONS
In this study, linear and nonlinear QSPR models were developed to predict the solubility (log S) for a dataset of 68 phenols using MLR and ANN. The detailed validation procedure demonstrated the accuracy and robustness of the proposed models not only by calculating their fitness on the training set, but also by testing their predicting ability. The MLR provided a transparent result for modeling the solubility, which indicates that the polarizability is closely related to the property. Nonlinear model was proved to give better results and predict the water solubility of phenols more accurately than the MLR approach. Thus, it could be concluded that this investigation extended the research method to predict solubility. It could also identify and provide some insight into what structural features are responsible for the solubility. Квантитативне релације структуре и растворљивости (QSSR) разматране су као студије квантитативних релација структуре и особина (QSPR), где се растворљивост у води доводи у везу са хемијском структуром. У овом раду се коришћене технике вишеструке линеарне регресије (MLR) и вештачких неуралних мрежа (ANN) за студије квантитативне релације структре и растворљивости (QSSR) растворљивости у води 68 фенола (фенол и његови деривати) на бази молекулских дескриптора израчунатих из оптимизованих 3D структура. Примењујући испуштање вредности, тестове нуле и мултиколинеарности са граничном вредношћу 0,95, и генетички алгоритам (GA) за избор дескриптора добијени су модели са најбољим фитовањем. Након избора дескриптора, коришћена је вишеструка линеарна регресија (MLR) за конструисање линеарног QSSR модела. Вредности R 2 = 91,0 %, 
