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Can We Take the Con Out of Meat
Demand  Studies?
Julian M. Alston  and James A.  Chalfant
Whimsy in specification  choices leads to fragility  of inference in econometric  studies
of structural  change in meat demand. The literature contains a variety of results, with
many contradictions,  attributable  largely to differences  in specifications.  This article
reviews that literature,  uses synthetic  data to demonstrate  the sensitivity of results to
specification  choices  and to evaluate  the power of nonparametric tests,  and uses
Canadian  data to demonstrate  a preferred approach  to testing the hypothesis of
structural  change.
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A fragile  inference  is not worth taking seriously.
-E.  Leamer (1985)
In a well-known  article (entitled  "Let's  Take
the Con Out of Econometrics"),  Leamer (1983)
cautioned  economists  against  drawing  inap-
propriate  inferences  from  their  econometric
work.  In a nutshell,  he objected to "whimsy"
(in relation to specification choices) and "fra-
gility"  (in relation to sensitivity  of results  to
those  choices).  He concluded  (p. 43) that "If
we are to make effective use of our scarce data
resource, it is therefore important that we study
fragility in a much more systematic  way."
The  literature  on  demand  for food  would
provide little comfort to Leaner.1It abounds
with whimsical specification choices and frag-
ile  results and, in most cases,  scant attention
is  paid  to  these  issues.  That  specification
choices  affect  results  is fairly  obvious  and is
certainly not new  [e.g., Chavas (1989) and the
other papers in Buse]. That results  are there-
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fore always conditional on specification choices
is  equally obvious  but  almost invariably  ig-
nored (at best it might be mentioned in pass-
ing) in studies  of demand.  This is noticeably
so  in  the  large  number  of recent  studies  of
structural  change in demand for meat.
A typical  study runs  as follows.  First, it is
noted that the specification  of the functional
form can  influence  results  and, in considera-
tion of this, a flexible functional form is used-
but usually only one  functional form  is tried.
After estimating the parameters of the system,
diagnostic tests are performed. Rejection of  the
model is  interpreted  as  a rejection  of stable
preferences  (with  an appeal  to  demographic
shifts  or health  concerns).  It is rare  for such
studies to examine whether  an alternative  de-
mand system would have resulted in different
conclusions.  In  part this  may  be  due  to the
widespread  (and  questionable)  notion  that
flexible  functional forms do a good job of ap-
proximating unknown  models, but it is more
probably due to a preference for avoiding the
appearance of mining the data. A typical con-
cluding  comment  in  such  a  study  is  to rec-
ommend that the beef industry  spend money
promoting beef and doing research into prod-
uct development.
For instance,  Moschini  and  Meilke  (1989)
estimated an almost ideal demand system and
concluded that
the observed meat consumption patterns of the last two
decades  cannot be fully explained  by the dynamics of
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prices  and  income  ...  this  movement  toward  an in-
creased importance of white meats further supports the
idea that dietary concerns are partly responsible for the
perceived changes  in meat consumption patterns.  The
implications of this are particularly relevant for the beef
industry,  calling  possibly  for a  quality  adjustment  in
production and increased efforts in promotion and mar-
keting.  (p. 260)
In our view,  conclusions  such as these are
not adequately  supported  by the data  or the
econometric  work in the literature.  Any  such
conclusions  ought to be qualified much more
clearly as being conditional upon specification
choices  (e.g.,  as done by Choi and  Sosin).  In
particular,  the conclusions  are subject  to  the
untested  hypothesis  that  the  estimated  de-
mand system is of the correct functional form
(or, at least, that results are insensitive to that
choice).  Economic  theory is  not informative
about  functional  forms.  Functional  form
choices  are  whimsical,  in  the sense  used  by
Leamer.  Equally clearly (witness the abundant
studies of U.S. meat demand that use different
models and  get  different  results),  the  results
are likely to be fragile,  yet we do not know of
any previous study that has systematically an-
alyzed the sensitivity of structural change tests
to specification  choices.2
In an earlier paper we suggested that the use
of a nonparametric  approach,  using  revealed
preference  axioms,  could  avoid the  problem
of functional  form  as a joint hypothesis.  An
application  of  Varian's  nonparametric  ap-
proach to meat consumption  data from Aus-
tralia and the United States indicated  that
the data from both countries could have been generated
by stable preferences.  Therefore,  any conclusions  from
these data sets that tastes have changed must come in
the form of restrictions  on the nature of these demand
systems (e.g., to be of the almost-ideal  form). The data
alone do not indicate  changes in preferences.  Relative
prices,  instead, can  account  for the  observed  shifts in
consumption  patterns. (Chalfant and Alston, p. 406)
3
Two concerns  with the nonparametric  ap-
proach have been raised. One is that the power
of the tests is unknown (which is not to say it
is low).4 This has two aspects.  First, data gen-
2 White and others  have examined the  properties of parameter
estimates when incorrect models are estimated.
3 These results reinforce the findings of several studies using the
parametric approach (e.g., Wohlgenant) that found functional forms
capable of explaining U.S. meat consumption patterns with a stable
set of preferences.
4 Chalfant and  Alston (pp. 403-06)  discuss this  issue  at some
length.
erated by a particular demand system subject
to structural change  (e.g.,  a translog) conceiv-
ably may be consistent  with a stable  form of
some other system (e.g., a Rotterdam model).
Second, the nature of the data may mean that
the nonparametric  tests are  incapable  of de-
tecting  structural  change  (e.g.,  when  income
growth dominates relative price changes). 5 In
either of these  cases  it must be  noted that a
parametric  approach faces the same challenge
as does a nonparametric  one. These are cases
where the data alone are unlikely to tell us what
we want to know. A second drawback with the
nonparametric  approach  is that-in the case
where the data are consistent with stable pref-
erences-it  doesn't  give  any  clues  as  to  the
nature of  those stable preferences, how to iden-
tify the functional form and parameters of the
demand  equations,  nor  whether  the  results
from estimation will be plausible.
In this article we address some of these is-
sues. The broader context  of the article is the
general area of specification  choice,  interpre-
tation of results, and inference in demand anal-
ysis, but we focus in particular on testing for
structural change in demand for meat. We be-
gin with a brief review of literature  in which
we  identify  some loose  connections  between
specification choices and results (e.g., choosing
almost ideal forms results in structural change
findings) and between results and specification
choices (e.g., finding autocorrelated errors leads
to  the  adoption  of dynamic  specifications).
Following  that  review,  we  report  empirical
work relating primarily to Canadian meat con-
sumption data.
The  empirical  work  comprises  three  sepa-
rate  parts.  The  first  illustrates  how  easily
specification errors can lead to erroneous con-
clusions. We generated data using a stable dou-
ble-log model, fit linear demand equations to
the generated data, and then tested for stability
of the model in terms of dynamics  (autocor-
relation) and discrete  structural change (Chow
tests).  We  then  reversed  the  process,  fitting
double-log equations  to data from  linear de-
mand equations.  The  result was  surprisingly
strong.  Apparently minor specification  errors
led  to  highly  significant  tests  for  structural
change.
5  As discussed by Chalfant and Alston; Landsburg; Varian (1982);
and Thurman, when income growth is large (compared to relative
price variation),  the  consumption bundle in every period will be
revealed  to be  preferred to those  in all previous  periods and  ef-
fectively there will be no comparable  data points.
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The  second  part  concerns  nonparametric
tests. First, the nonparametric test was applied
to Canadian meat consumption data. The re-
sult indicates that, as we found previously for
Australia and the United States, Canada's meat
consumption data could have been generated
by a  stable  system  of well-behaved  demand
equations.  Then,  to address  the  issue  of the
power of nonparametric  tests,  we  conducted
some  Monte  Carlo  experiments  using  data
generated by a system of Cobb-Douglas  pref-
erences  (with  actual  Canadian  meat  prices).
The  results  indicate  that the  nonparametric
test is capable of detecting moderate structural
changes unless there is relatively large growth
in total  expenditures.  However,  in these  ex-
periments, the power of the nonparametric test
(i.e.,  the  frequency  of correctly  rejecting  the
hypothesis  of stable  preferences)  was  disap-
pointingly low.6 We cannot say to what extent
the results  would carry over to different  data
sets. Further work is needed to clarify the  re-
lation between data characteristics and power
of both nonparametric  and parametric tests.
Finally, several  commonly used parametric
specifications  were  estimated using Canadian
meat  consumption  data to  illustrate  the dif-
ference in results among models and (with less
confidence) to attempt to identify the stable set
of equations that generated the data. We tested
for significant  trends,  first-order  autocorrela-
tion, or both. Two single-equation models (lin-
ear and double log) and four demand systems
were  tried. The demand  systems include two
versions of the linear approximate almost ideal
demand system (in standard form and in first-
difference  form) and two versions of the Rot-
terdam model (the absolute price formulation
and the relative price formulation). The results
reinforce  the  observation  that  conclusions
about  structural  change  are  sensitive  to  the
functional form estimated.
6 This  is not to  say that the  nonparametric  tests  are biased  in
favor of a  finding of stable  preferences,  but  it does  reduce our
confidence in concluding, based on nonparametric test results alone,
that there has been no structural change in Canada's meat demand.
Nor does it mean that the nonparametric  tests are low powered
relative to parametric ones. We generally do not know the power
of structural change  tests using a particular  data  set, even  under
the assumption that the  functional form is correct.  An important
point in this context  is the  idea that power relates very much  to
the nature  of the  data being  studied.  While we  expect the  non-
parametric  tests to  have  low power  relative  to  the  correct (but
unknowable) parametric specification,  at the same time we expect
to find fewer  false rejections  as would result from imposition  of
the wrong functional form.
A Mixture of Past Results
There has been considerable investment by the
profession  in  studies  of structural  change  in
the demand for meat in the United States and
elsewhere,  mostly published within the last five
years.  These studies have varied  in that they
have used (a) a variety of data (different time
periods,  frequencies  of observations,  places,
commodity  aggregations,  and  commodities),
(b) a variety of model specifications  (different
functional forms for demand equations, single-
equation  or systems  estimation,  and  choices
about imposing parametric  restrictions-e.g.,
for homotheticity or separability),  (c) different
criteria (violation of homogeneity  or symme-
try restrictions,  presence of apparent dynamic
influences or significant unexplained trends, or
unstable  model  parameters),  and  (d) an  im-
pressive  variety of statistical  tests.
The premise of  the studies is mostly the same:
there  has been  a shift of consumption  away
from  red  meat  (especially  beef)  and  toward
white meat (especially chicken)  that reflects a
change  in  consumer  preferences  due  to  in-
creased health consciousness.7 The alternative
explanation  is  that changes  in  consumption
patterns are due entirely to changes in relative
prices and incomes.  Also, the data being stud-
ied to test these hypotheses are largely the same
(i.e.,  post-World War II U.S. meat consump-
tion data).  The dichotomy  in the literature is
between  the  studies  that  found  structural
change  and  those  that did not.  We attribute
that  dichotomy  primarily  to  choices  about
specification  of the functional form of the de-
mand equations.  Of secondary importance  is
the choice of testing procedures and criteria.8
7  The fact that most of  the growth in chicken consumption seems
to have  been in the  relatively unhealthy end of the  spectrum of
ways to eat meat is rarely  mentioned.  It is  difficult to ascribe an
increase  in consumption of fast food to the behavior  of rational
consumers actively pursuing a healthier diet. Convenience of  chicken
products is a plausible alternative, although apparently not viewed
as  such  by  the beef and  pork  industries given  their  advertising
campaigns for "lean beef' and the "other white meat."
8 A fairly extensive list of these studies is provided by Chalfant
and Alston and, more recently, Moschini and Meilke (1989).  The
findings of  a sample of  them are summarized by Dahlgran. Several
are contained in the book edited by Buse. As a partial summary,
(a) Braschler; Chalfant and Alston; Chavas (1983); Choi and Sosin;
Dahlgran; Haidacher;  Haidacher et al.; Menkhaus,  St. Clair, and
Hallingbye;  Moschini  and Meilke  (1984,  1989);  Thurman;  and
Wohlgenant studied U.S.  data;  (b) Atkins, Kerr,  and  McGivern;
Chen and  Veeman;  and  Young  studied  Canadian  data; and  (c)
Martin and  Porter; and  Chalfant  and Alston  studied Australian
data.
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Type I Errors in the Parametric Approach
That specification choices affect results is cer-
tainly not news.  Indeed, it is a basic  part of
training in econometrics.  What is less clear is
how  sensitive  results  will  be  to the  types  of
specification choices that we make. In partic-
ular, how likely are we to cause a false finding
of structural  change  by  choosing  the  wrong
functional form  for demand equations?  This
is  an important  question  given  that  we  can
never know the true functional  form and, es-
pecially when we try only one, we will almost
surely be using the wrong one. The problem is
widely recognized. However, little seems to be
known about the effect of specification  errors
on the probability of finding structural change
where none has occurred (i.e., Type I error).
To explore and  illustrate this question  and
its answer we use a simple example with syn-
thetic data. The  approach  is as follows.  First
we fit a set of demand equations to actual meat
consumption data. Then we generated predic-
tions  from  those  estimated  equations  (using
actual prices and expenditures to generate syn-
thetic quantities  that are  therefore  known to
be from a stable set of preferences, treating the
fitted model  as a "true"  model). Then we  es-
timated  alternative  demand  equations  using
the  synthetic  data  and  tested  for  structural
change in the estimated equations  using tests
for autocorrelated  residuals,  tests  for  signifi-
cant trends, and Chow tests for discrete  struc-
tural change.
For  "true"  models  we  used  a  double-log
model  and  a linear  model.  Then-as  is  the
usual situation-we proceeded as if we did not
know  the  data-generating  mechanism.  With
data generated from the double-log model we
estimated  a linear  model,  and  with the data
generated from the linear model we fit a dou-
ble-log  model. 9 This experiment  was  carried
out using annual data for both the United States
(1947-83)  and  Canada  (1960-88)  for  four
meats (beef, pork, poultry, and fish).10 The lin-
ear model  had  four  equations  (one for  each
9  A non-nested  test or a Box-Cox approach obviously could help
us  choose  between  these  two functional  forms.  When  we know
that the  true functional  form  is either  double  log or  linear, it is
routine to test the functional form and eliminate the  wrong one.
Such a test would be pointless in the present exercise, the purpose
of which  is to  illustrate  how wrong  we  can  be by  capriciously
choosing a particular functional form.
'
1 The U.S. data were from Wohlgenant and the Canadian data
were supplied by Linda Robbins from Agriculture  Canada.
meat type)  in which  the  dependent  variable
was  per  capita  consumption  of that type  of
meat and the explanatory  variables  were real
prices of the four meats and the real value of
total expenditure on all four meats. Real values
were obtained by deflating nominal values by
the Consumer Price Index for all goods. In the
double-log model the logarithms  of variables
replaced the corresponding variables in the lin-
ear model.
Results of tests for structural change in this
experiment  are  reported in table  1. The first
set of tests are sequential Chow tests in which
an F-statistic is computed  at each data point
to test the hypothesis  that the parameters  of
the model are  different  before  and  after that
point  [using  the DIAG  option in  SHAZAM
(White, Haun, and Horsman)].  In table  1 the
largest F-statistic for each equation is reported.
As can be  seen in table  1, the use  of the in-
correct functional  form resulted in significant
Chow tests in all four equations for both coun-
tries for both cases (i.e., when fitting a double-
log model to data from a linear model and vice
versa).  In many  instances,  results  less  com-
pelling than these have led to conclusions that
tastes have changed.
It is questionable practice to search over the
data for the most significant point at which to
split the sample and at the same  time to test
for whether the data should be split. The search
makes some sense if  there is doubt about when
structural  change  might  have  occurred,  but
clearly  a smaller rejection  probability  should
be used when the split point is not specified in
advance. Elsewhere (Alston and Chalfant), we
report Monte Carlo results indicating that re-
jection  probabilities  can  be  several  times  as
great  as the nominal size  of the test when we
search for the maximum Chow test. However,
in the application here our general conclusions
about functional forms are unaffected when the
sample  is  split  at  the  midpoint  instead,  al-
though the strength of the finding  is reduced
(from  eight to  four  equations  indicating  sig-
nificant structural change, three in the U.S. and
one in Canada). Considering that these results
were  obtained with data from  stable models,
it is little  comfort that the number  falls only
to four.
In the Canadian data the use of the incorrect
functional  form did not result in autocorrela-
tion problems.  However, in the U.S. data the
use  of the incorrect  model resulted in signifi-
cant autocorrelation  in the equations for beef,
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Table 1.  Consequences  of Specification  Error for Test Results
True Model-U.S.  Data  True Model-Canadian  Data
Linear  Double log  Linear  Double log
F-statistics  for Chow Tests
Beef  52.83*  32.27*  7.09*  7.27*
15.05*  21.56*  0.92  0.65
Pork  4.19*  4.71*  7.93*  6.16*
2.44  1.80  0.51  0.41
Poultry  92.38*  68.89*  23.75*  11.86*
17.60*  40.79*  1.42  1.88
Fish  94.67*  89.42*  4.85*  7.17*
30.51*  42.71*  2.43  2.71*
Autocorrelation Coefficients
Beef  0.79*  0.81*  0.12  0.10
(0.10)  (0.10)  (0.18)  (0.18)
Pork  0.11  0.06  -0.04  -0.07
(0.16)  (0.16)  (0.19)  (0.19)
Poultry  0.97*  0.99*  0.09  0.18
(0.04)  (0.03)  (0.18)  (0.18)
Fish  0.95*  0.97*  0.22  0.25
(0.05)  (0.04)  (0.18)  (0.18)
Note: When the true model is linear (double log), the estimates are obtained using a double-log (linear) model. With the U.S. data, the
calculated F-statistics should be compared to F 6,2,  (the critical values of which are 2.49 and 3.63 at the 95% and 99% confidence  levels,
respectively) and with  the Canadian data, the calculated F-statistics should be compared to F 6 ,,,  (the critical values  of which are 2.70
and 4.10 at the  95%  and 99% confidence  levels,  respectively).  The first figure  is the F-statistic  for the maximum Chow test while the
lower figure  (in italics)  is for a Chow  test at the  midpoint  of the  sample.  The figures  in  the  lower half of the table  are first-order
autocorrelation  coefficients  computed using "AUTO" in SHAZAM, and the figures in parentheses are the corresponding approximate
standard errors.
*  Denotes significance at the  95% confidence  level.
poultry, and fish (but not for pork) in both the
linear and double-log specifications of the true
model.
The  problem  is  not unique  to  the  single-
equation  models. We  also found autocorrela-
tion when we fit a linear approximate  almost
ideal  demand system model  to the data gen-
erated from the linear and double-log models
for U.S.  consumption.  With  data  generated
from the double-log model, the estimated first-
order autocorrelation  coefficient in the almost
ideal demand system was .94 with a t-value of
39.77;  with  data  generated  from  the  linear
model,  the estimated  first-order  autocorrela-
tion coefficient was .93 with a t-value of 26.24.
Similarly, when trends were used as added re-
gressors,  they tended to have very significant
coefficients;  moreover,  the  beef equation
showed a strong negative trend and the poultry
equation  showed  a  positive  one,  replicating
typical results  in the literature.
Results like this are typical when the almost
ideal system is estimated using U.S. meat con-
sumption data,  and a common interpretation
involves  habit  persistence  or  a  gradual  re-
sponse to price changes, if  not structural change.
These results show why we should be reluctant
to reject static utility theory  or stable  prefer-
ences  based on evidence of this type alone;  a
check for specification  error would be a better
first step.
We have the advantage,  in this instance, of
knowing  the true structure  of the model and
knowing that specification  error is the source
of the serially correlated residuals. The follow-
ing is pertinent:
There  are,  however,  circumstances  in  which  the  as-
sumption  of a  serially  independent  disturbance  term
may not be very plausible. For example, one may make
an incorrect specification  of  theform of the relationship
between the variables.  Suppose  we  specify a linear re-
lation between  Y and X when the true relation  is, say,
a quadratic.  Even  though the disturbance term  in the
true relation may be non-autocorrelated,  the quasi-dis-
turbance  term  associated with  the linear  relation  will
contain a term in X2 [emphasis in original].  (Johnston,
pp. 243-44)
The results here go slightly beyond reinforcing
Johnston's  statement.  They indicate that not
only  might  an apparently  innocuous  specifi-
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cation choice lead to autocorrelation, it might
lead to autocorrelation  of a very serious mag-
nitude-of the  type that in  previous  studies
has led people either to assert the presence  of
dynamic influences in consumption (e.g., habit
persistence)  and to incorporate  lagged depen-
dent variables in demand equations (e.g., Blan-
ciforti and  Green)  or to estimate their model
in difference  form (e.g., Moschini and Meilke
1989).  Furthermore,  since those  specification
errors involve prices, they are likely to be cor-
related with time or other proxies for changes
in tastes, as  is indicated  by our results.
Type II Errors in the Nonparametric
Approach
The parametric  approach  to testing for struc-
tural change involves  the imposition of func-
tional forms for demand equations (and pos-
sibly other  restrictions)  as joint,  maintained
hypotheses.  Thus, the results  from such tests
are always conditional.  If we could know the
true  functional  forms,  the  imposition  of the
truth as a restriction would increase the power
of the  parametric  tests.  Since  we  can  never
know the true functional form, any such gains
in  power  from  the  imposition  of functional
form (or other) restrictions may be illusory-
at least it is speculative to presume such gains.
It is  important  to  recognize  this  distinction
between  increasing  rejection  probability,  as
seems to occur when the wrong functional form
is chosen, and increasing power which requires
that the correct functional  form was chosen.
An ideal test for structural change would test
only the hypothesis that preferences are stable
(rather than that they are stable and of a par-
ticular form).  This advantage  is possessed by
the nonparametric test that we used previously
to test for structural change in demand for meat
in Australia  and the United  States  (Chalfant
and Alston). We applied Varian's (1  982, 1983)
generalized  axiom  of revealed  preference
(GARP) to test for consistency of  the Canadian
meat consumption  data with the existence  of
a stable well-behaved set of preferences among
the four meat types (see Varian  1982, 1983 for
details of the theory and Chalfant and Alston
for a discursive treatment).  There were no vi-
olations of GARP.  These results suggest that
there  exists  a  stable  well-behaved  set  of de-
mand equations among the four goods that can
"rationalize"  the data. Thus we can treat the
four meats as comprising  a weakly  separable
group  in  which  changes  in  per  capita  con-
sumption  may be  explained  by prices  of the
meats included  in the group, total per  capita
expenditure  on the group,  and  measurement
errors.11
Two issues remain.  First, how much confi-
dence  ought we to put in the nonparametric
test results? This is the power question:  How
likely is  the nonparametric  approach  to  find
evidence  of a  structural  change  when  such
change  has  occurred;  or,  how  large  must  a
structural change be in order to be detected by
the nonparametric approach?  Second, what is
the nature  of the stable  set of demand equa-
tions? We approach  the power  question next
and discuss  estimation  of demand equations
later.
As mentioned earlier, the issue of power may
relate more to the nature of the data than to
the testing method being used.  For example,
when consumption data are  characterized  by
relatively large trends in total expenditure and
little variation in relative prices, it is difficult
to identify  substitution  effects  among  goods
using any procedure-parametric  or nonpara-
metric. Engel curves alone explain most of the
variation  in  the data.  To  illustrate  the  rela-
tionship between the characteristics of data and
the power of the nonparametric tests, we con-
ducted  a series of Monte Carlo experiments.
The design of the Monte Carlo experiments
was  as follows.  Cobb-Douglas  demand equa-
tions were  defined for three  meat types.'2 In
these demand equations  per capita  consump-
tion of meat type i in year t(q,) depends on its
real price (Pit)  and real expenditure on the group
in that year (Yt) as follows:
(1)  qt = ai(Yt/Pi)  for all i, t,
where ai  is the constant  expenditure  share  of
good i and  ai = 1. This functional form was
" As in most studies of structural change in meat demand, it is
a maintained hypothesis  in this approach that the  four meats are
weakly separable  from all other goods. The fact that the nonpara-
metric results support this assumption is reassuring. The only prac-
ticable  alternative  to  making  such  an  assumption  seems  to  be
including a "nonmeat"  aggregate in the analysis-aggregating fruits,
vegetables,  clothing,  housing,  etc.  This is simply an  alternative
separability  assumption  that introduces  additional  potential for
specification errors in the aggregation  of all other goods and may
mask what is going on when interest is specifically in changes within
the meat group.
12 We  applied  the  nonparametric  test  for  separability  (Varian
1982,  1983; Belongia and Chalfant) and found that the data satis-
ifed the  necessary and sufficient conditions  for weak separability
of fish  from the remaining  three  meat types (beef,  poultry,  and
pork).  Thus, to reduce the size of the experiment, we excluded  fish
from the Monte Carlo work.
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chosen  because  it is very  simple and  conve-
nient with expenditure  shares  (a,)  completely
characterizing  the demand equations.  As our
base  case,  the three  goods  were  assigned  ex-
penditure  shares of a, = .50, a 2 =  .25, and a 3
= .25  (corresponding roughly to beef, poultry,
and pork in the  United States or Canada).
Taste changes were represented in the model
as a discrete shift of the demand equations for
beef and  chicken  occurring  at the  middle  of
the  series  (i.e.,  in the  fifteenth  of 29  annual
observations). To do this, the share of beef was
decreased by an amount (6 = .001, .010, .025,
.050, or .100) from its base value (of .50), and
the share of poultry was increased by the same
amount  (from its base value of .25).  Thus,  in
general, a, =  .50  - 6, a2 = .25  +  6, and 03 =
.25  (i.e., the expenditure  share of pork is con-
stant), where 6 measures the size of the change
in tastes  in  favor  of poultry  and  away  from
beef.
To  generate  consumption  data,  these  de-
mand equations  were  combined  with the ac-
tual time series  of Canadian meat prices  (29
observations from 1960 to 1988) and a variety
of series of total expenditures.  These total ex-
penditures were generated by choosing a com-
pound annual  growth rate (y =  .5%,  1%,  2%,
or 3%-bracketing  the historical  growth  rate
of real meat expenditures, about 1.5% in Can-
ada) on a base of 100:  Y, =  100(1  +  7y)t. Then,
the  consumption  data were  augmented  with
independent  and  identically  distributed  ran-
dom normal measurement errors  (cEt)  to obtain
replications of  consumption data from the same
underlying  data-generating  mechanism.  This
makes it possible to discuss probabilities. Two
sizes of standard  deviations  of the  measure-
ment errors were tried (a, = 20 or 40) to show
the effect of measurement errors on both power
and size  of nonparametric  tests.  To  generate
the measurement errors, standard normals were
drawn and multiplied  by the relevant  magni-
tude of a,. Thus, the estimated quantities were
obtained from:
(2)  e: = ai (Yt/P,)  + Ei
where  ei  ~ N(0, a
2)  for all i, t.
Combining the consumption data sets with
the actual price series yields data sets that re-
flect  the  measurement  errors  in  quantities.
These actual  prices and estimated values for
consumption and total expenditures were then
tested for structural change using the weak ax-
iom of revealed preference  (WARP). Because
WARP  tests  for  pairwise  inconsistency  be-
tween observations but does not test for higher
order intransitivities,  this  approach  possibly
understates  the extent  to which  data are  in-
consistent with GARP, the more rigorous test.1 3
At each of the 40 design points  (five sizes  of
taste change, four rates of income growth, two
sizes  of  measurement  error  variances),  200
draws of  random quantity measurement errors
were used to generate 200 data sets. These data
then were tested for consistency with WARP,
and the number of observations that violated
WARP was recorded.  Table 2 reports, for each
design point, the frequency with which the data
violated WARP.
Three features  of the results  in table  2  are
notable. First, although  the frequency  of vio-
lations tends to increase as the size of the taste
change increases and as the growth rate of total
expenditures  decreases,  it does not always do
so. Thus, the relationship between power and
these variables (y and 6) is only approximately
in the directions  that we had  suggested.  Sec-
ond, increasing the variance of errors of mea-
suring  quantities  tends  to  increase  the  fre-
quency  of violations but does not always  do
so.  Third, the frequency  of violations is  dis-
appointingly  small. Only when the rate of ex-
penditure growth  is relatively small  (say,  less
than  1%)  and  the size  of the taste  change  is
relatively  large  (say,  greater than  10%)  is the
probability of finding a violation greater than
20%.  Further,  it is not clear that such viola-
tions necessarily  would be interpreted  as evi-
dence of taste changes.  Even in the most suc-
cessful  case (y =  .5%,  6 = .10,  a, =  20 with a
frequency of violations of 81.5%), the average
number of violations per data set was only 1.5
and the maximum was 4.
One  of the  problems  with the  experiment
described  above  is that too  many things  are
allowed to vary at once. In particular, in pur-
suit of realism and to simplify the experimen-
tal design, we used actual Canadian prices. The
13 WARP was chosen because we wanted to use a simple FOR-
TRAN program to check consistency as part of the program used
to generate the data sets. Varian's  software could be used to check
each  data set for GARP but only in a very laborious process. We
suspect  there would be limited returns  to doing that. In  our ex-
perience,  violations of GARP are almost  invariably also WARP
violations. That is, higher order intransitivities in the data detected
by GARP are usually associated with pairwise inconsistencies that
would be detected by WARP. It seems unlikely that evidence  for
structural  change  would ever be  very convincing  when  WARP,
but not GARP, could be satisfied.
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Table 2.  Power of Nonparametric Tests: Probability of Violation of WARP Using  Canadian
Meat Price Data
Growth Rate  of Total Expenditure  on Meat:  y
(o  = 20)  (7, =  40)
0.5  1.0  2.0  3.0  0.5  1.0  2.0  3.0
Taste Change: 6
(A Beef Share)  ----------------------------------------........................................................................ (%) ................................................................................................................
0.001 (.2%)  0.0  0.0  0.0  0.0  2.5  1.5  0.5  0.5
0.010 (2%)  0.0  0.5  0.5  0.0  4.5  3.0  0.5  0.5
0.025 (5%)  4.5  3.0  1.5  0.0  12.5  5.0  2.5  1.0
0.050 (10%)  24.0  25.0  8.0  14.5  26.5  27.0  6.5  7.0
0.100 (20%)  81.5  73.0  23.5  57.0  72.5  69.0  37.0  37.0
Note: The figures  in parentheses  under "Taste Change"  express  the decrease  in share (6) as a percentage  of the initial  beef share  of
expenditure (0.5). The corresponding  percentage  increase in poultry's share of expenditure is twice the percentage  change in beef share.
O, denotes the standard deviation of measurement errors.
cost of doing this is that the prices vary in an
uncontrolled  way  across  the data.  Trends  in
prices-when  confounded  with  structural
change,  expenditure  growth,  and quantity
measurement errors-may be (most likely are)
responsible for all three notable features of the
results in table 2: ambiguous effects of expen-
diture growth,  size of taste  change and  error
variance,  and low frequency of WARP viola-
tions.14Still, the results here show that the non-
parametric tests are capable of detecting struc-
tural  changes  of  the  types  that  have  been
suggested for meat consumption data.
Parametric Tests for Structural Change
To explore  further the effects of specification
choices,  we  estimated  demand equations  for
meat in Canada  and applied parametric  tests
for structural change.15 As background for this
work,  the  nonparametric  tests  with the  Ca-
nadian meat data indicated that the data were
consistent  with  having  been  generated  by  a
14 The  Cobb-Douglas preferences  were  maintained  throughout
the  experiment  and this limitation  on the nature  of demand re-
sponse is likely to have affected the power of nonparametric tests.
Further  work is planned  to  extend the  experiment  to  use more
flexible demand systems to generate data.
15 As with our nonparametric work, it is a maintained hypothesis
here that meats comprise a weakly separable group.  In the para-
metric models we use expenditure on the meat group as the income
variable  and  treat it  as an exogenous  variable,  as is customary.
However,  we  are conscious of the potential  hazards of doing  so
raised by LaFrance. An advantage of the nonparametric approach
is that matters such as simultaneity  are not an issue.
stable system  of well-behaved  demand equa-
tions.
One  response  to  this  finding  would  be  to
insist  that the  parametric  tests  confirm  that
result,  that  is,  to  insist  that  the  parametric
model  does not reject the null  hypothesis  of
no  structural  change.  To do this, it would be
necessary  to continue  searching  across  func-
tional  forms for demand until one was found
that  satisfied  all  possible  tests  for  structural
change.  That  would  be  a potentially  endless
and fruitless  exercise.  Even if a stable system
of well-behaved demand equations were found,
it might not be the correct  one  and  it might
not have plausible characteristics (e.g., it might
be one in which beef and chicken are comple-
ments or beef is a Giffen good-these are char-
acteristics which are permissible in theory but
difficult  to accept,  at least for these goods). It
also would be a bad thing to do. An unstruc-
tured search over functional forms will quickly
exhaust  the information content of the data.
An alternative response is to be slightly more
open on the question of structural  change but
to make an  attempt to  reduce the  chance of
Type  I  errors  (false  rejections  of a true  null
hypothesis of stable preferences).  One way to
do  this  is  to  conduct  a  limited  search  over
functional  forms;  another way  is to  use rela-
tively  flexible  functional  forms  (e.g.,  the
"semiparametric"  forms  used  by  Chalfant;
Gallant; and Wohlgenant) and thereby reduce
the severity of the constraints of  joint hypoth-
eses.  A  sensible  compromise  is  to do  some
specification  search  using  relatively  flexible
forms  (e.g.,  as  done  by  Murray).  The  other
component  of this  alternative  response  is to
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Table  3.  Test  Results  for  Single-Equation
Models  of Meat Demand in Canada
Model
Linear  Double log
Time Trends
Beef  -. 50  -. 02*
(.26)  (.007)
Pork  -.22*  -. 01*
(.09)  (.003)
Poultry  .49*  .025*
(.15)  (.005)
Fish  .08  .012
(.07)  (.008)
Autocorrelation Coefficients
Beef  .96*  .94*
(.05)  (.06)
Pork  .41*  .25
(.17)  (.18)
Poultry  .94*  .88*
(.06)  (.09)
Fish  .93*  .93*
(.07)  (.07)
Note: Figures in parentheses are approximate  standard errors.
*  Denotes that the parameter  (either the time-trend coefficient  or
the first-order autocorrelation  coefficient)  is significantly  different
from zero  at the 95%  confidence level.
limit the number of tests for structural change
rather than to apply all possible  tests. In this
context,  the advantage  of a clearly  specified
alternative  hypothesis  is clear  (as opposed to
the general alternative that some form of struc-
tural change was present).16
The work that follows  does not go beyond
locally  flexible  functional  forms  for demand.
We try  two  forms of single-equation  models
(linear and  double  log)  and  two  versions  of
each of two forms of demand systems (the lin-
ear approximate  almost ideal demand system
and the Rotterdam model) and test for signif-
icant  linear trends  or  first-order  autocorrela-
tion coefficients in the demand equations.  We
interpret  the existence  of statistically  signifi-
cant autocorrelation  or trends as evidence that
16  Alternatively  one could insist on a complete battery  of diag-
nostic tests, as suggested by Beggs and illustrated in an application
to Australian demand for meats. While this approach is potentially
informative, it becomes increasingly difficult to work out the prob-
ability of Type I and Type II errors in tests for  structural change
when several  tests are  applied. In  short,  it seems almost  certain
that some test procedure will reject the hypothesis of no structural
change in any model if a sufficiently large number of  tests are tried.
we can reject the joint hypothesis that (a) the
functional form  (along with  all  other  aspects
of the specification of the model) is correct and
(b) preferences  are  stable.  The  results  of this
work  are  summarized  in tables  3 through  5.
Complete  details  are  available  from  the  au-
thors.
Table  3 shows  the results  of the tests  for
significant trends and autocorrelation of resid-
uals for the two single-equation  demand mod-
els.  Both  models  had  either  statistically  sig-
nificant  trends, significant  autocorrelation,  or
both, in at least one equation. Table  4 shows
the results of  the tests for significant trends and
autocorrelation  of residuals  for  the  two  de-
mand systems. The linear approximate almost
ideal demand system had both statistically sig-
nificant trends and significant autocorrelation.
First  differencing  was  highly  successful  as  a
way of  eliminating the autocorrelation (the first-
order autocorrelation  coefficient in the undif-
ferenced  model was very close to 1.0,  as hap-
pens  surprisingly  often with this  model),  but
it did not eliminate  the trends  (which are re-
flected as intercepts in the differenced model).
A test of  the hypothesis that the intercepts were
zero yielded a test statistic of 9.97 as compared
to the x2 (.05,  3) value of 7.81.  This is very
similar to the results of Moschini and Meilke
(1989) using U.S.  data.
As in the first-differenced  almost ideal de-
mand  model,  intercepts  in  the  Rotterdam
model  imply trends  in quantities  consumed.
When the Rotterdam model was estimated, in
either absolute price or relative price form, the
restriction of zero intercepts was rejected using
the likelihood  ratio test. Two interesting fur-
ther results  led us to discount these  findings.
First, there was no statistically significant trend
affecting  either beef or pork, implying that  if
the results are to be taken as evidence of struc-
tural  change,  they suggest  the peculiar  result
that it is  a taste  change  in which  chicken  is
being substituted for fish. Second, if there has
been  a  structural  change  due  to  health  con-
cerns,  most observers  would  say  it began  in
the  1970s or early  1980s.  We  used a dummy
variable instead of an intercept to allow these
trend effects  to enter  only after the midpoint
of the sample (1974). They were no longer sig-
nificant  (LR  = 4.35  and  LR  =  6.09  for the
absolute  and  relative  price  versions,  respec-
tively,  compared  to a critical  value of 7.81).
This suggests  to us that the significant  trends
across  the  full  sample  show  evidence  of the
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Table 4.  Test Results  for AIDS  and Rotterdam Models  of Meat  Demand in Canada
AIDS  Rotterdam
Static  Dynamic  Absolute  Relative
Likelihood Ratio
for Chow Test  16.85  17.33
Time Trends
Beef  -. 002*  -. 001  -. 00049  .0006
(.0006)  (.002)  (.002)  (.0025)
Pork  -. 002*  -. 003*  -. 0022  -. 0014
(.0006)  (.0015)  (.0015)  (.0018)
Poultry  .004*  .004*  .0038*  .0041*
(.0007)  (.0013)  (.0013)  (.0013)
Fish  .0000  -. 0001  -. 0011  -. 0033
LR  22.60  9.97  8.94  9.53
Note: The Chow test refers to the hypothesis that all parameters  in the Rotterdam model are stable before and after the midpoint  of
the data. The likelihood ratio statistic should be compared to a x
2.The critical  values for the x
2with nine degrees of freedom (for the
absolute  price  version)  and  10  degrees  of freedom  (for the  relative  price  version)  at  the  95%  confidence  level are  16.92  and  18.31,
respectively.  The lower part of the  table  refers  to tests  for significant  time trends.  Figures in parentheses  are  approximate  standard
errors.  LR is the test statistic for the hypothesis that the time trends are jointly insignificant and should be compared  to the x
2critical
value  of 7.81.  The fish equation was left out for  estimation.  The trend coefficient  for the fish  equation was computed by applying the
adding-up restriction.
*  Denotes that the time-trend parameter is  significantly different  from zero at  the 95% confidence  level.
model not fitting the data well over the entire
sample period (whether  due to the functional
form or gradual changes in the composition of
the commodities).
In addition,  we tested for a discrete  change
in preferences  in both versions of the Rotter-
dam model  (without intercepts,  i.e.,  without
trends)  using a midpoint Chow test.  The test
failed to reject the hypothesis of constant pa-
rameters in both versions of the model (LR =
16.85 for the absolute price version and LR =
17.33  for the relative price  version).  In both
cases the test statistic was slightly smaller than
the critical value  for the 5% test.
On the whole  the results  do not reject  the
null  hypothesis  of a  stable  well-behaved  de-
mand  system of the  Rotterdam  form. There
were some significant trends, but they were not
of the type associated  with taste changes. The
Chow  tests  do not reject a  stable  model.  Fi-
nally,  the elasticities  mostly  conform  to  ex-
pectations  (see table  5).  This is in contrast  to
the almost ideal model results. We are not con-
vinced  that  the Rotterdam  model  is the best
model for these data. Some other test may re-
ject the stable form of the Rotterdam model.
But  we have  shown  that an arbitrary  choice
between  two  models-both  commonly  used
and theoretically plausible-can lead to differ-
ent conclusions concerning  structural  change.
Conclusion
It is difficult to learn much about demand with
the aggregate  per  capita time-series  data that
are typically available. When the data are char-
acterized  more by long-term  trends in prices,
consumption,  and total expenditure  (and per-
haps preferences) than by year-to-year relative
price movements,  it is difficult  to sort out the
causes of changes in consumption and deliver
a definitive conclusion.  As suggested by Cha-
vas (1989) and Haidacher, it is probably asking
too  much to seek  to identify the existence  of
structural  change  in demand  using the  same
data that we use to estimate that structure.  It
is surely ambitious to propose to measure  the
direction and size of the structural  change.
Previous work has yielded mixed results on
the question of structural  change in meat de-
mand. Even the studies that found statistically
significant  structural  change  typically  found
that only  small  changes  (albeit economically
very important changes) in consumption could
be attributed to changes in demand [e.g., Mos-
chini and Meilke (1989) suggested a 6% decline
in U.S. beef consumption-i.e., from a budget
share of .5050 to .4747 at the means-would
be attributable to structural  change].  It is dif-
ficult indeed to measure changes of that mag-
nitude, with any confidence, with the data and
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Table  5.  Uncompensated  Elasticities  of De-
mand for Meat in Canada
Model
Linear  Double log  AIDS  Rotterdam
nbb  -.96  -.84  -1.04  -.66
rbp  .00  .01  -. 23  .01
lbc  -. 47  -. 50  -. 19  -. 06
r7bf  -. 14  .05  -. 46  -. 12
bY  1.90  1.63  1.93  .82
rlpb  -. 03  .02  .03  .01
npp  -. 81  -.79  -.84  -.74
77pc  -.26  -.25  .10  -. 02
7pf  -.05  .10  -.21  -.10
rpy  .95  .79  .92  .85
r7cb  .16  .13  .17  .03
r7cp  .22  .25  .24  .07
7cc  -. 48  -. 58  -. 62  -. 74
7cf  -. 15  -. 39  -. 25  .20
77cY  .07  .46  .47  .44
7/b  -. 44  -. 44  -. 12  -. 64
7/p  -. 53  -.57  -. 03  -.42
7rc  .52  .64  -.16  -.13
rff  -. 45  -. 57  .29  -.90
A77r  .76  .82  .02  2.09
Note: These elasticities are conditional uncompensated price elas-
ticities. That is, they hold constant expenditure on the meats group
(rather than  total expenditures  on  all goods)  and  use shares  of
expenditures on meat rather than shares  of total expenditures  on
all goods. Linear,  double-log  and AIDS elasticities are at sample
means based on models that  include  trends. The absolute  price
version of the  Rotterdam  model is used. The subscripts denote:
b, beef; p, pork;  c, chicken; f  fish; and Y, the total expenditure  on
the four meats.
methods  that  are  available.  Even  if  such
changes in structure of  per capita demands did
occur and were measured accurately, the ques-
tion remains open as to whether the cause was
a  change in tastes  due to greater health  con-
sciousness.  Equally  plausible  alternatives  in-
clude,  for instance,  demographic changes  and
increased  consumption  of meals  away  from
home. Thus, the diagnosis and prescription are
not clear even when the symptoms can be mea-
sured.
We remain open on the question of whether
there has been a structural change in Canadian
meat demand. Almost everyone can cite some
anecdotal  evidence  of changes  in  meat  con-
sumption behavior.  But this may not extrap-
olate well to the behavior of the representative
consumer  that  underlies  our  per  capita  de-
mand models. What is clear from our results
is  that the  aggregate  data  do not  permit  the
hypothesis of stable preferences to be rejected
without the imposition of additional nonsam-
ple evidence  concerning  the functional  form
of demand equations. The nonparametric tests
indicate that the data could have been gener-
ated by a stable,  well-behaved  system of per
capita demand equations. We suspect that, due
to the nature of the data, the power of this test
is lower than we would like [say, a 25% to 50%
chance  of finding  a  structural  change,  of the
type that Moschini and  Meilke  (1989) found
in the U.S. data,  if one had occurred];  but it
is hard to know what is normally accepted by
the profession as sufficient power. In any event,
combining that result with our parametric re-
sults using  the Rotterdam  model implies not
only that a stable demand system could exist
but that a very plausible and commonly  used
example can be found.
It is  also  questionable  whether  parametric
models have  more  power  as such  or merely
more  probability  of  rejecting  stable  prefer-
ences.  Perhaps  simulations  such  as  ours,  ap-
plied  to parametric  tests,  could  show that  a
particular parametric  model has higher power
but does not have a higher probability  of in-
correctly  finding a taste change.  We know  of
no  such  evidence  at present and suspect that
the  probabilities  of rejection  may  depend  as
much on the behavior of relative prices as on
the choice of testing approach  and, with para-
metric models, the choice of functional form.
We illustrated how easy it is to generate im-
portant  Type I errors with apparently  innoc-
uous model specification errors. Then we found
a variety of results among alternative, popular
specifications  when they were applied to Can-
ada's  meat  consumption  data.  We  see  no  a
priori reason to prefer the almost ideal demand
system over the Rotterdam model or vice ver-
sa.  The  almost  ideal  demand  system  results
indicated significant structural change while the
Rotterdam model results were consistent with
our  nonparametric  results  in  supporting  the
existence  of  stable  preferences.  In  order  to
maintain the conclusion  of structural  change
based on these data in the face of these results,
one  would have to show  either that the Rot-
terdam model is biased in favor of stability or
that prior expectations give low weight to the
probability  of it being the  correct  functional
form. While model selection criteria can com-
pare functional forms, their value may be lim-
ited when the set of alternatives is large.
In conclusion, it seems that there continues
to be widespread support in the profession for
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the  structural  change  hypothesis.  However,
better  data or better methods  are  needed  to
provide  statistical  confidence,  in the form  of
valid inferences, to support that view. Purcell
(pp.  17-18)  criticized  the  profession  for the
fact that "as late as  1987, journal articles still
reflected  disagreement  on whether  a shift  in
demand had  occurred."  On the  contrary, the
conclusion of this article  is that there remains
too little disagreement. We urge the profession
to take the "con"  out of demand analysis, to
pay more  attention  to the fragility  of the in-
ferences  that can be drawn  from models that
are  built  on  a whim,  and  to be  much more
cautious  in  basing  recommendations  upon
fragile inferences.
[Received April 1990; final version
received January 1991.]
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