INTRODUCTION
The purpose of this article is to present a survey of some aspects of the Sturmian theory of elliptic partial differential equations and inequalities of the second order. It is based on a series of lectures given by the author at the National Taiwan University, Taipei, Taiwan, in the spring of 1971.
Since the appearance of the hook "Comparison and Oscillation Theory of Linear Differential
Equations" by C. A. Swanson [S] in 1968, numerous articles have followed on this subject, including extensions to higher-order and nonlinear equations as well as systems of elliptic equations. Progress has also been made in extending Sturm-type theorems to hyperbolic equations. For a review of these matters, see Kreith [21, 231 and Swanson [12, 131. The first paper on the subject of Sturmian theory of elliptic equations was due to Picone [I] , who in 1911 obtained an extension of his celebrated identity to a self-adjoint elliptic equation of the second order in two independent variables. The current interest, however, dates from 1955 with the appearance of the paper of Hartman and Wintner [I] in which they proved an n-dimensional version of the classical Sturm comparison theorem.
The starting point of many investigations is usually some generalization of Picone's identity, but a slightly different approach, based on an integral inequality of the Wirtinger type, has been adopted here. Consequently, the proofs of a number of results given are different from those found in the literature. However, except for a few references to results in ordinary differential equations in Sections 2 and 6, we have tried to make this article self-contained. As in ordinary differential equations Wirtinger-type inequalities are useful in generating oscillation criteria without the use of comparison theorems. In addition they have also proved useful in certain existence theorems for Dirichlet problems, but this latter topic is beyond the scope of this paper and will therefore not be treated; cf. Calvert [l, 21. In Sections 2 through 6 the Sturmian theory of a scalar elliptic inequality is developed. In Section 7 we give a brief outline of the corresponding results for a matrix system and pairs of first-order equations.
Throughout this paper we shall consider elliptic partial differential equations and inequalities in it real independent variables. A variable point of n-dimensional Euclidean space Rn will be denoted by x = (x1 ,..., x,) and differentiation with respect to xi will be written as Di , i =: I,..., n. Let G be a nonempty domain of Rn with boundary 3G. G may be bounded or unbounded, but for simplicity, the boundary 8G will always be assumed to be piecewise smooth. We denote by 77 = (Q ,..., 7%) the outward unit normal vector on i3G. Of primary interest to us will be second-order partial differential inequalities of the form If the coefficients A, /3, and p are given functions of x alone, (1.1) is said to be linear; if they depend on the unknown u and VU as well as X, then it is quasi-linear. It is of elliptic type if the matrix A is positive definite. We shall assume the coefficients to be real valued throughout. By a solution we shall understand a real-valued function u E Cl (G) for which all derivatives appearing in (1.1) exist and are continuous such that (1.1) is satisfied at all points of G.
RICCATI TRANSFORMATION AND WIRTINGER INEQUALITIES
In their classic book "Inequalities," Hardy, Littlewood, and Polya stated the following result [I, p. The above inequality is usually attributed to Wirtinger; cf. MitronoviC [I] . In this section we employ a generalization of a Riccati transformation used in ordinary differential equations to derive an identity leading to an analog of (2.1) for real-valued functions of 11 real variables. The first such identity was stated by Beesack [I] in connection with the two-dimensional elliptic equation u,, + uy+, + p(x, y)~ := 0. The identity in question is
Since the right side is always nonnegative, this leads immediately to a twodimensional analog of (2.1). To illustrate Beesack's method we shall first consider the linear second-order differential inequality
where A = A(x) E P(G), /I = p(x) E C(G), and p = p(x) E C(G). G in this case will be a bounded domain of Rn. Suppose u is a solution of (2.2) such that' u(x) > 0 in G. We define the vector field u = (sr ,..., s,) by a = u-vu. (2.3) Then the following is an analog of a familiar result in ordinary differential equations; cf. Wong [l] , Hartman [l, p. 3621 .
LEMMA 2.1. Let u be a solution of (2.2) such that u(x) > 0 in G and let u be dejined by (2.3) . Then 0 satis$es the generalized Riccati inequation (2.4) Conversely, if u is any solution of (2.4) in G such that Disj = Djs, , i,j=l n, ,.*a, (2.5) then there exists a solution of (2.2) for which u(x) > 0 in G.
Proof. The first half of the lemma follows by direct verification. To prove the second part we suppose u is a solution of (2.4) for which (2.5) holds. Consider the system of first-order partial diRerentia1 equations Diu = sLu, i -: I,..., n. If we assume a solution of the form U(X) = expf(x), then we find that f must satisfy Dif = si , i = l,..., n. (2.6) In other words, we must find a scalar fieldf whose gradient is the given smooth vector field u. According to the theorem of Frobenius (cf. Hartman [l] ), a necessary and sufficient condition for (2.6) is that (2.5) holds. The function u so obtained is readily seen to be a positive solution of (2.2) . For the next result we shall suppose the matrix A(x) to be positive definite in G so that the operator T is elliptic in G. 2) such that u(x) + 0 and u is defined by (2.3) , th en strict inequality holds in (2.7) for all w E 52 unless w = ku, k constant.
Proof.
Consider the quadratic functional M [w] defined on Q by
Expanding the right side of (2.8) we see that
Using the identity V . (w2Au) = 2wVw . Au + w2V . (Au) and the divergence theorem of Gauss one finds that -2JGwVw.Audx=j. w"V.(Au)dx-I' w211.AudS. G aG Putting this back into (2.8') and using the Riccati inequation (2.4) we arrive at
Since A = (A"j) is positive definite in G, (2.8) shows that M [w] > 0 for all w E Q so that (2.7) follows. Moreover, if u is a solution of the equation in (2.2) for which u(x) # 0, then 0 = u-iVu will satisfy the Riccati equation in (2.4) so that we have equality in (2.9) instead of inequality. In this case it is clear that equality will hold in (2.7) if, and only if, M[w] = 0; i.e., D,w = (rlDiu)w, i = l,..., n. Hence, equality holds in (2.7) if, and only if, w = KU. In the particular case where /3 = 0, (2.7) reduces to an inequality of the Wirtinger type for functions of n real variables. To state this more precisely we shall suppose u to be a solution of
Here r, and I', are two disjoint components of aG whose union is aG, and u, denotes the conormal derivative ._ u, = c Ai$,Dju. i&l g is some given continuous function on r,. Note that when r2 is the empty set, this reduces to the usual Dirichlet problem with zero boundary data. COROLLARY 2.3. Let u be a solution of (2.10) 11) where equality holds if, and only if, w = ku.
When the coefficients of (2.2) d e en p d on u and Vu as well as x, the inequality is quasi-linear. To distinguish this from the linear case we shall write
where A' = A(x, u, VU), p' = /3(x, u, Vu), and p' = p(x, u, Vu). We observe that if u is a solution of (2.2') such that u(x) > 0 in G and if u is defined by (2.3) as before, then the Riccati inequation (2.4) becomes
Moreover, Inequality (2.7) remains valid. The Wirtinger-type inequality (2.11) can now be extended to solutions of (2.2').
THEOREM 2.4. Let u be a solution of T'u < 0 subject to the boundary conditions u=o, XE.r1; u, = g(x)u, x E r, .
If u(x) > 0 in G, then for all w E Q for which w = 0 on I', , We remark that Inequalities (2.7) and (2.12) are necessary conditions for a solution to be zero free. In Section 6 we shall rephrase these as criteria for oscillation.
A function u for which T'u < 0 is called a subsolution while one for which T'u 2 0 is called a supersolution; cf. Swanson [4] . Theorem 2.4 is stated in terms of a subsolution which is positive in G. The same conclusion holds for a supersolution which is negative.
As mentioned earlier Riccati transformation for a partial differential equation was first introduced by Beesack [l] . Special instances of Inequalities (2.12) and (2.7) were obtained by Benson [l] and Calvert [l] . For Wirtinger-type inequalities associated with fourth-order elliptic inequalities, see Calvert [2] , Dunninger [2] , Wong [3] , and Yoshida [3] .
COMPARISON THEOREMS FOR BOUNDED DOMAINS
With the help of the Wirtinger-type inequality (2.11) it is now possible to give a very simple proof of a comparison theorem for self-adjoint elliptic equations. In addition to (2.10) we shall consider another system of the same form, namely,
where A,, = (AZ) is a real symmetric matrix function of class Cl (G) and& E C (G) . The function g, is assumed to be defined and continuous on I', .
THEOREM 3.1. Suppose there exists a nontrivial solution w of (3.1) such that VW) = jG [VW -(A -A,) VW + (~0 -P) ~"1 dx < jr2 (g -g,,) w2 ds. (3.2) Then every solution u of (2.10) must have a zero in G = G v I', unless w = Ku.
Suppose the contrary conclusion and let u be a solution of (2.10) such that u(x) # 0 in G. Then, by Corollary 2.3, Inequality (2.11) holds for all w E Q for which w = 0 on r, . In particular, it holds for the solution w of (3.1) given in the hypothesis. If we multiply the equation in (3.1) by w and integrate the first term by means of the divergence theorem, we find that j G (p,,w" -VW . A,Vw) dx = -1 gOw2 dS.
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Combining this with (2.11) we arrive at which contradicts (3.2) unless equality holds. According to Corollary 2.3, the latter occurs if, and only if, w = Ku. This proves the assertion.
The n-dimensional Sturm separation theorem (Clark and Swanson [l] ) now follows directly from this result. COROLLARY 3.2. Let w be a nontrivial solution of (3.1) . Then every other solution y of (3.1) must have a zero in G unless y z kw.
These two results are the n-dimensional analogs of the classical comparison and separation theorems of Sturm. When n = 1 Theorem 3.1 reduces to the familiar Sturm-Picone-Leighton comparison theorem; cf. Swanson [5] . Theorem 3.1 was proved under the stronger assumptions that (A -A,,) is positive semidefinite and p, 3 p, by Hartman and Wintner [l] and Kreith [I] . The integral condition (3.2) with r2 = @ was first employed in Clark and Swanson [I] ; see also Kreith [5, lo] . F or other comparison and separation theorems, see McNabb [l] , Diaz and McLaughlin [l] , and Allegretto [l] .
Our next objective will be to extend Theorem 3.1 to include quasi-linear equations and non-self-adjoint elliptic inequalities. We shall do this in two stages.
In what follows I will denote a real interval containing the origin and G as a nonempty bounded domain of Rn with piecewise smooth boundary aG, as 409/72/z-12 before. Our first step in generalizing Theorem 3.1 will be a comparison theorem between solutions of the following two boundary-value problems: (ii) u is a solution of (3.3) such that u(x) > 0 for some x in G; and (iii) E(u, w) < Jr, (g -g,)w2 dS, where
Then u must have a zero in G unless T'u = 0 and w = ku.
Proof. Should u(x) b e nonpositive for any x E G the theorem is then true trivially. It is enough therefore to consider the case where u is a positive solution of (3.3) in G. In this case the Riccati transformation (2.3) shows that (J = &Vu will satisfy Inequality (2.4'). It follows from Theorem 2.4 that
where w is the given solution of (3.4) , and equality holds if, and only if, w = Ku. As before, if we multiply the inequation in (3.4) by w and integrate the first term by means of the divergence theorem, we find that
Combining this with (3.5) we arrive at which contradicts (iii) unless equality holds; i.e., unless equality holds in both (3.5) and (3.6) . A ccording to (i), w E Q, so that by Theorem 2.4, equality holds in (3.5) if, and only if, T'u = 0 and w = Ku. This proves the assertion.
We remark that if equality holds identically in T'u < 0, then we may replace (i) by: (i') w is any nontrivial nonnegative solution of (3.4) . Similarly, if either Tiw > 0 or strict inequality holds in (iii), then we simply have the conclusion that u must have a zero in G. We also note that (iii) requires somewhat more information on the solutions u and w than is desirable. However, with additional assumptions on the nature of the coefficients of T' and Td a more useful comparison inequality is available; cf. Swanson [7] .
wherep(x, u) is a nondecreasing function of u fiw each x E G. Suppose w is a solution of (3.4) such that w(x) > 0 in G and that
Then for every solution u of (3.3) , either there exists a subdomain G, C G such that u(x) < w(x) in G, or w = ku.
Proof. It is enough to consider the case of a solution u of (3.3) which is positive throughout G. As in the proof of Theorem 3.3 above, Inequality (3.7) is valid:
In view of (3.8) this implies 0 < s G w"Mx, 4 -P(X, 41 dx, where, as before, equality holds if, and only if, T'u = 0 and w = ku. Otherwise, we have strict inequality. Since p is nondecreasing in u, the alternate conclusion then follows.
We remark that without the monotonicity hypothesis, the conclusion of The second equation obviously has a solution w = sin x which is positive in G. Moreover, it is easy to verify that for this particular w, E'(w) < 0 so that all the other requirements of Corollary 3.4 are fulfilled. However, u = (1 + r2 -x2)/2 is a solution such that U(X) > w(x) in G. Then for all w E Q for which w = 0 on I', , we have
Proof. Since u is a positive solution of (3.10) the vector 0 = u-% will satisfy the Riccati inequation (2.4') in G. If we take T* in particular to be the (n + l)-vector defined by 7i = D,w -s<w, i = l,..., n, 7 nfl = ws where w E Q, then (3.12 (3.11) and let u ' be a solution of (3.10) such that u(xO) > 0 for some x0 E G. Suppose there exists a function h E C(G) for which (3.13) Proof. Again it is enough to consider the case of a solution u for which U(X) > 0 throughout G. Then according to Theorem 3.6, Inequality (3.14) is valid. On the other hand, if we multiply the inequation in (3.11) by w and integrate the first term by means of the divergence theorem, we find that -s, g,w= dS < J', [VW . A;Vw + 2wVw . /3; + p;w"] dx.
Combining this with (3.14) we arrive at a contradiction to (3.15) so that u must have a zero in G. (ii) p(x, u) is a nondecreasing function of u for each x E G;
(iii) w is a solution of (3.11) such that w(x) > 0 in G and u is a solution of (3.10); and (iv) the exists an h E C(c) such that (3.13) holds and I (VW -(A -A,) VW + 2447~ * (Bo -8) + waEh(x) + P,(x, w) -14x, w)l> dx G < r, k -go) w2 ds.
I'
Then there exists a subdomain G, C G such that u(x) < w(x) in G, .
Except for the obvious modifications the proof of this corollary is entirely similar to that of Corollary 3.4 and will therefore be omitted.
UNBOUNDED DOMAINS AND DOMAINS WITH SINGULAR BOUNDARY
In order to apply the comparison theorems of the previous section to generate oscillation criteria it is necessary that we extend them to include unbounded domains and domains with singular boundary. The latter notion, which is due to Kreith [2] , will now be described. Consider the quasi-linear operator T' defined by (2.2'). We shall make the following assumptions: where p E C (G u aG) . In this case A is the diagonal matrix diag(x2, ~2) and /3 = (x, y) so that the singular boundary of L is the entire boundary aG.
Suppose first of all G is unbounded and T' is nonsingular in G. Then the domains G, of (c) may be constructed as follows. For each a > 0, let S, = {xcGuaG:jxI =u},y,={x~aG:IxI <a},andG,={xEG:IxI <a}. Then aG, = ya u S, and G = U G, . In this case we may in fact suppose A' to be positive definite and of class C1(G u aG x I x R") and /I', p' E C(G u aG x I x Rn). Then there exists an a, > 0 such that for all a > a, , the results of the previous section are valid in G, . By imposing an additional assumption of the behavior of solutions at infinity, one can readily obtain comparison theorems for unbounded domains. We shall derive an analog of Theorem 3.7 below. First we introduce the family Qa = ]w E Cl(G u aG): ;% s,, VW * A'Vw dx < ml . THEOREM 4.1. Let G be an unbounded domain of Rn and let T' be mnsingulur in G. Suppose that (i) u is a so&ion of (3.10) such that u(xJ > 0 for some x,, E G;
(ii) w is a nontrivial nonnegative solution of (3.11) Proof. Suppose there is a solution u of (3.10) such that U(X) > 0 in G. In view of (iii), Theorem 3.6 is applicable to G, for all a > a,, . Thus, we have j- Combining these two relations and taking into account (ii) as a + cc, we arrive at J [w, u] >, 0, which contradicts (iv). This proves the assertion.
The above result is adopted from Swanson [3] and Kreith [14] . To treat the case where T' has a singular boundary y*, we first suppose G to be bounded. The unbounded case may be handled by the method of the previous theorem. Suppose fGk. is a sequence of bounded domains which approximate G from within as described in assumption (c) at the beginning of this section. The results of the previous section are then applicable to each G, . If, in addition, we impose restrictions on the behavior of the coefficients of T' as we approach y* from within and take a suitably chosen family of admissible functions, we can obtain the desired Wirtinger-type inequalitites from which comparison theorems will follow. To do this we let a be a solution of (2.4'), let I'* x E r, such that u(x) > 0 in Gl = G u P. Suppose there is an h E C(c) for which (3.13) holds. Then for all w E 52, , we have s w2g(x) dS < Q&J, ~1. r (4.3) EXAMPLE C. Let n = 2, G = {(x, y) E R2: 0 < x < tl , 0 < y < 2p/31i2), where tl denotes the first positive zero of the Bessel function J&b). Let r = ((x, y) E R'+ x = tl , 0 < y < 2rr/3112) and let P = aG\r. We consider the linear elliptic operator Lu = u,, + uyv + x-%4, + x-%4 = 0, u = 0, Xd*, u, = 0, x E r. Then, as in Example A, the left vertical edge is the singular boundary of L. Condition (3.13) in this case is which yields h(s) > (1/2~)~. Taking in particular h(x) = (1/2~)~ we see that if w, is the set of all functions w E C(G) n Cl(G) having zeros of order ~1 > l/2 on r*, then all the integrals in (4.1) will exist. By Theorem 4.3 the following inequality is valid for all w E w,: Example C and Corollary 4.5 are in Wong [2] . When G is unbounded and T' has singular boundary y*, we can combine the techniques of Theorems 4.1 and 4.4 to produce a comparison theorem. First we begin with a sequence {Gk} of unbounded domains such that G, C Gk v 8G, C G,,, C G and that uk G, = G. Let G,,, = (x E G,: / x 1 < a), Sk,,, = {x E G, u aG,: j x 1 = a}, and yksa = {x E aG,: 1 x j < u>. Then G,,, = ykPa u S,,, and {Gk,,) is a family of bounded domains which approximates G from within. In place of the limit integrals in (4.1) we consider M2 [w, u] The following results are now immediate. 
EIGENVALUE ESTIMATES
In ordinary differential equations the Wirtinger-type inequalities are known to be closely related to the minimal property of the first eigenvalue of the associated Sturm-Liouville problem; cf. Hardy et al. [I] . In fact, Wirtinger's inequality is recognized as the Rayleigh quotient written in a slightly different form. This suggests the possibility of using Inequality (2.7) and similar ones to obtain bounds for the first eigenvalue of non-self-adjoint problems where variational arguments are not applicable. In this section we shall explore some of these questions briefly.
Consider first of all the linear self-adjoint problem
where G is a nonempty bounded domain and the operator is nonsingular in G.
We also suppose p(x) to be positive and continuous in G. Corollary 2.3 then yields the well-known upper bound for the first eigenvalue pi of (5.1). To obtain upper and lower bounds for the first eigenvalue of linear non-selfadjoint problems we shall consider the formal expression
The lemma below is a slight modification of Theorems 2.2 and 3.6. In view of (ii) and (iii), the result follows. (ii) there is un h E C(G) for which (3.13) holds; and (iii) p1 and A, are theJ(irst eigenvulues of Ku = ppu with boundary conditions (a) and (b), respectively. When G is unbounded and K is nonsingular in G, then the above estimates remain valid, provided we impose an additional boundary condition at infinity of the type required in Theorem 4.1. We state this as Lower bounds for the first eigenvalue of the type given in (5.7) were obtained earlier by Protter [2] and Protter and Weinberger [l] . For the self-adjoint case of Theorem 5.3, see Kreith [7] ; for Corollary 5.4, see Swanson [4] . We also remark that in the case of the Dirichlet problem (5.1) with r, = 0, sufficient condition for (5.8) in terms of the coefficients can be given; cf. Swanson [4] . A procedure similar to that used in Theorem 4.7 will likewise permit us to extend these estimates to the case where K has singular boundary y*. Finally, with the help of (5.4) one can also show that the first eigenvalue pi(G) of K is a strictly monotone function of the domain; cf. Kreith [6] and Dunninger [l].
OSCILLATION CRITERIA
In this section we shall present some oscillation and nonoscillation criteria for the quasi-linear inequality
As in the case of ordinary differential equations such criteria are obtainable directly from the Wirtinger-type inequalities or via Sturmian comparison theorems; cf. Swanson [5] . Both of these approaches will be employed in this section. Let G be an unbounded domain of I+ with piecewise smooth boundary aG. For each a > 0, let Ga = {x E R": r < a} and S, = {x E G u aG: Y = a}, where r = j x 1 = [x .x~~]~/~. A nontrivial solution u of (6.1) is said to be weakly oscillatory at infinity if u has a zero in Ga for all sufficiently large a > 0. A bounded domain N with WC G is a nodal domain of u if u = 0 on aN. A nontrivial solution u of (6.1) is said to be oscillatory at infinity if, for arbitrary a > 0, u has a nodal domain N in G". We remark that in the case of linear equations Corollary 3.2 implies that every solution has a zero in Ga if one solution is oscillatory; i.e., every solution has infinitely many zeros in G. Thus, the existence of one oscillatory solution in the linear case implies every solution is weakly oscillatory at infinity. The equation is called oscillatory if it has one oscillatory solution. It is nonoscillatory otherwise; cf. Glazman [l, p. 1581.
We will also be concerned with oscillatory behavior of solutions near singular boundaries. Suppose yi is a component of the singular boundary y* of T'. We say that a nontrivial solution u is weakly oscillatory at yi if, for each open set U containing yi , u has a zero in G n U. The solution u is strongly oscillatory at yi if, for each x E yi and every neighborhood U(X), u has a zero in G n U(X). The following example is helpful. Let G be the infinite strip {(x, y) E R2: x > 0, 0 < y < r}. We consider the linear elliptic equation Lu = xzu,, + u,,g + $l = 0.
The left vertical edge y* = ((x, y): x = 0,O < y < r> is the singular boundary of L. It is easy to verify that the function U(X, y) = xr12(sin log x) sin y is a solution which is strongly oscillatory at y *. This solution is also oscillatory at infinity. The concept of weak and strong oscillation at singular boundaries is due to Kreith [2] . Theorem 3.6, which is a necessary condition for a solution to be zero free, can now be restated as a criterion for weak oscillation at infinity. THEOREM 6.1. Let G be unbounded. Equation (6.1) is weakly oscillatory at infinity if, for all su$iciently large a > 0, there exist (i) a nonempty bounded regular domain N with NC G"; (ii) a function h E C(m) for which (3.13) (i) a function h E C(G n U) for which (3.13) holds and (ii) a piecewise differentiable function w with compact support in G n U such that for all positive dt@rentiable u, 1irkr-r J (GknU) [VW -A'Vw -2wVw -j3' + (h -p') w"] dx < 0. Equation (6.1) is strongly oscillatory at yi zf, for each x E yi and every neighborhood U = U(x), there existfunctions h and w for which (i) and (ii) hold.
As an application of Theorem 6.1 we shall prove a criterion for the self-adjoint quasi-linear inequality V.(A'Vu)+pu <O (6.3) to be weakly oscillatory at infinity; cf. Allegretto and Swanson [2] . THEOREM 6.3. Let G = R" and let A' be bounded above. If p+i bl-* 1 p(x, u, Vu) dx = +co Kb (6.4) for all positive dz@entiable u, then (6.3) is weakly oscillatory at inJinity.
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Proof. To prove this we shall construct a suitable function w with nodal domain in G" and apply Theorem 6.1. Consider the annulus region Nab = {x E RR": 0 < a < Y < b}, where b -a > 2, and the function w defined by
Then Nab is a bounded domain in Ga and w is piecewise differentiable with nodal domain Nab . According to Theorem 6.1 Inequality (6.3) is weakly oscillatory at infinity. In the next result G is any unbounded domain with piecewise smooth boundary and we consider the linear equation Lu = V . [A(x) VU] + p(+ = 0. (6.5) We further suppose the operator L to be uniformly elliptic in Ga for some a > 0; i.e., there exists a constant K > 0 such that for all x E G" and x E R", THEOREM 6.4. Equation (6.5) is nonoscillatory in G ;f the ordinary dz&mntiaZ equation
is nonoscillatory in (a, a).
Pyoof. Suppose the contary and let u be an oscillatory solution of (6.5) . Then for all b > a, u has a nodal domain N with NC Gb. We now compare (6.5) with f K(D,w)" + Kg(r) w = 0. i=l (6.8) In view of (6.6) and the definition of q(r), we clearly have 'f [P(x) -KW] D,w Djw > 0, i,j=l Kq(r) > p(x), so that by Theorem 3.1, every solution w of (6.8) must have a zero in N and hence in Gb. On the other hand if we assume a radially symmetric solution W(X) = w(r) to Eq. (6.8) , then a simple calculation shows that w(r) must in fact satisfy the ordinary differential equation, Eq. (6.7). Since, by hypothesis, (6.7) is nonoscillatory in (a, co), there must in fact be at least one solution w(x) = o(r) of (6.8) which is zero free in G b. This contradiction proves the theorem.
Various nonoscillation criteria for (6.5) can now be generated by appealing to known nonoscillation criteria for ordinary differential equations. We give a few illustrations of this below. First of all, if we multiply (6.7) by m-l, we can rewrite it as a self-adjoint equation (6.9) Clearly (6.7) is nonoscillatory if, and only if, (6.9) Another oscillation-preserving substitution we can apply to (6.7) is to let
In this case (6.7) yields
If we let g(r) = q(r) -(2r)-2(n -l)(n -3), then an obvious majorant for (6.10) is u" + g+(Y)a = 0, (6.11) where g' = max(g, 0). According to the classical theorem of Sturm, (6.10) is nonoscillatory whenever (6.11) is. The condition p1 > 1 for all b > a is the well-known necessary and sufficient condition of Nehari [l] for (6.11) to be nonoscillatory.
Condition (6.12 ) is due to Hille [l] . We also remark that the constant K/4 in (6.12) is the best possible in the sense that for every positive integer n, there is an equation, oscillatory in Rn, such that the left side of (6.12) is equal to K/4; cf. Headley [2] .
We conclude with a nonoscillation criterion similar to (6.12) for the selfadjoint quasi-linear inequality v . [A(x) Vx] + p(x, u)u 3 0. (6.13) Here G is again unbounded and A E P (G u aG) ,p E C[ (G u i3G) x I], where I is an interval containing the origin, and (6.6) is assumed to hold in Ga for some a > 0. We define f(r) = sup{ p(x, u): x E s, , u c1).
The function p(.~, u) is assumed to be bounded on I for each x E G. Then result below is due to Swanson [8] .
THEOREM 6.8. Suppose that lim sup r"f(r) < K(n -l)(n -3)/4. (6.14)
Then (6.13) is nonoscillatory in G.
Proof. Suppose the contrary and let u be an oscillatory solution of (6.13). Then for all b > a, u has nodal domain N with NC Gb. By (6.14) there exist constants c and r0 such that for all Y > r, , ?f (r) < c < K(n -l)(n -3)/4. [4] , Allegretto [8] , and Kreith and Travis [2] .
GENERALIZATIONS
Many of the results of the previous sections for the scalar elliptic equation D. (A/Vu) +p'u =0 (7.1) are equally valid for pairs of first-order equations of the form vu = uci + By,, v,F=---pu+p*v, (7.2) wherep and u are scalar-valued functions; 01, /3, and v are n-vector fields; while B is an n x 12 matrix function. If a: = p z 0 and B is nonsingular, then (7.2) yields (7.1) so that the latter is indeed a generalization of the former. Wirtingertype inequalities and comparison theorems similar to those given for (7.1) have been obtained by Kreith [12] and Wong [2] . Another generalization of (7.1) is to replace the scalar u by an m-vector or an m x m matrix. The first comparison theorem for such a matrix system was given by Kuks [l] Let G be a bounded domain of Rn with piecewise smooth boundary aG. In the paragraphs below we shall outline a few of the results for a matrix-tensor system of the form (7.3) Here P = ( pij) and U = (Q) are m x m matrix functions, cp = porij is an n x m x m third-order tensor function, and B = Baiis is an n x m x m x n fourth-order tensor function. We will abbreviate (7.3) as grad U = Bq, div rp = -PU. (7.3') The coefficients P and B are given continuous functions of x, U, and 9 with P and B symmetric, i.e., P* = ( Pji) = P = ( PSj), B,,, = Boijo, = Bsjio .
Furthermore, we shall suppose B to be positive definite; i.e., the m x m matrix inequality (7.4) holds as a form for all aaii with equality, holding if, and only if, aaij is the null tensor. If we write CJ = oorij and o* = aaii, then Inequality (7.4) may be abbreviated as o* . Bo > 0. Suppose (U, 'p) is a solution of (7.3) such that U is nonsingular in G and let U-l = (sjk). Setting a direct calculation shows that Q satisfies the generalized Riccati equation (7.5) which we abbreviate as divo+o.Bo+P=O. (7.5') Of particular interest are those solutions (U, 9) of (7.3) for which U*q = (p*U, i.e.,
In this case it is easy to confirm that a* = o. We shall call a solution (U, 'p) of (7. 3) for which U*g, = QI*U self-conjugate; cf. Hartman [l, p. 3861 . The following is immediate. LEMMA 7.1. Let (U, 'p) be a se@conjugate solution of (7.3) szuh that U is nonsingular in G. Then TV = cpU-l satisjies the generalized Riccati equation div u + o* .Bo+P=O. (7.6) We remark that in the case of a matrix system of the form (7.1) a more complete analog of Lemma 2.1 is possible; see Kuks [l] and Wong [l] . In order to discuss boundary-value problems we shall consider boundary conditions of the form U = 0 on P, , rl -cp =g(Wonr2, (7.7) where g is a given real continuous function on F, and Suppose D is the family of all functions WE C(e) n Cl (G) To obtain a comparison theorem we consider another system of the same form, namely, VW = Er, x E G, w=o on rl, V.T=-QW, XEG, 77 -T = h(x) W on r, . (7.9) As before the coefficients E and Q are symmetric and continuous while E is positive definite. THEOREM 7.3. Let (U, q) be a self-conjugate solution of (7. 3) + (7.7) and let (W, T) be a solution of (7.9) then either det U(x,,) = 0 for some x0 E G or W = KU.
We remark that using the Wirtinger inequality (7.8) one can give an oscillation criterion for an elliptic system similar to Theorem 6.3; see Allegretto and Swanson [2] . Scalar equations of the fourth order are treated in Allegretto [2] , Diaz and Dunninger [l] , Dunninger [2] , and Wong [3] . Sturmian theorems for scalar equations of order 2m are found in Diaz and Dunninger [2] 
