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Re´sume´: Cette note introduit une classe de matrices dont les de´terminants
sont faciles a` calculer. L’exemple le plus frappant est obtenu en conside´rant
la matrice entie`re syme´triqueM(n) avec coefficientsMi,j ∈ {0, 1}, 0 ≤ i, j <
n de´finis en conside´rant les coefficients binomiaux modulo 2 et en posant
Mi,j ≡
(i+j
i
)
(mod 2). Le de´terminant det(M(n)) est alors e´troitement
relie´ a` la suite de Thue-Morse comptant les coefficients non-nuls d’entiers
binaires.
1 De´finitions et re´sultats
Dans ce papier, la lettre b de´notera toujours un entier ≥ 2 et la notation
n =
∑
νib
i, 0 ≤ νi ≤ b− 1 de´signera un entier non-ne´gatif n e´crit en base b.
De´finition 1.1. Une matrice (finie ou infinie)
M(n) = (Mi,j)0≤i,j<n , n ∈ N ∪ {∞}
(a` coefficients Mi,j dans le corps ou anneau unife`re commutatif favori du
lecteur) est b−autosimilaire si on a M0,0 = 1 et
Ms,t =
∏
i
Mσi,τi
pour tous 0 ≤ s =
∑
σib
i, t =
∑
τib
i < n.
Une matrice M(n) qui est b−autosimilaire pour b ≤ n est entie`rement
de´termine´e par la sous-matrice M˜ = M(b) de coefficients M˜i,j = Mi,j, 0 ≤
i, j < b. On appelera M˜ la matrice de de´finition de M(n).
Exemple 1.2. Pour b = p un nombre premier, la matrice syme´trique S
et la matrice triangulaire infe´rieure T
S =
(
Si,j =
(
i+ j
i
)
(mod p)
)
0≤i,j
et T =
(
Ti,j =
(
i
j
)
(mod p)
)
0≤i,j
a` coefficients dans le corps fini Z/pZ sont p−autosimilaires (voir section 2).
Remarque 1.3. Une autre raison de s’inte´resser aux matrices b−autosimilaires
provient du produit tensoriel: Soit (B˜i,j)0≤i,j<b une matrice a` coefficients
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dans un corps K de´finissant un endomorphisme de V = Kb. La matrice
B(bd) (qui n’est b−autosimilaire que pour B˜0,0 = 1) de´finie par
Bs,t =
d−1∏
i=0
B˜σi,τi , 0 ≤ s =
d−1∑
i=0
σib
i, t =
d−1∑
i=0
τib
i < bd
de´finit alors un endomorphisme diagonal
B˜⊗
d
: V ⊗
d
−→ V ⊗
d
v0 ⊗ · · · ⊗ vi ⊗ · · · ⊗ vd−1 7−→ B˜v0 ⊗ · · · ⊗ B˜vi ⊗ · · · ⊗ B˜vd−1
ou` v0, . . . , vd−1 ∈ V = K
b. La normalisation B0,0 = 1 permet alors de
s’affranchir des puissances entie`res bd de b et de´finit un analogue d’une
telle matrice pour toute dimension entie`re ainsi que pour une dimension
∞ de´nombrable.
Une matrice b−autosimilaire M(n), n ∈ {b, b + 1, . . .} ∪ {∞}, est non-
de´ge´ne´re´e si les b matrices M(k) = (Mi,j)0≤i,j<k, k = 1, . . . , b sont toutes
inversibles. On pose alors d(0) = 1 et
d(k) = det(M(k + 1))/det(M(k)), k = 1 . . . , b− 1 .
En particulier, une matrice b−autosimilaire triangulaire T (∞) est non-
de´ge´ne´re´e si et seulement si sa matrice de de´finition T˜ est inversible. Les
nombres d(0), . . . , d(b−1) introduits ci-dessus ne sont alors rien d’autre que
les coefficients diagonaux de T˜ .
The´ore`me 1.4. Soit b ≥ 2 un entier et M = M(n) une matrice
b−autosimilaire non-de´ge´ne´re´e.
(i) On a une factorisation unique
M = LDU
ou` L est une matrice b−autosimilaire, unipotente (Li,i = 1, 0 ≤ i < n) trian-
gulaire infe´rieure, D est b−autosimilaire diagonale et U est b−autosimilaire,
unipotente triangulaire supe´rieure.
(ii) On a D˜i,i = d(i), 0 ≤ i < b et
det(M(n)) = det(D(n)) =
n−1∏
k=0, k=
∑
κibi
∏
i
d(κi) 6= 0
pour tout n ∈N.
(iii) L’ensemble des matrices (infinies) triangulaires infe´rieures (ou
supe´rieures) b−autosimilaires et non-de´ge´ne´re´es est un groupe: Si R et T
sont deux telles matrices de´finies par R˜ et T˜ , alors RT est de´finie par R˜T˜ .
Remarques 1.5. (i) Une matrice M(n), n ∈ N qui est b−autosimilaire
et non-de´ge´ne´re´e s’inverse donc relativement facilement:
(M(n))−1 = (U(n))−1 (D(n))−1 (L(n))−1
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avec U,D,L comme dans l’assertion (i) trois matrices inversibles triangu-
laires. Leurs inverses sont donc b−autosimilaires et peuvent se calculer a`
partir des inverses U˜−1, D˜−1, L˜−1 de leurs matrices de de´finition.
(ii) Le the´ore`me 1.4 permet tre`s souvent de calculer det(M(n)) meˆme si
la matrice b−autosimilaireM =M(n) (avec n ∈ N) n’est pas non-de´ge´ne´re´e:
Il suffit de conside´rer la matrice b−autosimilaire associe´e a` une perturbation
ge´ne´rique D˜+tA˜ (avec A˜0,0 = 0)) et d’e´valuer le re´sultat en t = 0. L’exemple
2.4 de la section suivante illustrera ce proce´de´.
(iii) Si la matrice B˜ conside´re´e dans la remarque 1.3 est une matrice
inversible, alors la preuve du the´ore`me montre que la matrice B(bd) est
inversible et que son inverse est C(bd) ou` B˜C˜ = id.
Preuve du the´ore`me 1.4. Soit M˜ la matrice de de´finition de la matrice
b−autosimilaire M(n). Comme M(n) est non-de´ge´ne´re´e, on a une factori-
sation unique (donne´e par le proce´de´ d’orthogonalisation de Gram-Schmitt)
M˜ = L˜D˜U˜
avec L˜ unipotent triangulaire infe´rieure, D˜ diagonale et U˜ unipotent tri-
angulaire supe´rieure. Comme L˜0,0 = D˜0,0 = U˜0,0 = 1, les matrices L˜, D˜
et U˜ de´finissent des matrices b−autosimilaires L(l),D(l) et U(l) pour tout
l ∈ N ∪ {∞} et un petit calcul montre que ces matrices sont respective-
ment unipotente triangulaire infe´rieure, diagonale et unipotente triangulaire
supe´rieure.
On a alors (avec L = L(∞),D = D(∞), U = (∞) et M = M(∞)) pour
0 ≤ s =
∑
σib
i, t =
∑
τib
i
(LDU)s,t =
∑
k
Ls,kDk,kUk,t
=
∑
k=
∑
κibi
∏
i
L˜σi,κiD˜κi,κiU˜κi,τi
=
∏
i
b−1∑
κi=0
L˜σi,κiD˜κi,κiU˜κi,τi
=
∏
i
M˜σi,τi =Ms,t
ce qui montre l’assertion (i) (modulo l’unicite´, laisse´e au lecteur).
Les e´galite´s
det(M(l)) = det(D(l)) pour l = 1, . . . , b
impliquent par re´currence sur 0 ≤ i < b qu’on a D˜i,i = Di,i = d(i). On a
donc
det(M(n)) = det(D(n) =
n−1∏
k=0
Dk,k
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=
n−1∏
k=0, k=
∑
κibi
∏
i
D˜κi,κi
ce qui prouve l’assertion (ii).
L’assertion (iii) re´sulte d’un calcul similaire a` celui utilise´ dans la preuve
de l’assertion (i), a` savoir:
(RT )s,t =
∑
k
Rs,kTk,t
=
∑
k=
∑
κibi
∏
i
R˜σi,κiT˜κi,τi
=
∏
i
σi∑
κi=0
R˜σi,κiT˜κi,τi
=
∏
i
(
R˜T˜
)
σi,τi
pour R et T deux matrices triangulaires infe´rieures b−autosimilaires. Il
faut e´galement ve´rifier la condition de normalisation (RT )0,0 = 1 qui re´sulte
e´videmment du fait que R et T sont tous les deux triangulaires infe´rieures.
QED
2 Exemples lie´s au triangle de Pascal
Fixons un nombre premier p et conside´rons la re´duction (mod p) du tri-
angle de Pascal forme´ des coefficients binomiaux
(n
i
)
, n, i ∈ N de´finis par
(1 + x)n =
∑
i
(
n
i
)
xi ∈ Z[x] .
L’existence de l’automorphisme de Frobenius ϕ : α 7−→ αp sur un corps
de caracte´ristique p montre qu’on a pour n =
∑
νip
i
(1 + x)n ≡
∏
i
(
1 + xp
i
)νi
(mod p)
ce qui implique pour k =
∑
κip
i la factorisation
(Eq. 1)
(
n
k
)
=
∏(νi
κi
)
(mod p)
et prouve que les matrices de l’exemple 1.2 sont bien p−autosimilaires.
L’identite´ triviale (1 + x)s+t = (1 + x)s (1 + x)t implique l’e´galite´
(
s+ t
s
)
=
∑
k
(
s
s− k
)(
t
k
)
=
∑
k
(
s
k
)(
t
k
)
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et fournit la factorisation S = S(n) = L(n)L(n)t de la matrice syme´trique
entie`re S avec coefficients Si,j =
(i+j
i
)
, 0 ≤ i, j < n comme produit de la
matrice unipotente triangulaire infe´rieure L avec coefficients Li,j =
(i
j
)
, 0 ≤
i, j < n et de sa transpose´. La re´duction (mod p) de cette factorisation
illustre l’assertion (i) du The´ore`me 1.4 (avec D = id et U = Lt) pour les
matrices de l’exemple 1.2.
Conside´rons la matrice
A = A(n) =


0 0 0 . . .
1 0
0 2
...
. . .


de´finie par
Ai,j =
{
i si i = j + 1 ,
0 sinon
pour 0 ≤ i, j < n. Un calcul facile montre qu’on a
L(n) = exp A(n) =
∞∑
k=0
Ak
k!
(ou` L(n), donne´ par Li,j =
(i
j
)
, 0 ≤ i, j < n, est la matrice unipotente
triangulaire infe´rieure introduite ci-dessus) ce qui implique que la matrice
R = L−1 = exp (−A) est donne´ par
Ri,j = (−1)
i+j
(
i
j
)
, 0 ≤ i, j
(ceci se de´montre e´videmment aussi aise´ment en calculant LR). Le calcul
de la matrice S(n)−1 = R(n)t R(n), n ∈ N (dans l’anneau Z des entiers ou
dans le corps fini Z/pZ) est donc tout a` fait explicite.
Soit p un premier que nous fixons et soit a ∈ Z/pZ un e´le´ment du corps
fini a` p e´le´ments. Rappelons que le symbole de Legendre
(
a
p
)
est la fonction
de´finie par
(
x
p
)
=


0 si a = 0 ,
1 si a 6= 0 est un carre´ de Z/pZ ,
−1 si a n’est pas un carre´ dans Z/pZ .
Posons ψ(a) =
(
a
p
)
et conside´rons la matrice entie`re syme´trique M(n)
avec coefficients
Mi,j = ψ(
(
i+ j
i
)
(mod p)) , 0 ≤ i, j < n .
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Les proprie´te´s du symbole de Legendre et (Eq. 1) montrent que M est
p−autosimilaire.
Exemple 2.1. Pour p = 2 la matrice M(∞) n’est rien d’autre que la
re´duction modulo 2 du triangle de Pascal (sous forme de matrice syme´trique)
avec coefficients dans {0, 1}. On a la factorisation
M˜ =
(
1 1
1 0
)
=
(
1 0
1 1
)(
1 0
0 −1
)(
1 1
0 1
)
de la matrice de de´finition M˜ et le The´ore`me 1.4 montre alors qu’on a
det(M(n)) =
n−1∏
∑
κi2i=0
(−1)
∑
κi =
n−1∏
k=0
(−1)sk
ou` la suite sk (de´finie re´cursivement par s0 = 0, s2k = sk, et s2k+1 =
1− sk) est la fameuse suite de Thue-Morse comptant (mod 2) le nombre
de digits non-nuls d’un entier binaire (cf. [AS]). Plus pre´cise´ment, on montre
facilement qu’on a
det(M(2n)) = (−1)n et det(M(2n + 1)) = (−1)n+sn .
Le fait que la matrice L˜D˜ =
(
1 0
1 −1
)
(et donc L(∞)D(∞)) soit
d’ordre 2 est e´quivalente a` la de´finition re´cursive suivante de la suite de
Thue-Morse: s0 = 0 et sn ∈ {0, 1} tel que
∑
k
((
n
k
)
(mod 2)
)
(−1)sk = 0
pour tout n ≥ 1 (ici,
((n
k
)
(mod 2)
)
∈ {0, 1} et l’e´galite´ est sur Z). Ceci
peut se ge´ne´raliser comme suit: Le vecteur µ = (1,−1,−1, 1, . . . , (−1)sn , . . .)
associe´ a` la suite de Thue-Morse ve´rifie
L µt =


1
0
...

 , i.e. µt = L−1


1
0
...


ou` L est la matrice 2−autosimilaire triangulaire infe´rieure de´finie par L˜ =(
1 0
1 1
)
. L’assertion (iii) du The´ore`me 1.4 montre donc que L−1 est
2−autosimilaire, de´fini par L˜−1 =
(
1 0
−1 1
)
. En remplac¸ant L ci-dessus
par la matrice b−autosimilaire triangulaire inversible de´finie par L˜i,j =
6
(i
j
)
, 0 ≤ i, j < b, d’inverse R˜ avec coefficients R˜i,j = (−1)
i+j
(i
j
)
, 0 ≤ i, j < b,
on a
L µt =


1
0
...

 , i.e. µt = R


1
0
...


pour le vecteur µ = (µ0, µ1, . . .) = (1,−1, . . . , µn = (−1)
∑
νi , . . .) avec n =∑
i νib
i. En particulier, si b est impair, on a simplement µn = (−1)
n ce qui
se traduit par l’e´galite´
∑
k≡0 (mod 2)
∏
i
(
νi
κi
)
=
∑
k≡1 (mod 2)
∏
i
(
νi
κi
)
= 2(
∑
νi)−1
pour n =
∑
νib
i ≥ 1 et k =
∑
κib
i avec b ≥ 3 un entier impair. On
peut e´videmment e´galement conside´rer d’autres matrices b−autosimilaires
triangulaires infe´rieures Λ a` la place de la matrice L discute´e ci-dessus et
calculer la suite µ associe´e (qui n’est rien d’autre que la suite des coordonne´es
de la premie`re colonne de la matrice b−autosimilaire Λ−1).
Revenons maintenant au premier p = 2 et a` notre matrice syme´trique
2−autosimilaire M de´finie par M˜i,j =
(i+j
i
)
(mod 2) ∈ {0, 1}. On peut
montrer assez facilement que l’inverse M(n)−1 de la matrice M(n) (pour
n ∈ N) n’a que des coefficients dans {−1, 0, 1}.
Signalons finalement que les de´terminants des sous-matrices de M(∞)
obtenu en prenant l lignes et colonnes conse´cutives (et ayant donc comme
coefficients Mi+s,j+t, 0 ≤ i, j < l pour s, t ∈ N fixe´) ne semblent prendre
que les valeurs 0 ou ±1.
Exemple 2.2. Pour le premier p = 3, la matrice M(∞) est la re´duction
du triangle de Pascal (mod 3) a` valeurs dans {0,±1}. La factorisation
M˜ =

 1 1 11 −1 0
1 0 0

 =

 1 0 01 1 0
1 12 1



 1 0 0−2 0
0 0 −12



 1 1 10 1 12
0 0 1


montre que le de´terminant
det(M(n)) =
n−1∏
∑
κi3i=0
∏
i
d(κi)
(avec d(0) = 1, d(1) = (−2) et d(2) = −12) est une puissance de (−2).
Example 2.3. Pour p = 5 on a M˜ = L˜D˜
(
L˜
)t
avec
M˜ =


1 1 1 1 1
1 −1 −1 1 0
1 −1 1 0 0
1 1 0 0 0
1 0 0 0 0

 , L˜


1 0 0 0 0
1 1 0 0 0
1 1 1 0 0
1 0 −12 1 0
1 12 0
2
3 1


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et D˜ une matrice diagonale avec coefficients diagonaux
d(0) = 1, d(1) = −2, d(2) = 2, d(3) = −
3
2
, d(4) =
1
6
.
Le de´terminant
det(M(n)) =
n−1∏
∑
κi5i=0
∏
i
d(κi)
est donc un entier de la forme ±2α3β avec α = α(n) et β = β(n) des entiers
naturels convenables.
Example 2.4. Pour le premier p = 7 la matrice M(∞) n’est plus non-
de´ge´ne´re´e. On peut la perturber en conside´rant la matrice p−autosimilaire
de´finie par
M˜ =


1 1 1 1 1 1 1
1 t+ 1 −1 1 −1 −1 0
1 −1 −1 −1 1 0 0
1 1 −1 −1 0 0 0
1 −1 1 0 0 0 0
1 −1 0 0 0 0 0
1 0 0 0 0 0 0


qui est maintenant non-de´ge´re´e sur Z[t] et qui redonne la matrice initiale en
posant t = 0.
La matrice triangulaire L˜ est alors donne´e par
L˜ =


1 0 0 0 0 0 0
1 1 0 0 0 0 0
1 −2
t
1 0 0 0 0
1 0 t
t+2 1 0 0 0
1 −2
t
2
t+2
t−2
4 1 0 0
1 −2
t
t+4
2t+4
−1
2
−6
t−10 1 0
1 −1
t
1
2 0
−4
t−10
t+2
t+8 1


et la matrice diagonale D˜ correspondante est donne´e par
d(0) = 1, d(1) = t, d(2) =
−2t− 4
t
, d(3) =
−4
t+ 2
,
d(4) =
t− 10
4
, d(5) =
−t− 8
2t− 20
, d(6) =
−1
t+ 8
.
Le de´terminant det(M(n)) se calcule maintenant en e´valuant la fraction
rationelle (qui est en fait toujours un e´le´ment de Z[t])
det(M(n)) =
n−1∏
∑
κi7i=0
∏
i
d(κi)
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en t = 0. Il est soit 0 soit de la forme ±2α 5β. On peut montrer qu’il
est nul si et seulement si m =
∑
µi7
i = n − 1 contient le chiffre µi = 1
ou si m contient le chiffre µi = 2 suivi d’autre chose que de 666 . . . (i.e.
det(M(1 +
∑
µi7
i)) = 0⇐⇒ ou bien il existe i avec µi = 1 ou bien il existe
i > j avec µi = 2 et µj 6= 6).
Je remercie Jean-Paul Allouche pour ses commentaires et son inte´reˆt.
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