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Abstract
We first study the accuracy of two well-known analytical models of the average
throughput of long-term TCP flows, namely the so-called SQRT and PFTK models,
and show that these models are far from being accurate in general. Our simulations,
based on a large set of long-term TCP sessions, show that 70% of their predictions
exceed the boundaries of TCP-Friendliness, thus questioning their use in the design
of new TCP-Friendly transport protocols. We then investigate the reasons of this
inaccuracy, and show that it is largely due to the lack of discrimination between
the two packet loss detection methods used by TCP, namely by triple duplicate
acknowledgments or by timeout expirations. We then apply various machine learn-
ing techniques to infer new models of the average TCP throughput. We show that
they are more accurate than the SQRT and PFTK models, even without the above
discrimination, and are further improved when we allow the machine-learnt models
to distinguish the two loss detection techniques. Although our models are not an-
alytical formulas, they can be plugged in transport protocols to make them TCP
friendly. Our results also suggest that analytical models of the TCP throughput
should certainly benefit from the incorporation of the timeout loss rate.
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1 Introduction and motivation
TCP is a transport protocol widely used by applications like remote access
(ssh, telnet), file transfer (ftp), and Peer-to-Peer. It occupies more than 90% of
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Internet resources [1]. The success of this protocol lies in the reliable transfer
it offers. To avoid network collapse, TCP reacts to congestions by reducing its
rate. This reduction depends on the way the loss, which is used as indication
of congestion, is detected. If the loss is detected by duplicate acknowledge-
ments (typically 3 [2]), the congestion window is halved. Otherwise the loss
is detected by timeout and the sender reduces the size of its congestion win-
dow to one Maximum Segment Size (MSS). Depending on the way the loss
is detected, TCP enters a slow-start phase (in the case of a timeout) or con-
gestion avoidance phase (in the case of triple duplicates). The way the sender
increases its congestion window is also phase dependent. More details can be
found in RFC-1122 and in [2,3].
Many studies have contributed to better understand the behaviour of TCP and
the parameters its throughput depends on. Several analytical models (e.g. [4],
[5], [6], [7], [8]) have been developed for the throughput of long-term TCP
connections and have helped understand the impact of certain parameters.
However, these models have been derived under different assumptions and
all assume that fast recovery phase is negligible and that the source resumes
the linear increase of its congestion window directly after the reduction (as
pointed by Altman et al. in [9]). More sophisticated models exist that try and
alleviate some of these hypotheses. For example, [10] and [9] take into account
the effect of the window size on the round-trip time and also the correlation
between losses. The model proposed in [11] is more accurate and furthermore
it takes into account the slow start phase, which makes it usable also for short
sessions.
Another consequence of the success of TCP is that any new protocol deployed
on the Internet should be TCP-friendly [12] in order not to disturb 90% of the
traffic. To reach this TCP-friendliness, some multicast and real time protocols
(e.g. [13–17]) have used the analytical models of the TCP throughput, to adapt
their rate so as to obtain similar throughput as TCP in the same network
conditions. The most popular models for these applications are the SQRT [4]
and the PFTK [18] formula.
According to these two models, the TCP throughput is inversely proportional
to the round-trip time (at least at low loss rates). This statement has an
important consequence: if two TCP sessions share the same bottleneck, then
the ratio of their throughputs (in terms of packets) is equal to the inverse ratio
of their round-trip times. A simple experiment can however show that this
statement is not always true. To this end, we ran different scenarios (100) with
a simple topology consisting of one bottleneck over which a certain number
of TCP New-Reno sessions compete. They all have the same packet size and
different round-trip times. In each simulation, the bandwidth of the bottleneck
and the number of concurrent sessions are chosen randomly and the loss rate
is low (under 2%). Over all the scenarios, we record for each pair (i, j) of TCP
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connections the ratio of their throughputs (Bi
Bj
) and the inverse ratio of their
average round-trip times (
RTTj
RTTi





) are represented by
a point in the scatter plot of Figure 1. According to the models, each point
should be on the line y = x since the two ratios should be equal. Figure 1
shows that even in the case of simple topologies, the scatter plot is not fitting
the model. In some cases, the ratio of the throughputs equals seven times the
inverse ratio of the average round-trip times. This also means that TCP is not
always fair towards other TCP sessions. In [19], the authors have observed
this unfairness in short-term sessions.
In this paper we propose to study the accuracy of the SQRT and PFTK
models that are recalled in Section 2. The approach we propose for the vali-
dation is based on gathering an important number of TCP sessions obtained
in various randomly generated topologies and scenarios, and comparing the
throughput really obtained with the predicted one. The way we proceed and
the results of the validation are given in Section 3. We then propose in Section
4 an alternative to these analytical models based on machine learning tech-
niques. The results obtained with this approach are significantly better than
those of SQRT and PFTK. In Section 5, we analyse more thoroughly situ-
ations where analytical models make bad predictions and we show that the
main reason of their inaccuracy is their non discrimination of the two types
of losses (triple duplicates versus timeout). Other TCP models [9,10,20,21] do
not discriminate them either, and to the best of our knowledge, there exists
no analytical model of TCP that distinguishes the two loss rates. As a first
step in this direction, we show in Section 6 that taking into account the time-
out loss rate can greatly improve the accuracy of TCP throughput models
obtained by supervised learning techniques. This result suggests that similar
improvements could be gained with analytical models by taking into account
the same variable.
This paper is an extended version of [22]. In addition to several local improve-
ments, the new section 4 proposes a detailed treatment of machine learnt
models of TCP throughput. Section 6 is extended with a study of the intro-
duction of new variables in machine learnt models (6.2), an evaluation of a
larger panel of machine learning algorithms, and a discussion of implementa-
tion issues (6.4).
2 Analytical models of TCP throughput
In this section, we give a brief reminder of the PFTK and SQRT models, which
are often used by other protocols to offer TCP-Friendliness. Both have been
















Fig. 1. The ratio of the throughputs of the two sessions versus the inverse ratio of
their RTTs.
of data to send, such as file transfers).
In 1997 the only formula modeling the throughput of TCP was the one devel-







where C ≈ 1.22,MSS is the maximum segment size, RTT the average round-
trip time, and p the loss rate over the session. This model is often called the
SQRT model. Only the congestion avoidance is taken into account in this
model and all the losses are assumed to be detected by triple duplicates. This
assumption, which requires that there is no timeout expiration, can only be
valid if the loss rate is low.
In 1998 Padhye et al. [18] have proposed a more complex formula, taking
into account losses detected by timeouts, which are frequent in high loss rate
environments. The details and the hypothesis made for this model can be
found in [18]. The formula, called PFTK, is summarised as follows:










where MSS, p and RTT are as described in the SQRT formula. T0 is the
initial value of the timeout, rwnd the receiver window and b the number of
packets acknowledged at once. This formula is said in [18] to be developed for
Reno, but it is based on the hypothesis that all the packets sent after the loss
and belonging to the same window are lost. This hypothesis means that the
sender can only decrease its congestion window once during each round-trip
time, which is true only in the case of NewReno (see [23]).
The two formulas do not take the effect of slow-start phases into account, which
makes them unusable for the prediction of the throughput of short-term TCP
sessions. They also neglect the fast recovery phase as said previously. Other
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assumptions have also been made for the modeling, but we do not develop
them in the paper. The reader can refer to the original papers and to [23] or
[24] for more detailed discussions of these models.
3 Models validation
In this section, we propose to validate the two models (SQRT and PFTK) by
using a generic approach based on random simulations. More precisely, the
quality of the models is measured by their ability at predicting the through-
put of TCP in various topologies and scenarios. The way we generated these
topologies and scenarios is described in Section 3.1. In Section 3.2, we give the
criteria we use to measure the quality of model predictions. The results of the
validation of the two formulas are discussed in Section 3.3.
3.1 Topologies and scenarios used
To validate the SQRT and PFTK formulas, we use 7600 TCP New-Reno 1
sessions chosen randomly over thousands of random topologies with random
scenarios. Since the two formulas are developed for long-term throughput, we
choose TCP sessions that last at least 400 seconds and for which the time
needed to send all packets in a window is smaller than the RTT. The receiver
window is chosen very large so as not to be the bottleneck. To create a topology
and a scenario we proceed as follows: a network topology is generated randomly
and then the network is simulated during a fixed amount of time, again by
generating the traffic randomly. At the end of the simulation, we collect for
all TCP New-Reno sessions that last at least 400 seconds, the loss ratio p
computed over the whole session, the value of Maximum Segment Size (MSS),
the value of the timeout T0, the average round-trip time RTT , the number
of packets acknowledged at once b, and the TCP throughput obtained. This
procedure is repeated until we have a sufficient number of sessions in the
database.
To generate a random topology, we first select a random number of nodes
(between 10 and 600) and then choose randomly the connections between
these nodes. The bandwidth, the propagation delay, and the buffer size of the
links were chosen randomly. The bandwidth is chosen between 56Kb/s and
100Mb/s while the propagation delay varies between 0.1ms and 500ms.
1 We have used TCP NewReno, and not Reno, because, as stated earlier, both
formulas are based on the assumption that the congestion window can only decrease
once per RTT.
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Concerning the traffic, the flows were chosen randomly among TCP and other
types of traffic based on UDP and proposed by ns-2. The senders, the re-
ceivers, and the duration of each traffic were set randomly.
We are aware that this large set of random topologies and traffic conditions
may also include many non realistic ones, but since the various analytical
models of TCP are topology and traffic unaware, they are not supposed to give
good results only in realistic scenarios. Moreover, as characterizing realistic
scenarios is beyond the state of the art, trying to restrict ourselves to a large
set of so-called realistic scenarios may create the risk of being too restrictive
and thus introduce a bias.
3.2 Evaluation criteria
The quality of a model, or of an estimator, of which the goal is to predict a
numerical output from some inputs, depends on how well it fits the data to
predict. When the predicted value is closer to the observed one, the model
is more accurate. Its accuracy, or adjustment, can be measured by different
statistics. The mean square error is often used as well as the coefficient of







where τ is the set of data to predict of size N , Xt is the value to estimate,

















) is the ratio of
the mean square error to the variance.
When the coefficient of determination is close to 0, the scatter-plot is largely
spread around the regression line, which means a less accurate model. And
when the spread points are all near the regression line, the coefficient of de-
termination is close to 1 (a perfect fit).
Since PFTK and SQRT formulas are used to provide TCP-Friendliness, the
ratio of the predicted value to the value to predict is another important mea-
sure of the model accuracy. This ratio should be close to one to ensure that
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a protocol using one of the two formulas to determine its rate can provide
TCP-Friendliness. This information is not carried in the MSE or in the coef-
ficient of determination that are only sensitive to absolute distances between
the predicted and real values. The ratio can be very high whereas the dis-
tance between them can be very small (in comparison to the average distance
between the predicted values and the values to predict in the set τ).
We thus need another criterion that takes this ratio ( Xˆ
X
) into account. The
maximum (resp. the minimum) of this ratio gives an idea of how much the
prediction can overestimate (resp. underestimate) the true value. However, the
average and standard deviation of the ratio should be analysed with caution.
Indeed, underestimation affects the average and the standard deviations less
than overestimation while both have the same importance for our application.
Therefore, in addition to the ratio, we propose to use also the “absolute ratio”




), and which is sensitive in the same manner to both
underestimation and overestimation.
To better explain our point, let us give a simple example. Suppose that τ =
{X1 = 1, X2 = 1}, that a first model returns Xˆ1 = 1.5 and Xˆ2 = 0.05, and
that a second model predicts Xˆ1 = 0.8 and Xˆ2 = 0.7. The second model
is clearly the most accurate, but if we use the ratio we will get for the first
model an average equal to 0.775 and for the second 0.75. The first one offering
a ratio closer to 1 will be considered as the best model. However, if we use
the absolute ratio, the average with the first model will be 10.75 while it will
be 1.34 with the second one. The absolute ratio is thus more representative of
the respective quality of the two models.
Subsequently, we will use the coefficient of determination as well as the two
ratios to evaluate TCP throughput estimators.
3.3 SQRT and PFTK accuracy
For each session of the validation set (consisting of 7600 TCP sessions), we
compute, based on the collected parameters, the throughput predicted by
SQRT and PFTK. We then compute for the set of predicted data, the coef-
ficient of determination, and several statistics (average, minimum, maximum







We plot in Figure 2 the predicted throughput as a function of the real through-
put (the one we try to predict) for the two models. Ideally, the scatter plot
should fit the regression line (y = x), i.e. the predicted value should be equal
to the value to predict. Figure 2 shows that both models are far from fitting





































































































Fig. 4. The absolute ratio of the predicted to the real throughputs versus the
real throughput.
latter. Figures 3 and 4 show the ratio and the absolute ratio with respect to
the real throughput. In the ideal case, both graphs should be reduced to the
straight line y = 1. This is again far from being the case. Whatever the per-
formance criterion is, both models are inaccurate. Moreover, the range of the
ratios for SQRT is [0.013, 583.73] while the range for PFTK is [0.006, 16.11].
That means that a protocol that uses the SQRT model to provide TCP fair-
ness can get 583.73 times more througput than a concurrent TCP flow, and
152.59 (= 1/0.006) times less when using PFTK. In both cases, the protocol
would not be TCP-Friendly.
Table 1 summarises the above figures numerically. In the formulas 3 and 4 τ is
the validation set, Xt are the throughputs to predict and Xˆt is the throughput
predicted by the model. The table shows the coefficient of determination and
some statistics concerning the normal ratio and the absolute ratio of the two
models. The SQRT model is less accurate than the PFTK one, which has
already been shown in [5]. Its coefficient of determination is the lowest, which
means that its points are much more spread around the regression line. Both
its ratios are higher in average than those of PFTK. In other words, a protocol
that will use the SQRT model will be less TCP-Friendly than one using the
PFTK model. However, even if PFTK shows a better behaviour than SQRT,
it is still not TCP-Friendly. The absolute ratio should be lower than 1.78 (as
suggested in [16]) to provide the fairness towards TCP. Its average is 5.69
for SQRT against 3.15 for PFTK, which are both above 1.78. More precisely,
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Table 1
The coefficient of determination (R2), the mean square error (MSE) and statistics





avg stdev min max avg stdev min max
Mathis 0.658 4.078 5.29 10.29 0.013 583.73 5.69 10.59 1 583.73
PFTK 0.814 2.211 2.2 1.19 0.006 16.11 3.15 5.81 1 152.59
over our validation set (7600 TCP sessions), 70% of PFTK predictions are not
TCP-Friendly (against 76.92% for SQRT).
So, in conclusion, neither the SQRT model nor the PFTK model are accurate.
This is due in part 2 to the fact that phases like slow-start and fast-recovery
are not taken into account and that many hypotheses have been made to make
the derivation of an analytical formula feasible[23,24].
4 Machine learnt models of TCP throughput
We have shown that the two analytical models fail to predict the TCP through-
put accurately. 70% at least of the predicted throughputs provide an absolute
ratio higher than 1.78. A more accurate model is thus needed. Our aim in this
section is to check if it is possible to devise a better model than SQRT and
PFTK, which would use the same parameters as these models. However, in-
stead of developing a new analytical model, we propose here to automatically
infer a model from random network simulations by using supervised learning
algorithms developed for regression problems. Using such methods brings the
advantage of not making any assumption.
Before presenting our approach in Section 4.4, we give a brief introduction
to supervised learning algorithms in Section 4.1 followed, in Section 4.2, by a
description of the supervised learning algorithms used subsequently.
4.1 Supervised learning
Automatic learning denotes methods which aim at extracting a model of a
system (in our case, a computer network) from the sole observation (or the
simulation) of this system in some situations. By model we mean some rela-
tionships between the variables used to describe the system. The goal of this
2 We will see later that other causes exist
9
model may be to predict the behaviour of this system in some unencountered
situations or to help understand its behaviour.
Supervised learning is the part of automatic learning which focuses on mod-
elling input/output relationships. More precisely, the goal of supervised learn-
ing is to identify a mapping from some input variables to some output variable
on the sole basis of a sample of observations of these variables. Formally, the
sample of observations is called the learning sample LS and is a set of in-
put/output pairs, LS = {< x1, y1 >,< x2, y2 >, ..., < xN , yN >}, where xi
is the vector of values of the input variables (also called the attributes) cor-
responding to the ith observation (also called an object) and yi is its output
value. Attribute values may be discrete or continuous. The goal of supervised
learning can be formulated as follows: From a learning sample LS, find a
function f(x) of the input attributes that predicts at best the outcome of the
output attribute y for any new unseen values of x. When the output takes its
values in a discrete set {C1, C2, ..., Cm}, we talk about a classification problem
and when it is continuous, we talk about a regression problem.
This problem is solved by a (supervised) learning algorithm. Loosely speaking,
a learning algorithm receives a learning sample and returns a function f (an
hypothesis or a model) which is chosen in a set of candidate functions (the
hypothesis space). There exist many learning algorithms, which differ mainly
in the hypothesis space but also in the optimisation algorithm that searches
this space for a good model.
The main criterion used to assess learning algorithms is their prediction accu-
racy, i.e. the way the model they produce generalises to unseen data. Usually,
the ranking among algorithms depends largely on the problem and how well
the basic hypotheses of the learning algorithm are satisfied by this problem.
Thus, none of the existing algorithms can be claimed to be globally superior
to all other ones.
In this paper we use 4 learning algorithms for regression that are briefly de-
scribed in Section 4.2. We also give, in the same section, a description of de-
cision tree, which is a classification method that will be used later to analyse
bad predictions. For a complete reference on supervised learning algorithms,
see for example [25] or [26].
4.2 Supervised Learning methods
Decision/regression trees [27]. This is one of the most popular learning
algorithm. A decision or regression tree represents an input/output model with
a tree where each interior node is labeled with a test on one input attribute and
each terminal node is label-led with a value of the output, i.e. a discrete class
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in the case of decision trees or a number in the case of regression trees. Figure
6 shows one decision tree that will be analysed later. To make a prediction for
some observed inputs with such a tree, we simply traverse the tree from the
top node to a terminal node according to the test issues and the prediction
for the observed inputs is the value associated with the terminal node. By
construction, a tree is thus very readable. This is also one of the fastest learning
algorithm for learning but also for testing. In our experiments, we have used
the algorithm for tree induction proposed in [27].
Tree-based ensemble methods. Although they present several nice char-
acteristics, decision and regression trees are often not competitive with other
learning methods. In supervised learning, ensemble methods are generic tech-
niques that improve a learning algorithm by learning several models (from the
same learning sample) and then by aggregating their predictions. In our ex-
periments, we will use three ensemble methods for regression trees: Bagging,
Extra-Trees, and MART. Bagging [28] builds each tree of the ensemble from
a bootstrap sample drawn from the original learning sample. The Extra-trees
method [29] grows each tree from the complete learning sample but by ran-
domising tree tests. With MART [26], the trees are built in sequence, each tree
of the sequence trying to reproduce an output equal to the difference between
the true output (in the learning sample) and the sum of the predictions given
by the previous trees in the ensemble. In all cases, we use 25 trees. Bagging
and Extra-trees were used with their default settings (see [28] and [29]). The
two parameters µ and J of MART (see [26]) were fixed respectively to 0.2 and
40. These values were determined from some preliminary trials.
Multilayer perceptrons [30]. Multilayer perceptrons are a particular family
of artificial neural networks. Neural networks represent a model as the inter-
connection of several small units called perceptrons that compute a weighted
average of their inputs and send this average through a non linear functions
(usually a hyperbolic tangent). This method usually gives more accurate mod-
els than decision trees but a neural network is not interpretable and is also
much more demanding in terms of computing times and computer resources. In
our experiments, we have used a Levenberg-Marquard optimisation algorithm
to learn neural networks and we have tried several neural network architec-
tures. Only the best results are presented.
4.3 Database
As for the validation of SQRT and PFTK, supervised learning techniques re-
quire a database as representative as possible of the conditions under which
we will apply the model. So, the database generation should take into account
all the uncertainties we have a priori about the topology of the networks, the
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Table 2
The mean square error and the coefficient of determination for the inferred model
using the PFTK parameters only.







user behaviours, and the protocols. The database was generated exactly as de-
scribed in Section 3.1. It contains 18000 observations, where each observation
is a TCP session represented by an inputs/output pair < xi, yi >, where yi is
the throughput of the session and xi collects some parameters that defines the
system during the whole session. In this section, xi contains the parameters
used by PFTK, i.e the average round-trip time, the loss rate, the initial value
of the timeout, the packet size, and the number of packets acknowledged at
once.
4.4 Protocol and results
All the supervised learning algorithms described above have been trained on
the database and each has inferred a model. The models obtained have been
tested on the same validation set of 7600 sessions (disjoint from the set of 18000
observations used for learning) that was used for the validation of SQRT and
PFTK models. We compute, for each inferred model, the coefficient of deter-
mination and the corresponding mean square error over the set of predicted
data and represent them in Table 2. All the models obtained by learning get
a mean square error at least 50% lower than the error of the PFTK model
(which is the best of the two analytical models). Their coefficients of determi-
nation are also higher than those of PFTK and SQRT. The four models are
thus more accurate than the analytical models. According to this criterion,
MLP is the best method followed by the Extra-trees.
However, as said previously, the adjustment criterion is not the only parameter
to take into account to assess the model quality. The ratio and the absolute
ratio are also important. Table 3 collects some statistics related to the latter.
All the methods offer better fairness towards TCP than PFTK and SQRT
models. Their average absolute ratios are below 1.78 where the one of PFTK
is equal to 3.15. Extra-trees offer the best ratio in average. Since it has also
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Table 3
The ratio and the absolute ratio statistics of the inferred models using the PFTK
parameters.
Ratio
avg min max stdev
SQRT 5.29 0.013 583.73 10.29
PFTK 2.2 0.006 16.11 1.19
Extra-trees 1.18 0.22 24.33 0.51
Bagging 1.17 0.18 25.5 0.5
MART 1.23 0.07 25.91 0.7
MLP 1.62 0.05 18.9 2.2
Absolute ratio
avg min max stdev
SQRT 5.69 1 583.73 10.59
PFTK 3.15 1 152.59 5.81
Extra-trees 1.35 1 24.33 0.51
Bagging 1.35 1 25.5 0.5
MART 1.46 1 25.91 0.83
MLP 1.78 1 20 2.14
a low standard deviation, the fairness is often achieved with this method.
Nevertheless, the maximum absolute ratio reaches 24.33, which is quite high,
even though this value is still much lower than the maximum absolute ratios
of PFTK and SQRT (respectively 152.59 and 583.73).
4.5 Conclusions
We have proposed in this section an alternative to the analytical models of
SQRT and PFTK, based on supervised learning techniques. From the PFTK
parameters only, the four supervised learning algorithms we have used provide
more accurate estimators of the throughput of TCP than SQRT and PFTK.
They present a higher coefficient of determination, which means that they fit
more the regression line, and have a lower absolute ratio, which is a sign of
better fairness. These models, e.g. the extra-trees one, are therefore interesting
alternatives to PFTK and SQRT formulas since they are significantly more
accurate and do not require more monitoring resources than these two models
(as they use exactly the same set of parameters). Their application in the
context of TFRC-like protocols would be straightforward. In some situations,
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however, these models may obtain an absolute ratio close to 25. Although
much lower than the max ratio of PFTK and SQRT, this value is still not
fully satisfactory. In the next section, we investigate the reason for this high
ratio.
As a last remark, it should be noted that our machine-learnt models of TCP
have been derived from a large set of random topologies and traffic conditions.
The randomness of the learning set may be reduced by focusing more on so-
called realistic topologies and traffic conditions, provided that good criteria
are found to characterize them. Note however that doing so can only improve
our learnt models, because the realistic cases, being a subset, will obviously
drive the learning algorithms to more specialized models. A random learning
set is thus actually a worst case for our approach. As our models are already
quite better than existing analytical models in such a worst case, our approach
and results are therefore already very encouraging.
5 Analysis of bad predictions
In Section 3.3, we have shown that SQRT and PFTK are not always accurate
and their predicted throughputs are often not TCP-Friendly. In this section,
we propose to investigate the reasons for the bad predictions of the models.
This study aims at characterising the conditions leading the formulas to under
or overestimate the throughput. To this end we propose to use an original
approach based on the analysis of the validation test by the decision tree
method (which provides “interpretable” models). With this method, we will
build a classification model to discriminate the good and the bad predictions
in terms of different parameters gathered from the network. The analysis of
the tree so obtained will then provide a characterisation of the conditions
under which the models give bad predictions. Before going to the analysis in
Section 5.2, we first explain how we classify the predictions into good and bad
predictions.
5.1 Classification of predictions
The prediction of a model will be considered as good if it preserves TCP-
Friendliness. In other words, a prediction is considered as “good” if the ratio of
the predicted throughput to the actual throughput belongs to [1/K,K], where
K ≥ 1 is a factor that defines the TCP fairness bounds. If the ratio belongs
to (0, 1/K) (resp. (K,∞)) the prediction underestimates (resp. overestimates)







































































































Fig. 5. The three areas defining the quality of the predictions of a model.
Table 4
Distribution of prediction types for the two models.
Interval PFTK SQRT
[0.001, 1/3) (under) 6.14% 3.43%
[1/3, 3] 33.42% 25.66%
(3, 1000] (over) 60.44% 70.91%
To define bad predictions, we choose another parameter K ′ > K and we con-
sider as bad predictions the predictions that are such that the ratio belongs to
(0, 1/K ′) ∪ (K ′,+∞). This definition of bad predictions thus leaves a region
of fuzziness between good and bad predictions which is represented in grey in
Figure 5. Subsequently, by abuse of language, the word overestimation (resp.
underestimation) will be used to denote the overestimation (resp. underestima-
tion) area of the graph minus the gray area. Thus, the words underestimation
and overestimation will be synonyms of bad prediction.
For our study we use the commonly accepted value ofK = 1.78 to define TCP-
Friendliness and we consider that if the absolute ratio is higher than K ′ = 3,
then the prediction is bad. The value of this threshold is purely subjective.
However, a study had been done with a threshold equal to 10 and had led to
similar results. The choice of the value three is thus not restrictive.
5.2 Decision trees analysis
As said in the previous section, there are two kinds of bad predictions: un-
derestimation and overestimation. We have then 4 cases to analyse: PFTK
and SQRT in both the underestimation and overestimation cases. Table 4

















Lossrate_timeout  <  .0028
#Dup / #losses > .70901
(b) PFTK overestimation
Fig. 6. The top of the decision trees classifying bad predictions. (lossrate timeout
is defined as the number of losses detected by timeouts (#timeout) divided by the
number of packets transmitted).
ferent classes. The cases of underestimation are too rare for both PFTK and
SQRT to obtain statistically meaningful conclusions from their analysis. So
we will drop these cases. It thus remains two situations: SQRT and PFTK in
overestimation.
To analyse the reason for overestimation in both cases, we first classify each
prediction into one of two classes: “Over” to denote the predictions that over-
estimate the TCP throughput and “Not-Over” to denote the other predictions.
Then a decision tree is built to explain the classification using as inputs the
PFTK parameters, the proportion of losses detected by triple duplicates, and
the proportion of losses detected by timeout expirations. The top of each tree
is represented in Figure 6 and is discussed below.
The tree of Figure 6(a) shows that if the proportion of losses detected by time-
outs exceeds a certain threshold then SQRT overestimates the throughput.
Indeed, each time a packet loss is recovered by timeout no data is transferred,
and this sender inactivity is not taken into account by the model. The model
still considers that data are sent and the predicted throughput obtained is
higher than TCP’s. This result is already known in the networking commu-
nity and was clearly expected.
The tree of Figure 6(b) is related to the overestimation of PFTK. It points
out that if the proportion of losses detected by triple duplicates is under a
certain threshold, then the estimation exceeds the real throughput. When the
number of losses detected by triple duplicates decreases, the number of losses
detected by timeouts increases. The loss rate p used in E[A] (eqn. (16) of
[18]) then becomes higher than the value that should be used, since it should
include only losses due to triple duplicates. Thus, E[A] is lower than what it
should be and the predicted throughput, B (inversely proportional to E[A]),
is then higher than the real one. In addition, when the number of timeouts
increases, the number of slow-start phases increases, and during these phases
the predicted throughput is higher than the actual throughput. The timeout
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Table 5
The mean square error and the coefficient of determination for the inferred model
using the PFTK parameters + the timeout loss rate.







loss rate affects also the prediction of PFTK.
In conclusion, a discrimination between the way the losses are detected seems
to be required for a good prediction. To the best of our knowledge, no models
of TCP, even recent models such as [9] or [11], make this distinction. In the
next section, we highlight the importance of incorporating the timeout loss
rate in the context of models inferred by machine learning techniques.
6 Addition of other variables in the models
The study conducted in the previous section shows that the proportion of
losses detected by triple duplicates has an important role in the prediction
of the throughput. Hence, introducing the rate of losses detected by triple
duplicates, or its dual (the rate of losses detected by timeouts), in the learning
phase seems to be needed in order to improve the models. In Section 6.1, we
carry out experiments by taking into account this variable. In Section 6.2, we
add some further variables measuring some statistics on the round-trip time.
We end the section with a discussion of implementation issues related to the
estimation of the timeout loss rate.
6.1 Timeout loss rate
In this section, we rerun the different learning algorithms over our database
using as inputs the PFTK parameters and the timeout loss rate, and we val-
idate the obtained models over the validation set. The results concerning the
adjustment and the ratios are summarised respectively in Tables 5 and 6.
Table 5 illustrates the coefficient of determination and the mean square error
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Table 6
The ratio and the absolute ratio statistics of the inferred model using the PFTK
parameters + timeout loss rate.
Ratio
avg min max stdev
SQRT 5.29 0.013 583.73 10.29
PFTK 2.2 0.006 16.11 1.19
Extra-trees 1.07 0.2 9.71 0.34
Bagging 1.07 0.17 11.81 0.4
MART 1.11 0.16 6.49 0.49
MLP 1.12 0.2 5.2 0.54
Absolute ratio
avg min max stdev
SQRT 5.69 1 583.73 10.59
PFTK 3.15 1 152.59 5.81
Extra-trees 1.14 1 9.71 0.33
Bagging 1.15 1 11.81 0.4
MART 1.22 1 6.49 0.55
MLP 1.24 1 5.2 0.58
for the different methods. Both have been greatly improved by the introduction
of the timeout loss rate in the models. The MSE is reduced in average by
more than 50% and it is even reduced by a factor 3 in the case of MLP. The
coefficient of determination is increased in consequence. The ratios (Table 6)
have also been decreased significantly for all methods.
Among the different models, Extra-trees is the method that offers the lowest
absolute ratio. Furthermore, its standard deviation is low, which means that
in general the prediction are not far from the average. However, the maximum
absolute ratio with this method is quite high (9.71). So, one may prefer to use
MLP which has a higher average absolute ratio but has a maximum absolute
ratio of 5.2.
6.2 Other variables
To see if further improvements could be gained, we have run a last experiment
with even more variables. In addition to PFTK parameters and the timeout
loss rate, we have included in the inputs the minimum, the maximum, and
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Table 7
The mean square error and the coefficient of determination for the inferred model
using all collected variables.








The ratio and the absolute ratio statistics of the inferred model using all collected
variables.
Ratio
avg min max stdev
SQRT 5.29 0.013 583.73 10.29
PFTK 2.2 0.006 16.11 1.19
Extra-trees 1.07 0.21 8.94 0.35
Bagging 1.07 0.24 11.33 0.42
MART 1.09 0.22 4.52 0.42
MLP 1.12 0.22 4.5 0.49
Absolute ratio
avg min max stdev
SQRT 5.69 1 583.73 10.59
PFTK 3.15 1 152.59 5.81
Extra-trees 1.14 1 8.94 0.35
Bagging 1.15 1 11.33 0.41
MART 1.21 1 4.52 0.46
MLP 1.24 1 4.5 0.52
the standard deviation of the round-trip time and the duration of the TCP
session. The results of these new models are given in Table 7 and 8.
The mean square error of all methods are again decreased when using all the
variables. However, the improvement is this time not very important. The
average ratios are comparable to those obtained with the intermediate set




















Fig. 7. Recapitulation: mean square error for the different methods with different
set of attributes.
standard deviation have been greatly decreased. With this attributes set, MLP
and MART are the methods to recommend.
6.3 Synthesis
Figure 7 makes a synthesis of the tables in terms of the mean square error.
The terms “base”, “intermediate”, and “global” qualify the set of attributes
used. They respectively denote the set of attributes used by PFTK, the latter
plus the timeout loss rate, and finally all collected variables. In the three cases,
the supervised learning methods give better results than PFTK and SQRT.
The introduction of the timeout loss rate more than halves the mean square
error. The introduction of all the attributes still improves the accuracy, but
only slightly.
The same effect has been seen on the ratios. The introduction of all attributes
have essentially decreased the maximum absolute ratio as shown in Figure 8.
In general, the usage of the whole set of variables does not improve significantly
the results. We can be satisfied with a model that is built over the PFTK
parameter plus only the timeout loss rate. It is clear that the introduction of
such variable in an analytical model will capture more phenomena and will

















Fig. 8. Recapitulation: The maximum absolute ratio reached by the different meth-
ods with different sets of attributes.
6.4 Implementation issues in a TFRC-like protocol
The models we have proposed (and also a possible analytical model that would
use the timeout loss rate) aim at predicting in an accurate manner the through-
put of a long TCP session. However, in practice these models are often used
to provide TCP-Friendliness in a TFRC-like protocol.
Generally, a source that uses such a model to provide TCP-Friendliness sends
a UDP flow, whose rate is adapted according to the model from information
collected from the network. The packets of this UDP source are not acknowl-
edged as in the case of TCP, and so the rate cannot depend on the acknowl-
edgements. The source does not know if a certain packet is received or not (it
needs to know only the loss rate). Neither does it know if a burst is received
or not. Thus, if a burst is not received, the source will continue sending data
while TCP will not. A TCP source stops sending data when it does not receive
any acknowledgement. Therefore, the notion of timeout expiration, and hence
of timeout loss rate, does not exist in the context of a TFRC-like protocol.
Consequently, even if we have an accurate model using the timeout loss rate,
its application in the context of a non TCP protocol is not straightforward
since it requires the estimation of the timeout loss rate a TCP flow would
experience in the same conditions.
A solution to estimate the timeout loss rate could be to predict, according
to the network state, whether this is a state where TCP would undergo a
timeout expiration and then to count the losses that occur in such states.
A prediction model for timeout expiration could be obtained in a similar
way as our throughput models, i.e. by the application of supervised learning




We have studied the accuracy of SQRT and PFTK models. To this end we
have built a database with a high number of TCP sessions gathered in ran-
dom scenarios and have compared the results predicted by the models with the
observed throughputs. SQRT and PFTK are not very accurate and we have
pointed out the reason. PFTK, which is the reference among the analytical
models of TCP throughput, uses the global loss rate p that accounts indiffer-
ently for losses detected by triple duplicates and losses detected by timeouts.
This non discrimination affects the result: the TCP throughput is overesti-
mated. The application of machine learning algorithms allows us to highlight
the importance of the distinction between the two types of losses, which can
indeed greatly improve the quality of the models. Our analysis suggests also
that future research aiming at the analytical modelling of the throughput of
TCP should certainly take into account the timeout loss rate.
We have also proposed an alternative to analytical modelling based on su-
pervised learning, which offers better results than the two tested models even
without discriminating the losses. By incorporating the timeout loss rate, it
improves even further the quality of the predictions. The embedding of these
automatically induced models into TFRC-like protocols is not very expensive
in terms of computer resources. The learning phase has to be carried out only
once oﬄine. There is no need to monitor more network environment variables
than with the PFTK model. And finally the cost of making a prediction with
a model is very low in all cases (in the order of a microsecond with the slowest
method).
In the future it would be very interesting to compare these models with more
recent TCP models such as those of Altman et al. [9] and of Sikdar et al.
[11]. However, the first one uses an infinite sum of terms which is difficult to
compute in practice, while the second one has been developed for Reno and
not NewReno. On a broader point of view, we would like to further exploit
machine learning techniques in networking. These methods do not make any
hypothesis and can thus take implicitly into account all TCP phases and long
as well as short sessions, provided that they are represented in the database.
The approach can also be easily extended to any version of TCP (e.g. SACK)
or any other protocol. Finally, the application of supervised learning tech-
niques is automatic and needs much less time and effort than the derivation of
an analytical model, which may be of great importance in the rapidly evolving
domain of networking. Still, an analytical formula like PFTK (even imperfect)
has also lots of merits, as it allows researchers to better understand the influ-
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