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Abstract
A two-dimensional direction-length framework (G, p) consists of a
multigraph G = (V ;D,L) whose edge set is formed of “direction”
edges D and “length” edges L, and a realisation p of this graph in the
plane. The edges of the framework represent geometric constraints:
length edges fix the distance between their endvertices, whereas direc-
tion edges specify the gradient of the line through both endvertices.
A direction-length framework (G, p) is globally rigid if every frame-
work (G, q) which satisfies the same direction and length constraints
as (G, p) can be obtained by translating (G, p) in the plane, and/or
rotating (G, p) by 180◦.
In this paper, we characterise global rigidity for generic direction-
length frameworks whose associated rigidity matroid is connected, by
showing that such frameworks are globally rigid if and only if every 2-
separation of the underlying graph is direction-balanced. This extends
previous work by Jackson and Jorda´n [6], who considered direction-
length frameworks where the edge set forms a circuit in the rigidity
matroid.
1 Introduction
A two-dimensional direction-length framework is a pair (G, p), where G =
(V ;D,L) is a loop-free multigraph whose edge set consists of “direction”
edges D, and “length” edges L, such that any pair of vertices has at most
one edge of each type between them, and p : V → R2 is a realisation of the
graph in the plane. We consider the edges of our framework (G, p) to define
geometric constraints: a direction edge uv ∈ D fixes the gradient of the line
through p(u) and p(v), whereas a length edge uv ∈ L specifies the distance
between the points p(u) and p(v).
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Figure 1: Two equivalent but non-congruent realisations of a mixed graph
in R2. Direction constraints are represented by dashed lines, and length
constraints by solid lines.
In the special cases where D = ∅ or L = ∅ we say that the graph G and
framework (G, p) are length-pure or direction-pure respectively, and refer to
these collectively as pure graphs and pure frameworks. When both D and
L are non-empty we call G a mixed graph and (G, p) a mixed framework.
Given such a configuration, (G, p), a natural question to ask is whether
there are other realisations of G which satisfy the same direction and length
constraints. Any framework (G, q) which satisfies the same constraints as
(G, p) is said to be equivalent to (G, p). It is clear that we can always
translate a framework in the plane and/or rotate it by 180◦ to obtain an
equivalent framework; any realisation that can be obtained in this manner
from our original framework (G, p), is said to be congruent to (G, p). If
all frameworks which are equivalent to (G, p) are also congruent to (G, p)
then we say that (G, p) is globally rigid. However many frameworks are not
globally rigid, such as those in Figure 1.
Global rigidity is an important property in many real-world applications.
For example, in Computer Aided Design (CAD), a planar design consists of
a collection of geometric objects such as line segments, points and curves,
with constraints on their size, and relative positions. It is still an open
problem to determine when such a design can be uniquely identified by its
constraints. Similarly, in the theory of sensor networks, we would like to
know when it is possible to determine the position of individual sensors,
given their relative positions and the location of two transmitters. In both
cases, we are asking whether the constraints are sufficient to ensure a unique
realisation. In other words, whether the framework is globally rigid.
1.1 Rigidity
A closely related concept, which is a necessary condition for global rigidity, is
rigidity. A direction-length framework (G, p) is rigid if the only continuous
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motions of the vertices which preserve the constraints are translations of the
entire framework. We say a mixed framework (G, p) is redundantly rigid, if
(G− e, p) is rigid for all edges e ∈ E(G).
It is often helpful to consider a stronger version of rigidity, known as
infinitesimal rigidity, which is based on the rigidity matrix R(G, p) of the
framework (G, p). This matrix consists of 2|V | columns and |D|+ |L| rows,
where each row corresponds to an edge, and each successive pair of columns
to a vertex of G. For any edge uv ∈ E(G), the corresponding row of
the rigidity matrix has zero-entries throughout, except in the two pairs of
columns corresponding to the endvertices u and v. These columns instead
contain the vectors p(u) − p(v) and p(v) − p(u) respectively when uv ∈ L,
and (p(u) − p(v))⊥ and (p(v) − p(u))⊥ respectively when uv ∈ D (where
(x, y)⊥ = (y,−x)). We define a direction-length framework (G, p) to be
infinitesimally rigid if rank(R(G, p)) = 2|V | − 2.
Every motion of a framework (G, p) starts as an “instantaneous motion”
of that framework, i.e. an assignment of instantaneous velocity vectors to
each of the vertices in the framework. These velocity vectors can be con-
catenated to give a single vector of length 2|V | in the kernel of R(G, p). All
frameworks (G, p), whether rigid or not, have at least two motions: the two
translations. Hence |ker(R(G, p))| ≥ 2. If the framework is infinitesimally
rigid, then this holds with equality, and so the only motions of the frame-
work are translations. Thus any infinitesimally rigid framework is rigid.
However, the converse is not true in general, since there may exist vectors
in the kernel of R(G, p) whose corresponding instantaneous motion of the
framework does not extend to a finite motion.
One of the key questions in rigidity theory is to determine to what extent
the rigidity properties of a framework are combinatorial (determined by
the underlying graph), or geometric (dependent on the realisation of the
framework). In general, this is not an easy question to answer. However
for infinitesimal rigidity, it is much simpler: for all possible realisations of
a graph G, the rank of the rigidity matrix will be maximised when there
are no algebraic dependencies between the coordinates of the vertices. As
such, we say that a realisation p of a graph G is generic if the coordinates
in p(V ) are algebraically independent over the rationals, and we call the
corresponding framework (G, p), a generic framework.
Given a direction-length framework (G, p), the rows in the rigidity matrix
R(G, p) define a matroid. Further, any two generic realisations of G will
define the same matroid, which we call the rigidity matroid of G, and denote
R(G). Following standard matroid terminology, we say that a set of edges
of a graph G is independent if the corresponding rows in R(G) are linearly
independent, and that a set of edges is a circuit if the corresponding rows are
linearly dependent in R(G), but any proper subset is linearly independent.
Since either all generic realisations of a graph G are infinitesimally rigid,
or none of them are, we say that infinitesimal rigidity is a generic property
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of direction-length frameworks. We can now define a graph G to be in-
finitesimally rigid when it has a generic realisation which is infinitesimally
rigid (or equivalently, when all generic realisations are infinitesimally rigid).
A similar argument to Asimow and Roth’s for bar-and-joint frameworks [1],
can be used to show that rigidity and infinitesimal rigidity are equivalent
for generic direction-length frameworks (see [8, Lemma 8.1]). This implies
that rigidity and redundant rigidity are also generic properties for direction-
length frameworks. In contrast, it remains an open problem to determine
whether global rigidity is a generic property for direction-length frameworks.
1.2 Global Rigidity
Generic global rigidity is not yet fully understood for direction-length frame-
works. In comparison, generic global rigidity has been completely charac-
terised for direction-pure and length-pure frameworks.
Pure frameworks have additional isometries which do not violate their
constraints, and so we have to adapt our definitions for rigidity and global
rigidity in pure frameworks accordingly. A length-pure framework has no
constraints on its orientation, and so can be rotated or reflected, whereas
a direction-pure framework lacks any distance constraints, and so can be
dilated.
For length-pure frameworks, more commonly called “bar-and-joint frame-
works”, we say that a framework (G, p) is globally length-rigid if all equiva-
lent realisations (G, q) can be obtained from (G, p) by a translation, rotation
or reflection. Gortler et al. [4] showed that global length-rigidity is a generic
property for length-pure frameworks in Rd for all d > 0.
We can similarly define a direction-pure framework (G, p) to be globally
direction-rigid if all equivalent realisations can be obtained from (G, p) by a
translation or dilation. Whiteley [12] showed that global direction-rigidity
is equivalent to direction-rigidity for direction-pure frameworks in Rd. This
implies that global direction-rigidity is a generic property for direction-pure
frameworks in Rd for all d > 0.
These results suggest that global rigidity might also be a generic property
for direction-length frameworks in Rd, but this is not yet known. So for
our study of direction-length frameworks in the plane, we shall define a
direction-length graph G to be globally rigid if all generic realisations of G
in R2 are globally rigid. Several combinatorial conditions for global rigidity
in direction-length frameworks have already been identified:
Lemma 1.1. [6, Lemma 1.6],[9, Theorems 1.1 and 1.3] Let (G, p) be a
generic direction-length framework with at least three vertices. Suppose that
(G, p) is globally rigid in R2, and let G = (V ;D,L) Then
(a) G is mixed,
(b) G is rigid,
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(c) G is 2-connected,
(d) G is direction-balanced, i.e. both sides of any 2-separation contain a
direction edge,
(e) the only 2-edge-cuts which can occur in G consist of two direction edges
incident with a common vertex of degree two,
(f) if |L| ≥ 2, then G− e is rigid for all e ∈ L, and
(g) if e ∈ D and G − e contains a rigid subgraph on at least 2 vertices,
then G− e is either rigid or unbounded.
Where a direction-length framework (G, p) is unbounded if there exists an
equivalent framework (G, q) such that for some u, v ∈ V (G), ‖q(u)−q(v)‖ >
K for all K ∈ R. The conditions in Lemma 1.1 are not sufficient to guarantee
global rigidity. There exist generic direction-length frameworks, such as
those in Figure 1, which satisfy all of the above conditions, but are not
globally rigid.
A problem which is closely related to identifying whether global rigidity
is a generic property, is to characterise all globally rigid frameworks in terms
of the underlying graph. Jackson and Jorda´n succeeded in characterising
global length-rigidity for generic length-pure frameworks:
Theorem 1.2. [5, Theorem 7.1] A generic length-pure framework (G, p)
where G = (V,L) is globally length-rigid in R2 if and only if either G is a
complete graph on at most 3 vertices, or G is 3-connected and redundantly
length-rigid.
Later, they applied a similar method to direction-length frameworks,
and characterised global rigidity for a class of generic direction-length frame-
works: those whose edge set is a circuit in the rigidity matroid.
Theorem 1.3. [6, Theorem 6.2] Let (G, p) be a generic realisation of a
mixed graph whose rigidity matroid is a circuit. Then (G, p) is globally rigid
if and only if G is direction-balanced.
A circuit is the simplest instance of a “connected matroid”, which we
shall define formally in Section 3. In this paper, we extend Jackson and
Jorda´n’s result to all generic direction-length frameworks with a connected
rigidity matroid. To do this, we first find an inductive construction of all
such graphs which are direction-balanced:
Theorem 6.8. Let G be a mixed graph. Then G is a direction-balanced
mixed graph with a connected rigidity matroid if and only if G can be obtained
from K+3 or K
−
3 by a sequence of edge additions, 1-extensions and 2-sums
with direction-pure K4’s.
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Obtaining this construction is the main theme of the paper. The induc-
tive moves are described in Sections 2.3 and 3.3. Our extension of Theorem
1.3 follows readily from this inductive construction, by using properties of
the moves used.
Theorem 7.2. Let p be a generic realisation of a mixed graph G with a
connected rigidity matroid. Then (G, p) is globally rigid if and only if G is
direction-balanced.
Theorem 7.2 implies that the inductive construction in Theorem 6.8 is
also a construction of all globally rigid M-connected graphs. See Theorem
7.3. As a corollary, we deduce that global rigidity is a generic property for
frameworks with connected rigidity matroids.
The paper is structured as follows. In Section 2 we review some elemen-
tary results from rigidity theory, before introducing M-connected graphs
(graphs whose rigidity matroid is connected) in Section 3. Section 4 then
builds upon Jackson and Jorda´n’s previous work on circuits. This enables
us to find a recursive construction of allM-connected mixed graphs in Sec-
tion 5, by generalising ideas from [5]; leading to our main result in Section
6: an inductive construction of all direction-balanced, M-connected mixed
graphs. Finally, in Section 7, we show that this result characterises global
rigidity forM-connected graphs, before briefly describing how this result fits
into the work to characterise global rigidity for all direction-length graphs
in Section 8.
2 Preliminaries
We first introduce some notation before reviewing key results from rigidity
theory. Let G = (V ;D,L). When ∅ 6= X ⊆ V , we let EG(X) denote the
edge set of G[X], and abbreviate this notation to E(X) when it is clear
which graph we are referring to. It will be helpful to extend this notation
to also describe subgraphs induced by sets of edges. When C ⊆ D ∪ L is
a non-empty set of edges, we let G[C] denote the subgraph induced by C,
which has edge set C and vertex set {v ∈ V : uv ∈ C for some u ∈ V }.
In what follows, we shall frequently wish to count the numbers of edges
in mixed or pure subgraphs. To that end, given a graph G = (V ;D,L)
and vertex set X ⊆ V , we let i(X) denote the number of edges in the
graph induced by X. Similarly we let iL(X) (respectively iD(X)) denote
the number of length (respectively direction) edges induced by X.
When we take the union of two non-empty vertex sets X,Y ⊂ V , the
resulting induced graph G[X∪Y ] contains all of the edges in G[X] and G[Y ],
but may also contain additional edges which have one endvertex in X − Y
and the other in Y −X. We denote the number of such edges between X−Y
and Y − X by d(X,Y ), and extend this notation to three non-empty sets
X,Y, Z ⊂ V by letting d(X,Y, Z) = d(X,Y −Z)+d(Y,Z−X)+d(Z,X−Y ).
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2.1 Independent Sets and Circuits
If the edge set of the graph G is independent in the rigidity matroid R(G),
then we say that G is independent. Similarly, if the edge set of G is a circuit
in R(G), then we call G a mixed circuit when E(G) contains both length
and direction edges, and a pure circuit otherwise.
By considering the edge density of vertex-induced subgraphs, Servatius
and Whiteley [11] found the following characterisation of the rigidity ma-
troid:
Lemma 2.1. [11, Theorem 4] A direction-length graph G = (V ;D,L) is
independent if and only if for all X ⊆ V with |X| ≥ 2,
(a) i(X) ≤ 2|X| − 2, and
(b) iD(X) ≤ 2|X| − 3 and iL(X) ≤ 2|X| − 3.
In a direction-length graph G = (V ;D,L), let X ⊆ V with |X| ≥ 2 and
G[X] independent. We call X mixed critical if i(X) = 2|X| − 2, or pure
critical if i(X) = 2|X| − 3 and either iL(X) = 0 or iD(X) = 0 (in which
case, we call X direction critical or length critical respectively). We say X
is critical if it is either mixed or pure critical.
Lemma 2.2. [6, Lemma 2.4] Let G = (V ;D,L) be an independent mixed
graph.
(a) If X and Y are mixed critical sets with X ∩ Y 6= ∅, then X ∩ Y and
X ∪ Y are both mixed critical and d(X,Y ) = 0.
(b) If X and Y are both direction (respectively length) critical sets with
|X ∩ Y | ≥ 2, then either
(ii) d(X,Y ) = 0 and X ∩ Y , X ∪ Y are both direction (respectively
length) critical, or
(ii) d(X,Y ) = 1, X∪Y is mixed critical and iD(X∪Y ) = 2|X∪Y |−3
(respectively iL(X ∪ Y ) = 2|X ∪ Y | − 3).
(c) If X is mixed critical and Y is pure critical with |X ∩ Y | ≥ 2, then
X ∪ Y is mixed critical, X ∩ Y is pure critical and d(X,Y ) = 0.
(d) If X is length critical and Y is direction critical with |X∩Y | ≥ 2, then
X ∪ Y is mixed critical, |X ∩ Y | = 2 and d(X,Y ) = 0.
Lemma 2.3. [6, Lemma 2.5] Let G = (V ;D,L) be an independent mixed
graph with mixed critical set X and pure critical sets Y and Z satisfying
|X ∩ Y | = |Y ∩ Z| = |X ∩ Z| = 1 and X ∩ Y ∩ Z = ∅. Then X ∪ Y ∪ Z is
mixed critical and d(X,Y, Z) = 0.
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Figure 2: The two mixed circuits on three vertices, K+3 and K
−
3 .
The characterisation given in Lemma 2.1 of independent sets in the rigid-
ity matroid as sparse graphs, leads to the following results characterising
circuits in the rigidity matroid:
Lemma 2.4. [6, Lemma 3.1] A direction-length graph G = (V ;D,L) is a
mixed circuit if and only if
(a) |D|+ |L| = 2|V | − 1,
(b) i(X) ≤ 2|X| − 2 for all X ⊂ V with 2 ≤ |X|, and
(c) iD(X) ≤ 2|X| − 3 and iL(X) ≤ 2|X| − 3 for all X ⊆ V with |X| ≥ 2.
Lemma 2.5. [6, Lemma 3.2] A direction-length graph G = (V ;D,L) is a
pure circuit if and only if
(a) |D|+ |L| = 2|V | − 2 and either D = ∅ or L = ∅, and
(b) i(X) ≤ 2|X| − 3 for all X ⊂ V with 2 ≤ |X|.
The pure circuit with fewest vertices is a pure K4. The mixed circuits
with fewest vertices are denoted by K+3 and K
−
3 , and are obtained from
a length-pure (respectively direction-pure) K3 by adding two direction (re-
spectively length) edges between distinct pairs of vertices, see Figure 2.
Servatius and Whiteley [11] characterised rigidity for circuits:
Lemma 2.6. [11, Theorems 2, 4] Let G = (V ;D,L) be a circuit. Then G
is (redundantly) rigid if and only if G is mixed.
The following result implies that the union of intersecting mixed circuits
is also rigid:
Lemma 2.7. Let G = H1 ∪H2 be a mixed graph, with V (H1)∩V (H2) 6= ∅.
If H1 and H2 are rigid then G is rigid.
Proof. Let Vi = V (Hi) for i ∈ {1, 2}, and let p be a generic realisation of
G. Then (H1, p|V1) and (H2, p|V2) are generic realisations of H1 and H2
respectively.
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Let v ∈ V1 ∩V2. Since H1 is rigid and p|V1 is a generic realisation of H1,
the only motions of (H1, p|V1) are translations. Hence the only motion of
(H1, p|V1) which fixes v is a translation of length zero, i.e. the motion which
fixes all of the vertices in V1.
Similarly, the only motion of (H2, p|V2) which fixes v is the motion which
fixes all of the vertices in V2. This implies that the only motion of the entire
framework (G, p) which fixes v must fix all the vertices in G. Hence (G, p)
is rigid.
2.2 Graph Connectivity
Given a direction-length graph G = (V ;D,L), a k-vertex-cut (k-edge-cut)
of G is a set of k vertices (edges) whose removal disconnects G. The graph
G is called k-connected if |V | > k and there is no set of vertices of size less
than k whose removal disconnects G. Similarly, G is k-edge-connected if all
of its edge-cuts have size at least k.
A k-separation of G is a pair of subgraphs (H1, H2) of G with |V (H1)| ≥
k+1 and |V (H2)| ≥ k+1 such that H1∪H2 = G and |V (H1)∩V (H2)| = k.
An edge-disjoint k-separation is a k-separation (H1, H2) where H1 and H2
are edge-disjoint. It is clear that a graph has a k-separation if and only if it
has an edge-disjoint k-separation on the same vertex sets.
A 2-separation (H1, H2) of a graphG on a 2-vertex-cut {x, y} is direction-
balanced (respectively length-balanced) if both E(H1)−E({x, y}) and E(H2)−
E({x, y}) contain a direction (resp. length) edge. The graph G is direction-
balanced (resp. length-balanced) if every 2-separation ofG is direction-balanced
(resp. length-balanced). A graph is balanced if it is both direction- and
length-balanced, and is unbalanced otherwise.
We have the following results on the connectivity of critical sets and
circuits.
Lemma 2.8. [6, Lemma 2.3] Let G = (V ;D,L) be a mixed graph and let
X ⊆ V be a critical set. Then
(a) G[X] is 2-edge-connected unless |X| = 2 and i(X) = 1.
(b) If (H1, H2) is a 1-separation of G[X] then X is mixed critical and
V (H1) and V (H2) are also mixed critical.
Lemma 2.9. [6, Lemma 3.3] Let G be a mixed or pure circuit. Then G is
3-edge-connected and 2-connected.
A trivial, but very useful, consequence of Lemmas 2.1 and 2.9 is that all
circuits have the same minimum degree:
Corollary 2.10. Let G be a mixed or pure circuit. Then δ(G) = 3.
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2.3 Operations Preserving Global Rigidity
The goal of this paper is to characterise global rigidity for all generic direction-
length frameworks with a “connected” rigidity matroid, by finding a induc-
tive construction of all such graphs which are globally rigid. To this end, we
define the following three recursive operations which are known to preserve
global rigidity in generic frameworks.
Given G = (V ;D,L), an edge addition adds a new edge e to G to obtain
the graph G′ = G + e. Whereas the 0-extension operation adds some new
vertex v to G, along with two new edges vx and vy for some x, y ∈ V , such
that if x = y then these edges are of different type. A 0-extension is direction
pure if both of the edges added are direction edges.
Finally, the 1-extension operation deletes some edge e = xy of G, and
adds a vertex v to G, along with edges vx, vy and vz for some z ∈ V ,
such that at least one of these new edges is of the same type as e. A graph
obtained from G in this manner is denoted Gv.
Lemma 2.11. [7, Theorems 1.2 and 1.3] Let (G, p) and (G′, p′) be generic
direction-length frameworks. Suppose that either
(a) (G, p) is globally rigid, and (G′, p′) is obtained from (G, p) by an edge
addition or a direction-pure 0-extension, or
(b) (G, p) is globally rigid, G − e is rigid for some edge e ∈ E(G), and
(G′, p′) is obtained from (G, p) by a 1-extension which deletes the edge
e.
Then (G′, p′) is globally rigid.
By Theorem 1.3 and Lemma 2.6, we know that all generic realisations
of the smallest circuits, K+3 and K
−
3 are globally rigid and redundantly
rigid. Hence all graphs that can be constructed from these two graphs by
the operations in Lemma 2.11 are also globally rigid. However, this paper
is concerned with finding globally rigid graphs with “connected” rigidity
matroids. So we need to identify which of the above operations also preserve
matroid connectivity. This is the focus of the next section.
3 M-Connected Graphs
First we shall formally define matroid connectivity andM-connectivity, be-
fore identifying some properties of M-connected graphs. In particular, in
Sections 3.2 and 3.3 we show that a subset of the operations in Lemma 2.11
which preserve global rigidity, also preserve matroid connectivity.
Given a matroid M = (E, I), we define a relation on E such that for
all e, f ∈ E, the elements e and f are related if either e = f or there exists
a circuit C in the matroid, such that e, f ∈ C. It is well-known that this
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is an equivalence relation (see [10, Proposition 4.1.2]). We say that the
matroid M is connected if M has exactly one equivalence class under this
relation, and that M is trivially connected if E consists of a single edge.
The simplest, non-trivial, connected matroids are circuits.
We define a mixed or pure graph G = (V ;D,L) to be M-connected if
its rigidity matroid, R(G), is connected but not trivially connected.
Lemma 3.1. Let G be a mixed or pure graph. If G is M-connected then G
is 2-connected.
Proof. Assume that G has a 1-separation (H1, H2) and let e ∈ E(H1) and
f ∈ E(H2). Since G is M-connected, the rigidity matroid of G contains a
circuit C such that e, f ∈ C. Lemma 2.9 implies that G[C] is 2-connected.
But G[C] intersects both H1 − H2 and H2 − H1, which contradicts that
(H1, H2) is a 1-separation of G.
3.1 Ear Decompositions
The definition ofM-connectivity suggests that we can consider the edge set
of an M-connected graph to be an intersecting sequence of circuits. This
sequence is called an ear decomposition of the edge set, and will allow us
to infer properties of the graph from the properties of the circuits in its ear
decomposition.
Let M = (E, I) be a matroid and C1, C2, . . . , Cm be a non-empty se-
quence of circuits in M. Let Ei = C1 ∪ C2 ∪ . . . ∪ Ci for all 1 ≤ i ≤ m.
The sequence C1, C2, . . . , Cm is a partial ear decomposition of M if for all
2 ≤ i ≤ m
(E1) Ci ∩ Ei−1 6= ∅,
(E2) Ci − Ei−1 6= ∅, and
(E3) No circuit C ′i satisfying (E1) and (E2) has C
′
i − Ei−1 ⊂ Ci − Ei−1.
The set C˜i := Ci − Ei−1 is the lobe of the circuit Ci. A partial ear decom-
position with Em = E is called an ear decomposition of M.
Lemma 3.2. [3] Let M = (E, I) be a matroid with |E| ≥ 2 and rank
function r. Then
(a) M is connected if and only if M has an ear decomposition.
(b) If M is connected then any partial ear decomposition of M can be
extended to an ear decomposition of M.
(c) If C1, C2, . . . , Cm is an ear decomposition of M then
r(Ei)− r(Ei−1) = |C˜i| − 1 for 2 ≤ i ≤ m.
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An ear decomposition can contain both pure and mixed circuits. How-
ever, many of the properties we wish to infer forM-connected mixed graphs
are known to be properties of mixed circuits, but not of pure circuits. So we
need to determine when an M-connected graph has an ear decomposition
into only mixed circuits.
Lemma 3.3. Let G be an M-connected mixed graph. Then R(G) has an
ear decomposition into mixed circuits.
Proof. Let l1 be a length edge and d1 a direction edge in E(G). Since G is
M-connected, there exists a circuit C1 in R(G) containing both l1 and d1.
Clearly C1 is a mixed circuit.
If G is a circuit, then E(G) = C1 and we are done. So suppose G is not
a circuit. Then by Lemma 3.2(b), it is possible to extend the partial ear
decomposition C1 to a full ear decomposition C1, C2, . . . , Cm of R(G), for
some m ≥ 2. Suppose this decomposition does not consist solely of mixed
circuits, and let k be the least integer such that Ck is a pure circuit. By
(E2) there exists some edge ek in the lobe of Ck.
Pick e1 ∈ {d1, l1} of opposite type to ek. Since G[
⋃k
i=1Ci] is M-
connected, there exists some circuit C ′k ⊆
⋃k
i=1Ci such that e1, ek ∈ C ′k.
So C ′k is a mixed circuit. Clearly C
′
k satisfies (E1) and (E2). Also, since Ck
satisfies (E3) and C˜ ′k ∩ C˜k 6= ∅ we must have C˜ ′k = C˜k, and thus C ′k also
satisfies (E3).
Hence C1, . . . , Ck−1, C ′k, Ck+1, . . . , Cm is an ear decomposition of R(G)
where any pure circuit, Ci, in the sequence, must have i > k. By iteratively
applying this argument, we generate an ear decomposition consisting of just
mixed circuits.
This result leads to the following characterisation of rigidity and redun-
dant rigidity for M-connected graphs:
Lemma 3.4. Let G = (V ;D,L) be an M-connected graph. Then G is
(redundantly) rigid if and only if G is mixed.
Proof. Suppose G is a pure graph. Then any realisation of G can either be
continuously rotated (if G is length-pure) or continuously dilated (if G is
direction-pure) whilst preserving the edge constraints, so G is neither rigid
nor redundantly rigid.
So instead, let G be mixed. Then Lemmas 2.6 and 3.3 imply that G is a
union of redundantly rigid mixed circuits H1, H2, . . . ,Hm for some m ≥ 1.
Let e ∈ E(G), and Fi = Hi − e for all 1 ≤ i ≤ m. Then G− e is the union
of the rigid subgraphs F1, F2, . . . , Fm. Thus G − e is rigid, by Lemma 2.7.
Hence G is redundantly rigid (and rigid).
Lemma 3.5. Let G = (V ;D,L) be an M-connected mixed graph and let
H1, H2, . . . ,Hm be the subgraphs of G induced by the mixed circuits C1, . . . , Cm
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of an ear decomposition of R(G), where m ≥ 2. Let Y = V (Hm) −⋃m−1
i=1 V (Hi) and X = V (Hm)− Y . Then:
(a) |C˜m| = 2|Y |+ 1;
(b) either Y = ∅ and |C˜m| = 1 or Y 6= ∅ and every edge e ∈ C˜m is incident
to Y ;
(c) if Y 6= ∅, then X is mixed critical in Hm;
(d) G[Y ] is connected;
(e) if G is 3-connected, then |X| ≥ 3.
Proof. Let Gj =
⋃j
i=1Hi and Ej =
⋃j
i=1Cj . So E(Gj) = Ej . Lemma 3.2(a)
implies that Gm−1 is M-connected. So, by Lemma 3.4, both Gm−1 and G
are rigid, which implies that r(Em−1) = 2|V − Y | − 2 and r(E) = 2|V | − 2.
Thus, by Lemma 3.2(c),
|C˜m| = r(E)− r(Em−1) + 1 = (2|V | − 2)− (2|V − Y | − 2) + 1 = 2|Y |+ 1.
Which gives part (a). Hence, when Y = ∅ we must have |C˜m| = 1. Suppose
Y 6= ∅, and assume that exactly k edges in E−Em−1 have both endvertices
in V (Gm−1). Since Hm is a mixed circuit, part (a) implies
iHm(X) = |Cm| − |C˜m|+ k = (2|X ∪Y | − 1)− (2|Y |+ 1) + k = 2|X|+ k− 2.
Since Hm[X] is a proper subgraph of Hm, it must be independent. Thus
k = 0, and X is mixed critical in Hm, proving (b) and (c) respectively.
We now consider part (d). Assume G[Y ] is disconnected. Then G[Y ]
consists of connected components G[Y1], G[Y2], . . . , G[Yk] for some k ≥ 2,
where Y1, Y2, . . . , Yk partitions Y . Since Hm is a circuit, Hm[Yi] is sparse for
all 1 ≤ i ≤ k. Hence, for each component of Y ,
iHm(X ∪ Yi)− iHm(X) ≤ (2|X ∪ Yi| − 2)− (2|X| − 2) = 2|Yi|,
which implies that
|C˜m| =
k∑
i=1
(iHm(X ∪ Yi)− iHm(X)) ≤
k∑
i=1
2|Yi| = 2|Y |
contradicting part (a).
Finally, we consider part (e). Suppose G is 3-connected. If Y 6= ∅, then
X is a separator of G and so |X| ≥ 3. If Y = ∅, then X is the vertex set of
a mixed circuit. The smallest mixed circuits, K+3 and K
−
3 , have 3 vertices.
Hence |X| ≥ 3.
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3.2 Operations Preserving M-connectivity
Here we show that two of the operations in Section 2.3 which preserve global
rigidity: edge additions and 1-extensions, also preserve M-connectivity for
mixed graphs. We start with edge additions:
Lemma 3.6. Let G = (V ;D,L) be an M-connected mixed graph and let
G′ be obtained from G by an edge addition. Then G′ is M-connected and
mixed.
Proof. Since E(G) ⊂ E(G′), G′ is mixed. Denote the edge added in the
edge addition by e. By Lemma 3.4, both G and G′ are rigid on the same
vertex set. Hence r(R(G)) = 2|V | − 2 = r(R(G′)). Let B be a maximal
independent set in E(G). Then rG(B) = r(R(G)) = r(R(G′)), so B is also
maximally independent in G′. Hence B+e is dependent in G′, which implies
R(G′) contains a circuit C such that e ∈ C ⊆ B+e. Since |C| ≥ i(K+3 ) = 5,
we know that C ∩E(G) 6= ∅. Thus R(G′) is non-trivially connected, and so
G′ is M-connected.
Showing that 1-extensions preserveM-connectivity requires more work.
We say that a 1-extension is pure if all the edges added are of the same
type as the edge removed, otherwise it is mixed. We already know that
1-extensions and edge additions preserve M-connectivity in the following
cases:
Lemma 3.7. [5, Lemma 3.9] Let G = (V,E) be an M-connected pure
graph and let G′ be obtained from G by either a pure 1-extension or an edge
addition, where in both cases the edges added are of the same type as G.
Then G′ is pure and M-connected.
Lemma 3.8. [6, Lemma 3.6] Let G be a mixed circuit and G′ be a 1-
extension of G. Then G′ is a mixed circuit.
We shall extend these results to all M-connected mixed graphs. But to
do this, we need the following lemma, which gives us a way of transferring
results for pure 1-extensions to mixed 1-extensions:
Lemma 3.9. Let G = (V ;D,L) be a mixed circuit and let v be a pure vertex
in G. Let G′ be the graph obtained from G by changing the type of at most
two of the edges incident with v. Then G′ is a mixed circuit.
Proof. Let {vx, vy} be the set of edges whose type was changed. By Corol-
lary 2.10, dG(v) ≥ 3, so at least one of the edges terminating at v was not
changed. Hence E(G′) is mixed. Since |E(G′)| = |E(G)| = 2|V |−1, we know
that E(G′) is dependent, and so there exists some set of edges C ⊆ E(G′)
which is a circuit in the rigidity matroid.
If neither vx nor vy is contained in C, then C ⊂ E(G), which contradicts
that G is a circuit. Hence C must contain at least one of these changed edges,
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say vx. But G′[C] is a circuit, so Corollary 2.10 implies that C contains at
least 3 edges incident with v. By the construction of G′ from G, this implies
that C contains an edge of opposite type to vx. Hence C is mixed. If
C 6= E(G′) then the corresponding set of edges in G breaks the circuit
sparsity condition for G. Thus C = E(G′), and G′ is a mixed circuit.
We now show that 1-extensions preserveM-connectivity for mixed graphs:
Lemma 3.10. Let G = (V ;D,L) be an M-connected mixed graph and let
G′ be obtained from G by a 1-extension. Then G′ is mixed andM-connected.
Proof. Let the 1-extension used to obtain G′ from G add the vertex v with
neighbourhood {x, y, z} (where potentially x = z) whilst removing an xy-
edge e. We shall use the transitivity of matroid connectivity to prove that
G′ is M-connected, by showing that given some e1 ∈ E(G′), we can find a
circuit containing both e1 and e2 for all e2 ∈ E(G′)− e1.
Suppose x = z. Pick some edge g ∈ E(G) − e of opposite type to e.
Since G is M-connected, for all f ∈ E(G)− g, there is a circuit C in R(G)
such that f, g ∈ C. If e 6∈ C then C ⊂ E(G′) and we are done. So instead
assume e ∈ C. Then C is mixed. Since G[C] contains NG′(v) = {x, y}, the
1-extension which builds G′ from G induces a 1-extension G′[C ′] of G[C].
By Lemma 3.8, G′[C ′] is a mixed circuit and contains the edges g, vx, vy and
vz, as well as the edge f (when f 6= e). Hence G′ is M-connected.
So instead suppose x, y and z are distinct. There are two cases to con-
sider: when v is added to G by a pure 1-extension, and when it is added by
a mixed 1-extension.
First, suppose that v is added by a pure 1-extension. Pick some edge
g ∈ E(G) − e which has z as an endvertex. Since G is M-connected, for
all f ∈ E(G)− g there is a circuit C in the rigidity matroid of G such that
f, g ∈ C. If e 6∈ C then C ⊂ E(G′) and we are done. So suppose that e ∈ C.
Since G[C] contains both e and the vertices x, y and z, the 1-extension used
to form G′ from G, is also a pure 1-extension, G′[C ′], of G[C]. Hence, using
Lemma 3.8 if C is mixed, or Lemma 3.7 if C is pure; G′[C ′], is a circuit and
contains the edges vx, vy and vz as well as the edges f (when f 6= e) and g
as required. Hence G′ is M-connected.
It remains to show that the claim holds when v is added by a mixed
1-extension. Let the graph obtained by this mixed 1-extension be denoted
by G′′. This graph, G′′, can be obtained from the corresponding pure 1-
extension, G′, above, by changing the type of at most two of the edges in
{vx, vy, vz}. Let C ′ be a mixed circuit in E(G′) and suppose G′[C ′] does
not contain v. Then C ′ ⊆ E(G′′)−{vx, vy, vz} and we are done. Otherwise
G′[C ′] contains v, and since circuits have minimum degree 3, this implies
vx, vy, vz ∈ C ′. We can obtain the corresponding edge set C ′′ ⊆ E(G′′)
from C ′ by changing the type of at most two of the edges in {vx, vy, vz},
as determined above. By Lemma 3.9, C ′′ is a mixed circuit. Since G′ is
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M-connected, and every mixed circuit C ′ in G′ has a corresponding mixed
circuit C ′′ in G′′, Lemma 3.3 implies that G′′ is M-connected.
3.3 2-Sums
We have seen that edge additions and 1-extensions preserveM-connectivity.
However, any graph we construct from K+3 or K
−
3 with just these opera-
tions will be 3-connected, and 3-connectivity is not a requirement of M-
connectivity. In Lemma 2.11 we mentioned a third operation which pre-
serves global rigidity: direction-pure 0-extensions. These add a vertex of
degree 2 to our graph, so do not preserve 3-connectivity. But nor do they
preserve M-connectivity, as M-connected graphs have minimum degree 3.
Here we introduce a new operation, 2-sums, which preserveM-connectivity
whilst allowing us to construct graphs which are not 3-connected. We then
show that a 2-sum with a direction-pure K4 is an operation which preserves
both global rigidity and M-connectivity.
Let G1 = (V1;D1, L1) be a mixed graph and G2 = (V2;P ) be a direction-
(respectively length-) pure graph with V1 ∩ V2 = {x, y} and D1 ∩ P = {xy}
(respectively L1 ∩ P = {xy}). The graph G = (V ;D,L) is a 2-sum of G1
and G2, written G = G1 ⊕2 G2, if V = V1 ∪ V2, D = (D1 ∪ P ) − {xy} and
L = L1 (respectively D = D1 and L = (L1 ∪ P )− {xy}).
Let G = (V ;D,L) be a mixed or pure graph with an edge-disjoint 2-
separation (H1, H2) on the 2-vertex-cut {x, y} where H2 is pure and G does
not contain an xy-edge of the same type as H2. Then the 2-cleave of G
across the pair {x, y} adds the edge xy of the same type as H2 to both H1
and H2 to form the graphs G1 and G2 respectively, such that G = G1⊕2G2.
When we make a 2-cleave, we often want to ensure we are removing the
fewest possible vertices from our graph. To aid our description of this, we
introduce the following notation. Given a graph G = (V ;D,L) and a set
X ⊂ V , the neighbourhood of X in G, is given by NG(X) = {v ∈ V −X :
xv ∈ E(G) for some x ∈ X}. When it is clear which graph we are referring
to, we simply write N(X). We call X ⊂ V an end of G if |N(X)| = 2,
V − (X ∪N(X)) 6= ∅, and for all non-empty X ′ ⊂ X we have |N(X ′)| ≥ 3.
It is already known that 2-sums and 2-cleaves preserve M-connectivity
for pure and mixed circuits:
Lemma 3.11. [2, Lemmas 4.1, 4.2] Let G be a pure graph.
(a) Suppose G is the 2-sum of two pure graphs G1 and G2. If G1 and G2
are circuits then G is a pure circuit.
(b) Suppose G is a pure circuit with an edge-disjoint 2-separation (H1, H2)
on the 2-vertex-cut {x, y}. Then dG(x), dG(y) ≥ 4 and xy is not an
edge of G. In addition, if we 2-cleave G across {x, y}, we obtain graphs
G1 and G2 from H1 and H2 respectively, such that G1 and G2 are both
pure circuits.
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Lemma 3.12. [6, Lemma 3.7] Let G be a mixed graph.
(a) Suppose G is the 2-sum of two graphs G1 and G2. If G1 is a mixed
circuit and G2 is a pure circuit then G is a mixed circuit.
(b) Suppose G is a mixed circuit and has an edge-disjoint 2-separation
(H1, H2) on the 2-vertex-cut {x, y} with H2 pure. Then dG(x), dG(y) ≥
4 and G does not contain an xy-edge of the same type as H2. In
addition, if we 2-cleave G across {x, y}, we obtain the graphs G1 and
G2 from H1 and H2 respectively, such that G1 is a mixed circuit and
G2 is a pure circuit.
We can extend this result on mixed circuits to mixed M-connected
graphs:
Lemma 3.13. Let G be a mixed graph.
(a) Suppose G is the 2-sum of two graphs G1 and G2. If G1 is mixed, G2
is pure and both are M-connected then G is an M-connected mixed
graph.
(b) Suppose G is anM-connected mixed graph and has an edge-disjoint 2-
separation (H1, H2) on 2-vertex-cut {x, y} with H2 pure. Then dG(x) ≥
4 and dG(y) ≥ 4. Further, if G contains an xy-edge of the same type as
H2 then G−xy is M-connected. Otherwise, we can 2-cleave G across
{x, y} to form the graphs G1 and G2 from H1 and H2 respectively,
where G1 is an M-connected mixed graph and G2 is an M-connected
pure graph.
Proof. First we prove part (a). Let e be the edge removed from both G1 and
G2 by the 2-sum operation and let fi ∈ E(Gi)−{e} for i ∈ {1, 2}. Since G1
and G2 are both M-connected, their rigidity matroids contain circuits C1
and C2 respectively such that e, fi ∈ Ci for i ∈ {1, 2}, C2 is pure and C1 is
either mixed, or pure of the same type as C2 (since it contains e). Thus by
Lemma 3.11(a) or 3.12(a) as applicable, C1⊕2C2 is a circuit in G containing
both f1 and f2. Hence, by the transitivity of matroid connectivity, G isM-
connected.
We shall now prove part (b). Assume G contains the xy-edge e of the
same type as H2. Let fi ∈ E(Hi) − {e} for i ∈ {1, 2}. Since G is M-
connected, R(G) contains a circuit C ⊆ E such that f1, f2 ∈ C. By Lemma
3.11(b) or 3.12(b) as relevant, e 6∈ C. Hence, by the transitivity of matroid
connectivity, G − xy is M-connected. Further, by Lemma 2.9, vertices x
and y have degree at least 3 in G[C], but both x and y are also endvertices
of e in G. Hence dG(X), dG(y) ≥ 4.
So instead assume e 6∈ E(G). Then e can be added to both H1 and H2
to form G1 and G2 respectively. Let f1 ∈ E(H1) and f2 ∈ E(H2) as before.
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Since G is M-connected, R(G) contains a circuit C such that f1, f2 ∈ C.
Since circuits are 2-connected, both x and y are vertices in G[C]. Thus by
Lemma 3.11(b) or 3.12(b) as relevant, C2 = (C∩E(H2))+e is a pure circuit
in R(G2) and C1 = (C ∩E(H1))+e is a pure (resp. mixed) circuit in R(G1)
when C ∩ E(H1) is pure (resp. mixed). So, by the transitivity of circuits,
G1 and G2 are both M-connected.
Finally, by 2.10, we have dGi(x) ≥ 3 and dGi(y) ≥ 3, for i ∈ {1, 2}, since
M-connected graphs are the union of circuits. But xy is an edge in both
G1 and G2. Hence dG(x) = (dG1(x)− 1) + (dG2(x)− 1) ≥ 4, and similarly,
dG(y) ≥ 4.
Lemma 3.13 tells us that the 2-sum of an M-connected mixed graph G
with a direction-pure K4 on some direction edge xy, will also be mixed and
M-connected, but we want this move to also preserve global rigidity. This
2-sum is equivalent to first performing a 0-extension on x and y, followed by
a direction-pure 1-extension on xy. Since G is a circuit, Lemma 2.6 implies
that deleting the edge xy preserves rigidity. Hence, by Lemma 2.11, both of
these operations preserve global rigidity, which gives us the result we seek:
Lemma 3.14. Let G be anM-connected mixed graph which is globally rigid.
Let G′ be obtained from G by a 2-sum with a direction-pure K4. Then G′ is
mixed, M-connected and globally rigid.
3.4 Crossing 2-separators
Lemma 3.14 tells us that 2-sums with direction-pure K4’s preserve global
rigidity, but we have not considered when 2-cleaves preserve global rigidity.
In Lemma 1.1, we saw that being direction-balanced is a necessary condition
for global rigidity, so we need to identify when 2-cleaves preserve being
direction-balanced. To do this, we first show that if anM-connected mixed
graph is unbalanced, then it has no “crossing 2-separators”.
Let G be a mixed or pure graph with two 2-separations (H1, H2) and
(H ′1, H ′2) on 2-vertex-cuts {x, y} and {x′, y′} respectively. If x and y are in
different components of G−{x′, y′} then we say that {x, y} crosses {x′, y′}.
It is clear that if {x, y} crosses {x′, y′}, then {x′, y′} crosses {x, y}. Thus we
can refer to {x, y} and {x′, y′} as crossing 2-separators, and we say that the
2-separations (H1, H2) and (H
′
1, H
′
2) cross. Further, if {x, y} and {x′, y′}
cross, then neither xy nor x′y′ are edges in G, so the 2-separations (H1, H2)
and (H ′1, H ′2) are both edge-disjoint. See Figure 3.
Lemma 3.15. Let G be an M-connected mixed graph and let (H1, H2) and
(H ′1, H ′2) be two 2-separations of G. If H2 is pure then (H1, H2) and (H ′1, H ′2)
do not cross.
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Figure 3: Two crossing 2-separations of a graph: (H1, H2) on 2-vertex-cut
{x, y}, and (H ′1, H ′2) on {x′, y′}.
Proof. Assume, for a contradiction, that (H1, H2) and (H
′
1, H
′
2) cross, and
let their 2-vertex-cuts be {x, y} and {x′, y′} respectively. Since these 2-
vertex-cuts cross, neither xy nor x′y′ are edges in G.
Let e2 be an edge in E(H2), and e1 be an edge of opposite type in
E(H1). Since G is M-connected, there is a mixed circuit C in R(G) such
that e1, e2 ∈ C. But by Lemma 2.9, G[C] is 2-connected which implies that
x, y, x′ and y′ are all vertices in G[C]. Hence
|C| = |C ∩ E(H1)|+ |C ∩ E(H2) ∩ E(H ′1)|+ |C ∩ E(H2) ∩ E(H ′2)|.
Let J = V (G[C]), and let Vi = V (Hi) and V
′
i = V (H
′
i) for i ∈ {1, 2}. Since
H2 is pure, the sparsity conditions for the mixed circuit C give
|C| ≤ (2|J ∩ V1| − 2) + (2|J ∩ V2 ∩ V ′1 | − 3) + (2|J ∩ V2 ∩ V ′2 | − 3)
= 2(|J |+ |{x, y, y′}|)− 8 = 2|J | − 2
which contradicts the edge count for a circuit. Hence (H1, H2) and (H
′
1, H
′
2)
do not cross.
Lemma 3.16. Let G = G1 ⊕2 G2 be a mixed graph with G2 direction-pure.
Then G1 is direction-balanced if and only if G is direction-balanced.
Proof. The forwards direction is trivial, so we shall only prove the converse.
Let V (G1) ∩ V (G2) = {x, y}. Assume that G1 is not direction-balanced.
Then there is some end X of G1, such that no direction edges in G1 have
an endvertex in X. If X is also an end of G, then this contradicts that G is
direction-balanced. Hence X ∩{x, y} 6= ∅. But xy is a direction edge in G1,
which contradicts our original assumption.
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4 Admissible Nodes in Mixed Circuits
In the previous section we showed that performing 1-extensions, edge addi-
tions and 2-sums with pure K4’s preservesM-connectivity. So to obtain our
recursive construction ofM-connected mixed graphs, we need to show that
everyM-connected mixed graph (other than K+3 and K−3 ) can be obtained
from a smaller M-connected mixed graph by one of these operations.
Of these three operations, it is most difficult to identify when an M-
connected mixed graph is a 1-extension of another M-connected mixed
graph. In this section, we consider the simplest case of an M-connected
graph: a circuit. We review and extend Jackson and Jorda´n’s methods in
[6] for identifying when a circuit is a 1-extension of another circuit. We will
then extend these results to all M-connected graphs in Section 5.
Given a mixed or pure graph G = (V ;D,L), any vertex of degree three
in G is called a node, and the set of all such vertices is denoted by V3. We call
G[V3] the node subgraph of G. A node of G with degree at most one (exactly
two, exactly three) in G[V3] is called a leaf node (series node, branching node
respectively).
Lemma 4.1. [6, Lemma 3.4] Let G = (V ;D,L) be a mixed circuit. Then
G[V3] is a forest.
Lemma 4.2. [6, Lemma 3.5] Let G = (V ;D,L) be a mixed circuit and
X ⊂ V be a mixed critical set. Then G has a node in V −X.
Given any node v in G, the 1-reduction operation at v on edges vx and
vy deletes v and all edges incident to v and adds a new edge xy with the
proviso that if v is a pure node then xy must be of the same type as v.
The graph obtained by this operation is denoted by Gxyv and is called a 1-
reduction of G. The 1-reduction operation is the inverse of the 1-extension
operation.
If G is anM-connected mixed (pure) graph, then a 1-reduction is called
admissible if the resulting graph is mixed (pure) andM-connected. A node
v of G is called admissible if there is an admissible 1-reduction at v, and
is non-admissible otherwise. In this section, we are considering the special
case where G is a mixed circuit. For mixed (pure) circuits, a 1-reduction is
admissible if it results in a smaller mixed (pure) circuit.
Let G = (V ;D,L) be a mixed circuit with a 1-reduction at v onto the
edge xy. Assume G contains some critical set Z ⊂ V −v such that x, y ∈ Z,
and Z is either mixed, or pure of the same type as the xy-edge added in
the 1-reduction. Then G[Z] + xy is dependent in Gxyv . Since Z 6= V − v,
this implies that Gxyv is not a circuit. So the existence of the critical set
Z prevents this 1-reduction from being admissible. In fact, Jackson and
Jorda´n [6] have shown that we can determine the admissibility of nodes in
mixed circuits solely by the absence of such sets. However, we need to avoid
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Figure 4: Flower formed from vertex sets R,S and T .
different combinations of critical sets, depending on whether the node is
pure or mixed.
Let G be a mixed circuit, and v be a node of G with three distinct
neighbours: r, s and t. Let R,S and T be critical sets in G− v with {s, t} ⊆
R ⊆ V − {v, r}, {r, t} ⊆ S ⊆ V − {v, s} and {r, s} ⊆ T ⊆ V − {v, t} such
that either
(a) R, S and T are all mixed critical,
(b) v is a pure node, R and S are both mixed critical, and T is pure of
the same type as v, or
(c) v is a pure node, R is mixed critical, and S and T are pure of the same
type as v.
We say that the triple (R,S, T ) is a strong flower on v if it satisfies (a), or a
weak flower on v if it satisfies (b); and that (R,S, T ) is a flower if it is either
a strong or a weak flower (see Figure 4). If instead (R,S, T ) satisfies (c),
then we say (R,S, T ) is a clover on v (see Figure 5). Flowers and clovers
satisfy the following, very restrictive, properties:
Lemma 4.3. [6, Lemma 4.2] Let G = (V ;D,L) be a mixed circuit and let
v be a node of G. Suppose there exists a strong or weak flower (R,S, T ) on
v, and let W ∗ = (V − v)−W for all W ∈ {R,S, T}. Then
(a) R ∪ S = S ∪ T = R ∪ T = V − v,
(b) R ∩ S ∩ T 6= ∅,
(c) d(R,S) = d(S, T ) = d(R, T ) = 0, and
(d) {R∗, S∗, T ∗, R ∩ S ∩ T} is a partition of V − v.
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Lemma 4.4. Let G = (V ;D,L) be a mixed circuit and let v be a pure node
of G with neighbourhood {r, s, t}. Suppose (R,S, T ) is a clover on v with R
mixed critical. Then
(a) |R| ≥ 3,
(b) R ∪ S ∪ T = V − v,
(c) |R ∩ S| = |S ∩ T | = |R ∩ T | = 1,
(d) R ∩ S ∩ T = ∅,
(e) d(R,S, T ) = 0, and
(f) (G[R], G[S∪T+v]−E(R)) is an unbalanced, edge-disjoint 2-separation
of G on 2-vertex cut {s, t} with G[S ∪ T + v]− E(R) pure.
Proof. This proof closely follows that of Lemma 4.3 in [6]. Let v be a node
of type P ∈ {D,L}. First assume |S ∩ T | ≥ 2. Then Lemma 2.2(b) implies
iP (S ∪ T ) = 2|S ∪ T | − 3. Since NG(v) ⊆ S ∪ T , we know G[S ∪ T + v]
contains a pure circuit of type P , contradicting that G is a mixed circuit.
Hence |S ∩ T | = 1, and more specifically, S ∩ T = {r}.
Instead, assume |R∩S| ≥ 2. Lemma 2.2(c) implies R∪S is mixed critical
with d(R,S) = 0. Since NG(v) ⊆ R ∪ S, we know G[R ∪ S + v] contains a
circuit. Hence R∪S = V − v. Since r, s ∈ T and S ∩T = {r}, we have that
T intersects both R − S and S − R, but does not intersect R ∩ S. But nor
are there any edges from R − S to S − R, since d(R,S) = 0. This implies
T is disconnected in G, contradicting Lemma 2.8(a). So our assumption is
false, and R∩S = {t}. A similar argument gives R∩T = {s}. Thus proving
parts (c) and (d).
Lemma 2.3 now implies d(R,S, T ) = 0 (part (e)) and that R ∪ S ∪ T is
mixed critical. Which in turn implies that R ∪ S ∪ T + v is dependent, and
hence R ∪ S ∪ T = V − v. Thus proving part (b).
We now consider part (a). Since G is a mixed circuit, it contains at least
two edges of opposite type to P . But S and T only induce edges of type
P , and d(R,S, T ) = 0, so this implies all such edges must be induced by R.
Hence |R| ≥ 3, as required.
Finally, since |S∪T | ≥ 3, |R| ≥ 3, R∩(S∪T ) = {s, t} and d(R,S, T ) = 0,
we must have that {s, t} is the 2-vertex-cut of the edge-disjoint 2-separation
(G[R], G[S ∪ T + v] − E(R)) where G[S ∪ T + v] − E(R) is pure. Hence
proving part (f).
Using these properties, we can determine when mixed and pure nodes of
a circuit are admissible:
Lemma 4.5. [6, Lemma 4.5] Let G = (V ;D,L) be a mixed circuit such
that G 6∈ {K+3 ,K−3 }, and let v be a mixed node of G. Then exactly one of
the following hold:
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Figure 5: Clover formed from vertex sets R,S and T .
(a) v is admissible,
(b) v has exactly two neighbours x and y and there exists a length critical
set R and a direction critical set S with R∩S = {x, y}, R∪S = V −v,
d(R,S) = 0 and i(R ∩ S) = 0, or
(c) there is a strong flower on v in G.
Lemma 4.6. [6, Lemmas 4.4, 4.7] Let G = (V ;D,L) be a mixed circuit
and let v be a pure node of G. Then exactly one of the following hold:
(a) v is admissible,
(b) there is a strong or weak flower on v in G, or
(c) there is a clover on v in G.
In the next section, we shall extend these results to all M-connected
mixed graphs by identifying when such a graph contains an admissible node
in the last lobe of its ear decomposition. Lemmas 3.3 and 3.5(c) ensure that
the last circuit, Cm, in the ear decomposition of such a graph, G, is mixed,
and that the lobe is either a single edge, or has vertex set V (G[Cm]) − X
for some mixed critical set X in V (G[Cm]). So this problem reduces to
describing when a mixed circuit H, with mixed critical set X ⊂ V (H), has
an admissible node in V (H)−X. In the remainder of this section, we obtain
a result which will help us to identify such a node.
Let G = (V ;D,L) be a circuit and v be a node in G with N(v) =
{x, y, z}. If X is a critical set with {y, z} ⊆ X ⊆ V −{v, x} then X is called
a v-critical set. If, in addition, d(x) ≥ 4 then X is called v-node-critical.
Theorem 4.7. Let G = (V ;D,L) be a mixed circuit and let X be a mixed
critical set in V . Suppose that either
(a) there is a non-admissible series node u of G in V −X with exactly one
neighbour r in X, and r is a node, or
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(b) there is a non-admissible leaf node u of G in V −X with |N(u)∩X| ≤ 1.
Then either there exists a mixed node-critical set X∗ with X∗ ⊃ X, or there
exists an edge-disjoint 2-separation (H1, H2) of G with X ⊆ V (H1) and H2
pure.
Proof. Suppose |N(u)| = 2. Then Lemma 4.5 implies N(u) = {r, s} is
the 2-vertex-cut of an unbalanced, edge-disjoint 2-separation (H1, H2) of
G where H1 is direction critical and H2 is length critical. However X is
mixed critical, so G[X] contains both length and direction edges, which
implies that X intersects both V (H1) − V (H2) and V (H2) − V (H1). We
know, by Lemma 2.8(a), that G[X] is connected, thus X must intersect
V (H1)∩V (H2) = {r, s}. In both cases (a) and (b) we know |X ∩N(u)| ≤ 1,
so X must contain exactly one neighbour of u, say r. But then {r} is the
1-vertex-cut of the unbalanced 1-separation (G[X ∩ V (H1)], G[X ∩ V (H2)])
of X, which contradicts Lemma 2.8(b).
Thus we must have |N(u)| = 3. Let N(u) = {r, s, t} and suppose con-
dition (a) holds. Then N(u) ∩ X = {r} and both r and s are nodes but
t is not. Since u is non-admissible, Lemmas 4.5 and 4.6 imply there exists
a critical set T such that r, s ∈ T but t, u 6∈ T . We know that G[V3] is a
forest by Lemma 4.1. So since r, s and u are nodes, and ru, su ∈ E, this
implies rs 6∈ E. Thus Lemma 2.8(a) implies that G[T ] is 2-edge-connected
with |T | ≥ 3. Hence δ(G[T ]) ≥ 2.
Since r ∈ X ∩T is a node and u /∈ X ∪T , in order to satisfy the minimal
degree condition for G[T ] we must have N(r)−{u} ⊆ T . But we also know
G[X] is connected with |X| ≥ 2, so some member of N(r) − {u} must also
be contained in X. Hence |X∩T | ≥ 2 and thus, by Lemma 2.2, X∗ = X∪T
is a mixed u-node-critical set with X ∪ T ⊃ X since s ∈ T −X.
We now consider case (b). Since u is non-admissible with |N(u)| = 3,
Lemmas 4.5 and 4.6 imply that there is either a strong or weak flower on u,
or, if neither of these occur, then there is a clover on u.
Claim 4.8. If there is a strong or a weak flower on u then there exists a
mixed node-critical set X∗ with X∗ ⊃ X.
Proof. Assume there exists a strong or weak flower on u with critical sets
R,S and T such that {s, t} ⊆ R ⊆ V − {r, u}, {r, t} ⊆ S ⊆ V − {s, u} and
{r, s} ⊆ T ⊆ V − {t, u}. Since u is a leaf node, we can assume both r and
t are not nodes. Lemma 4.3 now implies at least one of R and T is mixed
critical so, relabelling if necessary, we can assume T is mixed critical.
Suppose T ∩X = ∅. Since T ∪R = V −u ⊃ X, we must have R ⊇ X, and
hence X∗ = R is a mixed u-node-critical set. Further, since R∩N(u) = {s, t}
but at most one of s and t is in X, we have R ⊃ X as required.
We next suppose |T ∩X| ≥ 1 and t 6∈ X. By Lemma 2.2(a), X∗ = T ∪X
is a mixed u-node-critical set. Additionally, since both r, s ∈ T and at most
one of these is in X, we have that X∗ = T ∪X ⊃ X as required.
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It remains to consider the case where |T ∩ X| ≥ 1 and t ∈ X. Since
|X ∩N(u)| ≤ 1, this implies r, s 6∈ X and |R∩X| ≥ 1. If either |R∩X| ≥ 2
or R is mixed critical then Lemma 2.2 implies that X∗ = R ∪X is u-node-
critical withX∪R ⊃ X, since s ∈ R−X. So we may assume R is pure critical
with R∩X = {t}. By Lemma 4.3, we know R∪T = V −u and d(R, T ) = 0.
So since t ∈ R − T , these properties imply N(t) − {u} ⊆ R. Also, since
G[X] is connected and t ∈ X, we know X must contain some member of
N(t)− {u}. Hence |R ∩X| ≥ 2, which contradicts our assumption.
Claim 4.9. If there is a clover on u, then there exists an edge-disjoint 2-
separation (H1, H2) of G with X ⊆ V (H1) and H2 pure.
Proof. Suppose there is a clover on u. Then u is pure, and Lemma 4.4
implies that there exists a mixed critical set R and pure critical sets S and
T of the same type as u such that (G[R], G[S ∪ T + u]− E(R)) is an edge-
disjoint 2-separation of G on 2-vertex-cut {s, t} where G[S ∪ T + u]−E(R)
is pure. Since X is mixed critical, X contains an edge e of opposite type to
u. But S and T only induce edges of the same type as u, so we must have
e ∈ E(R). Hence |X ∩R| ≥ 2.
Assume thatX contains some vertex in (S∪T )−R. SinceX is connected,
and |X ∩ N(u)| ≤ 1, this implies X contains exactly one of the vertices in
the 2-vertex-cut {s, t}. But then this vertex will be a 1-vertex-cut of the
1-separation (G[X ∩R], G[X ∩ (S ∪ T )]) of G[X], which contradicts Lemma
2.8(b). Hence X ⊆ R and (G[R], G[S ∪ T + u]− E(R)) is the edge-disjoint
2-separation of G required.
Claims 4.8 and 4.9, complete our proof of case (b).
We can now use Theorem 4.7 to obtain our result on mixed critical sets.
Theorem 4.10. Let G = (V ;D,L) be a mixed circuit, and X be a mixed
critical set in G. Suppose V −X contains a vertex which is not a node. Then
either V − X contains an admissible node, or there exists an edge-disjoint
2-separation (H1, H2) of G with X ⊆ V (H1) and H2 pure.
Proof. Let X ′ be a maximal mixed critical set in G such that X ′ ⊇ X and
V −X ′ contains a vertex which is not a node. Lemma 4.2 implies that V −X ′
contains a node. Hence, by Lemma 4.1, there exists some node v ∈ V −X ′
such that v is a leaf in G[V3 −X ′].
If |N(v) ∩X ′| = 3 then X ′ + v would break the sparsity conditions for
circuits, and if |N(v)∩X ′| = 2 then X ′+v would be a larger u-node-critical
set, contradicting the maximality of X ′. So |N(v)∩X ′| ≤ 1, and either v is
a series node in G with exactly one neighbour in X ′, which is also a node,
or v is a leaf node in G.
If v is admissible then we are done. Otherwise, Theorem 4.7 implies
that either G has a node-critical set X∗ such that X∗ ⊃ X ′ or G has an
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edge-disjoint 2-separation (H1, H2) with X
′ ⊆ V (H1) and H2 pure. If the
former case holds, then by the definition of node-critical, V −X∗ contains a
vertex which is not a node, which contradicts the maximality of X ′. So the
latter case must hold, as required.
5 Constructing M-connected Mixed Graphs
The aim of this section is to show that any M-connected mixed graph G 6∈
{K+3 ,K−3 }, can be obtained from a smaller M-connected mixed graph by
an edge addition, 1-extension, or a 2-sum with a pure K4. To do this, we
consider an ear decomposition of G, and apply our results from Section 4
to the last circuit in the ear decomposition. Berg, Jackson and Jorda´n have
shown the following results on the existence of admissible nodes in circuits:
Lemma 5.1. [6, Theorem 4.11] Let G = (V ;D,L) be a mixed circuit with
|V | ≥ 4. Then either G can be expressed as a 2-sum of a mixed circuit with
a pure K4, or G has an admissible node.
Lemma 5.2. [2, Theorem 3.8] Let G = (V ;D,L) be a 3-connected pure
circuit with |V | ≥ 5. If x, y ∈ V and xy is an edge in G, then G contains at
least two admissible nodes in V − {x, y}.
We extend this idea of admissibility to edges as well as nodes: an edge
e of an M-connected mixed or pure graph G is admissible if G − e is M-
connected. For M-connected pure graphs we know that if a graph is 3-
connected then it either contains an admissible edge or an admissible node:
Lemma 5.3. [5, Theorem 5.4] Let G = (V ;D,L) be a 3-connected, M-
connected pure graph. Let C1, C2, . . . , Cm be an ear decomposition of R(G)
into pure circuits. Suppose that G − e is not M-connected for all e ∈ C˜m
and for all but at most two edges of Cm. Then V (G[Cm])− V (G[
⋃m−1
i=1 Ci])
contains an admissible node.
In the remainder of this section, we obtain a similar result for admissible
edges and admissible nodes in M-connected mixed graphs.
Consider an ear-decomposition C1, C2, . . . , Cm of the rigidity matroid of
an M-connected graph G. If there is some node v which is admissible in
G[Cm], then, so long as v is in the lobe of G[Cm], and the edge added in
the 1-reduction is not already contained in
⋃m−1
i=1 Ci, the node v will also be
admissible in G. Actually, v needn’t be admissible in Cm for this argument
to work. So long as the following conditions are satisfied, v will be admissible
in G:
Lemma 5.4. Let G = (V ;D,L) be an M-connected mixed graph, and
let H1, . . . ,Hm be the subgraphs of G induced by the ear decomposition
C1, . . . , Cm of R(G) into mixed circuits, where m ≥ 2. Let Gm−1 = G[
⋃m−1
i=1 Ci].
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Let v ∈ V − V (Gm−1) be a node with x, y ∈ N(v) such that we can perform
a 1-reduction at v onto xy.
Let C be the unique circuit in the edge set of (Hm)
xy
v . If C∩E(Gm−1) 6= ∅
and E(Gxyv )− E(Gm−1) ⊂ C then this 1-reduction is admissible in G.
Proof. Since v 6∈ V (Gm−1), we know Gm−1 is a subgraph of Gxyv . Further,
R(Gm−1) has ear decomposition C1, C2, . . . , Cm−1, so is M-connected by
Lemma 3.2(a). Since C∩E(Gm−1) 6= ∅, the definition of matroid connectiv-
ity gives that C∪E(Gm−1) isM-connected. But C ⊃ E(Gxyv )−E(Gm−1), so
E(Gxyv ) = C ∪E(Gm−1). Hence Gxyv isM-connected, and so v is admissible
in G.
In the special case where the node v in our last lobe has exactly two
distinct neighbours, v is always admissible, so long as no edges in G are
admissible:
Lemma 5.5. Let G = (V ;D,L) be an M-connected mixed graph, and
let H1, . . . ,Hm be the subgraphs of G induced by the ear decomposition
C1, . . . , Cm of R(G) into mixed circuits, where m ≥ 2. Let Y = V (Hm) −⋃m−1
i=1 V (Hi) and X = V (Hm)− Y .
Suppose no edges in G are admissible, and let v ∈ Y be a node with
|N(v)| = 2. Then v is admissible in G.
Proof. Let N(v) = {x, y}, and assume v is not admissible in G. Since v is
a node, d(v) = 3, so without loss of generality, let vx be a double edge and
vy a single edge. Since vx is a double edge, v must be a mixed node.
Case 1. x, y ∈ X. Lemma 3.5(b) implies that all xy-edges in G must also be
edges in Gm−1 =
⋃m−1
i=1 Hi. Also, since X is mixed critical in Hm, we have
iHm(X + v) = (2|X| − 2) + 3 = 2|X + v| − 1, which implies X + v = V (Hm)
and hence Y = {v}.
Assume G contains some xy-edge, e. Since C1, C2, . . . , Cm−1 is an ear
decomposition ofR(Gm−1), we know Gm−1 isM-connected. Add the vertex
v to Gm−1 by a 1-extension which removes the edge e. The resulting graph,
G − e, is M-connected by Lemma 3.10. But this means e is an admissible
edge in G, which contradicts our assumption. Hence G contains no xy-edges,
and so we can perform a 1-reduction at v onto the pair vx, vy to form the
graph Gxyv = Gm−1 + xy. Since Gm−1 is M-connected, and edge additions
preserve M-connectivity by Lemma 3.6, Gxyv is M-connected.
Case 2. |{x, y} ∩X| ≤ 1. By Lemma 3.1, G is 2-connected, so |X| ≥ 2 and
thus |V (Hm)| ≥ 4. Hence Hm 6∈ {K+3 ,K−3 }, and so xy is not a double edge in
G. If v is admissible in Hm then we are done by Lemma 5.4. So assume that
v is not admissible in Hm. Then, by Lemma 4.5, there exists a length critical
set A and a direction critical set B with A∩B = {x, y}, A∪B = V (Hm)−v
and dHm(A,B) = 0. By Lemma 3.5(c), X is mixed critical in Hm. Since
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v 6∈ X, this implies that X must intersect both A − B and B − A. But X
is connected by Lemma 2.8(a), so this implies |{x, y} ∩X| ≥ 1.
Hence |{x, y} ∩X| = 1, and this vertex is the 1-vertex-cut of the unbal-
anced 1-separation (Hm[X ∩A], Hm[X ∩B]) of X in Hm, which contradicts
Lemma 2.8(b). Thus v must be admissible in Hm, and hence also in G.
We are now in a position to prove our main result on the existence of
admissible nodes and edges in M-connected mixed graphs:
Theorem 5.6. Let G = (V ;D,L) be an M-connected mixed graph such
that G 6∈ {K+3 ,K−3 } and G has no admissible edges. Let H1, H2, . . . ,Hm be
the subgraphs of G induced by an ear decomposition C1, C2, . . . , Cm of R(G)
into mixed circuits. Let Ej =
⋃j
i=1Ci, Y = V (Hm) −
⋃m−1
i=1 V (Hi) and
X = V (Hm)− Y . Then either Y contains an admissible node, or G can be
expressed as the 2-sum of a mixed M-connected graph with a pure K4.
Proof. If G is a mixed circuit, or G = F1⊕2 F2 where F2 is a pure K4, then
we are done by Lemmas 5.1 and 3.13(b) respectively. So assume that G
is not a circuit and cannot be expressed as such a 2-sum. Since G has no
admissible edges, Lemma 3.5 implies Y 6= ∅, and hence X is mixed critical
in Hm. Lemma 4.2 now implies that Y contains a node. Since, by Lemma
4.1, the node-subgraph of a mixed circuit is a forest, we can find a node
u ∈ Y such that u is a leaf in G[V3 ∩ Y ].
If |N(u)| = 2, then Lemma 5.5 implies that u is admissible in G and we
are done. So assume that |N(u)| = 3 and let N(u) = {r, s, t}.
Case 1. N(u) ⊆ X. Since X is mixed critical in Hm, the sparsity conditions
imply X + u = V (Hm), and hence Y = {u}. In order to perform a 1-
reduction on u in G, we first have to make sure that there is a pair of vertices
in N(u) that we can 1-reduce onto i.e. if u is pure of type P ∈ {D,L}, then
there must be a pair of vertices in N(u) which are not connected by an edge
of type P ; and if u is mixed, then there must exist a pair of vertices in N(u)
which have at most one edge between them.
Suppose u is a pure node of type P , and assume G[N(u)] contains two
edges, e and f , of the same type as u. Since e and f are not parallel, they
must cover all three vertices in N(u). We know G[Em−1] is M-connected,
so for all edges g ∈ Em−1 − e there is some circuit Cg ⊆ Em−1 such that
e, g ∈ Cg. If f 6∈ Cg then Cg is a circuit in R(G − f). Otherwise f ∈ Cg
and, by Lemma 3.7 when Cg is pure, or Lemma 3.8 when Cg is mixed, the
1-extension, (Cg−f)∪{ur, us, ut} is a circuit in R(G−f). So for all edges g
in G−f , we can find a circuit in G−f containing both g and e. Thus, by the
transitivity of matroid connectivity, G−f isM-connected. This contradicts
the hypothesis that G contains no admissible edges, so our assumption must
be false, and G must contain at most one edge of type P in G[N(u)].
Suppose instead that u is a mixed node, and assume that each pair of
vertices in N(u) is connected by a double-edge. Then G[N(u)] contains two
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non-parallel edges e and f such that e ∈ D and f ∈ L. By a similar argument
to the pure case above, we can show that G− f isM-connected, once more
contradicting our hypothesis, and thus showing that N(u) contains a pair
of vertices with at most one edge between them.
So regardless of whether u is mixed or pure, we can find some pair of
vertices, say {r, s}, in N(u) such that we can perform a 1-reduction at u
onto rs. The resulting graph,
⋃m−1
i=1 Hi + rs is M-connected, by Lemmas
3.2(a) and 3.6. Hence u is admissible in G.
Case 2. |N(u) ∩X| = 2. Let N(u) ∩X = {r, s}. Since X is mixed critical
in Hm, we have no admissible 1-reduction at u onto rs in Hm. If u has an
admissible 1-reduction in Hm onto either rt or st, then u is also admissible
in G by Lemma 5.4, and we are done. So suppose u is not admissible in Hm.
Then Lemmas 4.5 and 4.6 imply that there exists a triple (R,S, T ) which is
either a flower or a clover on u in Hm. We may assume that R,S and T are
minimal sets with this property. We also know that X is a mixed critical set
with r, s ∈ X ⊆ V (Hm) − {t, u}, so by the definitions, the triple (X,R, S)
is either a strong or a weak flower, or a clover on u in Hm.
Suppose (X,R, S) is either a strong or a weak flower on u in Hm. Then
Lemma 4.3 implies dG(S,X) = 0, so G contains no st-edges. Hence we
can perform a 1-reduction at u onto st. Let C denote the unique circuit in
E((Hm)
st
u ) formed by this 1-reduction. Since R is a minimal critical set in
Hm which contains both s and t, G[C] must have R as its vertex set. By
Lemma 4.3, R ∪ X = V (Hm) − u and dHm(R,X) = 0. This implies that
C ⊇ E((Hm)stu )−Em−1. Also, since X ∩R∩S 6= ∅ and s ∈ (X ∩R)−S, we
have that |R ∩X| ≥ 2 which, by Lemma 2.2, implies that R ∩X is critical
in Hm, and hence has non-empty edge set in Hm. Thus C ∩ Em−1 6= ∅ and
so Lemma 5.4 implies that u is admissible in G.
Suppose instead that (X,R, S) is a clover on u in Hm. Then Lemma
4.4 implies that Hm has a 2-separation (G[X], G[R ∪ S + u]−E(X)) where
G[R∪S+u]−E(X) = G[C˜m] is pure. Which implies that (G[Em−1], G[C˜m])
is an unbalanced 2-separation of G.
Let (S1, S2) be a 2-separation of G with S2 minimal such that V (S2) ⊆
R ∪ S + u, and let the corresponding 2-vertex-cut be {x, y}. Since G[C˜m]
is pure, S2 must also be pure. If G contains an xy-edge, e, of the same
type as S2, then G − e is also an M-connected mixed graph by Lemma
3.13(b), which contradicts our assumption that G contains no admissible
edges. Thus e 6∈ E(G), and so, by Lemma 3.13, G = F1⊕2 F2 where F1 and
F2 areM-connected and are formed from S1 and S2 respectively by adding
the xy-edge e. Since S2 is minimal and F2 6= K4, we know that F2 must
be a 3-connected, M-connected pure graph on at least 5 vertices. Further,
since S2 ⊆ G[C˜m], Lemma 3.12 implies that F2 is a pure circuit.
Hence, by Lemma 5.2, F2 has at least two admissible nodes in V (F2)−
{x, y}. Let F ′2 be the graph formed by an admissible 1-reduction at one of
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these nodes. Then G′ = F1 ⊕2 F ′2 is an M-connected mixed graph, and is a
1-reduction of G. Hence this node is also admissible in G.
Case 3. |N(u) ∩ X| ≤ 1. If u is admissible in Hm, then we are done
by Lemma 5.4. So suppose u is not admissible in Hm. Since u is a leaf
in G[V3 ∩ Y ], u has some neighbour in Y which is not a node. Thus, by
Theorem 4.10, either Y contains an admissible node v and we are done; or
there is a 2-separation (S1, S2) of Hm such that S2 is pure and X ⊆ V (S1),
in which case (S1 ∪ G[Em−1], S2) is an unbalanced 2-separation of G. By
the same argument used in the case where |N(u) ∩ X| = 2 and G had an
unbalanced 2-separation, we can find a 2-separation (S′1, S′2) of G on some
2-vertex-cut {x, y}, where S′2 is minimal with S′2 ⊆ S2 and there is a node
in V (S′2)− {x, y} which is admissible in G.
We know, by Lemmas 3.6, 3.10 and 3.13(a), that the inverse of the
operations used in Theorem 5.6 preserveM-connectivity. Thus the following
inductive construction immediately follows from this result:
Theorem 5.7. Let G be a mixed graph. Then G is M-connected if and
only if G can be obtained from K+3 or K
−
3 by a sequence of edge additions,
1-extensions and 2-sums with pure K4’s.
6 Constructing Direction-Balanced M-connected
Mixed Graphs
In this section, we show that any direction-balanced, M-connected mixed
graph can be constructed from either K+3 or K
−
3 by a sequence of edge
additions, 1-extensions and 2-sums with direction-pure K4’s. This construc-
tion will be used to characterise global rigidity for M-connected graphs in
Section 7.
To obtain this construction, we shall show that if a direction-balanced,
M-connected mixed graphG cannot be obtained by a 2-sum with a direction-
pure K4, then G either has an admissible node or an admissible edge, whose
removal preserves being direction-balanced. As such, we define a vertex v of
G to be feasible if there is an admissible 1-reduction at v which preserves be-
ing direction balanced, and define and edge e to be feasible, if it is admissible
and G− e is direction-balanced.
Before proving this result, we first make the following observations about
graphs with unbalanced 2-separations:
Lemma 6.1. Let G = (V ;D,L) be an M-connected mixed graph with an
edge-disjoint 2-separation (H1, H2) on 2-vertex-cut {x, y} with H2 pure. Let
G′ be formed from G by either an edge-deletion or a pure 1-reduction. Then
{x, y} is also a 2-vertex-cut in G′.
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Proof. This trivially holds when G′ is formed from G by an edge deletion,
so we shall only prove the case where G is formed by a 1-reduction. Suppose
G′ = Grsv for some node v ∈ V . By Lemma 3.13(b), dG(x), dG(y) ≥ 4, which
implies v 6∈ {x, y}. So without loss of generality, we can assume v ∈ V (H2)−
V (H1). Since {x, y} is a 2-vertex-cut in G, this implies NG(v) ⊂ V (H2).
Hence (H1, (H2)
rs
v ) is a 2-separation of G
′ on the 2-vertex-cut {x, y}.
Lemma 6.2. Let G = (V ;D,L) be a direction-balanced,M-connected mixed
graph and let v be a mixed node of G with N(v) = {r, s, t}, where potentially
t = r. Suppose G′ is the graph formed by an admissible length 1-reduction
at v onto the edge l = rs, and that G′ is not direction-balanced i.e. G′ has a
2-separation (H1, H2) with H2 length-pure. Suppose l ∈ E(H2). Then either
(a) {r, s} = V (H1) ∩ V (H2). In which case t ∈ V (H2) − V (H1), and G
has admissible direction 1-reductions onto both rt and st; or
(b) {r, s} intersects V (H2) − V (H1), and G has an admissible direction
1-reduction onto rs.
Proof. Let V1 and V2 denote the vertex sets of H1 and H2 respectively, and
let {x, y} = V1 ∩ V2. Since G is direction-balanced, NG(v) ∩ (V2 − V1) 6= ∅.
We first consider case (a), where {r, s} = {x, y}. Lemma 3.13(b) implies
G′−l isM-connected. Since NG(v)∩(V2−V1) 6= ∅, we must have t ∈ V2−V1.
But H2 is length-pure, so this implies neither st nor rt are direction edges
in G′ or G. Hence, since edge additions preserveM-connectivity by Lemma
3.6, we can add either of the direction edges st or rt to G′ − l to obtain G∗,
which is a direction 1-reduction at v as required.
We now consider case (b), where {r, s} 6= {x, y}. Since l ∈ E(H2), this
implies at least one of the endvertices of l, say s, is contained in V2 − V1.
But H2 is length-pure, so rs is not a direction edge in G
′ or G. Let G∗ be
the graph obtained from G by a direction 1-reduction onto the edge rs, and
call this direction edge d. It remains to show that G∗ is M-connected.
By construction, we have E(G∗) = E(G′) − l + d. Let f be a direction
edge in E(G∗) ∩ E(G′). Since G′ is M-connected, we know that for all
e ∈ E(G′)− f , there is a circuit C ′ in R(G′) such that e, f ∈ C ′. If l 6∈ C ′,
then C ′ is also a circuit in R(G∗) and we are done. Otherwise l ∈ C ′,
and so C ′ is mixed. In which case, Lemma 3.9 implies that the edge set
C∗ = C − l+ d is a mixed circuit in R(G∗) containing f and d (and e, when
e 6= l). Thus, by the transitivity of M-connectivity, G∗ is M-connected.
Hence the direction 1-reduction at v onto rs is admissible.
We are finally in a position to prove our main result:
Theorem 6.3. Let G 6∈ {K+3 ,K−3 } be a direction-balanced, M-connected
mixed graph. Suppose G cannot be expressed as the 2-sum of a direction-
balanced mixed graph with a direction-pure K4. Then G has either a feasible
edge or a feasible vertex.
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Proof. We proceed by contradiction, i.e. by assuming there exists some
mixed graph G such that all 1-reductions and edge-deletions of G which
preserve M-connectivity do not preserve being direction-balanced. Theo-
rem 5.6 tells us that we are able to construct some smaller M-connected
graph G′ from G, either by deleting an admissible edge, or by performing
an admissible 1-reduction at some node in G. Let
n(G′) = |{v ∈ V (G′) : v ∈ X for some length-pure end X of G′}|.
We assume that out of all choices of admissible edges and nodes in G, the
admissible move which formed G′ is such that n(G′) is minimal. Since we
are also assuming that G has no feasible moves, G′ is not direction-balanced,
and hence n(G′) > 0.
Note that if G′ was formed by a length 1-reduction at v onto the edge
rs, and G also has an admissible direction 1-reduction at v onto rs, then
every length-pure end in the graph Gd formed by the direction 1-reduction
is also a length-pure end in G′. Hence n(Gd) ≤ n(G′), and so we can assume
G′ was chosen to be the direction 1-reduction instead.
Let (H1, H2) be a 2-separation of G
′ on some 2-vertex-cut {x, y}, such
that H2 is length-pure, and is minimal with respect to inclusion.
Claim 6.4. xy is not a length edge in G′.
Proof. Assume xy is a length edge in G′. Then either xy is also a length edge
in G, or this edge was added in a length 1-reduction of G and so G′ = Gxyv
for some v ∈ V (G).
First, suppose xy is a length edge of G. Then Lemma 3.13(b) implies
G′−xy isM-connected. We can construct G−xy from G′−xy by performing
the inverse operation to that which formed G′ (an edge addition when G′ =
G−e for some e ∈ E(G), or a 1-extension whenG′ = Grsv for some v ∈ V (G)).
By Lemmas 3.6 and 3.10 respectively, both of these operations preserveM-
connectivity, so G− xy is M-connected. Hence xy is admissible in G. But
we assumed G had no feasible edges, so G − xy must have a 2-separation
(H ′1, H ′2) on some 2-vertex-cut {x′, y′} where H ′2 is length-pure and {x′, y′}
separates x and y. Lemma 6.1 implies {x′, y′} is also a 2-vertex-cut in
G′ − xy. Thus G′ − xy has two crossing 2-separators, {x, y} and {x′, y′},
which contradicts Lemma 3.15.
We now consider the second case: that xy was added in a 1-reduction
on v. If v is a pure node, then in order for G to be direction-balanced,
v must have neighbours in both V (H1) − V (H2) and V (H2) − V (H1), in
addition to neighbouring x and y. But this contradicts that dG(v) = 3.
Hence v must be a mixed node. Let NG(v) = {x, y, z}. Lemma 6.2 implies
z ∈ V (H2)− V (H1) and that G has a different admissible 1-reduction at v,
which adds the direction edge xz instead, to form the graph G∗.
32
By our original assumption, G∗ is not direction-balanced, so it has
a 2-separation (H∗1 , H∗2 ) on some 2-vertex-cut {x∗, y∗} with H∗2 length-
pure and minimal with respect to inclusion. However, by the construc-
tion above, G∗ = G′ − xy + xz, and so {x, y} is also a 2-vertex-cut in
G∗. Since xz is a direction edge, the 2-separation given by {x, y} in G∗
is direction-balanced. Hence {x, y} 6= {x∗, y∗}. Lemma 3.15 now im-
plies that these two 2-separations of G∗ cannot cross. So either V (H∗2 ) ⊂
V (H1) and V (H
∗
2 ) − {x∗, y∗} is a length-pure end of both G′ and G∗, or
V (H∗2 )−{x∗, y∗} ⊂ V (H2)−{x, y, z}. Hence n(G∗) < n(G′), which contra-
dicts our choice of G′.
Claim 6.4 and Lemma 3.13(b) imply G′ = F1 ⊕2 F2 where F2 is length-
pure, and both F1 and F2 are M-connected and are formed from H1 and
H2 respectively by adding the length edge xy. Let
V ∗ =
{
V (F2)− {x, y, r, s} if G′ = G− e and e = rs,
V (F2)− {x, y, r, s, t} if G′ = Grsv and NG(v) = {r, s, t},
and
E∗ =
{
E(F2)− {xy} if G′ = G− e and e = rs,
E(F2)− {xy, rs} if G′ = Grsv and NG(v) = {r, s, t}.
Claim 6.5. F2 has no admissible edges f ∈ E∗, and no admissible nodes
w ∈ V ∗.
Proof. We shall show that if such an admissible edge or node exists in F2,
then it is also admissible in G and contradicts our choice of G′.
Assume that F2 has either an admissible edge f ∈ E∗, or an admissible
node w ∈ V ∗ with neighbourhood {m,n, p} such that w has an admissible
1-reduction onto the edge mn. Then F2 − f , respectively (F2)mnw , is M-
connected and contains the length edge xy. Thus by Lemma 3.13(a), we
can 2-sum this graph with F1 to obtain
(G′)∗ =
{
G′ − f = F1 ⊕2 (F2 − f) when f is admissible in F2, or
(G′)mnw = F1 ⊕2 (F2)mnw when w is admissible in F2.
Since 2-sums preserve M-connectivity, the resulting graph (G′)∗ is M-
connected. By the definitions of E∗ and V ∗, we know (G′)∗ either con-
tains both r and s when G′ = G − e, or contains the vertices r, s, t and
the edge rs when G′ = Grsv . Further, when G′ = G − e then we cannot
have e ∈ E((G′)∗), as this would imply that e was added back to G′ by a
length-pure 1-reduction at w; for this to be possible, both endvertices of e
must be in H2, which, since G was direction-balanced, implies that e is a
direction edge, and thus cannot be added by such a 1-reduction.
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Hence we can either add back the edge e to (G′)∗, or perform a 1-
extension on (G′)∗ to add back the vertex v, as relevant. Both of these
operations preserve M-connectivity by Lemmas 3.6 and 3.10 respectively.
So the resulting graph G∗ (where G∗ = G− f or G∗ = Gmnw respectively) is
M-connected. Thus implying that f (respectively w) is admissible in G.
By our original assumption, G has no feasible nodes or edges. So G∗
must have a 2-separation (H∗1 , H∗2 ) on some 2-vertex-cut {x∗, y∗} where H∗2
is length-pure, and is minimal with respect to inclusion. Since F2 is length-
pure, f ∈ E∗ is a length edge (resp. w ∈ V ∗ is a length-pure node). But
G is direction-balanced, so this implies that when G∗ = G − f , the set
{x∗, y∗} separates the endvertices of f in G∗, and when G∗ = Gmnw , the set
{x∗, y∗} separates NG(w) in G∗. Since f ∈ E(H2) in the former case, and
{w} ∪NG(w) ⊆ V (H2) in the latter, this implies {x, y} 6= {x∗, y∗} and that
V (H2)− V (H∗2 ) 6= ∅. Lemmas 6.1 and 3.15 now imply that both {x, y} and
{x∗, y∗} are 2-vertex-cuts in (G′)∗ and do not cross.
When G′ = G − e, we clearly have V (H∗2 ) ⊂ V (H2). When instead, we
have G′ = Grsv , the fact that G is direction-balanced implies that v is either
a mixed node in G, or NG(v) intersects V (H1)−{x, y}; both of which imply
that v 6∈ V (H∗2 ) and thus V (H∗2 ) ⊂ V (H2). Hence for all choices of G′ and
G∗, V (H∗2 ) ⊂ V (H2). Since H2 and H∗2 were chosen to be minimal with
respect to inclusion in G′ and G∗ respectively, the definition of an end now
implies that there exists some vertex in V (H2)− V (H∗2 ) which is contained
in some end of G′, but in no end of G∗. Hence n(G∗) < n(G′), which
contradicts our choice of G′.
Claim 6.5 tells us that all admissible edges or nodes in F2 must be con-
tained in E(F2) − E∗ or V (F2) − V ∗ respectively. In the remainder of the
proof, we show that whatever the structure of F2, we can find such an ad-
missible move, and this move will contradict our choice of G′.
Claim 6.6. F2 = K4.
Proof. Assume F2 6= K4. We show that we can either find a feasible move in
G, thus contradicting our original assumption that G has no feasible moves;
or we can find a different admissible move in G which contradicts our choice
of G′. As before, there are two cases to consider: when G′ = G − e, and
when G′ = Grsv .
Case 1. G′ = G− e. Since G is direction-balanced, at least one of the end-
vertices of e, say r, is contained in V (H2)−V (H1), and the other endvertex,
s, is either also contained in V (H2), in which case e must be a direction
edge; or in V (H1)−V (H2) and e can be either a length or a direction edge.
We know F2 is anM-connected length-pure graph. If F2 is a length-pure
circuit, then Lemma 5.2 implies F2 contains an admissible node in V (F2)−
{x, y, r}. Otherwise, by Lemma 3.2(b), we can build an ear decomposition of
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F2 such that the first circuit in the ear decomposition contains both the edge
xy and some edge incident with r. Lemma 5.3 now implies that F2 contains
either an edge other than xy which is admissible, or an admissible node
in V (F2) − {x, y, r}. Thus, in both cases, F2 either contains an admissible
edge f ∈ E(F2)− {xy} = E∗, or an admissible node w ∈ V (F2)− {x, y, r}.
Since V ∗ = V (F2) − {x, y, r, s}, and, by Claim 6.5, V ∗ and E∗ contain no
admissible nodes or edges respectively, it only remains to consider the case
where s ∈ V (H2)− V (H1) is an admissible node.
Let N(s) = {m,n, p} in F2, and suppose, without loss of generality, that
(F2)
mn
s is M-connected. We can now add the vertex s back to (F2)mns by
performing a 1-extension which deletes the edge mn and adds back the edges
ms, ns and rs = e. The resulting graph, F2−ps, isM-connected by Lemma
3.7. Hence ps ∈ E∗ is an admissible edge in F2, contradicting Claim 6.5.
Case 2. G′ = Grsv . First, suppose the edge, rs, added in the 1-reduction,
is contained in E(H1). By Claim 6.4, {r, s} 6= {x, y}, so without loss of
generality, r ∈ V (H1)− V (H2). In order for G to be direction-balanced, we
must have t ∈ V (H2) − V (H1). If F2 is a circuit then, by Lemma 5.2, it
contains an admissible vertex in V (H2)−{x, y, t} = V ∗, contradicting Claim
6.5. Otherwise, we can build an ear decomposition of F2 whose first ear
contains both xy and an edge incident with t. Lemma 5.3 then implies that
there is either an admissible edge in E(F2) − {xy} = E∗, or an admissible
node in V (H2)− {x, y, t} = V ∗, once more contradicting Claim 6.5.
Hence rs ∈ E(H2)−E(H1) and, without loss of generality, r ∈ V (H2)−
V (H1). Since H2 is length-pure, rs is a length edge. If v is a mixed node
in G, then Lemma 6.2 implies that G has a direction 1-reduction onto rs.
But this contradicts our choice of G′: that a length 1-reduction at v was
chosen only when G had no direction 1-reduction at v onto the same pair of
vertices. Hence v must be a length-pure node, and thus, since r, s ∈ V (H2),
we must have t ∈ V (H1)− V (H2) in order for G to be direction-balanced.
Suppose F2 is not a circuit. Then we can build an ear decomposition of
F2 such that the first ear contains both the edges xy and rs. Lemma 5.3
now implies either E(F2) − {xy, rs} = E∗ contains an admissible edge, or
V (F2) − {x, y, r, s} = V ∗ contains an admissible node, contradicting Claim
6.5. Thus F2 must be a length-pure circuit. In which case, Lemma 5.2
implies that F2 contains an admissible node in V (F2)−{x, y, r} ⊆ V ∗∪{s}.
By Claim 6.5, the only possibility is that s ∈ V (F2)−{x, y} is admissible in
F2. We know e = rs ∈ E(F2). Let m and n denote the other two neighbours
of s in F2.
Since s is admissible, either (F2)
mn
s or (F2)
mr
s isM-connected (relabelling
m and n if necessary). What’s more, since xy ∈ E(F2), we know that in
either 1-reduction, the edge added cannot be an xy-edge. So mn 6= xy
(respectively mr 6= xy). By Lemma 3.13(a), we can 2-sum F1 with either
(F2)
mn
s or (F2)
mr
s , as relevant, to obtain the M-connected graph (G′)∗ =
35
G′ = Grsv
x y
s
r
t
m
n
(G′)∗ = (Grsv )
mn
s
x y
r
t
m
n
G∗ = Gstv
x y
s
r
t
m
n
G
x y v
s
r
t
m
n
(a) Construction of G∗ = Gstv from G
′ when s is admissible in G′ onto the edge mn.
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(b) Construction of G∗ = Gvms from G
′ when s is admissible in G′ onto the edge
mr.
Figure 6: Constructions of G∗ from G′ = Grsv .
(Grsv )
mn
s (respectively (G
′)∗ = (Grsv )mrs ). We can then perform a length 1-
extension to (G′)∗ to obtain a new graph G∗ = Gstv (respectively G∗ = Gvms ),
as illustrated in Figure 6. Lemma 3.10 implies that G∗ is M-connected in
both cases. Further, since the node s (respectively v) added back to obtain
G∗ has neighbourhood NG∗(s) = {m,n, t} (resp. NG∗(v) = {m, r, t}) where
t ∈ V (H1) − V (H2), and either {m,n} ∩ (V (H2) − V (H1)) 6= ∅ in the first
case, or r ∈ V (H2)−V (H1) in the second, we know {x, y} is not a 2-vertex-
cut of G∗.
By our original assumption, G∗ is not direction-balanced. So let (H∗1 , H∗2 )
be a 2-separation of G∗ on some 2-vertex-cut {x∗, y∗}, with H∗2 length-pure
and minimal with respect to inclusion. Since G is direction-balanced, the
set {x∗, y∗}, must separate {s, t} from r in G∗ when G∗ = Gstv , and sepa-
rate {v,m} from n in G∗ when G∗ = Gvms . Since m,n, r, s ∈ V (H2), this
implies V (H2) ∩ V (H∗1 ) 6= ∅ in both cases. But {x, y} and {x∗, y∗} are
distinct 2-separators in (G′)∗ and so cannot cross, by Lemma 3.15. Hence
{x∗, y∗} ⊂ V (H2), which implies V (H∗2 ) ⊂ V (H2) in both cases. The defini-
tion of an end now implies that there is some vertex in V (H2)−V (H∗2 ) which
is contained in some end of G′ but in no end of G∗. Hence n(G∗) < n(G′),
which contradicts our choice of G′.
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(a) Construction of G∗ = G− rz when e = rz is a direction edge in G.
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(b) Construction of G∗ = G− rx when e = rs for some s ∈ V (H1). Where the type
of an edge is not known, it is depicted by a dotted line. Note that this construction
also works in the special case where s ∈ {x, y}.
Figure 7: Constructions of G∗ = G− f from F1.
Claim 6.6 tells us that the only case left to consider is when F2 = K4.
We show that this cannot occur.
Claim 6.7. F2 6= K4.
Proof. Assume F2 = K4. We shall show that we can find an admissible
move in G which contradicts our choice of G′. As in Claim 6.6, there are
two cases to consider: when G′ = G− e and when G′ = Grsv .
Case 1. G′ = G − e. Since G is direction-balanced, e must have at least
one endvertex, say r, in V (H2) − V (H1). Denote the remaining vertex in
V (H2)− {x, y} by z.
There are two possibilities for e: either e = rz, in which case e is a
direction edge in G. Or e 6= rz, in which case e = rs for some s ∈ V (H1).
In both cases we can construct a new graph, G∗, from F1, by performing a
sequence of two 1-extensions. This construction will give G∗ = G − f for
some f ∈ E(G). In the first case, when e = rz is a direction edge, this
construction gives G∗ = G − f where f = rz is a length-edge. Whereas in
the second case, when e = rs for some s ∈ V (H1), we obtain G∗ = G − f
where f = rx is a length-edge. These two constructions are illustrated in
Figure 7.
We know F1 is mixed andM-connected, and by Lemma 3.10, 1-extensions
preserve these properties. Hence G∗ is mixed andM-connected. By the con-
structions, it is clear that {r, z} is not a length-pure end in G∗, whereas it
was in G′. So any length-pure end of G∗ must be contained in F1, and thus
is also a length-pure end of G′. Hence n(G∗) < n(G′), which contradicts our
choice of G′.
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(a) Construction of G∗ = Gxyz when G
′ = Grsv and r, s ∈ V (H1). Note that this
construction also works when y ∈ {r, s}. Where the type of an edge is not know, it
is depicted by a dotted line.
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(b) Construction of G∗ = Gyvz when G
′ = Grsv , s = z and r, s ∈ V (H2)− V (H1).
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(c) Construction of G∗ = Gyrz when G
′ = Grsv , s = y and r ∈ V (H2)− V (H1).
Figure 8: Constructions of G∗ = Gz from F1.
Case 2. G′ = Grsv . Since G is direction-balanced, v has at least one neigh-
bour in V (H2)− V (H1). Denote the remaining vertex in V (H2)−{x, y} by
z. We shall show that z is admissible in G. As before, we can construct an
M-connected mixed graph G∗ from F1 by a sequence of two 1-extensions.
But this time, the graph G∗ obtained is a 1-reduction of G. There are three
different constructions, depending on the structure G′.
First, suppose rs ∈ E(H1). Then we must have t ∈ V (H2) − V (H1).
From Claim 6.4, we know that {r, s} 6= {x, y} so without loss of generality,
x 6∈ NG(v). We can then obtain G∗ = Gxyz from F1 by the construction
shown in Figure 8(a)
Second, suppose rs ∈ E(H2). If v is mixed, then Lemma 6.2, implies that
G has an admissible direction 1-reduction at v onto rs, which contradicts
our original choice of G′. Hence v is length-pure, and so, since G is direction-
balanced, t ∈ V (H1)− V (H2). Either both r, s ∈ V (H2)− V (H1), in which
case s = z, and we obtain G∗ = Gyvz by the construction shown in Figure
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8(b). Or, relabelling if necessary, r ∈ V (H2)−V (H1) and s ∈ V (H1)∩V (H2),
so without loss of generality s = y, and we construct G∗ = Gyrz as shown in
Figure 8(c).
In all three cases, V (G∗)−V (F1) is not a length-pure end of G∗, whereas
V (G′) − V (F1) was a length-pure end of G′. So any length-pure end of G∗
is contained in V (F1), and must also be a length-pure end of G
′. Thus
n(G∗) < n(G′), which contradicts our choice of G′.
Clearly Claims 6.6 and 6.7 cannot both hold. Hence our original assump-
tion is wrong, and G contains either a feasible edge or a feasible node.
Theorem 6.3, together with the fact that edge additions, 1-extensions,
and 2-sums with direction-pure K4’s preserveM-connectivity (Lemmas 3.6,
3.10 and 3.13(a) respectively), and that these operations also preserve being
direction-balanced, gives us the following inductive construction:
Theorem 6.8. Let G be a mixed graph. Then G is a direction-balanced,
M-connected mixed graph if and only if G can be obtained from K+3 or K−3
by a sequence of edge additions, 1-extensions and 2-sums with direction-pure
K4’s.
7 Global Rigidity of M-connected Graphs
In order for the graphs constructed in Theorem 6.8 to be globally rigid,
we need to know that the operations used preserve global rigidity. Lemmas
2.11 and 3.14 imply that edge additions and 2-sums with direction-pure K4’s
preserve global rigidity, but 1-extensions are more troublesome. By Lemma
2.11, a 1-extension on a graph G which deletes an edge e will preserve global
rigidity so long as G − e is rigid. Fortunately, M-connected mixed graphs
are redundantly rigid, by Lemma 3.4, so this condition is always satisfied in
our construction. Hence all graphs described in Theorem 6.8 are globally
rigid, which gives us the following result:
Lemma 7.1. Let (G, p) be a generic mixed framework, and suppose G is
M-connected and direction-balanced. Then G is globally rigid.
By Lemma 1.1, all generic, globally rigid direction-length frameworks
are mixed and direction-balanced. So Lemma 7.1 implies that global rigidity
is a generic property of M-connected direction-length frameworks. Hence
characterising global rigidity for this class:
Theorem 7.2. Let p be a generic realisation of an M-connected mixed
graph G. Then (G, p) is globally rigid if and only if G is direction-balanced.
This implies that the inductive construction in Theorem 6.8, is also a
construction of all globally rigid M-connected graphs:
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Theorem 7.3. Let G be a graph. Then G is a globally rigid M-connected
mixed graph if and only if G can be obtained from K+3 or K
−
3 by a sequence
of edge additions, 1-extensions and 2-sums with direction-pure K4’s.
8 Concluding Remarks
There exist globally rigid mixed graphs whose rigidity matroid is not con-
nected, so these results do not characterise global rigidity in general. In
particular, M-connected mixed graphs satisfy three properties which are
not necessary for global rigidity: they contain at least two length edges,
have minimum degree three, and every direction edge is redundant.
Servatius and Whiteley [11] showed that a mixed graph with a single
length edge is globally rigid if and only if it is rigid. So to obtain a full
characterisation of global rigidity, it remains to characterise it for graphs
with |L| ≥ 2. Our result succeeds in doing this for a large class of such
graphs.
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