Abstract-Throughput scaling laws of an ad hoc network equipping directional antennas at each node are analyzed. More specifically, this paper considers a general framework in which the beam width of each node can scale at an arbitrary rate relative to the number of nodes. We introduce an elastic routing protocol, which enables to increase per-hop distance elastically according to the beam width, while maintaining an average signal-to-interference-and-noise ratio at each receiver as a constant. We then identify fundamental operating regimes characterized according to the beam width scaling and analyze throughput scaling laws for each of the regimes. The elastic routing is shown to achieve a much better throughput scaling law than that of the conventional nearest-neighbor multihop for all operating regimes. The gain comes from the fact that more source-destination pairs can be simultaneously activated as the beam width becomes narrower, which eventually leads to a linear throughput scaling law. In addition, our framework is applied to a hybrid network consisting of both wireless ad hoc nodes and infrastructure nodes. As a result, in the hybrid network, we analyze a further improved throughput scaling law and identify the operating regime where the use of directional antennas is beneficial. In addition, we perform numerical evaluation in both ad hoc and hybrid networks, which completely validates our analytical results.
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INTRODUCTION
A S the number of devices explosively increases for machine-to-machine (M2M) communications in the era of the internet of things (IoT), characterizing the aggregate throughput of large-scale wireless networks becomes more crucial in developing transmission protocols that efficiently deliver a number of packets. While numerical results via computer simulations depend heavily on specific operating parameters for a given system or network model, a study on the capacity scaling of large-scale networks with respect to the number of nodes provides a fundamental limit on the network throughput. Hence, one can obtain remarkable insight into the practical design of a protocol by characterizing the capacity scaling law.
Related Work
Throughput Scaling of Wireless Networks
In [1] , throughput scaling was originally introduced and characterized in a large-scale wireless ad hoc network. It was shown that for a network having n nodes randomly distributed in an unit area (i.e., a dense network), the aggregate throughput scales as Vð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi n=log n p Þ by conveying packets in the nearest-neighbor multihop routing fashion. 1 There have been further studies based on multihop routing in the literature [2] , [3] , [4] , [5] , [6] , while the total throughput scales far less than QðnÞ.
On the one hand, following up on these successes for analyzing the capacity scaling in wireless networks using multihop, more recent and emerging work has studied various techniques under other large-scale network models. In [7] , it was studied how the capacity of a multi-channel wireless network scales with the number of channels, provided that each node has a dedicated interface per channel. The capacity scaling laws of two overlaid networks sharing the same wireless resources with different priorities were investigated in [8] , [9] . In addition, the throughput scaling laws of delay tolerant networks were analyzed in [10] , [11] , where node mobility was exploited for effective data forwarding. The trade-off between throughput and delay for mobile ad hoc networks was also studied in terms of scaling laws in [4] , [12] .
On the other hand, the aggregate throughput in the dense network was improved to an almost linear scaling, i.e., Qðn 1À Þ for an arbitrarily small > 0, by using a hierarchical cooperation strategy [13] . Besides the hierarchical cooperation scheme [9] , [13] , [14] , there has also been a steady push to improve the throughput of interferencelimited networks up to a linear scaling by using node mobility [4] , [10] , interference alignment [15] , infrastructure support [16] , [17] , [18] , [19] , [20] , [21] , [22] , and directional antennas [23] , [24] , [25] .
Impact of Directional Antennas in Wireless Networks
Recently, the usage of directional antennas in wireless systems has actively been discussed. Especially, for wireless systems using millimeter wave (mmWave) technologies operating in the 10-300 GHz band, which have been considered as one solution to enable gigabit-per-second data rates, equipping directional antennas at each node may be more appropriate. This is because mmWave links are inherently directional and thus steerable antenna arrays can be easily implemented, thus resulting in a much higher link gain [26] . Due to these reasons, the interest in studies of more amenable networks deploying directional antennas has been greatly growing. There have been a great deal of research directions that address the feasibility of directional antenna technologies enabling a sharp beam width. In [27] , a steerable antenna having a beam width of 2 degrees was designed. Experimental measurements using a steerable antenna having a beam width of 3 degrees were also shown in [28] . In addition, It was shown in [29] , [30] that through experimental measurements, directional antennas having a sharp beam (in the order of 10 degrees) are available in practice. In consequence, as forming a sharp beam of directional antennas is possible, assuming the scalable beam width (which can be arbitrary small) can be applied not only to theory but also to practice. Meanwhile, the impact and benefits of directional antennas in improving the throughput scaling in wireless networks have been studied in the literature. Specifically, the previous work based on the protocol model [1] has shown that for an infinitely large antenna gain (or equivalently for an infinitely small beam width), the use of directional antennas provides a substantial throughput enhancement [23] , which can be up to a linear scaling when the beam width of each node is arbitrarily small [31] . Similarly, the throughput scaling law was studied based on an interference model for directional antennas [25] . There have also been other research directions showing the capacity scaling when directional antennas are used under different assumptions as well as different situations [32] , [33] . Besides the analysis of throughput scaling, the throughput improvement of an ad hoc network using directional antennas was evaluated based on a real propagation model when a directional medium access control protocol is adopted [34] .
It is, however, still unclear how much throughput scaling gain is attainable by directional antennas under a more realistic wireless channel. More precisely, for all beam width scaling conditions, the analysis so far would not be suitable for fully understanding the effects of directional antennas on the throughput scaling since it does not reflect the physically attainable antenna gain that may be exploited to enhance the throughput scaling in the presence of interference.
Main Contributions
In this paper, when there are n randomly located nodes in a network equipping directional antennas at each node, we deal with a general framework in which the beam width of each node, u, scales at an arbitrary rate with respect to n. Afterwards, we introduce a generalized routing protocol, termed elastic routing, operating based on an arbitrary scaling of u and completely analyze the achievable throughput scaling law, which provides a comprehensive understanding on the fundamental limits of ad hoc networks using directional antennas. First of all, it is worthwhile addressing the fundamental differences between our contributions and the most relevant prior studies:
Unlike nearest-neighbor multihop in [23] , [31] where the per-hop distance is kept the same regardless of the beam width, in our elastic routing protocol, the per-hop distance is increased elastically according to the beam width. We illuminate a new trade-off between throughput and delay by showing that the average delay is reduced by the proposed elastic routing while achieving an improved throughput scaling, which is in sharp contrast with the omnidirectional mode (i.e., u ¼ Qð1Þ) [4] , [12] . Our framework for using the elastic routing is extended to a hybrid network with infrastructure, whereas the use of nearest-neighbor multihop was assumed in the hybrid network [33] . Similarly as in [23] , [31] , we take into account a simplified but feasible directional antenna model having mainlobe and sidelobe gains. The proposed elastic routing enables to increase the average transmission distance at each hop elastically with respect to the beam width u, while setting the average signal-to-interference-and-noise ratio (SINR) at each receiver to a constant independent of n. Then, we identify two fundamental operating regimes characterized according to the u scaling and analyze the throughput scaling laws for each of the regimes. Our main results demonstrate that the proposed elastic routing achieves a much better throughput scaling law compared to the conventional nearest-neighbor multihop routing for all operating regimes. The gain comes from the fact that more sourcedestination (SD) pairs can be activated simultaneously as u becomes narrower, which eventually provides up to a linear throughput scaling. In addition, our result is extended to a hybrid network scenario deploying infrastructure nodes, or equivalently base stations (BSs). In such a hybrid network equipping directional antennas at each node, we analyze the impact and benefits of our elastic routing in further improving the throughput scaling. Finally, numerical evaluation is performed via computer simulations according to practical values of the system parameters, which shows that the numerical results are consistent with our analysis. Our comprehensive analysis sheds more light on the routing policies and on operational issues for ad hoc networks equipping directional antennas. Our main contributions are five-fold and summarized as follows:
design of a generalized routing, named elastic routing, operating based on an arbitrary scaling of u; analysis of the achievable throughput scaling for both dense and extended networks; characterization of the trade-off between throughput and delay; extension to a hybrid network with infrastructure; validation of our achievability results through intensive computer simulations.
Organization
The rest of this paper is organized as follows. The system and channel models are described in Section 2. In Section 3, the elastic routing protocol is presented. In Section 4, the throughput scaling laws are derived. In Section 5, our result is extended to a hybrid network model. In Section 6, numerical results are shown to validate our analysis. Finally, Section 7 summarizes the paper with some concluding remarks.
SYSTEM AND CHANNEL MODELS
We consider a two-dimensional wireless ad hoc network consisting of n nodes that are uniformly distributed at random on a square. The nodes are grouped into n=2 SD pairs at random. Each node operates in half-duplex mode and is equipped with a single directional antenna. As fundamental network configurations in large-scale ad hoc networks, we consider the following two different networks: dense networks [1] , [4] , [13] of unit area and extended networks [13] , [35] , [36] of unit node density. 2 We define a hybrid antenna model whose mainlobe is characterized as a sector and whose sidelobe forms a circle (backlobes are ignored in this model). 3 The antenna beam pattern has a gain value G m for the mainlobe of beam width u 2 ½0; 2pÞ, and also has a sidelobe of gain G s of beam width 2p À u. The parameters G m and G s are then related according to
where 0 G s 1 G m . In our work, we assume that G m ¼ Qð1=uÞ and G s ¼ Qð1Þ, which do not violate the law of conservation of energy. 4 For simplicity, we assume unit antenna efficiency, i.e., no antenna loss. Each node can steer its antenna for directional transmission or directional reception.
Similarly as in [31] , for a given time instance, suppose that node i 2 f1; . . . ; ng transmits to node k 2 f1; . . . ; ng n fig and they beamform to each other according to the above assumption. Let I 1 , I 2 , and I 3 denote three different sets of nodes transmitting at the same time, where both nodes i 1 2 I 1 and k beamform to each other, either node i 2 2 I 2 or k beamforms to the other node (but not both), and neither node i 3 2 I 3 nor k beamforms to the other node, respectively. Note that node i is in I 1 since nodes i and k beamform to each other.
Under the directional antenna model, the received signal of node k at the given time instance is represented by
where ; respectively, where f kj represents the random phase uniformly distributed over ½0; 2pÞ and independent for different j, k, and time (transmission symbol), i.e., fast fading [13] , [19] , [37] . The parameters r kj and a > 2 denote the distance between nodes j and k, and the path-loss exponent, respectively. Each node should satisfy the average transmit power constraint P > 0 during transmission, which is a constant. Channel state information (CSI) is assumed to be available at all receivers, but not at transmitters.
In the following, we formally define the per-node and aggregate throughputs used throughout the paper.
Definition 1 (Throughput).
A per-node throughput RðnÞ is said to be achievable with high probability (w.h.p.) if all sources can transmit at the rate of RðnÞ bits/sec/Hz to their destinations with probability approaching one as n increases. Accordingly, the achievable aggregate throughput is at least given by T ðnÞ ¼ ðn=2ÞRðnÞ.
For the rest of this paper, we will analyze throughput scaling laws of wireless ad hoc networks equipping directional antennas at each node. Throughout the paper, E½Á and PrðÁÞ denote the statistical expectation and the probability, respectively. Unless otherwise stated, all logarithms are assumed to be to base two.
ELASTIC ROUTING PROTOCOL
In this section, we describe our elastic routing protocol, which can be designed with the help of the directional antennas. Under the protocol, we perform multihop (or even single-hop) transmission by elastically increasing perhop distance as a function of the scaling parameter u, which ultimately enhances the throughput performance compared to the conventional multihop operating in omnidirectional mode [1] , [4] . We focus primarily on the dense network configuration, but the overall procedure of our protocol can be directly applied to the extended network configuration.
Let us first show how to perform beam steering at each node using directional antennas. At each hop, the antennas of each selected transmitter-receiver pair are steered so that their beams cover each other, which enables to achieve the maximum antenna gain G 2 m at each transmitter-receiver pair.
We now describe how each SD pair performs the elastic routing based on the beam steering technique described above. Let T S be the total number of scheduling time slots. We assume that at each time slot s 2 f1; . . . ; T S g, randomly 2. In the omnidirectional mode, dense and extended networks are shown to be interference-and power-limited, respectively [13] , [37] .
3. Instead of directional antennas modeled as a cone in a threedimensional view [31] , we use a rather simple two-dimensional antenna model since simplifying the shape of the antenna pattern will not cause any fundamental change in terms of capacity scaling law.
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chosen MðnÞ SD pairs are activated simultaneously, where MðnÞ scales as Vð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi n=log n p Þ and OðnÞ. 5 We denote the set of scheduling time slots to which the pth SD pair belongs by F p , where p 2 f1; . . . ; n=2g. For instance, if the pth SD pair is scheduled at time slots 1, 3, and 5, then F p is given by F p ¼ f1; 3; 5g. We further denote T p , jF p j, where jF p j is the cardinality of F p .
The following lemma shows that each of n=2 SD pairs can be served with almost the same fraction of time in the limit of large n, i.e., all SD pairs have almost a fair transmission opportunity when T S is sufficiently large.
Lemma 1 (Strong typicality). Suppose that T S ¼ n 4 . Then, for sufficiently large n,
Proof. Since MðnÞ SD pairs among n=2 pairs are scheduled at random for each time slot, the probability that a specific SD pair is served at each time slot is given by 2MðnÞ=n. Hence, by applying the result of [38, Lemma 2.12], we show that for any > 0, the probability that
n with probability greater than 1 À 1 4n , which converges to one as n tends to infinity. This completes the proof of the lemma. t u
From the result of Lemma 1, it is sufficient to focus on an arbitrary SD pair in analyzing the per-node throughput (or the aggregate throughput) in the rest of the paper. As depicted in Fig. 1 , we divide the whole area into 1=AðnÞ square routing cells with per-cell area AðnÞ, where AðnÞ is assumed to scale as Vðlog n=nÞ and Oð1Þ. We draw the straight line connecting a source to its destination, termed an SD line. Then, packets for each SD pair travel horizontally or vertically along its SD line by hopping along adjacent routing cells of area AðnÞ until they reach the corresponding destination. While travelling along its SD line, a certain node in each routing cell is arbitrarily selected as a relay forwarding the packets. As in the earlier work [1] , [4] , in the dense network, a transmit power of P ðlog n=nÞ a=2 is used at each node.
We further divide each routing cell with area AðnÞ into smaller square regions of area 2 log n=n, which guarantees that each smaller region has at least one node w.h.p. (see [1] for the details). As in [1] , [4] , the 9-time division multiple access (TDMA) scheme is used between smaller regions to avoid huge interference (also refer to Fig. 1) . Then, only a single node in each activaved smaller region transmits its packets. Fig. 1 illustrates the packet transmission of a particular SD pair, where the source and destination nodes are indicated by blue circles; the relay nodes are indicated by green circles; and the interfering nodes that simultaneously transmit packets of other SD pairs are indicated by red circles.
Let d hop and h denote the average transmission distance at each hop and the average number of hops per SD pair, respectively. Then, from the above routing, it follows that
in the dense network. Now, let us turn to how to decide per-cell area AðnÞ according to given beam width u, which plays an important role in determining the throughput of the proposed elastic routing. If AðnÞ is given by a function of n, then the average per-hop distance d hop can also be determined using (2) . We note that d hop is elastically increased as much as possible while the average SINR at each receiver is set to Qð1Þ. Such d hop is shown according to the value of u as follows:
which will be verified later. Note that d hop ¼ Qð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi log n=n p Þ in omnidirectional mode (i.e., u ¼ Qð1Þ).
As expressed in (3), according to the beam width u, the whole operating regimes are divided into two fundamental regimes. The two operating regimes and their corresponding routing schemes in each regime are summarized as follows:
In the regime, the elastic routing outperforms the nearest-neighbor multihop routing. As u À1 increases, a long-range transmission is performed at each hop 
It is not desirable that MðnÞ scales as oð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi n=log n p Þ since in this case, the throughput scaling achieved by our elastic routing is less than that of the conventional multihop scheme.
by virtue of an enhanced antenna gain at each transmitter-receiver pair.
The single-hop transmission is performed, where the per-hop distance can reach up to O 1 ð Þ. In the extended network, the full transmit power P is used at each node. Then, it follows that
which turns out to be scaled up by a factor of ffiffiffi n p , compared to the dense network case in (3).
Since, unlike the nearest-neighbor multihop routing [1] , packets can travel much farther at each hop by using the proposed elastic routing in directional mode. Thus, the average number of hops, h, can be reduced significantly, thereby resulting in an improved throughput up to a linear scaling, which will also be specified in the following section.
MAIN RESULTS
This section presents our main results, which show the throughput scaling laws achievable by the elastic routing for both dense and extended networks using directional antennas.
Throughput Scaling in Dense Networks
In this section, the throughput scaling achieved by our elastic routing protocol for dense networks is analyzed. Let tx p;lÀ1 and rx p;l denote the transmitter and the corresponding receiver of the lth hop of the pth SD pair, respectively, where l 2 H p and p 2 f1; . . . ; n=2g. Recall that H p ¼ f1; 2; . . . ; b p hg denotes the set of hops for the pth SD pair, where b p > 0 is a parameter that scales as Oð1Þ. Here, tx p;lÀ1 and rx p;l are fixed during the entire scheduling time since they are solely determined by the network geometry. Let SINR p;l ðsÞ denote the instantaneous received SINR of rx p;l at time slot s 2 f1; . . . ; T S g for the lth hop of the pth SD pair. Then, we have
where P p;l ðsÞ denotes the received signal power of rx p;l from the desired transmitter tx p;lÀ1 at time slot s and I p;l ðsÞ denotes the total interference power of rx p;l from all interfering nodes at time slot s. Then, it is obvious to see that
from the proposed elastic routing. For s 2 F p , the pth SD pair is activated and nodes tx p;lÀ1 and rx p;l steer their beams to each other to maximize the antenna gain during the lth hop transmission. Hence, we have
Now, we turn to computing the total interference power I p;l ðsÞ. For analytical convenience, we first divide I p;l ðsÞ into two parts, I ½1 p;l ðsÞ and I ½2 p;l ðsÞ, which indicate the intra-pair interference power and the inter-pair interference power at time slot s 2 f1; . . . ; T S g, respectively. Due to our multihopbased elastic routing characteristics, the beam directions at the transmitters and receivers belonging to the same SD pair may be highly correlated to each other. Fig. 2 illustrates how the intra-pair interference is generated along with correlated beam directions when multiple transmitters along each SD path are simultaneously activated. For this reason, we treat the intra-pair interference separately from the inter-pair interference. Then, it follows that
where the inequality holds since at most two nodes can generate the intra-pair interference between ðl À 1Þd hop and ld hop apart from node rx p;l . Each receiver also suffers from the inter-pair interference, which is generated by other activated SD pairs. Unlike the intra-pair interference case, all the SD routing paths are determined independently of each other since MðnÞ SD pairs are chosen uniformly at random at each time slot s. As illustrated in Fig. 3 , when the 9-TDMA scheme is used, the nodes generating the inter-pair Fig. 2 . The intra-pair interference affecting rx p;l with correlated beam directions, where tx p;lÀ1 is the desired transmitter. Fig. 3 . The inter-pair interferers that affect rx p;l when the 9-TDMA is used in the dense network.
6. Due to the 9-TDMA scheme, even if the distance between rx p;l and each intra-pair interferer needs to be more carefully considered, it does not fundamentally change the scaling law result for I ½1 p;l ðsÞ. interference can be computed by using the layering technique [13] , [19] with the concept of tier indexed by t, where in p;l;t;i ðsÞ denotes the ith inter-pair interferer placed on the tth tier that causes the inter-pair interference to rx p;l at time slot s. Note that in p;l;t;i ðsÞ may vary over time slots since MðnÞ SD pairs are uniformly chosen at random for each time slot s 2 f1; . . . ; T S g. Then, the total amount of interpair interference of rx p;l at time s is upper-bounded by
Before presenting our main result, we start from the following lemma, which establishes an upper bound on the expected inter-pair interference power at each receiver.
Lemma 2. Consider the pth SD pair whose packets travel over b p h hops from the source to its destination. Then, the expectation of the inter-pair interference power I 
Proof. First of all, similarly as in [23] , [31] , the direction of the receive beam at node rx p;l is independent of the direction of the transmit beam at in p;l;t;i for t 2 f1; 2; . . .g and i 2 f1; . . . ; 8tg since inter-pair interferers are only concerned. Thus, from (9), the expectation of the inter-pair interference power is upper-bounded by
where the first equality holds since E X p;l;t;i ðsÞ Â Ã is the same for all t 2 f1; 2; . . . ; g and i 2 f1; . . . ; 8tg. Since Pr X p;l;t;i ðsÞ ¼ G
Pr X p;l;t;i ðsÞ ¼ G 
which comes from the fact that G m ¼ Qð1=uÞ and G s ¼ Qð1Þ. Finally, from (11) and (13) and the fact that P 1 t¼1 t 1Àa is upper-bounded by a constant for a > 2, we have (10), which completes the proof of the lemma. t u
From Lemma 2, it is possible to compute the SINR at each receiver, which plays an important role in analyzing the aggregate throughput. In the following theorem, we state the aggregate throughput achievable by the elastic routing in the dense network. Theorem 1. In the dense ad hoc network of unit area, the aggregate throughput achieved by the elastic routing is given by
w.h.p., where > 0 is an arbitrarily small constant.
Proof. First of all, we set T S ¼ n 4 , which satisfies the condition in Lemma 1. Since the per-node throughput RðnÞ in Definition 1 is defined as the average rate per each SD pair over the entire time slots,
is achievable, where the minimum is taken over all pairs p 2 f1; . . . ; n=2g and hops l 2 H p . Here, the equality holds since SINR p;l ðsÞ ¼ 0 if s = 2 F p (see (5) and (6)). Then, from (5), (7)- (9), SINR p;l ðsÞ can be lowerbounded by
which does not rely on parameters p and l if s 2 F p for all p 2 f1; . . . ; n=2g and l 2 H p , where
t Àa X p;l;t;i ðsÞ:
Hence, one can obtain
is achievable w.h.p., where d hop is given by (3) and c 0 , c 1 , and c 2 are some positive constants. Here, the first inequality holds since SINR min ðsÞ is the same for all p 2 f1; . . . ; n=2g and l 2 H p ; the second inequality holds since I ½2 max ðsÞ is independent and identically distributed (i.i.d.) for s and T p in an increasing function of n (refer to Lemma 1); the third inequality holds by Jensen's inequality since log ð1 þ a=xÞ is convex in x for all a > 0; the fourth inequality holds from Lemma 2; and the fifth inequality holds from Lemma 1.
Since 
and (3), the aggregate throughput achievable by the elastic routing is given by (14) w.h.p., which completes the proof of the theorem. t u
The aggregate throughput scaling T ðnÞ is illustrated in Fig. 4 according to the scaling parameter 1=u (the terms and log n are omitted for notational convenience). From Theorem 1, each operating regime is now closely scrutinized. When u À1 ¼ o À ðn=log nÞ a=4 Á (Regime I), the throughput scaling gets increased as the beam width of each directional antenna becomes narrower. This corresponds to the regime where the proposed elastic routing provides a significant throughput improvement over the nearestneighbor multihop transmission with an increasing antenna gain. If u À1 ¼ V n=log n ð Þ a=4 (Regime II), then a linear throughput scaling is achieved, which corresponds to the fundamental limit of the network under consideration and is consistent with the previous work (including the beam width scaling condition) based on the protocol model [31] . This is because all SD pairs can be simultaneously activated with no degradation on the received SINR, which scales as Vð1Þ, while maintaining the per-node throughput as a constant. Our result is thus general in the sense that the achievable scheme and its throughput are shown for all operating regimes with respect to u (i.e., for an arbitrary scaling of u).
From the achievability result, the following two interesting discussions are also shown.
Remark 1 (Delay analysis
). An improved aggregate throughput leads to a delay reduction owing to the elastic routing, whereas by using the conventional multihop scheme in omnidirectional mode, the delay increases proportionally with throughput T ðnÞ [4] .
Remark 2 (Ideal antenna model). For comparison, let us
consider an ideal antenna model. It can be straightforwardly shown that Lemma 2 also holds when there is no sidelobe gain [33] , i.e., G s ¼ 0. This reveals that under this ideal model, the aggregate throughput T ðnÞ is given by (14) as long as G s ¼ Oð1Þ. Therefore, the existence of sidelobe beams, whose gain scales as Oð1Þ, does not cause any throughput loss in scaling law.
To be specific, with regard to Remark 1, when we define the network delay DðnÞ as the average number of hops per SD pair, denoted by h, a trade-off between the network delay scaling and the aggregate throughput scaling can be illustrated in Fig. 5 . In omnidirectional mode, the network throughput increases up to Qð ffiffiffi n p Þ while the network delay gets increased accordingly [4] . On the other hand, with the use of directional antennas, the proposed elastic routing enables to increase the per-hop distance during the packet transmission, resulting in the reduced network delay and the increased number of simultaneously active SD pairs. 
Throughput Scaling in Extended Networks
We now analyze the throughput scaling for extended networks using the elastic routing protocol. From the fact that Lemma 2 also holds for extended networks, the following theorem establishes our second main result.
Theorem 2. In the extended ad hoc network of unit node density, the aggregate throughput achieved by the elastic routing is identical to the dense network case in Theorem 1.
Proof. In the extended network, by following the same analysis as in (15)- (17), we have
where d hop is given by (4) and c 3 , c 4 , and c 5 are some positive constants. Since
from (4), it follows that RðnÞ ¼ V MðnÞ n and T ðnÞ ¼ V MðnÞ ð Þare achievable w.h.p., which completes the proof of the theorem. 7 
t u
As in the achievability result based on the nearest-neighbor multihop in omnidirectional mode [1] , note that when elastic routing is used in the network, the aggregate throughput scaling for the extended network is the same as the dense network case for all operating regimes with respect to u. That is, the network configuration does not essentially change our scaling result as long as packet forwarding protocols such as the nearest-neighbor multihop routing and elastic routing are concerned.
EXTENSION TO HYBRID NETWORKS: THE USE OF INFRASTRUCTURE
In this section, we consider hybrid networks by deploying infrastructure aiding wireless nodes. Such hybrid networks, consisting of both ad hoc nodes and infrastructure nodes, have been introduced, and their throughput scaling laws were analyzed in [16] , [17] , [18] , [19] , [20] , [21] . In a hybrid network equipping directional antennas at each node, we analyze the impact and benefits of the proposed elastic routing in further improving the throughput scaling.
System Model
The whole network area is divided into bðnÞ square cells, each of which is covered by one BS equipped with a single directional antenna at its center (see Fig. 6 ), which similarly follows the system model in [16] , [17] , [18] . For analytic convenience, let us state that parameters n and bðnÞ are related according to bðnÞ ¼ n g for g 2 ½0; 1Þ. Moreover, as in [16] , [17] , [18] , [19] , it is assumed that BSs are connected to each other by wired infrastructure with infinite bandwidth (i.e., infinite capacity) and that they are neither sources nor destinations. We assume that each BS has an average transmit power constraint P (constant) and CSI is available at the receiver side including the receive BSs, but not at the transmit side including the transmit BSs. We do not assume the use of any sophisticated multiuser detection schemes at each receive BS, thereby resulting in an easier implementation.
Infrastructure-Supported Elastic Routing Protocol
We state our result based on the dense network model, but the overall procedure can be straightforwardly applied to the extended network configuration. Now, we describe a new elastic routing scheme utilizing infrastructure (i.e., BSs). For the infrastructure-supported elastic routing, each square cell is tessellated into several square routing cells having the area of A infra ðnÞ (which will be specified later). As illustrated in Fig. 6 , the infrastructure-supported elastic routing consists of three phases: access routing, BS-to-BS transmission, and exit routing. In the access routing, a source node transmits its packet to the nearest BS. The packet is then delivered to another BS that is nearest to the destination of the source via wired link. The packet is received at the destination from the BS in the exit routing. To avoid a large amount of interference, different time slots are used between not only routing schemes with and without infrastructure support but also access and exit routings. The infrastructure-supported elastic routing protocol is described in more detail as follows:
Divide the network into equal square cells of area 1=bðnÞ, each having one BS at the center of each cell, and again divide each cell into smaller square routing cells of area A infra ðnÞ, specified in (20) . In the access routing, one source in each cell transmits its packets to the corresponding BS via the elastic routing, using one of the nodes in each adjacent routing cell. We draw the straight line connecting a source to its nearest BS. For convenience, we term the line a "source-BS line". Then, packets for an SD pair travel horizontally or vertically along its source-BS line by hopping along adjacent routing cells of area A infra ðnÞ until they reach the nearest BS.
Similarly as in the pure ad hoc transmission case, while travelling along a source-BS line, a certain 7. The throughput degradation up to a polylogarithmic term, coming from a power limitation, is omitted since it is negligible. node in each routing cell is arbitrarily selected as a relay forwarding the packets. As in omnidirectional mode, at each hop, a transmit power of P ðlog n=nÞ a=2 is used, and the antennas of each selected transmitterreceiver pair are steered so that their beams cover each other. The BS that completes decoding its packets transmits them to the BS closest to the corresponding destination by wired BS-to-BS links. In the exit routing, similarly as in the access routing, the infrastructure-supported elastic routing from a BS to the corresponding destination is performed, where each BS uses the transmit power P ðlog n=nÞ a=2 that satisfies the power constraint. We draw the straight line connecting a destination to its nearest BS. Then, packets for an SD pair travel horizontally or vertically along the drawn BS-destination line by hopping along adjacent routing cells of area A infra ðnÞ until they reach their destination. At each hop, the antennas of each selected transmitter-receiver pair are also steered so that their beams cover each other. When bðnÞ BSs are deployed over the hybrid network, the maximum distance that packets travel through the air interface is limited by O ffiffiffiffiffiffi ffi 1 bðnÞ q if an infrastructure-supported routing protocol is used. Thus, similarly as in the ad hoc network case, the area of the routing cell, A infra ðnÞ, is given by
in the dense hybrid network, where d infra-hop and h infra denote the average per-hop distance and the average number of hops, respectively, when the infrastructure-supported elastic routing is used. For given A infra ðnÞ, the average perhop distance d infra-hop can be determined using (20) and is shown according to the value of u as follows:
where bðnÞ ¼ n g for g 2 ½0; 1Þ, which will be verified in the next section.
Note that for the given transmit power (i.e., the transmit power P ðlog n=nÞ a=2 ), per-hop distance in the infrastructure-supported elastic routing is longer than that in the conventional infrastructure-supported multihop of the omnidirectional mode [16] , [17] , [18] for all u.
Throughput Scaling
In the following theorem, we establish our third main result, which presents the aggregate throughput T ðnÞ with respect to u À1 when the proposed elastic routing protocol is used in the dense hybrid network equipping directional antennas.
Theorem 3. In the dense network using infrastructure, the aggregate throughput achieved by the elastic routing with and without BS support is given by
Proof. We provide a brief sketch of the proof since the proof essentially follows almost the same line as in Theorem 1. Under the hybrid network, the aggregate throughput T ðnÞ is lower-bounded by T ðnÞ ! maxfT infra ðnÞ; T adhoc ðnÞg;
where T infra ðnÞ and T adhoc ðnÞ denote the aggregate throughputs achieved by the infrastructure-supported and pure ad hoc elastic routing protocols, respectively.
From the fact that T adhoc ðnÞ is given by (14) in Theorem 1, let us now focus on computing T infra ðnÞ. We start from dealing with the access routing. The transmission rate of each hop is expressed as a function of the SINR value at each receiver that packets of a source go through via the infrastructure-supported elastic routing until it reaches the corresponding BS. Let I ½3 p;l ðsÞ and I ½4 p;l ðsÞ denote the intrapair and inter-pair interference powers of rx p;l (either an ad hoc node or a BS), respectively, for the lth hop of the source-BS line corresponding to the pth SD pair at time slot s 2 f1; . . . ; T S g.
Then, by following the same analysis as in (8) and (9), we have
where Y p;l;t;i ðsÞ 2 fG 2 m ; G m G s ; G 2 s g denotes the antenna gain between rx p;l and in p;l;t;i ðsÞ at time slot s. Under the infrastructure-supported routing protocol, there are bðnÞ source-BS lines that are active simultaneously at each time slot. Thus, similarly as in the proof of Theorem 1, the achievable per-node transmission rate during the access routing, R access ðnÞ, is lower-bounded by (22) , which completes the proof of the theorem. t u
From Theorem 3, it is shown that as the number of BSs, bðnÞ, scales slower than n 1=2 , the throughput scaling and operating regimes remain the same as those of no infrastructure model (i.e., the ad hoc network model). However, when bðnÞ scales faster than n 1=2 , the operating regimes and the best achievable schemes in each regime are considerably changed and are summarized as follows:
The infrastructure-supported elastic routing is used, and its throughput scaling is given by bðnÞ. In the regime, the use of directional antennas is not useful in terms of throughput scaling laws.
In Regime IV, the ad hoc elastic routing outperforms the infrastructure-supported elastic routing. Thus, the use of infrastructure is not helpful in this regime. The aggregate throughput scaling Vðn 1=2À u À2=a Þ is achieved, which is the same as that in Regime I assuming no BSs.
The single-hop transmission is performed in this regime where a linear aggregate throughput scaling is achieved, which shows the same scaling as Regime II. In the hybrid network assuming that bðnÞ ¼ Vðn 1=2 Þ, the aggregate throughput scaling T ðnÞ is illustrated in Fig. 7 according to 1=u. Note that when bðnÞ ¼ oðn 1=2 Þ, the throughput scaling is the same as Theorem 1, which is shown in Fig. 4 . When the beam width u of each directional antenna is not sufficiently narrow (Regime III), the throughput scaling is given by the number of BSs, bðnÞ, where the throughput scaling is improved with the help of the BSs but the use of directional antennas is not helpful in further enhancing the throughput performance. As u becomes narrower (Regime IV), the throughput scaling is improved with increasing u À1 and thus the directional antenna gain can be attainable, where the pure ad hoc elastic routing is dominant in the regime. When u À1 ¼ Vðð n log n Þ Àa=4 Þ (Regime V), a linear throughput scaling is achieved, which eventually approaches the fundamental limit of the network. We also remark that since each source/BS can reach the corresponding BS/destination via one hop using a transmit power of PbðnÞ Àa=2 u 2 , an infrastructure-supported singlehop directional transmission in each cell can also be performed while achieving the same throughput scaling law as the infrastructure-supported elastic routing case.
In the extended hybrid network, the full transmit power P is used at each node (including each BS) since the network is also power-limited. Then, one can easily see that the throughput scaling and fundamental operating regimes are the same as those in the dense network.
NUMERICAL EVALUATION
In this section, to validate our achievability results in realistic network environments, we perform numerical evaluation when the system parameters such as n, u, and bðnÞ are finite. We take into account the Urban Micro line-of-sight model [39] as a standard propagation model that fits into our channel model in Section 2. Detailed simulation parameters are summarized in Table 1 , where they essentially follow those of [40] with a slight modification of the noise figure and transmit power. In simulations, 10,000 nodes are deployed uniformly at random in a two-dimensional network whose size is 10 km Â 10 km. Hence, the average distance between two nearestneighbor nodes is given by 100 m. This inter-node distance is sufficient to model a dense network configuration with the transmit power of 20 dBm at each node. As addressed in Section 3, the 9-TDMA scheme is adopted so that huge interference is avoided where the average per-hop distance is given by 300 m. We conduct Monte-Carlo simulations with MAT-LAB, where a sufficiently large number of iterations are performed to average out T ðnÞ for both different node distributions and channels (i.e., phases) under the given system parameters. For each iteration, we select the set of simultaneously active SD pairs. We then set SD routing paths by arbitrarily selecting a certain node in each routing cell along SD lines as a relay node. Fig. 8 plots the aggregate throughput T ðnÞ versus 2p=u is for an ad hoc network model with no BSs. For comparison with a baseline scheme, we consider the nearest-neighbor multihop routing in the directional mode [31] , where the per-hop distance is kept the same regardless of the beam width u. From the figure, the following remarkable features are found:
The throughput T ðnÞ is monotonically increasing with u À1 , similarly as in our analytical result. When the elastic routing is used, two operating regimes (i.e., Regimes I and II) are clearly identified with respect to u À1 , which is consistent with our analytical prediction. A crossover point between two different regimes is found at 2p=u ' 300, which corresponds to the case where the per-hop distance reaches the maximum. There is still a throughput enhancement with increasing u À1 in Regime II owing to the array gain (i.e., the logarithmic gain), which is however marginal compared to Regime I. Compared to the nearest-neighbor routing case, the elastic routing achieves a much higher throughput for all operating regimes since more SD pairs can be active simultaneously while maintaining a certain transmission rate per SD pair. Fig. 9 plots the aggregate throughput T ðnÞ versus 2p=u for a hybrid network model when bðnÞ 2 f0; 36; 64; 121g. From  Fig. 9 , the following insightful observations are also found:
The throughput T ðnÞ is monotonically increasing with both u À1 and bðnÞ. When the infrastructure-supported elastic routing is used, Regimes III-V are identified with respect to u À1 , which is also consistent with our analytic trend (refer to Section 5.3). For example, when bðnÞ ¼ 36, Regimes III-V approximately lie in 2p=u 2 ð0; 150, 2p=u 2 ð150; 300, and 2p=u 2 ð300; 1Þ, respectively. In Regime III, it is seen that the throughput T ðnÞ increases almost linearly with bðnÞ for a given u (e.g., 2p=u ¼ 100). In Regime IV, there is a significant throughput improvement with increasing u À1 . Moreover, as bðnÞ increases, Regime IV becomes reduced while Regime III becomes expanded. As in the ad hoc network case, in Regime V, there is a logarithmic gain on the throughput with increasing u À1 owing to the array gain.
CONCLUDING REMARKS
This paper has analyzed throughput scaling laws of ad hoc networks equipping directional antennas, each of which has a scalable beam width u with respect to the number of nodes, n. To fully utilize the characteristics of directional antennas, the elastic routing protocol was proposed, where per-hop distance is increased elastically according to u while the average received SINR is maintained as a constant. Under the proposed routing protocol, fundamental operating regimes with respect to u and the corresponding throughput scaling laws were identified. It was proved that the elastic routing protocol exhibits a much higher throughput scaling result compared to the conventional multihop scheme as u
À1
increases. Moreover, our result was generalized to the hybrid network scenario with infrastructure. The impacts and benefits of the elastic routing protocol were comprehensively analyzed in further improving throughput scaling laws in the hybrid network. Our analytical results were also validated via intensive computer simulations. Further investigation of the capacity scaling laws for ad hoc networks with directional antennas in the presence of node mobility and multi-path fading remains for future work. 
