We propose in this paper reliable and precise distributed localization algorithms for wireless networks: iterative multidimensional scaling (IT-MDS) 
Introduction
Recently, location-based services have gained considerable attention from academia and industry. The location can be obtained by GPS enabled systems with a good precision. However, GPS system cannot be used for in-door applications and is inappropriate for large scale deployment of ad hoc sensor networks because of constraints in volume, power consumption and cost.
An alternative to GPS is the use of distributed localization algorithms that enable nodes to determine their relative positions. If absolute positions are necessary, a limited number of nodes (called anchors) must have the capability of determining their absolute positions. Anchors can get their absolute position using manual configuration or techniques such as GPS. Much localization research has been carried out recently using this approach [1, 2, 3, 4, 5] . Despite real advances in localization techniques, three problems remain with existing algorithms:
1. Most algorithms work only under specific and restrictive network conditions. When such conditions are not met, the confidence in location estimates is not satisfactory and makes key decisions hard and risky; 2. Most algorithms require excessive network communi-
cations and complex refinement procedures with multiple computing rounds that are energy inefficient for small devices in ad hoc networks;
3. Precision evaluation of these algorithms is conducted using different metrics and criteria making uneasy the comparison of algorithms.
In this paper, we attempt to address these problems. First we define the performance evaluation method that can be used to evaluate and compare all localization methods. Second, we propose a technique that can: i) depend less on the hardware support, ii) yield accurate location estimates even with imprecise inputs, iii) work for general networks with a predictable precision, and iv) be computation and communication efficient.
We consider the radio communication constraints [6] to infer raw estimates of the position of a node or the distance between nodes. We mean by radio communication constraints the set of geometry rules among the communicating nodes. The constraints can be radial and angular restrictions or a combination of them that are used to bound the position estimates.
We propose two methods that are built upon two efficient algorithms: lateration algorithm [7, 1] and the multidimensional scaling algorithm (MDS) [8, 9] . We adapt these algorithms to work and yield accurate estimates even with imprecise and/or incomplete information. Different from X. Ji's method in [3] , our methods are practical in that we specially take into consideration imprecision the radio propagation technique, and we use an estimated n-hop (n > 1) pair-wise distance as inputs.
Through simulation, we establish that IT-MDS and SA-MDS methods provide better location estimates than pure MDS or pure lateration, no matter of the network deployment randomness, the network density, and 1-hop range measurement errors. For a unit square-area network with more than 10% anchors (nodes with known absolute positions), and a radio transmission range of 0.2, the average prediction error for both algorithms is bounded by 40% radio range. Also, if we use DV-Hop propagation method [7] (see section 3.1), both IT-MDS and SA-MDS algorithms are robust to the 1-hop pair-wise distance measurement errors. If Euclidean propagation method [7] is used, both algorithms provide precise estimates.
The rest of the paper is organized as follows: In Section 2, we present the research settings and definitions, and introduce the radio communication constraint models. In Section 3, we briefly describe the localization algorithms shown in recent literature. Section 4 will discuss our localization approach, and Section 5 will introduce the experiment environment and the test results. Section 6 will conclude the paper and point future work.
Definitions and Assumptions
We consider a static ad hoc wireless network in a unit square area. We assume that all nodes transmit radio with the same maximum range R (0 ≤ R ≤ 1), and that they can measure the distance to their directly connected neighbors. In addition, we assume the network contains a small set of anchor nodes with prior knowledge of their positions (the others are called normal nodes). If there are m anchors for an ad hoc network with total N nodes, the anchor density is defined as m N .
Deployment Randomness
For a network, if all nodes strictly reside on crosspoints of a coordinate grid then the deployment randomness is null. Specifically, the deployment randomness is defined as the maximum displacement x of each node that can swing from a crosspoint. Starting from a null deployment, each node is displaced from a crosspoint over a random distance in a random direction. The unit of the maximum displacement is the radio transmission range [10] .
Estimation Error
For a set of nodes, we denote the estimation error as the average distance between true positions and the estimated positions. The estimation error is expressed as a fraction of the radio range. Let X i (i = 1, 2, ..., n) be the coordinates of n normal nodes where
T . If X i are the estimated coordinates, then the estimation error is given by the euclidean distance between X i and X i :
Fitness Function
Consider a path with n nodes that measure their pair-wise distances. The measured pair-wise distance of all nodes over this path is denoted by ∆ = [δ i,j , i, j = 1, ..., n; i < j],
Based on these measurements, a localization algorithm provides estimates of the positions of the nodes. If the pair-wise distance between the estimates is given by ∆,
The fitness function is defined as the difference between ∆ and ∆, and it is denoted by σ, where:
The goal of the localization algorithms is to minimize the fitness function, and to obtain minimum estimation error.
Radio Communication Constraints
Radio communication constraints are a set of geometry rules useful to bound position estimates. Generally, radio communication constraints are a combination of radial and angular constraints [6, 10] . Radial constraint means that if a node B can hear a node A, the distance between them is less than A's radio transmission range.
Angular constraint refers to the fact that when a node gets the best reception at certain angle, it can estimate the relative angle to the source transmitter, which may be a cone bounded by certain limit [6] . In addition, a small group of neighbors may form a set of triangles with local geometry constraints to further precise estimates [11] .
Related localization algorithms

Radio Propagation Method
A localization procedure starts with anchor nodes broadcasting their position information to the whole network. Upon receiving an anchor's packet, a normal node will measure the distance or angle to the neighboring sender (onehop pair-wise distance). Then it may rebroadcast the packets to other neighbors after updating the hop count on the received anchor packet. So far, nodes can estimate their position to anchors only in terms of hop count.
In order to infer from the radio constraints the physical distances between nodes, several mechanisms have been proposed and somewhat relate to the following four methods: 1) DV-Hop propagation method by Niculescu and Nath [7] , and Savarese [12] ; 2) DV-Distance method by Niculescu and Nath [7] , and Savvides et al. [13] ; 3) Euclidean method by Niculescu and Nath [7] ; and 4) Kleinrock's formula by Keinrock and Silvester [14] .
In this paper, we use the DV-Hop method to forward anchor's packets. In this method, if a node receives multiple packets from an anchor node, it only maintains and rebroadcasts the one with the smallest number of hop counts. The minimum hop counts that nodes retain will eventually be the length of the shortest path to the anchor in communication hops. The relative distance from the normal node to the anchor node is determined as the product of the hop count and the average hop distance, which is calculated by anchor nodes dynamically (actual distance between anchors divided by corresponding hop counts). The advantage of this method is that it allows fewer anchors for the initial estimation, and it works well in uniformly deployed networks. For comparison, we also used the Euclidean method (with various accumulated errors) on the proposed algorithms.
Localization Algorithms
Based on the specific estimation approach, most localization algorithms fall into one of these categories: 1) Lateration method by Niculescu and Nath [7] , savarese et al. [15] ; 2) Bounding-box method by Savareses et al. [1] , Savvides et al. [2] and Doherty [6] ; 3) Multidimensional Scaling method by Cox and Cox [9] ; 4) Grid overlaying method by Premaratne et al. [4] , He et al. [16] ; 5) Probabilistic method by Ramadurai et al. in [17] .
In this paper, we present two MDS based algorithms, iterative MDS (IT-MDS) and simulated annealing MDS (SA-MDS). In [3] , X. Ji et al. proposed a similar iterative method in their research. The detailed approach of the two iterative algorithms is different. Specially, the two methods differ as follows: 1) Estimation coverage: For a general network without special deployment, MDS based algorithm does not provide full coverage estimation for all nodes in the network. We further detail this issue in section 4.3; 2) Constraints: We specially consider the radio communication constraints during each iteration loop; 3) Fitness function: We use adapted fitness function without considering all pair-wise distance; 4) Mechanism: Our localization procedure does not require local maps to be constructed at all individual normal nodes; 5) Performance: X. Ji's iterative algorithm doesn't always provide optimal estimates (section 5.3).
In the following sections, We first present the iterative MDS (IT-MDS) algorithm, then we describe the simulated annealing based MDS (SA-MDS) algorithm. In section 5.3, we compare the proposed algorithms with other representative localization algorithms.
Augmented multidimensional scaling
Our localization method is a combination approach of the multidimensional scaling method and the lateration method. Basically, the algorithm works as follows: 1) Using the DV-Hop or Euclidean radio propagation method, anchors start the estimation process by broadcasting their position information to the whole network.
2) If a path P contains more than three anchors, the information collected through P is transmitted back to the original anchors for localization procedure.
3) Apply IT-MDS or SA-MDS algorithm for the nodes along the paths, and update the average hop size iteratively. (The average hop size is to be used by lateration algorithm).
4) Apply the lateration algorithm for the rest nodes (not on paths with three or more anchors).
5) Refine the position estimation using the constraints from neighbors
Classical and iterative MDS
Classical multidimensional scaling (MDS) is a metric MDS technique in 1930s by Young and Housholder [8] . A good reference for MDS is by Cox and Cox in [9] .
To apply the MDS algorithm in the estimation of the nodes' position in a wireless network, accurate pair-wise distance among all nodes along the transmission path is needed. If absolute position is required, each path must contain at least three anchor nodes in order to adjust the relative position accordingly. However, detail pair-wise distance is not available in most cases. In reality, only the following information is achievable: 1) The anchors' positions; 2) 1-hop pair-wise distance; 3) Estimated average hop size; and 4) Hop counts between pairs.
Therefore, iterative approach is proposed to help the estimation under incomplete information. With limited pairwise distance information, we modify the fitness function σ (equation 2) accordingly. Specifically, we assume the pair-wise distance matrix ∆ and ∆ include only the 1-hop pair-wise distance between nodes along the path, where ∆ represents the measured 1-hop pair-wise distance and ∆ denotes the estimates for each iteration. The reason is that the measured 1-hop distance is generally more precise than the estimated n-hop (n > 1) pair-wise distance.
Based on the neighborhood radio communication constraints and the accurate anchors' position information, the algorithm will adjust the pair-wise distance iteratively. At each iteration round, if the fitness function for the estimation is less than the previous, the position estimation is kept for the next loop until specific requirement is fulfilled. Therefore, the main procedure can be described as follows:
while (σ > ) {
Run MDS algorithm Communication constraints check Update the anchors' position Update the distance among anchors Compute fitness function }
The communication constraints check is used to bound the position updates at each MDS process within the iteration loop. Based on the imprecise n, (n > 1) hop pair-wise distance from hop count, MDS algorithm is likely to yield unrealistic position estimates, therefore, it is necessary to bound or reposition those estimates using the neighborhood radio communications.
Simulated Annealing MDS Algorithm
Simulated Annealing (SA) [18] is a method used to search for a minimum in a general system. It is based on the process of the way a metal cooling down to the optimal state (the annealing process). SA's major advantage is an ability of a random search which not only accepts changes that decrease objective function, but also some changes that increase it. Thus, SA method can achieve global optimization without becoming trapped at local minima.
The original Metropolis scheme [18] indicated that an initial state of a thermodynamic system was chosen at energy E and a desired temperature T. Holding at that temperature T, the initial configuration is perturbed and the change in energy dE is computed. Applying Monte Carlo sampling techniques, the physical annealing process has been modeled successfully by computer simulation methods. A convenient formula can be borrowed from thermodynamics:
which gives the annealing probability P(E) of a change on energy E at temperature T, where k is Boltzmann's constant. Combining SA with MDS algorithm for localization process in a wireless ad hoc network, optimation procedure can be applied to each single node. Or in other words, for a given temperature T, all nodes in the path are considered one at a time. A random movement is generated by adding a deviate from the Cauchy distribution to each coordinates (1,2, . .., p) of node's position X i :
The cooling schedule for the temperature T can use a simple method as:
Consequently, the SA-MDS algorithm can be detailed below: 1) Define the temperature, T max for highest temperature and T min for the cooling down value; 2) Calculate the annealing probability from Equation 3; 3) Update the displacement for nodes (one at a time) along the path using Equation 4; 4) Apply classical MDS algorithm to calculate the fitness function (equation 2): if a lower fitness function is obtained, keep the displacement from the above step; 
MDS Processing Coverage Analysis
During the study, we found that MDS based algorithms only estimate the position for a subset of the nodes in network. The reason lies in the fact: 1) path requirements (> 3 anchors) for the MDS algorithm, and 2) the DV-Hop propagation method only selects the shortest path when routing.
A typical example is given in Figure 1 , where a set of repetition experiments is carried out for a network of 100 nodes (20 anchors) . The x-axis denotes the experiment repetition, and the y-axis is the estimated nodes in percentage. The dotted horizontal line is the average estimation coverage. The results show the MDS algorithm only estimates the position for about 84% nodes in the network. Generally, if we enlarge the radio transmission range, then less nodes will get estimated. This necessities two remedies: 1) Another algorithm to estimate positions for the rest nodes in the network. In this research, we choose lateration algorithm to estimate the positions for the rest nodes, and 2) Anchor deployment strategy. Similar to the research from Savarese [1] , Doherty [6] , and Nagpal [19] , we manually deploy four anchor nodes in the corner of the testing area.
Experiments
Environment and Settings
The simulation is built in Matlab (version 6.1). We measure the estimation errors (see section 2.2) under various network settings. To cope with the ad hoc nature of the network, we run each test case multiple times with the same network settings, and take the average results for this paper.
For the simulated annealing MDS (SA-MDS) algorithm, we select the initial temperature T max value as the half radio range (i.e. T max = R 2 ). And for all simulation runs, we use a network of 100 randomly deployed nodes in a unit square area. In addition, the network can update the following parameters: 1) Anchor node density, 2) Radio transmission range, 3) Deployment randomness, and 4) Range measurement errors. 
Figure 3. Precision with randomness
In the following sections, we first present the simulation results for MDS, IT-MDS and SA-MDS algorithms under various network conditions. Then, we outline the reported localization performance from other research groups. And finally, we compare, under the same network settings, the performance of proposed IT-MDS and SA-MDS algorithms with other representative algorithms.
Simulation results
To understand the dependency of the estimation precision on the anchor population, we run the IT-MDS algorithm and the SA-MDS algorithm with different number of anchors in a set of networks with same network parameters. Figure 2 shows the relation between the precision and the anchor population. The deployment randomness is 0.4. The x-axis of the figure represents anchor percentage, and the y-axis denotes the estimation errors in term of radio transmission range.
The left chart of Figure 2 shows the results of radio range of 0.15, and the right chart shows that of radio range of 0.2. Both results indicate a trend that more anchors will lead a better performance. Figure 2 also shows the relation between the estimation error and the radio transmission range. The result is that both algorithms give better estimates at larger radio transmission range. Figure 3 gives the experimental results of the deployment randomness (x-axis) on the performance of the positioning precision (y-axis). It shows MDS based algorithms are insensitive to the deployment randomness.
To determine the effect of the 1-hop range measurement error on the performance of the estimation precision, we simulate the 1-hop range error for both algorithms. The range error is determined relatively to the radio range; and to simulate the real situation, we define a maximum variance for all range measurements. The actual range error is determined dynamically during the experiment by the production of the maximum variance and a random number between -1 and 1. The results are given in Figure 4 . It shows that the estimation performance does not significantly decrease with the increasing 1-hop range errors. The main reason may because of the incorporation of the communication constraints during the iteration. Also we relocate all anchors' positions and adjust the corresponding distance among them after each estimation iteration. These procedures can potentially minimize the range errors.
To measure the accumulated errors for the Euclidean propagation method, we conducted similar experiments as for DV-Hop. The results is given in Figure 5 . The figure shows the increasing estimation errors when the accumulated errors increase. However, with Euclidean method, both proposed algorithms give better estimation performance if small error is presented. Figure 6 shows the theoretical analysis [10] for the MDS estimation precision under constant perturbation (x-axis). It also gives the estimation results for IT-MDS and SA-MDS algorithms. The results show that the proposed algorithms are fairly robust on the 1-hop pair-wise distance errors, and the highest estimation error is within 40% radio range.
Algorithm Comparison
Reported performance
In order to evaluate the localization performance of the proposed algorithms, in this section, we first illustrate the reported localization performance from other research groups. [17] transmission range: 20m 47% Ad hoc positioning system isotropic topology, 10% anchor 35% by Niculescu and Nath [7, 20] isotropic topology, 20% anchor 25% anisotropic topology, 10% anchors 100% anisotropic topology, 20% anchors 90% Robust algorithm by Savarese [1] connectivity >7; anchor density >5% 33% Approximate point-in-triangulation test (APIT) algorithm by He [16] higher power transmitters at anchors 45∼50% Amorphous algorithm by Nagpal [19] local neighborhood density about 20 20∼37% 
Figure 6. Precision analysis
The results are given in Table 1 . It can be seen that the location estimation performance is closely related with special network settings. Consequently, it is very difficult to compare them only with these values. From the table, it can be seen that the best reported estimation error is within 20%∼50% for networks with normal (isotropic) topology.
Comparison under same network environment
In this section, we first compare our IT-MDS and SA-MDS with the iterative MDS algorithm by X. Ji in [3] . Then we compare the localization performance of the proposed algorithms with three other representative algorithms under same networks of different deployment randomness. Figure 7 gives the comparison results of our algorithms with the iterative algorithm by X. Ji. The test environment includes 400 nodes in a unit square area, the distance measurement error is 0.5 radio range. The x-axis denotes the anchor ratio, and y-axis is the estimation error. X. Ji's estimation results is adopted directly from [3] . The simulation results show that the localization algorithms proposed in this paper give better estimation performance. Figure 8 compares various localization algorithms under network environments with different randomness (see section 3.2). The x-axis denotes the network randomness, and y-axis is the estimation error. The selected Grid overlaying method is the APIT method by He et al [16] , and the bounding box method is by Savvides et al [2] .
The test network contains 100 nodes, and anchor ratio is 20%, radio transmission is 0.2. In this experiment, we use DV-Hop radio propagation method to estimate the distance [16] ) where higher power transmitter is used at anchors, so the estimation performance for this APIT algorithm is a little worse.)
From Figure 8 , we can find that the SA-MDS algorithm performs better than all other algorithms, and the IT-MDS also achieves better estimation performance at larger deployment randomness.
For the test run (20% anchors), we find that SA-MDS and IT-MDS algorithms present 18%∼25% and 25%∼30% estimation error, respectively, independent of the deployment randomness. Compare with the reported localization performance in literature (see Table 1 ), the proposed localization algorithms in this paper do yield better estimation performance.
We proposed two algorithms, IT-MDS and SA-MDS, to enable nodes in a wireless network to estimate their positions. Both methods are based on a combination of multidimensional scaling method and lateration method. Specifically, IT-MDS algorithm considers the radio communication constraints, and adjust node's positions during each iteration; SA-MDS algorithm, on the other hand, mimicks the way of a metal cooling down procedure, and optimally locates the nodes in their most likely positions.
If DV-Hop is used, both algorithms are insensitive to the 1-hop range measurement errors. With extensive simulation runs, results show that both algorithms provide accurate and consistent estimates no matter how precise each single estimate is. The average estimation errors are roughly bounded within 40% if a network contains more than 10% anchors and 0.2 radio range is used.
For future research, a theorital analysis of the impact of network parameters on the performance of the localization algorithms will be important
