Abstract. In this paper, we consider the following modified quasi-geostrophic equations
Introduction and statement of results
In this paper, we are concerned with the modified 2D dissipative quasi-geostrophic equation:
Here, α ∈]0, 1[ is a fixed real number, the unknown θ = θ(t, x) is a real-valued function defined on R + × R 2 , θ * is a given initial data, R ⊥ is the operator defined via Riesz transforms by;
and Λ γ is the non-local operator defined through the Fourier transform by:
The equation (MQG) was recently introduced in [4] by P. Constantin, G. Iyer and J. Wu as a modification of the 2D dissipative quasi-geostrophic equation
In [4] , the autors proved that if the initial data θ * belongs to L 2 (R 2 ) then the equation (MQG) has a global solution θ ∈ C ∞ ]0, +∞[×R 2 .
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Very recently, C. Miao and L. Xue in [10] have proved that for any initial data θ * ∈ H m (R 2 ), with m ∈ N and m > 2, there exists a unique global solution θ ∈ C(R + , H m (R 2 )) to the equation (MQG). Moreover,the solution θ satisfies the following regularity property:
One of the main properties of the equation (MQG) is the following scaling invariance property: If θ is a solution to (MQG) with initial data θ * then, for all λ > 0, the function θ λ ≡ θ(λ α t, λx)
is a solution to (MQG) with initial data θ λ * ≡ θ * (λx). This leads us to introduce the notion of critical space: a functional space X is called a critical space for the equation (MQG) if for all f ∈ X and λ > 0, we have f (λ.) X = f X .
For instance, the homogenous Sobolev's spaceḢ σ (R 2 ) is a critical space if and only if σ = 1. Therefore, following the classical approach of Fujita-Kato [8] , it is natural to ask if the equation (MQG) is well-posed if the initial data θ * belongs to the critical spaceḢ 1 (R 2 ). In this paper, we give a slightly weaker result. In fact, we prove the global well-posedness of the smooth solution to the equation (MQG) when the initial data is in the inhomogeneous Sobolev's space H 1 (R 2 ). Precisely, our result states as follows Theorem 1.1. Let θ * ∈ H σ (R 2 ) with σ ≥ 1. Then there is a unique solution θ in
to the equation (MQG). Moreover, for all σ ′ ≥ σ we have
The proof of this theorem relies essentially on the following two propositions. The first one is a local well-posedness result. Proposition 1.1. Let θ * ∈ H σ (R 2 ) with σ ≥ 1. Then the equation (MQG) has a unique maximal solution θ belonging to the space
Moreover, the time T * is bounded from below by
where ε σ > 0 is a constant depending only on σ, and
where ν > 0 is an absolute constant and (∆ q ) q denotes the family of the Littlewood-Paley operators (for the definition, see the section 2).
The second result concerns the propagation of the initial regularity. Proposition 1.2. Let θ * ∈ H 1 (R 2 ) and let θ be a solution to the equation (MQG) belonging to the space
If there exists t 0 ∈ [0, T [ and σ ≥ 1 such that θ(t 0 ) belongs to H σ (R 2 ), then the solution θ belongs to the space
Notations and preliminaries
In this preparatory section, we shall introduce some functionals spaces and prove some elementary lemmas that will be used in the proof of Theorem 1.1.
Notations.
(1) Throughout this paper, we will denotes various constants by C. In particular, C = C * , * ,... denotes constants depending only on the quantities appearing in the index. (6) ., . denotes the usual inner product in the Hilbert space L 2 (R 2 ).
2.2. Sobolev's spaces and Chemin-Lerner's spaces. We first recall the definition of the nonhomogeneous and homogenous Soblev's spaces.
where P(R 2 ) is the space of polynomials functions defined on R 2 .
Remark 2.1. Let k ∈ N, s ∈ R and σ ∈ R + . By using the Plancherel formula, one can easily verify:
Notation 1. Let p ∈ N ∪ {+∞} and I ⊂ R. In the sequel, we will use frequently the followings notations:
Next, we recall the notion of the Littelwood-Paley decomposition that will allow us to define the Chemin-Lerner spaces. Let φ ∈ S(R 2 ) such thatφ ≡ 1 on the unit ball B(0, 1) of R 2 and φ ≡ 0 outside the ball B(0, 2). For q in Z, we denote by S q and ∆ q the operators defined by
where the star * denotes the convolution on R 2 and φ q = 2 2q φ(2 q .). For any f in S ′ (R 2 ), the identity, called the Littelwood-Paley decomposition of f ,
It is well-known that the Littlewood-Paley decomposition provides an equivalent definition to the Sobolev spaces. Namely, we have
Now we recall the definition of Chemin-Lerner's spaces [2] Definition 2.2. Let T > 0, r ∈ [1, ∞] and s ∈ R.
(
endowed with the norm
Using the estimate (2.6) and the Minkowiski inequality one can can easily obtain the following estimates
In the sequel we will often use the following notation. Notation 2. Let σ ≥ 0 and T > 0. We set
2.3. Preliminaries results. In this subsection, we state and prove some elementary and useful lemmas.
The first lemma is a particular case of the well-known Bernstein inequality [9] .
Lemma 2.1. Let γ ∈ R, β ∈ N 2 and 1 ≤ p ≤ r ≤ ∞. The followings assertions hold true:
(1) There exists a constant ν = ν(γ) > 0 such that for all f ∈ S ′ (R 2 ) and q ∈ Z we have
(2) There exists a constant C = C(γ, β, p, r) > 0 such that for all f ∈ S ′ (R 2 ) and q ∈ Z we have
The next lemma will be repeatedly used in this paper
We have the following assertions:
Proof.
(1) obvious. (2) is a direct consequence of the Sobolev embeddingḢ 1−γ R 2 ֒→ L 2 γ (R 2 ) and the continuity of the Riesz transforms on L 2 (R 2 ). Let us prove the assertion (3). Let
Hence, for all β ∈ N 2 with |β| ≤ m − 2, we have, thanks to (2.13),
In the last inequality, we have used the embedding
(R 2 ). The proof of the assertion (4) is similar to that of the assertion (3) and thus it is omitted.
The next lemma is classical. For the proof see for instance [12] or [9] Lemma 2.3. Let σ 1 and σ 2 be two real numbers such that σ 1 < 1, σ 2 < 1 and σ 1 + σ 2 > 0. Then there exists a constant C = C σ1,σ 2 ≥ 0 such that for all f ∈Ḣ σ 1 R 2 and g ∈Ḣ σ 2 R 2 we have
The following result on differential inequalities will be useful.
Proof. For ε > 0, we define the function
and satisfies the differential inequality
Then for all t in [0, T ] we have
Hence, we get the desired estimate (2.19) by sending ε → 0.
We now state and prove a version of the well-known maximal principle.
and
By Plancherel's formula,
On the other hand, by virtue of the density, there exists two sequence (v n ) n and (
Consequently, the estimate (2.15) and the Sobolev embedding
Hence, Holder's inequality yields
Now, a simple integration by parts using the fact that u n is divergence-free gives
Thus J n = 0 and consequently J(t) = 0. This finishes the proof of (2.20). Finally, the estimate (2.21) is an immediate consequence of (2.20) and Lemma 2.5.
The following lemma is simple, hence its proof is omitted.
Then θ ∈L r TḢ σ and satisfies
Lemma 2.7. Let T > 0 and σ ∈ R. If a function θ belongs to the spaces
On the other hand, (θ N ) N converges to θ in the space L ∞ [0, T ],Ḣ σ ; indeed, for every t in the interval [0, T ] we have
Now we state and prove the main result of this sub-section.
Moreover,
and, for every r ≥ 2 and s ≥ 0 there exists a constant C r,s > 0 depending only on r and s such that
if r < ∞, and (2.25)
ν is the real given by Lemma 2.2.
The proof of this proposition is based on the following commutator estimate which can be easily proved by following the arguments used for instance in [1] , [3] , [7] , [11] or [13] . Proof of Proposition 3. We first notice that thanks to Lemma 2.2, the function u belongs to the space
Lemma 2.8 (Commutator estimate
Let us prove the existence of the solution θ. To do so, we will make use of the classical Fredireck's method. For n ∈ N, we consider the linear ODE
where the operator J n is defined by
is the function defined by
). Hence the Cauchy-Lipschitz Theorem ensures that (S n ) has a unique global solution θ n belonging to the space
). Now, since J 2 n = J n , then J n θ n is also a solution to (S n ). Therefore, θ n = J n θ n which implies in particular that θ n ∈ C 1 ([0, T ], H ∞ (R 2 )). Now we will estimate the norm of θ n in the spaces L ∞ T H m where m ∈ N. Let m ∈ N and β ∈ N 2 such that |β| ≤ m. Clearly, the function D β θ n satisfies the equation
Hence, Lemma 2.5 implies
where in the second equation we have used the fact J n D β θ n = D β θ n andJ n D β θ n = 0. We then deduce that there exists a constant C m > 0 depending only on m, such that
Invoking Gronwall's inequality, we then infer that the sequence (θ n ) n is bounded in the space
Next we will show that (θ n ) n is of Cauchy in the space
The function ω = θ q − θ p satisfies the equation
whereJ q is defined by (2.28). Using Lemma 2.5 and the fact thatJ q ω = 0, we easily get the following estimates
In the last inequality, we used (2.27)-(2.29). Hence, Lemma 2.4 implies that there exists a constant C independent on p and q such that
which leads the required result. Let θ be the limit of the sequence (θ n ) n in the space C([0, T ], L 2 (R 2 )). Now thanks to the interpolation inequality
and the uniform boundness (2.29), we infer that the sequence (θ n ) n converges to θ in the space
then by using the first assertion of Lemma 2.1 and the continuity of the operators Λ α and ∇ from H m into H m−1 , we easily deduce that, for all for all m in N, the sequence (∂ t θ n ) n converges to −Λ α θ − u ∇θ in the space C([0, T ], H m (R 2 )). We therefore conclude that θ belongs to
) and it is a solution to (IVPL).The uniqueness can be easily proved, indeed if θ ′ is another solution to (IVPL) then the difference function δ = θ − θ ′ satisfies
which en virtue of Lemma (2.5) implies δ = 0 and consequently, θ = θ ′ .
Once again the estimate (2.22) is a consequence of Lemma 2.5. Finally, let us prove the estimate (2.23) in the case r ∈ [2, ∞[, the proof in the case r = ∞ is similar and even more simpler.
Apply the operator ∆ q (q ∈ Z) to the first equation of (IVPL), we get
Therefore, Lemma 2.5 implies
where
Thanks to the first assertion of Lemma 2.1, we deduce that there exists a pure constant ν > 0 such that
Let r ∈ [2, ∞[ and set ρ = (
Using the Young inequality, we deduce from the above inequality that
Multiplying the both sides of the last inequality by 2 (s+ α r )q , using the commutator estimate (2.26) and then taking the l 2 (Z) norm, we obtain the desired estimate (2.23).
Lemma 2.9. Let (x n ) n∈N be a non negative real sequence. Assume there exists two constants A and B ≥ 0 such that
Proof. This lemma can be easily proved by induction.
Lemma 2.10. Let (x n ) n∈N be a non negative real sequence. Assume there exists two constants A and δ ≥ 0 such that
Proof. Obvious. In fact, for all n we have
Lemma 2.11. let (x n ) n∈N be a sequence in a normed vectorial space (E, . ) Assume, there exists a real sequence γ n,p n,p and a real number δ such that for all (n, p) in N 2 ,
Proof. Define u n = sup p∈N x n+p − x n and γ n = sup p∈N γ n,p . According to (2.31), we have
This implies
Hence, for all n > n 0 in N, we have
Fixing n 0 and taking the lim n , we obtain
Letting n 0 → +∞, we get
That is (x n ) n is a Cauchy sequence in (E, . ).
Proof of Proposition 1.1
This section is devoted to the proof of Proposition 1.1. This proof is motivated by the work [3] .
Proof of Proposition 1.1. Set θ 0 ≡ 0. Proposition 2.1 enables us to construct by induction the sequence of functions θ n ∈ C 1 (R + , H ∞ ) solutions to the systems
and satisfying, for all r ≥ 2, s ≥ 0 and T > 0, the following estimates:
where K r,s (θ * , T ) is defined by (2.24)-(2.25) and C r,s is a constant depending only on r and s. Let ε σ > 0 to be determined later and assume that for some T > 0 we have
(T exists since K(θ * , T ) → 0 as T → 0 + ). Then, applying the estimate (3.2) with s = 1 and r = 2 yields
Hence, according to Lemma 2.9, we have
Using now the estimate (3.2) with s = σ and r ∈ {2, +∞}, we get We claim now that if ε σ is small enough then the sequence (θ n ) n is of Cauchy in the space
). Let n ∈ N and p ∈ N * . Define ω n+1 = θ n+1+p − θ n+1 , ω n = θ n+p − θ n and v n = Λ α−1 R ⊥ (ω n ). Clearly, we have the equation
Hence, Lemma 2.5 implies that for all t in [0, T ],
Now a simple calculation gives the following estimates
where to obtain (3.8) from (3.7) we have used Lemma (2.3) with σ 1 = 1 − α and σ 2 = α/2. Substituting (3.9) in (3.6), integrating with respect to time and taking the supremum over all
Recalling the estimate (3.3) and using the the fact
we infer from the above inequality that
where . * denotes the norm of the space
) and
Now since θ * ∈ L 2 (R 2 ) then sup p δ n,p n → 0 as n → +∞. Hence, according to Lemma 2.11, the sequence (θ n ) n is of Cauchy in the space
In conclusion, there exists a constant ε σ > 0 depending only on σ such that if K(θ * , T ) ≤ ε σ for some T > 0 then the sequence (θ n ) n is bounded in the space
) to a function θ. Hence, according to Lemma 2.6 and Lemma 2.7, the function θ belongs to the space X σ T ∩ C([0, T ], H σ (R 2 )). On the other hand, using the embeddingL ∞ T H σ ⊂ L ∞ T H σ and the interpolation inequality
we deduce that (θ n ) n converges to θ in C([0, T ],Ḣ σ ′ (R 2 )) for all σ ′ < σ which implies in particular that
where σ * = 1+α 2 . Thus, using the fact that u n ∇θ n+1 = ∇.(θ n+1 u n ) and Lemma 2.3 with σ 1 = σ * + 1 − α and σ 2 = σ * , we deduce that u n ∇θ n+1 converges to u ∇θ in C([0, T ], L 2 (R 2 )). We then conclude that the function θ belongs to the space Z σ T and satisfies
Finally, it remains to prove the uniqueness. Assume that θ a and θ b ∈ Z σ T are two solutions to the equation (MQG) with the same data θ * . Set
We have the equation
which implies, by Lemma 2.5,
Following the same argument leading to (3.9), we obtain
Inserting this estimate in the inequality (3.12), we get
Thereby, the Gronwall inequality implies ω = 0 that is θ a = θ b . This completes the proof of the proposition.
Proof of Proposition 1.2
The proof of Proposition 1.2 is based on the following blowup criterion.
Lemma 4.1. Let θ * ∈ H σ (R 2 ) with σ ≥ 1 and let
be the maximal solution to the equation (MQG) with initial data θ * . Assume T * < ∞. Then there is a constant c σ > 0 depending only on σ such that
In particular, On the other hand, one can easily verify that the function θ t 0 ≡ θ(. + t 0 ) is also a solution to the same (MQG) equation. Hence uniqueness in the space Z 1 T implies that θ t 0 =θ on the interval [0, τ * [ where τ * = inf{T * ; T * −t 0 }. Therefore, since θ t 0 belongs to the space L 2 ([0, T * −t 0 [, H 1+ α 2 ) then the preceding lemma ensures that T * > T * − t 0 . Thus we deduce that θ t 0 ∈ Z σ T * −t 0 which implies the required result.
Proof of the main Theorem
Firstly, Proposition 1.1 ensures the existence of a unique maximal solution θ ∈ ∩ T <T * Z σ T to the equation (MQG). Now let a < T be a two fixed real-number in the interval ]0, T * [. successive application of Proposition 2, allows us to construct an increasing sequence (t n ) n∈N ∈]0, a[ such that for all n, θ(t n ) ∈ H σn and
where σ k ≡ σ + k α 2 . Consequently, the solution θ belongs to the space C([a, T ], H ∞ ). Now, since a and T are arbitrary chosen in ]0, T * [ then θ is in the space C (]0, T * [, H ∞ ) . On the other hand, the equation
combined with the continuity Λ α and ∇ on the space H ∞ and Lemma 2.1, enable us, via a standard Boot-strap argument, to convert the space regularity of θ to time regularity. We then deduce that
Thanks to The Gronwall inequality, this inequation implies that sup t 0 ≤t<T * θ(t) H 2 < ∞ which contradicts Lemma 4.1, since H 2 ֒→Ḣ 1+ α 2 . We then conclude that T * = ∞.
