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ABSTRACT
The propagation dynamics of light in optical waveguide arrays is characteristic of that en-
countered in discrete systems. As a result, it is possible to engineer the diffraction properties
of such structures, which leads to the ability to control the flow of light in ways that are
impossible in continuous media.
In this work, a detailed theoretical investigation of both linear and nonlinear optical wave
propagation in one- and two-dimensional waveguide lattices is presented.
The ability to completely overcome the effects of discrete diffraction through the mutual
trapping of two orthogonally polarized coherent beams interacting in Kerr nonlinear arrays
of birefringent waveguides is discussed. The existence and stability of such highly localized
vector discrete solitons is analyzed and compared to similar scenarios in a single birefringent
waveguide. This mutual trapping is also shown to occur within the first few waveguides of
a semi-infinite array leading to the existence of vector discrete surface waves.
Interfaces between two detuned semi-infinite waveguide arrays or waveguide array hetero-
junctions and their possible applications are also considered. It is shown that the detuning
between the two arrays shifts the dispersion relation of one array with respect to the other.
Consequently, these systems provide spatial filtering functions that may prove useful in
future all-optical networks. In addition by exploiting the unique diffraction properties of
discrete arrays, diffraction compensation can be achieved in a way analogous to dispersion
compensation in dispersion managed optical fiber systems.
iii
Finally, it is demonstrated that both the linear (diffraction) and nonlinear dynamics
of two-dimensional waveguide arrays are significantly more complex and considerably more
versatile than their one-dimensional counterparts. As is the case in one-dimensional arrays,
the discrete diffraction properties of these two-dimensional lattices can be effectively altered
depending on the propagation Bloch k-vector within the first Brillouin zone. In general, this
diffraction behavior is anisotropic and as a result, allows the existence of a new class of dis-
crete elliptic solitons in the nonlinear regime. Moreover, such arrays support two-dimensional
vector soliton states, and their existence and stability are also thoroughly explored in this
work.
iv
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CHAPTER 1: INTRODUCTION
The ability to manipulate and engineer the flow of light in order to perform intelligent
all-optical functions has become a topic of scientific and practical importance. All-optical
networks can eliminate the need for relatively slow electronic switching stations in favor of
optical switches and logic gates that can take full advantage of the bandwidth capabilities
of optical fibers thus significantly increasing the speed of communication systems. Arrays of
optical waveguides may very while be a prime candidate for achieving such operations.
Optical beams propagating in arrays of equally spaced identical waveguides encounter
a periodic spatial refractive index profile. To the light, this refractive index distribution
acts as a periodic potential, thus optical waves propagating in such a structure behave in
a manner that is analogous to electrons traveling through a semiconductor crystal. As a
direct result of their periodic nature, these array structures possess all of the fundamental
characteristics of a crystalline lattice such as allowed and forbidden bands and Brillouin zones
for example [1]. In addition, since light is confined within individual waveguides, the optical
field can be viewed as the superposition of a finite set of bound modes each having its own
unique propagation constant and modal profile [2]. Although the modal profiles themselves
are continuous, the over-all propagation dynamics can be approximated by considering only
the amplitude and phase of the mode [3]. Consequently, the wave propagation is effectively
discretized, and the underlying field evolution exhibits behavior characteristic of discrete
systems.
1
The study of discrete dynamical systems was born in 1939 when Frenkel and Kontorova
used a discrete model to explain the motion of crystal dislocations [4]. Since then, discrete
nonlinear models have been employed in a diverse collection of scientific disciplines. They
have been used in solid state physics to describe heat transfer [5, 6], crystal lattice vibra-
tions [7, 8], as well as structural phase transition dynamics in crystals [9, 10]. In biological
systems, they have been used in describing the contraction of protiens [11, 12] as well as
the localization and transport of vibrational energy in DNA molecules [13]. The nonlinear
localization of energy in a number of chemical and photochemical processes such as molec-
ular chains [14], atomic lattices [15, 16], and hydrocarbon structures [17, 18] have also been
described using discrete models. Quite recently a discrete Schro¨dinger-like model was used
to predict the existence of self-trapped states in Bose-Einstein condensates (BECs) [19],
which were later verified experimentally [20]. Unfortunately with the exception of BECs,
the geometrical dimensions involved limit experimental approaches capable of observing the
predicted phenomena.
In optics, arrays of coupled waveguides provide an excellent environment in which discrete
dynamics can be readily investigated as well as observed. Through the process of optical
tunneling or coupling, light is transported from one waveguide site to adjacent waveguide
sites, which profoundly alters the overall diffraction behavior of the system. This so-called
discrete diffraction process in one-dimensional (1D) waveguide arrays was first addressed
theoretically in 1965 [21] and was experimentally observed in waveguide arrays fabricated in
gallium arsenide (GaAs) a few years later [67]. However, at the time it was not obvious how
one could take advantage of or suppress this diffraction process, therefore the field remained
dormant of many years.
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The study of systems of coupled waveguides was revived in 1988 when Christodoulides
and Joseph suggested the idea that light could self-localize in nonlinear optical waveguide
arrays [23]. This self-trapping occurs when the on-site nonlinearity exactly balances the
effects of discrete diffraction arising from linear coupling between adjacent waveguides. Con-
sequently, the optical beam becomes confined within a few waveguide sites forming a discrete
soliton, i.e. a diffractionless beam that exhibits particle-like behavior. The possibility of ob-
serving discrete solitons (DSs) sparked a number of important theoretical studies [24, 25],
which revealed fundamental differences between these discrete entities and their continuum
counterparts. This flurry of activity culminated in 1998 with the first experimental obser-
vation of optical DSs in aluminum gallium arsenide (AlGaAs) waveguide arrays [26]. This
breakthrough lead to even more theoretical studies that predicted the existence of DSs in
materials having quadratic [27] and photorefractive [28] nonlinearities as well as in dissipative
systems [29,30].
With the advancement of micro-fabrication technology, the fabrication of precise defect-
free arrays has become possible. Equipped with these high quality samples, researchers have
been able to successfully observe a wide range of discrete phenomena in both the linear
and nonlinear regimes. In linear arrays, it has been shown that the diffraction properties
of the waveguide lattice can be strongly affected by the angle in which light is launched
into the system [31]. In addition, anomalous diffraction was observed in waveguide arrays
for the first time [32]. In the nonlinear regime, discrete solitons have been experimentally
observed in materials having quadratic [33] and photorefractive [34] nonlinearities in both
one and two dimensions. In addition, several classes of DSs, some entirely unique to discrete
systems, have been identified. These include bright and dark DSs in both self-focusing and
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defocusing arrays that can be either in-phase or staggered [23, 26, 34–36], and higher-order
Floquet-Bloch solitons [37]. Stable dissipative DSs have also been observed in semiconductor
optical amplifiers greatly decreasing the power levels required for soliton formation [38].
Additional studies have suggested a variety of all-optical switching schemes that exploit
the interactions between DSs in discrete optical systems [39–47]. Perhaps the most interest-
ing of these demonstrates that networks of intersecting arrays may be potentially useful in
terms of realizing intelligent functional operations such as signal routing and time gating [40].
The main goal of the work presented in this dissertation is to add theoretical predictions
for soliton existence and stability in materials having a Kerr-like nonlinearity to those al-
ready brought forth in this area. In addition, special consideration is given to the possible
applications of waveguide array hetero-junctions in array networks.
Chapter 2 gives a review of the basic theory of the underlying physics necessary to
understand wave propagation in both linear and nonlinear discrete optical systems. The
paraxial equations governing wave propagation in these structures are obtained. Coupled
mode theory is presented and used to find a discrete model for the evolution of the modal
electric fields. Finally, the linear and nonlinear properties of coupled waveguide systems are
discussed in detail.
The mutual trapping of two orthogonally polarized optical fields interacting in a Kerr
nonlinear birefringent waveguide array, i.e. vector discrete solitons, is the topic of Chapter
3. The existence and stability of highly-localized linearly polarized as well as elliptically
polarized soliton solutions is shown [48]. The stability of such discrete entities is compared
to similar scenarios occurring in a single birefringent waveguide.
Very recently, semi-infinite waveguide arrays have been shown to be a possible testbed
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in which nonlinear surface wave dynamics can be readily investigated both theoretically and
experimentally [49]. In Chapter 4, this idea is extented to mutually trapped waves within
the first few waveguides of a semi-infinite array leading to the existence of vector discrete
surface waves [50]. The existence and stability properties of linearly and elliptically polarized
vector surface wave solutions are thoroughly investigated.
Interfaces between two detuned semi-infinite waveguide arrays and their possible appli-
cations are considered in Chapter 5. Such a configuration creates an array hetero-junction
in which the detuning between the two lattices shifts the dispersion relation of one array
with respect to the other. Consequently, these systems provide spatial filtering functions
that may prove useful in future all-optical networks. In addition by exploiting the unique
diffraction properties of discrete arrays, diffraction compensation can be achieved in a way
analogous to dispersion compensation in dispersion managed optical fiber systems [51–54].
Chapter 6 focuses on linear and nonlinear optical dynamics in two-dimensional (2D) dis-
crete waveguide arrays. We show that wave propagation in these 2D lattices is significantly
more complex than in their one-dimensional counterparts [55]. By employing coupled mode
theory, we demonstrate how the diffraction properties of a square 2D lattice can be manip-
ulated according to the position of the Bloch k-vector within the Brillouin zone. Such 2D
discrete diffraction is, in general, anisotropic, therefore causing a beam to exhibit diffraction
behavior that is not possible in homogeneous systems. As we will show, in nonlinear ar-
rays, this interesting process ultimately leads to the existence of a new class of DSs, namely
discrete elliptic solitons.
The properties of two-dimensional discrete vector solitons in nonlinear optical lattices is
investigated in detail in Chapter 7. The vector interactions in this system are described by
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a pair of discrete nonlinear Schro¨dinger equations (DNLS) that implicitly account for self-
and cross- phase modulation effects [56]. In particular cases, we also consider the impact
of linear coupling on the two vector components. Using Newtonian relaxation methods, we
identify stationary vector solutions and examine their stability properties. The potential
instabilities as well as the parameter range where they occur are identified.
Finally, the major contributions of this work are summarized in Chapter 8
6
CHAPTER 2: OPTICAL WAVE PROPAGATION IN
DIELECTRIC WAVEGUIDE ARRAYS
In order to understand optical wave dynamics in discrete waveguide array systems, the topic
of this work, it is necessary to first consider the theory of electromagnetic wave propagation
in linear and nonlinear arrays. The main goal of this chapter is to give a basic review of
how optical beams propagate through matter and obtains the equations that govern the
evolution of the electric field envelope in linear and nonlinear waveguide arrays. Section 2.1
gives a review of the Maxwell equations and the wave equation. The paraxial equations of
diffraction for the slowly varying envelope of the electric field propagating in a single linear
and nonlinear waveguide are derived in Sections 2.2.1 and 2.3.1. Perturbation theory is used
to obtain the equations of coupled mode theory in Section 2.4. In Section 2.5, the linear and
nonlinear properties of directional couplers are investigated. Finally, the basic propagation
dynamics in 1D waveguide arrays are reviewed in Section 2.6.
2.1 Optical Wave Propagation
This section provides a basic overview of the equations that govern optical wave propa-
gation. These equations lay the foundations for the propagation dynamics of optical beams
in dielectric waveguide arrays. Further details related to the theories presented here can be
found in a number of text books [58–63].
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2.1.1 Maxwell’s Equations
As is the case with all electromagnetic phenomena, the propagation of optical waves
within a medium is governed by Maxwell’s equations [57,61,62],
∇× ~E = −∂
~B
∂t
(2.1)
∇× ~H = ~J + ∂
~D
∂t
(2.2)
∇ · ~D = ρf (2.3)
∇ · ~B = 0 (2.4)
where ~E and ~H are that electric and magnetic field vectors, and ~D and ~B are the electric and
magnetic flux densities, respectively. The current density ~J and charge density ρf account
for sources of the electromagnetic field. In most cases, optical waveguides are fabricated
using nonmagnetic, dielectric media. These materials do not involve free charges that act as
sources for electromagnetic fields, thus ~J = 0 and ρf = 0.
The flux densities ~D and ~B arise as a result of the interaction between the electric and
magnetic fields and the medium in which they are propagating. ~D and ~B are related to ~E
and ~H through the following constitutive relations [61,62],
~D = ε0~E + ~P (2.5)
~B = µ0 ~H + ~M. (2.6)
where ε0 is the vacuum permittivity, µ0 is the vacuum permeability, and ~P and ~M are
respectively the electric and magnetic polarizations induced in the medium by the fields.
For a nonmagnetic material ~M = 0, therefore, for the remainder of this work it is assumed
that ~J = ρf = ~M = 0.
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2.1.2 The Wave Equation
Maxwell’s equations can be used to obtain the evolution equation for the electromagnetic
field associated with an optical beam, better known as the wave equation [61,62]. By taking
the curl of Eq. (2.1) and using Eqns.(2.2)-(2.6) and the vector identity,
∇×∇× ~A = −∇2 ~A+∇
(
∇ · ~A
)
, (2.7)
the wave equation for the electric field is given by
∇2~E −∇
(
∇ · ~E
)
− 1
c2
∂2~E
∂t2
= µ0
∂2 ~P
∂t2
, (2.8)
where c is the vacuum speed of light and the relation µ0ε0 = 1/c
2 was used. In general, the
vector field ~E can be decomposed into longitudinal (parallel to the propagation direction)
and transverse (perpendicular to the propagation direction) components. In many cases the
index homogeneity is weak, as a result, the term ∇
(
∇ · ~E
)
can be neglected [63]. This
assumption leads to the familiar wave equation, which is given by written as
∇2~E − 1
c2
∂2~E
∂t2
= µ0
∂2 ~P
∂t2
. (2.9)
Before Eq.(2.9) can be used to describe the evolution of the electric field, a relation
between the electric polarization ~P and the electric field ~E must be established. As mentioned
earlier, the electric polarization is the result of the interaction between the electric field and
the individual atoms of the material. As the electric field passes through matter, it displaces
the electron cloud around the nucleus thus inducing dipole moments. The average of these
dipole moments is what is called electric polarization. In most cases, the intensity of the
electric field is low enough that the response of the atoms is linear with respect to the field.
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However, if the intensity is increased to the point that the strength of the propagating electric
field becomes comparable to the electric field binding electrons to the nucleus, the material
response becomes nonlinear. In general, a quantum-mechanical approach is necessary to
evaluate ~P . However, when the optical frequency is far from a resonance (of the propagation
medium), a phenomenological approach will suffice. This is precisely the case in the study of
“transparent” optical waveguides where wavelengths between 0.5µm and 2µm are of the most
interest. To account for nonlinear effects, phenomenologically the total electric polarization
can be written as [61,62]
~P = ε0
(
χ¯(1) · ~E + χ¯(2) : ~E ~E + χ¯(3)...~E ~E ~E + · · ·
)
, (2.10)
where χ¯(j) (j = 1, 2, · · · ) is the jth-order susceptibility tensor of rank j+1 and ~E is the total
electric field. The linear susceptibility χ¯(1) provides the largest contibution to the electric
polarization. As will be shown in the next section, its effects are reflected in the refractive
index. In lossy systems χ¯(1) is complex, and the attenuation coefficent is also in response to
the linear susceptibility. The second-order susceptibility χ¯(2) leads to such nonlinear effects
as second-hamonic generation and sum-frequency generation [61,62]. However, χ¯(2) is zero in
materials whose molecular structure has a center of symmetry also known as centrosymmetric
materials. Since this work focuses on centrosymmetric media such as AlGaAs, χ¯(2) will not
play any role. In most cases, the strength of polarization induced decreases signifcantly as
the order of the effect increases. As a result, for the materials considered in this work, the
third-order susceptibility χ¯(3), which is always non-zero, will dominate nonlinear effects. Its
effects lead to phenomena such as the Kerr effect (intensity dependent refractive index),
four-wave mixing (FWM), and third-harmonic generation [61,62].
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Since linear polarization occurs irrespective of the field intensity, it is often convenient
to separate ~P into two parts such that,
~P = ~PL + ~PNL, (2.11)
where ~PL is the linear and ~PNL is the nonlinear part of the electric polarization vector. For
Eq.(2.10), the linear part of the polarization is given by
~PL = ε0
(
χ¯(1) · ~E
)
. (2.12)
And the nonlinear part ~PNL is related to ~E via
~PNL = ε0
(
χ¯(2) : ~E ~E + χ¯(3)...~E ~E ~E + · · ·
)
, (2.13)
2.1.3 Vector Phasors
In general, the field vectors vary with both space and time. In the case of coherent
optical waves, there is a rapidly oscillating, time-harmonic component to the field’s time
dependence resulting from the carrier frequency ω. In many cases, such fields can be more
conveniently represented by vector phasors that depend on position and time but not on the
time harmonic part such that,
~A (x, y, z, t) = Re
{
~A (x, y, z, t) e−iωt
}
=
1
2
{
~A (x, y, z, t) e−iωt + ~A∗ (x, y, z, t) eiωt
}
, (2.14)
where ~A (x, y, z, t) is the vector phasor that contains all the information about direction,
magnitude (spatial and temporal envelopes), and phase. Substituting the form of Eq. (2.14)
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into Eq. (2.9) for ~E and ~P and by obtaining the equation involving only terms proportional
to exp (−iωt) one gets the wave equation for the vector phasor ~E,
∇2 ~E − 1
c2
{
∂2 ~E
∂t2
− i2ω∂
~E
∂t
− ω2 ~E
}
= µ0
{
∂2 ~P
∂t2
− i2ω∂
~P
∂t
− ω2 ~P
}
(2.15)
In the case of continuous wave (cw) optical beams considered in this work, the vector phasors
are independent of time. Therefore, ∂2/∂t2 = ∂/∂t = 0 and Eq. (2.15) is simplified to give
the so called Helmholtz equation for the time-harmonic electric field ~E,
∇2 ~E + k20 ~E = −ω2µ0 ~P , (2.16)
where k0 = ω/c = ω
√
µ0ε0
2.1.4 The Poynting Vector Theorem
The power conveyed by a given electromagnetic wave can be found by considering the
Poynting vector theorem [63],
~S = ~E × ~H, (2.17)
where ~S is the instantaneous power flow density in [W/m2] and ~E and ~H are the instantaneous
fields as functions of time. However, when dealing with time-harmonic electromagnetic waves
that oscillate at very high frequencies (such as optical beams), it is much more useful to
consider the time average power flow density. Using the Eq. (2.14) for ~E and ~H one can
obtain the time average power flow [63]
~Sav =
1
2
Re
[
~E × ~H∗
]
. (2.18)
12
Therefore, the power conveyed by an optical wave can be found by integrating over the
transverse spatial profile of the beam. Thus,
P =
∫∫
1
2
Re
[
~E × ~H∗
]
dxdy. (2.19)
2.2 Wave Propagation in Linear Media
Let us assume an optical beam propagating in a lossless medium and that the power
conveyed is low enough so that the medium responds linearly. In this case, the wave equation
can be written as
∇2 ~E + k20 ~E = −ω2µ0 ~PL, (2.20)
since the medium is assumed to be linear, ~PNL = 0 and from Eq (2.12) ~PL,
PLi = ε0
∑
j
χ
(1)
ij Ej (ω) , (2.21)
where χ
(1)
ij is an element of the linear susceptibility tensor, Ej (ω) is a component of the electric
field at frequency ω, and i and j represent the permutations of the Cartesian coordinates
x, y and z [61, 62]. In general, an electric field of any polarization can be written as the
superposition of linearly polarized waves,
~E = xˆEx + yˆEy + zˆEz, (2.22)
where xˆ, yˆ, and zˆ are the unit vectors in the x, y, and z directions, respectively. The
linear susceptibility tensor of an inhomogeneous material is of rank two having nine complex
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elements,
χ¯(1) (x, y) =

χ
(1)
xx (x, y) χ
(1)
xy (x, y) χ
(1)
xz (x, y)
χ
(1)
yx (x, y) χ
(1)
yy (x, y) χ
(1)
yz (x, y)
χ
(1)
zx (x, y) χ
(1)
zy (x, y) χ
(1)
zz (x, y)
 , (2.23)
where the tensor elements are functions of x and y to reflect the inhomogeneity of the
medium. However, the χ¯(1) tensor can be diagonalized by appropriately selecting the coordi-
nate axes such that they correspond the principal axes of the material’s crystalline structure.
As a result, the x, y, and z components of the electric field propagate independently. There-
fore in this principal coordinate system, the χ¯(1) tensor is written as
χ¯(1) (x, y) =

χ
(1)
xx (x, y) 0 0
0 χ
(1)
yy (x, y) 0
0 0 χ
(1)
zz (x, y)
 , (2.24)
where χ
(1)
xx , χ
(1)
yy , and χ
(1)
zz are the principal values of the susceptibility. Thus from Eq. (2.21),
~PL is found to be
~PL = xˆε0χ(1)xx (x, y) Ex (ω) + yˆε0χ(1)yy (x, y) Ey (ω) + zˆε0χ(1)zz (x, y) Ez (ω) (2.25)
However, Eq. (2.20) is written in terms of the vector phasors ~E and ~PL. Therefore, the
relation between ~PL and ~E must be found. By using Eq. (2.14) such that
~E (ω) = 1
2
{
~Ee−iωt + ~E∗eiωt
}
(2.26)
~P (ω) = 1
2
{
~Pe−iωt + ~P ∗eiωt
}
, (2.27)
the relationship between ~PL and ~E is found to be
~PL = xˆε0χ
(1)
xx (x, y)Ex (ω) + yˆε0χ
(1)
yy (x, y)Ey (ω) + zˆε0χ
(1)
zz (x, y)Ez (ω) (2.28)
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Substituting ~PL into Eq. (2.20), the vector wave equation for the electric field propagating
in a linear medium is given by
∇2 ~E + k20n¯2 (x, y) ~E = 0, (2.29)
where the refractive index n¯ is a rank two tensor defined using the dielectric constant,
n¯2 (x, y) = ε¯r (x, y) ≡ 1 + χ¯(1) (x, y). Thus,
n¯2 (x, y) =

n2xx (x, y) 0 0
0 n2yy (x, y) 0
0 0 n2zz (x, y)
 . (2.30)
Optical beams and have a finite spatial extent and are “confined” in space according to
some spatial envelope or intensity profile. The evolution dynamics of this envelope can be
evaluated by assuming a plane wave solution for the electric field components of the form
~E = xˆϕx (x, y, z) e
ikxz + yˆϕy (x, y, z) e
ikyz, (2.31)
where ϕx (x, y, z) and ϕy (x, y, z) are the spatial envelopes of the x-polarized and y-polarized
components of the electric field, respectively. The propagation constants kx and ky in the z
direction are those of the correspondingly polarized components of the optical beam [61,62].
Assume that ϕx (x, y, z) and ϕy (x, y, z) are slowly varying envelopes, i.e. the envelopes
change slowly (on a wavelength scale) with propagation distance z. Under this assumption,
the so-called slowly varying envelope approximation (SVEA) implies [61,62]
ki
∣∣∣∣∂ϕi∂z
∣∣∣∣ ∣∣∣∣∂2ϕi∂z2
∣∣∣∣ . (2.32)
By substituting Eq. (2.31) into Eq. (2.29) and applying the SVEA, the evolution equation
that governs the propagation dynamics of the components of the electric field envelope is
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obtained,
i
∂ϕi
∂z
+
1
2ki
∇2⊥ϕi +
1
2ki
{
k20n
2
ii (x, y)− k2i
}
ϕi = 0, (2.33)
where i = x or y and ∇2⊥ = ∂2/∂x2 + ∂2/∂y2 is the transverse Laplacian operator. This
Laplacian term describes the diffraction of the envelope. Equation (2.33) is also known as the
paraxial equation of diffraction for the electric field envelope ϕi (x, y, z). This equation can
be solved to determine the propagation dynamics of an optical beam in any linear medium.
2.2.1 Propagation in a Linear Waveguide
In most cases considered in this work, the elemental component of a waveguide array
is a cylindrical-like guiding region embedded within a bulk cladding material as shown in
Fig. 2.1(a). This guiding region is of the step-index type with radius a and refractive index
ncore as can be seen schematically in Fig. 2.1(b). The index difference between the core
Figure 2.1: (a) Schematical drawing of a cylindrical core region embedded in a bulk cladding
material. (b) The refractive index profile of the waveguide shown in (a).
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and cladding regions is δ = ncore − nclad. Furthermore, its refractive index profile n (x, y) is
assumed to be independent of the z coordinate. As an example of how the wave equation
of Eq. (2.33) can be used to solve practical linear problems, in this section we will outline
the derivation of the evolution equations that govern electromagnetic wave propagation in a
single optical waveguide.
For the purposes of this example, assume that the material in which the waveguide is
fabricated is lossless and isotropic, i.e. n = nxx = nyy = nzz ∈ <. Therefore, looking at the
embedded cylindrical waveguide shown in Fig. 2.1, the refractive index distribution is most
conveniently written in cylindrical coordinates as
n (x, y) = n (r) = n0 + δf (r) , (2.34)
where n0 is the cladding refractive index and f (r) is a cylindrical rectangular function of
radius a describing the step-index nature of the waveguide. In typical waveguides, the index
difference δ is of the order of ∼ 10−3, therefore δ  1 and,
n2 (r) ' n20 + 2n0δf (r) . (2.35)
In addition, in weakly guiding waveguides the propagation constant in the z direction is
generally ki = k0n0ii, where n0ii is the refractive index in the cladding region. Since an
isotropic medium is assumed, k = kx = ky = k0n0. Using Eq. (2.35) in (2.33) gives the
paraxial equation for the propagation of the slowly varying electric field envelope in a linear
waveguide,
i
∂ϕ
∂z
+
1
2k
∇2⊥ϕ+ k0δf (r)ϕ = 0. (2.36)
In this case, the paraxial equation can be normalized with respect to the radius of the
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guiding region, a, such that X = x/a, Y = y/a, and Z = z/(ka2). Applying these normal-
izations to Eq. (2.36) gives
i
∂~ϕ
∂Z
+
1
2
{
∂2~ϕ
∂X2
+
∂2~ϕ
∂Y 2
}
+ gf (r) ~ϕ = 0, (2.37)
where g = k20a
2n0δ. This equation can then be solved numerically using the split-step Fourier
or beam propagation method (BPM) in order to see the dynamical evolution of the electric
field envelope. For example, if ~ϕ (x, y, z) corresponds to the spatial profile of the waveguide
mode, by definition Eq. (2.37) will show that the field envelope propagates without changing.
2.3 Propagation in Nonlinear Media
When the power of an optical beam if sufficiently large, the propagation medium begins
to respond nonlinearly, and the nonlinear electric polarization is no longer negligible. This
sections presents the analysis of the wave equation in a centro-symmetric material and the
paraxial equation for the electric field envelope is obtained.
In a nonlinear system, the wave equation is written as
∇2 ~E + k20 ~E = −ω2µ0
(
~PL + ~PNL
)
. (2.38)
From Eq. (2.28), the linear electric polarization can be substituted into Eq. (2.38) to give
∇2 ~E + k20 ~E = −ω2µ0
(
ε0χ¯
(1) (x, y) ~E + ~PNL
)
, (2.39)
where χ¯(1) (x, y) is again a function of x and y to account for inhomogeneous media. From
Eq. (2.13), the components of the nonlinear electric polarization are given by,
PNLi = ε0
{∑
jk
χ
(2)
ijkEj (ω1) Ek (ω2) +
∑
jkl
χ
(3)
ijklEj (ω1) Ek (ω2) El (ω3) + · · ·
}
, (2.40)
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where χ
(2)
ijk and χ
(3)
ijkl are elements of the second and third order susceptibility tensors, re-
spectively, Em (ωn) represents a component of the electric field at the frequency ωn, and
the indices i, j, k, and l are again permutations of the x, y, and z coordinates [61, 62] In
addition, assume that the frequency of the electric field is far from any material resonances
to minimize nonlinear absorption, therefore χ
(2)
ijk and χ
(3)
ijkl are real. For a centrosymmetric
material and neglecting susceptibilities higher than third-order, ~PNL is given by
PNLi = ε0
∑
jkl
χ
(3)
ijklEj (ω1) Ek (ω2) El (ω3) . (2.41)
Assuming that the electric field is monochromatic and has the same form as in Eq. (2.22),
~PNL can be evaluated from Eq. (2.41). Since the paraxial approximation is being employed,
the z component of the electric field Ez can be neglected. Therefore, the permutations of the
coordinates involve only x and y, to give
~PNL = xˆε0
∑
jkl
χ
(3)
xjklEj (ω1) Ek (ω2) El (ω3) + yˆε0
∑
jkl
χ
(3)
yjklEj (ω1) Ek (ω2) El (ω3) , (2.42)
where the assumption that the χ¯(3) tensor is homogeneous has been made.
As in the linear case, a relationship between the vector phasors ~PNL and ~E must be
obtained. In order to determine this relationship, the electric field is written in phasor form
as in Eq. (2.26), thus
Ej (ω1) Ek (ω2) El (ω3) =
1
8
{ Ej (ω1)Ek (ω2)El (ω3) e−i(ω1+ω2+ω3)t + Ej (ω1)E∗k (ω2)El (ω3) e−i(ω1−ω2+ω3)t
+ E∗j (ω1)Ek (ω2)El (ω3) e
−i(−ω1+ω2+ω3)t + E∗j (ω1)E
∗
k (ω2)El (ω3) e
−i(−ω1−ω2+ω3)t
+ Ej (ω1)Ek (ω2)E
∗
l (ω3) e
−i(ω1+ω2−ω3)t + Ej (ω1)E∗k (ω2)E
∗
l (ω3) e
−i(ω1−ω2−ω3)t
+ E∗j (ω1)Ek (ω2)E
∗
l (ω3) e
−i(−ω1+ω2−ω3)t + E∗j (ω1)E
∗
k (ω2)E
∗
l (ω3) e
−i(−ω1−ω2−ω3)t }
(2.43)
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Because the electric field is assumed to be monochromatic, i.e. ω1 = ω2 = ω3 ≡ ω, only so-
lutions to the wave equation (Eq. (2.38)) that are proportional to exp (−iωt) are of interest.
Therefore, only the terms that oscillate at frequency ω are kept and the i component of the
nonlinear electric polarization vector is found to be
PNLi =
ε0
8
∑
jkl
{
χ
(3)
ijkl (−ω;ω,−ω, ω)EjE∗kEl + χ(3)ijkl (−ω;−ω, ω, ω)E∗jEkEl
+ χ
(3)
ijkl (−ω;ω, ω,−ω)EjEkE∗l
}
e−iωt +
{
χ
(3)
ijkl (ω;−ω, ω,−ω)E∗jEkE∗l (2.44)
+ χ
(3)
ijkl (ω;ω,−ω,−ω)EjE∗kE∗l + χ(3)ijkl (ω;−ω,−ω, ω)E∗jE∗kEl
}
eiωt.
Thus from Eq. (2.27), the vector phasor for the nonlinear polarization is
PNLi =
ε0
4
∑
jkl
{
χ
(3)
ijkl (−ω;ω,−ω, ω)EjE∗kEl + χ(3)ijkl (−ω;−ω, ω, ω)E∗jEkEl (2.45)
+ χ
(3)
ijkl (−ω;ω, ω,−ω)EjEkE∗l
}
where the frequency dependence of the third order susceptibility tensor χ¯(3) has been taken
into account [61]. Assuming that Kleinman symmetry holds, the components χ
(3)
ijkl are in-
variant with the interchange of indices thus greatly reducing the number of independent
elements in the tensor [61,62]. This assumption also allows the frequency dependence of the
χ¯(3) tensor to be neglected. From Eq. (2.45), the x component the nonlinear polarization is
given by
PNLx =
ε0
4
{
3χ(3)xxxx |Ex|2Ex + 2
(
χ(3)xxyy + χ
(3)
xyxy + χ
(3)
xyyx
) |Ey|2Ex
+
(
χ(3)xxyy + χ
(3)
xyxy + χ
(3)
xyyx
)
E2yE
∗
x + 3χ
(3)
xyyy |Ey|2Ey (2.46)
+ 2
(
χ(3)xxxy + χ
(3)
xyxx + χ
(3)
xxyx
) |Ex|2Ey + (χ(3)xxyy + χ(3)xyxy + χ(3)xyyx)E2yE∗x} .
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In order to ensure the strongest χ¯(3) effects, cubic symmetric and isotropic media are most
often used to fabricate waveguide arrays. For materials that possess these types crystalline
symmetry, there are only four non-zero elements of the χ¯(3) tensor that play a role in the
nonlinear polarizations under paraxial conditions [61, 62]. Given that χ
(3)
xxxx = χ
(3)
yyyy, etc,
these are [64]
χ(3)xxxx, χ
(3)
xxyy, χ
(3)
xyxy, χ
(3)
xyyx. (2.47)
For cubic symmetric materials, these four elements of the χ¯(3) tensor are independent of
each other. In the specific case of isotropic media, χ
(3)
xxxx is dependent on the other elements,
χ
(3)
xxxx = χ
(3)
xxyy + χ
(3)
xyxy + χ
(3)
xyyx [64].
In general from Eq (2.46), the x-component of ~PNL can be simplified to give,
PNLx =
3aε0
4
{
|Ex|2Ex + 2b
3a
|Ey|2Ex + b
3a
E2yE
∗
x
}
, (2.48)
where a = χ
(3)
xxxx and b = χ
(3)
xxyy + χ
(3)
xyxy + χ
(3)
xyyx. The exact same procedure can be used to
obtain the y-component of ~PNL,
PNLy =
3aε0
4
{
|Ey|2Ey + 2b
3a
|Ex|2Ey + b
3a
E2xE
∗
y
}
. (2.49)
Substituting ~PNL into Eq. (2.39) gives two equations, one for Ex and one for Ey,
∇2Ex + k20n2xx (x, y)Ex +
3ak20
4
{
|Ex|2Ex + 2b
3a
|Ey|2Ex + b
3a
E2yE
∗
x
}
= 0 (2.50)
∇2Ey + k20n2yy (x, y)Ey +
3ak20
4
{
|Ey|2Ey + 2b
3a
|Ex|2Ey + b
3a
E2xE
∗
y
}
= 0. (2.51)
The third order nonlinear effects described by Eqs. (2.50) and (2.51) include self-phase and
cross-phase modulation (SPM and XPM) and four wave mixing (FWM). SPM describes
the nonlinear phase shift the field induces on itself and is proportional to |Ei|2Ei. XPM is
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proportional to |Ej|2Ei and is an additional phase shift on the field that results form the
nonlinear polarization induced by the other electric fields present. Finally, FWM
(∝ E2jE∗i )
leads to coupling between different fields. Additionally, the preceding procedure can also be
used to find the evolution equations describing other nonlinear phenomena such as nonlinear
absorption and higher order effects.
In many cases, it is customary to quantify the SPM coefficient for a given electric field
component in the refractive index by introducing the parameter n2 (the optical Kerr coeffi-
cient) such that the nonlinear wave equations can be written as [61,62]
∇2Ex + k20n˜2xx (x, y)Ex +
3ak20
4
{
2b
3a
|Ey|2Ex + b
3a
E2yE
∗
x
}
= 0 (2.52)
∇2Ey + k20n˜2yy (x, y)Ey +
3ak20
4
{
2b
3a
|Ex|2Ey + b
3a
E2xE
∗
y
}
= 0, (2.53)
where
n˜2ii (x, y) = n
2
ii (x, y) +
3a
4
|Ei|2 . (2.54)
Assuming that
n˜ii (x, y) = nˆii (x, y) + n2i (x, y) |Ei|2 (2.55)
and that nˆii  n2i, we obtain
n˜2ii (x, y) = nˆ
2
ii (x, y) + 2nii (x, y)n2i (x, y) |Ei|2 . (2.56)
Therefore, the values of nˆii and n2i are found to be,
nˆii (x, y) = nii (x, y) (2.57)
n2i (x, y) =
3a
8nii (x, y)
=
3
8nii (x, y)
χ(3)xxxx, (2.58)
If n2i > 0, the nonlinearity is said to be self-focusing. This name stems form the fact that
the beam tends to localize in the high index region induced by the center of the beam, thus
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the beam is effectively focused by this process. This work will focus only on self-focusing,
χ¯(3) nonlinearities.
Finally, the nonlinear wave equations for the x and y components of the electric field are
∇2Ex + k20n2xx (x, y)Ex
+2k20nxx (x, y)n2x (x, y)
{
|Ex|2Ex + 2b
3a
|Ey|2Ex + b
3a
E2yE
∗
x
}
= 0 (2.59)
∇2Ey + k20n2yy (x, y)Ey
+2k20nyy (x, y)n2y (x, y)
{
|Ey|2Ey + 2b
3a
|Ex|2Ey + b
3a
E2xE
∗
y
}
= 0. (2.60)
As was done earlier in the linear case, consider an optical beam whose electric field has
the plane wave form
~E = xˆϕx (x, y, z) e
ikxz + yˆϕy (x, y, z) e
ikyz, (2.61)
where as before ϕx (x, y, z) and ϕy (x, y, z) are the spatial envelopes and kx and ky are the
propagation constants of the x-polarized and y-polarized components of the electric field.
Substituting the x and y components of ~E into Eqs. (2.59) and (2.60) and applying the
SVEA, the nonlinear paraxial equations for ϕx and ϕy are
i
∂ϕx
∂z
+
1
2kx
∇2⊥ϕx +
1
2kx
{
k20n
2
xx (x, y)− k2x
}
ϕx
+nxx (x, y)n2x (x, y)
k20
kx
{
|ϕx|2 ϕx + 2b
3a
|ϕy|2 ϕx + b
3a
ϕ2yϕ
∗
xe
−i2∆kz
}
= 0 (2.62)
i
∂ϕy
∂z
+
1
2kx
∇2⊥ϕx +
1
2ky
{
k20n
2
yy (x, y)− k2y
}
ϕy
+nyy (x, y)n2y (x, y)
k20
ky
{
|ϕy|2 ϕy + 2b
3a
|ϕx|2 ϕy + b
3a
ϕ2xϕ
∗
ye
i2∆kz
}
= 0, (2.63)
where ∆k = kx − ky.
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2.3.1 Propagation in a Nonlinear Waveguide
Now that the paraxial equations for propagation in a nonlinear material have been ob-
tained, they can be used to study nonlinear propagation problems. This section will provide
an example of how the optical Kerr effect in a waveguide structure can be investigated.
Once again consider, the wave guiding structure of Fig. 2.1 and assume that it is fabri-
cated in a lossless, isotropic medium. Also, to avoid multiple nonlinear interactions assume
that the propagating electric field is polarized along a single direction, say x, such that
~E = xˆϕ (x, y, z) eikz, (2.64)
Therefore from Eq. (2.62) , the paraxial equation can be written as
i
∂ϕ
∂z
+
1
2k
∇2⊥ϕ+
1
2k
{
k20n
2(x, y)− k2}ϕ+ nn2k20
k
|ϕ|2 = 0, (2.65)
where form Eq (2.35), the refractive index distribution of the waveguide is n2 (x, y) =
n2xx (x, y) ' n20 + 2n0δf (r). Since δ  n0, the nonlinear refractive index is approximately
constant n2 = n2x = 3a/8n0. Also, in the weakly guiding limit k = kx = k0n0. Thus, Eq
(2.65) can be simplified to
i
∂ϕ
∂z
+
1
2k
∇2⊥ϕ+ k0δf(r)ϕ+ k0n2 |ϕ|2 ϕ = 0. (2.66)
This nonlinear paraxial equation can also be normalized with respect to the radius of the
guiding region, a, such that X = x/a, Y = y/a, and Z = z/(ka2). After the application of
these normalizations, Eq. (2.66) becomes
i
∂ϕ
∂Z
+
1
2
{
∂2ϕ
∂X2
+
∂2ϕ
∂Y 2
}
+ gf (r)ϕ+m |ϕ|2 ϕ = 0, (2.67)
where g = k20a
2n0δ and m = k
2
0a
2n0n2. Thus, using BPM techniques, Eq. (2.67) can be
numerically solved to obtain the evolution of the envelope ϕ as the optical beam propagates.
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2.4 Coupled Mode Theory
In general, optical wave propagation in any system can be described using the wave equa-
tion. However, it is often difficult to gain a fair amount of intuition about wave propagation
from the wave equation itself without numerical simulation. This is particularly true when
studying systems of coupled waveguides where the array structure is embedded in the re-
fractive index profile of the system. Therefore, it is important to establish a simpler model
for describing such cases.
In a coupled waveguide system such as waveguide arrays, two or more waveguides are
placed is close proximity to each other. Each one of these guides possesses its own set of
propagation modes that satisfy the orthogonality conditions between modes [63]. When
the waveguides are placed close to another, they perturb each other. As long as these
perturbations are small, the propagation characteristics can be analyzed using perturbation
methods [63].
Consider the unperturded waveguide cross-section in Fig. 2.2(a). Assuming that the
electromagnetic fields are time harmonic (∝ exp (−iωt)), they satisfy the following Maxwell’s
equations in the unperturbed waveguide,
∇× ~E = iωµ0 ~H (2.68)
∇× ~H = −iωε ~E, (2.69)
where the equations have been written in phasor form, ~E and ~H are the unperturbed fields,
and ε is the permittivity distribution of the unperturbed waveguide. When another waveg-
uide is placed close by as in Fig. 2.2(b), the waveguide as well as the fields are slightly
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Figure 2.2: (a) Cross-section of the unperturbed guiding region. (b) Another waveguide is
placed near the first one thus perturbing the system.
perturbed. Therefore, the perturbed fields satisfy
∇× ~E ′ = iωµ0 ~H ′ (2.70)
∇× ~H ′ = −iω
(
ε′ ~E ′ + ~P ′NL
)
, (2.71)
where ~E ′ and ~H ′ are the perturbed fields, ε′ is the perturbed linear permittivity that ac-
counts for the distribution of the entire perturbed system, and ~P ′NL describes the nonlinear
perturbations resulting from the propagating fields.
Let the unperturbed field consist of a single waveguide mode n such that
~E = ~en (x, y) e
iβnz (2.72)
~H = ~hn (x, y) e
iβnz, (2.73)
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where~en (x, y) and ~hn (x, y) are the transverse field profiles and βn is the propagation constant
of mode n. Therefore from the Poynting vector theorem, the power conveyed by mode n is
found to be
Pn =
1
2
∫∫
S
(
~ent × ~h∗nt
)
· zˆds. (2.74)
The perturbed optical field can be written as the superposition of all the supported modes
of the guiding structure. Thus, the perturbed fields are
~E ′ =
∑
m
am (z)~em (x, y) e
iβmz (2.75)
~H ′ =
∑
m
am (z)~hm (x, y) e
iβmz, (2.76)
where ~em (x, y) and ~hm (x, y) are the transverse field profiles, βm is the propagation constant,
and am (z) is the complex amplitude of mode m. The goal is to obtain an expression that
describes the evolution dynamics of the complex modal amplitudes am (z).
Using the Lorentz reciprocity theorem [?], it can be shown that∫∫
S
∂
∂z
{
~E∗t × ~H ′t + ~E ′t × ~H∗t
}
· zˆds = iω
∞∫
−∞
∞∫
−∞
(ε′ − ε) ~E ′ · ~E∗dxdy (2.77)
+ iω
∞∫
−∞
∞∫
−∞
~P ′NL · ~E∗dxdy
where ~Et, ~Ht, ~E
′
t, and ~H
′
t are the transverse field vectors of the perturbed and unperturbed
fields. Substituting Eqs. (2.72), (2.73), (2.75), and (2.76) into Eq. (2.77) gives
∑
m

[
dam
dz
e−i(βn−βm)z − i (βn − βm) ame−i(βn−βm)z
] ∫∫
S
(
~e∗nt × ~hmt +~emt × ~h∗nt
)
· zˆds

= iω
∑
m
ame
−i(βn−βm)z
∞∫
−∞
∞∫
−∞
(ε′ − ε)~emt ·~e∗ntdxdy (2.78)
+ iω
∞∫
−∞
∞∫
−∞
~P ′NL ·~e∗nte−iβnzdxdy
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However, from the orthogonality condition for the waveguide modes [?]∫∫
S
(
~e∗nt × ~hmt +~emt × ~h∗nt
)
· zˆds = 0 for m 6= n. (2.79)
Therefore, Eq. (2.78) can be simplified to
dan
dz
∫∫
S
(
~e∗nt × ~hnt +~ent × ~h∗nt
)
· zˆds = iω
∑
m
ame
−i(βn−βm)z
∞∫
−∞
∞∫
−∞
(ε′ − ε)~emt ·~e∗ntdxdy
+ iω
∞∫
−∞
∞∫
−∞
~P ′NL ·~e∗nte−iβnzdxdy. (2.80)
The surface integral is evaluated from the power conveyed in mode n in Eq. (2.74). It is
easily seen that ∫∫
S
(
~e∗nt × ~hnt +~ent × ~h∗nt
)
· zˆds = 4Pn (2.81)
Thus, Eq. (2.80) becomes
dan
dz
= i
ω
4Pn
∑
m
ame
−i(βn−βm)z
∞∫
−∞
∞∫
−∞
(ε′ − ε)~emt ·~e∗ntdxdy
+i
ω
4Pn
∞∫
−∞
∞∫
−∞
~P ′NL ·~e∗nte−iβnzdxdy. (2.82)
Define the linear coupling coefficient κmn as
κmn ≡ ω
4Pn
∞∫
−∞
∞∫
−∞
(ε′ − ε)~emt ·~e∗ntdxdy. (2.83)
Finally, the evolution of the amplitudes of the waveguide modes obeys the following coupled
mode equation
dan
dz
= i
∑
m
κmname
−i(βn−βm)z + i
ω
4Pn
∞∫
−∞
∞∫
−∞
~P ′NL ·~e∗nte−iβnzdxdy, (2.84)
where ~P ′NL is given by Eqs. (2.48) and (2.49)
P ′NLx =
3aε0
4
{
|E ′tx|2E ′tx +
2b
3a
∣∣E ′ty∣∣2E ′tx + b3aE ′2tyE ′∗tx
}
(2.85)
P ′NLy =
3aε0
4
{∣∣E ′ty∣∣2E ′ty + 2b3a |E ′tx|2E ′ty + b3aE ′2txE ′∗ty
}
. (2.86)
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Strictly speaking, the evaluation of the nonlinear polarization ~P ′NL can be rather complex
since the perturbed field ~E ′t is the sum of all the modes of all the waveguides. Therefore,
the nonlinear interactions between all the modes have to be taken into account. However,
the nonlinear perturbation to a given waveguide is dominated by the nonlinear interactions
between the modes within that particular waveguide. The interactions with modes from
other waveguides are significantly smaller, since these modes interact via their evanescent
fields.
If the waveguides are assumed to be single moded the with mode n, the dominate con-
tribution to the nonlinear perturbation will be for m = n and all other contributions can be
neglected as mentioned above. Consequently, the quantity ~P ′NL ·~e∗nt exp (−iβnz) will be
P ′NLx · e∗ntxe−iβnxz
= 2nxx (x, y)n2x (x, y) |entx|4
{
|anx|2 anx + 2b
3a
|any|2 anx + b
3a
a2nya
∗
nxe
−i∆βnz
}
(2.87)
P ′NLy · e∗ntye−iβnyz
= 2nyy (x, y)n2y (x, y) |enty|4
{
|any|2 any + 2b
3a
|anx|2 any + b
3a
a2nxa
∗
nye
i∆βnz
}
, (2.88)
where, from the intensity dependent refractive index (Eq. (2.58)),
3a
4
= 2nii (x, y)n2i (x, y) (2.89)
Thus, substituting into Eq. (2.84) gives the coupled mode equations for x and y polarized
fields propagating in waveguide n are
i
dEnx
dz
+ βnxEnx +
∑
m
κmnxEmx + γx
{
|Enx|2Enx + 2b
3a
|Eny|2Enx + b
3a
E2nyE
∗
nx
}
= 0 (2.90)
i
dEny
dz
+ βnyEny +
∑
m
κmnyEmy + γy
{
|Eny|2Eny + 2b
3a
|Enx|2Eny + b
3a
E2nxE
∗
ny
}
= 0, (2.91)
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where the components of the complex modal field amplitudes Enx and Emx are given by
Enx = anxe
iβnxz (2.92)
Eny = anye
iβnyz. (2.93)
The nonlinear coefficients γx and γy are introduced as
γx =
ωε0
2Pn
∞∫
−∞
∞∫
−∞
nxx (x, y)n2x (x, y) |entx|4 dxdy (2.94)
γy =
ωε0
2Pn
∞∫
−∞
∞∫
−∞
nyy (x, y)n2y (x, y) |enty|4 dxdy (2.95)
And, just to reiterate
κmnx ≡ ω
4Pn
∞∫
−∞
∞∫
−∞
(ε′ − ε) emtx · e∗ntxdxdy (2.96)
κmny ≡ ω
4Pn
∞∫
−∞
∞∫
−∞
(ε′ − ε) emty · e∗ntxdxdy. (2.97)
2.5 Directional Coupler
A directional coupler is formed when two single-mode waveguides n and m are placed in
close proximity of each other as shown is Fig. 2.3(a). If the separation distance D is small
enough, the evanescent field of the waveguide mode in one of the guides will overlap the
other waveguide as shown in Fig. 2.3(b). This overlap leads to optical tunneling that excites
the mode of the other waveguide thus transferring the optical energy from on waveguide
to the other [63, 65–67]. As will be shown, the efficiency with which this transfer occurs
depending on many factors such as the distance between waveguide centers, the extent of
the evanescent fields and the propagation constants of the two waveguides.
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Figure 2.3: (a) Schematic drawing of two embedded waveguides place close together forming
a directional coupler. The green arrow depicts the low power coupling from one waveguide
to the other. At high power, the waveguides become detuned and coupling does not occur
(red arrow). (b) When the separation D between the waveguide centers is small enough, the
evanescent field of the waveguide mode overlaps the other guide. This overlap causes energy
transfer from one core to the other to occur via optical tunneling.
For demonstration purposes, assume that the waveguide material is lossless and isotropic
and the electric fields are polarized along the x direction. Therefore from coupled mode
theory, the evolution of the modal field amplitude is waveguide n obeys,
i
dEn
dz
+ βnEn +
∑
m
κmnEm + γ |En|2En = 0 (2.98)
The two waveguides can be labeled 1 and 2 and a set of coupled mode equations can be
written for both waveguides.
i
dE1
dz
+ β1E1 + κ11E1 + κ21E2 + γ |E1|2E1 = 0 (2.99)
i
dE2
dz
+ β2E2 + κ12E1 + κ22E2 + γ |E2|2E2 = 0 (2.100)
However, κ11  κ21 and κ22  κ12 [63] therefore these terms are neglected. So under the
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assumed conditions, the coupled mode equations describing the directional coupler are
i
dE1
dz
+ β1E1 + κ21E2 + γ |E1|2E1 = 0 (2.101)
i
dE2
dz
+ β2E2 + κ12E1 + γ |E2|2E2 = 0. (2.102)
The coupling coefficients are given by
κ21 ≡ ω
4P1
∞∫
−∞
∞∫
−∞
(ε′ − ε) e2 · e∗1dxdy (2.103)
κ12 ≡ ω
4P2
∞∫
−∞
∞∫
−∞
(ε′ − ε) e1 · e∗2dxdy, (2.104)
where e1 and e2 are the transverse mode profiles of the fundamental mode of waveguide 1
and 2, respectively and P1 and P2 are the powers conveyed by the fundamental modes of
waveguide 1 and 2. P1 and P2 are given by
P1 =
1
2
∫∫
S
(e1 × h∗1) · zˆds. (2.105)
P2 =
1
2
∫∫
S
(e2 × h∗2) · zˆds. (2.106)
In this work, all waveguides are assumed to have a cylindrical core as in an optical fiber.
Therefore, the modal analysis for a cylindrical fiber holds here. Considering the field profile
of the LP01 mode of a single-mode fiber, it can be shown as in Appendix A that, in the case
of coupled fibers, the coupling coefficient has the following analytical form [68–70],
κpq = ap
√
apaq
4
√
4∆p∆q
UpUq
Vq
(
Vp
Vq
) 1
2 K0 (WqD)
K1 (Wpap)K1 (Wqaq)
(2.107)
×
{
WqK0 (Wpap) I1 (Wqap) +WpI0 (Wqap)K1 (Wpap)
a2p
[
U2p +W
2
q
] } ,
where Iν and Kν are respectively modified Bessel functions of the first and second kind and
order ν. See Appendix A for the definitions of the parameters.
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The nonlinear coefficient γ can be estimated by approximating the transverse modal field
envelopes with Gaussian functions such that e1 = e2 = exp (−r2/W 2). Since the electric
fields are assumed to have the form of plane waves, it can be shown that [71],
P1 = P2 =
1
2η0
2pi∫
0
∞∫
−∞
n (r) e−r
2/W 2rdrdθ. (2.108)
where η0 =
√
µ0/ε0 is the vacuum intrinsic impedance and n (r) is the refractive index
distribution of the waveguide. Thus from Eq. (2.94), the nonlinear coefficient is given by
γ ' ωε0η0n2
2pi∫
0
∞∫
−∞
e−4r
2/W 2rdrdθ
2pi∫
0
∞∫
−∞
e−2r2/W 2rdrdθ
=
k0n2
2
, (2.109)
where k0 = ω
√
µ00, and because the index difference δ is small, n2 and n are assumed to be
approximately constant, i.e. n2 = 3a/8n0 ' 3a/8(n0 + δ) and n = n0 ' n0 + δ. As a result,
the coupled mode equations that describe the directional coupler can be written as
i
dE1
dz
+ β1E1 + κ21E2 +
k0n2
2
|E1|2E1 = 0 (2.110)
i
dE2
dz
+ β2E2 + κ12E1 +
k0n2
2
|E2|2E2 = 0. (2.111)
2.5.1 Linear Propagation
Under linear conditions, the coupled mode equations are
i
dE1
dz
+ β1E1 + κ21E2 = 0 (2.112)
i
dE2
dz
+ β2E2 + κ12E1 = 0. (2.113)
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Let the fundamental modes in the waveguides have the form,
E1 = a (z) e
iβ1z (2.114)
E2 = b (z) e
iβ2z, (2.115)
where a and b are the complex amplitudes and β1 and β2 are the propagation constants of
the modes in waveguides 1 and 2, respectively. Assuming the κ = κ21 ' κ12 (applicable if
the two waveguides are similar), analytical solutions for a (z) and b (z) can be found to be []
a (z) = e−iδz/2
{
a0 cos
( κ
F
z
)
+ iF
(
b0 +
δ
2κ
a0
)
sin
( κ
F
z
)}
(2.116)
b (z) = eiδz/2
{
b0 cos
( κ
F
z
)
+ iF
(
a0 − δ
2κ
b0
)
sin
( κ
F
z
)}
, (2.117)
where a0 and b0 are the initial modal field amplitudes at z = 0, δ = β1 − β2 is the amount
of detuning between the propagation constants of the individual channels, and
F =
1√
1 + δ2/4κ2
(2.118)
In order to gain an understanding of linear coupling between two waveguides, consider
the special case in which only one waveguide is initially excited, i.e. a0 6= 0, b0 = 0. In this
case from Eqs. (2.116) and (2.117), the modal amplitudes are given by
a (z) = e−iδz/2
{
a0 cos
( κ
F
z
)
+ iF
δ
2κ
a0 sin
( κ
F
z
)}
(2.119)
b (z) = eiδz/2
{
iFa0 sin
( κ
F
z
)}
. (2.120)
Figure 2.4 shows the power in channel 1 as a function of propagation distance z for different
values of the detuning δ. If the two waveguides are identical (δ = 0), power is periodically
coupled from waveguide 1 to waveguide 2 as shown in the black curve. Notice that at some
propagation distance the power in channel 1 is zero. This shows that in the case of identical
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Figure 2.4: The power in waveguide 1 as a function of propagation distance z for different
values of the detuning δ between the propagation constants of the two channels, δ/κ = 0:
black curve, δ/κ = 2: blue curve, δ/κ = 4: red curve.
waveguides, there is complete power coupling from one waveguide to the other. As the
detuning is increased, the power coupling oscillates faster and less power is coupled as shown
in the blue and red curves for δ/κ = 2 and δ/κ = 4. It is often customary to define the
so-called coupling length, Lc, as the propagation distance at which maximum power transfer
is achieved and is given by,
Lc =
pi
2κ
F. (2.121)
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2.5.2 Nonlinear Propagation
At higher powers, material nonlinearity has a profound impact on the propagation dy-
namics. The nonlinear contribution to the refractive index due to the Kerr effect causes
a change in the propagation constant of the LP01 mode. Thus, the mode itself induces
waveguide detuning. Assuming identical waveguides (δ = 0), the modal field amplitudes
obey
i
dE1
dz
+ βE1 + κE2 +
k0n2
2
|E1|2E1 = 0 (2.122)
i
dE2
dz
+ βE2 + κE1 +
k0n2
2
|E2|2E2 = 0. (2.123)
In general, these equations can be solved analytically using elliptic functions [72]. Alterna-
tively, they can also be numerically integrated using the Runge-Kutta method to show how
power is coupled between the guides. In fact, at sufficient power levels little or no power is
coupled [72]. At a certain critical power, Pc, the power will be split equally between the two
waveguides after some propagation distance [72]. This critical power is given by
Pc =
8κ
k0n2
. (2.124)
Figure 2.5 shows how the power coupling from channel 1 is affected as the power is increased.
Low power linear coupling is shown in the black curve. The blue curve shows the propagation
dynamics at the critical power. Notice that in this case, the power remains constant at half
the total input power after a certain distance z. If the power is increased beyond Pc (red
curve), very little power is coupled from the waveguide and the period of the oscillation
is much shorter than that of the linear case. These nonlinear phenomena have been used
to propose optical switching schemes [73, 74]. In response to this prospective application,
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Figure 2.5: The power in waveguide 1 as a function of propagation distance z for Pin = 0.25Pc
(quasi-linear propagation) in the black curve, Pin = Pc in the blue curve, and Pin = 4Pc in
the red curve.
nonlinear directional couplers have been extensively studied both theoretically [72, 75–78]
and experimentally [79–84].
2.6 Waveguide Arrays
A waveguide arrays are formed by placing more than two waveguides in close proximity
to each other. In such a structure, several identical, cylindrical core regions are embedded
inside a bulk cladding material creating an array of single mode, step-index waveguides as
depicted in Fig. 2.6. The cores are equally spaced by a distance D such that, for any given
core, the evanecent field of the fundamental mode overlaps with the adjacent guiding regions.
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As a result of this overlap, energy is coupled away from this guide and into its neighbors.
Figure 2.6: Schematic drawing of a 1D waveguide array. The green arrow depicts how inter-
waveguide occurs. The red arrow shows localization in a single waveguide at high power
levels.
Considering an optical beam polarized along a single direction, the evolution of the
electric field envelope is governed by the paraxial equation:
iϕz +
1
2k
52⊥ ϕ+
kδ
n0
f(x, y)ϕ+ k20n2|ϕ|2ϕ = 0, (2.125)
where ϕ is the electric field envelope, k = 2pin0/λ0, n0 is the refractive index of the cladding,
δ is the linear index difference between the core and cladding, and the function f(x, y)
represents the normalized linear refractive index distribution of the waveguide array. In
the case of high mode-confinement, the electric field can be effectively discretized via the
tight-binding approximation or coupled mode theory as dicussed in Section 2.4. Thus, using
coupled-mode theory, the underlying dynamics of Eq. (2.125) can be accurately described
by the following discrete nonlinear Schro¨dinger equation (DNLS) [85]:
i
∂En
∂z
+ βEn + κ (En+1 + En−1) +
k0n2
2
|En|2En = 0, (2.126)
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where En and β are the amplitude and propagation constant of the modal field in the n
th
waveguide, respectively and κ is the coupling strength between nearest neighbor waveguides.
Other long range couplings are much lower, therefore they are neglected.
2.6.1 Linear Diffraction Properties
At low power levels, power coupling throughout the array occurs, and this process is
known as discrete diffraction. In the linear regime, the amplitudes of the modal field en-
velopes obey the following coupled mode equation,
i
∂En
∂z
+ βEn + κ (En+1 + En−1) = 0. (2.127)
Single Waveguide Excitation
The differences in wave propagation dynamics between the array and homogeneous media
become apparent when a single waveguide is excited, i.e.
En =

E0 : n = 0
0 : n 6= 0
. (2.128)
In the case of a single waveguide excitation, one can show that the field evolution is ana-
lytically given by [21,67]:
En(z) = i
nE0Jn(2κz) exp(iβz) (2.129)
Figure 2.7 shows the evolution of the field when only the central waveguide is excited. As the
beam propagates, the maximum intensity is located in two main lobes that are diffracting
away from the central waveguide. This is a striking difference compared to bulk media in
which the maximum intensity is always located in the center of the beam.
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Figure 2.7: Discrete diffraction in a 1D waveguide array for a single waveguide excitation
Diffraction of a Discrete Field Envelope
In addition to a single waveguide excitation, the dynamics of finite beams exciting a number
of waveguides is also of interest. In order to investigate the diffraction properties of a dicsrete
field envelope propagating in a waveguide array, first consider a infinite plane wave of the
form
En = ϕne
inkxDeikzz. (2.130)
In Eq. (2.130), kxD corresponds to the phase difference between adjacent waveguides and
defines a Bloch k-vector within the Brillouin zone. Experimentally, this phase difference is
most often achieved by simply launching the beam into the array at a slight angle θ [31], but
a phase mask can also be used. Using basic geometry, one can show that this launch angle
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is determined by
sin (θ) =
kxD
k0D
, (2.131)
where k0 = 2pi/λ0 and λ0 is the vacuum wavelength.
Substituting Eq. (2.130) into Eq. (2.127) gives
kz = β + 2κ cos
{
eikxD + e−ikxD
}
= β + 2κ cos (kxD) , (2.132)
which is the so-called dispersion relation for a 1D array [86, 87]. Figure 2.8 shows a plot of
the dispersion relation in the first Brillouin zone (−pi ≤ kxD ≤ pi).
Figure 2.8: The sinusoidal dispersion relation of a 1D waveguide array
Now assume an optical beam having a discrete spatial envelope ϕn such that the electric
field has the form
En = ϕne
inkx0D = ϕne
ikx0Dx/D. (2.133)
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Substituting this form for the electric field into Eq. (2.127) gives the coupled mode equation
that describes the dynamical evolution of the discrete field envelope ϕn:
i
∂ϕn
∂z
+ βϕn + κ
(
ϕn+1e
ikx0D + ϕn−1e−ikx0D
)
= 0. (2.134)
The propagation dynamics of the discrete envelope can be described in the continuous
regime by applying the following Taylor series expansion or continuum approximation:
ϕn±1 = ϕ±Dϕx + D
2
2
ϕxx, (2.135)
where D is the waveguide separation, and ϕx and ϕxx are respectively the first and second
derivatives of ϕ with respect to x. Applying this expansion to Eq. (2.134) one finds the
following continuous evolution equation for the field envelope,
i
{
∂ϕ
∂z
+ vx
∂ϕ
∂x
}
+ αϕ+ γ
∂2ϕ
∂x2
= 0, (2.136)
where the coefficients vx, α, and γ are given by
vx = 2κD sin (kx0D) (2.137)
α = β + 2κ cos (kx0D) (2.138)
γ = κD2 cos (kx0D) (2.139)
The parameter vx gives the transverse velocity of the beam as it propagates in the array.
Therefore, for input angles that give a nonzero value of vx, the beam will “slide” along the
array in the transverse direction. α gives the propagation constant of the beam. Finally, γ is
the diffraction coefficient and describes how fast the beam spreads during propagation. Its
sinusoidal form profoundly alters wave propagation within these periodic arrays. Perhaps
the most intriguing consequence of this is diffraction management [31]. Since diffraction is
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proportional to a cosine curve, the diffraction properties of a beam can be tailored depending
on its initial Bloch momentum vector. In this case, diffraction can be made zero for kx0D =
pi/2 for example. In addition, the diffraction coefficient γ can even be negative leading to
anomalous diffraction [31, 32].
Figure 2.9: Discrete diffraction of a 1D discrete Gaussian beam
Figure 2.9(a) shows the linear propagation of a discrete optical field having a Gaussian
shape envelope launched striaght into the array, i.e. kx0D = 0. In this case, the diffraction
behavior is more like that in the continuous case, where the maximum of the field envelope
is always in the center. However, the field is confined in the waveguides, thus the diffraction
is discrete. If the same beam is launched at a slight angle such that kx0D = pi/2 as shown
in Fig. 2.9(b), the beam travels along the transverse direction and the effects of diffraction
are minimized although a small amount of third order diffraction can be seen.
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2.6.2 Nonlinear Propagation
As in the directional coupler, material nonlinearity also plays a significant role in waveg-
uide arrays. In a self-focusing Kerr nonlinear material, the propagation of the electric field
envelope obeys,
iϕz +
1
2k
52⊥ ϕ+
kδ
n0
f(x, y)ϕ+ k0n2|ϕ|2ϕ = 0. (2.140)
In arrays as mentioned earlier in Eq. (2.127), the evolution of the modal field amplitudes in
this case can be described by the following coupled mode equation:
i
∂En
∂z
+ βEn + κ (En+1 + En−1) +
k0n2
2
|En|2En = 0. (2.141)
Single Waveguide Excitation
Intuition about how wave propagation in a waveguide array is affected by material Kerr
nonlinearity can be gained by again considering a single waveguide excitation. Figure 2.10
shows the power confined within the excited channel as a function of the propagation distance
for various input power levels. The black curve shows that the power in the excited waveguide
decays with the propagation distance as a result of the quasi-linear discrete diffraction. Most
of the power is radiated away in the two main lobes of the diffraction pattern shown in Fig.
2.7. However, as the power is increased to the critical power Pc (blue curve) given in Eq.
(2.124), we see that initially there is a strong decay of the power. However, this decay lessens
after about one coupling length. At four times the critical power, all of the optical energy
remains confined in the excited waveguide during propagation after some initial oscillations
as shown in the red curve of Fig. 2.10. This localization into a single waveguide suggests
that discrete solitary states or discrete solitons exist in such Kerr nonlinear arrays [23].
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Figure 2.10: The power confined in the excited waveguide of a nonlinear waveguide array as
a function of the propagation distance for quasi-linear propagation (black curve), the critical
power (blue curve) and four times the critical power (red curve).
Discrete Solitons
In a Kerr nonlinear material, the refractive index depends on the intensity of the optical
beam. Thus, as the power in an optical beam is increased, the refractive index is locally
perturbed. This disrupts the periodicity of the array structure creating a local defect. Light
can localize within the this defect due to the detuning between itself and the other channels
of the array. When the detuning effects of the material nonlinearity exactly balance the
effects of discrete diffraction, a beam can propagate without diffraction or being focused,
hence a discrete soliton is formed.
Since the DNLS of Eq. (2.141) is non-integrable, exact discrete soliton (DS) solutions
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can only be found using numerical methods. However, approximate analytical solutions can
be found by reducing the DNLS to the continuum limit using Taylor series expansion as was
done in Section 2.6.1 to describe linear diffraction in arrays. After applying the expansions
to Eq. (2.141), we find
i
{
∂ϕ
∂z
+ vx
∂ϕ
∂x
}
+ αϕ+ γ
∂2ϕ
∂x2
+
k0n2
2
|ϕ|2ϕ = 0, (2.142)
where the coefficients vx, α, and γ are again given by
vx = 2κD sin (kx0D) (2.143)
α = β + 2κ cos (kx0D) (2.144)
γ = κD2 cos (kx0D) . (2.145)
Therefore, assuming that the DS solution has the form for kx0D = 0
En = ϕne
iµz, (2.146)
the discrete field envelope ϕn can be found to be approximately [88,89]
ϕn ' A0sech
(
nD
w0
)
, (2.147)
where x = nD was used and A0 =
√
4κ/k0n2w20 is the amplitude, µ = κ/w
2
0 is the prop-
agation constant, and w0 is the width of the soliton. The propagation of a soliton beam
having a similar shape as the Gaussian beam in Fig. 2.9(a) is shown in Fig. 2.11. Notice
that there are no significant changes to the beam shape and amplitude of the soliton beam
during propagation.
Although the DS shown in Fig. 2.11 is of the bright, in-phase type, there are a number
for different families of bright DS that exist in waveguide arrays. Figure 2.12 shows the
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Figure 2.11: A 1D discrete soliton propagates without diffraction
different shapes of the various types of bright DSs [90]. The in-phase solutions are found at
the base of the Brillouin zone where kxD = 0 while the staggered solutions exist at the edge
of the Brillouin zone where there is a pi phase shift between the complex modal amplitudes
of adjacent waveguides, i.e. kxD = pi. When the maximum of the discrete field envelope
is centered on a waveguide site, the solution is said to be odd. The solution is considered
to be even if the maximum is centered between two waveguide sites. However, only the
odd solitons exhibit stability against perturbations. Below a certain power threshold, the
so-called twisted modes are also unstable, but in most cases, the growth of perturbations is
slower than in the case of even modes making them slightly more stable [90].
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Figure 2.12: A summary of the families of bright discrete solitons. The circles denote the
centers of the waveguides.
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CHAPTER 3: DISCRETE VECTOR SOLITONS IN AlGaAs
WAVEGUIDE ARRAYS
Nonlinear systems also support the propagation of diffractionless beams that are formed
through the mutual trapping of two or more distinct waves called vector solitons [91]. Vector
solitons can exist via the nonlinear interactions between optical fields of different polariza-
tion and frequency [92–96]. In material with a slow responding nonlinearity, beams with
mutually incoherent wavefronts can also form such entities [97]. These multi-component,
self-trapped states have also been predicted in optical waveguide arrays exhibiting either
Kerr or quadratic nonlinearity [?, 98–100], hence they are known as vector discrete soli-
tons. However, these studies have only investigate this discrete class of vector soliton in the
presence of SPM and XPM nonlinear effects. However, in the case of coherent excitation
involving two polarizations, the effects of FWM must be taken into account. In this chapter,
we will investigate vector DSs involving TE an TM polarized components and their stability
in Kerr nonlinear AlGaAs waveguide arrays while taking into account the effects of FWM.
3.1 Governing Equations
In this section, we will provide the equations governing vector interactions in a Kerr
nonlinear AlGaAs waveguide array. To do so, consider two linearly polarized, coherent
waves propagating in an AlGaAs waveguide array similar to that used to observe scalar
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solitons [26]. The wavelength used to excite this nonlinear array is taken to be λ0 = 1.55µm.
This wavelength is below half the band gap to minimize nonlinear absorption effects. At this
wavelength, the effective cross-sectional area of each waveguide is typically Aeff = 4.7µm
2.
The nonlinear refractive index is defined with respect to the electric field intensity as is
taken to be nˆ2 = 1.5 × 10−13cm2/W [101]. The coupling constant between neighboring
channels is κ = 0.336mm−1 and the linear birefringence in every waveguide is estimated to
be nx − ny = 1.8 × 10−4. It is also assumed that the slow axis (nx) is associated with the
TE polarization.
From the coupled mode equations Eqs. (2.90) and (2.91), the evolution dynamics of the
fields can be described by the following pair of discrete evolution equations:
i
dXn
dz
+ βxXn + κ (Xn+1 +Xn−1) +
k0n2
2
{|Xn|2Xn + A |Yn|2Xn +BY 2nX∗n} = 0 (3.1)
i
dYn
dz
+ βyYn + κ (Yn+1 + Yn−1) +
k0n2
2
{|Yn|2 Yn + A |Xn|2 Yn +BX2nY ∗n } = 0. (3.2)
In the above equations, Xn and Yn are the TE and TM polarized electric fields, respectively.
The coefficients A and B are given by A = 2b/3a and B = b/3a, where a = χ
(3)
xxxx and
b = χ
(3)
xxyy + χ
(3)
xyxy + χ
(3)
xyyx. From the χ¯(3) tensor for AlGaAs b/a = 3/2, therefore A = 1 and
B = 0.5.
In order to make use of the coupled mode equations above, it is beneficial to simplify
and normalize equations Eqs. (3.1) and (3.2). For the first step in this process, let Xn =
Un exp(iβxz) and Yn = Vn exp(iβyz), therefore
i
dUn
dz
+ κ (Un+1 + Un−1) +
k0n2
2
{
|Un|2 Un + |Vn|2 Un + 1
2
V 2nU
∗
ne
−i2∆βz
}
= 0 (3.3)
i
dVn
dz
+ κ (Vn+1 + Vn−1) +
k0n2
2
{
|Vn|2 Vn + |Un|2 Vn + 1
2
U2nV
∗
n e
i2∆βz
}
= 0, (3.4)
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where ∆β = βx − βy = k0 (nx − ny) is the difference between the propagation constants of
the x and y components of the electric field. These equations can be simplified further by
letting θ = ∆β/2, Un = ψn exp(−iθz), and Vn = ϕn exp(iθz). Substituting into Eqs. (3.3)
and (3.4) gives,
i
dψn
dz
+ θψn + κ (ψn+1 + ψn−1) +
k0n2
2
{
|ψn|2 ψn + |ϕn|2 ψn + 1
2
ϕ2nψ
∗
n
}
= 0 (3.5)
i
dϕn
dz
− θϕn + κ (ϕn+1 + ϕn−1) + k0n2
2
{
|ϕn|2 ϕn + |ψn|2 ϕn + 1
2
ψ2nϕ
∗
n
}
= 0, (3.6)
where the birefringence of the system is now reflected in θ. Finally, Eqs. (3.5) and (3.6)
can be normalized with respect to the birefringence such that ξ = θz. In addition, the
electric fields are scaled ψn = ρan and ϕn = ρbn where ρ =
√
2θ/k0n2. Thus, the normalized
equations governing the propagation of the two orthogonally polarized fields in the array are
given by:
i
dan
dξ
+ an + c (an+1 + an−1) + |an|2 an + |bn|2 an + 1
2
b2na
∗
n = 0 (3.7)
i
dbn
dξ
− bn + c (bn+1 + bn−1) + |bn|2 bn + |an|2 bn + 1
2
a2nb
∗
n = 0, (3.8)
where an and bn are the normalized slowly varying field envelopes of the x and y polarized
waves and are related to the actual fields via (an, bn) = [n2/ (nx − ny)]1/2 (ψn, ϕn). The
nonlinear refractive index used in Eqs. (3.7) and (3.8) is given by n2 = nˆ0n2/2η0 where nˆ2
is the nonlinear refractive index defined with respect to the intensity of the electric field and
n0 = 3.3 is the refractive index of the cladding region []. The normalized coupling coefficient
is given by c = 2κ/ [k0 (nx − ny)] and is assumed to be the same for both polarizations. The
normalized distance ξ is related to the actual z coordinate via ξ = k0z (nx − ny) /2. The
first nonlinear term is Eqs. (3.7) and (3.8) represents SPM, the second XPM and the last
FWM.
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3.1.1 Vector Beam Instabilities in a Single Waveguide
In order to gain some insight into the dynamical properties of vector wave propagation in
the presence of SPM, XPM, and FWM, first consider two linearly polarized, coherent waves
propagating in a single birefringent waveguide. From Eqs. (3.5) and (3.6), the evolution of
the two orthogonally polarized beams in a birefringent waveguide obeys the following set of
coupled mode equations,
i
dEx
dz
+ θEx +
k0n2
2
{
|Ex|2Ex + |Ey|2Ex + 1
2
E2yE
∗
x
}
= 0 (3.9)
i
dEy
dz
− θEy + k0n2
2
{
|Ey|2Ey + |Ex|2Ey + 1
2
E2xE
∗
y
}
= 0. (3.10)
Normalizing such that ξ = θz, Ex = ρLψx and Ey = ρLψy, where ρL =
√
2θ/k0n2, gives
the normalized equations governing the propagation of the two linearly polarized fields in a
single waveguide,
i
dψx
dξ
+ ψx + |ψx|2 ψx + |ψy|2 ψx + 1
2
ψ2yψ
∗
x = 0 (3.11)
i
dψy
dξ
− ψy + |ψy|2 ψy + |ψx|2 ψy + 1
2
ψ2xψ
∗
y = 0. (3.12)
The stability the TE and TM polarized modes during propagation in the presence of
FWM can be investigated using linear stability analysis. This analysis is more straight
forward when circular polarizations are employed, i.e.
Ex =
C+ + C−√
2
(3.13)
Ey = i
C− − C+√
2
, (3.14)
where C+ and C− are the field amplitudes for the right-hand circular and left-hand circular
components of the electric field. Substituting these forms into Eqs. (3.9) and (3.10) gives
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the coupled mode equations for the two circularly polarized modes,
i
dC+
dz
+ θC− +
k0n2
4
{
3
2
|C+|2C+ + 3 |C−|2C+ − 1
2
C2−C
∗
+
}
= 0 (3.15)
i
dC−
dz
+ θC+ +
k0n2
4
{
3
2
|C−|2C− + 3 |C+|2C− − 1
2
C2+C
∗
−
}
= 0, (3.16)
Eqs. (3.15) and (3.16) can be also normalized with respect to the birefringence ξ = θz, and
the electric fields are scaled C+ = ρCψ+ and C− = ρCψ− where ρC =
√
4θ/k0n2. Thus,
the normalized equations governing the propagation of the two circularly polarized fields are
given by:
i
dψ+
dξ
+ ψ− +
3
2
|ψ+|2 ψ+ + 3 |ψ−|2 ψ+ − 1
2
ψ2−ψ
∗
+ = 0 (3.17)
i
dψ−
dξ
+ ψ+ +
3
2
|ψ−|2 ψ− + 3 |ψ+|2 ψ− − 1
2
ψ2+ψ
∗
− = 0, (3.18)
Let the waveguide be initially excited by a TE polarized mode, thus
ψ+ = ψ− = A0eiµξ, (3.19)
where A0 is the initial normalized field amplitude and is assumed to be real, and µ is the
normalized propagation eigenvalue of the TE mode. Substituting into Eq. (3.17) or (3.18),
the propagation constant µ is found to be
µ = 1 + 4A20. (3.20)
Now let there be a small perturbation to the TE mode, therefore
ψ′+ = (A0 + ε) e
i(1+4A20)ξ (3.21)
ψ′− = (A0 − ε) ei(1+4A
2
0)ξ. (3.22)
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Again from Eq. (3.17) or (3.18) and neglecting terms proportional to ε2 since ε is very small,
an equation for the evolution of the perturbations is found:
i
dε
dξ
− 2ε− 2A20ε∗ = 0 (3.23)
Assume that the perturbation ε is given by
ε = u0 cos (νξ) + iv0 sin (νξ) , (3.24)
where ν is the eigenvalue associated with the perturbations. After equating the real and
imaginary parts, substitution of this form in to Eq. (3.23) gives the following equations,
Re : 2
(
1 + A20
)
u0 + νv0 = 0 (3.25)
Im : νu0 + 2
(
1− A20
)
v0 = 0. (3.26)
This system of equations is satisfied if the determinant of the coefficients of u0 and v0 equals
zero. Therefore in order for Eqs. (3.25) and (3.26) to be satisfied simultaneously,
ν2 = 4
(
1− A40
)
. (3.27)
From Eq. (3.24), the perturbation is proportional to exp (iνξ). Consequently, pertur-
bation will grow exponentially with propagation distance if ν has an imaginary part. This
being the case, from Eq. (3.27) A0 must be less than 1 for stable propagation of the TE
mode. The question is now what does A0 < 1 correspond to in terms of the normalized
linear polarizations ψx and ψy? Using Eqs. (3.13) and (3.14) that relate the actual linearly
polarized fields to the actual circularly polarized fields, the relationship between ψx, ψy, ψ+,
and ψ− is
ψx =
ρC
ρL
ψ+ + ψ−√
2
= ψ+ + ψ− (3.28)
ψy = i
ρC
ρL
ψ− − ψ+√
2
= i (ψ− − ψ+) . (3.29)
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Thus, the TE (x-polarized) mode is stable for ψx < 2 or for a power Px = |ψx|2 < 4.
The preceding stability analysis can be verified by solving Eqs. (3.11) and (3.12) using
the Runge-Kutta method. Figure 3.1(a) shows the stable propagation of the TE mode (blue
curve) when initially ψx = 1.9 and ψy = 0. As the input power increases such that ψx > 2,
power is coupled from the TE mode to the TM mode as can be seen in Figs. 3.1(b) and (c).
Figures 3.1(b) and (c) also show that as the input power is increased the amount of power
exchange between the two polarizations is increased and the rate at which this coupling
occurs also increases with the input power. Figure 3.1(b) shows the evolution of the TE
(blue curve) and TM (red curve) power levels when initially ψx = 2.1 and ψy = 0. Notice
that about 10% of the TE power is coupled into the TM polarization and this exchange
occurs twice in a propagation distance z ≈ 7cm. However if the power is increased even
further to ψx = 2.9 and ψy = 0 as in Fig. 3.1(c), more than 50% of the power is coupled
back and forth between the TE and TM modes. Furthermore, this exchange occurs more
frequently (about seven times) in the same propagation distance. Following the exact same
procedure the TM mode is found to be stable for |ψy| < 2 also.
3.2 Discrete Vector Soliton Solutions
As mentioned earlier, the evolution of two linearly polarized waves interacting in a Kerr
nonlinear waveguide array obey the following normalized, discrete coupled equations:
i
dan
dξ
+ an + c (an+1 + an−1) + |an|2 an + A |bn|2 an +Bb2na∗n = 0 (3.30)
i
dbn
dξ
− bn + c (bn+1 + bn−1) + |bn|2 bn + A |an|2 bn +Ba2nb∗n = 0, (3.31)
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Figure 3.1: The evolution of the TE (blue curve) and TM (red curve) for differenct input
powers, (a) ψx = 1.9 and ψy = 0 (b) ψx = 2.1 and ψy = 0 and (c) ψx = 2.9 and ψy = 0.
As the input power increases, the amount of coupling increases and the oscillations become
faster.
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To reiterate, in these equations, an and bn are the envelopes of the TE and TM polarized
waves, respectively. The coefficients A and B describe the respective ratios of cross-phase
modulation and four-wave-mixing (FWM) to the self-phase modulation coefficient, k0n2/2.
Calculated from the χ¯(3) tensor for AlGaAs, A = 1 and B = 0.5. ∆β = k0(nTE − nTM)
reflects the difference in the propagation constants of the TE and TM polarized waves due
to the birefringence of the system. In the case considered, nTE − nTM ≈ 1.8× 10−4 and the
coupling coefficient between adjacent sites for both polarizations is κ ≈ 0.336 mm−1.
In order to identify the vector discrete solitons of this system, assume that the soliton
solutions have the form
an = xne
iqξ (3.32)
bn = yne
iqξ, (3.33)
where xn and yn are real soliton amplitudes for the TE and TM polarizations, respectively
and q is the soliton propagation eigenvalue. Moreover since xn and yn are the soliton en-
velopes, by definition they are constant with propagation distance z. Substitution of this
vector soliton form into Eqs. (3.30) and (3.31) results in the following nonlinear difference
equations:
− axn + c (xn+1 + xn−1) + x3n + (A+B) y2nxn = 0 (3.34)
−byn + c (yn+1 + yn−1) + y3n + (A+B)x2nyn = 0, (3.35)
where a = q − 1 and b = q + 1.
These equations can be solved using Newtonian relaxation techniques in order to find
the vector discrete soliton solutions. As is the case in the continuum limit, several families
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of vector solitons exist; some of them exhibiting rather complex structures. However for the
purposes of this work, only the most primitive vector DS classes (every component involves
in-phase bright-like solutions [102]) will be considered. Once the vector DS solutions are
obtained, the corresponding families can be mapped on a P −∆ diagram like the one shown
in Fig. 3.2, where
P = (nx − ny) Aeff
nˆ2
∑(|an|2 + |bn|2) (3.36)
is the total power in the waveguide array as conveyed by both polarizations, and
∆ = θq =
(nx − ny) k0
2
q (3.37)
is the soliton eigenvalue. The stability properties of these vector soliton families can then be
investigated using linear stability analysis.
By inspecting the eigenvalues (Ω) associated with soliton perturbations, we find that
the TE family of one-component discrete solitons is stable up to a critical power of 238
W . At this point, a bifurcation into two solution branches occurs as can be seen in Fig.
3.2. After the split, the upper branch (red line) is the continuation of the now unstable
single-component TE family while the lower branch (blue line) corresponds to a new family
of stable linearly polarized (in-phase TE and TM components) vector discrete solitons. A
somewhat similar scenario occurs for the TM polarized family. In this case, however, the
entire TM family is always unstable in its range of existence. At a critical power of 257 W , a
new branch of elliptically polarized (TE and TM components are out of phase by pi/2) vector
discrete solitons begins to emerge. However, this class is also unstable leaving the linearly
polarized family of vector discrete solitons as the only solutions to exhibit stability. Although
this is reminiscent of similar behavior occurring in birefringent bulk systems [102,103], there
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Figure 3.2: Bifurcation diagrams for the linearly polarized (solid line) and elliptically polar-
ized (dashed line) vector discrete solitons as well as for the scalar TE (dotted line) and TM
(dotted-dash line).
are important aspects that are due to discreteness. For example from what was shown in
Section 3.1.1, when propagating in a single waveguide both the TE and TM polarizations
become unstable after a certain critical power (|an|2, |bn|2 ≥ 4 or 225 W in this case) due to
polarization instabilities [104, 105] . Yet, the linearly polarized vector discrete solitons are
stable even at high power levels where they are very highly localized. This stabilization is
the result of the coupling between waveguide sites.
It is important to note that in the regimes where vector DSs are highly confined, their
discrete field amplitudes can be well approximated by analytical solutions by assuming the
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envelope has exponentially decaying tails such that for the linearly polarized family
xn = A0e
−ν|n| (3.38)
yn = B0e
−µ|n|, (3.39)
By substituting these last expressions into Eqs. (3.34) and (3.35) and by writing these
equations for n = 0 we obtain
2e−ν =
1
c
{
a− A20 − (A+B)B20
}
(3.40)
2e−µ =
1
c
{
b−B20 − (A+B)A20
}
. (3.41)
By considering these equations at n = 1 gives
eν + e−ν − a
c
= 0 (3.42)
eµ + e−µ − b
c
= 0, (3.43)
where it is assumed that the solution is so highly confined that nonlinear parts for n = 1 are
very small, thus they are neglected. Therefore from Eqs. (3.42) and (3.43),
eν + e−ν =
a
c
(3.44)
eµ + e−µ =
b
c
. (3.45)
These equations give ν and µ:
ν = cosh−1
{
q − 1
2c
}
(3.46)
µ = cosh−1
{
q + 1
2c
}
. (3.47)
Using Eqs. (3.44) and (3.45) in Eqs. (3.40) and (3.41) gives
A20 + (A+B)B
2
0 = 2c sinh (ν) (3.48)
B20 + (A+B)A
2
0 = 2c sinh (µ) . (3.49)
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By solving these two equations, A0 and B0 are found to be
A20 =
2c {(A+B) sinh (µ)− sinh (ν)}
(A+B)2 − 1 (3.50)
B20 =
2c {(A+B) sinh (ν)− sinh (µ)}
(A+B)2 − 1 , (3.51)
where c = 2κ/ [k0 (nx − ny)] is the normalized coupling coefficient. Thus for a given value
of the soliton eigenvalue q, all the relevant quantities can be directly obtained for these
equations. These expressions provide an excellent approximation for the highly confined
linearly polarized vector DSs considered in this work.
The same procedure can be used to find analytical solutions for the highly confined
elliptically polarized family. In this case, the TE and TM polarizations are out of phase by
pi/2 and therefore can be written as
xn = A0e
−ν|n| (3.52)
yn = B0e
−µ|n|e(ipi/2). (3.53)
The constants ν and µ are the same
ν = cosh−1
{
q − 1
2c
}
(3.54)
µ = cosh−1
{
q + 1
2c
}
. (3.55)
And the amplitudes A0 and B0 are given by
A20 =
2c {(A−B) sinh (µ)− sinh (ν)}
(A−B)2 − 1 (3.56)
B20 =
2c {(A−B) sinh (ν)− sinh (µ)}
(A−B)2 − 1 . (3.57)
Plots of the Gaussian dressed amplitudes of the TE and TM components involved a
linearly polarized vector DSs are shown Figs. 3.3(a) and (b) when ∆ ' 2.6 mm−1 and for
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∆ ' 5.1 mm−1 in Figs. 3.3(c) and (d). Figures 3.4(a) and 3.4(b) respectively depict the
stable propagation of the TE and TM components of a highly confined, linearly polarized
vector discrete soliton with ∆ = 10.6mm−1 in the AlGaAs array being considered. In the
case shown, the power conveyed by TE polarization is 766W and approximately 540W in
the TM. The stability of this vector DS is also verified by considering the eigenvalues, Ω,
of the perturbed system. The eigenvalues are plotted in the complex plane as shown in
Fig. 3.4(c). Since all of the eigenvalues are real, none of the perturbations will grow, hence
the beam is stable in agreement with the simulations of Figs. 3.4(a) and 3.4(b). Note
that in the absence of either one of the two components no vector DS forms and diffraction
occurs instead. These vector soliton states were also found to exhibit robustness even when
the relative phase difference ΦTE − ΦTM is of the order of ±20◦, however power exchange
between the TE and TM components is expected to occur as a result of FWM effects.
Similarly, the stability properties and evolution dynamics of elliptically polarized vector
DSs were also considered as shown in Fig. 3.5. In this figure, the TE component carries
92W and the TM 330W for ∆ ≈ 2.2mm−1. The corresponding eigenvalues of the perturbed
problem are shown in Fig. 3.5(c) where the presence of a complex quartet can be clearly seen.
These complex eigenvalues lead to the breakup of the soliton components seen in Figs. 3.5(a)
and 3.5(b). In this case, the TM component becomes destabilized and couples most of its
power into the TE polarization. Furthermore, Fig. 3.5(a) shows that a significant amount
of power is lost to radiation. The theoretical predictions presented here are in excellent
agreement with the experimental work performed by Joachim Meier [48].
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Figure 3.3: The magnitude of the (a) TE and (b) TM components of a vector DS having
∆ ' 2.6mm−1 as well as for the (c) TE and (d) TM components of a vector DS with ∆ ' 5.1
mm−1
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Figure 3.4: Stable propagation of the (a) TE component and (b) TM component of a linearly
polarized vector discrete soliton. (c) The eigenvalues of the perturbed problem.
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Figure 3.5: Unstable propagation of the (a) TE component and (b) TM component of an
elliptically polarized vector discrete soliton. (c) The eigenvalues of the perturbed problem.
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CHAPTER 4: DISCRETE VECTOR SURFACE WAVES
In general, surface waves are states that exist along the interface between two different media.
In the linear regime, plasmon/polariton waves are perhaps the best known example of such
entities. These TM polarized surface waves exist where a metal and a dielectric are bond
together. Nonlinear surfaces waves attracted considerable attention in the 80’s [106–112].
Although surface waves between two different linear, isotropic dielectrics are not known to
exist, in the presence of nonlinearity, both TE and TM polarized (as well as multi-component)
surface waves are possible. Unfortunately, due to the difficultly of exciting such surface
waves, no experimental work has been able to definitively confirm any of these theoretical
predictions.
Fortunately, semi-infinite waveguide arrays may provide a testbed in which nonlinear
surface wave dynamics can be readily investigated both theoretically and experimentally [49].
In a semi-infinite waveguide array, nonlinear surface states are possible in the first few
waveguides of the array, i.e. at the interface with the continuous region as shown in Fig. 4.1.
This chapter will focus on two-component nonlinear surface waves comprised of both TE and
TM polarizations (i.e. discrete vector surface waves) localized in the first few waveguides of
a semi-infinite waveguide array.
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Figure 4.1: The refractive index profile of a semi-infinite waveguide array.
4.1 Governing Equations
As a demonstration example, consider an AlGaAs waveguide array identical to that used
to investigate vector discrete solitons in Chapter 3. The coupling coefficient between adjacent
waveguide sites is again assumed to be κ = 0.336 mm−1, the nonlinear Kerr coefficient
is taken to be nˆ2 = 1.5 × 10−13 cm2/W and the linear birefringence in every channel is
nx − ny = 1.8 × 10−4. In addition, the operating wavelength is taken to be λ0 = 1.55 µm
so as to avoid multi-photon absorption effects. The effective cross-sectional area of each
waveguide for λ0 = 1.55 µm in this array is Aeff = 4.7 µm
2. For the purposes of this
discussion, the TE polarization will be associated with the slow axis (nx).
From Eqs. (3.1) and (3.2), the discrete field amplitudes of the two orthogonally polarized
waves are found to evolve according to the following pair of discrete equations:
i
dXn
dz
+ βxXn + κ (Xn+1 +Xn−1) +
k0n2
2
{|Xn|2Xn + A |Yn|2Xn +BY 2nX∗n} = 0 (4.1)
i
dYn
dz
+ βyYn + κ (Yn+1 + Yn−1) +
k0n2
2
{|Yn|2 Yn + A |Xn|2 Yn +BX2nY ∗n } = 0, (4.2)
wehre for AlGaAs A = 1 and B = 0.5. In the above equations, Xn and Yn are respectively
the slowly varying field amplitudes of the TE and TM polarized waves.
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Normalizing the equations in the same why as in the case of vector DSs gives,
i
dan
dξ
+ an + c (an+1 + an−1) + |an|2 an + |bn|2 an + 1
2
b2na
∗
n = 0 (4.3)
i
dbn
dξ
− bn + c (bn+1 + bn−1) + |bn|2 bn + |an|2 bn + 1
2
a2nb
∗
n = 0, (4.4)
where an and bn are normalized slowly varying field amplitudes and are related to the
actual fields via (an, bn) = [n2/ (nx − ny)]1/2 (Enx, Eny) for n ≥ 0 and (an, bn) = 0 for
n < 0. The normalized distance ξ is related to the actual z coordinate through ξ =
k0z (nx − ny) /2, and the coupling coefficient c is normalized with respect to the birefrin-
gence, c = 2κ/ [k0 (nx − ny)]. The nonlinear Kerr coefficient used in Eqs. (4.3) and (4.4) is
given by n2 = nˆ2n/2η0, where η0 is the vacuum intrinsic impedance and for this material the
refractive index is n = 3.3. As previously discussed in Chapter 3 of this thesis, these equa-
tions implicitly describe self- and cross-phase modulation and four-wave mixing processes.
Moreover, the birefringence of the system is reflected in the second terms of Eqs. (4.3) and
(4.4).
4.2 Discrete Vector Surface Wave Solutions
In order to identify the vector discrete surface states of this system, assume that the
surface wave solutions have the form
an = xne
iqξ (4.5)
bn = yne
iqξ, (4.6)
where xn and yn are the soliton envelopes for the TE and TM polarizations and are real,
respectively and q is the propagation eigenvalue of the surface state. Substitution of this
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vector surface wave form into Eqs. (4.3) and (4.4) results in the following nonlinear difference
equations:
− axn + c (xn+1 + xn−1) + x3n + (A+B) y2nxn = 0 (4.7)
−byn + c (yn+1 + yn−1) + y3n + (A+B)x2nyn = 0, (4.8)
where a = q − 1 and b = q + 1.
These equations can be solved using Newtonian relaxation techniques in order to find
the vector surface wave solutions. After the surface wave solutions are obtained, each family
can be mapped on a P −∆ diagram, where
P = (nx − ny) Aeff
nˆ2
∑(|an|2 + |bn|2) (4.9)
is the total power in the waveguide array as conveyed by both polarizations, and
∆ = θq =
(nx − ny) k0
2
q (4.10)
is the propagation eigenvalue of the surface wave. It is important to note that, for the
purposes of this this work, only the most primitive families of vector discrete surface waves
are considered. The stability properties of these solutions are then investigated using linear
stability analysis.
First consider single-component (TE or TM polarized) surface states. Due to the birefrin-
gence in our system, these singly polarized waves are separate entities and must be explored
individually. The existence curves for these two families of discrete surface wave can be
seen in the P −∆ diagram of Fig. 4.2. Notice that in both cases there is a point at which
the total power conveyed has a minimum. To the left of this minimum the nonlinear sur-
face wave solutions become broader and broader, thus causing the total power conveyed to
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Figure 4.2: Bifurcation diagrams for the linearly polarized (blue curve) and elliptically po-
larized (magenta curve) discrete vector surface waves as well as for the scalar TE (red curve)
and TM (green curve).
abruptly increase. A close inspection of the eigenvalues (Ω) associated with field pertur-
bations reveals that these solutions are unstable (left of the minimum) in agreement with
the Vakhitov-Kolokolov criterion (dP/d∆ > 0: Stable; dP/d∆ < 0: Unstable). As the
eigenvalue ∆ is increased, it is found that, in this system, the TE family of one-component
discrete surface waves becomes stable at a power level of 164 W or ∆ ≈ 1.34 mm−1. This
TE family remains stable up to a critical power of 243 W and ∆ ≈ 2.01 mm−1. At this
point, the curve bifurcates into two solution branches as seen in Fig. 4.2. After the split,
the upper branch (red curve) is the continuation of the now unstable single-component TE
family while the lower branch (blue curve) corresponds to a new family of stable solutions
involving in-phase TE and TM surface components, thus forming a linear polarized vector
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surface wave. The total power conveyed by the individual TE and TM components of these
linearly polarized entities is shown in Fig. 4.3. It can be clearly seen that for this family of
Figure 4.3: P − ∆ for the TE (solid line) and TM (dashed line) components of the stable
linearly polarized family of vector discrete surface waves
vector surface waves most of the power is in the TE polarization. Figure 4.4 shows the TE
and TM components of one such linearly polarized discrete vector surface wave.
In the case of TM polarized discrete surface waves, a similiar scenario occurs in the P−∆
diagram. However, in its range of existence, the entire TM branch (green curve) is unstable.
Note that, as in the TE case, a bifurcation occurs after a critical power of 255 W and
∆ ≈ 1.31 mm−1. After the bifurcation, a new branch corresponding to a family of vector
states in which the TE and TM components are out of phase by pi/2 emerges (magenta
curve). These correspond to elliptically polarized vector surfaces waves. Comparing the
vector surfaces waves in this example to those considered in isotropic array systems [49]
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Figure 4.4: The magnitude of the (a) TE and (b) TM components of a vector discrete surface
wave having ∆ ' 2.6 mm−1
shows that had the array elements been isotropic, the threshold power necessary to establish
surfaces states would be approximately 170 W (occurring at ∆ = 1.00). This is very close
the threshold power of the stable TE family in this case.
As in the case of vector DSs, analytic solutions can be obtained for the discrete field
amplitudes of vector surface waves in the regime of high confinement. Assuming that the
discrete field envelopes have the form
xn =

A0e
−νn for n ≥ 0
0 for n < 0
(4.11)
yn =

B0e
−µn for n ≥ 0
0 for n < 0
(4.12)
Substituting into Eqs. (4.7) and (4.8) and performing the same procedure as for vector DSs,
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the parameters of the analytical solution are
ν = cosh−1
{
q − 1
2c
}
(4.13)
µ = cosh−1
{
q + 1
2c
}
. (4.14)
and
A20 =
c {(A±B) exp (µ)− exp (ν)}
(A±B)2 − 1 (4.15)
B20 =
c {(A±B) exp (ν)− exp (µ)}
(A±B)2 − 1 , (4.16)
where the ± respectively represents the linearly and elliptically polarized vector surface wave
families.
The stable propagation of the TE and TM components of a linearly polarized vector
surface wave at ∆ ≈ 3.6 mm−1 in an AlGaAs waveguide array is shown in Fig. 4.5. In this
case, the total power conveyed in the TE component is 341 W and approximately 111 W in
the TM polarization. The stability of this linearly polarized solution is further verified by
considering the eigenvalues, Ω, of the perturbed problem in the complex plane. As can be
seen in Figure 4.5(c), all of the eigenvalues are real, therefore perturbations will not grow,
and the solution is indeed stable.
On the other hand, the stability properties and propagation dynamics of an elliptically
polarized discrete surface wave are different as can be seen in Fig. 4.6. In this example,
the TE component carries 108 W, the TM 342 W, and ∆ ≈ 2.2 mm−1. The eigenvalues
of the perturbed problem, in this case, exhibit a complex quartet that can be clearly seen
in Fig. 4.6(c). These complex eigenvalues lead to the growth of perturbations causing the
instabilities seen in Figs. 4.6(a) and 4.6(b). Here, the TM polarization destabilizes and
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Figure 4.5: Stable propagation of the (a) TE component and (b) TM component of a linearly
polarized discrete vector surface wave. (c) The eigenvalues of the perturbed problem.
couples most of its power into the TE polarization. Propagating the beam for a longer
distance shows that power is coupled back and forth between the two components with
significant radiation into the rest of the array.
In experiments, however, some parameters, such as the shape of the beam as well as
the relative phase difference between the TE and TM components, can not be precisely
controlled. When dealing with highly confined discrete beams, it is most practical to ex-
perimentally excite only a single waveguide. However, although stable vector surface wave
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solutions are highly confined, they do possess a tail that extends throughout the array, but
in the experiment this tail will be absent. Moreover, it is difficult to physically launch the
two field components exactly in-phase. Therefore, the effects of these practical concerns on
the excitation of vector surface waves was investigated. In fact, it was found that when
only a single waveguide is excited with the appropriate power levels for the TE and TM
components (shown in Fig. 4.3), linearly polarized vector surface waves can propagate in a
stable fashion even when the relative phase difference, ΦTE − ΦTM , is of the order of ±20◦.
Of course, this phase mismatch does lead to some power exchange between the TE and TM
components via FWM effects. However, this power exchange does not cause the beam to
break up. Thus, even if the beam components are not perfectly launched into the array,
stable discrete vector surface waves can be observed.
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Figure 4.6: Unstable propagation of the (a) TE component and (b) TM component of an
elliptically polarized discrete vector surface wave. (c) The eigenvalues of the perturbed
problem.
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CHAPTER 5: WAVEGUIDE ARRAY HETERO-JUNCTIONS
In the previous chapters, only arrays comprised of identical waveguides were considered.
This chapter will focus on interfaces between two dissimilar semi-infinite waveguide arrays
or waveguide array hetero-juctions. In particular, we will demonstrate that it is possible
to synthesize optical spatial filters by engineering the interface between two semi-infinite,
one-dimensional waveguide arrays that are detuned from one another. This detuning causes
the dispersion relations (first bands) of the individual arrays to be shifted with respect
to each other. Therefore, only spatial frequencies that can “support” the propragation
eigenvalue, kz, are allowed to cross the interface; all others are reflected. Also, through
the use of a transition region that adiabatically transitions from one array to the other,
the performance of the spatial filter can be enhanced. In addition, it is shown that under
appropriate conditions diffraction compensation can be achieved using this same structure.
5.1 Introduction to Array Hetero-junctions
Consider the waveguide array hetero-junction shown in Fig. 5.1. The structure is com-
posed of three regions: an “input” array shown in white, a transition/interface region of
m waveguides (grayscale), and shown in black is the “output” section. The input array
is a semi-infinite array of identical single-mode waveguides in which β1 is the propagation
constant of the fundamental mode. The output array is another semi-infinite array of identi-
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Figure 5.1: Schematic drawing of an interface between two waveguide arrays. The structure
is composed of three regions: an “input” array (white), a transition/interface region of m
waveguides (grayscale), and an “output” section (black).
cal single-mode waveguides. However, the propagation constant of the channels comprising
this section is slightly detuned from that of the input array such that βm+2 = β1 + ∆β.
The interface region is made up of m different single-mode waveguides that are designed to
adiabatically transition the propagation constant from β1 to βm+2 in a linear fashion, i.e.
δn = [(n− 1) / (m+ 1)]∆β for 2 ≤ n ≤ m + 1, where δn = βn − β1. These changes in
the propagation constants are achieved by slightly changing the refractive index and/or the
radius a of the cores. For the purposes of this discussion, only the refractive index of the core
will be manipulated and a is held constant. Depending on whether the index is increased or
decreased the change in the propagation constant can be made positive or negative.
Strictly speaking, the propagation of the electric field within this structure is governed
by the following normalized paraxial equation of diffraction:
i
∂ϕ
∂Z
+
1
2
{
∂2ϕ
∂X2
+
∂2ϕ
∂Y 2
}
+ gf (x, y)ϕ = 0, (5.1)
where the propagation material is assumed to be linear and isotropic for the purposes of this
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work. In the above equation, ϕ is the slowly varying electric field envelope and the function
f (x, y) represents the normalized linear refractive index distribution of the structure. The
normalized coordinates are related to the actual coordinates via X = x/a, Y = y/a and
Z = z/ka2. The coefficient g is given by g = k20a
2δnn0, where k0 = 2pi/λ0, a is the radius
of the waveguides, δn = n1 − n0 is the refractive index difference between the core and the
cladding of the waveguide of the input array, and n0 is the cladding refractive index.
Unfortunately very little intuition can be gained from Eq. (5.1), therefore coupled mode
theory is used to understand the propagation dynamics of the electric field envelope in such a
system. In general, the propagation dynamics in this array hetero-junction obey the coupled
mode equation,
i
dEn
dz
+ βnEn + κnEn−1 + κn+1En+1 = 0, (5.2)
where En is the slowing varying discrete field envelope and the indexing scheme depicted
in Fig. 5.1 is used. It is important to note that βn = β1 for n ≤ 1 and βn = βm+2 for
n ≥ m+2. Also since adjacent waveguides are generally different, the coupling coefficient to
the left and right are different in general, therefore κn represents the coupling to the left and
κn+1 is coupling to the right. Normalize Eq. (5.2) with respect to the coupling coefficient
between adjacent channels of the input array, i.e. κ1, such that the normalized propagation
distance ξ is given by ξ = κ1z. As a result,
i
dEn
dξ
+
βn
κ1
En +
κn
κ1
En−1 +
κn+1
κ1
En+1 = 0. (5.3)
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5.2 Array Hetero-junctions as Spatial Filters
In this section, we will show how waguide array hetero-junctions can be using to design
spatial filters that can be used in optical switching and signal routing schemes.
5.2.1 Band Gap Shift
In order to understand the consequences of the detuning between the input and output
arrays, first recall the dispersion relation for an array of identical waveguides as given in Eq.
(2.132).
kz = β + 2κ cos(kxD), (5.4)
where β is the propagation constant of the fundamental mode, κ is the coupling coefficient
between nearest neighbors, and D is the distance between waveguide centers. Applying this
to the input and output arrays shows that the dispersion relation or first band of the input
array is given by
kzIn = β1 + 2κ1 cos(kxInD), (5.5)
and that of the output array is
kzOut = βm+2 + 2κm+3 cos(kxOutD), (5.6)
where it is assumed that the distance D between adjacent waveguides is the same in the
input and output arrays, even though in general it can be different.
Knowing that βm+2 = β1 +∆β, it can be easily seen from Eqs. (5.5) and (5.6) that the
dispersion relation of the output array is shifted with respect to that of the input array. This
can be considered as a band gap shift. If the refractive index of the waveguide cores in the
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output section is lower than that of the input cores, ∆β will be negative thus shifting the
band of the output downwards with respect to the input as shown in Fig. 5.2(a). If the core
index is higher in the output region, ∆β is positive and the band is shifted upward with
respect to the input band as shown in Fig. 5.2(b).
Figure 5.2: Diagram depicting the shift between the dispersion relations of the input and
output arrays when (a) ∆β < 0 (high-pass filter) and (b) ∆β > 0 (low-pass filter). The kz
axis represents the interface between the bands of input array (on the left) and the output
array (on the right). The circles show points of equal kz
In this system, kz is analogous to the eigen-energy of a particle in quantum mechanics
and therefore must be conserved throughout propagation. Thus, by equating the dispersion
relations of the input and output sections, kxOutD is found to be:
cos(kxOutD) = − ∆β
2κm+3
+
κ1
κm+3
cos(kxInD). (5.7)
However, in order for transmission to occur kxOutD must be real, since the field in the
output array is proportional to exp (inkxOutD). If kxOutD is imaginary, the field in the
output array exponentially decays with the waveguide number n and is therefore analogous
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to the evanescent wave generated by total internal refection off an interface. In other words
if a beam is launched into the input region with kxInD, it will only be able to propagate
across the interface if there is a kxOutD in the band of the output array that gives the same
value of kz, otherwise the beam is reflected. As a result, Eq. 5.7 gives the condition for
transmission.
We not that, in addition to being the phase difference between the modes of adjacent
waveguides, kxD defines a spatial frequency. Therefore, this array interface structure acts
as a spatial filter that allows only the spatial frequencies that satisfy the condition in Eq.
(5.7) to pass. Since κ1 and κm+3 do not typically differ significantly, Eq. (5.7) shows that
the detuning between the input and output arrays is the dominating factor in determining
which spatial frequencies are transmitted and which are reflected. If ∆β < 0, beams are
reflected by total internal reflection, and referring back to Fig. 5.2(a), a high pass spatial
filter is created. On the other hand when ∆β > 0, beams are reflected via Bragg refection,
and the filter response is low pass as can be seen in Fig. 5.2(b)
5.2.2 Reflection and Transmission Coefficients
When considering reflection and transmission, it is always important to know how much
is being reflected and transmitted. In order to calculate the field reflection and transmis-
sion coefficients r and t, consider the normalized coupled mode equation that describes the
propagation of the discrete field envelope in Eq. (5.3),
i
dEn
dξ
+
βn
κ1
En +
κn
κ1
En−1 +
κn+1
κ1
En+1 = 0. (5.8)
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Let the discrete field envelope have the form
En = Ane
ikzz = Ane
ikzξ/κ1 , (5.9)
where An is independent of z and kz = β1 + κ1 {exp (ikxInD) + exp (−ikxInD)} from the
dispersion relation of the input array. Substituting into Eq. (5.8) gives
− νAn + δn
κ1
An +
κn
κ1
An−1 +
κn+1
κ1
An+1 = 0, (5.10)
where ν = exp (ikxInD) + exp (−ikxInD) = 2 cos (kxInD) and δn = βn − β1.
Looking back at Fig. 5.1 and operating under the assumption that any input beam
is launched into the input array (n ≤ 1), the total field in the input region has a forward
propagating wave component and a backward propagating reflected wave component. Within
the transition region (2 ≤ n ≤ m+1), it is difficult to make any assessment as to what form
the electric field has since there is no uniformity in this section. Finally, in the output array
(n ≥ m+ 2) there is only the forward propagating transmitted wave. Taking all of this into
consideration, the form of An is given by,
An =

ei(n−1)kxInD + re−i(n−1)kxInD for n ≤ 1
Qn for 2 ≤ n ≤ m+ 1
tei(n−m−2)kxOutD for n ≥ m+ 2
(5.11)
where r is the field reflection coefficient, Qn is field in the channels of the transition region,
and t is the field transmission coefficient. From the transmission condition in Eq. (5.7),
cos(kxOutD) = −δm+2/ (2κm+3) + (κ1/κm+3) cos(kxInD) since in this indexing scheme ∆β =
δm+2. Thus given kxInD, kxOutD can be determined. From here it can be seen that there
are m+2 unknowns (r, m number of Qn, and t), thus m+2 equations must be written and
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solved in order to find r and t. This system of equations can be written in vector form such
that
Ax = b. (5.12)
A is a m+ 2×m+ 2 matrix of the coefficients of the unknowns x, where
x =

r
Q2
Q3
...
Qm+1
t

. (5.13)
The matrix b contains the constants of the equations. By writing the required equations, it
can be shown that the values of the matrix A are given by
Ak,k =

−ν + δk/κ1 + (κk/κ1) eikxInD for k = 1
−ν + δk/κ1 for 2 ≤ k ≤ m+ 1
−ν + δk/κ1 + (κk+1/κ1) eikxOutD for k = m+ 2
(5.14)
Ak,k+1 = κk+1/κ1 for 1 ≤ k ≤ m+ 1 (5.15)
Ak,k−1 = κk/κ1 for 2 ≤ k ≤ m+ 2 , (5.16)
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where all other elements of A are zero. Finally, b is
b =

b1
b2
b3
...
bm+2

=

ν − δ1/κ1 − (κ1/κ1) e−ikxInD
−κ2/κ1
0
...
0

. (5.17)
This system of equations is solved to give the field reflection and transmission coefficients r
and t. The power reflection coefficient R is related to the to r via R = |r|2 and the power
transmission coefficient T is given by T = 1 − R. As shown in Appendix B, finding the
relationship between t and T requires the use of the so-called discrete Wronskian, where the
expression relating t and T is found to be,
T =
κm+3 sin (kxOutD)
κ1 sin (kxInD)
|t|2 . (5.18)
Figure 5.3 shows the power reflectivity R as a function of ∆β/κ1 and kxInD for different
lengths of the transition region m, where white corresponds to R = 1 and black to R = 0.
It is clearly seen that as more waveguides are added to the interface region, the pass band
characteristics become more refined, i.e. sharper cutoff transitions and higher transmission
occurs. It is important to note that for |∆β/κ1| > 4, the band of the output array is shifted
to the point that the transmission condition of Eq. (5.7) cannot be satisfied for any kxInD.
Consequently, all spatial frequencies are reflected as can be seen in Figs. 5.3 (a), (b), and
(c).
The enhancement to the transmission characteristics of the interface provided by the
transition region is more clearly seen by considering slices of Figs. 5.3 (a), (b), and (c)
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Figure 5.3: Power reflectivity R vs. ∆β/κ1 and kxInD for transition region lengths (a)
m = 0, (b) m = 1, and (c) m = 5. Notice that as the length of the transition region m
increases, the pass band becomes more refined (R = 1: white, R = 0: black)
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for a specific ∆β/κ1. For ∆β/κ1 = 1.5 (low pass), Fig. 5.4(a) shows how the transmission
performance of the filter is effected by the length m of the interface section. In the absence of
the transition region (m = 0), the magenta curve shows that the “pass band” edges are not
very steep and significant reflection occurs throughout the band. However, the performance
is greatly improved with the inclusion of only one intermediate waveguide (red curve). In
this case, the reflection goes to zero for some spatial frequencies. Increasing m to five results
in further enhancement of the transmission performance. Here, the pass band is very well
defined having no reflection for a much wider range of frequencies. In addition, the band
edges are considerably steeper. Form = 5, Fig. 5.4(b) shows that by adjusting ∆β, the band
width of the filter can be controlled. The bandwidth gets broader as ∆β is decreased. This is
expected since in the limit where ∆β = 0 there is just a linear array and no hetero-junction,
therefore all spatial frequencies are “passed”. In addition for very small values of kxInD, the
reflection goes to one even in the case of low pass filters. This is also expected because in
the limit where kxInD = 0, the transverse velocity of the beam vx is zero. As a result, the
beam travels parallel to the interface and remains in the input array, leading to R = 1.
The Effective Power Reflection Coefficient
Strictly speaking, the power reflection and transmission coefficients R and T discussed above
where developed for infinite planes waves having only one spatial frequency and consequently
are only valid when considering infinite plane waves. However in practical settings in which
laser beams are used, the optical beam has a finite spatial extent. Such finite beams can be
considered to be the superposition of an infinite number of plane waves, therefore they possess
an infinite spectrum of spatial frequencies. As a result when a finite beam encounters an array
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Figure 5.4: Power reflectivity R vs. kxInD for (a) ∆β/κ1 = 1.5 and m = 0 (magenta curve),
m = 1 (red curve) and m = 5 (blue curve) (b) m = 5 and ∆β/κ1 = 0.5 (magenta curve),
∆β/κ1 = 1.0 (red curve), and ∆β/κ1 = 1.5 (blue curve).
hetero-junction spatial filter, some of the beam is reflected and some is transmitted. Thus
in order to have effective transmission for example, the most prominent spatial frequencies
most lie within the pass band of the filter.
The amount of power in the finite beam that is reflected depends on the overlap between
R and the power spectrum of the input beam. This being the case, the effective power
reflection coefficient for a finite beam can be defined as
Reff =
∫
R (kxInD) |Φ (kxInD)|2 dkxInD∫ |Φ (kxInD)|2 dkxInD , (5.19)
where R (kxInD) is the power reflection coefficient and Φ (kxInD) is the Fourier transform if
the discrete field envelope. Let’s assume that the input beam has a Gaussian envelope and
is launched into the input array with kxInD. Therefore, the electric field is given by
ϕ = e−x
2/W 2einkxInD = e−x
2/W 2eixkxInD/D. (5.20)
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where for this discrete system, we used x = nD. Taking the Fourier transform, the spectrum
of this Gaussian beam is found to be
Φ (kxD) =
√
piWe(kxD−kxInD)
2W 2/4D2 . (5.21)
To visualize Reff , once again consider Fig. 5.4(a) in which ∆β/κ1 = 1.5 and m = 0
(magenta curve), m = 1 (red curve) andm = 5 (blue curve). The power spectrum |Φ (kxD)|2
can plotted on top of these curves as in Fig. 5.5. Figure 5.5(a) shows the power spectrum
for a Gaussian beam with W = 5D launched into the input array with kxInD = 1.1. Notice
that for this launch angle, the most prominent spatial frequencies are located within the pass
band of the filters, therefore a majority of the power will be transmitted, i.e. Reff will be
low. It is easy to see that for the case where m = 0, the low-pass filter will reflect much more
power than in the other two cases. In fact, in the m = 0 case Reff ≈ 17%. The transmission
performance is much improved for m = 1 and m = 5 where Reff ≈ 1% and Reff ≈ 0.5%,
respectively.
Now assume that the beam is launched at a larger angle such that kxInD = 2.25 as shown
in Fig. 5.5(b). For this input condition, the power spectrum is centered within the stop band
of each filter. As a result the effective power reflection will be high and for each case shown,
Reff ≈ 99%.
In order to verify these results, Eq (5.1) is solved using a BPM in order to simulate beam
propagation across an array hetero-junction. As a demonstration example, we consider a
silica glass waveguide array having a background refractive index of n0 = 1.5. The effective
core radius of each waveguide is a = 5.3 µm and the distance between adjacent waveguide
centers is D = 15.9 µm. In addition, every waveguide is designed to be single moded at the
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Figure 5.5: Power reflectivity R for ∆β/κ1 = 1.5 and m = 0 (magenta curve), m = 1 (red
curve) and m = 5 (blue curve) plotted with the power spectrum of an input Gaussian beam
with W = 5D and (a) kxInD = 1.1 and (b) kxInD = 2.25
operating wavelength of λ0 = 1.5 µm. In the input array, the linear index difference between
the core and cladding is δ = 3× 10−3 and the coupling coefficient between nearest neighbors
is κ1 = 0.268 mm
−1. By solving the eigenvalue problem for the fundamental mode in a fiber,
the propagation constant of the mode in the waveguides of the input array is β1 = 6.289
µm−1. The output array is designed such that ∆β/κ1 = 1.5. The interface region contains
m = 5 waveguides that are engineered to adiabatically transition the propagation constant
from β1 to β1 +∆β in a linear fashion.
Figure 5.6 shows the reflection and transmission of a discrete Gaussian beam where the
center of the transition region is located at x = 0µm. Figure 5.6(a) shows the initial beam
shape. When kxInD = 1.1 or, in this array design, θ = 0.95
◦, the beam passes through the
interface with minimal reflection as can be seen in Fig. 5.6(b). However the beam is reflected
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Figure 5.6: (a) Input discrete Gaussian beam (b) The beam is transmitted through the
interface when kxInD = 1.1. (c) The beam is reflected off the interface when kxInD = 2.25
off the interface when kxD = 2.25 (θ = 1.94
◦). These simulations are in total agreement
with the predictions made from Figs. 5.5(a) and (b).
5.3 Array Hetero-junctions as Diffraction Compensators
Physically, the diffraction and dispersion of an optical wave are the result of very different
origins, however interestingly enough, they share many similar properties. For example, each
effect leads to the broadening of an initial intensity profile; diffraction broadens a beam in
space while dispersion broadens a pulse in time. However, there is one difference that
truly separates dispersion apart from diffraction: dispersion is material dependent. In fact,
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dispersion is zero in vacuum and in certain materials at specific wavelengths. Furthermore,
dispersion can be normal (positive) or anomalous (negative) for a given wavelength. On
the other hand, diffraction is strictly a geometrical effect and depends only weakly on the
medium in which the light propagates, and in continuous systems, it is always positive.
Since dispersion is material dependent, it can be compensated by changing the material
and/or the geometry of a waveguide. Optical silica glass fibers can be designed to cancel
dispersion or even change its sign [113]. In addition, dispersion managed optical fiber systems
have been demonstrated via the use of alternating fibers that possess positive and negative
dispersion [51–54].
In this section, we will show that, in addition to spatial filtering, the same waveguide
interface structure can be used for diffraction compensation. This can be understood by
looking back at Fig. 5.2 again. The circles on each diagram show a point at which transmis-
sion occurs. Notice that in both depicted cases, the dispersion relations for the input and
output arrays have opposite curvature. Since diffraction is related to the curvature of the
dispersion relation, a beam can experience positive diffraction in the input region and then
negative diffraction in the output section after passing through the interface or vice versa.
As a result, diffraction compensation can be accomplished in much the same way temporal
dispersion compensation can be done in optical fibers [51–54].
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5.3.1 The Transfer Function of a 1D Array
Let’s consider the continuous approximation for the evolution of the discrete field envelope
as given in Eq. (2.136),
i
{
∂ϕ
∂z
+ vx
∂ϕ
∂x
}
+ γ
∂2ϕ
∂x2
= 0, (5.22)
where ϕ is the field envelope, vx = 2κD sin (kx0D) is the transverse velocity and γ =
κD2 cos (kx0D) is the diffraction coefficient.
The field envelope can be written as the superposition of an infinite number of plane
waves. Thus, if the electric field at the input (z = 0) has the form
E = ϕeikx0Dx/D = ϕeikx0x, (5.23)
the Fourier transform of E is
Φ0 (kx − kx0) =
∞∫
−∞
ϕ (x) eikx0xe−ikxxdx. (5.24)
Therefore, the electric field as a function of x and z is
E (x, z) =
1
2pi
∞∫
−∞
Φ0 (kx − kx0) eikxxeikzzdkx. (5.25)
Let Kx = kx − kx0, therefore kx = kx0 +Kx. From the dipersion relation of a 1D waveguide
array kz (kx) = β + 2κ cos (kxD) and by using Taylor series, we can write kz (kx0 +Kx) as
kz (kx0 +Kx) = kz0 + k
′
z0Kx +
k′′z0
2
K2x + · · · , (5.26)
where
knz0 =
dnkz
dkx
∣∣∣∣
kx0
. (5.27)
So, kz can be approximately written as
kz = β + 2κ cos (kx0D)− 2κD sin (kx0D)Kx − κD2 cos (kx0D)K2x (5.28)
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This can be substituted into Eq. (5.25) to give,
E (x, z) =
1
2pi
∞∫
−∞
Φ0 (Kx) e
i(kx0+Kx)xeiz{β+2κ cos(kx0D)−2κD sin(kx0D)Kx−κD2 cos(kx0D)K2x}dKx.
(5.29)
This solution can be written in terms of an envelope ϕ(x, z) and a carrier plane wave as,
E (x, z) = ϕ (x, z) eikx0xei{β+2κ cos(kx0D)}z. (5.30)
Thus,
ϕ (x, z) =
1
2pi
∞∫
−∞
Φ0 (Kx) e
i{x−2κD sin(kx0D)z}Kxe−iκD
2 cos(kx0D)zK2xdKx. (5.31)
Remembering that in Eq (5.22) vx = 2κD sin (kx0D) and γ = κD
2 cos (kx0D), ϕ (x, z) can
be written as
ϕ (x, z) =
1
2pi
∞∫
−∞
Φ0 (Kx) e
i{x−vxz}Kxe−iγzK
2
xdKx. (5.32)
Moving to a moving coordinate system such that η = x− vxz
ϕ (η, z) =
1
2pi
∞∫
−∞
Φ0 (Kx) e
iKxηe−iγzK
2
xdKx. (5.33)
Taking the Fourier transform of ϕ (η, z), we have
FT {ϕ (η, z)} = Φ0 (Kx) e−iγzK2x . (5.34)
Equation (5.34) gives the Fourier transform of the field envelope with respect to the input
spectrum, therefore the transfer function of the array is
H (Kx) = e
−iγzK2x . (5.35)
94
5.3.2 Diffraction Compensation
Consider an optical beam propagating across a waveguide hetero-junction. At the input,
the beam has a spatial frequency spectrum Φ1 (Kx). After propagating a distance z1 in the
input array, the spectrum of the beam will become
Φ2 (Kx) = Φ1 (Kx) e
−iγ1z1K2x , (5.36)
where γ1 = κ1D
2 cos (kxInD). Assuming that the beam is transmitted to the output array,
then after a propagation distance z2 in the output array, the spectrum of the beam will “see”
the total transfer function of the filter, i.e.
HT (Kx) = e
−iγ1z1K2xe−iγ2z2K
2
x , (5.37)
where γ2 = κm+3D
2 cos (kxOutD). If diffraction compensation is to be achieved, then
HT (Kx) = 1. (5.38)
The resulting condition for diffraction compensation is then found to be
γ1z1 + γ2z2 = 0
κ1D
2 cos (kxInD) z1 + κm+3D
2 cos (kxOutD) z2 = 0 (5.39)
From Eq. (5.7), cos(kxOutD) = −∆β/ (2κm+3) + (κ1/κm+3) cos(kxInD). Substituting into
Eq. (5.39), we find the propagation distance z2 in the output array required to compensate
the diffraction that occurred after propagating a distance z1 in the input array:
z2 =
κ1 cos (kxInD)
∆β/2− κ1 cos (kxInD)z1. (5.40)
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Figure 5.7: The spot size, W of a discrete Gaussian beam as a function of propagation
distance for a uniform 1D array (red line) and after an array interface (blue line) when
kxD = 1.1.
As was done in the filter case, the above analysis is verified by solving Eq (5.1) using
a BPM to simulate beam propagation across an array hetero-junction. Consider the same
silica glass waveguide array. The background refractive index of this system is n0 = 1.5.
The effective core radius of each waveguide is a = 5.3 µm and the distance between adjacent
waveguide centers is D = 15.9 µm. Every waveguide is designed to be single moded for
λ0 = 1.5 µm. In the input array, the linear index difference between the core and cladding
is δ = 3× 10−3 and the coupling coefficient between nearest neighbors is κ1 = 0.268 mm−1.
The propagation constant of the mode in the waveguides of the input array is β1 = 6.289
µm−1 and the output array is designed such that ∆β/κ1 = 1.5. The interface region again
contains m = 5 waveguides.
Figure 5.7 shows the beam waist of a Gaussian input beam of beamwidth W ≈ 32µm
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as a function of propagation distance, z, for a uniform array and an array interface when
kxD = 1.1. The diffraction compensation is obvious. For example, at a distance of 6cm, the
beam would have expanded to a width of 140 µm in a uniform array, whereas it recompresses
below 60 µm after crossing the interface. The reason that the beam does not completely
recover its original waist is due to the fact that the interface also tends to strip away the
high frequency components of the beam due to the low pass filter response.
5.4 Hybrid Discrete Solitons
As discussed in the previous chapter, discrete surface waves exist along the interface
between nonlinear continuous media and semi-infinite waveguide arrays. In the structures
being considered in this chapter, an interface is created between two semi-infinite arrays,
therefore it is reasonable for one to deduce that discrete nonlinear surface states exist along
this interface as well. In this section, we will show that this is indeed the case and that these
surface dynamics lead to the existence of “hybrid” discrete solitons.
As mentioned earlier, the dispersion relations of the input and output arrays are shifted
downwards or upwards with respect to each other by an amount ∆β. If the ∆β is large
enough (|∆β| > 4κ1), a gap opens up between the respective dispersion curves of the input
and output arrays, thus there is no value of kz that lies in both bands simultaneously.
However in the nonlinear regime, the propagation constant kz can be moved into this gap.
In this case, nonlinear surface states having the same propagation eigenvalue can be found
for both array sections. However, this value of kz is located within the semi-infinite band gap
(where in-phase surface waves exist [49]) of one semi-infinite array, while also lying in the
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band gap between the first and second bands (where staggered surface waves exist) of the
other semi-infinite section as shown in Fig. 5.8. Since the two surface states (one in-phase
and one staggered) have the same propagation eigenvalue, they propagate together forming
a “hybrid” discrete soliton.
Figure 5.8: Diagram depicting the shift between the dispersion relations of the of two different
semi-infinite arrays. The band on the right is shifted enough to allow a band of eigenvalues
that lie above the left band and below the right band, thus leading to hybrid soliton states
5.4.1 Hybrid Discrete Soliton Solutions and Stability
In order to identify hybrid DS states, consider the coupled mode equation for the modal
field amplitudes,
i
dEn
dz
+ δnEn + κ1 (En−1 + En+1) +
k0n2
2
|En|2En = 0, (5.41)
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where δ = βn− β1, and we have assumed that the array system has been designed such that
the coupling coefficient remains constant throughout the structure. Normalizing Eq. (5.41),
we obtain
i
dUn
dξ
+
δn
κ1
Un + Un−1 + Un+1 + |Un|2Un = 0, (5.42)
where ξ = κ1z and En = ρUn (ρ =
√
2κ/k0n2). Let’s consider a discrete soliton solution of
the form
Un = ψne
iλξ, (5.43)
where λ is the normalized propagation constant of the DS. Substituting this Eq. (5.43) into
Eq. (5.42), we obtain (
δn
κ1
− λ
)
ψn + ψn−1 + ψn+1 + ψ3n = 0. (5.44)
Let n ≤ 0 correspond to the input array and n > 0 to the output array. Therefore, we can
write δn as
δn =

0 for n ≤ 0
∆β for n > 0
(5.45)
There are no analyitical solutions for hybid DS, therefore the solutions must be found
numerically. Since Newtonian relaxation methods are used to find the hybrid solutions, we
must determine an initial guess that is close to what the actual solution is. To find this
guess, we must consider the semi-infinite input and output arrays separately in isolation and
obtain the highly-confined discrete surface states that exist in each array.
First, let’s consider the input array. From Eqs. (5.44) and (5.45), the coupled mode
equation for the electric field envelope is given by,
− λψn + ψn−1 + ψn+1 + ψ3n = 0 for n ≤ 0. (5.46)
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Assuming that ∆β is positive (as depicted in Fig. 5.8), we expect the in-phase component
of the hybrid DS to be located in the input array. Thus we assume a surface wave solution
of the form
ψn = A0e
−ν|n|, (5.47)
where A0 is the maximum amplitude of the surface wave solution and ν describes how the
solution decays with n. By substituting this form into Eq. (5.46) and writing the equations
for n = 0 and n = −1, we respectively obtain
− λ+ e−ν + A20 = 0 (5.48)
−λ+ eν + e−ν = 0 (5.49)
From Eq. (5.49), λ = exp(ν) + exp(−ν). Substituting this into Eq. (5.48), we find that the
amplitude of the surface wave is given by
A0 = e
ν/2. (5.50)
The parameter nu is determined from Eq. (5.49) to be
ν = cosh−1
{
λ
2
}
(5.51)
Similarly, staggered discrete surface waves of the form
ψn = (−1)n−1B0e−µ(n−1) (5.52)
can be identified within the output array (n > 0). Again from Eqs. (5.44) and (5.45), the
coupled mode equation for the electric field envelope in the output array is given by,
(
∆β
κ1
− λ
)
ψn + ψn−1 + ψn+1 + ψ3n = 0. (5.53)
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Substituting Eq. (5.52) into Eq. (5.53) and writing the equations for n = 1 and n = 2, one
obtains
∆β
κ1
− λ+ e−µ +B20 = 0 (5.54)
∆β
κ1
− λ+ eµ + e−µ = 0 (5.55)
Using the same procedure used to find A0 and ν, we find B and µ to be
B0 = e
µ/2 (5.56)
µ = cosh−1
{
∆β/κ1 − λ
2
}
(5.57)
Therefore, in summary, to find the hybrid DS solution of the Eq. (5.44), our initial guess
that is used in the Newtonian relaxation is
ψn =

A0e
−ν|n| for n ≤ 0
B0e
−µ(n−1) for n > 0
, (5.58)
where
A0 = e
ν/2 (5.59)
B0 = e
µ/2 (5.60)
ν = cosh−1
{
λ
2
}
(5.61)
µ = cosh−1
{
∆β/κ1 − λ
2
}
(5.62)
As demonstration example, let ∆β = 10κ1, therefore the dispersion curve of the output
array is shifted up with respect to that of the input array as shown in Fig. 5.8. As a
result, we expect to find hybrid DS solutions composed of an in-phase surface wave for
n ≤ 0 and a staggered surface wave for n > 0 and in this case, the propagation eigenvalues
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of such solutions were found to exist in the range 2.98 < λ < 8. Figure 5.9(a) shows an
in-phase/staggered hybrid DS with a propagation eigenvalue λ = 7.65. Upon inspection of
the eigenvalues associated with soliton perturbations shown in Fig. 5.9(b), it is clearly seen
that there are no eigenvalues with imaginary components, therefore this solution is stable.
It is also important to note that the closer the propagation eigenvalue of the solution gets to
the lower existence limit (λ = 2 in this case), the broader in-phase component will become
while the staggered component will be more and more confined. The exact opposite occurs
when the propagation constant approaches its upper limit (λ = 8), i.e. the in-phase part
becomes more confined while staggered component broadens. Once λ is increased beyond
the upper limit (λ ≥ 8), the staggered component becomes infinitely broad and a new family
of hybrid states exists as show in Fig. 5.10(a) for λ = 10. Looking at the eigenvalues of field
perturbations in Fig. 5.10(b), we see that these semi-infinite hybrid states are stable.
The existence of such hybrid entities is a result of the staggered “plane” wave solution of
the DNLS equation. In order to show this, consider once again the governing equation for
the output array (Eq. (5.53))
(
∆β
κ1
− λ
)
ψn + ψn−1 + ψn+1 + ψ3n = 0, (5.63)
and let ψn take the form of the staggered “plane” wave,
ψn = A0 (−1)n . (5.64)
Substituting Eq. (5.64) into Eq. (5.63), we find
A20 = 2−
(
∆β
κ1
− λ
)
. (5.65)
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Figure 5.9: (a) An in-phase/staggered hybrid DS for λ = 7.65 and (b) the corresponding
eigenvalue diagram for soliton perturbations. All of the eigenvalues are real, therefore the
solution is stable.
Figure 5.10: (a) A semi-infinite in-phase/staggered hybrid state for λ = 10 and (b) the
corresponding eigenvalue diagram for soliton perturbations. All of the eigenvalues are real,
therefore the solution is stable.
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Therefore, this solution exists for
(
∆β
κ1
− λ
)
≤ 2. (5.66)
In the example considered here (∆β = 10κ1), such a solution exists for λ ≥ 8. This is
precisely where we find the existence of the semi-infinite hybrid states.
104
CHAPTER 6: ANISOTROPIC DIFFRACTION AND
DISCRETE ELLIPTIC SOLITONS IN 2D WAVEGUIDE
ARRAYS
Thus far in this work only one dimensional waveguide array systems have been considered.
A natural progression is to extent these studies to two-dimensional array systems. In this
chapter, it will be demonstrated that two-dimensional discrete waveguide arrays are signif-
icantly more complex and versatile than their one-dimensional counterparts in both their
linear (diffraction) and nonlinear optical dynamics. By employing coupled mode theory,
Section 6.1 shows that the diffraction properties of a square 2D lattice can be manipulated
according to the position of the Bloch k-vector within the Brillouin zone. Such 2D discrete
diffraction is, in general, anisotropic, therefore causing a beam to exhibit diffraction behavior
that is not possible in homogeneous systems. As will be shown in Section 6.2, in nonlinear
arrays, this interesting process ultimately leads to the existence of a new class of discrete
soliton, namely discrete elliptic solitons.
Figure 6.1(a) schematically shows a 2D array of waveguide cores embedded in a bulk
cladding material. For the purposes of this discussion, consider, a 2D square waveguide
lattice fabricated in silica glass (n0 = 1.5) in which all waveguides are identical and separated
by a distance D in both the X and Y directions as shown in the array cross-section of Fig.
6.1(b). Each waveguide is of the step-index type and is designed to be single moded at the
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Figure 6.1: (a) Schematic drawing of a 2D array of waveguide cores embedded in a bulk
material. (b) Cross-sectional view of the 2D array shown in (a)
operating wavelength of λ0 = 1.5 µm. The linear index difference between core and cladding
is δ = 3 × 10−3, the effective core radius of each waveguide is taken here to be a = 5.3
µm, and the distance between adjacent waveguides is D = 15.9 µm. For these values of
the parameters, the linear coupling coefficient between nearest neighbors is κ = 0.284 mm−1
and the ratio of long range to nearest-neighbor interactions is c/κ = 0.15. If we assume
that the material has a saturable Kerr nonlinearity (as in photorefractives [28,34]), then the
evolution of the field envelope obeys the following nonlinear paraxial equation:
iϕZ +
1
2k
52⊥ ϕ+
kδ
n0
f(X, Y )ϕ+
kn2
n0
ϕ2s|ϕ|2
ϕ2s + |ϕ|2
ϕ = 0, (6.1)
where ϕ is the electric field envelope, k = 2pin0/λ0, the function f(X, Y ) represents the
normalized linear refractive index distribution of the waveguide array and ϕ2s is the saturation
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intensity.
The difference between 1D and 2D arrays becomes apparent when coupled mode theory
is applied. In the case of a square 2D lattice of identical waveguides, the discrete coupled
mode equation is
i
∂Em,n
∂Z
+ βEm,n + κ (Em−1,n + Em+1,n + Em,n−1 + Em,n+1)
+c (Em−1,n−1 + Em−1,n+1 + Em+1,n−1 + Em+1,n+1) +
k0n2
2
ϕ2s|Em,n|2
ϕ2s + |Em,n|2
Em,n = 0. (6.2)
Here, each waveguide couples to its four nearest neighbors with a coupling strength κ as well
as to its four diagonal neighbors with coupling strength c. The indices m and n represent
the waveguide number in the X and Y directions respectively.
6.1 Linear Diffraction Properties
As is the case in 1D arrays at low power levels, evanescent field coupling results in the
redistribution of power throughout the array during propagation. In the linear regime, the
coupled mode equation for the modal field amplitudes is obtained form Eq. (6.2) to be:
i
∂Em,n
∂Z
+ βEm,n + κ (Em−1,n + Em+1,n + Em,n−1 + Em,n+1)
+c (Em−1,n−1 + Em−1,n+1 + Em+1,n−1 + Em+1,n+1) = 0. (6.3)
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6.1.1 Single Waveguide Excitation
The discrete dispersive nature of such 2D arrays becomes apparent when only one waveg-
uide is initially excited, i.e.
Em,n =

E0 : m = n = 0
0 : m 6= 0, n 6= 0
. (6.4)
Assuming that the long range coupling effects are relatively small (c ≈ 0), the following
analytical approximation for Em,n as a function of Z can be obtained:
En(Z) = i
m+nE0Jm(2κZ)Jn(2κZ) exp(iβZ), (6.5)
where Jν(x) represents a Bessel function of order ν. A direct outcome of this solution is
the fact that most of the power couples away from the central waveguide in four main lobes
traveling along the 45◦ diagonals of the array with only a small amount along the horizontal
and vertical directions. This is shown in Fig. 6.2(a) in which the modal field amplitudes are
dressed with Gaussian functions. In order to assess the accuracy of Eq. (6.5), a numerical
BPM simulation of Eq. (6.1) was performed when only the central waveguide was initially
excited. Figure 6.2(b) shows that the analytic approximation is in excellent agreement with
the exact numerical simulations carried out on Eq. (6.1). This is the case, since the long
range coupling in this case is very weak, i.e. c/κ = 0.15.
6.1.2 Linear Diffraction of a 2D Discrete Field Envelope
In 2D waveguides arrays, the diffraction properties of discrete beams having a finite
spatial envelope are just as unique. In this section, we will analyze the linear diffraction
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Figure 6.2: The 2D discrete diffraction pattern for a single waveguide excitation as given
by (a) the analytical approximation En(Z) = i
m+nE0Jm(2κZ)Jn(2κZ) exp(iβZ) and (b) a
BPM simulation of the paraxial equation for a propagation distance Z ' 0.8 cm.
dynamics of a finite 2D optical beam. The 2D dispersion relation can be found by assuming
the following infinite plane wave solution,
En = E0e
imkXDeinkYDeikZZ . (6.6)
Since the array is periodic in both transverse directions, the wave now has a Bloch momentum
vector of (kXD, kYD) within the first 2D Brillouin zone. Substituting Eq. (6.6) into Eq.
(6.3), the 2D dispersion relation of this waveguide lattice is,
kZ = β + 2κ cos(kXD) + 2κ cos(kYD) + 4c cos(kXD) cos(kYD). (6.7)
Figures 6.3(a) and (b) respectivly show a 3D plot and a shaded contour plot of the dispersion
relation in the first Brillouin zone (−pi ≤ kXD ≤ pi and −pi ≤ kYD ≤ pi).
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Figure 6.3: (a) A 3D plot of the 2D sinusoidal dispersion relation of a 2D waveguide array
in the first Brillouin zone and (b) a shaded contour plot of the dispersion relation.
Now, let us consider and optical beam having a discrete spatial envelope ϕm,n such that
the electric field has the form
Em,n = ϕm,ne
imkX0DeinkY 0D, (6.8)
where ϕm,n is the discrete modal field amplitude and kX0D and kY 0D respectively represent
the phase difference between adjacent waveguides in the X and Y directions. Physically,
kX0D and kY 0D define a Bloch momentum vector within the Brillouin zone, kkX0D,kY 0D =
kX0DXˆ + kY 0DYˆ. Substituting this form for the electric field into Eq. (6.3), one obtains
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the coupled mode equation that describes the evolution of the discrete field envelope ϕm,n:
i
∂ϕm,n
∂Z
+ βϕm,n + κ
(
ϕm−1,ne−ikX0D + ϕm+1,neikX0D + ϕm,n−1e−ikY 0D + ϕm,n+1eikY 0D
)
+c
(
ϕm−1,n−1e−i(kX0D+kY 0D) + ϕm−1,n+1e−i(kX0D−kY 0D) (6.9)
+ϕm+1,n−1ei(kX0D−kY 0D) + ϕm+1,n+1ei(kX0D+kY 0D)
)
= 0.
By applying the continuum approximation, the propagation dynamics of the discrete field
envelope can be described in the continuous regime. The values of the discrete field envelope
are approximated by using Taylor series expansions:
ϕm±1,n = ϕ±DϕX + D
2
2
ϕXX (6.10)
ϕm,n±1 = ϕ±DϕY + D
2
2
ϕY Y (6.11)
ϕm+1,n±1 = ϕ+DϕX ±DϕY + D
2
2
(ϕXX + ϕY Y )±D2ϕXY (6.12)
ϕm−1,n±1 = ϕ−DϕX ±DϕY + D
2
2
(ϕXX + ϕY Y )∓D2ϕXY (6.13)
where D is the waveguide separation, and ϕX and ϕY are first derivatives and ϕXX and
ϕY Y are second derivatives with respect to X and Y , respectively. ϕXY is a mixed partial
derivative with X and Y . The higher order derivatives in the expansion can be neglected
assuming broad input beams. Applying these expansions to Eq. (6.9) one finds the following
continuous evolution equation for the field envelope,
i
{
∂ϕ
∂Z
+ vX
∂ϕ
∂X
+ vY
∂ϕ
∂Y
}
+ αϕ+ γ
∂2ϕ
∂X2
+ δ
∂2ϕ
∂Y 2
+ ε
∂2ϕ
∂X∂Y
= 0, (6.14)
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where the coefficients vX , vY , α, γ, δ, and  are given by
vX = 2κD sin (kX0D) + 4cD sin (kX0D) cos (kY 0D) (6.15)
vY = 2κD sin (kY 0D) + 4cD sin (kY 0D) cos (kX0D) (6.16)
α = β + 2κ cos (kX0D) + 2κ cos (kY 0D) + 4c cos (kX0D) cos (kY 0D) (6.17)
γ = κD2 cos (kX0D) + 2cD
2 cos (kX0D) cos (kY 0D) (6.18)
δ = κD2 cos (kY 0D) + 2cD
2 cos (kX0D) cos (kY 0D) (6.19)
ε = −4cD2 sin (kX0D) sin (kY 0D) . (6.20)
The parameters vX and vY give the transverse velocity of the beam in the X and Y directions
as it propagates in the lattice. α gives the propagation constant of the beam. The amount
of diffraction in the X and Y directions is determined by the quantities γ and δ. Finally, ε
is the diffraction coefficient that results from the long range couplings.
Notice that from Eqs. (6.18), (6.19) and (6.20), the diffraction coefficients γ, δ, and ε
depend on the values of kX0D and kY 0D, thus in the linear regime, the diffraction behavior
of the array can be tailored/altered depending on the position of the Bloch momentum
vector within the Brillouin zone. It is also clear that, in general, γ, δ, and ε are not equal,
and as a consequence the diffraction behavior in 2D waveguide arrays is anisotropic and in
some cases highly anisotropic). This leads to a host of possibilities that are not possible
in continuous systems. For example, not only can the strength of diffraction differ in each
transverse direction, but the type (± sign) can also be different, i.e. normal diffraction in
one direction and anomalous diffraction in the other, depending on the X − Y curvature of
the first band (dispersion relation).
Figure 6.4 shows BPM simulations of the diffraction of the circular 2D discrete Gaussian
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Figure 6.4: (a) Circular discrete Gaussian input beam. (b) Discrete diffraction similar to
continuous systems occurs when the beam is launched straight into the array (kX0D =
kY 0D = 0). (c) kX0D = pi/2 and kY 0D = 0 results in highly anisotropic diffraction. (d)
Diffraction in both directions can be minimized if kX0D = kY 0D = pi/2, although higher
order diffraction effects slightly distort the beam.
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input beam (shown in Fig 6.4(a)) for different Bloch vectors. If the beam is launched straight
into the array such that kX0D = kY 0D = 0, then as can be seen in Fig. 6.4(b) the beam
diffracts in much the same way as it would in a continuous system. However, since the light
is confined in the waveguides the diffraction is discrete. If the input angle is increased in the
X direction to make kX0D = pi/2 (θX = 1.35
◦) while keeping kY 0D = 0, from Eqs. (6.18)
and (6.19) it can be seen that γ = 0, thus there is minimal diffraction in the X direction.
However, δ is maximized leading to the highly anisotropic diffraction seen in Fig. 6.4(c),
where the beam diffracts significantly only in the Y direction resulting in a highly elliptic
beam. Also in Fig. 6.4(c), the beam traveled across the array in the transverse X direction
since vX is finite and vY = 0 as is determined from Eqs. (6.15) and (6.16). Diffraction
can be minimized in both directions by launching the beam with θX = θY = 1.35
◦ so that
kX0D = kY 0D = pi/2. Since kX0D = kY 0D, vX = vY and the beam travels at a 45
◦ angle in
the transverse plane. For these launch angles both γ and δ are zero and Fig. 6.4(d) shows
that there only a small amount of third order diffraction distorting the beam. Third order
diffraction manifests itself through oscillations at either the leading or trailing edges of the
beam depending on whether it is negative or positive, respectively [60]. In a 2D waveguide
array, the third order diffraction term is negative resulting in the small deformations on the
leading X and Y edges of the beam seen in Fig. 6.4(d).
6.2 Discrete Elliptic Solitons
As in the 1D case, the dispersive behavior of the lattice can be suppressed via material
nonlinearity, therefore, leading to the formation of 2D discrete solitons [1,34]. Since discrete
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solitons form from the balance between diffraction and nonlinearity, elliptic discrete solitons
are possible in 2D waveguide arrays as a result of the diffraction anisotropy they exhibit. For
a given amount of nonlinearity, the width of a soliton is related to the amount of diffraction,
therefore, if there is more diffraction in the Y direction than in the X direction, the soliton
solution will be broader in the Y direction. Thus, the soliton will have an elliptical shape
and the amount of ellipticity depends on the Bloch momentum vector (kXD, kYD).
To begin the analysis of elliptic discrete soliton, we first normalize Eq. (6.2) such that
z = κZ and the field is rescaled with respect to the saturation field ϕs such that Em,n =
ρϕsUm,n to obtain
i
∂Um,n
∂z
+ βUm,n + Um−1,n + Um+1,n + Um,n−1 + Um,n+1
+r (Um−1,n−1 + Um−1,n+1 + Um+1,n−1 + Um+1,n+1) +
|Um,n|2
1 + ρ2|Um,n|2Um,n = 0 (6.21)
where Um,n is the normalized modal field amplitude in waveguide (m,n), r ≡ c/κ, and
ρ2 = 2κ/k0n2ϕ
2
s. Following the same procedure that was used in the linear array, let Um,n
have the form
Um,n = Φm,ne
imkxdeinkyd. (6.22)
Substituting this form of Um,n into Eq. (6.21) and by again applying the Taylor series
expansions in Eqs. (6.10) - (6.13), the evolution of the discrete envelope Φm,n is described
in the continuous regime, i.e.,
i
{
∂Φ
∂z
+ vx
∂Φ
∂x
+ vy
∂Φ
∂y
}
+ αΦ + γ
∂2Φ
∂x2
+ δ
∂2Φ
∂y2
+ ε
∂2Φ
∂x∂y
+
|Φ|2
1 + ρ2|Φ|2Φ = 0, (6.23)
where vx = 2d sin(kxd) + 4rd sin(kxd) cos(kyd) and vy = 2d sin(kyd) + 4rd sin(kyd) cos(kxd)
are the transverse velocities in the normalized x = X/a and y = Y/a directions. α =
115
β+2 cos (kxd)+2 cos (kyd)+4r cos (kxd) cos (kxd) is the propagation constant and the array
diffraction coefficients are given by γ = d2 cos(kxd)+2rd
2 cos(kxd) cos(kyd), δ = d
2 cos(kyd)+
2rd2 cos(kxd) cos(kyd), and ε = −4rd2 sin(kxd) sin(kyd), where distance between waveguides
is also scaled as d = D/a.
Let Um,n = ψm,n exp (iαz), therefore
i
{
∂ψ
∂z
+ vx
∂ψ
∂x
+ vy
∂ψ
∂y
}
+ γ
∂2ψ
∂x2
+ δ
∂2ψ
∂y2
+ ε
∂2ψ
∂x∂y
+
|ψ|2
1 + ρ2|ψ|2ψ = 0, (6.24)
A coordinate translation transformation can be applied to eliminate the transverse velocity
terms, i.e. ξ = z, η = x− vxz, and τ = y − vyz, to obtain
i
∂ψ
∂ξ
+ γ
∂2ψ
∂η2
+ δ
∂2ψ
∂τ 2
+ ε
∂2ψ
∂η∂τ
+
|ψ|2
1 + ρ2|ψ|2ψ = 0, (6.25)
In the search for soliton solutions, we would like to remove that mixed derivative term
∂2ψ/∂η∂τ . This is achieved by a coordinate rotation where the new coordinates (u, v) are
given by  u
v
 =
 cos θ sin θ
− sin θ cos θ

 η
τ
 . (6.26)
Thus, the rotation angle θ for which the mixed derivative term is zero is found to be
tan(2θ) = 4r
sin(kxd) sin(kyd)
cos(kyd)− cos(kxd) , (6.27)
and the continuous equation describing the evolution of the field envelope is
i
∂ψ
∂ξ
+ µ
∂2ψ
∂u2
+ ν
∂2ψ
∂v2
+
|ψ|2
1 + ρ2|ψ|2ψ = 0, (6.28)
where
µ = γ cos2 θ + δ sin2 θ + ε cos θ sin θ (6.29)
ν = γ sin2 θ + δ cos2 θ − ε cos θ sin θ. (6.30)
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Figure 6.5: The major axis of the elliptical soliton envelope is rotated by an angle θ with
respect to the x axis
In the nonlinear regime, based on Eq. (6.28), discrete elliptic solitons are expected
to exist with their principal axes lying along the new rotated (u,v) coordinates with their
amount of ellipticity determined by the diffraction anisotopy ε and µ as shown in Fig. 6.5.
Note that the parameters θ, ε, and µ depend again on kxd and kyd. Thus, the orientation of
these discrete elliptic solitons, as well as their ellipticity, are also determined by the position
of the Bloch momentum vector within the Brillouin zone. To identify such discrete elliptic
solitons, their envelope function is first obtained by numerically solving Eq. (6.28) and is
then used as input in Eq. (6.1) in order to exactly monitor the discrete soliton transport
dynamics. An example of discrete elliptic soliton formation with kxd = 0.8 and kyd = 0 is
illustrated in Fig. (6.6). Under linear conditions, the elliptic input beam (corresponding to
the elliptic discrete soliton of Eq. (6.28) at z = 0) considerably diffracts in this array after
2.4 cm as shown in Fig. 6.6(b). On the other hand, in the presence of nonlinearity, this same
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elliptic beam remains practically invariant throughout propagation indicating formation of
an elliptic discrete soliton. In addition, we found that when the magnitude of the Bloch
vector is in the range
√
kxd2 + kxd2 ≤ 0.6 (near the bottom of the Brillouin zone) the 2D
discrete solitons are almost circular and propagate invariantly in the lattice. However, at
higher values of (kxd, kxd), where the DS becomes appreciably elliptic, we found that it tends
to destabilize into a circular shape due to higher order effects. We also attribute this behavior
to the fact that for arbitrary (kxd, kxd) parameters, the discrete soliton sees a non-periodic
environment during propagation.
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Figure 6.6: (a) Discrete elliptic soliton solution for kxD = 0.8 and kyD = 0. (b) In the linear
regime, the beam diffracts considerably. (c) When nonlinearity is present, a discrete elliptic
soliton is formed.
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CHAPTER 7: 2D VECTOR DISCRETE SOLITONS
As is the case with 1D arrays, 2D waveguide lattices also support vector DSs. In this chapter,
we will identify and investigate 2D vector DS in models of square lattices of nonlinear optical
waveguides. These vector self-localized states are, in fact, self-induced channels in a nonlinear
photonic-crystal matrix. Such vector solitons states can exist through the mutual trapping of
two orthogonally polarized waves. Optical beams exhibiting different carrier wavelengths can
also behave the same way. Using Newton relaxation methods, we will obtain stationary 2D
vector DS solutions, examine their stability through the computation of linearized eigenvalues
for small perturbations. We will also estimate the physical parameters necessary for the
formation of such soliton entities.
7.1 Formulation of the Problem
We consider a 2D square nonlinear waveguide array consisting of identical regularly
spaced elements. Each waveguide is assumed to be linearly and circularly birefringent and
therefore carries two circular or linear mutually orthogonal polarization modes that inter-
act nonlinearly via XPM. If the birefringence is very high, FWM effects are negligible and
thus are omitted in this study. In a birefringent core, the circular polarizations are linearly
coupled [114]. A similar situation exists in a twisted core when linear polarizations are in-
volved [114]. In addition to that, one may also consider the case when two light beams have
120
two different wavelengths. In this case, linear coupling is absent and effectively the dynamics
of the problem are dictated by nonlinear SPM and XPM interactions.
The appropriately normalized general model, involving all the above-mentioned processes,
takes the form
i
dψm,n
dz
= −∆2ψm,n − (|ψm,n|2 + β|φm,n|2)ψm,n − κφm,n (7.1)
i
dφm,n
dz
= −∆2φm,n − (|φm,n|2 + β|ψm,n|2)φm,n − κψm,n, (7.2)
∆2ψmn ≡ C(ψm+1,n + ψm−1,n + ψm,n+1 + ψm,n−1 − 4ψm,n) (7.3)
where z is the propagation distance along the waveguides, and β is the ratio of the XPM
and SPM coefficients. For electronic nonlinearities the interaction between two linear po-
larizations is associated with β = 2/3, whereas for the circular polarizations, β = 2; the
latter value applies also to the case where the modes ψm,n and φm,n involve different car-
rier wavelengths [114]. The linear coupling constant C between adjacent waveguides, which
appears in the definition of the 2D discrete Laplacian ∆2 (see Eq. (7.3), is related to the
effective lattice spacing h as C = 1/h2. κ accounts for the linear coupling (if any) among
the two modes inside each waveguide. It is obvious that κ can be made positive or negative
depending on the sign of the birefringence nx − ny . When we consider the effect of κ on
the dynamical properties of solitons we will, for completeness, display the results for both
κ > 0 and κ < 0. Note that, for the symmetric soliton, the linear coupling yields negative
and positive contributions, respectively, to the system’s Hamiltonian in the cases κ > 0 and
κ < 0. Therefore one may expect that the solitons may be stable in the former case and
unstable in the latter case. It will be demonstrated that this is true indeed.
Before we proceed to identify solitons, it is important to analyze the spectrum of linear
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modes in the system. Searching for a solution of the linearized equations (7.1) and (7.2) in
the standard form
ψm,n = ψ
(0)ei(Λz+kxm+kyn)
φm,n = φ
(0)ei(Λz+kxm+kyn), (7.4)
(where m and n are integers) we find that the dispersion relation includes two branches
Λ = ±κ− 4C [sin2 (kx/2) + sin2 (ky/2)] . (7.5)
As follows from expression (7.5), there are the following two branches in the system’s spec-
trum:
κ− 8C < Λ < κ (7.6)
−κ− 8C < Λ < −κ (7.7)
For example, if κ is a positive parameter, note that a gap,
− κ < Λ < κ− 8C (7.8)
exists between the two branches provided that κ > 4C. It is relevant to compare the allowed
bands (7.6) and (7.7) with a region in the Λ space where solitons are, in principle, possible.
Exponentially decaying tails of the soliton also obey the linearized version of Eqs. (7.1) and
(7.2). In the asymptotic region far from the soliton’s core, one may naturally expect that
the tail becomes asymptotically isotropic (which is corroborated by numerical solutions for
solitons, see below) and the linearized equations may be approximated by their continuum-
limit form. This implies that the asymptotic shape of the tail, in both ψ and φ components,
is ψm,n, φm,n ∼ (m2 + n2)−1/2 exp(iΛz − ρ
√
m2 + n2), where Λ is the soliton’s propagation
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constant and ρ is a positive constant. It then follows that the relation between Λ and ρ
assumes the form
Λ = ±κ+ Cρ2 (7.9)
Comparison of Eq. (7.9) with the allowed branches (7.6) and (7.7) shows that solitons
corresponding to the positive sign of κ in Eq. (7.9) may exist precisely above the upper
band, in accordance with the commonly known principle that the propagation constants
of radiation waves and solitons do not overlap, as otherwise solitons will be losing energy
through emission of radiation.
Solitons which correspond to the negative sign of κ in Eq. (7.9) may overlap with the
upper band, in which case we expect that they do not exist or are unstable (recall that the
dispersion equation (7.9) is only a necessary, but not sufficient, condition for the stability of
the localized solutions). Note that the solitons corresponding to the negative sign of κ in Eq.
(7.9) could potentially exist in the gap of Eq. (7.8), should the gap be present. However, in
this work, we do not consider the case when this gap is possible.
In order to identify vector discrete solitons, we look for stationary solitary-wave solutions
of Eqs. (7.1) and (7.2), which have the form
ψm,n = um,ne
iΛ1z (7.10)
φm,n = vm,ne
iΛ2z (7.11)
where Λ1 and Λ2 are the propagation constants of the two components of the soliton (they
may be different in the absence of linear coupling). The substitution of Eqs. (7.10) and
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(7.11) into Eqs. (7.1) and (7.2) yields equations for the real static fields um,n and vm,n,
F (um,n, vm,n) = ∆2um,n + (|um,n|2 + β|vm,n|2)um,n + κvm,n − Λ1um,n (7.12)
G(um,n, vm,n) = ∆2vm,n + (|vm,n|2 + β|um,n|2)vm,n + κum,n − Λ1vm,n (7.13)
A numerical solution to Eqs. (7.12) and (7.13) (with Λ1 and Λ2, generally, different if k = 0
and with Λ1 ≡ Λ2 if κ 6= 0) will be obtained in the following section by means of a Newton
iteration method. Here, we only consider vector discrete solitons that involve only in-phase
um,n and vm,n components (unstaggered) for stability reasons as these states tend to minimize
the system’s Hamiltonian.
Once the solution is obtained, we will perform linear stability analysis around it, looking
for perturbed solutions as [115–119]
ψm,n = e
iΛ1z[um,n + am,ne
iωz + bm,ne
−iω∗z] (7.14)
φm,n = e
iΛ2z[um,n + cm,ne
iωz + dm,ne
−iω∗z] (7.15)
where  is the infinitesimal amplitude of the perturbation and ω is the eigenvalue correspond-
ing to the linear (in)stability mode.
Thus, the path that is followed in the following section for the numerical investigation of
(7.1) and (7.2) can be summarized as follows:
1. We first solve Eqs. (7.12) and (7.13) numerically.
2. Then the linear stability eigenvalue problem is solved, and the eigenvalues and eigen-
states are obtained.
3. If the computation of the eigenvalues indicates the presence of an instability, we perform
numerical integration of the Eqs. (7.1) and (7.2) with the numerically exact unstable
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solution taken as the initial configuration (in some cases, a small perturbation propor-
tional to the unstable eigenmode is added, in order to accelerate the development of
the instability). The objective is to monitor the evolution of the instability.
These steps will be carried out for four different relevant sets of parameter values, namely:
(i) β = 0, κ 6= 0, and Λ1 = Λ2 ≡ Λ (Λ will be kept fixed); (ii) β = 2 or 2/3, κ = 0, and
Λ1 6= Λ2, which corresponds to the array carrying two polarizations of light (linear if β = 2/3
or circular if β = 2, in both cases without linear mixing between the polarizations) or two
different wavelengths (β = 2). (iii) Arbitrary β 6= 0, κ = 0, and Λ1 = Λ2 ≡ Λ (Λ will be
kept fixed), which is a more formal case, added for the completeness of the study of the
model. (iv) β = 2, 2/3, κ 6= 0, and Λ1 = Λ2 (Λ will be kept fixed), which is the most general
case. It includes, if β = 2, two polarizations with the linear mixing between them. In fact,
the above cases, (i)-(iv), represent one-parameter cuts through the parameter space of each
physical version of the model at a fixed value of the soliton’s propagation constant s. It has
been found that these cuts display the basic phenomenology of the system in the generic
form. In most cases, the cuts are made at fixed values of the propagation constant, but by
varying the linear-coupling constant κ. The purpose of this mode of presentation of results
is to demonstrate the role of the strength of the linear coupling while the size of the soliton,
which can be roughly estimated as Λ−1/2, remains constant.
As mentioned above, the stability analysis, in terms of the eigenvalues of small pertur-
bations, is an important ingredient of the consideration. Therefore, it is relevant to describe
here what types of the eigenvalues may be expected. If κ = 0, there are four zero eigenmodes.
In this case, there are two conserved norms (powers), one for each component. On the con-
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trary, if κ 6= 0, it is evident that only the sum of the two powers,∑m,n(|ψm,n|2 + |φm,n|2), is
conserved. Hence, as soon as κ becomes different from zero, one of the eigenvalue pairs at
the origin has to bifurcate away. Besides that, there are two nonzero translational-eigenvalue
pairs ωtr (one pertaining to each component of the stationary beam). Lastly, there are the
continuous-spectrum branches, obeying the dispersion relations
ω = ±[Λ1 ± κ+ 2C(2− coskx − cosky)] (7.16)
ω = ±[Λ2 − κ+ 2C(2− coskx − cosky)] (7.17)
7.2 Numerical Results
7.2.1 The System with Linear Coupling
We now examine the nature and stability of solutions for the four cases specified in
the preceding section. The first case we consider has parameter values β = 0, κ 6= 0,
and Λ1 = Λ2. We fix h ≡ C−1/2 = 0.75 and Λ1 = Λ2 = 2, and vary κ in the interval
−4 ≤ κ < 2. Note that both positive and negative values of the linear-coupling constant
κ are physically meaningful (the same pertains to the birefringence induced linear mixing
between two circular polarizations [92]). We stress that no soliton solutions have been found,
for fixed Λ1 = Λ2 = 2, in the case κ > 2, in precise agreement with the fact that solitons
cannot exist with Λ < κ, see Eq. (7.9).
Results known from the 1D continuum model of the dual core nonlinear optical fiber
[120] suggest that the solution of two different types may be expected in this case: obvious
symmetric ones, with identical field configurations in the two components, and nontrivial
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solutions with a spontaneously broken symmetry. We start the analysis with the symmetric
solitons.
For κ > 0, we find that, as one of the two phase invariances is broken, only one of the
two phase eigenvalue pairs remains at the origin. The other pair immediately undergoes a
bifurcation along the imaginary axis, yielding an instability of the symmetric soliton, which
sets in at κ = 0. As κ is increased, the amplitude of the solution decreases and its width
increases, so that the norm of the solution decreases, as is shown in Fig. 7.1(a). At κ ≈ 0.24
(corresponding to the minimum in the inset of Fig. 7.1(a) and implying a saddle-node
bifurcation), an additional pair of eigenfrequencies, that has bifurcated from the continuous
spectrum, also becomes imaginary, adding to the instability of the configuration (see Fig.
7.1(b) for κ = 0.3). At this point, we see that the norm of the solution begins to increase
with κ . Finally, as κ is further increased, the first imaginary pair starts moving towards
the real axis (at κ ≈ 1.0). During its return to the real axis, the pair collides with the
second pair of imaginary eigenvalues. The two pairs then continue to approach the real axis
together and become real at κ = 1.7. Therefore, at κ > 1.7, the symmetric soliton is stable,
in analogy with what is known about the continuum dual-core model [120]
We simulated the dynamical evolution of the symmetric soliton in the case in which it
is unstable. We have found, as shown in Figs. 7.1(c) and (d), that the unstable solution
evolves into a state oscillating around an asymmetric configuration, in which most of the
power is contained in one of the two components. The corresponding stationary asymmetric
configuration has been numerically identified and found to be stable at all the values of the
parameters at which it was investigated (0 < κ ≤ 0.4). In particular, for κ = 0.3 (the
same value as that used in Fig. 7.1), the asymmetric configuration and its linear-stability
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eigenvalues are shown in Fig. 7.2.
In the case κ < 0, contrary to what was the case for κ > 0, the symmetric beam
steepens as |κ| is increased and the norm of the solution increases as shown in Fig. 7.3(a).
The eigenvalue bifurcation in this case is along the real axis, hence no instability sets in
for very small |κ|. However, very “soon” at κ = 0.0025 the eigenvalues collide with those
corresponding to the translational modes (which, at these values of the parameters, were
located in the gap between the origin and the continuous spectrum), moving towards the
origin. This event leads to an oscillatory [121–125] (alias Hamiltonian Hopf [126]) bifurcation
to instability through the generation of a quartet of genuinely complex eigenvalues; recall
that, due to the Hamiltonian nature of the problem, when ω is an eigenfrequency, so are
−ω,±ω∗, which together constitute the quartet. This behavior can be observed in the
spectral plane (ωr ,ωi) of Fig. 7.3(b) for κ = −0.45. Eventually, the eigenvalues return to
the continuous band at κ = −3.4 after a tortuous path, but as discussed in Ref. [123], this is
a finite-size effect. In the case of the infinite domain, the eigenvalues return to the axis only
for more negative values of κ . In the latter case, the return occurs beyond the upper-band
edge of the continuous spectrum as opposed to the return that occurs inside the gaps of the
band in the finite system.
Simulating the dynamical evolution of the instability (see Figs. 7.3(c) and (d)), we
typically find that, after some oscillations associated with the nature of the instability, the
soliton of the present type (corresponding to κ < 0) does not rearrange itself into a stable
one. Instead, it completely decays into small-amplitude radiation waves.
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Figure 7.1: (a) The norms (p) of the components as a function of κ for the symmetric
solution. The inset shows that the norms decrease for small values of κ, but increase beyond
for κ > 0.24. (b) The (ωr, ωi) spectral plane for κ = 0.3. The two components at (c) z = 0
on the left and at (d) z = 6 on the right for κ = 0.3. (e) The oscillation of the amplitude
squared of the central site ((m,n) = (20, 20)) of the two components as a function of time.
This suggests the solution is attempting to transform into the stable asymmetric solution.
129
Figure 7.2: (a) The asymmetric solution and its linear stability picture are shown for κ = 0.3.
(b) From the eigenvalues of the perturbed problem the asymmetric solution is stable.
7.2.2 Systems with nonlinear SPM and XPM interactions
We now consider a case with zero linear-coupling and nonzero XPM coefficients: β = 2,
κ = 0, and Λ1 > Λ2 (recall this case pertains to two circular polarizations or two carrier
wavelengths without resonant radiation field inducing transitions between the two compo-
nents). We set, in particular, h ≡ C−1/2 = 0.75 and Λ1 = 3, and gradually decrease Λ2
from the initial value Λ2 = 3. We observe that, in this case, the second component grows
in amplitude, while the first component gradually decreases its amplitude, as is shown in
Fig. 7.4(a). In this case, since κ = 0, both phase eigenvalue pairs are at the origin and both
norms are conserved. This implies that no oscillatory instability can arise in this setting.
Therefore, the only instability that can occur is via an excursion of the eigenvalue pair of the
continuous spectrum through the origin to the imaginary axis. This was, in fact, observed
to occur at Λ2 = 1.35 as shown in Fig. 7.4(b) for Λ2 = 0.6. In this case, the simulated
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Figure 7.3: (a) The norm of each component increases as κ becomes more negative. (b)The
quartet of unstable eigenvalues in the (ωr, ωi) spectral plane for κ = −0.45. (c) The two
components at z = 0 and (d) z = 8 κ = −0.45.
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Figure 7.4: (a) The norm of the first compnent (the line with circles) is decreasing, whereas
the norm of the second component (the line with asteriks) is increasing by the same amount
as Λ2 is decreased. (b) The (ωr, ωi) spectral plane for Λ2 = 0.6. (c) The two components at
z = 0 on the left and at z = 4.0 on the right for Λ2 = 0.6.
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dynamical evolution of the instability leads to the total decay of the soliton into lattice
“phonons”.
In the case of Λ2 > Λ1 (Λ1 is once again fixed to be 3), the first component of the soliton
is the one that grows with Λ2, whereas the second component decreases its amplitude, as
can be seen in Fig. 7.5(a). In this case, the eigenfrequencies move outwards (as opposed to
the inward motion reported above for the case Λ2 < Λ1), hence no instability is observed for
increasing values of Λ2.
The evolution of the continuous spectrum eigenvalues in this case can be directly predicted
from Eqs. (7.16) and (7.17) Since the two bands of the continuous spectrum consist of the
intervals ω ∈ ±[Λ1,Λ1 + 8C] and ω ∈ ±[Λ2,Λ2 + 8C], the motion of the band edges can
be seen to be in agreement with the numerical findings presented above. In fact, we have
also checked that, for Λ2 > Λ1 + 8C, the two bands separate and the continuous spectrum
consists of two distinct intervals.
The situation is different in the case where the XPM coefficient takes the other physically
relevant value, β = 2/3. In this case, for Λ1 > Λ2, it is the first (rather than the second as
in the case β = 2) component of the soliton that grows in its amplitude and norm. Vice
versa for Λ1 < Λ2, it is the second (rather than the first as in the case β = 2) component
that grows.
We now move on to the case with arbitrary β 6= 0, while κ = 0 and Λ1 = Λ2. Arbitrary
values of β are not of direct physical relevance, but we study this case here for reasons of
completeness of the exposition. For β < 0, we start with Λ1 = Λ2 = 5 and h = 0.55; this
relatively small h is used to probe the translational modes. In particular, for h = O(1), the
translational eigenfrequencies have already merged with the continuous spectrum and do not
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Figure 7.5: (a) The norm of the first component (the line with circles) is increasing, whereas
the norm of the second component (the line with asteriks) is decreasing by the same amount
as Λ2 is increased. (b) In the spectral plane, the two separated continuous bands are clearly
visible. In this case, h = 2 in order to see the band separation for reasonably small values
of Λ1.
create instabilities. However, for the smaller h used here, they are still in the gap and their
behavior under the perturbations can be observed. In particular, for β < 0, one of the two
pairs of the translational eigenvalues moves towards the origin; as a result, the eigenfrequen-
cies rapidly find themselves on the imaginary axis. The critical β for which they become
unstable is ∼ −0.1987. Notice that in this case, the amplitude of the solution increases
as β becomes more negative, as it is shown in Fig. 7.6(a). Simulations of the dynamical
evolution of this instability lead, essentially, to the breaking of the soliton’s symmetry, which
eventually destroys one of its components and leaves, as an asymptotic state, a nonlinear
solitary wave plus lattice radiation in one component and solely the radiation in the other
one, as is shown in Figs. 7.6(c) and (d).
On the contrary, for β > 0, once again one of the translational eigenfrequency pairs moves,
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Figure 7.6: (a) The norms of the solutions increase as β becomes more negative. (b) The
presence of imaginary eigenfrequencies in the (ωr, ωi) spectral plane for β = −0.65 leads to
instabilities. (c) The two components at z = 0 and (d) z = 0.6 for β = −0.65.
but this time it moves towards the continuous-spectrum’s band edge and no instability arises
in the analysis. Parallel to this, the amplitude of the two components decrease.
7.2.3 Systems with Both Linear Coupling and Nonlinear Interactions
Finally, we examine the case where both β and κ are nonzero. For β = 2 and κ > 0
(Λ1 = Λ2 = 4 and h = 0.75), we find that the amplitudes of the beams decrease as κ increases.
In this case, the phase eigenmodes bifurcate along the real axis due to the large value of the
XPM coefficient β. Notice that this is opposite to the β = 0 case. The eigenvalues bifurcate
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from the continuous spectrum, collide with the eigenvalues of the phase modes (passing
through them), and eventually reach the origin, exiting as an unstable pair at κ ≈ 2.25.
After an excursion along the imaginary axis, this unstable pair returns to the real axis and
for large κ (κ > 3.7), the soliton is stable again.
On the contrary, for β = 2 and κ < 0, the phase eigenvalues are imaginary (unstable).
When κ ≈ −2.5, these eigenvalues begin to return to the real axis. However, at κ ≈ −3.6,
a second pair of eigenvalues, which has bifurcated from the continuous spectrum, becomes
imaginary (see Fig. 7.7(b)). The two pairs collide on the imaginary axis and form a complex
quartet at κ ≈ −3.8 as shown in Fig. 7.7(c). In this case, the norm of both components
increase as is shown in Fig. 7.7(a). As for the continuous spectrum, it moves towards the
origin as κ becomes more negative. Finally, simulations of the evolution of the unstable
soliton in the model with β = 2 and κ 6= 0 always show its complete destruction, as is
displayed in Figs. 7.7(d) and (e).
For the weak XPM case, β = 2/3 and κ > 0, even though once again the beam decreases
in amplitude and widens, the eigenvalues move along the imaginary axis. They eventually
return from this excursion and become real once again at κ ≥ 1.35. The modes at the
edge of the continuous spectrum, however, also bifurcate, eventually becoming imaginary for
k > 2.3. This pair of eigenfrequencies also returns to the real axis when k ≈ 3.8. The latter
instability is dynamically manifested through fast destruction of the soliton.
In the case of κ < 0 and β = 2/3, the eigenfrequencies become real. However, the eventual
collision of the eigenvalues with the continuous band yields an oscillatory instability. This
is shown in the spectral-plane picture of Fig. 7.8(b). Figure 7.8(a) shows the increase in
the amplitude of the pulse as κ becomes more negative. After some transient oscillatory
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Figure 7.7: (a) The norm of the components increases as κ becomes more negative. The
(ωr, ωi) spectral planes for (b) κ = −3.7 and (c) for κ = −4.9. The two componets at (d)
t = 0 and t = 60.5 for κ = −4.9.
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Figure 7.8: (a) The norm of the components as a function of κ. (b) The (ωr, ωi) spectral
plane when κ = −1.0. The two components at (c) z = 0 and (d) z = 35.3 for κ = −1.0.
behavior, the manifestation of the instability for κ = −1.0 through the destruction of both
components of the soliton can bee seen in Figs 7.8(c) and (d).
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CHAPTER 8: CONCLUSIONS
In this dissertation, a detailed theoretical investigation of linear and nonlinear optical wave
propagation in one- and two-dimensional waveguide arrays has been presented. It has been
demonstrated that the propagation dynamics of light in optical waveguide arrays is charac-
teristic of that encountered in discrete systems. As a result, it is possible to engineer the
diffraction properties of such structures, which leads to the ability to manipulate and engi-
neer the flow of light in order to perform intelligent all-optical functions that are impossible
in continuous media.
In chapter 3 it has been shown that the effects of discrete diffraction can be completely
overcome through the mutual trapping of two orthogonally polarized coherent beams inter-
acting in birefringent Kerr nonlinear waveguide arrays. This in turn leads to the formation
of vector discrete solitons. Within a single isolated AlGaAs nonlinear waveguide, polariza-
tion instabilities destabilize both the TE and TM polarizations above a certain threshold
power. However as a result of the linear coupling between adjacent waveguides, stable highly
localized linearly polarized DSs were found to exist in spite of FWM effects. These vector
states were also shown to exhibit robustness even when the relative phase between the TE
and TM polarized components was of the order of 20◦ although some power exchange occurs
due to FWM.
Semi-infinite waveguide arrays have also been shown to be a promising testbed in which
nonlinear surface wave dynamics can be readily investigated both theoretically and experi-
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mentally. Within the first few waveguides of the semi-infinite array, mutual trapping of two
orthogonally polarized optical waves was found to occur. Since this region can be thought of
as the interface between a continuous medium and a discrete array, these mutually-trapped
entities are essentially vector discrete surface waves. Although similar to vector DSs, the
existence and stability of vector discrete surface waves is quite different. The most striking
difference is the presence of a minimum in their existence curves. To the left of this minimum
the nonlinear discrete surface wave solutions become broader and broader, thus causing the
total power conveyed to abruptly increase. By closely inspecting the eigenvalues associated
with field perturbations, it is found that the stability properties of these solutions behave
in agreement with the Vakhitov-Kolokolov criterion. Furthermore, stable linearly polarized
vector surface waves were found to exist again in spite of FWM.
Interfaces between two detuned semi-infinite waveguide arrays or waveguide array hetero-
junctions were shown to have possible important applications in waveguide array networks.
It has been shown that the detuning between the two semi-infinite arrays shifts the dispersion
relation of one array with respect to the other. Since only spatial frequencies that “support”
the propagation eigenvalue (or constant) can cross the interface, these systems provide spatial
filtering functions that may prove useful in future all-optical networks. With the inclusion of
an interface region that adiabatically transitions from one array to the other, the performance
of the spatial filter can be greatly enhanced.
These same structures can also be used as diffraction compensators by exploiting the
unique diffraction properties of discrete arrays. Because diffraction in waveguide arrays can
be anomalous as well as normal, diffraction compensation can be achieved in a way analogous
to dispersion compensation in dispersion managed optical fiber systems by considering the
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transfer function of a waveguide array.
These array interfaces open new areas of research and may prove extremely useful in the
development of soliton networks [40] and optical switches. Future work may be interested
in the possibility of directing multiple wavelengths using such structures. The filtering
properties of these systems may lead to the development of all-optical switching devices
that are capable of directing light of one wavelength, λ1, down one path while at the same
time directing another wavelength, λ2, down a different path as schematically shown in Fig.
8.1. Because the fundamental mode of the waveguides has a different profile, the coupling
coefficient will depend on the wavelength. Therefore this dispersion in the coupling coefficient
must be accounted for. The realization of such a device is of paramount importance for all-
optical signal routing in WDM communication systems.
Figure 8.1: Optical switch that directs two different wavelengths λ1 and λ2 along different
paths.
The linear (diffraction) and nonlinear dynamics of two-dimensional waveguide arrays
were found to be significantly more complex and considerably more versatile than their
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one-dimensional counterparts. By employing coupled mode theory, we demonstrated that,
as is the case in one-dimensional arrays, the discrete diffraction properties of these two-
dimensional lattices can be effectively altered depending on the propagation Bloch k-vector
within the first Brillouin zone. In general, this diffraction behavior is anisotropic leading to
beam spreading that is not possible in homogeneous systems. For example, diffraction in
the y-direction can be faster than that in the x-direction or diffraction can be anomalous
in one direction and normal in the other. In the nonlinear regime, this anisotropy in the
diffraction properties ultimately leads to the existence of a new class DS, namely discrete
elliptic solitons. It was found that the ellipticity as well as the orientation of these 2D
self-trapped states depends of the initial Bloch momentum (launch angle) of the beam.
Such 2D arrays also support two-dimensional vector soliton states, and their existence
and stability were also thoroughly explored in this work. The vector interactions in this
system were described by a pair of discrete nonlinear Schro¨dinger equations that implicitly
accounted for self- and cross- phase modulation effects. In particular cases, we also considered
the impact of linear coupling on the two vector components due to material birefringence.
Using Newtonian relaxation methods, we identified stationary vector solutions and examined
their stability properties.
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APPENDIX A: DERIVATION OF THE COUPLING
COEFFICIENTS
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Consider two dissimilar, cylindrical cores embedded in a bulk cladding medium having re-
fractive index n0. For the purposes of this discussion, assume one core has refractive index
np and radius ap and the other has refractive index nq and radius aq. From coupled mode
theory, the coupling coefficient between these two waveguides is given by [63]:
κpq =
ω
4P
∞∫
−∞
∞∫
−∞
{ε′ (x, y)− ε (x, y)} ~E∗p · ~Eqdxdy (A.1)
=
ωε0
4P
∞∫
−∞
∞∫
−∞
{
N2 (x, y)−N2q (x, y)
}
~E∗p · ~Eqdxdy. (A.2)
From Eq. A.2, it is obvious that in order to determine the coupling coefficient, the individual
field components of the LP01 mode must be found. Following the analysis in Okamoto’s
book [63], the six electromagnetic field components of the LP01 mode in a cylindrical, step-
index waveguide of radius a and core index n1 are given by the following expressions:
In the core region (0 ≤ r ≤ a):
Ex = CJ0 (Ur)
Ey = 0
Ez = j
U
β
CJ1 (Ur) cos (θ) (A.3)
Hx = 0
Hy =
ωε0n
2
1
β
CJ0 (Ur)
Hz = j
U
ωµ0
CJ1 (Ur) sin (θ)
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In the cladding region (r > a):
Ex = C
J0 (Ua)
K0 (Wa)
K0 (Wr)
Ey = 0
Ez = j
U
β
C
J1 (Ua)
K1 (Wa)
K1 (Wr) cos (θ) (A.4)
Hx = 0
Hy =
ωε0n
2
0
β
C
J0 (Ua)
K0 (Wa)
K0 (Wr)
Hz = j
U
ωµ0
C
J1 (Ua)
K1 (Wa)
K1 (Wr) sin (θ) ,
where r and θ are the cylindrical coordinates, Jν(x) is the Bessel function of the first kind
of order ν, Kν(x) is the modified Bessel function of the second kind of order ν. The
constants U and W are parameters of the waveguide given by U =
√
k20n
2
core − β2 and
W =
√
β2 − k20n2clad, where β is the propagation constant of the waveguide mode. The
constant C is related to the optical power by [63]:
|C| = W
V J1 (Ua)
√
2P
picε0n1
, (A.5)
where V is the V-number (see Eq. (A.34)) of the waveguide and P is
P =
1
2
2pi∫
0
∞∫
0
(
ExH
∗
y − EyH∗x
)
rdrdθ. (A.6)
In order to evaluate the integral in the numerator of Eq. A.2, it is important to un-
derstand the terms within the integral. First, N2 (r, θ) (cylindrical coordinates are used for
convenience) represents the refractive index distribution of the entire system as shown in
Fig. A.1. N2q (r, θ) is the index distribution of only core q as in Fig. A.2. Therefore,
N2 (r, θ)−N2q (r, θ) =

n2p − n20 : 0 ≤ r ≤ ap
0 : r > ap
, (A.7)
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as shown in Fig. A.3.
Figure A.1: The refractive index distribution, N2, of the entire two core system.
Figure A.2: The refractive index distribution, N2q , of only core q.
Thus, the integral of Eq. A.2 can be rewritten in cylindrical coordinates as,
S =
∞∫
−∞
∞∫
−∞
{
N2 (x, y)−N2q (x, y)
}
~E∗p · ~Eqdxdy =
(
n2p − n20
) 2pi∫
0
ap∫
0
~E∗p · ~Eqrdrdθ (A.8)
Next, ~E∗p · ~Eq must be determined, where ~Ep and ~Eq are the LP01 modes of cores p and q,
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Figure A.3: The distribution of N2 −N2q used to calculate the coupling coefficient.
respectively.
~E∗p · ~Eq = E∗pxEqx + E∗pyEqy + E∗pzEqz. (A.9)
For the LP01 modes, Epy = Eqy = 0 from Eqs. A.3 and A.4 and the z-components of the
fields are assumed to be much smaller than the x-components, therefore the z-components
can be neglected. Moreover, since the integration is only within core p, ~Ep consist of the field
components inside core p while ~Eq will be the field components outside core q. Substituting
in the appropriate x-components from Eqs. A.3 and A.4 gives,
~E∗p · ~Eq = E∗pxEqx = C∗pJ0 (Upr)Cq
J0 (Uqaq)
K0 (Wqaq)
K0 (Wqρ) , (A.10)
where the coordinates (ρ, φ) are part of a coordinate system having its origin at the center
of core q (as shown in Fig. A.4) so that Eqs. A.3 and A.4 are valid. Before the integrals
in the numerator of Eq. A.2 can be evaluated, the (ρ, φ) coordinates must be converted to
(r, θ) coordinates. Looking at Fig. A.4 and using the law of cosines,
ρ =
√
D2 + r2 − 2Dr cos (θ). (A.11)
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Figure A.4: The coordinate systems used for the integration of Eq. A.2.
If D  r,
ρ =
√
D2 − 2Dr cos (θ) = D
√
1− 2 r
D
cos (θ). (A.12)
Therefore,
ρ ' D − r cos (θ) . (A.13)
Since the fields are independent of φ, it is not necessary to covert the φ-coordinate.
Substituting Eqs. A.10 and A.13 into Eq. A.8 gives,
S =
(
n2p − n20
)
C∗pCq
J0 (Uqaq)
K0 (Wqaq)
2pi∫
0
ap∫
0
J0 (Upr)K0 (Wq (D − r cos θ)) rdrdθ. (A.14)
Using the approximation K0 (z) '
√
pi/2z exp (−z),
K0 (Wq (D − r cos θ)) '
√
pi
2Wq (D − r cos θ) exp {−Wq (D − r cos θ)} . (A.15)
Since D is assumed to be much greater than r,
K0 (Wq (D − r cos θ)) '
√
pi
2WqD
exp (−WqD) exp (Wqr cos θ) (A.16)
' K0 (WqD) exp (Wqr cos θ)
148
Thus Eq. A.14 becomes,
S =
(
n2p − n20
)
C∗pCq
J0 (Uqaq)
K0 (Wqaq)
K0 (WqD) (A.17)
×
2pi∫
0
ap∫
0
J0 (Upr) exp (Wqr cos θ) rdrdθ.
Inorder to evaluate the integrals, first change the order of integration and multiply and divide
by pi to give
I =
2pi∫
0
ap∫
0
J0 (Upr) exp (Wqr cos θ) rdrdθ = pi
ap∫
0
rJ0 (Upr)
1
pi
2pi∫
0
exp (Wqr cos θ) dθdr (A.18)
Now using the identity 2I0 (z) = 1/pi
2pi∫
0
exp (z cos θ) dθ for the zeroth order modified Bessel
function of the first kind, Eq. A.18 is simplified to
I = 2pi
ap∫
0
rJ0 (Upr) I0 (Wqr) dr (A.19)
Let η = r/ap, therefore r = ηap and dr = apdη. This change of variables gives
I = 2pia2p
1∫
0
ηJ0 (Upapη) I0 (Wqapη) dη. (A.20)
Note the integral formula,
1∫
0
zJ0 (Uz) I0 (Wz) dz =
J0 (U)WI1 (W ) + I0 (W )UJ1 (U)
U2 +W 2
, (A.21)
where Iν(x) is the modified Bessel function of the first kind of order ν.
Therefore, the integrals integrate to
I = 2pia2p
{
J0 (Upap)WqapI1 (Wqap) + I0 (Wqap)UpapJ1 (Upap)
a2p
[
U2p +W
2
q
] } (A.22)
Factoring out UpapJ1 (Upap) and multiplying and dividing by K1 (Wpap) gives
I =
2pia3p
a2p
[
U2p +W
2
q
] UpJ1 (Upap)
K1 (Wpap)
(A.23)
×
{
J0 (Upap)
UpJ1 (Upap)
WqI1 (Wqap)K1 (Wpap) + I0 (Wqap)K1 (Wpap)
}
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Remember the eigenvalue equation of the LP01 mode in core p,
J0 (Upap)
UpJ1 (Upap)
=
K0 (Wpap)
WpK1 (Wpap)
(A.24)
Using Eq. A.24 in Eq. A.23 gives
I =
2pia3p
a2p
[
U2p +W
2
q
] UpJ1 (Upap)
K1 (Wpap)
(A.25)
×
{
K0 (Wpap)
WpK1 (Wpap)
WqI1 (Wqap)K1 (Wpap) + I0 (Wqap)K1 (Wpap)
}
which is simplified to
I =
2pia3p
a2p
[
U2p +W
2
q
] UpJ1 (Upap)
WpK1 (Wpap)
(A.26)
× {WqK0 (Wpap) I1 (Wqap) +WpI0 (Wqap)K1 (Wpap)}
Substituting Eq. A.26 into Eq. A.17, the integral of Eq. A.2 is given by
S =
(
n2p − n20
)
C∗pCq
J0 (Uqaq)
K0 (Wqaq)
K0 (WqD) (A.27)
× 2pia
3
p
a2p
[
U2p +W
2
q
] UpJ1 (Upap)
WpK1 (Wpap)
{WqK0 (Wpap) I1 (Wqap) +WpI0 (Wqap)K1 (Wpap)}
From Eq. A.5,
C∗p =
Wp
VpJ1 (Upap)
√
2P
picε0np
(A.28)
Cq =
Wq
VqJ1 (Uqaq)
√
2P
picε0nq
. (A.29)
Thus,
C∗pCq =
WpWq
VpVqJ1 (Upap) J1 (Uqaq)
2P
picε0
√
1
npnq
. (A.30)
Substituting Eq. A.30 back into Eq. A.27 gives,
S =
(
n2p − n20
) Wq
VpVqJ1 (Uqaq)
2P
cε0
√
1
npnq
J0 (Uqaq)
K0 (Wqaq)
K0 (WqD) (A.31)
× 2a
3
p
a2p
[
U2p +W
2
q
] Up
K1 (Wpap)
{WqK0 (Wpap) I1 (Wqap) +WpI0 (Wqap)K1 (Wpap)}
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From the eigenvalue equation of the LP01 mode in core q
J0 (Uqaq)
K0 (Wqaq)
=
UqJ1 (Uqaq)
WqK1 (Wqaq)
(A.32)
Therefore,
S =
4P
cε0
a3p
(
n2p − n20
)
VpVq
√
1
npnq
UpUqK0 (WqD)
K1 (Wpap)K1 (Wqaq)
(A.33)
×
{
WqK0 (Wpap) I1 (Wqap) +WpI0 (Wqap)K1 (Wpap)
a2p
[
U2p +W
2
q
] }
Before Eq. A.33 is simplified further, remember the expression for the V-number of a cylin-
drical waveguide,
V = k0a
(
n2core − n2clad
) 1
2 . (A.34)
From the relative refractive index, ∆ ≡ (ncore − nclad)/ncore,
nclad = ncore (1−∆) (A.35)
Therefore using (1− x)2 ' 1− 2x,
(
n2core − n2clad
) 1
2 =
(
n2core − n2core (1−∆)2
) 1
2 (A.36)
' (n2core − n2core (1− 2∆)) 12
= ncore (2∆)
1
2 .
Thus, the V-number can be written as,
V = k0ancore (2∆)
1
2 . (A.37)
Looking back at Eq. A.33, consider the quantity
a3p
(
n2p − n20
)
VpVq
(
1
npnq
) 1
2
. (A.38)
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Substituting Eq. A.36 and Eq. A.37 for Vp into Eq. A.38
a3p
(
n2p − n20
)
VpVq
(
1
npnq
) 1
2
=
a3pn
2
p2∆p
k0apnp (2∆p)
1
2 Vq
(
1
npnq
) 1
2
=
a2pn
1
2
p (2∆p)
1
2
k0n
1
2
q Vq
. (A.39)
Multiplying and dividing Eq. A.39 by Vq and using Eq. A.37 gives,
a2pn
1
2
p (2∆p)
1
2
k0n
1
2
q Vq
=
a2pn
1
2
p (2∆p)
1
2 Vq
k0n
1
2
q V 2q
=
a2pn
1
2
p (2∆p)
1
2 k0aqn
1
2
q (2∆q)
1
2
k0V 2q
. (A.40)
Rewrite Eq. A.40 and use V
1
2 = k
1
2
0 a
1
2n
1
2 (2∆)
1
4 .
a2pn
1
2
p (2∆p)
1
2 k0aqn
1
2
q (2∆q)
1
2
k0V 2q
= ap
apk
1
2
0 n
1
2
p (2∆p)
1
2 aqk
1
2
0 n
1
2
q (2∆q)
1
2
k0V 2q
(A.41)
= ap
a
1
2
p (2∆p)
1
4
[
a
1
2
p k
1
2
0 n
1
2
p (2∆p)
1
4
]
a
1
2
q (2∆q)
1
4
[
a
1
2
q k
1
2
0 n
1
2
q (2∆q)
1
4
]
k0V 2q
= ap
√
apaq 4
√
4∆p∆qV
1
2
p V
1
2
q
k0V 2q
.
Substituting Eq. A.41 into Eq. A.33 gives,
S =
4P
cε0
ap
√
apaq 4
√
4∆p∆qV
1
2
p V
1
2
q
k0V 2q
UpUqK0 (WqD)
K1 (Wpap)K1 (Wqaq)
(A.42)
×
{
WqK0 (Wpap) I1 (Wqap) +WpI0 (Wqap)K1 (Wpap)
a2p
[
U2p +W
2
q
] } .
Eq. A.42 simplifies slightly to can be rewitten in a more compact manner to give
S =
4P
ck0ε0
ap
√
apaq
4
√
4∆p∆q
UpUq
Vq
(
Vp
Vq
) 1
2 K0 (WqD)
K1 (Wpap)K1 (Wqaq)
(A.43)
×
{
WqK0 (Wpap) I1 (Wqap) +WpI0 (Wqap)K1 (Wpap)
a2p
[
U2p +W
2
q
] } .
Finally, substituting Eq. A.42 in Eq. A.2, the coupling coefficient is given by,
κpq = ap
√
apaq
4
√
4∆p∆q
UpUq
Vq
(
Vp
Vq
) 1
2 K0 (WqD)
K1 (Wpap)K1 (Wqaq)
(A.44)
×
{
WqK0 (Wpap) I1 (Wqap) +WpI0 (Wqap)K1 (Wpap)
a2p
[
U2p +W
2
q
] } .
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APPENDIX B: THE RELATIONSHIP BETWEEN THE
POWER TRANSMISSION COEFFICIENT AND THE FIELD
TRANSMISSION COEFFICIENT
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Figure B.1: The cross-section of a 1D array of dissimilar waveguides. The coupling strength
to the left is ln and to the right is rn for waveguide n.
B.1 The Discrete Wronskian
Consider the waveguide array in Fig. B.1, where for waveguide n the coupling strength
to the left is ln and to the right is rn. Therefore, the evolution of the modal field amplitudes
is given by:
i
∂un
∂z
+ δnun + lnun−1 + rnun+1 = 0 (B.1)
where δn = βn − β1 is the difference in the propagation constant between waveguide n and
say waveguide n = 1. Let un have the form,
un = vne
iµz. (B.2)
Substituting Eq. (B.2) into Eq. (B.1) gives
rnvn+1 + (δn − µ) vn + lnvn−1 = 0. (B.3)
Dividing by rn one obtains
vn+1 +
δn − µ
rn
vn +
ln
rn
vn−1 = 0. (B.4)
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Let’s assume that the difference equation of Eq. (B.4) has two independent solutions
(an, bn), therefore
an+1 +
δn − µ
rn
an +
ln
rn
an−1 = 0 (B.5)
bn+1 +
δn − µ
rn
bn +
ln
rn
bn−1 = 0. (B.6)
Multiplying Eq. (B.5) by bn and Eq. (B.6) by an, we obtain
an+1bn +
δn − µ
rn
anbn +
ln
rn
an−1bn = 0 (B.7)
bn+1an +
δn − µ
rn
bnan +
ln
rn
bn−1an = 0. (B.8)
If we now subtract Eq. (B.7) from Eq. (B.8), we find that
(bn+1an − bnan+1) + ln
rn
(anbn−1 − an−1bn) = 0 (B.9)
Let’s define the discrete Wronskian as
Wn (an, bn) ≡ bn+1an − bnan+1 (B.10)
Thus from Eq. (B.9),
Wn =
ln
rn
Wn−1 (B.11)
Therefore, knowing an initial value of the Wronskian W0 all other values of the Wronskian
can be found from
Wm =
{∏
n
ln
rn
}
W0. (B.12)
B.2 The Power Transmission Coefficient
Now assume that we have a waveguide hetero-junction like the one shown in Fig. 5.1.
Since the difference equation of Eq. (B.4) has real coefficients, if vn is a solution then v
∗
n is
155
also a solution. Let the modal field amplitudes be given by
vn =

einkxInD + re−inkxInD for n→ −∞
teinkxOutD for n→∞
(B.13)
Let W0 be obtained at n→ −∞, therefore
i
2
W0 (vn, v
∗
n) =
i
2
{(
einkxInD + re−inkxInD
) (
e−i(n+1)kxInD + r∗ei(n+1)kxInD
)
− (e−inkxInD + r∗einkxInD) (ei(n+1)kxInD + re−i(n+1)kxInD)} (B.14)
After performing the multiplications, combining like terms and using exp(ix)− exp(−ix) =
i2 sin(x), one obtains
i
2
W0 (vn, v
∗
n) = sin kxInD
(
1− |r|2) (B.15)
Now we can determine Wm (vn, v
∗
n) as n→∞ from Eq. (B.12)
i
2
Wm (vn, v
∗
n) =
i
2
{∏
n
ln
rn
}
W0 (vn, v
∗
n)
=
i
2
W0 (vn, v
∗
n)
{
· · · κ1
κ1
κ1
κ1
κ1
κ2
κ2
κ3
κ4
κ5
· · · κm+1
κm+2
κm+2
κm+3
κm+3
κm+3
κm+3
κm+3
· · ·
}
(B.16)
=
i
2
W0 (vn, v
∗
n)
κ1
κm+3
Thus, i/2Wm (vn, v
∗
n) is
i
2
Wm (vn, v
∗
n) =
κ1
κm+3
sin (kxInD)
(
1− |r|2) . (B.17)
Wm (vn, v
∗
n) can also be found from Eq. (B.13) as n→∞, as a result
i
2
Wm (vn, v
∗
n) =
i
2
{
t∗e−i(n+1)kxOutDteinkxOutD − t∗e−inkxOutDtei(n+1)kxOutD}
=
i
2
|t|2 {e−ikxOutD − eikxOutD} (B.18)
= |t|2 sin (kxOutD)
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From Eqs. (B.17) and (B.18)
i
2
Wm (vn, v
∗
n) = |t|2 sin (kxOutD) =
κ1
κm+3
sin (kxInD)
(
1− |r|2) (B.19)
Finally, one obtains the relationship between the power transmission coefficient and the field
transmission coefficient:
T = 1− |r|2 = κm+3 sin (kxOutD)
κ1 sin (kxInD)
|t|2 (B.20)
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