In this paper, we discuss the problem of instantaneous frequency (IF) estimation of phase signals using their level-crossing (LC) instant information. We cast the problem to that of interpolating the instantaneous phase (IP), and hence finding the IF, from samples obtained at the level-crossing instants of the phase signal. These are inherently irregularly spaced and the problem essentially reduces to reconstructing a signal from the samples taken at irregularly sampled points for which we propose a 'line plus sum of sines' model. In the presence of noise, the temporal structure of the level-crossings can get distorted. To reduce the effects of noise, we use a short-time Fourier transform (STFT) based enhancement scheme. The performance of the proposed method is studied through Monte-Carlo simulations for a phase signal with composite IF for various SNRs. Different level-crossing based estimates are combined to obtain a new IFestimate. Simulation studies show that the estimates obtained using zero-crossing (ZC) and other very low level values perform better than those obtained with higher level values.
INTRODUCTION
Most information-rich practical signals tend to he nonstationary random processes with time-varying spectral characteristics. Shorttime Fourier transform (STFT) and such other joint time-frequency (1-0 distributions (TFDs) attempt to describe the time-varying frequency and energy content of a nonstationary signal, frequency modulated (FM) signals being a typical example. Our present work focuses on using LC information for IF estimation and is motivated by several reasons. LC based approaches have been successfully employed in spectral estimation of stationary signals [ I , 21. These approaches use either LC rate information or statistics of intervals between successive LCs. Extensions to nonstationary signals are discussed in [3] where a specific case, namely, ZC rate information was obtained on a short-time basis and was an ad-hoc extension of the analysis technique to deal with nonstationary signals under the implicit assumption of quasi-stationarity over the observation window. Hence, these are basically restricted to tracking mild frequency variations over long durations of time. If the assumption breaks down, we get unreliable frequency estimates. In this paper. we explore yet another source of infomiation, namely, the LC instants. In particular, for frequency modulated signals, these can provide useful and alternate means of reconstructing the underlying FM.
Using the concept of rime-warping, we find that the LCs essentially provide samples of the IP at irregularly spaced instants. 
PROBLEM FORMULATION
Phase signals are real-valued signals with a constant instantaneous amplitude. Such signals contain all the information in the instantaneous phase or instantaneous frequency and are the hasic elements of angle modulation schemes. They can he expressed as
(1) with z, ( t ) = Aeim(t) being the corresponding analytic signal. It is desired to estimate the IF variation from the knowledge of the LC instants of the phase signal s(t). We assume that the IF is positive.
We also assume that the product of signal bandwidth (B) and duration (T), often referred to as the BT product, is sufficient enough to observe any meaningful variation of the IF. The BT product of a signal can he thought of as a measure of "information-richness" in the signal. It makes little sense to characterize a signal by its IF if its BT product is too small since there will not he enough data to observe any meaningful variation. Let the estimate of IP obtained using level '1' crossing information he denoted by $ ( t ) . We get different estimates based on different LC information. These can be combined to yield a weighted-average where L is the total number of levels used and the weights w l are positive and normalized to add to unity.
LINE PLUS SUM OF SINES MODEL
P $ ( t ) = a + Pt + x y k s i n ( k w o t )(2)
ENHANCEMENT OF NOISY SIGNAL
In a practical situation, we work with sampled data and the data is often noisy. Noise can cause perturbation of signal LCs andor introduce additional ones depending upon the SNR. At any instant, the spectral content of the signal occupies a specific region in frequency and 'out-of-band noise' may introduce additional LCs that can yield biased estimates: Since the signals under consideration are nonstationary, they have a time-varying spectral content. This implies that out-of-band noise occupies different portions of the spectrum at different instants of time and a stationary filter cannot separate the desired signal and noise. We describe a procedure that helps separate the two signals in a joint time-frequency domain which are otherwise inseparable in time or frequency alone. This is achieved by frequency selection in the S T R domain.
Consider 
where B is chosen as the bandwidth between the first nulls and is determined by the STFT window shape and size. This is essentially a time-varying frequency domain selection applied to STFT. Such frequency domain windowing operations are frequently used in extracting robust features for speech recognition.
To illustrate the utility of the above procedure with an example, consider a phase signal with a composite IF, f,(n) = 0.2 + 0. 05(sin(O.l2n) + sin(0.07n)), 0 5 n 5 N ~ 1, corrupted with additive white Gaussian noise. N was chosen equal to 256. A Hamming window of 17 samples width was used in computing the STFT. It may be noted that in-band (bandpass) noise cannot be eliminated by the above procedure. To quantify the signal enhancement, we consider 100 realizations of the noisy signal, obtain their enhanced versions and compute the resulting SNR. Fig. 1 shows that there is an improvement in SNR because of the enhancement procedure (the dash-dot line shows the 45" line for reference). The standard deviation in the output SNR is superposed on the plot as an error bar.
To show the utility of the enhancement scheme for ZC based IF estimation, let us consider the same phase signal. Fig. 2 shows the bias, variance and mean square error (all in dB, obtained from 100 statistical realizations) far the proposed estimator using only ZC information (for the sake of illustration only) with and witbout enhancement (ENH). The improvement in performance due to the enhancement scheme is evident. For the same MSE, without enhancement, we require a high input SNR compared to the enhanced one. For high SNRs, roughly beyond 10dB. the performance of both approaches is the same. For the performance evaluation of the LC based IF estimation, we consider only the enhanced ' The notalion means that n is discrete and w is continuous VI -142 shown against the level value with SNR as the parameter in Fig. 3 .
It can be clearly seen that as the level value increases, the variance of the estimator increases. This holds for all SNRs. It is also clear that for levels close to zero, the variance is more or less that given by the ZC based IF estimator. The performance of different l e d c r o s s i n g based IF estimators as a function of SNR can also be studied from the same figure. Cramer-Rao (CR) bound (discussed in next section) and is suboptimal in the sense that it does not exactly reach the bound. However, the bias, variance and mean square error are small enough to make the estimator relevant and useful in m a w oractical aosignal. For the sake of brevity, we omit ENH while mentioning the LC approaches with the understanding that it is always present. In the absence of any apriori knowledge about the rate of change of IF. we found that a wide-band STFT is suitable for enhancement;
hence a 17-point Hamming window is used in all simulations.
SIMULATION STUDIES

.
plications. A comparative study with other methods proposed in literature will be reported separately [5] .
In this section, we study the performance analysis of the proposed technique for a general composite IF, same as the one considered in Sec. 4. 10 levels, equispaced from 0 to 0.9 were used. Additive white ~~~~~i~ added at different S N R~ and for each SNR, 100 ~o~t~.~~l~ trials were run to obtain the statistics ofthe esti. mator. The variance of the estimate at the center of the window is
CRAMER-RA0 BOUND
We briefly outline the derivation far obtaining the CRB [6] for the Proposed IF estimator. Consider a unity amplitude phase signal s ( t ) = ej+ct) in additive white Gaussian noise of energy density No. We assume that there is no modeling bias. The entries in the 
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