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1. INTRODUCCIÓN
La optimización es una rama de la matemática que se encarga de la determinación de las
mejores soluciones, respecto a un objetivo, para ciertos problemas que pueden ser matemá-
ticamente modelados y para los cuales existen modelos bien definidos. Los objetivos que se
persiguen deben ser máximizados o minimizados dependiendo de lo que se quiera optimizar
[1]. Este método matemático nos permite encontrar la mejor solución frente a un problema
de rendimiento que presenta la industria maderera. Si bien es cierto ésta tiene conflictos en
el proceso de corte de las trozas, es por ello que optimizar el proceso de corte, reducirá signi-
ficativamente el costo de producción y por ende disminuirá el desperdicio de materia prima.
De esta manera el objetivo principal sera lograr el máximo numero de cortes en una troza a
través de la optimización del proceso de corte en las serrerías.
La optimización del proceso de corte en una serrería mediante progrmación dinámica consis-
te en la determinación de un algoritmo matemático que es capaz de aumentar la eficiencia
productiva en una serrería logrando un corte más óptimo para una troza convencional que de
acuerdo a sus medidas geométricas se aprovecha de forma proporcional, y así genera mayores
ganancias al mismo tiempo que minimiza costos.
1.1. DEFINICIÓN DEL PROBLEMA
Las serrerías son talleres que se dedican al corte de la madera de trozas o bloques, las cuales
son traídas de la naturaleza o de forestaciones. Dichas trozas pasan primero por un proceso
para ser transformadas en tablones de madera. El proceso consiste en transportar las trozas
hacia una máquina encargada de quitar la corteza, para luego ser llevada a la sierra de corte de
acuerdo a las especificaciones del cliente. Una vez se realiza el corte, se distribuyen los tablones
en lotes o bloques unidos para así poder ser comercializados o enviados a su respectivo cliente.
Una problemática específica es el corte inexacto de los tablones, lo cual conlleva a que los
clientes queden inconformes con el producto final y a su vez en el ámbito industrial provoque
mayor desperdicio en la materia prima y un menor índice de producción en la misma [2].
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Por otra parte, el impacto ambiental que las serrerías generan es grande, debido a que se utili-
zan recursos naturales como los árboles. Un aumento significativo en el consumo de madera se
ha evidenciado en los últimos 10 años, por lo que aprovechar al máximo la materia prima en
las industrias se ha convertido en un factor vital, además de obtener el menor residuo posible
de madera, para de esta forma disminuir el desperdicio en el proceso de corte y medición.
Cada troza tiene unas medidas geométricas específicas, que generan necesariamente un des-
aprovechamiento de la materia prima, debido a que no se realiza el máximo número de cortes
posibles para la troza, provocando así mayor desperdicio y menor número de tablones [2].
Es importante resaltar que la sierra realiza los cortes sin tener en cuenta las dimensiones de
la troza, es decir, de acuerdo a una medida inicial emitida por el sistema, de acuerdo a las
especificaciones geométricas (largo, ancho, alto) que ingresa el operario. El sistema no tiene
la capacidad de tomar las medidas iniciales de la troza y compararlas con las medidas dadas
por el operario, para así lograr el máximo número de cortes, ésta simplemente toma un punto
inicial y realiza los cortes secuencialmente hasta llegar al final [3].
Poder obtener o lograr un sistema capaz de determinar el máximo número de cortes má-
ximizando ganancias y minimizando los costos, se puede dar mediante una comparación y
ordenamiento de los espacios determinados por la materia prima, fabricante y cliente. Es
así como el objetivo de este proyecto consiste en buscar o determinar la posibilidad de que
matemáticamente se pueda obtener la mejor solución para optimizar el proceso de corte en
las serrerías convecionales, en cuanto a las medidas geométricas de cada troza ingresada al
aserradero.
1.2. JUSTIFICACIÓN
Es pertinente optimizar el proceso de corte de las serrerías debido al constante intercambio y
demanda de productos de la madera en la vida cotidiana, esto quiere decir, que la principal
fuente de ingresos en las serrerias es la venta de la madera y la comercialización de los tablónes
realizados por la industria hacia clientes específicos. La corteza, el aserrín y la viruta son
desperdicios que a medida que se van acumulando generan grandes perdidas, a pesar de que
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este producto es vendido para recuperar un poco la inversión en materia prima, es por esto que
optimizar el proceso de corte es fundamental para minimizar el desperdicio y así maximizar las
ganancias mediante la utilización correcta de la materia prima. Los precios de los productos
aserrados y de la madera son administrados por la competencia en el mercado de ventas a
diferencia de otras industrias donde la producción y las ventas suelen estar mas enfocadas a
la demanda del cliente, sacar el mayor beneficio del producto a vender es ideal provocando así
la construcción y generación de una optimización correcta del proceso industrial en este caso
el corte en las serrerias a nivel local [4].
El proceso de corte en la industria maderera es fundamental para entregar un producto de
calidad. Las trozas se pueden aprovechar al máximo para así disminuir gastos y desperdicios,
y por ende generar mayores ganancias. Estos bloques de madera tiene propiedades geométri-
cas distintas, es por esto que de acuerdo a las medidas iniciales de la misma, se genera un
número de cortes determinado, que generalmente producen desperdicios de madera, aumen-
tando la perdida de materia prima, disminuyendo el número de tablones cortados y el nivel de
producción [3].
Este proyecto estudia la optimización del corte de un producto específico en una serrería, de-
bido a que se debe garantizar al fabricante que el corte de los tablones tenga medidas acordes
a las especificaciones determinadas por este. Anteriormente se destacaron los factores más in-
fluyentes en el desperdicio de material y sus consecuencias, es por esto que garantizar un corte
optimizado en el proceso ayuda a la disminución de errores de medición y a obtener mejor
calidad en el producto comercializado. Encontrar alternativas para alcanzar el objetivo princi-
pal, que es optimizar el proceso de corte, requiere de una investigación matemática mediante
la cual se determinan factores que pueden cambiar el proceso actual de corte de las serrerías,
es decir, el software que determina las ordenes de corte a la sierra, optimizando el proceso
y generando ahorro en el consumo de energía y así mejorando el rendimiento del proceso en
un porcentaje alto. Por lo tanto la implementación de una optimización para este proceso
ayuda a disminuir la tala excesiva de arboles y tener mejor aprovechamiento de la madera
disminuyendo así el impacto ambiental causado por la industria maderera y asi contribuir con
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el medio ambiente y a mejorar la calidad de vida humana, una optimización adecuada de la
maquinaria en los aserraderos locales puede disminuir un consumo alto de energia eléctrica,
ya que la sierra al ser mejorado su proceso de corte tiene que pasar menos veces para reali-
zar los tablones deseados por la industria. Posteriormente se genera una maximización de las
ganancias y una minimización de las pérdidas con respecto a un sistema no optimizado.
1.3. OBJETIVOS
1.3.1. Objetivo General
Desarrollar una metodología para optimizar el proceso de corte de una troza de madera en
una serrería, minimizando el desperdicio de material y el consumo de energía eléctrica.
1.3.2. Objetivos Específicos
Desarrollar una metodología para maximizar el aprovechamiento de materia prima me-
diante la ubicación óptima de los tablones en la troza.
Desarrollar una metodología para determinar la secuencia de corte que minimiza el
consumo de energía eléctrica.
Comparar la solución óptima lograda con aquella divisada mediante técnicas heurísticas.
Implementar una simulación del proceso de corte, utilizando la metodología desarrollada.
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2. ESTADO DEL ARTE
La optimización es una rama de la matematica que se encarga de la determinación de las
mejores soluciones, respecto a un objetivo, para ciertos problemas que pueden ser modela-
dos matemáticamente y para los cuales existen modelos bien definidos. Los objetivos que se
persiguen deben ser maximizados o minimizados dependiendo de lo que se quiera optimizar
[1]. Este método matemático nos conduce a encontrar la mejor solución posible frente a un
problema de rendimiento que se presente en la industria maderera. Por el lado de la industria
maderera se presentan conflictos en el proceso de corte de las trozas, es por ello que optimizar
este proceso generará mayores ganancias y una disminución en el costo de producción al igual
que el desperdicio de materia prima.
La implementación de la tecnología mecánica en el corte de la madera no fue suficiente para las
personas dedicadas a este oficio, arquitectos y profesionales de la materia realizaron estudios
para ejecutar un nuevo sistema de aserrío que permita mejorar la producción de elementos de
madera por consecuencia de la demanda en la época. En 1230 el arquitecto francés Villard de
Honecourt hace una representación de la primer sierra hidráulica, realizando un dibujo muy
bien elaborado sobre este mecanismo. A partir de este se crearon aserraderos en los cuales los
cortes se daban por sierras hidráulicas. Uno de los mas importantes aserraderos de la época
fue el de Arsenal de la Habana (España) debido a que estaba movido por la energía hidráulica
procedente de un canal construido en el siglo XVI para el abastecimiento de aguas de la ciudad
[5].
La incursión del vapor a trabajos de corte de madera provocó una disminución importante en
los tiempos de ejecución de los cortes, es por esto que ingenieros construyeron una máquina
accionada por vapor (sierra Ransome) la cual se dio a conocer en un tratado realizado en 1880.
La evolución de la mecánica y los mecanismos inventados en el siglo XIX dieron lugar a las
bases de los sistemas de alimentación, posicionamiento y corte de la maquinaria actual [5].
En la actualidad las serrerías han sido reemplazadas por serrerías portables o serrerías me-
dianas las cuales realizan solo un proceso sin necesidad de depender de otros, simplemente se
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compra la madera o el tronco en un estado aceptable y se realiza lo deseado. La incorporación
de la electrónica y la alta tecnología a nuestros tiempos actuales ha provocado la incursión del
término automatización, el cual relacionándolo con la serrería sería el control de máquinas por
máquinas. En la actualidad existen sierras planas, sierras sin fin, sierras de cinta, sierras de
corte transversal o longitudinal, etc. A través de la historia se ha creado numerosas alternativas
de corte de la madera esto debido a la alta demanda que existe hoy en día de la madera. La
electrónica presente ha logrado la incursión de sensores y microcontroladores a la automatiza-
ción de serrerías contribuyendo a la perfección de este y a su aumento de producción y calidad
de la madera. Hoy en día se implementa mecanismos los cuales no requieren de un esfuerzo
físico sino un esfuerzo mecánico es decir un esfuerzo de máquina, todos los procesos desde el
transporte de troza hasta el acabado final de la madera han sido automatizados pero no aun
perfeccionados. Un proceso el cual ha sido automatizado es el corte en tablones de la troza, el
cual la historia nos dice que se realizaba por medio de guías de carbón o guías mediante un
dedo, esto en la era medieval o en el siglo XVII, luego se realizaba las medidas mediante el
lápiz el cual marcaba las guías que el operario debía seguir para el corte [3]. En la actualidad,
el corte de trozas es guiado por sensores o por cámaras que determinan las condiciones geo-
métricas de los troncos, estos últimos generando una visualización tridimensional de la troza
o sierras automáticas que van guiadas por una medida inicial.
El proceso de corte en las serrerias contiene varias etapas para llegar al producto final, estas
etapas son las siguientes:
1. Descortezado: la troza entra al sistema de transporte que la arrastra hasta esta etapa
del proceso de corte, lo cual consiste en retirar toda la corteza del tronco para eliminar
asperezas y defectos superficiales en la madera.
2. Corte Principal: Es el astillado lateral y corte de las caras, la troza después de culminar
este proceso toma una forma rectangular, es decir, deja su forma circular inicial.
3. Corte Secundario: Es el astillado lateral y corte múltiple, la troza es transformada en
tablones de madera.
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4. Canteo y despuntado: Es el corte longitudinal y transversal de las tapas es decir son los
acabados específicos para que el producto tenga una calidad óptima para ser entregada
a sus clientes.
Estas etapas anteriormente mencionadas son objeto de estudio para muchas personas, la in-
vestigacion e innovacion de los distintos procesos en la madera han interesado a varios sectores
académicos, los cuales han logrado optimizar etapas del proceso de corte, existen varias evi-
dencias que comprueban que la optimización del proceso de corte en las serrerías es posible
mediante una correcta implementación de la matemática, programación dinámica y técnicas
heurísticas [6].
En EEUU se evidenció la implementación de un sistema de optimización con registro 3D para
pequeñas serrerías en la central Appalachia, este sistema de escanéo o registro 3D es capaz
de determinar los defectos internos que tiene cada troza y sus posiciones los cuales generan
desperdicio en el material debido a que el operario no toma una buena decisión frente al corte
de la cara o tapa de apertura. Este sistema de deteccción fue desarrollado por el servicio forestal
del USDA y su implementación es básicamente para lograr aumentar la eficiencia del proceso
en el corte de la cara de apertura para los siguientes cortes esto genera, como consecuencia
que la calidad de la madera sea buena y se pueda clasificar dependiendo del estado que se
encuentre la troza [7].
En esta optimizacion el corte de la cara inicial determina varias caracteristicas de la madera
tales como la calidad y su posible clasificacion dependiendo del grado de defectos que presente
cada troza. Lo primero que se realiza es un escaneo completo de la troza ingresada para asi
observar en modo de simulacion los defectos internos y su posicion, una vez adquiridos estos
datos la toma de decision por parte del operario para realizar el corte en la etapa dos del
proceso es una decision optima, esto permite que se pueda escoger la mejor cara para realizar
el corte inicial debido a que la sierra se guia por medio del patron incial de medida es decir
realiza los cortes siguientes con la medida inicial dada por el operario, esto se pudo lograr
gracias a la utilizacion de tecnicas heuristicas y algoritmos de programacion dinamica [7].
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Otra optimización en el proceso de corte fue el desarrollo de un algoritmo para la generación
y eleccion de soluciones de corte en la etapa de canteo y despuntado. Existe un problema de
corte longitudinal y transversal, de piezas de bordes irregulares llamadas tapas, proveniente
del primer corte, es por esto que encontrar una solucion en tiempo real formada por dos lineas
de corte longitudinal y transversal que maximizan el area o valor de la pieza cortada, sobre la
superficie de la tapa es el objetivo principal [6].
Este algoritmo se realizó mediante varios métodos los cuales arrojaron resultados que fueron
comparados con los datos obtenidos de un sistema que entrega una solución óptima del proceso,
algunos de ellos son los siguientes [6] :
El algoritmo ubica las líneas de corte de las sierras desde el centro de la superficie hasta los
bordes, donde el canto de la tapa es curvo, efecto provocado por el corte de la tabla en el
borde del tronco. Solución según Pastorius [6].
-En Programación Dinámica (PD). El problema se dividió en etapas y estados, representadas
por niveles de discretización. El problema se modela como una red, donde los nodos representan
la posición de las líneas de corte. El largo de los arcos que conecta pares de nodos, representa
los anchos de las piezas, y el costo del arco es el valor de la pieza obtenida [6].
-El segundo método fue Enumeración Exhaustiva (EE), permitió encontrar una solución ópti-
ma (o cercana). El método se inicia con la generación recursiva de todas las soluciones factibles
de combinaciones de tablas para los anchos dados, seguido por la permutación de cada una de
las soluciones generadas, para cada permutación, se superpone una línea de referencia sobre
la tapa a regulares intervalos, y se determina el rendimiento asociado a cada intervalo, final-
mente se eligió la permutación que entrega el mayor rendimiento.Una combinación factible,
fue aquella que su ancho total no fue mayor que los bordes de la tapa [6].
-Finalmente un método heurístico geométrico (HG), simuló líneas de corte paralelas sobre
la tapa. Los resultados evidencian que el método PD, toma 3320 milisegundos en encontrar
una solución, en cambio el método EE, tarda 890 milisegundos. Sin embargo ambos alcanzan
iguales volúmenes de solución. En cambio, el método HG, es el más eficiente en términos
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de tiempo, ya que solo toma 140 milisegundos en encontrar una solución, por lo tanto, sus
soluciones en volumen son un 24% inferiores a las obtenidas con DP y EE [6].
-El objetivo central de este trabajo se basó en el desarrollo de soluciones metodológicas inte-
grando lo siguiente: el procedimiento de búsqueda manual de soluciones de corte y un modelo
matemático para el análisis de líneas de corte y su intersección con los bordes irregulares de
una de las caras de la troza, permitiendo disminuir el tiempo en la secuencia de los cortes de
la madera, así como el desperdicio de los tablones y maximizando la ganancia. El rendimiento
de las soluciones se determinó al comparar los resultados entregados por el enfoque heurístico
con una base de datos de soluciones de corte obtenidas desde una operación de corte similar
de un aserradero del sur de Chile [6].
Esto evidencia el interés del objetivo general en cuanto a una optimización de los procesos en
el área de corte en serrerias, ya que permite tener una idea más clara de los procesos y su
eficiencia.
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3. MARCO TEÓRICO
Para el desarrollo de este proyecto se utilizarán conceptos de programación dinámica, teoría
de la complejidad computacional, autómata finito y máquina de Turing.
3.1. Programación dinámica
La Programación Dinámica es un método para reducir el tiempo de ejecución de un algoritmo
mediante la utilización de sub-problemas super-puestos y sub-estructuras óptimas. Al utilizar
sub-estructuras óptimas se puede resolver problemas mediante 3 pasos:
1. Dividir el problema en sub-problemas mas pequeños
2. Resolver estos problemas de manera óptima
3. Usar estas soluciones óptimas para construir una solución óptima al problema original.
Los sub-problemas se resuelven a su vez dividiéndolos en subproblemas más pequeños hasta
que se alcance el caso fácil, donde la solución al problema es trivial. Para sub-problemas
super-puestos se usa un mismo problema para resolver diferentes problemas mayores, una
mala implementación de este método puede desperdiciar tiempo recalculando las soluciones
óptimas y resueltas anteriormente, un ejemplo de este método es la sucesión de Fibonacci, esto
se puede evitar guardando las soluciones que ya se calcularon, entonces, si es necesario resolver
el mismo problema más tarde, se puede obtener la solución de la lista de soluciones calculadas
y reutilizarla, este acercamiento al problema se llama memoización. Si existe seguridad que no
se va a volver a necesitar una solución en concreto, se puede descartar para ahorrar espacio.
En algunos casos, se puede calcular las soluciones a problemas que se pueden necesitar [8].
La programación toma normalmente uno de los dos siguientes enfoques:
Top-down: El problema se divide en sub-problemas, y estos se resuelven recordando las
soluciones por si fueran necesarias nuevamente. Es una combinación de memoización y
recursión.
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Bottom-up: Todos los problemas que puedan ser necesarios se resuelven de antemano y
después se usan para resolver las soluciones a problemas mayores. Este enfoque es lige-
ramente mejor en consumo de espacio y llamadas a funciones, pero a veces resulta poco
intuitivo encontrar todos los sub-problemas necesarios para resolver un problema dado
[8].
3.2. Complejidad computacional
Es una rama de la teoría de la computación que se centra en la clasificación de los problemas
computacionales de acuerdo a su dificultad inherente, y en la relación entre dichas clases de
complejidad. Un problema se cataloga como "inherentemente difícil" si su solución requiere de
una cantidad significativa de recursos computacionales, sin importar el algoritmo utilizado. La
teoría de la complejidad computacional formaliza dicha aseveración, introduciendo modelos de
cómputo matemáticos para el estudio de estos problemas y la cuantificación de la cantidad de
recursos necesarios para resolverlos, como tiempo y memoria [9].
La teoría de la complejidad computacional trata de clasificar los problemas que pueden, o no
pueden ser resueltos con una cantidad determinada de recursos. A su vez, la imposición de
restricciones sobre estos recursos, es lo que la distingue de la teoría de la computabilidad, la
cual se preocupa por qué tipo de problemas pueden ser resueltos de manera algorítmica.
3.2.1. Problema computacional
Es una pregunta a ser respondida, teniendo generalmente varios parámetros o variables libres,
cuyos valores no se han especificado. Un problema se describe mediante: una descripción
general de todos sus parámetros y una expresión que describa las propiedades que la solución
debe cumplir. Existen varios tipos de problemas computacionales o abstractos [9], tales como:
Problema de Decisión: Cada instancia tiene exactamente asociada una solución “SI ” o “
NO”, con la ayuda de un algoritmo se decide si una determinada entrada es un elemento
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del lenguaje formal considerado; si el algoritmo da un “ SI” se dice que el algoritmo
acepta la entrada.
Problema de búsqueda: La relación entre el conjunto de instancias y el conjunto de solu-
ciones queda determinado por un predicado lógico, se busca una respuesta única si existe
al conjunto de instancias.
Problema de Optimización: No solo se busca una solución, se busca la “ mejor” de todas.
Se puede concebir como un problema de búsqueda y una función g (función objetivo)
que determina la calidad de las soluciones.
Problemas intratables: Cuando no existe un algoritmo de tiempo polinomial capaz de re-
solverlo.
3.2.2. Clases de complejidad
Se define teniendo en cuenta factores como: el tipo de problema computacional, el modelo de
cómputo (máquina de Turing, determinista, no determinista, etc.), el recurso que está siendo
acotado y la cota (tiempo polinomial, espacio logarítmico, etc.) [9].
Máquina de Turing determinista y la clase P: Problemas solubles en tiempo polinómi-
co por una máquina de Turing determinista. La clase P juega un papel importante en la
teoría de la complejidad computacional debido a que [9]:
1. P es invariante para todos los modelos de cómputo que son polinómicamente equivalentes
a la máquina de Turing determinista.
2. A grandes rasgos, P corresponde a la clase de problemas que, de manera realista, son
solubles en una computadora.
Computación no determinista y la clase NP: La clase de complejidad NP consta de los
problemas “ verificables ” en tiempo polinómico. Por verificable se entiende a un proble-
ma que, dado un certificado de solución (candidato a solución), se puede verificar que
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dicho certificado es correcto en un tiempo polinómico en el tamaño de la entrada, a los
problemas en la clase NP usualmente se les llama problemas NP [9].
El término NP proviene de «no determinista» en tiempo polinómico y se deriva de una carac-
terización alternativa de esta clase, donde se utilizan máquinas de Turing no deterministas.
Informalmente, se puede definir la clase NP en términos de un algoritmo no determinista [9].
Problemas NP- Completos: Son problemas mas difíciles en NP, es decir, más lejos de
estar en P, la diferencia es el factor polinomial. Existen 3 estrategias para tratar con un
problema NP-Completo [9]:
1. Si la entrada es pequeña, un algoritmo con tiempo de ejecución exponencial pudiera ser
perfectamente aceptable.
2. Se pudieran aislar algunos casos especiales que se pudieran resolver en tiempo polinomial.
3. Podríamos utilizar aproximaciones para encontrar soluciones lo suficientemente cercanas
al óptimo en tiempo polinomial.
3.3. Autómata finito
Los autómatas finitos son máquinas que describen sistemas de eventos discretos. Se caracteri-
zan por no poseer ningun tipo de memoria, excepto por el estado actual donde se encuentran.
El funcionamiento de un autómata finito consiste en ir pasando de un estado a otro a medi-
da que recibe eventos, los cuales se relacionan con símbolos que pertenecen a un alfabeto; la
secuencia de eventos que se presenta forma una cadena de símbolos que se trata como una
palabra que pertenece al alfabeto relacionado y a su vez describe una trayectoria a través
de los estados, a medida que se presenta cada evento. Con un autómata finito se pretende
reconocer palabras de entrada válidas y diferenciarlas de palabras de entrada no válidas. La
aceptación de una palabra de entrada debe llevar al autómata a recorrer sus estados desde un
estado inicial hasta uno de sus estados finales implicando que no queden símbolos por recorrer
en la palabra de entrada [10].
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3.3.1. Modelos de autómatas finitos
Una de las representaciones más empleadas para modelar autómatas finitos consiste en em-
plear círculos para representar los estados, círculos dobles para los estados finales, el signo >
para indicar el estado inicial y segmentos orientados de recta (o arcos) para representar las
transiciones. La figura1 así obtenida recibe el nombre de diagrama de transiciones o diagrama
de estados [10].
Figura 1. Diagrama de transiciones o estados
Otra manera de describir el funcionamiento de un autómata finito es mediante el uso de tablas
de transiciones o matrices de estados. Una posible tabla1 de transición para el diagrama de
estados de la figura1 podrían ser las siguientes:
Tabla 1. Tablas de transiciones o matrices de estados
Salida q ∈ Q Simbolo σ ∈∑ Llegada δ(q, σ) ∈ Q
S1 0 S2
S1 1 S1
S2 0 S1
S2 1 S2
—– 0 1
→∗ S1 S2 S1
S2 S1 S2
La primera representa explícitamente los parámetros y el valor que toma cada ocurrencia de la
función de transición. La segunda es más compacta, y marca con una flecha el estado inicial,
y con un asterisco los estados finales [10].
Autómata finito determinista: Un autómata finito determinista (abreviado AFD) es un
autómata finito que además es un sistema determinista; es decir, para cada estado q ∈ Q
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en que se encuentre el autómata, y con cualquier símbolo a ∈ Σ del alfabeto leído, existe
siempre a lo más una transición posible δ (q, a) [10].
En un AFD no pueden darse ninguno de estos dos casos:
1. Que existan dos transiciones del tipo δ (q, a) = q1 y δ (q, a) = q2, siendo q1 6= q2.
2. Que existan transiciones del tipo δ (q, ε), salvo que q sea un estado final, sin transiciones
hacia otros estados
Autómata finito con salidas: En los sistemas físicos el objetivo no se limita a determinar
la aceptación o no de una palabra o a encontrar el lenguaje aceptado, por el contrario,
lo importante es responder al entorno dependiendo del estado actual, a un autómata asi
definido se le conoce como autómata finito con salidas. ejemplo: autómata de Moore,
autómata de Mealy, etc [10].
Autómata finito no determinista: Un autómata finito no determinista (abreviado AFND)
es aquel que, a diferencia de los autómatas finitos deterministas, posee al menos un estado
q ∈ Q, tal que para un símbolo a ∈ Σ del alfabeto, existe más de una transición δ (q, a)
posible [10].
Haciendo la analogía con los AFDs, en un AFND puede darse cualquiera de estos dos casos:
1. Que existan transiciones del tipo δ (q, a) = q1y δ (q, a) = q2, siendo q1 6= q2.
2. Que existan transiciones del tipo δ (q, ε), siendo q un estado no-final, o bien un estado
final pero con transiciones hacia otros estados.
Cuando se cumple el segundo caso, se dice que el autómata es un autómata finito no determi-
nista con transiciones vacías o transiciones  (abreviado AFND-). Estas transiciones permiten
al autómata cambiar de estado sin procesar ningún símbolo de entrada.
Formalmente, se distingue de la 5-tupla que define a un autómata finito determinista en su
función de transición. Mientras en un AFD esta función se define de la siguiente manera:
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δ : Q× Σ→ Q
En un AFND se define como:
δ : Q× Σ→ P (Q)
Para el caso de los AFND-, se suele expresar la función de transición de la forma:
δ : Q× {Σ ∪ ε} → P (Q)
Donde P (Q) es el conjunto potencia de Q.
Esto significa que los autómatas finitos deterministas son un caso particular de los no deter-
ministas, puesto que Q pertenece al conjunto P (Q).
La interpretación que se suele hacer en el cómputo de un AFND es que el automáta puede
estar en varios estados a la vez, generándose una ramificación de las configuraciones existentes
en un momento dado. Otra interpretación puede ser imaginar que la máquina "adivina" a qué
estado debe ir, eligiendo una transición entre varias posibles [10].
3.4. Máquina de Turing
Es una máquina abstracta que efectivamente resultó ser el autómata más poderoso de todos,
incluso es equivalente en poder de cálculo al concepto moderno de computadora digital.
Descripción informa: La máquina de Turing consta igualmente de un control y una cabeza
de cinta que se ubica inicialmente en el caracter en blanco de la celda inicial a izquierda
y que permite operaciones de lectura/escritura. Las acciones a realizar dependen del
estado actual y símbolo a leer, con lo cual la máquina de Turing avanza a un nuevo
estado, sustituye el símbolo actualmente leído por un nuevo símbolo y finalmente mueve
la cabeza lectora a derecha o izquierda [10].
Descripción formal: Una máquina de Turing es un modelo computacional que realiza una
lectura/escritura de manera automática sobre una entrada llamada cinta, generando una
salida en esta misma [10].
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Este modelo está formado por un alfabeto de entrada y uno de salida, un símbolo especial
llamado blanco (normalmente b,∆ o 0), un conjunto de estados finitos y un conjunto de
transiciones entre dichos estados. Su funcionamiento se basa en una función de transición,
que recibe un estado inicial y una cadena de caracteres (la cinta, la cual puede ser infinita)
pertenecientes al alfabeto de entrada. La máquina va leyendo una celda de la cinta en cada
paso, borrando el símbolo en el que se encuentra posicionado su cabezal y escribiendo un nuevo
símbolo perteneciente al alfabeto de salida, para luego desplazar el cabezal a la izquierda o a
la derecha (solo una celda a la vez). Esto se repite según se indique en la función de transición,
para finalmente detenerse en un estado final o de aceptación, representando así la salida [10].
Una máquina de Turing con una sola cinta puede definirse como una 7-tupla:
M = {Q,Σ,Γ, s, b, F, δ}
Donde:
Q→ Es un conjunto finito de estados.
Σ→ Es un conjunto finito de símbolos distinto del espacio en blanco, denominado alfabeto de
máquina o de entrada.
Γ→ Es un conjunto finito de símbolos de cinta, denominado alfabeto de cinta (Σ ⊆ Γ)
s ∈ Q→Es el estado inicial.
b ∈ Γ →Es un símbolo denominado blanco, y es el único símbolo que se puede repetir un
número infinito de veces.
F ⊆ Q→ Es el conjunto de estados finales de aceptación.
δ : Q × Γ → Q × Γ × {L,R} → Es una función parcial denominada función de transición,
donde L es un movimiento a la izquierda y R es el movimiento a la derecha.
La cinta es infinita hacia la derecha pero no hacia la izquierda [10].
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3.5. Algoritmo Greedy o Algoritmo Voraz
Los algoritmos voraces (Greedy) se utilizan típicamente para resolver problemas de optimiza-
ción tales como:
Minimizar o maximizar, bajo determinadas condiciones, el valor de una función del tipo:
f(x1, x2, ....., xn) = c1x1 + c2x2 + ....+ cnxn.
La solución se va contruyendo en etapas, en las cuales se va añadiendo un nuevo elemento
a la solución parcial, al mejor candidato que nos parece en ese momento del algoritmo. Una
vez que se tome una decision este nunca la revisará, es por esto que se llama voraz porque
se consume el mejor elemento lo antes posible sin pensar en futuras consecuencias, al final de
cada etapa se verifica si la solución parcial ya constituye una solución total para el problema
[11].
3.5.1. Características generales
Los algoritmos voraces suelen tener propiedades tales como:
Resolver un problema de forma óptima en la cual normalmente se imponen algunas
restricciones, para construir la solución se dispone de un conjunto de candidatos, durante
el desarrollo del algortimo se van formando dos conjuntos (los candidatos seleccionados
y los rechazados) [12].
Función solución: Comprueba si los candidatos seleccionados hasta el momento consti-
tuyen una solución al problema [12].
Función factible: Comprueba si un conjunto de candidatos podría llegar a convertirse en
solución [12].
Función de selección: Selecciona en cada etapa el mejor candidato para incluirle en la
solución parcial[12].
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3.5.2. Eficiencia de los algoritmos voraces
Por lo general los algoritmos voraces son muy eficientes, su eficiencia depende del numero de
iteraciones, que viene determinado por el tamaño de la solución, la eficiencia de las funciones
“solución”, “factible” y “selección”. “Solución” y “factible” suelen ser operaciones de tiempo
constante o dependientes de la longitud de la solución, “selección” depende de la longitud del
conjunto de candidatos, muchas veces es la causante de la mayor parte de la complejidad del
algoritmo en ocasiones convendrá preordenar el conjunto de candidatos para que la función de
selección sea mas rápida [11].
3.6. Problema de la mochila (Knapsack Problem)
Es un problema de optimización combinatoria, es decir, que busca la mejor solución entre un
conjunto de posibles soluciones a un problema. Modela una situación análoga al llenar una
mochila, incapaz de soportar más de un peso determinado, con todo o parte de un conjunto de
objetos, cada uno con un peso y valor específicos. Los objetos colocados en la mochila deben
maximizar el valor total sin exceder el peso máximo. Si bien la formulación del problema es
sencilla, su resolución es más compleja. Algunos algoritmos existentes pueden resolverlo en la
práctica para casos de gran tamaño. Sin embargo, la estructura única del problema, y el hecho
de que se presente como un subproblema de otros problemas más generales, lo convierten en
un problema frecuente en la investigación [13].
A continuación se define formalmente el problema. Supongamos que tenemos n distintos tipos
de ítems, que van del 1 al n. De cada tipo de ítem se tienen qi ítems disponibles, donde qi es
un entero positivo que cumple 1 ≤ qi ≤ ∞. Cada tipo de ítem i tiene un beneficio asociado
dado por vi y un peso (o volumen) wi. Usualmente se asume que el beneficio y el peso no son
negativos. Para simplificar la representación, se suele asumir que los ítems están listados en
orden creciente según el peso (o volumen) [13].
Por otro lado se tiene una mochila, donde se pueden introducir los ítems, que soporta un peso
máximo (o volumen máximo) W . El problema consiste en meter en la mochila ítems de tal
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forma que se maximice el valor de los ítems que contiene y siempre que no se supere el peso
máximo que puede soportar la misma. La solución al problema vendrá dado por la secuencia
de variables x1, x2, ...., xn donde el valor de xi indica cuantas copias se meterán en la mochila
del tipo de ítem i [13].
3.7. Backtracking
En su forma básica, la idea de backtracking se asemeja a un recorrido en profundidad dentro
de un grafo dirigido. El grafo en cuestión suele ser un árbol, o por lo menos no contiene ciclos.
Sea cual sea su estructura, existe sólo implícitamente. El objetivo del recorrido es encontrar
soluciones para algún problema. Esto se consigue construyendo soluciones parciales a medida
que progresa el recorrido; estas soluciones parciales limitan las regiones en las que puede
encontrar una solución completa. El recorrido tiene éxito si, procediendo de esta forma, se
puede definir por completo una solución. En este caso el algoritmo puede, o bien detenerse
(si lo único que se necesita es una solución del problema) o bien seguir buscando soluciones
alternativas (si deseamos examinarlas todas). Por otra parte, el recorrido no tiene éxito si
en alguna etapa la solución parcial construida hasta el momento no se puede completar. En
tal caso, el recorrido vuelve atrás exactamente igual que en un recorrido en profundidad,
eliminando sobre la marcha los elementos que se hubieran añadido en cada fase. Cuando vuelve
a un nodo que tiene uno o más vecinos sin explorar, prosigue el recorrido de una solución [14].
Los problemas que deben satisfacer un determinado tipo de restricciones son problemas com-
pletos, donde el orden de los elementos de la solución no importa. Estos problemas consisten
en un conjunto (o lista) de variables a la que a cada una se le debe asignar un valor sujeto
a las restricciones del problema. La técnica va creando todas las posibles combinaciones de
elementos para obtener una solución. Su principal virtud es que en la mayoría de las imple-
mentaciones se puede evitar combinaciones, estableciendo funciones de acotación (o poda)
reduciendo el tiempo de ejecución [14].
Esencialmente, la idea es encontrar la mejor combinación posible en un momento determinado,
por eso, se dice que este tipo de algoritmo es una búsqueda en profundidad. Durante la
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búsqueda, si se encuentra una alternativa incorrecta, la búsqueda retrocede hasta el paso
anterior y toma la siguiente alternativa. Cuando se han terminado las posibilidades, se vuelve
a la elección anterior y se toma la siguiente opción (hijo [si nos referimos a un árbol]). Si no
hay más alternativas la búsqueda falla. De esta manera, se crea un árbol implícito, en el que
cada nodo es un estado de la solución (solución parcial en el caso de nodos interiores o solución
total en el caso de los nodos hoja) [14].
Normalmente, se suele implementar este tipo de algoritmos como un procedimiento recursivo.
Así, en cada llamada al procedimiento se toma una variable y se le asignan todos los valores
posibles, llamando a su vez al procedimiento para cada uno de los nuevos estados. La diferencia
con la búsqueda en profundidad es que se suelen diseñar funciones de cota, de forma que no
se generen algunos estados si no van a conducir a ninguna solución, o a una solución peor de
la que ya se tiene. De esta forma se ahorra espacio en memoria y tiempo de ejecución [14].
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4. METODOLOGÍA
En la industria maderera existen medidas generales en cuanto a los tablones requeridos por
los fabricantes, es decir, tablones con medidas específicas que las industrias ofrecen a sus
clientes para poder abarcar la demanda de producto con mayor facilidad. Para llegar a las
medidas generales y a los tablones mas requeridos por los fabricantes se investigó en distintos
aserraderos que medidas son requeridas con mayor demanda a nivel local (Pereira), llegando
a la conclusión que todas tienen el mismo patrón y cada tablón presenta un nombre específico
dependiendo de sus medidas, algunos ejemplos son: tablón, listón, tablilla, tabla de burre,
entre otras. Estas medidas se utiizaron para realizar la optimizacion del proceso de corte en
las serrerias ya que una vez determinadas las dimesiones de los tablones se pueden acomodar
óptimamente en la troza para así realizar los cortes secuenciales.
El proceso de corte de la madera en las serrerías es dintinto dependiendo del presupuesto y
las condiciones de trabajo que se hayan estipulado, algunas tienen un proceso automatizado
con maquinaria de tecnología de punta otras tienen un proceso más rudimentario y menos
eficaz utilizando maquinaria un poco antigua y obsoleta, este es el caso de los aserraderos
convencionales de Pereira, su infraestructura es ambigua y no presentan óptimos procesos de
corte lo que genera grandes pérdidas en cuanto a la producción de madera aserrada.
Los aserraderos de Pereira presentan en su proceso de corte una sierra por guillotina mediante
la cual se generan cortes que provocan la separación de al menos dos trozos de material, esto
quiere decir que cada vez que la sierra pase por la troza se produce un tablón pequeño y uno
grande el cual seguirá siendo aserrado hasta llegar a una dimensión reducida, cabe resaltar que
cada corte realizado tiene unas medidas específicas dependiendo de la demanda del producto.
Cada sierra presenta diferente medida con respecto a su espesor, esta variable genera que
cada vez que la sierra pase por la troza para realizar un determinado corte genere el principal
desperdicio llamado aserrín, lo que provoca que a mayor espesor o grosor de la sierra se tenga
un menor aprovechamiento de la materia prima dando como resultado grandes pérdidas cuando
se acumula su valor. Por lo tanto, si se reduce el grosor de la sierra se podría obtener una mejor
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utilización de la materia prima. Sin embargo, si el grosor se disminuye provocaría una baja
significativa en la calidad del producto en cuanto a precisión de medidas, esto es porque la
sierra se vuelve muy delgada e inestable [15].
Una característica que se presenta y que se tuvo muy en cuenta a la hora de realizar la
optimización es que las sierras por guillotina realizan cortes rectos de extremo a extremo, en
paralelo a los bordes de la troza, esto quiere decir, que la sierra por guillotina no puede parar en
medio del proceso de corte como es el caso de algunas maquinas de corte que pueden cortar en
dos direcciones y girar automáticamente la tabla 90 grados para realizar un nuevo corte, aunque
es necesario la ayuda de un trabajador para colocar en otra direccion la tabla, incrementando
la carga de trabajo y el tiempo del proceso de corte en una serreria, en cosecuencia el número
máximo de direcciones de corte se restringe para aumentar la productividad de la máquina
[16].
Para llegar a la optimización deseada se tuvo que tener en cuenta varios factores matemáticos
como el porcentaje de desperdicio generado por las sierras que realizan los cortes, el volúmen
del tronco, área del tronco, iteraciones de corte, función real con las medidas de corte como
entrada, para asi llegar a la mejor solución de todas las posibles. Por otra parte, para definir la
clase de complejidad del problema fue primordial para entenderlo de manera clara, el problema
de ubicar y cortar diferentes piezas a partir de cierto tipo de material con el objetivo de
minimizar los costos es llamado en algunos casos como “cutting stock problem”. Por lo tanto
el problema de corte de algún material es del tipo NP-Completo, esto indica que el número
de pasos computacionales crece exponencialmente dependiendo del tamaño de la instancia lo
que provoca que las técnicas heurísticas se utilicen en este proceso de corte para dar mejores
soluciones en tiempo computacional razonable [15].
En consecuencia el algoritmo realizado simplemente busca un candidato a solución aleato-
riamente, luego entra a la etapa de verificación recibiendo como entrada las medidas de los
tablones requeridos por el fabricante y el espacio que tiene la troza para organizarlos de una
manera eficiente, procede a realizar el cómputo de una manera determinista finalmente de-
teniendose hasta que obtenga una solución óptima o en su defecto, hasta que no tenga mas
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tablones para incluir en la solución.
Para encontrar una solución a nuestro problema, partimos de la conclusión que la troza es
perfectamente circular, es decir, no tuvimos en cuenta las imperfecciones de la materia prima.
Es por esto, que se tuvieron en cuenta dos dimensiones, es decir, que decidimos ignorar la
profundidad (eje Z) y analizar el problema en dimensiones de ancho (eje X) y de alto (eje
Y), debido a que la profundidad no afecta la distribución de los cortes, esta conclusión fue
obtenida a partir de que el aserrado se lleva a cabo mediante la técnica de corte de Guillotina,
esto quiere decir, que las sierras por guillotina cortan sin parar teniendo un punto de partida y
un punto de finalización como anteriormente se describió, si se detiene en el proceso la madera
puede ser maltratada o en su defecto romperse y así perderse una parte del producto, una vez
se realice el corte de un tablón determinado este es separado, lo que nos indica que no puede
tenerse en cuenta para otros cortes en la misma troza que se esta aserrando en el momento.
Esta fue nuestra principal restricción a la hora de obtener la distribución más óptima de los
cortes, mientras se trabajaba con los algoritmos mediante programación dinámica.
Con el fin de aprovechar al máximo el área de la madera, decidimos obtener el posible rectán-
gulo con mayor área, y ademas de esto, sacamos los posibles rectángulos que se podían extraer
de los residuos laterales que se generan al obtener el tablón con mayor área.
Posteriormente, estudiamos la posibilidad de obtener la solución óptima mediante un método
de programación llamado algoritmos voraces o algoritmo de Greedy. Este tipo de algoritmo
siempre escoge una alternativa que parece mejor en el momento de la elección, también se
consideran alternativas para determinar cuales subproblemas utilizar en una solución óptima,
abriéndonos el panorama para darnos cuenta que el problema no requería de un conjunto de
elecciones para llegar a la más óptima sino elegir una sola alternativa, este es uno de los motivos
por el cual se planteó la solución por algoritmo de Greedy, otro motivo es por el patrón de
corte anteriormente mencionado y porque Greedy nos da una solución mas organizada con la
condición de la forma de corte de la sierra.
Para desarrollar el algorítmo voraz se tuvieron en cuenta varias restricciones para obtener la
función factible en nuestro problema de optimización. Es así, que se tuvieron en cuenta varias
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heuristicas:
1. La dirección del primer corte para obtener el tablón deseado, podía ser HORIZONTAL
o VERTICAL según las piezas que quedaran libres, para decidir el corte se analizaban
las piezas resultantes del corte y se optaba por elegir el corte con las piezas resultantes
más grandes.
2. La orientación del tablón deseado, se rotaba o no el tablón según las piezas resultantes,
escogiendo como la más óptima la orientación que nos diera las piezas resultantes más
grandes.
3. Tuvimos en cuenta las piezas resultantes, escogiendo la pieza que menor perdida nos
dejara después de un corte.
4. Para optimizar mejor el algoritmo, se decide ordenar los tablones de acuerdo al área del
tablón y teniendo como precedencia el ancho del tablón y luego su alto.
Para validar además las restricciones decidimos desarrollar algoritmos de Knapsack donde se
tuviera en cuenta las posibles decisiones que se pudieran tomar a medida que se iba generando
cada uno de los cortes, es así, como decidimos analizar cada una de las restricciones plan-
teadas en el algoritmo voraz: la dirección, la orientacion, y la elección de los tablones libres,
además decidimos analizarlos en conjunto y por separado. Obteniendo entonces, los siguientes
algoritmos:
KP: Este es el algoritmo por knapsack con todas las funciones heurísticas que se tuvieron
en cuenta para solución óptima.
KPB: Este es el algoritmo por knapsack con backtracking que analiza todas las funciones
heurísticas que se tuvieron en cuenta para encontrar la solución óptima.
KPB-Free: Este es el algoritmo por knapsack con backtracking que analiza todas las
posibles soluciones que se puedan obtener con todos los posibles tablones libres que se
encuentran al momento de ejecutar un corte.
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KPB-Orientation: Este es el algoritmo por knapsack con backtracking que analiza todas
las posibles soluciones que se puedan obtener rotando (girar 90 grados) el tablón de ser
posible.
KPB-Direction: Este es el algoritmo por knapsack con backtracking que analiza todas
las posibles soluciones que se puedan obtener realizando el primer corte Horizontal o
Vertical.
KPB-FreeDirection: Este es el algoritmo por knapsack con backtracking que analiza
todas las posibles soluciones que se puedan obtener con todos los posibles tablones libres
que se encuentren al momento de ejecutar un corte, además de analizar todas las posibles
soluciones que se puedan obtener realizando el primer corte Horizontal o Vertical.
KPB-FreeOrientation: Este es el algoritmo por knapsack con backtracking que analiza
todas las posibles soluciones que se puedan obtener con todos los posibles tablones libres
que se encuentren al momento de ejecutar un corte, además de analizar todas las posibles
soluciones que se puedan obtener rotando (girar 90 grados) el tablón de ser posible.
KPB-OrientationDirection: Este es el algoritmo por knapsack con backtracking que ana-
liza todas las posibles soluciones que se puedan obtener rotando (girar 90 grados) el
tablón de ser posible, además de analizar todas las posibles soluciones que se puedan
obtener realizando el primer corte Horizontal o Vertical.
KPB-FreeOrientationDirection: Este es el algoritmo por knapsack con backtracking que
analiza todas las posibles soluciones que se puedan obtener con todos los posibles tablones
libres que se encuentren al momento de ejecutar un corte, ademas de analizar todas las
posibles soluciones que se puedan obtener rotando (girar 90 grados) el tablón de ser
posible y todas las posibles soluciones que se puedan obtener realizando el primer corte
Horizontal o Vertical.
Para programar los algoritmos y poder obtener los resultados, decidimos trabajar en un en-
torno de desarrollo NetBeans, que esta hecho principalmente para trabajar con el lenguaje de
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programación Java, con una computadora intel core i7 4510U 3.1 GHz, con 8 GB de memo-
ria RAM y un HDD 1 TB, con Windows 7 de 64 bits. En la Figura 2, podemos observar el
diagrama de clases que se obtuvo, teniendo en cuenta que se hizo un desarrollo orientado a
objetos.
Figura 2. Diagrama de clases de la optimización
Este diagrama de estados que anteriormente se pudo visualizar contiene varias variables que
se pueden interpretar para lograr un mejor análisis y una mejor compresión de la solución,
estas variables se describen de la siguiente manera:
Wood: Troza circular.
Lumber: Tablón principal y tablones laterales.
Log: Tablones resultantes de los cortes a Lumber.
Datamodel: Lee la configuración (.txt) para crear la estructura para optimizar.
Cutting: Algoritmos de la optimización
Direction: Determina las dos posibles direcciones de corte.
Position: Determina las dos posibles posiciones de corte en eje X y eje Y.
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Dimension: Medidas en X y Y de la troza y los tablones.
A continuación en la Figura 3, podemos visualizar el diagrama de flujo de actividades que se
desarrolló para óptimizar el proceso mediante el algorítmo que se deseé utilizar para obtener
la solución óptima.
Figura 3. Diagrama de flujo de la optimización
Para la visualización de los resultados, utilizamos el software de diseño asistido por computador
SolidWorks mediante el cual pudimos simular el proceso de corte y de distribución, además,
podemos obtener el desperdicio, área, volúmen, etc, con el fin de validar nuestra metodología
y tener una mejor comprensión de la solución propuesta en este documento.
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5. EXPERIMENTOS Y RESULTADOS
Para llevar a cabo los experimentos, se tuvo en cuenta unas medidas generales de tablones para
el aserrado de la madera, podemos visualizarlas en la Figura 4, estas medidas se encuentran
en milímetros.
Figura 4. Medidas generales de tablones
Después creamos la configuración de nuestro problema, especificando el radio de la troza y el
grosor de la sierra, en nuestro caso elegimos un radio de 160 mm y un espesor de la sierra de
corte de unos 5 mm, siendo esta una medida media con respecto a los espesores de los distintos
tipos de sierra que existan en el mercado. Esta configuración es guardada en un archivo con
extensión .txt que contiene las medidas generales de los tablones, en la Figura 5 se muestra
esta lista de dicha configuración, para ser utilizado por el programa desarrollado en NetBeans,
donde inicialmente lee y configura los parámetros base para poder llevar a cabo la solución
óptima del problema.
Figura 5. Configuración de los parámetros de medida
Posteriormente en la Figura 6, podemos observar el rectángulo con mayor área que se puede
obtener de la troza y además obtenemos los posibles rectángulos de los residúos laterales, para
ser utilizados dentro de nuestra solución, adicional vemos los cortes realizados por la sierra y
el desperdicio de materia prima (color rojo).
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Figura 6. Cortes de la sierra y tablones obtenidos para la optimización
Después de obtener estos cortes y tablones para la óptimizacion, analizamos las solución óptima
mediante SolidWorks, visualizando la secuencia de los cortes y validando los resultados de
manera gráfica. En la Figura 7 y en la Figura 8, podemos observar la solución que arroja el
algoritmo de optimización para la troza con radio de 160 milímetros y con un espesor de la
sierra de 5 milímetros. Posteriormente, visualizamos el corte para cada uno de los algoritmos
desarrollados y así poder observar que estos varían de acuerdo a las restricciones evaluadas
y de acuerdo al orden mediante el cual se van obteniendo los tablones. Los tablones rojos
son las piezas que quedan libres, algunos con unas medidas aceptables para ser reutilizados
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y así obtener otros tablones de diferentes dimensiones, otros simplemente son desperdicio de
material que provoca pérdidas en la producción de un lote con medidas específicas para un
cliente común que tenga la serrería.
Figura 7. Solución Óptima sin ordenamiento
Estas son las posibles soluciones a nuestra configuración sin ordenamiento, podemos ver que
a) es ineficiente ya que genera demasiado desperdicio de madera y los cortes no presentan
un correcto ordenamiento, b) es una solución que genera mejor ganancia pero su desperdicio
sigue siendo alto, c) es buena su distribución de cortes pero su costo es de los más elevados ,
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d), e) son soluciones iguales lo que nos lleva a la conclusión que la restricción de dirección y
orientación no afecta a la hora de obtener la mejor solución, f) y h) son similares en cuanto
a los cortes del tablón principal su diferencia se presenta en los cortes laterales, g) e i) son
soluciones con menor desperdicio en el tablón principal pero con mayor area de perdida en los
tablones laterales.
Figura 8. Solución Óptima con ordenamiento
Estas son las posibles soluciones a nuestra configuración con ordenamiento, podemos ver que
a) y b) son iguales en los cortes del tablón principal pero varía en los tablones laterales son
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buenas soluciónes pero solo en caso de tablones con medidas grandes a su vez la ganancia
es mayor debido a la facilidad de sus cortes, c) es una solución que toma en cuenta algunos
tablones con medidas pequeñas en su alto, d), e), f) son soluciones iguales pero que generan
poco desperdicio de material y a su vez una buena distribucion de los tablones de madera, g),
i) son soluciones con resultados esperados, es decir, son las soluciones más óptimas en cuanto
a ganancia, distribución de tablones, desperdicio de material y número de cortes, posiblemente
potencialicen el proceso de corte de una serrería, h) es una muy buena solución pero generan
gran desperdicio de material en los tablones laterales.
Podemos observar que el orden en que se ingresa los tablones interfiere significativamente en
la obtención de la solución óptima, esto quiere decir, que nuestra restricción o nuestro análisis
se acerca a una posible solución óptima deseada debido a la maximización de ganancias y a
la minimización de desperdicios por parte del algoritmo contruido con esta restricción. Esto
nos lleva a que esta solución puede mejorar el proceso de corte de las serrerías del pais y asi
aumentar su eficiencia en este proceso el cual en la gran mayoría de los casos se dificulta la
distribución correcta de los tablones con las medidas deseadas por el cliente.
En la Figura 9, podemos ver que los resultados obtenidos con cada uno de los algoritmos
propuestos para encontrar la solución óptima mediante los algoritmos con la configuración sin
ordenamiento, podemos analizar que la ganancia, el desperdicio, y el costo es significativamen-
te óptimo en los algoritmos “KPB-FreeDirection” y “KPB-FreeOrientationDirection” en base
al algoritmo “KP” el cual tiene las funciones heurísticas propuestas anteriormente. Además,
podemos observar que los algoritmos dinámicos incrementan su tiempo de cómputo cada vez
que se decide analizar una de sus restricciones. Mientras que el algoritmo voraz (“KP”), no
arroja la mejor solución en cuanto a las caracteristicas descritas pero en cuanto a tiempo de
cómputo es el más rápido.
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Figura 9. Resultados por la configuración sin ordenamiento
En la Figura 10, podemos ver que los resultados obtenidos con cada uno de los algoritmos
propuestos para encontrar la solución optima mediante los algoritmos con la configuración
con ordenamiento, podemos analizar que la ganancia, el desperdicio, y el costo es significati-
vamente óptimo en los algoritmos “KPB-FreeDirection” y “KPB-FreeOrientationDirection” en
base al algoritmo “KP” el cual tiene las funciones heurísticas propuestas anteriormente. Sin
embargo, podemos observar una mejora significativa a la hora de ordenar los tablones en nues-
tro algoritmo voraz, acercándose a los otros algoritmos propuestos y sin necesidad de perder
tanto tiempo computacional. Tambien podemos ver que la restricción de la orientación no es
significativa a la hora de optimizar la solución y que la restricción más significativa es la de
obtener soluciones óptimas en todos los posibles tablones libres.
Figura 10. Resultados por la configuración con ordenamiento
Finalmente, analizando de manera profunda las figuras 9 y 10, vemos que los algoritmos
por programación dinámica se acercan mas a una solución óptima que el algoritmo voraz
(KP), por eso, si es necesario obtener una solución a un problema muy complejo, en este caso
NP-Completo, es mejor optar por el algoritmo “KPB-FreeDirection” que se acerca más a una
solución óptima sin perder tanto tiempo computacional como se puede observar en el algoritmo
“KPB-FreeOrientationDirection”.
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6. CONCLUSIONES Y RECOMENDACIONES
6.1. CONCLUSIONES
El uso de una herramienta computacional es muy importante a la hora de optimizar un proceso
industrial, escoger la herramienta correcta es vital para obtener la mejor decisión y las más
viable para así minimizar costos y aumentar la productividad de la industria.
El desarrollo de un modelo matemático el cual nos arroje resultados esperados es primordial
antes de efectuar o realizar cualquier desarrollo de software para así disminuir el tiempo de
trabajo.
El funcionamiento general del proceso de corte en una serrería se debe explorar a fondo para
saber como implementar la optimización del proceso, tener claro cuales son las limitaciones,
ventajas, desventajas, restricciones, funcionamiento, de este proceso industrial que conlleva
a una realización del algoritmo más dinámica y menos tediosa provocando una optimización
deseada por la serrería.
Esta optimización permite disminuir el despedicio de material en un porcentaje mayor al 70%
frente a distintas soluciones que se presentan en el mercado actual, la implementación depende
de una infraestructura específica que se debe tener en las serrerías esto quiere decir que el
software desarrollado requiere de este costo adicional para así, obtener una automatización
completa del proceso de corte en las serrerías del país.
El algoritmo pudo minimizar el número de cortes y aumentar la eficiencia del proceso sig-
nificativamente, provocando una disminución en el consumo de energía eléctrica y ganancias
más netas para cualquier compañia que desee optimizar el proceso de corte con el software
desarrollado.
Las técnicas heurísticas de corte realizadas en este proyecto no permiten una correcta mani-
pulación del proceso por lo tanto optimizar el proceso por metodos tanto matemáticos como
de programación son ideales a la hora de dar una solución correcta del proceso de corte en las
serrerías.
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La automatización planteada es posible implementarla en las serrerías actuales o en empresas
que trabajen en corte de madera, permitiendo su aumento de producción y mejoramiento en
cuanto a calidad en los cortes que se efectúen según las especificaciones del cliente.
6.2. RECOMENDACIONES
Esta optimización puede ser plasmada en un sofware con sus correspondientes interfaces para
así ofrecerlo en el mercado a nivel nacional y poder contribuir con la industria que se dedica
a transformar la madera.
Las optimizaciones actuales son muy costosas a nivel nacional, por esto es necesario crear y
diseñar una optimización económica que compita con las optimizaciones actuales siendo más
accequibles para las mipymes y pymes del país.
Es ideal tener más acercamiento con las empresas que trabajan en la parte de producción
de madera para poder identificar mejor los factores y problemas ideales para optimizar un
determinado proceso de la industria maderera.
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