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ABSTRACT 
The fundamental understanding of the interfacial charge on gas bubbles and the 
consequences of such charge are essential in understanding the behaviour of 
physicochemical systems involving liquid/gas and solid/liquid/gas interfaces. Such 
interfaces are involved in many industrial processes such as electrolytic gas evolution, 
particle flotation and bubble coalescence. The knowledge of such interfaces will aid 
mass transfer calculations. 
This thesis describes the application of a laser Doppler anemometer (LDA) system to 
the measurement of bubble electrophoretic mobilities, giving a measure of adsorbed 
charge. Single bubbles were electrogenerated in surfactant-free electrolytes, 
characterised by bubble rise rates, and their behaviour investigated in an electric field 
applied parallel to the direction of rise, so that, depending on the field direction, an 
increase or a decrease in the rise velocities was obtained. This field orientation served 
to decouple the hydrodynamic and field-induced charge polarisation. 
The velocity measurements using LDA showed a large degree of scatter despite 
numerous modifications to the optics and the signal processing. This culminated in the 
belief that a double LDA system was necessary to optimise the reliability and accuracy 
of the technique. 
Measurements using a Kodak high speed camera and recording system showed that the 
bubbles were negatively charged over the pH range studied (3-11), as indicated by their 
migration towards the anode under the influence of an applied electric field, with 
mobilities showing a radius and field dependence, implying that the adsorbed charge at 
the gas/electrolyte interface was mobile and polarisable. Large mobilities (10-60 x 10"® 
m2 s"^  V"^) were observed in comparison with results from previous bubble 
electrophoresis experiments with lateral fields. This was explained in terms of the 
enhanced charge polarisation occurring in the parallel electric field to the rise vector. A 
qualitative explanation for the decoupling of the hydrodynamic and field-induced charge 
polarisation has also been provided. 
In a separate series of experiments, under sufficient field conditions to overcome 
buoyancy forces, rising bubbles were stopped and held stationary. It was shown by 
extrapolation that bubbles possessed an iso electric point between pH 2 and 3, being 
positively charged below pH 2 and negatively charged above pH 3, supporting the 
hypothesis that the preferential adsorption of OH /H+ ions gives rise to the net charge. 
A laser reflection technique was investigated to measure the thickness of a liquid film 
formed between a bubble and the planar gas/electrolyte interface when they are in close 
proximity of each other. Preliminary investigations on macroscopic soap films showed 
the technique to be suitable for studying film thinning rates, though further refinement 
is necessary to study microscopic transient films. 
Electrophoresis measurements using a high speed camera have shown that bubbles 
preferentially adsorbed OH-/H+ ions from the solution in the absence of surfactants. 
This charge resided on a highly mobile interface and could be polarised by the actions 
of the hydrodynamics and the electric field. The laser Doppler anemometer system 
requires further development to achieve more accurate bubble velocity profiles in order 
to detect the small changes that occur. 
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CHAPTER 1 
INTRODUCTION 
The interfacial charge on gas bubbles need to be established if physicochemical systems 
involving liquid/gas and solid/liquid/gas interfaces are to be understood adequately. 
This is of fundamental importance since the nature and the state of the charge on 
bubbles will govern bubble-bubble and bubble-particle interactions, encountered in 
such systems. Liquid/gas and solid/liquid/gas interfaces are involved in a wide variety 
of industrial processes such as gas/liquid contacting, fine particle flotation, electrolytic 
gas evolution, bubble coalescence and indeed most cases where the stability of thin 
liquid films is concerned. The nature of the interactions of bubbles with other bubbles 
and/or solid particles wiU dictate the success or failure of each process. 
In the presence of surfactants, through deliberate addition or adventitious 
contamination, adsorption takes place at the gas/liquid interface, rigidifying the surface 
and causing the bubbles to behave like solid particles. The behaviour of such a surface 
state is well understood. However, given the large bubble surface area available in 
industrial processes, it is more than likely that at least part of the surfaces of bubbles 
would not adsorb surfactant. Under such conditions bubbles would possess partially 
mobile interfaces. Consequently, it is essential that the nature of bubble surfaces under 
mobile interface conditions (i.e. in clean systems) is well understood. This in turn will 
facilitate full understanding of the behaviour of bubbles. 
Previous work [1,2] using electrolytically produced hydrogen and oxygen bubbles has 
shown small charge densities (< 10^ C m-^) at clean gas/solution interfaces. 
Application of classical theory to such densities predicted electrophoretic mobilities (Ug 
= u/E) of 0.003 to 1 m^ s'^  V"^ Experimentally much larger bubble mobilities ( 1 - 1 1 
m^ s"i V"i) were observed in applied electric fields (E). This was due to the different 
hydrodynamic boundary conditions at mobile gas/solution interfaces compared with 
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those at solid/solution interfaces. Nevertheless, a distinct variation of mobility with pH 
was observed, with an iso-electric point (i.e.p.) at approximately pH 3 (i.e. the bubbles 
were negatively charged at pH > 3 and positively charged at pH < 3). The mobile 
nature of the gas/solution interface allowed the surface charge to move around the 
bubble due to the hydrodynamic flow induced by bubble rise, and polarisation by the 
electric field. 
The objective of this project was to further investigate the above mentioned asymmetric 
pH behaviour of bubbles by developing a laser Doppler anemometer system, to give 
improved precision on velocity measurements and experimental flexibility, compared to 
traditional techniques, such as photography. Furthermore, the project attempted to 
decouple the influence of bubble rise rate and electric field strength in polarising the 
distribution of charge around the bubble surface. In previous bubble electrophoresis 
experiments, where the electric field direction has been perpendicular to the bubble rise 
vector, this had not been possible due to the symmetrical electrophoretic velocities of 
bubbles with the two field directions. A new cell geometry was used in this study to 
apply an electric field parallel to the direction of bubble rise such that an increase or a 
decrease in the bubble rise rate was observed. It was anticipated that the changes in 
bubble velocities (i.e. the electrophoretic velocity u) with the two field directions would 
be asymmetrical and facilitate decoupling of the two effects. 
Bubble coalescence, where the interfacial charge on bubbles has major consequences 
on coalescence times and behaviour, is of importance in many areas of chemical 
engineering. The mechanism by which coalescence occurs can be used to predict the 
performance of agitated tanks and bubble columns since the degree of coalescence in 
such contacting processes alter the area available for mass transfer, hold up and the 
residence time distribution, affecting the overall process efficiency. 
Recent work [3] on the coalescence of bubbles produced at adjacent orifices found no 
influence of pH on coalescence times, but this was in solutions containing n-octanol. 
Previous work [1] on bubble departure diameters, governed by electrode/bubble 
electrostatic interactions in clean solutions, has shown surfactants to mask the effect of 
pH. Therefore, the effect of pH on bubble coalescence, where a similar interaction 
between the bubbles exist, remains unclear. 
16 
It has been demonstrated recently [4] that a laser reflection technique can be used to 
measure directly the thinning of unstable liquid films such as those separating two 
bubbles when they are in close proximity of each other in relatively pure solutions. The 
drainage rate of such films dictate the coalescence behaviour of bubbles. The bubbles 
in that work [4] were produced by direct injection of gas. It was attempted in this 
project to adopt the technique to investigate the above mentioned pH behaviour by 
measuring the rate of thinning of a liquid film formed between an electrogenerated 
bubble and the air/solution interface, thus simulating coalescence of two gas bubbles. 
In turn this would facilitate the understanding of the mechanism by which coalescence 
occurs. 
The overall objective of this project was to facilitate better understanding of the 
interfacial charge on gas bubbles by producing surfactant-free electrolytes to ensure 
mobile bubble interfaces, developing a laser Doppler anemometry system to improve on 
previous measurement techniques and utilising a new cell geometry to give insight in to 
areas not accessible by previous means. Furthermore, it attempted to study the 
consequences of interfacial charge on bubbles in the context of bubble coalescence by 
demonstrating a laser reflection technique to investigate film thinning. The results can 
be used to predict the performance of bubble processes and aid calculation of 
parameters such as the mass transfer rate. 
17 
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1 Interfacial Properties of Bubbles 
1.1 Introduction 
It is energetically favourable for the gas/liquid interface (i.e. the boundary between the 
gas and liquid phases) to acquire a net surface electric charge through adsorption of 
ionic species when brought into contact with an aqueous polar medium [5]. With ionic 
surfactants such as sodium dodecyl sulphate, this effect is clearly observed through 
migration of bubbles towards the appropriate electrode under the influence of an applied 
electric field. However, in the presence of simple ions or in pure water the formation 
of a charged interface is more difficult to postulate [6,7] due to lack of understanding 
of adsorption phenomena. 
The gas/liquid interface in an aqueous medium would be expected to be negatively 
charged more often than positively charged [5] since the cations are usually more 
hydrated than anions and have a greater tendency to reside in the bulk medium. Anions 
on the other hand tend to be less hydrated and more polarised and therefore are 
specifically adsorbed. In the case of a simple electrolyte which increases the surface 
tension of water (e.g. 2M NaCl at 20 °C causes an increase of 4 mN m-^) through 
greater forces of attraction between solute-solvent molecules than solvent-solvent 
molecules , adsorption of negative ions would be expected at the gas/liquid interface. 
This surface charge would influence the distribution of ions in the vicinity in solution 
and would lead to the adsorption of positive ions in the form of a bound layer, followed 
by a diffuse layer of counter ions decaying in concentration with increasing distance 
fi"om the gas/liquid interface. This charge separation and the resulting electrical 
potentials are concerns of double layer theory which is a widely studied phenomenon 
[8]. 
When a particle moves in solution, shear takes place between the bound layer 
containing the adsorbed species, which moves with the particle, and the diffuse layer 
(see Fig. 2.1). The potential at the plane of shear is known as the zeta potential (Q and 
is generally assumed to approximate to the potential at the outer Helmholtz plane. The 
magnitude of the zeta potential depends on the surface potential and the concentration 
and charge of the counter ions which have opposite charge to the adsorbed species for 
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Fig. 2.1 Schematic representation of the structure of the electric double layer. 
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electrical neutrality. In general, the greater the counter ion-charge and counter-ion 
concentration, the lower the zeta potential. Zeta potential phenomena is dealt with in 
detail in section 1.3. Zeta potential is a calculated quantity and is often based on 
electrophoretic mobility Ug. Electrophoretic mobility ( u j of a bubble is defined as the 
velocity of a bubble (electrophoretic velocity u) under the influence of an electric field 
(E), expressed as u/E. It yields information about the net electric charge with respect to 
the bulk and is experimentally the most accessible electrokinetic parameter to study in 
order to establish the interfacial properties of bubbles. 
1.2 Bubble Charge and Electrophoretic Mobility 
1.2.1 Measurement Techniques 
Bubble electrophoresis was studied as early as 1861 by Quincke [9] and later by Alty 
[10-12] and McTaggart [13-15] using a spinning cylinder. Bubbles were trapped in 
water in a cylindrical cell, closed at both ends by disk electrodes. When the cell was 
spun, the bubbles were centrifuged to the axis and the horizontal velocity under an 
applied electrical field could be measured. Bach and Oilman [16] improved this 
technique to allow for the electro-osmotic effect of the cell walls arising from the 
movement of liquid relative to the stationary charged surface. Despite this, the 
technique had severe disadvantages, summarised by Huddleston and Smith [6], as 
follows: 
(i)- the force on the bubble due to the spin prevented the measurement of simple 
electrophoretic mobility and decreased the sensitivity of the technique. 
(ii)- the bubbles were likely to adsorb surfactants from solution. 
(iii)- there was an unexplained radius dependence making it impossible to apply 
classical theory to the measurements. 
Microscope electrophoresis (microelectrophoresis), a commonly used technique for 
measuring electrophoretic mobilities of particles, has been extended to study bubbles 
[17-22]. The electrophoresis cell is a horizontal glass tube of rectangular or circular 
cross-section with an electrode at each end. The electrodes employed are reversible, 
such as Pd,H2/H+ or Ag/AgCl, to avoid gas evolution. Particles suspended in solution 
are viewed through a microscope and their horizontal movement studied under an 
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applied electric field. However, the situation is complicated by the charged nature of 
the internal glass surfaces of the cell in aqueous solutions. An applied electric field 
causes an electro-osmotic flow of liquid near the walls with a compensating return flow 
along the horizontal axis, reaching a maximum at the centre of the tube. This 
necessitates determination of areas, known as "stationary levels", where the electro-
osmotic and return flows cancel out [5,8]. The electrophoresis measurements must be 
made only at these points for validity. Collins et al [19] drilled two small holes in the 
lower and upper walls of the cell to insert and seal thin platinum wires at which small 
(< 35 |im) oxygen bubbles were generated by the application of a low voltage pulse. 
Following departure, the bubble rose under its buoyancy and the horizontal component 
of its velocity, caused by application of a lateral electric field, was measured using a 
microscope. Their work was limited to 35 |im diameter bubbles due to difficulties in 
following larger and therefore faster bubbles with a microscope. Fukui and Yuu [20] 
advanced the upper size limit to 75 |im by using a TV camera and video recorder to 
capture the events. Kubota et al [21] dissolved air into distilled water at a constant 
pressure. When this pressure was released, a suspension of very small bubbles was 
obtained. The bubbles were stabilised in this suspension by addition of surfactant and 
were poured into an unmodified electrophoresis cell. However, this technique was 
confined to swarms of bubbles and it was not possible to study electrophoresis in the 
absence of surfactants. Okada and Akagi [22] also produced bubbles by pressure 
reduction of solutions containing dissolved air. However, by restricting the path of the 
bubbles through a narrow capillary they were able to produce a train of small bubbles 
and study their behaviour in electric fields without surfactant addition. 
Huddleston and Smith [6] described an experiment with a plane aqueous/gas interface 
in a trough cell where the interface could be cleaned by suction. Velocities of well 
characterised particles (e.g.latex beads) were measured in an electric field as a function 
of depth into the solution from the aqueous/gas interface. Subtraction of the 
electrophoretic mobility, determined independently via microelectrophoresis, allowed 
the solution electro-osmotic velocity to be calculated as a function of distance from the 
interface at any point. Extrapolation to the solution surface gave the electro-osmotic 
velocity at this interface, from which zeta potentials could be calculated using the 
Smoluchowski equation (see section 1.3.1). The work was continued by Usui et al 
[23], though great experimental difficulties were experienced with this technique, in 
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particular in the determination of the velocity-depth profile. 
Sirois and Millar [24] and Dibbs et al [25] studied electrophoresis of bubbles between 
two electrodes in a relatively large vessel to avoid electro-osmotic effects. The method 
was further developed by Brandon [1,2] who showed this to be a reliable technique, 
facilitating the study of bubbles with diameters of up to 200 |i.m. 
Deijaguin and Dukhin [26,27] considered theoretically the determination of zeta 
potentials by measurement of the Dom (sedimentation) potential. Dom potentials 
(differences) are generated when charged particles are allowed to rise or settle through a 
liquid under gravity, causing shearing of double layers (e.g. fall of mercury drops in 
glycerol). Dibbs et al [25] and S amy gin et al [28] attempted without success to 
determine the Dorn potential of a swarm of, and single bubbles respectively. 
Subsequently, Usui et al [29,30] and Sotskova et al [31] were successful in 
measuring Dom potentials from which zeta potentials were calculated for swarms of 
argon bubbles. 
1.2.2 Experimental Observations 
Huddleston and Smith [6], studying electrophoresis of nitrogen bubbles in NaCl 
electrolyte using a spinning cylinder, showed the bubbles to be negatively charged in 
the pH range 4-10 and found by extrapolation of their data that the point of zero charge 
(p.z.c) was around pH 2. They were unable to explain why the electrophoretic 
behaviour was so pH dependent and why the isoelectric pH should be so acidic. 
However, they speculated that the water molecules near the interface may have a very 
different dissociation from those in the bulk. 
McShea and Callaghan [7], using a rotating cylinder cell, reported increasingly 
negative surface charge densities with pH in the range 4 - 9, in distilled water, 
supporting the observations of Huddleston and Smith [6]. They also found the net 
charge to be negative in an electrolyte of KCl at pH 7. Matov and Okun [32,33], 
measuring the deflection of bubbles as they rose through an electric field in aqueous 
solutions, showed that bubbles were negatively charged with the surface charge density 
increasing with bubble size. Nazarova et al [34], studying the behaviour of bubbles in 
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a magnetic field, reported that the sign of the charge on bubbles formed during 
electrolysis was always the same as the sign of the electrode at which they were 
evolved. This has later been shown to be incorrect [1,2]. Solution purity with respect 
to surfactants was ignored in all of these studies. 
The first reliable and authoritive electrophoresis measurements were made by Brandon 
[1,2] who cleaned his electrolytes rigorously to ensure absence of surfactants. This 
ensured the investigation of the role of simple ions in water on the formation of a 
charged interface. The influence of pH on the electrophoretic mobility of 
electrogenerated H2, O2 and CI2 bubbles was studied. He observed that all bubbles 
had an iso-electric point (i.e.p.) in the pH range 2-3, i.e. at pH > 3 the bubbles were 
negatively charged and at pH < 3 they were positively charged. Electrophoretic 
mobilities were independent of the type of gas and were in the range +1 to -11 x 10"^  
m^ s-i y-i, Brandon concluded that the preferential adsorption of OH-/H+ ions gave 
rise to the net bubble charges observed. The charge reversal at pH < 3 showed 
conclusively that the charge could not have been induced by surfactant impurities. 
Brandon [1,2] demonstrated that electrophoretic mobility varied linearly with bubble 
diameter over the pH range 4 - 1 0 and could be ascribed to polarisation of the interfacial 
charge. Such a dependence is not predicted by the classical theory for the 
electrophoresis of solid particles (see section 1.3.1) as bubbles in clean systems have 
mobile interfaces [35]. Additionally electrophoretic mobilities decreased with 
increased electrolyte concentration attributed to a reduced diffuse layer thickness on the 
assumption that the charge density remained constant. 1:1 electrolytes produced greater 
electrophoretic mobilities due to more extensive diffuse layers. This supported the 
results of Collins et al [19], who studied electrophoresis of oxygen bubbles in 
solutions of cetyltrimethyl ammonium bromide (CTAB), sodium sulphate and ethanol, 
commonly used in flotation. In the absence of sodium sulphate the bubbles were 
strongly positively charged. With the addition of sodium sulphate, mobilities of 3 - 5 x 
10-8 ni2 s-i V-i in 1.0 x 10"^  to 5.0 x 10"^ mol dm-^ sodium sulphate were observed. 
The clear effect of sodium sulphate was to decrease the mobility of the bubbles due to 
diffuse double layer compression. Fukui and Yuu [20] have reported similar results 
with the same experimental design. 
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Brandon added cationic dodecyltrimethyl ammonium bromide (DTAB) and anionic 
sodium dodecyl sulphate (SDS) surfactants in milli-molar sodium nitrate at specific 
pH's to neutralise the pH induced charge on bubbles. From their adsorption isotherms, 
determined by independent means, the pH-induced charges were determined. DTAB 
concentrations of 4x10-6 and 8x10-6 mol dm-3 were required to neutralise the initial 
charge on bubbles at pH 6.9 and 10.5 respectively, while at pH 2 .4 , 2x10-7 mol dm-3 
SDS was needed. This information allowed the calculation of the charge densities in 
the absence of surfactants. The low values obtained (< 10-3 c m-2) showed that 
electrophoretic mobilities measured in clean systems were far greater than those 
predicted by applying theory for solid particles to the calculated charge densities. While 
from rise rate measurements, the gas/liquid interface was mobile in "clean" electrolytes, 
increasing surfactant concentration rigidified bubble interfaces by adsorbed surfactant. 
McShea and Callaghan [7] observed a non-linear relationship between electrophoretic 
mobility and electric field strength using a spinning electrophoresis cell. They 
attributed this to the distortion of the double layer due to the rotation of the cell. The 
same relationship was observed later by Brandon [1,2] using conventional 
electrophoresis. He concluded that the mobile nature of the surface charge permitted 
enhanced polarisation at high field strengths. 
1.3 Bubble Zeta Potential 
1.3.1 Theory 
Unfortunately, the properties and behaviour of double layers at mobile interfaces have 
not yet been theoretically described, so that calculation of zeta potentials and adsorbed 
charge densities from mobilities is not yet possible. However, surfactant adsorption 
rigidifies the bubble interface at monolayer coverage and the bubble behaves like a solid 
particle, for which extensive double layer theory exists [8]. In addition, theory has 
been developed for the double layer properties and behaviour of fluid and mercury 
drops which have mobile interfaces, analogous to bubbles. 
Helmholtz [36] presented a theory of electrokinetic phenomena giving a qualitative 
relationship between electrophoretic mobility (Ug) and zeta potential (Q. This was 
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improved and extended by Smoluchowski [37] who assumed that the electrophoretic 
retardation, resulting from the opposing movement of counter ions and associated 
solvent, was the dominant force. He derived the equation for non-conducting particles: 
u ^ = - £ ^ (2-1) 
4701 
where e is the dielectric constant and T] the dynamic viscosity of the liquid. This 
equation is valid for any shape of particle provided that the thickness of the double layer 
K"^  (K is the inverse Debye length) at a given point on the surface is small compared to 
the radius of the curvature (a) of the surface at that point. Huckel [38], making the 
same assumptions as Smoluchowski, but using the theory of conductance in strong 
electrolytes, derived the equation for spherical particles: 
u = (2-2) 
® 6701 
which differs from that obtained by Smoluchowski (equation 2.1) by a factor of 2/3. 
The discrepancy between these two results was investigated by Henry [39] who 
attributed it to the different geometry of the applied electric field. Huckel had 
disregarded the fact that the presence of a particle in a field caused deformation of that 
field and Smoluchowski had assumed the field to be uniform. Both assumptions are 
valid at extreme cases of large Ka (> 100), for the Huckel equation, and small Ka (< 
0.1), for Smoluchowski's equation. Henry [39] expanded on his findings by 
superimposing the external field on the local field around the particle and derived, for 
conducting and non-conducting spheres: 
u ^ = - £ C - . [l+>,f(Ka)] (2-3) 
® 6701 
where K is the inverse Debye length, a the radius of particle and X = (K l-
Kp)/(2KL+Kp) with and Kp representing the conductivity of the liquid and particle 
respectively. For non-conducting particles (X=0.5) at small Ka, f(Ka) tends to zero and 
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the equation reverts to Huckel's (equation 2-2) and at large Ka, f(Ka) tends to unity and 
the equation reverts to Smoluchowski's (eqn.2-1). Henry's treatment assumed that the 
charge distributions on the surface and in the electrolyte remained spherically 
symmetrical when a field was applied. However, in practice the ions are swept to the 
rear of the particle causing excess charge there and a deficit in front, known as the 
"relaxation-effect" [40]. Booth [40,41] and Overbeek [42,43] allowed for this 
effect and showed, independentiy, that the electrophoretic mobility varied as a power 
series of zeta potential. Recently, superior numerical solutions with the aid of 
computers have been obtained by Wiersema et al [44] and O'Brien and White [45]. 
In liquid and mercury drops, where there is internal motion, the tangential component 
of velocity at the surface of shear is not zero [46]. This implies that the Stokes friction 
will be reduced and the electrophoretic retardation and relaxation effects will be affected 
[47]. Booth [46] developed a theory for spherical conducting fluid droplets by 
drawing analogy with Henry's theory for solid particles [39]. He obtained for Ka » 
1: 
^ Pf 3n"(l+X)+2n(l-2X) (2-4) 
6701 3TI"+2TI 
where T|" is the internal viscosity of the drop. In his derivation Booth neglected the 
relaxation effect and assumed that the charge concentrated in a thin layer at the interface 
and remained symmetrical even in the presence of an electric field. Sengupta [48] 
speculated that the latter assumption of Booth was invalid and went on to modify 
Booth's theory by introducing a surface conductivity correction, previously pointed out 
by Bikerman [49] and applied by Henry [50] and Booth [51] for solid particles. 
Assuming zero internal viscosity (for gas bubbles) he derived the equation: 
where Kg is the specific surface conductivity of drops. This predicts a decrease in 
electrophoretic mobility with size, which is inconsistent with experimental observations 
[1,2]. 
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Using a Helmholtz type model for the electric double layer, Frumkin and Levich [52] 
derived for a charged mercury drop: 
ao 
"e = 2 
(3Ti"+2Ti+a A) 
where is the charge density in the shear plane. Similar considerations for a charged 
mercury drop (X=-l) reduces Booth's equation (2-4) to: 
(2-7) 
7t(3T|"+2Tl) 
Equation (2-6) predicts much higher mobilities than equation (2-7). The discrepancy 
was investigated by Levine and O'Brien [53] who concluded that Booth's treatment 
was inferior due to not allowing for the redistribution of charge on the surface of the 
drop. They then went on to describe a theory of electrophoresis based on the works of 
Henry [39], Overbeek [42] and Booth [46], and obtained for mercury drops: 
aa . [1 2 ] (2-8) 
3TI"+2TI X(3ri"+2ri) 
which applies for large Ka and small charge densities (a). The polarization term 
introduced dominated the magnitude of the mobilities. This theory was in good 
agreement with Frumkin and Levich's [52] at K a » l and at surface potentials in the 
Debye-Huckel range. Equation (2-8) cannot be applied directly to bubbles since 
mercury drops were assumed to be ideally polarisable. Nevertheless, it predicts a linear 
relationship between electrophoretic mobility and size. 
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1.3.2 Experimental Observations 
2Leta potentials for gas bubbles in numerous surfactant and electrolyte solutions have 
been widely reported [6,7,19-23,29,30,33,34,54,55]. The solution purity has 
not been addressed in any of these studies and therefore, it is unlikely that the bubbles 
would have had mobile interfaces. Huddleston and Smith [6] obtained ^ values for 
nitrogen bubbles of -114 mV, +1 l lmV and -45 mV for 10'^ mol dm"^ anionic sodium 
dodecyl sulphate (SDoS), cationic dodecyl trimethyl ammonium bromide (DoTAB) and 
anionic decyl methyl sulphoxide (DMS) respectively. Collins et al [19] reported 
values of 50-64 mV for oxygen bubbles in 5x10"^ mol dm"^ CTAB. Fukui and Yuu 
[ 2 0 ] obtained ^ values of 0-90 mV for the same system but using 
microelectrophoresis. Cichos [54,55] showed that air bubbles had a zeta potential of 
a constant -34 mV across a range of potassium chloride concentrations (1x10'^ mol dm" 
3 to 1x10"^ mol dm"^). Usui and Sasaki [29] obtained zeta potentials of -9 to -24 mV 
with large experimental scatter for argon bubbles in distilled water. ^ values of -10 to -
20 mV were obtained at low surfactant concentrations, suggesting that their distilled 
water had similar levels of surface-active contamination. In all these cases C was 
calculated using the Smoluchowski equation (eqn.2-1), and showed the expected sign 
and magnitude, giving further confirmation of the assumption of surface rigidity in the 
presence of surfactants and hence the applicability of equations for solid particles. 
Brandon [1] added surfactant to clean solutions to neutralise the charge on bubbles. 
From the adsorption isotherms of the surfactants he was able to estimate the magnitude 
of the charge on gas bubbles. Then applying equation (2-9) [8]: 
0 = ^ . s i n h ( i i ) (2-9) 
where ng is the number of bubbles per unit area, z the valency of the ion, e the 
elementary charge, k the Boltzmann constant and T the temperature, he obtained the 
corresponding zeta potentials, from which, together with Smoluchowski's equation 
(equation 2.1) he obtained electrophoretic mobilities of +0.033 to -1.0x10"® m^ s"^  V'^ 
for bubbles in a clean system. These were much lower than the experimentally 
observed values of +1 to -lOxlO ® m^ s'l V"^  illustrating that theories developed for 
solid particles cannot be applied to gas bubbles. 
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2 Bubble Rise in Liquids 
2.1 Mechanics of Bubble Rise 
The motion of bubbles in liquids is complicated in comparison to that of solids due to 
surface tension influencing the bubble shape, cleanliness affecting the boundary 
conditions at the interface (i.e. mobile or rigid) and gas circulation within the bubble 
affecting the drag force [35,56]. When the buoyancy and drag forces are equal, 
bubbles rise at constant (terminal) velocity. The rise rate behaviour of bubbles falls into 
one of four regimes depending upon their Reynolds number (Re), a measure of the 
ratio of inertia to viscous forces [35]: 
Re = Z ^ (2-10) 
n 
where v is the velocity of the bubble, d diameter of the bubble and p the density of the 
liquid. The four regimes are: 
(i) Re < 1 - Very small bubbles (d < 0.1 mm) fall into this regime where the liquid 
motion at the gas/liquid interface is viscous. The bubbles are spherical in shape and 
rise with a steady rectilinear motion. The Rybczynski - Hadamard equation [57,58] 
describes the motion of liquid drops in a liquid medium: 
V = 2gr (P-P") (n+n") (2-11) 
3TI (2TI+3TI") 
where r is the bubble radius and p" the density of the drops. Since gas bubble motion 
is closely related to that of drops, by setting the internal viscosity T|" to zero, Levich 
[35] obtained: 
v = i L < E 2 l (2-12) 
3ti 
where p' is the density of the bubbles, describing the terminal rise velocity of bubbles 
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with a corresponding drag coefficient (Cg) of: 
c , 4 a -13) 
Stoke's law for solid particles gives a terminal velocity of: 
^ ^ 2gr (P-P,) (2-14) 
9ti 
where is the density of the sohd particles. Comparison of equations (2-12) and (2-
14) show that the terminal rise velocity for a gas bubble is 1.5 times the terminal 
velocity of a solid particle. This is due to the mobile nature of the bubble interface in a 
clean system [35]. If sufficient level of contamination is present the bubble surface 
becomes immobile through adsorption of surfactant, behaving like a solid particle, and 
then Stoke's law applies. 
(ii) 50 < Re < 800 - Medium sized bubbles (0.5 mm < d < 2 mm) fall into this regime 
where inertial forces would be expected to predominate over viscous forces [59]. 
Bubbles remain spherical over most of this range, with deviation from spherical 
beginning to occur around Re of 800. Levich [35], assuming spherical shape and 
absence of surfactants, obtained: 
.. _ gAp-p ' ) (2.15) 
9t| 
with a corresponding drag coefficient of: 
Co 4 a-16) 
These equations were based on the theory of viscous dissipation in the potential flow 
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around the bubble. Moore [60] extended the calculation by including the contribution 
from the boundary layer and wake to obtain: 
Brandon [1,2], investigating bubble rise rates in high purity solutions, showed that 
equation (2-17) gave a better fit to the experimental data than equation (2-15). 
(iii) 800 < Re < 5000 - In this range (up to d = 9 mm) bubbles become flat and 
ellipsoidal in shape which causes them to rise in a spiral path. The velocity of rise is no 
longer dependent on the bubble dimension(s) and all bubbles display a velocity of 
approximately 0.3 m s-^  [35]. 
(iv) Re > 5000 - Bubbles in this flow regime adopt a smoothly curved profile over the 
front and a flat rear. For volumes greater than 3 cm^, corresponding to an equivalent 
diameter of 18 mm, they are described as spherical capped [59]. They rise with 
terminal velocities independent of fluid properties, given by [61]: 
v = 0.711 ^  gdg (2-18) 
where dg is the equivalent diameter of the bubble and g the acceleration due to gravity. 
This is derived from the application of Bernoulli's theorem. 
2.2 The Effect of Surfactants 
As a bubble rises through water containing surfactants, the molecules of the surfactant 
are carried by convective-diffusion to the gas/liquid interface where they adsorb 
preferentially and alter the surface tension. The flow of fluid around the bubble, due to 
its upward motion, sweeps this adsorbed material onto the rear of the bubble. The 
resulting low surface tension on the rear of the bubble and the subsequent high surface 
tension on the cleaner parts of the bubble lead to surface tension gradients [62]. Such 
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gradients oppose the motion of the fluid around the bubble and hence reduce the rise 
rate. The interface rigidifies at the rear stagnation point and could spread to cover the 
entire bubble surface or reach an equilibrium in between state. Small bubbles (Re < 1) 
with their slow rise rates ensure complete rigidification of the surface and behave like 
solid spheres. This leads to a 50 % reduction in their rise rates as shown in section 
2.1. Larger bubbles (Re » 1) will have only a partial coverage and the retardation 
effects will be less dramatic. Nevertheless, reductions of up to 30 % in rise rates have 
been reported [63]. 
Brandon [1,2] showed that surfactant concentrations as low as 10"^  mol dm-^ have a 
considerable retardation effect on the rise rates of bubbles. Anfruns and Kitchener 
[64] and Pashley [65] prepared and collected water under the most stringent 
precautions to remove trace impurities, yet there was still evidence of contamination. 
Brandon [1,2] obtained high purity solutions via several stages of distillation and ion-
exchange, followed by bubble cleaning (see section 3.2.3 for details). He consistently 
produced water of quality matching the theoretical predictions of Levich [35] and 
Moore [60] at intermediate bubble sizes. However, it is not possible to extract from 
his data whether he was able to match Levich [35] theory for bubbles with Re < 1. 
3 Cleaning and Contamination 
3.1 Glass Surfaces 
3.1.1 Introduction 
Glassware constitutes a potential source of impurities and must be cleaned prior to 
experimentation. Glass (silica) surfaces can be different from the bulk in both chemical 
composition and structure [66] where various radicals and monolayers of molecular 
material such as the hydroxyl ion, water molecules and organics are commonly found. 
Processes such as volatilisation and recondensation, occurring during glass forming, 
contribute to surface deposits and irregular topography [67]. 
33 
3.1.2 Methods of Measuring Surface Cleanliness 
Compositional changes on the surface of glass can be directly measured by IR 
spectroscopy techniques. However, although, these methods are sufficiendy sensitive, 
their complexity and practical constraints of handling and mounting of samples (thereby 
exposing the samples to contamination) make them unsuitable for routine monitoring of 
cleanliness. 
Feder and Koontz [68] developed an atomiser test where micro droplets of water were 
sprayed on to glass surfaces. On "clean" hydrophilic surfaces the water droplets spread 
and formed thick films (about 150 nm) which produced uniform coloured fringes. 
Droplets on contaminated surfaces did not spread and opaque mists were observed. 
This method was refined by White [69] who used the condensation of steam on to 
glass surfaces to evaluate the fringe quality. Vig et al. [70] compared their steam test 
observations with those from Auger analysis. Coloured fringes were shown to 
correspond to less than 0.1 monolayer of contamination. An "orange-peel" indicated 
0.1 to 1 monolayer whereas "fog" resulted in more than one monolayer of 
contamination. 
The contact angle formed between water and the glass surfaces is another useful 
method to validate cleanliness [65]. Freshly cleaved mica is taken as the "top" 
standard since it has a highly hydrophilic surface displaying a contact angle of 2-4° and 
giving excellent fringes in the condensation test. Angles in excess of 5° are indicative 
of contaminated surfaces. 
The condensation and contact angle methods are now widely recognised as standard in 
evaluating cleanliness on a routine basis [71,72]. However, both these methods are 
limited, in the main, to plain surfaces (i.e.plates) and cannot be used to validate 
cleanliness of complex glassware. 
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3.1.3 Methods of Cleaning Glass Surfaces 
There are four general methods one can utilise in cleaning glass surfaces [73]. These 
involve the use of aqueous solvents, non-aqueous solvents, detergents and mechanical 
techniques. 
(i) Aqueous solvents. These are by far the most common. An ideal aqueous solvent is 
defined as having the capability of either dissolving the impurities (leaving the substrate 
glass unaffected) or dissolving the substrate glass to undercut the impurities (leaving 
the substrate glass smooth) [67]. In practice the glass is always affected to some 
degree. Aqueous solvents perform via chemical interactions either by etching using 
basic cleansers or by leaching using acidic cleansers. 
Chromic acid is often used to clean glass surfaces. Pashley [65] has shown that 
freshly made up chromic acid at room temperature was incapable of cleaning 
contaminated plates even after many days of immersion. At 120°C it was effective but 
still took five days to produce good fringes on the steam condensation test. However, 
it has been shown [74,75] that chromic acid leaves traces of adsorbed chromium ion 
on the surface which are difficult to remove. 
Treatment with an oxidising mixture of ammoniacal hydrogen peroxide is frequently 
recommended [68,74,76]. At 60-80°C the peroxide vigorously decomposes 
releasing oxygen which "scrubs" the substrate. Pashley [65] showed that grossly 
contaminated plates could be cleaned successfully in four minutes using this agent. 
Pashley [65] has systematically investigated the performance of a number of aqueous 
solvents. He was able to show that hot concentrated sodium hydroxide, concentrated 
nitric acid at 80°C, and dilute ammonium hydrogen difluoride at room temperature 
demonstrated successful cleaning. Concentrated hot hydrochloric and nitric acids, 
concentrated ammonia at room temperature and dilute hot sodium hydroxide, on the 
other hand, were classified as unsuccessful. However, he used plates which were 
grossly contaminated with skin fats which are known to be particularly difficult to 
remove [70]. This implies that his findings should not be critically applied to any 
research, such as the present study, where such levels of contamination are unrealistic. 
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(ii) Non-aqueous solvents. This group of solvents are chenaically inactive towards the 
glass surface. They include hydrocarbons and halocarbons. They are useful for 
removing oils, particulates (0.1 -1000 |im) and non-polar compounds especially when 
they are bonded by physical forces. The main disadvantage of non-aqueous solvents is 
their tendency to adsorb on to the glass surface. This is often more tenacious than the 
impurities themselves since they compete preferentially for the adsorption sites on the 
glass surface. 
(iii) Detergents. These are usually mixtures of organic and inorganic compounds. A 
good detergent is said to adsorb on both the contamination and the glass surface via the 
reactive end of the molecule and dissolve readily via the water soluble end. This results 
in emulsification of the impurities, deflocculation and lowering of surface tension [77]. 
Some detergent components such as phosphates and EDTA react chemically and are 
corrosive towards some glass surfaces [67]. Alkaline detergents are effective in 
etching glass. It has been shown [67] that above pH 10, most detergents are highly 
corrosive towards borosilicate. Decon 75 (BDH Ltd.) is a commonly used alkaline 
biodegradable detergent that is thought to have a mild etching action. It has been 
shown [78] to be highly effective in decontamination of glassware used in 
radiochemical work. 
The surface-active nature of detergents make them unsuitable for studies where absence 
of surfactants is a must since traces will remain adsorbed to glass surfaces. 
(iv) Mechanical techniques. Such techniques include a range from the common 
scrubbing, wiping, polishing and brushing to the more sophisticated ultrasonics, high 
pressure sprays and ion bombardment. These techniques would be suitable, in the 
main, for removal of visible contamination. They would not be practical choices for 
complex glassware where access to the inside walls is limited. 
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3.2 Electrolyte Solutions 
3.2.1 Sources of Impurities 
In any electrochemical system the main sources of impurities are: 
(i) the water used in preparing the solutions. Domestic and industrial water supplies are 
contaminated with impurities, in particular with surface-active organics. 
(ii) the chemicals used in preparing the solutions. Salts, inorganic acids and alkalis of 
the purest grades often contain impurities such as Fe. 
(iii) gases used in purging electrolytes and oxygen from the atmosphere. Oxygen is the 
commonest gaseous impurity found as a trace component (up to 10 ppm) of purge 
gases. It also leaks into cells via taps and plastic tubing from the air. 
3.2.2 Detection of Impurities 
Impurities in solution can be detected by the use of cyclic voltammetry. At the Pt 
electrode, no continuous Faradaic oxidation or reduction processes take place, within 
the standard electrochemical thermodynamic limits of stability of water, unless 
oxidisable or reducible impurities are present. Conway et al [79], having characterised 
the voltammogram for clean Pt in ultrapure water, have shown that such species 
blocked H/OH adsorption/desorption peaks, gave larger oxidation peaks and modified 
the normally constant double-layer capacitance. McNicol et al [80] further 
demonstrated that when the Pt electrode was held in the "double-layer" potential region, 
accumulation of surface active impurities gave rise to a progressive decline in the area 
available for hydrogen adsorption. The magnitude of the current density in the 
"double-layer" region can be linked to the purity of the solution [81]. Unpurified 
solutions gave rise to a current density of about 10"^  A cm-^ which decreased to 10"^ A 
cm-2 when purified and 10"® A cm"^ when super-pure. Cyclic voltammetry is also a 
useful tool in detecting impurities at the electrode surface, arising from inadequate 
electrode cleaning, since impurities modify the current profile. 
Surface tension of water is affected by the presence of impurities [82,83]. Surfactants 
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tend to adsorb at gas/liquid interfaces and lower its surface tension. Scott [83] has 
suggested that measurements using standard techniques, such as the Wilhelmy plate 
method, to within 0.1 mN m-i should give a reasonable estimate of how much 
contamination is present on a surface. Brandon [1], using a digital tensiometer, has 
found that surface tension measurements for singly distilled and surfactant-free water 
differed by only 5%, indicating that the technique was inadequate for the detection of 
low levels of contamination. In addition, contamination arising from the introduction 
of electrolyte cannot be detected from changes in surface tension because of the inherent 
change in surface tension with ionic strength. Furthermore, most inorganic impurities 
have very little effect on surface tension and will go undetected. These points suggest 
that surface tension is not a particularly valuable assessment technique. 
The rise rate of a bubble has been shown to be particularly sensitive to surfactant 
contamination [1,65,84]. Brandon [1] studied the effects of deliberate surfactant 
addition to otherwise pure water and was able to demonstrate that even at surfactant 
levels as low as 10"^  mol dm-^- the rise rates were detectably lower than those in 
surfactant-free water. Furthermore, comparison of rise rates with the theoretical 
predictions of Levich [35] (see section 2.1) for bubble rise rates in surfactant-free 
solutions, was a convenient way of quantifying the purity of the water. 
Observation of the persistence of gas bubbles at the free surface [85] is a simple 
technique to evaluate contamination in the solution. Any bubble persisting longer than 
0.5 - 1.0 seconds is indicative of surface active impurities. The limitations of such a 
technique are that it is only a rough guide to contamination and that it is not possible to 
agitate the water and observe bubbles at the free surface in certain vessels, such as the 
one in the present study. 
3.2.3 Removal of Impurities 
It is imperative that the experimental solution is made up with the purest possible water. 
Singly, doubly and even triply distilled water sources are reported in the literature 
[1,2,86-92]. Organics are the important contaminants of water for surfactant-free 
work. A large proportion of these are volatile and therefore simple distillation is not 
adequate in removing them. A second distillation from alkaline potassium 
permanganate removes some of these residual organics. However, amines and similar 
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materials are unaffected by this step and have to be removed by a third distillation from 
acidified potassium permanganate. Passing the water over activated charcoal can be 
used as a further step in removing any residual organics. Brandon [1,2] employed 
this triple distillation process, in addition to using ion exchange resins (to remove 
ionics) and activated charcoal between the first and second stages of distillation. He 
was able to demonstrate that the resulting water was essentially free of surfactants. The 
three stage distillation process is limited by the complexity of the operation and slow 
throughput. 
Conway et al [79] have developed a pyrocatalytic distillation system for the preparation 
of ultrapure water. A small stream of purified oxygen is passed with steam, in a 
recycling system, through a column of silica containing 90% Pt/Rh gauze held at 750-
800 °C. This causes the catalytic oxidation of organic impurities in the steam. 
Although, the purity of the water produced is not in doubt, a 48 hour distillation cycle 
and low volume of water produced per cycle make this impractical. 
With the ever-increasing demand for pure water, a number of commercial systems are 
now available. They consist of either single/double stills or reverse osmosis and are 
often fitted with an array of deionisation cartridges. 
Addition of electrolyte is often a source of impurities and necessitates further 
purification. 'Bubble cleaning' is a convenient way of removing these impurities by 
making use of the natural tendency of the surface-active materials to adsorb at gas/liquid 
interfaces. A large gas/liquid interface can be created by production of a dense cloud of 
bubbles which carry the surfactants upwards as they rise to the surface where they can 
be swept. A number of authors [1,2,65,82,83,93] have shown the validity of this 
technique. Brandon [1,2] demonstrated that after 3 hours of bubble cleaning, 
solutions returned to their pre-electrolyte addition purity. Considerable improvements 
can also be produced in the contamination levels of water that is already very clean, 
making 'bubble cleaning' an ideal final step in pure water cleaning [83]. 
A common goal has been to avoid contamination of water from electrolyte addition, in 
the first place, by purifying the chemicals prior to preparation of solutions. Chemicals 
were often heated to red hot, sealed into glass ampules and crushed below the surface 
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of water. The method was restricted to thermally stable solids such as Na2S04. 
Brandon [1] showed that the enhanced purity achieved by prior purification of solid 
electrolytes could be equalled by bubble cleaning. 
4 Electrolytic Bubble Generation 
4.1 Introduction 
Although, electrogeneration of bubbles was an essential part of the experimental work 
in this research, it was merely a source of bubbles for subsequent electrophoresis and 
not an area of investigation itself. Therefore, the following section gives a brief 
account of the steps involved in the electrogeneration process and is not intended to be 
an in depth survey. Excellent reviews in this area can be found in the literature 
[1 ,94 ,95 ] . 
4.2 Nucleation 
During the electrolysis process, the evolved gases dissolve in solution in the immediate 
vicinity of the electrode. This can lead to rapid supersaturation of the solution at the 
electrode/electrolyte interface, due to the low solubility of gases involved and the lack 
of transport of dissolved gas away from the electrode through diffusion limitations. 
Once the local solubility is exceeded, nucleation occurs at active sites on the electrode 
surface. On platinum electrodes such active sites are [96] tiny surface scratches. 
Following nucleation, the nuclei grow to form bubbles via diffusion of dissolved gas 
from the solution. Bubbles attaining a critical radius which is governed by the 
properties of the solution, continue to grow while those below this radius tend to 
decay. 
4.3 Growth 
Bubble growth from the initial critical radius occurs by expansion due to the excess 
pressure inside the bubble and by mass transport of dissolved gas with the former only 
significant at the early stages. A particularly good analysis of this process is given by 
Brandon [1,97]. Working with ultra pure solutions, he observed three regimes of 
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bubble growth, all following the general relationship: 
r = 6 f (2-19) 
where r is the bubble radius, 6 the growth coefficient, t the time (ms) and x the time 
coefficient. At short times, r was proportional to t and growth was controlled by 
inertial forces. After about 10 ms the growth became diffusion controlled with r 
proportional to tO-5, until the bubble diameter exceeded that of the electrode, when 
Faradaic growth occurred (direct injection of evolved gas), with r proportional to tO-33 
(i.e. the volume was linearly dependent on t). The growth coefficient was strongly 
dependent on current density but independent of pH during oxygen or hydrogen 
evolution. 
4.4 Detachment 
In surfactant-free solutions, solution pH has a significant effect on bubble departure 
diameters [1], which are large (100-300 |im) at low pH and much smaller (< 50 jim) at 
high pH during H2 evolution. The converse was observed for O2 and CI2 bubbles, 
due, in both cases, to the electrostatic interaction between the pH-dependent interfacial 
charge at the gas/liquid interface and the potential-dependent electrode charge. Bubble 
departure occurs when buoyancy forces exceed the electrostatic attraction between the 
bubble and the electrode at which it is growing. In the case of electrostatic repulsion 
between similarly charged bubbles and the electrode, bubbles have zero residence time 
at the electrode before they begin to rise. 
When charged surfactants are present, they adsorb onto both bubble and electrode 
surfaces and the electrostatic repulsion between like charged surfactant species reduces 
bubble departure diameters. Surfactant concentrations in excess of 10-4 mol dm-3 cause 
the pH and potential effects to be masked. For electrodes greater than 100 p,m in 
diameter multiple growth occurs, due to the greater number of nucleation sites [1]. 
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5 Summary 
The principal factor governing interfacial properties of gas bubbles is presence of 
surface active agents. Under such circumstances, bubble surfaces are rigidified 
through surfactant adsorption and the bubbles behave like solid particles, for which 
there is extensive double-layer theory. In clean solutions, pH is the dominant factor 
which dictates the adsorbed charge densities, and mobile interfaces are in existence. 
Particular care must be taken in calculating zeta potentials from electrophoretic mobility 
data since theory for solids cannot be applied to bubbles with mobile interfaces. This 
seems to have been ignored by majority of previous investigators. 
Bubble rise rate is the best indicator of solution purity as even traces of surface active 
materials can be adsorbed and reduce the rise rates significantiy. This is extremely 
convenient since bubble velocity measurements are an integral part of electrophoresis. 
Care must be taken in choosing the right chemicals to clean glassware. The most potent 
agents tend to require extreme conditions which are difficult to meet in practice. Those 
that can be handled at room temperature such as chromic acid and Decon 75 are 
notorious for leaving surface fikns on glass which are extremely difficult to remove. 
Bubble nucleation occurs on active sites which are tiny surface scratches on the 
electrode. The nuclei grow to form bubbles via diffusion of dissolved gases from 
solution. Bubbles that attain a critical radius continue to grow while the rest decay. 
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1 Introduction 
Bubble coalescence is a process whereby the liquid film between two bubbles thins and 
ruptures to produce one larger single bubble, thus minimising the gas/liquid surface 
free energy. In stable foams, such as in soap solutions, the time between the first 
touching of bubbles and the ultimate coalescence can be very long, usually in the region 
of several hours. However, unstable transient films such as those formed in pure 
liquids rupture in less than one second. 
Based on reported work on coalescence in the literature, it is believed that the sequence 
of events involves three stages: 
(1) The bubble surfaces approach each other to the point of contact 
separated by a liquid film with thickness in the colloidal domain 
(2) The liquid film between two bubbles drains 
(3) When sufficiently thin the film ruptures at its weakest point and 
coalescence occurs. 
2 Experimental Techniques Developed For Studying Bubble Coalescence 
In this project it was proposed to study the thinning rate of a film formed between a 
bubble and the planar gas/liquid interface thereby simulating the coalescence of a pair of 
bubbles. It was hoped that electrolytic production of bubbles will improve 
reproducibility, define the conditions more strictly and will be more convenient for 
producing bubbles below 100 microns. 
Three methods have been employed by previous workers. These involved studying 
swarms of bubbles in columns, single bubbles at gas/liquid interfaces and bubbles at 
adjacent orifices. 
2.1 Formation of Swarms of Bubbles in Columns 
Marucci and Nicodema [98] constructed a simple apparatus where swarms of bubbles 
could be produced in a column (Fig. 3.1). Nitrogen gas was fed from a pressure 
reducing valve and a flow meter. The bubbles were photographed above the main 
region of coalescence. Sections of photographs containing 50 or more bubbles were 
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Fig. 3.1 Photograph showing degree of coalescence above a gas distributor after 
Marucci and Nicodema [98]. 
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Fig. 3.2 Coalescence apparatus used by Zieminski and Whittemore [99]. 
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chosen randomly and all the sizes of bubbles contained were measured. The mean 
diameter was then calculated by averaging the volumes of bubbles based on the 
assumption that non-spherical bubbles were oblate spheroids. The diameters varied 
between 0.5 and 4 mm. The mean diameter was indicative of the degree of coalescence 
(the smaller the diameter, the smaller the degree of coalescence). 
A few years later Zieminski and Whittemore [99] described a similar apparatus (Fig. 
3.2) where air was passed at a constant rate through a disperser into a column filled 
with solution. Interfacial surface areas were calculated from the air hold up and the 
average volume of bubbles. Air hold up was determined by direct measurement of the 
instantaneous volume of air in the column and the average bubble volume was 
calculated by projecting a number photographs and measuring the minor and major axes 
of at least 20 bubbles. As the interfacial area was dependent mainly on bubble 
coalescence, the degree of coalescence in a given solution was described simply as the 
change in interfacial surface area compared to that in distilled water. 
Keitel and Onken [100] measured bubble size distributions in bubble columns by 
sucking a constant sample stream from the gas-liquid dispersion, through a glass 
capillary. The bubbles on entering the capillary were transformed into slugs and 
recorded by two light barriers equipped with photoelectric cells. From the two time 
intervals measured for a single bubble, the diameter was calculated assuming that it was 
spherical. Once again the coalescence was linked to the size distribution. The above 
techniques were not suitable for direct measurement of coalescence time or film 
thickness between bubbles. 
2.2 Single Bubble at a Gas/Liquid Interface 
This method was developed primarily for studying the coalescence of a drop at an 
interface. Cockbain and McRoberts [101] described an apparatus where two different 
phases, aqueous and oil, were placed in a vessel surrounded by a thermostat jacket. A 
micrometer syringe, filled with the same oil as in the vessel, was positioned in the 
lower (aqueous) phase. A drop whose volume was just too small to cause detachment 
from the tip was formed and allowed to age. A slight turn of the micrometer head of the 
syringe was then sufficient to detach the drop and the time taken for it to coalesce with 
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the layer of oil in the vessel was measured. This apparatus was then used by several 
workers [102-104], in modified forms to improve drop release and renewal of the 
interface. Fig. 3.3 shows the set up employed by Hodgson and Lee [104]. 
Farooq [105] described an apparatus for studying the coalescence of bubbles at a gas-
liquid interface based on the above technique. It incorporated methods for producing 
single bubbles of controlled size, accurately and reproducibly, cleaning of the interface 
by draining and regeneration, adjusting the distance between the point of bubble 
ejection and interface, and minimising interface disturbance through release of the 
bubble. The drainage of the thin film formed between the interface and bubble was 
monitored using an optical arrangement shown by Farooq [105]. A coloured fringe 
system was produced as a result of reflection and interference of incident white light 
fix)m the film. The colours varied with film thickness, approaching black as the liquid 
film drained away. 
2.3 Bubbles Produced at Adjacent Orifices 
Marucci et al [106] have developed a technique whereby the coalescence of two 
bubbles growing at adjacent orifices could be studied. An essentially similar setup has 
been used extensively by Sagert and co-workers [107-112] (Fig. 3.4). Two nozzles 
were made by drilling two holes of 2 mm diameter in a perspex block,the edges of the 
holes being 1.1 mm apart. They were connected to two independent gas delivery 
systems and placed in a 60 mm perspex tube. The tube was filled with the experimental 
solution to a level about 50 mm above the nozzles. Nitrogen flow was started through 
one nozzle and adjusted. Later the flow rate from the other nozzle commenced and the 
total flow was set to a constant level. Coalescence times were measured by high-speed 
cinematography using a camera operating at 500 to 5000 frames per second. 
Coalescence times were defined as the time between first touching of the bubbles, as 
observed from the disappearance of an uninterrupted light zone between the pair of 
bubbles, and the final rupture of the liquid film between them. The authors observed 
that the rupture point was very distinct and never took more than one frame even at 
5000 frames per second. However, the first touch point involved an uncertainty of two 
or three frames. Ten to fifteen sequences were photographed and the average 
coalescence time was taken. 
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Fig. 3.3 Coalescence cell for studying drops at an interface after Hodgson and 
Lee [104]. 
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Fig. 3.4 Apparatus used by Sagert and co-workers [107-112] to study bubble 
coalescence at adjacent orifices. 
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Fig. 3.5 Bubble coalescence apparatus after Lessard and Zieminski [113]. 
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Lessard and Zieminski [113] employed a much simplified apparatus (Fig. 3.5) 
consisting of two gas-tight syringes supplying two glass orifices, through needles, 
supported in a glass ceU containing the desired solution. For each system 250-300 
bubble pairs were studied through a cine camera and the degree of coalescence was 
determined by counting the number of coalesced pairs. 
3 Factors Affecting Coalescence 
3.1 Introduction 
Previous workers have expressed the coalescence behaviour using certain parameters 
which were strictly controlled by the nature of their experimental set-up. Those 
studying swarms of bubbles in columns [98-100] measured the bubble size 
distribution and obtained an average diameter whose value was indicative of the degree 
of coalescence (the smaller the diameter, the smaller the degree of coalescence). Some 
of the workers [112,113] studying bubble pairs at adjacent electrodes reported 
percent coalescence figures. These were simply the number of bubble pairs coalescing 
expressed as a percentage of the total number of pairs studied. These two parameters 
were useful in describing the influence of various factors on coalescence but were not 
intended for the direct measurement of coalescence. 
The third parameter, coalescence time, is a direct measurement and is therefore the most 
valuable. It is defined as the time taken from the moment of contact of bubble with 
another bubble, as demonstrated by the dissappearance of the light zone between the 
bubbles, or interface to the ultimate coalescence. Studies in this category included 
bubbles at adjacent electrodes, bubbles at air/water interfaces and drops at liquid/liquid 
interfaces [105,107 112]. These three parameters are used below in reporting the 
findings of previous workers. 
3.2 Nature of Solution 
The nature of supporting solution is an influential factor in the coalescence process. 
Three types of solution have been employed by previous workers. These are pure 
liquids, aqueous solutions of inorganic electrolytes and aqueous solutions of organic 
solutes. 
5 0 
3.2.1 Pure Liquids 
Previous studies [105,108,113,114] have shown that in pure water, the bubbles 
coalesced spontaneously on contact. Farooq [105] reported coalescence times of the 
order of 20 milliseconds when studying bubbles at the air/water interface. He also 
showed that pure toluene and purified (double-distilled) kerosene behaved like water 
and produced immediate coalescence. 
Sagert and Quinn [108] investigated coalescence times for bubbles of H2S and CO2 
formed at adjacent nozzles in water. In both cases the pressure in the bubble forming 
chamber played an important part. For H2S bubbles the logarithm of coalescence time 
was found to be proportional to the pressure. At 1.7 MPa a coalescence time of 100 ms 
was observed. For CO2, up to pressures of 2 MPa, coalescence times were very small, 
of the order of 1 to 3 ms. Above 2 MPa, the coalescence time increased reaching 20 ms 
at 3.4 MPa. The stability of the water films were ascribed to a small degree of 
immobility of the interfaces arising from intermolecular interactions in the surface 
layers. Same authors [109] also studied the behaviour of bubbles of N2O, CH4, 
C2H4, C2H6, C3H8 and n-C4Hio in well-saturated but otherwise pure water. For 
N2O, CH4 and C2H4 coalescence times were 10 ms or less whereas for the rest it was 
in the range 200-300 ms. Sagert and Quinn [111] then turned their attention to n-
hexane droplets in water and reported coalescence times of 17 ±11 ms. 
3.2.2 Aqueous Solutions of Inorganic Electrolytes 
Marucci and Nicodema [98], when studying a stream of bubbles in a column, have 
noted that bubble coalescence decreased as represented by a decrease in average bubble 
diameter with increasing electrolyte concentration. Coalescence was completely 
inhibited at a concentration of 0.1 mol dm-3 for KCl and about 0.7 mol dm-3 for KI, 
and at intermediate concentrations for electrolytes such as CUSO4, KOH and KNO3. 
The behaviour of bubbles in electrolytes was attributed to electrical repulsive forces 
which hinder coalescence. However, in a later paper [106] the phenomenon was 
explained in terms of surface tension gradient. 
Zieminski and Whittemore [99] investigated a similar system in which a stream of air 
bubbles were dispersed in aqueous solutions of electrolytes. The measured parameter 
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was interfacial surface area. Since change in surface area is almost entirely dependent 
on bubble coalescence, they were able to report the degree of coalescence (see section 
2.1). Increasing electrolyte concentration decreased bubble coalescence, with 3-2, 3-1 
and 1-3 electrolytes being the most effective. 1-1 electrolytes were shown to be least 
effective in bringing about this decrease in coalescence with 2-2 and 2-1 electrolytes 
having an intermediate effect. At 0.03 mol dm-3, Al2(S04)3 increased the surface area 
(i.e. reduced coalescence) by about 300 % while NaCl and other 1-1 electrolytes caused 
an increase of only about 14%. Later on Zieminski and Lessard [113] studied the 
coalescence of a pair of bubbles at adjacent orifices using the same salt solutions as 
previously. They observed the existence of transition concentrations at which the 
process of coalescence was drastically reduced. For purposes of comparison, this 
point was expressed as being the concentration at which 50 % of bubble pairs, studied 
for a given system, coalesced. For 3-1 and 2-2 electrolytes this point was in the range 
0.030- 0.036 mol dm-3, for intermediate 2-1 and 1-2 electrolytes in the range 0.056-
0.060 mol dm-3 and for 1-1 electrolytes in the range 0.16 - 0.23 mol dm-3. it was also 
shown that at higher transition concentrations, such as those observed with 1-1 
electrolytes, the rate of change of coalescence also decreased. For 3-1 and 2-2 
electrolytes a change of 0.01 mol dm-3 over the transition point reduced coalescence 
from 100 % to only a few percent. A possible mechanism for coalescence based on 
ion-water interactions was offered. 
Farooq [105], studying bubbles at the air/liquid interface in various electrolyte 
solutions, observed that below a certain critical electrolyte concentration coalescence 
times were very short as in pure water. On attaining such concentrations, coalescence 
was inhibited and further increases in concentration increased the coalescence times. 
He reported critical concentrations of 0.5 mol dm-3 for KCl (1-1), 0.15 mol dm-3 for 
Na2S04 (2-1) and 0.075 mol dm-3 for Na3P04 (3-1) all of which were at least twice 
those reported by previous workers [98,99] employing swarms of bubbles. No 
explanation was offered as to why this was the case, but it seems that with more 
advanced and direct methods Farooq would have produced the more reliable set of 
results. 
Sagert and Quinn [111] have studied the coalescence of n-hexane droplets in aqueous 
electrolyte solutions of KCl, KBr, KI, NaCl and Na2S04 and showed that the 
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coalescence times were approximately the same for all electrolytes except, Na2S04 
which produced shorter coalescence times. The results were in good agreement with 
previous findings. However the observed coalescence times were longer than a smular 
system involving gas bubbles [114]. 
Ahmed [115] studying the coalescence times of N2 bubbles at adjacent orifices, 
reported transition concentrations above which bubbles detached from the orifices 
without coalescence. They were 111 mol m-3 for KCl, 22 mol m-3 for K2SO4 and 
17.5 mol m-3 for K3PO4. In a later paper [3] he reported instantaneous (i.e. < 50 ms) 
coalescence in KCl solutions of concentration of up to 1 mol m-3. 
Cain and Lee [4], studying bubble coalescence using an interferometric technique have 
reported coalescence times in KCl solutions. 600 ms in 1 mol dm-3 and 420 ms in 0.5 
mol dm-3 solutions were observed. In 0.1 mol dm-3 solutions coalescence was 
instantaneous (i.e. < 50 ms). 
3.2.3 Aqueous Solutions of Organic Solutes 
Zieminski and co-workers [116-118], when studying coalescence of a swarm of air 
bubbles, found that mono and dicarboxyhc acids as weU as aliphatic alcohols decreased 
bubble coalescence considerably. The magnitude of the effect was similar for 
monocarboxylic acids and alcohols which showed coalescence inhibiting behaviour in 
the 0-100 ppm range. Dicarboxylic acids on the other hand had much smaller effects 
and required concentrations of up to 500 ppm. In all cases the effect increased 
progressively with the length of the carbon chain of the solute and with increasing 
concentration. They believed that the effect was due to the adsorption and the 
molecular orientation of the polar-nonpolar solutes at the bubble interface and the 
resulting attraction of the polar groups to water which decreased the rate of drainage of 
the water film separating the bubbles and thus decreased the rate of coalescence. 
Folster [119] confirmed the above observations when he studied the coalescence of a 
pair of bubbles at adjacent orifices in the presence of aliphatic alcohols. 
Sagert et al [107] carried out experiments on the effect of aqueous solutions of C2-C6 
n-alcohols on coalescence of nitrogen bubbles. They established that for lower 
53 
alcohols coalescence times were proportional to the alcohol concentration but for n-
hexyl alcohol coalescence times were proportional to the square of the alcohol 
concentration; for N-amyl alcohol the concentration exponent was between 1 and 2. 
Solution concentrations varying between 1 and KM mg kg-i were employed with 
reported coalescence times of up to 500 ms. 
Later Sagert and Quinn [112] studied the coalescence of n-hexane droplets in aqueous 
solutions of n-alcohols. For all alcohols concerned coalescence times increased with 
increasing concentration. However those alcohols, n-hexanol to n-dodecanol, which 
were more soluble in n-hexane produced a different set of results to those, ethanol and 
n-butanol, which were more soluble in water. Thus the coalescence behaviour was 
related to the diffusion processes in the hydrocarbon droplets or the aqueous phase 
depending on the nature of alcohol. 
Keitel and Onken [100] studied the effect of n-alcohols, diols, ketones and carboxylic 
acids and their results were in agreement with previous findings. They defined a 
concentration Q above which coalescence restraining became significant by producing 
a discernible decrease in average diameter observed in a bubble column. They showed 
that for all the homologous series above: 
InC =-1.53M (3-1) 
O C 
where Mc is the carbon number of the organic substance. 
Very recently Drogaris and Weiland [120] working with n-alcohols and fatty acids, 
have concluded that coalescence times in a given solution were proportional to the 
surface excess concentration and that they increased with the polarity of the hydrophilic 
group. For n-alcohols and fatty acids with short chains, the times required for film 
rupture were negligibly short, hence coalescence times were approximately equal to the 
drainage times. With increasing chain lengths film rupture times became significant and 
sudden changes in coalescence behaviour occurred. 
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Ahmed [3] showed that with n-octanol solutions coalescence times increased sharply 
with increasing concentration above 7x10-3 mol m-3 and coalescence was completely 
inhibited above a concentration of 11x10-3 mol m-3. 
3.3 Surfactant Additions 
Studies in this area have been rather limited since research has been directed towards 
the understanding of the influence of simple electrolytes and organic solutes on bubble 
coalescence. 
Hodgson and Lee [104] studied the effect of two surfactants on the coalescence of a 
drop at a plane toluene-water interface. Sodium benzoate and sodium lauryl sulphate 
(SLS), having low and high surface activities respectively (i.e. the tendency to adsorb), 
were employed. 5 g m-3 sodium benzoate produced coalescence times of less than 1 
second whereas a solution of 20 g m-3 yielded times of around 10 seconds, although 
purity of sodium benzoate made a significant difference to the times produced. 
However, sodium lauryl sulfate produced rather complex and inconsistent results. 
Yang and Maa [121] carried out experiments on coalescence of N2 bubbles in 
solutions of SLS and sodium lauryl benzene sulphonate (SLBS). Coalescence times in 
both surfactant solutions increased with concentration until a transition concentration 
was reached, above which no effect was observed. It was seen that SLS was more 
effective in reducing coalescence. The concentrations were in the range 0 . 1 - 2 ppm 
producing coalescence times of up to 1 second. They also studied the behaviour of a 
large number of bubble pairs and noted that over the transition point (range of about 0.2 
ppm) the numbers of bubbles coalescing could be reduced from 100 % to 0 %. 
3.4 Bubble Size 
Earlier work was confined to drops at liquid/liquid interfaces. Gillespie and Rideal 
[102] and later Charles and Mason [103] showed the coalescence times to increase 
with increasing drop size for water drops at water/benzene interfaces. Hodgson and 
Lee [104] confirmed these observations when studying toluene drops at the 
water/toluene interface. They reported coalescence times of fractions of a second for 
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drops having diameters below 1 mm and several seconds for those with diameters of a 
few mm. 
The first experiments involving bubbles were carried out by Farooq [105], who found 
that in pure water air bubbles coalesced in about 0.03 seconds for 1.0 mm bubbles, 
with shorter times for smaller bubbles. In the presence of electrolytes coalescence was 
virtually instantaneous irrespective of the bubble size, upto a critical concentration. 
Thereafter coalescence times increased with bubble size. Above 2.5 mm the bubbles 
formed unstable liquid films which showed markedly shorter and fairly scattered 
coalescence times. Recently Drogaris and Weiland [120] showed that coalescence 
time varied with the second power of bubble diameter (i.e. tc = d2). 
3.5 Ionic Strength 
Ionic strength (I = 0.5 ZciZi2) involves the properties of both cations and anions within 
a solution and is therefore a better correlating parameter than concentration. Zieminski 
and Whittemore [99] measured the interfacial surface area of bubbles in solutions 
containing various inorganic salts (interfacial surface area is almost entirely dependent 
on coalescence, the larger the area the smaller the degree of coalescence). They showed 
that for all salts the interfacial surface area increased linearly with increasing ionic 
strength, with all the data following the same straight line. Later Zieminski and Lessard 
[113] found that in the same salt solutions coalescence was reduced from 100 % to 10 
% by changing the ionic strength from 0.1 to 0.3 mol dm-3. The exception was KCl 
solutions (KCl reduces the viscosity of water), in which coalescence was less 
concentration dependent. 
Recently Keitel and Onken [100] produced plots of average bubble diameter in a 
column against ionic strength for four inorganic electrolytes. Bubble diameter was 
shown to decrease with increasing ionic strength with points for all electrolytes falling 
on the same line. 
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3.6 Temperature 
Gillespie and Rideal [102], studying the effects of temperature on the coalescence of 
benzene drops at the benzene/water interface and of water drops at the liquid 
paraffin/water interface, showed the degree of coalescence to increase with temperature. 
Charles and Mason [103], with systems comprising carbon tetrachloride and water 
drops at water/carbon tetrachloride and benzene/water interfaces, measured coalescence 
times and found them to decrease as the temperature was raised. Lessard and 
Zieminski [113], turning their attention to sea water, investigated the effect of 
temperature on per cent coalescence. On increasing the temperature from 16 to 31°C 
coalescence was incresed from 28 % to 50 %. 
Ahmed [3] observed recently that an increase in temperature caused a decrease in the 
coalescence time of bubbles at adjacent electrodes with the exception of KCl solution at 
353 K where longer coalescence times were observed. He suggested that the effect of 
temperature may be due simply to the combined effects of a reduction in viscosity, 
surface tension and other properties of the bulk liquid. 
3.7 Viscosity of Solution 
Lessard and Zieminski [113] produced plots of per cent coalescence against relative 
viscosity and found that all salts except KCl, which reduces the viscosity of water, fell 
within a narrow band. Increase in viscosity drastically reduced coalescence over a 
narrow range of viscosities. Between relative viscosities of 1.01 and 1.03 the 
percentage of bubble pairs coalescing was reduced from 100 to less than 10. 
Farooq [105] found that coalescence times increased with increasing fluid viscosity. 
In high viscosity fluids, such as polydimethyl siloxane and liquid paraffin, coalescence 
times of upto 60 minutes were observed. 
Recently Keitel and Onken [100] used saccharose, carboxymethyl-cellulose and 
polyethylenoxide to increase the viscosity of solutions. All resulted in the inhibition of 
coalescence. 
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3.8 pH of Solution 
The only worker to consider the effect of pH on bubble coalescence has been Ahmed 
[3]. However his work was confined to only two pH values in n-octanol solutions, 
6.4, the natural pH of solution, and 3.2, achieved via addition of concentrated H Q . 
He found that pH had no significant effect on bubble coalescence times. Further 
investigations are required in this area involving a wider pH range and surfactant-free 
aqueous solutions since alcohols and other surfactants will mask the effect of pH. 
3.9 Cleaning and Contamination 
Almost all previous workers reahsed the danger of contamination introduced to a highly 
sensitive system through unclean apparatus. Therefore, where possible each item of 
apparatus was made of glass (silica) and cleaned in a strong oxidising agent such as 
chromic acid. This was followed by thorough washing with distilled water and further 
rinses with solutions employed in experiments. However, very few workers have 
considered the presence of impurities through chemicals, water and atmosphere. 
Hodgson and Lee [104], studying coalescence of single drops at plane interfaces, have 
reported interference from impurities which rapidly adsorbed at interfaces. They 
showed that if the interfaces were left to age, the drops took longer and longer to 
coalesce, eventually taking hours. Larger drops were observed to be more readily 
affected by contamination. They attempted to solve the problem by sucking away the 
contaminant periodically from the interface. 
Farooq [105], conducting similar studies noted that coalescence times were widely 
scattered before cleaning the interface and they became more reproducible after the 
interface had been cleaned. 
Brandon [1] observed that rise rate of bubbles in water decreased with the addition of 
electrolyte, which could only be attributed to introduction of impurities. He overcame 
the problem by "bubble cleaning", purging electrolytes with a swarm of 
electrogenerated bubbles. After about 3 hours the electrolyte attained the quality of "as 
distilled" water (i.e. returned to pre-electrolyte addition purity level). 
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4 Foams 
Foams can broadly be considered as coarse dispersions of gas in liquid [5,122]. Two 
extreme structural situations arise; (i) dilute foams which consist of nearly spherical 
bubbles separated by rather thick films of viscous liquid, e.g. carbonated beverages (ii) 
concentrated foams that are mostly gas phase and consist of polyhedral gas cells 
separated by thin liquid films, e.g. soap foams and whipped cream. 
The foaming ability of a liquid is connected to the rate at which liquid films of the foam 
decrease in thickness and eventually break. It is well known that pure liquids do not 
foam as coalescence is a very rapid phenomenon due to absence of surface stabilising 
molecules. Foaming is a property of mixtures of liquids particularly for specific ranges 
of concentration, where coalescence is a very slow process. Low equilibrium surface 
tension, low viscosity, low rate of foam production and high rate of surface tension 
lowering [123] are required for a high degree of foaming. Foams can be divided into 
two distinct groups of metastable and unstable foams. 
4.1 Metastable Foams 
Metastable foams are produced in solutions of highly surface active substances such as 
soaps, synthetic detergents, proteins and saponins. In metastable foams the balance of 
forces is such that when a certain liquid film thickness is reached, the drainage of liquid 
stops [124-126]. Provided that disturbances such as evaporation, draughts, vibration, 
diffusion of gas from small bubbles to larger ones, temperature gradients, heat, dust 
and other impurities are avoided, these foams can persist almost indefinitely. 
4.2 Unstable Foams 
Unstable foams are those where the drainage process does not stop. Such foams are 
produced from dilute aqueous solutions of short-chain fatty acids, aliphatic alcohols 
and inorganic electrolytes [124-126]. These mildly surface-active substances retard 
the process of drainage and film rupture to a certain extent but cannot prevent the 
continuation of such processes to the point of complete foam collapse. In general such 
foams exist for up to 1 second. 
59 
4.3 Foam Stability-Gibbs/Marangoni Effect 
The ability of the liquid film to resist excessive local thinning and rupture, that occur as 
a result of random disturbances, determines the stability of a foam [5]. The 
Gibbs/Marangoni effect is an important stabilising effect. It occurs in foams that are 
formed from solutions of soaps, detergents, etc. (metastable foams). When a film is 
subjected to local stretching due to some external disturbance, an increase in surface 
area arises. This is accompanied by a decrease in the surface excess concentration of 
foaming agent and hence a local increase in surface tension; this is known as the Gibbs 
effect. As a certain time is required for surfactant molecules to diffuse to this surface 
region and restore the original surface tension (Marangoni effect), this increased surface 
tension can persist for long enough to cause the disturbed film region to recover its 
original thickness [127]. The fact that pure liquids do not foam is due to the absence 
of the Gibbs/Marangoni effect 
In addition to the Gibbs/Marangoni effect, mechanical properties of surface films such 
as bulk liquid viscosity, surface viscosity and surface elasticity effect foam stability but 
not to any great extent. The stability of thin liquid films will be discussed further in 
section 5. 
4.4 Breaking and Prevention of Foams 
Liquid foam breakers are considered to act in the form of small droplets raising the 
surface pressure over small regions of the liquid films and spreading from these regions 
to others as a result of their high surface activity. PTFE and other hydrophobic solids 
can also be used to break foam. The effect is to displace the foaming agent and carry 
away some of the underlying liquid [128]. This causes regions of films to thin, and 
since there is no longer any resistance to rupture, the foam collapses. Ether and n-
octanol, used in small quantities, are typical foam breakers. 
Non-solid foam preventatives are adsorbed at the air/water interface in preference to the 
foaming agent. Although they possess a strong affinity for the interface, they do not 
have the capacity to form stable foams. Polyamides and silicones are examples of this 
class of reagent. It has been reported [129] that by virtue of rapid adsorption such 
agents reduce the time required to reach an equilibrium surface tension, thus lessening 
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the Marangoni effect and the foam stability. Other theories [5] include reduction of 
electric double layer repulsion and increased drainage as a result of reduction in 
hydrogen bonding between the surface films and the underlying solution. 
5 Thin Liquid Films 
5.1 Classification of Thin Liquid Films 
Thin liquid films have received a great deal of attention in the last thirty years. The 
interest has arisen from the fact that such films permit the simulation of various 
important dispersed systems. Free thin liquid films can be considered as models for 
foam, the film of a liquid in another liquid as a model for an emulsion, a thin liquid film 
between solids as a model for colloidal suspensions, and a thin film on a substrate as a 
model for the adherence to a gas bubble of a particle suspended in a liquid, as in froth 
flotation. The first studies in thin liquid films date as far back as 1704 when Newton 
[130] investigated soap bubbles. 
Thin liquid films [131-134] can be divided into two main categories, microscopic and 
macroscopic, according to the extent of the film. Microscopic films are formed when 
two bubbles or drops touch (in another liquid) or when a bubble or a drop in a liquid 
touches a solid or liquid surface. The very small films are of regular circular form and 
have a strictly symmetric profile about the central axis [132]. While microscopic films 
are of greater scientific and technological interest, the original qualitative observations 
on thin liquid films were made with soap bubbles which are macroscopic films. 
This work was intended for the study of thin liquid films formed between gas bubbles 
and the air/liquid interface. Such films are transient microscopic films and therefore the 
literature review will be directed accordingly. However, a section on draining and 
rupture of soap films is included. 
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5.2 Film Drainage Studies 
Liquid films are classified into two groups according to their drainage behaviour: 
"rigid" and "mobile" [126]. "Mobile" films thin in a matter of minutes, show 
turbulent motion along the Plateau borders (such borders are caused by the curvature of 
meniscus and creates a localised low pressure region) and have a regular film profile. 
"Rigid" films on the other hand may take days to drain, exhibit little motion and have 
local variations in thickness. The differences in drainage behaviour have been 
associated with the type of surface monolayer that is present in the film [135,136]. 
"Rigid" films are thought to have close-packed rigid surface monolayers which are 
usually formed from the interactions of ionic surfactants and nonionic surface-active 
additives in solution. "Mobile" films on the other hand have surface monolayers with a 
lower viscosity and are formed from solutions containing an ionic surfactant and an 
inorganic electrolyte. 
There are a number of experimental techniques for studying film drainage, such as 
interferometry and conductometry, but the majority of quantitative investigations have 
been carried out with very small, horizontal circular films often using experimental 
techniques pioneered by Deijaugin [137]. Scheludko et al [138] studied the rate of 
spontaneous thinning of a microscopic, circular, plane-parallel, horizontal film formed 
in the centre of a double-concaved drop of liquid using photometry. Platikanov [139] 
investigated the "dimpling" of thin liquid films by measuring the variation in thickness 
of a microscopic film interferometrically. He showed that although horizontal 
microscopic films do have a "dimpled" shape initially, they rapidly transform to an 
almost plane parallel profile. 
Traykov et al [140,141] suggested that the drainage rate (velocity) is essentially that 
for gas-liquid films if the surfactant is soluble in the continuous phase. On the other 
hand if the surfactant is soluble in the dispersed phase, the thinning rate is the same as 
for a system with no surfactant present i.e. rapid drainage. 
Sagert et al [107] measured the diameter (2R) of the contact area (Fig. 3.6) using 
high-speed cinematography. Plots of (2R)2 against time produced a straight line. 
These were carried out with approximately 2.5 mm bubbles in aqueous solutions of n-
alcohols. After 300 ms the contact diameter was approximately 0.9 mm. Their further 
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Fig. 3.6 A schematic representation of bubbles on adjacent nozzles after Sagert 
et al [107]. 
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investigations involving bubbles [110] and n-hexane droplets [111] in aqueous 
solutions of inorganic electrolytes yielded similar results. 
Cain and Lee [4] recently developed a method for studying the drainage of thin liquid 
films formed between two captive air bubbles. It involved simultaneous measurement 
of the change in thickness with time, the area of the film and the diameter of bubbles. 
The film thickness was measured by means of an optical interference method using a 
He-Ne laser source. Measurements were made using 0.8 mm diameter bubbles in KCl 
solutions. It was shown that the films drained quite rapidly in the first 100 
milliseconds after contact (from 600 nm to about 200 nm). In the next 300 ms the 
thickness was reduced to 100 nm and thereafter rupture occurred. Drainage rates were 
faster for the initial period for 1.0 mol dm-3 solutions than 0.5 mol dm-3 solutions, but 
by 400 ms both had reached the same rates. Films in 0.5 mol dm-3 ruptured some 180 
ms earlier than in 1.0 mol dm-3 solutions. 
Both Reynolds [142] and Radoev [143] predicted that the inverse of thickness 
squared was proportional to drainage time. When Cain and Lee [4] compared their 
results with the theory, it was found that the drainage rate predicted by Reynolds [142] 
rigid interface model was not as rapid as the experimental drainage rate. Radoev's 
theory showed good agreement at small film thicknesses but predicted too rapid a rate 
of drainage at large thicknesses. 
5.3 Film Rupture 
Some liquid films thin to a metastable equilibrium state and require external 
disturbances to provide the energy for their destruction. Unstable or transient films on 
the other hand always rupture spontaneously usually at a characteristic "critical 
thickness" [132,144,145]. 
De Vries [146], with the aid of high-speed cinematography, has shown that the 
rupture always occurred at the thinest part of the film. He calculated [147] that the 
energy required to form a hole in a film is of the order of where y is the surface 
energy of the film and h is the thickness. However rupturing through the spontaneous 
formation of a hole was thought [148] to be an improbable mechanism since the 
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product 7h2 reduces the magnitude of the molecular kinetic energy only for extremely 
thin films. 
Scheludko et al [132,144,145] studied rupture thicknesses of horizontal microscopic 
films. They reported that aqueous films stabilised with short-chain alcohols or acids in 
the presence of 0.1 mol dm-3 KCl mptured at about 30 nm compared with about 42 nm 
for aniline films stabilised with decanol. However considerable scatter was observed. 
Scheludko then went on to suggest that waves or corrugations existed in the surface of 
the film as a result of thermal motion. These waves or corrugations amplified by Van 
der Waals forces, could be responsible for rupture. This theory was conclusively 
supported by Vrij [149] from his light scattering studies on thin liquid films. Vrij then 
went on to show that [150] corrugations having wavelengths larger than a critical 
value grew spontaneously, aided by Van der Waals forces, and caused the film to 
rapidly thin and break. He obtained the kinetics of the growing fluctuations by 
assuming a laminar liquid flow between rigid film surfaces at a constant velocity. 
Recently Cain and Lee [4] reported rupture thicknesses and times for transient films 
formed between two captive bubbles in KCl solutions. Films formed in 1.0 mol dm-3 
KCl ruptured at a thickness between 55 and 75 nm and took approximately 600 ms to 
drain to the rupture thickness. Films formed in 0.5 mol dm-3 KCl solutions took 
approximately 420 ms to drain and ruptured at a thickness between 75 and 95 nm. 
Films could not be produced between bubbles in 0.1 mol dm-3 solutions. The values 
were in slight disagreement with the theoretical predictions of Vrij and Overbeek 
[150,151]. This was attributed to slight nonuniformities in the film. 
5.4 Draining and Rupture of Soap Films 
A freshly formed soap film has a typical thickness of the order of 103 nm but it can 
exceed this value by as much as a factor of a hundred. Once formed the film will begin 
to drain through static and dynamic mechanisms [152]. The static mechanisms are 
those in which the position of the surface of the film remains fixed, as in evaporation, 
whereas in dynamic mechanisms, movement of the surface occurs, as in convection. 
Provided that the film does not rupture these processes will cause drainage until an 
equilibrium thickness is reached, typically in the range 5 to 30 nm. At such thicknesses 
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the film appears black when viewed by reflected light. An equilibrium shape is reached 
in the order of seconds. However, the thickness of the film reaches its equilibrium 
value in a many orders of magnitude greater time than that for the surface. In fast 
draining films this will be minutes whereas in slower draining films it may take several 
hours [152]. Once a soap film develops a tiny perforation, it will keep growing and 
the whole film will disappear rapidly [153]. The edges of the hole recede at speeds of 
the order of 10 m s-i. The driving force is the surface tension of the two faces of the 
film which exerts an uncompensated force on the perimeter of the hole. 
Mysels et al [126] have studied drainage behaviour of soap films by forming a captive 
soap film fi"om a rigid frame that was dipped into a soap solution. Analysis of cine-film 
of the interference bands showed that drainage occurred by downward flow under 
gravity and by suction into the Plateau border. They also observed that the coloured 
interference bands drained to a "silvery" and finally to a "black" film. 
6 Summary 
In bubble coalescence the bubble surfaces approach each other to the point of contact 
separated by a thin liquid film. This film drains with time and if there are no stabilising 
effects present, the film ruptures at its weakest point to produce one larger bubble. 
A number of experimental procedures, mostly indirect measurements, have been used 
to understand the process of coalescence. Although, such procedures were adequate in 
gaining a better picture of the coalescence phenomena, they did not provide the 
definitive data that is required for complete understanding. 
Majority of the previous work concentrated on the effect of supporting solution on 
coalescence and developing theories for possible ion-water interactions. Parameters 
such as temperature, viscosity and in particular pH were virtually neglected. 
Most workers realised the danger of contamination introduced to highly sensitive 
systems through unclean apparatus, and proceeded to clean them with strong oxidising 
agents, though use of chromic acid has to be criticised due to reasons stated in chapter 
2. However, only a few workers have considered the presence of impurities through 
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chemicals, water and atmosphere. 
Thin liquid films permit the simulation of various important dispersed systems such as 
models for foams, emulsions etc. Although microscopic films are of greater 
technological interest, majority of the qualitative observations have been made on 
macroscopic films. 
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1 Preparation Of Surfactant-Free Electrolytes 
1.1 Water Purification 
Prior to preparation of electrolytes, "surfactant-free" water was produced. This was 
essential for this work since surfactants tend to concentrate at the gas/solution interface, 
so lowering surface tension, inhibiting gas circulation and acting as a source of surface 
charge. Fig. 4.1 illustrates the purification system. Mains water was fed into a water 
softener followed by a Millipore Milli-RO system that consisted of prefiltration and 
reverse osmosis purification stages. The output was passed through a Millipore Milli-Q 
water polishing system that incorporated an activated carbon cartridge to remove 
dissolved organics, two nuclear-grade mixed-bed deionising resin cartridges to remove 
dissolved inorganics, an organex-Q cartridge to remove the last traces of organics and a 
membrane filter to remove all microorganisms and particles larger than 0.22 |im. The 
final product had 18 megaohm-cm resistivity (typical resistivities for singly and 
doubly-distilled water are 0.1 - 0.5 and 0.5 -1 .0 megaohm-cm respectively). 
1.2 Electrolyte Preparation 
Fig. 4.2 illustrates the apparatus used for electrolyte preparation. The final quality 
water from the purification stage was taken directly into a small reservoir, &om which it 
was run into the mixing vessel and electrolyte added under a nitrogen atmosphere. The 
solution was then transferred to the electrophoresis ceU. 
Electrolytes were "Aristar" grade (B.D.H. Ltd) where possible and "Analar" grade in 
the worst case. To ensure adequate removal of surfactants all electrolytes were purged 
before use with swarms of oxygen and hydrogen bubbles, electrolytically generated at 
two platinum flag electrodes sealed in to the electrophoresis cell. Impurities 
concentrated at the gas/solution interface and were swept out of solution over two wiers 
[82 ,83 ,154 ,155 ] . 
All apparatus were constructed of glass and PTFE and kept under white spot grade 
nitrogen (BOC Ltd.). All glassware was cleaned prior to use by soaking in 
concentrated nitric acid overnight before being rinsed with 18 megaohm-cm resistivity 
water. 
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Apparatus 
Mains Water 
A Water softener 
B Milli-RO reverse osmosis system 
C Reservoir 
D Milli-Q water polishing system 
E Activated carbon cartridge 
F Mixed-bed deionising resin cartridge 
G Organex-Q cartridge 
H 0.22 }im membrane filter 
Fig. 4.1 Purification system for the production of surfactant-free water. 
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A Water storage 
B Mixing vessel 
C Test cell 
D Drechsel bottle 
E Oxygen cylinder 
F Carbon column 
G Nitrogen cylinder 
H Funnel 
O 
• 
Water line 
Gas line 
3 mm PTFE T ' tap 
3 mm PTFE tap 
Bubbler 
Fig. 4.2 Electrolyte preparation apparatus. 
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1.3 Detection Of Impurities 
Surfactants tend to concentrate at bubble surfaces, inducing surface tension gradients 
and lowering their rise rates [82,83,154]. Therefore, the rise rate of a bubble is a 
good indicator of contamination in a solution [1]. 
Bubble rise rates were measured, to detect level of impurities, in the electrophoresis cell 
described in section 2.3, below. 
2 Bubble Electrophoretic Mobility Measurements 
2.1 Introduction 
In previous bubble electrophoresis experiments, an electric field was applied at right 
angles to the direction of rise such that a bubble was deflected towards either of the two 
plates or bubbles were centrifuged to the axis of a horizontal spinning tube along which 
an electric field was applied [1,2,6,9-25]. This project attempted to measure 
electrophoretic mobilities with the electric field parallel to the direction of rise such that 
a bubble showed either a reduction or an enhancement in its field-free rise rate. 
Knowing the rise rate of the bubble in the absence of field, from the difference in the 
two rise rates, it was possible to determine the electrophoretic mobility. As a 
consequence the whole technique relied upon accurate determination of bubble rise 
rates. 
2.2 Bubble Rise Rate Measurements 
A DISA Laser Doppler Anemometer (LDA) system was modified to improve rise rate 
measurement precision for slow intermittent bubbles. A bubble crossing the path of a 
pair of intersecting laser beams scattered light at a frequency proportional to its velocity 
across the beams. This frequency was measured instantaneously using either a 
spectrum analyzer or a frequency counter and displayed for each bubble. Details of the 
LDA technique and the development of the instrumentation are described fully in 
chapter 5. 
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For a limited period a Kodak Ektapro 1000 Imager was available, on loan from the 
SERC equipment pool, to carry out rise rate measurements. This high speed (10^ 
frames s'l) imaging system consisted of a video camera, Ektapro video-recorder, 
monitor, VHS video-recorder and a thermal printer. The information was stored on a 
magnetic tape allowing a maximum of 30 seconds of recording time at 1000 ^ s . The 
tapes were then played back one frame at a time to obtain the velocity information 
through a calibrated graticule. Permanent records of events were made on VHS 
magnetic tapes. 
2.3 Cell Design 
Two separate glass cells were designed for experiments involving LDA and high speed 
camera and illustrated by Figures 4.3 and 4.4 respectively. They were identical in 
principle, but differed in the way bubble size measurements were made. In both cells, 
a single bubble was generated at a vertically-mounted Platinum electrode (25 |J.m 
diameter) by applying a constant current (typically 100 |iA) from a Keithley 
Instruments 225 constant current source through a timer (B&R Ltd.). Following 
departure, the bubble rose vertically under its buoyancy, reaching terminal velocity in 
less than 1 ms, and was then subjected to an electric field parallel to its direction of 
motion. Two field electrodes with surface areas of 4 cm^ each were placed horizontally 
with a vertical separation of 8 to 10 mm. The bubbles entered the field through a small 
(1 mm diameter) hole at the centre of the bottom electrode. A H.B.-Thompson 
programmable power supply was used to apply a potential of up to 180 V across the 
two electrodes. Palladium plated platinum electrodes were used, the palladium being 
cathodically deposited onto platinum foil at 55 A m-^ from a stirred solution of 2 % 
palladium chloride in 1 M HCl [156]. Reversible electrodes (Pd,H2/H''') were 
necessary on application of the electric field to delay gas formation for sufficiently long 
periods to allow for the measurements to be made. This delay was made possible 
through preloading of the anode with hydrogen. Once the measurement was made, the 
bubble left the field through the hole at the center of the top plate and hence did not 
interfere with the next measurement. 
To calculate that the holes drilled in the centre of the electric field plates, to allow 
bubbles through to and out of the field region, did not distort the potential distribution. 
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A pH probe entry port H Working electrode sealed in glass 
B To bubbler I Optically flat window 
C Screw cap for electrode adjustment J Platinum wire sealed in glass 
D Gas saturation port K Palladium coated platinum electrode 
E Platinum flag purging and counter electrode L PTFE seal 
F Ground glass syringe plunger M 3 mm bore PTFE tap 
G Electrolyte outlet N Electrolyte inlet 
Fig. 4.3 Cell design for the measurement of bubble rise rates using LDA. 
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w m 
A Electrolyte inlet G Ground glass syringe plunger 
B 3 mm bore FIFE tap H Working electrode sealed in glass 
C To bubbler I Platinum wire sealed in glass 
D Palladium coated platinum electrode J PTFE seal 
E Screw cap for electrode adjustment K Optically flat window 
F Platinum flag purging and counter electrode L pH probe entry port 
Fig. 4.4 Cell design for the measurement of bubble rise rates using high speed camera. 
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a software package (ESDUfine) was used. This package executed a finite element 
analysis to solve the Laplace equation for solution potential distributions. The cell 
geometry was input to the package, resulting in determination of potential contours for 
the system. The contour plots are given in Appendix A, demonstrating that there were 
no anomalies in the potential distribution due to the holes. Similar plots are given in 
Appendix B for various size bubbles growing on planar electrodes. These demonstrate 
considerable distortions in the potential lines due to the shielding of the electrodes by 
growing bubbles. 
The laser Doppler anemometer used in this work was not capable of measuring bubble 
size simultaneously as fringe components of the scattered light signal required could not 
be detected on a regular basis; therefore bubbles were observed at the growth electrode, 
through an optical flat, in the lower compartment of the cell. A horizontally-mounted 
microscope coupled to a Philips Video40 TV camera, Sony SL-FIUB video-recorder 
and Sony CVM-llOUK monitor gave a time resolution of 20 ms and a magnification 
up to 500. An Allen fibre optic light source was used for illumination. Following 
departure, the bubble entered the field region in the upper compartment, where it 
intersected the path of a pair of crossing laser beams (adjusted to be exactiy mid-way 
between the two electrodes) that formed the measuring volume of the LDA, as shown 
in Fig. 4.5. The LDA system was able to measure velocities for a whole range of 
bubble sizes. 
The Kodak Ektapro system enabled simultaneous measurement of bubble size and 
velocity. Magnification was achieved using a horizontally-mounted microscope 
coupled to the Kodak camera and illumination was provided from an Allen fibre optic 
source placed behind the cell, such that the light fell directly on to the sensor of the 
camera. The field of view was mid-way between the electrophoresis plates and was 
approximately one tenth of the distance between the plate electrodes. For experiments 
that required the whole of the electrophoresis region to be in the field of view, a 
standard Kodak zoom lens was used with foreground illumination. The field of view 
was calibrated previously using a platinum wire of known thickness; therefore size and 
velocity were determined simultaneously, though the slow framing rate and 
magnification limitations restricted bubble diameters to 40 - 100 jim. 
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Fig. 4.6 Microelectrode construction. 
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The investigation procedure for both techniques involved establishing the rise rate of a 
given size bubble in the absence of an electric field, followed by the measurement of 
rise rate in fields of either direction. All reported data are the mean of about 10 
individual measurements. 
10-^ M sodium perchlorate was used as supporting electrolyte, 1-1 electrolyte providing 
an extensive diffuse layer on bubble surfaces in solution and allowing simpler 
theoretical treatment. The low ionic strength was used to allow high potential gradients 
to be used without high currents flowing and unwanted gas evolution. Adjustments to 
pH were made in the mixing cell with "Aristar" grade (B.D.H. Ltd.) sulphuric acid or 
sodium hydroxide and the pH was measured after each test using a Coming M105 pH 
meter and a Russell combination glass pH electrode and temperature probe. Two 
platinum purging electrodes were incorporated in the cell to remove surfactants, 
introduced adventitiously through addition of chemicals, by ion flotation 
[82,83,154,155], and also act as counter electrodes for bubble production. The 
solutions were purged and then saturated with the gas under test before use, as shown 
in Fig. 4.2. 
The design of the cells enabled bubble velocities to be measured over a short time and 
the cell diameters corresponded to at least 100 bubble diameters. As a consequence, the 
effects of electro-osmotic flow at the cell walls on solution velocities in the 
measurement volume could be ignored. 
Experiments involving the application of fields to hold bubbles stationary were earned 
out in the same cell as the LDA work. The lower compartment was once again used to 
measure the size of bubbles as described above. A microscope was mounted in front of 
the upper compartment to observe bubble motion in between the electric field plates. 
The field was applied manually via a switch from a Hi-Tek Instruments Potentiostat 
Type DT2101, that was converted to supply a constant voltage, up to a maximum 110 
V. 
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2.4 Electrode Preparation 
Fig. 4.6 illustrates the microelectrodes used for bubble production. Wires of high 
purity platinum (99.99 %+, Goodfellow Metals Ltd.) were used to make 25 and 100 
|j.m electrodes. The wires were sealed in glass under vacuum and attached to a ground 
glass syringe. The syringe was then partly filled with mercury and fitted with screened 
cable to make electrical contact with the wire. The cable terminated at a "bnc" connector 
outside the glass syringe. 
Electrodes were polished with increasingly fine grades of silicon carbide paper down to 
10 |im, followed by 0.1 jim alumina (BDH Ltd.). Polished electrodes provided single 
nucleation sites for bubble growth as only the tip and hence a very small surface area of 
the Pt wire was exposed through the glass casing. 
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CHAPTER 5 
DEVELOPMENT OF A LASER DOPPLER ANEMOMETRY SYSTEM TO 
MEASURE BUBBLE ELECTROPHORETIC MOBILITIES 
1 Introduction 
2 The Laser Doppler Anemometer 
3 Experimental Approach 
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1 Introduction 
In this project it was proposed to apply an electric field parallel to the direction of rise of 
bubbles and measure the resulting decrease or enhancement of rise rates. This 
necessitated the use of a sensitive and accurate measurement system, capable of 
detecting very small changes in bubble rise rates, since in this field orientation, the 
electrophoretic velocities would be a fraction of the rise rates. 
Laser Doppler anemometry (LDA) has been applied to the measurement of two phase 
flows [157-159] and in particular bubble velocities [157,159-161]. The latter 
studies investigated the velocity of large bubbles in highly seeded flows and the 
published data have demonstrated the feasibility of this technique. With this 
background it was decided to adopt a laser Doppler anemometer to measure velocities 
of small and intermittently-produced bubbles. 
2 The Laser Doppler Anemometer 
The laser Doppler anemometer is an effective opto-electronic system for local non-
intrusive measurement of flow velocity, utilizing the principle of the Doppler shift. In 
any form of wave propagation, frequency changes can occur owing to movement of the 
source, receiver, propagating medium, or intervening reflector or scatterer. These 
shifts are called "Doppler" shifts, after the Austrian physicist. In LDA the shift is 
produced by the movement of a particle or larger body that reflects or scatters light from 
the source to receiver. 
The laser itself is the heart of the LDA. The spatial and temporal coherence of a gas 
laser (e.g. He-Ne) makes it an ideal light source for the measurement of fluid 
properties. The spatial coherence describes the ability of the light field to form 
interference fringes in space and the temporal coherence reflects the ability of the laser 
source to produce a truly single frequency. 
The area of most interest in a laser Doppler anemometer is the intersection region of two 
laser beams, known as the probe or the measuring volume, where the Doppler 
frequency information is generated at a set of light and dark interference fringes formed 
as shown in Fig. 5.1. The fringe spacing df is given by: 
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& = ^ (5-1) 
2sin(e/2) 
where % is the wavelength of the laser and 0 the angle of cross-over. The probe 
volume is ellipsoidal in shape and its dimensions can be readily defined. A particle 
moving across the fringe pattern with a velocity component U* perpendicular to the 
fringe planes scatters light at a frequency of fo where: 
= <5-2) 
where df is the fringe spacing. The scattered light is focussed on a photomultiplier 
which measures the difference between the two Doppler shifted scattered beams and 
produces a proportional electrical signal output. This signal shows an intensity 
variation due to the light intensity variations the particle experiences in the measuring 
volume. Each particle crossing the probe volume and thus scattering light produces a 
signal at a specific frequency which is proportional to its velocity across the fringe 
pattern given by; 
Xf_ 
U = — (5-3) 
2sin(0/2) 
which is obtained by combining equations 5-1 and 5-2. 
3 Experimental Arrangement 
There are a great number of LDA optical systems to suit specific flow requirements and 
applications. The system used in this project, which was installed on vibration free 
benches, is represented schematically in Fig. 5.2. It operated in the one-component 
forward scatter differential Doppler mode. A Spectra-Physics (124B) 35 mW Helium-
Neon laser emitting single frequency light at 632.8 nm was employed. The output 
beam, 1.1 mm in diameter, entered DISA 55X optics (designed in modular form) 
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where it was split into two beams of equal intensity and one of the beams displaced to 
achieve greater separation between them. A front plano-convex lens then directed and 
focussed the two beams to cross-over in space, forming the measuring volume. The 
two beams were terminated at a suitable point after the cross-over point. The scattered 
light was collected through a slit by a lens situated at 180° to the modular forwarding 
optics and focussed on the pinhole of an EMI RFI/B-217 photomultiplier. The output 
from the photomultiplier was fed into a Hewlett Packard Spectrum Analyzer 3582A. 
The electrical signals here were converted to frequency information after Fast Fourier 
Transform (FFT) and displayed instantly as a spectrum. The scattered light frequency 
due to each bubble was picked up as a distinctive peak. 
It was not feasible, given the above arrangement, to determine two velocities for a 
given bubble (one in the absence and one in the presence of an electric field). 
However, this could be achieved for consecutive bubbles. Such a procedure was 
acceptable provided that the bubbles were accurately sized to ensure uniform diameters, 
so that the data obtained between experiments could be directly comparable. LDA 
systems can be used for simultaneous size and velocity measurements [159,161-
164]. However, this proved not to be the case here as the two satelite peaks on either 
side of the Doppler burst, corresponding to a bubble entering and leaving the measuring 
volume, required for size determination, could not be detected on a regular basis. This 
was attributed to the inadequacy of the optical arrangement available to this study. 
Therefore, a microscope linked to a TV camera was used for sizing the bubbles as 
described in Chapter 4 section 2.3 . 
Preliminary data showed a high degree of scatter in the frequency measurements and 
consequent reproducibility problems. Possible heating effects by the continuous laser 
operation were investigated and determined to be insignificant at 0.086 °C h-i. 
Although the frequency measurements were consistent within themselves, with typical 
errors of 1-3 %, these were greatly amplified in deriving electrophoretic mobilities. 
Electrophoretic mobility for this cell geometry is given by: 
AU 
u, = - ^ (5-4) 
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where AU* is the change in the bubble velocity (or the electrophoretic velocity) due to 
an electric field E. Combining equations 5-3 and 5-4 yields; 
XAf, 
"e = 
2Esin(0/2) 
^ (5-5) 
where Af^ is: 
Ifov-tDol (5-6) 
where is the frequency of scattered light by a bubble under the influence of the 
electric field E and f^o is the frequency of scattered light of another bubble of the same 
size in the absence of the field. For a typical case where E = 6.0 kV m-i, Ue = 5.22 x 
10-10 Afp. A 50 Hz fluctuation in the frequency difference will cause an error of 2.61 x 
10-8 ni2 s-i V-i in electrophoretic mobility. Therefore, mobility is very sensitive to 
changes in frequency. 
The fluctuations in frequency were believed to be a direct result of convective 
disturbances within the liquid phase, since all variables including bubble size were kept 
constant. The Doppler shift in frequency is a relative measurement, the frame of 
reference being zero liquid velocity. Hence, if there is any movement in the liquid 
phase then this wUl offset the rise rate from its normal value. There were two possible 
sources for these disturbances: 
(i) Convection caused by gas production at the electric field plates on application 
of electric field. Fig. 5.3 shows the trend in absolute frequency for a sequence of 
measurements (the greater the absolute frequency the greater the rise rate). It is 
clear that the rise rate of a bubble is strongly affected after a field has been applied 
and a decrease in velocity results regardless of field direction. 
(ii) Convection caused by the wake of a previous bubble. 
To model these disturbances within the liquid phase, small polystyrene (styrene 
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Fig. 5.3 The influence of measurement sequence on the Doppler frequency. 
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divinyl-benzene) spheres were added to follow the exact motion of the liquid. 
However, this proved to be unsuccessful due to the spheres slowly settling in solution 
and being unable to penetrate the measuring volume through obscuration by the field 
plates. An alternative solution was to increase the time interval between measurements 
to dampen the flow. This increased the time for a given experiment to several hours 
which necessitated automation of the whole experiment, from bubble production and 
application of the field through to data acquisition and analysis. An IBM AT computer 
was installed to communicate with the spectrum analyzer via the IEEE interface and 
with the bubble growth and field apparatus via the RS232 interface (see Fig. 5.4). 
Asyst (Keithley Instruments) was used as the software medium in which routines were 
written to co-ordinate the whole process including suitable time intervals between 
events (see Appendix C). The results still showed a large degree of dispersion and it 
was concluded that the spectrum analyzer was inappropriate for carrying out these 
measurements. The problem was identified to be the inability of this instrument to 
detect signals on a continuous basis at high precision (e.g. to the nearest 10 Hz) often 
necessitating operation at lower precision (e.g. to the nearest 100 Hz). 
A laser Doppler signal counter was tailor made in collaboration with Erlangen 
University, Nurnberg, Germany to solve the signal processing problems. This 
instrument was controlled from an IBM AT computer via an A/D interface with 
customised software written in Fortran. A schematic representation of the system is 
given by Fig. 5.5. The counter was specifically designed to work with low frequency, 
intermittent signals from gas bubbles. The precision of the instrument was 10 Hz 
which was a magnitude greater than the practical operating level of the spectrum 
analyzer. Figure 5.6 was obtained, using this system, describing the influence of 
electric field strength on the electrophoretic mobility of oxygen bubbles. Although, this 
plot, showing a non-linear field dependency of mobility, was not reproducible, it was 
in agreement with results presented in chapter 6, obtained by other means. With this 
exception, preliminary work with this counter showed the continuation of the 
fluctuations. In an attempt to quantify the problem two further experiments were 
attempted: 
(i) DeUberate addition of surfactant to the system to rigidify the bubble surfaces so 
that the bubbles would behave like solid particles. In such a way comparison of 
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experimental mobilities can be made with the theoretical treatment for solid 
particles. One milli-molar solution of sodium tetradecyl sulphonate was used to 
produce a monolayer on the surfaces of bubbles generated. Since previous 
experience had shown that bubbles cannot be grown in a controlled and 
reproducible manner in the presence of surfactants, a second glass cell was 
connected to the experimental vessel (Fig 5.7). Bubbles were grown and released 
in the lower cell in the usual experimental solution. They were then caught in a 
small hole drilled in the connecting tap. The turn of the tap released the bubbles in 
to the upper cell containing the experimental surfactant solution. Unfortunately, 
the success rate in getting the bubbles to go through the hole in the bottom plate 
and intersect the fringe system was very low. After about 50 turns of the tap, the 
quantity of surfactant that had penetrated the lower cell from the upper cell, 
inhibited controlled single bubble growth. Hence, this approach was abandoned, 
(u) To introduce charged particles to the system whose mobility can be determined 
by alternative methods for comparative purposes. Closely sized Sn02 particles (2 
and 50 |im) whose mobilities were independently determined by a Malvern Zeta 
sizer lie were suspended in solution. However, both sizes failed to produce 
enough signal for detection. The alternative approach of dropping the particles 
through the hole in the top field plate, was not feasible due to severely restricted 
access to that part of the cell. 
Hence a double LDA system was designed to measure two velocities, that of the natural 
rise rate and the rise rate in the presence of a field for the same bubble, thus eliminating 
any effect of size variation between individual velocity determinations. The apparatus 
was placed on a vibration-free optical table. The natural rise rate was measured in the 
lower compartment of the cell utilizing the existing set-up. A second cross-over region 
in the upper compartment was established by using another laser and single optical 
components. The key issue in the optical arrangement was beam splitting and so the 
feasibility of the following components was tested: 
(i) Semi-silvered mirror that was obtained internally (see Fig. 5.8). The divergent 
beam was brought to normal incidence by a mirror which was clamped to the 
optical table. It was found that in the absence of fme control over the positioning 
of the mirrors, it was not practical to bring the two beams parallel which was 
9 2 
H 
A Electrolyte inlet F Working electrode sealed in glass 
B 3 mm bore PTFE tap G Optically flat window 
C Platinum flag purging and counter electrode H Glass tap with drilled hole 
D Gas saturation port I To electrophoresis cell 
E Ground glass syringe plunger J To bubbler 
Fig. 5.7 Bubble generation cell. 
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Fig. 5.8 Optical arrangement for beam splitting using a semi-silvered mirror. 
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Diffraction grating 
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Fig. 5.9 Optical arrangement for beam splitting using a transmitting diffraction grating. 
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essential for the formation of a good fringe pattern. 
(ii) Transmitting diffraction grating supplied by Ealing Electro-Optics Ltd. (see 
Fig 5.9). All components emerging from the grating upon incidence of the laser 
beam, except the two first order beams, were blocked. These two beams were 
then made parallel and converged to produce a cross-over region. However, the 
intensities of the two beams were not the same and this led to a weak fringe system 
producing very poor Doppler signals. 
(iii) Microscope binocular head supplied by Unilever Research (see Fig. 5.10). 
The beams emerging from this device were not parallel and therefore no fringe 
pattern could be formed. 
(iv) Calcite crystal supplied by Unilever Research (see Fig. 5.11). The beam was 
split and converged to a point by a single crystal, allowing fine control. This 
produced what appeared to be a good fringe system and this arrangement was 
pursued for further electrophoresis experiments. 
Preliminery investigations using the double LDA arrangement showed, for a given 
bubble size and field strength, a very large variation in electrophoretic mobilities (0.2 -
48 X 10'^ m^ s"i V"^). Possible contributors to this variation were investigated as 
analysed below: 
a) Bubble size reproducibility; was found to be acceptable to ± 5 p,m. 
b) Obstructions in the bubble path, i.e.bubbles not going through the hole in the 
bottom electrode plate; the paths of the bubbles were scanned with a camera and 
the plate electrode position was adjusted to avoid problems of this nature. 
c) Changes in bubble size during rise; bubbles can undergo dissolution if the 
solutions are not fully saturated with the particular gas, but in this instance, they 
were sized at various points in their rise paths and found to be of constant size. 
d) Signal processing; doppler signals of known single frequencies were fed into 
the frequency counter, the results of which are given in Table 5.1, showing that 
the precision of the counter was excellent. 
In the absence of a plausible explanation for the variation in mobilities, it was decided 
to drop particles of known charge and mobility (determined by independent 
measurements) in to the electrophoresis region to see if they behaved in the predicted 
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Binocular head Lens 
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Fig. 5.10 Optical arrangement for beam splitting using a microscope binocular head. 
Calcite ciystal 
Fig. 5.11 Optical arrangement for beam splitting using a calcite crystal. 
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Applied frequency Measured mean Standard deviation from mean 
(Hz) (Hz) (Hz) 
1000 1007 2.5 
2000 2011 3.1 
3000 3016 6.5 
4000 4026 19.9 
6000 6022 12.6 
10000 10050 29.8 
Table 5.1 The measurement of the precision of the frequency counter. 
Size Doppler frequency 
(Hm) (kHz) 
570 15.86 
571 17.37 
572 18.36 
600 17.48 
693 15.95 
Table 5.2 Doppler frequencies obtained from falling lead glass spheres. 
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manner. A suspension of latex beads of uniform size and density were injected with a 
syringe through the top plate to intersect the probe volume. However, this caused the 
beads to follow unpredictable paths at non-terminal velocities; hence no reliable signals 
could be obtained. As a second course of action, lead glass spheres, previously sized 
with a micrometer were dropped in to the measurement volume. Under no-field 
conditions, a large scatter for Doppler frequencies was obtained as shown in Table 5.2. 
This was even larger than the scatter observed for bubbles. This observation prompted 
the following explanation for the large variation. Possible aberrations within the calcite 
crystal can cause distortions in the fringe pattern. On emerging from the crystal, one 
beam was truly horizontal and the other approached at an angle, as shown in Fig. 5.11. 
When the two beams intersected, provided they were well focussed, a cross-over 
region of equal fringe spacing would be expected, as shown by Fig. 5.12. However, it 
was conceivable that this would not be the case in practice if the two beams were not 
plane-parallel and the effective angle between them varied across the intersection 
volume (see Fig. 5.13). Then, particles crossing the probe volume closest to the 
crystal would give rise to higher Doppler frequencies than those crossing further away, 
despite having identical velocities. The crossing angle is given [165] to vary from (0 
- AG) to (9 + AG) where G is the nominal angle between the two beams and AG is the 
convergence or divergence angle of each beam (see Fig. 5.14). Assuming these angles 
are small, the fractional spread of frequencies is given by [165]: 
^ (5-7) 
G 
or approximately 
^ (5-8) 
where d = diameter of incident beam and D = beam separation. For lead glass spheres, 
for a given size, about 3 kHz spread was obtained experimentally (see Table 5.2). The 
maximum theoretical spread for these particles (d = 2 mm and D = 10 mm) at 15 kHz is 
6 kHz. The experimentally-observed spread is in good agreement with this theoretical 
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Fig. 5.12 Fringe spacing produced by a pair of intersecting 
plane-parallel l^ams. 
Fig. 5.13 Fringe spacing produced by a pair of intersecting beams that 
are not plane-parallel. 
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Fig. 5.14 Variable fringe spacing produced by the intersection of 
divergent beams. 
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prediction thereby confirming the suggested irregularities in the intersection volume. 
Further support for this hypothesis comes from the fact that glass spheres, with larger 
variations in their path due to the dropping technique, produced a bigger scatter than 
gas bubbles whose paths were essentially fixed. This caused the glass spheres to 
intersect larger portions of the fringe system and experience a wider range of cross-over 
angles, leading to a larger scatter of frequencies. 
Subsequently, but after the conclusion of this project, funds became available to 
purchase a second DISA LDA system, identical to the one used throughout this study. 
In future studies, this can be arranged as shown in Fig. 5.15, to produce an upper 
cross-over region identical to that lower in the cell. This wiU facilitate the measurement 
of field and no-field velocities for the same bubble, thereby eliminating any size 
variations that may occur between consecutive bubbles and avoid having to correlate 
measurements from one bubble to another. 
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CHAPTER 6 
ELECTROPHORESIS OF BUBBLES 
1 Electrolyte Purity 
2 Bubble Electrophoretic Mobility Measurements 
3 Application of Electric Field to Hold Single Bubbles Stationary 
4 Theoretical Treatment of Bubble/Electrode Interactions 
5 Summary 
103 
1 Electrolyte Purity 
A pre-requisite for bubble electrophoretic mobility experiments was to produce water 
free of adventitious surfactants so that the behaviour of bubbles with mobile 
gas/electrolyte interfaces could be studied. As already indicated in chapter 2 section 
3.2.2, Brandon [1] showed bubble rise rate measurements to be extremely sensitive to 
surfactant contamination, providing a quantitative measure of the degree of 
contamination. Addition of electrolytes for bubble generation and Na0H/H2S04 for 
pH adjustment introduced impurities, which were removed by purging with a swarm of 
electrogenerated bubbles for three hours [1], as discussed in chapter 2 section 3.2.3. 
Fig. 6.1 shows the effect of purging a 10"^  M solution of NaClO^ on the rise rates of 
bubbles in that solution as a function of their diameter. The pH was adjusted to 10.5 to 
reflect the maximum contamination level that would be encountered under experimental 
conditions. It is evident that after purging, the solution was considerably cleaner, as 
indicated by the increase in the bubble rise rates. This was a direct consequence of the 
removal of the surfactant from the system, mobilising the gas/electrolyte interface so 
that the relative velocity at the interface between the two phases was no longer zero, as 
in the fully rigidified case, and enabling circulation in the gas phase. The purging 
resulted in rise rates showing, by inference, solution cleanliness significantly greater 
than that of Brandon's [1] purest water (see Fig. 6.2), which was used to make the 
first reliable bubble charge measurements, in which the level of surfactant was shown 
to be below lO® mol dm-^. The improvement can be related to: 
(i)-the efficiency of ceU design in terms of location of purging electrodes leading to 
maximisation of the volume purged and effective removal of the contaminants from 
the system, 
(ii)-the improved quality of the source water as demonstrated by the curve 
representing an unpurged solution, the implied contamination level of which was 
comparable to the best quality water obtained by Brandon (see Fig. 6.3). 
Bubbles of diameters 40 to 100 |im were investigated in this work. At such small 
diameters the gas/electrolyte interfacial areas were liable to adsorb even traces of 
surface-active contamination from the solution, causing rigidification of their surface 
(see chapter 2 section 2.2). Fig. 6.4 compares measured bubble rise rates to Levich's 
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Fig. 6.1 The influence of purging on bubble rise rate in 10"^  M NaClO^. 
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Fig. 6.2 Comparison of bubble rise rates obtained in purged electrolytes with 
those reported by Brandon [1] for "surfactant-free" water. 
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Fig. 6.3 Comparison of bubble rise rates obtained in unpurged electrolytes with 
those reported by Brandon [1] for "surfactant-free" water. 
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Fig. 6.4 Comparison of experimentally determined bubble rise rates in purged 
electrolytes with the theoretical predictions of Levich [35] at small bubble 
diameters. 
106 
[35] theoretical terminal rise rates (v) for bubbles in ultra-pure solutions with mobile 
interfaces, given by: 
^ _ gr^p-p') (6-1) 
3TI 
for Reynolds numbers (Re) <1. It is clear that bubbles rising in purged solutions had 
rise rates identical to those predicted by Levich's theory. At intermediate sizes (50 < Re 
< 8(X)), where contamination is less critical, treatments are given by Levich [35]: 
^ ^ gr^(p-p') (6-2) 
9TI 
and Moore [60] through expansion of the Levich equation by allowing for boundary 
layer perturbation: 
Fig. 6.5 demonstrates that the experimental rise rates were greater than those predicted 
by the above theories, suggesting that extremely high levels of purity were attained with 
respect to surfactants. Furthermore, there is strong evidence that at intermediate bubble 
diameters, contamination is more critical than anticipated while deriving equations 6-2 
and 6-3. 
From the above evidence it can be concluded that purged solutions were free of 
surfactants. Having established the means to produce surfactant-free solutions, they 
were then used in bubble electrophoretic mobihty detenninations. 
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Fig. 6.5 Comparison of experimentally determined bubble rise rates in purged 
electrolytes with the theoretical predictions of Moore [60] and Levich 
[35] at intermediate bubble diameters. 
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2 Bubble Electrophoretic Mobility Measurements 
Fig. 6.6 shows the influence of electric field strength on the rise rates of oxygen 
bubbles which were measured, using the Kodak high speed imaging system, under 
both field orientations ; downward field (+/-), when the top plate was positive and 
bottom plate negative and upward field (-/+) when the top plate was negative and 
bottom plate positive. The terminal velocity under no-field conditions was subtracted 
from the rise rates in the electric field, to give electrophoretic velocities, which 
depended linearly on the electric field strength for both field directions. For negatively 
charged bubbles, a downward field resulted in an increase in the rise rates and 
conversely an upward field resulted in a decrease. Although the two lines appear to be 
mirror images of one another, closer examination reveals an asymmetry, which is clear 
in the corresponding electrophoretic mobility data, shown in Fig. 6.7. 
The following observations can be made from the two plots: 
(i)- The bubbles were negatively charged at pH 7.9 as indicated by their attraction 
towards the anode, confirming the observations of Huddleston and Smith [6] and 
Brandon [1,2]. 
(ii)- The influence of electric field on bubble electrophoretic mobilities is non-
linear, confirming previous observations [1,7]. It appears that the adsorbed 
charge was mobile and polarisable, and enhanced polarisation of charge occurred 
at higher field strengths, which led to an increased electrophoretic mobility. 
(iii)- The observed mobilities, up to - 50 x 10-8 m^ s'l V-i, were greater than those 
previously observed [1,2,6], indicating that greater polarisation of charge (i.e. 
greater charge dipole) occurred with the electric field parallel to rather than 
perpendicular to the bubble rise vector. Although low electrolyte concentrations 
and the presence of a 1:1 electrolyte, causing a more extensive diffuse layer, would 
have contributed to the observed mobilities, they alone could not have accounted 
for the large differences. 
(iv)- There was an asymmetrical behaviour of mobility with the two field 
directions. It appears that higher mobilities were obtained in the upward field case 
where the bubbles were slowed down than the downward field, in which rise rates 
were increased. This is in contradiction to the results using a lateral field 
orientation, i.e.electric field perpendicular to bubble rise, where identical curves 
would be obtained for both field directions since the polarisation of charge is then 
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symmetrical. The asymmetrical behaviour here can be attributed to the interactions 
of the hydrodynamic- and field-induced polarisation of charge on the bubbles (see 
Fig. 6.8). In the absence of an electric field, the flow induced by bubble rise 
concentrates most of the charge at the bottom of a rising bubble with the charge 
perturbation increasing with rise rate. A theoretical treatment is given by Brandon 
and Levine [1]: 
a , = (3Tiv-pgr^) (6-^) 
4TO(, 
where Oj is the surface charge density perturbation (i.e. deviation from normal), 
OQ the initial surface charge density and D the diffusion coefficient. In an upward 
field, the effect of the electric field is to enhance the hydrodynamically-induced 
polarisation by concentrating more of the charge at the bottom of the rising bubble 
tending to a point charge at the bottom in the extreme. In the opposite field 
direction (downward), the electric field opposes the polarisation due to rise rate, 
i.e. leading to a more homogeneous distribution of adsorbed charge and tending 
to, in the extreme, a point charge on top of the bubble. Therefore, in the former 
case, for a given field strength, there is greater polarisation of charge leading to a 
higher electrophoretic mobility. At large electric fields (i.e. > 1 5 kV m"^), in 
which surface charge is sufficiently polarised to be represented as a point charge, 
both field directions should achieve this state, yielding identical mobilities and thus 
the two mobility vs.field curves should converge. However, such fields were not 
accessible experimentally due to decreased measurement times ( « 1 s) resulting 
from increased currents producing gas evolution at the field electrodes. 
Extrapolation of the two curves in Fig. 6.7 predicts equal mobilities at a field 
strength of 18 kVm-^. 
When a bubble is rising in an electric field, it will experience forces due to its buoyancy 
Fg, the electric field Fg and the viscous drag Fg. Under dynamic equilibrium 
conditions the force balance describing the motion of the bubble in an upward electric 
field is: 
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+ (6-5) 
The buoyancy of a sphere is given by: 
Fg = •j^^(P-P')g (6-6) 
The electrostatic force (Fg) on a point charge Q is given by [166]: 
FE = EQ (6-7) 
with; 
Q = 47tr^a (6-8) 
where a is the surface charge density. Q represents the total charge initially uniformly 
distributed over the bubble surface at a density of CT. The viscous drag force for 
bubbles with a mobile interface at Re<l is given by [35]: 
Fjj = 47rrirv (6-9) 
Substituting equations 6-6, 6-7 and 6-9 into equation 6-5 gives: 
^ ^ r V p ^ g - 3 n v (6.10) 
Applying equation 6-10 to experimentally measured data (Fig. 6.7) gives a surface 
charge density of about 2 nC cm-2. This is much smaller than the experimentally 
determined value of 64 nC cm-2 at pH 7.9 [1] (see chapter 2 section 1.2.2). The 
discrepancy could lie in the derivation of equation 6-10. First, it does not consider the 
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influence of the bubble rise rate on the movement of charge around the bubble. 
Second, though this may be unrealistic, it assumes the polarisation by the field is 
sufficient to concentrate the charge to a point. 
When an upward electric field was applied, the field was sufficiently strong not only to 
slow the bubbles, but to stop them and reverse their direction of motion. The four data 
points at high fields in Fig. 6.6 are for bubbles that achieved this state. The change of 
rise rate in their case was a net figure corresponding to the sum of their no-field upward 
velocity and the downward velocity in the presence of an electric field. Fig. 6.9 
presents a series of photographs showing the reversal of motion with the application of 
field. The frame number is given on the top right hand comer of the pictures and the 
graticule positions are the same for the whole sequence. Picture 1 shows a bubble 
rising (downward motion due to reverted image) under its buoyancy. A field was 
applied thereafter causing the bubble to slow down (picture 2) and to stop (picture 3). 
Picture 4 shows the bubble had reversed its direction of motion. When the electric field 
was removed (picture 5) the bubble reverted to its original rise direction (pictures 6 and 
7). 
Fig. 6.10 illustrates the dependence of electrophoretic mobility on field strength 
(downward field) at various pH values for bubbles of 63 ± 6 |im. Higher mobilities 
were obtained at higher pH's, demonstrating that the adsorbed charge density increased 
with pH. The non-linear behaviour of mobility with field was also evident. Error bars 
are given for each curve, showing overall errors, accounting for the propagation of 
errors through the calculation stages. The size variation (± 6 p.m) is given to account 
for the discovery, having completed the experiments, that an error may have been 
introduced in to the sizing process through erroneous calibration of field of view with a 
standard diameter Pt wire. This was a fixed bias, i.e. increasing or decreasing the size 
for each point on the curves by the same amount, for a given pH, but varying between 
pHs. Extrapolation of results from section 6.3 suggest maximum variation in mobility 
values of up to 2.6 units for pH 10.6 and 2.3 units for pH's 4 and 7, to account for the 
possible variation in size. These would be superimposed on the errors represented by 
the bars. This may cast some doubt over die results presented in this graph but the 
findings are supported, both in magnitude of mobility values and the general trend, by 
the results reported in section 6.3. 
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3 Application of Electric Field to Hold Single Bubbles Stationary 
As mentioned earlier in the chapter, it was possible to hold bubbles stationary against 
buoyancy forces by the application of an adequate electric field, not unlike Milikan's oil 
drop experiment. Fig. 6.11 shows the field strength required to hold bubbles 
stationary as a function of bubble diameter and pH. The trend is that the larger the 
bubble, the greater the field required to hold it stationary, due to the greater buoyancy 
forces involved. It is also apparent that the field required decreased with increasing 
pH, implying that the adsorbed charge density increased with higher pH, i.e. the 
greater the adsorbed charge density on the bubble the smaller the field required to hold 
it stationary. The corresponding plot of field strength vs. pH (Fig. 6.12) demonstrates 
this more clearly, showing that the required field decreased linearly with pH for a given 
bubble size. 
Bubble terminal velocities were calculated as a function of size from Levich [35], 
equation 6-1 for Re < 1. In their stationary condition, the electrical force on bubbles 
resulting from the adsorbed charge and applied electric field (E) was balanced by the 
buoyancy force, which would otherwise result in a terminal velocity v. v is also the 
electrophoretic velocity from which electrophoretic mobility values can be calculated, 
the results are presented in Fig. 6.13. For a given pH, electrophoretic mobilities 
increased with bubble diameter, due to increasing hydrodynamic polarisation of charge 
around bubbles as their rise rates increased with size. Consequently, a greater charge 
dipole existed on the bubble surface leading to greater mobilities. The mobilities also 
appeared to increase linearly with pH, as illustrated by Fig. 6.14, due to higher 
adsorbed charge densities. 
When a bubble is held stationary, the force due to drag is eliminated and the force 
balance becomes: 
Fb = PE (6-11) 
Substituting equations 6-6 and 6-7 into equation 6-11 gives: 
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Fig. 6.12 The influence of pH on the electric field strength required to hold bubbles 
stationary. 
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Fig. 6.15 The influence of pH on the electrophoretic mobility of a 38 nm diameter 
bubble. 
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_ r(p-p')g (6-12) 
° 5 7 " 
where Eg is the electric field required to hold the bubble stationary. Equation 6-12 
predicts similar surface charge densities to equation 6-10 (1 - 2 nC cm-2). The same 
arguments hold as in the previous case. 
A theoretical treatment,by Brandon and Levine, of the electrophoresis of an otherwise 
stationary bubble in an electric field [1] gives; 
fK (6-13) u = 
where K is the conductivity of the electrolyte and f a constant representing the net 
movement of charge on the bubble surface, taken to be - 0.5. Applying equation 6.13 
to experimental data (Fig. 6.14) gives bubble charge densities of 10 -15 nC cm-2 at pH 
7.9 for 60 -80 |im bubbles, which are in better agreement with experimental 
observations [1]. Brandon and Levine [1] also gave: 
3DtiEK 
<^1= — (6-14) 
4)to„ 
which describes the perturbation of surface charge density as a function of the electric 
field strength. At the extreme polarization case = GQ, equation 6-14 reduces to: 
3 3DTIEK 
% = — (6-15) 
An 
Using an extrapolated value of 18 kV m-i for the extreme polarization case (see section 
2), equation 6-15 gives a surface charge density of 47 nC cm-i at pH 7.9. This shows 
best agreement with the experimentally determined value of 64 nC cm-^ [1], On the 
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assumption of the correctness of equations 6-13 and 6-14 and the experimentally 
determined values, the discrepancy could conceivably be related to the result of 
polarisation in this cell orientation, concentrating the adsorbed charge at one end, 
causing a desorption of charge (i.e. the total charge Q is actually decreased on 
application of an electric field). 
At highly acidic pH's measurements were hampered by almost instantaneous gas 
evolution at the field electrode plates, due to high conductivities producing high current 
densities. The lowest pH used without sacrificing precision was 3.0, at which a 38 |im 
bubble required a field of 10.3 kV m-^  to hold it stationary, corresponding to a mobility 
of -11.43 X 10"® m^ s'^ V-i. 38 |i.m was the largest bubble that could be held stationary 
at this pH with the field strength available experimentally and the smallest that could be 
grown reproducibly. To determine the corresponding mobilities for 38 ^m bubbles at 
other pH's, each of the curves in Fig. 6.9 were extrapolated to give data, presented in 
Fig. 6.15. On extrapolation of this curve, it can be seen that the bubbles have an iso-
electric point (i.e.p.) between pH 2 and 3, suggesting that below pH 2 they would be 
positively charged. This supports the findings of Brandon [1] and the proposal that 
preferential adsorption of OH-/H+ ions gives rise to a net bubble charge. 
4 Theoretical Treatment of Bubble/Electrode Interactions 
Interactions between a bubble and the electrode at which it is generated influence the 
departure diameter of that bubble, with the nature of the interactions depending on 
solution cleanliness. In the presence of surfactants, the bubble will be held on the 
electrode through the surface tension force, with the bubble exhibiting a contact angle. 
In this study, large departure diameters (> 200 ^m) were observed experimentally in 
the presence of surfactants that adsorbed on the electrode surface. The following 
calculation shows that in the presence of a contact angle (i.e. the angle formed between 
a bubble and an electrode to which it is attached during growth), large departure 
diameters would be predicted. 
Fig. 6.16 shows a bubble as a segment of a sphere attached to an electrode through 
contact angle 0. It follows from the geometry of the system that: 
124 
Fig. 6.16 Schematic illustration of a bubble as segment of a sphere attached 
to a Pt electrode. 
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Fig. 6.17 The effect of contact angle on the predicted departure diameters 
of oxygen bubbles. 
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sinG =— (6-16) 
r 
and: 
cos8 = ^ (6-17) 
Under equilibrium conditions at the moment of bubble departure, the following force 
balance applies: 
FT = Fg (6-18) 
where F-p represents the surface tension force and Fg the buoyancy force acting on the 
bubble. 
The vertical component of surface tension (ysinG) acts along the circumference of the 
contact area between the bubble and the electrode (iTca). The resulting force is given 
by: 
F_ = iTtyrsin^G (6-19) 
The buoyancy force can be calculated by considering the force acting on a small 
segment of the bubble and integrating over the whole bubble. If the top of the bubble is 
taken to be a distance H below the gas/electrolyte interface, then the vertical component 
of the buoyancy force acting on a small segment of area 27trsina.rda, at an angle a 
from the vertical, is given by: 
dFg = (p-p')g [H + r(l - coso)] cosa27tr^sina da (6-20) 
The total buoyancy force acting on the bubble is then: 
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Fg = 27cr^(p-p')g J[H + r(l - cosa)] cosasina da (6-21) 
Jt-9 
On integration this yields: 
Fg = 7cr^(p-p')g [ y (1 + cos^e) - (H + r) sin^8 ] (6-22) 
In the absence of a contact angle (i.e. no contact between the electrode and spherical 
bubble), equation 6-22 reduces to the buoyancy of a complete sphere, given by 
equation 6-6. Substituting equations 6-19 and 6-22 into 6-18, dividing through by Jtr 
and arranging as a quadratic yields; 
r^ [ (p-p')g (-^ (1 + cos^6) - sin^G) ] - r [ (p-p')g Hsin^G ] 
- [ 27sin^e ] = 0 (6-23) 
giving a relationship between contact angle and bubble diameter at departure. This can 
be solved using the standard solution: 
^ ^ - b ± 7 b ^ - 4 a c (6_24) 
At 293 K with H = 12 cm, equation 6-23 predicts large bubble departure diameters at 
small contact angles, as shown in Fig. 6.17, which is consistent with experimental 
observations. 
The effect of surfactants is to lower the surface tension force through y. Equation 6-23 
predicts that at small y, smaller departure diameters would be expected. At a contact 
angle of 3° a surface tension of 0.02 N m-^  would give a departure diameter of 556 
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|im, compared to 650 p,m at 0.06 N This is wholly reasonable since surfactants 
tend to adsorb at the gas/electrolyte interface, lowering the surface tension force and the 
bubbles require less buoyancy force to overcome the binding surface tension force and 
depart at smaller diameters. 
In the absence of surfactants bubbles departed instantaneously on interruption of 
current, suggesting that they were not held on the electrode by surface tension forces. 
Instead an electrostatic attraction between the bubble and electrode must hold the bubble 
tangential to the electrode, separated by a thin liquid film [1], Such an attraction would 
be expected for oppositely charged electrodes and bubbles (i.e. anodes at pH > i.e.p. 
for O2 and cathodes at pH < i.e.p.for H2, with i.e.p.for O2/H2 = 2 -3 in surfactant-free 
solutions). The force due to the electrostatic attraction Fg could be derived by 
considering the total interaction energy V-p between the bubble and the electrode, given 
by: 
~ ^DL ^vw (6-25) 
where V^L and Vyw are the potential energies due to double layer and Van der Waals 
interactions respectively. The bubbles grown in this work were of diameters 
comparable to that of the electrode, necessitating the use of a plate/sphere model of 
double layer interaction. Derjaguin [167] has demonstrated that interaction between 
two spherical particles can be obtained from the plate/plate model. A similar approach 
here shows that it can also be applied to the plate/sphere case. 
Provided that the thickness of the double layer (= 10"^  m) is small compared to the 
bubble size (= 10"^  m), the interaction between a spherical bubble and a flat electrode 
can be assumed to comprise of contributions from infinitesimally small parallel rings of 
radius h, as shown in Fig. 6.18. Considering the interaction area for each pair of rings 
as a flat plate, the energy of interaction can be written as: 
VpL = j27thVdh (6-26) 
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Fig. 6.18 Schematic illustration of plate/sphere interaction. 
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Fig. 6.19 The effect of liquid film thickness on the predicted departure 
diameters of oxygen bubbles. 
129 
where h is the radius of the ring and V is the interaction energy of two parallel, flat 
double layers given by Hogg et al [168]: 
V = [ (vj/^  + Xj/j) (1 - cothKb) + Ixj/jXi/^cosechKb] (6-27) 
Sit 
where Xj/j and Y2 are the surface potentials of the two respective plates separated by a 
distance b. It follows from the geometry of the bubble/electrode system that: 
H - Hp = r - y j / - h^ (6-28) 
Differentiation yields: 
dH = - = = = hdh (6-29) 
which for h « r reduces to: 
dH = - h d h (6-30) 
r 
Substituting for hdh in equation 6-26 gives: 
Vj3L = j27crV(H)dH (6-31) 
Ho 
With H being equal to distance b, substitution of equation 6-27 into 6-31 yields: 
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rBK f 2 2. 
Vj5L = J [ (Vi + v P (1 - cothHK) + 2\|/^\i/2COsechHK ] dH (6-32) 
Ho 
On integration equation 6-32 yields: 
r£K 9 0 
^DL = - — [ (Ci + C2) (Ho - In sinhHpK) 
+ 2CJC2 In tanh(HQK/2) ] (6-33) 
where and 2^ represent the surface (zeta) potentials of the electrode and bubble 
respectively. 
K can be calculated from [8]: 
2000F^ 
K= / (6-34) 
eRT 
where I, the ionic strength is: 
(6-35) 
giving 3.3 x 10^ m-i for K in 10-^ M NaClO^ at 293 K. For symmetrical electrolytes, 
C2 can be obtained from [8]: 
- 2 a/|j.Ccm" = 11.74 ^ c sinh(19.79zO (6-36) 
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at 293 K. For a measured surface charge density [1] of -0.05 p.C cm-2 for a gas 
bubble, equation 6-36 gives a zeta potential of - 20.93 mV. Brandon [1] has measured 
the total charge on a 25 |im Pt/Pt02 electrode to be 30 |iC cm-2. However, no 
treatment exists to obtain a zeta potential value from this measured charge. In the 
absence of such, a value of 30 mV, in line with zeta potentials for similar surfaces, will 
be taken. 
For the plate/sphere case, the component of the total interaction energy due to Van der 
Waals forces is given by [169]: 
Ar 
6H 'i+ uufk Vyw = - — [ - ] (6-37) 
where A is a constant for the interaction system known as the Hamaker constant after 
H.C. Hamaker and X is taken to be 100 nm. This constant can be expressed in terms 
of the individual interactions given by: 
A = A^2 + Agg - Aj2 - A22 (6-38) 
where A12 refers to the interaction between the bubble and the electrode, A33 between 
the electrolyte molecules, A13 between the electrode and electrolyte and A23 between 
the bubble and electrolyte The Hamaker constant for the silica/water/air system is - 1 x 
10-20 J, the minus sign indicating that the interactions between silica/water and air/water 
are greater than interactions between silica/air, resulting in repulsion. The 
silica/water/air system is very similar to the Pt.PtOz/electrolyte/oxygen system used 
here so that the Hamaker constant for the former system can be used for the latter in the 
absence of relevant data. 
A comparison of the relative contributions of equations 6-33 and 6-37 to the total 
interaction energy shows that at liquid film thicknesses of 1 - 100 nm (as would be 
expected from thin film studies) Vyw is many orders of magnitude smaller and can be 
eliminated. 
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The disjoining pressure P across the thin film of thickness H, separating the bubble and 
the electrode is given by [134]: 
dV 
P = - ^ (6-39) 
Substituting equation 6-33 and differentiating yields: 
P = ^ [ (Ci + (1 - cothHK) + 2C1C2 cosechHK ] (6-40) 
where a positive pressure indicates electrostatic attraction. The force due to the 
electrostatic attraction is given by: 
Fg = PS (6-41) 
taking the disjoining pressure to be uniformly distributed over the electrode surface area 
S. At the moment of bubble departure, the electrostatic force is balanced by the 
buoyancy force given by equation 6-6. Equating equations 6-6 and 6-41 yields: 
1 _ — 3 S e K — ^ ^ J . cothHK) -f- 2L L cosechHK ] (6-42) 
167tg(p-p') 
which gives the departure radius as a function of film thickness H, separating the 
bubble and the electrode. H more accurately represents the mean distance between the 
curved bubble interface and the plane electrode though, at large departure diameters 
(2r), the film thickness will be uniform across the contact region. The plot of 2r versus 
H is given in Fig. 6.19. It is evident that small departure diameters are obtained at large 
film thicknesses due to the reduced electrostatic attraction. It seems reasonable to 
deduce from this plot that a film thickness of 10 - 30 nm between the bubbles and the 
growth electrode would be expected from departure diameters observed in this study. 
Equation 6-42 assumes the mean dielectric constant of the intervening liquid film is the 
133 
same as the bulk electrolyte and does not allow for the enhanced attractive force due to 
the polarisable mobile bubble interface. The estimation of the value of the zeta potential 
for the electrode was justifiable since even a grossly overestimated error of 10 mV in 
Ci, has a small (< 10%) effect on calculated bubble departure diameters. 
5 Summary 
Surfactant-free electrolytes have been produced as characterised by bubble rise rate 
measurements. The degree of purity of solutions with respect to surfactants was in 
excess of previously reported data. In addition, the rise rates obtained were 
significandy larger than those estimated from theoretical predictions for pure water. 
Bubbles were found to be negatively charged over the pH range studied (3-11), 
through preferential adsorption of OH ions. Bubble electrophoretic mobilities showed 
a radius and field dependence, indicating that adsorbed charge at the gas/electrolyte 
interface was mobile and polarisable. Non-symmetrical mobilities with the two field 
orientations were also observed, suggesting that the charge polarisation due to the 
electric field enhanced the polarisation due to hydrodynamics in the upward field case 
and redistributed the charge in the downward field case, for negatively charged 
bubbles. 
Large electrophoretic mobilities (10-60 x 10"^  m^ s"^  V" )^ were observed in comparison 
with results from previous bubble electrophoresis experiments (lateral fields), despite 
small charge densities predicted from experimental measurements (10-50 nC cm-2). 
This was explained in terms of the enhanced charge polarisation occurring in the 
parallel rise vector. 
In a separate series of experiments, under sufficient field conditions, bubbles were 
stopped and held stationary against buoyancy forces. The electric field strength 
required for this condition decreased linearly with increasing pH due to greater 
adsorbed charge densities. Extrapolation of data to lower pH's showed that bubbles 
possessed an iso-electric point between pH 2 and 3, being positively charged below pH 
2 and negatively charged above pH 3, with preferential adsorption of OH or H+ ions 
giving rise to a net adsorbed charge. 
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A theoretical treatment of bubble/electrode interactions predicted large departure 
diameters in the presence of small contact angles, as observed experimentally in the 
presence of surfactants which adsorb on to the electrode and bubble surfaces. In 
surfactant-free solutions where surface tension forces were not in evidence, 
bubble/electrode double layer interactions dictated departure diameters with a thin liquid 
film separating the bubble from the electrode. The thickness of this film was predicted 
to be in the range 10-30 nm. Van der Waals forces were shown to be insignificant at 
this range of interaction. 
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CHAPTER 7 
FILM THINNING 
1 Introduction 
2 Method 
3 Preliminary Results 
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1 Introduction 
In the absence of surfactants, the pH and hence the adsorption of charge at the 
gas/electrolyte interface is likely to influence the coalescence rate of gas bubbles. The 
coalescence rate can be studied by directly measuring the thickness of the transient film 
between two bubbles or between a bubble and the air/solution interface by a light 
reflection technique [4]. The thickness of the liquid film at a given time is calculated 
from the ratio of the reflected light intensity I at that moment to the maximum reflected 
light intensity Imax, given by [170]; 
I (1+2aJ+AJ) sin^(27cn^) 
^max (1-2Aq COS(47tnjhA) + 
where AQ is the Fresnel coefficient defined as (n-nf) / (n+nf), 
nf the refractive index of the film, 
n the refractive index of air, 
h the film thickness, 
and X the wavelength of light used. 
Cain and Lee [4] used a laser reflection technique to measure the thickness of the film 
formed between two bubbles on the end of glass capillaries which were produced by 
direct gas injection. Access to the interface was through one of the bubbles. This 
project attempted to study coalescence behaviour of bubbles generated at electrodes 
which restrict the access to the interface considerably. Therefore, the coalescence of 
two bubbles was simulated by electrogenerating bubbles just below the planar 
electrolyte/air interface, forming a thin liquid film between them. Attempts were then 
made to measure the thickness of this transient film. 
2 Method 
The film thickness was measured using a laser light source. Fig. 7.1 illustrates the 
experimental arrangement used. A 15 mW He-Ne laser was directed by a semi-silvered 
mirror inside a microscope assembly (Unilever Research) and focussed by the 
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microscope objective on the thinning film between the bubble and the gas/electrolyte 
interface. The reflected beam from the film was passed back through the objective lens 
and the semi-silvered mirror and was focussed on the pinhole of a photomultiplier tube 
by the eyepiece of the microscope. The signal was observed on an oscilloscope and the 
data were acquired automatically through the DAS16G interface using Asyst (see 
Appendix D). 
Fig. 7.2 illustrates the cell developed for studying film thinning. Single bubbles were 
grown at a vertical electrode that was mounted on a precision micrometer capable of 
precise adjustment of the distance between the electrode tip and the gas/electrolyte 
interface. Platinum flag electrodes were built-in to act as counter electrodes for bubble 
growth and for electrolyte purging purposes. An optical flat was used as a medium for 
the laser beam to enter and leave the cell with minimum optical distortion. 
3 Preliminary Results 
To establish the feasibility of the method, a macroscopic soap film was used due to its 
longer stability and the ease of alignment with the laser beam. A PTFE ring was dipped 
in household washing-up liquid (Unilever Research) and placed in the path of the laser 
beam. The light reflecting from the top and bottom surfaces of the film were collected, 
with some light going through die film completely. A polaroid filter was placed in front 
of the photomultiplier to reduce the intensity of the light reaching it, so as to keep it in 
the linear response range of tiie photomultiplier. Fig. 7.3 shows die corresponding 
reflected light intensity trace as a function of time. At point A the soap film was 
introduced to the laser beam and at point B the film ruptured. Because of the presence 
of some background reflection from the optics, I and (point C) were measured 
from the minimum reflected intensity (point D) as baseline. The peak heights points C 
and E were unequal suggesting that the the portion of the film from which light was 
being reflected was not plane parallel. This can be corrected by allowing light only 
from a small portion of die film to reach the detector, by means of a small aperture. 
Nevertheless, the corresponding film tiiickness versus drainage time curve (Fig. 7.4) 
reveals the nature of the thinning process. It can be seen that the film Uiickness was in 
excess of 2000 nm at formation and ruptured at 59 nm after nearly 30 seconds of 
drainage. 
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Although the method was clearly feasible for macroscopic films, a great deal of 
difficulty was experienced with microscopic films (see chapter 3 section 5.1 for 
definitions of macroscopic and microscopic) in aligning the laser beam with the thin 
liquid film (diameter of the order 0.1 mm) and assuring the reflected beam fell on the 
pinhole of the photomultiplier. Further investment in equipment may be necessary to 
overcome some of these difficulties. This preliminary work should serve well in 
advancing this technique in future projects. 
It would be expected of the liquid film formed between the bubble and the planar 
gas/liquid interface to follow a similar drainage profile to that of the macroscopic film, 
investigated in this project. However, the duration of the drainage process should be 
considerably less (i.e. < 1 0 0 ms) due to lack of adsorbed surface active species. 
Nevertheless, pH and hence the adsorbed charge densities should have an effect on the 
rate of drainage of the film, though the repulsion between the two surfaces due to 
adsorption of like charge cannot be expected to prevent ultimate coalescence. 
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CHAPTERS 
CONCLUSIONS 
Bubble rise rate is a voy sensitive indicator of surfactant contamination. Measurements 
in experimental solutions that were prepared with ultra pure water have proven that the 
electrolytes were free of surfactants. Bubbles were found to be negatively charged over 
the pH range studied (3-11). Extrapolation of data to lower pH's showed that bubbles 
possessed an iso-electric point between pH 2 and 3, being positively charged below pH 
2 and negatively charged above pH 3, with preferential adsorption of OH or H+ ions 
giving rise to a net adsorbed charge. Bubble electrophoretic mobilities showed a radius 
and field dependence, implying that adsorbed charge at the gas/electrolyte interface was 
mobile and that both hydrodynamic and field-induced polarisation of charge occurred at 
bubble surfaces. 
Despite small charge densities predicted from experimental measurements (10-50 nC 
c m - 2 ) , large electrophoretic mobilities (10-60 x 10"^  m^s'^ V-i) were observed in 
comparison with results from previous bubble electrophoresis experiments. This was 
explained in terms of the enhanced charge polarisation occurring in the parallel rise 
vector. Non-symmetrical mobilities with the two field orientations were also observed, 
suggesting that the charge polarisation due to the electric field enhanced the polarisation 
due to hydrodynamics in one field orientation and redistributed it in the other. 
Results obtained with the LDA system in measuring bubble velocities were not fully 
reproducible. This was attributed to optical and signal processing problems 
encountered, despite numerous additions and modifications. In addition, the rise rate in 
the presence and absence of an electric field could not be measured for a given bubble 
due to experimental limitations. This necessitated accurate size determination in order 
to correlate measurements finom one bubble to another. These problems can be resolved 
and limitations overcome by employing two identical laser Doppler anemometer 
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systems with which both the natural rise rate and the rise rate under the influence of a 
field can be measured during the rise of a single bubble. 
In a separate series of experiments, not unlike Milikan's oil drop experiment, bubbles 
were stopped and held stationary against buoyancy forces by an applied field such that 
their electrophoretic velocities were equal and opposite to their natural rise rates. The 
electric field strength required for this condition decreased linearly with increasing pH 
implying greater adsorbed charge densities at high pH's. 
A laser reflection technique was constructed to directly measure the thinning rate of a 
liquid film formed between a bubble and the gas/electrolyte interface as a result of an 
electrogenerated bubble growing just below the planar interface. Preliminary 
investigations on macroscopic and relatively stable soap films have shown this 
technique to be suitable for studying film thinning rates, though the method requires 
further refinement to establish the influence of pH, and hence the interfacial charge, on 
film thinning rates. 
A theoretical treatment of bubble/electrode interactions predicted large departure 
diameters in the presence of small contact angles, as observed experimentally in 
surfactant solutions. In surfactant-free solutions, bubbles departed immediately from 
the electrode upon current interruption, suggesting that surface tension forces were not 
present. Instead bubble/electrode double layer interactions dictated departure diameters 
with a thin liquid film separating the bubble from the electrode. The thickness of this 
film was predicted to be in the range 10-30 nm. Van der Waals forces were shown to 
be insignificant at this range of interaction. 
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SUGGESTIONS FOR FUTURE RESEARCH 
1. The elimination of velocity and size variations that occur from one bubble to another 
could be achieved by a double laser Doppler anemometer system that can measure field 
and no-field velocities for a given bubble. It would be instructive in further 
electrophoresis experiments to study the effects of temperature and surfactants 
(particularly neutral but dipolar molecules) as encountered in industrial processes 
involving bubbles, on the interfacial charge on bubbles, though bubbles would have to 
be grown in a separate cell and transferred into the surfactant-containing electrophoresis 
cell. 
2. A theoretical treatment, coupling the effect of rise rate and electric field strength on 
the charge distribution around the surface of a bubble, is necessary for full 
interpretation of the electrophoretic mobility results obtained in this study. In the 
absence of such a theory, only a qualitative account of the experimental observations 
can be given. 
3. The laser reflection technique developed in this study (chapter 7) should be further 
improved to investigate the effect of the adsorbed charge on the thinning rate of the film 
formed between a bubble and the planar gas/aqueous interface. This can be achieved 
by utilising a microscope assembly that would facilitate simultaneous viewing and 
alignment of the laser beam with the contact region between the bubble and the interface 
The reflection intensity can be followed as a function of pH, ionic strength, temperature 
and surfactant concentration to reflect the conditions that would be encountered in 
industrial processes involving bubble coalescence. This work can be extended to study 
the thickness of the liquid film formed between a bubble and an electrode during the 
electrogeneration process, by utilizing an optically transparent electrode. This will 
allow confirmation of the hypothesis that the bubble is separated from the electrode, on 
which it is growing, by a thin liquid film, and validation of the theoretical predictions 
generated in this study for that film thickness. 
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NOMENCLATURE 
A Hamaker constant 
a radius of particle 
b plate separation 
c solution concentration 
CQ drag coefficient 
D diffusion coefficient 
d diameter of particle 
dg equivalent diameter 
E electric field strength 
EQ electric field required to hold bubble stationary 
e elementary charge 
F Faraday's constant 
Fg buoyancy force 
Fg drag force 
Fg electrostatic force 
Fy surface tension force 
fo Doppler firequency 
g acceleration due to gravity 
H film thickness 
I ionic strength 
K conductivity 
KL conductivity of liquid 
Kp conductivity of particle 
Kg specific surface conductivity of drops 
k Boltzmann constant 
Mc carbon number of organic substance 
no number of bubbles per unit area 
Q total charge 
R gas constant 
Re Reynolds number 
154 
r bubble radius 
T temperature 
t time 
Ux velocity component in direction x 
u electrophoretic velocity 
Ug electrophoretic mobility 
V potential energy of interaction 
V terminal velocity 
X time coefficient 
z valency of the ion 
6 growth coefficient 
Y surface tension 
e dielectric constant 
C zeta potential 
n dynamic viscosity of liquid 
Tl' internal viscosity of bubble 
n" internal viscosity of drop 
8 angle 
K inverse Debye length 
X wavelength of light 
p density of liquid 
p ' density of bubble 
p" density of drop 
Ps density of solid particle 
a charge density 
(^ 0 initial surface charge density 
surface charge density perturbation 
charge density in the shear plane 
Y surface potential 
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APPENDIX A 
Potential Contour Plots for the Electrophoresis Cell Geometry. 
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Fig. A1 Potential contour plot for complete electric field plates. 
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Fig. A2 Potential contour plot for complete electric field plates on an enlarged scale. 
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Fig. A3 Potential contour plot for electric field plates with central holes. 
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APPENDIX B 
Potential Contour Plots for a Bubble at a Planar Electrode. 
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Fig. B1 Potential contour plot for a 28 fitn diameter bubble on a planar electrode. 
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Fig. B2 Potential contour plot for a 50 |im diameter bubble on a planar electrode. 
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Fig. B3 Potential contour plot for a 100 |im diameter bubble on a planar electrode. 
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Fig. B4 Potential contour plot for a 200 |im diameter bubble on a planar electrode. 
161 
APPENDIX C 
Software for IBM PC for the Automation of Electrophoresis Experiments. 
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: OUT 
" ENTER COMMAND TO BE S E N T : " "TYPE 
" I N P U T 
" R S 2 3 2 . O U T 
1 3 R S 2 3 2 . 0 U T 
1 0 R S 2 3 2 . 0 U T 
: I N I T 
B U S . I N I T 
S E N D . I N T E R F A C E . C L E A R 
REMOTE.ENABLE.ON 
I N I T 
2 5 6 1 STRING SAM 
REAL SCALAR SY 
REAL SCALAR COUNT 
REAL DIM[ 2 5 6 ] ARRAY RESULTS 
1 1 G P I B . D E V I C E SPECTRUM 
SPECTRUM 
1 0 EOS.CHARACTER 
EOS.ON 
? G P I B . D E V I C E 
: F I R S T 
F I L E . T E M P L A T E 
4 COMMENTS 
REAL DIME 2 5 6 ] S U B F I L E 
END 
F I L E . C R E A T E D;LDA 
: SECOND 
F I L E . T E M P L A T E 
4 COMMENTS 
REAL DIME 2 5 6 ] S U B F I L E 
END 
F I L E . C R E A T E D:BACK 
: MET 
ME TALKER 
SPECTRUM LISTENER 
: MEL 
ME LISTENER 
SPECTRUM TALKER 
: I E E E 
2 0 0 0 MSEC.DELAY 
nn 1 
" LDS" TALK 1 6 3 
MEL 
SAM L I S T E N 
1 
SY : = 
1 
COUNT := 
2 5 6 0 DO 
SY 
9 
SAM "SOB 
A S C I I , "NUMBER 
? T / F 
"DROP 
RESULTS [ COUNT ] := 
SCREEN.CLEAR 
COUNT 1 + 
COUNT := 
SY 1 0 + 
SY : = 
LOOP 
RESULTS A P P E N D . A R R A Y > F I L E 
DEVICE.CLEAR 
: lEEEA 
4 0 0 0 MSEC.DELAY 
MET 
" LDS" TALK 
MEL 
SAM L I S T E N 
1 
SY : = 
1 
COUNT := 
2 5 6 0 DO 
SY 
9 
SAM "SUB 
A S C I I , "NUMBER 
? T / F 
"DROP 
RESULTS [ COUNT ] := 
SCREEN.CLEAR 
COUNT 1 + 
COUNT 
SY 1 0 + 
SY : = 
LOOP 
RESULTS A P P E N D . A R R A Y > F I L E 
DEVICE.CLEAR 
: SUPPLY 
C0M2 
9 6 0 0 
SET.BAUD 
: ZERO 
A S C I I 0 R S 2 3 2 . 0 U T 
r\ 7~> o o n o 
AbVii u 
A S C I I 0 R S 2 3 2 . 0 U T i 6 4 
A S C I I 0 R S 2 3 2 . 0 U T 
1 3 F S 2 3 2 . 0 U T 
1 0 R S 2 3 2 . 0 U T 
: RA 
A S C I I R R S 2 3 2 . 0 U T 
A S C I I A R S 2 3 2 . 0 U T 
1 3 R S 2 3 2 . 0 U T 
1 0 R S 2 3 2 . 0 U T 
: RB 
A S C I I R R S 2 3 2 . 0 U T 
A S C I I B R S 2 3 2 . 0 U T 
1 3 R S 2 3 2 . 0 U T 
1 0 R S 2 3 2 . 0 U T 
: l A 
A S C I I I R S 2 3 2 . 0 U T 
A S C I I A R S 2 3 2 . 0 U T 
1 3 R S 2 3 2 . 0 U T 
1 0 R S 2 3 2 . 0 U T 
; I B 
A S C I I I R S 2 3 2 . 0 U T 
A S C I I B R S 2 3 2 . 0 0 T 
1 3 R S 2 3 2 . 0 U T 
1 0 R S 2 3 2 . 0 U T 
: VOD 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I 0 R S 2 3 2 . 0 U T 
1 3 R S 2 3 2 . 0 U T 
1 0 R S 2 3 2 . 0 U T 
: VIOOOO 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I 1 R S 2 3 2 . 0 U T 
ZERO 
: VIOOO 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I 1 R S 2 3 2 . 0 U T 
A S C I I 0 R S 2 3 2 . 0 U T 
A S C I I 0 R S 2 3 2 . 0 U T 
A S C I I 0 R S 2 3 2 . 0 U T 
1 3 R S 2 3 2 . 0 U T 
1 0 R S 2 3 2 . 0 U T 
: V - 1 0 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I - R S 2 3 2 . 0 U T 
A S C I I 1 R S 2 3 2 . 0 U T 
ZERO 
V 2 0 0 0 0 
rtooj-j. V 
A S C I I 2 R S 2 3 2 . 0 U T i g S 
ZERO 
: V - 2 0 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I - R S 2 3 2 . 0 U T 
A S C I I 2 R S 2 3 2 . 0 U T 
ZERO 
: V 3 0 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I 3 R S 2 3 2 . 0 U T 
ZERO 
: V - 3 0 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I - R S 2 3 2 . 0 U T 
A S C I I 3 R S 2 3 2 . 0 U T 
ZERO 
: V 4 0 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I 4 R S 2 3 2 . 0 U T 
ZERO 
: V - 4 0 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I - R S 2 3 2 . 0 U T 
A S C I I 4 R S 2 3 2 . 0 U T 
ZERO 
: V 5 0 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I 5 R S 2 3 2 . 0 U T 
ZERO 
: V - 5 0 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I - R S 2 3 2 . 0 U T 
A S C I I 5 R S 2 3 2 . 0 U T 
ZERO 
: V 6 0 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I 6 R S 2 3 2 . 0 U T 
ZERO 
: V - 6 0 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I - R S 2 3 2 . 0 U T 
A S C I I 6 R S 2 3 2 . 0 U T 
ZERO 
: V 7 0 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
An/^TT n n n n o n Dnm 
I no^o^ . .uu i 
ZERO 1 6 6 
: V - 7 0 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I - R S 2 3 2 . 0 U T 
A S C I I 7 R S 2 3 2 . 0 U T 
ZERO 
: V 8 0 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I 8 R S 2 3 2 . 0 U T 
ZERO 
: V - 8 0 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I - R S 2 3 2 . 0 U T 
A S C I I 8 R S 2 3 2 . 0 U T 
ZERO 
; V 9 0 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I 9 R S 2 3 2 . 0 U T 
ZERO 
: V - 9 0 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I - R S 2 3 2 . 0 U T 
A S C I I 9 R S 2 3 2 . 0 U T 
ZERO 
: VIOOOOO 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I 1 R S 2 3 2 . 0 U T 
A S C I I 0 R S 2 3 2 . 0 U T 
ZERO 
; V - 1 0 0 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I - R S 2 3 2 . 0 U T 
A S C I I 1 R S 2 3 2 . 0 U T 
A S C I I 0 R S 2 3 2 . 0 U T 
ZERO 
: Vl lOOOO 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I 1 R S 2 3 2 . 0 U T 
A S C I I 1 R S 2 3 2 . 0 U T 
ZERO 
: V - 1 1 0 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I - R S 2 3 2 . 0 U T 
A S C I I 1 R S 2 3 2 . 0 1 1 T 
A S C I I 1 R S 2 3 2 . 0 U T 
ZERO 
: V 1 2 0 0 0 0 167 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I 1 R S 2 3 2 . 0 U T 
A S C I I 2 R S 2 3 2 . 0 U T 
ZERO 
: V - 1 2 0 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I - R S 2 3 2 . 0 U T 
A S C I I 1 R S 2 3 2 . 0 U T 
A S C I I 2 R S 2 3 2 . 0 U T 
ZERO 
: PREL 
F I L E . O P E N BACK 
V 5 0 0 0 0 
RA 
5 0 0 MSEC.DELAY 
l A 
VOD 
lEEEA 
F I L E . C L O S E 
1 5 0 0 0 0 MSEC.DELAY 
: PROGl 
F I L E . O P E N LDA 
V 5 0 0 0 0 
RA 
5 0 0 MSEC.DELAY 
l A 
4 0 0 MSEC.DELAY 
: PROG2 
RB 
8 0 0 MSEC.DELAY 
I B 
VOD 
IEEE 
F I L E . C L O S E 
1 5 0 0 0 0 MSEC.DELAY 
: VO 
PROGl 
VOD 
PR0G2 
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: VIO 
PROGl 
VIOOOO 
P R 0 G 2 
: V - 1 0 
PROGl 
V - 1 0 0 0 0 
P R 0 G 2 
: V 2 0 
PROGl 
V 2 0 0 0 0 
P R 0 G 2 
: V - 2 0 
PROGl 
V - 2 0 0 0 0 
PR0G2 
: V 3 0 
PROGl 
V 3 0 0 0 0 " 
P R 0 G 2 
: V - 3 0 
PROGl 
V - 3 0 0 0 0 
P R 0 G 2 
: V 4 0 
PROGl 
V 4 0 0 0 0 
PR0G2 
: V - 4 0 
PROGl 
V - 4 0 0 0 0 
: V 5 0 
PROGl 
V 5 0 0 0 0 
PR0G2 
: V - 5 0 
PROGl 
V - 5 0 0 0 0 
PR0G2 
: V 6 0 
PROGl 
V 6 0 0 0 0 
PR0G2 
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: V - 6 0 
PROGl 
V - 6 0 0 0 0 
P R 0 G 2 
: V 7 0 
PROGl 
V 7 0 0 0 0 
P R 0 G 2 
: V - 7 0 
PROGl 
V - 7 0 0 0 0 
P R 0 G 2 
: V 8 0 
PROGl 
V 8 0 0 0 0 
P R 0 G 2 
: V - 8 0 
PROGl 
V - 8 0 0 0 0 
P R 0 G 2 
: V 9 0 
PROGl 
V 9 0 0 0 0 
P R 0 G 2 
: V - 9 0 
PROGl 
V - 9 0 0 0 0 
P R 0 G 2 
: VlOO 
PROGl 
VIOOOOO 
P R 0 G 2 
: V - 1 0 0 
PROGl 
V - 1 0 0 0 0 0 
P R 0 G 2 
: V l l O 
PROGl 
V l l O O O O 
P R 0 G 2 
: V - 1 1 0 
PROGl 
V-110000 
P R 0 G 2 
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: V 1 2 0 
P R O G l 
V 1 2 0 0 0 0 
P R 0 G 2 
: V - 1 2 0 
P R O G l 
V - 1 2 0 0 0 0 
PROG 2 
F I R S T 
SECOND 
: GO 
S U P P L Y 
1 1 1 DO 
V 5 0 
PREL 
V - 5 0 
LOOP 
1 1 1 DO 
V 6 0 
V - 6 0 
PREL 
LOOP 
1 1 1 DO 
V 7 0 
PREL 
V - 7 0 
LOOP 
1 1 1 DO 
V 8 0 
V - 8 0 
PREL 
LOOP 
1 1 1 DO 
V 9 0 
PREL 
V - 9 0 
LOOP 
1 1 1 DO 
V l O O 
V - 1 0 0 
PREL 
LOOP 
•' F I N I S H E D ! " "TYPE 
: GRAPH 
GRAPHICS.READOUT 
NORMAL.COORDS 
. 5 . 9 7 5 READOUT>POSITION 
WORLD.COORDS 
•• < F 3 > TO TOGGLE AND <HOME> TO READ CURSOR P O S I T I O N " "TYPE 
: D I S P L A Y 
U / ^ n M A T - n T O D T A V 
nuRi'Jrtij . ux or i 
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: L I N E S 
ARRAY.READOUT 
REAL DIM[ 2 5 6 ] ARRAY DATA 
: PROC 
DATA 
FILE>ARRAY DATA 
DATA 
Y.AUTO.PLOT 
DATA 
1 S E T . £ . O P T I M A 
LOCAL.MAXIMA 
: OVERA 
LOAD.OVERLAY A R - E D I T . S O V 
F6 F U N C T I O N . K E Y . D O E S OVERA 
F7 F U N C T I O N . K E Y . D O E S PROC 
F8 F U N C T I O N . K E Y . D O E S L I N E S 
F9 F U N C T I O N . K E Y . D O E S DISPLAY 
FIO F U N C T I O N . K E Y . D O E S GRAPH 
; T I M E / D E L A Y / T E S T 
SUPPLY 
F I L E . O P E N LDA 
1 1 1 DO 
PREL 
V 7 0 
6 0 0 0 0 MSEC.DELAY 
LOOP 
1 1 1 DO 
PREL 
V - 7 0 
1 2 0 0 0 0 MSEC.DELAY 
LOOP 
1 1 1 DO 
PREL 
V 7 0 
2 4 0 0 0 0 MSEC.DELAY 
LOOP 
1 1 1 DO 
PREL 
V - 7 0 
3 6 0 0 0 0 MSEC.DELAY 
LOOP 
11 1 DO 
PREL 
V 7 0 
4 8 0 0 0 0 MSEC.DELAY 
LOOP 
11 1 DO 
PREL 
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V - f U 
6 0 0 0 0 0 MSEC.DELAY 
LOOP 
" F I N I S H E D ! " "TYPE 
F I L E . C L O S E 
SCREEN.CLEAR 
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: V 5 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I 5 R S 2 3 2 . 0 U T 
A S C I I 0 R S 2 3 2 . 0 U T 
A S C I I 0 R S 2 3 2 . 0 U T 
1 3 R S 2 3 2 . 0 U T 
10 R S 2 3 2 . 0 U T 
; V 3 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I 3 R S 2 3 2 . 0 U T 
A S C I I 0 R S 2 3 2 . 0 U T 
A S C I I 0 R S 2 3 2 . 0 U T 
A S C I I 0 R S 2 3 2 . 0 U T 
13 R S 2 3 2 . 0 U T 
10 R S 2 3 2 . 0 U T 
: V 2 0 0 0 
A S C I I V R S 2 3 2 . 0 U T 
A S C I I 2 R S 2 3 2 . 0 U T 
A S C I I 0 R S 2 3 2 . 0 U T 
A S C I I 0 R S 2 3 2 . 0 U T 
A S C I I 0 R S 2 3 2 . 0 U T 
1 3 R S 2 3 2 . 0 U T 
10 R S 2 3 2 . 0 U T 
: EPSON 
CR 
. E N T E R T I T L E : 
"INPUT 
OUT>PRINTER 
CONSOLE.OFF 
CR CR CR 
"TYPE 
CONSOLE 
: BUB 
SUPPLY 
1 3 5 1 DO 
V 3 0 0 0 0 
RA 
1 0 0 0 MSEC.DELAY 
l A 
VOD 
I . CR 
3 0 0 0 MSEC.DELAY 
LOOP 
SCREEN.CLEAR 
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REAL DIME 2 5 6 ] ARRAY DATA 
REAL DIM[ 1 0 0 ] ARRAY THFC 
REAL DIME 5 0 ] ARRAY THFCP 
REAL DIM[ 5 0 ] ARRAY THFCN 
REAL DIM[ 1 0 0 ] ARRAY NFFC 
REAL DIME 5 0 ] ARRAY NFFCP 
REAL DIME 5 0 ] ARRAY NFFCN 
REAL DIME 10 ] ARRAY LDM 
REAL DIME 2 0 ] ARRAY BAM 
REAL DIME 10 ] ARRAY CAM 
REAL DIME 10 ] ARRAY DAM 
INTEGER SCALAR DUM 
INTEGER SCALAR PAD 
INTEGER SCALAR XXX 
REAL DIME 2 8 0 ] ARRAY DUMMYl 
REAL DIME 2 0 0 ] ARRAY LDSD 
REAL DIME 
REAL DIME 
REAL DIME 
7 ] ARRAY F S 
7 ] ARRAY ELECP 
7 ] ARRAY ELECN 
: EPSON 
CR 
. " ENTER TITLE 
"INPUT 
OUT>PRINTER 
CONSOLE.OFF 
CR CR CR 
"TYPE 
CONSOLE 
: RUNBACKl 
F I L E . O P E N BACK 
2 
PAD : = 
1 0 1 1 DO 
PAD 
S U B F I L E 
DATA 
FILE>ARRAY DATA 
DATA 
1 S E T . £ . O P T I M A 
LOCAL.MAXIMA 
DROP 
THFC E I ] := 
PAD 1 + 
PAD : = 
STACK.CLEAR 
I . CR 
LOOP 
F I L E . C L O S E 
- 1 4 FIX.FORMAT 
THFC 1 0 1 -
THFC := 
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: RITNLDA2 
1 
DUM : = 
5 1 1 DO 
NFFC SUBC DUM , 1 , 1 3 
MEAN 
NFFCP [ I ] : = 
DUM 2 + 
DUM : = 
LOOP 
2 
DUM : = 
5 1 1 DO 
NFFC S U B [ DUM , 1 , 1 ] 
MEAN 
NFFCN [ I ] := 
DUM 2 + 
DUM : = 
LOOP 
1 
DUM : = 
8 
XXX : = 
6 1 DO 
NFFCP S U B [ DUM , 1 0 , 1 ] 
CAM : = 
2 XXX 1 2 3 W R I T E . D O W N 
CAM A R R A Y > 1 2 3 F I L E 
XXX 1 + 
XXX : = 
DUM 1 0 + 
DUM : = 
0 CAM : = 
LOOP 
1 
DUM : = 
1 5 
XXX : = 
6 1 DO 
NFFCN S U B [ DUM , 1 0 , 1 ] 
DAM : = 
2 XXX 1 2 3 W R I T E . D O W N 
DAM A R R A Y > 1 2 3 F I L E 
XXX 1 + 
XXX : = 
DUM 1 0 + 
DUM : = 
0 DAM : = 
LOOP 
1 2 3 F I L E . C L O S E 
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F 7 FUNCTION.KEY.DOES BACKTO 
F 8 FUNCTION.KEY.DOES L I N E S 
F 9 FUNCTION.KEY.DOES D I S P L A Y 
F I O FUNCTION.KEY.DOES GRAPH 
1 8 0 2 4 7 9 WINDOW {BOTTOM} 
: PLOTAXIS 
G R A P H I C S . D I S P L A Y 
{BOTTOM} 
0 . 0 0 . 2 8 VUPORT.ORIG 
1 . 0 0 . 7 2 V U P O R T . S I Z E 
VUPORT.CLEAR 
OUTLINE 
A X I S . D E F A U L T S 
VERTICAL A X I S . F I T . O F F G R I D . O F F 
L A B E L . S C A L E . O F F 
HORIZONTAL A X I S . F I T . O F F G R I D . O F F 
L A B E L . S C A L E . O F F 
NORMAL.COORDS 
0 . 1 0 . 1 2 A X I S . O R I G 
0 . 1 0 . 1 2 A X I S . P O I N T 
0 . 8 0 . 8 A X I S . S I Z E 
6 8 A X I S . D I V I S I O N S 
VERTICAL - 1 0 2 0 WORLD.SET 
HORIZONTAL 0 1 4 0 0 0 WORLD.SET 
HORIZONTAL 1 1 L A B E L . P O I N T S 
VERTICAL 1 1 L A B E L . P O I N T S 
VERTICAL - 1 . 0 5 LABEL.FORMAT 
0 0 T I C K . J U S T 
X Y . A X I S . P L O T 
NORMAL.COORDS 
0 . 0 1 5 0 . 1 2 5 P O S I T I O N 9 0 C H A R . D I R 9 0 LABEL.DIR 
0 . 4 7 0 0 . 0 3 0 P O S I T I O N 0 C H A R . D I R 0 LABEL.DIR " 
WORLD.COORDS 
CURSOR.OFF 
" * " SYMBOL 
: PLOTPOINTS 
2 COLOR 
F S 
ELECP X Y . D A T A . P L O T 
7 COLOR 
F S 
ELECN X Y . D A T A . P L O T 
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: RON 
RUNBACKl 
RUNLDAl 
S I D E 
RUNBACK2 
RUNLDA2 
CLS 
SCREEN.CLEAR 
LINES 
ARRAY.READOUT 
DISPLAY 
NORMAL.DISPLAY 
GRAPH 
GRAPHICS.READOUT 
NORMAL.COORDS 
. 5 . 9 7 5 READOUT>POSITION 
WORLD.COORDS 
BACKTO 
1 4 FIX.FORMAT 
: EMO 
1 1 4 SCI.FORMAT 
EM 
6 . 3 3 E - 5 * 
2 . DEG 5 . 8 S I N * 
/ 
1 0 0 . 
/ 
CR 
EMI 
/ 
/ 
CR 
" ELECTROPHORETIC MOBILITY ( m " 2 / V s ) = " "TYPE . CR 
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APPENDIX D 
Software for IBM PC for Data Acquisition through the DAS16G Interface. 
1 7 9 
: GRAPH 
GRAPHICS.READOUT 
NORMAL.COORDS 
. 5 . 9 7 5 READOUT>POSITION 
WORLD.COORDS 
<F3> TO TOGGLE AND <HOME> TO READ CURSOR P O S I T I O N " "TYPE 
DISPLAY 
NORMAL.DISPLAY 
L I N E S 
ARRAY.READOUT 
F 8 FUNCTION.KEY.DOES L I N E S 
F 9 FUNCTION.KEY.DOES D I S P L A Y 
FIO FUNCTION.KEY.DOES GRAPH 
DASH16 
INTEGER DIM[ 5 0 0 ] ARRAY RESULTS 
1 1 A/D.TEMPLATE REF.EXP 
A / D . I N I T 
1 0 0 0 CONVERSION.DELAY 
: READ 
R E F . E X P 5 0 0 TEMPLATE.REPEAT 
RESULTS TEMPLATE.BUFFER 
R E F . E X P 
A / D . I N I T 
A / D . I N > A R R A Y 
: PLOT 
VERTICAL 
2 1 0 0 2 7 0 0 WORLD.SET 
HORIZONTAL 
0 5 0 0 WORLD.SET 
X Y . A X I S . P L O T 
RESULTS 
1 COLOR Y.DATA.PLOT 
: TEST 
R E L . T I M E 
1 0 0 0 MSEC.DELAY 
R E L . T I M E 
SCREEN.CLEAR 
