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ABSTRACT 
 This thesis presents the development and validation of an advanced hydro-mechanical 
coupled finite element program analyzing hydraulic fracture propagation within unconventional 
hydrocarbon formations under various conditions. The realistic modeling of hydraulic fracturing 
is necessarily required to improve the understanding and efficiency of the stimulation technique. 
Such modeling remains highly challenging, however, due to factors including the complexity of 
fracture propagation mechanisms, the coupled behavior of fracture displacement and fluid 
pressure, the interactions between pre-existing natural and initiated hydraulic fractures and the
formation heterogeneity of the target reservoir. In this research, an eXtended Finite Element 
Method (XFEM) scheme is developed allowing for representation of single or multiple fracture 
propagations without any need for re-meshing. Also, the coupled flows through the fracture are 
considered in the program to account for their influence on stresses and deformations along the 
hydraulic fracture. In this research, a sequential coupling scheme is applied to estimate fractur
aperture and fluid pressure with the XFEM. Later, the coupled XFEM program is used to 
estimate wellbore bottomhole pressure during fracture propagation, and the pressure variations 
are analyzed to determine the geometry and performance of the hydraulic fracturing as pressure 
leak-off test. Finally, material heterogeneity is included into the XFEM program to check the 
effect of random formation property distributions to the hydraulic fracture geometry. Random 
field theory is used to create the random realization of the material heterogeneity with the 
consideration of mean, standard deviation, and property correlation length. These analyses lead 
to probabilistic information on the response of unconventional reservoirs and offer a more 
scientific approach regarding risk management for the unconventional reservoir stimulation. The 
new stochastic approach combining XFEM and random field is named as eXtended Random 
Finite Element Method (XRFEM). All the numerical analysis codes in this thesis are written in 
Fortran 2003, and these codes are applicable as a series of sub-modules within a suite of finite 
element codes developed by Smith and Griffiths (2004). 
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CHAPTER 1  
INTRODUCTION 
 Hydraulic fracturing is a stimulation technique widely used to enhance the productivity of 
tight unconventional hydrocarbon reservoirs. The technique has been used for decades since it 
was first performed in the Hugoton gas field in Kansas (1947). Due to significantly lower 
permeability of the unconventional reservoirs, a single production well generates a very limited 
hydrocarbon drainage volume. Deliverability of the well is therefore much smaller than that of a 
well in highly permeable conventional formations. The effective drainage volume may increase 
by operating more wells, but this is inefficient due to the high cost of the well construction and 
operation. Multiple sets of the hydraulic fracturing stimulation with horizontal well drilling 
techniques (See Figure 1.1) is one of the most advanced solutions to overcome the low 
productivity from the unconventional formations. The combination of horizontal well and 
hydraulic fracturing provides not only a much wider contact volume to the target formations for 
maximizing the fluid drainage but also increases the fluid conductivity within the stimulated 
reservoir volume. 
 
Figure 1.1 Schematics of hydraulic fracturing in an unconventional reservoir (Total E&P) 
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 Although the hydraulic fracturing has been frequently applied to enhance hydrocarbon 
production from unconventional reservoirs, the mechanisms of the stimulation and the additional 
effects in the surrounding area have not been fully understood or explained. Most of the modern 
simulation tools and case study results analyzing hydraulic fracturing consider overly simplified 
conditions. It is mainly due to the complexity of the hydraulic fracturing process and low 
computational efficiency of the applications. Therefore, they do not properly account for realistic 
formation characteristics including the existence of natural fractures and randomness of the rock 
property distributions. These irregularities must be considered in the analysis and design of the 
hydraulic fracturing since they are commonly observed in major fields and strongly affect both 
the hydraulic fracture propagation pattern and unconventional hydrocarbon production. The 
numerical studies presented in this thesis, therefore, focus mainly on the development and 
validation of a computationally efficient numerical program to analyze hydraulic fracture 
geometry and stimulation efficiency within anisotropic and heterogeneous unconventional 
geologic formations containing various patterns of natural fractures. 
1.1 Hydraulic Fracturing 
 Hydraulic fracturing technique is used to create a fracture network in an unconventional 
hydrocarbon reservoir. The fracture network increases the fluid drainage volume and effective 
reservoir permeability to gain a greater hydrocarbon recovery from production wells. These 
wells are mostly drilled horizontally through the unconventional formation to increase the 
formation contact area of the wells efficiently. After the drilling, the wells are stimulated by 20 
to 40 hydraulic fracturing treatments along the well length. The stimulation method is mostly 
carried out by injecting a mixture of fluids (water, proppants, and additional chemicals) to the 
wellbore downhole under high pressure. Once the well is filled out, the pressurized fluid 
increases the stress on the rock surface and finally yields hydraulically induced fractures (See 
Figure 1.2). 
 Hydraulic fractures start initiating and propagating when fluid bottomhole pressure 
exceeds the combination of the rock's tensile strength and the in-situ stresses pushing back on the 
rock masses. Tensile fractures extend orthogonally to the direction of minimum principal stress 
since this is the direction that a fracture will propagate most easily. As more fracturing fluid is 
pumped into the bottomhole, the fracture continues to dilate and grow. After a certain amount of 
fracturing fluid has been injected, additional sand or ceramic particles, namely proppants, are 
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mixed into the injection fluid, and the proppants transfer along the fracture network due to the 
viscous flow of the fracturing fluid. The proppants must have a high stiffness and strength to 
resist the fracture closing pressure, and thus to secure the fracture aperture and conductivity after 
the pumps are shut down. During the final phase of the fluid injection, a clear fluid is pumped 
into the well to clean the inside. Stopping fluid injection, the fracturing fluid may be recovered 
back to the surface due to the excessive reservoir pressure, but often less than half (20-40%) of 
the fracturing fluid flows back while the remaining amount dissipates into the surrounding rock 
matrix. 
 
Figure 1.2 Wellbore pressure and injection rate changes during hydraulic fracturing: (a) early 
pressure prior to significant fluid injection, (b) maximum breakdown pressure before initiating 
the fracture, (c) pressure exceeds tensile strength and fracture is initiated, and (d) continuous 
fracture growth and dilation of the aperture. 
 During the overall process of hydraulic fracturing, there are a couple of multi-physical 
processes occurring in the vicinity of the fracture and tip. Considering the effect of these 
processes may be crucial to understanding the entire process and the resulting fracture extension 
and stimulated recovery rate. These processes typically include 1) fracture tip singularity 
dominated zone (SDZ), where the maximum stress concentration occurs so that the fracture gains 
the mechanical momentum to propagate outwards.; 2) rock and fracture deformations, caused by 
the internal fluid pressure along the fracture system. These deformations are commonly 
recognized as essentially elastic, since the fluid pressure development speed is very fast, 
preventing plastic deformations near the fracture.; 3) fracture pressure variation. Injected viscous 
fluid dilates the fracture and travels with variable velocity and friction, causing a non-uniform 
pressure distribution along the length of the fracture.; 4) fluid leak off, which appears due to a 
higher fluid pressure within the fracture than that within the rock matrix. The amount of fluid 
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leak-off depends on the formation permeability, the reservoir and fracturing fluid viscosities and 
compressibility, the pore compressibility and the fluid pressure rises during hydraulic fracturing.; 
5) proppant transport. The viscosity of the fracturing fluid and the size and density of the 
proppants mostly control the movement of proppants. 6) pre-existing natural fractures. Since the 
natural fractures may serve as weak paths for fracture propagation and even branching, their 
density and geometries (length and orientation) may be the key conditions leading to the 
development of complex fracture patterns.; and 7) randomly distributed material properties. If 
the target unconventional formation includes anisotropy and heterogeneity of the rock properties, 
such as the stiffness or strength, the hydraulic fracture will tend to intersect with a zone of 
mechanical weakness. Compared to isotropic and homogeneous formations, randomly 
distributed material parameters may significantly affect the orientation and length of hydraulic 
fractures. 
1.2 Research Motivation 
 Development of realistic simulation software for the hydraulic fracturing process is 
necessary to understand complex multi-physical mechanisms and to develop environmentally 
safe and technically effective hydraulic fracture technologies for unconventional hydrocarbon 
productions. Numerical simulation of the stimulation techniques remains a significant challenge 
because of the complicated mechanisms occurring during propagation, such as the strong 
nonlinear coupling behavior between the fracture geometry and viscous fluid flow, combined 
with material anisotropy and heterogeneity of the target geological formations. Most of all, if a 
standard finite element scheme is used with the discrete fracture network (DFN), the model must 
experience an inefficient remeshing process, and additionally the global matrices should be 
reassembled and factorized, as the fracture geometry evolves. 
 To address some of these computational challenges, a relatively new finite element based 
numerical scheme, namely eXtended Finite Element Method (XFEM) is explored in this research. 
This advanced numerical technique for modeling fractures was originally developed by 
Belytchko and Black (1999), and Moës et al. (1999). They incorporates enrichment within a 
standard displacement-based finite element approximation for fractures and fracture tips. The 
enrichment approach introduces combinations of the discontinuous enrichment functions, 
standard finite element shape function, and additional degrees of freedom to estimate the 
additional displacement along the fracture and near the fracture tips. Since the additional degrees 
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of freedom increase the computational burden, the XFEM uses only a local enrichment of the 
approximation field in the vicinity of fractures thus keeping the number of additional degrees of 
freedoms to a minimum. A major advantage of the XFEM is that the finite element mesh does 
not need to align with the fracture geometry, thus the entire computational procedure completely 










Figure 1.3 An example of the XFEM enrichment function arrangements near a fracture 
A typical representation of fracture through a uniform mesh of two-dimensional square elements 
is shown in Figure 1.3. Instead of using finer and aligned meshes along the fracture, two 
different enrichment functions (the Heaviside enrichment for fracture body and the Branch 
enrichment for fracture tip asymptotic field) are locally added to the nodes near the fracture, 
while keeping the uniform background mesh unchanged. The method offers much promise for 
finite element modeling of a discontinuity problem that has been difficult in the context of 
continuum mechanics.  
 Since the fracture geometry is independent of the background mesh, additional level set 
function is applied to track the moving boundary. Figure 1.4 is an example of the level set 
functions used to define the curved fracture represented by the white line in the middle of the 
domain. The technique indeed measure the minimum distances between each nodal point to the 
fracture and a line perpendicular to the unit vector at the fracture tip as shown in Figures 1.4(a) 
and (b), respectively. Thus the presences of the fracture and tip are defined as zero level set. This 
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method is commonly coupled with the XFEM scheme, and the level set function needs an update 
to consider the fracture propagation. The computational procedure of the level set function is 
summarized in this thesis. 
     
     (a) fracture body level set function                          (b) fracture tip level set function  
Figure 1.4 An example of the level set function to represent the fracture body and tip 
 To consider the nonlinear coupling behavior of fracture deformation and viscous fluid 
flow during the hydraulic fracture propagation, it is crucial to implement a hydro-mechanical 
coupling scheme within the XFEM framework. For the program development and computational 
case studies in this thesis, a sequential coupling algorithm suggested by Yew (1997), Dahi (2009) 
and Youn and Griffiths (2014) is applied due to the relatively straightforward computational 
structure and easier implementation. The entire coupling scheme separately handles two different 
parts, displacement calculations using the XFEM and fluid pressure calculations based on mass 
conservation. Once the fluid pressure along the fracture is estimated, it is then transferred to the 
global force vector, and the modified force vector is used by the XFEM program to update the 
fracture aperture. The updated fracture aperture computed by the XFEM is converted to the 
volume and permeability of the fracture so that the fluid pressure along the fracture is computed 
again. This sequential calculation process continues until two consecutive iterations deliver 
apertures that have a relative difference of less than a pre-defined tolerance, and the final 






















 During hydraulic fracturing, the bottomhole pressure is routinely monitored and recorded. 
While the pressure variation is used mostly to determine the equivalent formation permeability 
of the stimulated volume of the reservoir, the technique may also be used to detect unexpected 
patterns of the hydraulic fracture propagations due to the possible uncertainties within the 
formation. Figure 1.5 presents a regular fluid pressure variation indicating a hydraulic fracturing 
procedure within a homogeneous and isotropic formation. The bottomhole pressure builds up 
sharply as the fracturing fluid is injected in the target well, and the rock surrounding the well 















Fracture closure and 
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Fracture propagation pressure (FPP)
 
Figure 1.5 Pressure leak-off test data during a hydraulic fracturing treatment 
When the injected fluid begins to create a hydraulic fracture due to the tensile failure of the 
surrounding rock, the pressure build-up will deviate from the linear trend. The point where this 
deviation occurs is known as the leak-off pressure (LOP), which is an indication of initial 
fracturing near the wellbore. When the fracture propagates, the internal volume and permeability 
of the fracture increase, and thus the bottomhole pressure level decreases from the highest 
bottomhole pressure (FBP) and remains stable at the fracture propagation pressure (FPP), while 
more amount of the fluid is getting pumped into the bottomhole.  When the pumping stops, the 
fracturing fluid flows back to the surface, and the bottomhole pressure rapidly decreases to the 
instant shut-in pressure (ISIP). Later the pressure gradually goes down as the reservoir pressure 
closes the fracture. Compared to the ideal case, however, the bottomhole pressure may vary 
significantly during an actual pressure leak-off test. This difference is mainly due to the 
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irregularity of the formation such as the inclusion of pre-existing natural fractures. The natural 
fracture system not only causes non-uniform stress distribution near the hydraulic fracture but 
also increases the internal volume of the fracture network so that the fluid pressure acting along 
the fracture surface may decrease when the hydraulic fracture intersects the natural fract res. 
Therefore, the pressure leak-off test data may be used to monitor the hydraulic fracturing process 
under the deep underground. In this thesis, the bottomhole pressure variations during hydraulic 
fracture propagation within naturally fractured reservoirs with different lengths and orientations 
are analyzed using the coupled XFEM program.  
 In this thesis, stochastic modeling of hydraulic fracturing is further developed to account 
for randomly distributed formation properties (e.g. stiffness and strength) of the unconventional 
formation. Parameters used in the hydro-mechanical modeling of hydraulic fracture are subject 
to different types and levels of uncertainties generated by inherent spatial variability and pre-
existing fracture patterns in the target geological formations. Three key stochastic parameters, 
mean, standard deviation, and spatial correlation length, are used to create a random distribution 
of formation properties. Then these random parameters incorporate in the XFEM analysis to 
investigate how hydraulic fracturing efficiency is correlated to material randomness. This new 
stochastic methodology is named as eXtended Random Finite Element Method (XRFEM). When 
combined with Monte-Carlo realizations, this XRFEM analysis can lead to probabilistic 
information on the response of various formations enabling better technical and economic risk 
management of hydraulic fracturing in unconventional hydrocarbon reservoirs. 
 To provide a user-friendly computational environment for the various hydraulic fracture 
analyses, the numerical programs mentioned above, such as the hydro-mechanical coupled 
XFEM and the XRFEM are written in modern Fortran. These computational tools have been 
incorporated as a series of subprograms within a finite element suite of software developed by 
Smith and Griffiths (2004). The software developed in this thesis will be made freely available 
online. 
1.3 Research Objectives 
 The overall goal of this research is the development and validation of an advanced two-
dimensional simulation program to analyze hydraulic fracture geometries and patterns within 
various conditions of unconventional geological formations including material randomness. 
Specifically, the research objectives are as follows: 
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 Develop an advanced finite element model (eXtended Finite Element Method, so called 
XFEM) to represent the mechanical behavior of fractures and the propagation within 
unconventional geological formations.  
 Incorporate a computationally efficient level set function into the XFEM program to track 
multiple fracture propagations and interactions. 
 Implement computationally effective hydro-mechanical coupled algorithm to consider the 
interactions of the fractures and fracturing fluid.  
 Test and validate the models using available field data of pressure leak-off tests during the 
hydraulic fracturing process. 
 Apply a stochastic property model based on random field theory to compute probabilities of 
various aspects of hydraulic fracture propagation in unconventional hydrocarbon reservoirs.  
 Provide a user-friendly Fortran subroutines for XFEM modeling of coupled hydraulic 
fracturing as a part of an open source finite element system available online. 
1.4 Thesis Organization 
 The thesis consists of seven distinct chapters as summarized below: 
 Chapter 1 is an introduction showing the background of the research. This chapter starts 
with the basic concept of hydraulic fracturing and its applicability to the unconventional 
hydrocarbon reservoirs. The complex multi-physical mechanisms of hydraulic fracturing 
procedure are summarized. It is explained how hydro-mechanically coupled XFEM simulations 
can efficiently handle the complex behavior of hydraulic fracturing treatment through the 
pressure leak-off test, and XRFEM is applicable to deal with the mechanical randomness of 
unconventional formations. 
 Chapter 2 presents a summary of background material and history of linear elastic 
fracture mechanics and previous numerical investigations aimed at modeling hydraulic fracture. 
The literature review includes not only numerical models analyzing mechanical singularity 
induced by a fracture and its tip with different boundary conditions but also the hydro-
mechanical coupled effect during hydraulic fracturing such as fluid pressure and fracture 
aperture changes. In addition, available 2D analytical hydraulic fracture models (KGD and PKN) 
are summarized to characterize the hydraulic fracturing in plane strain and plane stress 
conditions and their effects on hydraulic fracturing. At the end of this chapter, alternative 
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computational methods are reviewed and compared to show why XFEM offers several 
advantages. 
 Chapter 3 describes a numerical procedure to develop a computationally efficient 
numerical model analyzing fracture propagation based on the XFEM. The mathematical details 
of the governing equations are presented with the required enrichment functions representing the 
discontinuous displacement field along the fracture networks. Later, the numerical discretization 
procedure is described to show how to assemble the global stiffness matrix. Due to the 
independence of the fracture geometry from the background mesh, a level set function is used to 
track the location and geometry of the fracture, and the detailed information of the numerical 
technique is explained in this chapter. To verify the model, the numerical results from the XFEM 
are compared with the pre-existing analytical solutions and numerical results from other FE 
based commercial package with different fracture and void configurations. Finally, the 
insensitivity of numerical outcomes to mesh size is demonstrated. 
 Chapter 4 presents the computational method and assumptions involving hydraulic 
fracture propagation and interactions with pre-existing natural fractures. As an initial study, 
various fracture propagation criteria are reviewed. Then stress intensity factor (SIF) calculations 
using the interaction integral is presented with various fracture orientations. The measured SIFs 
are later applied to determine hydraulic fracture propagation geometry, pattern, and interactions 
with natural fractures. In addition, different scenarios of fracture propagation and interaction, and 
corresponding techniques to update the level set functions are shown with an example study.  
 Chapter 5 explains how to rigorously couple two different numerical schemes to consider 
hydro-mechanical interactions for a hydraulic fracturing system in tight unconventional 
formations. Available sequential and fully coupling schemes are presented and reviewed in this 
chapter. The chapter also includes a precise explanation of the fluid flow equation in the weak 
form and the standard discretization process to compute the fluid pressure distribution along the 
fracture. The basic validation and parametric studies of the coupled XFEM code are carried out 
by comparing the simulation results with data from several pressure leak-off test available from 
the literature and in-situ field tests. 
 Chapter 6 proposes a new stochastic numerical method namely the eXtended Random 
Finite Element Method (XRFEM). The XFEM program is enhanced to consider the effect of 
material heterogeneity within the target formations based on random field. The randomly 
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distributed formation properties including elastic modulus are created by the random field theory 
to account for spatial correlation of formation parameters as well as the mean and standard 
deviation. Background, history and characteristics of the random field approach compared to 
other stochastic simulation approaches are summarized and presented in this chapter. The effects 
of the random parameters are then demonstrated through an extensive series of parametric 
studies with a broad range of correlation lengths. 
 Chapter 7 presents concluding remarks and recommendations for future studies. 
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CHAPTER 2  
LITERATURE REVIEW 
 This chapter presents the basic concepts of fracture mechanics and numerical modeling 
techniques dealing with hydraulic fracturing process. The main part starts with the history and 
fundamentals involving hydraulic fracturing processes based on linear elastic fracture mechanics 
(LEFM). Later, the theoretical models for analyzing the processes are explained regarding 
fracture initiation and propagation, and fluid flow along the fracture networks. Lastly, some 
computational models applicable to analyze hydraulic fracturing process are described. Their 
computational advantages and limitations for hydraulic fracture modeling are reviewed and 
compared. 
2.1 Introduction 
 Hydraulic fracturing is an important wellbore stimulation technology playing very large 
part in the current proliferation of unconventional hydrocarbon production. The history begins 
with the Dow Chemical Company in 1930's. They injected an acid fluid into the ground to create 
a fracture channel to enhance the productivity of a well. In 1947, Stanolind Oil and Gas 
Corporation performed the first experimental hydraulic fracturing without the acidic treatment 
for gas well stimulations in the Hugoton gas field in Kansas. From that time, the hydraulic 
fracturing process has become the most extensively used well stimulation technology especially 
for unconventional hydrocarbon productions. The American Petroleum Institute reported that 
hydraulic fracturing had been applied to more than 1.1 million wells in the U.S. since 1940. 
According to Montgomery and Smith (2010), almost 2.5 million fracture treatments have been 
performed worldwide, and approximately 60% of all recently drilled wells experience the 
fracturing treatment. Also, the worldwide commercial market for fracturing is estimated at nearly 
$30 billion per year (Maxwell, 2014). 
 A foremost technical development involving hydraulic fracturing was started in the late 
1990s. Mitchell Energy combined horizontal wells and multiple stage hydraulic fracturing with 
slickwater injection to increase the well contact volume within the Barnett Shale formation and 
gained remarkably increased productions of unconventional gas (Martineau, 2007). Based on the 
commercial success in the Barnett, more operators started to apply the stimulation technique and 
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gained successful productions in unconventional hydrocarbon reservoirs. Currently, Bakken and 
Eagle Ford are the most profitable tight oil formation, and Barnett, Haynesville, Fayetteville, and 
Marcellus are typically recognized as the top players for shale gas production (Figure 2.1). 
 
Figure 2.1 Major shale gas and oil plays in the U.S. (EIA, 2015) 
 Hydraulic fracturing is usually applied after drilling the target well (Brown et al., 2000). 
The stimulation treatments are often performed by injecting substantial volumes of pressurized 
water with additional chemical substances. The injected fluid breaks the rock and then dilate the 
resulting fractures sufficiently to increase fracture width and permeability. Injection for hydraulic 
fracturing is designed based on the number and location of planned hydraulic fracture treatment 
stages in the well, and the stimulation design consists of total injected volume, injection rate, 
fluid type, and proppant type. The stimulation plan may also include a diverting process to 
control the perforation or fracture initiation locations along the wellbore. Plug & perforation is 
the classic method and involves a cemented casing. The ball-drop & sleeve system has become 
more popular since the system allows relatively fast times between stages and does not require 
well cementing and additional multiple wireline, which are necessary to set the plug & 
perforation (Maxwell, 2014). The ball-drop & sleeve system uses a series of balls pumped 
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through the well to open valves providing a fluid access to the formation. Different sizes of the 
balls are sequentially pumped to open valves at different locations along the remaining stages to 
be perforated and fractured. Figure 2.2 presents a typical sequence of the multiple perforation 
and fracturing using the ball-drop & sleeve system. 
 
(a) A closed valve before landing a ball 
 
(b) A ball is pumped with a fluid and lands on the sleeve 
 
(c) The valve opens due to the pumping pressure, and the injected fluid creates 
perforations/fractures 
Figure 2.2 A graphical representation of the multiple perforation/fracturing using the ball-drop & 
sleeve technique (the images are captured from a video created by Schlumberger) 
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 After the perforation/fracturing process is done, proppants are mixed with the injection 
fluid mixture and pumped into the fracture network. After the shut-in, the proppant particles keep 
the hydraulic fracture opened against the overburden formation pressure and, therefore, maintain 
the fracture permeability. The proppant distribution (density and transferred distance) along a 
hydraulic fracture is crucial for the production since the conductivity of unpropped fracture is 
significantly lower than that of propped fracture, and thus does not contribute to the production if 
the in-situ stress is high (Cipolla et al., 2009, Miller et al. 2010, Zhang et al., 2013). 
 The details of the hydraulic fracturing plan and the field application are often designed 
based on both past experience and a series of numerical analysis. The numerical simulations are 
mainly used to check if the above conditions may create the planned hydraulic fracture geometry 
and extension within the target formation. Later, the simulation results can be validated with the 
results from the fracture mapping technique, such as microseismic or tiltmeters. 
2.2 Fracture Mechanics 
 Due to their brittle nature, reservoir rocks tend to fracture if loaded with stress above 
some critical level. Rock and fracture mechanics can provide a fundamental understanding 
regarding this process and is thus crucial to analyzing the hydraulic fracturing process. 
Variations in geomechanical conditions such as elastic modulus of the rock mass, in-situ stresses, 
and fracture deformation and failure mechanisms, directly impact the fracture geometry 
(Warpinski et al., 1982; Warpinski et al., 2012). Depth layering and interaction with pre-existing 
fractures may add another level of the complexity to analyze the fracture growth, geometry and 
pattern.  
 To understand the mechanical characteristics of rock and fracture, initial studies were 
made to better understand the behavior of intact rock under uniaxial stress. These studies 
involved analyzing laboratory experiment samples under homogeneous and isotropic conditions 
(Hoek and Martin, 2014). For the intact rock cases, the stress field remains equal to the applied 
boundary stress, and thus, failure occurs when the boundary stress is equal or greater than the 
maximum allowable stress as in Equation (2.1).  
0 yld                                                                  (2.1)  
where 0 is the uniform stress acting on the boundary, and yld  is the material yielding stress 
causing failure. 
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 Later, the mechanical behaviors of fractured rock under a uniform tensile stress were 
studied by comparing that of the intact rock. Since the creation of a fracture causes a stress 
concentration particularly at the fracture tip, the earlier studies regarding fracture (Kirsch, 1898; 
Kolosoff, 1910; Inglis, 1913) were performed to quantify the stress concentration level near 
circular and elliptical holes in the infinite tensile plate. Kirsch (1898) analyzed the problem of an 









Figure 2.3 Schematic representations of the infinite tensile plate with a circular hole 
He examined the stress distribution within the plate as shown in Equations (2.2)-(2.4) using two 
coordinate systems, polar coordinate near the circular hole and Cartesian coordinate for the 
























                                                       (2.4) 
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Applying the condition, r a , the following Equations (2.5)-(2.7) are derived to measure the 
stresses at the edge of the hole. 
0rr                                                                  (2.5) 
 0 1 2cos2                                                          (2.6) 
0r                                                                  (2.7) 
Therefore, the stress concentration occurs near the circular hole in terms of the tensile stress,  , 
and the stress at 0,      is three times greater than the boundary stress, because 03   . 
 Moreover, Inglis (1913) solved a similar problem of stress concentration near an elliptical 
hole in an infinite plate under uniform tensile stress as shown in Figure 2.4. A normal stress 
function regarding the elliptical hole was derived to calculate the stress concentration developing 

























           
                                         (2.8) 
where i and j indicate the curvilinear coordinate system with respect to the elliptical hole. 
Equation (2.8) may be simplified for the points at the end of the ellipse in terms of a andb as 







                                                          (2.9) 
Using Equation (2.9), when the hole is circular (b ), the stress concentration factor becomes 
3 as presented in previous circular hole case. Another case of the interest is when the ellipse 
length is much greater than the height so that the hole approaches the shape of a fracture 
( a b ). Theoretically, the stress level at the fracture tip become infinity which indicates the 
fracture tip has nearly zero strength, and thus the propagation starts even if applying only a little 
stress on the boundary. Thus, this solution does not correctly reflect the real physical model 
when a perfectly sharp fracture is considered, and Griffith's theory was introduced as below 
section.  
2.2.1 Griffith’s Theory of Strength and Energy 
 Griffith (1921) argued that the stress concentration solution regarding the infinite plate 
with an elliptical hole can be used in developing a fundamental understanding of fracture 
propagation criteria. However, he tried to described the failure of a solid material in terms of 
satisfying a critical energy condition rather than focusing on the fracture tip stresses directly. The 
starting point is that the fracture propagation initiates when the energy acting on the fracture 
surface is equal to the total energy release due to the propagation.  
 Considering the target material is linear elastic, the strain energy per unit volume, U  is 






                                                       (2.10) 
where   is the stress,   is the strain, and E  is the Young's modulus. Using the Inglis solution, 
the free surface area experiencing strain release above and below the fracture of length L  can be 
defined as 2a . Thus, the total strain energy release, TU can be estimated by multiplying  the 






                                                           (2.11) 
The surface energy, S  with respect to a fracture of length, L is defined by Equation (2.12). 
2S L                                                               (2.12) 
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where   is the surface energy, and the coefficient of 2 indicates that two fracture surfaces are 
created. The fracture propagation condition can be defined by setting the derivative of the total 






                                                    (2.13) 
By rewriting Equation (2.13), therefore, the critical stress initiating a propagation at the tip, cr  






                                                             (2.14) 
2.2.2 Linear Elastic Fracture Mechanics (LEFM) 
 A regular planar fracture includes two surfaces (upper and bottom), and a tip of the 
fracture is a sharp connecting point of these surfaces. If the fractured solid is subjected to 
external loads, the fracture surfaces move with respect to each other. Using a local Cartesian 
coordinate system located at the fracture tip, the relative fracture movement can be described by 
three independent fracture modes (Irwin, 1957). These modes are usually called Mode I, Mode II, 
and Mode III, and each of them indicates opening, sliding, and tearing of the fracture as 
presented in Figure 2.5. 
                                  
                 (a) Mode I                                   (b) Mode II                                   (c) Mode III 
Figure 2.5 Schematic of the basic fracture modes (Sun and Jin, 2012) 
 The fracture deformation modes are also defined by the stresses acting near the fracture 
tip. In two-dimensional cases, the stress states corresponding to these three modes are defined as 
in Equations (2.15)-(2.17) respectively (Westergaard, 1939). 







                                    (2.15) 
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                                    (2.16) 







                                   (2.17) 
where IK , IIK , and IIIK  are the stress intensity factors corresponding fracture modes I, II, and 
III, respectively. They were first introduced by Irwin (1957) as an alternative method for 









Figure 2.6 Polar coordinate systems (reproduced from Sun and Jin, 2012) 
 The stress intensity factors can be measured directly from the Westergaard functions 
(1939). For example, the near-tip stress fields corresponding the mode I displacement are defined 
as Equations (2.19)-(2.21) by incorporating a complex function, IZ  given by Westergaard (1939) 
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       
                                     (2.21) 
where z  is the fracture polar coordinate system presented as in Figure 2.6. The fracture center 
and tip locations are defined as Equations (2.22)-(2.24). 
ciz re                                                               (2.22) 
1
1
tiz a re                                                             (2.23) 
2
2
tiz a r e                                                             (2.24) 
To calculate the stress field near the fracture tip on the right side, following conditions in 
Equations (2.25)-(2.28) applied to Equations (2.19)-(2.21), the stress functions can be simplified 
to Equations (2.29)-(2.31). 
2 0c t                                                              (2.25) 
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                                                             (2.32) 
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Comparing these stress equations near the tip to Westergaard's solution from Equations (2.15)-
(2.17), the SIF for Mode 1 fracture problem is estimated as Equation (2.34). 
0IK a                                                             (2.34) 
 By shifting the coordinate system to the tip of the fracture, the stress fields are 
summarized in terms of the SIF,IK  as Equations (2.35)-(2.39). 
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                                                  (2.35) 
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                                                  (2.37) 
( )       in plane strainzz xx yy                                            (2.38) 
=0xz yz                                                               (2.39) 
Applying the same procedure, the displacement fields near the tip can be summarized as 
Equations (2.40)-(2.42) as well. 
2cos 1 2sin







                                         (2.40) 
2sin 1 2cos







                                        (2.41) 
0zu                                                                 (2.42) 
where elasticG  and elasticK  are shear and bulk modulus, respectively. 
 Similarly, the Mode II stress and displacement fields are expressed as Equations (2.43)-
(2.50).  
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                                                  (2.44) 
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                                                  (2.45) 
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( )zz xx yy                                                          (2.46) 
=0xz yz                                                               (2.47) 
2sin 1 2cos







                                        (2.48) 
2cos 1 2sin







                                       (2.49) 
0zu                                                                 (2.50) 
In addition, the stress intensity factor, IIK  is defined as Equation (2.51).  
2II xyK r                                                           (2.51) 
 Lastly, the stress and displacement fields associated with the Mode III are summarized as 
Equation (2.52)-(2.56). 
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                                                      (2.56) 
and, the stress intensity factor, IIIK  is defined as Equation (2.57).  
2III yzK r                                                           (2.57) 
 Using the LEFM, the stress at the tip is theoretically infinite. Consequently, an extension 
to elastoplastic fracture mechanics may be required to analyze the displacement and stress fields 
of a fracture, especially if the fracture processing time is relatively long such as a st bility 
problem of geotechnical structures near/within fractured rock. However, consideration of 
plasticity is not necessarily required for hydraulic fracturing processes due to the extreme fluid 
pumping rate and speed of the propagation within formations. During hydraulic fracturing, a 
dozen or more pumps are used, and each of them typically generates a power rating of 1500-
2000 brake horse power (BHP). Due to the high power outputs, the fracturing fluid spreads along 
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the fracture network rapidly and build up significant tensile stress within a relatively short time 
(Maxwell, 2014). The phase of a hydraulic fracture propagation usually does not allow a 
noticeable amount of plastic deformation near the tip. Therefore, the LEFM is well suited for 
analyzing the fracture propagation, and plastic deformation can be easily ignored during 
hydraulic fracturing.  
2.3 Hydraulic Fracturing Process 
 Even in the most fundamental form, hydraulic fracturing is a complex process, not just 
because of the heterogeneity of the earth structure and indeterminate in-situ stresses or rock 
behavior but also because of the physical complexities of the problem. It involves coupling three 
processes: 1) mechanical deformation of the fracture caused by the fluid pressure inside the 
fracture, 2) fluid flow within the fracture networks and 3) fracture propagation. The fracture 
deformation is usually considered in the framework of the linear elastic fracture mechanics 
(LEFM) as mentioned in the above section. The fluid flow inside the fracture is simplified to 
flow along a channel by using a mass conservation with thin films or so-called lubrication theory. 
This is represented by a nonlinear partial differential equation that relates the fluid flow velocity 
to the fracture width and pressure gradient along the fracture. Due to the symmetric fluid 
pressure acting on opposite fracture surfaces, fracture deformation during hydraulic fracturing 
treatment mostly follows the Mode I pattern. Based on the enegy balance theory, fracture 
propagation is usually determined by comparing the Mode I SIF, IK  to a material parameter, 
namely fracture toughness for mode I, ICK . Fundamentals and details of the physical processes 
mentioned above are summarized in the following sections.  
2.3.1 Fracture Initiation 
 The hydraulic fracture geometry created from horizontal wells is strongly associated with 
in-situ stresses of the surrounding area (Crosby et al., 2002). Reservoir rocks are mostly 
subjected to three principal in-situ stress, namely the vertical stress, the maximum horizontal 
stress, and the minimum horizontal stress (See v , H , and h  in Figure 2.7). To define the 
fracture initiation criteria, the in-situ stresses should be transformed into cylindrical coordinates 
due to the shape of wells. Assuming isotropic, homogeneous, and linearly elastic characteristics 
of the formation, stresses acting on the wall of a cylindrical well are derived from Kirsch's 
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equation as Equations (2.58)-(2.60) (Dieley and Owens, 1969; Bradley, 1979; Aadnoy et al. 1987; 
Aadnoy, 1988). 
rr wp                                                               (2. 58) 
   2 cos2h v h v wp                                            (2.59) 
0r                                                                 (2.60) 









Figure 2.7 Stresses at the wellbore wall 
Considering the fracture direction is perpendicular to the minimum principal stress ( =90°) for 
minimizing the resistance of fracture initiation, the tensile stress,   is simplified as Equations 
(2.61) (Hossain et al. 2000).  
3 h v wp                                                          (2.61) 
Incorporating the tensile strength of the rock, t Hubbert and Willis (1957) defined the fracture 
initiation pressure, wfp . In other words, the fracture initiated when the tensile stress exceeds the 
sum of the fracture initiation pressure and the tensile strength of the rock. 
3wf h v w tp p                                                      (2.62) 
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 Equation (2.62) assumed that there is not any fluid exchange between the well and the 
surrounding formation. Therefore, the fracture initiation pressure is an upper bound solution. If 
fluid penetrates the formation, increase in pore pressure decreases effective stress and thus the 
fracture initiation pressure. Later, Schmidt and Zoback (1989) added poro-elasticity and derived 
Equation (2.63) as a lower bound pressure for the fracture initiation (Valko and Economides, 
1995). 
 3 2wf h v pe w tp p                                                   (2.63) 
where pe  is the poro-elasticity parameter defined as Equation (2.64) with Biot coefficient, biot . 
  1 22 1biotpe                                                               (2.64) 
When low viscosity fluids are used with low pumping rates, it is expected that more fluid 
transfers to the formation, and thus fracture initiations occur at lower pressure (Hossain et al. 
2000).   
2.3.2 Fracture Propagation 
 The failure (or propagation) criterion of a fracture is different from the classical strength 
criterion of intact material, since the stress-based strength at a critical point based on the LEFM 
does not properly work to define fracture failure and propagation. To define the mechanical 
stability of a fracture in brittle and linear elastic material, two criteria may be considered as in 
Equation (2.65). 
crK K  or crG G                                                      (2.65) 
where K  is the stress intensity factor (SIF), crK  is the critical value of the SIF, so-called fracture 
toughness, G  is the stress release rate, and crG is the critical value of the stress release rate. 
Since the SIF is computed over a relatively small area, namely a singularity dominated zone 
(SDZ), the SIF criterion is a local criterion where the higher-order terms in Equations (2.15)-
(2.17) can be easily omitted. The stress release rate criterion is a global criterion indicating that 
the domain experiences enough energy to drive the fracture propagated.   
 Moreover, several complex fracture propagation criteria are also available to analyze 
mixed mode fractures. Erdogan and Sih (1963) introduced the maximum circumference tension 
stress intensity factor theory to define the stress concentration and fracture propagation criterion 
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for a centric fracture experiencing Mode I and Mode II displacements. The mixed mode near-tip 
stress field is calculated as Equations (2.66)-(2.69) in two-dimensional plane-strain condition. 
3 3
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                                               (2.68) 
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                                  (2.69) 
These stress equations are then converted into circumferential stresses in a polar coordinate 











                                           (2.70) 
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                                     (2.72) 
According to the theory, the fracture opens along the orientation of the maximum tensile SIF, 
and the opening is perpendicular to the direction of the maximum circumferential tensile stress. 
Consequently, the Equations (2.73) and (2.74) must be satisfied to find the maximum tensile SIF, 
and to calculate the fracture opening angle, 0 , as in Equation (2.75).   
 
0
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           
                                        (2.75) 
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Moreover, the crack propagation starts when the maximum circumferential tensile SIF equals to 
the critical value as Equation (2.76). 










                                         (2.76) 
2.3.3 Fracture Fluid Flow 
 The fluid flow plays a pivotal role in hydraulic fracture propagation. The hydraulic 
fracturing process is initiated and continued by hydraulic loading applied by a fluid pressure 
inside the fracture. The fluid flow during hydraulic fracturing consists of several fluid-related 
phenomena including the hydro-mechanical coupled effect of fluid transport along the fracture 
network and the fracture leak off from the fracture to surrounding rock masses.  
 The fluid transport process during hydraulic fracturing is commonly analyzed using the 
mass and energy conservation equations. According to Currie (2003), the energy equation can be 
written for an incompressible Newtonian fluid as Equations (2.77) and (2.78). 
2 2
2 2
netu u u p u uu v
t x y x x y
                                                       (2.77) 
2 2
2 2
netv v v p v vu v
t x y y x y
                                                       (2.78) 
where x and y are local coordinates in the fracture,  is the fluid density,  is the fluid dynamic 
viscosity, u and v are the velocity component in the x and y direction, and pnet is the net fluid 
pressure. Due to the geometrical feature and fluid flow characteristics of the fracture, Equations 





                                                              (2.79) 
Applying cubic law presented by Witherspoon et al. (1980), the average fluid velocity, u  can be 





                                                            (2.80) 
Therefore, the equation to solve the fluid flow transport along the fracture becomes one 
dimensional problem. Discretization process of the fluid flow governing equation will be 
presented in Chapter 5.   
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 In addition, the fluid leak off phenomenon have been commonly described by a pioneer 
work presented by Carter (1957). He introduced a fluid leak off model measuring one-
dimensional steady state flow which is perpendicular to the fracture surface. The model 
presented that the fluid rate decreases proportional to inverse square root of the time and are 
mathematically defined as Equation (2.81)  






q x y t
t t x
                                                  (2.81) 
where LC  is the fluid leak off coefficient representing rock-fracture permeability ratio, t  is the 
current pumping time, and ( , y)Lt x  is the fluid leak off starting time at location ( , y)x on the 
fracture. In this research, however the fluid leak off is assumed to be negligible. Although the 
amount of fracturing fluid loss due to the fluid leak off is huge after hydraulic fracturing,  this 
research focus on the part of fracture propagation which occurs for very short time. The 
assumption is correct especially when the hydraulic fracturing target formation is nearly 
impermeable such as unconventional reservoir.  
2.3.4 Hydraulic Fracture Interaction with Pre-existing Natural Fractures 
 The presence of pre-existing fractures is an important geologic factor controlling 
hydraulic fracture geometry (Cipolla et al., 2008). Hydraulic fracture growth tends to follow the 
path of least resistance which induces the maximum potential energy release, so when a tensile 
hydraulic fracture intersects a pre-existing fracture, it can be easier for the injected fluid to 
follow the pre-existing fracture rather than continuing along its original path. The geomechanical 
conditions to follow a pre-existing fracture depend on that fracture's strength and permeability 
and the state of stress (Sayers and Le Calvez, 2010). If permeable, fluids will certainly leak off 
from the hydraulic fracture into the pre-existing fracture network. The fluid invasion and 
pressure increase could result in shear deformation. Once the fluid capacity of the fracture is 
reached, the net pressure could result in dilation and tensile extension of the pre-existing fracture. 
Alternately, the original hydraulic fracture might continue along its original path passing through 
the pre-existing fracture and continuing after a delay associated with the fluid loss. Finally, the 
hydraulic fracture might continue along a path parallel to its original path, but from a new 
initiation point along the pre-existing fracture, creating a branch across the fracture (Maxwell 
and Cipolla, 2011). the stress state and fracture mechanical properties determine which of the 
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three possibilities are easier or lower energy and will occur, hydraulic fracture continuation, or a 
change in direction creating a fracture branch. 
2.4 Analytical Solutions for Hydraulic Fracturing Processes 
 As the importance of the hydraulic fracturing treatment increases rapidly, the demand for 
advanced fracture design and analysis methodologies increases greatly. In two-dimensional 
analysis of the hydraulic fracturing, Howard and Fast (1955) developed the first mathematical 
model. They assumed that the fracture surfaces are parallel so that the areal extent of fracturing 
can be calculated using fracturing fluid loss characteristics. Later, based on the classic plane-
strain solution of a fracture developed by Sneddon (1946), Perkins and Kern (1961) introduced 
an analytical models, namely PK model. Nordgren (1972) improved the PK model to account for 
the effect of fluid leak-off into the surrounding rock mass (PKN model). Using a different 
assumption for the fracture width distribution, Khristianvic and Zheltov (1955) and Geertsma 









Figure 2.8 Schematic of a typical PKN model with fl , fh  and fw  representing fracture length, 
height, and width, respectively (reproduced from Adachi et al. 2007). 
 Both PKN and KGD models are based on the assumptions that fracture height is constant 
while the other dimensions in width and length increase during propagation. The key difference 
between these methods i  the way considering fracture width variation along vertical and 
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horizontal directions. This difference leads to two different ways of solving the hydraulic 
fracturing problem. In the PKN model, the effect of the fracture tip is not considered so that the 
stress concentration is controlled by the effect of viscous fluid flow. In the KGD model, however, 
the stress concentration at the fracture tip is more important for the fracture propagation. 
 A schematic representation of the PKN model is shown in Figure 2.8. The fracture height 
is fixed and much smaller than the fracture length. Each cross section in vertical planes maintains 
the elliptical shape along the fracture length. Thus, the pressure at any section is controlled by 
the height of the section, and the effect of the fracture length is negligible. 
The fluid pressure acting on the fracture surface is assumed to be constant and proportional to the 
fracture width. According to Sneddon (1946), the fracture width distribution is correlated with 
the fluid net pressure as in Equation (2.82)  






                                                      (2.82) 
where fw  is the fracture width, fh  is the fracture height, netp  is the internal fluid net pressure, 
effE  is the effective Young's modulus defined by the state of the stress as  
2
                plane stress







                                          (2.83) 
and fl  is the fracture length. Assuming 1) the fluid pressure gradient in the x-dir ction is written 
in terms of a narrow elliptical flow channel, 2) the fluid pressure in the fracture falls off at the tip, 
and 3) flow rate is a function of the fracture width growth rate, the fracture propagation condition 









                                                        (2.84) 
where   is the fluid viscosity. The analytical solution of Equation (2.84) subject to the initial and 
boundary conditions as Equations (2.85)-(2.88). 
 ,0 0     if =0fw x t                                                    (2.85) 
 , 0     if >f fw x t x l                                                   (2.86) 
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  010, t      for symmetric fracture2q q                                      (2.87) 
where 0q  is the constant fluid injection rate. According to Nordgren (1972), the analytical 
solutions for fracture length, maximum fracture width, and injection pressure for constant 
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Figure 2.9 Schematic of a typical KGD model with fl , fh  and fw  representing fracture length, 
height, and width, respectively (reproduced from Adachi et al. 2007). 
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 A schematic of the KGD model is presented as in Figure 2.9. In this model, fracture 
width is constant in the vertical direction because of the plane strain condition,  and thus all cross 
sections are independent along the vertical direction. This may be a reasonable assumption when 
the fracture height is much greater than fracture length. In the horizontal plane, the model has 
rectangular shape, and rock stiffness is take into account only in the horizontal plane (Geertsma 
and de Klerk 1969). According to Economides and Nolte (2000), the fluid pressure gradient in 
the propagation direction can be defined by the flow resistance in the rectangular cross section in 
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Assuming the fracture tip closes smoothly (Barenblatt, 1962), the stress intensity factor equals 










                                                  (2.95) 
As proposed by Sneddon and Elliot (1946), the maximum fracture aperture for constant height 
and infinite extension can be defined as Equation (2.96). 
 2
0
2 1net fp h v
w
E
                                                        (2.96) 
By assuming that the constant fracture height is two times greater than the fracture length, 
fracture width over the entire fracture surface at a constant net pressure is reproduced as 
Equation (2.97). 
 24 1netp L v
w
E
                                                        (2.97) 
Comparing Equations (2.95) and (2.97), Geertsma and de Klerk (1969) presented Equations 
(2.98)-(2.100) to measure the fracture aperture at wellbore, fracture length, and wellbore pressure, 
respectively. 
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                                                       (2.100) 
 Different approaches have been applied to solve the hydraulic fracturing problems. 
Analytical solutions are limited to analyze very simple geometries in a homogeneous and 
isotropic medium, but they provide fundamental understandings about the asymptotic behavior 
of the fracture tips. Additionally, the fracture tip singularities defined in analytical solutions can 
be used for selecting the most appropriate trial solutions to efficiently achieve a convergence in 
numerical solutions. A number of research has been performed to build analytical solutions for 
different cases, for example Desroches et al. (1994) studied the formation of zero-toughness and 
impermeable formation case, Lenoach (1995) suggested the zero-toughness and leak-off 
dominated case, and Detournay and Garagash (2003) dealt with toughness-dominated regimes. 
These studies have presented that hydraulic fractures may be controlled by toughness, viscosity, 
or fluid leak-off. The hydraulic fracture evolves in this parametric space (Detournay 2004, 
Adachi and Detournay 2007). Thus, hydraulic fracturing may be categorized via the different 
competitive processes. The previous analytical approaches summarized in this section are not 
applicable for formation randomness or multiple fracture interaction cases.  
2.5 Computational Methods for Hydraulic Fractures 
 The modeling and analysis of hydraulic fracture initiation and propagation have gained a 
enormous interest in the area of petroleum engineering and petroleum geomechanics. As the 
importance of the hydraulic fracturing treatment rapidly increases, some of the modeling tools 
have been developed to estimate the progressive failure phenomenon in geological formations.  
 First, the Finite Element Method (FEM) is the most widely used numerical methodology 
for the problems in fracture mechanics since it was implemented by Chan et al. (1975) for SIF 
calculation. Later, several improvements, such as singularity or interface elements have been 
suggested to improve the LEFM modeling in the FEM. In the FEM, individual elements are 
connected together by a topological mapping, and local polynomial representation is used for the 
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fields within the element. The solution obtained is a function of the quality of mesh, and the 
mesh has to conform to the geometry. Therefore, the discontinuous displacements near a fracture 
and tip have to be captured by refining the mesh locally as presented in Figure 2.10.  
 
Figure 2.10 Adaptive finite element meshes and the fracture growth trajectory for the single edge 
cracked plate under mixed-mode loading (Phongthanapanich and Dechaumphai, 2004). 
 The boundary element method (BEM) performs discretization and calculation only on 
boundaries of the domain. Since the approximation is imposed only on boundaries of the domain, 
the BEM generally presents a better stress resolution comparing to the finite element or finite 
difference methods. Also there is no further approximation required for the solution at interior 
points. To apply the BEM scheme in fracturing analysis, two fracture surfaces of a fracture are 
considered as displacement discontinuity over a finite length segment, and the finite segment is 
discretized into a number of small elements. By applying the analytic solution for the each 
discretized element, and the solution is obtained by applying superposition to all the element 
(Crouch and Starfield, 1983). For many cases where the ratio of boundary surface to volume is 
high, therefore, BEM has significant advantage because other methods requiring discretization 
strategies for entire domain such as FEM or finite difference method (FDM) must have a number 
of elements to achieve reasonable accuracy of the approximations. 
 The Discrete Element Method (DEM) may be used to analyze fracture propagation and 
interaction when a continuity cannot be considered in discontinuous, separated domains. The 
FDM is barely used for modeling fracture propagation and SIF calculation due to the low 
flexibility of mesh discretization to reflect fracture geometry (Lin and Ballmann, 1993). 
 36 
2.5.1 Finite Element Method with Enrichment Functions 
 As mentioned above, modeling evolving discontinuities using the classical FEM is a 
demanding task since the modeling inevitably requires very fine mesh generation at the fracture 
tip to compose the fracture geometry. Moreover, additional mesh adjustment is needed to reflect 
the moving geometry. Therefore, when the geometries change, such as a fracture propagation, a 
new mesh needs to be generated and aligned along the discontituity. To evade these difficulties, 
Benzley (1974) and Gifford and Hilton (1978) demonstrated enriched finite element fomulations. 
They incorporated high order conventional isoparametric elements to directly calculate the stress 
intensity factors within a regular finite element method framework, so that a corner node was 
made to correspond to a fracture tip. Later these intial studies have been extended to the 
generalized finite element method (GFEM) and the eXtended Finite Element (XFEM). They 
applies several enrichment functions to expedite the computational modeling process of moving 
discontinuities based on the partition of unity finite element method (PUM). The main concept of 
the PUM is to enhance a classical finite element approximaton by adding a set of enrichment 
functions that reproduce the solution of the displacement, stress, or strain fields near the 
discontinuity. Since it incorporates additional functions in FEM, the PUM only needs the update 
of the local arrangement of the proper enrichment functions near the moving discontinuities. 
Therefore, the method may have a certain flexibility in modeling the discontinuities regardless of 
the background mesh.  
 The GFEM and the XFEM are versatile tools for analyzing discontinuity problems so that  
they have been used in various problems of discontinuities, singularities, and localized 
deformations with complex geometries. Since the GEM and XFEM are originated from the 
traditional FEM technique, most of the theoretical background and numerical developments in 
the FEM may be easily extended and applied. In addition, the GEM and XFEM can deliver an 
accurate solution of various discontinuity-related problems in complex domains that is not 
practically able to solve using the regular FE method. Although, the GFEM and XFEM are 
started from the identical methods, but the XFEM was originally developed for discontinuities 
and uses local enrichments. However the GFEM was first involved with globally populating 
required enrichment functions of the approximation space. Both of the GFEM  and XFEM may 
be used with either structured or unstructured meshes. 
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2.5.1.1 Introduction of XFEM 
 Because of the computational benefits, the XFEM has gained significant attention in 
modeling the discontinuous displacement, stress, and strain fields across the fracture surface and 
near the fracture tip without any need for remeshing. Also, the XFEM is able to deliver accurate 
solutions of the approximation fields with respect to various internal discontinuous within 
continuous elements (Karihaloo and Xiao, 2003). This advantage may be achieved by locally 
incorporating enrichment terms to classical finite element approximations. Thee enrichment 
terms improve the approximation fields to account for the discontinuities independently of the 
background mesh. Therefore, the XFEM can deal with these problems on constant meshes and 
considers fracture propagation via a dynamic arrangement of the enrichment functions. 
 Modeling a fracture using the XFEM framework was first introduced by Belytschko and 
Black (1999) based on the previous enrichment strategy developed by Benzley (1974) and 
Gifford and Hilton (1978). They applied enrichment functions to the nodal points near the 
fracture with singular fracture tip asymptotic displacement fields based on PUM scheme. In their 
initial study, multiple fractures were enriched by applying a mapping algorithm to align the mesh 
with the fracture geometry. Thus, they could successfully reduce the computationally expensive 
remeshing work. Moës et al. (1999) presented further developments applying the generalized  
Heaviside function for the fracture body and Branch function for the fracture tip so that allowing 
fracture geometry to be entirely independent of the mesh. Daux et al. (2000) introduced the 
concept of a junction function to consider a set of the multiple intersecting fractures. They used 
the additional enrichment function to model the fracture intersecting points and fractures 
initiating from the hole. Sukumar et al. (2000) showed three-dimensional XFEM to account for 
asymptotic fracture mechanics by incorporating the two-dimensional asymptotic fracture tip 
displacement fields and additional discontinuous function to the finite element approximation. 
Moes et al. (2002) extended the XFEM to handle arbitrary non-planar fractures in three-
dimensions by describing the fracture geometry regarding two signed distance functions to 
construct a fracture tip asymptotic field with a discontinuity that conforms to the fracture when it 
is curved near a tip.  
 Ayhan and Nied (2002) showed an enriched finite element approach for obtaining the 
SIFs for general three-dimensional fracture cases. Sukumar and Prevost (2003) presented the 
XFEM for two-dimensional fracture modeling in bimaterial media within the finite element 
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program, DynaflowTM. Later, the program was used by Huang et al. (2003) to demonstrate the 
numerical modeling of SIFs in fracture problems while the fracture evolves. Stazi et al. (2003) 
showed a XFEM stratigy using enriched quadratic interpolations where the geometry of the 
fracture was defined by a level set function interpolated on the same quadratic finite element 
discretization. Lee et al. (2004) presented a combination of the XFEM and the mesh 
superposition method for modeling stationary and growing fractures where the fracture tip field 
was modeled by superimposed quarter point elements on an overlaid mesh, and the rest of the 
discontinuity was implicitly represented by a step function. Budyn et al. (2004) applied the 
XFEM technique for multiple fractures growing and interacting within both homogeneous and 
inhomogeneous brittle materials. Zi et al. (2004) provided a simplier approach to update the 
geometry and enrichment function of multiple fracture propagation and intersection and applied 
the technique for modeling a quasi-brittle cell with random minor fractures. 
2.5.1.2 XFEM and Level Set Function (LSF) 
 In the XFEM, the presence of discontinuities is represented by locally applying various 
enrichment functions to the regular finite element approximation. Due to independence of the 
finite element mesh to the discontinuities, the level set function (LSF) introduced by Osher and 
Sethian (1988) are frequently combined with the XFEM to implicitly define the location and 
geometry of a discontinuity, and thus different enrichment functions may be applied to the 
proper locations. The extension of the LSF to account for two-dimensional fracture was 
introduced by Stolarska et al. (2001) and Stolaska and Chopp (2003). Later, the description of 
fracture geometry in three-dimensions was presented by Moes et al. (2002), Gravouil et al. (2002) 
and Sukumar et al. (2003). In general, two different enrichment functions are typically needed 
for modelling the fracture surface and the fracture tip, and both geometrical characteristics such 
as size and location can be represented via the two LSFs. The discontinuous enrichment function 
that represents the displacement jump across the fracture surface depends directly on the LSF 
that stores the signed distance to the surface. The enrichment functions that capture the the 
fracture tip asymptotes depend on the LSF indirectly (Fries and Baydoun, 2012). Once the LSFs 
are applied to define the locations of the enrichment functions, the XFEM measures the 
displacement, stress, and strain fields. Later, the fracture propagation is determined using stress 
intensity factors (SIFs), and the direction and length of the increment at the fracture tip is applied 
the LSFs to updated fracture geometry in the form of LSF.  
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 After the initial developments, more research efforts have been made to develope 
advanced LSF techniques. Ventura et al. (2002) introduced the LSF consisting of vectors to 
describe a propagating fracture in the element-free Galerkin method. Ji et al. (2002) describe a 
hybrid XFEM-LSF for modeling the evolution of fluid phase interfaces to represent the jump in 
the temperature gradient governing the velocity of the phase boundary. Stolarska and Chopp 
(2003) presented an LSF algorithm to investigate the effects of the proximity of multiple 
interconnect lines, multiple fractures, interconnect material, and integrated circuit boundaries on 
the growth of fractures induced from thermal cycling fatigue. Chessa and Belytschko (2003) 
combined XFEM and LSF for two-phase flow regarding surface tension effects. The velocity 
field was enriched by the signed distance function. Chessa and Belytschko (2004) employed the 
XFEM to model arbitrary discontinuities in space-time along a moving hyper-surface using the 
LSF.  
 Sukumar et al. (2008) proposed a numerical technique for non-planar three-dimensional 
elastic fracture growth simulations by combining the XFEM with the fast marching method. The 
fast marching method is an advanced LSF and was originally develoepd by Sethian (1996) and 
later improved by Sethian (1999). The method prevents the need to represent the geometry of the 
interface during its evolution by tracking the first arrival of the interface as it passes a point. 
Chopp and Sukumar (2003) employed the technique for modeling fatigue fracture propagation of 
multiple coplanar fractures. Tabarraei and Sukumar (2008) employed the XFEM with the fast 
marching method on polynomial and quadtree FE meshes for two-dimensional fracture 
propagation modeling. 
2.5.1.3 XFEM for Linear Elastic Fracture Mechanics (LEFM) 
 Advanced topics in linear elastic fracture mechanics (LEFM) have been analyzed using 
the XFEM. An application of the XFEM to fracture mechanics experiencing large strain was 
demonstrated by Legrain et al. (2005). They showed a strategy to apply the Dirichlet boundary 
conditions with the XFEM via the construction of a corrected Lagrange multiplier space on the 
boundary maintaining the optimal rate of convergence. Ventura (2006) introduced a numerical 
strategy to remove quadratic sub-cells for applying discontinuous or non-differentiable 
enrichment functions in the XFEM framework by replacing the discontinuous or non-
differentiable functions with equivalent polynomials. Asadpoure et al. (2007) modified the 
previous model by adding new orthotropic enrichment functions so that the required near tip 
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enrichment functions were obtained by extracting basic terms from the complex solutions in the 
vicinity of the fracture tip. Loehnert and Belytschko (2007) used the XFEM to analyze the effect 
of fracture shielding and amplification of various arrangements of minor fractures on the SIFs of 
a large numbers of arbitrarily aligned macro fractures. Park et al. (2009) introduced a mapping 
method to integrate weak singularities which results from enrichment functions in the 
GFEM/XFEM frameworks. The method was applicable to two- and three-dimensional problems 
including arbitrarily shaped triangular and tetrahedral elements. Mousavi and Sukumar (2010) 
showed an alternative Gaussian integration method to build the Gauss quadrature rule over 
arbitrarily shaped elements in two dimensions without the need for partitioning that was efficient 
and accurate in the evaluation of weak form integrals. Bordas et al. (2010, 2011) studied the 
accuracy and convergence of the XFEM approximations by applying the strain smoothing to 
higher order elements. They noted that the strain smoothing function in enriched approximations 
are helpful if  the enrichment functions are polynomial. Mousavi et al. (2011) presented a higher 
order XFEM with harmonic enrichment functions for complex fracture problems, where t 
numerically computed enrichment functions for the fracture were obtained via the solution of the 
Laplace equation with Dirichlet and vanishing Neumann boundary conditions. Legrain et al. 
(2011) used the XFEM in the context of quadtree and octree meshes in which particular required 
to the enrichment of having nodes that inevitably arise with these meshes, and an approach were 
suggested for enforcing displacement continuity along hanging edges and faces. Richardson et al. 
(2011) demonstrated a simulation method for quasi-static fracture propagation combining the 
XFEM with a general algorithm for cutting triangulated domains. They introduced a simple and 
flexible quadrature rule based on the same geometric algorithm. Fries and Baydoun (2012) and 
Baydoun and Fries (2012) presented a hybrid explicit-implicit approach for two- and three-
dimensional fracture propagation that combines explicit and implicit fracture descriptions and 
described a propagation criterion for three-dimensional fracture mechanics. Minnebo (2012) 
introduced a three-dimensional integral strategy for numerical integration of singular functions in 
the computation of stiffness matrix and SIFs using the interaction integral generated by he 
XFEM based on LEFM. Benvenuti (2011) suggested the Gauss quadrature of integrals of 
discontinuous and singular functions in the three-dimensional XFEM analysis of regularized 
interfaces. Gonzalez-Albuixech et al. (2013) proposed a curvilinear gradient correction using the 
level set information used for the fracture description within the XFEM framework to compute 
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the SIFs in curved and non-planar fractures. Amiri et al. (2014) presented a method based on 
local maximum entropy shape function together with enrichment functions used in PUMs to 
discretize problems in LEFM. Pathak et al. (2013) presented a simple and efficient XFEM 
approach for modeling three-dimensional fracture problems, in which the fracture front was 
divided into some piecewise curve segments, and the level set functions were approximated 
using the higher order shape functions. 
2.5.1.4 XFEM for Dynamic Fracture Analysis 
 The implementation of the XFEM in dynamic fracture has been majorly focused on the 
simulation of the dynamic fracture propagation and estimation of the dynamic SIFs for arbitrary 
fractures. Rethore et al. (2005) proposed an energy conserving scheme in the XFEM to model 
the dynamic fracture and time-dependent problems that confirm the stability of the numerical 
scheme in linear fracture mechanics. Menouillard et al. (2006; 2008) developed an explicit time 
stepping strategy via a mass matrix lumping technique for enriched elements and demonstrated 
that the critical time step of an enriched element has the same order as that of the corresponding 
element without extended degrees of freedom. Elguedj et al. (2009) proposed a generalized mass 
lumping technique for explicit dynamics simulation using the XFEM with arbitrary enrichment 
functions that were based on an exact representation of the kinetic energy of rigid body modes 
and enrichment modes. Gravouil et al. (2009) presented a general explicit time integration 
technique for XFEM dynamics simulations with a standard critical time step by developing a 
classical element by coupling the standard central difference scheme with the unconditionally 
stable explicit scheme. Zilian and Fries (2009) performed a study to present the convergence 
properties of different time integration methods in the XFEM for moving interfaces, including 
one step time stepping schemes, the implicit Euler method, the Trapezoidal rule, and the implicit 
midpoint rule. Menouillard and Belytschko (2010) demonstrated  nriched XFEM using the 
meshless approximation for dynamic fracture problems. in which the mesh free approximation 
was used to smooth the stress state near the fracture tip during the propagation and decreasing 
unphysical oscillations in the stress caused during the fracture propagation. Menouillard and 
Belytschko (2010) demonstrated an approach enforcing the continuity of faces corresponding to 
the enriched DOF to smoothly release the tip element while the fracture tip moves across within 
the element. Menouillard et al. (2010) proposed time-dependent enrichment functions for 
dynamic fracture propagation in the XFEM framework and presented the effect of different 
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directional criteria on the fracture trajectory. Motamedi and Mohammadi (2010) presented a 
dynamic fracture analysis for composite based on the domain separation integral method. Esna, 
Ashari, and Mohammadi (2012) introduced the XFEM for fracture analysis within fiber-
reinforced polymer beams, in which the stress singularities near the debonding fracture tip were 
simulated by orthotropic bimaterial enrichment functions. Liu et al. (2011) proposed a higher 
order XFEM method based on the spectral element method for the simulation of dynamic 
fracture where the numerical oscillations were effectively controlled. The accuracy of computed 
SIF and fracture path were improved well. Motamedi and Mohammadi (2012) proposed the time 
independent orthotropic enrichment functions for dynamic fracture propagation in multi-material 
composites based on the XFEM where the enrichment functions were derived from the analytical 
solutions of a moving fracture in orthotropic media. 
2.5.1.5 XFEM for Fluid Flow Analysis 
 The flow of fluids in deformable porous media has been studied via the XFEM 
framework to analyze the physical behavior of many issues in geotechnical and petroleum 
engineering. The first implementation of an enriched FEM was presented by de Borst et al. (2006) 
to analyze the stress evolution and fluid flow in two phase fluid saturated media for a biaxial 
plane strain case with a discontinuity propagation. Réthoré et al. (2006) demonstrated the 
formulation for modeling dynamic shear band propagation in a fluid-saturated medium. Réthoré 
et al. (2007) also presented a two-scale approach by exploiting the PUM property of the finite 
element shape functions for fluid flow within the fractured porous medium by developing a two-
scale model for fluid flow within a deforming unsaturated and progressively fracturing porous 
medium, in which the flow in the cohesive fracture was modeled using Darcy's Law that 
consider permeability changes due to the progressive damage evolution inside the cohesive zone. 
Lecampion (2009) presented an XFEM formulation for the solution of hydraulic fracture 
problems by introducing special tip functions encapsulating tip asymptotic functions typically 
encountered in hydraulic fractures. Ren et al. (2009) developed the XFEM for numerical analysis 
of hydraulic fracture propagation in a gravity dam. Gracie and Craig (2010) applied the XFEM
for predicting the steady state leakage from layered sedimentary aquifer systems perforated by 
abandoned wells, so that the leakage of fluid between aquifers occurred through the aquitards 
and abandoned wells. Huang et al. (2011) proposed an enrichment strategy to compute fractures 
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and conduits in porous media flow problems that could capture effects of local heterogeneity 
introduced by subsurface features of the pressure solution. 
2.5.1.6 XFEM for Hydraulic Fracturing Analysis 
 Because of a wide applicability and computational efficiency, XFEM has been used to to 
analyzing hydraulic fracture propagation based on the previous numerical studies mentioned in 
the above sections. Khoei and Haghighat (2011) developed an enriched FEM scheme based on 
an updated Lagrangian framework for the time domain discretization to numerically analyze the 
saturated porous media with arbitrary material interfaces. Also, Khoei et al. (2012) presented an 
XFEM technique for thermo-hydro-mechanical coupled model of impermeable discontinuities in 
saturated porous media. In the mode, the displacement field was enriched using the Heaviside 
and fracture tip asymptotic functions, and the pressure and temperature fields were enriched by 
the Heaviside and appropriate asymptotic functions. Watanabe et al. (2012) presented a method 
applying local enrichment approximations by employing the lower dimensional interface element 
to present preexisting fractures in rock material, focusing on finite element analysis of coupled 
hydro-mechanical coupled problems in discrete fractures porous media systems. Gordeliy and 
Perice (2013) presented a coupled XFEM strategy that solves the elastic hydrodynamic equations 
to estimate elastic fracture propagation due to hydraulic fracturing in an elastic medium. 
Mohammadnejad and Khoei (2013a) proposed an XFEM technique for the fully coupled analysis 
of deforming porous media containing weak discontinuities that interact with the flow of two 
immiscible, compressible wetting and non-wetting pore fluids. Mohammadnejad and Khoei 
(2013b) also developed an XFEM model to account for the flow of wetting and non-wetting pore 
fluids in progressively fracturing, partially saturated porous media, in which the mechanical and 
the mass transfer coupling between the fracture and the porous medium surrounding the fracture 
were taken into account. Mohammadnejad and Khoei (2013c) again showed a numerical model 
for the fully coupled hydro-mechanical analysis of deformable and progressively fractured 
porous media using the XFEM in conjunction with the cohesive fracture model. Khoei and 
Vahab (2014) presented a coupled hydro-mechanical formulation in the framework of XFEM for 
deformable porous media to simulate the dynamic hydro-mechanical behavior of fractured 
porous media with opening and closing modes. Wang (2015) develoepd a coupled XFEM for 
modeling non-planar cohesive hydraulic fracture propagation with the plastic deformation in 
permeable formations. Gordeliy and Perice (2015) investigated the accuracy and convergence 
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properties of the boundary value formulation and enrichment stratigies of the XFEM method, 
and introduced a new set of fracture tip enrichment functions that enable the XFEM to model 
hydraulic fracture with a range of power law behavior of the discontinuous displacement field. 
2.6 Conclusion 
 Potential of the XFEM to analyze fundamental aspects of hydraulic fracturing have been 
reviewed in this chapter. Based on the literature review, it was confirmed that the XFEM scheme 
can be a powerful tool to analyze the multiphysics behavior of hydraulic fracturing. It is not only 
explicit, but also computationally less expensive compared with other numerical schemes for 
fracture modeling, such as the homogenization technique and DFM. Moreover, analysis of 
fracture by XFEM has the major benefit of allowing a relatively simple coupling with hydraulic 
simulation algorithms and models for flow through fractured media.  
 Although the potential of the XFEM to analyze hydraulic fracture is huge, most of the 
previous XFEM researches barely covers the hydraulic fracturing analysis especially within 
random formations. To develop unconventional hydrocarbon resources efficiently, however it is 
significantly important to account for the effect of non-uniform formation property. Pre-existing 
natural fractures and random formation stiffness may significantly influence not only the 
hydraulic fracture propagation efficiency, but also the unconventional hydrocarbon production. 
Thus, the initial focus of the research was to develop the hydro-mechanical coupling XFEM, but 
for later phase of the research, many different parametric studies have been performed to gain 




CHAPTER 3  
THE EXTENDED FINITE ELEMENT METHOD 
3.1 Introduction 
 This chapter introduces the theoretical and computational backgrounds of an eXtended 
Finite Element Method (XFEM) based on linear elastic fracture mechanics. The XFEM program 
developed in this thesis is written in Fortran 2003 and consists of a series of subprograms which 
can be easily implemented in the finite element suite developed by Smith and Griffiths (2004). 
The purpose and calculation procedure of each sub-program are summarized in this chapter. 
Later, in this chapter, the applicability and validity of XFEM simulations are presented via 
various example studies with different fracture geometries. The overall development and 
discussion of the XFEM program are limited to two-dimensional plane strain conditions, while 
most of the mechanical assumption and basic formulations have the potential to be extended to 
three-dimensional problem.  
3.2 General Form of the eXtended Finite Element Method 
 The eXtended Finite Element Method (XFEM) is based on a Partition of Unity (PUM) 
approach for modeling potential discontinuities. Using this numerical technique, the possibility 
of discontinuities is not considered during mesh generation, but via special enrichment functions 
that can be added to the traditional finite element interpolation approximation. Enrichment 
functions are based on classical linear elastic fracture mechanics (LEFM) and represent the 
discontinuous displacement field around a fracture as given in Equation (3.1) by Moës et al. 
(1999). 
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where 
i
u  is the nodal displacement vector for the continuous part of the traditional finite 
element solution, 
i
N  and 
j
N  are finite element shape functions,  is the set of all nodes in the 
mesh,  is the set of nodes of the enriched element, which is a part of , enrf  is the 
enrichment function, and 
j
a  is the nodal degrees of freedom vectors for the enrichment 
functions, respectively. It should be noted that the additional degrees of freedom generally do not 
 46 
have a physical meaning and work as a calibration factor regarding the enrichment functions. On 
right hand side, the first term is to calculate continuous displacement based on the traditional 
FEM, and the second term is the enriched part of the discontinuous displacement solution.  
 Comparing to the standard PUM, the XFEM applies a local extrinsic enrichment for 
approximate discontinuous fields, since the effects of the discontinuities are located within a 
generally limited local zone. Therefore, the enrichment function is only required within zones 
including discontinuities rather than enriching the whole domain of the system. Due to this 
characteristic, XFEM can save a significant amount of calculation time and memory storage (e.g. 
Koei, 2014). To represent various displacement characteristics (e.g. fracture surfaces and tips), 
the general form of the XFEM displacement approximation in Equation 3.1 can be easily 
expanded to represent the solution as in Equation (3.2). 
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N  and 
k
N  are finite element shape functions. The shape functions for the 
enrichment part are not necessarily same as the shape functions for the continuous part (Dahi, 
2009; Koei 2014). 
j
a  and 
k
b  are the nodal degrees of freedom vectors for the enrichment 
functions, 
1
enrf  and 
2
enrf respectively. 
3.3 Enrichment Functions 
 In this thesis, four different enrichment functions as shown in Figure 3.1 are used to 
capture and represent various types of discontinuities such as fracture surface, tip, void, and 
junction of these discontinuities. First, a fracture can be divided to the fracture surfaces showing 
opposite movement of the fracture aperture as shrinkage or dilation, and the tips presenting the 
fracture asymptotic field based on Westergaard's solution (Moës et al., 1999). In the XFEM, the 
displacements of the fracture surface and tip are then represented by Heaviside and Branch 
enrichment functions, respectively (See Figures 3.1 (a) and (b)). 
 An XFEM approximation regarding a void was first performed by Daux (2000) and 
Sukumar (2001). They proposed that a step function can be used to represent the boundary 
movement characteristic when the void boundary divides the element as in Figure 3.1 (c). When 
the main fracture divides an element, and another fracture coalescences with it, a junction 
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function can be applied. Details of the enrichment functions applying for the above cases are 




















    (c) Element divided by a void boundary                       (d) Element divided by two fractures 
Figure 3.1 Example of enriched elements 
3.3.1 Heaviside Enrichment 
 There are two types of the Heaviside function, H  applicable to elements entirely cut by a 
fracture (See Figure 3.1 (a)) or a void boundary (See Figure 3.1 (c)) and given as b low in 
Equations (3.3) and (3.4). 
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where   x  is the level set function (LSF) defining fracture geometry location, and the concept 
is explained in later section 3.4. Applying the Heaviside function, the XFEM approximation is 
transformed to Equation (3.5). 
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Note that Equation (3.5) does not satisfy the interpolation property because of the enriched 
degrees of freedom. This problem can be easily solved by shifting the enrichment function near 
the node of interest as Equation 3.6 (Soheil, 2008). 
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When the Heaviside enrichment function is used, the fracture aperture can be estimated along the 
discontinuity interface as Equation (3.7).  
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 If there is a fracture intersection with another fracture or a void, the modified Heaviside 
enrichment function, so-called junction function,  J , can be used in the XFEM approximation as 
Equation (3.8). 
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where the superscripts m and s  indicate major fracture and secondary fracture, respectively, and 
  x  is the LSF for void boundary which is explained in below section 3.4. 
3.3.2 Branch Enrichment 
 Branch functions are used to enrich elements that contain fracture tips and are given as in 
below as shown in Figure 3.1 (b). 
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where r  and   are the polar coordinates of the point x  in the coordinate system centered on the 








Figure 3.2 Fracture tip polar coordinates, r  and   
 Once the location and size of a fracture are defined, either a Heaviside or Branch 
enrichment function is selectively applied. The sum of the Heaviside and Branch enrichment 
terms results in the following displacement field within a discontinuous domain: 
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where the subscripts fr  and tip  regarding the nodal group  are the enriched nodes associated 
with Heaviside and Branch functions. 
3.4 Level Set Function 
 Level set function (LSF) is a numerical technique to track the evolution of interfaces and 
shapes. The LSM is used to discretize the domain of interest into discrete points. Each of these 
points is assigned a signed (+ or -) distance value from that point to the nearest intersection with 
the interface. The signed distance function is defined as below in Equation (3.12). 
    sign min  x n x-x x-x                                                (3.12) 
where x  is a nodal point, x  is the normal projection of the point x onto the fracture and n  is 
the unit normal from the fracture at x (See Figure 3.3). 
 The fracture tips are defined by the tangential level set   xi  given by Equation (3.13): 
     ˆx x x ti i i                                                         (3.13) 
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where ̂t i  is a unit vector tangent to the fracture at its tip and xi  is the location of the i
th fracture 
tip. Figure 3.4 shows an example of the fracture representation.  
 
Fracture







Figure 3.3 Signed distance function 
ϕ < 0 
ϕ > 0 
ψ2 < 0 
ψ1 < 0 
ψ2 > 0 
ψ1 > 0 
ψ2 = 0 





Figure 3.4 Fracture representation as defined by a LSF (reproduced from Lamb et al. 2010) 
 As simpler examples of a linear fracture geometry, the fracture maybe represented usi g 








y ) determined by the user. Then 
the linear function shown in Equation (3.14) can be easily derived to represent the initial linear 
fracture. 
           2 1 1 2 1 1 2 1 2 10    ,  ,  =ax by ca y y b x x c x y y y x x                         (3.14) 
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Once the fracture geometry has been defined by Eq. (3.13), the minimum distance between the 
fracture and each nodal point is computed using Equation (3.12), which is then used as the LSF 
in the XFEM calculation. Thus, the nodes close to the fracture are determined as Heaviside 
enriched nodes (small red circles in Figures 3.1(a) and 3.5).  
 
2 2
n nax by c
a b
                                                          (3.15) 
After the assignments of Heaviside enrichment nodes, the singularity dominated zone (SDZ, 
defined by radius of big red circles in Figure 3.5) is applied at the pre-defined fracture tips, and 
hence the nodes within the red circles are enriched by the Branch function (green rectangles in 
Figure 3.5). If there is any node enriched by both Heaviside and Branch functions, then the node 
is enriched only by the Branch function due to the greater singularity near the tip. Figure 3.5 
shows two different examples of fracture representation using the LSF in the XFEM program. 
Table 3.1 shows corresponding x and y coordinates of the fracture tips for the examples.  
   
                   (a) Fracture example 1                                          (b) Fracture example 2 
Figure 3.5 Enriched nodes selection for different fractures 
Table 3.1 Input parameters representing fracture geometries 
Example 1x   1y  2x  2y  a   b   c   
1 –0.6253 –0.7491 0.2325 0.6040 8.251 5.231 2.0 
2 –0.3254 –0.4345 0.7451 0.1466 –1.263 2.327 0.6 
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 To numerically recognize the size and location of the circular void within the XFEM 
program, an additional LSF,    is implemented as in Equation (3.16). The LSF calculates the 
minimum distance from the external boundary of the void to the each nodal point by measuring 
the distance between the nodal point and center of void, and subtracting the radius of the void 
from the distance. 
   2 2vd vd vdx x y y r                                                (3.16) 
Once the LSF is applied in the XFEM calculation, the enriched nodes are selected by comparing 
the maximum and minimum level set values in each element as shown in Equation (3.17). Since 
the void boundary is defined as zero level set function, the outer part of the domain should have 
positive quantities, while inside of the void takes negative values. Therefore if the selected 
element is totally cut by the boundary of the void, then the multiplication of the maximum and 
minimum level set values must be negative (Fries and Baydoun, 2012).  
        1,..., : min , max , 0
k k
el
void i N i i i N i iN k n x y x y                      (3.17) 
       
                 (a) level set function                                                    (b) enriched nodal points 
Figure 3.6 Nodal point selection for applying the void enrichment function  
Table 3.2 Input parameters for the simulation example 




     and    Void radius,    







Figure 3.6 shows an example case presenting the circular distribution of level set quantities for a 
void located at the center of the entire domain and the selected enriched nodal points based on 
the LSF. The data set used for the example figures is summarized in Table 3.2.  
3.5 The Weak Form of the Governing Equation 
 Considering the general domain with a strong discontinuity as shown in Figure 3.7, the 











Figure 3.7 A domain with a strong discontinuity (reproduced from Soheil 2008) 
 0  in A B     σ b                                            (3.18) 
where   is the gradient operator, σ  is the Cauchy stress tensor which is related to the strain 
tensorε , and b  is the body force vector. Due to the linear elastic nature of the bulk material, the 
constitutive relation is defined as σ Dε . Applying the FE Galerkin discretization, the weak 
form of the equilibrium can be derived by multiplying the equilibrium equation and the trial 
function  ,x tu  and integrating  over the domain,  as Equation (3.19). 
  , 0x t d

     u σ b                                                (3.19) 






d d d d
   
             uσ uσn ut ub                              (3.20) 
In case of strong discontinuity, the second term may be eliminated because the second term is 
computed as the summation of same quantity with opposite sign for different side of the 
discontinuity. Therefore, the weak form of equilibrium equation is rather simplified to Equation 
(3.21). The discretized form of the XFEM formulation can be obtained by substituting the trial 






         uσ ut ub                                         (3.21) 
3.6 Discretization of Governing Equation 
 To discretize the integral equation, the general XFEM approximation given in Equation 
(3.6) is first transformed into Equation (3.22) in the vectorial form. 
   ( ) ( )std enru x N x u N x a                                               (3.22) 
where the superscripts on the shape functions, std  and enr  indicate standard and enriched parts 
of the finite approximation, respectively. In two-dimensional problems, the matrix of shape 
functions, stdN  and enrN  are defined as in Equations (3.23) and (3.24). 










                                             (3.23) 











                  (3.24a) 
              











1, 2, 3, and 4     (3.24b) 
 Similarly, the trial function in Equation (3.18) can be discretized in the same 
approximating space as the displacement field as in Equation (3.25) 
     ( ) ( )std enru x N x u N x a                                           (3.25) 
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 The strain vector, ε  and the variation of strain field, ε  can be defined corresponding to 
the displacement approximate field by applying the matrices of shape function derivative as in 
Equations (3.26) and (3.27)   
  ( ) ( )std enr ε x B x u B x a                                                (3.26) 
  ( ) ( )std enr    ε x B x u B x a                                            (3.27) 
The general arrangements of the shape function derivatives stdB  and enrB  in a two-dimensional 
system are shown as below Equations (3.28) and (3.29). 
 
 
   
















                                              (3.28) 
      
      
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      
      




















x x x x x x
1, 2, 3, and 4  (3.29b) 
Substituting the discretized trial functions into Equation (3.18) gives the discretized form of the 
XFEM formulation as Equations (3.30) and (3.31). 
      0
t
T Tstd enr T std enr std enrd d d
  
               B u B a σ N u N a t N u N a b    (3.30) 
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     
      0
t
t
T Tstd T std std





          
           
  
  
u B σ N t N b
a B σ N t N b
                        (3.31) 
The entire system of the discretized XFEM equation is then changed into a form of displacement 
and force relation as shown in Equation (3.32).  
KU F                                                             (3.32a) 
 uu ua u
au aa a
              
K K Fu
K K Fa
                                               (3.32b) 
where K  is the stiffness matrix as in Equation (3.33), 
   
   
T Tstd std std enr





         
 
 
B DB B DB
K
B DB B DB
                                (3.33) 
U  is the nodal degrees of freedom vector as in Equation (3.34), 
 T U u a                                                           (3.34) 
and F  is the external force vector as in Equation (3.35). 
   








            
 
 
N t N b
F
N t N b
                                       (3.35) 
 The nodal degrees of freedom are then calculated by a linear solver, for example 
Gaussian elimination. To include the effect of the discontinuity within a certain element, strain 
and stress should be measured with the use of the enrichment functions and enriched degrees of 





B B  and the nodal degrees of freedom vector, TU as shown in Equation (3.34), and the 
stress is calculated using the linear elastic stiffness matrix, D   as in Equation (3.36). 
σ = Dε                                                               (3.36)  
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3.7 Element Integration 
 For enriched elements, the classical Gauss integration rule cannot be applied to evaluate 
the integral of an element stiffness matrix due to the singularity caused by a discontinuity inside 
the elements. A simple remedy of this problem is to decompose the elements into multiple sub-
elements based on the fracture geometry and to increase the number of Gauss points surrounding 
the fracture. According to Dolbow (1999), the elements along both sides of a fracture can be 
subdivided into triangles with the longest edge facing the fracture. Figure 3.8 presents three 
different possible cases of element subdivision as suggested by Fries et al. (2011). The first case 
is of an element that includes a fracture tip, and the other two cases have a continuous fracture 
that passes from one side to the other. A fracture may intersect two opposite sides as in Figure 
3.8 (b) or two adjacent sides as in Figure 3.8 (c). The two options are distinguished by counting 
the number of nodes on each side of the fracture (see e.g. the number of nodes marked with “+” 
in Figures 3.8 (b) and (c). If the fracture tip lies in the element, it is subdivided into six triangles, 
otherwise it is subdivided into two or five quadrilaterals corresponding to Figure 3.8 (d).  
               (a) Case 1                                      (b) Case 2                                    (c) Case 3 
 
                            (d) Subdivided pieces (6 triangles, 2 and 5 quadrilaterals) 

















3.8 Computational Procedure of the XFEM Program 
 The XFEM implementation consists of four major subroutines. These subroutines deal 
with the level set function, enrichment nodes and integration point arrangements, element 
subdividing, and calculation of different shape functions. The XFEM program algorithm is 
presented in Figure 3.9 (different colors of the boxes indicate the different subroutines).  
 When the program is initiated, all the required material parameters (e.g. E and v) and 
mesh configuration data are applied. Then the level set function is used to track the geometry of 
the fracture and finds the proper location of enriched nodes. Two different enrichment functions, 
namely Heaviside and Branch, are used to represent the discontinuous displacement around the 
fracture and tips respectively. The nodes surrounding the element divided by a fracture are 
enriched by the Heaviside functions, and the nodal points, which encompass the element 
including a fracture tip, are enriched by the Branch function. 
 
Figure 3.9 Flow chart showing the XFEM algorithm (Youn and Griffiths, 2014) 
  Figure 3.10 presents how the enriched nodes are selected in the program. Although the 
Heaviside function is applied to the nodes right next to the fracture body, the Branch function is 
Start
Level set function
Finding enriched nodes and elements around crack tip (Branch function)
Finding enriched nodes and elements along crack body (Heaviside fucntion)
Data input and mesh initialization
Both enrichment functions applied to any node?
Only Branch function 
applied to the node 
Yes
Integration points for each elementNo
Normal finite element?NoCrack tip enrichment?NoCrack body enrichment?
Yes
Subdivided to quadrilateral elements
Yes
Subdivided to triangular elements
Yes
Shape function calculationEnriched shape function




applied to the nodes in the singularity dominant area measured by another parameter called the 
singularity dominated zone (SDZ). If the radius of the SDZ extends to the Heaviside enriched 
nodes, then those nodes are only enriched by the Branch function due to the greater singularity 
near the tip as shown in Figure. 3.10(b). 
 Based on the data associated with the fracture geometry, enriched shape functions are 
calculated and the shape functions are used to assemble the stiffness and boundary matrices. 
Lastly, the displacements of the nodes are computed using a linear solver (e.g. Gaussian 
elimination). 
         
                           (a) SDZ = 0.2 m                                                    (b) SDZ = 0.6 m 
Figure 3.10 Nodal enrichment variations using different singularity dominated zones (SDZ) 
3.9 Numerical Examples 
 To validate the XFEM program, different fracture configurations are suggested and tested. 
In this section, all the models include a fracture with different orientations. The discontinuous 
displacement and stress are estimated by applying the enrichment functions along the fracture. 
Instead of a computationally cumbersome mesh refinement, simple quadratic square elements are 
used to generate the background mesh to emphasise the benefits of XFEM.  
3.9.1 Displacements 
 First of all, two different fracture displacement modes (Mode I and II ) are simulated 
using the XFEM program. Although constant elastic material properties and a uniform stress are 
applied in the models, the additional displacement along the fracture is developed as shown in 
Figures 3.11 and 3.12 for the cases of tension and shear respectively. This is due to the 
enrichment functions applied to the regular mesh geometry. The simulation results are then 













compared to the analytical solution summarized by Saouma (2000) as given in Equations (3.37) 
and (3.38). When a stress intensity factor and elastic parameters are given, the displacement field 
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                        (a) Model configuration                                   (b) Deformed mesh 
Figure 3.11 Mode I fracture displacement 
 
                        (a) Model configuration                                    (b) Deformed mesh 
Figure 3.12 Mode II fracture displacement 

























 As the result of the comparisons, the displacement variation at all nodal points is matched 
in both Mode I and II . The L2 norm (least square norm) is used to measure the error between the 
analytical solution and simulation result (refer Equations (3.39) – (3.42)). The measured error 
norm values are less than 2% (See Table 3.3).
Table 3.3 L2 norm of the measured displacements for fracture model 







L2 norm 0.94 % 1.10 % 1.66 % 1.09 % 
 
         2 21 1L2 norm Ix nn nnI I Ix x xu anal XFEM analu u u                      (3.39) 
         2 21 1L2 norm Iy nn nnI I Iy y yu anal XFEM analu u u                      (3.40) 
         2 21 1L2 norm IIx nn nnII II IIx x xu anal XFEM analu u u                     (3.41) 
         2 21 1L2 norm IIy nn nnII II IIy y yu anal XFEM analu u u                     (3.42) 
 To test more complex loading conditions, mixed mode fracture displacement is simulated 
by two different fracture geometries as shown in Figure 3.13 using the same configuration shown 
previously in Figure 3.5. The lower boundary (red line) is fixed, and the upper boundary (green 
line) is subjected to tensile and shear prescribed displacements, respectively. Constant elastic 









           (a) Tensile displacement                                         (b) Shear displacement 
Figure 3.13 Fracture geometries and boundary condition of example studies 
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 As a result of the example studies, unsymmetrical displacements along the fracture 
inclusion are obtained as shown below in Figure 3.14. The deformed mesh plots are magnified 
by a factor of 500 for clearer display. Since the fracture in both cases is inclined, the enriched 
elements along the fracture obviously experience a mixed mode displacement, although the 
prescribed displacements applied to the top boundary are in the normal or shear directions. 
 
        (a) Tensile displacement of example 1                (b) Shear displacement of example 2 
Figure 3.14 Deformed mesh of fracture examples (scale factor =500) 
 Simulation results of the example with a void are also performed. Uniform tension is 
applied to the upper and lower boundaries of the domain. A roller is located at the upper right 
corner to prevent the rotation of entire model, while a pin is used at the lower right corner to 
constrain both horizontal and vertical movements (See Figure 3.15). 
E = 109 Pa
ν  = 0.3
Void
 = 1 Pa
 = 1 Pa  
Figure 3.15 Loads and boundary conditions of example problem with a void 
 63 
 In this example study, a commercial FE software COMSOL was used to validate the void 
enrichment calculation by the XFEM code. For the comparison, every modeling condition is 
identical, although the void is applied by removing the finite element mesh in the void area. 
Figure 3.16 presents the finite element discretization using the XFEM and COMSOL.  
             
                 (a) The XFEM (900 elements)                         (b) COMSOL (1984 elements) 
Figure 3.16 Finite element meshing including a void in the XFEM and COMSOL 
 The XFEM program may use a smaller number of elements comparing to COMSOL to 
get enough resolution of the simulation results. This is mainly because the circular area is 
trimmed to model the void in COMSOL, and thus the finite element mesh needs to be rearranged 
along the void boundary, while the XFEM can use relatively simple square elements which are 
entirely independent to the geometry of the void.  
                
                                (a) The XFEM                                                (b) COMSOL 
Figure 3.17 Deformed meshes (deformation scale factor = 108) 
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The deformed meshes are presented in Figure 3.17. In the XFEM program, only the nodes 
outside of the void domain are deformed, and the nodes within the void do not move because the 
enrichment function is set to zero. Overall mesh deformation tendencies of the XFEM and 
COMSOL are compared to validate the XFEM program. Since discretization schemes for the 
XFEM and COMSOL are different, the location of the nodal points cannot be exactly matched 
for these programs. Therefore only the displacements along the external boundary are compared 
by calculating L2 norm in terms of horizontal and vertical displacements as in Equations (3.43) 
and (3.44). The measured error norm values are less than 6% (See Table 3.4). Thus, the 
displacement calculations for the void enrichment function are validated well. 
Table 3.4 L2 norm of the measured displacements for void model 
Displacement boundaryxu  
boundary
yu  
L2 norm 4.46 % 5.93 % 
 
         2 21 1L2 norm boundaryx nnb nnbboundary boundary boundaryx x xu anal XFEM analu u u       (3.43) 
         2 21 1L2 norm boundaryy nnb nnbboundary boundary boundaryy y yu anal XFEM analu u u       (3.44) 
3.9.2 Stresses 
 A simple fracture model is selected as shown in Figure. 3.18. Constant elastic material 
properties (E and v) are applied to the entire domain. A fracture is located at the center of the 
domain, and different fracture orientations are investigated (0 180f   ), while the length is 




E = 10 MPa




Figure 3.18 Schematics of an example study 
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The lower boundary of the plane strain model allows horizontal movement only, while the left 
corner is fully fixed. The upper boundary is subjected to a uniform tensile stress as depicted by 
the red arrows in Figure 3.18.  
 Figures 3.19 and 3.20 show stress distributions computed by the XFEM code when the 
fracture orientation f  is set to 0° and 30°, respectively. In addition to the regular stress terms, 
the von Mises stress, defined in Equation. (3.42) using principal stresses, has also been included 
in Figures 3.19 and 3.20. 
       2 2 2 2 2 211 22 22 33 33 11 12 23 316
2vm
                              (3.42) 
   
                       (a) xx in Pa                                                           (b) yy in Pa 
   
                       (c) xy in Pa                                                           (d) vm in Pa 


































 As it is shown in Figures 3.19 and 3.20, the biggest stress is located near the fracture tips, 
and the stress gradually decreases if the distance to the tips is greater. This is quite reasonable, 
since the existence of a fracture must yield stress concentrations near the fracture.  
 If the fracture is inclined as in Figure. 3.20, both normal stresses in x and y significantly 
decrease, while the shear stress slightly increases. This is also reasonable because the inclined 
fracture experiences a mixed mode stress state. On the other hand, the horizontally aligned 
fracture undergoes only normal stress corresponding to a Mode I displacement state.   
   
                        (a) xx in Pa                                                           (b) yy in Pa 
   
                         (c) xy in Pa                                                           (d) vm in Pa 
Figure 3.20 Stress contours (f = 30°) 
 Moreover, additional parametric studies are performed by the XFEM program and by a 




























           
                            (a) xx                                                              (b) yy                                                                (c) xy 
Figure 3.21 Stress contours in Pa from the XFEM code (L = 8 m and f = 20°) 
            
                            (a) xx                                                              (b) yy                                                                (c) xy 
Figure 3.22 Stress contours in Pa from COMSOL (L = 8 m and f = 20°) 





























           
                            (a) xx                                                              (b) yy                                                                (c) xy 
Figure 3.23 Stress contours in Pa from the XFEM code (when L = 8 m and f = 60°) 
           
                            (a) xx                                                              (b) yy                                                                (c) xy 




































The two different examples include a 8 m fracture to present additional stress concentration near 
the fracture tip and FE mesh boundary. To match the simulation cases, zero fracture surface 
stiffness along fracture normal and shear direction is added. As presented in Figures 3.21-3.24, 
the stress distributions of both cases are matched well, and thus the stress calculation in the 
XFEM program is successfully confirmed and validated. 
 To validate the stress contours with void enrichment function, Figures 3.25 and 3.26 
show stress contours computed by the XFEM code and COMSOL, respectively. In addition to 
the regular stress terms, von Mises stress, defined in Equation (3.42), has also been included in 
Figures 3.25 and 3.26. 
          
                            (a) xx                                                                       (b) xy 
          
                             (c) yy                                                                       (d) vm 
Figure 3.25 Stress contours (in Pa) from the XFEM code 
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For easier comparison, the color bar ranges are matched for each stress term. The overall stress 
values and distribution patterns obtained by XFEM and COMSOL are almost identical. 
     
                              (a) xx                                                                       (b) xy 
   
                              (c) yy                                                                       (d) vm 
Figure 3.26 Stress contours (in Pa) from COMSOL 
3.10 Conclusion 
 This chapter describes the background materials and computational process of an XFEM 
program. To deal with the details of the XFEM program, the enrichment functions, level set 
functions, discretization and numerical integration of the governing equation under two-
dimensional plane strain conditions are demonstrated and explained. The XFEM uses two 
enrichment functions, Heaviside and Branch, to define the displacement around the fracture body 
and tip, respectively. Additional modified Heaviside functions can be used for a void or multiple 
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fracture intersections. Applying the enrichment functions, it was possible to calculate 
discontinuous displacement and stress distributions associated with a tension, shear, or mixed 
mode fracture or a void displacements near a fracture and a void within a simple quadratic finite 
element mesh without requiring computationally expensive remeshing strategies. In order to 
further validate the XFEM program, displacement and stress distributions were compared 
favorably with those obtained independently by a finite element package called COMSOL. 
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CHAPTER 4  
FRACTURE PROPAGATION AND INTERACTION 
4.1 Introduction 
 This chapter explains the computational algorithm updating the level set function (LSF) 
for fracture propagation as suggested by Stolarska et al. (2001). The algorithm consists of 1) the 
calculation of the stress intensity factors (SIFs) near the fracture tip, 2) estimating the direction 
of the fracture propagation using the SIFs measured from the XFEM program, 3) adding a 
fracture extension segment at the previous tip locations, and 4) updating the LSF to represent the 
extended fracture geometry. Thus the level set function can handle curved or irregular fracture 
geometries. The updated LSF is only applied within the narrow bands near the fractures for 
better computational efficiency. In order to validate the fracture propagation and interaction 
model, the stress and strain contours of example cases are compared with those obtained using 
COMSOL. Multiple fracture interaction is also included in this chapter as presented by Zi et al. 
(2007). While propagating within a fractured formation, a fracture may approach other fractures 
and tips, and these scenarios of fracture interaction and coalescences are implemented in the 
XFEM framework. The multiple fracture interaction examples presented in this chapter confirm 
that the numerical algorithm provides an effective way of tracking the moving fracture interface 
within the XFEM framework. 
4.2 Stress Intensity Factor Calculations 
 As mentioned in previous chapters, the stress intensity factor (SIF) calculation is an 
important procedure not only to define the stress concentration near a fracture tip but also to 
estimate the fracture propagation pattern. In this research, the J-int gral is extended to the 
domain form of the interaction integrals and is used to measure the mixed-mode SIFs, namely 
IK  and IIK . First, the energy release rate G is related to the J-integral as a function of the SIFs 







                                                             (4.1) 
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In addition, the original J-integral may be rewritten in the equivalent form using the Kronecker 






J W n d
x
                                                        (4.2) 
where W  is strain density energy. Two displacement and stress states (auxiliary stress and 
displacement introduced by Westergaard (1939) and the stress and displacement solution from 
the XFEM) are superimposed and applied to Equation (4.2). The superposition of the states 
makes the mixed mode J-integral as in Equation (4.3).  
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where the superscripts XFEM  and aux  refer to the stress and displacement solutions from the 
XFEM and auxiliary states respectively. Subtracting the pure auxiliary and XFEM states from 
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Comparing Equation (4.4) to the superimposed energy release rate G leads to Equation (4.5). 
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Therefore the SIFs for the XFEM state XFEMIK  and 
XFEM
IIK  may be measured if 1
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K                                                           (4.7) 
To ease the implementation of the interaction integral in the finite element environment, 
Equation (4.4) needs to be converted to an area integral with a smoothing function sq  as in 
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                           (4.8) 
The smoothing function sq  is set to 0 or 1, if the element is located outside or inside of the 
integration area A, respectively.  
 For the program validation, numerically measured SIFs around the fracture tips are 
compared to the analytical solution suggested by Tada et al. (2000) as shown in Equations (4.9) 
and (4.10). The analytical solution provides the exact SIFs and is a function of external stress and 
fracture geometries such as length and orientation. As shown in Figure 4.1, a 2m fracture is 
located at the center of a square domain (10 m by 10 m), and uniform tensile stress is applied 
along the upper boundary while displacement along the opposite side is restrained by rollers and 
a pin. For the first comparison, the SIFs are measured and compared for different fracture 





                                                     (4.9) 




                                           (4.10) 
10 m
Side length (D)=10 m
E = 10 MPa
ν  = 0.3
Fracture
θf (° ) 
 = 100 N/m
 
Figure 4.1 Schematics of an example study 
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 As the results, the variation of each SIF (IK  and IIK ) calculated by the XFEM is 
presented as the green lines in Figures 4.2 and 4.3, respectively. The red lines indicate the 
analytical solution estimated by Equations (4.9) and (4.10). It can be seen that the computed SIFs 
by XFEM are in good agreement with the analytical solutions for both IK  and IIK . Although 
the agreement is slightly less good for certain fracture orientations, the difference ratio is always 
less than 5%.  
 
Figure 4.2 Comparison of analytical and numerical SIFs (IK ) 
 
Figure 4.3 Comparison of analytical and numerical SIFs (IIK ) 
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 Although the constant fracture length applied for the previous case study is small enough 
to avoid any possible boundary effect, fracture length may be an important factor affecting the 
SIF calculations too. A relatively longer fracture length may cause an excessive stress 
concentration near the fracture tip due to the discontinuous stiffness of the boundary. Thus, a 
series of parametric studies were performed to estimate an acceptable fracture length which does 
not yield erroneous boundary effects within a finite domain size.  
 
                              (a) IK  (L=2 m)                                                   (b) IIK  (L=2 m) 
 
                              (c) IK  (L=4 m)                                                    (d) IIK  (L=4 m) 
 
                               (e) IK  (L=8 m)                                                  (f) IIK  (L=8 m) 
Figure 4.4 Comparison of analytical and numerical SIFs with different fracture lengths 
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 To investigate the influence on fracture length relative to domain size, various fracture 
lengths (2 m to 8 m) were applied to an example model, while the size of modeling area was held 
constant at 10 m. The numerically measured SIFs (IK and IIK ) from the various cases were then 
compared to the analytical solution as presented in Figure 4.4. 
 As the results of the parametric studies, a tolerable fracture length to domain size ratio is 
suggested. For shorter fracture lengths (L=2 m), the numerical and analytical solutions for IK
and IIK  agree well (less than 5% of different ratio) as shown in Figures 4.4(a) and 4.4(b). For 
longer fracture lengths (L=8 m) the differences are clearly much greater as shown in Figures 
4.4(e) and 4.4(f). In relation to the fracture orientation, the difference between the numerical and 
analytical solutions are at a maximum when θ=90° for IK , and f  = 45° and 135° for IIK , and 
IK  shows a higher sensitivity than IIK . 
 For the worst case orientations, the SIF difference and fracture length change are 
presented in Figure 4.5 in the dimensionless form given by Equations (4.11) and (4.12) 
Difference ratio (%) = 100XFEM anal analK K K                               (4.11) 
Fracture length ratio = L D                                                (4.12) 
 
Figure 4.5 Difference ratio due to different fracture lengths 
Fracture length ratio (L/D)






















 Figure 4.5 shows the difference ratio as a function of the fracture length ratio. The 
difference ratio for IK  and IIK  are separately measured only at a certain fracture orientation 
resulting in the biggest difference of the SIF between the analytical solution and XFEM 
simulation result. If an acceptable difference ratio is considered to be less than 5% it can be see
that the fracture length ratio, L D  needs to be < 0.25, i.e. the domain side length (D) should be 
at least four times longer than the fracture length (L). This significant influence of fracture size 
on the SIF are because the SIFs presented in Equations (4.9) and (4.10) assume the case of 
infinite size of the surrounding medium. To estimate the SIF based on domain with finite width, 
Liu (1996) suggested a correction factor in Equation (4.13), and the conversion factor varies by 
the length of the fracture as shown in Figure 4.6. 
 sec / 2conv L D                                                      (4.13) 
 
Figure 4.6 SIF conversion factor versus Fracture length ratio 
To measure the SIF for finite domain, the conversion factor, conv is multiplied to the Equations 
(4.9) and (4.10), and the converted SIF distribution for different fracture lengths and orientations 
are presented in Figure 4.7. 
Fracture length ratio (L/D)























                               (a) IK  (L=4 m)                                                    (b) IIK  (L=4 m) 
 
                                (c) IK  (L=8 m)                                                  (d) IIK  (L=8 m) 
Figure 4.7 Comparison of analytical and numerical SIFs including the SIF conversion factor 
(φconv) with different fracture lengths (L=4 m or 8 m) 
Although, the converted SIF based on finite width domain does not demonstrate the exact match 
against to the analytical solution, the difference between the analytical solution and the XFEM 
result is significantly reduced due to the conversion factor. The results demonstrate that the 
conversion factor, conv  is more effective for correcting IK  rather than IIK . 
4.3 Fracture Propagation Model 
 This section presents the computational algorithm updating the level set function (LSF) 
for fracture propagation suggested by Stolarska et al. (2001). The algorithm consists of 
estimating the direction of the fracture propagation using the SIFs (IK  and IIK ) measured from 
the XFEM calculation and adding a constant fracture elongation at the previous tip locations. 
The entire domain is divided to two different zones for a fracture tip, and the LSF is updated 
within one area, while the other area takes the previous LSF without any change. Thus, the LSF 
can handle curved or irregular fracture geometries. The example presented in this section 
f
 (degree)
























































confirms that the numerical algorithm provides an effective way of tracking the moving fracture 
interface within the XFEM framework. 
4.3.1 The Level Set Function (LSF) for Fracture Propagation 
 Within the 2D XFEM framework, the 1D fracture geometry is represented as the zero 
level set of a function  . Each fracture tip is then defined as the zero level set of 1  and 2 , and 
the zero level sets are straight lines perpendicular to the tip location as shown in Figure 4.8. To 
define the fracture entirely within the analyzed domain, a total of three functions are needed ( , 
1 , and 2 ), while only two functions are required if one of the fracture tips is outside the 
domain. 
 At each iteration of fracture geometry updating, the direction of the propagation,   is 
computed using the maximum hoop stress criterion (Moës et al. 1999). The angle can be 
computed by Equation (4.14) using the SIFs (IK and IIK ) estimated by the XFEM calculation.  
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Figure 4.8 Level set functions (LSF) to define an initial fracture 
 To efficiently update the LSF for the changed fracture geometry, the entire area is 
divided into sub-regions, and the sub-region where the propagation direction lies is updated 
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(Stolarska et al. 2001). Figure 4.9 presents an example of sub-regions in which the pink area, 











Figure 4.9 Two sub-regions for the level set function update 
Once the displacement direction of the fracture tip has been decided from Equation (4.14), the 
LSF before the propagation, ni  has to be rotated and changed to ˆ i  from Equations (4.15) and 
(4.16), since the propagation vector, F may have a different direction from the original fracture.  
   ,  cos ,  sinx y prop propF F l l   F                                        (4.15) 
   ˆ yxi i i FFx x y y    F F                                             (4.16) 
The extended fracture geometry is computationally recognized by measuring the new LSF, 1n  
as Equation (4.17), where ˆ i  is greater than zero. The sign of the  updated 1n is based on the 
sign of the area no-update  for consistency. 
   1 yn xi i FFx x y y     F F                                          (4.17) 
The updated fracture tip LSF, 1ni
  is calculated with respect to the rotated level set function 
using Equation (4.18). 
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1 ˆni i
    F                                                          (4.18) 
After the level set function updates for a propagation step, the intersection of the zero level sets 
of 1ni
  and 1n  will provide the new locations of the fracture tips for the next propagation step. 
4.3.2 Numerical Examples 
 Simulation results of an example including a horizontal fracture are summarized to show 
how the LSF is updated as the fracture propagates. As shown in Figure 4.10, a uniform tensile 
stress is applied to the upper and lower boundaries of the domain, and a void is located on the 
bottom right area of the domain in order to cause a stress concentration during propagation. The 
fracture propagation adds 0.1m elongation for each iteration, and the iteration is repeated a total 
of 10 times. A roller is located at the upper right corner to prevent rotation of entire model, while 






E = 10 MPa
ν  = 0.3
 = 1000 N/m
 = 1000 N/m
Domain size 
3 m X 3 m
Propagation
0.1 m х 10 times
 
Figure 4.10 Schematic of a simulation example including a fracture and a void 
Figure 4.11 shows the three different LSFs after the all propagation steps are completed. As the 
fracture deviates and approaches the void, the fracture LSFs are successfully updated, although 
the void level set function remains constant. 
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       (a) fracture body,                       (b) fracture tip,1                              (c) void,   
Figure 4.11 Contours of Level Set Functions for crack and void enrichment after propagation 
 The changes of the enriched node selection for each propagation step are presented in 
Figure 4.12. The number of Heaviside enriched nodes (red circles) increases as the fracture 
evolves to the right, and the location of Branch enriched nodes (green rectangles) approaches the 
void due to the stress concentration near the void. 
            
             (1)                          (2)                            (3)                           (4)                           (5) 
            
             (6)                          (7)                            (8)                           (9)                          (10) 
Figure 4.12 Enriched node selection during propagation 
 As the result of the different distributions of the enrichment functions, the deformed 
meshes in Figure 4.13 show symmetrical deformations until 6th propagation step due to the 
relatively small deviation of the propagation, however when the fracture tip deviation is greater 
than the size of a finite element (from the 7th propagation step), the deformed meshes present 
unsymmetrical deformation near the tip. Figures 4.14-4.17 demonstrate a great agreement 




























             
             (1)                           (2)                           (3)                           (4)                           (5) 
             
             (6)                            (7)                          (8)                           (9)                          (10) 
Figure 4.13 Deformed meshes at each iteration (deformation scale magnification = 3000) 
 Table 4.1 presents a summary of the numerically estimated SIFs and fracture propagation 
geometry from the XFEM program for each propagation step.  
Table 4.1 SIFs and fracture propagation pattern at each iteration step 
Propagation 
Step, n 
IK   Pa m  IIK   Pa m   (°) xF  (m) x component of a propagation y
F  (m)  
y component of 
a propagation 
1 6.86 103 162.08 -2.71 99.89 10-3 -4.72 10-3 
2 7.89 103 92.74 -4.05 99.75 10-3 -7.07 10-3 
3 9.10 103 73.46 -4.98 99.62 10-3 -8.68 10-3 
4 10.50 103 117.26 -6.26 99.40 10-3 -10.90 10-3 
5 12.30 103 122.14 -7.40 99.17 10-3 -12.87 10-3 
6 14.46 103 113.00 -8.29 98.95 10-3 -14.42 10-3 
7 17.17 103 94.11 -8.93 98.79 10-3 -15.50 10-3 
8 20.63 103 44.96 -9.17 98.72 10-3 -15.93 10-3 
9 25.42 103 -134.01 -8.57 98.88 10-3 -14.89 10-3 
10 32.27 103 -385.78 -7.20 99.21 10-3 -12.52 10-3 
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                          (a) the XFEM                                                  (b) COMSOL 
Figure 4.14 Comparison of the stress contours (xx in Pa) 
          
                           (a) the XFEM                                                  (b) COMSOL 
Figure 4.15 Comparison of the stress contours (xy in Pa) 
          
                           (a) the XFEM                                                  (b) COMSOL 


































    
                           (a) the XFEM                                                (b) COMSOL 
Figure 4.17 Comparison of the stress contours (vm in Pa) 
 In addition, a series of case studies is performed to present different fracture propagation 
patterns with respect to various stress distributions near the fracture tip. The same modeling 
configuration of the previous numerical example is applied while the magnitude of the stress 
concentration is changed due to the different size of the void. For this example study, the void 
diameter, d is the only variable changed from 0.4 m to 0.8 m in diameter causing different level 
of stress concentration, and the void location is kept constant. From the parametric studies, it is 
shown that unsymmetrical stress distributions cause deviation of the fracture propagation, and 
the amount of fracture tip deviation is determined by the magnitude of the stress concentrations.  
                
                              (a)                                                                       (b) 1  































Figures 4.18 and 4.19 demonstrate the three different LSFs initially applied to the model. The 
fracture body and tip are represented as the zero level set of the functions   and  , respectively. 
Also the void boundary is defined as the zero level set of the function  . Although these two 
LSFs related to the fracture change as the fracture propagates, the LSF for a void does not need 
any updating because there is no geometry change. 
   
             (a) d=0.4 m                                 (b) d=0.6 m                                (c) d=0.8 m 
Figure 4.19 Contours of LSFs for void ( ) 
 Figures 4.20-4.22 show the two different LSFs for each case after the all propagation 
steps are completed. As the fracture deviates and approaches the void, the right part of the 
fracture LSF   which is relatively close to the fracture tip is mostly updated and rearranged 
along the propagated part of the geometry, while the left part may hold the previous LSF.  
       
                                 (a)                                                                 (b) 1  













































        
                                  (a)                                                                 (b) 1   
Figure 4.21 Contours of LSFs for fracture after propagation when d=0.6m 
        
                                  (a)                                                                 (b) 1   
Figure 4.22 Contours of LSFs for fracture after propagation 
However the other fracture LSF 1  within the domain must be entirely updated as the fracture 
tip deviates or extends. The LSF is simply parallel to the virtual line which is perpendicular to 
the fracture at the fracture tip. As shown in Figures 4.20-4.22, the LSFs may successfully track 
the different fracture propagation patterns for defining the correct location to apply the required 
enrichment functions near the fracture. 
 The updated enriched node selections after the propagation are presented in Figure 4.23. 







































and blue diamonds, respectively. The Heaviside enriched nodes follow the fracture body, and the 
location of Branch enriched nodes approach the stress concentration near the void.  
 The degree of fracture deviation is different for each case because of the different stress 
redistributions near the tip. The larger void creates a higher stress concentration in the vicinity of 
the propagation, and thus the fracture deviates more towards the void. The final stress contours 
after propagation are presented in Figure 4.23. When a relatively small void (d=0.4 m) is 
considered, the overall stress contour is nearly symmetric, and the stress around the void is quite 
independent of the stress near the tip. As the void size increases however, the symmetric stress 
contour cannot be maintained, and the increased stress concentration near the fracture tip is 
shown. 
         
                 (a) d=0.4 m                                (b) d=0.6 m                                (c) d=0.8 m 
Figure 4.23 Enriched nodal selections after propagation 
 
            (a) d=0.4 m                                 (b) d=0.6 m                                 (c) d=0.8 m 
Figure 4.24 Comparison of the stress contours (vm in Pa) 
 As a result of the different fracture patterns, the deformed meshes are presented in Figure 
4.25. By using the enrichment functions, the mesh plots clearly show the additional displacement 




































         
                  (a) d=0.4 m                                (b) d=0.6 m                                (c) d=0.8 m 
Figure 4.25 Deformed meshes (deformation scale magnification = 2000) 
 In the next set of validation examples considered, a series of parametric studies was 
conducted to analyze the effect of fracture geometry on the stiffness and strength of the fractured 
domain. For this analysis, a simple fracture model is selected as shown in Figure 4.26. A fracture 
is located at the center, and a uniform tensile stress is applied to the upper boundary of the 
domain, while the lower boundary is restrained by a pin and rollers. 
20 m
20 m
E = 10 MPa
ν  = 0.3
Fracture
θf (° ) 
 
Figure 4.26 Schematics of a simulation example with a fracture at the center 
 The first case considered was to investigate fracture length, thus the fracture length was 
increased from 4 m to 12 m while the orientation, f  was kept constant at 0° . For the strength 
of the intact area allowing fracture propagation, the fracture toughness was set to 1 MPa-m1/2 
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equivalent to that of a regular sandstone (Senseny and Pfeifle, 1984). Figure 4.27 presents the 
comparisons of the average pressure and displacement measured along the upper boundary of the 
domain. When it does not include a fracture, the domain deforms linearly as the external tensile 
stress is increased. The inclusion of a fracture reduces the overall stiffness of the domain, and 
develops large displacements at a critical stress level. The fracture length clearly has a significant 
influence on both the stiffness and strength of the fractured domain. 
 
Figure 4.27 Pressure versus displacement with different fracture lengths  0f     
As the fracture length increases, the overall stiffness decreases and the fracture propagation 
occurs earlier and at a lower tensile stress level due to the higher stress concentration near the 
fracture tip. The propagation continues thereafter at constant pressure, since the stress 
concentration becomes larger as the fracture length increases.  
 Another case study is conducted to show the effect of fracture orientation on the stiffness 
and strength of the fractured domain. In this case, the fracture rotation angle was varied from 0° 
to 45°, while the fracture length was held to 8 m. As shown in Figure 4.28, greater orientation of 
the fracture yields higher stiffness and strength, although the orientation has less effect on the 
Displacement (m)




















stiffness and strength then the fracture length. When the fracture is horizontally aligned (f =0°), 
the tensile stress is applied to the fracture surface perpendicularly. Thus the fracture opening is 
maximized, and the shear deformation of the fracture is minimized. If the fracture is inclined, 
however, the fracture deformation mode becomes mixed resulting in less opening and more slip.  
 
 
Figure 4.28 Pressure versus displacement with different fracture orientation ( 8 m)L    
 Figures 4.29 and 4.30 show the fracture propagations and how the enriched functions are 
populated within the fixed finite element mesh when the fracture rotation is set to 15° and 45°, 
respectively. The red line indicates the original fracture placed within the finite element mesh 
before propagation and the white lines present the fracture propagation trajectories. As shown in 
Figures 4.29 and 4.30, the propagation trajectories are tending towards the horizontal due to the 
uniform tensile stress applied along the upper boundary. The enrichment function assignments to 
the background mesh represent well the change of the fracture geometry. The Branch enrichment 
functions follows the moving fracture tip locations, and the Heaviside enrichment functions are 
applied to the node which are previously enriched by the Branch enrichment function due to the 
Displacement (m)























updated fracture geometry. When the initial fracture orientation is set to 15°, the LSFs for 
defining the fracture and tip are successfully updated to track the fracture propagation as 
demonstrated in Figures 4.31-4.33. Both of the initial fracture and the propagation are presented 
as a white line for easier observation of the fracture geometry within the LSF contours. Since the 
two fracture tips exist in the entire finite element domain, two separate LSFs are combined by 
selecting the greater value for each nodal point.  
   
           (a) initial condition                 (b) after 5th propagation            (c) after 10th propagation 
Figure 4.29 Enriched nodal point selection during propagation (f =15°) 
   
           (a) initial condition                 (b) after 5th propagation            (c) after 10th propagation 
Figure 4.30 Enriched nodal point selection during propagation (f =45°) 
 Figure 4.34 presents the stress contours before and after the propagations. It is worth  
noting that the stress concentration occurs both at the tips and at the point where the fracture is 




       
                       (a) fracture LSF                                              (b) fracture tip LSF 
Figure 4.31 LSFs for fracture and tips for the initial condition (f =15°) 
      
                        (a) fracture LSF                                              (b) fracture tip LSF 
Figure 4.32 LSFs for fracture and tips after 5th propagation (f =15°) 
      
                        (a) fracture LSF                                              (b) fracture tip LSF 









































































       
                 (a) xx                                          (b) xy                                          (c) yy  
        
                 (d) xx                                          (e) xy                                          (f) yy  
        
                (g) xx                                           (h) xy                                          (i) yy  
Figure 4.34 Stress contours in MPa whenf =15° ((a)-(c): initial fracture, (d)-(f): after 5th 
propagations, (g)-(i): after 10th propagations) 
 Figures 4.35-4.37 show the LSFs for fracture and its tips and how the LSFs may handle 
the fracture propagations when the initial fracture orientation is 45°. Comparing to the previous 
case, the fracture LSFs are significantly twisted due to the greater directional changes of th  
fracture propagation comparing to the initial fracture orientation.  
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                       (a) fracture LSF                                               (b) fracture tip LSF 
Figure 4.35 LSFs for fracture and tips for the initial condition (f =45°) 
       
                       (a) fracture LSF                                               (b) fracture tip LSF 
Figure 4.36 LSFs for fracture and tips after 5th propagation (f =45°) 
       
                       (a) fracture LSF                                               (b) fracture tip LSF 

























































 Figure 4.34 demonstrates the stress contours when the fracture rotation is set to 45°. Due 
to the greater directional change between the initial fracture and the fracture propagation, the 
kinked points between the initial fracture and fracture propagation display greater stress 
concentration comparing to the previous case (f =15°). The XFEM shows its capability to 
capture the mechanical effects of a reorientating fracture while propagating. 
       
                 (a) xx                                          (b) xy                                          (c) yy  
       
                 (d) xx                                          (e) xy                                          (f) yy  
       
                 (g) xx                                           (h) xy                                          (i) yy  
Figure 4.38 Stress contours in MPa whenf =45° ((a)-(c): initial fracture, (d)-(f): after 5th 
propagations, (g)-(i): after 10th propagations) 
4.4 Multiple Fracture Interaction Model 
 The previous XFEM framework included only one fracture, and the fracture geometry 
variable originally includes x and y coordinates of the end points of each fracture segment. Thus 
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the variable is defined as a two column matrix having multiple rows based on the number of 
fracture segments. In order to deal with multiple fractures, the geometry variable has two 
columns for each fracture. It is assumed that each fracture has the same number of segments, 
thus the number of rows is unaffected. The relationship to define the size of the fracture 
geometry variable is presented as in Figure 4.39. 
 
Figure 4.39 Correlation between fracture geometry and the fracture geometry variable size 
 Once the size of the fracture geometry variable is determined based on the input data, all 
the required subroutines for the XFEM calculation including LSF, stiffness matrix assembly, 
stress and strain calculations and stress intensity factor calculations are repeated for each fracture 
independently.  
4.4.1 The LSFs for Multiple Fractures 
 The LSF framework provides great freedom within the XFEM algorithm to track moving 
interfaces independent of the finite element mesh configuration. For multiple fracture modeling 
however, the LSF framework could lead to significant computation storage and cost. This is 
mainly because three separate LSFs (i.e. 1 , 2 , and  ) are required to define the geometry of 
each fracture independently. If a large number of fractures is assigned within the domain, 
calculation of the LSFs for every single fracture can be computationally expensive. To resolve 
this possible issue, another LSF suggested by Stolarska et al. (2001) has been implemented. In 
this method, the LSF and its updates are only applied within a limited area around the fracture 
geometry, namely in “narrow bands”. The fracture is represented as zero-level set of the function 
1 fracture 
(4 segments and 5 points)
2 fractures 
(3 segments and 4 points)
4 by 2 matrix 5 by 2 matrix 4 by 4 matrix
1 fracture
(3 segments and 4 points)
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within the bands, and the LSF outside of the region does not exist. Figures 4.40 and 4.41 present 
examples of the model and the resulting LSFs, respectively.  










Figure 4.40 Schematic of the example model 
        
       (a) fracture tip LSF, 1  and 2                                    (b) fracture body LSF,   
Figure 4.41 LSFs within narrow bands 
 The example model with 3 horizontal fractures presented above is used to validate the 
XFEM calculation. Each fracture has the length of 30m, and the propagation from the tip is not 
considered for this example study. Uniform tensile stress is applied to the upper and bottom 
boundary of the domain, and a roller and a pin are located at the upper-right and bottom-right 

























size (2.5 m 2.5 m) square elements are throughout, and Figure 4.42 demonstrates the overall 
finite element mesh and enriched nodal point selection for the example study.  
      
E = 10 MPa
ν  = 0.3
 = 1.0 MPa
 = 1.0 MPa                       
           Figure 4.42 Boundary conditions (left) and enriched node selection (right)  
 All the required enrichment functions are correctly assigned along each fracture. The 
Heaviside and Branch enriched nodes are represented as red circles and green rectangles, 
respectively. The deformed meshes are presented in Figure 4.44. 
                       
                (a) XFEM (1600 elements)                                   (b) COMSOL(6618 elements) 
Figure 4.43 Deformed mesh (deformation scale factor = 66.67) 
In the XFEM program, displacement jumps are successfully calculated due to the applied 
enrichment functions, while COMSOL yields the discontinuous displacements along the 
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fractures using interface elements. Overall deformation tendencies from XFEM and COMSOL 
are well matched. 
 Figures 4.45-4.47 shows strain contours computed by the XFEM code and COMSOL. 
For easier comparison, the color bar ranges are matched for each strain term. The overall strain 
values and distribution patterns obtained by the XFEM program and COMSOL are almost 
identical, although the shear strain contour from XFEM shows slightly greater strain 
concentrations comparing to the one from COMSOL.  
       
                     (a) xx  from XFEM                                        (b) xx  from COMSOL 
Figure 4.44 Comparisons of strain contours for xx  
       
                     (a) xy  from XFEM                                        (b) xy  from COMSOL  
Figure 4.45 Comparisons of strain contours for xy  
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                     (a) yy  from XFEM                                      (b) yy  from COMSOL 
Figure 4.46 Comparisons of strain contours for yy  
Due to the interactions of the fractures, the strain concentration near the tips are diagonally 
connected to each other, especially noticeable with the normal strain contours, xx  and yy . 
4.4.2 Fracture Interaction Scenario 
 To simulate multiple fracture propagation, it is very important to consider how a fracture 
may affects another fracture, and thus how the mechanical interaction results in deviated fracture 
trajectories and fracture coalescences. According to Zi et al. (2004) fracture interaction and 
coalescence may occur under circumstances shown in Figure 4.48. 
        
                                     (a)                                                                            (b) 
Figure 4.47 Multiple fracture interaction scenario when a fracture approaches (a) a domain 
boundary, (b) another fracture in which the thick lines represent the original fractures (Zi et al. 
2004) 
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 If a fracture tip approaches an external boundary of the simulation domain referred as Γ 
in Figure 4.48(a), so that the distance between the tip and the boundary becomes less than the 
pre-defined fracture tip effective radius (rs), the fracture tip moves to the boundary at the point P, 
which is the closest point from the previous fracture tip location. If a fracture tip moves closer to 
another other fracture defined as Γc in Figure 4.48(b), the fracture tip effective radius is used to 
determine if the fractures are close enough to each to coalesce. In the XFEM program this 
coalescence is numerically detected when a fracture tip effective radius covers two ends of a 
fracture segment. When the fracture tip contacts the other fracture, the coalescence point P is the 
mid-point of the closest segment as shown in Figure 4.48(b). Once a fracture is connected to a 
boundary or a fracture, the singularity in the vicinity of the connection becomes significantly 
reduced. Thus the original fracture tip enrichment, which is the Branch enrichment function in 
this research, is disabled and additional propagation is not continued (Zi et al. 2004). For 
enrichment functions to represent fracture coalescences, a junction function first mentioned in 
Chapter 3 may be used as shown in Equation (4.19).  
      
 
   
1 1
   ( ) ( )
jct
i i k k k
i k
N N J Ju x x u x x x c                             (4.19) 
 In addition, another fracture interaction case presented in Figure 4.49 is considered in this 
research. This possible interaction scenario is to analyze the situation when two fracture tips 
approaches each other. Without considering this case, two approaching fracture tips cannot be 
connected smoothly even for the case in which two horizontal fractures are collinear and 
experience a perpendicular uniform tensile stress.  
 
Figure 4.48 Multiple fracture interaction scenario when two fracture approaches each other 
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In the XFEM program, distances between existing fracture tips are continuously monitored if any 
of the fractures starts to propagate. If the distances becomes less than two times the effective tip 
radius, 2rs, and both of the fracture tips having mode I SIF greater than the fracture toughness, 
KIC, then these fracture tips are connected at the mid-point of the previous tip locations. Due to 
the strain energy release, the Branch enrichment functions for these fracture at the connected 
point is deactivated.  
4.4.3 Numerical Examples 
 Various example studies are performed to check the potential of the fracture interaction 
model presented above. Firstly, the fracture interaction model implemented into the XFEM is 
used to determine fracture propagation and interactions while the domain includes two fractures 
as shown in Figure 4.50. A uniform tensile stress is applied to the upper and lower boundaries of 
the domain. A roller is located at the upper right corner to prevent rotation of entire model, while 
a pin is used at the lower right corner to constrain both horizontal and vertical movements. The 
fracture on left side (fracture 1) keeps the horizontal direction while the orientation of the right 






Domain size = 10 m by 10 m
2.5 m
Fractures 1
E = 10 MPa
v = 0.3
KIC = 1 MPa-m
1/2
 
Figure 4.49 Schematics of two fracture propagation and interaction example 
 Figure 4.51 presents variable fracture propagation patterns because of the existing 
fracture orientation on the right side. For most cases except the case where both the fractures are 
aligned horizontally, the fracture on the left starts to propagate earlier than the right one. This 
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result follow the previously observed phenomena in section 4.3.2. As the fracture on the right has 
greater fracture orientation, the location of the fracture interacting point moves to right. 
Significant tortuosity of fracture trajectories from the horizontal direction was observed, 
especially for the cases when θf is greater than 30°. 
                 
                   (a) f = 0°                                (b) f =15°                                 (c) f =30° 
                 
                  (d) f =45°                                (e) f =60°                                 (f) f =75° 
Figure 4.50 Two fracture propagation and interaction results with variable fracture orientations 
                      
Figure 4.51 Schematics of example study (Left) and fracture propagation results (Right) with ten 
fractures and vertical tensile stress 
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 Finally, a finite element domain including 10 fractures was tested as presented in Figures 
4.52 and 4.53. Both of the examples result in complex fracture propagation and interaction 
patterns. During the analysis, some of the fractures barely propagate or even show no 
propagation, although most fractures actively propagated and interact with the other fractures. 
The simulations are good examples to demonstrate the capability of the XFEM methodology to 
efficiently perform simulations fracture propagations through an unchanging background mesh. 
                
Figure 4.52 Schematics of example study (Left) and fracture propagation results (Right) with ten 
fractures and horizontal tensile stress 
4.5 Conclusion 
 An advanced LSF tracking methodology to model fracture propagation has been 
implemented in an XFEM program. Several sets of parametric study have also been performed 
and summarized in this chapter to check the validity and applicability of the LSF for various 
fracturing cases. First, an example study was presented which included a circular void causing an 
asymmetric stress field and deviation of the fracture from the initial horizontal direction. Later, 
the void size was changed to check the effect of stress concentration on fracture propagation 
trajectory. Stress contours from the XFEM code and COMSOL were compared and 
demonstrated good agreement. Furthermore, different lengths and orientations of a fracture were 
tested to see the mechanical characteristics of the fractured domain, in terms of displacement vs. 
external load and fracture propagation. For the case experiencing a uniform tensile stress, the 
fracture's length and orientation played an important role in determining the overall stiffness and 
strength. The entire domain behaves as a linear elastic material before propagation. Once the SIF 
exceeds the pre-defined fracture toughness, the fracture starts to propagate dramatically. Lastly, 
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multiple fracture interaction cases were implemented and tested in the XFEM framework using 
two and ten initial fractures. The example simulations showed the effectiveness of the LSF/ 
XFEM combination to handle fractures and their propagations in a computationally efficient 
manner without need for re-meshing. 
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CHAPTER 5  
HYDRO-MECHANICAL COUPLED XFEM AND PRESSURE LEAK-OFF TEST 
5.1 Introduction 
 This chapter presents enhancements to the XFEM program in order to integrate fracture 
propagation into a hydro-mechanical (HM) coupling system. Due to the sequential coupling 
scheme used in this research, 1D and 2D finite element meshes are separately created for the 
calculations of the hydraulic pressure and fracture displacement, respectively. For each time step, 
the 1D fluid pressure calculation and 2D XFEM are repeated sequentially until the fracture 
aperture and fluid pressure converged. Once the fluid pressure makes the stress intensity factor 
(SIF), KI exceeding the pre-defined mode I fracture toughness, KIC, an additional fracture length 
is added at the existing fracture tip providing the fracture volume change. The current program 
handles all the computational processes for the coupling analysis and fracture propagation. For 
the validation of the XFEM program, an example model is compared to the analytical model, and 
the results are summarized in this chapter. Later, the coupled model is applied to analyze the 
effect of fracture coalescences on the injection pressure variation as a part of pressure leak-off 
test (or diagnostic fracture injection test, so-called DFIT). During propagation of a hydraulic 
fracture, the fluid pressure at the point of injection decreases due to increased fracture volume. 
Then is especially noticeable when a hydraulic fracture crosses a natural fracture, where the 
sudden increase of fracture volume can cause a significant injection pressure decreases. In ord r 
to detect the hydraulic fracture propagation and interactions with pre-existing natural fractures, 
several parametric studies are performed using the coupled XFEM program, and the results of 
various pressure changes due to the hydraulic fracture propagation and interaction with natural 
fractures are presented in this chapter. 
5.2 Coupled Hydraulic Fracturing Model 
 In general, the hydraulic fracturing process is initiated and continued by hydraulic 
loading applied by a fluid inside the fracture. Accurate modeling of the hydraulic fracturing 
process therefore requires analysis of complex hydro-mechanical coupled behavior. During 
hydraulic fracturing, the injected fluid and fracture deformation affect each other. For instance, 
the fluid pressure applies load on the fracture surface, and the fracture aperture changes. The 
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changed aperture size due to the fluid pressure causes changes to the fracture permeability via  
cubic law. The fracture permeability is again required to distribute the fluid pressure. Therefore, 
the fracture deformation and the fluid flow within the fracture network must be solved either 
sequentially or simultaneously with an iterative method.  
 In this thesis, both of the coupling schemes are studied and applied to the XFEM program 
to consider the non-linear hydro-mechanical coupling aspect of hydraulic fracturing. At the 
initial stage of the coupled program development, an incompressible Newtonian fluid is assumed, 
and the fluid leak off along the fracture surface is neglected, assuming the surrounding rock is 
essentially impermeable. The solution of the program consists of estimating the fracture opening, 
the fluid pressure, and the deformation and stress as functions of position and time. 
5.2.1 Sequential Coupling Scheme 
 To develop the sequential coupling method within the XFEM program, it is necessary to 
add 3 new subroutines determining 1) the proper time step using the compatibility equation, 2) 
the hydraulic pressure along the fracture, and 3) the aperture convergence by Picard iteration. 
Based on the sequential coupling system suggested by Yew (1997) and Dahi (2009), the 
converged fracture aperture and hydraulic pressure are first estimated using the XFEM and fluid 
mass balance equation. Once the fluid pressure along the fracture is estimated, it is then applied 
to the global force vector, and the modified force vector is used by the XFEM program to 
calculate a trial solution for the fracture aperture. The process is iterative, and when two 
consecutive iterations deliver apertures that have a relative difference of less than 10-6 the 
process stops at which time the fracture aperture and fluid pressure are taken as the converged 
solution. This iterative process is repeated at each time step. To update the fracture geometry as 
propagation ensues, the mode-I SIF, IK  is measured and then compared to the fracture 
toughness, ICK . If the IK  is greater than theICK , hydraulic fracture starts to propagate so that a 
constant fracture length is added at the previous tip location. The overall coupling program 
algorithm is presented in Figure 5.1. For fluid pressure calculation along a hydraulic fracture, the 
weak form of the fluid mass balance equation (e.g. Rungamornrat et al. 2005; Segura and Carol 
2008; Chen 2013) is applied to calculate the hydraulic pressure to the fracture and is presented as 
Equation (5.1).  
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                                  (5.1) 
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Start
Solve for displacement using the XFEM with initial conditions
Solve compatibility equation and pick proper time stp, Δt 
Solve for pore pressure using mass balance equation
Input data
Is aperture converged?
Picard iteration for fracture aperture update
End
No
Solve for displacement using the XFEM again with pore pressure measured from the previous step
Solve for displacement again using the XFEM
Yes
tn+1=tn+Δt
Solve stress intensity factor (KI) using near-tip stress distribution 
Is KI greater than KIC?
Update the new fracture tip location and 1D FE for hydraulic pressure calculation No





Figure 5.1 Flowchart for the coupling algorithm of a hydraulic fracture simulation 
Although Lq  refers to the fluid leak-off rate along the fracture surface, it is neglected in this 
thesis due to the assumption that the surrounding rock is essentially impermeable. Boundary 
conditions are applied at each end of the fracture for fluid injection at the wellbore and zero fluid 
pressure due to the closed fracture tip. The boundary conditions are summarized as in Equations 
(5.2) and (5.3). 
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 According to Becker et al. (1981), the constant fluid rate boundary problem must satisfy a 
compatibility condition. The condition indicates that the fracture volume increase rate at ny time is 
equal to the injected fluid into the fracture network. The compatibility condition is represented by 








dL q dL Q dx
t
                                                    (5.4) 
By additional discretization and modifications, the entire weak form of the mass balance 
equation may be rewritten as shown below in tensorial form as Equations (5.5) - (5.7). 
i ij jf C P                                                                (5.5) 
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 Once the fluid pressure along the fracture is estimated, it is then applied to the global 
force vector, and the modified force vector is used by the XFEM program to calculating the trial 
solution of fracture aperture. The explicit fracture opening may be estimated using the additional 
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                                    (5.8) 
The entire process is repeated for each time step, and the resulting two trial solutions (kw  and 
1 2kw  ) in terms of the fracture opening are compared with each other to enable an updating as in 
Equation (5.9). 
 1 1 21k k kw w w                                                      (5.9) 
Convergence is determined by comparing the relative error between k  and 1kw   for all 






                                                        (5.10) 
Iterations stop when the relative error is less than 10-6, at which time the fracture aperture and 
fluid pressure are taken as the converged solution.  
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5.2.2 Fully Coupling Scheme 
 In this section, a fully coupled numerical scheme treating hydro-mechanical aspects of 
the hydraulic fracturing process is described. Energy and mass balance equations are discretized 
and incorporated with the enriched stiffness matrix from the XFEM program as presented by 
Chen (2013) to measure fracture aperture and internal fluid pressure. A Newton-Raphson 
iterative scheme may be used to solve the fully coupled algebraic equations. 
 The weak form of the energy equilibrium equation (e.g. Rungamornrat et al., 2005; Chen, 
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The fluid pressure on the fracture surfaces and fracture opening are given in Equations (5.12) and 
(5.13). 
p    p p p n                                                      (5.12) 
 enr enr   w n u u                                                      (5.13) 
where the fracture opening is measured by applying Equation (5.8) in previous section for the 
fracture body or tip, separately. Substitution of Equations (5.12) and (5.13) into Equation (5.11) 
yields a simplified equilibrium equation as in Equation (5.14). 
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By substituting the FE approximations of the displacement and fluid pressure and the linear 
elastic constitutive equation into Equation (5.14), a system of algebraic equation for the 
discretized structure can be made as in Equation (5.15).  
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where the stiffness matrix, coupling matrix, and equivalent nodal force vector are estimated 
using Equations (5.16) - (5.18), respectively. 
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In addition, the weak form of the fluid flow governing equation along the fracture is derived 
from the fluid mass balance equation as presented in Equation (5.19).  
 T 0
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In general, the fluid rate term (g) indicates the additional source or sink point. For the process of 
hydraulic fracturing, the possible source or sink points are the fracturing fluid injection rate at the 
wellbore and fluid leak-off rate between the fracture and surrounding porous rock. In this 
research however, only the fracking fluid injection is considered as mentioned in previous 
sections. After integration by parts and substitution of the fracture aperture and fluid pressure 
approximations into Equation (5.19), a system of discrete fluid flow algebraic equations is 
obtained as Equation. (5.20). 
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where the conductivity matrix, and equivalent pressure term are approximated by applying the 
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Using a finite difference discretization of the time derivative term in Equation (5.20), the fluid 
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The resulting fully coupled fracture and fluid flow equations are nonlinear and thus may be 
solved using a Newton-Raphson iteration process. The nonlinear fully coupled system is 
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Gaussian elimination is applied to measure the increment of the fracture opening and fluid 
pressure, and this procedure is repeated until both quantities have converged via the iteration 
process (e.g. 3/ 10k
 w w  and 3/ 10k  p p ). The final values of the fracture opening and 
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5.3 Numerical Examples 
5.3.1 Fracture Aperture and Fluid Pressure Calculation without Propagation 
 A simple hydraulic fracturing example is presented in this section (See Figure 5.2.).  
 














 The coupled fracture model analyzes only the half of the original fracture geometry due 
to the horizontally symmetric fracture shape, and the fracture is located at the center of the 
domain by the level set function (LSF). Rollers are used to constrain lateral deformations along 
the left and right edges of the entire domain, and the right bottom corner is fully fixed.    
 As the result of the coupled simulation, the hydraulic pressure is applied along the 
fracture and yields additional displacements along the enriched elements. Although convergence 
speed may be affected by changes in the Picard iteration coefficient, the converged fluid pressure
and fracture displacements are unaffected. The recommended range of the coefficient (0.1<α<0.3) 
reported by Yew (1997) and Dahi (2009) should be maintained however, otherwise convergence 
may be slowed down or not achieved at all. 
 
Figure 5.3 Finite mesh for the example study 
 Figure 5.3 shows how the fracture aperture is calculated and converged. If the fracture 
aperture increases based on the previous guess, the hydraulic pressure decreases, and therefore 
the intermediate trial solution of fracture aperture is decreased and vice versa. Again the new 
aperture distribution is measured using the Picard iteration. In this example study, the 
convergence coefficient is equal to 0.25, and it takes a total of 17 iterations, with a final relative 
error of about 6.30  10-7.  



























 Furthermore, the variation of fracture opening and fluid pressure distributions due to the 
changes of the fluid injection rate are tested and presented in Figures 5.4 and 5.5, respectively. 
 
Figure 5.4 Fracture opening variations due to different fluid injection rates 
 
Figure 5.5 Hydraulic pressure variations due to different fluid injection rates 
As the fluid injection rate increases, higher fluid pressures are developed along the fracture, and 
thus the fracture aperture increases.  






























































 The variation of fracture opening and fluid pressure distributions due to different fluid 
dynamic viscosities are shown in Figures 5.6 and 5.7, respectively. 
 
Figure 5.6 Fracture opening variations due to different fluid viscosities 
 Higher viscosity indicates lower conductivity of the fluid along the fracture, hence the 
fluid pressure distribution increases gradually, and larger fracture apertures are developed as the 
fluid is injected to the wellbore.  
 
Figure 5.7 Fracture opening variations due to different fluid viscosities 































































Although the fluid injection rate and viscosity are correlated each other, fluid viscosity creates 
greater changes of the hydraulic pressure and fracture aperture comparing to the fluid injection 
rate based on the independent parametric studies. 
5.3.2 Coupled XFEM with Fracture Propagation 
 An example study with fracture propagation is conducted with the model presented in the 
previous section. Although the initial fracture half length is 1.5 m, a constant fracture 
propagation ( propL = 0.2 m) is added at the previous tip location when IK  exceeds ICK , which is 
set to 5,000 Pa-m1/2. For this example study, 5 propagation steps are considered, and the 
hydraulic pressure and fracture aperture are monitored after the convergence. 
         
 (a) initial fracture, hfL  =1.5 m  (b) 1st propagation, hfL  =1.7 m (c) 2nd propagation, hfL  =1.9 m 
         
(d) 3rd propagation, hfL  =2.1 m (e) 4th propagation, hfL  =2.3 m (f) 5th propagation, hfL  =2.5 m 
Figure 5.8 Enriched node selections 
  Since the fracture surface, IK  is significantly greater thanIIK , the fracture propagations 
are made only along the horizontal direction as shown in Figure 5.8. This is due to the tensile 
stress acting along the horizontal fracture surface. As the fracture tip moves to right side, Branch 
function enriched nodes are switched to Heaviside enriched nodes, and the nodes around the new 
fracture tip are in turn enriched by Branch functions. Since the 1D FE mesh is generated by 
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connecting the intersecting points of the 1D and 2D meshes, updated fracture geometry may 
cause changes or extensions of the 1D mesh.  
 
Figure 5.9 Converged fluid pressure variations during propagation 
 Figure 5.9 shows the fluid pressure variations for each propagation step. Because SIF is a 
function of fracture length, longer fracture lengths yield relatively lower hydraulic pressure 
levels along the fracture. Furthermore, the converged fracture aperture distributions are shown in 
Figure 5.10. As the fracture length increases, the aperture variation increases almost 
proportionally. 
 
Figure 5.10 Converged fracture opening variation during propagation 























































































 To see the effect of the different fracture sizes and fluid pressures on the 2D XFEM mesh, 
the deformed meshes are presented in Figure 5.11. By using the enrichment functions, the mesh 
deformation plots clearly show the additional displacement induced due to the fracture although 
only the simple quadrilateral FE meshes are used for the 2D analysis. As the fracture propagates, 
greater deformation is calculated within the elements aligned along the fracture. 
       
   (a) initial fracture, hfL =1.5 m  (b) 1st propagation, hfL =1.7 m  (c) 2nd propagation, hfL =1.9 m 
       
 (d) 3rd propagation, hfL =2.1 m  (e) 4th propagation, hfL =2.3 m  (f) 5th propagation, hfL =2.5 m 
Figure 5.11 Mesh deformation (Deformation scale factor = 40) 
5.4 Pressure Leak-off Test during Hydraulic and Natural Fracture Interactions 
 In this section, the pressure leak-off test is performed using the hydro-mechanical 
coupled XFEM program. Thus the fluid pressure at the injection point (or at the injection well) is 
monitored and recorded by time. The fracture propagation model works simultaneously with the 
coupled XFEM to check how the fracture failures at the tip and propagates. If the fluid pressure 
provides enough stress concentration at the tip, the fracture propagates and provides additional 
volume so that the fluid pressure decreases.  
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 A simple example model is designed without natural fracture as in Figure 5.12 for the 
pressure leak-off data comparisons. Constant elastic material properties (E andv) are applied to 
the entire domain, and a hydraulic fracture is aligned horizontally at the middle of the domain. In 
order to obtain realistic simulation results, the uniform compressive stress is applied on the upper 
and bottom boundaries, and  a pin and multiple rollers are applied on both side to prevent lateral 









50 m by 25 m
 
Figure 5.12 Schematics of pressure leak-off test without natural fracture 
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 Firstly, pressure leak-off test data is generated with variable initial fracture half lengths, 
Lhf  (from 2 m to 5 m), and the result is summarized as in Figure 5.13. During the initial fluid 
injection, the fluid pressure linearly goes up to the formation breakdown pressure (FBP). Later 
the pressure gradually drops due to the fracture propagation. The initial fracture length greatly 
affects both of the FBP and the initial pumping time initiating fracture propagation. When a 
longer initial fracture is assumed, it take more time to fill the greater fracture volume, although 
less fluid pressure was required to trigger fracture propagation. Once fracture propagations start, 
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all the fluid pressure curves rapidly converge and present similar results regardless of the initial 
fracture length.    
 
Figure 5.13 Pressure leak off test data with variable initial fracture lengths 
 In the second example, a horizontal natural fracture is added into the domain collinear 
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Figure 5.14 Schematics of pressure leak-off test with a natural fracture 







































For this case study, the hydraulic fracture initial length and the distance, d  between the hydraulic 
and natural fractures are set to 2 m and 5 m, respectively. In order to add different fracture
volume increases, the natural fracture length,  Lnf  varies from 2 m to 5 m.  
 
Figure 5.15 Pressure leak off test data with variable natural fracture lengths when d=5 m 
During initial pumping time, the pressure variations are almost identical (See Figure 5.15). After 
around 0.15 minute from the start of fluid pumping, the hydraulic fracture coalesces with the 
natural fracture. The increased fracture volume clearly yields significant decrease of the fluid 
pressure at the injection point, and longer fracture results in even greater pressure reduction. It is 
worth to note that the dropped fluid pressure gradually approaches to the pressure decline curve 
of the non-natural fracture case by time.   
 Lastly, the distance between the hydraulic and natural fracture, d was changed from 5 m 
to 8 m, while the size of both fractures was kept constant (4 m). As in the previous case studies, a 
dramatic decrease of the pressure was observed when the hydraulic fracture coalescence with the 
natural fracture (See Figure 5.16). If the distance increases, the hydraulic fracture propagation 
takes longer to reach the natural fracture, causing the sudden decrease in fluid pressure to occ 
at different times. All these observations regarding pressure leak off confirm that the pressure 
reduction computed at the injection point has a great potential to monitor and check the progress 








































of the hydraulic fracturing process. The pressure leak off test results are able to present diff r
pressure dropping tendency while natural fracture size and location vary. 
 
Figure 5.16 Pressure leak off test data with variable fracture distances 
5.5 Conclusion 
 Hydro-mechanical coupling is crucial to account for the effect of fluid injection on 
hydraulic fracture propagation, and this computational procedure was presented in this chapter. 
Two different coupling methods (a sequential coupling scheme and a fully coupling scheme) 
were described, but only the sequential coupling scheme was applied to the XFEM program in 
the current study due to its simplicity and faster convergence rate. Additional parametric studies 
were conducted with various fluid property changes showing the effects of the fluid injection rate 
and viscosity. Later, the coupled XFEM was applied to monitor the pressure variation at the 
injection point in a pressure leak-off test, while a hydraulic fracture propagated and contacted 
pre-existing natural fractures. The pressure leak-off test analyses clearly demonstrated the 
pressure drop that occurs when a hydraulic fracture connects with a natural fracture, due to the 
sudden combined fracture volume increase. The amount and time of the pressure drop was 
shown to depend on the size and location of the natural fracture. 









































CHAPTER 6  
EXTENDED RANDOM FINITE ELEMENT METHOD (XRFEM) 
6.1 Introduction 
 This chapter presents an entirely new risk analysis methodology for modeling fracture 
propagation phenomena within randomized rock formations. To represent the randomness of the 
rocks in nature, random field theory is applied to create various random rock property 
realizations and is combined with the XFEM program. The random field program produces the 
most general types of rock property distributions by controlling the stochastic parameters 
including mean, standard deviation, and spatial correlation length (SCL). As a result, the rock 
property distributions become heterogeneous (and optionally anisotropic) with controlled input 
statistics. Fracture simulation results in such a material, may show random fracture propagation 
patterns because of the irregular stress concentrations and rock properties in play in the vicinity 
of the fracture and tip. This numerical scheme has the potential to provide a systematic way to 
manage risk, both technical and economic, during hydraulic fracturing operations in highly 
variable rock strata. 
6.2 Random Material Property Realization 
 In general, development of a numerical program to simulate hydraulic fracturing is 
challenging, due to non-linear hydro-mechanical coupling, high gradients of displacement and 
stress near the fracture tip, and fracture propagation. Some of the fracture mechanisms 
encountered in homogeneous rock deposits have already been explained in the previous chapters. 
Anisotropy and heterogeneity of formation properties adds another level of complexity to the 
hydraulic fracturing problem. For these reasons, analysis of the hydraulic fracturing within non-
uniform geological formations have rarely been performed, even though it has been commonly 
believed that formation properties play a pivotal role in designing and determining hydraulic 
fracture treatments.  
 As presented in the previous chapters, the XFEM and the coupled analyses have been 
used to analyze complex hydraulic fracturing mechanisms, and the benefits of the computational 
efficiency without compromising accuracy. For the same reasons as explained previously, 
XFEM offers the same benefits when dealing with problems of random fracture modeling, and 
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the method has been extended in the current chapter to perform stochastic analysis of hydraulic
fracturing where outcomes will be measured probabilistically rather than deterministically. This 
can be achieved by combining the XFEM with random field theory. Random field theory is a 
powerful method for generating random properties based on a given probability density function. 
The method can specify the mean, standard deviation and spatial correlation of a given random 
property. It is the ability to rationally model spatial correlation that distinguishes it from simpler 
probabilistic methods that are typically based only on the mean and standard deviation. This 
entirely new methodology will be called as eXtended Random Finite Element Method (XRFEM) 
and this thesis introduces the method for the first time as a basis for further improvements in the 
future. The fundamentals of random field theory and some example study results of XRFEM are 
summarized and presented in the next sections. 
6.2.1 Random Field 
 The combination of random fields and finite elements in a Monte-Carlo framework was 
first started and introduced in the early 1990s by Griffiths and Fenton (1993). The combination 
has been actively used for various geotechnical applications such as slope stability and 
foundation problems. This methodology provides a systematic way to account for the effect of 
material variability with statistically defined properties given by a mean, a standard deviation 
and a SCL. Any required formation property distributions, such as elastic modulus or fracture 
toughness, can be characterized via this technique.  
 Among the statistical values, the SCL is highly emphasized in this method to represent 
the distance over which the soil or rock property is reasonably well-correlated spatially to its 
neighbors. The stochastic concept of spatial correlation can be used to model anisotropic 
structures by applying different correlation lengths in the horizontal and vertical directions. In 
this work, a Markovian correlation function is used where the spatial correlation is assumed to 
decay exponentially with distance (Vanmarcke 1984). 
                                                                    2 /e                                                                  (6.1) 
where    is the absolute distance between any two points in the random field. The influence of θ 
on a wide range of geotechnical systems has been assessed through parametric studies (e.g. 
Griffiths et al. 2009, Klammer et al. 2010, Huang et al. 2010, Kasama and Whittle 2011, Chen 
and Zhang 2013,) and has been shown to have a significant influence on probabilistic output 
quantities under considerations. The influence of spatial correlation has been an active area of 
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technical investigation. Furthermore, the correlation length has been shown to affect the nature 
and extent of failure zones which is an important aspect of this proposed research in relation to 
fracturing.  
6.2.2 Isotropic and Anisotropic distributions 
 Figures 6.1-6.3 show examples of random fields and histograms in terms of Young's 
modulus (E) distribution. The lighter zones indicate smaller Young's modulus, so that the finite 
elements are more compressible and vice versa. A lognormal distribution is applied to generate 
the random property distributions (i.e. the log of the quantity being modeled is normally 
distributed), used in the examples given below, although the current finite element program is 
capable of incorporating a range of different distribution functions. The random field examples 
(20m 20m) present the effect of different SCLs, while the mean and standard deviation are kept 
constant (mean=1 GPa and standard deviation=0.5 GPa).  
       
Figure 6.1 Random field examples and histograms of Young's modulus (isotropic SCL=1 m) 
       
Figure 6.2 Random field examples and histograms of Young's modulus (isotropic SCL=5 m) 





































       
Figure 6.3 Random field examples and histograms of Young's modulus (isotropic SCL=10 m) 
 As shown in Figure 6.1, a small correlation length implies that properties are varying 
rapidly in space from one location to the next. As the correlation length increases however, 
elements with similar property values are grouped together, and the size of the group gets larger. 
Figures 6.2 and 6.3 show isotropic spatial correlation structures  x y  , so there is no 
preferential direction to the grey-scale representation.  
              
Figure 6.4 Random field examples and histograms of Young's modulus (horizontal SCL=10 m 
and vertical SCL=1 m) 
 Compared to the isotropic random distributions examples, the anisotropic distributions of 
Young's modulus are generated by inputting different spatial correlation lengths in the horizontal 
and vertical directions giving the random fields and histograms are presented in Figures 6.4 and 
6.5. For the examples in Figures 6.4 the horizontal and vertical SCLs are set to 10m and 1m, 
respectively, and Figure 6.5 uses SCLs in opposite way. As the results, the finite element groups 





































which have similar values of Young's modulus offer a “stratified” effect in the horizontal and 
vertical directions respectively.  
              
Figure 6.5 Random field examples and histograms of Young's modulus (horizontal SCL=1 m 
and vertical SCL=10 m) 
6.3 Effect of Randomness 
 To evaluate the applicability of XRFEM and the effect of random property distributions 
on fracture propagation, a series of parametric studies were performed with an initial horizontal 
fracture located along the middle of the domain (See Figure 6.6).  
μE = 1.0GPa
ν  = 0.3
 = 1.0 MPa
 = 1.0 MPa
Fracture (3m)
θE = 0.5GPa
     
(a)  Schematic of the example study                                  (b) Enriched node selections 
Figure 6.6 An example study using XRFEM 
A 3m fracture is located on the left part, and the square domain (20 m ) is subjected to a 
uniform tensile stress applied to the upper and lower boundaries of the domain. In this example 
the random property is Young's modulus. After generation of the random field, the values are 


















before loading after loading with constant property 
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mapped onto the finite element mesh with each element getting a different value. The Young's 
modulus distributions used in the above section are applied for this case study.  
 Although the regular XFEM with constant properties yield a straight propagation due to 
symmetry as in Figures 6.6(b) and 6.7, a randomly distributed Young's modulus creates irregular 
concentration of stress near the fracture and tip, so that the fracture pattern differs significantly 
from the constant property case. Clearly there is no longer any symmetry. 
   
            (a) xx in MPa                              (b) xy in MPa                             (c) yy in MPa 
Figure 6.7 Stress contours after the propagation (uniform Young’s modulus) 
As shown in Figures 6.8-6.12, the fracture propagations tend to move through the whiter zone, 
but only the element near the vicinity of the fracture tip could directly affect the direction of the 
propagation. This is mainly due to the fact that the size of the fracture tip effective zone used to 
calculate the SIF. Therefore the element having the maximum quantity of Young's modulus does 
not significantly contribute to the direction of propagation, where the distance between the 
element and the tip is far from each other. 
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 (a) propagation pattern      (b) random field                     (c) xx in MPa                     (d) xy in MPa                      (e) yy in MPa 
Figure 6.8 Fracture propagation pattern and stress contours (SCL=1 m) 
                       
(a) propagation pattern      (b) random field                     (c) xx in MPa                     (d) xy in MPa                      (e) yy in MPa 
Figure 6.9 Fracture propagation pattern and stress contours (SCL=5 m) 
                       
(a) propagation pattern      (b) random field                     (c) xx in MPa                     (d) xy in MPa                      (e) yy in MPa 
Figure 6.10 Fracture propagation pattern and stress contours (SCL=10 m) 
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(a) propagation pattern      (b) random field                     (c) xx in MPa                     (d) xy in MPa                      (e) yy in MPa 
Figure 6.11 Fracture propagation pattern and stress contours (horizontal SCL=10 m and vertical SCL=1 m) 
                     
(a) propagation pattern      (b) random field                     (c) xx in MPa                     (d) xy in MPa                      (e) yy in MPa 
Figure 6.12 Fracture propagation pattern and stress contours (horizontal SCL=1 m and vertical SCL=10 m) 
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6.4 Conclusion 
 A new methodology for stochastic analysis of hydraulic fracturing, the eXtended Random 
Finite Element Method (XRFEM), was developed and introduced in this chapter. The XRFEM 
combines the XFEM and random field theory to account for randomly distributed formation 
property distributions and spatial variability. The XRFEM has great potential to investigate the 
stochastic behavior of hydraulic fracturing within various unconventional geological formations 
including those with isotropic and anisotropic property distributions. Initial parametric studies 
were carried out by controlling the probabilistic parameters such as the standard deviation and 
SCL. It is clearly shown that the combination of those two different numerical schemes works 
well, and the randomness of formation stiffness can greatly affect fracture propagation patterns 
and trajectories, which may in turn significantly affect hydro-carbon production. These kinds of 
studies can ultimately guide engineers in the risk management (both technical and economic) of 





CHAPTER 7  
CONCLUSIONS AND RECOMMENDATIONS 
7.1 Summary 
 In this dissertation, an advanced hydro-mechanical coupled finite element program has 
been developed, and its capability to analyze hydraulic fracturing patterns within unconventional 
hydrocarbon reservoirs presented. This research was motivated by the fact that most 
unconventional hydrocarbon reservoirs inevitably include variable property distributions and 
pre-existing natural fractures, which can cause deviations in propagation trajectories and 
unexpected hydraulic fracturing patterns. Many traditional numerical techniques for fracture 
modeling are not well-suited to account for the effects of non-uniform formations on the 
hydraulic fracturing process. Compared to previous fracture analysis techniques, the new model 
proposed in this thesis includes not only fundamental aspects of hydraulic fracture mechanics, 
such as fracture-fluid interactions, but also the ability to model multiple fracture propagations 
and their interactions within heterogeneous and anisotropic reservoirs.  
 In order to create an efficient numerical method for hydraulic fracture modeling, an 
eXtended Finite Element Method (XFEM) scheme was developed due to its relative simplicity. 
The XFEM scheme has the advantage of computational efficiency for dealing with moving 
boundary caused by propagation of multiple fractures, as well as being able to apply highly 
variable, or even random properties to the finite element mesh. For example, the symmetry and 
sparsity of the global stiffness matrix are maintained while considering fracture propagation, and 
randomly generated material properties can be individually applied to each finite element while 
accounting for element size effects via local averaging. The major benefit of XFEM for 
modeling hydraulic fracturing is the fact that fractures are allowed to propagate independently of 
the background mesh, by adding enriched shape functions to the finite element based 
displacement approximations. 
7.2 Conclusions 
 The hydro-mechanical coupled XFEM and XRFEM are able to account for many aspects 
of hydraulic fracturing within unconventional formations which are not efficiently tackled by 
other traditional numerical techniques. The computational framework developed in this thesis 
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may be used to model coupled fracture behavior in random rock formations without needing a 
computationally burdensome remeshing techniques. In addition, the entire XFEM program 
developed in this work is designed to fit within a proven finite element suite of programs 
developed by Smith and Griffiths (2004). These numerical techniques therefore, can be utilized 
to better understand coupled hydraulic fracturing phenomena in highly variable formations. The 
main conclusions and originality of the research are summarized as follows:  
 This research has shown that the XFEM algorithm for modeling multiple fracture 
propagations and interactions without sacrificing computational efficiency can be 
designed as a series of subroutines which can be incorporated in a traditional finite 
element suite. This programming structure has not been attempted before and results in 
simple and portable computational environment. 
 A sequential hydro-mechanical coupling scheme was successfully implemented into the 
XFEM program for efficient analysis of hydraulic fracture propagation and its 
interactions with variable natural fractures. 
 A series of parametric studies presented via the hydro-mechanical coupled XFEM has 
demonstrated the coupled characteristic of hydraulic fracturing against the rock and fluid 
properties. 
 The pressure leak-off test results estimated via the hydro-mechanical coupled XFEM 
were newly presented in this thesis. The parametric study results have shown that the 
fluid pressure variations at the injection point effectively indicates not only the progress 
of hydraulic fracture propagation but also the interactions with natural fractures.   
 The XRFEM introduced is this thesis is an entirely novel advanced stochastic 
methodology. The example studies have demonstrated the methodology and its capability 
for studying the effects of random formation properties on hydraulic fracture geometry 
and propagation. 
 The XRFEM approach has the potential to greatly improve the risk management of 
hydraulic fracturing systems both technically and economically   
7.3 Recommendation for Future Work 
 The XFEM and XRFEM hydraulic fracturing analysis results and numerical models 
developed in this thesis, represent an important starting point for a very powerful computational 
framework for practical hydraulic fracture modeling. There is much scope for future 
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developments, especially involving the novel XRFEM methodology. Some of these are 
summarized as follows: 
 Applying multi-phase fluid flow for the coupling analysis is strongly recommended in 
order to model the injectivity of a realistic fracturing fluid and proppant transport along 
the fracture rather than just water, since proppant transport is a crucial factor to prevent 
fracture closure and facilitate successful hydro-carbon productions.  
 Due to the convergence issues, only the sequentially coupling scheme was implemented 
in the XFEM program developed in this thesis. Fully coupled algorithms need further 
study and may be able to deliver more accurate simulation results. 
 Since the current XFEM program does not include the effect of fracturing fluid leak-off 
to the surrounding rock masses and fluid dragging near the hydraulic fracture tip, 
incorporating this information into the coupled XFEM program will enhance the 
numerical analysis result. Also, the XFEM will be available to model fracturing processes 
within a viscous dominated regime and a toughness dominated regime. 
 Further development of the XRFEM is needed to collect stochastic data. Monte-Carlo 
analysis will lead to probabilistic interpretations of hydraulic fracturing parameters, for 
example, the mean and the standard deviation of hydraulic fracture extension within 
unconventional reservoirs consisting of rocks with random properties. 
 Since the current XRFEM analysis has been used separately for both random rock 
stiffness and strength, cross-correlation between the rock stiffness and strength will be a 




Aadnoy, B. S. (1988). Inversion Technique To Determine the In-Situ, Stress Field From 
Fracturing Data. In SPE Annual Technical Conference and Exhibition. Society of 
Petroleum Engineers.  
 
Aadnoy, B. S., and Chenevert, M. E. (1987). Stability of Highly Inclined Boreholes. SPE 
Drilling Engineering, 2(04):364–374. 
 
Adachi, J.I. and Detournay, E. (2002). Self-similar solution of a plane-strain fracture driven by a 
power-law fluid, International Journal for Numerical and Analytical Methods in 
Geomechanics , 26:579-604. 
 
Adachi, J., Siebrits, E., Peirce, A., and Desroches, J. (2006). Computer simulation of hydraulic 
fractures. Int. J. of Rock Mechanics & Mining Sciences, 44(5):739-757. 
 
Amiri, F., Anitescu, C., Arroyo, M., Bordas, S., Rabczuk, T., (2013). Xlme interpolants, a 
seamless bridge between xfem and enriched meshless methods, Comput. Mech. 1–13. 
 
Arash, D. T. (2009). Analysis of hydraulic fracture propagation in fractured reservoirs : an 
improved model for the interaction between induced and natural fractures. University of 
Texas at Austin.  
 
Asadpoure, A., and Mohammadi, S. (2007). Developing new enrichment functions for crack 
simulation in orthotropic media by the extended finite element method. International 
Journal for Numerical Methods in Engineering,69(10):2150-2172. 
 
Ashari, S. E., and Mohammadi, S. (2011). Fracture analysis of FRP-reinforced beams by 
orthotropic XFEM. Journal of Composite Materials, 46:1367-1389.  
 
Ayhan, A.O. Nied, H.F. (2002). Stress intensity factors for three-dimensional surface cracks 
using enriched finite elements. International Journal of Solids and Structures, 44:8579-
8599. 
 
Barenblatt, G. I. (1962). The mathematical theory of equilibrium cracks in brittle 
fracture. Advances in applied mechanics, 7(1):55-129. 
 
Becker, E.B., Graham, F.C., and Oden, J.T. (1981). Finite elements: An introduction. Prentice-Hall 
Inc., I:258 pp. 
 
Belytschko, T. and Black, T. (1999) Elastic crack growth in finite elements with minimal 
remeshing. International Journal for Numerical Methods in Engineering, 45(5):601–620. 
Benzley, S. E. (1974). Representation of singularities with isoparametric finite elements. 
International Journal for Numerical Methods in Engineering, 8(3):537–545.  
 138 
Benvenuti, E. (2011). Mesh-size-objective XFEM for regularized continuous–discontinuous 
transition. Finite Elements in Analysis and Design, 47(12):1326–1336. 
 
Bochkarev, O., and A.Grekov, M. (2014). Local instability of a plate with a circular nano-hole 
under uniaxial tension. Doklady Physics, 59(7):330–334. 
 
Bordas, S. P. A., Natarajan, S., Kerfriden, P., Augarde, C. E., Mahapatra, D. R., Rabczuk, T., and 
Pont, S. D. (2011). On the performance of strain smoothing for quadratic and enriched 
finite element approximations (XFEM/GFEM/PUFEM). International Journal for 
Numerical Methods in Engineering, 86(4-5):637–666. 
 
Bordas, S. P. A., Rabczuk, T., Hung, N.-X., σguyen, V. P., σatarajan, S., Bog, T., … Hiep, σ. 
V. (2010). Strain smoothing in FEM and XFEM. Computers & Structures, 88(23-24), 
1419–1443. 
 
Bradley, W. B. (1979). Failure of inclined borehole. J. Energy Resour. Technol., Trans. ASME 
101: 233–239. 
 
Brown, J.E., Thrasher, R.W., and Behrmann, L.A (2000). Fracturing operations. in M. 
Economides and K.G. Nolte, eds., Reservoir stimulation, John Wiley and Sons, 2000. 
 
Budyn, E., Zi, G., Moës, N., and Belytschko, T. (2004). A method for multiple crack growth in 
brittle materials without remeshing. International journal for numerical methods in 
engineering, 61(10):1741-1770. 
 
Carter, R.D. (1957). Derivation of general equation for estimating the extent of fracture area. 
Drilling and Prod. Practice, API, 261-270. 
 
Chan, S. K, Tuba, I. S, and Wilson, W. K. (1970). On the finite element method in linear fracture 
mechanics. Engineering Fracture Mechanics, 2-1. 
 
Chen, J-J. and Zhang, L. (2013). Effect of spatial correlation of cone tip resistance on the bearing 
capacity of piles. J Geotech Geoenv Eng, ASCE, 139(3):494-500. 
 
Chen, Y. M. (1975). Numerical computation of dynamic stress intensity factors by a Lagrangian 
finite-difference method (the HEMP code). Engineering Fracture Mechanics, 7(4):653-
660. 
 
Chen, Z. (2013). An ABAQUS Implementation of the XFEM for Hydraulic Fracture Problems. 
Dr. Rob Jeffrey Ed., Effective and Sustainable Hydraulic Fracturing, InTech. 
 
Chessa, J., and Belytschko, T. (2004). Arbitrary discontinuities in space-time finite elements by 




Chessa, J., Wang, H., and Belytschko, T. (2003). On the construction of blending elements for 
local partition of unity enriched finite elements. International Journal for Numerical 
Methods in Engineering, 57(7):1015–1038. 
 
Chopp, D. L., and Sukumar, N. (2003). Fatigue crack propagation of multiple coplanar cracks 
with the coupled extended finite element/fast marching method. International journal of 
engineering science, 41(8):845-869. 
 
Cipolla, C.L., Lolon, E.P., and Mayerhofer, M.J. (2008). Resolving created, propped, and 
effective hydraulic fracture length, International Petroleum Technology Conference, 
IPTC 12147. 
 
Cipolla, C.L., Lolon, E., Mayerhofer, M.J., and Warpinski, N.R. (2013). Fracture Design 
Considerations in Horizontal Wells Drilled in Unconventional Gas Reservoirs. In 
Proceedings of SPE Hydraulic Fracturing Technology Conference. Society of Petroleum 
Engineers. 
 
Crosby, D. G., Rahman, M. M., Rahman, M. K., and Rahman, S. S. (2002). Single and multiple 
transverse fracture initiation from horizontal wells.Journal of Petroleum Science and 
Engineering, 35(3):191-204. 
 
Crouch, S. L, and Starfield, A. M. (1983). Boundary element methods in solid mechanics. 
London, George Allen & Unwin. 
 
Currie, I.G. (2003). Fundamental of fluids. 3rd Ed., Mechanical Engineering, CRC Press, 
Vol.154, 548 pp. 
 
Dahi. H. (2009). Analysis of hydraulic fracture propagation in fractured reservoirs : an improved 
model for the interaction between induced and natural fractures. University of Texas at 
Austin. 
 
Daux, C., Möes, N., Dolbow, J., Sukumar, N., and Belytschko, T. (2000). Arbitrary branched 
and intersecting cracks with the extended finite element method. Int J Numer Methods 
Eng 48:1741–1760. 
 
Deily, F. H., and Owens, T. C. (1969). Stress around a wellbore. SPE 2557, in Proceedings of 
the 44th SPE Annual Fall Meeting, AIME, Denver, CO, USA Sep. 28–Oct. 1. 
 
Desroches J., Detournay E., Lenoach B., Papanastasiou P., Pearson, J.R.A., Thiercelin M. (1994). 
The crack tip region in hydraulic fracturing. Proc R Soc London A, 447:39-48. 
 
Detournay, E., Garagash, D. (2003). The tip region of a fluid-driven fracture in a permeable 
elastic solid, Journal of Fluid Mechanics, 494:1–32. 
 
Detournay, E. (2004). Propagation regimes of fluid-driven fractures in impermeable rocks, 
International Journal of Geomechanics, 4:1–11. 
 140 
 
De Borst, R., Réthoré, J., and Abellan, M. A. (2006). A numerical approach for arbitrary cracks 
in a fluid-saturated medium. Archive of Applied Mechanics,75(10-12):595-606. 
 
Dollbow, J.E. (1999). An extended finite element method with discontinuous enrichement for 
applied mechanics. PhD dissertation, Theoretical and Appliced Mechanics, Northwestern 
University. 
 
Economides, M.J. and Nolte, K.G. (2000). Reservoir Stimulation, 3rd edition, Wiley Publishing, 
780pp, 
 
Elguedj, T., Gravouil, A., and Maigre, H. (2009). An explicit dynamics extended finite element 
method. Part 1: Mass lumping for arbitrary enrichment functions. Computer Methods in 
Applied Mechanics and Engineering, 198(30-32):2297–2317.  
 
Erdogan, F. and Sih, G.C. (1963). On the crack extension in plates under plane loading and 
transverse shear. Journal of Basic Engineering, 85:519-527. 
 
Fries, T.P., Byfut, A., Alizada, A., Cheng, K.W., and Schröder, A. (2011). Hanging nodes and 
XFEM. International Journal for Numerical Methods in Engineering, 86(4-5):404–430. 
 
Fries, T. P., and Baydoun, M. (2012). Crack propagation with the extended finite element 
method and a hybrid explicit– mplicit crack description. International Journal for 
numerical methods in engineering, 89(12):1527-1558. 
 
Geertsma, J. and de Klerk, F. (1969). A Rapid Method of Predicting Width and Extent of 
Hydraulic Induced Fractures. Journal of Petroleum Technology, 21(12):1571-1581. 
 
Gidley, J.L., Holditch, S.A., Nierode, D.E., and Veatch Jr., R.W. (1989). Recent advances in 
hydraulic fracturing. SPE Monograph Series, 12, 452 pp. 
Gifford, N.L., and Hilton, P. D. (1978). Stress intensity factors by enriched finite elements. 
Engineering Fracture Mechanics, 10(3):485–496. 
González-Albuixech, V. F., Giner, E., Tarancón, J. E., Fuenmayor, F. J., and Gravouil, A. (2013). 
Domain integral formulation for 3-D curved and non-planar cracks with the extended 
finite element method. Computer methods in applied mechanics and 
engineering, 264:129-144. 
 
Gordeliy, E., and Peirce, A. (2013). Coupling schemes for modeling hydraulic fracture 
propagation using the XFEM. Computer Methods in Applied Mechanics and 
Engineering, 253: 305-322. 
 
Gordeliy, E., and Peirce, A. (2015). Enrichment strategies and convergence properties of the 
XFEM for hydraulic fracture problems. Computer Methods in Applied Mechanics and 
Engineering, 283:474–502.  
 141 
 
Gracie, R., and Craig, J. R. (2010). Modelling well leakage in multilayer aquifer systems using 
the extended finite element method. Finite Elements in Analysis and Design, 46(6):504-
513. 
 
Gravouil, A., Elguedj, T., & Maigre, H. (2009). An explicit dynamics extended finite element 
method. Part 2: Element-by-element stable-explicit/explicit dynamic scheme. Computer 
Methods in Applied Mechanics and Engineering, 198(30-32), 2318–2328.  
 
Gravouil, A., Moës, N., and Belytschko, T. (2002). Non-planar 3D crack growth by the extended 
finite element and level sets?Part II: Level set update. In rnational Journal for 
Numerical Methods in Engineering, 53(11):2569–2586.  
 
Grekov, M., Morozov, N., and Yazovskaya, A. (2014). Effect of Surface Stress on Strength of a 
Plate with Elliptical and Triangular Nanoscale Holes. Procedia Materials Science, 3: 
1669–1674. 
 
Griffith, A.A. (1921). The phenomena of rupture an flow in solds. Philosophical Transctions of 
the Royal Society A: Mathematical, Physical and Engineering, 221, 163-197 
 
Griffiths, D. V. and Fenton, G. A. (1993). Seepage beneath water retaining structures founded on 
spatially random soil. Geotechnique, 43(4):577–587. 
 
Griffiths, D.V., Huang, J. and Fenton, G.A. (2009). Influence of spatial variability on slope 
reliability using 2-d random fields. J Geotech Geoenv Eng, ASCE,135(10):1367–1378. 
 
Hoek, E. and Martin, C.D. (2014). Fracture initiation and propagation in intact rock – A review. 
Journal of Rock Mechanics and Geotechnical Engineering, 6(4): 287–300. 
 
Hossain, M. M., Rahman, M. K. and Rahman, S. S. (2000) Hydraulic fracture initiation and 
propagation: roles of wellbore trajectory, perforation and stress regimes. Journal of 
Petroleum Science and Engineering 27.3: 129-149. 
 
Howard, C.C. and Fast, C.R. (1957). Optimum fluid characteristics for fracture extension. I  API 
Drilling and Production Practice, 24, 261. 
 
Huang, H., Long, T. A., Wan, J., and Brown, W. P. (2011). On the use of enriched finite element 
method to model subsurface features in porous media flow problems. Co putational 
Geosciences, 15(4):721–736. 
 
Huang, J., Griffiths, D.V. and Fenton, G.A. (2010). System reliability of slopes by rfem. Soils 
Found. 50(3):343–353. 
 
Huang, R. Sukumar, N. and Prévost, J.-H. (2003). Modeling quasi-static crack growth with the 
extended finite element method Part II: Numerical applications. International Journal of 
Solids and Structures, 40(26):7539–7552. 
 142 
 
Hubbert, M. K., and  Willis, D. G. (1957) Mechanics of hydraulic fracturing, AIME 
Trans., 210:153–168. 
 
Inglis, C.E. (1913). Stresses in Plates Due to the Presence of Cracks and Sharp 
Corners, Transactions of the Institute of Naval Architects, 55:219-241. 
 
Irwin, G. R. (1957). Relation of stresses near a crack to the crack extension force. in P oceedings 
of the 9th Cong. App. Mech., Brussels. 
 
Ji, H., Chopp, D., and Dolbow, J. E. (2002). A hybrid extended finite element/level set method 
for modeling phase transformations. International Journal for Numerical Methods in 
Engineering, 54(8):1209-1233. 
 
Karihaloo, B.L., and Xiao, Q.. (2003). Modeling of stationary and growing cracks in FE 
framework without remeshing: a state-of-the-art review. Computers and Structures, 
81:119-129. 
 
Kasama, K. and Whittle, A.J. (2011). Bearing capacity of spatially random cohesive soil using 
numerical limit analyses. J Geotech Geoenv Eng, ASCE,137(11):989–996. 
 
Khoei, A. R., Moallemi, S., and Haghighat, E. (2012). Thermo-hydro-mechanical modeling of 
impermeable discontinuity in saturated porous media with X-FEM 
technique. Engineering Fracture Mechanics, 96:701-723. 
 
Khoei, A. R., and Mohammadnejad, T. (2011). Numerical modeling of multiphase fluid flow in 
deforming porous media: A comparison between two- and three-phase models for 
seismic analysis of earth and rockfill dams. Computers and Geotechnics, 38(2):142–166.  
 
Khoei, A. R., and Vahab, M. (2014). A numerical contact algorithm in saturated porous media 
with the extended finite element method. Computational Mechanics, 54(5):1089-1110. 
 
Khristianovich, S.A., and Zheltov, Y.P. (1955). Formation of Vertical Fractures by Means of 
Highly Viscous Liquid. In Proceedings of the Fourth World Petroleum Congress, Rome, 
2:579–586. 
 
Kirsch, E.G. (1898). Die Theorie der Elastizität und die Bedürfnisse der 
Festigkeitslehre. Zeitschrift des Vereines deutscher Ingenieure, 42:797-807. 
 
Klammer, H., McVay, M., Horhota, D. and Lai, P. (2010). Influence of spatially variable side 
friction on single drilled shaft resistance and lrfd resistance factors. J Geotech Geoenv 
Eng, ASCE, 136(8):1114–1123. 
 
Kolosoff, G.V. (1909). On an Application of complex function theory to a plane problem of the 
mathematical theory of elasticity. Tartu, Yuriev University. 
 
 143 
Lamb, A., Gorman, G., Gosselin, O., and Onaisi, A. (2010). Finite Element Coupled 
Deformation and Fluid Flow in Fractured Porous Media. In SPE EUROPEC/EAGE 
Annual Conference and Exhibition. Barcelona, Spain: Society of Petroleum Engineers. 
  
Lecampion, B. (2009). An extended finite element method for hydraulic fracture 
problems. Communications in Numerical Methods in Engineering,25(2):121-133. 
 
Lee, S. H., Song, J. H., Yoon, Y. C., Zi, G., and Belytschko, T. (2004). Combined extended and 
superimposed finite element method for cracks. International Journal for Numerical 
Methods in Engineering, 59(8):1119-1136. 
 
Legrain, G., Allais, R., and Cartraud, P. (2011). On the use of the extended finite element 
method with quadtree/octree meshes. International Journal for Numerical Methods in 
Engineering, 86(6): 717–743.  
 
Legrain, G., Verron, E., and Moës, N. (2005). Numerical simulation of large strain fracture 
problems using X-FEM. Constitutive models for rubber IV-Austrell & Kari, eds. Tayor & 
Francis Group, London,65-70. 
 
Lenoach B. (1995). The crack tip solution for hydraulic fracturing in a permeable solid, Journal 
of Mechanics of Physics and Solids, 43(7):1025–1043. 
 
Lin, X, and Ballmann, J. (1993). Re-consideration of Chen’s problem by finite difference method. 
Engineering Fracture Mechanics, 44(5):735-739. 
 
Liu, Z. L., Menouillard, T., and Belytschko, T. (2011). An XFEM/Spectral element method for 
dynamic crack propagation. International Journal of Fracture, 169(2):183-198. 
 
Loehnert, S., and Belytschko, T. (2007). A multiscale projection method for macro/microcrack 
simulations. International Journal for Numerical Methods in Engineering, 71(12):1466–
1482. 
 
Martineau, D.F. (2007). History of the Newark East field and the Barnett Shale as a gas 
reservoir. AAPG Bulletin, 91(4): 399–403. 
 
Maxwell, S.C. (2014). Microseismic Imaging of Hydraulic Fracturing: Improved Engineering of 
Unconventional Shale Reservoirs, Society of Exploration Geophysicists. 
 
Maxwell, S.C. and Cipolla, C. (2011). What does microseismicity tell us about hydraulic 
fracturing?. In Proceedings of the Annual Technical Conference and Exhibition, SPE 
146932.  
 
Menouillard, T., and Belytschko, T. (2010). Dynamic fracture with meshfree enriched 
XFEM. Acta Mechanica, 213(1-2):53-69. 
 
 144 
Menouillard, T., Réthoré, J., Combescure, A., and Bung, H. (2006). Efficient explicit time 
stepping for the eXtended Finite Element Method (X-FEM). International Journal for 
Numerical Methods in Engineering, 68(9):911–939. 
 
Menouillard, T., Réthoré, J., Moes, N., Combescure, A., and Bung, H. (2008). Mass lumping 
strategies for X‐FEM explicit dynamics: Application to crack propagation. International 
Journal for Numerical Methods in Engineering,74(3):447-474. 
 
Menouillard, T., Song, J.-H., Duan, Q., and Belytschko, T. (2009). Time dependent crack tip 
enrichment for dynamic crack propagation. International Journal of Fracture, 162(1-
2):33–49. 
 
Meguid, S.A. (1989). Engineering fracture mechanics. Elsevier Applied Science, cop. London, 
UK. 
 
Minnebo, H. (2012). Three-dimensional integration strategies of singular functions introduced by 
the XFEM in the LEFM. International Journal for Numerical Methods in Engineering, 
92(13): 1117–1138.  
 
Miller, R.S., Conway, M., and Salter, G. (2010). Pressure-dependant permeability in shale 
reservoirs implications for estimated ultimate recovery. In Paper AAPG Search and 
Discovery 90122VC 2011 presented at the AAPG Hedberg Conference, Austin, Texas, pp. 
5-10. 
 
Moës, N., and Belytschko, T. (2002). Extended finite element method for cohesive crack 
growth. Engineering fracture mechanics, 69(7):813-833. 
 
Moës, N., Dolbow, J., and Belytschko, T. (1999) A finite element method for crack growth 
without remeshing. International Journal for Numerical Methods in Engineering, 
46(1):131–150. 
 
Mohammadnejad, T., and Khoei, A. R. (2013a). An extended finite element method for fluid 
flow in partially saturated porous media with weak discontinuities; the convergence 
analysis of local enrichment strategies.Computational Mechanics, 51(3):327-345. 
 
Mohammadnejad, T., and Khoei, A. R. (2013b). An extended finite element method for 
hydraulic fracture propagation in deformable porous media with the cohesive crack 
model. Finite Elements in Analysis and Design, 73:77-95. 
 
Mohammadnejad, T., and Khoei, A. R. (2013c). Hydro‐mechanical modeling of cohesive crack 
propagation in multiphase porous media using the extended finite element 
method. International Journal for Numerical and Analytical Methods in 
Geomechanics, 37(10):1247-1279. 
 
Montgomery, C.T., and Smith, M.B. (2010). Hydraulic fracturing: A history of an enduring 
technology. Journal of Petroleum Technology, 62:26-32.   
 145 
 
Motamedi, D., and Mohammadi, S. (2012). Fracture analysis of composites by time independent 
moving-crack orthotropic XFEM. International Journal of Mechanical Sciences, 
54(1):20–37. 
 
Mousavi, S. E., Grinspun, E., and Sukumar, N. (2010). Harmonic enrichment functions: A 
unified treatment of multiple, intersecting and branched cracks in the extended finite 
element method. International Journal for Numerical Methods in Engineering. 
 
Mousavi, S. E., and Sukumar, N. (2010). Generalized Gaussian quadrature rules for 
discontinuities and crack singularities in the extended finite element method. Computer 
Methods in Applied Mechanics and Engineering, 199(49):3237-3249. 
 
Nordgren, R.P. (1972). Propagation of a Vertical Hydraulic Fracture. SPE Journal, 12(4): 306–
314. 
 
Osher, S. and Sethian, J. (1988). Fronts propagating with curvature-dependent speed: algorithms 
based on Hamilton-Jacobi formulations. Journal of Computational Physic, 79(1):12–49. 
 
Ouyang, S., Carey ,G.F., and Yew, C.H. (1997). An adaptive finite element scheme for hydraulic 
fracturing with proppant transport. International Journal for Numerical Methods in Fluids, 
24:645-670. 
 
Park, K., Pereira, J. P., Duarte, C. A., and Paulino, G. H. (2009). Integration of singular 
enrichment functions in the generalized/extended finite element method for 
three‐dimensional problems. International Journal for Numerical Methods in 
Engineering, 78(10):1220-1257. 
 
Pathak, H., Singh, A., Singh, I. V., and Yadav, S. K. (2013). A simple and efficient XFEM 
approach for 3-D cracks simulations. International Journal of Fracture, 181(2):189-208. 
 
Perkins, T.K. and Kern, L.R. (1961). Widths of Hydraulic Fractures. Journal of Petroleum 
Technology, 13(9): 937–949. 
 
Phongthanapanich, S., and Dechaumphai, P. (2004). Adaptive Delaunay triangulation with 
object-oriented programming for crack propagation analysis. Finite Elements in Analysis 
and Design, 40(13-14):1753–1771. 
 
Ren, Q., Dong, Y., and Yu, T. (2009). Numerical modeling of concrete hydraulic fracturing with 
extended finite element method. Science in China Series E: Technological 
Sciences, 52(3):559-565. 
 
Réthoré, J., de Borst, R., and Abellan, M. A. (2007). A discrete model for the dynamic 
propagation of shear bands in a fluid‐saturated medium. International journal for 
numerical and analytical methods in geomechanics,31(2):347-370.  
 
 146 
Réthoré, J., de Borst, R., and Abellan, M. A. (2007). A two‐scale approach for fluid flow in 
fractured porous media. International Journal for Numerical Methods in 
Engineering, 71(7):780-800. 
 
Réthoré, J., Gravouil, A., and Combescure, A. (2005). A combined space-time extended finite 
element method. International Journal for Numerical Methods in Engineering, 
64(2):260–284. 
 
Richardson, C. L., Hegemann, J., Sifakis, E., Hellrung, J., and Teran, J. M. (2011). An XFEM 
method for modeling geometrically elaborate crack propagation in brittle materials. 
International Journal for Numerical Methods in Engineering, 88(10): 1042–1065.  
 
Roylance, D. (2001). Introduction to fracture mechanics. Department of Materials Science and 
Engineering, Massachusetts Institute of Technology, Cambridge. 
 
Rungamornrat, J., Wheeler, M., and Mear, M. (2005). A Numerical Technique for Simulating 
Non-planar Evolution of Hydraulic Fractures. In Proceedings of SPE Annual Technical 
Conference and Exhibition, Society of Petroleum Engineers. 
 
Saouma, V.E. (2000). Fracture mechanics, Lecture notes CVEN-6831, University of Colorado, 
USA. 
 
Sayers, C.M., and Le Calvez, J. (2010). Characterization of microseismic date in gas shales using 
the radius of gyration tensor. In Proceedings of the 80th Annual International Meeting, 
SEG, Expanded Abstracts, 2080-2084. 
 
Schlumberger. [A graphical representation shows how Ball-drop & sleeve system is sequentially 
activated and open the valve to generate separated hydraulic fractures.] Captured from 
the video available in 
http://www.slb.com/services/completions/stimulation/reservoir/contact.aspx 
 
Schmitt, D.R. and Zoback, M.D. (1989). Laboratory tests of the effects of pore pressure on 
tensile failure, Rock at Great Depth, Maury & Fourmaintraux, eds., Balkema, Rotterdam. 
 
Segura, J. M., and Carol, I. (2008). Coupled HM analysis using zero-thickness interface elements 
with double nodes. Part I: Theoretical model. International Journal for Numerical and 
Analytical Methods in Geomechanics, 32(18): 2083–2101. 
 
Senseny, P.E., and Pfeifle, T.W. (1984). Fracture toughness of sandstones and shales, In 
Proceedings of the 25th U.S. Symposium on Rock Mechanics, Evanston, IL, USA. 
 
Sethian, J.A. (1996). A fast marching level set method for monotonically advancing fronts. 
Proceedings of the National Academy of Sciences, 93(4):1591–1595.  
 
 147 
Sethian, J. A. (1999). Level set methods and fast marching methods: evolving interfaces in 
computational geometry, fluid mechanics, computer vision, and materials science, Vol. 3, 
Cambridge university press. 
 
Smith, I.M. and Griffiths, D.V. (2004). Programming the Finite Element Method. John Wiley & 
Sons, Inc., Hoboken, NJ USA. 
 
Sneddon, I.N. (1946). The distribution of stress in the neighborhood of a crack in an elastic solid. 
Proc. Roy. Soc., 187:229-238. 
 
Sneddon, I. N., and Elliot, H. A. (1946). The opening of a Griffith crack under internal 
pressure. Quart. Appl. Math, 4(3):262-267. 
 
Soheil, M. (2008). Extended Finite Element Method. Blackwell Publishing Ltd, Oxford, UK 
 
Staze F.L., Budyn, E., Chessa, J. and Belytschko, T. (2003). An extended finite element method 
with higher-order elements for curved cracks. Computational Mechanics, 31:38-48. 
 
Stolarska, M., and Chopp, D. L. (2003). Modeling thermal fatigue cracking in integrated circuits 
by level sets and the extended finite element method. International Journal of 
Engineering Science, 41(20): 2381-2410. 
 
Stolarska, M., Chopp, D.L. Moës, N. and Belytschko. T. (2001). Modeling crack growth by level 
sets in the extended finite element method. International Journal for Numerical Methods 
in Engineering, 51(8):943–960. 
 
Sukumar, N., Chopp, D. L., Béchet, E., and Moës, N. (2008), Three-dimensional Non-planar 
crack growth by a coupled extended finite element and fast marching 
method. International Journal for Numerical Methods in Engineering, 76(5): 727–748. 
 
Sukumar, N., Moës, N., Moran, B., and Belytschko, T. (2000). Extended finite element method 
for three-dimensional crack modeling. International Journal for Numerical Methods in 
Engineering, 48(11):1549–1570. 
 
Sukumar, N. and Prévost, J.-H  (2003). Modeling quasi-static crack growth with the extended 
finite element method. part I: Computer Implementation. International Journal of Solids 
and Structures, 40(26):7513–7537.  
 
Sukumar, N., Srolovitz, D.J., Baker, T.J., and Prévost, J.-H. (2003). Brittle fracture in 
polycrystalline microstructures with the extended finite element method. International 
Journal for Numerical Methods in Engineering, 56(14):2015–2037. 
 
Sun, C.T. and Jin, Z. (2012). Fracture Mechanics, Department of Mechanical Engineering, 
University of Maine, Zhihe, Academic Press. 
 
 148 
Tada, H., Paris, P.C., and Irwin, G.R. (2000). The stress analysis of cracks handbook. ASME 
Press, 3rd eds. New York USA. 
 
Total E&P, Retrieved from http://en.skifergas.dk/technical-guide/what-is-hydraulic-
fracturing.aspx, 2013. 
 
U.S. Energy Information Administration. (2015). [Map illustration shows the shale gas and oil 
proved reserves in lower 48 states on April 13, 2015] Retrieved from 
https://www.eia.gov/oil_gas/rpd/shale_gas.pdf  
 
Valko, P., and Economides, M. J. (1995). Hydraulic Fracture Mechanics. Chichester, England: 
John Wiley & Sons. 
 
Vanmarcke, E.H. (1984). Random fields: Analysis and synthesis. The MIT Press,Cambridge, 
MA. 
 
Ventura, G. (2006). On the elimination of quadrature subcells for discontinuous functions in the 
eXtended Finite-Element Method. International Journal for Numerical Methods in 
Engineering, 66(5):761–795.  
 
Ventura, G., Budyn, E., and Belytschko, T. (2003). Vector level sets for description of 
propagating cracks in finite elements. International Journal for Numerical Methods in 
Engineering, 58(10):1571-1592. 
 
Wang, H. (2015). Numerical modeling of non-planar hydraulic fracture propagation in brittle and 
ductile rocks using XFEM with cohesive zone method. Journal of Petroleum Science and 
Engineering, 135:127–140. 
 
Warpinski, N.R., Mayerhofer, M.J., Bridges, A.C., and Du, J. (2012). Hydraulic Fracture 
Geomechanics and Microseismic Source Mechanisms. In SPE Annual Technical 
Conference and Exhibition. Society of Petroleum Engineers. 
 
Warpinski, N.R., Schmidt, R.A. and Northrop, D.A. (1982). In-Situ Stresses: The Predominant 
Influence on Hydraulic Fracture Containment. Journal of Petroleum Technology, 34(03): 
653–664. 
 
Westergaard, H.M. (1939) Bearing Pressures and Cracks, Journal of Applied Mechanics,  6:A49-
53.  
 
Watanabe, N., Wang, W., Taron, J., Görke, U. J., and Kolditz, O. (2012). Lower-dimensional 
interface elements with local enrichment: application to coupled hydro-mechanical 
problems in discretely fractured porous media. International Journal for Numerical 
Methods in Engineering, 90:1010-1034. 
 
Witherspoon P.A., Wang J.S.Y., Iwai K., Gale J.E. (1980). Validity of cubic law for fluid flow in 
a deformable rock fracture. Water Resour Res 16:1016–1024. 
 149 
 
Yew, C. H. (1997). Mechanics of Hydraulic Fracturing. Gulf Professional Publishing, 1997. 
 
Youn, D.J. and Griffiths, D.V. (2014). Hydro-Mechanical Coupled Model of Hydraulic Fractures 
Using the eXtended Finite Element Method. In Proceedings of the ASCE Shale Energy 
Engineering Conference, American Society of Civil Engineers, Pittsburgh, PA, USA. 
 
Zhang, J., Kamenov, A., Zhu, D., and Hill, A.D. (2013). Propped Fracture Conductivity in 
Shales. In Volume 6: Polar and Arctic Sciences and Technology; Offshore Geotechnics; 
Petroleum Technology Symposium (pp. V006T11A031). American Society of 
Mechanical Engineers. 
 
Zi, G., Song, J.-H., Budyn, E., Lee, S.-H., and Belytschko, T. (2004). A method for growing 
multiple cracks without remeshing and its application to fatigue crack growth. Modelling 
and Simulation in Materials Science and Engineering, 12(5):901–915. 
 
Zilian, A., and Fries, T. P. (2009). A localized mixed‐hybrid method for imposing interfacial 
constraints in the extended finite element method (XFEM). International journal for 
numerical methods in engineering, 79(6):733-752. 
 150 
APPENDIX A 
SUPPLEMENTAL ELECTRONIC FILES 
 All the hydro-mechanical coupled XFEM and XRFEM programs were developed as 
subprogram so that they can be incorporated in a regular finite element suite. Among the 
programs, some of the key subroutines for the XFEM calculation are attached on this thesis, and 
this appendix section demonstrates the name and purpose of each subroutine. All source codes 
are written in modern Fortran, and the example files may be used to perform 2D plane-strain 
analysis of a fracture. In addition, advanced XFEM programs such as the coupled XFEM and 
XRFEM will be freely available in online. 
Fortran source codes of the 2D plane strain 
XFEM program  
One main file 
XFEM.f90 This is the main routine to manage the 
corresponding subroutines to calculate the 
displacement and stress near a fracture or a 
void based on linear elastic fracture mechanics.   
To assemble background mesh, 4-node square 
quadrilaterals are used with independent 
fracture representation by the level set 
function. The enrichment functions are then 
applied to enhance the regular finite element 
displacement approximation.  
coord_connec.f90 This subroutine forms the coordinates and 
connectivity for a rectangular mesh of 4-node 
quadrilateral elements. 
find_loc.f90 This subroutine finds the locations of the 
values satisfying the statement with respect to 
the defined criteria in the assigned array. The 
result of the subroutine is a new matrix 
indicating the locations of the values. 
levelset.f90 This subroutine applies the level set function to 
determine the singularity including fracture 
and void within the continuous domain. 
intersect_loc.f90 This subroutine finds the locations of the 
components shared by a and b matrixes. a and 
b both matrixes should be an array form. c 
matrix defines the locations of shared 
components as an array form. 
unique1.f90 This subroutine uses one array to find the 
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unique components in the array. The unique 
components are arranged in the unqar array as 
the result of this subroutine. 
unique4.f90 This subroutine uses four different arrays 
(c1,c2,c3,c4) to find the unique components of 
all the arrays. The unique components are 
arranged in the unqar array as the result of this 
subroutine. 
calc_dof.f90 This subroutine calculates the number of DOFs 
and initiates displacement vector 
heavi_nodes,f90 This subroutine rearranges the array 'nodes' to 
assign the Heaviside function  (+1 or -1) for 
the nodal points located above or below of the 
fracture, respectively 
branch_nodes.f90 This function assigns nodes enriched with the 
crack tip enrichment function values associated 
with the near tip asymptotic displacement field. 
enriched_elem.f90 This subroutine finds the enriched elements. 
stiff_mat.f90 This function calculates the global stiffness 
matrix for the discontinuities such as fracture 
and void defined by the input parameters. 
gauss_pw.f90 This function contains various gauss 
integration points and weights for quadrilateral 
and triangular elements. 
reallocate_int.f90 This subroutine adds a row to the original 
array. Only integer variables may be applied in 
this subroutine 
reallocate_real.f90 This subroutine adds a row to the original 
array. Only real variables may be applied in 
this subroutine 
bmatrix_assemble.f90 This subroutine modifies an array named 'benr' 
in stiffness matrix calculation and adds more 
'ba' arrays to the right side of 'benr' 
rmv_components.f90 This subroutine removes components located 
as the array "loc" from the array "ori" and 
automatically reduces the size of the original 
array resulting the array "new" 
sparse.f90 This subroutine uses vectors ii, jj, and ss to 
generate an mm-by-mm sparse matrix such that 
output(ii(k),jj(k)) = ss(k). Vectors ii, jj, and ss 
have same length. Any elements of ss that are 
zero are ignored. 
sub_domain.f90 This function subdivides enriched elements 
and determines the gauss points and weights to 
be used in the integration during the assembly 
of the stiffness matrix. 
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boundary_cond.f90 This function defines the boundary conditions 
to be applied. 
force_vector.f90 This function creates the global force vector 
'gforce' from the input file 
elem_stress.f90 This function calculates the stress distribution 
within each element from the nodal 
displacements.  The stresses in the xx, yy and 
xy directions are calculated. 
 
