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The thesis considers stability analysis and controller design through different performance
measures for indirect vector controlled inductionmotor (IVCIM). These problems are known
to be complex due to nonlinearity, large order andmulti-loop scenario. Some new approaches
and results on IVCIM are proposed in this work.
IVCIM dynamics is well known for having different bifurcation behavior, viz.,
saddle-node, Hopf, Bogdanov–Takens and Zero–Hopf bifurcations due to rotor resistance
variation. These bifurcations affect the control performance and may lead to stalling or
permanent damage of motor. A numerical analysis of these bifurcations for proportional
integral (PI) controlled IVCIM is made in this thesis using full-order induction motor model
(stator dynamics is included). This analysis aids to determine the allowable bifurcation
parameter variation range as well as suitable choice of speed-loop gains to avoid these. Some
new observations on the bifurcation behavior are made. Simulation and experimental results
are presented validating the bifurcation behaviors.
For improving dynamic performance in the presence of load torque and rotor resistance
variation, a new method for designing PI gains is proposed for IVCIM. The inner-loop
current PI controllers are tuned simultaneously along with the speed controller. This method
is implemented using a static output feedback scheme in which iterative linear matrix
inequality (ILMI) based 𝐻∞ control technique is employed. Such a design makes stator
currents and speed response to be robust against rotor resistance and load variations. A
comparison between proposed design and a conventional one is shown using simulation and
experimental results that validate the superiority of the proposed approach.
Owing to multi-loop and nonlinear system behavior, IVCIM dynamics is known to have
coupling in between the two inner-loop stator current components (flux and torque). Such
coupling affects the dynamic torque output of themotor. Decoupling of the stator currents are
important for smoother torque response of IVCIM. Conventionally, additional feedforward
decoupler is used to take care of the coupling that requires exact knowledge of the motor
parameters and additional circuitry or signal processing. A method is proposed to design
the regulating PI gains while minimizing coupling without any requirement of additional
decoupler. The variation of the coupling terms for change in load torque is considered as the
performance measure. The same ILMI based 𝐻∞ control design approach is used to obtain
the controller gains. A comparison between the conventional feedforward decoupling and
proposed decoupling scheme is presented through simulation and experimental results that
vii
establish the effectiveness of the proposed method riding over its simplicity.
Finally, since the PI controller can yield limited performance, a dynamic controller
is designed for the IVCIM drive system. In the design process, iron-loss dynamics are
incorporated into induction motor model to fetch benefit through better performance. A
sequential design method is used for the controller design in which, first, the inner-loop
controllers are designed. The designed inner-loop controllers is then used for designing the
outer speed-loop controller. The proposed design employs ILMI based 𝐻∞ control design
for dynamic output feedback controller that makes stator currents and speed response to
be robust against disturbances. A comparison among proposed dynamic controller design,
PI controller and compensator design is shown using simulation and experimental results
demonstrate enhanced performance of the proposed controller and suitability for industrial
purpose.
Keywords: Induction motor; indirect vector control; rotor resistance; equilibrium
point; bifurcation phenomenon; speed-loop; current-loop; proportional integral
control; iterative linear matrix inequality; decoupling; sensitivity; dynamic controller.
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𝑖α𝑠, 𝑖β𝑠 Stator current components
in αβ coordinates (Clarke’s Transformation) A
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𝜓α𝑟, 𝜓β𝑟 Rotor flux components
in αβ coordinates (Clarke’s Transformation) Wb
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𝐾𝑝𝜔 Speed-loop proportional gain
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Indirect vector control (IVC) of induction motor (IM) drives is used in industrial applications
where high performance is required [5, 6]. Parameters of IM such as resistance, inductance
may vary with temperature, ageing and other environmental reasons [7]. The IVC scheme is
sensitive to changes in parameters, controller design and motor losses. These variations,
particularly the rotor resistance variation, may lead to input-output torque nonlinearity,
saturation of the machine and coupling of torque, flux component of stator currents [8, 9].
For minimizing the effect of this variation, several rotor resistance estimation schemes have
been developed in [10–12]. However, an improper estimation may degrade the dynamic
performance and lead to create bifurcation or chaos in control operation [9, 13–18]. In most
of the industries, the classical proportional integral (PI) controller is preferred for IVCIM due
to its simple structure and effectiveness [1, 3, 19]. The tuning of PI gains is important since
rotor resistance and load variations may degrade performance. Owing to complex dynamics
as induced by stator currents coupling, PI design is not straightforward. This current coupling
increases with the motor speed and create non-smoothness of the torque response [4, 20].
Therefore, typically, a feedforward decoupling scheme is used to compensate the coupled
terms [21]. However, it increases complexity and signal processing burden on the system.
Although the PI controller is simple in structure, the tuning scheme can only bring some
limited performance. Such limitations may cause large current overshoot for a sharp change
in motor speed and load torque. A dynamic controller may overcome this limitation and can
improve the performance of the motor.
1.2 Motivation
The rotor resistance variation may cause detuning in the indirect vector controlled
induction motor (IVCIM) system [9]. Many rotor resistance estimation methods have been
addressed [10–12, 22, 23] to compensate such detuning. However, the estimated resistance
may vary beyond the stability limit of IM operation. Such detuning induce bifurcations into
IM dynamics in steady-state. Mainly two types of bifurcations are observed:
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1. PI tuning independent bifurcation (saddle node bifurcation (SNB))
2. PI tuning dependent bifurcation (Hopf bifurcation (HB), Bogdanov–Takens
bifurcation (BTB), Zero–Hopf bifurcations (ZHB))
These bifurcations not only induce oscillations in IM dynamics, but also increase stator
currents to very high value and may stall motoring operation. A priori knowledge of
allowable stable rotor resistance variation range and suitable PI tuning may avoid these
bifurcations. However, in existing literature, such bifurcations are not analyzed in detail
and existing PI tuning rules to avoid these are limited to low load conditions.
The dynamic operation of IVCIM is also affected due to change in rotor resistance.
Several modified controllers have been designed to improve the dynamic behavior of IM.
However, these existing techniques are either based on reduced order model and decoupled
design of inner current-and outer speed-loop controllers. In addition, a performance based
PI controller design still not well reported in literature.
The IM dynamics are inherently coupled. In high speed applications, change in
one reference quantity (either flux current or torque current) affects the other one. For
mitigating the coupling affects, various type of decoupling schemes have been developed
in literature. However, such techniques are based on modification or additional arrangement
into conventional IVCIM. In addition, among these supplementary control methods, the
simplest one is the feedforward decoupling. The decoupling is primarily affected by
inner-loop current controller gains. A suitable choice of inner-as well as outer-loop PI
gains may reduce the coupling effect and can improve (fast and smooth torque response)
the dynamic operation of IVCIM.
For a sharp change in load and reference speed, a PI controller does not yield smooth
response. A dynamical controller can overcome this limitation. In addition, IM also suffers
from losses e.g. iron losses, stray losses, etc. Among these, the iron loss is considered to have
more impacts on dynamic and steady-state behavior of IVCIM system. In existing literature,
several reduced order model based controllers (decoupled structure) are designed to mitigate
the affect of iron loss. However, a simple and dynamic performance based controller design,
which consider parameter variations as well as iron loss dynamics has not been reported so
far.
1.3 Main Objectives of the Thesis
A detailed stability analysis as well as robust controller design is in need to minimize the
effects of the rotor resistance variation and improve the dynamic performance of IVCIM.
The present work attempts to meet the following objectives.
• To determine the bifurcation conditions and its behavior on IM dynamics in order to
obtain stability condition for rotor resistance variation and suitable outer speed-loop
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gains that may avoid the bifurcations into IVCIM system.
• To devise methods for analysis considering full-order IM model.
• To improve the dynamic performance against the rotor resistance variation by robust
design of current and speed-loop controllers.
• To investigate designing the PI controllers in order to minimize the dynamic coupling,
possibly without any additional arrangement, e.g., feedforward decoupler.
• To design a higher-order dynamic controller compared to the conventional PI one for
minimizing the affects of iron loss and parameter variations.
1.4 Thesis Layout
The thesis is organized in seven chapters. The contents of these chapters are summarized
below:
Chapter 2 deals with the introduction to IM modeling. The most commonly used
stationary and synchronous reference frame model for IM is discussed. The mathematical
development of these models is also presented. Conventional control techniques comprising
V/f, direct and indirect and DTC control with their principle of operation are briefed. A
comparison among these techniques is also included.
Chapter 3 presents bifurcation analysis of the general and classical IVCIM in detail.
SNB, HB, BTB and ZHB are analyzed with the occurrence conditions and bifurcations
curves. An algorithm is constructed to determine the bifurcation points. These points are
further used to obtain the PI tuning to avoid them. Experimental results are also presented
to validate the analysis.
Chapter 4 covers the dynamic performance based concurrent PI tuning for current and
speed-loop controllers in IVCIM. The design problem is framed inMIMO system framework
involving full-order IM dynamics. An 𝐻∞ based ILMI algorithm is used to obtain the
controller gains. Experimental validation along with comparison to existing works are also
presented.
Chapter 5 contains the development of robust PI control design technique for IVCIM
to minimize the coupling affects. The feedforward decoupler and coupling sensitivity of
the system with respect to current controller gains is presented. The dominating coupling
terms are taken as performance measure to design the controller gains. 𝐻∞ performance
based ILMI algorithm (given in Chapter 4) is used to tune the controllers. Experimental
validation of the proposed technique with comparison to the feedforward decoupling are
demonstrated.
Chapter 6 presents a dynamic control design technique for IVCIM to overcome the
limitations of the PI controller. It also improves the dynamic performance of the IVCIM
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subjecting to iron loss and variation in rotor resistance. The controller is designed in the
sequential control design framework. First, inner-loop controller is designed. The designed
inner-loop current controller is then used for designing the outer speed-loop controller.
The 𝐻∞ based ILMI algorithm (given in Chapter 4) is used to determine the controller
parameters. The IVCIM dynamics response with the proposed dynamical controller are
compared with the existing PI controller using simulation as well as experimental works.
Chapter 7 presents a summary of the thesis contributions and contains the proposed
future works.
Chapter 2
Modeling and Control of Three-Phase
Induction Motor
2.1 Introduction
In most of the industrial applications, variable speed drives (VSD) are used in electrical
and/or hybrid vehicles, pumps, elevators, ventilation, air conditioning, fans, robotics,
machine tools, ship propulsion and rolling mills. In VSD, such applications are compiled
with control of three types of motors dc, induction and synchronous. Among these motors,
the dc motor control is simplest and have been preferred in fast torque and low speed
applications [24]. However, owing to higher cost (due to commutator and brush assembly)
and regular maintenance its applications are limited [25]. Whereas, due to cheaper cost,
longer life, less maintenance, and development of semiconductor technology (e.g., insulated
gate bipolar transistor) with fast signal processing (e.g., digital signal processor), three-phase
IMs have been replaced dcmotors [26–32]. Thesemotors have coveredmost of the industrial
use and hence helping in saving electrical energy.
In the next section, mathematical models and control techniques for Induction motor
are covered. First, an equivalent model of three-phase IM in two-phase is derived. The
two-phase model is represented in stationary and synchronous reference frames.
2.2 Induction Motor (IM) Modeling
The IM modeling is made with the underneath assumptions:
1. Both the stator and rotor windings are arranged symmetrically, wye connected, have
three-phase and two poles.
2. The following are neglected: the dynamics associated with nonlinear magnetic
circuits; the harmonic content of the magneto motive force (MMF) wave; variation
in rotor resistance due to change in temperature and frequency.
Fig. 2.1 shows the schematic diagram of a two-pole, three-phase IM. The IM works on the
principle that when stator windings are connected to a three-phase supply, a rotatingmagnetic
5



















Figure 2.1: Schematic representation of a two-pole, three-phase IM.
field is generated into the air-gap. This magnetic field is rotated with the synchronous speed
ω𝑒. The rotor part is short-circuited. Themagnetic field induces a voltage into rotor windings
that generates rotor current. When the generated rotor current is interacted with the air gap
magnetic field, torque is produced. The rotor starts to rotate in a direction such that the
relative speed between rotating magnetic field and rotor windings is reduced. In steady-state,
the rotor is rotated with the speed, which is closer to its synchronous speed. If the rotor speed
is matched with the synchronous speed, then the induced voltage and rotor current become
zero and hence motor does not produce any torque. The difference between synchronous
speed and rotor electrical speed is termed as a slip. It is defined mathematically as:
𝑆 = ω𝑒 − ω𝑟ω𝑒
(2.1)
The three-phase stator voltage equations for the IM in stationary reference frame which













where 𝑖𝑎𝑠, 𝑖𝑏𝑠 and 𝑖𝑐𝑠 are the phase currents for each stator phase 𝑎, 𝑏 and 𝑐, respectively;
ψ𝑎𝑠, ψ𝑏𝑠 and ψ𝑐𝑠 defines the linkage flux associated with corresponding phase; 𝑅𝑠 defines
the stator phase resistance.
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Similar to the stator side, the instantaneous rotor voltage equations for the stationary













where phase currents, linkage fluxes and rotor phase resistance for the rotor phase are defined
similarly to the stator phases.
Note that, the further development of modeling for a different number of poles can be
determined by simply multiplying the number of poles to the torque equation.
2.2.1 Two-Phase Transformation
Since the rotor windings are considered in agreement with the stator windings, the dynamics
analysis of IM in three-phase becomes complex. In the dynamical model of IM using
three-phase, some of the motor inductances are the functions of the rotor speed and as well
as vary with time [33]. A three-phase to two-phase transformation is used to minimize the
complexity associated with the three-phase differential equations. Clarke’s transformation
is used to convert a three-phase stationary machine into an equivalent two-phase stationary
machine (orthogonal components). In this transformation α𝑠 and α𝑟 correspond to stator
and rotor direct-axis components, whereas β𝑠 and β𝑟 correspond to the quadrature stator and
rotor components. However, the parameters are still time-variant. R. H. Park in 1920s has
given a transformation approach for electric machine to solve the above mentioned problem.
In his formulation, variables which are linked with stator side are transformed to a rotating
frame as fixed with the rotor. Using this proposed transformation, all time-dependent
inductances corresponding to electric circuits in relative motion and with varying magnetic
reluctance are eliminated [33]. For the rotor side, all the variables appear as of constant
values.
2.2.2 Axes Transformation
The three-phase variables can be transformed into stationary reference frame using Clarke’s
transformation. The Clarke’s transformed quantities are represented byα and β components,
respectively. Both components are orthogonal to each other and in the steady state have the
sinusoidal form.
The criterion to transform three-phase stationary frame to two-phase stationary frame and
two-phase stationary to two-phase synchronous frame is shown in Fig. 2.2. The synchronous
frame is rotating with speed ω𝑒 in the stationary reference frame. The relative speed between
the rotor (position angle θ𝑟) and the synchronous reference frame (position angle θ𝑒) isω𝑠𝑙 =
7

















Figure 2.2: Three-phase to two-phase transformation.
ω𝑒 − ω𝑟. The transformation corresponding to Clarke’s as shown in Fig. 2.2 is given as:
gβα0 = Zβαg𝑎𝑏𝑐 (2.4)




















Here, 𝑔 can be any variable among voltage, current, flux linkage and electric charge. The
term 23 indicates the per phase power invariant form.
Note that, the zero variables are not associated with the stationary reference frame. These
are added to ensure reversibility of the transformed variables.
















The Park’s transformation introduces a new analysis which eliminates all the dynamical
inductances (Varying with time) from the three-phase IM voltage equations. It is caused
by transformations of all stationary framed quantities to synchronous reference frame
corresponding to Fig. 2.2. The Park’s transformed quantities are represented by 𝑑 (direct)
and 𝑞 (quadrature) components, respectively. Park’s transformation is given as:
g𝑞𝑑0 = Z𝑞𝑑g𝑎𝑏𝑐 (2.6)
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where






cos(θ𝑒) cos(θ𝑒 − 2𝜋3 ) cos(θ𝑒 + 2𝜋3 )










Here, θ𝑒 represent the angular displacement for the rotating reference frame.
Similar to Clarke’s transformation, the inverse of the Park’s transformation can be







cos(θ𝑒 − 2𝜋3 ) sin(θ𝑒 − 2𝜋3 ) 1




Park’s transformation is usually made first by transforming the three-phase quantities
through Clarke’s transformation and then one rotation. The following equations shows the
relation between Park and Clarke transformation:
[𝑔β𝑔α












2.2.3 Stationary Reference Frame Model
The three-phase IM model equations (2.2) and (2.3) with flux linkage expressions from [33]


















ψα𝑠 =𝐿𝑙𝑠𝑖α𝑠 + 𝐿𝑚𝑖α𝑚
ψβ𝑠 =𝐿𝑙𝑠𝑖β𝑠 + 𝐿𝑚𝑖β𝑚
ψα𝑟 =𝐿𝑙𝑟𝑖α𝑟 + 𝐿𝑚𝑖α𝑚
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where 𝑖α𝑚 = 𝑖α𝑠 + 𝑖α𝑟 and 𝑖β𝑚 = 𝑖β𝑠 + 𝑖β𝑟.
The equivalent circuit diagram for the stationary reference frame IM model is shown in
































Figure 2.4: α equivalent IM model for stationary reference
frame.
The above IM model (2.10)-(2.11) is comprised of stator currents, rotor fluxes and rotor
currents. Practically, rotor currents are difficult to measure. These currents can be estimated
from the rotor fluxes. Whereas rotor fluxes can be easily expressed in terms of stator currents
using (2.11). Hence by solving (2.10)-(2.11) in terms of stator currents and rotor fluxes, the





















−𝑎 0 𝑏σ 𝑏ω𝑟
0 −𝑎 −𝑏ω𝑟 𝑏σ
σ𝐿𝑚 0 −σ −ω𝑟
































𝑏 = 𝐿𝑚𝐿𝑟𝐿𝑠 − 𝐿2𝑚
, 𝑐 = 𝐿𝑟𝐿𝑟𝐿𝑠 − 𝐿2𝑚
and σ = 𝑅𝑟𝐿𝑟
.
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Here σ represents the inverse of the rotor time constant and 𝑠 denotes the Laplace operator.
2.2.4 Synchronous Reference Frame Model


















ψ𝑑𝑠 =𝐿𝑙𝑠𝑖𝑑𝑠 + 𝐿𝑚𝑖𝑑𝑚
ψ𝑞𝑠 =𝐿𝑙𝑠𝑖𝑞𝑠 + 𝐿𝑚𝑖𝑞𝑚
ψ𝑑𝑟 =𝐿𝑙𝑟𝑖𝑑𝑟 + 𝐿𝑚𝑖𝑑𝑚




where 𝑖𝑑𝑚 = 𝑖𝑑𝑠 + 𝑖𝑑𝑟 and 𝑖𝑞𝑚 = 𝑖𝑞𝑠 + 𝑖𝑞𝑟.
The equivalent circuit diagram for the synchronous rotating reference frame IM model
is shown in Fig. 2.5 and Fig. 2.6.
Similar to the stationary reference frame model (2.12), the IM model with stator currents





















−𝑎 ω𝑒 𝑏σ 𝑏ω𝑟
−ω𝑒 −𝑎 −𝑏ω𝑟 𝑏σ
σ𝐿𝑚 0 −σ ω𝑒 − ω𝑟



























(𝑖𝑞𝑠ψ𝑑𝑟 − 𝑖𝑑𝑠ψ𝑞𝑟) (2.16)
The expression for the speed computation of the rotor is given by
𝐽 𝑑ω𝑚𝑑𝑡 = 𝑇𝑒 − 𝑇𝐿 (2.17)
where ω𝑚 represents the mechanical speed of the motor.










































Figure 2.6: 𝑑 equivalent IM model for synchronous reference
frame.
Due to the presence of viscous friction, the motor speed is modified as
𝐽 𝑑ω𝑟𝑑𝑡 = 𝐾𝑚(𝑇𝑒 − 𝑇𝐿) − 𝐵𝑚ω𝑟 (2.19)
where 𝐵𝑚 represents the viscous friction coefficient.
The IM model combined with speed dynamics is obtained as
𝑑𝑖𝑑𝑠
𝑑𝑡 = − 𝑎𝑖𝑑𝑠 + ω𝑒𝑖𝑞𝑠 + 𝑏σψ𝑑𝑟 + 𝑏ω𝑟ψ𝑞𝑟 + 𝑐𝑣𝑑𝑠
𝑑𝑖𝑞𝑠
𝑑𝑡 = − ω𝑒𝑖𝑑𝑠 − 𝑎𝑖𝑞𝑠 − 𝑏ω𝑟ψ𝑑𝑟 + 𝑏σψ𝑞𝑟 + 𝑐𝑣𝑞𝑠
𝑑ψ𝑑𝑟
𝑑𝑡 =σ𝐿𝑚𝑖𝑑𝑠 − σψ𝑑𝑟 + (ω𝑒 − ω𝑟) ψ𝑞𝑟
𝑑ψ𝑞𝑟
𝑑𝑡 =σ𝐿𝑚𝑖𝑞𝑠 − (ω𝑒 − ω𝑟)ψ𝑑𝑟 − σψ𝑞𝑟











Next, the different control schemes V/f or scalar control, vector control, direct torque control
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of IM as required for various industrial applications are reviewed.
2.3 Control Techniques for Induction Motor
The IM can be controlled by scalar or V/f control [34–39], vector control [6, 40–49], and
direct torque control [50–55] which devise the performance of the drive system. V/f control
is a conventional control scheme, which produces minimum steady state error for the IM
drive. However, its torque response is sluggish. Vector control provides precise and fast
torque control and a better alternative of V/f control (scalar control). Vector controlled
induction motor (VCIM) drives are widely used in industries where reliability and high
performance are the main concerns [5, 33]. On the other hand, the DTC is an advanced
version of vector control. It is a sensorless control (does not require speed feedback
information). The torque of IM is controlled directly rather than indirect manner as in vector
control.
2.3.1 Volts/Hz or V/f Control
The motors powered with 50 Hz supply are operated at constant speed applications. V/f
control is used to maintain the motor speed as constant. Its principle is based on maintaining
the constant stator flux. This control technique is derived by applying steady state condition
on (2.13) as
𝑣𝑠 = 𝑅𝑠𝑖𝑠 + ω𝑒ψ𝑠 (2.21)
where ψ𝑠 is the stator flux, 𝑣𝑠 and 𝑖𝑠 is either direct or quadrature component of respective
stator voltage and stator current. If the stator resistance voltage drop is neglected for high





From (2.22), it is depicted that for any speed variations one requires to change the stator
voltage to maintain the constant flux ψ𝑠 = 𝑣𝑠/ω𝑒. The V/f control scheme block diagram is
given in Fig. 2.7.
The motor is powered from a rectifier, and a three-phase inverter. The control action
works without any feedback input. The reference quantity ω𝑒𝑟𝑒𝑓 ≃ ω𝑟 where slip speed
ω𝑠𝑙 is considered as negligible. This ω𝑒𝑟𝑒𝑓 is further integrated to generate the position
angle θ𝑒 for the reference signals. The voltage signal 𝑣𝑠 for three-phase command signal is
obtained from ω𝑒𝑟𝑒𝑓 and a gain factor 𝐿. For making the controller suitability on low speed
applications, a boost voltage 𝑣0 is added. The effect of this boosting becomes negligible at
higher ω𝑒𝑟𝑒𝑓 . This arrangement makes the flux ψ𝑠 as constant. Besides the simplicity of V/f
control implementation, it has certain disadvantages. In V/f control, when 𝑇𝐿 is changed,
ω𝑟 is also changed by some amount. Hence, it is difficult to achieve precise speed control.
13








































Figure 2.7: V/f Control scheme for IM.
This limit may be suitable for the applications like fan and pump drives. Moreover, when
ω𝑒𝑟𝑒𝑓 is varied in a large step, the drive may become unstable.
2.3.2 Vector Control
Although the V/f control strategy for the IM is easy to implement, it makes the torque
response sluggish. In V/f control strategy, a coupling exists between torque and flux
response. As a consequence, if slip is increased to increase the torque, the flux is reduced.
Even though if a flux controller loop is applied for compensating this reduction, the
sensitivity of torque response is reduced. Hence response of motor is slowed down to
any change in reference frequency. To overcome the above problem, in early of 1970’s,
a vector control strategy has been invented [6]. In this control technique, an IM is controlled
analogously to a dc motor. This strategy is explained in Fig. 2.8.
The torque response of a separately excited dc motor is given by
𝑇𝑑𝑐 = 𝐾𝑓𝐼𝑓𝐼𝑎 (2.23)
where 𝐾𝑓 is a constant term, 𝐼𝑓 is the field component of current and 𝐼𝑎 is the torque
component of current.
In a dc motor, both components of current produce orthogonal flux components. Hence,
any change in field current does not affect torque current and vice versa. Due to this inherent
decoupling, the dc motor produces a fast transient response. In the vector control, stator
current 𝑖𝑑𝑠 behaves as dc motor field current 𝐼𝑓 , whereas 𝑖𝑞𝑠 works similar to torque current
𝐼𝑎. This decoupling control can be achieved if 𝑖𝑑𝑠 is oriented in the direction of rotor flux
ψ̂𝑟 = ψ𝑑𝑟 (ψ𝑞𝑟 = 0) and 𝑖𝑞𝑠 is orthogonal to 𝑖𝑑𝑠 as shown in Fig. 2.9. As a consequence,
when flux is controlled using 𝑖𝑑𝑠𝑟𝑒𝑓 , it affects 𝑖𝑑𝑠 only. On the other hand, when 𝑖𝑞𝑠𝑟𝑒𝑓
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(b) Current vectors in vector controlled induction motor









Figure 2.8: Current vectors in dc motor and IM.
is changed, it affects 𝑖𝑞𝑠 only. Here 𝑖𝑑𝑠𝑟𝑒𝑓 and 𝑖𝑞𝑠𝑟𝑒𝑓 are the flux and torque reference
current components. In general, implementation of vector control scheme requires speed
information which is either estimated [56–59] or measured by an encoder [60, 61], stator
currents, motor parameters and rotor flux position (θ𝑒). The rotor flux position information
is utilized to generate the rotating reference unit vectors for the flux and torque component
of current such that IM behaves similarly to a dc motor.
Vector control of IM is implemented by two methods direct [28, 62–69] and indirect [70–
78]. Both the strategies are distinguished by the procedure of generating the angle or unit
vectors (cos(θ𝑒), sin(θ𝑒)) as required for alignment of 𝑖𝑑𝑠 and 𝑖𝑞𝑠 orthogonal to each other.























Figure 2.9: Principle of vector control technique.
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and feedback loops are required, (ii) it is possible to operate the motor near zero-speed and
(iii) better torque performance [7, 79].
Direct Vector Control
The rotor flux oriented direct vector control strategy is shown in Fig. 2.10. The reference
flux ψ𝑑𝑟𝑟𝑒𝑓 is compared with the estimated rotor flux ψ̂𝑟 and fed to the PI controller. The
output of this controller (𝑖𝑑𝑠𝑟𝑒𝑓) is subtracted from the flux component of current 𝑖𝑑𝑠. The
torque reference current 𝑖𝑞𝑠𝑟𝑒𝑓 as obtained from the output of the speed-loop PI controller is
subtracted from the torque component of current 𝑖𝑞𝑠. The corresponding error signals are fed
to the respective PI controllers, which yields direct and quadrature stator voltage components
𝑣𝑑𝑠 and 𝑣𝑞𝑠, respectively. These voltages are further converted into three-phase stationary
frame using rotor position θ𝑒 as obtained from estimated ψα𝑟 and ψβ𝑟. These rotor fluxes are
estimated from the mathematical model using stator currents 𝑖α𝑠, 𝑖β𝑠 and/or stator voltages


























































Figure 2.10: Direct vector control of IM.
In general, two techniques are used to estimate ψα𝑟 and ψβ𝑟, one is called as voltage
model and the other one is termed as the current model. In the voltage model based flux
estimation techniques, rotor fluxes are estimated from 𝑣α𝑠 and 𝑣β𝑠 as obtained from (2.10)
and (2.11). However, this method has limitations to be used at low speed and is affected by
variation in𝑅𝑠 due to temperature. At low speed, the voltage drop across the stator resistance
dominates the voltage signals 𝑣α𝑠 and 𝑣β𝑠 and hence flux estimation is affected. On the other
hand, in the current model based estimation the rotor fluxes are estimated directly from (2.10)
and (2.11) in terms of 𝑖𝑑𝑠 and ω𝑟. This current model is suitable for high as well as at low
16
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and ψ̂𝑟 = √(ψ2α𝑟 + ψ2α𝑟) (2.24)
When (2.24) is used for vector rotation, the synchronous frame flux components becomes
ψ𝑑𝑟 = ψ̂𝑟 and ψ𝑞𝑟 = 0. The corresponding torque expression (2.21) becomes
𝑇𝑒 = 𝐾𝑡𝑖𝑞𝑠ψ𝑑𝑟 (2.25)
Note that, the above torque expression (2.25) is in agreement with the dc motor torque
response (2.23). Hence using vector control technique an IM can be controlled similar to
a dc motor.
Indirect Vector Control
The indirect vector control (IVC) scheme principle differs from the direct one in the sense
of unit vectors generations. The unit vectors (cos(θ𝑒), sin(θ𝑒)) are generated in feedforward
fashion. The IVC scheme is shown in Fig. 2.11 where γ = 1σ , 𝑇𝑟𝑒 is the torque reference
as the output of the outer speed-loop PI controller. In IVC scheme, flux estimation is not
required and it provides inherent decoupling rather than direct one. However, the rotor
resistance variationmay cause detuning of IVC scheme and leads to bifurcations if avoidance

























































Figure 2.11: Indirect vector control of IM.
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The rotor pole position is determined as
θ𝑒 = ∫(ω𝑒)𝑑𝑡 = ∫(ω𝑟 + ω𝑠𝑙)𝑑𝑡 (2.26)
where ω𝑠𝑙 = σ𝐿𝑚𝑇𝑟𝑒𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓 and θ𝑠𝑙 = ∫(ω𝑠𝑙)𝑑𝑡 is the slip angle between the synchronously
rotating reference frame and the rotor reference frame. The angle between stator reference
frame and rotor reference frame is θ𝑟 = ∫(ω𝑟)𝑑𝑡.
The independent control of motor using IVC approach is derived in the following way.
From (2.20), the rotor flux equation in synchronously rotating reference frame is written as
𝑑ψ𝑑𝑟
𝑑𝑡 =σ𝐿𝑚𝑖𝑑𝑠 − σψ𝑑𝑟 + (ω𝑒 − ω𝑟) ψ𝑞𝑟
𝑑ψ𝑞𝑟
𝑑𝑡 =σ𝐿𝑚𝑖𝑞𝑠 − (ω𝑒 − ω𝑟)ψ𝑑𝑟 − σψ𝑞𝑟.
(2.27)
For the independent control, it is desired that
ψ𝑑𝑟 = ψ̂𝑟 and ψ𝑞𝑟 = 0. (2.28)
Substituting (2.28) into (2.27), one gets the following equations which governs the IVC
operation




The corresponding torque equation is similar to (2.25).
2.3.3 Direct Torque Control
After the vector control technique, in the mid 1980’s, a new control technique was developed
for the voltage-fed pulse width modulation (PWM) drives. This technique is termed as direct
torque and flux control (DTFC) or direct self-Control (DSC) [80, 81]. This control technique
provides faster torque response as compared to the scalar and the vector control strategies.
Fig. 2.12 shows the principle of DTC technique. The reference stator flux ψ̂𝑠𝑟𝑒𝑓 and
torque command 𝑇𝑟𝑒𝑓 are compared with the estimated values and the corresponding error
signals are applied to hysteresis controllers. The hysteresis controller for the flux errors gives
two level digital output as:
𝐻𝑠ψ =1, if 𝑒ψ > 𝐻𝑠𝑏ψ,
𝐻𝑠ψ = − 1, if 𝑒ψ < −𝐻𝑠𝑏ψ
} (2.30)
where 𝐻𝑠𝑏ψ=hysteresis bandwidth. The estimated flux ψ̂𝑠 follows the command flux ψ̂𝑠𝑟𝑒𝑓
in a zigzag path due to hysteresis band. On the other hand the torque control loop has three
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Figure 2.12: Direct torque control of IM.
level digital output as:
𝐻𝑠𝑇𝑒 =1, if 𝑒𝑇𝑒 > 𝐻𝑠𝑏𝑇𝑒 ,
𝐻𝑠𝑇𝑒 = − 1, if 𝑒𝑇𝑒 < −𝐻𝑠𝑏𝑇𝑒 ,




The stator flux and angle information are estimated using (2.10). The corresponding sector
is determined from this angle in which stator flux ψ𝑠 resides. On the basis of hysteresis
controller output and sector information, a suitable voltage vector is chosen from a look-up
table [6]. This voltage vector is given to the inverter which generates the corresponding
power signals to control the motor. Since both feedback signals (flux and torque) are
estimated from stator currents and voltage signals, hence DTC represents inherent sensorless
control.
2.4 Control Techniques Comparison
The V/f control for IM is a simple and low cost technique as it does not require any feedback.
This control technique has the following limitations:
• It is limited for low precision control applications like pumps and fans.
• It is not an automatic feedback control. Whenever load is changed, one has to adjust
the voltage correspondingly, hence motor response is delayed.
• The torque response of the motor is coupled with the flux of the motor and hence
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gives sluggish response. The controlled torque response can not be achieved from V/f
control technique.
As compared to the V/f control, the vector control technique for IM is a closed-loop
control and it controls the IM similar to a dc motor. The torque response of the IM using
this control is decoupled inherently and it is controlled in an indirect manner. It provides a
precision control and has applications in distributed paper-making machines, rolling mills,
manufacturing assembly, hybrid electric vehicle. The vector control technique has the
underneath limitations:
• It is a feedback control hence it is costly as compared to the V/f control.
• The parameter variation affect the IM control.
• The PI tuning of three controllers is a tedious task.
As compared to the vector control, the DTC control is less complex. It does not requires
speed information and provides a faster torque response. However, it has following
limitations:
• Starting of the motor using DTC is difficult as at low speed, estimation errors in stator
resistance dominates stator voltages.
• For precise torque control, current sensors must be of high quality and hence cost is
increased as compare to the vector control.
• The torque and flux responses usingDTC are not smooth, ripples are higher as compare
to the vector control.
2.5 IM Controller Under Study
Vector control technique for IM yields decoupled torque response than the V/f control. It is
a cheaper scheme compared to the DTC one, which requires accurate current sensors that
are costly. The IVC is more popular than the direct one owing to high performance and
simplicity in the design. In this thesis, stability analysis and controller design are carried
out for IVCIM considering synchronous reference frame IM model (2.20), as will be shown
later.
2.6 Chapter Summary
In this chapter, reference frame theory and IM modeling have been discussed. Further,
different control techniques 𝑉 /𝑓 , vector and direct torque schemes have been presented.
The limitations of these control schemes have been addressed. Although DTC scheme is an
Chapter 2 Modeling and Control of Three-Phase Induction Motor
advanced technique of controlling IM, IVC is preferred in industries due to cost effectiveness
and smoother torque response. In the next chapter, the rotor resistance variation effect on
IVCIM is studied in detail to avoid detuning and bifurcation phenomenon.
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Chapter 3
A Numerical Bifurcation Analysis of
IVCIM
3.1 Introduction
IVCIM [1, 2, 6, 56, 57] is widely used in industries for its high torque performance.
The parameters of an IM may vary with temperature [7], aging, estimation error (due to
malfunctioning of assessment algorithms [11, 12]) and other environmental reasons. The
IVCIM dynamics is sensitive to variations in the motor parameters, such as rotor resistance,
stator resistance, mutual inductance, inertia and mechanical load torque. Such variations
may deteriorate steady-state as well as the dynamic performance of the drive system and
may induce bifurcations [9, 82] in the motor dynamics that leads to large stator current,
stalling or even permanent damage of the motor. Accurate prediction of such bifurcations
can be utilized for (i) assessing the stability and robustness, (ii) obtaining the limiting control
gains while tuning [13], (iii) protection against limiting variations in rotor resistance and its
estimation [9], (iv) avoiding comparatively dangerous bifurcations [83], (v) synthesis of
efficient controllers for different applications [84].
The effect of rotor resistance variation on the stability of IVCIM has been reported in [8].
In this work, it is shown that the IVCIM drive is globally asymptotically stable for any given
constant load torque if the rotor resistance is ideally known or the variation is small enough.
The outer speed-loop design rule is also obtained to ensure local asymptotic stability for
any value of the rotor resistance. An offline tuning process for the speed-loop is developed
in [85] to ensure global stability for maximum variation in the rotor resistance. In [9], a SNB
is observed due tomismatch in rotor resistance under certain load conditions. The occurrence
of such bifurcation is found to be independent of outer speed-loop proportional-integral (PI)
gains. On the contrary, the occurrence of HB [13, 14], codimension-two BTB and ZHB [15]
are found to be dependent on the speed-loop control gains and loading condition. In [15], a
computational tool AUTO has been used to study BTB and ZHB.
However, these studies [8, 9, 13–15] are mainly based on lower-order IM model
neglecting the stator current dynamics and less comprehensive for the loading condition.
For example, in [14], the rotor resistance estimation error seems to improve the stability of
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IVCIM system in presence of load. Such negligence may affect the bifurcation points and its
behavior. It also appears that prediction and avoidance method of HB at loading condition
has not been investigated so far.
In this chapter, a bifurcation study on PI controlled IVCIM is carried out by using a
full-order IM model that fills the gaps mentioned above. A general IVCIM (considering
variable reference current dynamics) [5, 16, 17] is considered for the purpose. Bifurcation
conditions of IVCIM are determined based on linearized model around the equilibrium
point. Experimental validation of HB with loading condition is also presented. Owing to
detailed analysis using a higher-order model, the following new observations are made:
(i) Computing bifurcation points is iterative since the equilibrium point depends on the
bifurcation parameter. (ii) SNBmay happen at underestimation of rotor resistance, (ii) HB is
more prominent than the SNB at higher loading, (iii) Higher proportional and lower integral
gain in the speed-loop leads to avoidance of HB and ZHB. The results can be effectively
used for predicting bifurcation behavior and in setting limits on PI controller gains while
tuning.
The structure of this chapter is organized as follows: Section 3.2 presents the general
IVCIM model comprising of higher-order model (HOM), lower-order model (LOM) and
linearization around the equilibrium point. Bifurcation analysis of SNB and HB, BTB and
ZHB along with developed algorithm is provided in Section 3.3. Further, this bifurcation
analysis is extended for Classical IVCIM system in Section 3.4. Simulation and experiment
results are presented in Section 3.5 and Section 3.6, respectively. In the end, relevant
conclusions are pointed out in Section 3.7.
3.2 General IVCIM
A general IVCIM drive system [5, 16, 17] for speed regulation, is shown in Fig. 3.1. The
rotor speed is regulated by a PI speed control loop. The output of this controller is used
to generate the reference torque and flux components of the current. These references are
compared with the motor currents and applied to the current controllers that govern the input
voltage of the IM.
3.2.1 Higher-Order Model (HOM)
Following the IVCIM system in Fig. 3.1, the slip speed is given by
ω𝑠𝑙 =ασ𝐿𝑚𝑇𝑟𝑒 and 𝑇𝑟𝑒 = (𝐾𝑝ω + 𝐾𝑖ω ∫ 𝑑𝑡) (ω𝑟𝑒𝑓 − ω𝑟) (3.1)
where 𝐾𝑝ω and 𝐾𝑖ω are the speed controller gains and α = σ̂σ is a measure of slip speed
tuning (also called tuning gain) parameter for bifurcation. The perfect tuning is indicated by
the matched condition α = 1. In this work, variation in 𝑅𝑟 is only considered assuming 𝐿𝑟
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Figure 3.1: Indirect vector control of induction motor.
is constant, i.e., σ̂ = ?̂?𝑟/𝐿𝑟.




− ψ𝑞𝑟𝑇𝑟𝑒 and 𝑖𝑞𝑠𝑟𝑒𝑓 = ψ𝑑𝑟𝑇𝑟𝑒 (3.2)
where ψ𝑑𝑟𝑟𝑒𝑓 is the reference flux, ψ𝑑𝑟 and ψ𝑞𝑟 are the direct and quadrature components of
the rotor fluxes. Note that, the rotor fluxes in (3.2) are actually the estimates (see Fig. 3.1),
although the estimation error dynamics is neglected.
The stator voltages, following Fig. 3.1, can be written as
𝑣𝑑𝑠 = (𝐾𝑝𝑑 + 𝐾𝑖𝑑 ∫ 𝑑𝑡) (𝑖𝑑𝑠𝑟𝑒𝑓 − 𝑖𝑑𝑠)




where 𝐾𝑝𝑑 and 𝐾𝑝𝑞 are the proportional constants for the direct and quadrature current
components, respectively; 𝐾𝑖𝑑 and 𝐾𝑖𝑞 are the integral constants for the direct and
quadrature components, respectively.
The full-order IMmodel [6, Page 65](2.20) is used here. The state variables of the IVCIM
are defined as: 𝑥1 = 𝑖𝑑𝑠, 𝑥2 = 𝑖𝑞𝑠, 𝑥3 = ψ𝑑𝑟, 𝑥4 = ψ𝑞𝑟, 𝑥5 = (ω𝑟𝑒𝑓 − ω𝑟), 𝑥6 =
(𝐾𝑝ω + 𝐾𝑖ω ∫ 𝑑𝑡) (ω𝑟𝑒𝑓 − ω𝑟), 𝑥7 = ∫ (𝑖𝑑𝑠𝑟𝑒𝑓 − 𝑖𝑑𝑠)𝑑𝑡, 𝑥8 = ∫ (𝑖𝑞𝑠𝑟𝑒𝑓 − 𝑖𝑞𝑠)𝑑𝑡, where
𝑖𝑑𝑠 and 𝑖𝑞𝑠 are the direct and quadrature components of the stator current. Following Fig. 3.1,
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(3.1) and (3.2), the state-space model of the IVCIM system can be described as:
̇𝑥1 = −𝑎𝑥1 + [ω𝑟𝑒𝑓 − 𝑥5 + ασ𝐿𝑚𝑥6]𝑥2 + 𝑏σ𝑥3 + 𝑐𝐾𝑝𝑑 (𝐿−1𝑚 ψ𝑑𝑟𝑟𝑒𝑓 (3.4)
+𝐿−1𝑚 γψ̇𝑑𝑟𝑟𝑒𝑓 − 𝑥4𝑥6 − 𝑥1) + 𝑏(ω𝑟𝑒𝑓 − 𝑥5)𝑥4 + 𝑐𝐾𝑖𝑑𝑥7
̇𝑥2 = −[ω𝑟𝑒𝑓 − 𝑥5 + ασ𝐿𝑚𝑥6]𝑥1 − 𝑎𝑥2 − 𝑏(ω𝑟𝑒𝑓 − 𝑥5)𝑥3 + 𝑏σ𝑥4 (3.5)
+𝑐𝐾𝑝𝑞 [𝑥3𝑥6 − 𝑥2] + 𝑐𝐾𝑖𝑞𝑥8
̇𝑥3 = σ𝐿𝑚𝑥1 − σ𝑥3 + ασ𝐿𝑚𝑥4𝑥6 (3.6)
̇𝑥4 = σ𝐿𝑚𝑥2 − σ𝑥4 − ασ𝐿𝑚𝑥3𝑥6 (3.7)
𝐽 ̇𝑥5 = −𝐾𝑚 [𝐾𝑡(𝑥2𝑥3 − 𝑥1𝑥4) − 𝑇𝐿] + 𝐵𝑚(ω𝑟𝑒𝑓 − 𝑥5) (3.8)
𝐽 ̇𝑥6 = −𝐾𝑝ω[𝐾𝑚 [𝐾𝑡(𝑥2𝑥3 − 𝑥1𝑥4) − 𝑇𝐿] − 𝐵𝑚(ω𝑟𝑒𝑓 − 𝑥5)] + 𝐽𝐾𝑖ω𝑥5 (3.9)
̇𝑥7 = 𝐿−1𝑚 ψ𝑑𝑟𝑟𝑒𝑓 + 𝐿−1𝑚 γψ̇𝑑𝑟𝑟𝑒𝑓 − 𝑥4𝑥6 − 𝑥1 (3.10)
̇𝑥8 = 𝑥3𝑥6 − 𝑥2 (3.11)
Note that, the model (3.4)-(3.11) additionally includes the stator current dynamics (𝑖𝑑𝑠 and
𝑖𝑞𝑠) as compared to the reported ones in [9, 13–15]. Hence, we will refer this as HOM.
3.2.2 Equilibrium Point
For linearization of the nonlinear dynamics (3.4)-(3.11), its equilibrium point is obtained
next. Let, 𝑥𝑒𝑖 , 𝑖 = 1, ⋯ , 8, indicate the values of the states at the equilibrium point. For
determining the equilibrium point, the following assumptions are considered.
1. The reference flux ψ𝑑𝑟𝑟𝑒𝑓 is taken as constant.
2. At equilibrium ω𝑟 reaches ω𝑟𝑒𝑓 , i.e. 𝑥𝑒5 = 0.
3. 𝑇𝐿 is considered as constant.
Let us start with






− 𝑥𝑒1) . (3.13)





Then, from (3.6), one obtains
𝑥𝑒3 = 𝐿𝑚𝑥𝑒1(1 − α) + αψ𝑑𝑟𝑟𝑒𝑓 . (3.15)
Now, using (3.12) and (3.14) in (3.7), one gets
𝑥𝑒4 = 𝐿𝑚𝑥𝑒2(1 − α). (3.16)
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Now, by putting the values of 𝑥𝑒3, 𝑥𝑒4 and 𝑥𝑒2 from (3.15), (3.16) and (3.17) in (3.18), one
obtains the following relation:
(1 − α)𝐿2𝑚(𝑥𝑒1)2 − (1 − 2α)𝐿𝑚ψ𝑑𝑟𝑟𝑒𝑓𝑥𝑒1 − αψ2𝑑𝑟𝑟𝑒𝑓






By following (3.12)-(3.19), 𝑥𝑒7 and 𝑥𝑒8 can also be determined from (3.4) and (3.5). If α is












𝑙 = (1 − α)𝐿2𝑚, 𝑚 = −(1 − 2α)𝐿𝑚ψ𝑑𝑟𝑟𝑒𝑓 , (3.22)





Clearly, (3.21) has real solutions if, 𝑚2 − 4𝑙𝑛 ≥ 0, which can be written as
ψ2𝑑𝑟𝑟𝑒𝑓 − 4(





Therefore, existence of real 𝑥𝑒1 can be expressed, following (3.23), as:
2𝐿𝑚(𝐵𝑚ω𝑟𝑒𝑓 + 𝐾𝑚𝑇𝐿)
2𝐿𝑚(𝐵𝑚ω𝑟𝑒𝑓 + 𝐾𝑚𝑇𝐿) + 𝐾𝑚𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓
≤ α
≤ 2𝐿𝑚(𝐵𝑚ω𝑟𝑒𝑓 + 𝐾𝑚𝑇𝐿)2𝐿𝑚(𝐵𝑚ω𝑟𝑒𝑓 + 𝐾𝑚𝑇𝐿) − 𝐾𝑚𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓
.
(3.24)
Here, (3.24) yields a range for the estimated rotor resistance so that equilibrium point exists.
Also, the boundaries of this range provides the bifurcation points above and below the
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Table 3.1: Comparison of equilibrium point
State
equilibrium






α<1 α>1 α<1 α>1
𝑥𝑒1
(𝑖𝑑𝑠)

















Nonlinear Increases Decreases Nonlinear Decreases Decreases
𝑥𝑒4
(ψ𝑞𝑟)
Nonlinear Increases Increases Nonlinear Increases Increases
𝑥𝑒5
(ω𝑟𝑒𝑓-ω𝑟)
Constant Constant Constant Constant Constant Constant
𝑥𝑒6
(𝑇𝑟𝑒)







nominal value of α = 1 as shown in Section 3.3 later.
Table 3.1 shows a comparison between equilibrium point of classical IVCIM [9, 13–15]
and the general one. It can be seen that the equilibrium point (3.12)-(3.19) yields new features
with respect to variation in α. Due to consideration of 𝑖𝑑𝑠, 𝑖𝑞𝑠 and flux dynamics effect (3.2)
on the reference currents, the behavioral shift in equilibrium point from those obtained in
classical one is prominent as shown in Table 3.1. Therefore, the present equilibrium point
forα ≠ 1 exhibits different behavior than the model corresponding to the models of classical
IVCIM, e.g. in [9, 13–15].
3.2.3 Lower-Order Model (LOM)
Determining the characteristic equation corresponding to 8𝑡ℎ order HOM is complex. In the
operating frequency range of the fast current-loop controllers (larger bandwidth), the effect
of PI (having bi-proper transfer function) is same as the proportional one. Moreover, for
considerable 𝐾𝑝𝑑 and 𝐾𝑝𝑞 gains (zero location moving towards the origin), the effect of
integrator dynamics is small. Hence, the dynamics involving 𝐾𝑖𝑑 and 𝐾𝑖𝑞 are neglected.
Certain extents on the effect of these integrator dynamics are further elaborated through
the comparison of HOM and LOM dynamics in Fig. 3.2(c) (Section 3.3) and nonlinear
simulation results in Section 3.5. Note that, the LOM is having 6 states and still includes the
stator currents (𝑖𝑑𝑠 and 𝑖𝑞𝑠) as its states.
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3.2.4 Linearization
The linearization procedure is presented in Chapter A. The nonlinear IVCIM model is
linearized at the equilibrium point as
̇𝑥 = 𝐺𝑥 (3.25)
where 𝐺 = 𝐺𝐿𝑂𝑀 or 𝐺𝐻𝑂𝑀 represents the Jacobian matrix for the LOM or the HOM, as
















−𝑎 − 𝑐𝐾𝑝𝑑 ω𝑟𝑒𝑓 + ασ𝐿𝑚𝑥𝑒6 𝑏σ





































𝑏ω𝑟𝑒𝑓 − 𝑐𝐾𝑝𝑑𝑥𝑒6 −𝑥𝑒2 − 𝑏𝑥𝑒4 ασ𝐿𝑚𝑥𝑒2 − 𝑐𝐾𝑝𝑑𝑥𝑒4




















𝑐𝐾𝑖𝑑 0 0 0 0 0
0 𝑐𝐾𝑖𝑞 0 0 0 0
]
𝑇
, 𝐻21 = [
−1 0 0 −𝑥𝑒6 0 −𝑥𝑒4
0 −1 𝑥𝑒6 0 0 𝑥𝑒3
] .
Remark 1: In the above (particularly in (3.2)), the flux estimation error dynamics is
neglected. This is a standard assumption in literature, e.g. see [5, 11, 16, 17, 86, 87]. Further,
it may be noted that the error dynamics directly affect the 𝑖𝑑𝑠𝑟𝑒𝑓 and 𝑖𝑞𝑠𝑟𝑒𝑓 in (3.2) that can
be modeled as perturbation to the nominal system. Since stability boundaries are of interest
in the present study within which the system is exponentially stable, the above negligence
only leads to quantitative change in the behavior [88, Chapter 9]. In addition, both the
equilibrium point of the states (3.12)-(3.19) and the Jacobianmatrix in (3.26) are independent
of 𝑖𝑑𝑠𝑟𝑒𝑓 and 𝑖𝑞𝑠𝑟𝑒𝑓 that shows the behavioral aspects studied later is independent of the error
dynamics. However, depending on the degree of stability, the error dynamics effect may
vary [13].
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Remark 2: The linearized model (3.25) depends on the external input 𝑇𝐿 and hence
its stability behavior as well. Although the analysis is carried out considering constant 𝑇𝐿
(“frozen”parameter [88]), a time-varying 𝑇𝐿 may lead to quantitative change in the stability
behavior considering the same exponential stability of the system [13, 88].
3.3 Bifurcation Analysis of General IVCIM
The basic bifurcation concept and examples are shown in Chapter A. Bifurcation analysis
of the general IVCIM in Fig. 3.1 is carried out through the characterization of the linearized
model (3.25). In this regard, the difference between the behavior of HOM and LOM is
also studied. The following bifurcation definitions adopted from [88–90] are used for the
purpose.
Definition 1 With variation in system parameter(s),
1. if a single real eigenvalue crosses the imaginary axis then SNB occurs.
2. if a pair of complex eigenvalues crosses the imaginary axis satisfying transversality
condition then HB occurs.
3. if two real eigenvalues simultaneously cross the imaginary axis then BTB occurs.
4. if a pair of complex eigenvalues along with a real one cross the imaginary axis then
ZHB or fold-Hopf bifurcation (FHB) occurs.
In addition, transversality condition [89] is required for ensuring a change in sign of the
real part of a complex eigenvalue when crossing through the HB point. The corresponding
condition is d(𝑅𝑒(𝜆(α𝐻)))dα ≠ 0, where α𝐻 indicates the HB point. The detail of transversality
condition is given in Chapter A.
A 2.2 kW IM with parameters given in Table 3.2 [11] is considered for the bifurcation
study. The reference signals and controller parameters are taken, in general, if otherwise
not mentioned, as: ω𝑟𝑒𝑓 = 100 rad/sec, ψ𝑑𝑟𝑟𝑒𝑓 = 0.55 Wb, 𝐾𝑝ω = 0.2, 𝐾𝑖ω = 20,
𝐾𝑝𝑑 = 𝐾𝑝𝑞 = 60 and 𝐾𝑖𝑑 = 𝐾𝑖𝑞 = 2 × 104.
Note that, the IVCIM (3.4)-(3.11) for α ≠ 1 always has two equilibrium points within
the range (3.24). By checking the eigenvalues of 𝐺𝐻𝑂𝑀 , one obtains the stable equilibrium











2𝑙 if α > 1
(3.27)
At the limiting points of (3.24), the two equilibrium points collide with each other and then
disappear, which represents a SNB behavior [91].
29
Chapter 3 A Numerical Bifurcation Analysis of IVCIM
Table 3.2: IM Parameters for analysis
Notation Value Notation Value
𝑃 4 Ω𝑏 (rated speed) 1430 rpm
𝑅𝑠 0.877 Ω 𝑅𝑟 1.47 Ω
𝐿𝑠 0.165 H 𝐿𝑟 0.165 H




























































Figure 3.2: (a) Variation of eigenvalue. (b) Variation in α𝑠. (c) Bifurcation curves for α𝑠
with 𝑇𝐿.
3.3.1 Saddle-Node Bifurcation (SNB)
The α value that corresponds to SNB (following Definition 1) is denoted as α𝑠. For the
HOM,α𝑠 corresponding to lower and upper limit of (3.24) are denoted asα𝐻𝑂𝑀𝑠𝑙 andα𝐻𝑂𝑀𝑠𝑢 ,
respectively. Similarly, SNB points of LOM are denoted as α𝐿𝑂𝑀𝑠𝑙 and α𝐿𝑂𝑀𝑠𝑢 .
Note that, the equilibrium point (3.12)-(3.19) is dependent on α and thereby (3.25) as
well. Therefore, determination of α𝑠 is, in general, iterative. Let the stable equilibrium
point 𝑥𝑒𝑞(α) obtained at α = α𝑒𝑞, where α𝑒𝑞 represents the value of α at which the system
is linearized.
First, we consider demonstrating the variation of dominant eigenvalue of 𝐺𝐻𝑂𝑀 at
α𝑒𝑞 = 1. This is shown in Fig. 3.2(a), which depicts the occurrence of SNB with
α𝐻𝑂𝑀𝑠𝑙 = 0.581 and α𝐻𝑂𝑀𝑠𝑢 = 1.721 since one eigenvalue crosses through the origin. Note
that α𝑠 ≠ α𝑒𝑞 and hence is conservative. How α𝑠 is affected by varying α𝑒𝑞 is determined.
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Figure 3.3: (a) Variation of α𝐻 for 𝐾𝑖ω = 30. (b) Variation of α𝐻 for 𝐾𝑝ω = 0.2. (c)
Variation of eigenvalues w.r.t. α.
The effect is shown in Fig. 3.2(b). It is obtained that the two α values become equal at
α𝑒𝑞 = α𝐻𝑂𝑀𝑠𝑙 = 0.7857 and α𝑒𝑞 = α𝐻𝑂𝑀𝑠𝑢 = 1.3752. These α𝑠 are exactly the same where
the equilibrium point vanishes as per (3.24). Moreover, 𝑥𝑒𝑞(α) does not depend on 𝐾𝑝ω and
𝐾𝑖ω as observed in [9] as well.
Now, consider the characteristic equation of (3.25) for the LOM as
𝐻(𝜆) = 𝜆6 + 𝑝5𝜆5 + 𝑝4𝜆4 + 𝑝3𝜆3 + 𝑝2𝜆2 + 𝑝1𝜆 + 𝑝0 (3.28)
where 𝑝0, ⋯ , 𝑝5, are the coefficients that can be obtained from 𝐺𝐿𝑂𝑀 . Following the
Definition 1, SNB condition is
𝑝0(α) = 0 (3.29)
where 𝑝0(α) is a 4𝑡ℎ order polynomial for 𝑇𝐿 ≠ 0. An iterative procedure, Algorithm 1,
is used to obtain a solution of α satisfying (3.29). The convergence and accuracy of the
algorithm rely on the parameters 𝜀1 and 𝜀2. The convergence is slow for smaller 𝜀1 though
the accuracy on computing α may improve since the error is 𝑚𝑎𝑥(𝜀1, 𝜀2). Moreover, these
two parameters can be chosen independently with sign of 𝜀2 decides whether upper or lower
limit of SNB is attained.
Next, the impact of loading 𝑇𝐿 on α𝑠 is studied. The bifurcation loci in the parameter
space of 𝑇𝐿 − α𝑠 is shown in Fig. 3.2(c). It is observed that as 𝑇𝐿 is increased, the gap
between the upper (>1) and the lower (<1) limit is reduced. For 𝑇𝐿 < 3 N·m, α𝑠 is quite
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Algorithm 1 Algorithm for computing bifurcation parameter α
1: choose 𝐾𝑝ω, 𝐾𝑖ω, 𝐾𝑝𝑑 and 𝐾𝑝𝑞
2: assign α𝑒𝑞 = 1, μ>0, 𝜀1 > 0, 𝜀2
3: loop:
4: calculate 𝑥𝑒1 to 𝑥𝑒6 using (3.12)-(3.19)
5: while μ > 𝜀1||𝑖𝑚𝑎𝑔(𝑥𝑒1 = 0) do
6: obtain α𝑠 from (3.29)
7: compute μ = ∣α𝑠 − α𝑒𝑞∣




large which is of less practical significance and hence not shown. It can also be noticed that
both LOM and HOM depict similar behavior, but LOM one is conservative at smaller 𝑇𝐿.
Aforementioned observations thus lead to the following. - In the IVCIM (3.4)-(3.11), the
following occurs:
• For a given loading condition, boundary points of (3.24) are the SNB points.
• SNB appears for underestimation (α < 1) as well as overestimation (α > 1) of rotor
resistance from the nominal one (α = 1).
3.3.2 Hopf Bifurcation (HB)
The α value corresponding to HB is denoted as α𝐻 . Since it is difficult to obtain α𝐻 using
the HOM, α𝐻 corresponding to the LOM is only considered. The HB condition can be
obtained by applying Routh-Hurwitz criterion on (3.28) as
𝑓(α𝐻, 𝐾𝑝ω, 𝐾𝑖ω, 𝑇𝐿) = 𝑣4𝑣5 − 𝑝0𝑣3 = 0 (3.30)





















Unlike the SNB, it is well known that HB depends on the choice of the speed-loop gains [13,
14]. Our observation with this study is also the same. Algorithm 1 is again used to obtain
α𝐻 by solving (3.30) instead of (3.29).
Variation of α𝐻 for different choices of 𝐾𝑝ω and 𝐾𝑖ω = 30 is shown in Fig. 3.3(a). It
is detected that as 𝐾𝑝ω is increased, α𝐻 occurs at a higher value and hence improves the
stability of the IVCIM system. Next, effect of different choices of 𝐾𝑖ω for 𝐾𝑝ω = 0.2 is
considered. The corresponding result is shown in Fig. 3.3(b). In this case, increase in 𝐾𝑖ω
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has negative impact on stability. It can also be seen that there exists breakaway points after
which, α𝐻 increases drastically.
A variation of α𝐿𝑂𝑀𝑠𝑢 is also shown in Fig. 3.3(a)-(b). Breakaway points in the α𝐻
variations can be seen. These are the points where α𝐿𝑂𝑀𝑠𝑢 = α𝐻 . It happens because
succeeding a particular 𝑇𝐿, the SNB dominates over HB and hence α𝐻 occurs above α𝑠.
However, this α𝐻 is not of practical interest since stability is already lost due to the SNB. A
certain discrepancy in breakaway points is also observed in Fig. 3.3(b). It occurs since LOM
is used. Note that, importance of Fig. 3.3(a)-(b) is that for a given 𝑇𝐿, one can determine
suitable speed-loop gains to avoid the occurrence of HB. Moreover, since SNB is more
dangerous (it leads to larger oscillation phenomenon as compared to HB), the appearance
of HB for lower 𝑇𝐿 might work as a warning feature to avoid SNB.
A numerical verification of transversality condition for HB at a particular load through
eigenvalue crossing is shown in Fig. 3.3(c). It can be seen that as α changes from 1 to 2.7
at 𝑇𝐿 = 4 N·m, a pair of complex eigenvalues crosses to the right half plane at α𝐻 = 2.27
that satisfies the so-called transversality condition of the HB.
Next, variation in α𝐻 with respect to 𝑇𝐿 and α is determined. This is shown in Fig. 3.4.
It is spotted that initially for α = 1 as 𝑇𝐿 is increased, α𝐻 occurs comparatively at higher
value. Further increment in α causes α𝐻 to be smaller. It is also observed that α𝐻 jumps to
a higher value after the breakaway point. This phenomenon occurs because SNB dominates
over HB as shown by the region (ii) in Fig. 3.4. The highlighted line in portion (i) in Fig. 3.4












αxfor    (  )e
Figure 3.4: Variation of α𝐻 with 𝑇𝐿 for different α, 𝐾𝑝ω = 0.1 and 𝐾𝑖ω = 30: (i) α𝐻
below α𝑠, (ii) α𝐻 above α𝑠.
(3.4)-(3.11), the following occurs:
• HB depends on loading condition.
• At lower 𝑇𝐿, HB dominates SNB.
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• For higher 𝑇𝐿, the SNB occurs before HB.
• Increment in 𝐾𝑝ω and decrement in 𝐾𝑖ω may avoid HB.
3.3.3 Bogdanov–Takens Bifurcation (BTB)
Since IVCIM is of higher order, complex bifurcation phenomenon other than SNB and HB
may be observed, e.g. BTB, ZHB. The BTB condition, following Definition 1, is given as:
𝑝0 = 0 and 𝑝1 = 0, (3.32)
where 𝑝0 and 𝑝1 are given in (3.28). The α value corresponding to BTB is denoted as α𝐵𝑇 𝐵.
Here, (3.24) is further used to determine equilibrium point at SNB following Hypothesis 1
in order to exploit the condition 𝑝0 = 0, i.e. 𝑚2 − 4𝑙𝑛 = 0 in (3.27). At this point, the
equilibrium state of 𝑥1 is
𝑥𝑒1 = −𝑚/2𝑙 (3.33)
Here,𝑚 and 𝑙 depend on α𝑒𝑞, which further depends on 𝑇𝐿 as in (3.24). The lower and upper
limits in (3.24) correspond to α𝑒𝑞 ≤ 1 and α𝑒𝑞 ≥ 1, respectively. Hence for each 𝑇𝐿, the
equilibrium point is unique for 𝑝1 = 0. Now, for determining BTB, at a given 𝑇𝐿, (3.33) is
used to evaluate 𝑝1 = 0, which ensures satisfaction of (3.32). First, 𝑝1 = 0 is evaluated by
determining equilibrium point at α𝑒𝑞 ≤ 1. The corresponding variation of 𝑝1 = 0 is shown
in Fig. 3.5(a). A BTB point can be detected if solution of 𝑝0 = 0 and 𝑝1 = 0 crosses each
other. It is observed that for large𝐾𝑝ω = 10 and𝐾𝑝ω = 100, 𝑝1 = 0 solution crosses α𝐿𝑂𝑀𝑠𝑢
(𝑝0 = 0) solution. Whereas at the equilibrium point for α𝑒𝑞 ≥ 1, 𝑝1 = 0 solution always
asymptotic to α𝐿𝑂𝑀𝑠𝑢 (𝑝0 = 0) solution as shown in Fig. 3.5(b). This leads to the following.


















































Figure 3.5: Variation of α for BTB with 𝐾𝑖ω = 30 at: (a) α < 1, (b) α > 1.
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Figure 3.6: (a) Variation of α for 𝐾𝑖ω = 30. (b) Variation of α for 𝐾𝑝ω = 0.2. (c) Variation
of eigenvalues w.r.t. α.
3.3.4 Zero-Hopf Bifurcation (ZHB)
The α value for ZHB is denoted as α𝑍𝐻 . Using the Routh-Hurwitz criterion, the ZHB
condition is:
𝑝0 = 0 and 𝑣2𝑣3 − 𝑣1𝑝1 = 0 (3.34)
where 𝑣1, 𝑣2 and 𝑣3 are given in (3.31). In this regard, note that, the solution of 𝑣2𝑣3−𝑣1𝑝1=0
depends on𝐾𝑝ω and𝐾𝑖ω, whereas the other one in (3.34) does not. The cross-section points
of the two solutions for different𝐾𝑝ω and𝐾𝑖ω are the ZHB points as shown in Fig. 3.6(a)-(b).
It can be observed that ZHB occurs at particular 𝑇𝐿 depending on 𝐾𝑝ω and 𝐾𝑖ω. As 𝐾𝑝ω
is increased or 𝐾𝑖ω is decreased, ZHB occurs at higher α. It is interesting to see that ZHB
points are the same as the breakaway points in Fig. 3.3(a)-(b). The corresponding eigenvalue
behavior at a particular 𝑇𝐿 = 5.04 N·m is shown in Fig. 3.6(c). For 𝑇𝐿 = 5.04, first
HB occurs at α = 2.15 with the crossing of a pair of complex eigenvalue to the right-half
complex plane. As α is increased to 2.17, a real eigenvalue along with a pair of complex
eigenvalue cross imaginary axis from the right to the left-half complex plane, depicting
occurrence of ZHB. This leads to the following hypothesis. - In the IVCIM (3.4)-(3.11),
the following occurs:
• ZHB occurs at a particular loading condition.
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• Increment in 𝐾𝑝ω and decrement in 𝐾𝑖ω may help to avoid ZHB.
The below results for the motor parameters from [1, 2] are shown in Fig. 3.7. It can be





































Figure 3.7: (a) Variation of α𝐻 at 𝐾𝑖ω=40 for the IM in [1]. (b) Variation of α𝐻 at 𝐾𝑖ω=30
for the IM in [2].
3.4 Bifurcation Analysis of Classical IVCIM
The classical IVCIM [6, Page 368] is shown in Fig. 3.8. The general IVCIM in Fig. 3.1 can be
converted into the classical IVCIM by considering the reference currents to be independent
of the flux dynamics, i.e., 𝑖𝑑𝑠𝑟𝑒𝑓 = ψ𝑑𝑟𝑟𝑒𝑓𝐿𝑚 and 𝑖𝑞𝑠𝑟𝑒𝑓 =
𝑇𝑟𝑒
𝐾𝑡ψ𝑑𝑟𝑟𝑒𝑓 . By using above substituton








where 𝑑 = 1𝐾𝑡ψ𝑑𝑟𝑟𝑒𝑓 .
After combining (2.20), (3.3) and (3.35) with the state variable definition of the general
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Figure 3.8: Indirect vector control of induction motor.
IVCIM, the state-space model of the classical IVCIM system is given as
̇𝑥1 = − 𝑎𝑥1 + [ω𝑟𝑒𝑓 − 𝑥5 + ασ𝐿𝑚(𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓)−1𝑥6]𝑥2 + 𝑏σ𝑥3 + 𝑏(ω𝑟𝑒𝑓 − 𝑥5)𝑥4
+ 𝑐𝐾𝑝𝑑 (𝐿−1𝑚 ψ𝑑𝑟𝑟𝑒𝑓 − 𝑥1) + 𝑐𝐾𝑖𝑑𝑥7
̇𝑥2 = − [ω𝑟𝑒𝑓 − 𝑥5 + ασ𝐿𝑚(𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓)−1𝑥6]𝑥1 − 𝑎𝑥2 − 𝑏(ω𝑟𝑒𝑓 − 𝑥5)𝑥3 + 𝑏σ𝑥4+
𝑐𝐾𝑝𝑞 [(𝐾𝑡ψ𝑑𝑟𝑟𝑒𝑓)−1𝑥6 − 𝑥2] + 𝑐𝐾𝑖𝑞𝑥8
̇𝑥3 =σ𝐿𝑚𝑥1 − σ𝑥3 + ασ𝐿𝑚(𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓)−1𝑥6𝑥4
̇𝑥4 =σ𝐿𝑚𝑥2 − σ𝑥4 − ασ𝐿𝑚(𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓)−1𝑥6𝑥3
𝐽 ̇𝑥5 = − 𝐾𝑚 [𝐾𝑡(𝑥2𝑥3 − 𝑥1𝑥4) − 𝑇𝐿] + 𝐵𝑚(ω𝑟𝑒𝑓 − 𝑥5)
𝐽 ̇𝑥6 = − 𝐾𝑝ω[𝐾𝑚 [𝐾𝑡(𝑥2𝑥3 − 𝑥1𝑥4) − 𝑇𝐿] − 𝐵𝑚(ω𝑟𝑒𝑓 − 𝑥5)] + 𝐽𝐾𝑖ω𝑥5
̇𝑥7 =𝐿−1𝑚 γψ̇𝑑𝑟𝑟𝑒𝑓 + 𝐿−1𝑚 ψ𝑑𝑟𝑟𝑒𝑓 − 𝑥1




In this section, the bifurcation for this classical one is presented. The state equilibriums
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are determined as:





















where 𝑟 = 1𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓 and ζ =
𝐾𝑚𝐾𝑡
𝐽 . The remaining 𝑥𝑒7 and 𝑥𝑒8 can also be determined from
(3.36).
Using the Cardano’s formula [92], the solution of cubic equation in (3.37) is obtained as
𝑢 = 3√ℎ ± √ℎ
2 + 4𝑔3/27
2 (3.38)
where 𝑔 = (𝑞3 − 𝑞
2
23𝑞1 ) /𝑞1, ℎ = (𝑞4 +
2𝑞32
27𝑞21
− 𝑞2𝑞33𝑞1 ) /𝑞1 and 𝑥
𝑒
2 = 𝑢 − ζ23ζ1 . Here, 𝑞1, 𝑞2,
𝑞3 and 𝑞4 are the coefficients of the cubic polynomial in (3.37). By using the relation of 𝑥𝑒2
and 𝑢, one obtains six roots of 𝑥𝑒2. However, out of these roots, three are the same. Hence,
for each 𝑇𝐿, one can obtain three values of 𝑥𝑒2. The existing condition of these roots can be
determined from (3.38), which is further used to obtain the bifurcation condition.
3.4.1 SNB
Following (3.38), let us define
𝑦 = ℎ2 + 4𝑔3/27. (3.39)
It is observed that for a specific 𝑇𝐿, as α is varied, 𝑦 becomes zero, further negative and
becomes positive as pass through zero again. When 𝑦 becomes zero, three equilibrium points
exist. At such originating value (α) of three equilibrium points of which two are equal
implies two equilibrium points. It is observed numerically that for a 𝑇𝐿 at which 𝑦 becomes
zero, classical IVCIM has an SNB point (α = α𝑠). Further, when 𝑦 becomes negative,
three different equilibrium points exist, whereas for the remaining region, classical IVCIM
has a unique equilibrium point. Such behavior of equilibrium point with variation in α for
a 𝑇𝐿 = 3 N·m is shown in Fig. 3.9. It is observed that as α is varied, 𝑦 becomes zero at
α = 3.165 and 3.294, respectively. These values of α yields the SNB points.
Note that, (3.39) is independent of variation in 𝑥𝑒𝑖 , 𝑖 = 1, ⋯ , 8, as well as the outer-speed
loop gains 𝐾𝑝ω and 𝐾𝑖ω. Bifurcation curves that depict the change in equilibrium points
with variation in 𝑇𝐿 are shown in Fig. 3.10. In these curves, SNB points are represented as
lower and upper boundaries. This curve is the same as obtained in [9]. Here, both curves
α𝑠 and α𝐿𝑂𝑀𝑠 (𝑝0 = 0) are determined at the equilibrium point as determined from (3.38).
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Figure 3.9: Variation in equilibrium points with α at 𝑇𝐿 = 3 N·m.
At underestimation of rotor resistance α < 1, SNB points are not detected. For numerical
characterization of such bifurcation, variation of two dominant eigenvalues for 𝑇𝐿 = 3 N·m
and variation in α is shown in Fig. 3.11. It is observed that, at α𝑠 = 3.34, one of the






















































Figure 3.11: Variation of eigenvalues w.r.t. α for 𝑇𝐿 = 3 N·m: (a) Dominant eigenvalue 1,
and (b) Dominant eigenvalue 2.
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3.4.2 HB
The HB points are determined at given loading conditions using the same procedure as
discussed in Section 3.3. The results corresponding to different 𝐾𝑝ω and 𝐾𝑖ω are shown
in Fig. 3.12(a)-(b). The plot of α𝐿𝑂𝑀𝑠 (corresponding to SNB) is also shown there. It is
observed that HB occurs at higher α𝐻 with increase in 𝐾𝑝ω, whereas it is other way for
𝐾𝑖ω. Moreover, for higher 𝑇𝐿 and 𝐾𝑝ω, HB is more prominent. Such variation of α𝐻
with 𝑇𝐿 is in contradiction to the study in [14], where it is shown that α𝐻 increases with
𝑇𝐿. A numerical verification of transversality condition at a particular load for HB through
eigenvalue variation is shown in Fig. 3.13. It is seen that as α varies from 1.8 to 3.5 for































































Figure 3.13: Variation of a pair of eigenvalues w.r.t. α when 𝑇𝐿 = 2 N·m.
A comparison between present analysis approach of higher-order model and existing
lower-order model [9, 13–15] (neglected stator current dynamics) at 𝑇𝐿 = 0N·m is shown in
Table 3.3. The obtained results from Fig. 3.12 and Table 3.3 are matched with the simulation
results (as shown later) which depicts that using the higher-order model, more accurate
bifurcation points can be achieved.
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Table 3.3: Comparison of HB points at 𝑇𝐿 = 0 N·m
Lower-order model [9, 13–15]
(Neglected stator current dynamics) Higher-order model
𝐾𝑖ω = 30 𝐾𝑝ω = 0.2 𝐾𝑖ω = 30 𝐾𝑝ω = 0.2
𝐾𝑝ω α𝐻 𝐾𝑖ω α𝐻 𝐾𝑝ω α𝐻 𝐾𝑖ω α𝐻
0.1 7.02 15 -40.68 0.1 2.69 15 7.6
0.15 12.96 20 196.33 0.15 3.79 20 6.2
0.2 28.76 25 43.67 0.2 5.23 25 5.58
3.4.3 BTB
BTB condition for the classical IVCIM is determined similar to general one and it is shown
in Fig. 3.14. It is observed that the BTB is almost indpendent of 𝐾𝑝ω and 𝐾𝑖ω variation


































Figure 3.14: Variation of α with 𝑇𝐿 for BTB at 𝐾𝑖ω = 30.
3.4.4 ZHB
For the classical IVCIM, ZHB condition is similar to the general one. The corresponding
result is shown in Fig. 3.15(a). Similar to the generalized case, the occurrence of ZHB
depends on 𝐾𝑝ω. It can be seen that, for higher value of 𝐾𝑝ω, ZHB occurs at higher α.
It is also observed that breakaway points in Fig. 3.12(a) are matched with α𝑍𝐻 points.
A numerical verification of such bifurcation at a particular load is shown in Fig. 3.15(b).
For 𝑇𝐿 = 2.89N·m, first HB occurs at α = 3.13 with the crossing of a pair of complex
eigenvalue to the right-half complex plane. As α is increased to 3.45, a real eigenvalue
approaches zero along with a pair of complex eigenvalue approaches imaginary axis crossing
from the right-half complex plane to the left-half one, depicting occurrence of ZHB.
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Figure 3.15: Variation of α with 𝑇𝐿 for ZHB at 𝐾𝑖ω = 30. Variation of eigenvalues w.r.t. α
when 𝑇𝐿 = 2.89 N·m.
3.5 Simulation Results
For verifying the analysis in Section 3.3 and Section 3.4, the IVCIM in Fig. 3.1, is simulated
with the motor parameters as given in Table 3.2. First, the occurrence of SNB is verified.
For this, α is varied (i) above the tuned condition (α = 1) and (ii) below α = 1. A step load
of 𝑇𝐿 = 10 N·m is applied at 4 sec for α = 1.39 and α = 0.76. The corresponding current
responses are shown in Fig. 3.16(a)-(b), respectively. It can be seen that after the transient
period, the currents exhibit oscillatory behavior of high amplitude.
Next, consider verification of the HB. At α = α𝐻 = 2.43, 𝑇𝐿 = 2 N·m is applied
at 7.2 sec and it is increased in step to 3 N·m at 27 sec. The corresponding behavior is
shown in Fig. 3.16(c). It is detected that as 𝑇𝐿 reaches 3 N·m, HB is initiated. Further, HB
behavior is studied at higher 𝑇𝐿. For this, 𝑇𝐿 is increased in step to 2 N·m at 4 sec and then
to 5 N·m at 12 sec. Corresponding result at α = α𝐻 = 2.145 is shown in Fig. 3.16(d).
Next, 𝐾𝑝ω is increased to 0.2 and 𝑇𝐿 is changed in step from 2 N·m at 4 sec to 3 N·m at
18 sec. The corresponding behavior is shown in Fig. 3.16(e). Now, HB occurs at a higher
value of α = α𝐻 = 4.14. Similarly, effect of 𝐾𝑖ω has been verified but not shown here.
Next, verification of ZHB corresponding to the result in Fig. 3.6(a) is shown in Fig. 3.16(f).
It is observed that due to ZHB, oscillation magnitude is higher than that for the HB as in
Fig. 3.16(c)-(e).
Similar to the general IVCIM, simulation is also carried out for classical IVCIM. First,
the occurrence of SNB is verified. For this, a step load of 𝑇𝐿 = 3N·m is applied at 10 sec for
α = 3.43. The corresponding current behavior is shown in Fig. 3.16(g). It is observed that
after the transient period, 𝑖𝑞𝑠 is large. Next, verification of the HB analysis is considered.
First, α𝐻 behavior for increment in 𝐾𝑝ω is analyzed. For this, at 4 sec, simultaneous step
changes in α from 1 to 2.71 (α𝐻) and in 𝑇𝐿 from 0 to 2 N·m are applied. The corresponding
behavior is shown in Fig. 3.16(h) that shows HB. Further, 𝐾𝑝ω is increased to 0.2 and the
corresponding result is shown in Fig. 3.16(i). It is observed that now HB does not occur at
4 sec. However, as α is increased to 5.2 at 10 sec, HB reappears. Further, 𝐾𝑖ω is decreased
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Figure 3.16: Simulation response of 𝑖𝑞𝑠 at: (a) α = 1.39, (b) α = 0.76, (c) 𝐾𝑝ω = 0.1,
𝐾𝑖ω = 30 and α = 2.43, (d) 𝐾𝑝ω = 0.1, 𝐾𝑖ω = 30 and α = 2.145, (e) 𝐾𝑝ω = 0.2 and
𝐾𝑖ω = 30, (f) 𝐾𝑝ω = 0.1, 𝐾𝑖ω = 30 and step change in α from 2.1 at 4 sec to 2.4 at 10 sec
for 𝑇𝐿 = 5.12 N·m, (g) α = 3.43, (h) 𝐾𝑝ω = 0.1, 𝐾𝑖ω = 30, α = 2.71 for 𝑇𝐿 = 2 N·m, (i)
𝐾𝑝ω = 0.2, 𝐾𝑖ω = 30, step change in α from 2.71 at 4 sec to 5.2 at 10 sec for 𝑇𝐿 = 2 N·m,
(j) 𝐾𝑝ω = 0.2, 𝐾𝑖ω = 25 and α = 5.5, and (k) 𝐾𝑝ω = 0.1, 𝐾𝑖ω = 30 and step change in α
from 3.4 at 2 sec to 3.7 at 12 sec for 𝑇𝐿 = 2.90 N·m, respectively.
to 25 and α = 5.5 is applied initially at 0 sec, 𝑇𝐿 = 0 N·m. The corresponding result
is shown in Fig. 3.16(j). It is observed that, at such high α, HB does not occur. After
20 sec, 𝑇𝐿 = 1.5 N·m is applied and then HB occurs. This result corroborates the result in
Fig. 3.12(b). Here, it is noticed that larger 𝑇𝐿 causes HB to occur at a smaller α. Verification
of ZHB corresponding to the result in Fig. 3.15(a) is shown in Fig. 3.16(k). A high current
oscillation is observed due to ZHB.
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Table 3.4: Experimental IM Parameters
Notation Value Notation Value
𝑃 4 Ω𝑏 (rated speed) 1410 rpm
𝑅𝑠 5.12 Ω 𝑅𝑟 2.26 Ω
𝐿𝑠 0.332 H 𝐿𝑟 0.338 H
𝐿𝑚 0.320 H 𝐽 0.085 kgm2
3.6 Experimental Results
A KIRLOSKAR make 2.2 kW IM is used for experimental validation of some of the
bifurcations (It may be noted that BTB and ZHB are difficult to validate). The experimental
setup is shown in Fig. 3.17. The corresponding motor parameters are given in Table
3.4. The load is emulated by a shunt type dc generator coupled to the IM. The speed is
sensed by an infrared based sensor which is placed on an 18 slotted circular disk. The
control operation is implemented in dSPACE 1103 development board using SPWM3 block.
The obtained PWM pulses are amplified from 5 to 15 volts using optocoupler 6N137 and
CD4504 ICs corresponding to driver circuit (SKYPER 32 R) requirement of SEMIKRON
make three phase rectifier- inverter stack. The rectifier circuit consists of an SKD160/18
diode bridge and two dc link capacitor of 4700𝜇F. The switching frequency of the IGBT
(SKM75GB12T4) based inverter is taken as 5 kHz. Three LA 25-NP sensors are used to
feedback the stator currents to dSPACE ADCs. The controller and feedback signals are
sampled at 10 kHz. The experiment is conducted without any external filter and controller
saturation blocks. Since in the present analysis, certain dynamics (inverter, motor losses,
controller response delay, motor response delay, dc generator dynamics etc.) have not been
considered, a numerical discrepancy is expected.
Figure 3.17: Experimental setup.
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The bifurcation results obtained in Section 3.3 and 3.4 are verified to exist for this motor
as well. First, bifurcation behaviors are studied for the general IVCIM. The SNB points are
determined using (3.24), for 𝑇𝐿 = 6.5 N·m, as α𝑠 = 0.77 and 1.40. The speed-loop gains
are taken as 𝐾𝑝ω = 0.9 and 𝐾𝑖ω = 2. These values (higher 𝐾𝑝ω and lower 𝐾𝑖ω) are chosen
according to the numerical study (Fig. 3.3) and behavior of the IVCIM for different𝐾𝑝ω and
𝐾𝑖ω to avoid a possible HB. The α in the control loop is changed using the variable array
tool in dSPACE 1103 control desk. The corresponding 𝑖𝑞𝑠 variation for α < 1 and α > 1
is shown in Fig. 3.18(a)-(b) and Fig. 3.18(c), respectively. First, experiment for α < 1 is
implemented. For this, an equivalent 𝑇𝐿 of 6.5 N·m is applied at 7.5 sec and correspondingly
𝑖𝑞𝑠 is increased. Now, α is changed as 1 → 0.5 → 0.2 at 14.5 and 23.5 sec, respectively. The
𝑖𝑞𝑠 behavior for such changes in α is shown in Fig. 3.18(a). It is observed that at α = 0.2,
𝑖𝑞𝑠 shows a large transient. Next, α is changed from 1 to 0.1 at 10 sec. As observed in
Fig. 3.18(b), 𝑖𝑞𝑠 becomes more than the double resembling SNB and the motor stalls for not
sustaining the high torque demand. For α > 1 case, α is changed as (1 → 1.5 → 2.5 → 3).
As α is changed to 1.5, a stable transient in 𝑖𝑞𝑠 is observed. Then a 𝑇𝐿 = 6.5 N·m is applied
at steady-state (at 11.5 sec), which leads to increase in 𝑖𝑞𝑠. Next, as α is changed from 2.5













































Figure 3.18: Experimental response of 𝑖𝑞𝑠 for general IVCIM at 𝐾𝑝ω = 0.9, 𝐾𝑖ω = 2 for
change in α as: (a) 1 → 0.5 → 0.2, (b) 1 → 0.1, and (c) 1 → 1.5 → 2.5 → 3.
Next, HB point is determined as α𝐻 = 1.46 for 𝐾𝑝ω = 0.1 and 𝐾𝑖ω = 30. Owing to
instability problem in experimenting with large𝐾𝑖ω, a smaller value (𝐾𝑖ω = 2) is used. The
behavior of 𝑖𝑞𝑠 with change in α is shown in Fig. 3.19(a). It is observed that 𝑖𝑞𝑠 is increased
by a small amount when an equivalent step of 𝑇𝐿 = 2 N·m is applied at 8 sec. As α is
45
Chapter 3 A Numerical Bifurcation Analysis of IVCIM
changed to 1.5 (at 17.5 sec), 𝑖𝑞𝑠 starts oscillating confirming occurrence of HB.
Similar to general IVCIM, experiments are also carried out for the classical one with the
same speed-loop gains. Numerical analysis for the classical one yields α𝑠 = 3.1. Initially α
is changed as 1 → 1.5 → 2.5 → 3. An equivalent 𝑇𝐿 of 6.5 N·m is applied at 13 sec. The
corresponding result is shown in Fig. 3.19(b). It is observed that when α is changed from
2.5 to 3 (at 33 sec), 𝑖𝑞𝑠 increases to a high value and the motor stalls due to SNB.
The HB point for the classical IVCIM is obtained as α𝐻 = 1.70 for 𝐾𝑝ω = 0.1 and
𝐾𝑖ω = 30 at 𝑇𝐿 = 2 N·m. However, in experiment, HB behavior is obtained at α𝐻 = 1.8













































Figure 3.19: Experimental response of 𝑖𝑞𝑠. (a) Generalized case: 𝐾𝑝ω = 0.1, 𝐾𝑖ω = 2
for change in α as 1 → 1.5. (b) Classical case: 𝐾𝑝ω = 0.9, 𝐾𝑖ω = 2 for change in α as
1 → 1.5 → 2.5 → 3. (c) Classical case: 𝐾𝑝ω = 0.1, 𝐾𝑖ω = 2 for change in α as 1 → 1.8.
From these results, it is found that SNB leads to high stator current and the motoring
operation eventually stalls. On the other hand, even though stator current oscillations due
to HB have smaller amplitude, the motor performance is still affected. Since HB does not
arise in Fig. 3.18 and Fig. 3.19(b), even for higher α, tuning to a higher 𝐾𝑝ω may be used
to avoid HB, but one has to be careful that the same should not lead to SNB.
3.7 Chapter Summary
In this chapter, bifurcation behavior in IVCIM has been studied numerically. It has been
observed that choosing an appropriate equilibrium point is also a concern for determining
a bifurcation point in IVCIM. For the purpose, an algorithm has been used to obtain more
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accurate bifurcation points. A new SNB phenomenon has been observed at underestimation
of rotor resistance. Further, effect of loading onHB has been evaluated. Complex bifurcation
phenomenon such as BTB and ZHB has also been studied with variations of outer speed-loop
gain. Validation of numerical analysis with simulation and experiment results (for SNB
and HB) has also been presented. The rotor resistance variation also affects the dynamic
performance of the motor. A proper PI tuning can minimize such effect and improve the
motoring performance.
In the next chapter, a performance based PI tuning scheme is proposed for IVCIM where
load torque and rotor resistance variations are treated as disturbances.
Chapter 4
Concurrent Speed and Current-Loop PI
Tuning for IVCIM
4.1 Introduction
An improper rotor resistance estimation or a variationmay lead to poor dynamic performance
of the motor and may create bifurcation or chaos in IVCIM control operation [9, 18]. An
approach for minimizing this effect have been relied on the robust stability based design
of PI speed-loop controller [94]. However, this work has a limitation as the design does
not consider dynamic performance and may cause instability as observed in [1]. Other PI
speed-loop design methods also have been reported in [9, 13, 95]. These designs are based
on the avoidance of the bifurcation phenomenon. On the other hand, in the absence of a
suitable PI design method, a hit and trial based technique is also applied in literature [1, 96].
However, this method has limitations of desired initial gains, time-consuming and may lead
to unpredictable behavior. Apart from the PI based speed-loop controller, several other linear
and nonlinear control schemes have been proposed in [2, 97–101]. Although the nonlinear
ones yield high performance but may induce complexity in implementation. Whereas
among the linear ones, owing to simplicity, low-cost design and nominal performance, PI
controllers are popular [1, 3, 19]. In recent work, a reduced order IMmodel based speed-loop
compensator design is proposed in [3]. This controller has been tested with the stationary
reference frame inner-loop compensator. However, the designed controller is based on
robust stability that may affect the IVCIM performance.
The available current-loop control schemes are based on synchronous reference frame
control (SRFC), stationary reference control (SRC), hysteresis control [102–107]. Among
these methods, SRFC technique is often preferred to the advantages of operating on dc
quantities, zero steady-state error, and the negligible cross coupling. Such performance
depends on the efficient regulation of controller gains [108]. The tuning rules for inner
current controller have been discussed in [1, 109]. These rules are based on approximated
model of IM and rely on inner-loop sampling frequency. In a recent work [110], an
SRC based cascaded combination of a PI controller and a compensator has been designed
for satisfying specified decoupling performance. In this scheme, no feedforward terms
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are employed, and the design criterion is simple based on gain margin (GM) and phase
margin (PM) criterion. However, this robust stability based design involves a comparatively
complicated structure than the conventional SRFC. In addition, since GM and PM of a
multi-input multi-output (MIMO) system is involved in this design, the trade-offs of different
performances, e.g., decoupling and robustness, are hard to obtain. In brief, although several
control design techniques are available for IVCIM, a performance based PI controller
design method, which inherits the robustness against the rotor resistance and load torque
variations does not exist in literature. In addition, it is also of importance to devise a design
procedure that can easily be facilitated to design controllers using advanced methods, e.g.,
𝐻∞ control [111].
On the other hand, for the controller design of finite dimensional linear time-invariant
systems, static output feedback (SOF) technique has been used extensively in [112–116].
This technique has the following advantages: (i) a simple closed-loop controller structure
can be framed, (ii) the design problem can be combined with an 𝐻∞ control approach, (ii)
when it is impossible to measure all the states, SOF may provide an alternative and effective
control system structure. In this work, SOF based PI controller designmethod is proposed for
IVCIM. For this, first, IVCIM state-space model is linearized around the equilibrium point.
The linearized model is framed into SOF decentralized 𝐻∞ controller design problem in
which rotor resistance and load torque perturbations are considered as disturbances. The
PI gains are tuned using an iterative linear matrix inequality (ILMI) based algorithm which
ensures fast convergence and efficient design. A comparison between existing and proposed
design technique is shown using simulation and experimental results.
The remaining of the chapter is organized as follows. Section 4.2 presents the IVCIM
model equations which comprise of decoupled and concurrent control techniques. The
control problem formulation and design algorithm are also presented in this Section.
Comparison of the proposed method with existing one through simulation and experimental
results is presented in Section 4.3 and Section 4.4, respectively. In the end, relevant
discussions and conclusions are pointed out in Section 4.5.
4.2 IVCIMModel
The classical IVC scheme for IM is shown in Fig. 3.8. Since the rotor resistance variation
perturbs the motor states from the desired regulation points, it is treated as disturbance, as





where δ is the perturbation in σ due to variation in rotor resistance.
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Corresponding to (4.1), the new perturbed IVCIM model following (3.36) is obtained as
̇𝑥1 = − 𝑎𝑥1 + [ω𝑟𝑒𝑓 − 𝑥5 + (σ + δ)𝐿𝑚(𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓)−1𝑥6]𝑥2 + 𝑏σ𝑥3
+ 𝑏(ω𝑟𝑒𝑓 − 𝑥5)𝑥4 + 𝑐𝐾𝑝𝑑 (𝐿−1𝑚 ψ𝑑𝑟𝑟𝑒𝑓 − 𝑥1) + 𝑐𝐾𝑖𝑑𝑥7
̇𝑥2 = − [ω𝑟𝑒𝑓 − 𝑥5 + (σ + δ)𝐿𝑚(𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓)−1𝑥6]𝑥1 − 𝑎𝑥2
− 𝑏(ω𝑟𝑒𝑓 − 𝑥5)𝑥3 + 𝑏σ𝑥4 + 𝑐𝐾𝑝𝑞 [(𝐾𝑡ψ𝑑𝑟𝑟𝑒𝑓)−1𝑥6 − 𝑥2] + 𝑐𝐾𝑖𝑞𝑥8
̇𝑥3 =σ𝐿𝑚𝑥1 − σ𝑥3 + (σ + δ)𝐿𝑚(𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓)−1𝑥6𝑥4
̇𝑥4 =σ𝐿𝑚𝑥2 − σ𝑥4 − (σ + δ)𝐿𝑚(𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓)−1𝑥6𝑥3
𝐽 ̇𝑥5 = − 𝐾𝑚 [𝐾𝑡(𝑥2𝑥3 − 𝑥1𝑥4) − 𝑇𝐿] + 𝐵𝑚(ω𝑟𝑒𝑓 − 𝑥5)
𝐽 ̇𝑥6 = − 𝐾𝑝ω[𝐾𝑚 [𝐾𝑡(𝑥2𝑥3 − 𝑥1𝑥4) − 𝑇𝐿] − 𝐵𝑚(ω𝑟𝑒𝑓 − 𝑥5)] + 𝐽𝐾𝑖ω𝑥5
̇𝑥7 =𝐿−1𝑚 γψ̇𝑑𝑟𝑟𝑒𝑓 + 𝐿−1𝑚 ψ𝑑𝑟𝑟𝑒𝑓 − 𝑥1




The above state-space model is nonlinear and embodies the PI controller gains. In order to
design the controllers, one requires linearizing the system around the equilibrium point. The
corresponding control problem formulation is presented next.
4.2.1 Decoupled Controller Design
The decoupled control scheme is comprised of separate inner and outer control loop design.
First, inner loop PI controller is designed. The obtained gain values from the inner loop are
used in the outer loop controller design.
Inner loop Design
Let the outer speed-loop dynamics are negligible and motor speed is in steady-state
(ω𝑟 = ω𝑟𝑒𝑓). The corresponding control diagram is shown in Fig. 4.1. Now, (6.9) is












where 𝑥𝑒=[𝑥𝑒1, ⋯ , 𝑥𝑒6] is the equilibrium point. Here, 𝑥𝑒5 and 𝑥𝑒6 are the states
equilibrium points corresponding to current-loop integrator dynamics as considered 𝑥5 =
∫ (𝑖𝑑𝑠𝑟𝑒𝑓 − 𝑖𝑑𝑠)𝑑𝑡, 𝑥6 = ∫ (𝑖𝑞𝑠𝑟𝑒𝑓 − 𝑖𝑞𝑠)𝑑𝑡. These 𝑥𝑒5 and 𝑥𝑒6 can be determined using (6.9)
and (4.3).
Note that, 𝑖𝑞𝑠𝑟𝑒𝑓 is generated due to applied load torque 𝑇𝐿 and it is taken as ∥𝑖𝑞𝑠𝑟𝑒𝑓∥ =
𝑇𝐿
𝐾𝑡ψ𝑑𝑟𝑟𝑒𝑓 < 𝑖𝑞𝑠𝑚𝑎𝑥 [117].
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Figure 4.1: Inner-loop control of induction motor drive system.
The linearized model can be written as
Δ ̇𝑥 = 𝐴𝑚Δ𝑥 (4.4)
where Δ𝑥=[Δ𝑥1, ⋯ , Δ𝑥6]𝑇 represent the linearized states, 𝐴𝑚 is the corresponding system
matrix, which is comprised of states associated with system parameters, perturbation term δ
and controller gains 𝐾𝑝𝑑, 𝐾𝑖𝑑, 𝐾𝑝𝑞 and 𝐾𝑖𝑞.
Considering the disturbance input to the system is through the variations in rotor
resistance δ that can be modeled as
Δ𝑤 = [δΔ𝑥1 δΔ𝑥2 δΔ𝑥3 δΔ𝑥4]
𝑇
(4.5)
Now, (4.4) can be written as a combination of system states with disturbance and controller
gains terms:
Δ ̇𝑥 = 𝐴Δ𝑥 + 𝑅Δ𝑤 + 𝐾Δ𝑥 (4.6)
where 𝐴 represents the corresponding system matrix, 𝑅 is the disturbance matrix and 𝐾 is











−𝑎 ω𝑟𝑒𝑓 + σ𝑥
𝑒
2𝑥𝑒1 𝑏σ 𝑏ω𝑟𝑒𝑓 0 0
−ω𝑟𝑒𝑓 − σ𝑥
𝑒
2𝑥𝑒1 −𝑎 −𝑏ω𝑟𝑒𝑓 𝑏σ 0 0





2𝑥𝑒1 −σ 0 0
−1 0 0 0 0 0























0 σ𝑥𝑒2𝑥𝑒1 0 0
−σ𝑥𝑒2𝑥𝑒1 0 0 0
0 0 0 σ𝑥𝑒2𝑥𝑒1
0 0 −σ𝑥𝑒2𝑥𝑒1 0
0 0 0 0




















−𝑐𝐾𝑝𝑑 0 0 0 0 0
0 0 0 0 𝑐𝐾𝑖𝑑 0
0 −𝑐𝐾𝑝𝑞 0 0 0 0
0 0 0 0 0 𝑐𝐾𝑖𝑞
0 0 0 0 0 0










The 𝐾 matrix can be written as a cascade combination of input and output matrices in the
following way
𝐾 = 𝐵2𝐹𝐶2 (4.7)
where
𝐵2 = [
−𝑐 0 0 0 0 0
0 −𝑐 0 0 0 0]
𝑇
,








1 0 0 0 0 0
0 0 0 0 −1 0
0 1 0 0 0 0







Now, following [116], the control input Δ𝑢 is defined as
Δ𝑢 = 𝐹Δ𝑦 (4.8)
where Δ𝑦 = 𝐶2Δ𝑥 measured output is so chosen that it transforms the PI controller design
problem into a SOF controller design problem.
Following (4.1), (4.3), (4.7) and (4.8), the linearized closed-loop system (4.6) can be
represented in SOF form as:
Δ ̇𝑥 =𝐴Δ𝑥 + 𝐵1Δ𝑤 + 𝐵2Δ𝑢
Δ𝑦 =𝐶2Δ𝑥 + 𝐷21Δ𝑤 + 𝐷22Δ𝑢




where 𝐵1 is the disturbance input matrix, 𝐵2 is the control input matrix, 𝐶1 and 𝐶2 are
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the output performance and feedback matrices, respectively, 𝐷 with subscript notations [11
and 21] are the corresponding disturbance matrices, and 𝐷 with subscript notations [12 and
22] are the direct feedthrough matrices. Δ𝑧 = [Δ𝑥1 Δ𝑥2 Δ𝑥3 Δ𝑥4]
𝑇
represents the
desired performance output. The input disturbance matrix 𝐵1 is same as 𝑅. The desired







1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0








𝐷11 = 0, 𝐷12 = 0, 𝐷21 = 0 and 𝐷22 = 0. (4.11)
In the above control configuration, one requires to design 𝐹 , which is a static feedback
gain matrix. The corresponding controller design problem is shown in Fig. 4.2 where 𝐹 is
having a restricted structure (in the form of a block-diagonal one) than the usual full matrix
and 𝐷 = 𝐷21. The design of such a restricted feedback matrix is treated in decentralized
control theory framework. We adopt the same with the objective that one has to design 𝐹
such that the effect of Δ𝑤 on Δ𝑧 is minimized. The ILMI algorithm as given in Subsection










































Figure 4.2: SOF controller design problem.
Outer-loop Design
For the outer-loop design, first, the closed-loop IVCIM system (6.9) is linearized around
equilibrium point. The inner-loop design parameters are considered as known from previous
design method. The state definitions 𝑥1, ⋯ , 𝑥8 are considered same as used for the IVCIM
model (3.4)-(3.11) in Chapter 3. The equilibrium for these states are given by (at δ = 0,
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, 𝑥𝑒3 = ψ𝑑𝑟𝑟𝑒𝑓 , 𝑥𝑒4 = 𝑥𝑒5 = 0,
𝑥𝑒6 = 𝐾𝑡ψ𝑑𝑟𝑟𝑒𝑓𝑥𝑒2.
(4.12)
Note that, 𝑥𝑒7 and 𝑥𝑒8 depends on the inner-loop control parameters and can be determined
from (6.9).
Corresponding to the involvement of outer speed-loop dynamics, the load torque 𝑇𝐿 is
treated as the disturbance, therefore, the disturbance matrix (4.5) is now modified as
Δ𝑤 = [δΔ𝑥1 δΔ𝑥2 δΔ𝑥3 δΔ𝑥4 δΔ𝑥6 Δ𝑇𝐿]
𝑇
(4.13)
Now, by following (4.6), (4.8), (4.12) and (4.13), the closed-loop linearized model can be
written in SOF form as (4.9). The corresponding system matrices are given as
𝐴 = 𝐺𝑑 + 𝐺𝑚 (4.14)
where 𝐺𝑑 = [
𝐺1 𝐺2
𝐺3 02×2
], 𝐺1, 𝐺2 and 𝐺3 are defined in (4.18),
𝐺𝑚 = [𝐺𝑇𝑚1 𝐺𝑇𝑚2 𝐺𝑇𝑚3]
𝑇 , 𝐺𝑚1 = [−𝑐𝐾𝑝𝑑 01×5 𝑐𝐾𝑖𝑑 0] , (4.15)































0 0 0 0 0 𝐾𝑚𝐽
0 0 0 0 0 0
0 0 0 0 0 0














𝐵2 = [0 0 0 0 0 1 0 0]
𝑇 ,
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1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0











ζ𝑥𝑒4 −ζ𝑥𝑒3 −ζ𝑥𝑒2 ζ𝑥𝑒1 0 0 0 0
0 0 0 0 0 0 1 0]
where ζ = 𝐾𝑚𝐾𝑡𝐽 .
The feedback control matrix is defined as
𝐹 = [𝐾𝑝ω 𝐾𝑖ω] (4.17)
and
𝐷11 = 0, 𝐷12 = 0, 𝐷21 = [
0 0 0 0 0 𝐾𝑚𝐽
0 0 0 0 0 0 ] and 𝐷22 = 0.
Now, similar to the inner-loop design, the ILMI algorithm in Subsection 4.2.3 is used to
design above outer-loop controller gain 𝐹 in (4.17).
4.2.2 Concurrent Inner and Outer-Loop Design
Due to inherent coupling among the loops through the motor dynamics, any inner-loop
perturbation may affect the outer-loop control performance. Such perturbation becomes
more prominent in the presence of rotor resistance variation. Therefore, a concurrent design
is proposed here. A decentralized controller design structure is framed for the design shown
later.
Considering the disturbance input to the system is through the variations in rotor
resistance δ and load torque 𝑇𝐿 as modeled in (4.13). Now, similar to decoupled outer-loop
design, using the equilibrium point (4.12), for the concurrent design, the closed-loop IVCIM
system (6.9) with SOF (4.8) can be represented as (4.9). The corresponding plant matrix 𝐴
is given by:
𝐴 = [ 𝐺1 𝐺2𝐺3 02×2
] (4.18)
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𝑏σ 𝑏(ω𝑟𝑒𝑓 − 𝑥𝑒5)




−𝑎 −𝑏(ω𝑟𝑒𝑓 − 𝑥𝑒5) 𝑏σ












































− σ𝐿𝑚𝑥𝑒3𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓 0 0
0 0 0 0 0 0









−1 0 0 0 0 0
0 −1 0 0 0 1𝐾𝑡ψ𝑑𝑟𝑟𝑒𝑓
] .

































0 0 0 0 0 𝐾𝑚𝐽
0 0 0 0 0 0
0 0 0 0 0 0




















𝑐 0 0 0 0 0 0 0
0 𝑐 0 0 0 0 0 0






The PI controller is defined as
Δ𝑢 = 𝐹Δ𝑦 (4.20)
where 𝐹 contains PI gains of all the loop as
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𝐹 = ⎡⎢⎢
⎣
𝐾𝑝𝑑 𝐾𝑖𝑑 0 0 0 0
0 0 𝐾𝑝𝑞 𝐾𝑖𝑞 0 0




Further, the output matrices are










−1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 −1 0 0 0 1𝐾𝑡ψ𝑑𝑟𝑟𝑒𝑓 0 0









𝐾𝑚𝐾𝑡𝑥𝑒1𝐽 −𝐵𝑚𝐽 0 0 0



















and 𝐷22 = 0.
Now, the ILMI algorithm as given next is used to design 𝐹 in (4.21). This yields all the
controller gains at one instance of design involving the coupling effect.
4.2.3 Iterative LMI Algorithm
For the present problem, SOF based PI controller design algorithm [112, 115] is followed.
Application of such PI design approach has been verified in [115] for the Load Frequency
Control problem in Power System. However, it seems not been applied on IVCIM. Referred
to the system dynamics (4.9), the effect of the disturbance Δ𝑤 on Δ𝑧 can be quantified by





where ‖.‖2 represents the L2-norm.
In respect to the above, minimizing ρ yields a controller with good disturbance rejection
behavior since ρ represents the maximum rms gain of the states 𝑧(𝑡) to the disturbance 𝑤(𝑡).
For this, the below result is well known [112].
Theorem 1 System (4.9) along with feedback gain 𝐹 satisfies 𝐻∞ performance of ρ in
(4.23) if there exists a 𝐿 = 𝐿𝑇 > 0 satisfying
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⎡⎢⎢
⎣
𝐴𝑇𝑐 𝐿 + 𝐿𝐴𝑐 𝐿𝐵𝑐 𝐶𝑇𝑐





where 𝐴𝑐 = 𝐴 + 𝐵2𝐹𝐶2, 𝐵𝑐 = 𝐵1 + 𝐵2𝐹𝐷21, 𝐶𝑐 = 𝐶1 and 𝐷𝑐=0.
The above criterion satisfies 𝐻∞ performance (4.23) for the chosen ρ and is a nonlinear
matrix inequality for synthesis of 𝐹 due to multiplication of unknown 𝐿 and 𝐹 matrices. In
order to design the PI controllers embedded in 𝐹 , procedures utilizing the benefits of solving
LMIs with computational tools available [118] for solving them are adopted.
Note that, (4.24) can be written as:
̄𝐴𝑇 ?̄? + ?̄? ̄𝐴 + (?̄??̄?𝐹 ̄𝐶)𝑇 + ?̄??̄?𝐹 ̄𝐶 < 0 (4.25)






























The inequality (4.25) is satisfied if one can achieve
̄𝐴𝑇 ?̄? + ?̄? ̄𝐴 − ?̄??̄??̄?𝑇 ?̄? + (?̄?𝑇 ?̄? + 𝐹 ̄𝐶)𝑇 (?̄?𝑇 ?̄? + 𝐹 ̄𝐶) < 0. (4.26)
In (4.26), the ?̄??̄??̄?𝑇 ?̄? term is nonlinear since it involves multiplication of the unknown
variable ?̄? with itself. To solve (4.26) from here, one adheres to an iterative process
introducing an updating variable ?̄? in place of ?̄?. For the purpose, note that, for any ?̄?
the following is satisfied.
?̄?𝑇 ?̄??̄?𝑇 ?̄? ≥ ?̄?𝑇 ?̄??̄?𝑇 ?̄? + ?̄?𝑇 ?̄??̄?𝑇 ?̄? − ?̄?𝑇 ?̄??̄?𝑇 ?̄?. (4.27)
Replacing (4.27) into (4.26), one gets
̄𝐴𝑇 ?̄? + ?̄? ̄𝐴 − ?̄??̄??̄?𝑇 ?̄? − ?̄??̄??̄?𝑇 ?̄? + ?̄??̄??̄?𝑇 ?̄? + (?̄?𝑇 ?̄? + 𝐹 ̄𝐶)𝑇 (?̄?𝑇 ?̄? + 𝐹 ̄𝐶) < 0.
(4.28)
The above can be written as an LMI on the variable ?̄? and 𝐹 that satisfies (4.26) and thereby
(4.24) for any ?̄?. Moreover, ?̄? = ?̄? yield the least conservative solution of (4.28) with
respect to the bounding (4.27). It may further be considered that there exists a 𝑟 < 0 for
which (4.27) is equivalent to
̄𝐴𝑇 ?̄? + ?̄? ̄𝐴 − ?̄??̄??̄?𝑇 ?̄? − ?̄??̄??̄?𝑇 ?̄? + ?̄??̄??̄?𝑇 ?̄? + (?̄?𝑇 ?̄? + 𝐹 ̄𝐶)𝑇 (?̄?𝑇 ?̄? + 𝐹 ̄𝐶)
− 𝑟?̄? < 0.
(4.29)
The LMI (4.29) is solved iteratively starting with an initial ?̄? and then updating ?̄? with
the new ?̄? in each iteration with the relaxation introduced by the use of 𝑟. Once 𝑟 reaches
negative value, the feasibility of (4.28) is attained. Using schur complement, (4.29) can be
58
Chapter 4 Concurrent Speed and Current-Loop PI Tuning for IVCIM
Table 4.1: Initial Parameters for Algorithm 2
Notation Value Notation Value
ψ𝑑𝑟𝑟𝑒𝑓 0.65 Wb ω𝑟𝑒𝑓 80 rad/sec
𝐵𝑚 0 N·m/rad/s 𝑇𝐿 0 N·m
written in LMI form as
[
̄𝐴𝑇 ?̄?𝑖 + ?̄?𝑖 ̄𝐴 − ?̄?𝑖?̄??̄?𝑇 ?̄?𝑖 − ?̄?𝑖?̄??̄?𝑇 ?̄?𝑖 + ?̄?𝑖?̄??̄?𝑇 ?̄?𝑖 − 𝑟𝑖?̄?𝑖 (?̄?𝑇 ?̄?𝑖 + 𝐹 ̄𝐶)𝑇
∗ −𝐼 ] < 0.
(4.30)
Finally, to start with an initial ?̄? following (4.27), one considers solving for ?̄? satisfying
̄𝐴𝑇 ?̄?𝑇 + ?̄? ̄𝐴 − ?̄??̄??̄?𝑇 ?̄? < 0. (4.31)













Based on the above development, the below ILMI algorithm is used to design the controller
𝐹 .
Algorithm 2 Algorithm for designing controller gains
1: Obtain the values 𝐴, 𝐵1, 𝐵2, 𝐶1, 𝐶2 and 𝐷21 of the IVCIM model as per (4.9).
2: Set 𝑖 = 0. Specify a ρ > 0 and solve for 𝐿 > 0 satisfying (4.32).
3: Update 𝑖 = 𝑖 + 1 and 𝑋1 = 𝐿.
4: Solve for 𝐿 = 𝐿𝑇 > 0 and 𝐹 while minimizing 𝑟 using gevp program in MATLAB
satisfying (4.29).
5: If 𝑟 < 0 or the iteration 𝑖 reached a limit then go to next step, else go to step 4.
6: If 𝑟 < 0 then assign 𝐹𝑓𝑖𝑛𝑎𝑙 = 𝐹 , ρ𝑓𝑖𝑛𝑎𝑙 = ρ, reduce ρ and go to step 3. Else stop, 𝐹𝑓𝑖𝑛𝑎𝑙
is the required controller gain matrix.
It may be noted that the above algorithm involves LMIs that are convex optimization
problems having its local minimum as the global minimum and computational tools are
available for directly solving them [118]. Although the algorithm is iterative, it is found
to be easily implementable and converges to a solution in minutes for the IVCIM system
solved later.
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Table 4.2: Controller gains
Description Notation and value
Existing design
Speed controller [94] 𝐾𝑝ω = 3.4, 𝐾𝑖ω = 34
Decoupled design
Current controller 𝐾𝑝𝑑 = 1.2, 𝐾𝑖𝑑 = 783, 𝐾𝑝𝑞 = 0.67, 𝐾𝑖𝑞 = 910
Speed controller 𝐾𝑝ω = 0.18, 𝐾𝑖ω = 0.2
Proposed concurrent design
Current controller 𝐾𝑝𝑑 = 128.5, 𝐾𝑖𝑑 = 1116, 𝐾𝑝𝑞 = 88, 𝐾𝑖𝑞 = 1283
Speed controller 𝐾𝑝ω = 0.8, 𝐾𝑖ω = 2.8
4.3 Simulation Results
For validation of the present design approach, an IVCIM as shown in Fig. 3.8 with the
machine parameters given in Table 3.4 is considered. First, the speed-loop (outer-loop)
controller gains are designed using existing approach. The design of [94] based on robust
stability margin is followed. A damping ratio of ζ = 1 and natural frequency of ω𝑛 = 20
rad/sec are chosen for the design. This yields the gains as 𝐾𝑝ω = 3.4 and 𝐾𝑖ω = 34.
4.3.1 Decoupled Design
For the decoupled design, the equilibrium point is chosen corresponding to the references as
given in Table 4.1. Then 𝐴, 𝐵1, 𝐵2, 𝐶1, 𝐶2, 𝐷21 are obtained following Algorithm 2. For
the inner-loop design, ρ is chosen as 1. After 20 iterations, the ILMI algorithm converges
and yields the controller gains. These gains are employed into the outer loop design. For the
outer loop design, initial value of ρ is chosen as 20. After 80 iterations, the algorithm yields
the speed-loop gains. Both the existing and the decoupled design gains are shown in Table
4.2.
4.3.2 Proposed Design
For deigning both the controller gains concurrently, the same ILMI algorithm is used with ρ
is taken as 4.5. The algorithm converges after 90 iterations and the corresponding gains are
given in Table 4.2. The controllers are obtained as:
𝐾𝑑(𝑠) = 128 (1 +
8.71
𝑠 ) , 𝐾𝑞(𝑠) = 88 (1 +
14.57




Chapter 4 Concurrent Speed and Current-Loop PI Tuning for IVCIM
4.3.3 Bandwidth Comparison
The badwidth analysis of the designed controller gains is carried out using the bode plot.
These plots are obtained using the transfer function model of the IVCIM system. For
this, inner current and outer speed loop transfer functions are determined individually. The









𝑅𝑒𝑞+𝑠𝐿𝑒𝑞 , 𝑅𝑒𝑞 = 𝑅𝑠 + 𝑅𝑟 and 𝐿𝑒𝑞 = 𝐿𝑙𝑠 + 𝐿𝑙𝑟//𝐿𝑚. Bode plot for the decoupled
inner-and outer speed-loop PI controller design is shown in Fig. 4.3(a)-(b). The current
control loop bandwidth for 𝑖𝑑𝑠 and 𝑖𝑞𝑠 are obtained as ≃ 132 rad/sec and ≃ 150 rad/sec,
respectively. For the speed-loop bandwidth, the transfer function is considered as𝐶(𝑠) 𝜔𝑟(𝑠)𝑇𝑟𝑒(𝑠)
[3]. Here 𝜔𝑟(𝑠)𝑇𝑟𝑒(𝑠) =
𝐾𝑚
𝐽𝑠 is the open-loop transfer function neglecting current-loop dynamics.
The decoupled designed speed-loop bandwidth is obtained as 6.2 rad/sec. The bode plot
for the inner-loop controller using the proposed concurrent design is shown in Fig. 4.4. It
depicts a comparatively higher bandwidth as ≃ 6000 rad/sec and ≃ 4130 rad/sec for the 𝑖𝑑𝑠
and 𝑖𝑞𝑠, respectively. An outer loop bandwidth comparison between the proposed and the
design of [94] is shown using bode plot in Fig. 4.5. The speed-loop bandwidth as per [94]
is obtained as ≃ 110 rad/sec. While the proposed design (being a concurrent one) yields a
bandwidth of 25 rad/sec.
4.3.4 Robustness Evaluation
Since the proposed concurrent design accounts for robustness as well, the robust performance
is studied through simulation. First, IVCIMmodel is simulated using the controllers obtained
through decoupled design. The corresponding results are shown in Fig. 4.6. As 𝑇𝐿 is
changed to 6.5 N·m, due to low bandwidth for both the inner-and outer-loop controllers,
the shoot as well as the settling time are quite high for both stator currents 𝑖𝑑𝑠, 𝑖𝑞𝑠 and ω𝑟.
For comparison of both techniques (proposed concurrent and existing [94]), the
inner-loop gains are kept as same as obtained from the proposed design. A comparison of
the two approaches on speed variation is shown in Fig. 4.7. A step change in ω𝑟𝑒𝑓 (100-150
rad/sec) is applied at 5 sec. The corresponding IM dynamics behavior with existing design is
shown in Fig. 4.7(a)-(c). Since the speed-loop controller gains with the existing one yields
very high bandwidth, instability is observed. A similar behavior of such designs has also
been observed in [3]. On the other hand, with the proposed controller gains, a smooth
transient is observed in Fig. 4.7(d)-(f). From Fig. 4.7, it is depicted that with the proposed
design, stator currents 𝑖𝑑𝑠, 𝑖𝑞𝑠 and motor speed ω𝑟 represent better performance than the
existing one.
Next, the effect of 𝑇𝐿 variation is evaluated. Since the existing design shows instability,
𝑇𝐿 perturbation performance is only tested with the proposed designed gains. A variation in
σ is considered as δ = 0.2σ, which is within the range of −0.5σ < δ < 0.41σ in order to
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(a)
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Figure 4.4: Bode bandwidth plot for concurrent inner-loop controller.
maintain minimum-phase condition following [3]. In steady-state, a step 𝑇𝐿 = 6.5 N·m is
applied at 5 sec. The corresponding 𝑖𝑑𝑠, 𝑖𝑞𝑠 and ω𝑟 are shown in Fig. 4.8. It is observed that,
for both δ = 0 and δ = 0.2σ, transient response (regarding settling time, undershoot and
overshoot) in stator currents and motor speed are almost same, which depicts the robustness
property that the proposed design inherits.
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Figure 4.5: Bode bandwidth plot for concurrent outer-loop controller.








































Figure 4.6: Decoupled design simulation results for step change in 𝑇𝐿. (a) 𝑖𝑑𝑠. (b) 𝑖𝑞𝑠. (c)
ω𝑟.
4.4 Experimental Results
For experimental validation, the same motor as described in Section 4.3 is used. Experiment
is first carried with the PI gains as obtained from the decoupled design. The corresponding
results for 𝑇𝐿 variation is shown in Fig. 4.9 at δ = 0. As 𝑇𝐿 is changed in step of about 6.5
N·m at ω𝑟 = 130 rad/sec, a high shoot occurs in both the currents and the ω𝑟. Also, these
states return to steady-state with a large settling time. The magnitude of the shoot and the
settling time increases with δ = 0.2σ, as observed in Fig. 4.10. Such behavior corroborate
the simulation results. Next, experiment is carried out with the proposed design. A 𝑇𝐿 of
about 6.5 N·m is applied in steady-state (ω𝑟 = 130 rad/sec). The corresponding ω𝑟 and 𝑖𝑞𝑠
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Figure 4.7: Comparison between existing and proposed design for step change in ω𝑟𝑒𝑓 at


















































Figure 4.8: Variation of motor speed and stator currents for step change in 𝑇𝐿 = 6.5 N·m at
ω𝑟𝑒𝑓 = 130 rad/sec for proposed design: (a) 𝑖𝑑𝑠. (b) 𝑖𝑞𝑠. (c) ω𝑟.
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variation are shown in Fig. 4.11(a)-(b). It is observed that, ω𝑟 and stator currents as shown
in Fig. 4.11(a) have smoother transient as compared to the decoupled design. Moreover, at
δ = 0.2σ, ω𝑟, 𝑖𝑑𝑠 and 𝑖𝑞𝑠 transient performance is similar to δ = 0 as shown in Fig. 4.11(b).
(a) (b)
Figure 4.9: Experimental result with decoupled design for variation in 𝑇𝐿 at ω𝑟𝑒𝑓 = 130
rad/sec at δ = 0: (a) Stator currents. (b) Motor speed ω𝑟.
(a) (b)
Figure 4.10: Experimental result with decoupled design for variation in 𝑇𝐿 at ω𝑟𝑒𝑓 = 130
rad/sec at δ = 0.2σ: (a) Stator currents. (b) Motor speed ω𝑟.
(a) (b)
Figure 4.11: Experimental result with proposed concurrent design for variation in 𝑇𝐿 at
ω𝑟𝑒𝑓 = 130 rad/sec: (a) δ = 0. (b) δ = 0.2σ.
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Next, the speed tracking performance of existing [3, 94] and the proposed designs are
evaluated experimentally. First, the experiment is carried with the design of [94]. Owing
to instability in simulation for the design of [94], the motor is started using the proposed
speed-loop gains. As motor reached to ω𝑟𝑒𝑓 = 130 rad/sec, the proposed gains are changed
to the gains corresponding to [94] using variable array tool in dSPACE. As shown in
Fig. 4.12(a), initially ω𝑟𝑒𝑓 is changed in small step from 130 to 150 rad/sec. Corresponding
to this change, ω𝑟 and 𝑖𝑞𝑠 oscillate with large magnitude as observed in Fig. 4.12. Further,
as ω𝑟𝑒𝑓 is reduced to 100 rad/sec, large overshoots in 𝑖𝑑𝑠 and 𝑖𝑞𝑠 (Fig. 4.12(b)) are observed
and motoring operation is stalled which shows poor tracking performance. Here, existing
design lacks the robustness due to high bandwidth (110 rad/sec) control action. For the
proposed design approach, ω𝑟𝑒𝑓 is varied in large step from 100 → 150 → 100 rad/sec.
The corresponding ω𝑟 variation in Fig. 4.13(a)-(b) shows comparatively smoother tracking
for δ = 0 as well as for δ = 0.2σ. Comparing Fig. 4.12 and Fig. 4.13(a)-(b), it is observed
that the proposed design provides improved robust performance than the existing design
approach.
(a) (b)
Figure 4.12: Experimental result with existing design for variation in ω𝑟𝑒𝑓 at δ = 0: (a)
Motor speed ω𝑟. (b) Stator currents 𝑖𝑑𝑠 and 𝑖𝑞𝑠.
(a) (b)
Figure 4.13: Experimental result of ω𝑟 with proposed design for variation in ω𝑟𝑒𝑓 : (a) δ = 0,
(b) δ = 0.2σ.
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Further, the IM is controlled using the speed-loop controller [3] and the stator currents are
regulated using the proposed PI controller that could not start the motor. Hence, first, motor
is started using the proposed speed-loop controller and then, at steady-state, it is switched
to the existing controller 𝐶ω(𝑠) = 2(𝑠+90)
2(𝑠+22)
𝑠(𝑠+210)(𝑠+87) [3]. The IM becomes unstable with this
design as observed in Fig. 4.14(a). Whereas, for the proposed design (bandwidth of 25
rad/sec in the speed-loop), a smoother response is observed in Fig. 4.14(b). Further, IM is
controlled using lower bandwidth speed-loop gains 𝐾𝑝ω = 0.5 and 𝐾𝑖ω = 1.5 (bandwidth
of 16.5 rad/sec in the speed-loop) and same ω𝑟𝑒𝑓 variation is applied. The corresponding ω𝑟,
𝑖𝑑𝑠 and 𝑖𝑞𝑠 response are shown in Fig. 4.14(c). It is observed that for these gains, settling
time and overshoot for ω𝑟 and 𝑖𝑑𝑠 are higher than the proposed design. Next, motor is
controlled using higher bandwidth gains 𝐾𝑝ω = 1 and 𝐾𝑖ω = 3 (bandwidth of 33 rad/sec)
and the corresponding response is shown in Fig. 4.14(d). It is observed that settling time and
overshoot for ω𝑟 are better than the proposed design. However, overshoot for both 𝑑 and
𝑞-axis currents is higher than the proposed one.
(a) (b)
(c) (d)
Figure 4.14: Experimental results for variation in ω𝑟𝑒𝑓 from 100 → 150 → 100 rad/sec at
δ = 0: (a) Existing design of [3]. (b) Proposed design. (c) 𝐾𝑝ω = 0.5 and 𝐾𝑖ω = 1.5. (d)
𝐾𝑝ω = 1 and 𝐾𝑖ω = 3.
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The tracking performance of 𝑖𝑑𝑠 and 𝑖𝑞𝑠 with variation in 𝑇𝐿 and ω𝑟𝑒𝑓 (100 → 150 →
100 rad/sec) is shown in Fig. 4.15(a)-(b). Both currents shows smooth tracking performance
with the proposed design.
(a) (b)
Figure 4.15: Experimental result of current tracking performance for change in: (a) 𝑇𝐿. (b)
ω𝑟𝑒𝑓 .
4.5 Chapter Summary
In this chapter, a concurrent robust PI controller has been designed for the multiple-input
and multiple-output IVCIM system. The controller design problem is framed in static output
feedback framework in which rotor resistance variation and load torque are considered as
disturbances. The combination of robust 𝐻∞ control and ILMI technique is used to design
the PI controller gains. The comparison of simulation and experimental results indicates the
superior robust performance for the proposed concurrent design.
The stator current dynamics are coupled to each other such that variation in one
component affect the other one as observed in Fig. 4.11(a). On the other hand, the bandwidth
of the current-control loop should be high enough for faster response, however, the same
may increase the coupling (fast 𝑖𝑞𝑠 response increases transient in 𝑖𝑑𝑠 [119]). This coupling
degrade the smoothness of the torque response of the motor. It can be minimized to
certain extant by proper regulation of inner control gains, which requires a systematic design
procedure. In the next chapter, the inner-loop PI controllers are designed to minimize the
coupling between stator currents subjected to load torque variations.
Chapter 5
Decoupling PI Controller Design for
IVCIM
5.1 Introduction
To generate the instantaneous torque using IVC scheme [120], two current components
(the direct and quadrature ones) are to be controlled independently. Although SRC is
simpler than the SRFC one, the latter one is preferred since it operates on DC quantities
and zero steady-state error. These benefits can be achieved if the regulator gains are
chosen efficiently [1]. For such regulation, the reference quadrature current is given by the
outer speed-loop, which is realized by linear, intelligent control techniques and nonlinear
methods [3, 100, 121–124]. However, these components are inherently coupled through the
motor dynamics which affects the IM torque response.
The coupled flux and torque dynamics behavior along with rotor resistance variation
effect have been studied in [125]. The severity of this coupling on motoring operation
depends on the control application. During the low-speed IM operation, the coupling
effect can be neglected. Erstwhile, for high-speed operation, fast torque response is
difficult to achieve without proper decoupling [126]. For overcoming the coupling effect,
many decoupling techniques have been discussed. A complex vector synchronous frame
proportional-integral (PI) controller design has been proposed in [127] to enhance the
performance of synchronous PI controller. Specifically, parameter variation causes errors in
the estimated flux that may lead to the reduction of the torque performance. To overcome
this, a modified decoupling control has been proposed in [128]. Additional PI controller
has been used to perform the decoupling in [129]. An internal-model-control (IMC)
based decoupling has also been reported in [119], where additional integrator dynamics
has been used to minimize the coupling. Further, a dynamic controller structure for the
current controllers have been used in [126] to achieve decoupling. The rotor time-constant
estimation based decoupling has been suggested in [130]. A new adaptive observer based
speed estimation technique has been proposed in [131] that may be used for decoupling.
Multivariable PI based decoupling scheme has been discussed in [132]. Here, similar to
the IMC based decoupling [119], inclusion of integrators have been used for mitigating
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the coupling. Despite these modifications, the feedforward decoupling method [21] is still
preferred due to its straight-forwardness and faster decoupling ability.
Apart from the above linear decoupling schemes, a sliding mode control based
decoupling has been developed in [4, 133]. Due to the lack of antiwindup capability
in [4], the proposed controller may saturate at high speed limiting its application to low
load conditions for which the coupling is itself weak. Also, it requires low-pass filters to
remove the chattering effect. The decoupling is also been attempted in sensorless control
scheme [134]. A nonlinear observer is proposed to estimate the motor speed, which is used
to compensate the speed dependent cross-coupled terms. A modified IVC scheme based
decoupling for current source IM drive has been given in [45]. Besides these decoupling
methods, energy efficient model based control (MBC) has been discussed in [135] to improve
the torque performance. In this work, the MBC dynamical behavior for load transition
has been analyzed in detail and new control strategies have been proposed. Modified
PI controller based decoupling methods have been developed in [119, 127, 129, 132].
However, all these methods incorporate additional dynamics and/or induce complexity in
the conventional indirect vector controlled induction motor (IVCIM) system. Moreover, the
tuning of the PI controller, otherwise used for current regulations, also has an impact on
the coupling [4]. Despite the fact that such tuning has limited scope to minimize coupling.
However, due to its simplicity and classical performance, it is considered as a better method
for decoupling rather than introducing additional dynamics. Typically, for designing a PI
controller, frequency response (Bode plot) method is considered as simple. However, the
robustness of the system is difficult to assess using such method [136].
The present chapter is on SOF based PI design of the speed as well as the current
controllers to achieve decouple transient performance. By this method, the same classical
IVCIM structure is retained. The following contributions are made in this chapter: (i)
Sensitivity of stator currents on inner-loop controller gains is determined. (ii) The decoupling
effect is formulated as a performance criterion for speed and current-loop controller design.
(iii) AnMIMO SOF based closed-loop structure is formulated for the linearized model of the
IVCIM. (iv) An iterative linear matrix inequality (ILMI) based controller design technique
is applied to design the PI gains. (v) Simulation and experimental results are presented that
corroborates the effectiveness of the proposed controller design technique as compared to
the conventional feedforward decoupling one.
The chapter is organized as follows: The classical feedforward decoupler and sensitivity
of stator currents are discussed in Section 5.3. Section 5.4 shows the formulation of the
coupling minimization problem. Comparison of the proposed method with feedforward one
through simulation and experimental results is given in Section 5.5. Finally, conclusions of
this chapter are pointed out in Section 5.6.
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5.2 System Under Study
The IVCIM system as shown in Fig. 3.8 and model described in (6.9) is considered here. The
stator currents 𝑖𝑑𝑠 (𝑥1) and 𝑖𝑞𝑠 (𝑥2) are coupled to each other and hence, for any variation in
respective currents, torque output of the IM is affected. Therefore, a feedforward decoupler is
used to compensate the coupled dynamics. However, it introduces additional burden in terms
of signal processing and requires exact knowledge of motor parameters. For overcoming this
limitation, in this Chapter, a PI controller design scheme is introduced, which yields suitable
inner-loop gains that minimizes coupling of the stator currents on load torque variations.
This PI design does not require any additional signal processing and arrangements and hence
provides an alternative and simple approach to get smoother torque response.
5.3 Inner-loop Feedforward Decoupler
In order to elaborate the coupling problem, consider rewriting the stator current dynamics
following (6.9) at δ = 0 as:
̇𝑥1 = − 𝑎𝑥1 + [ω𝑟𝑒𝑓 − 𝑥5 + σ𝐿𝑚(𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓)−1𝑥6]𝑥2 + 𝑏σ𝑥3 + 𝑏(ω𝑟𝑒𝑓 − 𝑥5)𝑥4
+ 𝑐𝑣𝑑𝑠





In the above, both 𝑖𝑑𝑠 and 𝑖𝑞𝑠 are dependent on each other, additionally on ψ𝑑𝑟, ψ𝑞𝑟 and ω𝑟.
These are coupled through the remaining system dynamics. However, for obtaining a torque
response similar to a DC motor, the flux, and torque components of currents are required to
be decoupled while regulating the respective currents.
The torque performance can be improved by compensating the coupled terms. However,
the perfect compensation of all the connected components requires an accurate update
knowledge of the motor parameters. This is almost impossible in practice since induction
motor parameters are known to have variations during operation, e.g., the rotor resistance
variation [7]. In [126], it has been observed that (i) ω𝑒𝑖𝑑𝑠 and ω𝑒𝑖𝑞𝑠 are the dominating
components in the respective currents, and (ii) the coupling effect increases as motor speed
increases. So, either by removing or minimizing these dominating components, the effect
of coupling phenomenon can be reduced. One way to achieve such reduction in coupling
is, by introducing a supplementary feedforward controller to the current controller output
as shown in Fig. 5.1(a) [103]. In this, a direct feedforward compensation 𝑣𝑐𝑜𝑚𝑝𝑑𝑠 and 𝑣𝑐𝑜𝑚𝑝𝑞𝑠
corresponding to the dominating components are used.
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Figure 5.1: (a) Feedforward decoupling of inner-loop. (b) Behavior of 𝑖𝑑𝑠 for feedforward
decoupling scheme.









𝑥1[ω𝑟𝑒𝑓 − 𝑥5 + σ𝐿𝑚(𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓)−1𝑥6]
𝑐 . (5.3)
The effect of such decouplingmethod for the IM (Parameters are given in Table 3.4) is shown
in Fig. 5.1(b). This can be seen that for a change in 𝑇𝐿 (6.5 N·m applied at 10 sec), the effect
in 𝑖𝑑𝑠 is considerably reduced by the decoupler.
Note that, the above result is obtained while considering same speed and current-loop
controller gains. However, for a different set of these controller gains, the performance of
the decoupling scheme varies. Moreover, it may be possible to improve the decoupling by
suitable choice of the regulatory PI gains. Since feedforward decoupling scheme introduces
complexity in IVCIM and it is more susceptible to parameter variations [126], an alternate
method is proposed in this work.
5.3.1 Decoupler Sensitivity
Current controller tuning effect
For IVCIM, the coupling is primarily affected by inner-loop controller tuning. Since
cross-couplings exist between the two current loops, controller tuning for the 𝑑-axis stator
current may affect the 𝑞-axis one and vice versa. The sensitivity of the currents with respect
to the cross-controller gains are studied here.
The sensitivity expression is determined following procedure in [11]. For the purpose,
first, the current-loop integrators and outer speed-loop dynamics are neglected and the
linearized model is obtained by replacing 𝑥 = 𝑥𝑒 + Δ𝑥 in (6.9)(δ = 0). The linearized
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where Δ𝑥1−4 = [Δ𝑥1 Δ𝑥2 Δ𝑥3 Δ𝑥4]







, 𝑔11 = −𝑎 − 𝑐𝐾𝑝𝑑,
𝑔12 = ω𝑒, 𝑔13 = 𝑏σ, 𝑔14 = 𝑏ω𝑟𝑒𝑓 , 𝑔21 = −ω𝑒, 𝑔22 = −𝑎−𝑐𝐾𝑝𝑞, 𝑔23 = −𝑏ω𝑟𝑒𝑓 , 𝑔24 = 𝑏σ,
𝑔31 = σ𝐿𝑚, 𝑔32 = 0, 𝑔33 = −σ, 𝑔34 = ω𝑠𝑙, 𝑔41 = 0, 𝑔42 = σ𝐿𝑚, 𝑔43 = −ω𝑠𝑙, 𝑔44 = −σ,
𝐶 = [1 0 0 0].
With a perturbation Δ𝐾𝑝𝑞 in 𝐾𝑝𝑞, the above can be written as
Δ ̇𝑥1−4 =𝐺Δ𝑥1−4 + Δ𝐺𝑥𝑒1−4
Δ𝑦1 =𝐶Δ𝑥1−4
} (5.5)
where Δ𝐺 represents perturbed system matrix as Δ𝐺 = [ 𝑀 02×2
02×2 02×2
]Δ𝐾𝑝𝑞, Δ𝐾𝑝𝑞 is the
variation in 𝐾𝑝𝑞, 𝑥𝑒1−4 = [𝑥𝑒1 𝑥𝑒2 𝑥𝑒3 𝑥𝑒4]
𝑇
, 𝑀 = [0 00 −𝑐].







where ℎ12 = 𝑔12𝑔34𝑔43 + 𝑔13𝑔32𝑔44 + 𝑔14𝑔33𝑔42 − 𝑔12𝑔33𝑔44
− 𝑔13𝑔34𝑔42 − 𝑔14𝑔32𝑔43, 𝑄 = 𝑠𝐼 − 𝐺.
Similarly, considering the dynamics involving only 𝑖𝑞𝑠 as the output, the sensitivity







where Δ𝐾𝑝𝑑 is the variation in 𝐾𝑝𝑑, ℎ21 = 𝑔21𝑔34𝑔43 + 𝑔23𝑔31𝑔44 + 𝑔24𝑔33𝑔41 − 𝑔21𝑔33𝑔44
− 𝑔23𝑔34𝑔41 − 𝑔24𝑔31𝑔43.
The above sensitivities are studied here for an IM with the parameters given in Table 3.4.
For evaluating (5.6), the equilibrium point is determined at 𝑇𝐿 = 5 N·m (chosen arbitrarily)
and ω𝑒 ≃ ω𝑟=80 rad/sec. These sensitivity functions are analyzed with the magnitude plot
as shown in Fig. 5.2(a). It is observed that the current perturbations can be minimized by
tuning the controller with high 𝐾𝑝𝑑 and 𝐾𝑝𝑞. However, due to non-ideality, noises and
delay in physical implementation, higher gains may actuate oscillations of large magnitude
or instability, hence a systematic design is required. The sensitivity of 𝑖𝑑𝑠 with feedforward
decoupler is shown in Fig. 5.2(b). For this, the equilibrium point is determined at 𝑇𝐿 =
5 N·m and with ω𝑒 = 0 (perfect compensation is considered). It is observed that high
controller gains reduce the current perturbations, however, sensitivity is slightly lower with
this decoupling as compared to the without decoupler case. The sensitivity of 𝑖𝑑𝑠 (without
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decoupling) with variation in frequency is shown in Fig. 5.3(a). It is observed that sensitivity
is high at low frequency (ω = 0.1 rad/sec). As frequency reaches 20 rad/sec, a small peak is
observed due to the cancellation of motor dynamics [119]. Furthermore, it is reduced with


































































































































Figure 5.3: Sensitivity of 𝑖𝑑𝑠 with variation in frequency at ω𝑒 = 80 rad/sec: (a) Varying
𝐾𝑝𝑑, 𝐾𝑝𝑞. (b) 𝐾𝑝𝑑 = 𝐾𝑝𝑞 = 100 and 35% overestimation of 𝑅𝑟 and 𝐿𝑚.
Note that, ℎ12 and 𝑄 depend on 𝑅𝑟 and 𝐿𝑚. Since an accurate information of these
parameters is impossible to get in practice, perturbations may affect the IVCIM performance.
The effect of improper parameter estimation on current controller gain sensitivity is also
shown in Fig. 5.3(b). It is observed that, in feedforward decoupling, overestimation in
compensation signals increase the magnitude. However, it is less affected when decoupler
is not used.
Parameter variation effect
In feedforwad decoupling scheme, the compensation terms 𝑣𝑐𝑜𝑚𝑝𝑑𝑠 and 𝑣𝑐𝑜𝑚𝑝𝑞𝑠 are function of
ω𝑠𝑙 and 𝑐, which depends on 𝑅𝑟 and 𝐿𝑚, respectively. Both of these IM parameters may
vary with temperature, ageing and other environmental reasons [7]. For determining 𝑅𝑟
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variation effect on feedforward decoupling, Δ𝐺 in (5.5) is written as:
Δ𝐺 = [ −𝐸 02×2
02×2 −𝐸
]Δω𝑠𝑙 (5.8)
where 𝐸 = [0 −11 0 ], Δω𝑠𝑙 =
∆𝑅𝑟𝐿𝑚𝑖𝑒𝑞𝑠
𝐿𝑟ψ𝑑𝑟𝑟𝑒𝑓 , Δ𝑅𝑟 represents perturbation in 𝑅𝑟.





𝑞𝑠 + ℎ12𝑖𝑒𝑑𝑠 + ℎ13ψ𝑒𝑞𝑟 − ℎ14ψ𝑒𝑑𝑟
|𝑄| (5.9)
where ℎ12 = 𝑔12𝑔34𝑔43 + 𝑔13𝑔32𝑔44 + 𝑔14𝑔33𝑔42 − 𝑔12𝑔33𝑔44 − 𝑔13𝑔34𝑔42 − 𝑔14𝑔32𝑔43,
ℎ13 = 𝑔12𝑔23𝑔44 + 𝑔13𝑔24𝑔42 + 𝑔14𝑔22𝑔43 − 𝑔12𝑔24𝑔43 − 𝑔13𝑔22𝑔44 − 𝑔14𝑔23𝑔42, ℎ14 =
𝑔12𝑔24𝑔33 + 𝑔13𝑔22𝑔34 + 𝑔14𝑔23𝑔32 − 𝑔12𝑔23𝑔34 − 𝑔13𝑔24𝑔32 − 𝑔14𝑔22𝑔33.
The stator current sensitivity magnitude for 𝑅𝑟 variation (20%) is shown in Fig. 5.4(a).
It is observed that sensitivity is comparatively larger with decoupler (ω𝑒 = 0). The
corresponding sensitivity magnitude variation with change in 𝐾𝑝𝑑 and 𝐾𝑝𝑞 is shown in
Fig. 5.4(b). It is observed that, initially, the magnitude with decoupler is higher for low
frequency (up to 20 rad/sec). However, it is reduced with higher 𝐾𝑝𝑑, 𝐾𝑝𝑞 and frequency,
e.g., 𝐾𝑝𝑑 = 𝐾𝑝𝑞 = 100. A further increment in 𝐾𝑝𝑑 and 𝐾𝑝𝑞 reduces the sensitivity


































































Figure 5.4: Sensitivity of 𝑖𝑑𝑠 on change in 𝑅𝑟 with variation in frequency for feedforward
decoupler: (a) 𝐾𝑝𝑑 = 𝐾𝑝𝑞 = 10. (b) Varying 𝐾𝑝𝑑, 𝐾𝑝𝑞.
5.4 Coupling Minimization Problem
Considering the disturbance input to the system through the variations in load torque 𝑇𝐿 that
can be modeled as disturbance Δ𝑤 = [Δ𝑇𝐿], the linearized dynamics of (6.9) using SOF
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(4.8) can be represented as:






where 𝐴 is defined in (4.18), 𝐵1 = [0 0 0 0 𝐾𝑚𝐽 0 0 0]
𝑇
, 𝐵2 and 𝐶2 are defined
in (4.19) and (4.22), respectively.
For minimizing the effect of 𝑖𝑞𝑠 variation, the dominating nonlinear terms ω𝑒𝑖𝑑𝑠 and
ω𝑒𝑖𝑞𝑠 are linearized and chosen as the performance variables. Correspondingly, output
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0 0 0 0 𝑥𝑒2 0 0 0
0 0 0 0 0 σ𝐿𝑚𝑥𝑒2𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓 0 0
0 0 0 0 𝑥𝑒1 0 0 0












and output feedback matrix 𝐶2 is defined in (4.22).
In the coupling minimization problem, one need to design 𝐹 (static feedback controller
matrix). In this work, the decoupling objective is defined as: to tune 𝐹 for minimizing the
effect of load perturbation Δ𝑤 on performance variables Δ𝑧. Here, 𝐹 is designed using the
Algorithm 2 (As given in Chapter 4).
Remark 1: Since the final controller design depends on the convergence of the
Algorithm 2, the proposed method may be hindered by possible convergence failure in
online implementation, particularly with variation inψ𝑑𝑟𝑟𝑒𝑓 and ω𝑟𝑒𝑓 . This can be overcome
by offline tuning of the controller parameters and then using look-up tables for online
implementation.
5.5 Validation and Discussions
5.5.1 Simulation Results
An IVCIM (Fig. 3.8) having the machine parameters in Table 3.4 is used for validating the
proposed design. First, the conventional feedforward design is tested. The inner-loop PI
design techniques have been discussed in [1, 4, 109]. However, corresponding to higher
bandwidth requirement, current controller gains are selected according to the placement of
the closed-loop poles and zeros of the IVCIM [4, not the sliding mode controller]. This
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design considers 𝑖𝑑𝑠 and 𝑖𝑞𝑠 are decoupled. Here, the poles are chosen as 300. Next, zeros
are selected to cancel the plant IM poles. The obtained gains are given in Table 5.2. Fig. 5.5
shows the Bode plot of the transfer function 𝐶(𝑠) 𝑖𝑑𝑠(𝑠)𝑣𝑑𝑠(𝑠) = 𝐶(𝑠)
𝑖𝑞𝑠(𝑠)
𝑣𝑞𝑠(𝑠)
. The bandwidth of the
current loops for the designs of [4] and [1] are 380 rad/sec, 400 rad/sec and 45 rad/sec, 45
rad/sec for the 𝑑 and 𝑞 current components, respectively. Whereas, the proposed approach
provides a bandwidth of 5000 rad/sec for the 𝑑 current component, which is higher than both



















































































Figure 5.5: Bode plot for inner-loop PI controllers: (a) 𝑑 current component. (b) 𝑞 current
component.
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For the proposed design, first, the parameter ρ in Algorithm 2 is chosen as 12. The
reference inputs and the obtained gains are shown in Table 5.1 and Table 5.2, respectively.
The controllers are obtained as:
𝐾𝑑(𝑠) = 108 (1 +
42.92
𝑠 ) , 𝐾𝑞(𝑠) = 2.2 (1 +
55.90
𝑠 ) , 𝐾𝜔(𝑠) = 0.4 (1 +
3
𝑠) .
It may be noted that the proposed one yields higher𝐾𝑝𝑑, 𝐾𝑖𝑑 but lower 𝐾𝑝𝑞, 𝐾𝑖𝑞. However,
without systematic design procedure, it is difficult to arrive at such gains. Note that, the same
speed-loop gains are used to compare the decoupling performance of the current controller
design methods [1, 4].
Table 5.1: Initial Parameters for Algorithm 2
Notation Value Notation Value
ψ𝑑𝑟𝑟𝑒𝑓 0.65 Wb ω𝑟𝑒𝑓 80 rad/sec
𝐵𝑚 0 N·m/rad/s 𝑇𝐿 0 N·m
Table 5.2: Controller gains
Description Notation and value
Existing design
Current controller [4] 𝐾𝑝𝑑 = 8.97, 𝐾𝑖𝑑 = 1536, 𝐾𝑝𝑞 = 8.97, 𝐾𝑖𝑞 = 2142
Current controller [1] 𝐾𝑝𝑑 = 0.53, 𝐾𝑖𝑑 = 247, 𝐾𝑝𝑞 = 0.53, 𝐾𝑖𝑞 = 247
Proposed design
Current controller 𝐾𝑝𝑑 = 108, 𝐾𝑖𝑑 = 4636, 𝐾𝑝𝑞 = 2.2, 𝐾𝑖𝑞 = 123
Speed controller 𝐾𝑝ω = 0.4, 𝐾𝑖ω = 1.2
First, the above two designs are assessed through simulation. The load variation effect on
coupling is shown in Fig. 5.6. It is assessed that as 𝑇𝐿 is increased from 0 to 6.5 N·m (chosen
arbitrarily), 𝑖𝑑𝑠 of the feedforward decoupling scheme produces a larger shoot. Whereas, in
the proposed decoupling, a smaller overshoot occurs in 𝑖𝑑𝑠. The outer speed-loop robustness
is tested with a step change inω𝑟𝑒𝑓 from 100 → 150 rad/sec. The correspondingω𝑟 response
in Fig. 5.7 shows robustness to the sudden variation in ω𝑟𝑒𝑓 .
Since ω𝑠𝑙 and parameter 𝑐 are susceptible to variations, the feedforward scheme may
lead to mismatch in compensation [126]. By considering total 50% variation (35% in 𝑅𝑟,
15% in 𝐿𝑚 and 𝐿𝑠), the effect of feedforward decoupling on 𝑖𝑑𝑠 is shown in Fig. 5.8. It is
observed that as 𝑇𝐿 is changed at 10 sec, such parameter variation deteriorates 𝑖𝑑𝑠 current
of the feedforward decoupling method. This behavior corroborates the result in Section
5.3. Whereas, the proposed decoupling method yields a smoother 𝑖𝑑𝑠 current. Moreover,
measurement noise also affects the dynamic motoring response. The effect of such noise
on 𝑖𝑑𝑠 behavior for a change in 𝑇𝐿 is shown in Fig. 5.9. It is observed that, measurement
78



























Figure 5.6: Comparison between proposed and feedforward decoupling for a step 𝑇𝐿 = 6.5


















Figure 5.7: ω𝑟 for change in ω𝑟𝑒𝑓 in step (100 → 150).
noise affects 𝑖𝑑𝑠 current more in the feedforward scheme than with the proposed decoupling
design. Here, the measurement noise is considered in the feedback speed signal. The noise













Figure 5.8: Parameter variation effect on behavior of 𝑖𝑑𝑠.
Remark 2: The objective of the proposed decoupling technique is on the design of
controller gains while minimizing the coupled terms ω𝑒𝑖𝑑𝑠 and ω𝑒𝑖𝑞𝑠 effect on the system
dynamics. As seen, this technique yields higher 𝐾𝑝𝑑, 𝐾𝑖𝑑, while lesser values for 𝐾𝑝𝑞,
𝐾𝑖𝑞 are obtained. These gains corroborate the result in Section 5.3. The current controller
sensitivity expression in equations (5.6) and (5.7) shows that higher proportional gains may
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(a) (b)
Figure 5.9: Measurement noise affect on 𝑖𝑑𝑠: (a) Feedforward decoupling. (b) Proposed
decoupling
reduce the perturbation in respective currents. Since the impact of coupled dynamics is more
on 𝑖𝑑𝑠 current, the corresponding controller gains is obtained as higher than that with the 𝑖𝑞𝑠.
Therefore, when 𝑇𝐿 is changed, due to high bandwidth control for 𝑖𝑑𝑠, less perturbation
occurs in the corresponding current.
5.5.2 Experimental Results
The developments are next validated on an experimental bench as shown in Fig. 3.17. Since
inner-loop gains primarily affect the coupling between 𝑖𝑑𝑠 and 𝑖𝑞𝑠, therefore, first, the effect
of load variation is tested with the proposed decoupling speed-loop gains and inner-loop
gains in [1, 4]. When the motor speed reaches to applied reference speed (130 rad/sec), a
step load torque of about 6.5 N·m is exerted. The corresponding experimental result for
ω𝑟, 𝑖𝑑𝑠 and 𝑖𝑞𝑠 are shown in Fig. 5.10(a)-(b). It is observed that as 𝑇𝐿 is changed, a large
overshoot of about 10 A occurs in 𝑖𝑑𝑠. Next, the feedforward compensation is implemented
with the inner-loop PI gains in [4]. For this, the IM dynamics behavior with a change in 𝑇𝐿
is shown in Fig. 5.10(c). Further, same load variation is applied to the proposed decoupling
gains as shown in Fig. 5.10(d). It is seen that 𝑖𝑑𝑠 with the feedforward and proposed design
shows a small overshoot of about 6A (zoomed portion), which is much lesser than the
𝑖𝑑𝑠 in Fig. 5.10(a)-(b). Such behavior confirms the simulation results in Fig. 5.6. Here,
𝑖𝑑𝑠 response is almost similar in both the feedforward and proposed decoupling. Hence,
without additional arrangements (as required in feedforward decoupling), similar decoupling
performance is achieved using the proposed method with the same regulating PI controllers.
The experimental result for outer speed-loop control is shown in Fig. 5.11. It is seen that
ω𝑟 tracks smoothly even at large step change in ω𝑟𝑒𝑓 . The current tracking performance of
𝑖𝑞𝑠 for step change in 𝑇𝐿 (6.5 N·m) and ω𝑟𝑒𝑓 (100 → 150 → 100) is also shown in Fig. 5.12,
which shows smooth current tracking is achieved using proposed design.
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(a) (b)
(c) (d)
Figure 5.10: Experimental result for variation in 𝑇𝐿: (a)Without decoupling [4]. (b)Without
decoupling [1]. (c) Feedforward decoupling. (d) Proposed decoupling.
Figure 5.11: Experimental result for change in ω𝑟𝑒𝑓 in step (100 → 150 → 100).
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(a) (b)
Figure 5.12: Experimental result of current tracking performance for change in: (a) 𝑇𝐿. (b)
ω𝑟𝑒𝑓 .
5.6 Chapter Summary
In this chapter, the inner current control loop is designed to minimize the coupling between
torque and flux components of the stator current. The conventionally used feedforward
decoupling induce complexity, require more signal processing and increases sensitivity of
the currents on parameter variations. The sensitivity of the current controller gains on
variation of inner-loop gains determined, which depicts high controller gains improves
decoupling. However, high gains may cause instability, therefore, a systematic controller
design procedure is applied to minimize coupling. An iterative linear matrix inequality based
algorithm is used to design 𝐻∞ proportional integral controller gains which minimizes the
coupling between stator current components. The simulation and experimental comparison
results to the existing approaches shows that the proposed approach provides an alternative
and simpler way to achieve decoupling.
Although PI tuning improves the dynamic performance of the motor. A further
performance enhancement requires to use a dynamic controller which can deal with the
sharp variations in reference quantities. In the next chapter, a dynamic controller design
is structured for IVCIM.
Chapter 6
A Dynamic Controller Design for IVCIM
6.1 Introduction
Indirect vector control (IVC) technique for IM is popular because of its simplicity yet
capability to deliver high performance. The scheme requires regulation of two current-loops
and one speed-loop. Conventionally, the regulation of the stator currents is considered as
decoupled from the speed-loop and can be configured in either of SRFC, SRC or hysteresis
control [102, 103, 106]. Among these, SRFC is the simplest and has the advantage of
operating on direct current (DC) quantities leading to zero steady-state error and negligible
cross coupling [108, 137]. However, these advantages rely on the efficient design of the
controllers.
PI and several other linear, nonlinear and intelligent controllers have been designed
to regulate the speed-loop of the IVCIM system in [94, 100, 138–142]. Among these,
PI controller is conventionally used. Although the controllers in [100, 139–142] improve
performance, complexity associated with additional dynamics or structure induces difficulty
in implementation and requires more computational power. Recently, a SRC based
speed-loop compensator design technique has been proposed in [3]. However, this design
relies on robust stability, which may limit its performance on large variation of load torque
and motor speed. On the other hand, for the current regulation, PI, sliding mode, neural
network, predictive and compensator designs have been discussed in [1, 4, 100, 109, 110,
140]. However, most of the these techniques consider a low-order model of IM, which may
affect the IVCIM performance. As far as the PI controller is concerned, it is a low-order
(first-order one) for the 5𝑡ℎ-order IM dynamics. Hence, its performance is limited.
On the other hand, dynamic controller design has been used in many practical problems
and gained popularity due to its simplicity and significant performance [143–145]. In
addition, since the stator current is also derived to the IM core and flows into the iron, iron
loss problem is occurred. Hence, getting a decoupled and robust torque performance with
conventional control schemes is difficult [146, 147]. Various methods (modified speed-loop
controllers) are introduced in order to minimize this iron loss problem [148–150]. However,
a linear controller design while considering dynamic performance yet maintaining simplicity
in design and involving iron loss dynamics still does not exist in literature.
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For obtaining high performance, in this work, a dynamic control structure and its
design for IVCIM is addressed. A full IM model (7𝑡ℎ order) in SRFC with iron loss
dynamics is employed for the design. The current controller design is modeled in SRFC.
A multiple-input and multiple-output (MIMO) DOF based closed-loop structure is framed
for designing the current-loop controller and then sequential design for the speed-loop is
invoked. The designed current-loop controller is included in the model while designing
the outer speed-loop controller. The rotor resistance variation, uncertainty of states and
load torque are considered as disturbances. An ILMI based 𝐻∞ control design technique is
employed for the design. A Performance comparison of the proposed and the conventional
PI controller is demonstrated through simulation and experiment results. The obtained
results show improved dynamic performance of the IVCIM while employing the proposed
controller.
The structure of this chapter is organized as follows: Section 6.2 presents the DOF
control structure for IVCIM comprising of inner-loop, outer-loop design, iron loss and
uncertainty model. A performance evaluation of the designed controller with simulation
and experimental results is shown in Section 6.5. At the end, relevant conclusions and
discussions are pointed out in Section 6.6.
6.2 The Proposed Dynamic Controller
A block diagram of IVCIM drive system for speed regulation is shown in Fig. 6.1. The
vector control operation is achieved by one speed, 𝐶ω(𝑠), and two current, 𝐶𝑑(𝑠) and𝐶𝑞(𝑠),




























































Figure 6.1: Indirect vector control scheme for induction motor.
The proposed dynamic controller structure is shown in Fig. 6.2 where 𝐾(𝑠) represents
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Figure 6.2: Controller structure.
the dynamic controller that improves the dynamic performance, whereas the integral gain𝐾𝑖
takes care of the steady-state error. The case of 𝐾(𝑠) = 𝐾𝑝, with 𝐾𝑝 constant, represents
a PI controller. To this end, the IM model being high order, a simple P-controller for 𝐾(𝑠)
is too restrictive to govern the system dynamics. Earlier works, such as [3], attempted to
improve the system performance using a 3𝑟𝑑 order dynamic controller, where the design
is based on compensation scheme in frequency domain. In this work, we use a generic
state-space model of such DOF controller as:
𝐾(𝑠) ∶ ̇̂𝑥𝑐 = ̂𝐴𝑐 ̂𝑥𝑐 + ?̂?𝑐𝑦𝑒,
𝑢 = ̂𝐶𝑐 ̂𝑥𝑐 + ?̂?𝑐𝑦𝑒
(6.1)
where ̂𝑥𝑐 is the state of the dynamic controller, 𝑦𝑒 is the error signal fed to the controller,
𝑢 is the controller output that is fed to the plant, ̂𝐴𝑐, ?̂?𝑐 and ̂𝐶𝑐, ?̂?𝑐 are the controller
matrices which are to be designed for each of the 𝐶ω(𝑠), 𝐶𝑑(𝑠) and 𝐶𝑞(𝑠). The order of the
dynamic controller can be chosen as high as the plant order. For demonstration, we consider
a first-order dynamic controller just to highlight its superiority over the PI one. Besides, use
of P control transfers step errors (for example step change in reference) proportionally to the
inverter whereas the proposed dynamical one transfers it smoothly that reduces the wear and
tear in the mechanical components.
6.3 IVCIMModel
The motor model is considered in the synchronously rotating reference frame through the
𝑑 − 𝑞 axis representation, where the 𝑑-axis is in phase to the magnetizing flux and its
quadrature axis is the 𝑞-axis [6]. The 𝑑 − 𝑞 axis equivalent circuit considering core-loss is
shown in Fig. 6.3 [147], where 𝑖𝑑𝑠, 𝑖𝑞𝑠, 𝑖𝑑𝑓𝑒, 𝑖𝑞𝑓𝑒, 𝑖𝑑𝑚 and 𝑖𝑞𝑚 are the direct and quadrature
components of stator, iron-loss and magnetizing currents, respectively. The corresponding
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IM model can be written as:
𝑑𝑖𝑑𝑠
𝑑𝑡 = − (η5 + η2η4𝐿𝑚)𝑖𝑑𝑠 + ω𝑒𝑖𝑞𝑠 − η3η4𝐿𝑚ψ𝑑𝑟 + η3η4𝐿𝑟𝐿𝑚𝑖𝑑𝑚 + η4𝑣𝑑𝑠
𝑑𝑖𝑞𝑠
𝑑𝑡 = − ω𝑒𝑖𝑑𝑠 − (η5 + η2η4𝐿𝑚)𝑖𝑞𝑠 − η3η4𝐿𝑚ψ𝑞𝑟 + η3η4𝐿𝑟𝐿𝑚𝑖𝑞𝑚 + η4𝑣𝑞𝑠
𝑑ψ𝑑𝑟
𝑑𝑡 = − 𝜂1ψ𝑑𝑟 + ω𝑠𝑙ψ𝑞𝑟 + η1𝐿𝑚𝑖𝑑𝑚
𝑑ψ𝑞𝑟
𝑑𝑡 = − ω𝑠𝑙ψ𝑑𝑟 − η1ψ𝑞𝑟 + 𝜂1𝐿𝑚𝑖𝑞𝑚
𝐽 𝑑ω𝑟𝑑𝑡 =𝐾𝑚(𝑇𝑒 − 𝑇𝐿) − 𝐵𝑚ω𝑟
𝑑𝑖𝑑𝑚
𝑑𝑡 =η2𝑖𝑑𝑠 + η3ψ𝑑𝑟 − η3𝐿𝑟𝑖𝑑𝑚 + ω𝑒𝑖𝑞𝑚
𝑑𝑖𝑞𝑚




where electromagnetic torque 𝑇𝑒 = 𝐾𝑙(ψ𝑑𝑟𝑖𝑞𝑚 − ψ𝑞𝑟𝑖𝑑𝑚), 𝐾𝑙 = 3𝑃𝐿𝑚4(𝐿𝑟−𝐿𝑚) , 𝐾𝑚 =
𝑃
2 , η1 = 𝑅𝑟𝐿𝑟−𝐿𝑚 , η2 =
𝑅𝑓𝑒
𝐿𝑚 , η3 =
η2
𝐿𝑟−𝐿𝑚 , η4 = 1𝐿𝑠−𝐿𝑚 , η5 = 𝑅𝑠η4, 𝑖𝑑𝑚 =
𝑖𝑑𝑠 + 𝑖𝑑𝑟 − 𝑖𝑑𝑓𝑒, 𝑖𝑞𝑚 = 𝑖𝑞𝑠 + 𝑖𝑞𝑟 − 𝑖𝑞𝑓𝑒 where 𝑖𝑑𝑟 and 𝑖𝑞𝑟 are the direct and quadrature
components of rotor currents; ψ𝑑𝑟 and ψ𝑞𝑟 are the direct and quadrature components of rotor
fluxes.
Note that, the IVC scheme for induction motor is governed by 𝑖𝑑𝑠𝑟𝑒𝑓 = ψ𝑑𝑟𝑟𝑒𝑓+γψ̇𝑑𝑟𝑟𝑒𝑓𝐿𝑚 ,
𝑖𝑞𝑠𝑟𝑒𝑓 = 𝑇𝑟𝑒𝐾𝑡ψ𝑑𝑟𝑟𝑒𝑓 , ω𝑠𝑙 =
(σ+δ)𝐿𝑚𝑖𝑞𝑠𝑟𝑒𝑓
ψ𝑑𝑟𝑒𝑓 , where 𝑖𝑑𝑠𝑟𝑒𝑓 is the reference flux component of
current; 𝑖𝑞𝑠𝑟𝑒𝑓 is the reference torque component of current; ψ𝑑𝑟𝑟𝑒𝑓 is the reference flux;
𝑇𝑟𝑒 is the torque output of the speed controller, 𝐾𝑡 = 3𝑃𝐿𝑚4𝐿𝑟 . σ =
𝑅𝑟
𝐿𝑟 is the inverse of the
rotor time-constant and δ is a perturbation in σ due to variation in rotor resistance.
The output of the current controllers in Fig. 3.1 are the stator voltages, which can be
written as:
𝑣𝑑𝑠 =𝑢𝑑𝑠 + 𝐾𝑖𝑑 ∫(𝑖𝑑𝑠𝑟𝑒𝑓 − 𝑖𝑑𝑠)𝑑𝑡




where 𝑢𝑑𝑠 = 𝐾𝑑(𝑠)(𝑖𝑑𝑠𝑟𝑒𝑓 − 𝑖𝑑𝑠) and 𝑢𝑞𝑠 = 𝐾𝑞(𝑠)(𝑖𝑞𝑠𝑟𝑒𝑓 − 𝑖𝑞𝑠).
The objective of this work is to design 𝐾𝑑(𝑠), 𝐾𝑞(𝑠) and 𝐾ω(𝑠) in such a way that the
IVCIM works well even in the presence of uncertain δ and 𝑇𝐿. The corresponding feedback
control system is shown in Fig. 6.4, where 𝑤(𝑡) is the disturbance that incorporates the
effects of δ and 𝑇𝐿 in the system dynamics. The controllers uses the measured output signal
𝑦(𝑡) to generate the control input signal 𝑢(𝑡)with the control objective to minimize the effect
of 𝑤(𝑡) on the output 𝑧(𝑡) in the 𝐻∞ control framework [115, 151]. The models for such a
design are developed and a design procedure is demonstrated.
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6.4 Control Problem Formulation
A sequential design procedure is followed for designing the controllers in which the
inner-loop current controllers are designed first, and these are further incorporated in the
model while designing the outer speed-loop controller. For the purpose, the two controller
design models are presented in this section.
(a)
(b)








Figure 6.4: Block-diagram of a feedback control system with disturbance.
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6.4.1 Current-Loop Model
The DOF controllers for the two current controllers 𝐶𝑑(𝑠) and 𝐶𝑞(𝑠) are designed
simultaneously. In view of the first-order dynamics of the DOF controllers as in (6.1), the
two controller states can be augmented and can be represented as a single controller with the




] , ?̂?𝑐 = [
𝑏𝑑 0
0 𝑏𝑞
] , ̂𝐶𝑐 = [
𝑐𝑑 0
0 𝑐𝑞




where 𝑎𝑗, 𝑏𝑗, 𝑐𝑗 and 𝑑𝑗, 𝑗 = 𝑑, 𝑞, are the controller parameters for the respective DOFs.
Note that, the above controller parameters are structured and can only be addressed through
decentralized controller [143, 151] design framework. The states of the respective integral
gains are included in the plant model as described in the following.
Since the speed-loop controller will be designed later, the speed dynamics is not included
in this model. Further, it is considered that ω𝑟 = ω𝑟𝑒𝑓 . Note that, the disturbance input to the
system is through the uncertain terms involving δ. Now, define the states of the IM model
as 𝑥1 = 𝑖𝑑𝑠, 𝑥2 = 𝑖𝑞𝑠, 𝑥3 = ψ𝑑𝑟, 𝑥4 = ψ𝑞𝑟, 𝑥5 = 𝑖𝑑𝑚, 𝑥6 = 𝑖𝑞𝑚, and states of the integral
gains as 𝑥7 = ∫ (𝑖𝑑𝑠𝑟𝑒𝑓 − 𝑖𝑑𝑠)𝑑𝑡, 𝑥8 = ∫ (𝑖𝑞𝑠𝑟𝑒𝑓 − 𝑖𝑞𝑠)𝑑𝑡. Then, in view of (6.2) and (6.3),
the linear current-loop model can be written as:
̇𝑥1 = − (η5 + η2η4𝐿𝑚)𝑥1 + (ω𝑟𝑒𝑓 +
(σ + δ)𝐿𝑚𝑖𝑞𝑠𝑟𝑒𝑓
ψ𝑑𝑟𝑟𝑒𝑓
) 𝑥2 − η3η4𝐿𝑚𝑥3
+ η3η4𝐿𝑟𝐿𝑚𝑥5 + η4(𝑢𝑑 + 𝐾𝑖𝑑𝑥7)
̇𝑥2 = − (ω𝑟𝑒𝑓 − 𝑥5 +
(σ + δ)𝐿𝑚𝑖𝑞𝑠𝑟𝑒𝑓
ψ𝑑𝑟𝑟𝑒𝑓
) 𝑥1 − (𝜂5 + 𝜂2𝜂4𝐿𝑚)𝑥2 − η3η4𝐿𝑚𝑥4
+ η3η4𝐿𝑟𝐿𝑚𝑥6 + η4(𝑢𝑞 + 𝐾𝑖𝑞𝑥8)







𝑥3 − η1𝑥4 + η1𝐿𝑚𝑥6








̇𝑥7 =𝐿−1𝑚 γψ̇𝑑𝑟𝑟𝑒𝑓 + 𝐿−1𝑚 ψ𝑑𝑟𝑟𝑒𝑓 − 𝑥1




where 𝑢𝑑 = 𝐾1(𝑠) (𝐿−1𝑚 γψ̇𝑑𝑟𝑟𝑒𝑓 + 𝐿−1𝑚 ψ𝑑𝑟𝑟𝑒𝑓 − 𝑥1) and 𝑢𝑞 = 𝐾2(𝑠) (𝑖𝑞𝑠𝑟𝑒𝑓 − 𝑥2).
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The above current-loop model (6.5) further can be written as
̇𝑥𝑐𝑢𝑟 = 𝐴𝑐𝑢𝑟𝑥𝑐𝑢𝑟 + 𝐵𝑐𝑢𝑟𝑢𝑐𝑢𝑟 + 𝐸𝑐𝑢𝑟𝑤𝑐𝑢𝑟, 𝑦 = 𝐶𝑐𝑢𝑟𝑥𝑐𝑢𝑟 (6.6)
where 𝑥𝑐𝑢𝑟=[𝑥1, ⋯ , 𝑥8]𝑇 , 𝑢𝑐𝑢𝑟 = [𝑢𝑑𝑠 𝑢𝑞𝑠]
𝑇
and 𝑦𝑐𝑢𝑟 = [𝑥7 𝑥8]
𝑇
. The corresponding

















−(η5 + η2η4𝐿𝑚) ω𝑟𝑒𝑓 + σ𝐿𝑚𝑖𝑞𝑠𝑟𝑒𝑓ψ𝑑𝑟𝑟𝑒𝑓 −η3η4𝐿𝑚 0
−ω𝑟𝑒𝑓 − σ𝐿𝑚𝑖𝑞𝑠𝑟𝑒𝑓ψ𝑑𝑟𝑟𝑒𝑓 −(η5 + η2η4𝐿𝑚) 0 −η3η4𝐿𝑚
0 0 −η1 σ𝐿𝑚𝑖𝑞𝑠𝑟𝑒𝑓ψ𝑑𝑟𝑟𝑒𝑓
0 0 −σ𝐿𝑚𝑖𝑞𝑠𝑟𝑒𝑓ψ𝑑𝑟𝑟𝑒𝑓 −η1
η2 0 η3 0
0 η2 0 η3
−1 0 0 0


































η3η4𝐿𝑟𝐿𝑚 0 η4𝐾𝑖𝑑 0
0 η3η4𝐿𝑟𝐿𝑚 0 η4𝐾𝑖𝑞
η1𝐿𝑚 0 0 0
0 η1𝐿𝑚 0 0
−η3𝐿𝑟 ω𝑟𝑒𝑓 + σ𝐿𝑚𝑖𝑞𝑠𝑟𝑒𝑓ψ𝑑𝑟𝑟𝑒𝑓 0 0
−ω𝑟𝑒𝑓 − σ𝐿𝑚𝑖𝑞𝑠𝑟𝑒𝑓ψ𝑑𝑟𝑟𝑒𝑓 −η3𝐿𝑟 0 0
0 0 0 0




























The disturbance is defined as:
𝑤𝑐𝑢𝑟 = [δ𝑥1 δ𝑥2 ⋯ δ𝑥6 𝜉1 𝜉2 ⋯ 𝜉5]
𝑇
where 𝜉1, ⋯ , 𝜉5 represent the disturbance induced by the magnetizing currents 𝑖𝑑𝑚 and 𝑖𝑞𝑚
and the corresponding disturbance input matrix 𝐸𝑐𝑢𝑟 is given in (6.7) on page 90.
Augmenting (6.1) (in view of (6.4)) and (6.6), and after some algebraic manipulation,
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0 𝐿𝑚𝑖𝑞𝑠𝑟𝑒𝑓ψ𝑑𝑟𝑟𝑒𝑓 0 0 0 0
−𝐿𝑚𝑖𝑞𝑠𝑟𝑒𝑓ψ𝑑𝑟𝑟𝑒𝑓 0 0 0 0 0
0 0 0 𝐿𝑚𝑖𝑞𝑠𝑟𝑒𝑓ψ𝑑𝑟𝑟𝑒𝑓 0 0
0 0 −𝐿𝑚𝑖𝑞𝑠𝑟𝑒𝑓ψ𝑑𝑟𝑟𝑒𝑓 0 0 0
0 0 0 0 0 𝐿𝑚𝑖𝑞𝑠𝑟𝑒𝑓ψ𝑑𝑟𝑟𝑒𝑓
0 0 0 0 −𝐿𝑚𝑖𝑞𝑠𝑟𝑒𝑓ψ𝑑𝑟𝑟𝑒𝑓 0
0 0 0 0 0 0



















0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0









the closed-loop system can be represented as:
̇̃𝑥𝑐𝑢𝑟 =( ̃𝐴𝑐𝑢𝑟 + ?̃?𝑐𝑢𝑟 ̃𝐹𝑐𝑢𝑟 ̃𝐶𝑐𝑢𝑟) ̃𝑥 + ̃𝐸𝑐𝑢𝑟?̃?𝑐𝑢𝑟 (6.9)
where ̃𝑥𝑐𝑢𝑟 = [𝑥𝑇𝑐𝑢𝑟 ̂𝑥𝑇𝑐𝑢𝑟]
𝑇

















Following Fig. 6.4, the output vector 𝑧(𝑡) is chosen so as to minimize the effect of 𝑤(𝑡) on
the stator currents and rotor fluxes of the motor. The corresponding choice is
̃𝑧𝑐𝑢𝑟 = ̃𝐺𝑐𝑢𝑟 ̃𝑥𝑐𝑢𝑟 (6.10)
where ̃𝐺𝑐𝑢𝑟 = 𝐼 .
The system model (6.9) along with (6.10) is used to design the current-loop controller
parameters (6.4). For this, Algorithm 2 on page 59 is followed. The designed controller
(6.4) is further used to model the outer speed-loop control problem in the following section.
6.4.2 Speed-Loop Model
The speed dynamics and the current controller states are included in themodel. The new state
definitions are: 𝑥9 = ω𝑟, 𝑥10 = ∫ (ω𝑟𝑒𝑓 − ω𝑟)𝑑𝑡, [𝑥11 𝑥12] = ̂𝑥𝑐𝑢𝑟. The corresponding
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model can be written as
̇𝑥1 = − (𝜂5 + 𝜂2𝜂4𝐿𝑚)𝑥1 + [𝑥9 + (σ + δ)𝐿𝑚(𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓)−1(𝐾𝑖ω𝑥10 + 𝑣ω)]𝑥2
− 𝜂3𝜂4𝐿𝑚𝑥3 + 𝜂3𝜂4𝐿𝑟𝐿𝑚𝑥5 + 𝜂4 ( ̂𝑐𝑑𝑥11 + ̂𝑑𝑑(𝐿−1𝑚 ψ𝑑𝑟𝑟𝑒𝑓 − 𝑥1) + 𝐾𝑖𝑑𝑥7)
̇𝑥2 = − [𝑥9 + (σ + δ)𝐿𝑚(𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓)−1(𝐾𝑖ω𝑥10 + 𝑣ω)]𝑥1 − (𝜂5 + 𝜂2𝜂4𝐿𝑚)𝑥2
− 𝜂3𝜂4𝐿𝑚𝑥4 + 𝜂3𝜂4𝐿𝑟𝐿𝑚𝑥6 + 𝜂4 ( ̂𝑐𝑞𝑥12 + ̂𝑑𝑞 ((𝐾𝑡ψ𝑑𝑟𝑟𝑒𝑓)−1(𝐾𝑖ω𝑥10 + 𝑣ω)
−𝑥2) + 𝐾𝑖𝑑𝑥8)
̇𝑥3 = − 𝜂1𝑥3 + (σ + δ)𝐿𝑚(𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓)−1(𝐾𝑖ω𝑥10 + 𝑣ω)𝑥4 + 𝜂1𝐿𝑚𝑥5
̇𝑥4 = − (σ + δ)𝐿𝑚(𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓)−1(𝐾𝑖ω𝑥10 + 𝑣ω)𝑥3 − 𝜂1𝑥4 + 𝜂1𝐿𝑚𝑥6
̇𝑥5 =𝜂2𝑥1 + 𝜂3𝑥3 − 𝜂3𝐿𝑟𝑥5 + [𝑥9 + (σ + δ)𝐿𝑚(𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓)−1(𝐾𝑖ω𝑥10 + 𝑣ω)]𝑥6
̇𝑥6 =𝜂2𝑥2 + 𝜂3𝑥4 − [𝑥9 + (σ + δ)𝐿𝑚(𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓)−1(𝐾𝑖ω𝑥10 + 𝑣ω)]𝑥5 − 𝜂3𝐿𝑟𝑥6
̇𝑥7 =𝐿−1𝑚 γψ̇𝑑𝑟𝑟𝑒𝑓 + 𝐿−1𝑚 ψ𝑑𝑟𝑟𝑒𝑓 − 𝑥1
̇𝑥8 =(𝐾𝑡ψ𝑑𝑟𝑟𝑒𝑓)−1(𝐾𝑖ω𝑥10 + 𝑣ω) − 𝑥2
𝐽 ̇𝑥9 =𝐾𝑚 [𝐾𝑙(𝑥3𝑥6 − 𝑥4𝑥5) − 𝑇𝐿] − 𝐵𝑚𝑥9
̇𝑥10 =ω𝑟𝑒𝑓 − 𝑥9
̇𝑥11 = ̂𝑎𝑑𝑥11 + ̂𝑏𝑑(𝐿−1𝑚 γψ̇𝑑𝑟𝑟𝑒𝑓 + 𝐿−1𝑚 ψ𝑑𝑟𝑟𝑒𝑓 − 𝑥1)




Note that, unlike the current-loop model, (6.11) is nonlinear. Here, 𝑖𝑞𝑠𝑟𝑒𝑓 =
(𝐾𝑡ψ𝑑𝑟𝑟𝑒𝑓)−1(𝐾𝑖ω𝑥10 + 𝑣ω) where 𝑣ω is the dynamic controller for the outer speed-loop.
Iron loss effect
The iron loss affect on IVCIM is analyzed using linearization of (6.11). For this, the
























where 𝑥𝑒 = [𝑥𝑒1, ⋯ , 𝑥𝑒6] are the states of the equilibrium point and
β1 =
(ω𝑟𝑒𝑓 + ω𝑒𝑠𝑙) ((𝜂21 + (ω𝑒𝑠𝑙)2)(ω𝑟𝑒𝑓 + ω𝑒𝑠𝑙) + η3η1𝐿𝑚ω𝑒𝑠𝑙)
η3 (𝐿𝑚η21 − (η21 + (ω𝑒𝑠𝑙)2)𝐿𝑟)
,
β2 =
η2(ω𝑟𝑒𝑓 + ω𝑒𝑠𝑙)(η21 + (ω𝑒𝑠𝑙)2)
















− (𝐿𝑟η3 − β1)η3
.
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Here, 𝑥𝑒1, ⋯ , 𝑥𝑒6 are the states of the equilibrium point. Note that, remaining states of the
equilibrium point 𝑥𝑒7, ⋯ , 𝑥𝑒12 can also be obtained using (6.12) into the nonlinear model,
though these are not required for the proposed controller design.
From (6.12), it is depicted that due to the presence of 𝑅𝑓𝑒 in IM core, coupling occurs in
𝑖𝑞𝑠, ψ𝑑𝑟, ψ𝑞𝑟, 𝑖𝑑𝑚 and 𝑖𝑞𝑚. Hence, in steady-state, the developed torque 𝑇𝑒 is not equivalent
to torque command 𝑇𝑟𝑒. Such discrepancy results in larger 𝑖𝑞𝑠, dependency on ω𝑟 and
violates the decoupling of flux 𝑑 and torque 𝑞 current components. The simulation results
corresponding to iron loss is shown in Fig. 6.5. It is observed that due to iron loss, as 𝑇𝐿 is






























Figure 6.5: Iron loss affect on stator current 𝑖𝑞𝑠: (a) 𝑖𝑞𝑠 with change in 𝑇𝐿 (6.5 N·m). (b) 𝑖𝑞𝑠
with change in ω𝑟𝑒𝑓 (100 rad/sec to 140 rad/sec at 𝑇𝐿 = 5 N·m).
the new state vector as 𝑥𝑇𝑠𝑝𝑑 = [𝑥𝑇𝑐𝑢𝑟 𝑥9 ⋯ 𝑥12], the linearized model of (6.2) along
with the current-loop controller in the form (6.1) with (6.4) can be represented as:
Δ ̇𝑥𝑠𝑝𝑑 = 𝐴𝑠𝑝𝑑Δ𝑥𝑠𝑝𝑑 + 𝐸𝑠𝑝𝑑Δ𝑤𝑠𝑝𝑑 + 𝐵𝑠𝑝𝑑Δ𝑢𝑠𝑝𝑑, Δ𝑦𝑠𝑝𝑑 = 𝐶𝑠𝑝𝑑Δ𝑥𝑠𝑝𝑑 (6.13)
where the disturbance input is considered as Δ𝑤𝑠𝑝𝑑 =
[Δδ𝑥1 ⋯ Δδ𝑥6 𝜉1 ⋯ 𝜉5 Δ𝑇𝐿]
𝑇
. The corresponding system matrix can be
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obtained as follows.
𝐴𝑠𝑝𝑑 = [




























































0 σ𝐿𝑚𝑥𝑒4𝐾𝑖ω𝐾𝑡ψ2𝑑𝑟𝑟𝑒𝑓 0 0











0 0 0 0






















−𝑥𝑒6 𝑥𝑒5 𝑥𝑒4 −𝑥𝑒3
















−𝐵𝑚𝐽 0 0 0
−1 0 0 0
0 0 𝑎𝑑 0






The control input matrix 𝐵𝑠𝑝𝑑 is given in (6.14) and other matrices are given by
𝐵𝑠𝑝𝑑 = [𝐵𝑠𝑝𝑑1 𝐵𝑠𝑝𝑑2] ,

























𝑇 ] , 𝐶𝑠𝑝𝑑 = [04×1 −1 07×1]
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The state-space parameters of speed-loop dynamic controller of first-order 𝐾ω(𝑠) are taken
as 𝑎ω, 𝑏ω, 𝑐ω, 𝑑ω.
Then augmenting (6.13) with the dynamic controller and carrying out algebraic
manipulation, the closed-loop system can be represented as:
̇̃𝑥𝑠𝑝𝑑 =( ̃𝐴𝑠𝑝𝑑 + ?̃?𝑠𝑝𝑑 ̃𝐹𝑠𝑝𝑑 ̃𝐶𝑠𝑝𝑑) ̃𝑥 + ̃𝐸𝑠𝑝𝑑?̃?𝑠𝑝𝑑 (6.15)
where ̃𝑥𝑠𝑝𝑑 = [Δ𝑥𝑇𝑠𝑝𝑑 ̂𝑥𝑇𝑠𝑝𝑑]
𝑇






] , ?̃?𝑠𝑝𝑑 = [
𝐵𝑠𝑝𝑑 012×1








Now, the output vector 𝑧(𝑡) is chosen so as to minimize the effect of 𝑤(𝑡) on the stator
currents, rotor fluxes and speed of the motor. The corresponding choice is
̃𝑧𝑠𝑝𝑑 = ̃𝐺𝑠𝑝𝑑 ̃𝑥𝑠𝑝𝑑 (6.16)
where ̃𝐺𝑠𝑝𝑑 = 𝐼 is considered in this work.
The system model (6.15) along with (6.16) is used to design the speed-loop controller.
Note that, the current-loop and the speed-loop dynamical controller design problems are
formulated in same framework and one requires to design ̃𝐹𝑐𝑢𝑟 (for the current-loop
controller) and/or ̃𝐹𝑠𝑝𝑑 (for the speed-loop controller), which are the dynamic feedback gain
matrices. In addition, ̃𝐹𝑐𝑢𝑟 is having a restricted structure than the usual full matrix in the
form of a block-diagonal one. The design of such a restricted feedback matrix is treated in
decentralized control theory framework. We adopt the same with the objective that one has
to design ̃𝐹𝑐𝑢𝑟 and ̃𝐹𝑠𝑝𝑑 such that the effect of ?̃? on ̃𝑧 is minimized.
Remark 1
The disturbance vector ?̃? includes several disturbance elements. One may choose alter
the disturbance consideration in the design by making a different choice, e.g. if only load
disturbance effect to be minimized then ?̃? should contain only the 𝑇𝐿 term and the remaining
disturbances can be enforced to zero. The corresponding modification is required to be made
in the ̃𝐸 matrix. Similarly, one may choose the fictitious output ̃𝑧(𝑡) in order to select on
which variables the disturbance effect is to be minimized. For current-loop design, ̃𝑧 may
include only the 𝑖𝑑𝑠 and the 𝑖𝑞𝑠, whereas, for the speed-loop controller, it may contain only
the ω𝑟. The corresponding ̃𝐺 matrix need to be rewritten based on such choices.
Remark 2
Since the control problem formulated in the static output feedback framework and,
particularly, keeping in view of the decentralized structure of the current-loop controller,
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the above algorithm is seen to yield satisfactory result. However, it is well known that there
exists no necessary and sufficient condition for designing static output feedback controller
so far. To this effect, the above algorithm also yields controllers that are sufficient and
hence conservative. One may use improved design methods for static output feedback
controllers for improving the design and thereby controller performance. Also, several other
possibilities or design methods can be attempted on the same state-space model, e.g. using
different design methods for the two controllers, using a centralized structure of the current
loop controller that are not possible for the conventional design methods.
Remark 3
The above algorithm yields a controller gain that ensures the disturbance rejection satisfying
(4.23). The benefit of state-space model presented in this work can also be used to satisfy
transient performances through pole placement in LMI region [152], which may further

























Figure 6.6: Comparison between proposed design and conventional PI when 𝑇𝐿 = 6.5 N·m
is applied at 10 sec for ω𝑟𝑒𝑓 = 130 rad/sec: (a) Motor speed; (b) Stator current 𝑖𝑞𝑠.
6.5 Performance Evaluation
6.5.1 Simulation Results
The available designs are carried out for the above setup neglecting the iron loss dynamics
in the model. The corresponding motor parameters are given in Table 3.4. The PI design
of [4] is first followed for the inner-loop controllers yielding 𝐾𝑝𝑑 = 8.97, 𝐾𝑝𝑞 = 8.97,
𝐾𝑖𝑑 = 1536 and 𝐾𝑖𝑞 = 2142. Whereas, for the speed-loop controller, design of [94] yields
𝐾𝑝ω = 3.4 and 𝐾𝑖ω = 34. However, the speed gains are reset to 𝐾𝑝ω = 0.5 and 𝐾𝑖ω =
1.5 to avoid the IM non-starting. Also, these gains are found to achieve nominal control
performance.
The integral gains for the proposed dynamic controller are chosen same as the one
obtained for the PI controller above. The proposed dynamic controller is then designed
using Algorithm 2 for the reference inputs as given in Table 4.1. After 40 and 5 iterations,
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for inner and outer loop, respectively, these controllers are obtained as:
𝐾𝑑(𝑠) = 𝐾𝑞(𝑠) =
2.611𝑠 + 13.25
𝑠 + 5.076 , 𝐾ω(𝑠) =
0.7363𝑠 + 1.047
𝑠 + 1.422
The simulation results of the proposed controller with a comparison to the conventional PI





























Figure 6.7: Comparison between proposed design and conventional PI when ω𝑟𝑒𝑓 is
increased from 100 to 150 rad/sec: (a) Motor speed; (b) Stator current 𝑖𝑞𝑠.
change in load is shown in Fig. 6.6. The observed ω𝑟 with conventional one shows faster
response but more undershoot as compared to proposed design. On the other hand, the stator
current 𝑖𝑞𝑠 of the proposed design shows a better dynamic response (peak-overshoot and
settling time) than the conventional PI.
In second case, a step change in ω𝑟𝑒𝑓 from 100 rad/sec to 150 rad/sec. Fig. 6.7 shows
the robustness comparison of two schemes for change in speed from 100 rad/sec to 150
rad/sec. For the proposed design, ω𝑟 shows smooth and fast convergence and less overshoot
as compared to conventional one. It is accessed that the settling time in 𝑖𝑞𝑠 with the
conventional one is better but shows large overshoot than the proposed design technique.
6.5.2 Experimental Test
The obtained controller design is validated on a test rig having a KIRLOSKAR make IM
with motor parameters of Table 3.4. A dc generator (shunt type) is coupled to provide a
load to IM. An infrared encoder is used to sense motor speed. The motor is powered from
a SEMIKRON make inverter. The IVCIM operation is implemented using dSPACE 1103
board. The controller sampling frequency and sinusoidal pulse width modulation (SPWM)
switching frequency are taken as 10 kHz and 5 kHz, respectively. The robustness on rotor
resistance variation is tested for δ = 0.2σ, which lies in limits of −0.5σ < δ < 0.41σ to
ensure minimum phase condition [3].
The experiment is first carried out with the conventional PI design in the presence of
rotor resistance perturbation as δ = 0 and δ = 0.2σ. This δ is changed in real time using
a variable array tool in dSPACE control desk. The variation of 𝑖𝑞𝑠 and ω𝑟 with sudden 𝑇𝐿
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(a) (b)
(c) (d)
Figure 6.8: Experiment result for variation in 𝑇𝐿 from 0 to 6.5 N·m at ω𝑟𝑒𝑓 = 130 rad/sec:
(a)-(b) Conventional PI. (c)-(d) Proposed design.
of approximate 6.5 N·m is shown in Fig. 6.8(a)-(b). It is depicted that, at δ = 0, 𝑖𝑑𝑠 has
large overshoot (Fig. 6.8(a)) and further, it is distorted as δ increases to 0.2σ (Fig. 6.8(b)).
In addition, due to δ = 0.2σ, 𝑖𝑞𝑠 and ω𝑟 takes more time to settle at steady-state value. The
load variation effect with the proposed controller is shown in Fig. 6.8(c)-(d). It is assessed
that at δ = 0.2σ, ω𝑟, 𝑖𝑑𝑠 and 𝑖𝑞𝑠 with the proposed controller show transient performance
similar to δ = 0.
The performance of the existing design [3] is also tested using the real time experiment.
The corresponding controller is given in (6.17). For this experiment, speed-loop is controlled
using the design of [3] and stator currents are controlled using proposed dynamical controller.
However, the motor could not start. Hence, first, speed-loop is controlled using proposed
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Figure 6.9: Experiment result for existing speed loop design [3] at ω𝑟𝑒𝑓 = 130 rad/sec.
dynamic controller and then in steady-state, it is switched to (6.17). The corresponding result
is shown in Fig. 6.9. It is observed that IM becomes unstable with (6.17).
𝐶ω(𝑠) =
2(𝑠 + 90)2(𝑠 + 22)
𝑠(𝑠 + 210)(𝑠 + 87) (6.17)
Next, the speed tracking performance between the conventional one and proposed design
is compared. For this, ω𝑟𝑒𝑓 is changed in step from (100 → 150 → 100 rad/sec). The
corresponding result is shown in Fig. 6.10(a)-(b). It is observed that ω𝑟 of conventional PI
oscillate with larger shoots, which is increased as δ is changed to 0.2σ. The shoot in 𝑖𝑑𝑠
and 𝑖𝑞𝑠 is also high. Whereas, ω𝑟 and both stator currents show superior performance by the
proposed design in Fig. 6.10(c)-(d). Note that, for low speed-loop bandwidth PI controller
gains as 𝐾𝑝ω < 0.5 and 𝐾𝑖ω < 1.5, the motor response will be more deteriorated (larger
settling time as observed in Fig. 5.11). The experimental results for high bandwidth gains
𝐾𝑝ω = 1, 𝐾𝑖ω = 3 is shown in Fig. 6.11(a). It is observed that for such gains, the settling
time and shoot for ω𝑟 are improved than that with the lower bandwidth gains. However,
shoot in 𝑖𝑑𝑠 and 𝑖𝑞𝑠 are increased to higher values. On the other hand, motor response with
dynamic design of neglected iron loss dynamics is shown in Fig. 6.11(b). It is observed
that ω𝑟, 𝑖𝑑𝑠 and 𝑖𝑞𝑠 with dynamic one show better performance than that with the PI design.
However, these currents show larger shoot and lesser smoothness than that with the full IM
model (incorporating iron loss dynamics) based proposed controller.
The current tracking response for the proposed design is shown in Fig. 6.12(a)-(b). It is
observed that both currents smoothly track the reference currents.
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(a) (b)
(c) (d)
Figure 6.10: Experiment result for variation inω𝑟𝑒𝑓 from 100 → 150 → 100 rad/sec: (a)-(b)
Conventional PI. (c)-(d) Proposed design.
(a) (b)




Figure 6.11: Experiment result for variation in ω𝑟𝑒𝑓 from 100 → 150 → 100 rad/sec at δ =
0: (a) Conventional with 𝐾𝑝ω = 1, 𝐾𝑖ω = 3. (b) Dynamic controller without considering
iron loss dynamics.
6.6 Chapter Summary
In this work, a dynamic controller design is proposed for the IVCIM system. The controller
is designed in a dynamic output feedback framework ensuring robust 𝐻∞ performance.
Iterative LMI algorithm is employed for the controller design. The simulation and
experimental comparison show superiority of the proposed design over conventional PI on
speed, rotor resistance, and load torque variations. In the next chapter, conclusion and future
work directions of the proposed works are pointed out.
Chapter 7
Conclusion and Future work directions
7.1 Thesis summary
The prolonged operation of inductionmotor may change its parameters, e.g., rotor resistance,
magnetizing inductance, etc. In vector control techniques, IVCIM is preferred over
direct one as it is simpler, requires less computing power for transformations and yield
high decoupled torque performance. However, the rotor resistance variation affects this
decoupling and may lead to stability issues in IVCIM.
Stability analysis and controller design of the IVCIM is carried out in this thesis. Being
inherently nonlinear, large-order and MIMO system, IVCIM poses multiple challenging
problems, some of which have been addressed in this work. First, stability analysis
through linearized system dynamics and bifurcation analysis due to rotor resistance variation
have been carried out. Then, several different controller design methods based on
state-space framework have been carried out. Such designs are new and provide superior
performance with appropriate definition of performance measures. The same have been
demonstrated through several simulation and experimental results. Chapters 3-6 present
new contributions that are made in this work.
7.2 Contribution of the Thesis
The rotor resistance variation induces perturbation in slip speed and cause detuning of
IVCIM control operation. Such detuning affect the control performance and may lead to
bifurcations, which may cause oscillation or high stator currents. The steady-state behavior
of IVCIM can be improved by determining the bifurcation conditions and its dependence on
controller gains. For such purpose, the following contributions are made in Chapter 3.
• Bifurcation analysis of a general (with time varying reference signal) as well as the
classical IVCIM drive system has been carried out.
• The full-order nonlinear IM model has been used to analyze the IVCIM stability.
• Equilibrium point for the 8𝑡ℎ order IM model has been derived analytically.
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• An algorithm has been constructed through which SNB and HB points are determined.
• HB condition at any loading condition has been studied in detail that can be exploited
to obtain limits of outer speed-loop gains to avoid bifurcation.
• Effect of subestimation of rotor resistance on general IVCIM has been analyzed.
• Occurrence of complex bifurcation phenomenon, such as BTB, ZHB and effect of
speed-loop gain variation on such bifurcations have also been studied.
• Experimental validation of SNB and HB has also been presented.
For better regulating performance of IVCIM, inner current and outer speed-loop must be
tuned properly. This tuning becomes significant in the presence of rotor resistance and load
torque variations. In Chapter 4, for improving the dynamic performance and overcoming
the limitations of individual designs of all the loops, a concurrent design method for IVCIM
system is proposed. The following contributions are made in this work:
• A multiple-input and multiple-output (MIMO) static output feedback (SOF) based
closed-loop control structure has been framed in order to account for the concurrent
PI design of the speed and current-loop controllers in synchronous rotating reference
frame.
• The rotor resistance variation and the load torque have been considered as
disturbances.
• An iterative linear matrix inequality (ILMI) based 𝐻∞ control design technique has
been employed to design the PI gains.
• A comparison of the present design with the existing one through simulation and
experimental results has been demonstrated.
The stator currents of the IM are coupled to each other. The torque response is affected by
coupling between these currents. The decoupling schemes, e.g., feedforward decoupling,
modified PI controllers, etc., induce complexity and burden on signal processing in the
conventional IVCIM system. To mitigate the coupling, the below contributions are
constructed in Chapter 5:
• The sensitivity of the stator currents has been determined on current controller gains.
• The decoupling effect has been treated as a performance criterion for current-loop
controller design.
• For the purpose, a MIMO SOF based closed-loop structure has been formulated for
the linearized model of the IVCIM.
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• An ILMI based controller design technique has been applied to design the PI gains.
• Simulation and experimental results have been presented that corroborates the
effectiveness of the proposed controller design technique as compared to the
conventional feedforward decoupling one.
Using the PI controller, a smooth dynamic performance for IVCIM is hard to obtain on sharp
changes in reference quantities, e.g., reference motor speed, load torque. The performance
is also degraded due to the presence of rotor resistance variation. In addition, the iron loss in
IM core also affects the IVCIM performance. To improve this, the following contributions
are framed in Chapter 6:
• A performance based dynamic controller design has been proposed for IVCIM.
• For better performance, the iron loss dynamics have been incorporated in IM model.
• First, the inner-loop dynamic controller has been designed in synchronous rotating
reference frame.
• After obtaining the controller gains, it has been incorporated in the outer speed-loop
design.
• The rotor resistance variation, load torque and uncertainty due to iron loss have been
considered as disturbances.
• A MIMO dynamic output feedback (DOF) based closed-loop structure has been
framed in order to account for the controller design.
• An ILMI based 𝐻∞ control design technique has been employed to design the gains.
• A performance comparison of the proposed and the conventional PI controller has
been demonstrated through simulation and experimental results.
7.3 Future Research Directions
Future works may be carried out on the following issues.
1. The bifurcation behavior is not limited to three-phase IM only, the same has also been
observed in vector controlled five-phase induction motor and doubly fed induction
generator. The present analysis may be extended to such cases in future.
2. The present bifurcation analysis is carried out for PI-controlled IVCIM, the same
can be easily employed for other linear controllers with necessary changes in the
controller model. For example, the same evaluation procedure can be followed on
an LTI speed-controller.
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3. Certain dynamics, e.g., inverter, motor losses, controller response delay, motor
response delay, dc generator dynamics, etc., can be added to the IVCIM model that
may improve the controller performance.
4. The coupling minimization problem can be appended with parameter variations that
affects the IVCIM performance considerably. Moreover, for improving the bandwidth
of decoupling current controllers, the desired states can be added to the performance
output variable.
5. The dynamic controller design can be addressed to coupling minimization problem.
Moreover, this controller design technique can be applied to other AC machines, e.g.,
permanent magnet synchronous motor.
6. The proposed output feedback techniques (static and dynamic) can be combined with
other controller designs to yield better performance, e.g., predictive control.
Chapter A
Nonlinear Dynamical System
A nonlinear system is a set of nonlinear equations (algebraic, difference, differential,
integral, functional, or abstract operator equations, etc.) used to describe a physical model.
This theory has found applications in physics, chemistry, mathematics, biology, medicine,
economics, and various engineering disciplines [153] due to the reason that all physical
dynamical systems are inherently nonlinear to certain extent. A nonlinear autonomous
system can be represented by the following.
̇𝑥(𝑡) = 𝑓(𝑥(𝑡), 𝑢(𝑡)) (A.1)
where 𝑥 is a vector of states and 𝑢 is the external input.
A.1 Equilibrium point
An equilibrium point of the system is the point where once the system state reaches, it
stays forever there till it is not externally perturbed. It can be formalized as 𝑥 = 𝑥𝑒 is
an equilibrium for ̇𝑥(𝑡) = 𝑓(𝑥(𝑡)) if 𝑓(𝑥𝑒) = 0.
Example Logistic Growth Model [89]
̇𝑥(𝑡) = 𝑟 (1 − 𝑥(𝑡)𝐾 ) 𝑥(𝑡) (A.2)
where 𝑟 > 0, 𝐾 > 0, 𝑥 > 0 denotes the population and 𝐾 is called the carrying capacity.
For the scalar system 𝑥(𝑡) ∈ 𝑅, stability can be determined from the sign of 𝑓(𝑥(𝑡)) around
the equilibrium point. Here (A.2) is unstable for 𝑥 = 0 and stable for 𝑥(𝑡) = 𝐾.
A.2 Linear System
A system is a linear if it follows the property of the superposition and homogeneity. A linear
time invariant (LTI) system with input 𝑢(𝑡) can be represented as
̇𝑥(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) (A.3)
where 𝐴 is called the system matrix and 𝐵 is the input matrix.
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An LTI system has the following properties [153].
1. It has an unique equilibrium point if 𝐴 is nonsingular.
2. If A is singular, the nullspace defines a continuum of equilibria.
3. If all eigenvalues of A have negative real parts, with respect to any initial conditions,
the equilibrium point is stable
4. Its general solution can be obtained analytically
A.3 Linearization
A nonlinear system behavior can be analyzed with an approximate solution. One method
to find approximate solutions is by linearization around the equilibrium point. This method
is exploits local stability property of the system around the equilibrium point. The Local
stability properties of the equilibrium point 𝑥𝑒 can be determined by linearizing the vector
field 𝑓(𝑥) at 𝑥𝑒 as (by using Taylor’s expansion):
𝑓(𝑥𝑒 + Δ𝑥(𝑡)) = 𝑓(𝑥𝑒) + 𝜕𝑓(𝑥(𝑡))𝜕𝑥(𝑡) ∣𝑥=𝑥𝑒 Δ𝑥(𝑡) + Higher order terms (A.4)
Since 𝑓(𝑥𝑒) = 0, the linearized model is Δ̇𝑥(𝑡) = 𝐴Δ𝑥(𝑡).
Here, if ℜ𝜆𝑖(𝐴) < 0 for each of the eigenvalues 𝜆𝑖s of 𝐴 then 𝑥𝑒 is asymptotically









Above (A.7) has two equilibria (0,0) and (𝜋,0). The linearized system for (A.7) can bewritten
as
[Δ ̇𝑥1(𝑡)Δ ̇𝑥2(𝑡)
] = [ 0 1−𝑔𝑙 𝑐𝑜𝑠𝑥1(𝑡) −𝑘𝑙
] [Δ𝑥1(𝑡)Δ𝑥2(𝑡)
] (A.6)
It can be seen that (A.6) is stable for 𝑥𝑒1 = 0 and unstable for 𝑥𝑒1 = 𝜋, which is also evident
from its physical behavior of the two equilibrium point.
A.4 Characteristics of Nonlinear System
A nonlinear system behavior is complex compared to the linear one. It is characterized
by multiple equilibrium point, limit cycles, finite escape time, bifurcations and chaos
phenomenon. Since the IM model (2.20) considered in this work is a nonlinear one, it is
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important to understand such phenomenon for analyzing the system behavior and possibly
avoiding dangerous phenomena.
A.4.1 Multiple Isolated Equilibrium Points
A linear system can have only one isolated equilibrium point or a continuum. Therefore,
it can have only one steady-state operating point that attracts the states of the system
irrespective of the initial state. Whereas, a nonlinear system can have more than one isolated
equilibrium point, e.g., pendulam system (A.6) has two isoloated equilibria (one stable and
one unstable). The state may converge to one of several steady-state operating points, which
depends on the initial state of the system.
A.4.2 Limit Cycles
In real life, stable oscillations are produced by the nonlinear systems. These systems can
generate oscillations of fixed amplitude and frequency, irrespective of the initial state.
This type of oscillation is known as limit cycles. Limit cycles in nonlinear systems are
different from linear oscillations in a number of fundamental aspects. First, the amplitude of
the self-sustained oscillations is independent of the initial condition. On the other hand,
the oscillation of a marginally stable linear system has its amplitude determined by its
initial conditions. Second, marginally stable linear systems are very sensitive to changes
in system parameters whereas limit cycles for nonlinear systems are not easily affected by
the parameter changes.
Example Van der pol oscillator [88]
̇𝑥1(𝑡) =𝑥2(𝑡)
̇𝑥2(𝑡) = − 𝑥1(𝑡) + 𝛼(1 − 𝑥21(𝑡))𝑥2(𝑡)
(A.7)
When 𝛼 = 0, we have a continuum of periodic solutions, while in the case 𝛼 ≠ 0 there is
only one. The corresponding behavior for various initial conditions is shown in Fig. A.1.
It is observed that for all initial conditions, the states converges to a periodic orbit, which
Figure A.1: Limit cycle behavior.
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represent a limit cycle behavior.
A.4.3 Finite Escape Time
The state of an unstable linear system goes to infinity as time approaches infinity. Whereas,
a nonlinear system’s state can go to infinity in finite time.
Example Consider the following nonlinear system.
̇𝑥(𝑡) = 𝑥2(𝑡) (A.8)
The solution of (A.8) can be determined as
𝑥(𝑡) = 11𝑥0 − 𝑡
(A.9)
It can be seen that 𝑥(𝑡) → ∞ within finite time.
A.4.4 Bifurcations
As the parameters of nonlinear dynamic systems are changed, the stability of the equilibrium
point may change (as it does in linear systems). Also, the number of equilibrium points may
change for nonlinear systems. Values of these parameters at which the qualitative nature of
the system’s motion changes are known as critical or bifurcation values. The fundamental
bifurcations can be defined as follows [89, 90, 154, 155].
Saddle Node Bifurcation (SNB)
In this bifurcation, equilibrium points are created and destroyed. As the bifurcation
parameter varies, the equilibrium points come nearby, collide and annihilate.
For this bifurcation, eigenvalues crosses through the origin and become positive. It can
be understand by the following example.
̇𝑥1(𝑡) =𝛼 − 𝑥21(𝑡),
̇𝑥2(𝑡) = − 𝑥2(𝑡)
(A.10)
At 𝛼 > 0, two fixed point exist for (A.10) as stable node (√𝛼, 0) and saddle (−√𝛼, 0). Here
𝑥𝑒 varies with 𝛼. Therefore, 𝛼 is a bifurcation parameter. As 𝛼 is changed from negative to
zero, equilibrium points are changed from two to one. Further change in𝛼 to a positive value
leads to unstable behavior since equilibrium point vanishes. The corresponding Jacobian
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The eigenvalues of the above matrix 𝐴 is obtained as:
𝜆 = −2√𝛼, −1 (A.12)
Here one eigenvalues varies with 𝛼. The corresponding eigenvalue variation is shown in
Fig. A.2.
Figure A.2: Variation of eigenvalue for SNB.
It is observed that at 𝑎𝑙𝑝ℎ𝑎 > 0, eigenvalues is negative, hence system is stable.
Further, at 𝛼 = 0, eigenvalue becomes zero and for 𝛼 < 0, system becomes unstable since
equilibrium point vanishes.
Hopf Bifurcation (HB)
This bifurcation connects equilibria with periodic motion. In this bifurcation, sustained
oscillations are appeared when the system’s parameters move from the critical condition.
The HB phenomenon is demonstrated by the following example.
̇𝑟(𝑡) =𝑟(𝛼 − 𝑟2(𝑡))
̇𝜃(𝑡) =𝜔 + 𝑏𝑟2(𝑡)
(A.13)
The three parameters, 𝛼, 𝜔 and 𝑏 determines the nonlinear behavior of the system. At the
origin, the Jacobian matrix of (A.16) is determined as
𝐴 = [𝛼 −𝜔𝜔 𝛼 ] (A.14)
The eigenvalues of the above matrix 𝐴 is obtained as:
𝜆 = 𝛼 ± 𝑖𝜔 (A.15)
It can be seen that the eigenvalues are negative for 𝛼 < 0, becomes imaginary as 𝛼 = 0
and further increment in 𝛼 causes system instability since eigenvalues becomes positive as
crosses through the imaginary axis. The corresponding eigenvalue variation for 𝜔 = 2 is
shown in Fig. A.3.
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Figure A.3: Variation of eigenvalue for HB.
It is observed that eigenvalue crosses through the imaginary axis as 𝛼 increases from
zero. The HB condition for a dynamical system can be summarized as:
1. At the equilibrium point, the Jacobian matrix has only simple imaginary eigenvalues
±𝑖 with no other eigenvalues on the imaginary axis.
2. Transversality Condition: The change in sign of the real part of the complex
eigenvalue takes place as it passes through the HB point. This condition is termed
as transversality d(𝑅𝑒(𝜆(α𝐻)))dα ≠ 0 where 𝜆 is the eigenvalue of the system and 𝛼𝐻
is the HB point. It guarantees that the eigenvalues crosses the imaginary axis as 𝛼
(bifurcation parameter) varies.
Bogdanov Takens Bifurcaion (BTB)
In this bifurcation, two real eigenvalues simultaneously crosses imaginary axis. This
singularity introduces the multiplicity of equilibrium solutions and the appearance of an
oscillatory branch via the HB mechanism. An example of a dynamical system having such
kind of bifurcation is given as:
̇𝑥1(𝑡) =𝑥2(𝑡)
̇𝑥2(𝑡) =𝛼1 + 𝛼2𝑥1(𝑡) + 𝑥21(𝑡) + 𝑥1(𝑡)𝑥2(𝑡)
(A.16)
Here, (A.16) has one state’s equilibrium at zero and the other one follows solution of a
quadratic equation. The solution of quadratic equation yields a condition for the existence
of the equilibrium point and BTB.
Zero Hopf Bifurcation (ZHB)
In ZHB, system has the equilibrium 𝑥 = 0 with one zero eigenvalue 𝜆1 = 0 and a pair of
pure imaginary eigenvalues 𝜆2,3 = ±𝑖. An example of dynamical system for ZHB is given
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̇𝑥1(𝑡) =𝛼1 + 𝑥21(𝑡) + 𝑎𝑥22(𝑡)
̇𝑥2(𝑡) =𝑥2(𝑡)(𝛼2 + 𝑏𝑥1(𝑡) + 𝑥21(𝑡))
(A.17)
For 𝑥2(𝑡) = 0, two equilibrium points exist for 𝑥1(𝑡) state as a function of 𝛼1. Whereas,
for 𝑥2(𝑡) > 0, a nontrivial equilibrium point appears as a quadratic function of 𝛼1 and
𝛼2. As these parameters vary, one eigenvalue crosses through the origin and the other two
eigenvalues cross through the imaginary axis that represent ZHB.
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