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Abstract
Recently, Garcke et al. [H. Garcke, M. Hinze, C. Kahle, Appl. Numer.
Math. 99 (2016), 151–171)] developed a consistent discretization scheme for
a thermodynamically consistent diffuse interface model for incompressible
two-phase flows with different densities [H. Abels, H. Garcke, G. Gru¨n,
Math. Models Methods Appl. Sci. 22(3) (2012)]. At the heart of this
method lies the solution of large and sparse linear systems that arise in a
semismooth Newton method.
In this work we propose the use of preconditioned Krylov subspace
solvers using effective Schur complement approximations. Numerical re-
sults illustrate the efficiency of our approach. In particular, our precondi-
tioner is shown to be robust with respect to parameter changes.
Keywords: Navier–Stokes, Cahn–Hilliard, two-phase flow, precondition-
ing, Schur complement approximation
1 Introduction
In recent years numerical simulation of two-phase flow and multiphase flow
has attained growing attention both from the modeling point of view and the
development of schemes for the numerical realization. This especially holds
for so called diffuse interface or phase-field models, where the distribution of
the two phases, i.e. the regions where the two phases are located, is encoded
in a smooth indicator function, called phase field. In this work we consider the
particular problem of solving linear systems arising during Newton’s method
for the solution of nonlinear equations appearing in an energy stable time
stepping scheme for a thermodynamically consistent model for two-phase flow.
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We use the thermodynamically consistent model proposed in [AGG12] and
the numerical scheme presented in [GHK16]. The model is based on a phase
field representation of the two-phase fluid structure and couples the Navier–
Stokes equations to the Cahn–Hilliard equations in a thermodynamically con-
sistent way, i.e., an energy equality holds.
Before we state the model and the scheme below in Section 2, let us briefly
comment on the development of models for two-phase flows and especially
on numerical schemes for these. The first model for two-phase flow using a
phase field representation is the model ’H’ proposed in [HH77]. It couples the
Navier–Stokes equation and the Cahn–Hilliard equation [CH58] in a thermo-
dynamically consistent way. It is only valid for fluids of equal density. Since
then several attempts have been made for a generalization to fluids of different
densities, see e.g. [LT98, SY10, Boy02]. The first thermodynamically consistent
model, that contains the same coupling between the Navier–Stokes and the
Cahn–Hilliard model is proposed in [AGG12]. Especially for equal density
fluids, this model equals the model ’H’.
In the few years since the invention of this model, several groups proposed
schemes for its numerical realization and we refer here only to [GT14, GGM16,
GK14, Ala14, HKW15, GHK16]. The first two schemes decouple the Navier–
Stokes and the Cahn–Hilliard equation. This means that on each time instance,
the Cahn–Hilliard equation can be solved in advance and the solution can
be used to solve the Navier–Stokes equation afterwards. The systems are
decoupled by using an augmented velocity field in the Cahn–Hillard equation,
that then only depends on the velocity field from the old time instance and thus
can be solved before turning to the Navier–Stokes equation. This procedure
adds some diffusion outside of the interface to the Cahn–Hilliard equation. In
this way, the defects from using the old velocity field can be balanced with
numerical dissipation that arises due to time discretization to obtain an energy
stable scheme.
The other papers propose fully coupled schemes and especially in [Ala14]
benefits from using a fully coupled scheme are investigated. At the heart of
the numerical realization of such fully coupled schemes large and sparse linear
systems have to be solved, that have a block structure, namely
A =
(
ANS CI
CT ACH
)
,
where ANS and ACH are themselves block matrices arising from the discretiza-
tion of the (linearized) Navier–Stokes equation (ANS) and the (linearized) Cahn–
Hilliard equation (ACH), while CT describes coupling through transport of the
interface and CI describes coupling through interfacial forces.
The arising sparse linear systems are usually of very large dimension, and
in combination with three-dimensional experiments, the application of direct
solvers such as UMFPACK [Dav16] quickly becomes infeasible. As a result, it-
erative methods have to be employed (see, e.g., [Gre97, Saa03] for introductions
to this field). The state-of-the-art iterative schemes are the so-called Krylov sub-
space methods with prominent representatives found in [HS52, PS75, SS86b].
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The convergence behavior of the iterative schemes typically depends on the
conditioning of the problem and the clustering of the eigenvalues. These prop-
erties are usually affected by the model parameters. Various parameters of
different scales are involved in A: Spatial mesh sizes, the time step size, the
interfacial parameter, the mobility of the interface, a penalty parameter, the
Reynolds number, and the surface tension. Therefore, the convergence behav-
ior of the iterative solver needs to be enhanced using preconditioning tech-
niques AP−1z˜ = b or P−1Az = P−1b, where P is an invertible matrix that
is easy to invert and resembles A. Our goal in this paper is the derivation
and analysis of a preconditioner well suited for the coupled system A. To the
best of our knowledge this is the first time that the preconditioning of the
coupled Navier-Stokes-Cahn-Hilliard system is studied. While precondition-
ing for the Navier-Stokes equations has been investigated for a long time (see
[EJW05] and the references given therein), the development of precondition-
ers for Cahn-Hilliard systems is a rather new topic with several contributions
found in [BSB14, BDQN11]. The coupling of both systems poses serious chal-
lenges regarding robustness of the method with respect to the crucial system
parameters. Hence, we derive an efficient preconditioner P tailored to the
coupled Cahn–Hilliard Navier–Stokes system using effective Schur comple-
ment approximations and (algebraic) multigrid developed for elliptic systems
[Fal06, Saa03, RS87]. For this we utilize recent developments for the precondi-
tioning of the Navier-Stokes equations using a pressure-convection-diffusion
approximation to the Navier-Stokes Schur complement [EJW05] and a multi-
grid for the (1, 1)-block of the discrete Navier-Stokes system. We then approxi-
mate the Schur complement of the overall system using the recently established
techniques for the Cahn-Hilliard equations that are in turn based on an effi-
cient approximation of the Schur complement of this block using a matching
argument, well established in PDE-constrained optimization [PW12, PSW12].
The paper is organized as follows. In Section 2, we introduce the two-
phase flow equation under consideration. We state the thermodynamically
consistent discretization proposed in [GHK16] and review major analytical
results. In Section 3, we develop and investigate our preconditioner, while in
Section 4, we show its performance in a benchmark example and investigate
its robustness with respect to the relevant parameters of the system under
investigation. Finally, Section 5 summarizes our findings.
2 The Cahn–Hilliard Navier–Stokes model
In [AGG12], the following thermodynamically consistent diffuse interface model
for the simulation of two-phase fluids with different densities is proposed:
Let Ω ⊂ Rn, n ∈ {2, 3} denote an open, bounded domain with Lipschitz
boundary and outer normal νΩ, and I = (0,T] denote a time interval. Inside Ω
there are two immiscible phases and we introduce a smooth indicator function
ϕ, called phase field, such that ϕ ≈ +1 indicates the one phase and ϕ ≈ −1
indicates the second phase. The values |ϕ| ≤ 1 indicate a diffuse interface
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between the phases. The velocity and the pressure of the fluid are denoted by v
and p; see [AGG12] for the precise definition of this terms. Adding a chemical
potential µ as first variation of the underlying Ginzburg–Landau energy, the
model is given by the following set of equations:
ρ∂tv +
((
ρv + J
) · ∇) v − div (2ηDv) + ∇p =µ∇ϕ + ρg ∀x ∈ Ω, ∀t ∈ I, (1)
−div(v) =0 ∀x ∈ Ω, ∀t ∈ I, (2)
∂tϕ + v · ∇ϕ − b∆µ =0 ∀x ∈ Ω, ∀t ∈ I, (3)
−σ∆ϕ + σ

W′(ϕ) − µ =0 ∀x ∈ Ω, ∀t ∈ I, (4)
v(0, x) =v0(x) ∀x ∈ Ω, (5)
ϕ(0, x) =ϕ0(x) ∀x ∈ Ω, (6)
v(t, x) =0 ∀x ∈ ∂Ω, ∀t ∈ I, (7)
∇µ(t, x) · νΩ = ∇ϕ(t, x) · νΩ =0 ∀x ∈ ∂Ω, ∀t ∈ I, (8)
with J = − ρ2−ρ12 b∇µ.
Hereρ = ρ(ϕ) := ρ2−ρ12 ϕ+
ρ2+ρ1
2 describes the interpolated density of the fluid,
and η = η(ϕ) := η2−η12 +
η2+η1
2 ϕ the interpolated viscosity, where ρ1, ρ2 are the
densities of the two pure phases, while η1, η2 are the corresponding viscosities.
By 2Dv = ∇v + (∇v)t we denote the symmetrized gradient. The gravitational
acceleration is denoted by g. By b we denote the constant mobility of the
interface. The scaled surface tension (see [AGG12, Sec. 4.3.4]) is given by σ and
the interfacial region between the phases has a thickness of orderO(). The free
energy density of the interface is denoted by W and here we use
W(ϕ) = Ws(ϕ) =
1
2
(
1 − ϕ2 + s max(0, ϕ − 1)2 + s min(0, ϕ + 1)2
)
,
where s  0 denotes a relaxation coefficient arising from the Moreau–Yosida
relaxation of the double-obstacle free energy
W∞(ϕ) =
 12 (1 − ϕ2) if |ϕ| ≤ 1,+∞ else;
see [BE91, HHT11]. Note that the results proposed in [GHK16] are valid for
a wider class of free energy densities. Finally, the initial velocity is given by
v0 and the initial phase field by ϕ0. Note that for simplicity we use a no-slip
boundary condition for the velocity field, while the scheme is literally valid as
long as no flux across ∂Ω appears, i.e. v ·νΩ ≡ 0 on ∂Ω. This especially includes
free-slip conditions
v · νΩ = 0, ν⊥Ω · (2ηDv)νΩ = 0 on ∂Ω,
where ν⊥
Ω
denotes the tangential on ∂Ω.
Concerning existence and uniqueness of solutions, we refer to [ADG13a,
ADG13b, Gru¨13].
The following weak formulation of (1)–(8) is proposed in [GHK16].
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Definition 1. We call v, p, ϕ, µ a weak solution to (1)–(8) if v(0) = v0, ϕ(0) = ϕ0,
and
1
2
∫
Ω
(
∂t(ρv) + ρ∂tv
)
w dx +
∫
Ω
2ηDv : Dw dx
+a(ρv + J, v,w) − (p, divw) =
∫
Ω
µ∇ϕw + ρgw dx ∀w ∈ H10(Ω)n, (9)
−(divv, q) = 0 ∀q ∈ L2(0)(Ω), (10)∫
Ω
(
∂tϕ + v · ∇ϕ)Ψ dx + ∫
Ω
b∇µ · ∇Ψ dx = 0 ∀Ψ ∈ H1(Ω), (11)
σ
∫
Ω
∇ϕ · ∇Φ dx + σ

∫
Ω
W′(ϕ)Φ dx −
∫
Ω
µΦ dx = 0 ∀Φ ∈ H1(Ω), (12)
is satisfied for almost all t ∈ I.
Here, for u ∈ L3(Ω)n, v,w ∈ H1(Ω)n, we define the antisymmetric trilinear
form
a(u, v,w) :=
1
2
(∫
Ω
((u∇)v)w dx −
∫
Ω
((u∇)w)v dx
)
,
and by L2(0)(Ω) we denote the space of square integrable functions with mean
value zero, i.e.
L2(0)(Ω) := { f ∈ L2(Ω) | |Ω|−1( f , 1) = 0}.
We stress, that formulation (9)–(12) is based on a reformulation of (1), that
requires that ρ is a linear function of ϕ. In [AB16] a generalization of (1)–
(8) is presented, where this requirement might be dropped. This has to be
investigated in the future.
Definition 2. The energy of the system is the sum of the kinetic energy of the fluid
and the Ginzburg–Landau energy of the interface. Thus we define
E(t) := E(v(t), ϕ(t)) :=
∫
Ω
1
2
ρ|v|2 dx + σ
∫
Ω

2
|∇ϕ|2 + 1

W(ϕ) dx.
The model (1)–(8) is called thermodynamically consistent, because the follow-
ing energy identity holds.
Theorem 3 ([GHK16, Thm. 1]). Assume that there exists a sufficiently smooth
solution to (9)–(12).
Then, the following energy identity holds for 0 < τ < t
E(t)+
∫ t
τ
∫
Ω
2η(ϕ(s))|Dv(s)|2 + b|∇µ(s)|2 dx ds
= E(τ) +
∫ t
τ
∫
Ω
ρ(ϕ(s))gv(s) dx ds.
(13)
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This means that the gain and loss of energy can exactly be measured and that in absence
of outer forces (i.e. g ≡ 0) the energy can not increase with time.
In [GHK16] a discretization scheme is proposed, that resembles this property
in the fully discrete setting. We summarize that scheme in the following.
2.1 The stable scheme from [GHK16]
For a numerical realization, we discretize (9)–(12) using a semi-implicit Euler
discretization in time and the finite element method in space.
Let t−1 < 0 = t0 < t1 < . . . < tk−2 < tk−1 < tk < . . . < tK = T denote an
equidistant subdivision of I = (0,T] with fix step size τ := t1 − t0. Further,
let T k = {T1, . . . ,TΘk } denote a conforming triangulation of Ω with closed cells
(Ti)
Θk
i=1, where we assume that Ω =
⋃Θk
i=1 Ti. Here, k refers to the time instance,
and we stress that we use different triangulations on different time instances
due to adaptive meshing. On T k, we define the finite element spaces
Vk1 := {v ∈ C(Ω) | v|T ∈ Π1(Ω)∀T ∈ T k} =: span{bi1}N
k
1
i=1,
Vk2 := {v ∈ C(Ω)n | v|T ∈ (Π2(Ω))n ∀T ∈ T k, v|∂Ω = 0} =: span{bi2}N
k
2
i=1.
Here, Πl denotes the space of polynomials up to order l. We further introduce an
H1-stable prolongation operator Pk : H1(Ω) → Vk1. Possible operators are, e.g.,
the Cle´ment operator or Lagrangian interpolation, where we have to restrict
the preimage to C(Ω) ∩H1(Ω).
To state the fully discrete approximation, we introduce ϕkh ∈ Vk1 as fully
discrete approximation of ϕ(tk), µkh ∈ Vk1 as fully discrete approximation of
µ(tk), vkh ∈ Vk2 as fully discrete approximation of v(tk), and pkh ∈ Vk1 as fully
discrete approximation of p(tk). Note that we use LBB-stable Taylor–Hood
elements for the discretization of the Navier–Stokes equation. We further use
the abbreviations ρk := ρ(ϕkh), η
k := η(ϕkh).
The fully discrete variant of (9)–(12) is as follows.
Let ϕk−2 ∈ Vk−21 , ϕk−1 ∈ Vk−11 , µk−1 ∈ Vk−11 , vk−1 ∈ Vk−12 be given. Find ϕk ∈ Vk1,
µk ∈ Vk1, vk ∈ Vk2, and pkh ∈ Vk1 such that
1
τ
(
ρk−1 + ρk−2
2
vkh − ρk−2vk−1,w
)
+ a(ρk−1vk−1 + Jk−1, vkh,w)
+(2ηk−1Dvkh,Dw) − (pkh,divw) − (µkh∇ϕk−1 + ρk−1g,w) = 0∀w ∈ Vk2, (14)
−(divvkh, q) = 0∀q ∈ Vk1, (15)
1
τ
(ϕkh − Pkϕk−1,Ψ) + (b∇µkh,∇Ψ) − (vkhϕk−1,∇Ψ) = 0∀Ψ ∈ Vk1, (16)
σ(∇ϕkh,∇Φ) +
σ

(
W′+(ϕkh) + W
′−(Pkϕk−1),Φ
)
− (µkh,Φ) = 0∀Φ ∈ Vk1. (17)
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By W+(ϕ) = s2 (max(0, ϕ − 1)2 + min(0, ϕ + 1)2) we denote the convex part of
W, and by W−(ϕ) = 12 (1 − ϕ2) we denote the concave part.
Remark 4. Note that (14) – (17) is a two-step scheme since it requires data from
tk−2 and tk−1 to evaluate the solution at time tk. Especially, we require the somewhat
artificial data ϕ−1. In [GHK16], a one-step scheme with a different time discretization
is proposed for the initialization of the two-step scheme (14) – (17). Here, we argue as
in [HKW15] that given ϕ−1 and v0 one can solve (16) – (17) to obtain the missing data
ϕ0 and µ0 to start the two-step scheme. Compare also [GHK16, Rem. 3]
Theorem 5 ([GHK16, Thm. 2, Thm. 3]). Let ϕk−2 ∈ Vk−21 , ϕk−1 ∈ Vk−11 , µk−1 ∈
Vk−11 , v
k−1 ∈ Vk−12 be given. Then there exists a unique solution vkh ∈ Vk2,ϕkh, µkh, pkh ∈ Vk1
to (14)–(17) that fulfills the following energy inequality∫
Ω
1
2
ρk−1
∣∣∣vkh∣∣∣2 dx + σ∫
Ω

2
|∇ϕkh|2 +
1

W(ϕkh) dx
+
1
2
∫
Ω
ρk−2|vkh − vk−1|2 dx +
σ
2
∫
Ω
|∇ϕkh − ∇Pkϕk−1|2 dx
+τ
∫
Ω
2ηk−1|Dvkh|2 dx + τ
∫
Ω
b|∇µkh|2 dx
≤
∫
Ω
1
2
ρk−2
∣∣∣vk−1∣∣∣2 dx + σ∫
Ω

2
|∇Pkϕk−1|2 + 1

W(Pkϕk−1) dx
+τ
∫
Ω
ρk−1gvkh dx.
(18)
Moreover, this solution can be found by Newton’s method.
Proof. The existence of a solution is shown using Brouwer’s fixpoint theorem.
The energy inequality then follows from using w = vkh, q = p
k
h, Ψ = µ
k
h and
Φ = 1τ (ϕ
k
h − Pkϕk−1), summing the equations up and using the properties of W+
and W−. Then the uniqueness follows from considering two different solutions
and showing that they are equal, using the energy inequality.
To show that Newton’s method is applicable, we have to show that sys-
tem (14)–(17) is Newton-differentiable and that the derivative is continuously
invertible. Beside W+ all terms are Freche´t differentiable and thus Newton dif-
ferentiable. W+ is Newton differentiable as shown in [HIK03]. The derivative
has a structure, that is very similar to (14)–(17) and the continuous invertability
follows similar to the existence of a unique solution. 
Remark 6. Note that the energy inequality (18) bounds the energy at time instance k
by the energy of Pkϕk−1, i.e., the prolongation of ϕk−1 to the triangulation T k, thus not
by the energy at the old time instance. To overcome this, in [GHK16], a postprocessing
step is added to the adaptive concept that guarantees that the energy does not increase
through prolongation, where Lagrangian interpolation is used as prolongation Pk.
Including this step, we guarantee that in absence of outer forces the energy of the
system can not increase and (18) resembles a fully discrete counterpart of (13).
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Remark 7. Using the unique solution proposed in Theorem 5 in [GHK16] the existence
of a unique solution to a corresponding time-discrete variant of (14)–(17) is shown.
Theorem 5 states that we find the unique solution to (14)–(17) by Newton’s
method. To state the algorithm, let us compactly write (14)–(17) as〈
F(vkh, p
k
h, ϕ
k
h, µ
k
h), (w, q,Ψ,Φ)
〉
:=
(
(F1(. . .),w), (F2(. . .), q), (F3(. . .),Ψ), (F4(. . .),Φ)
)t
,
where (F1(. . .),w) abbreviates (14), (F2(. . .),Ψ) abbreviates (15), (F3(. . .),Φ) abbre-
viates (16), and (F4(. . .),Ψ) abbreviates (17). Then Newton’s method generates
the following sequence
DF(xm)δx = −F(xm), (19)
xm+1 = xm + δx, m = 1, . . .
where x abbreviates (vkh, p
k
h, ϕ
k
h, µ
k
h). We note that F is due to our choice of W
only Newton differentiable, see [HIK03, HHT11]. A Newton derivative of F is
given by〈
DF(vkh, p
k
h, ϕ
k
h, µ
k
h) (δv, δp, δϕ, δµ), (w, q,Ψ,Φ)
〉
:=
1
τ
(
ρk−1 + ρk−2
2
δv,w
)
+ a(ρk−1vk−1 + Jk−1, δv,w)
+ (2ηk−1Dδv,Dw) − (δp,divw) − (δµ∇ϕk−1,w)
− (divδv, q)
+
1
τ
(δϕ,Ψ) + (b∇δµ,∇Ψ) − (δvϕk−1,∇Ψ)
+ σ(∇δϕ,∇Φ) + σ

(W′′+ (ϕkh)δϕ,Φ) − (δµ,Φ),
(20)
where
W′′+ (ϕkh(x)) :=
s if |ϕkh(x)| > 1,0 else ∀x ∈ Ω.
Solving (19) leads to the numerical solution of a large linear system that we
pose next.
Using the basis {bi2} ⊂ Vk2 and {bi1} ⊂ Vl1 we define the following matrices
and vectors:
A := M2 + Ta + K2,
M2 = (m2i j)
N2
i, j=1, Ta = (t
a
i j)
N2
i, j=1, K2 = (k
2
i j)
N2
i, j=1,
m2i j :=
(
ρk−1 + ρk−2
2τ
b j2, b
i
2
)
, tai j := a(ρ
k−1vk−1 + Jk−1, b j2, b
i
2), k
2
i j := (2η
k−1Db j2,Db
i
2),
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B := (bi j)
j=1,...,N2
i=1,...,N1
, U := (ξi j)
j=1,...,N1
i=1,...,N2
, T := (ti j)
j=1,...,N2
i=1,...,N1
,
bi j = −(divb j2, bi1), ξi j = −(b j1∇ϕk−1, bi2), ti j = (b j2ϕk−1,∇bi1),
M1 := (m1i j)i j=1,...,N1 , K1 := (k
1
i j)i j=1,...,N1 , Λ := (λi j)
N1
i j=1,
m1i j = (b
j
1, b
i
1), k
1
i j = (∇b j1,∇bi1), λi j = (W′′+ (ϕm)b j1, bi1),
F1 = ( f 1j )
N2
j=1, f
1
j = (F
1(xm), b j2), F2 = ( f
2
j )
N1
j=1, f
2
j = (F
2(xm), b j1),
F3 = ( f 3j )
N1
j=1, f
3
j = (F
3(xm), b j1), F4 = ( f
4
j )
N1
j=1, f
4
j = (F
4(xm), b j1).
Here, ϕm denotes the m − th iterate of Newton’s method for the approximation
of ϕkh. Equation (19) can than be written as
A Bt U 0
B 0 0 0
0 0 M1 −σK1 − σ−1Λ
τT 0 τbK1 M1


δv
δp
δµ
δϕ
 =

F1
F2
−F4
F3
 . (21)
where δv,δp,δµ,δϕ denote the node vectors for δv, δp, δϕ, δµ. Note that here
we already did some reformulation in order to maintain our later analysis. In
the following, we denote the coefficient matrix in (21) by A. We can further
writeA as
A =
(
ANS C˜I
C˜T A˜CH
)
, (22)
where the blocks ANS and A˜CH are the discrete realizations of the Navier–
Stokes and linearized Cahn–Hilliard system, respectively. Their coupling is
represented by C˜I, the coupling through the interfacial force, and C˜T, the cou-
pling through the transport at the interface. The matrix A is invertible by
Lax-Milgram’s theorem (note the antisymmetric transport term), and the (1, 1)
block ANS then is invertible since we use LBB-stable elements. The (2, 2) block
A˜CH is invertible; see, e.g., [HHT11]. The Schur complement of the whole sys-
tem, S = A˜CH − C˜TA−1NSC˜I, describes a Cahn–Hilliard system with additional
transport. S is at least invertible for small time steps; see, e.g., [Kah14].
3 Preconditioning
As we have seen in the previous section, a large and sparse linear nonsymmetric
system is at the heart of the computation. In [GHK16], the system (21) is solved
by preconditioned GMRES [SS86a] with a restart after 10 iterations. The authors
use the block diagonal preconditioner
P =
(
AˆNS 0
0 A˜CH
)
. (23)
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The (2,2) block A˜CH is inverted by LU decomposition. The (1,1) block AˆNS is an
upper block triangular preconditioner of the form
AˆNS =
(
Aˆ Bt
0 SˆNS
)
. (24)
Aˆ is composed of the diagonal blocks of A and is inverted by LU decomposition.
SˆNS is an approximation of the exact Schur complement SNS = −BA−1Bt of the
Navier–Stokes system. Garcke et al. [GHK16] use
SˆNS = −KpA−1p Mp, (25)
where Mp = M1 is the pressure mass matrix, Kp = K1 the pressure Laplacian
matrix, and Ap is the representation of A on the pressure space, i.e., Ap :=
M2,p + Ta,p + K2,p, where
M2,p = (m2i j)
N1
i, j=1, m
2
i j :=
(
ρk−1 + ρk−2
2τ
b j1, b
i
1
)
,
Ta,p = (tai j)
N1
i, j=1, t
a
i j := a(ρ
k−1vk−1 + Jk−1, b j1, b
i
1),
K2,p = (k2i j)
N1
i, j=1, k
2
i j := (2η
k−1Db j1,Db
i
1).
This Schur complement approximation was proposed, e.g., in [KLW02, EJW05],
where it was shown to be independent of the mesh size and only mildly de-
pendent on the Reynolds number.
Our aim here is to further improve the performance of the preconditioner
as a tailored iterative method for the system (21) can reduce the computing
time dramatically. In order to achieve this, we first derive a general strategy
for the coupled system and then show that for this to work well both the
Navier-Stokes part of the discretized equation as well as the Cahn-Hilliard
part need to be approximated by sophisticated strategies. This is based on
the preconditioning techniques that have been developed in [BSB14] for the
nonsmooth Cahn–Hilliard system together with the methods that have been
developed in [KLW02, EJW05] for the Navier–Stokes equations and where
partly previously used in [GHK16]. Let us restate the linear system (21) for
convenience here
A Bt U 0
B 0 0 0
0 0 M1 −σK1 − σ−1Λ
τT 0 τbK1 M1


δv
δp
δµ
δϕ
 =

F1
F2
−F4
F3
 , (26)
and we recall that we denote the coefficient matrix in (26) by A that we can
partition as
A =
(
ANS CI
CT ACH
)
. (27)
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Our basis for preconditioning is the upper block triangular preconditioner
P =
(
ANS CI
0 S
)
,
motivated in [EJW05, MGW00], where S = ACH − CTA−1NSCI is the Schur com-
plement of the whole system as introduced above after Equation (22). The
right-preconditioned matrix becomes
AP−1 =
(
I 0
CTA−1NS I
)
,
where I is the identity matrix. Hence, AP−1 has only a single eigenvalue of 1,
andP is called a theoretical optimal preconditioner.1 This preconditioner needs
the application of the inverse of ANS and of S, which cannot be explicitly used.
Hence, our aim is the development of practical approximations AˆNS ≈ ANS and
Sˆ ≈ S, which leads to our practical preconditioner
Pout =
(
AˆNS CI
0 Sˆ
)
. (28)
Note that the index ofPout marks an outer preconditioner. Below in Section
3.2, we will introduce an inner preconditioner for the solution of linear systems
with Sˆ. For good approximations AˆNS ≈ ANS and Sˆ ≈ S, the preconditioned
matrix AP−1out has only a small number of different eigenvalue clusters. This
in turn is known to result in only a few iterations of suitable Krylov subspace
solvers until convergence [EJW05, MGW00].
3.1 Approximation of ANS
Similar to Garcke et al. [GHK16] in (24), we choose AˆNS as
AˆNS =
(
Aˆ Bt
0 −SˆNS
)
. (29)
As above, Aˆ is composed of the diagonal blocks of A. We use an algebraic
multigrid (AMG) preconditioner2 for the approximation of the inverse of Aˆ. As
shown in [Ram99], multigrid is a good preconditioner for convection-diffusion
problems if the Reynolds number is not too large. SˆNS is given in (25). The
action of the inverse of Mp and Kp are performed with an AMG each. Note that
1Note, that the left-preconditioned system P−1A has the same spectrum as the right-
preconditioned systemAP−1.
2AMG methods typically exhibit geometric-like properties for positive definite elliptic type
operators but use only algebraic information. This has the advantage that AMG can work well even
for complicated geometries and meshes. We refer to [RS87, Fal06] for more information on AMG.
We also want to emphasize that geometric multigrid (see, e.g., [Wes92, Hac85]) approximations are
also well suited to approximate Aˆ provided they can be readily applied.
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the conjugate gradient method with Jacobi preconditioning provides a good
approximation to the inverse of Mp as well, see e.g. [KLW02]. Kp is a discrete
Laplacian for which multigrid provides a good approximation to the inverse;
see [Wes92].
3.2 Approximation of S
Now, let us consider the Schur complement S = ACH − CTA−1NSCI of the whole
system. Using the preconditioner AˆNS from the previous section, we approxi-
mate S as
S ≈ ACH − CTAˆ−1NSCI =
(
M1 −σK1 − σ−1Λ
τbK1 − τTAˆ−1U M1
)
=: Sˆ.
We propose to apply a preconditioned GMRES iteration to the system of the
form Sˆy = f . We call this iteration the inner iteration. For the construction
of the preconditioner Pin for the inner iteration, we make use of the following
formulation:
Sˆ =
(
M1 −σK1 − σ−1Λ
τbK1 M1
)
−
(
0 0
τTAˆ−1U 0
)
= ACH−
(
0 0
τTAˆ−1U 0
)
≈ ACH.
Hence, we build the preconditioner Pin for the inner iteration on the basis
of the simplification ACH of Sˆ.
In the following, we study the importance of taking the whole block ACH as
preconditioner Pin. Remember from Equation (26)
ACH =
(
M1 −σK1 − σ−1Λ
τbK1 M1
)
.
Now, if we would further simplify ACH to
A˚CH =
(
M1 −σK1
τbK1 M1
)
,
we could easily derive an optimal preconditioner for A˚CH; see, e.g.,[AN11,
BDQN11]. However, Theorem 8 and Corollary 9 below state the severe in-
fluence of the penalty parameter s contained in Λ; see also [Bos16]. Hence, a
simplification to A˚CH would give a worse approximation for large values of s.
This justifies our approach of taking ACH as preconditioner Pin.
For the following theorem, we make use of the symmetric positive defi-
niteness of M1 as well as of the symmetric positive semidefiniteness of K1 and
Λ.
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Theorem 8. With the simplified notation M := M1, K := τbK1, α = σετb , β =
σ
ε , let
X =
(
M −αK
K M
)
, Y =
(
M −αK − βΛ
K M
)
.
Note that X = A˚CH and Y = ACH. Then,
sp(X−1Y) ⊆ Bς(1),
where sp(·) denotes the spectrum of a matrix, and Bς(1) is a circle in the complex plane
around one with radius ς. The radius is bounded by β
2
√
α
ρ(Λ˜), where Λ˜ = M− 12 ΛM− 12 .
Proof. It holds sp(X−1Y) ⊆ Bς(1) if and only if sp(I − X−1Y) ⊆ Bς(0) if and only
if ρ(X−1(X − Y)) < ς. Here, ρ(·) denotes the spectral radius of a matrix, and I is
the identity matrix of appropriate size.
Let us start with finding an equivalent formulation for ρ(X−1(X − Y)). With
the notation C = KM−1 and W = I + αC2, where I is again the identity matrix of
appropriate size, we have
X =
(
I −αC
C I
) (
M 0
0 M
)
,
X−1 =
(
M−1 0
0 M−1
) (
I −αC
C I
)−1
.
Using block matrix inversion, we have(
I −αC
C I
)−1
=
(
(I + αC2)−1 α(I + αC2)−1C
−(I + αC2)−1C (I + αC2)−1
)
=
(
W−1 αW−1C
−W−1C W−1
)
Hence,
X−1(X − Y) =
(
M−1 0
0 M−1
) (
W−1 αW−1C
−W−1C W−1
) (
0 βΛ
0 0
)
= β
(
0 (WM)−1Λ
0 −(WM)−1CΛ
)
and therefore
ρ
(
X−1(X − Y)
)
= β ρ
(
(WM)−1CΛ
)
.
For a further reformulation we introduce the rational function r(x) = x1+αx2 ,
and define C˜ = M− 12 KM− 12 and Λ˜ = M− 12 ΛM− 12 , which are symmetric positive
semidefinite. Then we have
r(C˜) =
(
I + αC˜2
)−1
C˜ =
(
I + αM−
1
2 KM−1KM−
1
2
)−1
M−
1
2 KM−
1
2
=
[
M
1
2
(
I + αM−
1
2 KM−1KM−
1
2
)]−1
KM−
1
2 =
(
M
1
2 + αKM−1KM−
1
2
)−1
KM−
1
2
=
[(
I + αKM−1KM−1
)
M
1
2
]−1
KM−
1
2 = M−
1
2
(
I + αC2
)−1
KM−
1
2
= M−
1
2 W−1KM−
1
2
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and hence
(WM)−1CΛ = M−1W−1KM−1Λ = M−
1
2
(
M−
1
2 W−1KM−
1
2
) (
M−
1
2 ΛM−
1
2
)
M
1
2
= M−
1
2 r(C˜)Λ˜M
1
2 .
It follows
ρ
(
(WM)−1CΛ
)
= ρ
(
r(C˜)Λ˜
)
≤ ‖r(C˜)Λ˜‖ ≤ ‖r(C˜)‖ ‖Λ˜‖ = ρ
(
r(C˜)
)
ρ
(
Λ˜
)
≤ max
λ∈sp(C˜)
{r(λ)} ρ
(
Λ˜
)
≤ max
x
{r(x)} ρ
(
Λ˜
)
=
1
2
√
α
ρ
(
Λ˜
)
, (30)
where we have taken into account that the eigenvalues of r(Z) for a matrix Z
with eigenvalues λ1, . . . , λq are given by r(λ1), . . . , r(λq). 
Applied to our situation, we have
sp(A˚
−1
CHACH) ⊆ Bς(1),
where ς ≤
√
τσb
2
√

ρ(Λ˜).
Corollary 9. As a result from Theorem 8, we get ς ≤ 0.5 when τ ≤ ε3/(s2σbρ(Λ˜0)2),
where Λ˜0 = s−1M−
1
2 ΛM− 12 . In particular, in the case of lumped mass matrices, we
have ρ(Λ˜0) = 1 and hence, the circle radius is bounded by ς ≤ s
√
τσb
2
√

. Hence, we get
ς ≤ 0.5 when τ ≤ ε3/(s2σb).
Proof. In order to illustrate the influence of the penalty parameter s, we refor-
mulate Λ˜ as
Λ˜ = M−
1
2 ΛM−
1
2 = sM−
1
2 Λ0M−
1
2 = sΛ˜0,
where Λ0 = (λ0i j)
N1
i j=1, λ
0
i j = (W
′′
+,0(ϕ
m)b j1, b
i
1), and
W′′+,0(ϕ
k
h(x)) :=
1 if |ϕkh(x)| > 1,0 else ∀x ∈ Ω.
Hence, we have in (30)
ρ
(
(WM)−1CΛ
)
≤ s
2
√
α
ρ(Λ˜0) =
s
√
τσb
2
√

ρ(Λ˜0), (31)
where ρ(Λ˜0) depends on the spatial mesh size and ϕkh. Therefore, for τ ≤
ε3/(s2σbρ(Λ˜0)2), it holds sp(A˚
−1
CHACH) ⊆ B0.5(1).
In the case of lumped mass matrices, Λ˜0 becomes a diagonal matrix with
entries that are either zero or one. Thus, we obtain in (31)
ρ
(
(WM)−1CΛ
)
≤ s
2
√
α
=
s
√
τσb
2
√

.
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Therefore, for τ ≤ ε3/(s2σb), it holds sp(A˚−1CHACH) ⊆ B0.5(1).

Hence, neglecting the block Λ in ACH would only be satisfying for tiny time
step sizes τ, which is far away from being practical.
As preconditioner for the inner iteration, we propose the upper block trian-
gular preconditioner
Pin =
[
M1 −σεK1 − σε−1Λ
0 −SˆCH
]
. (32)
SˆCH is an approximation of the exact Schur complement
SCH = M1 + τ
(
bK1 − TAˆ−1U
)
M−11
(
σεK1 + σε−1Λ
)
of Sˆ. Our procedure for the approximation of the Schur complement SCH
originates in the work of Pearson and Wathen [PW12], who developed pre-
conditioners for PDE-constrained optimization. Their matching strategy, ap-
plied to our problem, is the following: Construct a preconditioner of the form
SˆCH = S1M−11 S2, which captures the exact Schur complement SCH as close as
possible. Note that we need SˆCH to be nonsingular. We design SˆCH as
SˆCH = S1M−11 S2
=
(
M1 +
√
τσbK1
)
M−11
(
M1 +
√
τbσ−1
[
σεK1 + σε−1Λ
])
= M1 + τbK1M−11
(
σεK1 + σε−1Λ
)
+
√
τbσK1 +
√
τbσ
(
εK1 + ε−1Λ
)
. (33)
The first term in (33) matches the first term in the exact Schur complement.
The second term in (33) approximates the second term in the exact Schur com-
plement. Due to the factor
√
τbσ, the influence of both remainder terms in (33)
is reduced. We refer the reader to [BSB14, BKSW14, BS15, Bos16] for Schur
complement approximations to other Cahn–Hilliard problems. The action of
the inverse of S1 and S2 is performed with an AMG each since both form the
discretization of an elliptic operator. We also apply AMG for the action of the
inverse of the (1, 1) block M1 in Pin. 3
Here, we finish the theoretical discussion about the preconditioner. In the
next section, we illustrate its efficiency via various numerical experiments.
4 Numerical examples
In this section, we show numerical results for the presented coupled Cahn–
Hilliard Navier–Stokes problem. First, we explain our implementation frame-
work.
3For consistent mass matrices, the Chebyshev-iteration [GV61a, GV61b] provides a powerful
preconditioner [WR09, RS10].
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Garcke et al. [GHK16] have implemented the whole numerical simulation
in C++. We use their code, but the iterative solution of the linear system is
executed in MATLAB R© R2012a on a 32-bit server with CPU type Intel R© CoreTM
E6850 @3.00 GHz with 2 CPUs. We use the MATLAB Engine API in order to
call MATLAB R© from C++.
As we use GMRES as the inner iteration, we apply FGMRES as the outer
iteration. FGMRES is a variant of GMRES and was introduced by Saad [Saa93].
This method allows changes in the preconditioner at every step. Note again
that we apply right preconditioning here. We use FGMRES (outer solver) with a
restart after 30 iterations and set the initial guess to the zero vector. As stopping
criterion, we use
‖b −Az(l)‖ ≤ min(10−6 ‖b‖, 10−6),
where b denotes the corresponding right-hand side and z(l) the calculated so-
lution at FGMRES step l. We use GMRES (inner solver) without restart and set
the initial guess to the zero vector, the tolerance for the preconditioned relative
residual to 10−1, and the maximum number of iterations to 50.
For the application of AMG, we employ the HSL (formerly the Harwell
Subroutine Library) Mathematical Software Library, a collection of Fortran
codes for large-scale scientific computation; see http://www.hsl.rl.ac.uk/
and [BMS10]. In particular, we make use of the HSL MI20 package for the
approximation of the inverse of Aˆ (the two diagonal blocks of the discrete
convection-diffusion operator) and of Kp (the pressure Laplacian matrix). For
Aˆ, we apply HSL MI20 with two coarse levels in the multigrid structure, two
V-cycles with symmetric Gauss–Seidel smoothing (two pre- and two post-
smoothing iterations), and 10 Gauss-Seidel iterations on the coarsest level.
For Kp, we apply HSL MI20 with at most 100 coarse levels in the multigrid
structure, one V-cycle with symmetric Gauss–Seidel smoothing (two pre- and
two post-smoothing iterations), and the sparse direct solver HSL MA48 on the
coarsest level.
Moreover, we employ the software package AGMG version 3.2.0, a program
which implements AMG described in [Not10] with further improvements from
[NN12] and [Not12]; see also http://homepages.ulb.ac.be/˜ynotay/AGMG. It
introduces K-cycle multigrid meaning that the iterative solution of the residual
equation at each level is accelerated with a Krylov subspace method. We use the
default, which is a preconditioned variant of the generalized conjugate resid-
ual method (GCR) [EES83] restarted every 10 iterations. We set the maximum
number of iterations to 50. The coarsening is stopped when the coarse grid
matrix has 200 or less rows, allowing fast direct inversion with LAPACK rou-
tines [ABB+99]. Symmetric Gauss-Seidel smoothing is used with one pre- and
one post-smoothing iteration. We make use of the AGMG MATLAB interface
for the approximation of the inverse of Mp (the pressure mass matrix), of M1
(the (1,1) block of the inner preconditioner Pin), as well as of S1 and S2 (the two
blocks forming the Schur complement approximation SˆCH). If not mentioned
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otherwise, we set the tolerance on the relative residual norm to 10−3, 10−2, 10−5,
and 10−5 for Mp, M1, S1, and S2, respectively.
4.1 Parameter study: A rising bubble
In this section, we demonstrate the robustness of our proposed preconditioner
regarding relevant model parameters. As test example, we use a quantitative
benchmark for rising bubble dynamics; see the first benchmark test case in
[HTK+09]. A simulation is illustrated in Figure 1.
t = 0 t = 1 t = 2 t = 3
Figure 1: Simulation of a rising bubble using a coupled Cahn–Hilliard Navier–
Stokes model.
The initial configuration is described as follows; see also [GHK16, p. 168].
The spatial domain is Ω = (0, 1) × (0, 2) with no-slip boundary conditions for
the velocity field on the top and bottom wall and free-slip boundary conditions
on the left and right wall. The initial state consists of a bubble of radius
r = 0.25 centered at the spatial point (0.5, 0.5). The initial velocity is zero. In
the following, we denote by N01 and N
0
2 the values of N1 and N2 at time 0.
Note that during the simulation, the values of N1 and N2 stay about their initial
sizes, i.e., there is no drastic change. The fixed parameters in all tests are given
as ρ2 = 100, η1 = 10, η2 = 1, g = (0,−0.98)t. The remaining parameters are
given below for each individual experiment. Moreover, the Reynolds number
is given as
Re =
0.35ρ1
η1
.
Figures 2 and 3 demonstrate the robustness with respect to different model
parameters. Table 1 shows the values of all parameters. In Figure 2(a), we
simultaneously vary the mesh sizes via refinements of the initial spatial mesh
T 0, the interfacial parameter , the time step size τ, as well as the mobility b.
In fact, this is the practical procedure: Choose an  and adjust the mesh sizes.
The time step size is adapted to fulfill the CFL-condition
max
T
{
τ |vk|T
diam(T)
}
≤ 1.
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Moreover, the mobility is chosen to be b = 10−3, as used in [GHK16, p. 168].
Except for the initial time frame, we observe a robust behavior of iteration
numbers. For the first time step the initial data for Newton’s method, which is
a discrete approximation of ϕ0, seems not to be appropriate and thus resultign
a slow convergence. In Figure 2(b), we vary the scaled surface tension σ.
Although the iteration numbers behave quite chaotic, they mostly stay in the
range between 50 and 65. In Figure 2(c), we vary the Reynolds number via
increasing the density ρ1. We observe a small increase of iterations numbers
as the Reynolds number increases. In Figure 3(a), we vary the mobility b. We
observe a benign increase of iterations numbers as the mobility decreases. In
Figure 3(b), we vary the penalty parameter s. Comparing the iteration numbers
for s = 104 with the ones for s ∈ {106, 108, 109}, we even obtain better results
for the larger penalty parameters. Finally, Table 1 illustrates the maximum and
average number of semismooth Newton iterations for each of the five subplots,
respectively.
Simulation Newton Parameters
Figure Plot Max Avg N01 N
0
2 Re ρ1 s σ  τ b
2(a) ( ) 6 3 6599 26213 35 1000 104 15.60 0.040 2.000 · 10−3 4 · 10−5
( ) 6 2 10399 41413 35 1000 104 15.60 0.020 5.000 · 10−4 2 · 10−5
( ) 6 2 17831 71141 35 1000 104 15.60 0.010 1.250 · 10−4 1 · 10−5
( ) 6 2 32527 129925 35 1000 104 15.60 0.005 3.125 · 10−5 5 · 10−6
2(b) ( ) 8 4 6599 26213 35 1000 106 0.02 0.040 2.000 · 10−3 4 · 10−5
( ) 9 5 6599 26213 35 1000 106 0.10 0.040 2.000 · 10−3 4 · 10−5
( ) 9 6 6599 26213 35 1000 106 1.00 0.040 2.000 · 10−3 4 · 10−5
( ) 9 6 6599 26213 35 1000 106 10.00 0.040 2.000 · 10−3 4 · 10−5
( ) 10 6 6599 26213 35 1000 106 90.00 0.040 2.000 · 10−3 4 · 10−5
2(c) ( ) 10 6 6599 26213 35 1000 106 15.60 0.040 2.000 · 10−3 4 · 10−5
( ) 10 7 6599 26213 70 2000 106 15.60 0.040 2.000 · 10−3 4 · 10−5
( ) 31 7 6599 26213 140 4000 106 15.60 0.040 2.000 · 10−3 4 · 10−5
( ) 44 8 6599 26213 280 8000 106 15.60 0.040 2.000 · 10−3 4 · 10−5
( ) 10 7 6599 26213 560 16000 106 15.60 0.040 2.000 · 10−3 4 · 10−5
3(a) ( ) 12 7 6599 26213 35 1000 106 15.60 0.040 2.000 · 10−3 7 · 10−5
( ) 10 6 6599 26213 35 1000 106 15.60 0.040 2.000 · 10−3 4 · 10−5
( ) 10 7 6599 26213 35 1000 106 15.60 0.040 2.000 · 10−3 1 · 10−4
( ) 11 7 6599 26213 35 1000 106 15.60 0.040 2.000 · 10−3 3 · 10−4
3(b) ( ) 6 3 6599 26213 35 1000 104 15.60 0.040 2.000 · 10−3 4 · 10−5
( ) 10 6 6599 26213 35 1000 106 15.60 0.040 2.000 · 10−3 4 · 10−5
( ) 18 8 6599 26213 35 1000 108 15.60 0.040 2.000 · 10−3 4 · 10−5
( ) 23 8 6599 26213 35 1000 109 15.60 0.040 2.000 · 10−3 4 · 10−5
Table 1: The maximum and average number of semismooth Newton iterations
for each parameter test.
In summary, we observe a rather robust behavior of the iterative method
with respect to changes of the parameters of the system. Especially, the method
is robust with respect to the parameter , that heavily influences the number
of degrees of freedom and therefore the size of the linear system, and the
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set 4
(a) Simultaneous variation of the initial spatial mesh T 0, the interfacial parameter , the time
step size τ, as well as the mobility b.
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σ = 0.02
σ = 0.1
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σ = 90
(b) Variation of the scaled surface tension σ.
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Re = 35
Re = 70
Re = 140
Re = 280
Re = 560
(c) Variation of the Reynolds number via increasing the density ρ1.
Figure 2: Iteration numbers for the parameter study. The x-axis shows the time
step and the y-axis the average number of FGMRES iterations per semismooth
Newton step.
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(a) Variation of the mobility b.
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s = 104
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(b) Variation of the penalty parameter s.
Figure 3: Iteration numbers for the parameter study. The x-axis shows the time
step and the y-axis the average number of FGMRES iterations per semismooth
Newton step.
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parameter s for which we typically observe a severe increase of the condition
number.
4.2 A topology change
In this section, we demonstrate the behavior of our preconditioner under topol-
ogy changes. As test example, we use a quantitative benchmark for rising
bubble dynamics; see the second benchmark in [HTK+09]. It considers a bub-
ble with a very low density compared to that of the surrounding fluid. The
initial configuration is the same as in the previous benchmark example. The
parameters are given as ρ1 = 1000, ρ2 = 1, η1 = 10, η2 = 0.1, Re = 35, N01 = 4513,
N02 = 17929,  = 0.04, τ = 0.002, b = 4 · 10−5, σ = 1.24777, s = 106. As stated
in [AV12, p. 756], the decrease in surface tension causes the bubble to develop
a more non-convex shape and thin filaments, which eventually break off. A
simulation of this benchmark test example is illustrated in Figure 4.
t = 0 t = 1 t = 2 t = 3
Figure 4: Simulation of a rising bubble under topology changes using a coupled
Cahn–Hilliard Navier–Stokes model.
In this example, we set the tolerance on the relative residual norm for
S1 and S2 to 10−6. Figure 5 demonstrates the average number of FGMRES
iterations per semismooth Newton step during the time interval [0, 0.56], which
consists of 280 time steps. Since the crucial part is the period during the
topology change, we show the corresponding iteration numbers in Table 2.
Note that for the results in Table 2, we do not call MATLAB R© from C++.
Instead, we use Garcke et al’s [GHK16] original C++ implementation, write
the matrices and right-hand sides into text files, and solve the problems in
MATLAB using our developed preconditioner. There are two reasons for this
procedure: First, it takes a lot of time to get to the crucial instant of time using
C++ with the MATLAB Engine API. Second, we observe abnormal terminations
after long program runs. Hence, an important step for future research is an
implementation of our preconditioner in C++ such that the MATLAB Engine
API would be no longer required. Further, we set the GMRES (inner solver)
tolerance for the preconditioned relative residual to 10−2. Table 2 shows that
the FGMRES iteration numbers stay quite robust under topology changes. As
topology changes are only implicitly defined by a phase field approach, this is
what we expected.
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0 140 279
100
150
200
Figure 5: Iteration numbers for the second benchmark example. The x-axis
shows the time step and the y-axis the average number of FGMRES iterations
per semismooth Newton step.
t 1.9990 1.9995 2.0000 2.0005 2.0010 2.9985 2.9990 2.9995 3.0000
Iter 179 167 127 136 144 173 202 152 151
Table 2: Iteration numbers for the rising bubble under topology chages. The
table shows the time with the average number of FGMRES iterations per semis-
mooth Newton step.
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5 Conclusions
In this paper, we have investigated the efficient iterative solution of linear
systems that arise in the numerical simulation of a coupled Navier–Stokes
Cahn–Hilliard system, like the model ‘H’ from [HH77] or its generalization
to fluids of different densities in [AGG12]. As an example we have used the
energetically consistent discretization scheme proposed in [GHK16].
At the heart of this method lies the solution of large and sparse linear systems
that arise in a semismooth Newton method. The systems to be solved are fully
coupled. We have introduced and studied block-triangular preconditioners
using efficient Schur complement approximations. For these approximations,
we have used multilevel techniques, algebraic multigrid in our case. Exten-
sive numerical experiments show a nearly parameter independent behavior of
our developed preconditioners. Together with Garcke et al’s [GHK16] adap-
tive spatial discretization scheme, this allows us to perform three-dimensional
experiments in an efficient way. This will be subject to future work.
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