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Temporal Requirements for Future Landsat Systems for Agricultural
Monitoring
Abstract
Agricultural monitoring is an important application of earth-observing satellite systems,
which may be used for stress and disease detection, growth stage monitoring, and yield
prediction in crops at a fraction of the time and cost it would take to survey fields manually.
Satellites within the Landsat program are frequently used for agricultural monitoring, but
they do not always collect imagery often enough to capture rapid changes in vegetation
health. To address this limitation, an increase in revisit rate is being considered for future
Landsat systems. This research aims to determine the necessary overpass frequency for a
future Landsat sensor for agricultural growth stage monitoring and yield prediction. Two
experiments were conducted to study the effects of temporal resolution on the accuracy of
these tasks.
The first experiment investigated the impact of imaging frequency on growth stage
monitoring. Image-derived plot-average Normalized Difference Vegetation Index (NDVI)
time-series data collected over a small corn field were used to estimate phenological tran-
sition dates. Images were then removed from the original time-series, and dates were
recalculated from the resampled data. Using PlanetScope surface reflectance imagery, the
average range of estimated dates increased by a day and the average absolute deviation
between estimated dates increased by 1/3 of a day for every day of increase in average
revisit interval. Using the higher-quality PlanetScope L3H surface reflectance product,
these rates of increase were approximately halved. Higher imaging frequency and higher
radiometric quality both led to greater precision in estimates.
The second experiment investigated the impacts of imaging frequency and time-series
end date on yield correlation accuracy. Plot-average Green Normalized Difference Vegeta-
tion Index (GNDVI) time-series data collected over a small corn field during two different
growing seasons were resampled to different revisit intervals, gap-filled and smoothed using
two different methods, and correlated with plot-average yield at each day of the growing
season. These experiments were then repeated with images removed from the end of the
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time-series. All methods tested performed well on time-series ending 65-72 days or more af-
ter green-up, and performed poorly for time-series ending prior to the day of peak GNDVI.
Mean R-squared values for GNDVI-yield correlations decreased with increasing revisit in-
tervals. This effect was stronger for the more typical 2019 data, as well as for time-series
ending earlier in the growing season. The findings of this study, along with cloud contam-
ination statistics, were used to recommend an overpass frequency of 1-4 days for future
yield-monitoring satellite systems. The optimal frequency within this range depends on
the specific task being attempted.
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Chapter 1
Introduction
In the United States, accurate and timely monitoring of agricultural production is impor-
tant from both an economic perspective and one of food availability and security. On a basic
level, useful agricultural knowledge might include information about the type and quantity
of crops that have been planted. More sophisticated information - vegetation growth stage,
crop health and disease, soil nutrient status, water availability, or even the presence of pests
and weeds – may also be collected [1]. Although it is possible to collect much of this in-
formation manually, via ground-based surveys, some researchers have developed methods
for collecting agricultural data using aerial and satellite imagery. Satellite-based collection
systems are able to cover larger areas of land at greater temporal frequency than ground-
based efforts. Additionally, multi- and hyperspectral systems can collect information in
vegetation-sensitive spectral bands outside of the visible range.
Because vegetation is constantly growing and changing, the time dimension is an im-
portant consideration in agricultural imaging. An ideal system would capture imagery of
the fields frequently enough to detect phenological transitions and changes in plant health
near the time that they occur, as well as changes in the soil and other aspects of the
environment that might affect the plants’ future growth. For satellite-collected imagery
in particular, the need for frequent temporal sampling is complicated by changing atmo-
spheric conditions; cloudy days prevent accurate ground imaging and should be accounted
for when considering the ideal overpass frequency. Furthermore, high resolution in one do-
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main often comes with tradeoffs in other domains. Many of the sensors currently used to
monitor crop growth and yield either have a high revisit rate and low-to-moderate spatial
resolution (MODIS: daily revisit with 250-1000 meter GSD) or moderate-to-high spatial
and spectral resolution with a lower revisit rate (Sentinel-2: 5-day revisit rate with a 10-20
meter GSD, Landsat 8 and 9: 16-day revisit rate with a 30 meter GSD).
Satellites in the Landsat program, which is a joint venture between the National
Aeronautics and Space Administration (NASA) and the United States Geological Survey
(USGS), have been collecting moderate resolution, multispectral satellite imagery of the
entire globe since the 1970s. These satellites are frequently used for agricultural monitor-
ing, due to their vegetation-specific spectral bands and their reasonably high radiometric
quality. Their 16-day overpass frequency, which is shared by all currently operational
Landsat satellites, including the recently-launched Landsat 9, cannot always capture rapid
changes in the Earth’s surface.
Changes are being considered for Landsat 10 and beyond in order to better meet user
requirements for land imaging. Proposed changes include 10 meter spatial resolution and
a more frequent revisit rate [2]. However, specific needs for overpass frequency, especially
at the proposed resolutions, are still poorly understood. This research aims to understand
the effect of temporal sampling frequency on agricultural monitoring and yield prediction,
using high spatial and temporal resolution image time-series from the PlanetScope satellite
constellation (3.7 meter GSD and daily revisit) for the analysis. The goal is to provide a
recommendation for ideal satellite revisit rate for agricultural monitoring.
The rest of the dissertation is organized as follows. Chapter 2 discusses the objectives
for this work. Chapter 3 explains the relevant background and theory. Chapter 4 describes
the in situ measurements and image data that were used in this research. Chapter 5
describes the research that was conducted on the effect of image collection frequency on
accuracy of phenological event timing estimates. Chapter 6 describes the research that
was conducted on the effects of image availability on yield correlation. Chapter 7 discusses





Explore the temporal requirements for a future Landsat sensor for vegetation phenology
monitoring, focused specifically on tracking the development and predicting the yield of
maize in the mid-Atlantic.
2.2 Tasks
2.2.1 Task 1 - Phenological Event Timing
Study the effect of image collection frequency on our ability to determine the timing of key
phenological events in the crop growth cycle.
• Collect multispectral, high-resolution, high-frequency image time-series data over a
maize field in 2018.
• Fit image time-series data, in the form of NDVI or other vegetation index (VI), to a
shape model function.
• Use the shape model function’s inflection points to determine phenological event
timing, and compare with ground truth data.
3
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• Repeat this experiment with data points removed, to see how, if, and when the
temporal sampling frequency affects the goodness of fit and accuracy of prediction.
2.2.2 Task 2 - Yield Correlation
Study the effects of image collection frequency and time-series end date on our ability to
correlate image data with crop yield.
• Collect multispectral, high-resolution, high-frequency image time-series data over a
maize field in 2018 and 2019.
• Gap-fill and smooth image time-series data using two methods: global shape model
function fitting, and local polynomial fitting.
• Correlate VI at different points in the time-series with crop yield.
• Repeat this experiment with data points removed, to see how, if, and when the
temporal sampling frequency and time-series end date affect the accuracy of yield
correlation.
2.3 Contributions
The primary contribution of this work is a quantitative understanding of the impact of
satellite revisit rate on prediction of crop growth stages and yield, which is used to recom-
mend an overpass frequency for future Landsat satellites. Very few studies have considered
the temporal resolution of satellite imagery as an independent variable, and those that have
considered it have not worked at the fine spatial resolutions (5-10 meters) being considered
for future Landsat systems [3].
In using the relatively new PlanetScope satellite system for this research, this work will
also add to the small but growing collection of literature on the usefulness and viability of
this image source (and similar systems) for agricultural monitoring.
Chapter 3
Background and Theory
This chapter discusses the background information necessary for understanding the dis-
sertation work. Section 3.1 gives a brief overview of radiometry, including the process by
which an image is collected by a sensor and converted into reflectance. Section 3.2 dis-
cusses vegetation spectral characteristics, as well as models and metrics that researchers
have developed for vegetation spectral analysis. Section 3.3 provides a history of the use of
satellite and aerial imagery for agricultural monitoring. Section 3.4 describes the properties
of the PlanetScope satellites, which are the primary imaging systems used in this research.
3.1 Radiometry
Radiometry is defined as the science of characterizing or measuring how much electromag-
netic (EM) energy is present at or associated with some location or direction in space [4].
It has evolved separately in different fields, meaning that some words and concepts may
mean different things to different people. The following paragraphs, which heavily reference
Schott’s book on remote sensing [4], will clarify the terminology used in this dissertation.
First, the radiant flux, or power (Φ), is the rate at which energy is passing or propa-
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The radiant flux per unit area delivered onto a surface is called irradiance (E), and is
defined as:




where dA is an area element on the surface of interest. The radiant exitance (M) is similar,
as it describes the radiant flux per unit area leaving a surface.




In order to describe directional or angular information about the flux, we must use other
terms, such as radiant intensity (I). The equation for intensity is shown below:




where dΩ = dA
r2
[steradian, sr] is the element of solid angle. The element of solid angle
is the conic angle encompassing the area element dA on the surface of a sphere of radius
r. The radiant intensity describes the flux per unit solid angle from a point source into a
particular direction, but does not provide any spatial information.
Finally, for both spatial and angular information, we can use the term radiance (L).
The radiance is defined as the flux per unit projected area (at the specified location in the
plane of interest) per unit solid angle (in the direction specified relative to the reference
plane). Its equation is given below:













Radiance will be discussed in more practical terms in the next sections.
3.1.1 Radiometric Paths
When measuring radiance, it is helpful to understand the different paths that energy takes
to travel from an energy source to the sensor aperture. Figure 3.1 depicts several of the
most important radiometric paths, in terms of their relative contribution to the sensor-
reaching signal, for a scenario in which the sun is the primary energy source and a satellite
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Figure 3.1: Solar energy paths, inspired by Schott [4].
or aerial system is imaging a ground-based target. Because this research focuses only on
the visible (VIS: 0.4-0.7 µm) and near-infrared (NIR: 0.7-1.3 µm) parts of the spectrum,
thermal imaging paths will not be discussed.
Path A represents the direct solar radiance. In this path, photons come from the sun,
travel through the atmosphere, reflect off of a target on the Earth’s surface, and travel
back through the atmosphere until they reach the sensor. In Path B, photons from the sun
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are scattered by the atmosphere before striking the target; after finding the target, they
are reflected into the sensor. Path B photons are commonly referred to as skylight or sky
shine. In Path C, photons from the sun are scattered by the atmosphere into the sensor
without ever reaching the Earth. Path C photons are referred to as upwelled radiance. In
Path D, photons from the sun reflect off of background objects before striking the target
and propagating back to the sensor. In many cases, this path’s contribution to the signal is
negligible. Other paths not illustrated in Figure 3.1 include photons that are scattered from
surrounding objects directly into the path of the sensor without ever hitting the target, and
photons that bounce multiple times between target and atmosphere before being reflected
into the sensor [4]. In this research, the photons that we most care about are those from
paths A, B, and C. The governing equation that describes these three contributions to the










)τ2 + Lu (3.6)
where Lo is the sensor-reaching radiance, E
′
s is the solar irradiance before it passes through
the atmosphere, σ′ is the solar zenith angle in the target plane of reference, τ1 is the
atmospheric transmission along the sun-target path, rs is the reflectance of the target, F
is a shape factor describing how much downwelled radiance reaches the target, Ed is the
downwelled irradiance, rd is the diffuse reflectance of the surface, τ2 is the atmospheric
transmission along the target-detector path, and Lu is the upwelled radiance reaching the
sensor.
3.1.2 Reflectance and BRDF
The reflectance properties of the surface being measured have an effect on the amount of
radiance reflected into the sensor. Some surfaces are more specular, meaning that they
reflect light like a mirror. Others are more diffuse, meaning that they have approximately
equal radiance reflected into all directions. The bidirectional reflectance function (fBRDF )
describes the ratio of the outgoing radiance scattered into a particular direction (defined
by angles θ0 and φ0) to the incoming irradiance from a particular direction (defined by
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The bidirectional reflectance distribution function (BRDF) describes these bidirectional
reflectance values for every combination of input and output angle. Many vegetation
canopies will exhibit a high reflectance in the backscatter direction (i.e. the direction of
incoming radiance).
3.1.3 Sensor-Reaching Radiance and RSR
The photons reaching the imaging system are detected by one or more sensors. Each
sensor is more sensitive to some wavelengths than it is to others. This relative efficiency of
sensor detection of light, as a function of wavelength, is described by a spectral sensitivity
function. The relative spectral response (RSR) of a sensor is determined by normalizing the
spectral sensitivity function to its highest value. In order to convert the signal arriving at a
sensor to the signal passed through the sensor (at-detector radiance), we must integrate the





3.1.4 Retrieving Surface Reflectance from Radiance Images
Typically, images are obtained from earth-observing satellite and aerial imaging systems
with the goal of measuring the reflectance or temperature of objects on the ground. While
at-sensor radiance images contain some information about the objects being imaged, they
also contain contributions from the atmosphere between object and sensor. Atmospheric
compensation is the process of relating sensor digital counts to surface parameters like
reflectance. Several methods of atmospheric compensation will be described in the following
paragraphs.
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3.1.4.1 Ground Truth and In-Scene Methods
Sometimes, the reflectance of some of the objects in an image is known. This usually occurs
when calibration panels have been placed in a scene, although it may also occur when
researchers have measured the reflectance of objects (such as rooftops) already present
in the scene. When this is the case, sensor calibration can be performed by regressing
observed radiance values against known reflectance values for each band. This gives an
equation for observed radiance in terms of reflectance (rd):




cosσ′τ1τ2 + Ldτ2 (3.10)
b = Lu (3.11)
This process is known as the empirical line method (ELM), and works best when calibration
targets are large relative to the sensor’s ground sample distance (GSD) and have a wide
range of reflectances.
When an image does not include calibration targets, there are several in-scene methods
that may be used to estimate reflectance. These include the Shadow Edge Technique, which
uses the radiance difference at the edge of a shadow to estimate Lu and skylight-to-total
illumination factor, I; Dark Object Subtraction (also known as the Histogram Minimum
Method), which assumes that the minimum scene radiance is Lu and that the darkest pixel
in the scene is a ground element with rd = 0; and the Regression Intersection Method,
which takes advantage of within-class correlation to estimate Lu. As these methods will
not be used in this research, their details will not be discussed [4].
3.1.4.2 Atmospheric Modeling
When ground truth or in-scene methods cannot be used to calibrate an image, atmospheric
propagation models may be used. In general, these models attempt to characterize the
scattering, absorption, and self-emission properties of the atmosphere in a scene by making
educated assumptions about its gas and aerosol properties [4]. Two such models will be
discussed here: MODTRAN and 6SV.
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MODTRAN is a scalar radiative transfer (RT) code developed by the US Air Force Re-
search Labs in collaboration with Spectral Sciences, Inc. It assumes that the atmosphere
is divided into a series of homogeneous layers, each with different temperature, pressure,
and mixture of gas and aerosol components. It calculates atmospheric transmittance and
radiance and simulates molecular and aerosol emission based on user input of the afore-
mentioned properties (temperature, pressure, etc.) at the boundaries of each layer. When
available, radiosonde data can be used to estimate temperatures and gas concentrations
and user-supplied data on visibility, season, and air mass type can be used to estimate
aerosol numbers. MODTRAN also provides a few standard atmospheres for use in case
more specific data is not available [4], [5].
6SV is a vector RT code developed by the Moderate Resolution Imaging Spectrora-
diometer (MODIS) Land Surface Reflectance Science Computing Facility (LSR SCF). It
treats the Earth’s surface and atmosphere as a coupled system, and is able to simulate
the reflection of solar radiation for many different geometric, spectral, and atmospheric
conditions. Unlike MODTRAN, the vector code accounts for polarization effects in the
atmosphere. It operates using a successive orders of scattering method [5].
3.2 Vegetation Characteristics
3.2.1 Crop Growth and Phenology
Many grain crops follow a similar growth trajectory: emergence, leaf growth, flowering,
seed fill, and maturity. Although this section will only describe the growth stages for corn,
the general principles discussed should apply to other grains.
Corn development is divided into vegetative (V) and reproductive (R) stages. The
vegetative stages begin with emergence (VE), designating the time the plant emerges from
the ground. The leaf stages (V1 through Vn) come next. Each new leaf to appear on
the plant is counted, so that when its first leaf appears, it is at stage V1, and when its
twelfth leaf appears, it is at stage V12. The final number of leaves produced (n) will vary
by cultivar. By the end of the vegetative period, a tassel will appear at the top of the crop.
The tassel stage (VT) is initiated when the last branch of the tassel is completely visible.
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The reproductive stages start with silking (R1), when silks become visible outside the
growing corn husks. Silking is followed by various stages describing the changing state
of the corn kernels: blister (R2), milk (R3), dough (R4), dent (R5), and physiological
maturity (R6). Physiological maturity is reached when all kernels on the ear have reached
their maximum dry weight. At this point, the corn is ready for harvest [6].
The speed at which plants, including corn, grow and undergo phenological transitions
is dictated largely by temperature – warmer-than-normal days can speed up plant develop-
ment, while a series of cooler-than-normal days can slow it down. Researchers have shown
that tracking the heat accumulated over time can aid in estimating and predicting plant
development. One way in which this heat accumulation is estimated is through growing
degree day (GDD) calculations. Based on the daily temperatures, a heat value is assigned
to each day, and then the values for each day are added together to obtain an estimate of
the plant’s seasonal growth. The formula for GDD is shown below:
GDD = (Tmax + Tmin)/2− Tbase (3.12)
where Tmax is the daily maximum temperature, which is set to 86°F (30°C) if the high
temperature exceeds 86°F (30°C), Tmin is the daily minimum temperature, which is set to
50°F (10°C) if the minimum temperature drops below 50°F (10°C), and Tbase is the base
temperature for corn (50°F or 10°C) [7]. Specific stages of plant development are expected
to happen within a specified range of accumulated GDD, with other factors influencing
whether developments happen towards the earlier or later ends of the possible range. Two
known influences are water and nutrient availability. Environmental stress may delay crop
development during the vegetative stages and hasten it during the reproductive stages,
resulting in lower yields [6].
3.2.2 Reflectance
Spectral reflectances for several plants in the visible, near infrared (NIR), and short-wave
infrared (SWIR) are shown in Figure 3.2. In the visible region of the spectrum, pigments
like chlorophyll, carotenes, and xanthophylls absorb much of the incoming light, partic-
ularly in the blue and red wavelengths. Their absorption characteristics lead to overall
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low reflectance in the visible wavelengths with a small peak near 500 nm that lends most
healthy vegetation its green color. Above 700 nm, chlorophyll stops absorbing light; as a
result, healthy plant reflectance exhibits a sharp increase. This reflectance increase from
the visible to NIR is known as the “red edge” effect and is often used as a gauge of vegeta-
tion health. In the NIR, leaf reflectance and transmittance are typically high, with specific
characteristics influenced mainly by leaf internal structure. In the SWIR, water absorp-
tion features are dominant, although cellulose, lignin, and pectin also contribute to the
spectrum. Dead or unhealthy vegetation often exhibits different spectral features: the red
edge may be less steep, chlorophylls may degrade and allow other pigments (carotenoids
and tannins) to dominate the visible range of the spectrum, and water absorption features
may diminish or disappear as plants dry. It is important to note that vegetation canopies
and other dense collections of vegetation typically exhibit slightly different spectral charac-
teristics than isolated plants and leaves, due to scattering interactions between leaves [8].
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Figure 3.2: Vegetation spectral profiles [8].
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3.2.3 Spectral Indices
Based on the known spectral characteristics of healthy and unhealthy vegetation, re-
searchers use and propose simple spectral indices to gauge plant health, water availability,






where ρNIR is the reflectance around a wavelength in the NIR portion of the spectrum
(e.g. 860 nm) and ρRED is the reflectance around a wavelength in the red portion of the
spectrum (e.g. 660 nm). This index ranges from -1 to 1; higher values correlate with
healthier vegetation [8]. NDVI has some limitations: it saturates in areas of high biomass
and high LAI [9] and is sensitive to soil and moisture conditions [10].
Other broadband indices are conceptually similar to NDVI but attempt to improve upon
it. The Green Normalized Difference Vegetation Index (GNDVI) uses green reflectance
(ρGREEN ) instead of red; it is more sensitive to chlorophyll concentration than NDVI [11].
The Green Chlorophyll Index (GCI) is more sensitive to chlorophyll content and has a
higher signal-to-noise ratio [12]. The Wide Dynamic Range Vegetation Index (WDRVI)
uses a weighting coefficient (a; 1 ≤ a ≤ 2) to reduce the disparity between the contributions
of the near-infrared and red signals; it is more sensitive in scenes with high leaf area index
(LAI) [13]. The Soil-Adjusted Vegetation Index (SAVI) tries to suppress the effect of soil
pixels on the NDVI signal [10]. The Enhanced Vegetation Index (EVI) uses blue reflectance
(ρBLUE) in addition to red and NIR and tries to optimize sensitivity in areas of high leaf










a× ρNIR − ρRED
a× ρNIR + ρRED
(3.16)
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SAV I = 1.5× ρNIR − ρRED
ρNIR + ρRED + 0.5
(3.17)
EV I = 2.5× ρNIR − ρRED
ρNIR + 6× ρRED − 7.5× ρBLUE + 1
(3.18)
Sometimes these indices are adjusted to improve sensitivity or serve particular needs.
SAVI has been modified several times; the Modified Soil Adjusted Vegetation Index 2
(MSAVI2) is a modification of SAVI designed to reduce soil noise and increase the dynamic
range of the vegetation signal [14]. Researchers have also modified EVI for use in systems
without a blue sensor, taking advantage of autocorrelation between the blue and red bands
to develop a two-band EVI (EVI2) [15]. These modified indices are given below:
MSAV I2 =
2× ρNIR + 1−
√
(2× ρNIR + 1)2 − 8(ρNIR − ρRED)
2
(3.19)
EV I2 = 2.5× ρNIR − ρRED
ρNIR + 2.4× ρRED + 1
(3.20)
Hyperspectral and finer-resolution multispectral data also allow for the application of
more sophisticated spectral analysis, such as vegetation indices centered on narrow absorp-
tion features. Two such indices are the Normalized Difference Nitrogen Index (NDNI) and
the Photochemical Reflectance Index (PRI). NDNI estimates nitrogen contained in vegeta-
tion canopies by comparing reflectance at two wavelengths, one that is affected by nitrogen
absorption (1510 nm) and one that is unaffected (1680 nm) [16]. PRI uses wavelengths that
are sensitive to changes in carotenoid pigments, which are correlated with photosynthetic









Continuous or quasi-continuous spectral information can also be used in conjunction
with shape indices, which correlate aspects of the shape of the spectral curve with bio-
geophysical variables. Some of these indices include the red-edge position, which correlates
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with leaf chlorophyll content (LCC) and LAI, integrals and derivatives of specific parts of
the spectrum, and continuum removal, which is generally applied to the entire spectrum
and allows researchers to see the relative magnitude of different absorption features [18].
It is also possible to use non-parametric regression methods, such as principal components
regression or artificial neural networks, to map vegetation spectra to biophysical quantities
of interest [18], but these methods will not be discussed in this dissertation.
3.2.4 Spectral Modeling
Some researchers use physics-based mathematical models to generate sample vegetation
spectra or to retrieve relevant parameters (leaf area index, chlorophyll content, etc.) from
pre-existing spectra. This paper will touch upon several of these models, but will begin
by describing one of the most prevalent radiative transfer models: PROSAIL. PROSAIL
is the combination of PROSPECT, a leaf level directional-hemispherical reflectance and
transmittance model, and SAIL, a canopy reflectance model. PROSPECT simulates the
spectrum of various types of leaves from 400 to 2500 nm. In calculating spectral reflectance
and transmittance, it takes into account leaf biophysical properties, including constituent
concentrations and internal cellular structure. SAIL, meanwhile, solves the scattering and
absorption of four upward and downward fluxes in order to provide all four-stream optical
properties of the canopy layer, which can be solved for top of canopy (TOC) reflectance,
transmittance, and radiance.
To calculate at-sensor radiance, PROSAIL begins with leaf information and soil BRDF.
It uses these data to calculate leaf reflectance and transmittance through PROSPECT.
This leaf and soil information is input to SAIL, along with some data about the canopy
structure and scene geometry, which is used to calculate top-of-canopy radiance. Finally,
an atmospheric radiative transfer model (such as MODTRAN) can be used to discern
what sensor-reaching radiance looks like based on the effect of the atmosphere on the TOC
radiance [19].
Model inversion – in which at-sensor radiance is used to estimate the leaf and canopy
biophysical properties – is more difficult than the forward problem, due to the need for
retrieval of multiple unknown quantities from a single output. However, it is possible
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to obtain close estimates of parameter values when the problem is properly constrained.
For example, researchers successfully retrieved LAI values from satellite images taken over
agricultural fields in Barrax, Spain, from March to September of 2003. Crop-specific input
parameter values were used to generate lookup tables (LUTs) for each type of vegetation;
these LUTs were then used to invert Landsat TM and Landsat ETM+ imagery to ob-
tain LAI. For most crops, retrieved LAI values showed good agreement with ground-based
LAI measurements made mid-campaign, and temporal maps of LAI appeared consistent
with changes in phenology throughout the measurement period [20]. Other researchers
have demonstrated a similar ability to retrieve agricultural LAI and other parameters from
LUT-based PROSAIL inversion [21] or from other approaches, including numerical opti-
mization, artificial neural networks, principal component inversion, support vector machine
regression, and genetic algorithms [22].
Although PROSPECT and SAIL are well-known and widely used in the vegetation
remote sensing community, there are other models in use as well – including the Soil
Canopy Observation of Photosynthesis and Energy fluxes (SCOPE) model. SCOPE is
a vertical (1-D) integrated radiative transfer and energy balance model. It draws from
radiative transfer theory (including the PROSPECT and SAIL models) in order to predict
a TOC radiance spectrum in the direction of observation, but also uses the radiative
transfer modules to generate variables – such as net radiation over surface elements – that
are input into an energy balance module that calculates per-surface element fluxes and
leaf-level photosynthesis, chlorophyll fluorescence, and skin temperature [23], [24].
3.2.5 Temporal Shape Modeling
Because most plants go through pre-defined sequences of growth and development, which
affect their biophysical properties and spectral characteristics, it can be useful to mea-
sure quantities of interest at multiple points in time. Such measurements can include
directly-sampled information, such as leaf chlorophyll content (LCC), or remotely sensed
information, such as vegetation indices (VIs). The change in these quantities over the time
period of the growth cycle can be fit to a mathematical function, called a temporal shape
model, which can be used to derive information about growth stage timing and predict
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yield.
A common functional form for shape model fitting is a double or piecewise logistic
function, also called an asymmetric double sigmoid function. Researchers have fit this
function to NDVI time-series to monitor corn, soy, and forest growth [25] and fit it to EVI
time-series on a large scale, to map worldwide vegetation phenology [26], or on a smaller
scale, for corn and soybean mapping in south Brazil [27].
Although the double logistic function is a common choice for VI time-series fitting, it is
not the only option. Zhang et al. have modified this equation to include an extra term to
account for crop stress. They have used this hybrid piecewise logistic model in conjunction
with EVI2 to reconstruct a global VI time-series, verified against field observations and
flux tower measurements [28], and to predict cereal yield [29]. Some researchers draw from
crop-specific vegetation growth models, such as CERES-Maize, for shape modeling [30],
and some researchers define the function itself based on image time-series data [31].
As has been discussed in the previous paragraphs, researchers may fit image data to a
temporal shape model for a variety of purposes: vegetation mapping, phenology estimation,
and yield prediction.
3.2.6 Image-Based Yield Prediction
A number of researchers have experimented with crop yield forecasting based on remotely
sensed data. Many approaches involve simple regressions between image-derived indices,
usually from a particular time in the growing cycle, and measured yield. Johnson found
that MODIS NDVI collected mid-summer was positively correlated to county level corn and
soybean yield statistics provided by the National Agricultural Statistics Service (NASS),
and that MODIS-derived daytime land surface temperatures collected mid-summer were
negatively correlated to those yields [32]. Bolton and Friedl also used MODIS imagery in
conjunction with USDA-provided county-level corn and soybean yield data. They consid-
ered three indices: NDVI, EVI2, and NDWI (Normalized Difference Water Index). They
found that EVI2 was best at predicting maize yield in non-semi-arid areas, NDWVI was
best at predicting maize yield in semi-arid areas, and NDVI and EVI2 performed equally
well at predicting soybean yield. They also found that correlations between these indices
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and yields were highest at specific times in the growing season: 65-75 days after green-up
for maize and 80 days after green-up for soybeans [33]. Sakamoto et al. used MODIS im-
age time-series to distinguish corn from other crops based on emergence dates and predict
county-level yield, with bias correction for region-dependent prediction errors. They found
that MODIS WDRVI measured seven days before silking was correlated with corn yield
[34].
Some researchers also predict yield based on finer-resolution satellites. Sun et al. used
a combination of MODIS- and Landsat-mapped cumulative LAI to predict grape yields at
two sites in California. They found that grape yields were highly correlated with cumulative
LAI after the month of June, suggesting that these yields are predictable 2-3 months prior
to harvest [35]. Burke and Lobell used linear regression to correlate GCI derived from
high-resolution (1 meter) Terra Bella imagery with survey-based maize yield estimates in
Kenya [36].
Finally, some researchers use more complex models or inputs for yield prediction. Bat-
tude et al. predicted maize yield using a modified Simple Algorithm for Yield (SAFY)
model, which takes in 14 parameters (mostly derived from remote sensing). They used a
combination of sensors (Formosat-2, SPOT4-Take5, Landsat-8 and Deimos-1) to simulate
the temporal sampling of Sentinel-2 and found good correlation between estimated and
measured local biomass, local yield, and regional yield [37].
In general, an overview of the use of satellite data for yield prediction shows some poten-
tial advantages (image-based estimation is more cost-effective and less labor intensive than
traditional ground-based surveys), but also some limitations (yield for small, fragmented,
or heterogeneous fields may not be accurately predicted by low- or medium-resolution
sensors) [38].
3.3 Satellite and Aerial Imaging for Agricultural Monitoring
3.3.1 Pre-Landsat TM
Some of the earliest attempts at crop mapping using aerial imagery began in the 1950s
and 1960s with black-and-white aerial photography. Although it was recognized that the
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imagery – and therefore, the interpretation of the imagery – changed throughout the year,
the costs of taking multiple photos throughout the growing season were too high to consider.
Color aerial photographs were also successfully obtained and manually interpreted in this
time frame. However, many of these earliest survey attempts relied on human photo
interpreters. Concerns about human interpreter availability and objectivity led to research
efforts in the mid-1960s and onwards to develop semi-automatic or automatic computer-
assisted methods of crop surveying from the air [39]. Some of these early efforts will be
described in the following paragraph.
One of the earliest attempts at automated crop surveys came from Dieter Steiner and
collaborators, who used a digital computer to analyze and classify densitometric and stereo-
metric measurements made at sample points on various types of photography. His research
considered the time dimension as a variable to aid in classification [39]. Around the same
time, the Laboratory for Agricultural Remote Sensing (LARS) at Purdue University was
started in 1965 with financial support from the National Aeronautics and Space Adminis-
tration (NASA) and the United States Department of Agriculture (USDA). At the outset,
it aimed to use multispectral remote sensing to determine agricultural species identifica-
tion, crop maturity, disease presence, soil type and moisture, and related variables. An
early study from LARS used a maximum likelihood technique to identify crop types based
on their multispectral signatures from a flyover campaign. Although the study worked well
to demonstrate proof-of-concept, the classification results demonstrated a decent amount
of error, due in part to a too-small training dataset. Results improved somewhat when
similar crops were grouped together in the classification scheme [40]. Studies like these
were also supplemented by ground-based measurements of reflectance, transmittance, wa-
ter content, chlorophyll concentration, and leaf thickness of agricultural plants at different
growth stages [41].
In 1972, NASA released the Earth Resources Technology Satellite (ERTS) with the
intent of monitoring Earth’s landmasses. It had two sensors: the return beam vidicon
(RBV), which collected visible and near-infrared photographs of Earth, and the multi-
spectral scanner (MSS), which recorded radiometric data of Earth in red, green, and two
infrared bands. ERTS was later renamed to Landsat 1 and served as the start of the Land-
sat program; it was followed with two similarly-outfitted satellites: Landsat 2 in 1975 and
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Landsat 3 in 1978. These early Landsat satellites were used for many agricultural remote
sensing efforts, including the Large Area Crop Inventory Experiment (LACIE).
LACIE began in 1974 as a joint effort between NASA, the USDA, and the National
Oceanic and Atmospheric Administration (NOAA). It aimed to use remote sensing tech-
nology to monitor agricultural production worldwide, identify problems and limitations
of the then-current technology, and demonstrate the feasibility of a global agricultural
monitoring system. In three experimental phases that each spanned one year, researchers
involved in LACIE used Landsat MSS data to identify crops and estimate the hectarage of
fields in the United States, Canada, and Soviet Union; and incorporated weather data from
the World Meteorological Organization (WMO) network to estimate yield. Although the
models ran into some issues – for instance, wheat and barley were difficult to discriminate
except during a two-week period of staggered ripening times – the experiment as a whole
showed that Landsat and similar earth-observing multispectral satellites could be used for
agricultural inventory and prediction [42].
LACIE was not the only agricultural remote sensing experiment centered on the Landsat
MSS sensors. Several research efforts focused on tracking changes in vegetation phenology
through the sensor bands to gain information about growth cycle and other aspects of
plant health. In one such study, researchers used vegetation senescence rates to estimate
crop yield; senescence information was based on handheld spectrometer data downsampled
to match the Landsat spectral bands [43]. Another study assessed the impact of Landsat
data acquisition history on classification and area estimation of corn and soybean fields,
and found that acquisitions at specific phenological stages returned the best identification
results [44]. Other studies simply explored the ability of the Landsat sensors to detect and
track shifts in phenology over time [45]. Although Landsat 1 proved capable of tracking
brown and green wave shifts in vegetation, the infrequent the 18-day overpasses were
deemed insufficient for continuous tracking, especially when paired with cloud cover on
some of the overpass days.
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3.3.2 Landsat TM and Newer Systems
Studies like these, which showed the utility as well as the limitations of early satellite remote
sensing technology, helped lay the groundwork for future earth-observing satellite systems.
In 1975, a group of 40 scientists and engineers met to discuss and decide on technical
recommendations for the Landsat-D Thematic Mapper (TM), a satellite planned to monitor
food productivity, map agricultural land use, monitor range lands, survey forest resources,
monitor watersheds, and detect changes in land use. Among other recommendations, they
decided upon a system with seven spectral bands (detailed in Table 3.1), 30-40 meter
spatial resolution, and 9-day overpass frequency [46]. The resulting satellite, Landsat 4,
was launched in 1982. It did not completely match all of these requirements – it had a
repeat cycle of 16 days instead of nine, combined the red-edge and first NIR band, and
added a mid-infrared band – but did represent an advance in earth-observing satellite
capabilities.
Table 3.1: Recommended bands for Landsat TM.
Band (µm) Purpose
0.45-0.52
Land use mapping, soil/vegetation differences,
deciduous/coniferous differentiation
0.52-0.60 Green reflectance for vegetation growth stage and vigor
0.63-0.69 Chlorophyll absorption for species differentiation
0.74-0.80
Red-edge band for sensitive vegetation studies,
including biomass and stress
0.80-0.91
High vegetation reflectance, species identification,
and water body delineation
1.55-1.75 Vegetation moisture conditions, snow/cloud differentiation
10.4-12.5
Temperature variations and characteristics,
vegetation density and cover
Landsat 5 was launched in 1984 and had the same sensors (MSS and TM) as Landsat
4. Landsat 6 never made it into orbit. Landsat 7, which was launched in 1999, had an
improved payload with the Enhanced Thematic Mapper Plus (ETM+) replacing TM. The
ETM+ sensor includes a panchromatic band with 15 meter spatial resolution, an onboard
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Figure 3.3: Comparison of Landsat 7 ETM+ bands and Landsat 8 OLI/TIRS bands,
taken from Landsat website
solar calibrator, 5% radiometric calibration, and a thermal IR channel with finer spatial
resolution than the corresponding channel. In 2003, the Scan Line Corrector on Landsat
7 failed, causing gaps in all data collected after the failure. Landsat 8 was launched in
2013 with the Operational Land Imager (OLI) and Thermal Infrared Sensor (TIRS). In
addition to the band changes depicted in Figure 3.3 below, Landsat 8 OLI boasts a better
signal-to-noise ratio (SNR) than ETM+ and a 12-bit quantization of data (as opposed to
8-bit for ETM+). Landsat 9 was launched in 2021 and is a near-copy of Landsat 8.
Although the Landsat satellites have been described in detail, they are not the only
earth-observation satellites that have proved useful for agricultural research. AQUA and
TERRA, two NASA-operated satellites, carry the Moderate Resolution Imaging Spectro-
radiometer (MODIS), which images the Earth’s surface at moderate resolution (250-1000
meter GSD, depending on spectral band) every 1-2 days. Although it is not high-resolution
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enough for precision applications, some scientists have experimented with fusing MODIS
imagery with higher-resolution imagery from other satellites [47]; this data fusion approach
aids in retrieval of data that is high-resolution in both the spatial and temporal domains.
From the European Space Agency (ESA), there is Sentinel-2, consisting of two identical
satellites that together have a five-day revisit rate. They have similar bands to those of
Landsat 8 with a slightly higher spatial resolution. There are also many commercial satel-
lites, including but not limited to: IKONOS, with 4 meter multispectral (RGB and NIR)
data; QuickBird, with 2.4 meter multispectral data; RapidEye, with 5 meter multispectral
data, including a red-edge band; SPOT 1-7, with the newest sensors having 6 meter mul-
tispectral data and a red-edge band; and Worldview-1-4, with the newest sensor having
1.24 meter multispectral data. Although these commercial satellites are capable of collect-
ing frequent, and in some cases daily, imagery over the same site, images are achieved by
tasking rather than by periodic collection over the entire globe. Many of the aforemen-
tioned commercial satellites also have fewer spectral bands and lower SNR than the latest
satellites in the Landsat and Sentinel missions, and collect images off-nadir.
The emergence of more and finer-resolution satellites allowed for the expansion of agri-
cultural remote sensing goals and techniques. In addition to basic crop inventory and
yield prediction, some scientists began to look at multi- and hyperspectral data as a means
to gain information that could be used for localized, real-time agricultural management,
otherwise known as precision agriculture. Precision agriculture began in the mid-1980s
with soil sampling, proximal soil sensing, and remote sensing of soils to gain information
about organic matter content and nutrient status [48]. Since then, efforts have expanded
to include a large number of goals, like crop yield and biomass estimation, weed sensing
and control, pest and disease detection, nitrogen and other nutrient stress detection, and
a greater range of soil properties, including moisture and clay content, pH, and salinity
[1], [48]. Although precision agriculture is often performed with airborne hyperspectral
or multispectral sensors, multispectral satellite sensors like Landsat TM and ETM+ have
been used for large-field soil-mapping, crop mapping, and biomass estimation [33], [49].
Another growing area of study is the use of satellite imagery for spectral model inversion
of vegetation canopies to retrieve parameters like LAI, biomass, and chlorophyll content.
Several specific efforts in this area – including the retrieval of LAI from Landsat imagery
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of agricultural fields in Barrax, Spain [20] have already been described in the radiative
transfer modeling segment of this dissertation and will not be rehashed here.
3.3.3 Multi-Sensor Data
The desire for data at specific time intervals or at certain spatial resolutions has led some
researchers to combine imagery from different sensors. The following paragraphs discuss
different ways that scientists use multiple sensors to obtain imagery with temporal and
spatial resolutions that are high enough for their objectives.
One option for obtaining high-resolution data in both the spatial and temporal domains
is data fusion. In this approach, data from two or more sensors is combined to generate
synthetic imagery. One such data fusion model is the Spatial and Temporal Adaptive
Reflectance Fusion Model (STARFM), which blends 16-day, 30-meter surface reflectance
data from Landsat with daily, 500-meter surface reflectance data from MODIS to produce
daily Landsat-scale surface reflectance imagery. Although its performance depends on
the homogeneity of the landscape being simulated, STARFM has been shown to produce
reasonably accurate Landsat-scale surface reflectance [50]. STARFM has been adapted to
work with NDVI rather than reflectance images for winter wheat biomass estimation [51],
and has also been used with Landsat 5 and MODIS imagery of dryland forest ecosystems
[52]. In the study focusing on dryland forests, which compared simulated Landsat imagery
with actual Landsat imagery, it was noted that the use of the MODIS 8- or 16-day composite
imagery produced higher-quality simulated imagery overall, but would not be suitable for
periods of rapid vegetation change. Given that knowledge of vegetation phenology is often
used for biomass estimation and other crop-important applications, the approach outlined
in Walker’s paper may need tweaking before it is viable for agricultural monitoring.
Some researchers draw spectral information from different sensors to gain a greater
understanding of vegetation change over time at both small and large scales, but do not
try to synthesize new imagery. This approach is exemplified in some of the work done
with PhenoCam. PhenoCam is a network of near-surface RGB cameras that are used to
continuously observe forest canopies and other vegetated sites. Work has been done to
demonstrate that Phenocam-derived vegetation indices can be used to track canopy de-
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velopment [53]. Researchers have also been interested in learning how closely PhenoCam
imagery correlates with satellite imagery. In one study comparing PhenoCam-derived veg-
etation indices and satellite-derived metrics, significant agreement was shown between the
two data sources, although issues of scale and representation (e.g. how closely the camera
data matched the larger scene) were shown to affect measurements [54]. A more recent
study compared oak/grass savanna and open grassland phenology across four different sen-
sors: PhenoCam, Landsat, MODIS, and the Visible Infrared Imaging Radiometer Suite
(VIIRS). In the relatively homogeneous open grassland, estimated phenological transition
dates were consistent across all sensor scales. For the oak/grass savanna, estimated pheno-
logical transition dates across different scales differed due to the heterogeneity of the scene
[47]. Cross-scale sensor work like this demonstrates that sensors at different temporal and
spatial scales can be used in conjunction with one another, but that scene homogeneity at
different scales must be considered.
Finally, different sensors with similar spatial and spectral characteristics can be used
in combination with one another for improved temporal coverage. Landsat 8, Sentinal-2A,
and Sentinel-2B are close enough for comparison - most of their bands offer 10 to 30 meter
GSD. One analysis of their different orbits showed that these three satellites together have
an average revisit interval of 2.9 days and maximum revisit interval of 7.0 days, which is
a large improvement over the 16-day revisit interval of Landsat 8 on its own [55]. Efforts
have been made to create a harmonized Landsat and Sentinel-2 set of surface reflectance
products [56], which have been successfully used for dryland monitoring in at least one
study [57].
3.3.4 Defining Temporal Imaging Requirements
Many researchers recognize that imaging frequency impacts their ability to monitor changes
in land cover and vegetation phenology. As described in the previous sections, they deal
with this problem in multiple ways, including using multi-sensor data and data fusion to
increase imaging frequency (see Section 3.3.3), recommending specific overpass frequencies
when designing new satellite missions (9 days for Landsat TM [46]; 3-8 days for Landsat
10 [2]), and studying how cloud cover impacts image availability [58], [59]. However, very
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few studies have explored the need for specific satellite revisit rates or have explored the
impact of imaging frequency on their results. This section provides a summary of the
research that has been done on this topic, as well as a brief examination of the limitations
of these studies.
One of the earliest studies on this topic aims to address the effect of satellite data tem-
poral resolution on vegetation phenology detection. Zhang et al. modeled and simulated
daily time-series of VI data for different ecosystems using data from MODIS, and then
fit the time-series data to double logistic functions. They found that for the simulated
data (with random error added), vegetation phenology can be most precisely estimated
from time-series with temporal spacing between six and 16 days, with absolute error of less
than three days for time-series prepared using average or maximum compositing. They
also found that missing data points (for 16-day spacing) can largely reduce the precision of
phenological transition detection. If only one or two days of imagery per year are missing
from the time-series, the data may still be usable, with only 5% and 20% odds, respectively,
of error greater than five days [3].
In a similar vein, several other researchers have attempted to detect start of season
(SOS) phenology using satellite imagery. Pouliot et al. used imagery from the Advanced
Very High Resolution Radiometer (AVHRR) and MEdium Resolution Imaging Spectrom-
eter (MERIS) to estimate the SOS date for deciduous forests, experimenting with a full
range of compositing periods (2-16 days) to understand how compositing period impacted
results. They found that 7-11 day image composites resulted in the lowest errors for leaf
out estimates, with a mean absolute error of five days, and 10-13 day image composites
resulted in the lowest errors for first bloom estimates, with a mean absolute error of 6.5
days [60]. Kross et al. also used AVHRR imagery to assess how the temporal resolution of
satellite data composites affects green-up estimation. They found that green-up estimates
from NDVI composites using the exact date of the max NDVI within the compositing pe-
riod (mean absolute errors of 13-20 days) were more accurate than composites using the
midpoint date of the compositing period (mean absolute error of 13-40 days). As long as
the exact dates of the max NDVI within each compositing period were used, the length of
the compositing periods had little effect on the results [61].
Some researchers have attempted similar studies with Landsat satellites. White et
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al. compared SOS prediction accuracy for forest plots, estimated from Landsat TM and
ETM+ imagery, across a variety of modeled and collected temporal resolutions. They
found that the number of available images and number of available images within 16 days
of field-measured SOS had little effect on SOS prediction accuracy. However, predicted
SOS could vary up to nine days depending on which subset of images were available [62].
Hao et al. obtained a daily 30-meter NDVI (fused from the Landsat, MODIS, Gaofen,
and Huanjing sensors) over two agricultural sites. They used daily NDVI, as well as 8-
day, 16-day, and 32-day composites, for crop classification over the growing season. The
daily NDVI time-series generated the highest classification accuracies for both sites (86%
and 92%). The 8-day, 16-day, and 32-day composites all achieved similar classification
accuracies of around 83-85%, but the 8- and 16-day composites were able to achieve these
accuracies 15-37 days sooner than the 32-day composite [63].
Overall, these studies have limited applicability to the question of temporal sampling
requirements for future Landsat systems. The studies using MODIS (250-1000 meter GSD),
MERIS (260-1200 meter GSD), and AVHRR (1000 meter GSD) rely on imagery that is
much lower in spatial resolution than the proposed resolution for Landsat 10. Two of these
studies are also focused on image composites rather than individual images; even if these
studies are not using all available imagery for their estimates, they are selecting images
based on some criterion (e.g. maximum NDVI within a particular time period) from a
daily time-series. The studies using Landsat-resolution imagery are more relevant to the
proposed work, but only one of them is focused on agriculture (as opposed to forest green-
up). There are no similar studies using very high spatial (<10 meter GSD) and temporal
(sub-weekly) resolution imagery, and no studies dealing with the impact of satellite revisit
rate on yield prediction for crops.
3.4 PlanetScope Satellites
This section provides a brief background on the PlanetScope satellites, which provide most
of the imagery for this research.
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3.4.1 Overview
Planet Labs is an American company that operates the PlanetScope, RapidEye, and SkySat
Earth-imaging satellite constellations. Individual PlanetScope satellites, called Doves, are
triple-Cubesats (10 cm by 10 cm by 30 cm) equipped with high-powered telescopes and
cameras that continuously image the Earth. As of August 2018, there were approximately
130 Doves in orbit - enough to provide a complete daily image of the Earth at 3-5 meter
resolution.
The PlanetScope satellites collecting the imagery used in this research travel on a sun-
synchronous orbital path at an approximate altitude of 475 kilometers. They revisit the
same areas daily (at nadir) and collect single-frame images that span an approximate area
of 24.6 km by 16.4 km on the ground.
PlanetScope satellite imagery is acquired as a continuous strip of single-frame images
known as “scenes”. Scenes may be collected as a single RGB frame or as a split-frame
with both RGB and NIR sensors. Imagery is offered at three different processing levels:
Basic Scene, Ortho Scene, and Ortho Tile. The Basic Scene product consists of a scaled,
sensor-corrected TOA radiance that has not been orthorectified. The Ortho Scene product
is radiometrically-, sensor-, and geometrically-corrected, and is projected to a cartographic
map projection. The geometric correction uses fine digital elevation models (DEMs) with
a post spacing of 30-90 meters. The Ortho Tile product consists of multiple orthorectified
scenes that have been merged and divided according to a predefined grid [64].
3.4.2 Spatial, Spectral, and Temporal Characteristics
The analytic Dove satellites collect data in four spectral bands: Blue (455-515 nm), Green
(500-590 nm), Red (590-670 nm), and NIR (780-860 nm). They have an average ground
sample distance (GSD) of 3.7 meters at the 475 kilometer reference altitude.
Post-processing, images have an orthorectified pixel size of 3.125 meters. Images are
collected at 12-bit depth, but radiance and surface reflectance products are scaled up by
1000 (to a 16-bit depth) to minimize quantization error. Positional accuracy is less than
10 meters root mean square error (RMSE) [64].
Although these satellites pass over the same area every day, clouds and other constraints
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Figure 3.4: RSR curves for the PlanetScope satellite sensors [65]
limit actual image availability. Over a period of seven months (214 days), a total of 92
mostly cloud-free images representing 72 different days were collected over the area being
studied. Most of these images were collected around 11:20 AM local time. This averages
out to one image every three days, although there were times during the study period
when images were collected daily and times when there was a week or more between image
collections.
The RSRs of the 0fxx and 10xx series of PlanetScope satellites, which were responsible
for collecting most of the images used in this research, are shown in Figure 3.4.
3.4.3 Surface Reflectance Product
Planet offers a surface reflectance product that is derived from the standard Planet Analytic
Product. Top-of-atmosphere radiance is processed to top-of-atmosphere reflectance using
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Planet-supplied coefficients and is then atmospherically compensated to surface reflectance.
The surface reflectance is calculated on a pixel-by-pixel basis using LUTs generated with
the 6SV2.1 radiative transfer code. A separate set of LUTs are used for each satellite
sensor type according to its individual spectral response.
Variable inputs to the LUTs include atmospheric conditions and scene and sensor ge-
ometry. Inputs to atmospheric conditions include water vapor and ozone concentrations,
aerosol type, and aerosol optical depth (AOD). Water vapor and ozone inputs are retrieved
from MODIS near-real-time (NRT) data for same day collects. If MODIS data are unavail-
able, a 6S atmospheric model is chosen based on the latitude and time of year of the image.
AOD values are also determined using MODIS NRT data. Aerosol type for all scenes is the
same - the continental model. Tables built with the two closest solar zenith angles (which
range from 10 degrees to 80 degrees, in 10 degree increments) are interpolated between for
analysis. All sensors are at nadir and all scenes are assumed to be at sea level.
The surface is assumed Lambertian for all calculations, although BRDF corrections can
be applied to the surface reflectance product if desired. Output surface reflectance values
range from 0 to 1, and are given in 0.025 increments [66].
3.4.4 Level 3 Harmonized Product
Planet also provides a Level 3 Harmonized (L3H) data product to some researchers. To
create this product, daily PlanetScope four-band imagery is processed to top-of-atmosphere
reflectance (TOAR) and harmonized with 30-meter Harmonized Landsat Sentinel-2 (HLS)
imagery [56] captured over the same area and over the same time period. This Cubesat-
Enabled Spatio-Temporal Enhancement Method (CESTEM) produces surface reflectance
imagery at the radiometric quality of the HLS data product and the spatial and temporal
resolution of the PlanetScope satellites [67]. The enhanced images are then cloud-masked
and gap-filled using daily MODIS data (MCD43) as input. Data are provided as 4-band
(red, green, blue, and NIR), compressed, cloud-optimized geotiffs recording surface re-
flectance multiplied by 10000 (16-bit depth). The pixel size for this data product is 3
meters.
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3.4.5 Use in Agricultural Monitoring
In recent years, researchers have begun to evaluate the abilities of PlanetScope satellites and
similar constellations to monitor vegetation growth. In particular, Houborg and McCabe
have done a lot of work on this topic. McCabe et al. note in one paper that CubeSat
imagery has significant spatial and temporal advantages over Landsat for estimating LAI
and crop water use, but its spectral and radiometric resolutions are comparatively low
[68]. Houborg and McCabe proposed the CESTEM method, which was briefly described
in the previous section, to harmonize PlanetScope and Landsat 8 imagery [67]. They
tested this method in another paper, in which they used MODIS, Landsat 8, and Planet
imagery to produce Landsat 8 consistent Planet-scale multispectral and LAI imagery of
alfalfa fields over a six-month period spanning multiple growth cycles [69]. While Planet
data were somewhat noisy and the less-frequent Landsat data were incapable of detecting
high-frequency vegetation dynamics, it was found that the combination of both imagery
sources was able to overcome the deficits of each individual source.
The RapidEye and SkySat constellations, which produce imagery that is similar in spa-
tial and spectral resolutions to PlanetScope imagery, have also been used for agricultural
research. Burke and Lobell used 1-meter multispectral Terra Bella (now Planet-owned
SkySat) imagery to estimate maize yield in smallholder fields in western Kenya. They
found good agreement between satellite-predicted yield and ground-measured yield using
GCI (Equation 3.15) [36]. They also found that downsampling the imagery to 5-meter
resolution (to resemble RapidEye and PlanetScope sensors) only resulted in a small de-
terioration in prediction performance. Kross et al. assessed RapidEye vegetation indices
for evaluating LAI and above-ground biomass of corn and soybeans [70]. They found that
most indices studied were sensitive to LAI and that using NDVI gave the best estimation
of dry-leaf biomass. Although RapidEye has a red-edge spectral band in addition to the
red, green, blue, and near-infrared channels, this study did not find that red-edge indices
performed better than traditional indices at estimating these two quantities, meaning that
PlanetScope and other four-band multispectral imagery may be used in a similar way.
Chapter 4
Data Collection
This section describes the agricultural site used in this research, as well as the imagery and
ground truth data collected at this site.
4.1 Site Overview
In both 2018 and 2019, maize (Zea mays L.) was no-till planted in rows spaced 0.76 m
apart in a field with crop residues on the soil surface at the United States Department
of Agriculture (USDA) Agricultural Research Service (ARS) Henry A. Wallace Beltsville
Agricultural Research Center near Beltsville, MD, USA (39.02552°N, 76.82816°W). Plant-
ing occurred on 9 May in 2018 and 21 May in 2019. Best management practices for corn
included applying 28 kg N/ha at planting and then additional N several weeks after plant-
ing, on 7 June in 2018 and on 19 June in 2019. The additional N rates were 0%, 25%, 50%,
100%, and 200% of the recommended rate (140 kg N/ha) in 2018, and 25%, 50%, 75%, and
100% of the recommended rate in 2019. Some of the plots were irrigated approximately
two months after planting. The 2018 plots were 9 x 21 m (Plots 11-26) and 18.2 x 21 m
(Plots 51-94), and the 2019 plots were 18.2 x 18 m. The 2018 crop was harvested on 26
October and the 2019 crop was harvested on 4 October. Satellite imagery of the 2018 plots
(a PlanetScope image collected on 16 June and processed to surface reflectance) is shown
in Figure 4.1. Detailed plot layouts for both years are shown in Figures 4.2 and 4.3. A
34
Chapter 4. Data Collection 35
timeline of important events for the 2018 season, including planting, irrigation, and some
growth stages, is given in Table 4.1. A timeline of events for the 2019 growing season is
given in Table 4.2.
Table 4.1: Crop growth stages and other important events for the 2018 growing season.
All irrigation treatments refer only to the plots in the second, seventh, and eighth
columns from the left, as shown in Figure 4.2. Plots in the first, fifth, sixth, and ninth
columns were not irrigated at all, and plots in the third and fourth columns were
excluded from analysis.
Date Stage/Event Treatment
4/16 - Pre-plant treatment on fields
5/9 Planting
5/24 V3-V4





6/29 First signs of water stress
7/3 V10-V13, Widespread drought stress Irrigation - small plots only
7/6 First tassels apparent Irrigation - all
7/9 - Irrigation - all
7/10 - Irrigation - all
7/11 V12-Silking stage Irrigation - all
7/12 - Irrigation - all
7/13 - Irrigation - all
7/16 - Irrigation - all
7/18 Almost 100% tasseled Irrigation - all
7/19 - Irrigation - all
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Table 4.2: Crop growth stages and other important events for the 2019 growing season.
All irrigation treatments refer only to the plots in the second, third, sixth, and seventh
columns from the left, as shown in Figure 4.3. Plots in the first, fourth, fifth, and eighth
columns were not irrigated at all.
Date Stage/Event Treatment
5/17 - Pre-plant treatment on fields
5/21 Planting
6/18 - Thinning




7/12 V14-V15, First tassels apparent
7/25 - Irrigation - all
7/26 - Irrigation - all
7/29 - Irrigation - all
7/30 - Irrigation - all
8/1 - Irrigation - all
8/3 - Irrigation - all
10/4 Harvest
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Figure 4.1: View of the field and plot locations in 2018, with plot borders highlighted in
white. 2019 plots, which are not shown in this image, were located in the same part of the
field. This image shows RGB surface reflectance at 3 m spatial resolution over the field
on 16 July 2018, and is derived from the PlanetScope surface reflectance data product.
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Figure 4.2: View of the 2018 plot layout and treatments. The smaller plots are
approximately 9 by 21 m, and the larger plots are approximately 18.2 by 21 m. The
unnumbered black plots were excluded from analysis due to treatment errors.
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Figure 4.3: View of the 2019 plot layout and treatments. Large plots are approximately
18.2 by 18 m. Subplots outlined in yellow were thinned four weeks after planting.
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4.2 Ground Truth Measurements - 2018
In-situ measurements were collected at the fields during the 2018 growing season. These
measurements included meteorological data, leaf- and plant-level measurements, canopy-
level measurements, and photographs.
Meteorological data were collected by a nearby meteorological station every quarter-
hour. Meteorological data collected included wind speed, wind direction, precipitation,
temperature, relative humidity (rh), and solar radiation.
Leaf- and plant-level data were collected once or twice a week during the growing
season. These measurements included chlorophyll and plant height. Leaf chlorophyll was
measured using a Soil Plant Analysis Development (SPAD) meter, which gives a relative
chlorophyll measure that can be calibrated with occasional laboratory spectral analysis.
The Minolta SPAD-502 meter measures the transmittance of red (650 nm) and infrared
(940 nm) radiation through a leaf, and uses these measurements to calculate a SPAD value
corresponding to the relative amount of chlorophyll present in that leaf [71]. Although leaf
chlorophyll content is typically presented as chlorophyll mass per one-sided leaf unit area,
SPAD values are unitless. SPAD measurements have been shown to correlate strongly with
lab-extracted leaf chlorophyll measurements for corn and other crops [72]. SPAD values
for each plot were reported as an average of 18 measurements: three mid-leaf readings on
the topmost fully expanded leaf for six plants near the plot flag. SPAD statistics for each
plot are shown in Table 4.3. Plant height for each plot was measured as the average of the
standing height of three representative plants.
Canopy-level data were also collected once or twice a week during the growing season.
These data included LAI, surface reflectance, and photography. LAI is defined as the one-
sided green leaf area per unit ground surface area in a vegetation canopy, and is collected
using above-and below-canopy radiation measurements. LAI measurements are related to
plant biomass and water status; water stress during the vegetative growth stages has been
shown to reduce corn plant height and leaf area [73]. LAI was measured using a Li-Cor
LAI-2000. In order to avoid direct sunlight on the leaves, which can cause the sensor to
underestimate LAI, all LAI measurements were collected during the early morning or late
afternoon. Before collecting measurements, a cap blocking 1/4 of the field of view was
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placed on the sensor (to hide the operator from the sensor) and the instrument was set
to high resolution mode (16-bit depth). For each LAI data point, the LAI-2000 collected
one above-canopy measurement and four below-canopy measurements: one measurement
directly in the crop row, one measurement 1/4 of the way across the row, one measurement
1/2 of the way across the row, and one measurement 3/4 of the way across the row. The LAI
and standard error were automatically calculated from these measurements. LAI statistics
for each plot are shown in Table 4.4. Surface reflectance was measured with a CROPSCAN
Multispectral Radiometer (MSR), which uses upward- and downward-looking detectors to
measure ground reflectance at selected wavelengths corresponding to Landsat and MODIS
bands. To collect these measurements, the radiometer was positioned approximately 2
meters above the canopy. Canopy photos were also collected with a GoPro camera. Dates
of SPAD, LAI, plant height, CROPSCAN MSR, and GoPro measurements are shown in
Table 4.5.
In addition to the measurements detailed in Table 4.5, a few other types of measure-
ments were collected. Nadir and orthogonal photos were collected occasionally. Lab leaf
spectra were collected once, on July 25. Corn development stages were also measured
throughout the growing season. For vegetative stage measurement, one plant on the end
of each of the six westernmost plots was flagged above the sixth leaf. When other in
situ measurements were collected, the number of fully-expanded leaves on each plant were
recorded. Tasseling and silking stages were recorded when tassels and silks became visi-
ble on these corn plants. Reproductive stages, including dent and physiological maturity,
were estimated based on number of days after silking [6]. This method of estimation has
been shown to be more accurate than corn growth models that take into account the daily
temperature [74].
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Table 4.3: Minimum, maximum, average, and standard deviation of plot-average SPAD
measurements collected during the 2018 growing season. Measured SPAD was lowest for
most plots in mid-June (around the start of the SPAD data collection period), or in
mid-to-late July (during the drought). Measured SPAD peaked for most plots in July or
August.
Plot Number Minimum Maximum Average
Standard
Deviation
11 29.0 49.9 34.9 5.3
12 26.9 50.2 39.3 6.9
13 29.4 49.5 41.0 5.2
14 29.7 50.5 44.4 6.2
15 34.4 51.5 42.0 5.6
16 33.1 47.3 40.1 4.4
21 28.8 48.1 34.5 4.9
22 28.0 51.4 42.4 6.9
23 28.3 53.1 44.6 7.9
24 30.7 56.8 48.2 8.6
25 31.0 52.8 45.7 7.2
26 32.3 54.5 45.7 7.0
51 33.6 51.1 42.5 5.7
52 32.8 42.9 37.2 2.4
53 29.2 51.2 39.3 7.0
54 31.7 51.8 44.3 6.1
61 31.1 52.7 42.6 5.9
62 32.6 43.3 36.7 3.0
63 32.9 56.9 43.2 7.1
64 33.0 56.9 48.4 7.4
71 32.4 51.8 46.1 6.1
72 32.0 46.6 37.6 3.6
73 35.2 58.0 48.6 6.8
74 32.0 52.1 44.6 6.5
81 35.0 52.8 44.2 4.8
82 33.5 53.7 42.7 5.6
83 32.6 53.4 45.2 5.9
84 31.0 42.3 36.6 2.9
91 24.3 53.1 36.5 8.8
92 25.8 52.2 39.4 7.1
93 27.0 52.8 42.6 7.4
94 29.0 43.2 37.2 4.2
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Table 4.4: Minimum, maximum, average, and standard deviation of plot-average LAI
measurements collected during the 2018 growing season. Measured LAI was lowest for all
plots in mid-June, around the start of the LAI data collection period. Measured LAI was
highest for most plots in early or late July.
Plot Number Minimum Maximum Average
Standard
Deviation
11 0.53 1.99 1.44 0.46
12 0.43 2.21 1.46 0.56
13 0.39 2.48 1.52 0.64
14 0.55 2.63 1.83 0.63
15 0.64 2.22 1.66 0.50
16 0.47 1.73 1.15 0.45
21 0.65 3.71 1.67 0.78
22 0.53 2.67 1.94 0.71
23 0.40 2.54 1.84 0.68
24 0.66 3.02 2.05 0.74
25 0.51 3.11 1.81 0.80
26 0.50 2.32 1.57 0.58
51 0.59 2.68 1.68 0.62
52 0.69 2.25 1.63 0.47
53 1.23 2.29 1.78 0.38
54 0.62 2.62 1.72 0.56
61 0.64 2.57 1.46 0.62
62 0.73 2.13 1.53 0.45
63 0.86 3.20 2.01 0.69
64 0.79 3.16 1.94 0.79
71 0.63 3.39 1.81 0.86
72 0.65 2.38 1.57 0.69
73 0.74 3.62 2.05 0.87
74 0.68 3.81 2.04 0.98
81 0.68 2.78 1.58 0.69
82 0.79 2.59 1.81 0.70
83 0.85 2.82 1.99 0.68
84 0.70 2.34 1.63 0.58
91 0.78 2.11 1.32 0.48
92 0.58 2.21 1.36 0.57
93 1.07 2.97 2.01 0.69
94 0.80 2.33 1.56 0.50
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Table 4.5: Dates of in situ measurements collected during the 2018 growing season.
Starred fields indicate that partial measurements were collected (i.e. measurements only
for some of the plots).
Date LAI SPAD Height CROPSCAN GoPro
5/24 X
6/12 X X X
6/13 X X
6/15 X X X X
6/18 X X X
6/20 X
6/22 X
6/25 X X X
6/26 X X
6/28 X
6/29 X X X
7/02
7/03 X X X X X
7/09 X X X
7/10
7/11 X X













8/24 X X X
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4.3 Yield Data Collection and Processing - 2018 and 2019
For both years, a grain combine was used to harvest the full field of maize. A grain yield
monitor on the combine collected and recorded information at regular time intervals about
the maize yield collected during that time interval. Each instance of this information
is referred to as a yield data point. Each yield data point included the ending GPS
coordinates, wet mass, and moisture content of the maize harvested between that point
and the previous one. Unreliable yield data points were removed prior to analysis, using
the following filtering procedure:
1. Exclude points within 7 m of the field boundary.
2. Exclude points that exceed the maximum yield for maize (dry yield mass>17.26
metric tonnes/ha or 275 bu/acre).
3. Exclude points that are not the most common swath width (6 rows or 4.6 m, for
these data) or yield offset (0 m, for these data).
4. For each point remaining after steps 1-3, calculate a local mean and standard devia-
tion of the yield based on a diameter 3x the swath width. If this point is not within
one standard deviation of the local mean, exclude it.
5. Exclude points in step 4 that used less than 25% of the maximum possible number
of points to calculate the local mean and standard deviation.
Field boundary points were removed because the edges of the field are often different from
the rest of the field, due to soil compaction and animal interference. The 25% in step 5 was
chosen based on trial and error, to ensure that there would be sufficient points to do the
statistics without removing too many data points. The data cleaning procedure outlined
above was modeled after the approaches outlined by Kharel et al. [75] and Sudduth et al.
[76], but was modified because some of the information used in those approaches was not
available for this dataset. Finally, yield mass for all points was calculated at 14% moisture
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where X% refers to the original moisture content for the yield data point.
To find plot-average yield, cleaned yield data points falling within each pixel-based ROI
were assigned to that plot, and the average wet mass at 14% moisture was calculated for
each plot. Only large plots (18.2 by 21 m in 2018, and 18.2 by 18 m in 2019) were included
in the yield analysis. In addition, two 2019 plots (12 and 61) containing fewer than four
yield data points were excluded from the analysis. The 2018 and 2019 plot layouts and
yield data points are shown in Figures 4.4 and 4.5.
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Figure 4.4: View of the 2018 plots, with locations of yield sampling points shown in
yellow. Only points that are within plot boundaries and were not removed by the filtering
procedure are shown. Plots 53, 91, and 92 had the lowest average yields (3456, 1859, and
3008 kg/ha, respectively), and plots 73, 74, and 83 had the highest average yields (9790,
9394, and 9179 kg/ha, respectively). This image shows RGB surface reflectance at 3 m
spatial resolution over the field on 20 July 2018, and is derived from the daily
PlanetScope L3H image data product.
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Figure 4.5: View of the 2019 plots, with locations of yield sampling points shown in
yellow. Only points that are within plot boundaries and were not removed by the filtering
procedure are shown. Plots 11, 21, and 52 had the lowest average yields (2810, 4089, and
3823 kg/ha, respectively), and plots 23, 31, and 72 had the highest average yields (10219,
9352, and 10263 kg/ha, respectively). This image shows RGB surface reflectance at 3 m
spatial resolution over the field on 20 July 2019, and is derived from the daily
PlanetScope L3H image data product.
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4.4 PlanetScope Surface Reflectance Imagery - 2018
PlanetScope surface reflectance imagery (as described in Section 3.4.3) with 20% or less
cloud cover was collected over the Beltsville Airport field between the dates of 1 April
and 31 December 2018. Images were downloaded using the now-deprecated Clips API and
the Ordersv2 API. A total of 105 images, collected over 85 unique days within a time
period spanning 275 days, were downloaded for analysis. Four of the downloaded images
were later excluded from the analysis due to quality issues. Although this averages out to
approximately one image every three days, the actual image collection was a little more
irregular; during some periods, images were collected daily, and during others, images were
collected five or more days apart.
Satellite images were processed using ENVI 5.5 (L3Harris Geospatial, Broomfield, CO,
USA). After they were converted from GeoTIFF to ENVI format, pixel-based regions of
interest (ROIs) and ROI mask images were created for each plot. They were then loaded
into MATLAB R2015b (Mathworks, Natick, MA, USA), where code extracted the Day
of Year (DOY), plot-average vegetation index (VI), and the standard deviation of each
plot-average VI for every plot in every image. This information was stored in arrays and
used for analysis.
4.5 PlanetScope Level 3 Harmonized Imagery - 2018 and
2019
PlanetScope L3H imagery (as described in Section 3.4.4) was collected over the Beltsville
Airport field between the dates of 1 January 2018 and 31 December 2019. Pixel-based
regions of interest (ROIs) for each plot were selected and converted into mask images using
ENVI 5.2. They were then loaded into MATLAB R2018b, where code extracted the day
of year (DOY), plot-average VI, and standard deviation of plot-average VI for each plot in
every image. This information was stored in arrays and used for analysis.
Chapter 5
Task 1 - Phenological Event
Timing
This chapter discusses the first experiment of this research, which aimed to investigate the
impact of imaging frequency on accuracy of phenological transition timing estimates derived
from shape model fitting. The primary objectives of this work were: (1) to investigate
which multispectral VIs correlate most strongly with maize biophysical parameters, (2) to
relate temporal shape model fitting parameters from frequent PlanetScope imagery over
the study site to maize growth stages, and (3) to investigate how changes in the temporal
sampling rate affect the goodness of model fit and estimation of phenological transition
timing for maize in the mid-Atlantic.
5.1 Approach
5.1.1 Data Collection
This experiment was first performed using the 2018 PlanetScope surface reflectance im-
agery, SPAD measurements, and LAI measurements as described in Chapter 4. Later, the
experiment was repeated using daily PlanetScope L3H imagery, also described in Chapter
4.
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5.1.2 VI Selection
In order to select the most suitable VI for the temporal resampling portion of the study,
two separate analyses were performed. These analyses involved finding the correlations
between candidate VIs and ground truth measurements, and calculating and comparing
the goodness of fit statistics for candidate VI time-series data fit to a temporal shape
model. These analyses are described in the following sections.
5.1.2.1 VI-Ground Truth Comparison
Candidate VIs were correlated with ground truth information in order to ensure that the VI
selected for the shape model fitting analysis was related to maize biophysical parameters.
To understand which VIs were most strongly correlated with ground truth information,
linear regressions were performed between in situ measurements of plot-average SPAD val-
ues and image-derived plot-average VIs, and between in situ measurements of plot-average
LAI values and image-derived plot-average VIs. Nine candidate VIs, taken mostly from
other papers exploring VI time-series, were considered: Enhanced Vegetation Index (EVI),
2-Band Enhanced Vegetation Index (EVI2), Green Chlorophyll Index (GCI), Green Nor-
malized Difference Vegetation Index (GNDVI), Modified Soil-Adjusted Vegetation Index
(MSAVI2), Normalized Difference Vegetation Index (NDVI), Soil-Adjusted Vegetation In-
dex (SAVI), Wide Dynamic Range Vegetation Index (WDRVI, α = 0.1), and MODIS
WDRVI (α = 0.2). MSAVI2 was the only candidate VI that was not drawn from shape
model fitting or time-series research; it was considered for this analysis because it is a
modification of one of the other indices, SAVI that is intended to increase the dynamic
range of the vegetation signal [14]. All of these indices are detailed in Table 5.1.
There were 11 days of the 2018 growing season in which plot-level SPAD measurements
and Planet satellite imagery were both collected: 12 June, 15 June, 18 June, 25 June,
29 June, 3 July, 9 July, 12 July, 16 July, 18 July, and 24 August. For regression with
L3H imagery, there were two additional days when SPAD measurements were collected: 25
July and 16 August. There were five days of the 2018 growing season in which plot-level
LAI measurements and Planet satellite imagery were both collected: 15 June, 25 June,
3 July, 11 July (plots 11–26 only), and 16 July (plots 11–64 only). For regression with
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Table 5.1: Candidate vegetation indices, their equations, and references to papers that
use them for agricultural monitoring or related purposes. In the equations, ρBLUE refers
to reflectance in the blue wavelength band, ρGREEN refers to reflectance in the green
wavelength band, ρRED refers to reflectance in the red wavelength band, and ρNIR refers
to reflectance in the NIR wavelength band. Non-abbreviated forms of the indices’ names
can be found in the text immediately preceding the table, and originating research for
these indices can be found in Section 3.2.3.
Index Equation Citing Research
EVI 2.5× ρNIR−ρREDρNIR+6×ρRED−7.5×ρBLUE+1 [26], [27]
EVI2 2.5× ρNIR−ρREDρNIR+2.4×ρRED+1 [29]








SAVI 1.5× ρNIR−ρREDρNIR+ρRED+0.5 [30]
WDRVI, α = 0.1 α×ρNIR−ρREDα×ρNIR+ρRED [78]
WDRVI, α = 0.2 α×ρNIR−ρREDα×ρNIR+ρRED [78]
L3H imagery, there were seven additional days when LAI measurements were collected: 13
June, 20 June, 28 June, 17 July (plots 51–94 only), 24 July (plots 11–26 only), 25 July
(plots 51–94 only), and 26 August (plots 11–26 only). These dates represent crops in both
the vegetative and reproductive stages, with a bias towards the first half of the growing
season.
Linear regression was performed between all plot-average ground truth measurements
for all collection dates and corresponding satellite-derived VIs. Goodness of fit was deter-
mined by R2 value.
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5.1.2.2 Shape Model Fitting
The asymmetric double sigmoid (also called double logistic or piecewise logistic) function
was used for shape model fitting. The functional form for the asymmetric double sigmoid
function is given in Equation (5.1), below:
V (t) = Vb +
1
2
Va[tanh (p ∗ (t−Di))− tanh (q ∗ (t−Dd))], (5.1)
where Vb is the background (i.e., baseline) value, Va is the amplitude, Di and Dd represent
the dates when the function is increasing or decreasing most rapidly, and p and q relate
to the rate of increase or decrease in their respective segments. In addition to Di and Dd,
there are four derivable parameters (D1, D2, D3, and D4) that correspond to phenological
transition dates. D1 and D2 represent the start and end dates of the period of rapid
growth, and D3 and D4 represent the start and end of the period of rapid senescence [27].
These four parameters may be found by finding the local maxima and minima of its second
derivative, given in Equation (5.2) below:
V ′′(t) = −Va[p2 tanh (p ∗ (t−Di)) sech (p ∗ (t−Di))2
−q2 tanh (q ∗ (t−Dd)) sech (q ∗ (t−Dd))2]
(5.2)
All of the aforementioned parameters, with the exception of p and q, are labeled in
Figure 5.1 below.
Some of these function parameters may be related to crop-specific phenological stages.
In this study, D1, D2, D3, and D4 were tied to field-measured corn development stages
(see Table 5.4 in Section 5.2.2). Even when not related explicitly to crop phenological
stages, these parameters have some uses. They may be used for crop mapping; Zhong et
al. found that estimates of the onset (D1) and length (D4 − D1) of the growing season
could be used to separate field crops from natural vegetation and discriminate between
different crop types using MODIS imagery [27]. They may also be used to develop critical
parameters for yield prediction; Zhang and Zhang found that the growing season amplitude
(V (D3)−V (D1)) and area under the curve (
∫ D4
D1 V (t)−V (D1)dt) could be related to crop
yield [29].
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Figure 5.1: Asymmetric double sigmoid function fit to NDVI time-series for one of the
corn subplots (Plot 74), with function parameters labeled. This figure shows original
(non-resampled) time-series data, which had an average revisit interval of three days.
Several steps were performed to further clean the data, in order to prep the VI time-
series for model-fitting. First, VI values from same-day collects were averaged; this was
done so that days in which multiple images were collected would not have extra weight in
the fitting process. Next, points from days 198, 228, and 250 were removed for all plots;
VI values on these dates for normalized indices were more than 0.1 lower than values on
surrounding dates.
Initial fitting tests, as discussed in Section 5.2.2, were performed with all nine candidate
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VIs to determine which VI should be used for the temporal sampling analysis. VI time-
series data for each plot were cleaned, assigned a new baseline value as described in Section
5.1.3 below, and fit to the asymmetric double sigmoid function given in Equation (5.1)
Goodness-of-fit statistics, measured by R2 value and root mean square error (RMSE),
were computed for each VI across all plots. For the original PlanetScope surface reflectance
dataset, NDVI and SAVI (average R2 = 0.922) time-series data had the highest R2 across
all plots. NDVI had the lowest RMSE across all plots (average RMSE = 0.047). NDVI was
chosen for the shape model fitting. Values of D1, Di, D2, D3, Dd, and D4 were calculated
and averaged across all plots. For each D-value, the ground-measured corn growth stage
occurring at the same time was associated with it (e.g., D1 was assumed to mark the
beginning of the rapid vegetative growth stage).
5.1.3 Temporal Sampling and Analysis
Plot-average NDVI time-series were resampled at different temporal revisit rates. Termi-
nology note: In this study, the term “resampling” refers to removing data points from a
plot-average NDVI time-series. The resulting points-removed time-series is referred to as
the “resampled” time-series. The non-resampled time-series (i.e., the time-series calculated
from the complete set of satellite images) are referred to as the “original” time-series. The
term “average revisit interval” refers to the average number of days occurring between data
points in the NDVI time-series.
In this study, the average revisit interval of the original time-series data was three
days. The original time-series data were resampled to create multiple new time-series with
average revisit intervals ranging from 4-24 days, in steps of 1. The method of resampling
was as follows. Starting with DOY 95 (the earliest date of PlanetScope imagery collected
in this study), sequences of dates were created. These sequences were defined by revisit
interval (ranging from every two days to every 25 days, in steps of 1) and offset from the
starting date (ranging from 0—i.e., starting at DOY 95—to one day less than the revisit
interval). For example, there were two 2-day sequences given by (95, 97, 99, . . . ) and (96,
98, 100, . . . ), three 3-day sequences given by (95, 98, 101, . . . ), (96, 99, 102, . . . ), and (97,
100, 103, . . . ), four 4-day sequences, and so on. Once these sequences were generated, each
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sequence was iterated through, and the closest available image date for each day in the
sequence was selected, unless it was a repeat of an already-selected date. The sequences of
image dates generated from this selection process were used as the resampled time-series
data. Average revisit rate was calculated for each of these resampled time-series. There
were multiple unique time-series for each average revisit interval of the resampled data. All
average revisit intervals had eight or more unique time-series, except for the 4-day average
revisit interval, which had four unique time-series, and the 5-day average revisit interval,
which had five unique time-series.
After temporal resampling, the baseline NDVI value (Vb in Equation (5.1)) for each
time-series was established by finding the average NDVI value of each plot over all post-
harvest dates for the resampled time-series. Setting Vb as a constant value is consistent
with the approach in another study [28], and performing this procedure after resampling
ensured that the effects of resampling were considered in the Vb calculation. Pre-harvest
dates were not used to establish Vb because residue from winter rye was still present on the
field prior to planting. This crop residue, if included in the Vb calculation, would artificially
raise the baseline NDVI. Once Vb was calculated, all NDVI values prior to planting and
post-harvest were then replaced with this Vb value.
Curve fitting of the time-series data to the asymmetric double sigmoid function was
performed using the Curve Fitting Toolbox in Matlab R2015b. Starting assignments for
independent variables were: Va = 3.5, p = 0.15, q = 0.05, Di = 160, and Dd = 260. The
maximum allowable values of p and q were set to 0.29, which was determined by finding
the maximum value of p in initial fitting tests and adding one standard deviation to it.
The value of Vb was fixed as the value calculated in the previous step. After fitting, the
values of other parameters (D1, D2, D3, and D4) were calculated.
Plotwise statistics were calculated across all curve fits for each average revisit interval.
For example, there were 17 unique resampled time-series that had an average revisit interval
of one image every 16 days, which all gave slightly different phenological transition timing
estimates (i.e., D1, Di, D2, D3, Dd, and D4 values) when curve fitting was performed.
From these 17 time-series, the range of values (i.e., maximum − minimum estimate),
maximum absolute deviation from the original D value, and average absolute deviation
from the original D value were calculated for D1, Di, D2, D3, Dd, and D4. This analysis
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was performed separately for each of the 32 plots. These statistics were then averaged
across all plots, plotted as a function of average satellite revisit rate, and fitted to functions.
The goal of this analysis was to understand the relationship between increasing satellite
revisit interval and variability in estimates of D values, which may be used to estimate
corn phenological stages, differentiate corn from other crops, and predict yield. A graphic
representation of the time-series analysis and temporal resampling procedure is shown in
Figure 5.2 below.
The temporal resampling procedure and analysis are similar to that of Zhang et al.,
who considered the sensitivity of vegetation phenology detection to temporal resolution of
sampling using MODIS data [3]. However, this study differs from that study in several
key ways. First, this study uses VI data derived from imagery, rather than from a simu-
lated time-series. Second, this study considers data at a high spatial resolution (3.125 m
GSD), rather than a moderate spatial resolution (250 m GSD). Finally, this study focuses
specifically on corn growth and phenology, rather than on natural ecosystems.
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Figure 5.2: Visual representation of the temporal resampling procedure and analysis. All
steps are described in more detail in the Approach section. Note: This analysis was
performed separately for each of the 32 plots shown in Figure 4.2. After the end results
(range, maximum absolute deviation, and average absolute deviation as a function of
revisit interval) were obtained, they were averaged across all 32 plots.
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5.2 Results - 2018 PlanetScope Surface Reflectance Data
This section describes the results of the original experiment, which used PlanetScope im-
agery during the 2018 growing season.
5.2.1 VI-Ground Truth Comparison
As described in Section 5.1.2.1, the correlations between candidate VIs and ground truth
measurements were used to inform the VI selection for the shape model fitting and temporal
resampling analysis. The R2 values of the linear regression between plot-average candidate
VIs and plot-average SPAD and LAI measurements are shown in Table 5.2 below. These
candidate VIs were previously defined in Table 5.1.
Table 5.2: Candidate vegetation indices, the relevant image bands, the R2 value of their
linear correlation with Soil Plant Analysis Development (SPAD) measurements, and the
R2 value of their linear correlation with leaf area index (LAI) measurements.
Vegetation Index Bands Used SPAD R2 Value LAI R2 Value
EVI Blue, Red, NIR 0.37 0.78
EVI2 Red, NIR 0.54 0.76
GCI Green, NIR 0.45 0.40
GNDVI Green, NIR 0.46 0.46
MSAVI2 Red, NIR 0.34 0.50
NDVI Red, NIR 0.54 0.77
SAVI Red, NIR 0.54 0.77
WDRVI, α = 0.1 Red, NIR 0.54 0.74
WDRVI, α = 0.2 Red, NIR 0.53 0.75
As shown in Table 5.2 above, some indices were more closely correlated with SPAD
measurements than others. The best correlations came from NDVI, SAVI, EVI2, and both
WDRVI indices.
In the LAI correlation, the three-band EVI (which underperformed in the SPAD) per-
formed similarly to EVI2. Best fits came from EVI, EVI2, NDVI, SAVI, WDRVI (α =
0.1), and WDRVI (α = 0.2), which all performed similarly.
This experiment was used to confirm the VI selection for the shape model fitting ex-
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periments. The index that was selected based on initial fitting tests (see Section 5.2.2),
NDVI, performed reasonably well in both correlations.
5.2.2 Shape Model Fitting
VI time-series from all plots were fit to a temporal shape model as described in Section
5.1.2.2. Goodness of fit results for all indices are presented in Table 5.3 below. These
results, in addition to those of the VI-SPAD and VI-LAI correlations, were also used to
inform the selection of VI for the temporal resampling analysis.
Table 5.3: Candidate vegetation indices, the R2 value of their fit to the asymmetric
double sigmoid function, averaged across all plots, and the root mean square error
(RMSE) value of their fit to the asymmetric double sigmoid function, averaged across all
plots. Unlike most of the indices, Green Chlorophyll Index (GCI) and Modified
Soil-Adjusted Vegetation Index 2 (MSAVI2) are not scaled between −1 and 1, so their
RMSE values cannot be directly compared with those of the other indices.








WDRVI, α = 0.1 0.898 0.052
WDRVI, α = 0.2 0.908 0.062
Time-series data for all indices generally fit the asymmetric double sigmoid function,
although some indices performed slightly better than others in the fitting. NDVI and
SAVI had the highest average R2 values across all plots. NDVI and GNDVI had the lowest
average RMSE values across all plots. Based on this analysis, as well as the VI-ground
truth correlations, NDVI was selected as the index for temporal resampling tests. R2 values
for plot-average NDVI time-series data fit to the shape model ranged from 0.788 to 0.963,
with an average of 0.922, and RMSE values ranged from 0.039 to 0.061, with an average
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of 0.045. Only two plots were below an R2 value of 0.85: Plot 53 (R2 = 0.836, RMSE =
0.055) and Plot 91 (R2 = 0.788, RMSE = 0.061). These plots also had the two highest
RMSE values. Both of these plots were non-irrigated and displayed a significant decrease
in NDVI in the middle of the growing season, in response to the drought that occurred in
July. Representative plot-average NDVI time-series are shown for four different plots in
Figure 5.3 below.
The average values of D1, Di, D2, D3, Dd, and D4 across all plots, taken from fitting
NDVI time-series data to the asymmetric double sigmoid function, are presented in Table
5.4 below, along with associated corn growth stages (where they were measured).
In this dataset, some of the function parameters were shown to relate to ground-
measured growth stages. Stages V6-7 occurred around D1. V6 and V7 refer to the
emergence of the sixth and seventh leaves of the corn plant, respectively. These stages
mark the start of a period of rapid plant growth. Typically nitrogen side-dress (applica-
tion of additional fertilizer) occurs around V7. Stages V9-10 occurred around Di. V9 and
V10 refer to the emergence of the ninth and tenth leaves of the corn plant, respectively.
By stage V10, new leaves will emerge every 2-4 days. The plant’s rate of water and nutri-
ent uptake increases in proportion to its increased rate of growth, and water or nutrient
deficiencies at this stage can negatively impact yield. The maximum value of the function,
which coincides with the maximum LAI of the corn plant, occurred around VT-R1. VT
refers to the stage when the tassel at the top of the corn plant has fully emerged, which
marks the end of the vegetative growth stages; R1 refers to the stage when silks become
visible outside of the corn husks, which marks the start of the corn reproductive stages.
The timing of physiological maturity can be predicted based on the timing of R1. The
mid-late Dent stage occurred around D3. Dent refers to the time when the corn kernels
are drying and hardening; stress occurring during this stage can reduce the final weight of
the kernels. Physiological maturity occurred around Dd, and corn was ready for harvest
around D4 [6]. These findings are consistent with those of another study [25] and demon-
strate that parameters from the asymmetric double sigmoid functional fit can be related
back to corn phenology for this dataset.
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Table 5.4: Average values of D1, Di, D2, D3, Dd, and D4 across all plots, with standard
deviations included, related to field-measured corn growth stages when applicable.
Descriptions of corn growth stages are taken from [6]. Although it was not considered in
the resampling analysis, the location of the function maximum was shown to occur at the







D1 161 ± 1 V6–7 Beginning of rapid vegetative
growth.
Di 166 ± 1 V9–10 Rapid growth, with a new fully ex-
panded leaf every 2–4 days.
D2 171 ± 2 Rapid stalk elon-
gation
Corn plants are growing taller.
Maximum 193 ± 4 VT-R1 Tassel fully emerged and all leaves
fully expanded. End of vegetative
growth—reproductive stages start
when any silks become visible.
D3 248 ± 5 R5—Mid-late
Dent
Starch in kernels is drying and hard-
ening.
Dd 264 ± 3 R6—
Physiological
Maturity
Maximum grain dry matter accumu-
lation, with a grain moisture content
of 30–35%.
D4 280 ± 4 Harvest Maturity Harvest occurs after grain is dried
to <20% moisture; grain is safely
stored at <15% moisture.
5.2.3 Temporal Resampling
In Figures 5.4-5.7, plot-average NDVI time-series data, resampled to 8-day, 13-day, 18-day,
and 23-day average revisit intervals, are shown for the same four plots shown in Figure 5.3.
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Plot 63, (R2 = 0.865)























Plot 94, (R2 = 0.922)























Plot 82, (R2 = 0.95)























Plot 24, (R2 = 0.963)
Figure 5.3: Four different plot-average NDVI time-series calculated from 2018
PlanetScope surface reflectance imagery and fit to the asymmetric double sigmoid
function. Plot 63 was non-irrigated and treated with 200% N, Plot 94 was non-irrigated
and treated with 0% N, Plot 82 was irrigated and treated with 50% N, and Plot 24 was
irrigated and treated with 75% N.
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Plot 63, (R2 = 0.926)























Plot 94, (R2 = 0.97)























Plot 82, (R2 = 0.989)























Plot 24, (R2 = 0.99)
Figure 5.4: Four different plot-average NDVI time-series resampled to an 8-day average
revisit interval and fit to the asymmetric double sigmoid function.
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Plot 63, (R2 = 0.868)























Plot 94, (R2 = 0.956)























Plot 82, (R2 = 0.985)























Plot 24, (R2 = 0.991)
Figure 5.5: Four different plot-average NDVI time-series resampled to a 13-day average
revisit interval and fit to the asymmetric double sigmoid function.
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Plot 63, (R2 = 0.838)























Plot 94, (R2 = 0.887)























Plot 82, (R2 = 0.921)























Plot 24, (R2 = 0.956)
Figure 5.6: Four different plot-average NDVI time-series resampled to an 18-day average
revisit interval and fit to the asymmetric double sigmoid function.
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Plot 63, (R2 = 0.8)























Plot 94, (R2 = 0.87)























Plot 82, (R2 = 0.924)























Plot 24, (R2 = 0.956)
Figure 5.7: Four different plot-average NDVI time-series resampled to a 23-day average
revisit interval and fit to the asymmetric double sigmoid function.
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Although changes in NDVI can still be witnessed at greater average revisit intervals,
the exact fitting parameters and curve shape can change dramatically with fewer sampling
points, as shown in the plots above. The following analysis attempts to quantify the effect
of increasing revisit interval on changes in and uncertainty of D-value estimates.
Temporal resampling had a small effect on the spatial variability of D-value estimates.
The average values of D1, Di, D2, D3, Dd, and D4 across all plots changed by less than
two days for revisit intervals of up to 24 days, but the standard deviations of D1, Di, and
D2 estimates across all plots increased from 1-2 days at a 3-day average revisit interval
(original time-series, as shown in Table 5.4) to 3-6 days at a 24-day average revisit interval;
this was comparable to the spatial variabilities of D3, Dd, and D4 estimates, which did
not change significantly with increasing revisit interval.
Temporal resampling had a larger effect on temporal variation in D-value estimates.
The average absolute deviations of all six D-values from the original D-values at each
temporal revisit rate, averaged over all 32 field plots, are shown in Figure 5.8. All six
plots in Figure 5.8 display a similar behavior of increasing average absolute deviation with
increasing average time between images. This result shows that, as the temporal sampling
interval increases, estimates of all phenological transition dates vary more and are more
dependent on which images are available.
Aside from slight differences in magnitude of changes, all six D-values displayed similar
increase in deviation from original values across increasing average revisit interval. Because
of this, and for ease of analysis, the performance across all six phenological transition times
was averaged for the remaining analysis. Figure 5.9 shows the range of D-values after
temporal resampling, the maximum absolute deviation of post-resampling D-values from
original D-values, and the average absolute deviation of post-resampling D-values from
original D-values, all as functions of average revisit interval. As described in Section 5.1.3,
these statistics were first calculated separately for each of the 32 plots and each of the six
D-values, and were then averaged across all plots and D-values.
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Figure 5.8: Average absolute deviations of D1, Di, D2, D3, Dd, and D4 from the original
D-values, shown as a function of average temporal revisit rate. Each data point
represents the deviation of the calculated D-value across all resampled time-series at that
particular image frequency. These statistics were collected separately for each individual
plot and were then averaged for analysis; the data points presented above represent the
average of statistics across all 32 plots.
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Linear fit (m = 1.111)
Maximum absolute difference
Linear fit (m = 0.815)
Average absolute difference
Linear fit (m = 0.333)
Figure 5.9: Range of D-values after temporal resampling, maximum absolute deviation of
post-resampling D-values from original D-value, and average absolute deviation of
post-resampling D-values from original D-value, shown as functions of average revisit
interval. These statistics were collected separately for each individual D-value and each
individual plot and were then averaged for analysis; the data points presented above
represent the average of statistics across all six D-values and all 32 plots.
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As shown in Figures 5.8 and 5.9, measured statistics for estimates of phenological
transition dates derived from curve-fitting appeared to increase linearly with increase in
the average number of days between subsequent images. The statistics considered included:
(1) the average absolute deviations of individual D-values from original values, (2) the
range of estimated D-values at each revisit interval, averaged over all six D values, (3) the
maximum absolute difference between D-values estimated from resampled time-series data
and D-values estimated from original time-series data, averaged over all six D values, and
(4) the average absolute difference between D-values estimated from resampled time-series
data and D-values estimated from original time-series data, averaged over all six D values.
The median and mean differences were also calculated. Some of these results are presented
in Table 5.5 below.
Table 5.5: Statistics used for assessing the impact of average temporal revisit rate on
phenological transition timing estimation. The slope of linear fit refers to the slope of the
named statistic vs. the average temporal revisit rate.
Metric (Days) Slope of Linear Fit R2
Average absolute difference 0.333 0.91
Maximum absolute difference 0.864 0.93
Difference range (Maximum − Minimum) 1.111 0.96
The mean and median values of the estimated phenological transition dates shift by
less than two days from the original time-series (average 3-day revisit interval) even when
the time-series is resampled to an average 24-day revisit interval. However, the maximum,
minimum, and average (absolute value) results all show that estimates of phenological
transition timing become less precise as sampling interval increases. On average, a 3-day
increase in temporal sampling interval (e.g., from one image every three days to one image
every six days) will add one day of error onto estimates of D-values which are used as a
proxy for corn phenological stages. In a worst-case scenario, that same three-day increase
in sampling interval might add closer to two or three days of error onto the estimates,
increasing the range of possible values by a little more than three days.
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5.3 Results - 2018 PlanetScope L3H Data
This section describes the results of repeating the original experiment using the PlanetScope
L3H data product instead of the surface reflectance data product.
5.3.1 VI-Ground Truth Comparison
The R2 values of the linear regression between plot-average candidate VIs and plot-average
SPAD and LAI measurements are shown in Table 5.6 below. These candidate VIs were
previously defined in Table 5.1. As noted in Section 5.1.2.1, there were 12 days during
the 2018 growing season when SPAD data were collected and 13 days when LAI data were
collected. MSAVI2 was omitted from this analysis due to its poor performance in the
original analysis.
Table 5.6: Candidate vegetation indices, the relevant image bands, the R2 value of their
linear correlation with Soil Plant Analysis Development (SPAD) measurements, and the
R2 value of their linear correlation with leaf area index (LAI) measurements for 2018 L3H
data.
Vegetation Index Bands Used SPAD R2 Value LAI R2 Value
EVI Blue, Red, NIR 0.59 0.58
EVI2 Red, NIR 0.59 0.59
GCI Green, NIR 0.61 0.61
GNDVI Green, NIR 0.59 0.61
NDVI Red, NIR 0.58 0.59
SAVI Red, NIR 0.58 0.59
WDRVI, α = 0.1 Red, NIR 0.59 0.59
WDRVI, α = 0.2 Red, NIR 0.59 0.59
As shown in Table 5.6 above, most indices, including those using blue or green wave-
length bands, performed similarly in correlations with SPAD and LAI. This result is in
contrast to the correlations using PlanetScope surface reflectance data, in which indices
using only red and NIR wavelength bands showed stronger correlation with ground truth
measurements.
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5.3.2 Shape Model Fitting
VI time-series from all plots were fit to a temporal shape model, as described in Section
5.1.2.2. Goodness of fit results for all indices are presented in Table 5.7 below. These
results, in addition to those of the VI-SPAD and VI-LAI correlations, were also used to
inform the selection of VI for the temporal resampling analysis.
Table 5.7: Candidate vegetation indices, the R2 value of their fit to the asymmetric
double sigmoid function, averaged across all plots, and the root mean square error
(RMSE) value of their fit to the asymmetric double sigmoid function, averaged across all
plots for 2018 L3H data. Unlike most of the indices, Green Chlorophyll Index (GCI) is
not scaled between −1 and 1, so their RMSE values cannot be directly compared with
those of the other indices.







WDRVI, α = 0.1 0.946 0.046
WDRVI, α = 0.2 0.955 0.050
Time-series data for all indices generally fit the asymmetric double sigmoid function.
GNDVI, NDVI, and SAVI had the highest average R2 values across all plots. GNDVI
and NDVI had the lowest average RMSE values across all plots. In order to compare
most directly with the results from the original analysis, NDVI was used as the index for
temporal resampling tests, although this analysis suggests that GNDVI would also work
well. R2 values for plot-average NDVI time-series data ranged from 0.901 to 0.984, with an
average of 0.967, and RMSE values ranged from 0.025 to 0.045, with an average of 0.031.
Representative plot-average NDVI time-series are shown for four different plots in Figure
5.10. Residues from winter rye on the no-till fields caused artificially high NDVI values
directly after planting; NDVI values returned to baseline after the fields were treated with
a weed-killing solution. A dip in NDVI values can be seen for all plots in the middle of the
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growing season; this was due to a drought that occurred during that time period.
The average values of D1, Di, D2, D3, Dd, and D4 across all plots, taken from fitting
NDVI time-series data to the asymmetric double sigmoid function, are presented in Table
5.8 below, along with associated corn growth stages (where they were measured).
Table 5.8: Average values of D1, Di, D2, D3, Dd, and D4 across all plots, with standard
deviations included, derived from PlanetScope L3H image data, and related to
field-measured corn growth stages when applicable. Descriptions of corn growth stages are
taken from [6]. Although it was not considered in the resampling analysis, the location of







D1 152 ± 3 Green-up Vegetation emerges from the
ground.
Di 162 ± 2 V6–7 Beginning of rapid vegetative
growth.
D2 173 ± 4 Rapid stalk elon-
gation
Corn plants are growing taller.
Maximum 203 ± 5 VT-R1 Tassel fully emerged and all leaves
fully expanded. End of vegetative
growth—reproductive stages start
when any silks become visible.
D3 251 ± 6 R5—Mid-late
Dent
Starch in kernels is drying and hard-
ening.
Dd 270 ± 4 R6—
Physiological
Maturity
Maximum grain dry matter accumu-
lation, with a grain moisture content
of 30–35%.
D4 290 ± 3 Harvest Maturity Harvest occurs after grain is dried
to <20% moisture; grain is safely
stored at <15% moisture.
The average D-values calculated using PlanetScope L3H imagery differed slightly from
the ones found using the PlanetScope surface reflectance imagery. Most notably, D1 oc-
curred earlier in the growing season, around the time of green-up rather than at the begin-
Chapter 5. Task 1 - Phenological Event Timing 75
ning of rapid growth stages. Maximum NDVI calculated after curve-fitting occurred around
DOY 203, approximately ten days later than the DOY of maximum NDVI calculated in
the original experiment. The standard deviations of all D-values, with the exception of D4,
were slightly higher in this experiment than in the original experiment using PlanetScope
surface reflectance imagery.
5.3.3 Temporal Resampling
In Figures 5.11-5.14, plot-average NDVI time-series data resampled to 8-day, 13-day, 18-
day, and 23-day average revisit intervals are shown for the same four plots shown in Figure
5.10.
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Plot 63, (R2 = 0.961)























Plot 94, (R2 = 0.974)























Plot 82, (R2 = 0.978)























Plot 24, (R2 = 0.979)
Figure 5.10: Four different plot-average NDVI time-series calculated from 2018
PlanetScope L3H imagery and fit to the asymmetric double sigmoid function, shown after
points outside of the growing season have been set to the baseline NDVI value. Plot 63
was non-irrigated and treated with 200% N, Plot 94 was non-irrigated and treated with
0% N, Plot 82 was irrigated and treated with 50% N, and Plot 24 was irrigated and
treated with 75% N.
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Plot 63, (R2 = 0.96)























Plot 94, (R2 = 0.977)























Plot 82, (R2 = 0.983)























Plot 24, (R2 = 0.983)
Figure 5.11: Four different plot-average NDVI time-series calculated from PlanetScope
L3H data, resampled to an 8-day average revisit interval, and fit to the asymmetric
double sigmoid function.
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Plot 63, (R2 = 0.964)























Plot 94, (R2 = 0.973)























Plot 82, (R2 = 0.974)























Plot 24, (R2 = 0.975)
Figure 5.12: Four different plot-average NDVI time-series calculated from PlanetScope
L3H data, resampled to a 13-day average revisit interval, and fit to the asymmetric
double sigmoid function.
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Plot 63, (R2 = 0.956)























Plot 94, (R2 = 0.977)























Plot 82, (R2 = 0.984)























Plot 24, (R2 = 0.987)
Figure 5.13: Four different plot-average NDVI time-series calculated from PlanetScope
L3H data, resampled to an 18-day average revisit interval, and fit to the asymmetric
double sigmoid function.
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Plot 63, (R2 = 0.978)























Plot 94, (R2 = 0.994)























Plot 82, (R2 = 0.995)























Plot 24, (R2 = 0.99)
Figure 5.14: Four different plot-average NDVI time-series calculated from PlanetScope
L3H data, resampled to a 23-day average revisit interval, and fit to the asymmetric
double sigmoid function.
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Some changes in curve shape can be witnessed with increases in revisit interval, espe-
cially in the non-irrigated plots, but these effects are less strong than in the original analysis
using non-harmonized PlanetScope data. The following analysis attempts to quantify the
effect of increasing revisit interval on changes in and uncertainty of D-value estimates for
the PlanetScope L3H imagery.
Temporal resampling had little to no effect on the spatial variability of D-value esti-
mates. The average values of D1, Di, D2, D3, Dd, and D4 across all plots changed by less
than one day for revisit intervals of up to 24 days.
Temporal resampling had some effect on temporal variation in D-value estimates. The
average absolute deviations of all six D-values from the original D-values at each temporal
revisit rate, averaged over all 32 field plots, are shown in Figure 5.15. All six plots in Figure
5.15 display a similar pattern of increasing average absolute deviation with increasing time
between images. This result shows that, as the temporal sampling interval increases,
estimates of all phenological transition dates vary more and are more dependent on which
images are available. Compared to the original result, shown in Figure 5.8, the trends are
similar, but the magnitude is less.
As in the original study, the performance across all six phenological transition times
was averaged for the remaining analysis. Figure 5.16 shows the range of D-values after
temporal resampling, the maximum absolute deviation of post-resampling D-values from
original D-values, and the average absolute deviation of post-resampling D-values from
original D-values, all as functions of revisit interval. As described in Section 5.1.3, these
statistics were first calculated separately for each of the 32 plots and each of the six D-
values, and were then averaged across all plots and D-values.
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Figure 5.15: Average absolute deviations of D1, Di, D2, D3, Dd, and D4 from the
original D-values, shown as a function of average temporal revisit rate. Each data point
represents the deviation of the calculated D-value across all resampled time-series at that
particular image frequency. These statistics were collected separately for each individual
plot and were then averaged for analysis; the data points presented above represent the
average of statistics across all 32 plots.
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Linear fit (m = 0.646)
Maximum absolute difference
Linear fit (m = 0.397)
Average absolute difference
Linear fit (m = 0.178)
Figure 5.16: Range of D-values after temporal resampling, maximum absolute deviation
of post-resampling D-values from original D-value, and average absolute deviation of
post-resampling D-values from original D-value, shown as functions of average revisit
interval. These statistics were collected separately for each individual D-value and each
individual plot and were then averaged for analysis; the data points presented above
represent the average of statistics across all six D-values and all 32 plots, calculated using
PlanetScope L3H imagery.
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As shown in Figures 5.15 and 5.16, measured statistics for estimates of phenological
transition dates, derived from curve-fitting, appeared to increase linearly with increase
in the number of days between subsequent images. As in the original experiment, the
statistics considered included: (1) the average absolute deviations of individual D-values
from original values, (2) the range of estimated D-values at each revisit interval, averaged
over all six D values, (3) the maximum absolute difference between D-values estimated
from resampled time-series data and D-values estimated from original time-series data,
averaged over all six D values, and (4) the average absolute difference between D-values
estimated from resampled time-series data and D-values estimated from original time-series
data, averaged over all six D values. The median and mean differences were also calculated.
Some of these results are presented in Table 5.9 below.
Table 5.9: Statistics used for assessing the impact of average temporal revisit rate on
phenological transition timing estimation. The slope of linear fit refers to the slope of the
named statistic vs. the temporal revisit rate.
Metric (Days) Slope of Linear Fit R2
Average absolute difference 0.178 0.90
Maximum absolute difference 0.397 0.89
Difference range (Maximum − Minimum) 0.646 0.91
The mean and median values of the estimated phenological transition dates shift by
less than one day from the original time-series (daily revisit) even when the time-series
is resampled to a 24-day revisit interval. However, the maximum, minimum, and average
(absolute value) results all show that estimates of phenological transition timing become
less precise as sampling interval increases. On average, a six-day increase in temporal
sampling interval (e.g., from one image every day to one image every seven days) will add
approximately one day of error onto estimates of D-values which are used as a proxy for
corn phenological stages. In a worst-case scenario, that same six-day increase in sampling
interval might add around two days of error onto the estimates, increasing the range of
possible values by three or four days. This six-day increase in temporal sampling interval
for the PlanetScope L3H imagery adds a similar amount of error to D-value estimates as a
three-day increase in temporal sampling interval for the lower-quality PlanetScope surface
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reflectance imagery.
5.4 Discussion
5.4.1 VI-Ground Truth Correlation and Initial Shape Model Fitting
The results of the VI-SPAD correlation, VI-LAI correlation, and initial shape model fitting
show that the PlanetScope surface reflectance image product may be related to ground-
measured phenology, which is consistent with current research [77], [79].
For the VIs derived from PlanetScope surface reflectance imagery, the best results of
the VIs tested for the SPAD correlation came from those that used only the red and
NIR bands: NDVI (R2 = 0.54), SAVI (R2 = 0.54), EVI2 (R2 = 0.54), WDRVI (α = 0.1,
R2 = 0.54), and WDRVI (α = 0.2, R2 = 0.53). The indices incorporating blue (EVI) or
green (GCI, GNDVI) bands all underperformed in the SPAD correlation compared to these
indices. This relationship held even for two similar indices (EVI and EVI2); the two-band
EVI2 showed a stronger correlation with SPAD measurements than the three-band EVI.
Since the EVI and EVI2 performed similarly in the LAI correlation, it seems likely that
one or more of the images used in the SPAD correlation had calibration issues. A likely
source of error is residual cloud or aerosol effects remaining in some of the imagery after
atmospheric compensation, which can cause the reflectance in the blue band to appear
higher than expected; the creators of EVI2 cite this effect as one of the main sources of
large discrepancy between EVI and EVI2 [15]. It is also possible that some of the satellites
collecting the imagery over the fields were poorly cross-calibrated with one another. When
the VI-SPAD correlation was repeated with VIs derived from PlanetScope L3H imagery, all
indices performed similarly in the SPAD correlation, with R2 values ranging from 0.58 to
0.61. These results suggests that the red and NIR band spectral reflectances are adequate
for characterizing leaf chlorophyll content in either data source, but that green and blue
band reflectances may also be used when the image data are of higher radiometric quality.
For the VIs derived from PlanetScope surface reflectance imagery, the best results for
VI-LAI correlation came from EVI (R2 = 0.78), as well as the indices that performed well
in the SPAD correlation: EVI2 (R2 = 0.76), NDVI (R2 = 0.77), SAVI (R2 = 0.77), WDRVI
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(α = 0.1, R2 = 0.74), and WDRVI (α = 0.2, R2 = 0.75), which all performed similarly.
When looking only at VIs derived from the original surface reflectance imagery, VI-LAI
correlations were generally stronger than the VI-SPAD correlations, possibly because there
were fewer dates when LAI measurements and usable surface reflectance images were both
collected. When the VI-LAI correlation was repeated with VIs derived from PlanetScope
L3H imagery, seven more dates were added to the analysis. Most indices performed simi-
larly in the LAI correlation, with R2 values ranging from 0.58 to 0.61.
For the PlanetScope surface reflectance data, the results of the SPAD and LAI cor-
relations showed that the EVI2, NDVI, SAVI, and both WDRVI indices correlated most
strongly with the in situ measurements for this study. For the PlanetScope L3H data, all
indices performed similarly in SPAD and LAI correlations, with the indices using the green
band reflectance (GCI and GNDVI) slightly outperforming other indices.
In initial curve-fitting tests for the PlanetScope surface reflectance data, NDVI and
SAVI had the highest average R2 values (R2 = 0.922) across all plots. NDVI and GNDVI
had the lowest average RMSE values (NDVI RMSE = 0.045; GNDVI RMSE = 0.046)
across all plots. NDVI was selected as the index for the temporal resampling tests. When
tests were repeated with PlanetScope L3H data, GNDVI, NDVI, and SAVI had the highest
average R2 values (GNDVI R2 = 0.958; NDVI and SAVI R2 = 0.955) and lowest average
RMSE values (GNDVI RMSE = 0.024; NDVI RMSE = 0.039; SAVI RMSE = 0.059) across
all plots. Although GNDVI slightly outperformed NDVI for this dataset, NDVI was kept
as the index for temporal resampling tests to ensure a more direct comparison.
Ground-measured corn growth stages were related back to D-values estimated from
curve-fitting. For the PlanetScope surface reflectance data, these included V6-7, which
occurred around D1, V9-10, which occurred around Di, R5 (Dent), which occurred around
D3, and R6 (Physiological Maturity), which occurred around Dd. For the PlanetScope
L3H data, D1 occurred earlier in the growing season, closer to vegetation green-up than
to V6-7, and Dd occurred later in the growing season, shortly before the harvest. These
differences may be in part due to differences in data quality and image availability, as the
L3H data product is of higher radiometric quality than the surface reflectance data product
and was provided on a daily basis.
For the PlanetScope surface reflectance data, there appeared to be more cross-plot
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variability in the mid-to-late growing season than there was in the early season, with
respect to D-value estimates. Whereas the dates of D1 and Di were relatively constant
across all plots, with a standard deviation of only one day, the dates of D3, Dd, and D4
were more variable, with standard deviations of 3-5 days. Some of this variability may
be explained by uneven image availability during the second half of the growing season,
with a 20-day gap in coverage between 6 September (DOY 149) and 26 September (DOY
169) that may have made precise fitting more difficult. The D-values estimated using
PlanetScope L3H data showed the greatest variation around the middle of the time-series,
with standard deviations of 4-6 days for the dates of D2, D3, and Dd. The mid-season
drought that caused a dip in NDVI for all plots may have made precise fitting of the center
of the curve more difficult.
Some amount of variability in image-derived growth stage estimates is consistent with
field-measured variability in the growth stages. Variability in plants in the early vegetative
stages was observed to be minimal (one leaf difference at most); variability in plants in the
late vegetative and reproductive stages was observed to be slightly larger (approximately
a week of time difference in observed tasseling dates). This variability is likely due in large
part to the differences in irrigation and nitrogen treatment for different plots. Although
corn growth rate is heavily tied to temperature, which did not vary spatially across plots,
it can also be affected by water and nutrient availability; the presence of environmental
stressors can lengthen the time spent in the vegetative (leaf growth) stages and shorten
the amount of time spent in the reproductive stages [6]. Differing nitrogen treatments
were not applied until a few days before the average occurrence of D1; irrigation was not
started until early July (3 July: DOY 184, for the small plots, and 6 July: DOY 187, for
all plots), which fell after the average occurrence of D2 and before the plot-average NDVI
values peaked.
5.4.2 Temporal Resampling
In the temporal resampling analysis, the average absolute deviations of individual D-values
from their original values were considered separately. For both datasets, average absolute
deviation appeared to increase for all D-values with increasing revisit interval. With the ex-
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ception of D2, D-values derived from PlanetScope L3H imagery deviated less from original
values than those derived from PlanetScope surface reflectance imagery. For the D-values
derived from PlanetScope surface reflectance data, D4 had the greatest amount of devia-
tion in estimates, even at higher frequency sampling. Referring back to Figure 5.1, which
shows an NDVI time-series derived from one of the 32 plots, it is clear that there is sig-
nificant fluctuation between the image-to-image measurements of NDVI around D4. The
fluctuations in late-season NDVI exhibited by this plot are representative of fluctuations
exhibited by all plots in the study. For plot 74 in particular (the plot pictured in Figure
5.1), the NDVI values between DOY 159 and DOY 298 ranged between 0.29 and 0.52.
Some amount of fluctuation may be attributable to errors in atmospheric compensation,
cross-satellite calibration, or differences in illumination conditions day-to-day [67]. It is
also worth noting that there was a 20-day gap in the imagery during the senescence pe-
riod, between images collected on 6 September (DOY 249) and 26 September (DOY 269).
This gap in the data may have made D-values occurring near or within this gap (D3, Dd,
and D4) more difficult to fit accurately. For the D-values derived from PlanetScope L3H
data, D2 and D4 had the greatest amounts of deviation in estimates, especially at revisit
intervals greater than 15 days. It is likely that the mid-season dip in NDVI caused by
drought made D2 difficult to fit accurately; many plots exhibited a sharp peak in NDVI
around DOY 175-180 followed by a drop in NDVI to a local minimum around DOY 200,
rather than the smooth leveling off behavior expected for healthy vegetation.
When the performance across all six D-values was averaged, all measured statistics for
estimates of phenological transition dates derived from curve-fitting appeared to increase
linearly with increase in the average number of days between subsequent images. These
statistics included: (1) the range of estimated D-values at each revisit interval, averaged
over all six D values, (2) the maximum absolute difference between D-values estimated from
resampled time-series data and D-values estimated from original time-series data, averaged
over all six D values, and (3) the average absolute difference between D-values estimated
from resampled time-series data and D-values estimated from original time-series data,
averaged over all six D values. For the PlanetScope surface reflectance data, on average,
a 3-day increase in temporal sampling interval (e.g., from one image every three days to
one image every six days) was found to add one day of error onto estimates of D-values
Chapter 5. Task 1 - Phenological Event Timing 89
which are used as a proxy for corn phenological stages. In a worst-case scenario, that same
3-day increase in sampling interval might add closer to two or three days of error onto the
estimates, increasing the range of possible values by a little more than three days. For the
PlanetScope L3H data, on average, a 6-day increase in temporal sampling interval (e.g.,
from one image every day to one image every seven days) was found to add one day of error
onto estimates of D-values. In a worst-case scenario, that same 6-day increase in sampling
interval might add around two days of error onto the estimates, increasing the range of
possible values by three or four days. The 6-day increase in temporal sampling interval for
the PlanetScope L3H imagery adds a similar amount of error onto D-value estimates as a
3-day increase in interval for the lower-quality PlanetScope surface reflectance imagery.
Changes in the estimated timing of D1, D2, D3, and D4 will affect the image-based
estimation of the associated corn phenological stages described in Table 5.4. If significant
enough, these uncertainties could lead to errors in crop management (e.g., applying addi-
tional nitrogen fertilizer too early or too late in the growing season). Additionally, errors
in D-value estimation may lead to error in remote sensing tasks that rely on these D-values
and associated VI values in order to make predictions, as described in Section 5.1.2.2.
The apparent linear increases in error with increasing sampling interval for both datasets
are consistent with the result obtained from the modeled (i.e., ideal, non-noise-added) data
from the study of Zhang et al. [3], which performed a similar analysis using MODIS-derived
EVI time-series data. This study contributes uniquely to previous literature, however, in
a couple of ways. First, it uses very high spatial resolution (pixel size < 10 m) satellite
imagery for this temporal sampling analysis. It is important to understand how these tem-
poral effects play out in high spatial resolution systems because image heterogeneity, which
is affected by pixel size, is an important consideration in agricultural monitoring [80], and
because recent agricultural monitoring efforts have been shifting towards the use of higher
spatial resolution data [2], [56], [69]. Second, it compares two different image sources of the
same field over the same time period in order to see how data quality might affect these
results. When PlanetScope imagery is gap-filled and processed to be radiometrically con-
sistent with Landsat 8 and Sentinel-2 imagery, the rate of increase in error with increasing
sampling interval is approximately halved.
This work builds on previous studies defining temporal sampling requirements for cloud-
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free imaging [58] and for “reasonably clear” (70-95% cloud-free) imaging of agriculture [81]
by considering the specific effect of temporal revisit intervals on corn phenology monitoring
via shape model fitting. The parameters obtained from shape model fitting may be used, as
they were in this study, to estimate corn phenological stages and approximate phenological
transition timing. In other studies, these same parameters have been used for agricultural
remote sensing tasks including crop mapping [27] and yield prediction [29].
5.4.3 Limitations and Sources of Error
There are a couple of limitations to this study. First, it is small, representing only one
crop (maize) over a small area, meaning that the results may not generalize to all crops,
locations, and growing conditions. Second, initial values of curve fitting parameters were
observed to have a small effect on final fitting results. While these values were selected
based on initial curve-fitting tests and kept consistent across all curve fits, it is possible
that changes in these parameters could have minor impacts on goodness-of-fit or transition
timing estimates for some of the plots.
The initial study, which only used PlanetScope surface reflectance imagery, had a couple
of additional limitations which were addressed in the follow-up analysis using the Plan-
etScope L3H surface reflectance data product. First, the image availability was limited to
the images that the PlanetScope constellation was able to collect, meaning that some por-
tions of the time-series had gaps due to cloud cover and other collection issues, even before
data points were removed. Second, the PlanetScope satellites provide imagery that is of
low radiometric quality compared to imagery from satellites like Landsat 8 or Sentinel-2
[67]. Large day-to-day changes in average NDVI can be observed in Figure 5.1. Some of
these day-to-day changes may be attributable to ground-observable differences in the corn,
such as decreases in visible leaf area when leaves curl in hot weather, or slight differences in
time of collection, which generally occurred at the same time of day within a thirty-minute
window. However, many of these changes in the imagery are likely not attributable to
actual changes on the ground. Some possible sources of noise include poor cross-sensor
calibration and limited atmospheric compensation. The PlanetScope surface reflectance
product used in this study is limited in several ways: it does not correct for haze or thin
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cirrus clouds, it uses a single global model for aerosols, and it does not account for BRDF
effects, stray light, or adjacency effects [66]. In the VI-SPAD correlation, it was observed
that EVI and EVI2 differed significantly, an effect that is most likely attributed to un-
detected atmospheric water vapor or aerosols affecting the retrieved reflectance spectra.
Because the PlanetScope L3H surface reflectance data product is cloud-masked, gap-filled,
and processed to be radiometrically consistent with 30-meter HLS imagery collected over
the same area during the same time period, the secondary analysis using the L3H imagery
did not exhibit these weaknesses.
5.5 Summary
In this study, we have quantified the impact of temporal sampling frequency on our ability
to accurately estimate corn phenological transition timing from high-resolution satellite
imagery. The experiment was performed using two different image sources, both collected
over a corn field in Maryland during the 2018 growing season: high-frequency PlanetScope
surface reflectance imagery, and daily PlanetScope L3H surface reflectance imagery. Using
these image sources, we generated plot-average NDVI time-series data, fit the data to
an asymmetric double sigmoid function, and used curve-fitting parameters to derive corn
phenological stages. After initial fitting, images were removed from the time-series and
fitting was performed on the sampled time-series to see how image frequency affected the
results.
For both datasets, average and maximum errors in estimates were shown to increase
linearly with increase in average temporal spacing between images. For the PlanetScope
surface reflectance imagery, on average, a 3-day increase in temporal sampling interval was
found to add one day of error to phenological transition timing estimates; maximally, a
3-day increase in temporal sampling interval was found to add closer to two or three days
of error to the same estimates. For the higher-quality PlanetScope L3H surface reflectance
imagery, on average, a 6-day increase in temporal sampling interval was found to add
one day of error onto phenological transition timing estimates; maximally, the same 6-day
increase was found to add closer to two days of error onto the same estimates. To the best of
our knowledge, this is the first study to derive quantitative relationships between satellite
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revisit interval and accuracy of shape model fitting parameter estimation for very high
resolution (<10 m GSD) imagery, which may prove important for near-daily observation
of farms that cannot be resolved by coarser sensors like MODIS.
Despite the limited scope of this study, these results show that CubeSats can be used
for corn monitoring and phenological transition timing estimates, that less frequent obser-
vations lead to linearly increasing error in these estimates, and that differences in image
quality also affect the amount of error. This study provides a guideline for determining
the necessary observation frequency for agricultural monitoring via shape model fitting,
depending on the need for precision in the specific monitoring application, and provides a
novel contribution to ongoing research into temporal and spatial image requirements for
agricultural monitoring needs.
The results of the initial experiment using the PlanetScope surface reflectance data
product were published in Remote Sensing [82].
Chapter 6
Task 2 - Yield Correlation
This chapter discusses the second experiment of this research, which aimed to investigate
the effects of image availability - in terms of time-series end date and satellite imaging
frequency - on the accuracy of VI-yield correlation. Because the dataset used for this
research was small, consisting of imagery of one crop (maize) over a single study site,
this section focuses on the trends in yield correlation accuracy, rather than on the specific
parameters of the equations used to relate VI to yield.
6.1 Approach
6.1.1 Data Collection
This experiment was performed using 2018 and 2019 PlanetScope L3H imagery, processed
to plot-average VI, as described in Section 4.5, and cleaned yield data, processed to plot-
average yield, as described in Section 4.3. As mentioned in Section 4.3 and shown in
Figures 4.4 and 4.5, there were 17 plots for VI-yield correlation in 2019 and 20 plots for
VI-yield correlation in 2018.
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6.1.2 Preparing a VI Time-Series for VI-Yield Correlation
Because this experiment dealt with temporally resampled data, VI time-series needed to
be smoothed and gap-filled before VI could be correlated with yield. Two methods for
smoothing and gap-filling VI time-series were considered in this paper: shape model fitting
and local fitting to a polynomial function.
The method used for shape model fitting was the same as in the first experiment,
described in Section 5.1.2.2. The other method used for smoothing and gap-filling time-
series data in this experiment involved smoothing the data using a local, moving filter,
rather than fitting a function to the entire time-series. This approach may be less difficult
to implement on data that are noisy or collected before the growing season has ended.
This paper adapted the flexible fitting (Flexfit) method detailed by Gao et al. for this
task [83]. Although Flexfit is similar to Savitsky-Golay filtering, which has been shown
effective at smoothing VI time-series [84], it has a couple of additional capabilities: it can
fill gaps in the data instead of just smoothing it and can be implemented in datasets that
are not uniformly spaced. In this paper, Flexfit was implemented as follows, using the
polyfit function in MATLAB R2018b for the least-squares polynomial fitting step:
1. For each point in time that you wish to fit, find the five nearest points.
2. Perform least-squares fitting of a fourth-order polynomial on those five points.
3. Take the value of the polynomial at that point in time as the VI at that point.
It is possible to change the number of points or degree of polynomial used in the fitting,
or to impose other restrictions on the fit.
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Figure 6.1: Daily GNDVI time-series data after both smoothing methods, shown for (a) a
low-yield plot in 2018 (Plot 53, 3456 kg/ha), (b) a low-yield plot in 2019 (Plot 11, 2810
kg/ha), (c) a high-yield plot in 2018 (Plot 73, 9790 kg/ha), and (d) a high-yield plot in
2019 (Plot 23, 10219 kg/ha). Mid-summer drought in 2018 caused a large dip in GNDVI
for non-irrigated plots (a) and a small dip in GNDVI for irrigated plots (c). Because
Flexfit in these plots was performed on daily time-series data, it looks very similar to the
non-smoothed data.
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Since variations in growing conditions cause plots to emerge on different days and ma-
ture at different rates, some researchers have found that it makes sense to use phenological
transition times as a reference point (e.g. days after green-up, days before silking, etc.)
rather than day of year [32], [33], [78], [85]–[88]. In this experiment, two such reference
points were considered: day of peak VI [78] and green-up date [32].
Day of peak VI for each plot was found by searching for the maximum VI value reached
by each plot. The day on which the maximum VI occurred was recorded unless it was on
the last day of the time-series (suggesting that the crops may not have reached their peak
VI value yet) or the maximum value occurred over three or more days (suggesting a possible
bad fit). For time-series fit using the asymmetric double sigmoid function, the parameter
D1 was used as a proxy for green-up date and was calculated for each plot as described
previously. For time-series fit using Flexfit, the green-up date was calculated using the
Moving Average Convergence Divergence (MACD) approach outlined by Gao et al. [83].
The MACD uses the difference between two Exponential Moving Averages (EMA) –
one calculated over a shorter period (a) and one over a longer period (b) – to identify new
trends in a time-series. A signal line is an EMA of the MACD series for a different period
(c). Although this approach was originally designed to monitor changes in stock prices, it
was adapted by Gao et al. to detect corn and soybean green-up dates [83]. The MACD
divergence, also called a histogram, for date t is defined by the following set of equations:
MACDdiv(t) = MACD(t)− EMA(MACD(t), c) (6.1)
MACD(t) = EMA(v(t), a)− EMA(v(t), n) (6.2)
EMA(v(t), n) = v(t) ∗ k + EMA(v(t− 1), n) ∗ (1− k) (6.3)
k = 2.0/(n+ 1) (6.4)
Where v(t) is the time-series VI, EMA is the time-series exponential moving average, and
n is the number of days used to compute EMA. EMA is a weighted moving average that
gives more weight to recent observations. The computation of EMA starts from index n+1,
with the first EMA at t = n computed using a simple moving average (SMA) based on the
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beginning n points:




Once MACD divergence is calculated for the entire time-series, potential green-up
events are found by looking for increasing trends of the time-series VI at date t that
satisfy the following conditions:
1. v(t) > min VI greenup
2. v(t) < max VI greenup
3. MACD div(t− 1) < MACD div threshold
4. MACD div(t) > MACD div threshold
5. MACD(t) < MACD threshold
Finally, the momentum (m) of these potential green-up events was calculated using the
cumulative positive MACD between each potential green-up event and the next green-up






Green-up events were kept if their momentum was greater than 0.01, they occurred within
20 days of the planting date, and they passed a final test: the simple moving average (SMA)
of the VI time-series (v) over an n-day window should increase between the green-up date
(used as the middle value of the SMA calculation) and the point n days after the green-up
date. The equation for this VI-test is given below:
SMA(v(greenup, n)) < SMA(v(greenup + n, n)) (6.7)
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Values of a = 12, b = 20, and c = 15 were used for the MACD divergence calculations,
and a value of n = 7 days was used for the VI-test. While the values for a, b, and c were
based on experimentation with different values, the various threshold values for green-up
detection and the window size for the VI-test were taken from the paper proposing this
method [83]. Examples of smoothed GNDVI time-series data for low-yield and high-yield
plots in 2018 and 2019 are shown in Figure 6.1.
Finally, once plot-average VI time-series are smoothed, gap-filled, and temporally re-
aligned at green-up, D1, or peak VI dates, plot-average VI for each day of the growing
season can be correlated with plot-average yield using fitting to a linear [33] or exponential
[32] equation. Linear least squares correlation was performed using the ‘poly1’ fittype of the
MATLAB fit function, and exponential correlation was performed using the ‘exp1’ fittype.
Default MATLAB settings were used to perform fitting. For exponential correlation, these
settings included nonlinear least-squares fitting using the Trust-Region algorithm with a
maximum of 400 iterations used for the fit. The equation for the exponential function is
given below:
yield = a ∗ eb∗v(t) (6.8)
where a and b are constants determined by fitting, and v(t) is the time-series GNDVI
after gap-filling and smoothing. Some examples of the exponential correlation are shown
in Figure 6.2.
6.1.3 Parameter Selection
Several initial experiments were performed to choose parameters for the temporal resam-
pling experiments that are the main focus of this paper. These included choosing a
VI, choosing between linear and exponential correlation, choosing between temporal re-
alignment at D1/green-up or day of peak VI, and choosing parameters for Flexfit and
MACD green-up detection.
Eight different vegetation indices were tested on full, smoothed time-series data with
both linear and exponential correlations. These indices were the Enhanced Vegetation In-
dex (EVI) [9], 2-Band Enhanced Vegetation Index (EVI2) [15], Green Chlorophyll Index
(GCI) [12], Green Normalized Difference Vegetation Index (GNDVI) [12], Normalized Dif-
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Exponential fit, 0.0357e16.1 v(t)
R2 = 0.95, RMSE = 487 kg/ha


























Exponential fit, 71.5e6.57 v(t)
R2 = 0.85, RMSE = 844 kg/ha
Figure 6.2: Examples of exponential correlation performed after gap-filling and
smoothing. (a) 2019 plot-average yield vs. plot-average GNDVI 72 days after green-up,
calculated after performing flexible fitting on daily GNDVI time-series data. (b) 2018
plot-average yield vs. plot-average GNDVI 52 days after green-up, calculated after
performing flexible fitting on daily GNDVI time-series data.
ference Vegetation Index (NDVI) [89], Soil-Adjusted Vegetation Index (SAVI) [10], Wide
Dynamic Range Vegetation Index (WDRVI, α = 0.1) [13], and MODIS Wide Dynamic
Range Vegetation Index (WDRVI, α = 0.2) [78]. In general, they all performed simi-
larly. GNDVI (Equation 3.14) was chosen for the temporal resampling experiments, as it
performed well across multiple scenarios, but most of the other indices would have likely
worked.
Similarly, in initial experiments, both linear and exponential functions for VI-yield
correlations were considered. Both correlation types exhibited similar behavior. In the 2019
data, which represented a more typical growing season, exponential correlations generally
exhibited slightly higher R2 values than linear correlations. Because of this, exponential
function fitting was used for VI-yield correlation in the temporal resampling experiments,
but linear fitting would have given similar results. Some researchers use cumulative metrics,
such as integrated VI time-series data, for VI-yield correlation [29]; integrated VI data
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were not considered in this work because they achieved lower R2 values than single-day
correlations in initial experiments.
Temporal re-alignment at the day of peak GNDVI was considered in initial experiments.
Although this method performed similarly to re-alignment at D1 or green-up for time-series
ending late in the growing season, it was not usable for time-series ending around or before
the day of peak VI.
Second-order, third-order, and fourth-order polynomials were considered for use in the
Flexfit algorithm. In order to choose, VI time-series data were resampled to different
revisit intervals and gap- filled and smoothed using the Flexfit method with second, third,
and fourth-order polynomial functions. Root mean square error (RMSE) was calculated
between the Flexfit-generated time-series and original data. For all revisit intervals, time-
series that were gap-filled and smoothed using fourth-order polynomials were the closest
to the original time-series data, with the lowest RMSE.
To choose values of a, b, and c for MACD divergence calculation, many different combi-
nations were tested. Values of a ranged from 5-15, values of b ranged from 10-20, and values
of c ranged from 5-15. Using the largest values for a, b, and c resulted in green-up dates
detected 3-4 days later than those calculated using the smallest values of those parameters,
but relationships between green-up dates for different plots (i.e. green-up for plot A occurs
one day before green-up for plot B) were preserved across different a-b-c combinations.
Because later-detected green-ups were more likely to pass the VI-test (Equation 6.7), the
relatively large values of a = 12, b = 20, and c = 15 were chosen for this experiment.
6.1.4 Temporal Resampling Experiments
Daily plot-average GNDVI time-series for 20 different corn plots in 2018 and 17 different
corn plots in 2019 were resampled to different revisit, intervals which ranged from one to
30 days between successive images. Resampling was performed as follows. Starting with
the first day of the time-series, sequences of dates were created that were defined by revisit
interval and offset from the starting date (ranging from 0 – i.e. starting at on DOY 1 – to
revisit interval minus 1). For example, there were two 2-day sequences given by (1,3,5,. . . )
and (2,4,6,. . . ), three 3-day sequences, and so on. The plot-average GNDVI at these dates
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were used as the resampled time-series data for the experiments.
After resampling, plot-average VI time-series were smoothed and gap-filled according
to one of two methods: fitting the data to an asymmetric double sigmoid function, or local
polynomial fitting with Flexfit. They were re-aligned at D1 (asymmetric double sigmoid
function fit) or green-up (Flexfit). Plot-average yield after re-alignment was correlated
with plot-average GNDVI using exponential function fitting, and goodness-of-fit results
(R2 and RMSE), as well as day of best correlation (in relation to D1 or green-up), were
recorded. Finally, data points were removed from the end of the time-series and the process
of smoothing and gap-filling, re-alignment, and yield correlation was repeated. For the 2019
data, time-series end dates ranged from DOY 280 (three days after harvest) to DOY 171
(approximately 20 days before peak GNDVI). For the 2018 data, time-series end dates
ranged from DOY 300 (one day after harvest) to DOY 161 (approximately 20 days before
the first peak in GNDVI).
The goal of these experiments was to understand which fitting methods were most
accurate for VI-yield prediction, as well as understanding how these methods were affected
by increasing the time between subsequent images or by attempting to predict yield early
in the growing season.
6.2 Results
The following sections describe the results of different resampling experiments. These
include comparisons between different fitting methods, and effects of image frequency and
time-series end date on yield prediction accuracy.
6.2.1 Effects of Time-Series End Date on VI-Yield Correlation
Figure 6.3 shows the R2 and RMSE values for GNDVI-yield correlations as a function of
time-series end date, looking only at fitting performed on daily image time-series data,
and Table 6.1 shows the days, R2 values, and RMSE values of the best and second-best
GNDVI-yield correlation for different fitting methods and years. Although these data are
presented in terms of time-series end date, DOY can easily be converted to days after
planting by subtracting 129 days from DOY for the 2018 data or 141 days from DOY
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Figure 6.3: Highest-possible R2 and corresponding RMSE values for GNDVI-yield
exponential correlation for daily time-series data, shown as a function of time-series end
date. Vertical lines show the approximate times during the growing season when plants
reached the reproductive stages (VT/R1 - tassel and silk) and when plants reached
physiological maturity (R6). (a) 2018 R2 values. (b) 2019 R2 values. (c) 2018 RMSE
values. (d) 2019 RMSE values.
for the 2019 data. In Table 6.1, “End DOY” shows the earliest time-series end dates for
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Table 6.1: Time-series end dates at which R2 for GNDVI-yield correlations reach their














Best 223 72 0.95 486
Second-Best 205 54 0.86 833
2019 Shape Model Best 223 58-64 0.95± 0.01 494± 38
2018 Flexfit
Best 214 65 0.92 620
Second-Best 201 52 0.85 844
2018 Shape Model Best 214 59-84 0.89± 0.01 733± 23
*Quantities for shape model fitting are presented as an average of the relatively flat
portions of the curve in Figure 6.3, i.e. DOY 214 and later in 2018, and DOY 223
and later in 2019.
each year at which GNDVI-yield correlation R2 reach their peak values, while “Days After
Green-Up” shows the actual days when GNDVI-yield correlation is highest. For shape
model fitting, these quantities don’t always match, as extra data points at the end of the
time-series can be helpful for getting a good curve fit around the day of best correlation.
Finally, quantities for shape model fitting are presented as a range of values over the flat
portions of the curve, i.e. DOY 214 and later in 2018 and DOY 223 and later in 2019.
This was done to account for fluctuations in the shape model fitting process. Because the
shape model fits the entire time-series, it gives different values for day of best correlation
depending on time-series end date.
For both fitting methods, R2 correlations are generally higher and RMSE values are
generally lower for later time-series end dates. In the 2018 Flexfit data, distinct drop-offs
in R2 correlation occur around DOY 214 and DOY 197. In the 2019 Flexfit data, drop-offs
in R2 correlation occur around DOY 223, DOY 205, and DOY 193. The 2018 and 2019
shape model fitting data shows similar decline in R2 correlation with earlier time-series end
dates, but changes are more noisy and less discrete than in the Flexfit data. Because of
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this, days of second-best correlation have not been reported in Table 6.1 for shape model
fitting, although it can be seen in Figure 6.3 that the sharpest drop-offs in R2 for both
years and both fitting methods occur around or slightly before the start of the reproductive
stages.
As will be discussed in the following section, time-series at different revisit intervals
generally follow similar trends, but with noisier and slightly lower R2 values from correla-
tion.
6.2.2 Effects of Revisit Interval on VI-Yield Correlation
Figure 6.4 shows the R2 of GNDVI-yield correlation for several different revisit intervals
(1, 10, 20, and 30 days) as a function of time-series end date. Two dates are marked on
the plots: T1 (DOY 197 in 2018 and DOY 193 in 2019) and T2 (DOY 214 in 2018 and
DOY 223 in 2019). T1 is the earliest date of stable GNDVI-yield correlation; time-series
data ending before T1 drop rapidly in R2 correlation, as discussed in Section 6.2.1. T2 is
the date of peak GNDVI-yield correlation; time-series data ending on or after T2 achieve
maximum R2 correlation for the case of daily revisit, as discussed in Section 6.2.1. For the
2019 data, and to a lesser extent the 2018 data, the variability in goodness of correlation (as
measured by R2) increases with increasing revisit interval. Although RMSE is not shown in
this figure, it follows similar trends of increasing variability with increasing revisit interval.
The regularity of the R2 oscillations visible after T2 in Figures 6.4b and 6.4d suggests that
some images within the 2019 dataset were more important to yield correlation than others
- perhaps there are a few misleading images that skew the results when they are sampled
without other points around them. Resampling the data at regular intervals ensures that
any particularly “good” or “bad” points will be used in the correlation at regularly-spaced
time-series end dates.
Figure 6.5 further explores the R2 values for GNDVI-yield correlation performed after
the day of peak correlation (T2). On the left, the average of R2 values for time-series end
dates ranging from T2 to harvest are shown for each revisit interval. On the right, the
lowest-occurring R2 value for each revisit interval within that same range of dates is shown.
For example, in Figure 6.4a, it can be seen that R2 for 2018 time-series data sampled to 30-
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Figure 6.4: R2 of GNDVI-yield correlation for several different revisit intervals. T1 marks
the end date before which sharp drop-offs in GNDVI-yield correlation occur (DOY 197 in
2018, DOY 193 in 2019). T2 marks the end date after which peak correlation occurs
(DOY 214 in 2018, DOY 223 in 2019). (a) 2018 Shape Model Fitting data. (b) 2019
Shape Model Fitting data. (c) 2018 Flexfit data. (d) 2019 Flexfit data.
day revisit intervals before being smoothed by shape model fitting reaches an approximate
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Figure 6.5: Mean and minimum R2, calculated over time-series data ending after the day
of peak GNDVI-yield correlation (T2 in Figure 6.4), shown as a function of revisit
interval. Statistics for 2018 data were calculated over time-series end DOY 214-300, and
statistics for 2019 data were calculated over time-series end DOY 223-280. (a) Mean
value of R2 for time-series ending after the day of peak correlation. (b) Lowest value of
R2 for time-series ending after the day of peak correlation.
minimum value of 0.6 around DOY 220. In Figure 6.5b, that minimum R2 value of 0.6 is
marked on the plot for the 2018 shape model fitting data at the 30-day revisit interval.
In general, the mean R2 values over this date range decrease fairly slowly with increasing
revisit interval. Mean R2 values for 2019 data, which were higher than those for 2018 data
when daily imagery is used, only decrease by 0.05 or more when sampled from 1-day to 22-
day revisit intervals (shape model fitting) or from 1-day to 30-day revisit intervals (Flexfit).
Mean R2 values for 2018 data never decrease by 0.05 or more, even when sampled from
1-day to 30-day revisit intervals. For time-series data at large revisit intervals (≥ 20 days),
mean Flexfit R2 is higher than mean shape model fitting R2 for both years of data. R2
values for both years of shape model fitting also reach lower minimum values at large revisit
intervals, which suggests that shape model fitting might produce more variable results for
sparse image time-series.
Figure 6.6 looks at the differences between R2 values for daily time-series data and
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Figure 6.6: Comparison between R2 values calculated at 1-day revisit intervals and values
calculated at other intervals, for time-series data ending after the date at which sharp
drop-offs in GNDVI-yield correlation occur (T1 in Figure 6.4) and before the day of peak
GNDVI-yield correlation (T2), shown as a function of revisit interval. Statistics for 2018
data were calculated over time-series end DOY 197-213, and statistics for 2019 data were
calculated over time-series end DOY 193-222. (a) Mean difference between R2 for
GNDVI-yield correlations calculated at 1-day revisit intervals and R2 for GNDVI-yield
correlations at other revisit intervals. (b) Largest difference between R2 for GNDVI-yield
correlations calculated at 1-day revisit intervals and R2 for GNDVI-yield correlations at
other revisit intervals.
R2 values for data at other revisit intervals, shown for time-series data ending before the
day of peak correlation. Best-correlation R2 values from GNDVI-yield correlation for daily
time-series data, shown previously in Figure 6.3, served as a baseline from which R2 values
for other revisit intervals were measured. Unlike in Figure 6.5, statistics for Figure 6.6
were calculated for time-series end dates between the earliest day of stable GNDVI-yield
correlation (T1) and the day of peak correlation (T2), in order to gain an idea of how
increases in revisit interval affect yield correlation earlier in the growing season. On the
left, the mean differences between R2 values for daily revisit and R2 values for other
revisit intervals, for all time-series ending between T1 and T2, are shown for each revisit
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Figure 6.7: (a) Mean value of RMSE for time-series ending after the day of peak
correlation (T2), shown as a function of revisit interval. (b) Mean difference between
RMSE for GNDVI-yield correlations calculated at 1-day revisit intervals and RMSE for
GNDVI-yield correlations at other revisit intervals, calculated over time-series data
ending between T1 and T2.
interval. On the right, the maximum difference between daily R2 and R2 for other intervals
is shown. Statistics were presented as differences from 1-day R2 rather than R2 values
because GNDVI-yield correlations for time-series ending before the day of peak correlation
are not constant with respect to time-series end date.
In general, R2 values over this date range decrease with increasing revisit interval, with
2019 data following this trend more strongly at larger revisit intervals. Mean R2 values
first decrease by 0.05 or more when sampled from 1-day to 12-day revisit intervals (2019
shape model fitting), 1-day to 14-day revisit intervals (2018 Flexfit and 2018 shape model
fitting), and 1-day to 18-day revisit intervals (2019 Flexfit). Mean R2 values for 2019 data
first decrease by 0.10 or more when sampled from 1-day to 18-day revisit intervals (2019
shape model fitting) or from 1-day to 24-day revisit intervals (2019 Flexfit). Mean R2
values for 2018 data never decrease by 0.10 or more. These are sharper rates of decrease
than those shown in Figure 6.5, indicating that time-series ending earlier than the day of
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best GNDVI-yield correlation may be more subject to variability in goodness-of-correlation
than time-series ending later. Some evidence of this can be seen in Figure 6.4 - R2 for 2019
time-series ending between T1 and T2 diverge much more strongly from 1-day R2 than R2
for time-series ending after T2.
Figure 6.7 shows the mean RMSE for GNDVI-yield correlations performed after the
day of peak correlation (left) and the mean difference between 1-day RMSE and RMSE
for other intervals, for time-series ending between the earliest day of stable GNDVI-yield
correlation and the day of peak correlation (right). RMSE data for both of the date ranges
behaves similarly to R2 over the same ranges.
There is an interesting difference between the overall results for the 2018 data, which
were less strongly affected by resampling, and the results from the 2019 data, which showed
larger decreases in GNDVI-yield correlation R2 with increased revisit interval. There are
multiple factors that could contribute to this phenomenon. First, starting R2 values for
GNDVI-yield correlation were slightly higher for the 2019 data than they were for the 2018
data, meaning that they could decrease more than 2018 correlations while maintaining
similar goodness-of-fit. Second, differences in growing conditions between the two years
affected the accuracy of the gap-filling and curve-fitting processes, which in turn may
have affected the yield correlation results. Because the 2019 data represent a more typical
growing season, without a mid-season drought causing a noticeable dip in vegetation health,
the results from the 2019 data may be more representative of the typical effects of revisit
interval on goodness of yield prediction. However, more data are needed to fully understand
why these differences in results exist.
6.2.3 Shape Model Fitting Versus Flexfit
Both gap-filling and smoothing methods considered in this study provided daily GNDVI
time-series data that could be correlated highly with yield, but it is worth exploring the
ways in which they differed.
Gap-filling and smoothing the time-series data using different methods resulted in
slightly different dates detected for phenological transition points, as shown in Table 6.2.
In general, D1 and green-up dates were similar. For most of the plots in 2018, green-up oc-
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Green-up DOY Peak GNDVI DOY
2019 Flexfit 150±0 191±2
2019 Shape Model Fit 152±1 198±2
2018 Flexfit 148±1 180±2, 224±3
2018 Shape Model Fit 152±2 199±4
curred around DOY 146-149 and D1 occurred around DOY 149-154. For most of the plots
in 2019, green-up occurred around DOY 150-151 and D1 occurred around DOY 151-154.
It is worth noting that the green-up date was affected by the MACD parameters chosen,
as discussed in Section 6.1.3. The day of peak GNDVI, calculated after gap-filling and
smoothing, differed between methods. For the plots in 2018, a drought caused a dip in
mid-season GNDVI values, resulting in two GNDVI peaks for most plots. Peak GNDVI
for 2018 plots after Flexfit occurred at either the first peak, around DOY 180, or the sec-
ond peak, around DOY 222-227, depending on plot and on time-series end date. Peak
GNDVI after shape model fitting occurred somewhere between these two peaks, around
DOY 193-206, with peak values for most plots around DOY 199. Although day of peak
GNDVI was not used in this experiment, these calculation differences could prove relevant
to other researchers wishing to use one of these fitting methods for phenology detection or
late-season yield prediction.
As shown in the previous sections, goodness of fit for both fitting methods exhibit
similar patterns as a function of time-series end date, with R2 values for both fitting
methods first beginning to decrease around DOY 223 (2019) or 214 (2018) and then more
sharply around DOY 190-200 (both years), and RMSE increasing at those same DOY.
Specific comparisons between Flexfit and shape model fitting R2 are shown as a function
of time-series end date in Figure 6.8.
For the data collected in 2018, R2 from GNDVI-yield correlation after Flexfit were on
average higher than R2 after shape model fitting for most time-series end dates, as can
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Figure 6.8: Mean difference between R2 for GNDVI-yield correlations performed after
flexible fitting and R2 for GNDVI-yield correlations performed after shape model fitting,
shown as a function of time-series end date.
be seen in Figure 6.8 - the mean difference between Flexfit R2 and shape model fit R2
is greater than zero in almost all cases. Many of these differences in R2 were within one
standard deviation, although mean Flexfit R2 for time-series ending on DOY 218 or later
were more than one standard deviation above R2 from shape model fitting.
For data collected in 2019, R2 from GNDVI-yield correlation after Flexfit versus shape
model fitting methods were similar at time-series end dates after DOY 210, as can be seen
in Figure 6.8 - the mean difference between Flexfit R2 and shape model fit R2 oscillates
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near zero. For earlier time-series end dates, however, time-series smoothed and gap-filled
using the Flexfit method had a slightly higher R2 for VI-yield correlation than time-series
smoothed and gap-filled by fitting to the asymmetric double sigmoid function. These
differences in R2 were within one standard deviation.
As shown in Figure 6.5 and discussed in Section 6.2.2, R2 from GNDVI-yield correlation
after Flexfit were similar to R2 from GNDVI-yield correlation after shape model fitting for
2019 data at revisit intervals ≤ 20 days, and higher than R2 from GNDVI-yield correlation
after shape model fitting for all 2018 data and for 2019 data at revisit intervals > 20 days.
For the 2018 data, it is likely that Flexfit outperformed shape model fitting because
the irregularities in the growing season meant that the data fit less well to the asymmetric
double sigmoid function. For the 2019 data, which represented a more typical growing
season, it is likely that Flexfit outperformed shape model fitting only for earlier time-series
end dates because there was not enough data present to accurately fit the entire asymmetric
double sigmoid function. Flexfit is less dependent on complete or predictable data because
it fits each piece of the time-series locally.
6.3 Discussion
6.3.1 Effects of Time-Series End Date on VI-Yield Correlation
As expected, yield correlation with GNDVI is higher later in the growing season. For
daily GNDVI time- series smoothed with Flexfit, the yield is most highly correlated with
GNDVI at 72 days after green-up in 2019 (R2 = 0.95) and 65 days after green-up in 2018
(R2 = 0.92). For daily time-series smoothed with asymmetric double sigmoid function
fitting, the yield is most highly correlated with GNDVI around 58-64 days after D1 in 2019
(R2 = 0.95± 0.01) and 59-84 days after D1 in 2018 (R2 = 0.89± 0.01).
These findings are somewhat consistent with prior work by Shanahan et al. and
Guindin-Garcia, who found that GNDVI and WDRVI around the mid-grain filling pe-
riod (past the peak VI, in the middle of the reproductive growth stages) was most highly
correlated with maize yield [85], [88], and Bolton and Friedl, who found that the best cor-
relations between vegetation indices and yield were 65-75 days after green-up (calculated
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using shape model fitting) for maize [33]. The slight differences between the 2019 shape
model fitting results and Bolton and Friedl’s results may be partially explained by the
use of exponential correlation instead of linear; initial experiments with this dataset using
linear correlation resulted in a day of best correlation between 65 and 75 days after D1.
The broad range of days of best correlation in the 2018 shape model fitting results may be
caused by the atypical mid-season dip in GNDVI seen in many of the plots.
For daily GNDVI time-series smoothed with Flexfit ending before the day of best
correlation (DOY 223 in 2019 or DOY 214 in 2018), the next-best yield correlation occurred
at 54 days after green-up in 2019 (R2 = 0.86) and 52 days after green-up in 2018 (R2 =
0.85). The 2019 Flexfit data also had a third-best day of correlation 42 days after green-up
(R2 = 0.80). Both the second-best correlation in 2018 and third-best correlation in 2019
occurred around the time of peak GNDVI for this data. Many other researchers have found
strong VI-yield correlations around the silking stage in maize, which corresponds to this
portion of the VI time-series [32], [78], [86], [87]. For daily Flexfit-smoothed time-series
data ending before DOY 193 in 2019 or DOY 197 in 2018, the R2 correlation drops rapidly
to values below 0.50. Daily sigmoid-fit time-series data follows similar trends. The trends
for other revisit intervals are similar but noisier, as will be discussed in the following section.
These findings suggest that maize yield can be most accurately predicted from GNDVI
around or after the peak in the time-series, which corresponds to the start of the maize
reproductive growth stages.
6.3.2 Effects of Revisit Interval on VI-Yield Correlation
As discussed in Section 6.2.2, increasing the amount of time between subsequent images in
the time-series caused greater fluctuations in the goodness of fit for GNDVI-yield correla-
tions.
For late-ending time-series data, accuracy of yield correlation decreases relatively slowly
as a function of increasing revisit interval. Taking 2019 Flexfit data as an example (chosen
because 2019 represented a more typical growing season and Flexfit performed similarly
to or better than shape model fitting in most scenarios, as discussed in Section 6.2.3), one
image every 18 days may produce an R2 value for GNDVI-yield correlation that is 0.10
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Table 6.3: Average and worst GNDVI-yield correlation performance for different revisit
intervals, calculated for 2019 Flexfit time-series data ending after DOY 223
Revisit Interval Mean R2 Mean RMSE (kg/ha) Lowest R2
1 0.95± 0.00 487± 0 0.94
2 0.95± 0.00 495± 5 0.94
3 0.95± 0.00 497± 15 0.94
5 0.95± 0.02 490± 46 0.92
8 0.94± 0.01 531± 60 0.88
10 0.94± 0.02 564± 93 0.88
16 0.92± 0.02 619± 92 0.89
18 0.92± 0.03 635± 111 0.84
30 0.89± 0.04 737± 122 0.79
less than the R2 for the same dataset at daily revisit, and will more likely produce an R2
value that is between 0.01 and 0.06 less. One image every 22 days may produce an R2
value that is 0.15 less than the R2 for the same dataset at daily revisit, and will more likely
produce an R2 value that is between 0 and 0.08 less. These differences are relatively small
compared to the drop in correlation between late-ending time-series and earlier-ending
time-series, however. Late-ending time-series data must be sampled from 1-day to 18-day
intervals before the lowest possible value of R2 is lower than the highest value of R2 for
daily time-series data ending before DOY 220 (R2 = 0.86). The mean value of R2 for
late-ending time-series data never goes below this value, even when sampled from 1-day
to 30-day intervals. When looking at RMSE, the mean RMSE increases by 10% of the
value from daily correlation when time-series data are sampled from 1-day to 6-day revisit
intervals, 15% when time-series data are sampled from 1-day to 10-day revisit intervals,
and 20% when time-series data are sampled from 1-day to 12-day revisit intervals.
For yield correlation earlier in the growing season (starting around the time of peak
GNDVI), accuracy of yield correlation decreases more rapidly as a function of increasing
revisit interval. One image every six days may produce an R2 value for GNDVI-yield
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correlation that is 0.10 less than the R2 for the same dataset at daily revisit, and will more
likely produce an R2 value that is between 0 and 0.05 less. One image every eight days
may produce an R2 value for GNDVI-yield correlation that is 0.15 less than the R2 for the
same dataset at daily revisit, and will more likely produce an R2 value that is between 0
and 0.08 less. One image every 16 days may produce an R2 value that is 0.20 less than the
R2 for the same dataset at daily revisit, and will more likely produce an R2 value that is
between 0 and 0.10 less. When looking at RMSE, the mean increase in RMSE is 10% when
time-series data are sampled from 1-day to 9-day revisit intervals, 15% when time-series
data are sampled from 1-day to 20-day revisit intervals, and 20% when time-series data
are sampled from 1-day to 24-day revisit intervals.
Using imagery that is high in both spatial resolution and radiometric quality may also
reduce the need for frequent imagery. Mean and lowest late-season R2 for time-series data
sampled from 1-day to 28-day revisit intervals are greater than the R2 values achieved in
similar studies using medium spatial resolution imagery (30 m) or high spatial resolution
imagery (3 m) of lower radiometric quality than the L3H data product (PlanetScope surface
reflectance imagery) [90]–[92]. Mean late-season R2 for time-series data sampled from
1-day to 30-day revisit intervals, and lowest late-season R2 values for time-series data
sampled from 1-day to 16-day revisit intervals are higher than best-fit R2 obtained by
several comparable studies using coarse spatial resolution MODIS imagery (250-1000 m) to
study maize yield at the United States county level [32], [33], [78], [91]. At least one MODIS-
based study did attain comparable R2 values for MODIS-derived LAI-yield correlation
(R2 = 0.77, 0.86, and 0.94), however [85]. While these differences are likely due in part to
the small size of this study, as well as between-study differences in spatial aggregation of
image and yield data [90], they may also indicate that imagery that is high in both spatial
and radiometric resolution can achieve higher yield correlation at less frequent intervals
than imagery that is lacking in one of these areas.
These findings suggest that while image frequency does affect yield correlation accuracy,
the strength of this effect may depend on factors like time-series end date, image resolution,
and image quality.
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6.3.3 Limitations
The primary limitation of this study is that it is small – it covers a small site and a single
crop (maize) over two growing seasons, meaning that the some of the results may not be
applicable to other crops, locations, and growing conditions. Since a daily image data
product was used here, a secondary limitation of this study is that non-uniform revisit
intervals were not considered in the analysis. It is likely that missing images (due to cloud
cover or other collection issues) in an otherwise regular time-series will have an effect on
the yield correlation result. Because of these limitations, the main focus should be on the
general trends in VI-yield correlation as a function of correlation method, time-series end
date, and satellite revisit interval, rather than on the specific correlation numbers. Despite
the study’s limited scope, some of its findings (such as the timing of highest GNDVI-yield
correlation) were found to be consistent with prior literature in this area.
6.3.4 Recommendations
Based on these findings, any of the explored methods for VI-yield correlation perform well
for healthy maize at later time-series end dates, but gap-filling and smoothing time-series
data with Flexfit and then re-aligning that data at the day of green-up results in higher
correlations for data that are atypical, early in the growing season, or collected with more
than 20 days between subsequent images.
For late-season yield estimation using high-quality, high-resolution satellite imagery,
one image every 30 days may produce reasonably high GNDVI-yield correlation accuracy
according to R2 metrics (R2 > 0.75), although the average increase in RMSE will be
around 50%. One image every 12 days will yield an average increase in RMSE around
20%. For accurate yield correlation earlier in the growing season, the requirements are
more strict. One image every 16 days might produce a reasonably high GNDVI-yield
correlation accuracy, but one image every 6-8 days has less chance of producing a poor
outcome. The mean increase in RMSE for all of these early-season cases is less than 10%.
The need for imagery at a specific interval (e.g. every 6-8 days for early-season maize
yield prediction, or every 12-30 days for late-season maize yield prediction) is not as simple
as having a satellite with that same overpass frequency, however. Cloud contamination is
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common in satellite imagery, and limits the availability of usable imagery. The findings
of one study focused primarily on the eastern United States suggests that daily satellite
imagery is needed in order to ensure at least one clear view a week, 2-day revisit is needed
to ensure biweekly clear views, and 4-day revisit is needed to ensure monthly clear views
[58]. A global analysis of PlanetScope imagery, which has an overpass frequency of 1-2 days
for most parts of the world, gave slightly more optimistic numbers. They found that there
is an average global probability of 0.84 of there being at least one cloud-free PlanetScope
observation in every 5-day period, and an average global probability of 0.92 of there being
at least one cloud-free PlanetScope observation in every 10-day period [59]. Of course,
these probabilities vary across different locations and times of year. PlanetScope surface
reflectance imagery over the Beltsville site in 2018 was found to have an average revisit
interval of one image every three days, but there was a 20-day gap in coverage during the
month of September [82].
Given the constraints on image data collection posed by cloud cover, a very high over-
pass frequency is recommended for future Landsat systems. An overpass frequency of one
or two days would ensure the 1-2 week revisit recommended for accurate yield correlation
earlier in the growing season, and an overpass frequency of up to four days would ensure
a monthly revisit, which was shown to produce reasonably high late-season GNDVI-yield
R2 correlations.
6.4 Summary
In this experiment, we explored the effects of time-series end date and imaging frequency
on our ability to correlate VI with maize yield, using daily, high-resolution ( 3-meter GSD)
multispectral satellite imagery. This study adds to the growing body of research on the
use of Cubesats and harmonized sensor data for crop yield prediction, compares multiple
approaches for gap-filling and detecting green-up dates in VI time-series (including new
methodologies like Flexfit and MACD-based green-up detection), and contributes to ongo-
ing research into temporal imaging requirements for agricultural monitoring by examining
the relationship between yield correlation accuracy and satellite revisit interval.
We found that re-aligning plot-average GNDVI time-series at their respective green-up
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dates before performing VI-yield correlations gave the most consistent results across differ-
ent time-series end dates. We considered two different methods of gap-filling and smoothing
GNDVI time-series data: fitting the data to a temporal shape model, or performing lo-
cal fitting with the Flexfit method. Both methods yielded similarly high R2 values for
GNDVI-yield correlations performed later in the growing season (around or after DOY 223
in 2019, which was approximately 72 days after green-up, or DOY 214 in 2018, which was
approximately 65 days after green-up). Both methods yielded low R2 values for GNDVI-
yield correlations performed early in the growing season (prior to DOY 193 in 2019 or DOY
197 in 2018, which corresponded with the silking stage of maize growth), although Flexfit
correlations were slightly higher. The mean R2 from VI-yield correlation decreased with
increasing revisit interval, and the variability in R2 from VI-yield correlation increased with
increasing revisit interval. The 2019 data demonstrated these trends more strongly than
the 2018 data, and time-series ending earlier in the growing season demonstrated these
trends more strongly than time-series ending later in the growing season. These findings
suggest that although it is possible to obtain a high correlation between GNDVI and yield
from infrequent satellite imagery, the chances of a poor correlation increase with increasing
revisit interval or for correlation performed earlier in the growing season.
Finally, we discussed these results within the context of previous research into maize
yield correlation and prediction using satellite imagery, and provided recommendations
for optimal methodology and satellite overpass frequency (1-4 day revisit) based on our
findings.
This work has been published in the Journal of Selected Topics in Applied Earth Ob-
servations and Applied Remote Sensing [93].
Chapter 7
Conclusions
7.1 Summary of Findings
In this thesis, we have investigated the impacts of satellite image availability on the accu-
racy of agricultural monitoring tasks, using imagery over a corn field in Maryland as our
study site.
The first experiment aimed to quantify the impact of temporal sampling frequency on
our ability to accurately estimate corn phenological transition timing from high-resolution
satellite images. Using PlanetScope surface reflectance imagery and PlanetScope L3H sur-
face reflectance imagery, plot-average NDVI were generated over the 2018 growing season
and fit to an asymmetric double sigmoid function. Function-fitting parameters were related
to corn phenological stages. Fitting was then repeated on time-series that were resampled
to less frequent revisit intervals. For both image datasets, average and maximum errors
in estimates increased linearly with increase in temporal spacing between images. The
strength of this effect was dependent on image source, however. For the PlanetScope sur-
face reflectance imagery, on average, a 3-day increase in temporal sampling interval was
found to add one day of error onto phenological transition timing estimates; maximally,
a 3-day increase in temporal sampling interval was found to add closer to two or three
days of error onto the same estimates. For the higher-quality PlanetScope L3H surface
reflectance imagery, on average, a 6-day increase in temporal sampling interval was found
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to add one day of error onto phenological transition timing estimates; maximally, the same
6-day increase was found to add closer to two days of error onto the same estimates.
The second experiment aimed to explore the effects of time-series end date and tem-
poral sampling frequency on our ability to accurately correlate corn yield with GNDVI
obtained from high-resolution satellite images. Using PlanetScope L3H surface reflectance
imagery, plot-average GNDVI were generated over the 2018 and 2019 growing seasons.
These GNDVI time-series data were resampled to different revisit intervals, gap-filled and
smoothed using two different methods (Flexfit and shape model fitting), re-aligned at green-
up, and correlated with plot-average yield. This process was repeated with data removed
from the end of the time-series to see how early in the growing season yield could be cor-
related with GNDVI. For both years of data, R2 values for GNDVI-yield correlation were
highest (>0.89) during maize reproductive stages and very low (<0.50) prior to the day of
peak GNDVI. Accuracy of GNDVI-yield correlation was found to decrease with increasing
revisit interval, but the strength of this effect was heavily dependent on time-series end
date.
For time-series data ending after the day of peak correlation, accuracy of GNDVI-yield
correlation decreased slowly with increasing revisit interval. Mean R2 values for 2019 data
over this date range decreased by 0.05 or more when sampled from 1-day to 22-day revisit
intervals and gap-filled and smoothed using shape model fitting, or when sampled from 1-
day to 30-day revisit intervals and gap-filled and smoothed using Flexfit. Mean R2 values
for 2018 data over this date range never decreased by 0.05 or more, even when sampled
to the maximum revisit interval considered in this study (30 days). For both years and
fitting methods, the mean decrease in R2 obtained from resampling late-ending time-series
data to 30-day revisit intervals was smaller than the decrease in R2 obtained by performing
correlation on daily time-series data ending before the day of peak correlation.
For time-series data ending before the day of peak correlation, accuracy of GNDVI-
yield correlation decreased more rapidly with increasing revisit interval. Mean R2 values
over this date range decreased by 0.05 or more when sampled from 1-day to 12-day revisit
intervals (2019 shape model fitting), 1-day to 14-day revisit intervals (2018 Flexfit and 2018
shape model fitting), and 1-day to 18-day revisit intervals (2019 Flexfit). Mean R2 values
for 2019 data over this date range decreased by 0.10 or more when sampled from 1-day to
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18-day revisit intervals (2019 shape model fitting) or from 1-day to 24-day revisit intervals
(2019 Flexfit).
Because 2019 was a more typical growing season, the results for the 2019 data were
used to determine optimal imaging frequencies of 6-8 days for early-season maize yield
prediction and 12-30 days for late-season maize yield prediction.
7.2 Recommendations for Future Landsat System Overpass
Frequency
These experiments have shown that, as expected, more frequent imaging leads to more
accurate estimation of phenological transition timing and more accurate correlation of
vegetation indices with maize yield. These experiments have also shown that other factors
can have an effect on the accuracy of these tasks. First, image quality: when estimating
phenological transition dates, post-processing that improved PlanetScope image quality
(gap-filling using MODIS, and radiometric harmonization with Landsat 8 and Sentinel-2
imagery) halved the amount of error introduced by increasing the revisit interval between
images. Second, differences in growing conditions: when correlating GNDVI with corn
yield, average and lowest R2 values for the more typical 2019 growing season were more
strongly affected by changes in imaging frequency than for the more irregular 2018 growing
season. Finally, for yield correlation performed prior to harvest, time-series end date:
GNDVI-yield correlations performed after maize reached the middle of the reproductive
growth stages (approximately 65-72 days after green-up) were less strongly affected by
changes in imaging frequency than correlations performed earlier in the growing season.
The results of these experiments have provided a starting point for estimating specific
image frequency needs for agricultural monitoring. Weekly imagery was shown to produce
sufficiently high maize yield correlation around or after the start of the reproductive growth
stages, even in the worst-case scenario, and add only 1-2 days of error onto phenological
transition timing estimates. Biweekly imagery was likely to produce high maize yield
correlation around or after the start of the reproductive growth stages, and add an average
of two and maximum of five days of error onto phenological transition timing estimates.
Depending on the correlation metric considered, biweekly to monthly imagery was shown
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to produce sufficiently high maize yield correlation around or after the mid-reproductive
stages.
As discussed in Section 6.3.4, a high sampling frequency may be needed to obtain
cloud-free imagery at the desired revisit intervals for yield estimation. One study, which
focused on cloud cover in the eastern United States, found that daily revisit was needed for
weekly images, 2-day revisit for biweekly images, and 4-day revisit for monthly images [58].
Assuming that future Landsat systems will be similar in spatial, spectral, and radiometric
resolutions to PlanetScope L3H imagery, and assuming that many regions of interest will
have cloud patterns similar to those in the referenced study, a 1-2 day overpass frequency
is recommended for early-season maize yield prediction and a 2-4 day overpass frequency
is recommended for late-season maize yield prediction.
Finally, these experiments have shown that it is possible to improve image quality and
availability by combining information from multiple satellite sources. If future Landsat
systems are unable to attain the necessary overpass frequency, or if atmospheric con-
ditions create uneven gaps in coverage, harmonizing the data with imagery from other
earth-observing satellites may allow for frequent, high-quality imagery without as many
constraints on any single satellite system.
7.3 Future Work
Future studies could build upon this research in several ways. First, these experiments
could be repeated with more data, to supplement the current results. Second, the yield
correlation methodology could be improved, so that it is more accurate near the start of the
growing season. Third, recommendations for satellite overpass frequency could take into
account differences in cloud cover statistics over different geographic regions and seasons.
Because this study is small, covering a small site and a single crop over two growing
seasons, some of the current results may not be applicable to other crops, locations, and
growing conditions. Repeating these experiments over a wider range of study sites could
make these results more robust. Repeating these experiments with other high spatial
and temporal resolution image sources, such as VENµS imagery [94], would also help in
understanding how small differences in spectral, spatial, and temporal resolutions affect
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accuracy of agricultural monitoring tasks at different imaging frequencies.
Although this work found good agreement between image data and yield during maize
reproductive stages, accurate forecasting during vegetative growth stages would allow farm-
ers to respond more quickly and effectively to potential stressors. Future work could explore
ways to make early-season yield correlation more accurate. One option could be to build
more complex regression models between VI and yield, either by incorporating multiple
images into yield estimation models, or by incorporating other types of information, such
as weather data or in-situ crop measurements, into these models. Incorporating image
data from sources with finer spectral resolution, particularly around the vegetation red-
edge wavelengths, could also aid in biophysical parameter retrieval and yield estimation
throughout the growing season.
Finally, more work could be done to characterize cloud cover across a greater variety of
scenarios. Research has shown that the average frequency of cloudy days varies depending
on geographic location and time of year [59]. The recommendations for future Landsat
overpass frequency are based on cloud statistics for the eastern United States [58], but
taking statistics for other areas into consideration could add nuance to the discussion of
necessary satellite overpass frequency for agricultural monitoring.
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