INTRODUCTION
In the industrial process control field, the most common controllers are traditional PID which were developed in 1940s. These controller are very famous because of their low number of tuning parameters allowing in some cases empiric tuning. Unfortunately, due to their linear nature, the performance guarantee are often limited to a state space region around a given set-point. For complex plants, it is really hard/impossible to tune them correctly without a good model or a more complex control structure. This is due to the nonlinear nature of most systems and the variation of their parameters.
Because internal states of most industrial plants cannot be directly measured and only their outputs are available for control purposes, output feedback controllers were con sidered. In output feedback design, static output feedback [1] , [2] , dynamic output feedback [3] and fuzzy observer based control approaches [4] , [5] have been employed. The 978-1-4799-3866-7/14/$31.00 ©2014 IEEE design procedure of these controller need a good model and for some of them the use of complex optimization tech niques. Even if the available model is good enough, using a dynamic model for computing the control law implies the identification of the model parameters. Unfortunately, the choice of the physical model structure, the identification of the model parameters, the experimental validation of model are never simple and are time consuming. Therefore, PID controllers are often tuned with a simple (linear) non physical model ( [6] , [7] ). However, this could lead to poor results when a process has a large operating domain.
Two important aspects have to be considered in the output feedback control problem. The first one is related to the design of the feedback control law for any system such that the closed loop is stable and guaranteed per formances and tracking. This problem has attracted much research effort which resolve this problem by considering for example the £2 gain, Hoo norms (see [8] ' [9] ' [10] ), robust LQ control [11] , [12] , [13] . The second one is related to the non availability of all variable parameters in real time for implementation of complex control laws. As a matter of fact, the control law depends on the output of the system and on some of the varying parameters. If no information about these variable parameters is available, a constant (i.e. , independent of the premise variables) output feedback control gain may be an alternative but yielding, in general, conservative results.
A solution to this problem is proposed based on some new results in the framework of model free control given by Cedric et al. [14] . The latter is signal based and don't require many information about the system. To implement this controller, the output derivatives has to be available in real time. In the literature, many variant of such controller have been developed (see [15] ' [16] ' [14] , [17] [19] ' [20] ' [21] , [22] .
In this paper, a controller introduced by the authors in previous work [23] is considered. This controller is based on a signal differentiators and dynamic nullification. It has a fixed structure and only one parameter. In order to show the efficiency of this controller, a study case of PMSM (Permanent Magnet Synchronous Motors) position control is given. The stability of the system closed loop under parametric uncertainties is studied using the Lya punov theory and poly topic transformation. The result is presented as a set of LMI (Linear Matrix Inequalities) to solve.
The first part of this paper describes the class of systems and the controller structure. The second is devoted to the description of the Permanent Magnet Synchronous Motors as well as its poly topic representation. The third part provides numerical LMI solutions ensuring the stability of the controlled PMSM under time varying paramet ric uncertainties. Some real experiments illustrates the consistency of this approach. The last part gives some conclusions and perspectives.
II. PROBLEM FORMULATION

A. The class of system
In this paper, we consider the following class of single input single output linear system with time varying pa rameters:
where y(t) E � is the output, u(t) E � is the control input and ai are scalar time varying parameters. For design simplification purposes, the system will be viewed as the following equation from the controller point of view:
It means that only the differential equation order v and an approximation of the parameter a are known. These two parameter are the easiest to get for most real system. In the formulation of the system equation given in (2), f(t) is the function which contains all the dynamic information, i.e. the global dynamic of the system and the possible disturbances. The function f(t) is assumed to be control independent.
Remark 1: v is not necessarily equal to the model order n especially if the model has some fast stable dynamics.
B. The controller
Since the only information on the system are given by Equation (2), the idea of the controller structure is to nullify the system dynamic f(t) and then replace it with the ideal dynamic for the closed loop. Considering this idea, we get the following controller ( Fig. 1) :
where j(t) is the estimate of f(t), a is an approximation of a, r(t) is the reference, Y(t) = [zo(t) Zv_l(t)]T is a vector composed with Z i (t) the estimation of y( i )(t) and
is a vector with the coefficients of the ideal closed loop dynamic given by the specifications. In this part, the problem of estimation of f(t) and the successive derivatives of y(t) are considered. In order to get a simple solution, we consider linear filters for the output derivation:
This estimator is causal and ensures a good estimation if T is sufficiently smaller than the fastest relevant dynamic of the system. It provides the successive estimations Zi (t) of y( i ).
Remark 2: In the literature, many approaches were proposed: one can consider sliding mode estimation [19] , [20] , [21] , [22] , Luenberger observer based estimation and algebraic estimation [18] .
The estimation of f(t) is made by inverting the dynamic Equation (2) but instead of using the value of u(t), a filtered version of it must be used. This is one of the possible solution to avoid the algebraic loop between u(t) and j(t).
with Zv (t) being the estimation of yC v ) (t) and Vd -Rid + npLwiq Vq -npLwid -Riq -Kcw Kciq -f v w w (6) where Vq and Vd are the voltages applied to the two phases of the PMSM, id and iq are the two phase currents, L is the inductance of a phase winding, R is the resistance of a phase winding, Kc is the back-EMF constant (and also the torque constant), w is the angular velocity of the rotor, e is the angular position of the rotor, np is the number of pole pairs (or rotor teeth), J is the moment of inertia of the rotor (including the load) and f v is the coefficient of viscous friction.
A. Closed loop State space representation
The state space representation of the different dynamic equation of the last section are given here. The model in the state space form is given by choosing the state vector as xm(t) = [id(t) iq(t) w(t) e(t)f, Vd = 0 and Vq as the system control input and the rotor angular position e(t)
as output:
Since the currents dynamics id and iq are fast and stable, it is sufficient to consider a second order controller design (v = 2). The controller (2) is based on the following model:
The reduced order controller can be represented as it follows where xe(t) = [Zl(t) Z2(t) �(t)f:
where:
3 B�y = (� -;z 0) and Ceu = (0 0 1) .
Then, the estimation of the dynamic f(t) is:
By injecting the expression of (3) in (9), the controller can be represented as follows:
Finally the closed loop of the system (7) and its con troller (10) is:
with the closed system state x(t) = [Xm(t) Xe(t)]T, Consider that w(t) ranges between known extremal value w(t) E [:lQ., w].
In this frame, the PMSM can be described using a LPV state space representation which depends on a time varying parameter w (t).
B. Poly topic representation and stability analysis
There exist several ways to get stability conditions.
Here the closed loop system given by (11) is considered as a poly topic system [25] and the stability analysis is performed using a quadratic Lyapunov function V (x) = xT Px. The stability conditions are given in the form of a set of LMI to satisfy. The model may be represented as follows:
where N = 2, with Al = A(:lQ.) and A2 = A(w).
(12)
The stability theorem of this class of system is given by:
If it exist a matrix P = pT > 0 such that
then, the closed loop (12) is asymptotically stable. The proof is obvious considering the results of [25] .
IV. ApPLICATION In this section, the stability and the robustness of the closed loop is analyzed by considering the stepper motor test bench developed in LAGIS at E cole Centrale de Lille (see Fig. 3 ). The motor parameters have been identified in 
B. Experimental result
The results obtained on the LAGIS test bench (see Fig.  3 ) are presented in Figure 2 . This figure shows the evolu tion of the PMSM position B(t) and the ideal closed loop output Bre! (solutions of y(t) = -koy(t) -k 1
for different values of T and ki. It appears clearly that for smaller values of T the tracking error Et is closer to zero. Considering small enough T allows to follow any specified dynamic (ko, k 1 ) but the control signal Vq is more affected by noises and may be more susceptible to saturate. Despite that the controller is derivative based, the noises affecting the control signal are low and acceptable. 
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V. ROBUSTNESS ANALYSIS
In order to show the robustness of this controller, we consider two cases: The first case considers time varying uncertainties on the PMSM parameters. The second case considers a bad choice on the controller parameter a. Since the matrix Am(t) is bounded, it is easy to obtain a convex hull vertices [25] Ai, i = 1, ... , N such that A(t) E conv(Al, ... , AN). Here N = 25 because the matrix Am (t) has 5 independent time varying parameters (w (t) and Pi(t)). Because the LMI problem of Theorem 1 with these matrices has a feasible solution, then PMSM in closed loop is stable despite the time varying uncertainties.
Note that the results provided here are not optimized.
npw(t) -P3(t) PI (t)
By considering different values of T and a or by considering more general Lyapunov functions [28] , [29] , these uncer tainties can be considered larger. • P2(t) E [0.9 * F v / J 1.2 * F v / J] represents the time varying uncertainty on F v / J,
In a first case, consider that the parameter a is not well aproximated. Figure 4 shows that even if there is some mismatch between this parameter and its estimation a, the stability and the specified dynamic tracking can be guaranteed. 
' .. I I I I I I. Simulation results on the PMSM showing the evolution of the output e(t), the specified dynamic erej(t), the tracking error Et and the control signal Vq for different approximation of a such that ch = O.5a, &2 = a and &3 = L5a
In a second case, consider that the parameter a has an uncertainty of ±20. By following the same approach as the previous section, the LMI problem of Theorem 1 with the appropriate matrices has a feasible solution so the PMSM in closed loop is stable despite the bad tuning of the parameter a.
VI. CONCLUSION
This paper proposed a method to design dynamic out put controller. In contrast of observer based controllers, the proposed controller allows the stabilization of LPV systems even if the time varying parameters are not measured. An application to the Permanent Magnet Syn chronous Motors stabilization with uncertainties is pro posed. This application shows the good tracking properties of this controller and the simplicity of its tuning. Our future work will deal with extended the class of system (multi-input multi-output, zero dynamics), guaranteed performances and noise rejection.
