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APPROXIMATION THEOREMS FOR THE SCHRO¨DINGER
EQUATION AND QUANTUM VORTEX RECONNECTION
ALBERTO ENCISO AND DANIEL PERALTA-SALAS
Abstract. We prove the existence of smooth solutions to the Gross–Pitaevskii
equation on R3 that feature arbitrarily complex quantum vortex reconnections.
We can track the evolution of the vortices during the whole process. This per-
mits to describe the reconnection events in detail and verify that this scenario
exhibits the properties observed in experiments and numerics, such as the t1/2
and change of parity laws. We are mostly interested in solutions tending to 1 at
infinity, which have finite Ginzburg–Landau energy and physically correspond
to the presence of a background chemical potential, but we also consider the
cases of Schwartz initial data and of the Gross–Pitaevskii equation on the
torus. An essential ingredient in the proofs is the development of novel global
approximation theorems for the Schro¨dinger equation on Rn. Specifically, we
prove a qualitative approximation result that applies for solutions defined on
very general spacetime sets and also a quantitative result for solutions on prod-
uct sets in spacetime D × R. This hinges on frequency-dependent estimates
for the Helmholtz–Yukawa equation that are of independent interest.
1. Introduction
The Gross–Pitaevskii equation,
(1.1) i∂tu+ ∆u+ (1− |u|2)u = 0 , x ∈ R3 ,
models the evolution of a Bose–Einstein condensate (sometimes called a superfluid).
This is an important instance of a nonlinear Schro¨dinger equation, which has the
peculiarity that, instead of looking for solutions that decay at infinity, one is often
interested in functions that tend to 1 as |x| → ∞. From a physical point of view, this
is related to the consideration of a chemical potential at infinity; mathematically,
one can relate the Gross–Pitaevskii equation with the Ginzburg–Landau functional
E [u](t) :=
∫
R3
(
1
2
|∇u(x, t)|2 + 1
4
(
1− |u(x, t)|2)2) dx ,
so one picks solutions that tend to 1 fast enough at infinity to have finite Ginzburg–
Landau energy.
1.1. Reconnection of quantum vortices for the Gross–Pitaevskii equation.
A hot topic in condensed matter physics is the study of the evolution of quantum
vortices [3]. Recall that the quantum vortices of the superfluid at time t are defined
as the connected components of the set
Zu(t) := {x ∈ R3 : u(x, t) = 0} ,
so, as u is complex valued, they are typically given by closed curves in space. A
central aspect is the analysis of the vortex reconnection, that is, the process through
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Figure 1. Top: Visual description of the reconnection phenom-
enon. Here a quantum vortex in the shape of a trefoil knot re-
connects into two linked unknots. Bottom: Numerical simulation
of a solution to the Gross–Pitaevskii equation that exhibits a cas-
cade of reconnections that transform a K6-2 knot into an unknot.
Courtesy of Irvine, Kauffman and Kleckner [24].
which two quantum vortices cross, each of them breaking into two parts and ex-
changing part of itself for part of the other (see Figure 1, top). This may lead to
a change of topology of the quantum vortices. Among the extensive literature on
this topic, an outstanding contribution is the first experimental measurement of
vortex reconnection in superfluid helium [7]. In this paper it was observed that the
distance between the vortices behaves as C|t−T |1/2 near the reconnection time T .
Further numerical [24, 34] and theoretical [29] studies have analyzed quantum vor-
tex reconnections (of very different global properties) in detail, showing that the
above separation rate is in fact universal (this is nowadays called the t1/2 law).
Another intriguing numerical observation [24] is that the parity of the number of
quantum vortices changes at reconnection time, meaning that an even number of
vortices reconnect into an odd number of quantum vortices and viceversa.
As an aside, let us recall that the Gross–Pitaevskii equation, and other nonlinear
Schro¨dinger equations, are somehow connected with the 3D Euler equation [5, 6].
This provides some heuristic relation between the quantum vortices of a Bose–
Einstein condensate and vortex filaments in an incompressible fluid [20, 21, 22, 25].
However, in this paper we will not pursue this line of ideas.
Our motivation for this paper is to prove the reconnection of quantum vortices
in smooth solutions to the Gross–Pitaevskii equation. More precisely, in view of the
experimental and numerical evidence, there are two issues that we want to analyze
in this context. Firstly, we aim to show that, just as in the physics literature, in
the reconnections we construct the distance between vortices near the reconnection
time obeys the t1/2 law. Secondly, we aim to track the vortex reconnection process
at all times, both locally and globally, even if the topology of the initial and final
vortices are completely different. This is motivated by the numerical evidence [24]
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that, when looked at from a global point of view, vortex reconnection can occur so
that the topology (i.e., the knot and link type) of the vortices change wildly.
Our main result shows that, given any finite initial and final configurations of
quantum vortices (which do not need to be topologically equivalent) and any con-
ceivable way of reconnecting them (that is, of transforming one into the other),
there is a smooth initial datum u0 whose associated solution realizes this specific
vortex reconnection scenario.
To make this statement precise, one can describe the initial and final vortex
configurations by links Γ0,Γ1 ⊂ R3. By a link we denote a finite union of closed
pairwise disjoint curves without self-intersections, contained in R3, and of class C∞.
Notice that Γ0 and Γ1 do not necessarily have the same number of connected
components, and that these components need not be homeomorphic. To describe
a way of transforming the link Γ0 into Γ1 in time T , we introduce the notion of a
pseudo-Seifert surface. By this we will mean a smooth, two-dimensional, bounded,
orientable surface Σ ⊂ R4 whose boundary is
∂Σ = (Γ0 × {0}) ∪ (Γ1 × {T}) .
As an additional technical assumption, we will assume that the surface is in generic
position, meaning that the fourth (“time”) coordinate of R4 is a Morse function
on Σ that does not have any critical points on the boundary ∂Σ. This kind of
pseudo-Seifert surfaces can be used to describe any reconnection cascade like the
ones numerically studied in [24] (see Figure 1, bottom for an illustrative example).
As a matter of fact, we show in Section 6 that pseudo-Seifert surfaces provide a
universal mechanism of describing the reconnection process for the initial and final
links Γ0,Γ1.
The theorem can then be stated as follows. To state this result, let us begin by
introducing some notation. Given a spacetime subset Ω ⊂ Rn+1 (here, n = 3), let
us denote by
(1.2) Ωt := Ω ∩ (Rn × {t})
its intersection with the time t slice. Furthermore, we use the notation
(1.3) Λη(x) := ηx
for the dilation on R3 with ratio η > 0.
Theorem 1.1. Consider two links Γ0,Γ1 ⊂ R3 and a pseudo-Seifert surface Σ ⊂
R4 connecting Γ0 and Γ1 in time T > 0. Then, there is a global smooth solu-
tion u(x, t) to the Gross–Pitaevskii equation on R3, tending to 1 at infinity, which
realizes the vortex reconnection pattern described by Σ up to a diffeomorphism.
Specifically, for any ε > 0 and any k > 0, one has:
(i) The function u tends to 1 exponentially fast at infinity. More precisely,
1− u ∈ C∞loc(R,S(R3)), where S(R3) is the Schwartz space.
(ii) One can track the evolution of the quantum vortices during the prescribed
reconnection process at all times. More precisely, there is some η > 0 and
a diffeomorphism Ψ of R4 with ‖Ψ− id‖Ck(R4) < ε such that Λη[Ψ(Σ)t] is
a union of connected components of Zu(η
2t) for all t ∈ [0, T ].
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(iii) In particular, there is a smooth one-parameter family of diffeomorphisms
{Φt}t∈R of R3 with ‖Φt − id‖Ck(R3) < ε and a finite union of closed inter-
vals I ⊂ (0, T ) of total length less than ε such that Λη[Φt(Σt)] is a union
of connected components of the set Zu(η
2t) for all t ∈ [0, T ]\I.
(iv) The separation distance obeys the t1/2 law and the parity of the number
of quantum vortices of Φt(Σt) changes at each reconnection time, in the
sense described above.
Before presenting the main ideas of the proof of this theorem, it is worth com-
paring it with our previous result with Luca` on vortex reconnection for the 3D
Navier–Stokes equation [14]. From the point of view of what we prove, the main
difference is that the Navier–Stokes result shows that one can take a finite number
of “observation times” T0 < T1 < · · · < TN such that the vortex structures present
at the fluid at time Tk are not topologically equivalent to those at time Tk±1, which
shows in an indirect way that at least one reconnection event must have taken place.
In constrast, in the above theorem one can control the evolution of the quantum
vortices during the whole reconnection process, and in particular one can describe
in detail how the reconnection occurs. This is key to verify that these reconnection
scenarios possess the properties that are observed in the physics literature, such as
the aforementioned t1/2 and change of parity laws. We discuss in Section 6 other
relevant physical properties that are also featured.
From the point of view of the strategy of the proof, the result about the Navier–
Stokes equation involves two ideas. Firstly, one comes up with a (rather sophis-
ticated) construction of a family of Beltrami fields (that is, eigenfunctions of the
curl operator) of arbitrarily high frequency that present vortex lines of “robustly
distinct” topologies. This step is time-independent. The time-dependent part of
the argument hinges on the idea of transition to lower frequencies: acting in the
linear regime, the diffusive part of the equation guarantees that a high-frequency
Beltrami field can represent the leading part of the solution at time T0 while a
Beltrami field of a still high but much lower frequency may dominate at a fixed
later time T1.
It is obvious that this heat-equation-type argument will not work for the Gross–
Pitaevskii equation even in the linear regime, which is controlled by the Schro¨dinger
equation. Our strategy is completely different. Still, from an analytic point of view,
an important simplification is that the rescalings with parameter η that appear in
the statement enable us to construct solutions that tend to 1 as |x| → ∞ for which,
for practical pursposes, the Gross–Pitaevskii equation operates in a linear regime.
This paves the way to using, in an essential part of the argument, a remarkable
global approximation property of the linear Schro¨dinger equation
(1.4) i∂tv + ∆v = 0 ,
with x ∈ Rn and n > 2, which to the best of our knowledge has never been observed
before.
1.2. Global approximation theorems for the Schro¨dinger equation. Roughly
speaking, this property ensures that a function that satisfies the Schro¨dinger equa-
tion on a spacetime set with certain mild topological properties can be approx-
imated, in a suitable norm, by a global solution of the form eit∆u0, with u0 a
Schwartz function.
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All the spacetime sets we take in this paper are assumed to have a smooth
boundary unless otherwise stated. Furthermore, we will use the notation
(1.5) ‖v‖2L2Hs(Ω) :=
∫ ∞
−∞
‖v(·, t)‖2Hs(Ωt) dt <∞ .
A non-quantitative global approximation theorem can then be stated as follows,
where the relation Ω′ ⊂⊂ Ω means that the closure of the set Ω′ is contained in Ω.
Theorem 1.2. Let v satisfy the Schro¨dinger equation (1.4) in a bounded open set
with smooth boundary Ω ⊂ Rn+1 and take a smaller set Ω′ ⊂⊂ Ω. Suppose that
v ∈ L2Hs(Ω) for some s ∈ R and that the set Rn\Ωt is connected for all t ∈ R.
Then, for any ε > 0, there is a Schwartz function w0 ∈ S(Rn) such that w := eit∆w0
approximates v as
‖v − w‖L2Hs(Ω′) 6 ε .
Remark 1.3. As will be clear from the proof, the choice of the norm L2Hs(Ω) in
Theorem 1.2 is completely inessential. Instead, we could have taken Hs(Ω) for any
real s or the Ho¨lder norm Cs(Ω) for any s > 0, for instance.
If the set Ω where the “local solution” v is defined is of the form
(1.6) Ω = D × R ,
where D ⊂ Rn is a bounded open set with smooth boundary, the above qualitative
approximation result can be promoted to a quantitative statement. The local solu-
tion v must additionally satisfy a certain decay condition for large times (which is
obviously satisfied in nontrivial examples). In order to state the quantitative result
in a convenient form, here and in what follows we denote by
v̂(x, τ) :=
1
2pi
∫ ∞
−∞
e−iτt v(x, t) dt
the time Fourier transform of a function (or tempered distribution) v(x, t) defined
on Ω. Also, we use the Japanese bracket
〈x〉 := (1 + |x|2)1/2 .
Theorem 1.4. Let Ω := D×R, where D ⊂ Rn is a bounded open set with smooth
boundary whose complement Rn\D is connected. Suppose that v ∈ L2(Ω) satisfies
the Schro¨dinger equation (1.4) in Ω and its time Fourier transform is bounded as∫
|τ |>τ0
∫
D
|v̂(x, τ)|2 dx dτ 6M2〈τ0〉−σ
for some σ > 0 and all τ0 > 0. Then, for each ε ∈ (0, 1) and any T > 0:
(i) There is a Schwartz initial datum w0 ∈ S(Rn) such that the solution to the
Schro¨dinger equation w := eit∆w0 approximates v on ΩT := D × (−T, T )
as
‖v − w‖L2(ΩT ) 6 εM
and w0 is bounded as
‖w0‖L2(Rn) 6 ee
ee
Cε−1/σ
M .
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(ii) Given any smaller set D′ ⊂⊂ D, one can take an initial datum w0 ∈ S(Rn)
such that w := eit∆w0 approximates v on Ω
′
T := D
′ × (−T, T ) as
‖v − w‖L2(Ω′T ) 6 εM
and w0 satisfies the sharper bound
‖w0‖L2(Rn) 6 ee
Cε−1/σ
M .
Here the constant C depends on T and on the geometry of the domains.
Let us recall that global approximation theorems are classical in the case of el-
liptic and hypoelliptic operators [9, 18, 26, 27], starting with the work of Runge in
complex analysis. These results have been recently extended to the related setting
of parabolic operators [13]. The case of dispersive equations, however, is substan-
tially different and presents new key technical subtleties. The way we solve these
difficulties in the above non-quantitative approximation result hinges on a careful
analysis of integrals defined by Bessel functions with real and complex arguments.
A quantitative approximation theorem for elliptic equations was first established
by Salo and Ru¨land in [31]. Specifically, they show that a function v satisfying a nice
linear elliptic equation (e.g., the Laplace equation) on a smooth bounded domain Ω
can be approximated in L2 by solutions to the elliptic equation on a larger domain
Ω1 whose L
2 norm is controlled in terms of the H1(Ω) norm of v and the geometry
of the domains. The gist of the proof is a stability argument, which boils down
to a three-sphere estimate: if the L2 norm of a solution to the elliptic equation
is of order 1 over the ball B2 and small over the ball B1/2, then the L
2 norm
of the solution on the ball B1 is small too. Here Br denotes the ball centered
at the origin of radius r. Although one has effective Carleman estimates for the
Schro¨dinger equation [23, 19], this kind of three-sphere inequalities do not hold for
the Schro¨dinger equation. Indeed, just as in the case of the heat equation [15],
one can construct counterexamples using that, for each α > 1, a Tychonov-type
argument shows the existence of smooth solutions to the Schro¨dinger equation
on Rn × R that are bounded as
|u(x, t)| < CeC|x|2/t−t−α/C
if t > 0 and vanish for t 6 0 (see e.g. [32, Exercise 2.24]). Hence the question of
which spacetime domains possess some kind of quantitative approximation property
for the Schro¨dinger equation remains open.
The proof of our quantitative approximation theorem exploits the connection,
via the time Fourier transform, between solutions to the Schro¨dinger equation on
D×R and solutions to the Helmholtz–Yukawa equation on D (that is, the equation
∆ϕ− τϕ = 0
where the constant τ can be positive or negative). The first part of the proof, which
is of considerable interest in itself (Theorem 2.4), consists of a quantitative approx-
imation theorem for the Helmholtz–Yukawa equation with frequency-dependent
control of a suitable norm of the global solution on the whole space Rn. The
norm we control in this elliptic approximation theorem is a natural one: it essen-
tially reduces to the Agmon–Ho¨rmander seminorm when τ < 0 and is a suitable
generalization thereof for τ > 0. One should note that, unlike the Ru¨land–Salo
quantitative approximation [31], where the approximating solution is only assumed
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to be defined on a larger but still bounded domain, here we strive to estimate
solutions that are defined on the whole space Rn, and also to keep track of the
dependence of the constants on the “frequency” τ . The second part of the proof
of Theorem 1.4 is again based on careful manipulations of Bessel functions, which
are in particular employed to replace (modulo small errors) an initial datum that
grows exponentially fast at infinity by a Schwartz one.
1.3. Organization of the paper. In Section 2 we start by proving a quantitative
global approximation theorem for the Helmholtz–Yukawa equation with constants
that depend on the frequency. In Section 3 we provide a lemma on non-quantitative
approximation for the Schro¨dinger equation that permits to approximate a solution
on a general bounded spacetime set Ω as in Theorem 1.2 by a solution on a larger
spacetime cylinder. The proofs of Theorems 1.2 and 1.4 are presented in Section 4.
Global approximation theorems are crucially used in the proof of our result on
vortex reconnection (Theorem 1.1), which is given in Section 5. In Section 6 we
discuss how this scenario of vortex reconnection presents the key features observed
in the physics literature. In particular, we note that when one considers solutions to
the Gross–Pitaevskii equation that fall off at infinity, which physically corresponds
to the more flexible case of laser beams, we can prove a somewhat stronger result.
The case of the Gross–Pitaevskii equation on the torus is considered too. The paper
concludes with a short Appendix where we present some calculations with Bessel
functions.
2. Frequency-dependent global approximation for the
Helmholtz–Yukawa equation
Our objective in this section is to obtain a global approximation result for the
Helmholtz–Yukawa equation. In addition to its intrinsic interest, this is a key
ingredient in the proof of Theorem 1.4. There are two aspects that we need to
pay attention to. Firstly, we need to control the dependence on the frequency τ .
Secondly, we aim to control natural norms of the global solution over the whole
space Rn. Since some functions (such as the fundamental solutions we consider)
take a slightly different form when n = 2, for the ease of notation, we will hereafter
assume that n > 3. The case n = 2 only involves minor modifications and can be
tackled using the same arguments.
We will first prove several auxiliary lemmas. We start with a stability lemma
where the key point is the explicit dependence of the stability constants on τ . Here
and in what follows, we will use the notation
τ± :=
1
2
(|τ | ± τ)
for the positive and negative parts of the real number τ . Also, for the ease of
notation, given an open set D, we often denote the L2(D) norm of a function f by
‖f‖D. Throughout, BR denotes the ball centered at the origin of radius R.
Lemma 2.1. Suppose that the function ψ ∈ H1(D) satisfies the elliptic equation
∆ϕ− τϕ = 0
in a smooth bounded domain D, where τ is a real constant. If D′ is another smooth
domain whose closure is contained in D, then the following global stability estimate
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holds:
(2.1) ‖ϕ‖L2(D) 6 CeCτ
1/2
− ‖ϕ‖H1(D) log−µ
‖ϕ‖H1(D)
‖ϕ‖L2(D′) .
Likewise, if D′ ⊂⊂ D′′ ⊂⊂ D is a bounded domain with a smooth boundary, we
have the interior stability inequality
(2.2) ‖ϕ‖L2(D′′) 6 CeCτ
1/2
− ‖ϕ‖θL2(D)‖ϕ‖1−θL2(D′) .
Here C, µ and θ are positive constants that do not depend on τ .
Proof. The key ingredient of these stability inequalities is to control the dependence
on τ of the 3-sphere estimate
(2.3) ‖ϕ‖BR2 6 CeCτ
1/2
− ‖ϕ‖θBR1 ‖ϕ‖
1−θ
BR3
.
We will shortly show that this inequality holds for concentric balls of radii R1 <
R2 < R3 contained in D for some θ > 0 depending on the radii but not on τ . One
this 3-sphere inequality has been established, a standard argument of propagation of
smallness [2] yields the interior stability result (2.2), and also the stability estimate
up to the boundary (2.1).
To derive the basic estimate (2.1), we notice that when τ < 0, the estimate (2.3)
was proved by Donnelly–Fefferman [12]. If τ > 0, we use that ψ(x, t) := eτtϕ(x)
satisfies the heat equation
∂tψ −∆ψ = 0
on D × R. A result of Escauriaza–Vessella [15] then shows∫
BR2
|ψ(x, 0)|2 dx 6 C
(∫
BR1
|ψ(x, 0)|2 dx
)θ(∫ 0
−c
∫
BR3
|ψ(x, t)|2 dx dt
)1−θ
for some positive constants C, c, which translates into
‖ϕ‖BR2 6 C
(
1− e−2cτ
2τ
) 1−θ
2
‖ϕ‖θBR1‖ϕ‖
1−θ
BR3
.
This readily implies
‖ϕ‖BR2 6 C‖ϕ‖θBR1 ‖ϕ‖
1−θ
BR3
,
thereby completing the proof of the 3-sphere inequality (2.3). 
In the following lemma we compute a fundamental solution for the operator ∆−τ
with the sharp decay at infinity:
Proposition 2.2. Suppose that n > 3. The function
(2.4) Gτ (x) :=

βn τ
n−2
4
Kn
2−1(τ
1/2|x|)
|x|n2−1 if τ > 0 ,
β′n|x|2−n if τ = 0 ,
β′′n |τ |
n−2
4
Yn
2−1(|τ |1/2|x|)
|x|n2−1 if τ < 0
satisfies the distributional equation
(2.5) ∆Gτ − τGτ = δ0
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on Rn. Here Yν and Kν denote the Bessel function and the modified Bessel function
of the second kind, respectively, and the normalization constants depend on the
dimension. Furthermore, Gτ can be written as
Gτ (x) = |x|2−nHτ (x) ,
where Hτ is bounded as
(2.6) |Hτ (x)| 6 Cn〈|τ |1/2|x|〉
n−3
2 e−τ
1/2
+ |x| .
Proof. A straightforward computation in spherical coordinates shows that Gτ (x)
satisfies the equation
∆Gτ − τGτ = 0
on Rn\{0}. In view of the asymptotic behavior of the Bessel functions at 0 that Gτ ,
the dimensional constants can be chosen so that
Gτ (x) =
1
|Sn−1||x|n−2 +O(|x|
3−n) ,
so it is standard that it satisfies the distributional equation (2.5).
To estimate Gτ , recall that the Bessel functions Yν and Kν are bounded for r > 0
as
|Yν(r)| 6 Cν 〈r〉
ν− 12
rν
, |Kν(r)| 6 Cν 〈r〉
ν− 12
rν
e−r .
Plugging these estimates into the expression for Gτ results in (2.6). 
We shall also need frequency-dependent estimates for the convolution of the
fundamental solution with a compactly supported function:
Lemma 2.3. Let w := Gτ ∗f with a function f supported on a bounded domain Y ⊂
Rn. Given any bounded domain B ⊂ Rn, one has
‖w‖L2(B) + 〈τ〉− 12 ‖w‖H1(B) + 〈τ〉−1‖w‖H2(B) 6 C〈τ−〉
n−3
4 ‖f‖L2(Y ) ,
where the constant C depends on n, B and Y but not on τ .
Proof. The bound (2.6) implies that
sup
x∈B, y∈Y
|Hτ (x− y)| 6 C〈τ−〉
n−3
4 ,
so we readily obtain, for all x ∈ B,
|w(x)| 6
∫
Y
|Hτ (x− y) f(y)|
|x− y|n−2 dy 6 C〈τ−〉
n−3
4
∫
Y
|f(y)|
|x− y|n−2 dy .
Standard estimates for Riesz potentials then yield
‖w‖B 6 C〈τ−〉
n−3
4 ‖f‖Y .
To estimate the second derivatives of w, we use the equation ∆w = τw+f , obtaining
‖w‖H2(B) = ‖w‖B + ‖∆w‖B 6 C|τ |‖w‖B + C‖f‖Y 6 C〈τ〉〈τ−〉
n−3
4 ‖f‖Y .
The estimate for ‖w‖H1(B) then follows by interpolation. 
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The norm that we will employ to control the growth of solutions to the Helmholtz–
Yukawa equation at infinity (with τ 6= 0) is
|||ϕ|||τ,2 := lim sup
R→∞
(
1
R
∫
BR
|ϕ(x)|2 e−2τ1/2+ |x| dx
)1/2
.
To motivate the choice of this norm, recall that the natural norm to control solutions
to the Helmholtz equation
∆ϕ+ λ2ϕ = 0
on Rn is the Agmon–Ho¨rmander seminorm [18, 30]
(2.7) lim sup
R→∞
1
R
∫
BR
|ϕ(x)|2 dx .
Indeed, a solution to the Helmholtz equation with sharp decay can be written as
the Fourier transform of a measure on the sphere with an L2 density,
(2.8) ϕ(x) =
∫
Sn−1
eiξ·x f(ξ) dσ(ξ) ,
and the norm ‖f‖L2(Sn−1) turns out to be equivalent to (2.7) [18, Theorem 7.1.28].
Since we are also concerned with solutions to the Yukawa equation (that is, the
Helmholtz equation with a negative sign), one can replace the definition (2.7) as
above (which is also sharp when τ > 0). It is standard that the only solution to
the equation
∆ϕ− τϕ = 0
on Rn whose associated seminorm |||ϕ|||τ,2 is zero is the trivial solution ϕ = 0. For
technical reasons, we also define the weighted L∞ norm
|||ϕ|||τ,∞ := sup
x∈Rn
〈x〉n−12 e−τ1/2+ |x||ϕ(x)| .
Obviously this is a stronger norm, as
|||ϕ|||τ,2 6 C|||ϕ|||τ,∞
for any function ϕ.
The main result of this section, which builds upon ideas of Ru¨land–Salo [31], is
the following global approximation theorem for the Helmholtz–Yukawa equation.
It should be stressed that the reason for which the statement is more technically
involved than one would have liked is that we want to control both the case of
large |τ | (which works just fine) and the case of small |τ |. While the latter case
does not present any essential difficulties, it is awkward to write estimates that
are uniform in τ . This is due to the fact that the triple norm obviously collapses
in the case τ = 0 (i.e., because harmonic functions do not decay on average at
infinity). This leads to the introduction of a constant τ1 to write estimates that
we can conveniently invoke in later sections. Still, the information that one can
prove in the case of small |τ | (and in particular in the case of harmonic functions)
is more precise than what we state here, so the interested reader should take a look
at Step 4 of the proof.
Theorem 2.4. Let ϕ ∈ H1(D) satisfy the equation
∆ϕ− τϕ = 0
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in a bounded domain D ⊂ Rn. Let us fix some τ1 > 0. Assume that the complement
Dc is connected and set
(2.9) Nε,τ := exp
C〈τ〉 12 eCτ1/2−
ε
, N˜ε,τ :=
( 〈τ〉
ε
)C
eCτ
1/2
− .
Then, for each ε ∈ (0, 1), one can find a solution of the equation ∆ψ − τψ = 0
on Rn such that:
(i) If |τ | > τ1, ψ approximates ϕ in the whole domain
‖ϕ− ψ‖L2(D) 6 ε‖ϕ‖1/2L2(D)‖ϕ‖1/2H1(D)
and is bounded as
|||ψ|||τ,∞ 6 (Nε,τ )Nε,τ ‖ϕ‖L2(D) .
(ii) Given a smaller subset D′ ⊂⊂ D, if |τ | > τ1, ψ approximates ϕ on D′ as
‖ϕ− ψ‖L2(D′) 6 ε‖ϕ‖1/2L2(D′)‖ϕ‖1/2H1(D′)
and is bounded as
|||ψ|||τ,∞ 6 (N˜ε,τ )N˜ε,τ ‖ϕ‖L2(D) .
(iii) If |τ | 6 τ1, ψ approximates ϕ on the whole domain as
‖ϕ− ψ‖L2(D) 6 ε‖ϕ‖1/2L2(D)‖ϕ‖1/2H1(D)
and is bounded as
|ψ(x)| 6 (Nε,1〈x〉)Nε,1eτ
1/2
+ |x|‖ϕ‖L2(D) .
Furthermore, |||ψ|||τ,∞ <∞ for all τ 6= 0.
(iv) Given a smaller subset D′ ⊂⊂ D, if |τ | 6 τ1, ψ approximates ϕ on D′ as
‖ϕ− ψ‖L2(D′) 6 ε‖ϕ‖1/2L2(D′)‖ϕ‖1/2H1(D′)
and is bounded as
|ψ(x)| 6 (N˜ε,1〈x〉)N˜ε,1eτ
1/2
+ |x|‖ϕ‖L2(D) .
Furthermore, |||ψ|||τ,∞ <∞ for all τ 6= 0.
The constants only depend on the domains D and D′ and on τ1.
Proof. Let us start by assuming that |τ | > τ1 and proving the estimates up to the
boundary, which correspond to the first item of the statement. The estimates in the
smaller domain D′ will be tackled in Step 3, while uniform estimates for |τ | 6 τ1
will be presented in Step 4.
Step 1: Approximation by solutions with localized sources. Let us consider a ball B
containing the closure of D and fix a bounded open set Y ⊂⊂ Rn\B. Let us define
the space of solutions
X := {φ ∈ L2(D) : ∆φ− τφ = 0} .
Consider the linear operator L2(Y )→ X defined by
(2.10) f 7→ Gτ ∗ f |D
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and denote by K its kernel. We are interested in the orthogonal complement
K⊥ :=
{
f ∈ L2(Y ) :
∫
Y
fg dx = 0 for all g ∈ K
}
,
so we denote by P : L2(Y )→ K⊥ the orthogonal projection. Let us call A : K⊥ →
X the restriction of the linear map (2.10) to this set. If φ is any function in L2(D)
and f ∈ L2(Y ), it is clear that∫
D
φ(x) (Gτ ∗ f)(x) dx =
∫
Y
f(y) (Gτ ∗ φ)(y) dy ,
so the adjoint A∗ : X → K⊥ of A must be given by
A∗φ = P(Gτ ∗ φ|Y ) .
Furthermore, for φ ∈ L2(D), if g ∈ K one obviously has∫
Y
g(y) (Gτ ∗ φ)(y) dy =
∫
D
φ(x) (Gτ ∗ g)(x) dx = 0 ,
so one can drop the projector in the above expression for A∗ and simply write
A∗φ = Gτ ∗ φ|Y .
The map A∗A is a positive, compact, self-adjoint operator on K⊥. Furthermore,
the range of A is dense on X by standard non-quantitative global approximation
theorems for elliptic equations [9]. It then follows that there are positive con-
stants αj and orthonormal bases {fj}∞j=1 of K⊥ and {φj}∞j=1 of X such that
Afj = αjφj , A
∗φj = αjfj .
Given a solution ϕ ∈ X , let us consider its decomposition
ϕ =
∞∑
j=1
βjφj
and, for any α > 0, define the element of K⊥
F :=
∑
{j : αj>α}
βj
αj
fj .
Note that obviously
(2.11) ‖F‖Y =
( ∑
{j :αj<α}
|βj |2
α2j
)1/2
6 ‖ϕ‖D
α
.
As α → 0, it is clear that AF defines an approximation of ϕ. To control how
accurate this approximation is, let
E := ϕ−AF =
∑
{j : αj<α}
βjφj ∈ X
denote the error, which is supported on D. It is obviously bounded as
(2.12) ‖E‖D =
( ∑
{j :αj<α}
|βj |2
)1/2
6 ‖ϕ‖D .
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In order to derive better bounds, let us consider the function w := Gτ ∗ E, which
satisfies the equation
∆w − τw = E .
Its L2 norm on Y is obviously given by
(2.13) ‖w‖2Y = ‖A∗E‖2Y =
∑
{j : αj<α}
α2j |βj |2 6 α2‖E‖2D .
We now estimate
‖E‖2D =
∫
D
E (∆w − τw) dx =
∫
D
ϕ (∆w − τw) dx =
∫
∂D
(ϕ∂νw − w ∂νϕ) dσ
6 C‖ϕ‖
H
1
2 (∂D)
‖w‖
H
1
2 (∂D)
6 C‖ϕ‖H1(D)‖w‖H 12 (∂D) .
In passing to the second equality we have used that E = ∆w − τw is orthogonal
to AF = ϕ − E. To pass to the third equality we integrate by parts and use that
∆ϕ− τϕ = 0. For the last estimate we use the trace inequality.
To control the norm ‖w‖
H
1
2 (∂D)
, we can use the trace inequality and take a
domain B′ containing D ∪ Y to write
‖w‖
H
1
2 (∂D)
6 C‖w‖H1(B′\D) 6 C‖w‖
1
2
L2(B′\D)‖w‖
1
2
H2(B′\D) .
For the last inequality we have simply interpolated the H1 norm of w. As w =
Gτ ∗ E, the H2 norm of w can be estimated using Lemma 2.3 and the rough
bound (2.12) as
(2.14) ‖w‖H2(B′) 6 C〈τ〉〈τ−〉
n−3
4 ‖E‖D 6 C〈τ〉〈τ−〉
n−3
4 ‖ϕ‖D .
For the L2(B′\D) norm of w we use a finer argument that employs the stability
estimate stated in Lemma 2.1. The starting point is that w satisfies the equation
∆w − τw = 0 on B′\D and that its L2 norm on the subset Y ⊂ B′\D is small
by (2.13). Hence one can write
‖w‖B′\D 6 CeCτ
1/2
− ‖w‖H1(B′\D) log−µ
‖w‖H1(B′\D)
‖w‖Y(2.15)
6 CeCτ
1/2
− 〈τ〉 12 〈τ−〉
n−3
4 ‖E‖D log−µ C〈τ〉
1
2 〈τ−〉n−34
α
6 CeCτ
1/2
− 〈τ〉 12 ‖ϕ‖D log−µ C〈τ〉
1
2 〈τ−〉n−34
α
.
Here we have also used the bounds for the H1 norm of w = Gτ ∗ E derived in
Lemma 2.3.
Putting all the estimates together, we have shown that for any α > 0 one can
take a function F ∈ L2(Y ) such that w := Gτ ∗ F is bounded as in (2.11) and
approximates ϕ in D as
‖w − ϕ‖D 6 CeCτ
1/2
− 〈τ〉 12 ‖ϕ‖ 12D‖ϕ‖
1
2
H1(D) log
−µ′ C〈τ〉 12 〈τ−〉
n−3
4
α
,
with µ′ > 0. Equivalently, for any ε > 0 one can choose F as above such that
w := Gτ ∗ F approximates ϕ as
(2.16) ‖w − ϕ‖D 6 ε‖ϕ‖
1
2
D‖ϕ‖
1
2
H1(D)
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and is bounded as
(2.17) ‖F‖Y 6 C‖ϕ‖D exp C〈τ〉
1
2 eCτ
1/2
−
ε
.
Step 2: Approximation by a global solution with controlled behavior at infinity. Let
us start by choosing a slightly smaller ball B′′ ⊂⊂ B. Since w := Gτ ∗ F satisfies
the equation
∆w − τw = 0
on B, it is then a straightforward consequence of Lemma 2.3 that
(2.18) ‖w‖Hs(B′′) 6 Cs〈τ〉s/2‖w‖B 6 Cs〈τ〉s/2〈τ−〉
n−3
4 ‖F‖Y
for any nonnegative s. For convenience, let us fix a ball B′′ as above and denote
its radius by R′′.
Consider an orthonormal basis of spherical harmonics on the unit sphere Sn−1
of dimension (n − 1), which we denote by Ylm. Hence Ylm is an eigenfunction of
the spherical Laplacian satisfying
(2.19) ∆Sn−1Ylm = −l(l + n− 2)Ylm ,
l is a nonnegative integer and m ranges from 1 to the multiplicity
dl :=
2l + n− 2
l + n− 2
(
l + n− 2
l
)
of the corresponding eigenvalue of the spherical Laplacian.
The expansion of w in spherical harmonics,
w(x) =
∞∑
l=0
dl∑
m=1
wlm(|x|)Ylm
( x
|x|
)
,
converges in any Hs(B′′) norm, with the coefficients being given by
wlm(r) :=
∫
Sn−1
w(rω)Ylm(ω) dσ(ω) .
Using the notation
‖wlm‖2 :=
∫ R′′
0
|wlm(r)|2 rn−1 dr ,
it is clear from (2.18) and the expression for the spherical eigenvalues (Equa-
tion (2.19)) that
∞∑
l=0
dl∑
m=1
〈l〉4s‖wlm‖2 6 C‖w‖2Hs(B′′) 6 Cs〈τ〉s〈τ−〉
n−3
2 ‖F‖2Y .
Hence, for any s > 1 there is a positive constant Cs such that
dl∑
m=1
‖wlm‖2 6 Cs〈l〉−4s〈τ〉s〈τ−〉
n−3
2 ‖F‖2Y ,
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which ensures that
∞∑
l=l0
dl∑
m=1
‖wlm‖2 6 Cs〈τ〉s〈τ−〉
n−3
2 ‖F‖2Y
∞∑
l=l0
〈l〉−4s
6 Cs〈l0〉1−4s〈τ〉s〈τ−〉
n−3
2 ‖F‖2Y
6 Cs‖ϕ‖2D〈l0〉1−4s〈τ〉s exp
C〈τ〉 12 eCτ1/2−
ε
.
Here we have employed the bound (2.17) for ‖F‖Y . It then follows that, for any
ε > 0, there are large constants c and s, depending on ε but not on τ , such that if
one sets
(2.20) l0 := exp
c〈τ〉 12 eCτ1/2−
ε
and
(2.21) ψ(x) :=
l0∑
l=0
dl∑
m=1
wlm(|x|)Ylm
( x
|x|
)
one has
(2.22) ‖w − ψ‖2D =
∞∑
l=l0+1
dl∑
m=1
‖wlm‖2 6 ε2‖ϕ‖2D .
Let us now pass to the study of the function wlm. As wlm satisfies the ODE(
∂rr +
n− 1
r
∂r − l(l + n− 2)
r2
− τ
)
wlm(r) = 0
and is bounded at r = 0, one can write it in terms of a modified Bessel function of
the first kind as
(2.23) wlm(r) = Alm r
1−n2 Il+n2−1(r
√
τ) ,
where Alm is a τ -dependent constant.
We need to obtain an estimate for the coefficient Alm. It is clear that
Alm =
∫ R′′
0
r1−
n
2 Il+n2−1(r
√
τ)wlm(r) r
n−1 dr∫ R′′
0
r |Il+n2−1(r
√
τ)|2 dr
.
If R′′ denotes the radius of the ball B′′, the key point is then to estimate the
function
(2.24) Iν(α) :=
∫ R′′
0
r |Iν(rα)|2 dr ,
where we can assume that ν > 1/2 and α ∈ R+ ∪ iR+. Suitable upper and lower
bounds have been computed in Lemma A.1 in Appendix A, showing in particular
that
Iν(α) > C〈α〉2ν2
(C min{|α|, 1}
ν
)2ν
eC Reα
for all α ∈ R+ ∪ iR+. This lower bound translates into the upper bound
|Alm| 6 ‖wlm‖Il+n2−1(
√
τ)1/2
6 ‖wlm‖〈τ〉1/2〈l〉e−Cτ
1/2
+
( l + n2 − 1
C min{|τ |1/2, 1}
)l+n2−1
.
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The large time asymptotics of Bessel functions [16, 8.451.1 and 8.451.5],
Il+n2−1(r
√
τ) =

√
2 cos(r|τ |1/2 − (2l + n− 1)pi4 ) +Ol((
√
τr)−1)
(pi|τ |1/2r)1/2 if τ < 0 ,
(2pi)−1/2
er
√
τ
(
√
τr)1/2
[1 +Ol((|τ |1/2r)−1)] if τ > 0 ,
shows that
|||ψ|||τ,2 6 C
( l0∑
l=0
dl∑
m=1
|Alm|2
)1/2
.
Note that the error terms Ol((τ
1/2r)−1) are not bounded uniformly in l, but this
does not have any effect on our argument.
To estimate ψ pointwise, we can resort to the uniform estimate [4]
|Jν(z)| 6 Cfν(|Re z|) e| Im z| ,
where C does not depend on ν > 1 and
fν(s) :=

(ν − s)−1 if 0 6 s 6 ν − ν1/3 ,
ν−1/3 if ν − ν1/3 6 s 6 ν + ν1/3 ,
s−1/2(1− ν/s)−1/4 if ν + ν1/3 6 s .
This bound, which obviously applies to the Bessel function Iν(z) too because of the
relation
(2.25) Jν(iz) = i
ν Iν(z) ,
readily shows that ψ also satisfies the pointwise bound
|||ψ|||τ,∞ 6 ClC0
( l0∑
l=0
dl∑
m=1
|Alm|2
)1/2
.
Here we have used the well-known bound
‖Ylm‖L∞(Sn−1) 6 Cd1/2l .
Putting together the bounds for Alm, ‖wlm‖, l0 and ‖F‖Y , this results in the bound
provided in the first item of the statement.
Step 3: The interior approximation result. We are left with the task of proving the
quantitative approximation result with sharper bounds on the smaller domain D′,
which corresponds to the second assertion of the statement.
The proof goes as before with minor modifications. To derive an analog of Step 1,
all the objects are defined with D′ playing the role of D; e.g., one sets
X := {φ ∈ L2(D′) : ∆φ− τφ = 0} .
All the arguments remain valid without any further modifications until one reaches
the estimate (2.15). There one can now employ the interior estimate in Lemma 2.1,
which results in
‖w‖B′\D 6 CeCτ
1/2
− ‖w‖1−θB′\D′‖w‖θY
for some θ ∈ (0, 1). Since ‖w‖Y 6 α‖E‖D′ , one can argue as before to obtain
‖w‖B′\D 6 CαθeCτ
1/2
− ‖E‖D′ .
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This easily leads to the estimate
‖w − ϕ‖D′ 6 ε‖ϕ‖
1
2
D′‖ϕ‖
1
2
H1(D′) ,
‖F‖Y 6 C
( 〈τ〉
ε
)C
eCτ
1/2
− ‖ϕ‖D′ .
Using the same reasoning as before with
l0 := C
( 〈τ〉
ε
)C
eCτ
1/2
−
instead of (2.20), one arrives at the desired result.
Step 4: The case of small |τ |. In the case of harmonic functions (τ = 0), a minor
variation of the proof shows that a harmonic function on D can be approximated
on this domain by a harmonic polynomial of degree at most eC/ε whose coefficients
are bounded in absolute value by ee
C/ε
. In the approximation is performed on
a smaller domain D′, the degree of the polynomial is bounded by Cε−C and its
coefficients are bounded by Cε−ε
−C
. This translates into the bounds specified in
the statement. Likewise, in the case of small |τ |, one can reuse the bounds for Bessel
functions employed in the previous steps of the proof to show that the bounds of
the points (iii) and (iv) hold uniformly in this case. 
3. A lemma on non-quantitative approximation by solutions of the
Schro¨dinger equation on a spacetime cylinder
In this section we prove a lemma on approximation for the Schro¨dinger equation
that will be instrumental in our proof of Theorem 1.2.
Before presenting this result, let us introduce some notation. If L2c(Rn+1) denotes
the space of L2 functions on the spacetime with compact support, we can define
the operators T and T ∗ as the maps L2c(Rn+1)→ L∞L2(Rn+1) given by
T f(x, t) :=
∫ t
−∞
∫
Rn
G(x− y, t− s) f(y, s) dy ds ,(3.1)
T ∗h(x, t) :=
∫ ∞
t
∫
Rn
G(x− y, t− s)h(y, s) dy ds ,(3.2)
where
G(x, t) := (4piit)−n/2ei|x|
2/(4t)
is the fundamental solution of the Schro¨dinger equation. To put it differently,
T f(·, t) =
∫ t
−∞
ei(t−s)∆f(·, s) ds , T ∗h(·, t) =
∫ ∞
t
ei(t−s)∆h(·, s) ds .
Of course, the action of T and T ∗ is well defined on more general distributions,
which in this paper will always be of compact support. In the following proposition
we recall some elementary properties of T and T ∗:
Proposition 3.1. Given any f, h ∈ L2c(Rn+1), the following statements hold:
(i) For any t0 below the support of f , T f is the solution to the Cauchy problem
(i∂t + ∆)T f = if , T f |t=t0 = 0 .
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(ii) For any t0 above the support of h, T ∗h is the solution to the Cauchy
problem
(i∂t + ∆)T ∗h = −ih , T ∗h|t=t0 = 0 .
(iii)
∫
Rn+1
T f(x, t)h(x, t) dx dt =
∫
Rn+1
f(x, t) T ∗h(x, t) dx dt.
(iv) T and T ∗ commute with spacetime derivatives. That is, if f, g ∈ C∞c (Rn+1),
Dα(T f) = T (Dαf) and Dα(T ∗g) = T ∗(Dαg)
for any multiindex α.
Proof. The first three statements follow by a straightforward computation. In order
to see that Dα(T f) = T (Dαf), the easiest way is to differentiate the equation
satisfied by T f . This way we arrive at
(i∂t + ∆)D
α(T f) = iDαf , Dα(T f)|t=t0 = 0
for any t0 below the support of f , which means that indeed D
αT f = T (Dαf). The
proof that Dα(T ∗g) = T ∗(Dαg) is analogous. 
To state the approximation result, it is also convenient to define the notion of
admissible set :
Definition 3.2. Let Ω ⊂ Rn+1 be an open set in spacetime whose closure is
contained in the spacetime cylinder C := BR ×R. We say that the set S ⊂ Rn+1 is
(Ω, R)-admissible if:
(i) S is a spacetime cylinder of the form B × (T1, T2) contained in Rn+1\C,
where B ⊂ Rn is a ball.
(ii) The projection of S on the time axis contains that of Ω, that is,
{t : (x, t) ∈ Ω for some x ∈ Rn} ⊂⊂ {t′ : (x′, t′) ∈ S for some x′ ∈ Rn} .
We are now ready to state and prove the main result of this section:
Lemma 3.3. Let Ω ⊂⊂ BR × R be a bounded domain in spacetime with smooth
boundary such that the complement Rn\Ωt is connected for all t. Fix any (Ω, R)-
admissible set S ⊂ Rn+1 and a smaller domain Ω′ ⊂⊂ Ω. For some real s, consider
a function v ∈ L2Hs(Ω) that satisfies the Schro¨dinger equation
i∂tv + ∆v = 0
in the distributional sense on Ω. Then, for any ε > 0, there is a function f ∈ C∞c (S)
such that T f approximates v in Ω′ as
‖v − T f‖L2Hs(Ω′) < ε .
Remark 3.4. A cursory look at the proof reveals that the proposition remains valid
for solutions v in many other functional spaces, e.g. in Hs(Ω) or Ck(Ω).
Proof. Since the bounded spacetime set Ω ⊂ Rn+1 has a smooth boundary, we can
extend v|Ω to a compactly supported function on Rn+1 of class L2Hs(Rn+1) by
multiplying by a smooth cutoff function. We assume that this cutoff function is 1
in a small neighborhood U of the closure of Ω′ and vanishes on the complement
of Ω. We will still denote this extension by v.
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Let us consider an approximation of the identity Fη(x, t) := η
−n−1F (x/η, t/η)
defined by a function F ∈ C∞c (Rn+1) such that its support is contained in the unit
ball B1 and
∫
Rn+1 F (x, t) dx dt = 1. Setting v
η := Fη ∗v, since i∂tv+∆v = 0 outside
Ω\U and suppFη ⊂ Bη, it follows that
(i∂t + ∆)v
η(x, t) =
∫
Rn+1
Fη(y, s) (i∂t + ∆)v(x− y, t− s) dy ds = 0
whenever the distance from the point (x, t) to the set Ω\U is greater than η.
In particular, for small enough η, vη is a smooth function, whose support is
contained in a neighborhood of Ω of width η, which satisfies the equation
i∂tv
η + ∆vη = 0
in an open neighborhood Ω′′ ⊃⊃ Ω′ and whose difference
(3.3) ‖v − vη‖L2Hs(Rn+1)
is as small as one wishes.
As vη(x, t0) = 0 for all x and any negative enough negative time t0, by defining
the smooth, compactly supported function
f := ∂tv
η − i∆vη ,
Proposition 3.1 ensures that one can write
(3.4) vη = T f , .
Note that, by definition,
S′ := supp f
is contained in a set of the form Ωη\Ω′′, where Ωη is the support of vη (and is
therefore contained in an η-neighborhood of Ω). Note that
dist(S′,Ω′) := inf{|X − Y | : X ∈ S′, Y ∈ Ω′} > 0 .
We claim that, given any ε > 0 and any positive integer k, there is a function g in
C∞c (S) such that the function T g approximates vη on the set Ω′ in the L2Hk norm
(cf. Equation (1.5)) as
(3.5) ‖vη − T g‖L2Hk(Ω′) < ε.
To prove this, consider the space of smooth functions
V := {T g|Ω′ : g ∈ C∞c (S)} ,
which we consider as a subset of the Banach space L2Hk(Ω′). Since
(i∂t + ∆)T g = ig
in Rn+1 by Proposition 3.1, in particular (i∂t + ∆)T g = 0 in the cylinder BR ×R.
Now let φ be a distribution in the dual space
[L2Hk(Ω′)]′ = L2H−k0 (Ω
′) ,
where the subscript refers to the vanishing trace conditions, such that
(3.6) 0 = 〈φ, u〉Ω′
for all u ∈ V. Here the angle bracket 〈·, ·〉Ω′ denotes the duality coupling (which
we assume to be conjugate linear in the first entry). Notice that, as C∞(Ω′) ⊂
L2Hk(Ω′), any element φ of the dual space L2H−k0 (Ω
′) is a distribution on Rn+1
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whose support is contained in Ω′. The duality bracket is then given simply by
the usual coupling 〈·, ·〉 between a distribution of compact support and a smooth
enough function.
By the definition of φ and Proposition 3.1, it then follows that, for all g ∈ C∞c (S),
0 = 〈φ, T g〉 = 〈T ∗φ, g〉 ,
which implies that T ∗φ ≡ 0 in the interior of S, where (with some abuse of notation)
T ∗φ denotes the distribution
T ∗φ(·, t) :=
∫ ∞
t
ei(t−s)∆φ(·, s) ds .
Then T ∗φ satisfies the Schro¨dinger equation
(i∂t + ∆)T ∗φ = −iφ ,
and in particular
(i∂t + ∆)T ∗φ = 0
in the complement of the set Ω′.
Let us now recall the unique continuation property of the Schro¨dinger equation
(see e.g. [33]):
Theorem 3.5 (Unique continuation property). Let W ⊂ Rn+1 be a connected open
set in spacetime. If a function satisfies the equation i∂th+ ∆h = 0 in W and h = 0
in some nonempty open set V contained in W , then h(x, t) = 0 for all (x, t) ∈ W
such that the intersection Vt ∩W is nonempty.
It then follows from the fact that T ∗φ ≡ 0 on S and the connectedness of Ωct for
all t that T ∗φ(x, t) = 0 for all t such that
S ∩ (Rn × {t}) 6= ∅
and all x ∈ Rn such that (x, t) 6∈ Ω′. By the time projection condition that appears
in Definition 3.2 and the fact that S′ ⊂ Rn+1\Ω′, this implies that T ∗φ = 0 on S′,
which in turn means that
0 = 〈T ∗φ, f〉 = 〈φ, vη〉 .
As a consequence of the Hahn–Banach theorem, vη can then be approximated by
an element u ∈ V as in (3.5), as we wanted to conclude.
There is a slight technical point about the application of the unique continuation
theorem to T ∗φ that we have omitted. In [33] this result is proved, for more general
Schro¨dinger-type equations, under the assumption that T ∗φ ∈ L2loc, which does not
hold in our case because φ is only in L2H−k0 . However, this regularity assumption
is not essential in the case of the usual Schro¨dinger equation, as one can apply the
argument to the mollified function
Fη′ ∗ (T ∗φ) ,
with a small enough parameter η′ and Fη′ as in the beginning of the proof. The
details are just as above. Lemma 3.3 then follows. 
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4. Global approximation theorems for the Schro¨dinger equation
The quantitative and non-quantitative global approximation theorems for the
Schro¨dinger equation that we stated in the Introduction are proved in this section.
We start with the quantitative result, which will readily give the non-quantitative
one when combined with Lemma 3.3:
Proof of Theorem 1.4. Let us begin with the case of approximation in the whole
cylinder Ω = D × R, which corresponds to the first part of the statement. For the
sake of clarity, we will divide the proof in several steps.
Step 1: Approximation by a global solution of the Schro¨dinger equation that grows
at spatial infinity. As v ∈ L2(Ω) satisfies the Schro¨dinger equation in Ω, its time
Fourier transform v̂(x, τ) must satisfy the Helmholtz–Yukawa equation
(4.1) ∆v̂(x, τ)− τ v̂(x, τ) = 0
on D. Theorem 2.4 ensures that for every ε′ > 0 there is a function ψ̂(x, τ) that
satisfies the equation
∆ψ̂(x, τ)− τψ̂(x, τ) = 0
on Rn and approximates v̂(x, τ) as
(4.2)
‖ψ̂(·, τ)− v̂(·, τ)‖L2(D) 6 ε′‖v̂(·, τ)‖1/2L2(D)‖v̂(·, τ)‖1/2H1(D) 6 Cε′〈τ〉1/4‖v̂(·, τ)‖L2(D) .
Furthermore, ψ̂(x, τ) is bounded as
(4.3)
∣∣∣∣∣∣∣∣∣ψ̂(·, τ)∣∣∣∣∣∣∣∣∣
τ,∞
6 (Nε′,τ )Nε′,τ ‖v̂(·, τ)‖L2(D)
if |τ | > τ1 (where τ1 is some fixed constant) and as
(4.4) |ψ̂(x, τ)|2 6 (Nε′,1〈x〉)Nε′,1eτ
1/2
+ |x|‖v̂(·, τ)‖L2(D)
if |τ | 6 τ1. The quantity Nε,τ was defined in (2.9) and we are taking
(4.5) ε′ := εK
for some constant K > 1+1/(2σ). Let us also recall from the proof of Theorem 2.4
that ψ̂(x, τ) is of the form
(4.6) ψ̂(x, τ) =
lτ∑
l=0
dl∑
m=1
Alm(τ) r
1−n2 Il+n2−1(r
√
τ)Ylm
( x
|x|
)
,
where Ylm are normalized spherical harmonics, and that one has effective bounds
(depending on τ and ε) for the constants Alm(τ) and lτ .
Equation (4.1), the approximation estimate (4.2) and the hypothesis∫
|τ |>τ0
∫
D
|v̂(x, τ)|2 dx dτ 6M2〈τ0〉−σ
imply that one can take
τε := cε
−2/σ ,
with c a large constant independent of ε, so that the function
v1(x, t) :=
∫
|τ |<τε
eiτtψ̂(x, τ) dτ
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satisfies the Schro¨dinger equation
i∂tv1 + ∆v1 = 0
on Rn+1 and approximates v as
‖v − v1‖2L2(Ω) = 2pi
∫
|τ |>τε
∫
D
|v̂(x, τ)|2 dx dτ + 2pi
∫
|τ |<τε
∫
D
|v̂(x, τ)− ψ̂(x, τ)|2 dx dτ
6M2τ−σε + Cε′
∫
|τ |<τε
∫
D
〈τ〉1/2|v̂(x, τ)|2 dx dτ
6 Cε2M2 .
It follows from the formula (4.6) and the bounds derived in Theorem 2.4 that v1 is
a smooth function satisfying the pointwise bound
(4.7) |v1(x, t)| 6 (Nε)Nε exp
(
Cε−
1
σ |x|) ,
with
Nε := exp exp
(
Cε−
2
σ
)
.
Step 2: Approximation via compactly supported initial data. Let us now set
uδ(x) := v1(x, 0) e
−δ|x|2 ,
where δ > 0 is a small positive constant to be determined later, and set
w(x, t) := eit∆uδ(x) .
Note that uδ is obviously in the Schwartz space S(Rn) by the bounds (4.3)-(4.4).
Therefore, using the formula (4.6) and the integral formulation
eit∆uδ(x) =
∫
Rn
G(x− y, t)uδ(y) dy ,
one can write
(4.8) w(x, t) = (4piit)−
n
2 ei|x|
2/4t
l0∑
l=0
dl∑
m=1
∫
|τ |<τε
Alm(τ)Blm(x, t, τ ; δ) dτ ,
where
Blm(x, t, τ ; δ) :=
∫
Rn
ei
|y|2−2x·y
4t −δ|y|2 |y|1−n2 Ylm
( y
|y|
)
Il+n2−1(|y|
√
τ) dy .
Let us integrate over the angular variables first. Denoting the unit sphere
by Sn−1, let us now record the expression for the Fourier transform of a spheri-
cal harmonic [10]:∫
Sn−1
Ylm(ω) e
−iξ·ω dσ(ω) = (−i)l(2pi)n2 Ylm
( ξ
|ξ|
) Jl+n2−1(|ξ|)
|ξ|n2−1 .
Using this formula and introducing spherical coordinates
ρ := |y| ∈ (0,∞) , ω := y/|y| ∈ Sn−1 ,
the function Blm(x, t, τ ; δ) can be readily written as
Blm(x, t, τ ; δ) =
∫ ∞
0
e−(δ−
i
4t )ρ
2
ρ
n
2 Il+n2−1(ρ
√
τ)
∫
Sn−1
Ylm(ω) e
−i ρx·ω2t dσ(ω) dρ
= (−i)l(2pi)n2 Ylm
( x
|x|
)
Mlm(|x|, t, τ ; δ) ,
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where we have set, for r > 0,
Mlm(r, t, τ ; δ) :=
(
2t
r
)n
2−1 ∫ ∞
0
e−(δ−
i
4t )ρ
2
ρ Il+n2−1(ρ
√
τ) Jl+n2−1
(ρr
2t
)
dρ .
We can now use the formula [16, 6.633.4] to compute the integral in closed form:
Mlm(r, t, τ ; δ) =
i(2t)
n
2
1 + 4itδ
exp
(−δ(r2 − 4τt2) + i(τt− r24t )
1 + 16δ2t2
)
r1−
n
2 Jl+n2−1
(
ir
√
τ
1 + 4itδ
)
.
Plugging these formulas in the expression (4.8) and using the identity between
Bessel functions (2.25), we readily find that
lim
δ↘0
w(x, t) = |x|1−n2
l0∑
l=0
dl∑
m=1
Ylm
( x
|x|
)∫
|τ |<τε
eitτ Alm(τ) Il+n2−1(|x|
√
τ) dτ .
In view of the formula for v1(x, t), the above limit can be rewritten as
(4.9) lim
δ↘0
w(x, t) = v1(x, t)
uniformly for (x, t) in any compact spacetime subset.
To estimate the difference v1 − eit∆uδ on ΩT = D × (−T, T ), it suffices to
notice that the dependence on the parameter δ (which only appears in the function
Mlm(r, t, τ ; δ)) can be controlled using that
(4.10) |Mlm(r, t, τ ; δ0)−Mlm(r, t, τ ; 0)| 6 δ0 sup
06δ6δ0
∣∣∣∣ ∂∂δMlm(r, t, τ ; δ)
∣∣∣∣ .
Therefore, using the bounds for Bessel functions as in Theorem 2.4 and the bounds
for the constants τε and Alm(τ), after some straightforward manipulations one
obtains that there is some δT > 0, depending on T , such that
(4.11) sup
06δ6δT
sup
0<r<R, |t|<T, |τ |<τε
∣∣∣∣ ∂∂δw(x, t)
∣∣∣∣ 6 CTM(Nε)Nε .
Here we have set
Nε := e
eCε
−1/σ
.
One can therefore take some positive δε of the form
δε := (Nε)
−Nε
such that
‖w − v1‖L2(ΩT ) 6 CεM .
The L2 norm of the initial datum uδ can now be computed using the pointwise
bound (4.7):
‖uδ‖2L2(Rn) =
∫
Rn
e−2δ|x|
2 |v1(x, 0)|2 dx
6 (Nε)Nε
∫
Rn
e−2δ|x|
2
exp(Cε−
1
σ |x|) dx
6 (Nε)Nε .
The first assertion of Theorem 1.4 then follows.
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Step 3: The interior approximation estimate. The proof is exactly the same but one
uses interior estimates for the function ψ̂(x, τ), which result in the sharper bound
for v1
|v1(x, t)| < Nε exp(Cε− 1σ 〈x〉) .
Substituting this bound in the integral for the L2 norm of the initial datum uδ, this
yields
‖uδ‖L2(Rn) 6 CNε ,
which completes the proof of the theorem. 
The following result is a straightforward variation of Theorem 1.4 where we
impose additional regularity on the local solution to control more derivatives of the
functions involved. This is needed in the proof of Theorem 1.2. For concreteness,
we only consider the interior case, which suffices for our purposes:
Lemma 4.1. Let Ω := D × R, where D ⊂ Rn is a bounded set with smooth
boundary whose complement Rn\D is connected. Take k > 1 and fix some smaller
set D′ ⊂⊂ D. Assume that v ∈ L2Hk(Ω) satisfies the Schro¨dinger equation (1.4)
in Ω and its time Fourier transform is bounded as
(4.12)
∫
|τ |>τ0
∫
D
〈τ〉k|v̂(x, τ)|2 dx dτ 6M2〈τ0〉−σ
for some σ > 0 and all τ0 > 0. Then, for each ε ∈ (0, 1) and any T > 0, one can
take an initial datum u0 ∈ S(Rn) such that u := eit∆u0 approximates v on Ω′T :=
D′ × (−T, T ) as
‖v − u‖L2Hk(Ω′T ) 6 εM
and u0 is bounded as
‖u0‖Hk(Rn) 6 ee
Cε
− 1
σ
M .
The constant C depends on k, T and on the geometry of the domains.
Proof. The proof is just as in Theorem 1.4 modulo minor changes. Indeed, with
the faster convergence rate that we have required on the integral (4.12) and the
obvious estimate
‖ψ̂(·, τ)− v̂(·, τ)‖Hk(D′) 6 C〈τ〉k/2‖ψ̂(·, τ)− v̂(·, τ)‖L2(D) ,
the function v1, defined as above, is readily shown to approximate v as
‖v − v1‖L2Hk(Ω) < CMε .
One can define uδ as in the proof of Theorem (1.4) so that the approximation
holds in L2Hk. Indeed, it is not hard to see that a statement just like (4.9) also
holds when one takes spatial derivatives on both sides of the equation. To obtain
bounds, it suffices to replace the estimate (4.11) by∑
j+m6k
sup
06δ6δT
sup
0<r<R, |t|<T, |τ |<τε
〈l〉j
∣∣∣∣ ∂∂δ∇mw(x, t)
∣∣∣∣ 6 CTNεM .
The claim readily follows. 
The non-quantitative approximation theorem stated in the Introduction is now
an easy consequence of the results that we have already established:
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Proof of Theorem 1.2. Assume that the set Ω is contained in BR/2 × (−R,R) and
take an (Ω, R)-admissible set S (see Definition 3.2). By Lemma 3.3, there is a
function f ∈ C∞c (S) such that the function u := T f approximates v as
‖v − u‖L2Hs(Ω′) < ε
2
.
Note that, by definition, this function satisfies the Schro¨dinger equation
i∂tu+ ∆u = 0
in BR × R. Furthermore, it follows from the fact that f is compactly supported
and the expression of the fundamental solution G(x, t) that u is bounded as
sup
x∈BR
|∂Nt u(x, t)| <
C
〈t〉n2 +N .
Denoting by û(x, τ) the Fourier transform of u(x, t) with respect to time, it then
follows from the mapping properties of the Fourier transform that for all n > 2 and
all N > 1 one has
(4.13) sup
x∈BR
‖v̂(x, ·)‖L2(R) + sup
x∈B, τ∈R
|τN v̂(x, τ)| < C ,
where the constant depends on N . In view of this decay property of the time Fourier
transform of u, Lemma 4.1 ensures that there exists an initial datum w0 ∈ S(Rn)
such that w := eit∆w0 approximates u as
‖u− w‖L2Hk(BR/2×(−R,R)) <
ε
2
.
The theorem is then proved. 
5. Vortex reconnection for the Gross–Pitaevskii equation
In this section we provide the proof of the result on vortex reconnection for the
Gross–Pitaevskii equation (Theorem 1.1). For convenience, we will divide the proof
in three steps:
Step 1: Construction of a local solution using noncharacteristic hypersurfaces in
spacetime. Let Σ ⊂ R4 be a pseudo-Seifert surface connecting the curves Γ0,Γ1 ⊂
R3 in time T , as defined in the Introduction. The existence of these surfaces is
standard because all closed curves in R4 are isotopic. (It should be noticed, however,
that in general one cannot choose Σ as a knot cobordism, that is, homeomorphic
to Γ0× (0, 1).) One can also extend Σ so that it is defined for times slightly smaller
than 0 and slightly larger than T .
Moreover, if necessary one can deform the curves Γ0,Γ1 with a smooth diffeo-
morphism arbitrarily close to the identity in the Ck norm to ensure that the curves
Γ0,Γ1 and the surface Σ are real analytic, and that Σ is in general position with
respect to the time axis in the sense that the set of points
{(x, t) ∈ Σ : e4 ∈ N(x,t)Σ}
is finite. Here e4 := (0, 0, 0, 1) is the time direction and N(x,t)Σ is the normal plane
of Σ at the point (x, t). We will label all the points of this form as
(5.1) {Xj := (xj , tj)}Jj=1 .
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Equivalently, this means that, after deforming Σ by a small diffeomorphism if nec-
essary, the coordinate t is a Morse function on Σ, so the claim is a straightforward
consequence of the density of Morse functions [17, Theorem 6.1.2]. It is also stan-
dard that we can also assume all the critical points Xj of the function t|Σ correspond
to different critical values, meaning that tk 6= tj for all 1 6 j 6= k 6 J . For future
reference, let us denote the set of these critical times by
(5.2) P := {tj : 1 6 j 6 J} .
Observe that an equivalent characterization of this set is
P := {t ∈ (0, T1) : e4 ∈ N(x,t)Σ for some point (x, t) ∈ Σ} .
We now claim that there exists a vector field a(x, t) on R4 such that, for every
point (x, t) ∈ Σ, the vector
(5.3) W (x, t) := a(x, t) ∧ τ1 ∧ τ2
is not parallel to the time direction, e4 (in particular, nonzero). Here (τ1, τ2) is any
oriented orthonormal basis of the tangent space T(x,t)Σ and the product of three
vectors V1 ∧ V2 ∧ V3 in R4 is defined as 0 if the vectors are linearly dependent and
as the only vector, modulo a multiplicative factor that is inessential for our present
purpose, that is orthogonal to V1, V2 and V3. (The multiplicative factor is of course
determined by the norms of Vj and the orientation of R4.)
To show the existence of the vector field a(x, t), let us recall that the normal bun-
dle of Σ in R4 is trivial [28], so there are analytic vector fields N1(x, t) and N2(x, t)
on R4 such that
N(x,t)Σ = span{N1(x, t), N2(x, t)} .
One can then write the vector field a as
a(x, t) = f1(x, t)N1(x, t) + f2(x, t)N2(x, t) ,
where f1, f2 are analytic real-valued functions on R4 to be determined. Since obvi-
ously the vector W (x, t) must be normal to the surface Σ at the point (x, t) and e4
is only normal at the finite number of points specified in (5.1), it is clear that the
only conditions that the functions f1, f2 must satisfy are
[f1(xj , tj)N1(xj , tj) + f2(xj , tj)N2(xj , tj)] · e4 6= 0
for 1 6 j 6 J to ensure that W (xj , tj) is not parallel to e4 at these points and
f1(x, t)
2 + f2(x, t)
2 6= 0
for all (x, t) ∈ Σ to make sure that W (x, t) is always nonzero. The existence of the
functions f1, f2 is then apparent.
Now that we have the vector field a(x, t), we can next define an analytic hyper-
surface S in R4 as
S := {(x, t) + s a(x, t) : (x, t) ∈ Σ, |s| < s0} ,
where s0 > 0 is small enough. It follows from the construction that the normal
direction N of S, which is proportional to the vector field W defined in (5.3) modulo
an error of size O(s0), is never parallel to the time direction, e4. Furthermore, it is
clear from the definition of S that it is diffeomorphic to the product Σ× (−s0, s0),
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so one can take a real-valued analytic function φ : S → R on the hypersurface S
such that
(5.4) φ−1(1) = Σ
and its gradient is transverse to Σ, i.e., that its intrinsic gradient (or covariant
derivative) ∇Sφ does not vanish on Σ.
Consider the Cauchy problem
(5.5) i∂tv + ∆v = 0 , v|S = φ , N · ∇x,tv = i ,
where N is a unit normal vector to the hypersurface S in R4 and ∇x,tv denotes
the spacetime gradient of v. The hypersurface S is non-characteristic for the
Schro¨dinger equation because N is never parallel to the time direction. Hence the
Cauchy–Kowalewskaya theorem ensures that there exists a real analytic solution v
to the problem (5.5) defined in a neighborhood V ⊂ R4 of S.
An important observation is that
(5.6) v−1(1) = Σ
provided that we take a small enough neighborhood V . In order to see this, let us
denote the real and imaginary parts of v by
v = v1 + iv2
and notice that the Cauchy conditions we have imposed can be rewritten as
v1|S = φ , v2|S = 0 , N · ∇x,tv1 = 0 , N · ∇x,tv2 = 1 .
Therefore v2 only vanishes on S, while (v1|S)−1(1) = Σ. Furthermore, the gradients
of v1 and v2 are transverse on Σ = v
−1
1 (1) ∩ v−12 (0), that is,
rank(∇x,tv1,∇x,tv2) = 2 on Σ .
This is clear because N · ∇x,tv1|S = 0, which ensures that
∇x,tv1|S = ∇Sφ ,
which is transverse to Σ by the definition of φ, while ∇x,tv2|S = N .
Step 2: Robust geometric properties of the local solution. By Equation (5.6), it is
clear that
Z1−v(t) = Σt
for all t, where we recall that Σt0 := {(x, t) ∈ Σ : t = t0} is the intersection of Σ with
the time t0 slice. As t is a Morse function on Σ by construction, the reconnection
times tj must be critical values of the function t|Σ because the constant time slice
and the surface Σ stop being transverse (that is, the vector e4 belongs to the
normal plane at the critical point Xj := (xj , tj) ∈ Σ). Besides, as the critical level
{t = tj}∩Σ must be a curve (i.e., of dimension 1), it follows that the critical point
Xj must be a saddle point, that is, of Morse index 1. The Morse lemma then
ensures that there are smooth local coordinates (y1, y2) on a small neighborhood
of Xj in Σ such that, in that neighborhood,
(5.7) t|Σ = tj + y21 − y22 .
Furthermore, with X := (x, t) ∈ R4, there are two linearly independent vectors
V1, V2 on R4 such that
(5.8) yj = Vj · (X −Xj) +O(|X −Xj |2) .
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Since the distance between the two sheets of the hyperbola (5.7) is
2|t− tj |1/2
when measured with respect to the metric dy21 + dy
2
2 , it follows from (5.8) that the
distance dj(t) between the corresponding two components of the set Z1−v(t) near
the reconnection time tj is bounded as
(5.9)
1
C
|t− tj |1/2 6 dj(t) 6 C|t− tj |1/2 .
It is also a standard consequence of Morse theory for functions on a surface whose
critical points have all distinct critical values that the parity of the number of
components of a level set changes as one crosses a critical value.
The above geometric construction is robust under suitable perturbations of the
function v. More precisely, Thom’s transversality theorem [1, Theorem 20.2] ensures
that, given any k > 1 and δ > 0, there exists some ε > 0 such that:
(i) The level set of value 1 of any function w with
(5.10) ‖w − v‖Ck(V ) < δ
satisfies
(5.11) w−1(1) ∩ V = Ψ(Σ) ,
where Ψ is a smooth diffeomorphism of R4 with ‖Ψ− id‖Ck(Rn+1) < ε.
(ii) There is a finite union of closed intervals I ⊂ (0, T ) containing the set P
(cf. (5.2)) of total length less than ε and a continuous one-parameter family
of diffeomorphisms {Φt}t∈R of R3 with supt∈R ‖Φt−id‖Ck(R3) < ε such that
Φt(Σt) = Z1−w(t) ∩ V for all t ∈ [0, T ]\I.
(iii) The distance dj(t) between the two components of the set Z1−w(t) ∩ V
near a critical point X ′j of index 1 of the Morse function t|Φ(Σ) is bounded
as in Equation (5.9).
(iv) The parity of the number of components of Z1−w(t)∩V is different at each
time t = tj − δ′ and tj + δ′, for any small enough δ′ > 0.
Remark 5.1. By an easy transversality argument, one can provide a more exhaustive
description of the zero set Z1−w(t) as follows. For t ∈ [0, T ]\I, item (ii) means
that Z1−w(t) ∩ V is a small deformation of the smooth embedded curve Σt that
corresponds to the intersection of the spacetime surface Σ with the time slice R3×
{t}. The times t0 ∈ P are those at which the curve Σt0 self-intersects, so that Σt0
is then a smooth immersed curve. What happens is that there is another finite
set P ′, at a distance at most ε of P and of the same cardinality, such that for all
t′0 ∈ P ′, Z1−w(t′0) ∩ V is also a smooth immersed curve, while for t ∈ I slightly
above or below a critical time t′0 ∈ P ′ as above, the zero set Z1−w(t)∩V is a smooth
embedded curve with the same structure as before.
Step 3: Construction of the solution to the Gross–Pitaevskii equation. Theorem 1.2
and Remark 1.3 guarantee that there exists a Schwartz function w0 ∈ S(Rn) such
that w := eit∆w0 approximates the above function v as
‖w − v‖Ck(V ) < ε/2 ,
where k > 1 can be chosen at will.
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Let us now consider the rescaled Gross–Pitaevskii equation
i∂tu˜+ ∆u˜+ δ(1− |u˜|2)u˜ = 0
on R3 with initial datum
u˜(x, 0) = 1− w0(x) ,
where δ > 0 is a small constant. In view of Duhamel’s formula
u˜(x, t) = 1− w(x, t) + iδ
∫ t
0
ei(t−s)∆(1− |u˜(x, s)|2)u˜(x, s) ds ,
it is standard (see e.g. [32]) that, for all small enough δ, there exists a global
solution u˜ to this equation with
1− u˜ ∈ C∞loc(R,S(R3)) ,
which is bounded as
‖u˜− 1 + w‖Ck([−T,T ]×R3) 6 CT δ
for any T > 0. The constant C depends on T and w0 but not on δ. It then
follows from our application of Thom’s isotopy theorem (5.10) in Step 2 that the
zero set u˜−1(0) satisfies (5.11) for some smooth diffeomorphism Ψ of R4 with ‖Ψ−
id‖Ck(R4) < ε, and that the zero set Zu˜(t) is of the form described in item (ii) of
Step 2. Also by Step 2, u˜ satisfies the t1/2 law and the change of parity property.
Notice that the function
u(x, t) := u˜(δ−1/2x, t/δ)
satisfies the Gross–Pitaevskii equation
i∂tu+ ∆u+ (1− |u|2)u = 0 , u(x, 0) = 1− w0(δ−1/2x)
and tends to 1 as
1− u ∈ C∞loc(R,S(R3)) .
Since u is just an (anisotropic) rescaling of u˜, we infer that the zero set of u is of
the form described in the statement of the theorem.
6. Comparison with experimental observations and solutions with
other conditions at infinity
6.1. Comparison with experimental results. A remarkable feature of the strat-
egy that we have employed to prove the existence of solutions to the Gross–
Pitaevskii equation featuring vortex reconnection is that it presents the same qual-
itative properties that are observed in the physics literature:
The t1/2 law. As we discussed in the Introduction, in the reconnection scenarios
that we construct, the distance between reconnecting vortices near the reconnec-
tion time T behaves as |t − T |1/2. This is in perfect agreement with the t1/2 law
for the separation velocities that have measured in the laboratory [7], observed
numerically [34] and heuristically explained in [29].
Change of parity of the components at reconnection. We also stressed that the parity
of the number of reconnecting quantum vortices is numerically observed to change
at each reconnection time [24], as depicted in Figure 1. The reconnection scenarios
we construct also feature this property as an indirect consequence of Morse theory
for functions on surfaces.
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Birth and death of quantum vortices. Numerical simulations also show that quan-
tum vortices can be created or destroyed [24], as also shown in Figure 1 (bottom).
This is a degenerate case of vortex reconnection that appears, in our scenarios,
whenever the Morse function t|Σ has any local extrema.
Pseudo-Seifert surfaces as a universal scenario of vortex reconnection. The time
evolution of a quantum vortex (which is generically, at each time, a smooth curve
in R3) automatically defines a surface Σ is spacetime R4. Generically, this surface
is smooth by Sard’s theorem and the time coordinate is a Morse function on Σ.
Therefore, the description of vortex reconnection we use in the construction of the
scenarios is, in a way, universal.
6.2. Solutions to NLS that decay at infinity: the case of laser beams. It
is folk wisdom in physics that, in the Gross–Pitaevskii equation, if one replaces the
asymptotic condition u(x, t)→ 1 as |x| → ∞ by a decay condition (e.g., that u be
square integrable), it should be easier to show that there is a wealth of reconnec-
tions. In the language of physics, this is because the condition u→ 1 is associated
with the existence of a chemical potential at infinity. In constrast, the decay condi-
tion u→ 0 corresponds to the more flexible case of optical vortices, which describes
laser beams [11].
We shall next mention how the strategy that we have developed applies to the
case of laser beams (and to many other nonlinear Schro¨dinger equations). Remark-
ably, we do find that in this setting the argument leads to a stronger reconnection
theorem, in that the diffeomorphism that appears in the statement can be arbitrar-
ily close to the identity:
Theorem 6.1. Consider two links Γ0,Γ1 ⊂ R3 and a pseudo-Seifert surface Σ ⊂
R4 connecting Γ0 and Γ1 in time T > 0. For any ε > 0 and any k > 0, there
is a Schwartz initial datum u0 ∈ S(R3) such that the corresponding solution to
the Gross–Pitaevskii equation u ∈ C∞loc(R,S(R3)) realizes the vortex reconnection
pattern described by Σ up to a small deformation. More precisely, for any fixed
ε > 0 and k > 0, the properties (ii)–(iv) of Theorem 1.1 hold with η := 1.
Proof. The proof goes just as in Theorem 1.1. Indeed, Steps 1 and 2 apply directly
in this setting, the only difference being that the level sets v−1(1) and Z1−v(t) (and
similarly for w) have to be replaced by v−1(0) and Zv(t), and that the condition
φ−1(1) = Σ (Equation (5.4)) must be replaced by
φ−1(0) = Σ .
In Step 3, one similarly considers the rescaled modified Gross–Pitaevskii equation
i∂tu˜+ ∆u˜− δ|u˜|2u˜ = 0
on R3 with initial datum
u˜(x, 0) = w0(x) ,
where δ > 0 is a small constant. Another easy argument using Duhamel’s for-
mula then yields that for all small enough δ there exists a global solution u˜ ∈
C∞loc(R,S(R3)) to this equation, which is bounded as
‖u˜− w‖Ck([−T,T ]×R3) 6 Cδ .
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The results about the robustness of the geometric properties of v proved in Step 2
obviously apply to u˜. If we now note that the function
(6.1) u(x, t) := δ1/2eit u˜(x, t)
satisfies the Gross–Pitaevskii equation
i∂tu+ ∆u+ (1− |u|2)u = 0
and has the same zero set as u˜, the result then follows. 
Remark 6.2. It is clear from the proof that Theorem 6.1 holds verbatim if one
replaces the Gross–Pitaevskii equation by a NLS equation of the form
i∂tu+ ∆u+ V (u, u) = 0
provided that the nonlinearity V (u, u) is subcritical, a smooth enough function of u
and u, and of order o(|u|) for |u|  1. In particular, the result obviously holds for
the linear Schro¨dinger equation.
6.3. The periodic case: the Gross–Pitaevskii equation on T3. To conclude,
we shall next sketch how the above results can be extended to the case of the
Gross–Pitaevskii equation
i∂tu+ ∆u+ (1− |u|2)u = 0 , u(x, 0) = u0(x) ,
when the spatial variable takes values in the 3-torus T3 := (R/2piZ)3.
For the ease of notation, we regard the unit ball B1 ⊂ R3 as a subset of T3
with the obvious identification. The dilation Λη, introduced in (1.3), can then be
understood as a map from B1 ⊂ T3 into itself provided that η < 1.
Theorem 6.3. Consider two links Γ0,Γ1 contained in the unit ball B1 ⊂ R3 and
a pseudo-Seifert surface Σ connecting Γ0 and Γ1 in time T > 0. We assume that
Σ is contained in the spacetime cylinder B1 × R. For any ε > 0 and any k > 0,
there is an initial datum u0 ∈ C∞(T3) such that the corresponding solution to the
Gross–Pitaevskii equation u ∈ C∞loc(T3×R) realizes the vortex reconnection pattern
described by Σ up to a diffeomorphism. Specifically:
(i) The evolution of the vortex set Zu(t) is known for all times during the
reconnection process: there is some η > 0 and a diffeomorphism Ψ of T3×R
with ‖Ψ − id‖Ck(T3×R) < ε such that Λη[Ψ(Σ)t] is a union of connected
components of Zu(η
2t) for all t ∈ [0, T ].
(ii) In particular, there is a smooth one-parameter family of diffeomorphisms
{Φt}t∈R of T3 with ‖Φt − id‖Ck(T3) < ε and a finite union of closed inter-
vals I ⊂ (0, T ) of total length less than ε such that Λη[Φt(Σt)] is a union
of connected components of the set Zu(η
2t) for all t ∈ [0, T ]\I.
(iii) The separation distance obeys the t1/2 law and the parity of the number of
quantum vortices of Φt(Σt) changes at each reconnection time.
Proof. By Remark 6.2, there is a Schwartz initial datum v0 ∈ S(R3) such that
the solution to the Schrdinger equation on R3 v := eit∆v0 realizes the reconnection
pattern defined by Σ up to a small deformation and satisfies the properties described
in Theorem 6.1. We can assume that this reconnection takes place in the bounded
spacetime domain B1 × (0, T ).
32 ALBERTO ENCISO AND DANIEL PERALTA-SALAS
Note that v can be written in terms of the Fourier transform of v0 as
v(x, t) =
∫
R3
eiξ·x−i|ξ|
2t v̂0(ξ) dξ .
As v̂0 is a Schwartz function, it is standard that, for (x, t) in the bounded set
B1× (0, T ), the above integral can be approximated by a Riemann sum of the form
v1(x, t) := J
−6
J6∑
j=1
eiξj ·x−i|ξj |
2t v̂0(ξj)
as
(6.2) ‖v − v1‖Ck(B1×(0,T )) < ε ,
where k and ε > 0 are fixed but arbitrary and J is a large positive integer. One
possible way of choosing the points ξj is by taking a cube of side J centered at
the origin, dividing it into J6 cubes of side J−1 and letting ξj be any point in the
jth cube. For a large enough J , it is clear that the approximation bound (6.2)
will hold. It is also apparent that one can pick all the points ξj rational, i.e.,
ξj ∈ Q3. Observe that the approximation estimate and the stability under small
perturbations of reconnection scenarios that we constructed in Theorem 6.1 ensures
that v1 features reconnections that are diffeomorphic to, and a small deformation
of, those described by the pseudo-Seifert surface Σ.
Let N be the height of the point (ξ1, ξ2, . . . , ξJ6) ∈ Q3J6 , that is, the least
common denominator of its coordinates in reduced form, and define
w(x, t) := v1(Nx,N
2t) .
By the way we have pickedN it is clear that w(x, t) defines a function in C∞loc(T3×R)
that satisfies the Schro¨dinger equation on the 3-torus:
i∂tw + ∆w = 0 .
The zero set of w is simply the image of the zero set of v1|(−piN,piN)3×R under the
map
ΘN (x, t) := (x/N, t/N
2) .
In view of the properties of v1 = w ◦ΘN , this immediately implies that w features
reconnections contained in the set B1/N × (0, T/N2) that are diffeomorphic to the
scenario described by Σ and satisfy the properties of the statement. This fact is
robust under small perturbations.
It is now easy to promote this solution of the linear Schro¨dinger equation on T3
to a global smooth solution of the modified Gross–Pitaevskii equation
i∂tu˜+ ∆u˜− δ|u˜|2u˜ = 0
on T3 that is close to w using Duhamel’s formula and Bourgain’s dispersive es-
timates on the torus [8]. This can be transformed into a solution to the Gross–
Pitaevskii equation using the formula (6.1) just as in Theorem 6.1. This completes
the proof of the theorem with η := 1/N . 
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Appendix A. Uniform lower bounds for the integral of a Bessel
function
Notice that the function Iν(α), introduced in (2.24), can be written as
Iν(α) :=
∫ R′′
0
r|Iν(αr)|2 dr = 1|α|2
∫ |α|R′′
0
ρ|Zν(ρ)|2 dρ ,
where we define Zν(z) := Jν(z) if α ∈ iR+ and Zν(z) := Iν(z) if α ∈ R+. Hence a
first observation that is useful when computing lower bounds for the function Iν(α)
is that |α|2Iν(α) is an increasing function of |α|.
We will write F ≈ G if there is a positive constant (which does not depend on ν
or α), such that
F
C
6 G 6 CF .
Likewise, F . G means that F 6 CG with C as above, and F  G means that
F 6 δG for a certain small constant δ, again independent of ν or α.
Lemma A.1. With α ∈ R+∪iR+ and ν > 12 , the function Iν(α) satisfies the lower
bound
Iν(α) & 1〈|α|〉2ν2
(C min{|α|, 1}
ν
)2ν
eC Reα .
Proof. We need to analyze the different cases separately:
Case 1: |α| . 1 and ν . 1. The asymptotics for Bessel functions near zero [16,
8.440 and 8.445], Iν(z) = Cz
ν + O(zν+1), together with the fact that Iν(z) is
obviously of order 1 if ν and |z| are, immediately yield that
Iν(α) ≈ |α|2ν
in this region of the parameter space.
Case 2: |α|  1 and ν . 1. The usual large time asymptotics for Bessel functions
of fixed order [16, 8.451.1 and 8.451.5],
Iν(z) =
{
Cz−1/2ez[1 +O(z−1)] if z ∈ R+ ,
C|z|−1/2cos(|z| − cν) +O(|z|−3/2) if z ∈ iR+ ,
ensure that
Iν(α) ≈
∫ R′′
0
e2αr
α
dr ≈ e
2R′′α
α2
if α ∈ R+, while for α ∈ iR+
Iν(α) = 1|α|2
∫ |α|R′′
0
ρ |Iν(ρ)|2 dρ ≈ 1|α|2
∫ |α|R′′
0
cos2(ρ− ρ0) dρ ≈ 1|α| .
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Case 3: |α| . 1 and ν  1. The asymptotic expansions for Bessel functions of
large order [16, 8.452.1],
Iν(z) = C1ν
− 12
(C2z
ν
)ν
[1 +O(ν−1)] ,
ensure that
Iν(α) ≈ 1
ν
∫ R′′
0
r
∣∣∣Cαr
ν
∣∣∣2ν dr ≈ (C|α|)2ν
ν2ν+2
.
Case 4: |α|  1 and ν  1. Since |α|2 Iν(α) is an increasing function of |α|, from
Case 3 we immediately get that
(A.1) Iν(α) & C
2ν
|α|2ν2ν+2 .
Putting all the cases together we arrive at the bounds in the statement. 
References
1. R. Abraham, J. Robbin, Transversal mappings and flows, Benjamin, New York, 1967.
2. G. Alessandrini, L. Rondi, E. Rosset, S. Vessella, The stability for the Cauchy problem for
elliptic equations, Inverse Problems 25 (2009) 123004.
3. I.S. Aranson, L. Kramer, The world of the complex Ginzburg–Landau equation, Rev. Mod.
Phys. 74 (2002) 99–143.
4. P. Balodis, A. Co´rdoba, The convergence of multidimensional Fourier–Bessel series, J. Anal.
Math. 77 (1999) 269–286.
5. V. Banica, L. Vega, Scattering for 1D cubic NLS and singular vortex dynamics, J. Eur. Math.
Soc. 14 (2012) 209–253.
6. V. Banica, L. Vega, The initial value problem for the binormal flow with rough data, Ann.
Sci. E´c. Norm. Supe´r. 48 (2015) 1423–1455.
7. G.P. Bewley, M.S. Paoletti, K.R. Sreenivasan, D.P. Lathrop, Characterization of reconnecting
vortices in superfluid helium, Proc. Nat. Acad. Sci. 105 (2008) 13707–13710.
8. J. Bourgain, Global solutions of nonlinear Schro¨dinger equations, AMS, Providence, 1999.
9. F.E. Browder, Approximation by solutions of partial differential equations, Amer. J. Math.
84 (1962) 134–160.
10. Y. Canzani, P. Sarnak, Topology and nesting of the zero set components of monochromatic
random waves, Comm. Pure Appl. Math. 72 (2019) 343–374.
11. M.R. Dennis, R.P. King, B. Jack, K. O’Holleran, M.J. Padgett, Isolated optical vortex knots,
Nature Phys. 6 (2010) 118–121.
12. H. Donnelly, C. Fefferman, Nodal sets of eigenfunctions on Riemannian manifolds, Invent.
Math. 93 (1988) 161–183.
13. A. Enciso, M.A. Garc´ıa-Ferrero, D. Peralta-Salas, Approximation theorems for parabolic equa-
tions and movement of local hot spots, Duke Math. J. 168 (2019) 897–939.
14. A. Enciso, R. Luca`, D. Peralta-Salas, Vortex reconnection in the three dimensional Navier–
Stokes equations, Adv. Math. 309 (2017) 452–486.
15. L. Escauriaza, S. Vessella, Optimal three cylinder inequalities for solutions to parabolic equa-
tions with Lipschitz leading coefficients, Contemp. Math. 333 (2003) 79–87.
16. I.S. Gradshteyn, I.M. Ryzhik, Table of integrals, series, and products, Academic, Amsterdam,
2015.
17. M.W. Hirsch, Differential topology, Springer, New York, 1994.
18. L. Ho¨rmander, The analysis of linear partial differential operators I, Springer, Berlin, 2003.
19. V. Isakov, Carleman type estimates in an anisotropic case and applications, J. Differential
Equations 105 (1993) 217–238.
20. R.L. Jerrard, C. Seis, On the vortex filament conjecture for Euler flows, Arch. Ration. Mech.
Anal. 224 (2017) 135–172.
21. R.L. Jerrard, H.M. Soner, Dynamics of Ginzburg–Landau vortices, Arch. Ration. Mech. Anal.
142 (1998) 99–125.
APPROXIMATION THEOREMS FOR THE SCHRO¨NDIGER EQUATION 35
22. C.E. Kenig, G. Ponce, L. Vega, On the interaction of nearly parallel vortex filaments, Comm.
Math. Phys. 243 (2003) 471–483.
23. C.E. Kenig, C.D. Sogge, A note on unique continuation for Schro¨dinger’s operator, Proc.
Amer. Math. Soc. 103 (1988) 543–546.
24. D. Kleckner, L.H. Kauffman, W.T.M. Irvine, How superfluid vortex knots untie, Nature Phys.
12 (2016) 650–655.
25. D. Lannes, The water waves problem, AMS Providence, 2013.
26. P.D. Lax, A stability theorem for solutions of abstract differential equations, and its applica-
tion to the study of the local behavior of solutions of elliptic equations, Comm. Pure Appl.
Math. 9 (1956) 747–766.
27. B. Malgrange, Existence et approximation des solutions des e´quations aux de´rive´es partielles
et des e´quations de convolution, Ann. Inst. Fourier 6 (1955–1956) 271–355.
28. W.S. Massey, On the normal bundle of a sphere imbedded in Euclidean space, Proc. Amer.
Math. Soc. 10 (1959) 959–964.
29. S. Nazarenko, R. West, Analytical solution for nonlinear Schro¨dinger vortex reconnection, J.
Low Temp. Phys. 132 (2003) 1–10.
30. B. Perthame, L. Vega, Energy concentration and Sommerfeld condition for Helmholtz equation
with variable index at infinity, Geom. Funct. Anal. 17 (2008) 1685–1707.
31. A. Ru¨land, M. Salo, Quantitative Runge approximation and inverse problems, Int. Math. Res.
Not., in press.
32. T. Tao, Nonlinear dispersive equations, AMS, Providence, 2006.
33. D. Tataru, Carleman estimates, unique continuation and applications,
https://math.berkeley.edu/ tataru/papers/ucpnotes.ps.
34. A. Villois, D. Proment, G. Krstulovic, Universal and nonuniversal aspects of vortex reconnec-
tions in superfluids, Phys. Rev. Fluids 2 (2017) 044701.
Instituto de Ciencias Matema´ticas, Consejo Superior de Investigaciones Cient´ıficas,
28049 Madrid, Spain
E-mail address: aenciso@icmat.es
Instituto de Ciencias Matema´ticas, Consejo Superior de Investigaciones Cient´ıficas,
28049 Madrid, Spain
E-mail address: dperalta@icmat.es
