Abstract-Many current text-to-speech (TTS) systems are based on the concatenation of acoustic units of recorded speech. While this approach is believed to lead to higher intelligibility and naturalness than synthesis-by-rule, it has to cope with the issues of concatenating acoustic units that have been recorded at different times and in a different order. One important issue related to the concatenation of these acoustic units is their synchronization. In terms of signal processing this means removing linear phase mismatches between concatenated speech frames. This paper presents two novel approaches to the problem of synchronization of speech frames with an application to concatenative speech synthesis. Both methods are based on the processing of phase spectra without, however, decreasing the quality of the output speech, in contrast to previously proposed methods. The first method is based on the notion of center of gravity and the second on differentiated phase data. They are applied off-line, during the preparation of the speech database without, therefore, any computational burden on synthesis. The proposed methods have been tested with the harmonic plus noise model, HNM, and the TTS system of AT&T Labs. The resulting synthetic speech is free of linear phase mismatches.
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I. INTRODUCTION

C
ONCATENATION of acoustic units is widely used in most of the currently available text-to-speech (TTS) systems. This approach has resulted in significant advances in the quality of speech produced by speech synthesis systems. In contrast to TTS systems based on synthesis by rules (formant-based and articulatory-based rules systems), concatenation of acoustic units avoids the difficult problem of modeling the way humans generate speech. However, it introduces another problem: how to concatenate speech waveform segments that are fairly different across the concatenation point. There are several types of mismatches at the concatenation point. Spectral tilt and formant frequencies and bandwidths can differ across the boundary, resulting in a perceptible discontinuity of vowel quality. Traditional concatenative speech synthesis systems, which are mainly based on the concatenation of acoustic units (e.g., diphones, demi-syllables) from a small inventory, make use of smoothing algorithms (very often this is based on a linear interpolation of the spectrum envelope) in order to remove the mismatches in the spectrum envelope. Also, an extension to the traditional concatenative speech synthesis systems called automatic unit selection
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[1]- [4] attempts to avoid or reduce spectral discontinuities in formants and spectral tilt by choosing the acoustic units from a large inventory. The selection is based, among other things, on the minimization of the distance between magnitude spectra (usually represented by cepstrum coefficients, or line spectrum frequencies) from the concatenated acoustic units. Unit selection can be based only on phonologically motivated metrics, e.g., BT's Laureate TTS system [5] . A smoothing technique (e.g., linear interpolation) may be used after the selection of units to remove any remaining spectral mismatch. In both types of concatenation systems (based on diphones or unit selection) this simple scheme of interpolation of the spectral envelopes makes spectral and formant discontinuities less perceptible (without removing the problem completely, especially if formant frequencies are very different left and right of the concatenation point). However, there has been so far no efficient and robust method of removing phase mismatches from the acoustic units without decreasing their quality. This is an important issue in cases where high quality and natural sounding speech synthesis is required.
In the context of concatenative TTS systems there are two types of phase mismatches. This is mainly because phase measured on the speech signal has two components: the excitation phase and the system (vocal tract) phase. Therefore, we observe the following types of phase mismatches.
• Linear phase mismatch which is attributed to the excitation phase. Linear phase mismatches in the speech signal cause misalignments of the glottal closure instants (GCIs) in voiced speech which can be perceived as a "garbled" speech quality by the listener. We will refer to this mismatch as inter-frame incoherence. During unvoiced sounds, interframe incoherence is not perceptually important.
• System phase incoherence because of a different distribution of the system phase around the concatenation point. System phase incoherence introduces noise between the harmonic peaks destroying the harmonic structure of a voiced sound and therefore the speech quality of the output synthetic signal. This only occurs around the concatenation point. However, it can be perceived as a background noise over the whole duration of the signal depending on the rate with which concatenation points occur. For unvoiced sounds, system phase incoherence is more than desirable because any phase coherence in these areas introduces tonality in the synthetic signal. Recent research [6] has shown that phase incoherence has a high degree of (negative) correlation with a mean opinion score (MOS) evaluation of concatenative synthesis: the lower the phase incoherence, the higher the MOS. In that evaluation cost functions that included phase information outperformed representations of speech frames with only magnitude information. Among the reported types of phase mismatches, the linear phase mismatch is by far the most important from a perceptual point of view because it is easily detectable. Many strategies have been proposed for eliminating linear phase mismatches during acoustic unit concatenation. Marking of GCIs, (a process also called pitch marking) in the speech database is one of the most common techniques. This approach is widely used in the synthesizers based on the time domain pitch synchronous analysis of speech (e.g., in time domain-pitch synchronous overlap and add (TD-PSOLA) [7] , [8] ). This technique is a time-consuming task that cannot be completely automated. Therefore, this method is not suitable for marking large speech databases. In an attempt to avoid errors in the detection of GCIs many researchers prefer to use the laryngograph signal instead of the speech signal as an input to the GCI detector. However, as we will show later in the paper, GCIs in the laryngograph signal are not always synchronized with the speech signal (and, eventually, we would like to concatenate speech signals and not laryngograph signals). This mainly occurs in the areas where the hypothesis of a minimum phase system for the vocal tract is not valid (e.g., in the case of nasal sounds). In the multiband resynthesis overlap and add (MBROLA) system [9] , Dutoit tries to overcome the phase problem by resynthesizing the voiced segments of a speech database by constraining the pitch and phase to be constant. This artificial processing decreases the quality of speech and it is one of the sources of buzziness of MBROLA. In cases where sinusoidal or hybrid harmonic speech representations are used other solutions have been proposed. These include replacing the original phase with zero or minimum phase [10] . Again, this approach produces low-quality speech with "strong" buzziness. Quatieri and McAulay [11] suggested for the purpose of coding the speech signal decomposing the phase spectrum into two components (excitation and system) by using the so-called pitch onset time. This idea has been applied in TTS by Macon [12] who found that the estimation of the pitch onset times was not always successful, thus producing linear phase mismatches at the output of his synthesizer. Finally, many researchers have been trying to remove the linear phase component from the phase by estimating the delay between two voiced signals. This is mainly done by using cross correlation functions (for example see the implementation of the harmonic plus noise model (HNM) for TTS in [13] or the Philips PIOLA system [14] ). However, this approach increases the complexity of the synthesizer while sometimes lacking efficiency.
In this paper, we consider the problem of linear phase mismatch as a synchronization problem. We also want the synchronization process to be independent of the signals to be synchronized. Indeed, if there is an a priori agreed-upon synchronization point in the synthesis window, 1 then all the frames will be synchronized independently of each other. This is important because it means that the synchronization process can be applied off-line (once for all) during the construction of the database. This paper presents two novel ways of removing inter-frame incoherence. Voiced frames are extracted from speech signals; each frame has a duration of two local pitch periods regardless of where the GCI is. These frames can be synchronized independently of each other if we decide a priori on a common synchronization point.
The first proposed method is based on the notion of center of gravity applied to speech signals; in this case, the common synchronization point is decided to be the center of gravity of the speech frames. Based on properties of Fourier transform and of the center of gravity of signals, we show that if a signal has most of its energy concentrated at a short time interval around , then the phase, , at is only a function of the phase, , measured at any other instant outside this interval. Voiced speech signals belong to this category of signals as they have high energy around GCIs. Then, using the function which associates the phase spectra and , the measured phase of the extracted frames are modified accordingly. This phase modification results in moving the center of gravity of speech frames to the center of the analysis window and, therefore, enables frame synchronization.
The second proposed method attempts to estimate the delay, , of the area containing the center of gravity of the signal from the center of the analysis window, based on the differentiated phase spectrum extracted from the speech frame. The common synchronization point for the second method is decided to be the center of the analysis window (typically, a Hamming window two pitch periods wide). The differentiated phase spectrum is mainly obtained by a first lag correlative function of the spectrum. We show that this frequency domain approach can be easily transformed into a time domain approach without the transformation of the speech signal from the time domain to the frequency domain. Therefore, the method does not require phase unwrapping. Using the estimated delay, the measured phase, , is modified accordingly. There are two important advantages in using the proposed techniques. First, when estimating the linear phase component from speech frames that are going to be concatenated and then subtracting (explicitly in the first method, and implicitly in the second method) this component from their phase spectra, the quality of the speech signals is not degraded. Second, because both methods achieve the synchronization of the speech frames using only the phase spectrum of the frame that is processed, the synchronization can be carried out during the analysis of the database which is an off-line process. This is possible because there is an a priori agreed-upon synchronization point.
After the proposed phase modifications we have two options.
• Using the modified phase spectra, each individual speech frame from the database is synthesized and it is overlapped and added to the previous phase corrected frame in the database. In this way, a new speech database is obtained with known center of gravity marks. These marks may be used later for synthesis with methods of synthesis as TD-PSOLA [7] or MBROLA [9] . • Save the modified phase spectra instead of the original ones, and use those during synthesis. This option may be used with models like HNM [13] .
This paper is organized as follows. A review of the notion of center of gravity for signals is given first. This is followed in Section III by the application of center of gravity to speech signals. Section IV describes the method based on differentiating phase spectra and compares it with the first method. The application of both methods to the problem of removing linear phase mismatches is presented in Section V. In order to support our conclusions, Section VI presents results of applying the proposed methods for frame synchronization during synthesis of male and female voices. This Section also discusses the application of the proposed phase correction methods in other areas such as speech modeling (in order to perceptually improve speech models like HNM) and speech coding (in order to reduce complexity of speech coding systems).
II. CENTER OF GRAVITY
A. Definition and Relation with Phase
Let be the Fourier transform of signal . Then the center of gravity, , of is given by [15] (
where is the th moment of (2) With to denote the th derivative of Fourier transform of at the origin, we can easily show that
From (1) and (3), the center of gravity of is given by (4) where (5) is the area, , of and , assuming that is real, is given by (6) From (4) and (6) it follows that (7) This means that the center of gravity, , of is a function only of the first derivative of the phase spectrum at the origin ( ).
B. Delay and Center of Gravity
As a simple example, let us consider two signals, the delta function,
, and its delayed version , as shown in Fig. 1 . The Fourier transform of the first signal is , and of the second is . From (7) it follows that the center of gravity for the first signal is zero while the center of gravity of the second signal is (8) Thus, if a signal is delayed by an amount , its center of gravity will be delayed by the same amount. Either moving the signal or moving the center of the analysis window during the Fourier transformation has the same effect. Thus, if the signal has its center of gravity at the origin (as the delta function, , does) and its Fourier transform is computed at a distance of away from the origin then the derivative of the phase at the origin ( ), , will be equal to the delay . The example of these two simple signals may be seen from a different perspective. Let us consider to be both the input and the output of a time-invariant linear system with impulse response . In this case, both input and output have the same center of gravity since the system has its center of gravity at . However, if the impulse response of the system has a center of gravity at , then the center of gravity of the output signal will be different than that of the input signal. For instance, if the system has as impulse response and the input to this system is , then the output signal, , will have its center of gravity at . In general, it can be shown [15, p. 18] that the center of gravity of the output, , of a time-invariant linear system with impulse response and with input is given by (9) where and are the centers of gravity of and , respectively. This result will be used many times in the following sections.
III. CENTER OF GRAVITY OF SPEECH
We consider a rectangular pulse signal which takes significant values around a time instant , , while outside of this interval the signal has only insignificant (e.g., zeros) values relative to the values inside the interval (Fig. 2) . We can easily show that the center of gravity of this signal is at . Fig. 3 shows a speech waveform, , of a vowel in Fig. 3(a) , the corresponding linear prediction (LP) residual signal, , in Fig. 3 (b) and the integral of the residual signal (glottal flow derivative waveform) in Fig. 3(c) . The LP residual signal in Fig. 3(b) may be approximated by a train of rectangular pulse signals like the one in Fig. 2 . This reveals that the center of gravity, , of the residual signal, , is close to the highest excitation peak in a period of . If the LP residual signal, , is used as the input to the inverse of LP analysis filter (the so-called LP synthesis filter) with impulse response , then the speech signal is obtained by (10) where denotes convolution. Because the instants of maximum energy concentration of are close to those of (see Fig. 3 ), it follows from the previous discussion in Section II that their centers of gravity approximately coincide:
. From (9) and (10) it follows then that . In other words, the first derivative, , of the phase function of the speech signal at the origin (
) is approximately equal to the first derivative,
, of the phase function of the residual signal at the same point (11) Based on the above observations, many researchers try to use the GCIs as a reference point in the voiced areas of speech and then synchronized speech frames during concatenation by synchronizing their GCIs. GCIs are usually estimated from the LP residual signal or the laryngograph signal. The estimation directly from the speech signal introduces many errors in the process. One of the potential reasons for these errors is the nonminimum phase characteristic of the vocal tract, for example, in nasal sounds. The speech signal is the output of a system (vocal tract) which is excited by the residual signal. In the case where the system can be characterized as a minimum phase system, then the synchronization of the GCIs will also result in the synchronization of speech frames. However, when the system is not well described by a minimum phase system, then while the residual signal will be synchronized the speech frames will not be coherent. In other words, GCIs can be used as reference points for LP residual signals, while this is not always true for speech signals. Let us explain these comments with using simple signal processing theory. Like any arbitrary stable system, the vocal tract system may be represented by a minimum phase system with phase and an all-pass system with phase , with (12) In the case where the minimum phase assumption for the vocal tract holds (this simplification of the vocal tract system is a commonly used in speech coding [11] ), then will not be an important component in (12) . Therefore (13) and then the centers of gravity of the speech signal and of the residual signal will be very close to each other and also they will be close to the GCI. Therefore, for these type of sounds, it is possible to mark (or estimate) the GCIs on the residual signals and then use these marks for the synchronization of speech frames in concatenative TTS systems. However, when the minimum phase assumption does not hold (e.g., for nasal sounds), then, the phase of the all-pass filter will be an important component in (13) . Because is monotone decreasing, the derivative of this phase will be negative at any frequency (14) and then the delay, , (associated to the all-pass filter) of the center of gravity of the speech signal will be positive. The more the deviation from the hypothesis of the minimum phase for the vocal tract, the bigger the delay . In this case, marking the GCIs in the residual signal and using these marks (the so-called pitch marks) to concatenate speech frames during synthesis will result in linear-phase mismatches (see discussion in [16, p. 258] ). Therefore, the notion of GCI is useful as a reference point in the residual signal but not in the speech signal itself. On the other hand, the notion of the center of gravity is meaningful for both signals; for the residual signal and for the speech signal. In this paper, we will only consider the estimation of the center of gravity from the speech signal for the concatenation of speech frames.
Let us consider a speech frame of two pitch periods long. Let denote the phase samples measured at time , and let denote the unknown phase at the center of gravity, , of the frame. Without any loss of generality we assume that the center of gravity of the frame is at . Hence, . Since (15) and from (7) or (8), it follows that the delay of the center of gravity from the point where the phase has been measured is given by (16) In the case that samples of the phase function, , are available at , then the first derivative of the phase regarding , may be approximated by (17) with . For voiced sounds the excitation signal can be approximated with pulses at the GCIs (this is the base of linear prediction coding systems). Therefore, in case where the analysis window is not centered exactly at one of these pulses, then the excitation phase will have a strong linear component. Based on (11), it follows then that for voiced sounds the phase function, , of the speech signal also varies linearly with frequency. Although the filter adds a modulation of the phase around the formant frequencies, mainly, is linear 2 with . Using the fact that the phase function depends mainly linearly on frequency, it follows from (17) that the derivative of the phase at the origin is given by (18) assuming that the signal is real ( ). Then, from (15), (16) and (18) it follows that the estimated phase, , at the frequency samples is given by (19) Hereafter, we will refer to (19) as the correction of the measured phase based on the notion of the center of gravity.
IV. DIFFERENTIATING PHASE SPECTRA
Going back to the example of the delayed (by ) delta function, , it is easy to see that the delay can be retrieved from the spectrum information using a differentiating function of the spectrum. Indeed, since then (20) or (21) The above result can be easily generalized. If and form a Fourier-integral pair, then an estimator of the delay of from the center of the analysis window is the argument of the integral (22) multiplied by , where denotes the conjugate of , and
. It is easy to show that the above integral is equivalent to a time domain integral, thus, avoiding the computation of Fourier transform of the signal and any necessary phase unwrapping (23) Let denote a voiced speech frame weighted by a window with a length of two pitch periods (2 , and the estimated phase at multiples of fundamental frequency . Based on the proposed method, the delay is estimated by 3 (24) The corrected phase, , is given by (25) This moves the "area," , which encloses the maximum value of the squared windowed signal, , to the center of the analysis window. This area (although not well defined) is close to where the center of gravity should be.
V. APPLICATION TO SPEECH SYNTHESIS
This section presents the application of the two proposed techniques in removing linear phase mismatches.
Let denote a voiced speech frame weighted by a window with a length of two pitch periods, and the estimated phase at multiples of fundamental frequency . The phase may be estimated by a simple peak picking of the spectrum of . In this paper, the phase is estimated by minimizing a weighted time-domain least-squares criterion [17] (26) where is a harmonic signal to estimate and is the local fundamental period (27) with = and = . Correcting the estimated phase using (19) moves the center of the analysis window, , to the center of gravity of , independently of the initial position of the window. For the second proposed method, the delay is computed by (24) and then applying (25). This has as effect of moving the "area," , which encloses the maximum value of the squared windowed signal, , to the center of the analysis window. Proceeding in a similar manner for all voiced frames results in automatically aligning all frames at their center of gravity or at the center of the analysis window. Thus, synchronization of frames is assured when speech frames are concatenated for text-to-speech synthesis. The important point to note is that the synchronization of frames is achieved without estimating of GCIs and independently of the frames that are concatenated at run-time. Fig. 4 shows an example of phase correction using a speech signal. The left column of the figure shows several different positions of the analysis window before phase correction while the right column shows it after phase correction with the method of the center of gravity (solid line) and with the differentiating spectrum method (dashed line). The frames after phase correction are aligned. As the figure indicates the analysis window is two pitch periods long. In general, the two methods agree in the estimation of the optimum delay , since the center of gravity of coincides with the area . However, the estimation based on the second method seems to be more robust for applications where the phase of the first harmonic is not well estimated. This may be the case when there are errors in the estimation of pitch or when the first harmonic is missing (e.g., signals with telephone bandwidth). This is because the first method heavily depends on the estimation of the phase at the frequency of the first harmonic, while the second method makes use of the whole spectrum to estimate the delay . Also, the method is not sensitive to errors (<10%) in the estimation of fundamental frequency. Fortunately, the speech databases for TTS are recorded using high quality microphones that have a better frequency (phase) response than a handset of a regular telephone. Therefore, both methods can be applied without any reservation.
From Fig. 4 , it is worth noting that the time domain characteristics of speech frames after phase correction, using both proposed techniques, are preserved. This is expected because the measured phase is only modified by a linear term (an optimum delay). Therefore, the naturalness of the sound is also preserved. If the original phase is replaced by minimum or zero phase then the centers of gravity will be approximately at the same instants as they are in the right side of Fig. 4 . However, in this case the waveform will be modified. This modification is, unfortunately, perceived as buzziness. Hence, although the use of zero or minimum phase is attractive for coding because of the bits that are saved, these methods cannot be used for high-quality speech synthesis. All-pass filters [18] , [19] have been proposed for improving the quality of the minimum phase approach. However, even with all-pass filtering the resulting speech quality cannot be characterized as being natural. On the other hand, as was already indicated in the previous section, by using all-pass filters one introduces an additional delay on the signal. The phase angle of an all-pass system is monotone decreasing from to zero as increases from to . Thus, the derivative of the phase is negative or otherwise the center of gravity (delay) of the filter is positive [see (7)]. This means that after all-pass filtering the speech frames will not be in coherence any more.
From the above presentation of the two proposed methods, it is clear that either one can be successfully applied to removing phase mismatch (incoherence of speech frames) in concatenative speech synthesis. As both methods can be used off-line (during the analysis of the speech database) they can be useful for many different speech synthesizers. In this section we will present how the proposed methods can be used in the context of TD-PSOLA, MBROLA, and HNM.
In TD-PSOLA, the GCIs (pitch marks) have to be marked in the database. While automated processes have been proposed for this task, a manual check is always required. This makes the method less suitable for marking large speech databases. Given that the fundamental frequency is known, one can place the analysis windows in a pitch synchronous way regardless where the GCIs are, and estimate the harmonic phases for each frame by minimizing a criterion like in (26) or using a peak picking algorithm. Using (16) every speech frame can be delayed by an optimum delay . Then, the center of gravity of each frame will be at the center of each analysis window. Finally, the whole database (with GCIs known to be close or at the center of each window) can be resynthesized using overlap and add (OLA).
In MBROLA, a database is resynthesized by constraining pitch and phase to be constant. Indeed, phase is set to be constant up to a given frequency depending on the speaker's average spectral characteristics. This allows MBROLA to do synthesis without phase mismatch problems. However, because speech signals have high correlation at low frequencies (the phase is constant in this frequency band) a buzzy quality in the synthetic signal is perceived. Using any of the proposed methods, this phase constraint can be replaced by a phase correction using (19) or (25). This improvement may remove most of the buzziness from the MBROLA synthesizer.
In HNM, phase correction is a straightforward process. The analysis windows are placed in a pitch synchronous way regardless of where GCIs are. Phases are estimated by minimizing a criterion similar to the one in (26) [17] and are corrected using (19) or (25). Fig. 5 shows four signal segments in the vicinity of their concatenation points. The segments have been extracted from a speech synthesis example using HNM for concatenation of diphones. The left column of the figure shows concatenation of the segments without any prior phase correction, while the right column shows the same segments with an off-line phase correction based on the center of gravity method (similar results are obtained using the method based on the differentiation of spectrum). It is clear that the proposed methods effectively remove any phase mismatch from the speech segments allowing a good synchronization of the frames across the concatenation point.
VI. RESULTS AND DISCUSSION
The proposed methods for removing linear phase mismatch have been applied in the context of harmonic plus noise model (HNM) for speech synthesis using the Next-Generation Text-toSpeech Synthesis System of AT&T [20] .
AT&T's Next-Generation Text-to-Speech synthesis system is based on unit concatenation (half phonemes). Given an input text and a desired prosody for this text a unit selection algorithm selects an optimum set of units. In this context, a large speech database has to be used in order to provide the unit selection algorithm with many instances of a unit. Currently, 80 min of recording of a female speaker are used as database. Applying the proposed algorithms, the acoustic units are concatenated without any phase problem. The methods have also been used for speech synthesis based on the concatenation of diphones with other voices as well. The test corpus includes eight professional American male speakers, one male voice for British English, a male voice for French, and five other female voices for American English. For all these voices and databases the proposed methods completely remove any phase mismatch between voiced speech segments.
The synchronization of speech frames using the proposed methods has an additional and very important advantage for HNM. HNM performs a time-varying harmonic plus modulated noise decomposition of the speech signal [21] . In voiced frames, noise exhibits a specific time-domain structure in terms of energy localization (bursts) and it is not spread over the whole pitch period [22] . The relative position of the noise part with respect to the harmonic part inside a pitch period is very important for perceived vowel quality. If the noise part is perceptually integrated 4 with the harmonic part, the timbre of the vowel will sound more like it has a larger high-frequency content or, in other words, it will sound "crisper" [23] . On the other hand, when the noise part does not perceptually integrate, the timbre of the vowel will sound more like having diminished high-fre- 4 The noise part is not perceived as a sound that is separated from the harmonic part. quency energy. Then the vowel will sound not only breathy but also rather rough. In previously proposed versions of HNM [17] , [21] the modulation of noise was recognized to be important for perception. However, the relative position of the noise part with respect to the harmonic part in a pitch period was not under control because the position of GCIs were actually unknown. In [23] , Hermes has shown after some experimental procedures that the noise part is perceptually integrated in the harmonic part if the noise bursts coincide with the area of major energy of the harmonic part. As discussed earlier, correcting the phase, using for instance, the notion of center of gravity moves the analysis (or in this case, the synthesis) window to the center of gravity of the signal. Knowing the position of the harmonic part, one can easily synchronize the noise part with the harmonic part. This actually improves speech synthesis quality.
The proposed phase correction methods could also be used for reducing the complexity of systems proposed for speech coding where speech frames have to be synchronized. For instance, waveform interpolation (WI) [24] performs a synchronization of speech frames with a length of one pitch period by using cross correlation functions. Its complexity can be reduced by using either of the proposed methods.
VII. CONCLUSION
In this paper we propose two novel methods to remove linear phase mismatch from voiced segments based on the notion of center of gravity and on a differentiation function of phase spectra. Contrary to previously reported methods that have been proposed as solutions to the phase mismatch problem, our methods are simple and efficient. They don't require additional complexity during synthesis as they are off-line procedures. Moreover, they don't modify the quality of speech segments and they are fully automatic. Additionally, they can be used with many different speech representations currently proposed for speech synthesis. The proposed methods have been tested on many large speech databases for male and female speakers. No errors have been observed in removing phase mismatch during synthesis. Finally, in the context of the harmonic plus noise model, the proposed methods can be used to synchronize the harmonic and the noise part. This is important for the perception of vowel quality.
