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3Abstract
The experimental realisation of a set of surface-based devices for controlling the positions and ve-
locities of Rydberg atoms initially travelling in pulsed supersonic beams is described. The unique as-
pect of these devices is that they are based on the geometry of two-dimensional electrical transmission-
lines and are therefore suited to integration with chip-based microwave circuits to realise a complete
Rydberg laboratory on a chip. Such a chip-based laboratory could be exploited in hybrid approaches
to quantum information processing, and for studies of collisions and decay processes of highly ex-
cited atoms and molecules. The devices operate through the generation of inhomogeneous electric
fields and take advantage of the large electric dipole moments associated with high Rydberg states to
exert forces on the atoms. In the experiments, helium atoms in Rydberg-Stark states with principal
quantum numbers ranging from 48 to 52 and electric dipole moments of ⇠ 10000 D are employed.
The devices developed include electrostatic guides which permitted control over the transverse
motion of beams of atoms. These were used to transport samples, initially travelling at ⇠ 1950 m/s
and deflect them away from their initial axis of propagation. The guided atoms were detected by
pulsed electric field ionisation. To control the longitudinal motion of the samples, the transmission-
lines were modified to permit the generation of sets of continuously moving electric traps. The
resulting transmission-line decelerators were then employed to guide, accelerate and decelerate
atoms trapped in three-dimensions. Accelerations up to  2.3 x 107 m/s2 were applied to decelerate
samples from 2000 m/s to zero-velocity in the laboratory-fixed frame of reference, leading to the
removal of ⇠80 meV of kinetic energy, the largest achieved in any Stark decelerator to date. The
decelerated atoms were trapped in stationary electric traps and detected in-situ. The phase-space
acceptances of the decelerators were calculated to characterise the effects of acceleration and decel-
eration on the trapped atoms. The results of the calculations were employed in the interpretation of
the experimental data, and to identify effects of collisions and blackbody transitions.
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Chapter 1
Application of Rydberg states
Rydberg states are excited electronic states of atoms or molecules with high principal quantum
number n. Samples of atoms and molecules in these states are of importance in a range of areas of
research at the interface between physics and physical chemistry. In particular translationally cold
samples of atoms and molecules in high Rydberg states are ideally suited for (a) precision spec-
troscopy measurements, (b) studies of interactions between Rydberg atoms and molecules and sur-
faces, (c) hybrid approaches to quantum information processing, and (d) experiments with positro-
nium and antihydrogen. The chip-based devices for guiding, transporting and trapping atoms and
molecules in high Rydberg states that are described in this thesis are relevant in each of these areas.
The controlled manipulation of atoms and molecules by using substrate mounted microstructures
was first investigated in the early 1990’s [1]. These devices, which were the result of miniaturisa-
tion and integration of matter-wave optics, allowed strong confinement, well-established production
procedures and the knowledge of the exact location of the atom relative to other structures on the
surface to the precision of the fabrication process.
A variety of atom optical devices have been realised on such atom-chips. The first experiments
were focussed on the manipulation and trapping of neutral atoms and led to the development of
tightly confining traps and guides [2, 3, 4], beam splitters [5] and mirrors [6].
Following this, chip-based devices allowing confinement of ions have been developed. Com-
pared to chips for trapping neutral atoms, ion traps with similar dimensions offer higher confine-
ment forces and better control on single atoms [7]. These are of interest for the development of
miniature-mass spectrometer arrays [8], compact atomic clocks [9], and large-scale quantum infor-
16
mation processors [10, 11].
Experiments involving trapping molecules on a chip were first carried out by using a microstruc-
tured electrode array that was used as a mirror for deflecting state-selected beams of ammonia [12].
This was followed by trapping of CO molecules on a microstructured array of electrodes, which
allowed state-selected polar molecules to be conveyed in travelling potential wells [13, 14].
The use of chip-based devices for trapping and manipulating ground-state molecules was ex-
tended afterwards to atoms and molecules in high-excited states, as historically described in detail
in Chapter 2. Furthermore, this provided the motivational basis to the work presented in this thesis,
which is presented in this chapter by starting with the description of the applications of atoms and
molecules in Rydberg states. It follows an historical description of methods involving Rydberg-
Stark deceleration and trapping in Chapter 2. A theoretical background describing the physical
principles that are of importance throughout this work is presented in Chapter 3. The experimental
methods used in the experiments discussed in this thesis are presented in Chapter 4. This is followed
by the experimental results involving guiding helium atoms in high Rydberg states (Chapter 5) and
decelerating and trapping helium Rydberg atoms (Chapter 6). Studies of trajectories and calcula-
tions of the phase-space acceptances and time-of-flight distributions of this decelerator are described
in Chapter 7. A second generation transmission-line decelerator for trapping and stopping helium
Rydberg atoms is presented in Chapter 8. This is followed by final considerations in the concluding
Chapter 9.
1.1 Precision spectroscopy
High resolution spectroscopy of Rydberg states is of interest for precision measurements of impor-
tant physical quantities, including the determination of dissociation and ionisation energies of atoms
and molecules [15, 16], and in the determination of effects of nuclear spin in photoionisation [17].
An example of this can be seen in high-resolution millimeter-wave spectroscopic studies of Rydberg
states of krypton presented in Figure 1.1. In the spectra in this figure, the dependence of the spec-
tral resolution on the interaction time between the atoms and the millimeter-wave radiation field is
displayed [18].
These spectra were recorded for interaction times between the excited krypton atoms and the
millimeter-wave radiation of 1 µs, 3 µs and 18 µs. As can be seen, the line-widths decrease pro-
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Figure 1.1: Millimeter-wave spectra of the 77d[3/2](J0= 1)! 93p[3/2](J = 1) transition in krypton
(adapted from Ref. [18]). The measurements were carried out for interaction times between the
atoms and the millimeter-wave radiation of 1 µs (red, dotted line), 3 µs (blue, dashed line) and 18 µs
(black, continuous line), respectively.
gressively as the interaction times increase, from 350 kHz in the case of an interaction time of 1 µs,
to 60 kHz when the interaction times are increased to 18 µs. The experimental resolution is there-
fore strongly affected by the interaction time between the radiation field and the atomic/molecular
sample. This is a consequence of the time-energy uncertainty relation
DEDt   ~, (1.1)
which can be written in terms of a frequency uncertainty as
Dn  1
2pDt
. (1.2)
In the case in Figure 1.1, the temporal profile of the millimeter-wave pulse is not described by a sim-
ple analytical function. Hence, the lower limit associated with Equation 1.2 was not achieved. The
measurements displayed in Figure 1.1 highlight the need to produce translationally cold samples to
increase interaction times and improve the spectroscopic resolution in experiments of this kind.
Precise spectroscopic measurements of high Rydberg states are also of importance in the de-
termination of the dissociation and ionisation energies of small molecules, for example H2 [15],
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Figure 1.2: Potential energy diagram of the hydrogen molecule, adapted from Ref. [27]. The poten-
tial energy surface associated with the X1S+g (n00 = 0) ground state, the excited state EF1S+g (n0 = 0)
and the X+ 2S+g (n= 0) state of the H+2 ion are represented, along with the corresponding transitions
used in the precise determination of the ionisation energy of the hydrogen molecule.
HD [19], D2 [20] and He2 [21]. As direct measurements of either dissociation and ionisation ener-
gies require e.g. the determination of the onset of their respective spectral continua [22, 23], or ki-
netic energies measurements [24], these measurements attained best accuracies of about 1 GHz [25].
Indirect measurement techniques involving high-resolution measurements of spectra of atoms or
molecules in high Rydberg states have been developed and because they rely on their sharp spectro-
scopic transitions, typically higher resolution of⇠ 300 MHz have been achieved [19, 16, 15, 20, 21].
Furthermore, such measurements are of importance for better understanding the nature of the chem-
ical bonds and for understanding the density of molecules containing hydrogen bonds of the early
universe [26].
In the case of the hydrogen molecule, for example, experiments have been carried out by Liu
et al. [15], in which samples of ortho-H2 in the 54p Rydberg state were prepared and the energy
intervals between these states measured, together with intervals between the high Rydberg states
to realise precise measurement of the ionisation energy. An energy diagram of the corresponding
photoexcitation scheme is presented in Figure 1.2.
In the first step of the photoexcitation process, molecules were excited from the X1S+g (n = 0)
level to the EF1S+g (n = 0) level in a non-resonant-enhanced two-photon excitation process using
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pulsed uv laser radiation at a wavelength of 202 nm. In the second step, the hydrogen molecules in
the EF1S+g (n = 0) state were excited to the 54p1(S = 0),F = 0  2 Rydberg state using a second
uv laser operating at a wavelength of 397 nm. High resolution millimeter-wave spectroscopy was
then performed to precisely determine the energy intervals between the high Rydberg states and the
ionisation limit. Measurements of the ionisation and dissociation energies of HD and D2, determined
using a similar experimental approach, have also been reported by Sprecher et al. The measurements
of the ionisation and dissociation energies of the hydrogen molecule and its isotopomers are limited
by the interaction time of the molecules between the laser and the millimeter-wave radiation [19].
1.2 Interactions of Rydberg atoms and molecules with surfaces
Studies of interactions between Rydberg atoms and molecules and surfaces are important in many
areas of physics and physical chemistry. At atom-surface distances of ⇠ 1 mm, Rydberg states can
be exploited to sensitively probe stray surface electric fields [28, 29, 30]. These fields, which can
arise from patch potentials or adsorbates can lead to decoherence in hybrid quantum systems, and
can be detrimental to measurements of antimatter gravity using charged potentials, e.g. antiproton
or electron/positron [31, 32].
At shorter range, dipole-image-dipole interactions between an atom or molecule in a Rydberg
state and its electrical image in a metallic surface become important and must be considered in a
complete treatment of atom-surface interactions [33, 34].
When the atoms are closer to the surface, at distances < 100 nm, charge-transfer reactions can
occur in which a Rydberg atom or molecule is ionised as the Rydberg electron is transferred into
the conduction band of the surface [35, 36]. In this context, Rydberg states are ideal systems with
which to obtain a clear understanding of this fundamental process.
Studies of charge-transfer (ionisation) of xenon atoms in Rydberg states close to surfaces have
been reported by Hill et al [37]. In these experiments, the atoms in states with principal quantum
numbers in the range from n= 13 20 were directed at near grazing incidence toward Au(111) sur-
faces. The dependence of the rate of ionisation on the distance from the surface was studied. This
ionisation distance was found to be dependent on the classical radius of the Rydberg electron orbit,
i.e. on ⇠ n2. Later, Lloyd et al. [38] studied interactions between hydrogen molecules, excited to
Rydberg states with values of n in the range from n = 17  22, with aluminium and gold surfaces.
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By detecting the ions produced when the Rydberg electrons tunnelled into the metal surface, it was
found that the rotational degrees of freedom of the molecules played a significant role in the tunnel
ionisation process. The results obtained highlighted that the chemical nature of the surface is de-
terminant in surface-ionisation effects, as the ionisation of hydrogen Rydberg atoms and hydrogen
Rydberg molecules displayed analogous behaviour.
Following this, Sashikesh at al. investigated the interaction of hydrogen molecules with doped
silicon surfaces, with particular attention on the effect of ionisation for p-doped, and n-doped sili-
con [39]. This work highlighted ion detectability dependence on the dopant density and on the value
of n. Higher-n Rydberg states show stronger surface-ionisation effects than lower-n Rydberg states.
This difference became smaller as the dopant concentration in silicon was increased. A p-doped
Si surface has large regions of positive charge that repel the H+2 ions and n-type doped Si surfaces
have large regions of negative charge that attract the ions. Therefore, as the dopant concentration
increases, the surface of silicon becomes increasingly more neutral and the ionisation rates become
similar to that of gold (Au).
Most recently, and of particular relevance to the work discussed in this thesis, Gibbard et al. stud-
ied charge transfer of hydrogen Rydberg atoms with principal quantum numbers in the range from
n = 25  34 as they approach Copper Cu(100) surfaces [40]. The electronic structure of Cu(100)
is such that it possess a band gap at the energy of these Rydberg states and thus ionisation was
observed only through the creation of image dipoles at the surface of the metal. Resonances in the
surface ionisation cross-sections were observed, revealing the importance of the material identity
on the charge transfer ionisation process. Studies of the effects of collision energies on the surface
ionisation process revealed a propensity to more efficient ionisation for more slowly moving atoms,
as can be seen in Figure 1.3.
The figure shows a velocity dependence on the ionisation of Rydberg atoms on the surface. As
the velocity of the incident hydrogen atoms increases, a smaller mean distance of ionisation and
a higher field is required to extract the ion. Furthermore, the profiles shift to higher fields as n
decreases, since greater fields are required to prevent the ions being pulled closer to the surface by
its own image charge.
The efficient preparation of velocity-tunable, decelerated beams using the methods described in
this thesis for use in more detailed studies of these collisions and ionisation processes is therefore of
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Figure 1.3: Velocity dependence of hydrogen Rydberg atoms on ionisation at surfaces. The profiles
have been recorded for values of n from n= 26, 27 and 33 for selected collisional velocities. Adapted
from Ref. [40].
interest.
1.3 Hybrid approaches to quantum information processing
Atoms in high Rydberg states are of interest in quantum information processing because (a) they
can be strongly coupled to microwave resonators in cavity quantum electrodynamics (QED) archi-
tectures [41], and (b) the strong dipolar interactions between Rydberg atoms can be exploited for the
preparation of many-body entangled states [42, 43]. Rydberg states have played important roles in
the history and development of microwave cavity QED [44]. Most recently, this had led to proposals
to exploit them in hybrid cavity QED. This has extended from an analysis by Rabl et al. [45] of the
use of ground state polar molecules as long-coherence-time quantum memories, when coupled via
microwave transmission-line resonators to solid-state qubits in superconducting microwave circuits.
The advantages of using Rydberg atoms in those experiments rather than ground state molecules,
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Figure 1.4: Schematic representation of a hybrid circuit QED architecture, adapted from Ref. [46].
An ensemble of Rydberg atoms (cigar-shaped oval) are coupled via a co-planar microwave resonator
to a solid-state qubit.
result from their extreme sensitivity to microwave radiation.
Because the frequencies of transitions between Rydberg states that differ in n by 1 scale with
n 3, and lie below 50 GHz for n > 53, and the transition dipole moments for these transitions,
hn+1,`+1|µ|n,`i scale with n2 and exceed 10000 Debye for n> 52, vacuum Rabi frequencies for
atom-resonator couplings in the order of 10 MHz appear to be achievable. This indicates that fast
state preparation and manipulation can be foreseen. This, combined with coherence times larger
than 1 ms would permit fast transfer of quantum information from superconducting qubits to Ry-
dberg quantum-memories in hybrid architectures for quantum information processing, a schematic
representation of which is displayed in Figure 1.4.
Inspired by these ideas, Hogan et al. [47] investigated the coupling of atoms in high Rydberg
states to microwave fields propagating in solid-state coplanar waveguides, as depicted in Figure 1.5.
In these experiments, helium atoms in states for which n= 30 35 were prepared and travelled
across the waveguide, where a microwave pulse at a frequency in the range between 25 and 38
GHz, allowed transitions between Rydberg states to be driven, and the interaction of the atoms
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Figure 1.5: (a) A photograph of the microwave waveguide used in the experiments of Hogan et al.
(from Ref. [28]). The Rydberg atoms travelled above the circuit and then a pulse of microwaves was
applied to induce transitions from selected np-states to ns-states. (b) The fraction of atoms in the
ns-state as a function of the microwave pulse duration for selected powers at the microwave source
(4 µW and 10 µW, respectively). The solid black lines are the results of numerical simulations. From
Ref. [47].
with the wave guide to be characterised. The coupling that resulted between the microwaves in the
wave-guide and the atoms allowed transitions between the np-states and the ns-states to be driven,
which betrayed the presence of inhomogeneous electric fields. This work was of importance in the
development of hybrid approaches to cavity QED, as electric field inhomogeneities emanating from
surfaces can affect the lifetime and coherence times of the Rydberg states.
The electrical transmission-line guides, decelerators and traps for Rydberg atoms and molecules
described in this thesis are ideally suited for integration with microwave circuits of this kind and
therefore of importance in these developments in hybrid quantum information processing.
24
Late annihilation
IR laser wavelength (nm)
n = 30 20 15 10
Early annihilation
S 
(%
)
-24
-16
-8
0
+8
+16
730 740 750 760 770
- S
  (
%
)
752 754 756
IR laser wavelength (nm)
0
2
4
6
8
(a)
(b)
Calc.
Expt.n = 11
Figure 1.6: (a) Field-free spectrum of Rydberg states of positronium. (b) Measured (points) and
calculated (lines) Rydberg-Stark spectra of n= 11 Ps atoms in an electric field of 1.9 kV/cm. From
Ref. [52].
1.4 Positronium and antihydrogen
Opportunities to control the translational motion and trap cold atoms in high Rydberg states is of
particular interest in experiments with atomic antimatter systems, for example positronium and anti-
hydrogen. This interest arises from the necessity of exciting positronium to Rydberg states to avoid
self-annihilation [48] and the fact that antihydrogen atoms are produced in high Rydberg states by
antiproton-positron recombination [49]. Experiments with both of these species are particularly di-
rected toward identifying the underlying regimes for the matter-antimatter asymmetry in our observ-
able universe [50]. These include spectroscopic studies of energy intervals [51], and measurements
of the acceleration of particles composed of antimatter in the gravitational field of the Earth [48].
As can be seen in Figure 1.6, recent experiments with positronium have demonstrated the pos-
sibility to selectively excite Rydberg-Stark states with electric dipole moments of ⇠ 840 D [52].
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Figure 1.7: Schematic diagram of the synthesis of antihydrogen, and implementation of a Rydberg-
Stark accelerator in the AEGIS experiment [53].
Positronium atoms in these states are therefore well suited for use in the kind of deceleration and
traps described in this thesis (see Chapters 6-8). By implementing Rydberg atom optics element of
this kind, beams of positronium atoms could be transported for precision spectroscopy or free-fall
gravitational measurements [48].
In experiments with antihydrogen, it is possible to exploit the techniques of Rydberg-Stark de-
celeration described here to prepare velocity controlled beams. Indeed, the AEGIS antihydrogen
experiment currently under construction at CERN [53] will incorporate a Rydberg-Stark accelerator
(see Figure 1.7) for this purpose. In this experiment Rydberg antihydrogen atoms will be prepared in
selected high Rydberg states by charge-exchange with Rydberg positronium. These anti-atoms will
then be accelerated out of the production region using these Rydberg-Stark accelerators to prepare
cold, velocity-controlled beams for spectroscopic studies and gravity measurements.
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Chapter 2
Rydberg-Stark deceleration
The use of inhomogeneous fields to manipulate atoms was first demonstrated using magnetic fields
and beams of silver atoms in the classic experiments of Gerlach and Stern in the 1920s [54]. This was
followed by work on the manipulation of polar molecules using inhomogeneous electric fields by
Gordon et al. [55]. The suggestion to use inhomogeneous electric fields to control the translational
motion of atoms and molecules in high excited Rydberg states which exhibit very large electric
dipole moments was first made by Wing [56] and Breeden and Metcalf [57] around 1980. The
central idea behind these proposals is that in an electric field a neutral atom or molecule in a high
Rydberg state with a large electric dipole moment experiences an energy shift that is approximately
linearly dependent on the field strength. This Stark shift,W , is proportional to the scalar product of
the electric dipole moment of the atom,~µ, and the electric field vector ~F , such that [58]
W = ~µ ·~F (2.1)
In the presence of a spatially inhomogeneous electric field this Stark effect leads to a force, ~f ,
~f = —W
= —(~µ ·~F).
(2.2)
The direction in which this force is exerted therefore depends on the relative orientation of the
electric dipole moment of the atom or molecule and the electric field vector. If an atom is prepared
in a state with a positive Stark energy shift, i.e.~µ is aligned in the opposite direction to ~F , as it travels
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Figure 2.1: (a) Schematic representation of the experimental apparatus used by Townsend et al. to
deflect beams of krypton atoms. The images in (b) were recorded using a position sensitive MCP
detector. Atoms in states with electric dipole moments oriented parallel (antiparallel) to ~F were
deflected down (up) by the fields. Adapted from Ref. [59].
from a weak electric field to a strong electric field, i.e., through a positive electric field gradient, it
will increase its potential energy and hence it will lose kinetic energy. It will therefore be forced
toward regions of weak electric fields. For this reason, states which exhibit positive Stark energy
shifts are often known as “low-field-seeking” states. On the other hand, for an atom in a state with a
negative Stark energy shift,~µ is oriented parallel to ~F , and the atom decreases in potential energy as
it travels from a weak electric field to a strong electric field. It is therefore attracted toward regions
of high electric field strength. Such states are therefore often known as“high-field-seeking” states.
2.1 Early experiments with time-independent fields
Building on these concepts, first experiments to manipulate Rydberg atoms using inhomogeneous
electric fields were performed by Townsend et al. [59] in 2001. In this work, krypton atoms
in Rydberg-Stark states with values of n ranging from 16 to 19 were transversally deflected. A
schematic representation of the apparatus used in these experiments is displayed in Figure 2.1(a).
In these experiments high-field seeking (images A, B and C) and low-field-seeking (images D,
E and F) Rydberg-Stark states were selectively prepared using a two-photon excitation scheme. The
inhomogeneous electric field above the rods pictured in Figure 2.1(a) caused the atoms to experi-
ence forces deflecting them up or down with respect to their propagation axis. Position sensitive
detection was performed using a microchannel plate detector (MCP) coupled to a phosphor screen.
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As can be seen in the images in Figure 2.1(b), the magnitude of the deflection of the atoms depends
on the electric dipole moment of the state prepared and its orientation with respect to the field. The
largest deflection is seen for the states with the largest electric dipole moment (A and F). While a
reduced deflection is seen for states with small electric dipole moment (C and D). Good agreement
was achieved between the results of the experiments and numerical particle trajectory calculations
(upper and lower set of images, respectively).
Later, in a proof of principle experiment, fast beams of hydrogen molecules in Rydberg-Stark
states with principal quantum number n ⇠ 17 were deflected, and decelerated [60]. These experi-
ments were performed by positioning the rods displayed in Figure 2.1(a) perpendicular to the axis of
propagation of the molecular beam, with the beam passing between them. The resulting electric field
distribution had a gradient which decreased in magnitude along the propagation axis as the distance
from the rods increased. This implied that as the molecules moved towards the rods after excitation
they experienced a positive gradient when the electrical potential were pulsed on for a short period
of time (⇠ 1 µs). The distribution of arrival times, for excitation of an extreme low-field-seeking
state and an extreme high-field-seeking state of the n = 17 manifold, at a MCP detector located
down stream in the apparatus can be seen in Figure 2.2.
In these experiments, the changes in the flight-time of the molecules corresponded to a change
in kinetic energy during acceleration/deceleration of ±1.6 meV (⌘ ± 13 cm 1). This maximal
change in kinetic energy that could be achieved in these experiments was limited by the presence of
avoided crossings in the Stark map for the low-MJ states used in the experiments. At such avoided
crossings the low- and high-field-seeking Stark states prepared at the time of photoexcitation lose
their electric dipole moments and can therefore no longer be efficiently accelerated or decelerated.
This limitation can however be overcome by exploiting time-dependent fields in the experiments.
2.2 Experiments with time-dependent fields
The first experiments in which atoms were decelerated using time-dependent electric fields were
performed by Vliegen and Merkt using beams of argon Rydberg atoms in states with principal
quantum number n ⇠ 25 [62, 63]. A schematic representation of the apparatus used with these
experiments is displayed in Figure 2.3.
To compare the use of time-independent electric fields to the use of time-dependent fields,
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Figure 2.2: Time-of-flight distributions of hydrogen molecules in low-, and high-field-seeking
Rydberg-Stark states following deceleration and acceleration in a time-independent electric field
(from Ref. [61]).
these experiments were performed in two ways, as represented in Figure 2.3(a) and (b), respec-
tively. Preparation of the Rydberg states was carried out by photoexcitation using a tunable, narrow-
bandwidth vacuum ultraviolet (vuv) laser to excite argon atoms from their ground state to Rydberg
states for which n= 15 30. This occurred at the cross marked between electrodes 1 and 2 in Fig-
ure 2.3, with the atomic beam propagating in the z-dimension.
In the time-independent field configuration, after excitation the atoms travelled out of the high-
field region between electrodes 1 and 2, in which they were excited, and toward the zero-field point
between electrodes 3 and 4 [Figure 2.3(a)]. In this negative electric field gradient, atoms in low-
field-seeking states will accelerate, while those in high-field-seeking states will decelerate. The
result of experiments in which the flight-times of the atoms in selected Stark states were measured
as they travelled out of the electrode setup and toward a MCP detector positioned downstream on
the z-axis of the apparatus are displayed in Figure 2.4.
In this figure, the time-of-flight distributions for atoms excited to states with zero electric dipole
moment are indicated by the black, continuous curve. In the time-independent field configuration,
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Figure 2.3: Schematic representation of the experimental setup used to accelerate and decelerate
argon Rydberg atoms using time-independent, and time-dependent electric fields (adapted from
Ref. [63]).
atoms in low-field-seeking Stark states (dashed, red curve) were accelerated, arriving slightly earlier
(approx.  3 µs) at the MCP that the unperturbed atoms, while those in high-field-seeking states
(red, dotted curve) arrived later (approx. +3 µs).
Acceleration/deceleration using time-dependent fields to circumvent limitations imposed by
avoided crossings in the Stark map was achieved by switching the potentials on electrodes 3 and 4 to
±550 V immediately after photoexcitation. The resulting large positive electric field gradient expe-
rienced by the atoms was maintained while keeping the fields below those for which non-hydrogenic
effects limit the deceleration efficiency by allowing these potentials to decay exponentially with a
time constant of 2.2 µs. As a result, atoms in low-field-seeking states were decelerated [dotted,
blue curve in Figure 2.4], while those in high-field-seeking states were accelerated [dashed, blue
curve in Figure 2.4]. In these time-dependent fields, significantly greater changes in kinetic energy
(±7.4 meV⌘ ±60 cm 1) of the Rydberg atoms were achieved compared to the time-independent-
field case (4.0 meV ⌘ 32 cm 1).
These experiments opened up a range of opportunities for manipulation of the translational mo-
tion and deceleration of atoms and molecules in high Rydberg states. Vliegen at al. [64] prepared
hydrogen atoms in states with n= 27 and decelerated, stopped and reversed their direction of travel
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Figure 2.4: Time-of-flight distributions of argon Rydberg atoms (n = 19) recorded following ac-
celeration/deceleration in time-independent and time-dependent electric fields. The black, solid
line represent the time-of-flight distribution for atoms in Stark states with zero electric dipole mo-
ment, while the dotted (dashed) curves correspond to high-field-seeking states (low-field-seeking
states). The two red distributions which peak closer to the k = 0 time-of-flight were recorded in
time-independent fields, while the two blue distributions at the extremes of the figure were recorded
using time-dependent-fields. Adapted from Ref. [63].
using Rydberg atom mirrors. Later, the possibility to transversally focus beams of Rydberg atoms
was also demonstrated [65].
2.3 Electrostatic trapping
The complete deceleration and retroreflection of beams of hydrogen atoms in low-field-seeking
Rydberg-Stark states, demonstrated by Vliegen and Merkt [64], suggested that electrostatic trap-
ping could be achieved if, at the turning point in the trajectory of the atoms, the potentials applied
to the decelerator electrodes were switched to generate a quadrupole electric field distribution with
a minimum at the position of the atoms. Experimentally this was achieved by using time-dependent
exponentially decaying potentials applied for deceleration on a continually moving electric field gra-
dient. The time constraint associated with the exponential decay of these potentials was selected so
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Figure 2.5: Schematic representation of the electrode configuration used by Hogan and Merkt for
Rydberg-Stark deceleration and 3D electrostatic trapping. Panels (b) and (c) show the electric field
distributions in the yz and xz planes at the centre of the trap with V1=V4=±20 V, V2=V3=± 20
V and V5 =  V6 = ±55 V. The electric field lines increase by 10 V/cm starting from 20 V/cm.
From [67].
that at the end of the decay process a quadrupole electric field minimum was generated [66, 67]. The
design of the electrostatic trap in these experiments is showed in Figure 2.5(a), and included a pair
of end-cap electrodes to close-off the quadrupole in the third dimension and permit the generation
of a non-zero electric field minimum.
This three-dimensional electrostatic trap was first used to trap hydrogen Rydberg atoms [67]
and later hydrogen Rydberg molecules [68, 69, 70]. The trapped atoms were confined for times on
the order of 100 µs. However, a rapid decay of particles from the trap observed at early trapping
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Figure 2.6: (a-f) Schematic representation of the electrode arrangement and electric field distribu-
tions, indicated in increments of 20 V/cm, used to decelerate and trap atoms in low-field-seeking
Rydberg-Stark states off-axis. A vector indicating the instantaneous acceleration of the electric-field
minimum is displayed in the lower-left-hand half of each panel. (g) A schematic representation of
the Rydberg-Stark decelerator and off-axis electrostatic trap. Adapted from Ref. [71].
times in these experiments suggested that in these trap geometries, in which the decelerated atoms
were trapped on the axis of the atomic or molecular beams within which they were photoexcited to
Rydberg states, collisions with the trailing components of the beams played a role in the subsequent
decay of the samples from the trap. To study and minimise the effects of these collisions on the
trapped atoms this trap design was further developed to permit off-axis trapping [69].
The general design and principle of operation of this off-axis trap can be seen in Figure 2.6
where electric field distributions in the yz-plane at the centre of the trap electrodes are displayed. In
the panels (a-f) of this figure, the metallic electrodes are indicated by the dark shaded regions. In this
plane the upper and lower end-cap electrodes between electrodes 1,2,3 and 4 and between electrodes
2,3,5 and 6 are not visible. The atomic or molecular beams propagated in the positive z-dimension at
y= 0. The electric field distributions in the panels correspond to selected times during deceleration,
off-axis transport and trapping. The red lines represent the path of a typical hydrogen Rydberg atom
in a low-field seeking state toward the off-axis trap.
The decay of hydrogen atoms from this off-axis trap was seen to be slower than in the on-
axis trap at early trapping times. This indicated that the effects of the collisions with the trailing
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Figure 2.7: Measurements of the decay of (a) trapped hydrogen atoms in an off-axis electrostatic
trap for blackbody temperatures of 300 K, 125 K and 11 K, (b) hydrogen molecules trapped in a 300
K environment in an on-axis electrostatic trap. From Ref. [71].
components of the atomic beams at these early trapping times were successfully minimised in this
off-axis trap geometry. In this case the decay of the trapped atoms was dominated by fluorescence
to the ground state. However, transitions driven by blackbody radiation also played an important
role as can be seen in Figure 2.7(a).
In this figure, the signal associated with the number of atoms confined in the off-axis trap when
operated at three different temperatures (11K, 125K and 300K) is displayed. Rydberg-Stark states
with n= 32 were initially prepared before photoexcitation in each case. As the blackbody tempera-
ture increased, the decay of the trapped atoms became faster. This can be understood by correlating
the effects of the blackbody radiation on the trapped atoms at each temperature. Particularly by com-
paring the wave number between adjacent Rydberg states at n= 32 (⌘ 7 cm 1) and the wavenumber
below the ionisation limit for this state (⌘ 109 cm 1), with the corresponding number of blackbody
photons per mode at each temperature (see Table 2.1).
Of these two decay processes driven by blackbody radiation, the transition strength and number
of photons available at each temperature to drive n-changing transitions mean that this process dom-
inates blackbody photoionisation. However, blackbody transitions between Rydberg-Stark states
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T (K) n¯ (n= 210 GHz) n¯ (n= 3270 GHz)
300 29.3 1.5
125 11.9 0.4
11 0.7 0
Table 2.1: Blackbody photon occupation numbers for selected temperatures at frequencies of n =
210 GHz and n= 3270 GHz.
with different values of n, tend to be strongest between states with similar electric dipole moments,
i.e. transitions are most likely to occur from one low-field-seeking state with one value of n and
another low-field-seeking state with a a different value of n. This is because of the larger overlap
between the wavefunctions of such states. As a result, blackbody n-changing transitions do not lead
to significant direct trap loss, but rather a redistribution of population among a range of Rydberg
states with different values of n over time. Blackbody photoionisation does, however, lead to an im-
mediate loss of atoms from the trap. In the data displayed in Figure 2.7(a) it is therefore the changes
in the contributions from blackbody photoionisation that lead to the observed reduction in the trap
decay rate with temperature at times earlier than ⇠ 1 ms. At later times, the apparent reduction on
the rate of decay of atoms from the trap is a result of higher n-states, populated following multiple
single-photon blackbody transitions, remaining at these times. These states spontaneously decay
more slowly than the n= 32 states initially populated, leading to the signal observed.
To ensure that the dynamics of the sample of atoms during the deceleration and trap loading
process did not directly contribute to the trap decay, off-axis trapping experiments were also per-
formed with deuterium atoms [71]. In this work, identical trap decay curves were recorded to those
for hydrogen atoms. These experiments also highlighted the role of the quadratic Stark effect in the
deceleration process in strong electric fields.
The Rydberg-Stark decelerators and traps described above have also been employed to prepare
cold, trapped samples of hydrogen molecules [see Figure 2.7(b)]. These molecules were prepared
in long-lived high-` states by resonance-enhanced three-photon excitation. When trapped in on-
axis traps [Figure 2.7(b)], they were observed to decay more rapidly from the trap than hydrogen
atoms trapped in states with similar values of n. This is because collisions with the trailing com-
ponents of the molecular beam can transfer population to very short-lived dissociative states not
present in atoms. This process leads to immediate loss from the trap. However, when trapped in
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off-axis traps, at low blackbody temperatures long atom-like trapping times exceeding 1 ms have
been observed [72].
2.4 Chip-based decelerators and traps
The decelerators and electrostatic traps for Rydberg atoms and molecules that have been developed
most recently have been designed around two-dimensional arrays of surface-based electrodes [47].
Because of their surface-based design, these devices can readily be extended to include larger num-
bers of electrodes without affecting their operation. They are therefore very scalable, modular and
have the additional advantage that they present the possibility for integration with microwave elec-
tronic circuits [47] for applications in cold chemistry [36] and quantum information processing [43].
The strong electric field gradients and the possibility to engineer complicated electric field struc-
tures on a chip are ideal for the precise manipulation and confinement of neutral atoms [1, 2, 3, 4],
ions [7] and neutral molecules [12]. The use of a microstructured array of electrodes to generate
locally, periodic electric field minima was implemented by Meek et al. to develop a Stark decel-
erator able to load, trap and decelerate to zero-velocity supersonic beams of metastable 3P CO
molecules [13, 14, 73, 74]. A schematic representation of the experimental apparatus is displayed
in Figure 2.8(b).
The schematic diagram in Figure 2.8(a) shows three different level of magnification of the chip
employed. The device operated on the superposition of electric fields generated by ⇠ 1500 equidis-
tant electrodes that composed the chip. These had a width of 10 µm and they were spaced one from
another by 40 µm, for a total number of 1254 electrodes. To each of these electrodes, different
potentials were applied and therefore each electrode generated an electric field, which depended on
the sign and magnitude of the potential applied. When two dipolar fields with different distances
and opposite field directions are superimposed, a minimum in the electric field strength is created
at the point where the long-range dipoles that dominate far from the surface of the electrodes are
canceled by the short-range dipole that dominate close to that same surface. This way, a trap for
CO molecules in low-field-seeking Stark states was generated. To implement these dipoles with
opposite field directions, to each adjacent electrode this sign was alternated from positive to nega-
tive. Furthermore, these potentials were modulated with a sinusoidal function such that for the nth
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Figure 2.8: (a) Schematic representation of the chip decelerator and magnification of the electrodes
that compose it. The waveforms that are applied to the pads are schematically shown. (b) Scheme
of the experimental setup used for loading and decelerating CO metastable polar molecules. From
Ref. [74].
electrode, and when n was odd, the resulting potentials were,
V = V0 (1+ cos(w ta+fn)), (2.3)
where V0 = 60 V, w was the angular frequency chosen so that w(tb  ta) = w(tc  tb) = p/6 and
(w ta+ fn) was equal to 2p/3, 4p/3 and 0 for electrodes 1, 3, and 5, respectively. For the even
numbered electrodes, the potentials applied were,
V =+V0 (1+ cos(w ta+fn)), (2.4)
where (w ta+fn) was equal to 0, 2p/3, 4p/3 for electrodes 2, 4, and 6, respectively.
The calculated electric field strengths for a series of applied potentials are displayed in Fig-
ure 2.9. The different potentials applied according to Equations 2.3 and 2.4 generated trap minima
which travelled along the electrodes as the potentials were varied sinusoidally. Furthermore, because
these potentials were repeating themselves every six electrodes, a series of identical, consecutive
traps were generated at every 240 µm and at a height above the substrate of 25 µm ±5 µm. The po-
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Figure 2.9: (a-c) Calculated electric field distributions for selected potentials, which are displayed
above each electrode as indicated. These correspond to three different times in the sinusoidal cycle.
The contour lines are displayed one from another at intervals of 400 V/cm. From Ref. [74].
tential wells thus generated were 15-35 mK deep. The speed at which the trap moves about the array
of electrodes can be related to the angular frequency, w, by using the geometrical characteristics of
the chip, so that vtr = 120 µm · w/(2p).
As the beam of CO metastable molecules, initially travelling at a speed of 360 m/s, entered the
experimental region, the potentials of the electrodes were switched on to load the CO molecules in
these trap minima. This way, CO molecules were guided and decelerated. The experimental results
are displayed in Figure 2.10. In these experiments, as the CO molecules were loaded in the traps,
the angular frequency of the electrodes was varied to adjust their translational velocity. The time-of-
flight distributions displayed in Figure 2.10 show COmolecules guided at constant speed by varying
the waveforms with a frequency of 3 MHz. To decelerate the molecules, this initial frequency was
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Figure 2.10: Measured time-of-flight distributions of metastable CO molecules for selected accel-
erations. The molecules had an initial velocity of 360 m/s and were brought to final velocities
indicated adjacent to the main peaks. The inset figure represents the time-of-flight distribution when
the potentials applied to the electrodes were set to zero. From Ref. [74].
linearly reduced in time and molecules decelerated to final velocities as low as 240 m/s were pro-
duced. Eventually Meek et al. brought CO molecules to a standstill [74].
The successful loading and trapping process in this Stark decelerator depended on the initial
location of the bunch of CO molecules. Those that were not initially located in a potential well were
deflected away from the surface of the device and lost. Furthermore, because the speed of the traps
was related to the frequency applied to the waveforms, molecules that were initially in the potential
wells but that had a significant velocity difference relative to the traps escaped from the potentials
wells and were lost.
As an array of about 250 electric field traps is loaded on a chip, a small number of the CO
molecules will successfully be loaded in a trap. As estimated number of ⇠ 10 CO molecules were
loaded in each trap [14]. This number was smaller by an order to magnitude when accelerations
were applied to bring the molecules to a standstill, as the trap depth in the moving frame of refer-
ence was reduced as a function of the magnitude of the deceleration applied.
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Figure 2.11: (a) Surface electrode Rydberg-Stark decelerator. Typical electric field distribution
in (b) the xz-plane and (c) the yz-plane employed for acceleration, deceleration and trapping are
displayed. The series of electric field minima, traps, are separated by 3 mm [28]. The positions of
the decelerator electrodes are indicated on the horizontal axis in panel (c). Adapted from Ref. [47].
Following this work on deceleration of neutral molecules, the first experimental demonstration
of a chip-based decelerator for Rydberg atoms [47, 28] exploited a device, the design and opera-
tion of which was inspired by these chip-based Stark decelerators developed for ground state polar
molecules [13]. However, this decelerator had the important advantage over these previously de-
scribed chip-based decelerators that all of the excited atoms (⇠ 105) were loaded into one single
travelling trap with dimensions on the order of 1 mm in the propagation dimension, rather than be-
ing distributed over many traps, as in the device used by Meek et al. [13, 14, 73, 74] for ground state
molecules.
The experimental setup used in these chip-based Rydberg-Stark deceleration experiments is dis-
played schematically in Figure 2.11(a). In these experiments, a beam of hydrogen atoms was photo-
excited to Rydberg-Stark states with n = 23  70 before reaching the decelerator. This beam then
entered the region where the chip-based Rydberg-Stark decelerator was located. Beyond the decel-
erator the excited atoms were detected by pulsed electric field ionisation. A typical electric field
distribution generated above the surface electrodes for guiding, accelerating and decelerating is dis-
played in Figure 2.11(b). The atoms in low-field-seeking Rydberg-Stark states were trapped about
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Figure 2.12: (a) Experimental and (b) simulated hydrogen atom time-of-flight distributions demon-
strating acceleration and deceleration at n= 31 from vi = 760 m/s to vf = 1200, 1000, 600, 450, 300
and 200 m/s. From Ref. [75].
a single electric field minimum. The generation of these electric field minima in this device was
achieved by the application of a set of 6 electric potentials to the individually addressable electrodes
printed on the electrical circuit board. This set of potentials were then applied in a repeated fashion
on every 7th electrode. These potentials led to the generation of the electric field distributions that
are displayed in Figure 2.11(b). However, if these potentials are set to oscillate sinusoidally in time
the electric field minima will move continuously above the surface. The speed at which the minima
move is therefore directly proportional to the angular frequency at which the potentials oscillate. If
a frequency chirp is applied to the potentials, acceleration and deceleration is possible.
The results of a set of measurements of hydrogen atom time-of-flight from the photoexcitation
position to the detection region are displayed in Figure 2.12(a). The results highlighted structures
in the time-of-flight signals. While guiding at constant speed, the time-of-flight recorded peaked
at ⇠ 29 µs. As acceleration (deceleration) were applied, the peak of the time-of-flight shifted to
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Figure 2.13: Schematic representation of a surface-electrode device used to trap and deflect hydro-
gen molecules away from their initial axis of propagation at an angle of 10  (from Ref. [77]).
earlier (later) times. However, a persistence of the peak at ⇠ 29 µs can be observed in all traces.
This corresponded to atoms which traversed the chip in metastable trajectories and arrived at the
detection location without being accelerated or decelerated. Furthermore, in all the distributions
it can be observed that for higher accelerations/decelerations, the H+ ion signal was progressively
reduced. The reduced detection efficiency of the more slowly moving samples is a consequence
of the geometry of the detection region, in which the bunch of decelerated atoms expanded in the
longitudinal and transverse dimensions in the time between the switch-off of the decelerator and de-
tection. Transverse expansion after deceleration resulted in particle loss and led to a reduction of the
overall signal. This signal reduction is consistent with the numerical particle trajectory calculations
produced for comparison with the experimental data, which results are displayed in Figure 2.12(b).
Although the first experiments with these chip-based decelerators and traps were performed us-
ing hydrogen atoms, further devices have been developed to decelerate and trap helium atoms in
singlet Rydberg states [76].
By introducing a curvature in the plane of the electrode surface off-axis transport of hydrogen
molecules in Rydberg states has also been demonstrated (see Figure 2.13) [77]. In these experiments
the transport of trapped samples away from the initial axis of propagation of the molecular beam
was identified by detection on a MCP detector with phosphor screen for imaging. This device
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was developed for use in studies of collisions between samples in two separate pulsed supersonic
beams, one containing Rydberg atoms or molecules, and the other containing ground state samples.
The chip-based decelerator/deflector will permit fine control over the relative speed of the collision
partners which will co-propagate after the two beams are merged.
These chip-based decelerators, and the possibility to develop a Rydberg laboratory-on-a-chip
with which comprehensive control over the quantum-states, motion and interactions of samples of
Rydberg atoms can be achieved has provided the general motivation for the work described in this
thesis.
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Chapter 3
Theoretical background
For all of the experiments described in this thesis a precise knowledge of the effects of electric fields
on high Rydberg states of atoms is essential. These effects are described here, first for the case
of the hydrogen atom and then for the helium atom as required for the experiments. The rates of
radiative decay by spontaneous emission, and by transitions driven by blackbody radiation, are also
discussed.
3.1 Rydberg states of the hydrogen atom
The simplest Rydberg series are those associated with the hydrogen atom, which can be described
by the Schro¨dinger equation, neglecting the electron and nuclear spins [78],
Hˆ0Y= ( }
2
2µ
—2e+V )Y= EY, (3.1)
where Hˆ0 is the field-free Hamilton operator, Y the Rydberg electron wavefunction, }= h/2p with
the Planck constant h, V the potential experienced by the Rydberg electron, E the energy of the
eigenstate and µ= mpmemp+me the reduced mass of the electron-proton system.
Equation 3.1 is separable in spherical coordinates (r,q,f) and in parabolic coordinates (x,h,j) [58].
These are related to the Cartesian coordinates by the transformations,
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x= r+ z
h= r  z
j= arctan
 y
x
  (3.2)
where r =
p
x2+ y2+ z2. The set of spherical coordinates is most appropriate for dealing with the
pure Coulomb problem in the absence of external electric fields where
V =  e
2
4pe0r
(3.3)
with e, the charge of the electron, and e0 the permittivity of vacuum. On the other hand, parabolic
coordinates are better suited when homogenous electric fields perturb the symmetry of the pure
Coulomb potential [58].
The solution of Equation 3.1 in spherical coordinates leads to the set of bound eigenstates, the
wavefunctions of which can be expressed as a product of radial Rn`(r) and angular Y`m(q,f) func-
tions, such that [78]
Yn`m(r,q,f) = Rn`(r) ·Y`m(q,f) (3.4)
where Y`m(q,f) are the normalized spherical harmonic functions. The radial wavefunctions Rn`(r)
can be expressed analytically as [78]
Rn`(r) = Nn`
✓
2Zr
na
◆`
· exp
✓
 Zr
na
◆
·L2`+1n ` 1
✓
2Zr
na
◆
(3.5)
where Z is the charge of ion core, a= (me/µH)a0 with the Bohr radius a0 = 4pe0~2/(mee2), L2`+1n ` 1
are the associated Laguerre polynomials, and Nn` is a normalization factor [28]. The normalisation
factor is dependent upon n and takes the values
Nn` =
⇣2Z
na
⌘3/2 s(n  ` 1)!
2n(n+ `)!
. (3.6)
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The states are therefore characterised by the principal quantum number n = 1,2,3, . . . , the angular
momentum quantum number ` (0 ` n 1) and the azimuthal quantum number m ( ` m `).
Each set, n`m, of quantum numbers refers to a different wave function (atomic orbital) [79].
However, for the hydrogen atom the energies associated with the eigenstates of Equation 3.4 de-
pends only on the principal quantum number n ad are given by the Rydberg formula [80, 81, 58]
En`m = Eion  hc · RHn2 (3.7)
where Eion is the ground state ionisation energy and RH = R•me µH is the Rydberg constant for the
hydrogen atom.
In atomic hydrogen, the energy of each eigenstate depends only on n and the bound states have an
electronic degeneracy equal to n2. As the principal quantum number increases, the binding energy
of the Rydberg electron to the ion core decreases with n 2, while the energy difference between
adjacent eigenstates scales with n 3. The radiative lifetime scales as n3[82].
3.2 Rydberg states of non-hydrogenic atoms
For non-hydrogenic atoms the Coulomb potential is perturbed because the ion core is no longer
spherically symmetric. This can be accounted for in Equation 3.7 by replacing the principal quan-
tum number n with an effective principal quantum number n⇤ = n  d`, where d` is the quantum
defect that depends on the value of ` [82]. The new eigenenergies therefore become
En`m = Eion  hc · RM
(n d`)2 , (3.8)
where RM is now the Rydberg constant for the particular atom or molecule of interest with mass
M. A diagram indicating the differences in the energies of the Rydberg states of hydrogenic and
non-hydrogenic atoms is presented in Figure 3.1 [28].
As can be seen in this figure, the effect of the non-hydrogenic ion core is greater for states in
which the Rydberg electron approaches more closely the ion, i.e. states with low values of `. For
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Figure 3.1: Schematic diagram of Rydberg states of hydrogen (H) and non-hydrogenic (X) atoms
(adapted from Ref. [28]).
high-` states (typically for `  4), in which the centrifugal barrier ensures that the Rydberg electron
and ion core do not significantly overlap, d` ' 0.
3.3 Rydberg states lifetimes
Rydberg states of atoms have finite lifetimes, decaying by spontaneous emission to energetically
lower-lying states. The fluorescence lifetime of Rydberg states are equal to the sum of the decay
rates from the initially populated |n`mi state to all lower-lying |n0`0m0i states accessible via the se-
lection rules for electric dipole transitions.
From considerations of the role of spontaneous emission from an ensemble of Nn`m two-level
atoms initially populated in the excited state |n,`,mi which can decay to the lower-lying |n0,`0,m0i
state [83],
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dNn0`0m0
dt
= dNn`m
dt
= An0`0m0,n`mNn`m, (3.9)
where An0`0m0,n`m is the Einstein A-coefficient for spontaneous emission. From Equation 3.9 it can
be concluded that An0`0m0,n`m is the spontaneous emission rate of the excited state, which can be ex-
pressed as [83],
An0`0m0,n`m =
2w3n0`0m0,n`m
3e0hc3
|Dn0`0m0,n`m|2, (3.10)
where w= 2pnn0`0m0,n`m is the angular frequency corresponding to the energy difference between the
states |n0`0m0i and |n`mi, and Dn0`0m0,n`m is the transition dipole moment. Since the rate of sponta-
neous emission is independent from the emission direction in free-space, the Einstein’s A-coefficient
therefore does not depend on m. Equation 3.10 can thus be rewritten as [58],
An0`0,n` =
2e2w3n0`0,n`
3e0hc3
`max
2`+1
|hn0`0|r|n`i|2, (3.11)
where `max is max(`0,`), and hn0`0|r|n`i is a radial integral. The radial integral determines whether a
transition between the state n0`0 and the state n` can occur based on the parity of the initial and final
state wavefunctions, and it contributes to the overall strength of the transition.
In a multilevel system for which there are many pathways via which the excited state can spon-
taneously decay, the total spontaneous emission rate Gn,`,m is equal to the sum of the rates of decay
associated with each of these pathways, i.e.
Gn,` = Â
n0,`0
An0`0,n`. (3.12)
The radiative, or fluorescence, lifetime of the excited state is then
tn0`0 = G 1n0`0 . (3.13)
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Figure 3.2: Calculated fluorescence lifetimes of excited np Rydberg states of hydrogen (blue, dashed
curve), and triplet np Rydberg states of helium (red, continuous curve).
Using this approach, the radiative lifetimes of the np Rydberg states of hydrogen and, the triplet np
Rydberg states of helium have been calculated. These are displayed in Figure 3.2.
Because the Einstein’s A-coefficient depends on w3, the decay to the state with the lowest al-
lowed principal quantum number n will dominate the fluorescence process. Hence, the spontaneous
decay of high Rydberg states is typically dominated by fluorescence to the ground state. The effect
of this is that as decelerated or trapped ensembles of atoms decay, they result in cold samples of
ground state atoms.
3.4 Rydberg atoms in homogeneous electric fields
In the presence of a homogeneous electric field, ~F , the angular momentum degeneracy of the Ryd-
berg states is removed. Under these conditions, the Hamiltonian can be rewritten [58, 28] as,
H =  }
2
2me
—2e 
e2
4pe0r
+ eFzz (3.14)
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for an electric field ~F = (0,0,Fz).
In this situation the Stark problem can be solved analytically in parabolic coordinates [84, 85].
For each value of n, the `-mixing caused by the electric field results in a manifold of Stark states.
To first order these states exhibit linear energy shifts as the electric field strength is increased. The
resulting energy levels can be expressed in terms of the parabolic quantum numbers n1 and n2, as
En,n1,n2,m = 
hc · RH
n2
+
3
2
(n1 n2)nFzea0. (3.15)
The quantum numbers n1 and n2 fullfil the relation,
n= n1+n2+ |m|+1. (3.16)
The index k= n1 n2 is often used to label the Stark states with the result that Equation 3.15 can be
expressed as,
En,n1,n2,m = 
hc · RH
n2
+
3
2
nkFzea0 (3.17)
where the index k takes values from  (n  1  |m`|) to +(n  1  |m`|) in intervals of two. Com-
parison of Equation 3.17 with Equation 2.3 indicates that the electric dipole moment~µelec of each
Rydberg-Stark state is therefore,
~µelec = 32nkea0. (3.18)
In strong electric fields higher order corrections to the energy of each Rydberg-Stark state must also
be considered. Analytic expressions for these higher-order terms can be determined [86] with, for
example the second order correction
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Figure 3.3: Stark map of the hydrogen atom calculated for Rydberg states with n = 51, 52, 53 and
|m| = 0.
E(2)n,k,m = 
F2z
16
n4[17n2 3k2 9m2+19] · e
2a20
2hc · RH , (3.19)
A Stark map for the hydrogen atom including these corrections to second order is displayed in Fig-
ure 3.3. In this Stark map, the lowest electric field in which states associated with consecutive values
of n cross each other is known as the Inglis-Teller field, FIT. Considering the first-order Stark shift
and the energy difference between consecutive field-free Rydberg states it is found that FIT µ n 5
and can be expressed completely as
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|2,0i |2,1i |3,0i |3,1i |3,2i
h2,0|   hc· RM(2 ds)2 0 0 0 0
h2,1| 0   hc· RM(2 dp)2 0 0 0
h3,0| 0 0   hc· RM(3 ds)2 0 0
h3,1| 0 0 0   hc· RM(3 dp)2 0
h3,2| 0 0 0 0   hc· RM(3 dd)2
Table 3.1: Example of a field-free Hamiltonian matrix for basis states |n,`,mi of a non-hydrogenic
atom for which |m| = 0.
FIT =
2hc · RM
3ea0 ·n5 (3.20)
The above expression for the energies of Rydberg-Stark states in an electric field are valid for hydro-
genic systems, i.e. one electron atoms or ions in which the core can be considered to be spherically
symmetric, and for high-` Rydberg states of other systems in which the Rydberg electron does
not penetrate the ion core. In atoms other than hydrogen, and in molecules, the ion core does not
display such a symmetry. Therefore, because the Hamiltonian is not separable, exact solutions to
Equation 3.14 do not exist for low-` states. However, perturbation theory can still be applied to the
field-free eigenstates [87, 58]. For such calculations, measured or calculated values of the quantum
defects of the low-` states can be employed to determine the unperturbed energy of each level. An
example of such a field-free Hamiltonian matrix for states with n= 2 and n= 3 is given in Table 3.1.
All of the experiments described in this thesis were carried out using triplet Rydberg states of
helium close to n = 52. The quantum defects for those states with values of `  5 are given in
Table 3.2 [88].
` d`
0 0.296671
1 0.068353
2 0.002889
3 0.000447
4 0.000127
5 0.000049
Table 3.2: Quantum defects for triplet Rydberg states of helium with `= 0 5 [88, 89].
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The contribution of the external electric field, Fz, in this basis is to couple pairs of states through
the introduction of off-diagonal matrix elements. The electric field component in the Hamiltonian
of Equation 3.14 can be expressed as [28],
y⇤HFy= ehn0`0m0|Fzz|n`mi
= eFzh`0m0|cosq|`mihn0`0|r|n`i
= eFz
r
4p
3
h`0m0|Y10|`mihn0`0|r|n`i
(3.21)
whereY10 is a spherical harmonic function for `= 1 and |m|= 0. The angular integral, h`0m0|Y10|`mi,
is therefore zero unless `0   `=±1 and m0  m= 0. By using the properties of spherical harmonics,
the angular matrix elements can be determined to be [28],
h` 1,m|cosq|`,mi=
s✓
`2 m2
(2`+1)(2` 1)
◆
(3.22)
and
h`+1,m|cosq|`,mi=
s✓
(`+1)2 m2
(2`+3)(2`+1)
◆
. (3.23)
The radial integrals hn0`0|r|n`i on the other hand must be evaluated numerically. For non-
hydrogenic Rydberg states this is achieved using the Numerov method [28], which is based on
the consideration that far from the ion core, the potential experienced by the Rydberg electron will
be purely Coulombic.
Using this approach the complete Hamiltonian matrix for a non-hydrogenic Rydberg atom in the
presence of a time-independent electric field can be calculated. By way of example, such a matrix,
containing basis states with n= 2 and n= 3, and with m= 0, is presented in Table 3.3.
The energies of the eigenstates in the presence of the electric field can then be determined by
calculating the eigenvalues of this matrix. The coefficients of the eigenvectors can then be employed
to determine the contribution of each basis state to the resulting Stark states, and hence the transition
strength for photoexcitation, and fluorescence rates.
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|2,0i |2,1i |3,0i |3,1i |3,2i
h2,0|   hc· RM
(2 ds)2 eh20 |z |21iFz 0 eh20 |z |31iFz 0
h2,1| eh21 |z |20iFz   hc· RM(2 dp)2 eh21 |z |30iFz 0 eh21 |z |32iFz
h3,0| 0 eh30 |z |21iFz   hc· RM(3 ds)2 eh30 |z |31iFz 0
h3,1| eh31 |z |20iFz 0 eh31 |z |30iFz   hc· RM(3 dp)2 eh31 |z |32iFz
h3,2| 0 eh32 |z |21iFz 0 eh32 |z |31iFz   hc· RM(3 dd)2
Table 3.3: Example of a complete Hamiltonian matrix including non-zero off-diagonal elements
arising from the contributions from an external electric field, Fz, in an |n,`,mi basis with |m| = 0.
The result of such calculations for triplet Rydberg states of helium with values of n close to 52
can be seen in Figure 3.4. The calculations were carried out including basis states ranging from
n= 49 to n= 55, and the figures are centered on the state with n= 52. Panels (a), (b) and (c) in this
figure represent the results of calculations carried out for |m| = 0,1 and 2, respectively. As can be
seen, by selecting the value of |m|, control can be exerted over the contributions of the s- and p-states
in each Stark manifold. When |m| = 0 states for which 0 ` n 1 are present, while for |m| = 1
and |m| = 2, only states for which 1 ` n 1, and 2 ` n 1 are present, respectively.
When ~|F | = 0 the energy levels of each state with angular quantum number ` are orthogonal,
and `-mixing does not occur. However, as can be seen in Figure 3.4, as the electric field strength is
increased, it distorts the shape of the atomic orbitals, leading to `-mixing, quadratic energy shifts of
the low-` states, and linear energy shifts of the high-`, hydrogenic states. In addition, the low-`, non-
hydrogenic states with non-zero quantum defects give rise to avoided crossings at the Inglis-Teller
limit. For low values of |m|, when the lowest `-states contribute to the Stark map, these avoided
crossings are large [Figure 3.4(a)]. In such cases the outer Stark states with the largest electric
dipole moments in fields below FIT, lose their electric dipole moments. However, for higher values
of |m| these avoided crossings are significantly reduced [Figure 3.4(b) and (c)] and can be traversed
diabatically without the outer Stark states losing their dipole moments.
From the coefficients of the eigenvectors determined in the matrix diagonalization procedure,
the spectral intensity of the transitions to each Stark-state can be calculated [90, 61]. The results of
such calculations are displayed in Figure 3.5. The spectra displayed correspond to the electric dipole
allowed 3p! ns and 3p! nd transitions in Figure 3.5(a) and (b). The upper part of each figure is
a stick spectrum, which represents the square of the s-, or d-coefficients of the eigenvectors for each
case. The square of the angular integral associated with the transition from the 3p state have been
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Figure 3.4: Stark maps of triplet Rydberg states of helium in the vicinity of n= 52. Stark maps with
|m| = 0,1 and 2 have been calculated separately and are shown in (a), (b) and (c), respectively. A
basis of states from n= 49 to n= 55 was included in each calculation.
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Figure 3.5: Calculated Stark spectra of Rydberg states of helium with n = 52 in an electric field
~|F | = 1 V/cm. (a) The 3p! ns transitions, (b) 3p! nd transitions to states for which (i) |m| = 0,
(ii) |m|= 1 and (iii) |m|= 2. The upper (lower) panel in each figure in (b) represents a stick spectrum
(Gaussian convolution).
calculated using Equations 3.17 and 3.19 to account for the relative intensities of the transitions in
(b). Calculations have been carried out for (i) |m|= 0, (ii) |m|= 1 and (iii) |m|= 2. To account for
the effects of experimental spectral resolution, these data were convoluted with Gaussian functions
with full-width-at-half-maximum (FWHM) of 25 MHz, and the results are displayed in the lower
panel of each subfigure of Figure 3.5.
Calculated |m| = 1 relative spectra intensity distributions to state with ns and nd character (as
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indicated) for a range of electric fields are displayed in Figure 3.6. The changes in the relative in-
tensity of the transitions to each Stark state in these spectra as the electric field strength is increased,
arise from the corresponding changes in the s- or d-character of each state. The increased separation
between individual Stark states can be clearly seen as the applied field ~F increases in magnitude.
The gradual increase in the spectral intensity of the transition to the state that adiabatically evolves
to the 52p state in zero electric field arises from the increased d-character it acquires as a result of
the `-mixing by the external electric field.
From the linear energy shift of each Stark state in the electric field, the magnitude of the corre-
sponding electric dipole moment can be determined. For the hydrogenic states, in the center of the
Stark manifold, these electric dipole moments are approximately equal to those of states with the
same values of n and |m| in the hydrogen atom, i.e.~µelec ' 32nkea0. As a result these states are often
labelled by the hydrogenic index k.
When the magnitude of the electric field dependent term in the Hamiltonian in Equation 3.14
approaches the Coulomb energy, electric-field ionisation of the Rydberg states can occur. In this
situation, the electric field term in the Hamiltonian gives rise to a saddle point in the potential expe-
rienced by the Rydberg electron, as can be seen in Figure 3.7. As a result states that lie close to, and
above, the saddle point will tunnel ionise. The classical ionisation field associated with this saddle
point, calculated including Stark energy shifts is [58],
Fion =
2hc RM
ea09n4
. (3.24)
In considering more carefully effects of tunnel ionisation, this classical ionisation field is approxi-
mately equal to the field in which the ionisation rate of the outermost high-field-seeking Stark states
at each value of n exceed ⇠ 108 s 1. The outermost low-field-seeking states exhibit a similar rate of
tunnel ionisation in fields approximately twice as large as those given by Equation 3.24 [58, 86].
The Rydberg states with values of n > 50 used in the experiments described here completely
ionise in fields exceeding ⇠ 200 V/cm. This must be taken into account in selecting the most ap-
propriate electric fields to use in guiding, decelerating and trapping experiments. However, it is also
exploited for efficient detection of excited Rydberg atoms by pulsed electric field ionisation [58].
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Figure 3.6: Stark spectra of Rydberg Stark states with n = 52 excited from the 3p state. Calcula-
tions have been carried out by considering contributions from states with ` = 2. Each spectrum is
convoluted with a Gaussian function with a FWHM = 25 MHz. The 52d state is indicated in the
lowest panel, while the state that evolves adiabatically to the field-free 52p state is indicated in the
spectrum for which F = 0.5 V/cm.
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Figure 3.7: Potential energy distribution resulting from the addition of an electric ~F = (0,0, Fz) to
a pure Coulomb potential.
3.5 Blackbody radiation effects
Since from the Rydberg energy formula in Equation 3.7 the energy, En, of each Rydberg state is,
En µ
1
n2
, (3.25)
the energy intervals between states are,
dEn
dn
µ 1
n3
. (3.26)
Therefore as n increases, the frequencies associated with the energy intervals between Rydberg states
which differ in n by +1 rapidly decrease, entering the millimeter-wave and microwave regimes for
values n  18. Therefore transitions between these states can be driven by blackbody radiation. The
rate at which these blackbody transitions occur depends on the photon occupation number, n¯p, in the
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Figure 3.8: Dependence of the mean blackbody photon occupation number per mode on frequency
for blackbody temperatures T = 300 K, and T = 10 K.
blackbody radiation field. The frequency dependence of n¯p is shown in Figure 3.8 and is expressed
as [91],
n¯p =
1
ehn/kBT  1 , (3.27)
where n is the frequency of the transition, T is the temperature at which the transition occurs and kB
is the Boltzmann constant. In the presence of this thermal radiation field, the transition rate from an
initial state |n,`,mi to a final state |n0,`0,m0i is given by the product of the mean photon occupation
number at the frequency of the transition and the Einstein A coefficient [58],
GBB = n¯An0`0,n`, (3.28)
The corresponding n-changing transitions driven by blackbody radiation become significant for high
values of n. For example, at room temperature GBB ⇠ 104   105 s 1. As discussed in Chapter
61
2, Section 3, blackbody n-changing transitions between Rydberg-Stark states occur predominantly
between states with similar electric dipole moments. They therefore do not lead directly to trap loss,
but must be taken into account in considering the evolution of the trapped ensembles of atoms.
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Chapter 4
Experimental methods
The research reported in Chapters 5-8 of this thesis involved the design, construction and implemen-
tation of several sets of experiments. The specific details of the Rydberg atom guides, decelerators
and traps used in these experiments are described in the relevant chapters. However, many experi-
mental techniques are common to all the experiments. These common aspects are described in this
chapter. They include pulsed supersonic beams, the generation of metastable helium atoms in an
electric discharge, the photoexcitation of helium atoms to high Rydberg states, the detection of ex-
cited Rydberg atoms by pulsed electric field ionisation, and the general operation of the experiments
and data acquisition via a purpose built LabVIEW interface.
A schematic overview of the apparatus used in all experiments described is presented in Fig-
ure 4.1. The experiments were performed in a vacuum chamber operated at pressures of 10 7 10 8
mbar. In this chamber, pulsed supersonic beams of metastable helium atoms in the 1s2s 3S1 state
were generated and subsequently photoexcited to high Rydberg states. Metastable helium was cho-
sen for these experiments because (1) it can be efficiently prepared at high density in pulsed super-
sonic beams by electric discharge; (2) it possesses strong electronic transitions at frequencies that
are appropriate for narrow-bandwidth cw laser excitation; (3) it is light and therefore amenable to
efficient manipulation using inhomogeneous electric fields; and (4) in the longer term, in an appara-
tus cooled to cryogenic temperatures, the effects of condensation on cold surfaces will be minimal
[28].
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Figure 4.1: Overview of the experimental apparatus (not to scale), including the uv-, and ir- lasers
and the vacuum system.
4.1 Pulsed supersonic beams
The central component of the apparatus is the vacuum system in which the experiments were per-
formed. This can be seen in more detail in Figure 4.2.
The experiments operated at a repetition rate of 50 Hz beginning each cycle with the generation
of a pulsed supersonic beam of metastable helium. This was achieved at the exit of a pulsed valve
located inside the source vacuum chamber. The expansion of a gas from a reservoir into vacuum can
occur in two general ways depending upon the relationship between the mean-free-path of the gas
atoms in the reservoir, l0, and the diameter of the expansion orifice, D [92, 93]. In the limit where
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Figure 4.2: Schematic diagram of the vacuum chamber used in the experiments described here (not
to scale). A pulsed supersonic beam was generated at the exit of a pulsed valve. This beam was then
collimated by a skimmer. Rydberg photo-excitation took place between the metallic plates labelled
E1 and E2. Detection by pulsed electric field ionisation took place between plates E3 and E4.
l0  D, the number of collisions experienced by an atom as it exits the reservoir approaches zero
and an effusive beam is generated. On the other hand, a supersonic expansion is formed in the limit
where D  l0. In this case as the particles exit the reservoir they experience many collisions. Since
the resulting expansion of the gas can be regarded as adiabatic, the enthalpy is almost completely
converted into directed mass flow, leading to high forward velocities, but low velocity spreads (i.e.
low translational temperatures in the moving frame of reference) [94]. A schematic view of the
generation of a supersonic beam is displayed in Figure 4.3.
Based on the conservation of the system enthalpy and on the first law of thermodynamics [92],
H+
1
2
mv2 = H0, (4.1)
where H is the molar enthalpy of the gas, H0 is the total enthalpy of the system, v is the average flow
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Figure 4.3: Schematic view of the generation of a supersonic beam. The typical velocity distribution
of a pulsed supersonic beam of helium atoms expanding from a reservoir operated at 365 K is also
displayed. After Ref. [94].
velocity, and m the mass of a single atom or molecule. The specific heat,Cp, at constant pressure of
the gas is defined as,
Cp =
dH
dT0
, (4.2)
where T0 is the temperature of the reservoir. Substituting Equation 4.2 into Equation 4.1 leads to the
result that,
vmax =
r
2H(T0)
m
=
r
2Cp · (T  T0)
m
, (4.3)
where H(T0) is the molar enthalpy of the gas at the temperature of the reservoir, T0. From these
considerations, it is possible to derive the translational temperature T (L) at a distance L from the
exit of the valve as [95],
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T (L) =
T0
1+ 12(g 1)M(L)2
, (4.4)
where M(L) is the Mach number, which is defined as the ratio of the velocity, v, of the beam in the
laboratory-fixed frame of reference to the local speed of sound in the beam, and g = Cp/CV is the
ratio of the heat capacity at constant pressure to that at constant volume. The dependence of M(L)
on the distance from the exit of the valve can be written as [28],
M(L) = A
✓
L
D
 B
◆g 1
 C
✓
L
D
 B
◆1 g
, (4.5)
where for a monoatomic gas A= 3.26, B= 0.075,C = 0.61 and g= 5/3.
The mean longitudinal velocity of a supersonic beam can be expressed as function of the Mach
number M(L) as,
vz =M(L)
r
g kBT (L)
m
, (4.6)
with the velocity distribution [95],
fn(v) = Nnvne (v vz)
2/x, (4.7)
where Nn is a normalisation factor and x=
p
2kBT (L)/m.
In the experiments described here, pulsed supersonic beams of helium were generated using a
pulsed valve operated at a temperature of T0 = 365 K and with an exit aperture, D = 0.5 mm. The
longitudinal velocity distribution of such a beam at a distance of L= 40 mm from the valve opening
is displayed in Figure 4.3.
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Figure 4.4: Schematic diagram of the discharge source used for the generation of beams of
metastable helium atoms (not to scale).
4.2 Generation of a beam of metastable helium atoms
To generate pulsed supersonic beams of metastable helium atoms in the 1s2s 3S1 state, an electric
discharge was struck at the exit of the valve. A schematic diagram of the components used to gen-
erate this discharge is displayed in Figure 4.4. The approach used is identical to that of Halfmann
et al. [96]. The electric discharge was initiated directly at the exit of the valve by applying a po-
tential of +240V to a sharp metal tip located approximately 1 mm downstream from the baseplate,
and ⇠ 0.25  0.5 mm off axis. This metal tip acted as an anode, while the grounded baseplate of
the valve acted as the cathode. Ignition of the discharge required charged particles with sufficient
kinetic energy. This can be achieved by generating a very large electric field across the gas sample
with potentials on the order of 10 kV cm 1. However, this approach tends to heat the atomic beam
and results in low shot-to-shot stability of the discharge. To ignite the discharge at a lower electric
field, it can be seeded with electrons as done in the experiments presented in this thesis. This was
achieved by placing a heated tungsten filament in front of the valve [96], approximately 15 mm
downstream from the exit, and a 1  3 mm off axis. Under the experimental conditions described
here, a time-averaged current in the discharge of 1 mA was obtained by applying a current of 2.6A
to heat the filament. The recombination of the plasma generated by the discharge leads to populating
of the metastable 1s2s 3S1 level.
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This metastable state in helium is very long lived, with a lifetime of⇠8000 seconds [97, 98, 99].
It therefore acted as the effective ground state for all experiments performed. The metastable 21S0
state was also produced in the discharge source, but the combination of its short, ⇠ 20 ms [100],
lifetime, the reduction in the number density by optical pumping to the ground state by the light
emitted by the filament and discharge, and the shorter lifetime of the singlet Rydberg states than the
triplet Rydberg states makes it less suited to the experiments described.
After exiting the discharge region, the supersonic beam of metastable helium atoms travelled
toward a conical skimmer of 2 mm diameter, where a fraction of the atoms passed through to the
photoexcitation region of the apparatus. The skimmer sampled the central part of the atomic beam
and permitted the creation of a well-defined, cylindrical beam with a homogeneous phase-space den-
sity (see Figure 4.4). To deflect any ions that may travel along with the beam of metastable atoms, a
pair of deflection electrodes were placed immediately after the skimmer as depicted in Figure 4.2.
The vacuum chamber used in the experiments was operated at pressures in the range of 10 7 
10 8 mbar. These pressures (< 10 6 mbar) were necessary to minimise losses of metastable helium
atoms or helium Rydberg atoms by Penning ionisation collisions with the background gas. The
penning ionisation process which follows the pathway [100, 101],
He⇤+X! He+X++ e , (4.8)
plays a particularly significant role for metastable helium atoms because of their large internal en-
ergy of ⇠ 19 eV. This large internal energy makes Penning ionisation of all species of background
gas, for example N2, O2, H2O possible [101].
4.3 Laser photoexcitation
After passing through the skimmer and ion-deflection system, the metastable helium atoms entered
the photoexcitation region in the apparatus. This was located between two parallel metal plates la-
belled E1 and E2 in Figure 4.1. Arbitrary electric potentials can be applied to these plates to generate
homogeneous electric fields in the region between them to allow selective laser photoexcitation of
high Rydberg states.
69
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Figure 4.5: Energy levels of atomic helium. The 1s2s 3S1  ! 1s3p 3P2 transition required radiation
of 388.975 nm while ir radiation at a wavelength of 787.059 nm was employed for the subsequent
transition to the high Rydberg states.
Photoexcitation was carried out using the resonance-enhanced two-colour, two-photon excita-
tion scheme,
1s2s 3S1
hn1  ! 1s3p 3P2 hn2  ! 1s ns/1s nd, (4.9)
depicted in Figure 4.5. This scheme was implemented using two narrow-bandwidth continuous
wave (cw) lasers. In this excitation process the first transition, from the 1s2s 3S1 level to the 1s3p 3P2
level, occurred at 25708.58759 cm 1 (⌘ 388.975 nm) in the ultraviolet (uv) region of the electro-
magnetic spectrum. The second transition, from the 1s3p 3P2 level to high Rydberg states lied in the
range from 12624.191 cm 1 (⌘ 792.130 nm) for finding Rydberg states with values of n = 30, to
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Figure 4.6: Schematic representation of Toptica DL Pro lasers with (a) second harmonic generation,
and (b) a tapered amplifier, as used in the experiments described here [102].
12746.104 cm 1 (⌘ 784.553 nm) at the ionisation limit of helium. The majority of the experiments
described here were performed using Rydberg states for which n = 52 or n = 48. This therefore
required laser excitation at 12705.527 cm 1 (⌘ 787.059 nm) or at 12698.479 cm 1 (⌘ 787.496 nm)
for excitation, respectively.
Narrow-bandwidth laser radiation at these wavenumbers was generated using two diode laser
systems supplied by Toptica Photonics AG [102]. Both lasers were DL Pro systems, the output from
one of which was frequency doubled to obtain the required uv radiation, while the output from the
second was amplified in a tapered amplifier to obtain sufficient power to efficiently drive the sec-
ond transition in the excitation scheme. Schematic diagrams indicating the layout of the two laser
systems are displayed in Figure 4.6. In both systems, the primary radiation source was a tunable
diode laser. These are electrically pumped semiconductor lasers in which the gain is generated by
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an electrical current flowing through a p-i-n structure. In such a structure, the electrons and holes
can recombine, releasing the energy as light. In order to select the appropriate wavelength, a diffrac-
tion grating is added such that a cavity is formed. Both lasers employed in the work described here
used the Littman-Metcalf cavity configuration [103]. In this configuration, the grating orientation is
fixed, and an additional mirror is used to reflect the first order diffracted beam back into the laser
diode. The wavelength is tuned by rotating the mirror. The radiation emitted in both of these diode
lasers is in the infrared region. After passing through an optical isolator the radiation from the first
laser entered a resonant frequency doubling cavity, where a nonlinear crystal was used to double the
frequency [see Figure 4.6(a)]. In this frequency doubling process, the input electromagnetic wave
generated a second wave at twice the optical frequency (i.e. half the wavelength) in the medium.
This process is also called second-harmonic generation. Because this process is dependent on the
square of the laser intensity, the crystal was placed within a resonant enhancement cavity. The re-
sulting second harmonic conversion efficiency was ⇠ 10% and the second-harmonic beam had a
wavelength of 388.975 nm (⌘ 25708.58759 cm 1) with a power Puv = 8 mW. After passing through
the optical isolator, the radiation from the second ir laser entered a tapered amplifier. This permit-
ted up to 1.5 W of IR radiation to be generated at 787 nm, which was necessary to saturate the
transitions to the high Rydberg states.
4.4 Pulsed electric field ionisation and MCP detector
After the Rydberg atoms passed through the surface-based electrostatic guides, decelerators or traps
in the center of the vacuum chamber, they reached the detection region. This was composed of two
elements: a metal electrode labelled E3 in Figure 4.1 and a microchannel plate (MCP) detector.
The MCP detector used in the experiments described in this thesis was composed of an array of
106 miniature electron multiplier tubes oriented parallel to one another [104]. Their diameters were
10µm, their center-to-center spacing was 12µm, and the ratio of their length to their diameter was
60:1. The channel-ends were electrically connected by a metallic layer. An electric field was applied
across each plate to accelerate the electrons generated by electron or ion impact on the front plate as
can be seen in Figure 4.7. A potential difference U of +1 kV was applied across each MCP in the
pair. In the experiments discussed here, the MCPs used were mounted in pairs rotated by 180  to
each other. This configuration is called a “chevron” configuration and allows electron multiplication
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Figure 4.7: Schematic diagram of a MCP detector pair in a “chevron” configuration. A single
electron incident on the front plate triggers a cascade process that multiplies the detected signal
intensity. The electric current on the metal anode represents the detected signal.
factors as high as 108 [105]. Applying appropriate combinations of electrical potentials to the MCP
plates and anode permits, vuv photons, electrons, ions or neutral Rydberg atoms to be detected [106].
In all experiments described here He+ ions incident on the MCP were detected. When the
Rydberg atoms entered the region in front of the MCP detector [between E3 and E4 in Figure 4.2],
a pulsed potential of ⇠ 1 kV was rapidly applied to the plate E3 with a rise time of ⇠ 800 ns. The
resulting field of ⇠ 350 V/cm was sufficient to completely ionise the Rydberg atoms. The same
electric field then accelerated the He+ ions produced by this process through the aperture in E4
which was constantly maintained at 0 V and onto the front panel of the MCP. To maximise the
kinetic energy of the incident ions the front plate of the MCP was operated at a potentials of  2.4
kV. In this configuration the potential of the back plate of the MCP was  400 V and the potential
on the anode was 0 V.
4.5 LabVIEW control and data acquisition program
The experimental apparatus was controlled, and data acquired, using a purpose-built data acquisi-
tion program developed in LabVIEW as part of this thesis work. This application was designed to
interface with the laser system, wavelength/frequency calibration unit, pulse delay generators, ar-
bitrary waveform generators, microwave sources and the oscilloscope used for data acquisition. It
permitted the integration of electron and ion time-of-flight signals imported from the oscilloscope
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and the storage of all data to file for later analysis.
The structure of the LabVIEW application was based on the multiple requirements of the ex-
periments. These included (i) the possibility to adjust the number and sequence of commands sent
to the oscilloscope easily and efficiently; (ii) the rapid execution of repeated sets of measurements;
(iii) the possibility to read and refresh the waveform readings on the oscilloscope before importing
the data; (iv) the ability to select integration windows within each imported waveform; (v) the stor-
age of the data associated with the waveforms and the integration windows for a large number of
measurements; (vi) the control of electrical potentials, time delays and microwave frequencies of
interest in the measurements, and (vii) the generation of waveforms, subsequently sent to a set of
arbitrary waveform generators, for guiding, deceleration and trapping experiments.
The LabVIEW software package operates by executing all commands simultaneously. As a re-
sult, the only natural temporal constraints arise because of (i) the relative speed of each process, i.e.,
faster subroutines will be completed first, and (ii) the availability of input variables, i.e., particular
sections of the program will not be executed until the necessary inputs they require are available.
For this reason it was necessary to develop a program structure capable of imposing and maintaining
a chronological order when sending a series of commands from the computer to the external devices
and receiving and recording the experimental data. These considerations and the desire to design a
program which could be easily expanded in the future led to the decision to implement a LabVIEW
code based on a Queued-State Machine (QSM) architecture. The structure of such architecture is
well suited for the development of mid to large-scale programs. A simplified schematic diagram of
the architecture employed is displayed in Figure 4.8.
A QSM is composed of three main components: (i) the producer loop, (ii) the consumer loop,
and (iii) the queue. The producer loop represents a collection of events which are triggered by exter-
nal signals from the front panel, graphical interface, of the program. The consumer loop consists of a
stacked collection of state-machine architectures, which each perform precisely defined operations.
The communication between the producer and the consumer loops is achieved via the queue. This
queue imposes and maintains chronological ordering by sending commands from the producer loop
to the consumer loop. The action of the queue is therefore to ensure that any individual command
cannot bypass any other command, until the previous one is executed. The basic information needed
in the queue for the QSM architecture to operate is the enumerated element (an “enum”). For each
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Producer
loop
Consumer
loop
Figure 4.8: LabVIEW block diagram of a simplified Queued-State-Machine architecture. The top
section of the diagram is the producer loop, while the bottom section is the consumer loop. The
connection between the two loops is achieved via a queue.
possible operation in the consumer loop, an enum is required to uniquely label it. The entire col-
lection of enums form a set, which is available to both the producer and the consumer loops. When
an external signal is sent to the producer loop, a particular event case is selected, one or more com-
mands are generated and “enqueued”, to be transmitted to the consumer loop. Here, commands are
extracted from the queue, “dequeued” one by one, and for each the execution of a case is triggered.
The particular case executed depends on the values of the enums selected. In addition, the queue can
be composed of elements other than enums. These can be enqueued by injection and enqueueing in
the producer loop and be accessed by dequeueing them in the consumer loop. In this way data other
than enums can be sent and received, permitting communication between the producer loop and the
consumer loop.
There are several advantages of using a QSM architecture in a control and data acquisition pro-
gram of this kind. These include (i) the control that can be exerted over the speed of operation the
separate parts of the program. This is important because the producer loop is typically much faster
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Figure 4.9: Measured He+ time-of-flight signal to the MCP detector following pulsed electric field
ionisation of a sample of Rydberg atoms. The background and signal time windows used in the sig-
nal integration procedure implemented in the LabVIEW data acquisition programme are indicated.
than the consumer loop; (ii) the possibility to program the execution of a set of tasks, rather than
trigger each command individually. This leads to the efficient implementation of repetitive actions
(e.g., reading, writing, saving and refreshing data); and (iii) its modular structure, which makes it
possible to add further actions to the producer loop and further executable tasks to the consumer
loop, without implementing major modifications to the general structure of the preexisting software.
This LabVIEW application allowed data to be recorded while a wide range of experimental pa-
rameters were adjusted over preset ranges and in preselected intervals. In each case, the raw data
corresponded to one, or a set of, oscilloscope traces. An example of one of these traces, representing
a time-of-flight distribution of He+ ions after pulsed electric field ionisation of a sample of helium
Rydberg atoms is displayed in Figure 4.9. Within the application, this raw data could be directly
saved to disk. However, it could also be integrated and used in the measurement of a laser photoex-
citation spectrum, microwave spectrum, or neutral helium Rydberg atom time-of-flight distribution.
To perform this integration of the signal, two time windows were set within the application. The
first represented the time range over which the signal was averaged to determine the background
level (see Figure 4.9 “Background window”). After subtracting this background from the recorded
oscilloscope trace, the signal within the second time window was integrated (see Figure 4.9 “Inte-
grated window”). The resulting integrated ion signal corresponded to the signal from the Rydberg
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atoms for one particular measurement point. In recording a photo-excitation spectrum or time-of-
flight measurement, for each frequency or time-flight one such point was recorded. These were
accumulated to form the final measured spectrum.
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Chapter 5
Guiding Rydberg atoms above electrical
transmission-lines
Recent experiments directed toward the implementation of hybrid approaches to quantum informa-
tion processing have seen gas-phase atoms in highly excited Rydberg states coherently coupled to
microwave fields in the vicinity of chip-based coplanar microwave transmission-lines. In these ex-
periments the decoherence and dephasing of the atom-field interaction arose as a result of the large
spatial extension (⇠ 1 mm) of the Rydberg atom cloud and its motion in stray electric fields close to
the chip surfaces.
To increase coherence times and reduce dephasing it is therefore important to develop methods
by which to precisely locate the atoms above the surfaces and ultimately also control their longitu-
dinal motion. In this chapter an electrostatic guide for Rydberg atoms and molecules, the design of
which is based on that of a coplanar electrical transmission-line, is described. The scientific content
of this chapter has been published in
• P. Lancuba and S. D. Hogan, ”Guiding Rydberg atoms above surface-based transmission
lines”, Phys. Rev. A, 88, 043427 (2013),
but the text from this article has been adapted here to fit within the context of this thesis.
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Figure 5.1: (a) Curved surface-based electrical transmission line. (b) Geometry in which a metallic
plate is placed above the surface of the transmission line to permit the generation of an electric field
distribution appropriate for guiding atoms in high Rydberg states. (c) Electric field distribution in
the xy-plane in the region between the transmission line and metallic plate depicted in (b). The
electric field distribution corresponds to that generated whenVp =Vc = 10 V, andVg1 =Vg2 = 0 V.
Contours of equal electric field strength are displayed in increments of 5 V/cm starting at 5 V/cm.
5.1 Design of the transmission-line guide
The electrical transmission-line guides which have been developed to control the transverse motion
of beams of helium Rydberg atoms are composed of a two-dimensional, surface-based electrical
transmission-line above which a plane metal electrode is placed parallel to the surface. A schematic
diagram of such a surface-based, co-planar electrical transmission line is displayed in Figure 5.1(a).
By positioning a parallel plane metal plate above the surface of the transmission line, Fig-
ure 5.1(b), a quadrupole electric field minimum can be generated above the center conductor. This
is achieved by applying equal, non-zero, electric potentials to the center conductor, Vc, and this
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plane electrode, Vp, while the outer ground planes of the transmission line, Vg1 and Vg2, are set to
0 V. The electric field distribution, in the xy-plane, surrounding a surface-based transmission line
with a center conductor of width 1 mm, which is separated from the outer ground planes on either
side by a distance of 1 mm, and a parallel plane electrode located 5.6 mm above the surface in
the y-dimension, is depicted in Figure 5.1(c). In the calculation of this electric field distribution
Vp = Vc =  10 V, and Vg1 = Vg2 = 0 V. In this figure, contours of equal electric field strength are
displayed in increments of 5 V/cm beginning at 5 V/cm. The design of this guide, although not iden-
tical, has some similarities to electrostatic guides developed by Xia el al [107] for velocity selection
of beams of polar molecules, in which a conducting wire is positioned between a pair of parallel
plate electrodes.
The electric field distribution displayed in Figure 5.1(c) is designed to efficiently guide atoms
in low-field-seeking Rydberg-Stark states. As they travel along the guide, atoms in these states
continually experience forces directed toward the electric field minimum located 1.7 mm above the
surface of the transmission line in the y-dimension. Under conditions corresponding to those in
Figure 5.1(c) the guide has a depth in the xz-plane of E/e= 0.36 meV (or E/kB = 4 K, where kB is
the Boltzmann constant), for the outermost n= 52, k = 51 Rydberg-Stark states of helium. For ap-
plications associated with coupling Rydberg atoms to microwave circuits, it is important to note that
equivalent electric field distributions can be generated by applying the non-zero electric potentials
of equal strength to the ground planes while the center conductor and the parallel plane electrode are
set to 0 V. In addition, the location of the electric field minimum can be adjusted with respect to the
position of the center conductor of the transmission line in the x- and y-dimensions by generating
potential differences |Vg1 Vg2| < 0 and |Vc Vp| > 0, respectively.
5.2 Description of the experimental apparatus
To demonstrate the operation of these transmission-line guides for fast beams of helium Rydberg
atoms, an experiment was constructed in which the change in the transverse position of the Rydberg
atom at the end of the guide could be detected. A schematic diagram of the apparatus used in the
experiments described here is presented in Figure 5.2. Upon entering between the pair of metallic
electrodes, labelled E1 and E2 in Figure 5.2, metastable helium atoms in a pulsed supersonic beam
with a mean longitudinal speed of ⇠ 1950 m/s (See Chapter 4) were photoexcited from the 23S1
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Figure 5.2: Schematic diagram of the experimental apparatus used to demonstrate guiding and de-
flection of helium Rydberg atoms above a surface-based electrical transmission-line (not to scale).
Note that part of the plane metal plate positioned above the transmission line in the y-dimension to
form the electrostatic guide has been removed for clarity.
state to Rydberg states with n= 52, in a resonant two-photon excitation scheme via the 3p state. In
this photoexcitation region, a homogeneous dc electric field of 0.6 V/cm was generated by applying
an electric potential of +0.8 V to E1 while E2 was maintained at a potential of 0 V. The magnitude
of this electric field was chosen to permit selective excitation of the individual Stark sub-levels at
n = 52. The relative orientations of the linear polarisation of each laser beam and the local electric
field vector at the excitation position are chosen to selectively prepare Rydberg states with azimuthal
quantum number |m| = 1. In this case the ` = 0 components are absent from the manifold of the
Rydberg Stark states leading to predominantly diabatic traversal of all avoided crossings in electric
fields beyond the Inglis-Teller limit.
Following photoexcitation, the beams of helium Rydberg atoms travel through a 3 mm diameter
aperture in the center of E2, and toward the part of the apparatus containing the surface-based
transmission-line guide. In the experiments performed two types of curved transmission lines were
used to generate electric field distributions to guide and deflect Rydberg atoms in low-field-seeking
states away from their initial axis of propagation and into the positive x-dimension. In each case, the
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structures of the guides were 90 mm long in the z-dimension. The curvature of each transmission
line was described by a unique quadratic function in the xz-plane with a displacement Dx from the
propagation axis of the unguided atomic beam at the end of the guide [see Figure 5.1(a)].
After passing through the electrostatic guide the helium Rydberg atoms entered the part of the
apparatus in front of the MCP detector where they were ionised by a pulsed electric field generated
by applying a pulsed potential of +800 V to the metal electrode labelled E3 in Figure 5.2. The
resulting He+ ions were then accelerated in the negative x-direction toward the MCP detector. In
this configuration, information on the position of the Rydberg atoms in the x-dimension at the time of
pulsed electric field ionisation could be obtained from the time of flight of the He+ ions to the MCP
detector. Atoms located close to the MCP detector at the time of ionisation gave rise to an ion signal
at early times after the ionising electric field was switched on, while the ion signal corresponding to
atoms located further from the MCP arrived at later times.
5.3 Experimental results
The operation of two transmission-line guides, one with displacement Dx = 2.5 mm, and the other
with Dx= 5.0 mmwas studied by observing changes in the time of flight of the He+ ions to the MCP
detector when equal electric potentials, Vp =Vc, of increasing magnitude were applied to the center
conductor of the transmission-line and the upper metal plate. The He+ time-of-flight signal recorded
following photoexcitation to the n= 52, k= 40 Rydberg-Stark state, with an electric dipole moment
of 7930 D, with the Dx= 2.5 mm guide switched off, i.e., Vp =Vc = 0 V, is displayed in Figure 5.3.
The flight-time associated with the peak of the signal displayed in Figure 5.3(a) is denoted t1 (dotted
black vertical line) and arrives 585 ns after the application of the ionisation pulse.
As the electric potential Vp = Vc is adjusted from -8 V to -32 V the Rydberg atoms are guided
and deflected away from their initial axis of propagation and into the positive x-dimension. The
He+ ions corresponding to the guided atoms therefore arrive later at the MCP detector as can be
seen in Figure 5.3(b-e). For this Dx = 2.5 mm guide, the change in the flight time associated with
the peak of the He+ ion signal when the guide was on is t2 t1 = 30 ns. Inserting the second guide
for which Dx = 5.0 mm in the same apparatus under the same experimental conditions results in a
further delay in the arrival time of the He+ ion signal as can be seen in Figure 5.3(f). By increasing
Dx by a factor of 2 for this measurement, the shift in the time-of-flight associated with the peak of
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Figure 5.3: Time-of-flight distributions of He+ ions detected after pulsed electric field ionisation
of helium Rydberg atoms initially excited to states with electric dipole moments of 7930 D that
were guided using curved transmission line guides with displacements of (a-e) Dx = 2.5 mm, and
(f) Dx= 5.0 mm. The origin of the horizontal axis represents the time at which the ionisation pulse
was applied. The dotted vertical lines indicate the times at which the maxima of the ion signals
corresponding to the unguided atoms (t1 black), and those guided using the Dx = 2.5 mm (t2 red),
and Dx = 5.0 mm (t3 blue) transmission-line guides were detected. The red dashed time-of-flight
distribution in (e) was recorded with Vp =Vc =+32V.
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the He+ ion signal (dotted red vertical line) for this second guide is also increased by a factor of
two from that in Figure 5.3(e), i.e.,t3  t1 = 2(t2  t1) = 60 ns. The increase in the signal in the
wings of this time-of-flight distribution, with respect to that displayed in Figure 5.3(e), indicates a
reduction in the acceptance of the guide for the particular states prepared in the experiments, and
possible losses arising from the adiabatic traversal of avoided crossings in the Stark map.
For each of the measurements presented in Figure 5.3, negative electrical potentials were ap-
plied to the center conductor and upper plate electrodes of the guide. This ensured that the excited
Rydberg atoms did not pass through regions of zero electric field strength as they travelled from
their position of photoexcitation to the guide. The effect of passing through a zero-field region can
however be seen in Figure 5.3(e) where the dashed, red time-of-flight distribution displayed was
recorded with Vp = Vc = +32V. Under these conditions the atoms pass through a region of zero
electric field strength as they travel through electrode E2 on their trajectories toward the guide. The
absence of a quantisation axis in this zero-field region leads to a scrambling of the Stark states and
a resulting loss of population from the initially prepared low-field-seeking states. The reduction in
the intensity of the guided He+ ion signal by approximately a factor of 0.5 when Vp = Vc = +32V,
compared to the case when Vp = Vc =  32V, highlights the importance of maintaining a non-zero
electric field quantisation axis throughout these experiments.
More detailed information on the electric dipole acceptance of the transmission-line guides can
be obtained by studying the magnitude of the signal associated with the guided atoms as the fre-
quency of the infrared laser is scanned over the n= 52 Rydberg-Stark manifold. The results of such
measurements, performed using the Dx= 5.0 mm guide, can be seen in Figure 5.4.
For reference a photoexcitation spectrum of the |m|= 1, hydrogenic Stark states of He, recorded
in an electric field of 0.6 V/cm with Vp = Vc = 0V is displayed in Figure 5.4(i-c). To record spec-
tra in which only the states with electric dipole moments appropriate for efficient guiding can be
identified only the signal associated with guided atoms was detected. This was achieved by setting
a time window within the He+ time-of-flight distribution, between the time t3 and t3 + 30 ns [see
Figure 5.3(f)], within which the ion signal was integrated. The resulting integrated signal was then
recorded as the frequency of the infrared laser was scanned. To further improve the separation be-
tween the signals from the guided and unguided atoms, two circular metallic slits with diameters of
3 mm were placed after the guide before the detection region. One of these slits was centered on
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Figure 5.4: (i) Experimentally recorded, and (ii,iii) calculated spectra of the n = 52, |m| = 1 triplet
Rydberg-Stark states of helium. In each case (c) is a photo-excitation spectrum in an electric field
of 0.6 V/cm, while (b) and (a) are spectra indicating the states in which atoms are efficiently guided
when Vp = Vc =  16V and Vp = Vc =  20V, respectively. The calculated spectra in (ii-a) and (ii-
b) do not account for effects of state changing arising from the interaction of the atoms with the
surrounding blackbody radiation field and collisions between the Rydberg atoms in the guide, while
those in (iii-a) and (iii-b) incorporate a simple Monte Carlo model that accounts for these effects.
the axis of propagation of the unguided atomic beam while the other, displaced from this axis in the
x-dimension, was centered on the end of the Dx = 5.0 mm guide. The narrow integration window,
combined with the spatial separation provided by the circular slits permitted only guided atoms to be
detected as can be seen by comparing the signal intensity within this time range in Figure 5.3(a) and
Figure 5.3(f). The photoexcitation spectrum recorded under these conditions with Vp =Vc = 16V
is displayed in Figure 5.4(i-b). As expected, only atoms in the outer low-field-seeking states, with
the largest electric dipole moments, on the high energy side of the n= 52 Stark manifold appear in
this spectrum. When the electric potential applied to the guide was increased to Vp = Vc =  20V
the electric field gradients of the guide also increased and states closer to the center of the Stark
manifold, with smaller electric dipole moments, were also guided as can be seen in Figure 5.4(i-a).
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The operation of the electrostatic guide can be further characterised by comparison of the exper-
imental spectra in Figure 5.4(i) with calculated spectra that incorporate the results of numerical sim-
ulations of the trajectories of Rydberg atoms through it (particle trajectory simulations of this kind
are discussed in detail in Chapter 7). The results of these calculations are presented in Figure 5.4(ii)
and Figure 5.4(iii). In each of these calculated spectra, the spectral intensities of the Rydberg-Stark
states at photo-excitation [see Figure 5.4(ii-c)] were determined from the ` = 2 components of the
eigenvectors associated with each state in the appropriate energy range in Figure 3.4(b) [87]. At
the edges of the experimentally recorded spectrum presented in Figure 5.4(i-c) the spectral features
associated with transitions to the outer Stark states with the largest electric dipole moments are
broadened giving rise to a non-zero spectral intensity between individual features in these spec-
tral regions. This is an effect of electrical noise [108] and inhomogeneities in the photo-excitation
volume and can be crudely accounted for by including an electric field gradient of ⇠ 0.05 V/cm2
across the ensemble of excited atoms in the calculations [see Figure 5.4(ii-c)]. By convoluting this
calculated spectrum with the guiding efficiency for each Rydberg-Stark state, the spectra presented
in Figure 5.4(ii-b) and Figure 5.4(ii-c) were calculated for Vp = Vc =  16V and Vp = Vc =  20V,
respectively.
The calculated spectra presented in Figure 5.4(ii) exhibit the same general appearance as those
recorded experimentally, i.e., the atoms are seen to be most efficiently guided when initially pho-
toexcited to the outermost low-field-seeking Stark states with the largest electric dipole moments.
However, there are two notable features of the calculated spectra which differ from the experimental
observations. These are: (i) a sharp cut-off in the spectral intensity of the low-field-seeking states
on the high-energy side of the Stark manifold for states with electric dipole moments below 4860
D and 3750 D in Figure 5.4(ii-b) and Figure 5.4(ii-a), respectively; and (ii) the presence in each
spectrum of two intensity maxima corresponding to atoms guided in high-field-seeking states. As
they travel through the guide, atoms in low-field-seeking Stark states follow trajectories on the out-
side of the guide where the radial electric field gradient is positive. Since this guiding field gradient
approaches zero with increasing distance from the electric field minimum, beams of atoms with a
narrow longitudinal velocity distributions will only be efficiently guided if their dipole moments are
larger than a particular threshold value. In states with dipole moments below this threshold value,
which is dependent upon the electric potentials Vp and Vc, the Rydberg atoms will escape from the
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guide leading to a cut-off in the acceptance. This effect can be seen in the experimental data and
the results of the calculations. However, the sharp cut-off seen in the calculated spectra is not ap-
parent in the experimental data. In addition, the high-field-seeking states that follow quasi-stable
trajectories around the inside of the guide, where the radial electric field gradient is negative, and
are present in the calculated spectra are also absent in the experimental data.
In the experimental measurements presented in Figure 5.4(i) the flight-time of the Rydberg
atoms from the photo-excitation region to the position where they were detected by pulsed elec-
tric field ionisation was 85 µs. During this time the atoms interact with each other and undergo
transitions driven by the room temperature blackbody radiation field with which they interact. As
has been discussed in Chapter 3 and in the literature previously, with regard to experiments involving
electrostatically trapped Rydberg atoms and molecules [69], in the presence of an external electric
field blackbody transitions between Rydberg-Stark states occur primarily between states with dif-
ferent values of n, but with similar electric dipole moments. As a result these blackbody transitions
do not lead to a significant loss of atoms from the guide, but instead a modification of the Stark-state
acceptance.
In the experiments described here the metal plates of the surface-based transmission line and
parallel plane electrode form a parallel-plate microwave cavity. This cavity strongly modifies the
electromagnetic mode structure in the vicinity of the guide and consequently has a significant effect
on the blackbody radiation spectrum with which the Rydberg atoms interact as they travel through
the guide. This, combined with the strong dependence of the blackbody transition rates on the
magnitude of the electric field experienced by the atoms, makes it difficult to construct a complete
numerical model to account for the effects of blackbody transitions on the spectra of the guided
Rydberg atoms. However, by implementing a simple hydrogenic Monte Carlo model in which the
value of k, which determines the electric dipole moment µelec = (3/2)nkea0, changes by ±1 at a
predefined rate, the effects of state changing, arising from collisions between the guided atoms and
blackbody transitions, on the calculated spectra displayed in Figure 5.4(ii) can be elucidated. The
results of incorporating this simple model, with a |Dk|= 1 transition rate of 107 s 1, into the calcu-
lation of the spectra of the guided atoms are presented in Figure 5.4(iii-b) and Figure 5.4(iii-a) for
Vp = Vc =  16V and Vp = Vc =  20V, respectively. From these calculated spectra it can be seen
that the comparatively small changes in electric dipole moment that result from these transitions
87
give rise to a broadening of the dipole acceptance of the guide. The sharp cut-off in acceptance
which is apparent in Figure 5.4(ii-b) and Figure 5.4(ii-a) is no longer observed and the calculated
spectra are closer in appearance to those recorded experimentally. In addition, the narrow range of
high-field-seeking states which follow quasi-stable trajectories through the guide appear not to be
sufficiently stable to result in efficient guiding if the magnitude of their dipole moments changes
during their trajectory through the guide.
It is important to note that the k-changing rate included in the calculation of the spectra in Fig-
ure 5.4(iii) does not represent the mean 300 K blackbody depopulation rate of the Rydberg-Stark
states in the experiments. This is expected to be close to 105 s 1. The state changing rate included
in the calculations does not distinguish between effects arising from collisions between the Rydberg
atoms in the guide, and effects of blackbody transitions, and does not explicitly account for transi-
tions for which |Dk|> 1 or transitions between states of the same electric dipole moment but differ-
ent values of n. To disentangle these processes and to minimise the effects of blackbody radiation
in future experiments (i) the central part of the experimental apparatus can be cooled to reduce the
blackbody photon occupation numbers at the microwave frequencies to which the Rydberg states are
most sensitive (see Chapter 3, section 5), and (ii) the electromagnetic mode structure of the space
surrounding the guide can be engineered to modify these blackbody photon occupation numbers
from their values in free-space [109]. For electrostatically trapped samples of hydrogen Rydberg
atoms, it has been shown that at blackbody temperature close to 10 K, the purity of Rydberg-Stark
states with values of n close to 30 is maintained for several hundred microseconds [110]. However,
by appropriately engineering the electromagnetic mode structure of the environment in which the
atoms are located similar conditions may be achievable at higher temperatures.
5.4 Conclusions
In the experiments described in this chapter, fast beams of helium atoms in high Rydberg states
were efficiently guided and deflected in the inhomogeneous electrostatic fields surrounding electri-
cal transmission lines. The effects of non-adiabatic transitions which can occur when the excited
Rydberg atoms traverse regions of zero electric field strength were identified and highlight the im-
portance of maintaining an electric field quantisation axis throughout the entire path of the Rydberg
atoms in these experiments. By comparing experimentally recorded photoexcitation spectra corre-
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sponding to the signal from the guided atoms, with calculations that account for the particle trajec-
tories through the guide and a simple model to treat the effects of blackbody radiation, the important
role that collisions and blackbody radiation play when these experiments are performed in a room
temperature environment has been demonstrated. The simple geometries of these transmission-line
guides makes them very scalable, and the possibility of integrating them into chip-based microwave
circuits is expected to see them play an important role in the future in surface-based architectures
for manipulating Rydberg atoms and molecules.
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Chapter 6
Transmission-line decelerators for atoms in
high Rydberg states
The electrode geometry employed in the experiments described in Chapter 5 to efficiently control the
transverse motion of fast moving beams of helium Rydberg atoms does not permit direct control over
the longitudinal motion of the beam of atoms. However, as described in this chapter, by periodically
segmenting the center conductor electrode, and applying appropriate electrical potentials to each
of the resulting segments, three-dimensional electric traps can be formed within the device. These
traps can then be conveyed above the segmented center conductor of the transmission-line and be
exploited to transport, accelerate and decelerate Rydberg atoms confined within them. The scientific
content of this chapter has been published in
• P. Lancuba and S. D. Hogan, ”Transmission-line decelerators for atoms in high Rydberg
states”, Phys. Rev. A, 90, 053420 (2014),
but the text from this article has been adapted here to fit within the context of this thesis.
6.1 Introduction
The chip-based Rydberg-Stark decelerator described here, and referred to as a transmission-line
decelerator, relies upon the continuous motion of a periodic array of electric field minima in the
void between a two-dimensional (2D) surface-based arrangement of metallic electrodes, and a par-
allel plane metal plate [see Figure 6.1(a)]. This decelerator differs from previously developed
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Figure 6.1: (a) Schematic diagram of the transmission-line decelerator. Electric field distributions
in (b) the xy-plane, and (c) the zy-plane, for V0 =+120 V, and Vu = V0/2. The colour scale in the
lower right of the figure is common to (b) and (c).
chip-based decelerators for polar ground-state molecules [13, 14, 111] and for Rydberg atoms
and molecules [75, 76, 77], and other Stark decelerators that employ continuously moving electric
traps [112, 113, 114], in that it is based upon the geometry of the surface-based transmission-line
guides described in Chapter 5 [115]. To transform one of these guides into a device suitable for
acceleration, or deceleration, of samples traveling in pulsed supersonic beams, the center-conductor
has been divided into discrete, individually addressable segments. This geometry permits the gen-
eration of three-dimensional electric traps that provide strong confinement of atoms or molecules in
all three spatial dimensions throughout the decelerator. This makes the device compatible with the
introduction of curvatures in the plane of the 2D electrode array without causing excessive distortion
of the fields, and with direct coupling to transmission-line guides [115] and beam-splitters. It also
provides a well defined electromagnetic environment in which trapped Rydberg atoms or molecules
can be transported and manipulated. This is essential for investigating, and controlling, effects of
blackbody radiation.
In the following, the design and operation principles of the transmission-line decelerator are first
presented. An overview of the experimental apparatus in which the decelerator was installed to per-
form the experiments reported here is then provided. Thereafter, the results of experiments in which
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beams of helium atoms in Rydberg-Stark states with n = 52, and traveling with an initial speeds
close to 1950 m/s, were guided at constant speed through the decelerator are presented. Finally,
the results of experiments involving the acceleration and deceleration of these atoms to final speeds
ranging from 2700 m/s to 1350 m/s are discussed.
6.2 Decelerator design
A schematic diagram of the transmission-line decelerator used in the experiments described in this
chapter is displayed in Figure 6.1(a). The design, based upon that of an electrostatic transmission-
line guide (Chapter 5 and Ref. [115]), includes a 2D surface-based array of metallic electrodes,
and a parallel plane metal plate. The 2D electrode array, located 4.5 mm below the upper plate,
is composed of a segmented center-conductor surrounded on either side by two extended ground
planes. The insulating gap between the center-conductor and each ground plane is 1 mm wide.
The segments of the center-conductor are square, with sides of length 1 mm, and a center-to-center
spacing dcc = 2 mm. The electrode array used in the experiments described here was fabricated
by chemical etching. Electrical contact was made to the individual decelerator segments via small
holes drilled through each to an array of miniature sockets located beneath the substrate. The center
conductor of this device contained 45 segments, and the array had a total length of 90 mm in the
z-dimension, and a width of 70 mm in the x-dimension.
With equal, non-zero electric potentials applied to one single segment of the center-conductor
and the upper plate, while all other electrodes including the ground planes are set to 0 V, a single
stationary three-dimensional electric field minimum is generated above this active segment. The re-
sulting electric field distribution is analogous to that generated in two-dimensions in an electrostatic
transmission-line guide [115], and forms the basic field distribution around which the decelerator is
designed. By applying an appropriate set of potentials to the complete 2D array of decelerator seg-
ments and upper plate, a periodic array of similar electric field minima can be generated within the
device. The spatial periodicity of this array of electric field minima is dependent upon the number of
electric potentials, and therefore decelerator segments, contributing to each. Exploiting larger num-
bers of segments leads to increasingly harmonic traps with reduced variations in the trap-width with
position along the decelerator axis. In the decelerator described here a set of 5 electric potentials are
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employed to achieve an appropriate compromise between the total number of unique potentials that
must be generated, and any undesirable position dependence of the trap-widths. These 5 potentials
are applied to consecutive decelerator segments and repeated periodically along the center conduc-
tor. The magnitude of the potential applied to each electrode, labelled with an index i= 1,2, . . . , can
be expressed as
Vi =V0 cos[ (i 1)f], (6.1)
where V0 is the amplitude of the potential applied to electrode 1, and f = 2p/5 is the phase-shift
from one decelerator segment to the next. With a dc potential, Vu, applied to the upper plate, such
thatVu = V0/2, a set of electric field minima is generated with a spatial periodicity of 5dcc. Electric
field distributions calculated using this configuration of potentials, with V0 = +120 V, and a phase
shift of p/5, to position the electric field minima above electrodes i = 4,9, . . . , are displayed in
Figure 6.1(b), and Figure 6.1(c). In these figures, each electric field minimum represents a trap
for atoms in low-field-seeking Rydberg-Stark states. Close to each trap minimum the electric field
gradient is ⇠ 650 V/cm2, and the lowest saddle-point of each trap occurs in the y-dimension at a
field strength of ⇠ 110 V/cm. The maximum usable value of V0 is set by the onset of electric field
ionisation of the trapped Rydberg atoms and is therefore n-dependent. For the Rydberg-Stark states
with n= 52 used in the experiments reported here, complete diabatic electric field ionisation occurs
at ⇠ 140 V/cm [58]. By operating the decelerator with V0 = +120 V the fields experienced by the
atoms as they travel through the decelerator are maintained below this value, limiting particle loss
by direct field ionisation.
To convey samples of trapped Rydberg atoms through the decelerator, it is necessary to vary
the positions of the electric traps in time. This is achieved by introducing a time-dependence to
the potentials in Equation (6.1). To realise a continuous motion of the array of traps in the positive
z-dimension, the potential applied to the decelerator electrodes is chosen to oscillate at an angular
frequency w, such that
Vi(t) =V0 cos[w t  (i 1)f]. (6.2)
The speed with which the traps then move, vtrap, is directly proportional to w, and the spatial peri-
odicity of the array, i.e., vtrap = 5dccw/(2p).
As the traps move through the decelerator in the positive z-dimension, their proportions change
93
0
1
2
3
4
80
100
0
1
2
3
4
100
80
0
1
2
3
4
80
100
0 +2 +4-2-4
Po
si
tio
n 
in
 y
 d
im
en
si
on
 (m
m
)
Relative position in z dimension (mm)
(a) (i)
(ii)
(iii)
(b)
Vgp = 0 V
Vgp = -0.045 V0 cos(5ωt)
0 2 4 6
1.7
1.8
1.9
2.0
2.1
Po
si
tio
n 
of
 m
in
im
um
in
 y
 d
im
en
si
on
 (m
m
)
8
Position of minimum in z dimension (mm)
Figure 6.2: (a) Electric field distributions in the zy-plane for traps located (i) above a decelerator
segment, (ii) one quarter of the way between two segments, and (iii) half-way between two segments.
In each case contours of equal electric field strength are displayed in increments of 20 V/cm, from
20 V/cm to 160 V/cm, and the positions of the decelerator segments are indicated by the thick bars
on the horizontal axis. (b) The dependence of the position of the electric field minimum in the
y-dimension upon its location along the decelerator axis when a potential Vgp = 0 V is applied to
the ground planes (dashed red curve), and when the potential Vgp =  0.045V0 cos(5wt) is applied
(continuous black curve).
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slightly as they travel from locations directly above a decelerator segment to those between two seg-
ments. This can be seen in Figure 6.2(a), where electric field distributions in the zy-plane containing
an electric field minimum are displayed at instants in time when a trap is located (i) directly above a
decelerator segment, (ii) one quarter of the way between two segments, and (iii) half-way between
two segments. When the trap is located directly above a decelerator segment it is deeper than when
located half-way between two segments. The resulting breathing motion leads to an oscillation in
the full-width-at-half-maximum of the traps of ⇠ 10%, and consequently a small amount of heating
of the trapped atoms. However, if cold samples are confined close to a trap minimum heating effects
arising from this breathing motion can be minimised.
When a potentialVgp = 0 V is applied to the ground planes of the decelerator, withV0 =+120 V,
the positions of the trap minima oscillate in the y-dimension as the traps travel through the decelera-
tor. This oscillatory motion has a peak-to-peak amplitude of⇠ 50 µm as can be seen in Figure 6.2(b).
If not compensated, these oscillations give rise to a non-zero center-of-mass motion of the ensemble
of trapped atoms in this dimension. This motion of the electric field minimum can be stabilised
through the application of a time-dependent potential, Vgp, to the ground planes. For the decelerator
described here, the optimal ground-plane potential was found to be one that oscillates in-phase with
V1 at a frequency wgp = 5w, and with an amplitude of  0.045V0 such that,
Vgp(t) = 0.045V0 cos(5wt). (6.3)
The higher oscillation frequency of this potential, with respect to those applied to the segments of
the decelerator center-conductor, arises from the requirement that an equal correction to the position
of the traps in the y-dimension is applied every time a trap is located above (between etc . . . ) a
decelerator segment. Therefore the period of the oscillation of Vgp must equal the time taken for
the traps to travel from one segment to the next, a distance dcc. With this potential applied to the
ground planes, the oscillation of the position of the trap minima in the y-dimension is reduced to an
amplitude of less than 10 µm as indicated by the continuous black curve in Figure 6.2(b).
When operated at a constant frequency the transmission-line decelerator can be used to convey
trapped atoms at constant speed. To accelerate or decelerate the samples, it is necessary to change
the frequency of the oscillating electric potentials in time, introducing a frequency chirp. For a
selected initial speed, vtrap(0), and an acceleration, atrap, the required time-dependent oscillation
95
frequency can be expressed as
w(t) = w(0)+
patrap
5dcc
t, (6.4)
where w(0) = 2pvtrap(0)/(5dcc) is the initial angular frequency.
The introduction of a frequency chirp to accelerate, or decelerate, trapped samples leads to a
reduction in the effective depth of the traps. This has been discussed previously in the literature in
the context of chip-based decelerators for polar ground-state molecules [14], with the consequences
most clearly seen in the moving frame-of-reference associated with an individual electric field min-
imum. In Figure 6.3(a-i), and Figure 6.3(a-ii), the electric field distributions associated with a single
trap of the decelerator are displayed in the zy- and xy-planes containing the electric field minimum.
These electric field distributions have been calculated for the case when the trap is located one
quarter of the way between two decelerator segments, a position that is close to the most probable
location of the traps as they travel through the decelerator, with V0 =+120 V.
For a helium atom in a low-field-seeking Rydberg-Stark state with an electric dipole moment of
6939 D, i.e., the |n,ki= |52,35i state used in the experiments reported here, the corresponding po-
tential energy distributions are displayed in terms of a temperature, i.e., E/kB, in Figure 6.3(b-i), and
Figure 6.3(b-ii). For atoms in the |52,35i state the traps have a depth of E/kB ' 18 K (' 1.55 meV)
when stationary or when moving at constant speed.
In the moving frame of reference associated with an electric field minimum in the decelerator,
the effect of the acceleration, ~atrap, of the traps can be accounted for through the introduction of a
pseudo-potential
Vpseudo = m~atrap ·~s, (6.5)
wherem is the mass of an individual atom, and~s is the displacement from the electric field minimum.
In the experiments described here a curved decelerator was employed to reduce effects of collisions
of the accelerated, or decelerated, atoms with the surrounding components of the pulsed supersonic
beam [69]. The curvature was introduced in the plane of the 2D electrode array. The radius of
curvature of ⇠ 0.81 m that was selected resulted in the exit of the decelerator being displaced by
5 mm in the negative x-dimension with respect to the entrance. In this curved device, acceleration
of the trapped particles therefore takes place in two directions. These are: (i) the acceleration
tangential to the curvature of the decelerator, at, that is exploited to modify the longitudinal motion
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Figure 6.3: (a) Electric field distributions in (i) the zy-plane, and (ii) the xy-plane, containing an
electric field minimum located one quarter of the way between two decelerator segments. Contours
of equal electric field strength are displayed in increments of 20 V/cm beginning at 20 V/cm. (b-
d) Potential energy distributions in (i) the zy-plane, and (ii) the xy-plane, experienced by a helium
atom in the |n,ki = |52,35i Rydberg-Stark state. In (c-i) and (d-i), a pseudo potential is included
to account for tangential accelerations of  0.5⇥ 107 m/s2 and  1.15⇥ 107 m/s2, respectively. In
(c-ii) and (d-ii), the effects of centripetal accelerations of  0.47⇥ 107 m/s2 and  0.71⇥ 107 m/s2
are included. In the curved decelerator described here, these centripetal accelerations correspond to
tangential velocities of 1950 m/s and 2400 m/s, respectively. In (b-d) contour lines of equal potential
energy are displayed in terms of a temperature, i.e., E/kB, in increments of 2 K beginning at 1 K.
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of the atoms, and (ii) the centripetal acceleration, ac, associated with the curvature of the decelerator.
The effects of these two accelerations can be investigated by studying the shape of the moving traps
in the zy- and xy-planes, respectively.
For a small section of the decelerator, as considered in Figure 6.3, the tangential acceleration
acts along the decelerator axis, i.e., in the z-dimension. The effect of this acceleration can therefore
be accounted for by adding the pseudo potentialV tpseudo =matDz to the potential energy distribution
in Figure 6.3(b-i). For helium atoms in the |n,ki = |52,35i Rydberg-Stark state, accelerations on
the order of 106 m/s2 begin to noticeably distort the unperturbed potential. The effect of tangential
accelerations of at = 0.5⇥107 m/s2, and at = 1.15⇥107 m/s2 can be seen in Figure 6.3(c-i), and
Figure 6.3(d-i), respectively. In Figure 6.3(c-i) the negative tangential acceleration (deceleration)
leads to a reduction in the effective depth of the trap in the forward direction which becomes more
pronounced as the magnitude of the acceleration is increased. When the traps are decelerated with
at =  1.15⇥ 107 m/s the saddle point of the trap in the forward direction is further reduced, from
⇠ 18 K when stationary, to ⇠ 8 K. For an acceleration of at =  2.2⇥ 107 m/s2 the trap opens
completely in the forward direction, setting the limit on the tangential acceleration at which the
decelerator can be operated for atoms in this Rydberg-Stark state.
The centripetal acceleration in a similar length of a curved decelerator acts in the direction per-
pendicular to the decelerator axis, i.e., in the x-dimension in Figure 6.3. In this case the effect of the
acceleration can be accounted for by adding the pseudo potential V cpseudo = macDx, to the potential
energy distribution in Figure 6.3(b-ii). For a radius of curvature of 0.81 m, centripetal accelera-
tions on the order of 106 m/s2 occur for tangential velocities exceeding 1000 m/s. The effects of
centripetal accelerations of ac =  0.47⇥ 107 m/s2, and ac =  0.71⇥ 107 m/s2, which correspond
to tangential velocities of 1950 m/s and 2400 m/s, respectively, are displayed in Figure 6.3(c-ii),
and Figure 6.3(d-ii). In the experiments reported here the initial longitudinal speed of the beams
of He Rydberg atoms was 1950 m/s. Therefore even when the traps of the decelerator are moving
at this constant initial speed the centripetal acceleration already plays an important role in setting
the effective trap depth of ⇠ 14 K. For the conditions under which the potential energy distributions
in Figure 6.3 were calculated, the maximal tangential velocity at which the decelerator can be op-
erated before the traps open completely in the x-dimension is 4360 m/s. This tangential velocity
corresponds to a centripetal acceleration of ac = 2.35⇥107 m/s2. An overview of the variation of
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Figure 6.4: Effective depth of the moving decelerator traps for helium atoms in the |n,ki= |52,35i
Rydberg-Stark state, when V0 = +120 V. Data for four different centripetal accelerations, ac =
0 m/s2 (vt = 0 m/s – continuous black curve), ac =  0.22⇥ 107 m/s2 (vt = 1350 m/s – dotted red
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(vt = 2400 m/s – dashed blue curve), and ac =  0.90⇥ 107 m/s2 (vt = 2700 m/s – dash–double-
dotted magenta curve), are displayed.
the depth of the moving traps, for a range of tangential velocities and accelerations relevant to the
experiments described, is presented in Figure 6.4. In this figure each effective trap depth was cal-
culated using the complete three-dimensional potential energy distribution surrounding one electric
field minimum within the decelerator.
6.3 Experimental apparatus
A schematic overview of the apparatus used in the experiments reported here is presented in Fig-
ure 6.5. The generation of metastable helium atoms and the Rydberg state photoexcitation scheme
are identical to those described in Chapters 4 and 5. The photoexcitation region in the apparatus was
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Figure 6.5: Schematic diagram of the experimental apparatus (not to scale). Photoexcitation of the
metastable He atoms to selected Rydberg-Stark states is carried out between the electrodes labelled
E1 and E2. After traveling through the decelerator the Rydberg atoms are detected by pulsed electric
field ionisation upon the application of a potential of +3.5 kV to the electrode labelled E3. The
resulting He+ ions are then accelerated through the aperture in the grounded electrode labelled E4
to an MCP detector.
located between two parallel metallic plates labelled E1 and E2 in Figure 6.5. As the experiments
reported here required the excitation of only a small subensemble of the complete atomic beam in
a precisely defined time window to selected Rydberg-Stark states, a dc offset potential of +0.30 V
was initially applied to E1, while E2 was set to 0 V. This gave rise to a background electric field of
⇠ 0.23 V/cm at the position where the laser beams crossed the atomic beam. The frequency of the
infrared laser was then set to lie resonant with the transition to the low-field-seeking |n,ki= |52,35i
Rydberg-Stark state in a larger field of 0.61 V/cm, so that atoms could be excited for selected periods
of time by rapidly switching the potential on E1 from +0.30 V to +0.80 V, switching the electric
field in the excitation region from its offset value to 0.61 V/cm. In all of the experiments described
here excitation was performed for a period of 5 µs in each experimental cycle. The time associated
with the middle of this excitation pulse is defined as the photoexcitation time, tex. In the photoexci-
tation process the linear polarisation of the two laser beams was chosen to permit the predominant
excitation of hydrogenic Rydberg-Stark states with azimuthal quantum number |m`|= 2.
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Figure 6.6: He+ time-of-flight distributions recorded following pulsed electric field ionisation of
the helium Rydberg atoms. When the decelerator is operated to guide atoms at a constant speed of
1950 m/s, the maximum of the time-of-flight distribution (dashed blue curve) arrives ⇠ 25 ns later
than that recorded with the decelerator off (continuous black curve). The time-of-flight distribution
recorded with the decelerator active has been scaled by a factor of 0.5 (see text for details).
After photoexcitation, the excited Rydberg atoms passed through a small aperture in electrode
E2 and entered the transmission-line decelerator within which they were accelerated, decelerated
or guided. In the final section of the apparatus, beyond the decelerator, the atoms were detected by
pulsed electric field ionisation upon the application of a pulsed potential of+3.5 kV to E3. The He+
ions produced following ionisation of the excited atoms in the resulting electric field of⇠ 550 V/cm
were then accelerated toward the MCP detector. The detection geometry employed is similar to that
described in Chapter 5 and permitted the position of the Rydberg atoms in the x-dimension, at the
time of pulsed electric-field ionisation, to be mapped onto the flight-time of the He+ ions to the
MCP detector.
An example of the mapping of ionisation position onto He+ flight-time to the MCP in these
experiments is presented in Figure 6.6. When the oscillating decelerator potentials are off, but the
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Figure 6.7: Dependence of the integrated He+ signal on the activation time of the oscillating deceler-
ator potentials, for a helium atom flight-time from the photoexcitation region to the detection region
of 82.5 µs, when the decelerator is operated in a guiding mode at a constant speed of 1950 m/s.
non-zero dc potential Vu =  120/2 V is applied to the upper plate electrode, the excited Rydberg
atoms are ionised at a position in the detection region close to the MCP detector. The resulting He+
time-of-flight distribution has a maximum at 265 ns. However, if the oscillating decelerator poten-
tials are activated, and set to guide atoms at constant speed over the full length of the decelerator, the
curvature of the device leads to a displacement of the Rydberg atoms into the negative x-dimension
at the detection position. Because the atoms are then located further from the MCP detector when
ionised the He+ flight-time increases to 290 ns. Accelerated, decelerated and guided atoms can
therefore be selectively detected by integrating, and recording, only the delayed component of the
time-of-flight distribution encompassed by the vertical bars at the top of Figure 6.6. In the data dis-
played in this figure the signal recorded with the decelerator active is twice as large as that recorded
with the oscillating decelerator potentials off because of the increased blackbody photoionisation,
and tunnel ionisation rates in the residual dc electric field of 133 V/cm present in the latter case.
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6.4 Results
To demonstrate and characterise the operation of the transmission-line decelerator, experiments have
been performed in three modes of operation: (i) guiding at constant speed, (ii) acceleration, and (iii)
deceleration. For each type of experiment it was necessary to ensure that the oscillating decelerator
potentials were activated at the optimal time to ensure that the 5 µs (⇠ 10 mm) long bunches of
helium Rydberg atoms prepared in the photoexcitation region were efficiently loaded into a single
moving trap. This was achieved by measuring the integrated signal from atoms guided through
the curved decelerator at constant speed, as the activation time was varied. This measurement was
therefore performed after a fixed Rydberg atom flight-time from the photoexcitation region to the
detection region, while recording only the signal in the delayed component of the He+ time-of-flight
distribution (see Figure 6.6), with the results displayed in Figure 6.7. In this figure the decelerator
activation time is defined with respect to tex, the center of the pulsed electric potential applied to
E1 for Rydberg state photo-excitation. The oscillating potentials used in recording this data were
precalculated to guide atoms close to the center of the unperturbed velocity distribution, traveling at
a constant speed of 1950 m/s. The oscillation frequency therefore remained constant throughout the
guiding process at w= 2p⇥195 kHz. Since only atoms that were guided away from their initial axis
of propagation were detected in this experiment, the signal intensity rose when the atoms were effi-
ciently loaded into one of the moving decelerator traps. As can be seen there are several activation
times at which maxima occur in the signal associated with the guided atoms. These maxima corre-
spond to the times at which the bunch of atoms is efficiently loaded into each consecutive moving
trap of the decelerator. The temporal periodicity of these maxima corresponds to the time taken for
the atoms to travel the 10 mm distance between consecutive traps, i.e., 5dcc/v = 5.1 µs. When the
decelerator is activated at the incorrect time, few atoms are guided and a minimum is observed in the
integrated He+ signal. The minima associated with these out-of-phase activation times do not reach
zero intensity at times earlier than 20 µs primarily because a small fraction of the ⇠ 10 mm long
bunch of Rydberg atoms always overlaps with one of the traps at these times when the propagation
axis of the atomic beam and the axis of the decelerator coincide. At times greater than 20 µs the
atoms have traveled further into the decelerator when it is activated, to positions where the curved
center-conductor and atomic beam axes do not overlap. In these cases, the transverse spread of the
bunch of atoms is only large enough to result in guiding of a small fraction of atoms near the longi-
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Figure 6.8: (a) Time-of-flight distribution of the unperturbed beam of helium Rydberg atoms
recorded with the decelerator off. (b) Helium atom time-of-flight distributions recorded with the
decelerator operated to guide atoms at constant speeds ranging from 1750 m/s to 2350 m/s as indi-
cated.
tudinal positions associated with the trap minima. Away from these positions no guiding occurs and
the He+ signal reduces to zero. From the data in Figure 6.7, an activation time of 5.5 µs was chosen
for all experiments performed at an initial longitudinal speed v0 = 1950 m/s. This permitted the full
length of the decelerator to be used for guiding, acceleration and deceleration.
The ensemble of excited helium Rydberg atoms prepared in the photo-excitation region has a
longitudinal velocity distribution with a standard deviation of ⇠ 140 m/s [see Figure 6.8(a)]. This
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corresponds to a translational temperature in the moving frame of reference of E/kB ⇠ 4.7 K. By
adjusting the oscillation frequency of the decelerator potentials, isolated velocity groups within the
bunch of excited atoms can therefore be guided through the device. To observe the effects of guiding
at a range of speeds, measurements have been made of the time-of-flight of the He Rydberg atoms
from the position of photo-excitation to the detection region, a distance of 165 mm. The results of
this set of measurements for guiding speeds ranging from 1750 m/s to 2350 m/s, whenV0 =+120 V,
are displayed in Figure 6.8(b). In recording the data, the appropriate adjustments where made to the
decelerator activation time to account for the different flight-time of the atoms from their position of
photo-excitation to the first trap of the decelerator at each guiding speed. From these measurements
the longitudinal velocity components of the initially prepared beam of helium Rydberg atoms can
be clearly identified.
Comparison of the data in Figure 6.8(b) with the time-of-flight distribution of the unperturbed
atomic beam, Figure 6.8(a), indicates that when guiding at low speeds (1750 m/s) a large fraction,
⇠ 0.8, of the excited atoms are efficiently guided through the decelerator. However, close to the
maximum of the unperturbed time-of-flight distribution, and for speeds approaching 2350 m/s the
efficiency with which the atoms are guided is reduced to ⇠ 0.3. This change in guiding efficiency
can be seen more explicitly in Figure 6.9 where individual data points, representing the ratio of
the amplitude of each feature in Figure 6.8(b), to the amplitude of the integrated He+ ion signal in
Figure 6.8(a) at the corresponding time-of-flight, are displayed. The reduction in guiding efficiency
with increasing tangential velocity is related in part to the reduction in the effective depth of the
traveling electric traps in the decelerator with centripetal acceleration. However, as can be seen from
the calculated linear dependence of the effective trap depth on the tangential velocity of the traps,
also displayed in Figure 6.9, this effect alone does not completely describe the observed changes
in guiding efficiency particularly for tangential velocities in the range from 1950 m/s to 2150 m/s.
Because the most significant reduction in guiding efficiency is observed for these speeds close to the
intensity maximum of the bunch of excited atoms, and the densities of ground state He atoms and
atoms in the metastable 1s2s 3S1 state are approximately constant across the Rydberg atom cloud, the
anomalies in the guiding efficiency that can be seen in Figure 6.8 and Figure 6.9 are thought to arise
from interactions between the trapped Rydberg atoms as they travel through the decelerator. These
interactions may lead to collision-induced non-adiabatic transitions to untrapped states for pairs of
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Figure 6.9: Dependence of the experimentally determined efficiency with which atoms were guided
at constant speed through the transmission-line decelerator, upon the tangential velocity of the mov-
ing traps (blue circles - left vertical axis). The linear dependence of the effective depth of the moving
traps upon their tangential velocity (see Section 6.2) is indicated by the dashed red line (right vertical
axis).
atoms located close to the electric field minima of the traps, as have been observed previously at
lower values of n in three-dimensional electrostatic traps cooled to low temperatures [69], or to
state-changing within the highly-degenerate manifold of pair states associated with the hydrogenic
Rydberg-Stark states used in the experiments. Detailed investigations of these effects arising during
guiding and deceleration of atoms in states with the high values of n employed here, and their
disentanglement from possible effects associated with the divergence of the atomic beam in free-
flight, will be carried out in a future series of experiments.
To demonstrate acceleration and deceleration of these fast moving beams of helium Rydberg
atoms in the transmission-line decelerator, a component of the atomic beam with an initial longitu-
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Figure 6.10: Guiding, acceleration and deceleration of helium Rydberg atoms in the transmission-
line decelerator. For reference, the time-of-flight distribution of atoms guided at a constant speed
of 1950 m/s is included in dataset (iv). Accelerations as high as at = +2.0⇥ 107 m/s2 permit final
velocities as high as 2700 m/s to be achieved (vi). While with at = 1.15⇥107 m/s2, deceleration
to a final velocity of 1350 m/s is demonstrated (i).
dinal speed of 1950 m/s was loaded into a single, moving decelerator trap. The appropriate time de-
pendence [see Equation (6.4)] was then introduced to the frequency of the oscillating decelerator po-
tentials to exert tangential accelerations ranging from at= 1.15⇥107 m/s2, to at=+2.0⇥107 m/s2
on the trapped atoms. The results of the corresponding set of measurements are presented in Fig-
ure 6.10. As with the data recorded for guiding at constant speed, the time-of-flight distributions of
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these accelerated and decelerated samples of atoms were recorded by selectively integrating the He+
signal from the atoms guided away from their initial axis of propagation as they traveled through
the decelerator. In these measurements the atoms decelerated to the lowest speeds arrived at the
detection region outside the time-of-flight distribution of the undecelerated beam.
For reference, a measurement of the time-of-flight distribution of atoms guided at a constant
speed of 1950 m/s is displayed in Figure 6.10(iv). The maximum of this distribution occurs at a
flight-time of 84 µs. When a positive frequency chirp is applied to the oscillating decelerator po-
tentials, the atoms confined in the moving traps are accelerated as they travel through the device.
Applying an acceleration of at =+1.15⇥107 m/s2, for a time of 39 µs, as the trapped atoms travel
a distance of 86 mm through the decelerator leads to a final tangential velocity of 2400 m/s [Fig-
ure 6.10(v)]. The resulting accelerated beam arrives at the detection region 10 µs earlier than atoms
guided at a constant speed of 1950 m/s. Further increasing the acceleration to at =+2.0⇥107 m/s2,
to accelerate the atoms over the same distance results in a final speed of 2700 m/s, and a further 4 µs
reduction in flight-time to the detection region. At these high tangential velocities and accelerations,
the effective depth of the moving decelerator traps is less than 0.1 times the depth when guiding at
a constant speed of 1950 m/s (see Figure 6.4). Since the bunches of Rydberg atoms fill the moving
trap into which they are loaded when the decelerator is activated, the change in the amplitude of
the peak of the time-of flight distribution with acceleration is, to a first approximation, expected to
scale linearly with trap depth. Therefore the reduction in the amplitude of the accelerated bunch of
atoms in Figure 6.10(vi), to ⇠ 0.2 times that recorded when guiding at constant speed is close to
that expected from the calculated data displayed in Figure 6.4.
Applying a negative frequency chirp to the oscillating decelerator potentials leads to deceleration
of the trapped atoms and an increase in flight-time from the photoexcitation region to the detection
region [Figure 6.10(i-iii)]. Deceleration from an initial speed of 1950 m/s over a distance of 86 mm
with at = 0.42⇥107 m/s2 (at = 0.81⇥107 m/s2), leads to a final tangential velocity of 1750 m/s
(1550 m/s) and an arrival time at the detection region 5 µs (12 µs) after the bunch of atoms guided
at a constant speed. Further deceleration to a final speed of 1350 m/s over the same distance, with
at = 1.15⇥107 m/s2, results in an arrival time in the detection region of ⇠ 104 µs, 20 µs later than
atoms guided at 1950 m/s.
When guiding at a constant speed of 1950 m/s the effective trap depth is E/kB ' 14 K. How-
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ever, when decelerating to 1350 m/s with at =  1.15⇥ 107 m/s2 the mean effective trap depth is
E/kB ' 7 K. The corresponding experimental data presented in Figure 6.10(iv), and Figure 6.10(i),
exhibits a reduction to ⇠ 0.2 times the intensity of the signal from atoms guided at a constant speed
of 1950 m/s, upon deceleration to 1350 m/s. Similar deviations from the efficiencies expected to
arise from changes in effective trap depth occur in each of the other sets of data in Figure 6.10.
Based upon the data presented in Figure 6.8, the additional loss observed is thought to arise as a
result of collisions between the trapped atoms during the deceleration process, and a reduction in
the detection efficiency of the decelerated bunches of atoms as they expand during their flight from
the exit of the decelerator to the detection region.
6.5 Discussion and Conclusion
The transmission-line decelerator described here is a scalable device which is ideally suited to the
high-speed transport, acceleration, deceleration and trapping of gas-phase samples of Rydberg atoms
and molecules. Its design gives rise to symmetric electric traps which exhibit approximately equal
depths in all three spatial dimensions, distinguishing it from previously developed chip-based de-
celerators, and permits it to be efficiently coupled to electrostatic transmission-line guides [115].
As has been demonstrated, the array of square, surface-based electrodes that form the segmented
center-conductor permit the introduction of curvatures in the plane of the surface without causing
excessive distortion to the symmetry of the resulting traps. The presence of the upper plate electrode
creates a very well defined electromagnetic environment within the decelerator structure. This is of
particular importance for applications, including those in hybrid approaches to quantum informa-
tion processing, in which inhibition of the absorption of blackbody radiation [109], or spontaneous
emission at microwave frequencies [116], is desirable.
The large electric field gradients that can be generated in these transmission-line decelerators
permit the controlled removal of significant amounts of kinetic energy from atomic beams over
comparatively short distances and timescales. Indeed, the maximal deceleration, from 1950 m/s to
1350 m/s with at = 1.15⇥107 m/s2, demonstrated here corresponds to a change in kinetic energy
of DEkin/e= 41 meV (DEkin/hc= 330 cm 1) which, when these experiments were performed con-
stituted the largest removal of kinetic energy from a beam of Rydberg atoms or molecules reported
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in the literature.
The possibility of using transmission-line decelerators to remove large amounts of kinetic energy
from samples of heavy molecules in high Rydberg states opens up exciting prospects for studies of
molecular decay processes of importance in the evolution and chemical reactivity of plasmas in
the upper atmosphere of the Earth [117]. As can be seen in the data presented in Figure 6.10,
the possibility of generating amplified oscillating electric potentials with frequencies approaching
1 MHz makes these transmission-line decelerators very well suited to the manipulation of atoms
and molecules at speeds exceeding 2500 m/s. This will be beneficial for the rapid transport of
samples between spatially separated regions of cryogenic experimental apparatus for applications
in hybrid quantum information processing, and essential for experiments involving the deceleration
and manipulation of beams of light positronium Rydberg atoms [48].
The observed effects of the density of electrically trapped Rydberg atoms on the efficiencies with
which they can be manipulated when in states with the high values n employed here, indicate that
it will be necessary to carefully consider the role of collisions within ensembles of trapped atoms
or molecules in future spectroscopy and scattering experiments where the preparation of guided
or decelerated samples in selected internal quantum states is of importance. In hybrid approaches
to quantum information processing involving atoms in Rydberg states with values of n > 50, and
superconducting microwave circuits, these effects may also impose a limit on the particle numbers
and densities that can be employed while preserving long Rydberg-state coherence times.
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Chapter 7
Rydberg atom trajectories in a curved
transmission-line decelerator
To gain further insights into the particle dynamics and phase-space acceptance of the transmission-
line decelerator presented in Chapter 6, numerical calculations of Rydberg atom trajectories within
the device have been performed. In these calculations, implemented in C++ , initial ensembles of
helium Rydberg atoms were generated using Monte Carlo methods. After collimation, these ensem-
bles were then selected for Rydberg excitation as in the experiments. Following this, the trajectories
of the atoms in the moving frame of reference associated with a single electric field minimum within
the decelerator were calculated, before a transformation back to the laboratory frame of reference
was performed to reflect the detection conditions corresponding to those in the experiments. The
steps involved in these calculations, and their comparison with the results of the experiments are
presented here. An example of the programme codes employed for these calculations is presented
in Appendix A.
7.1 Particle generation
The first step in the calculation of Rydberg atom trajectories in the transmission-line decelerator in-
volved the generation of a large number of particles at a position corresponding to that of the pulsed
valve in the experiments. To each of the particles generated, an initial position and an initial velocity
were assigned. The particle positions in the x-, y- and z-coordinates were selected randomly such
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that the particles were uniformly distributed in a 2 mm x 2 mm x 5 mm volume. In addition, to each
atom an initial velocity in the x-, y- and z-dimensions was assigned. From the longitudinal velocity
distributions of atoms in pulsed supersonic beams (see Chapter 4, Section 3) and the subsequent ef-
fects of the skimmer on the transverse velocity distributions, the distribution of relative velocities of
the atoms were approximated by Gaussian functions in each dimension. The mean kinetic energies
in the moving frame of reference associated with the pulsed supersonic beam were then expressed
in terms of a temperature as [79],
h Ekin i= kBT. (7.1)
The corresponding relative translational temperatures in the x, y and z dimensions were set as input
parameters into the calculations. Because of the collimation of the atomic beam by the skimmer,
the relative translational temperatures in the x and y-dimension were ⇠ 100 mK in the experiments.
From experimental measurements of the Rydberg atom time-of-flight distributions in the apparatus,
the longitudinal velocity distribution of the beams were found to correspond to a relative transla-
tional temperature of ⇠ 5 K. The mean longitudinal speed of the atomic beam, also measured in the
experiments, was ⇠ 1950 m/s.
Following the generation of the atoms in the calculations, they were immediately projected in
one computational step to the position of Rydberg photoexcitation. At this position, random sam-
pling weighted by Gaussian and top-hat distributions representing the spatial intensity profiles of
the laser beams were implemented. In this process the Gaussian FWHM in the x- and y-dimensions
was selected to be 100 µm. While the top-hat distribution in the z-dimension had a length of 6 mm.
This length corresponded to the longitudinal extent of the atomic beam which passed through the
laser excitation volume within the duration of the electric field pulse applied at photoexcitation. In
this process, an representation of the initial phase-space distribution of the excited Rydberg atoms
was obtained. Typically, one million excited atoms were generated in each implementation of the
calculation to achieve statistically significant results.
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7.2 Particle dynamics
Throughout the process of guiding, deceleration and trapping in the decelerator, the ensemble of
excited Rydberg atoms are localised close to one single continuously-moving electric-field mini-
mum. Around this electric field minimum, the atoms constantly experience forces arising from the
local electric field gradients which influence their trajectories. The dynamics of the bunch of atoms
can be most readily determined by choosing a moving frame of reference which coincides with
the electric-field minimum of the trap in which to calculate their trajectories. The inhomogeneous
electric fields within the transmission-line decelerator were calculated using the software package
SIMION [118, 119]. By creating a configuration of electrodes representative of the decelerator de-
scribed in Chapter 6, and by applying a set of normalised electric potentials to these electrodes, the
calculation of the electric fields for a specific instant in time was carried out. The resulting electric
field distributions associated with an individual trap of the decelerator are displayed in Figure 7.1.
Figure 7.1(a) contains the electric field distribution in the zy-plane, while Figure 7.1(b) contains
the field distribution in the xy-plane when V0 = 120 V. The trap generated in the calculations rep-
resents the full three-dimensional electric field distribution as in the experiments. It can be seen in
Figure 7.1 that the trap depth differs slightly in each dimension. This is made clearer in the energy
profiles in the x, y, and z-dimensions through the electric field minimum displayed in Figure 7.2 for
the |n,ki= |52,35i Rydberg-Stark state.
From the potential energy profiles in the z-dimension, it can be seen that the traps exhibit re-
flection in symmetry through the electric field minimum. For the state considered in calculating the
potentials for this figure the lowest saddle point of the trap in this dimension is at E/kB ⇠ 42 K. In
the y-dimension, perpendicular to the surface of the segmented transmission-line the trap exhibits a
significant asymmetry at large distances from the electric field minimum. The lowest saddle point
in this dimension is adjacent to the upper-plate electrode and lies at ⇠ 14 K. Although asymmetric
at large distances from the electric field minimum, the atoms which are typically localised within
0.5 mm of the minimum do not experience this extreme asymmetry. In this dimension, the high
fields, and large trap depths, close to the transmission-line surface arise because of the proximity of
1 mm of the active decelerator electrode, to which a high electrical potential is applied to the ground
planes. In the x-dimension, the trap shape is similar to that in the z-dimension. In this dimension,
the lowest saddle point of the trap is at E/kB ⇠ 20 K.
113
-4 -2 0 2 4
1
2
3
(a)
(b)
Relative position in the z-dimension (mm)
-4 -2 0 2 4
1
2
3
Po
sit
ion
 in
 th
e 
y-
dim
en
sio
n 
(m
m
)
Po
sit
ion
 in
 th
e 
y-
dim
en
sio
n 
(m
m
)
Relative position in the x-dimension (mm)
Figure 7.1: Electric field distributions in (a) the zy-plane, and (b) the xy-plane of a single electric
trap in the transmission-line decelerator when V0 = 120 V. The contour lines range from 0 to 300
V/cm in steps of 20 V/cm.
In the moving frame of reference associated with the electric field minimum of a single trap
within the decelerator, which is considered in the calculations described here, accelerations and
decelerations of the trap applied in the longitudinal direction, or arising from the curvature of the
decelerator in the z-dimension are accounted for by introducing the appropriate pseudo-potential,
Vpseudo = m~atrap ·~s, (7.2)
where~s is the displacement from the electric field minimum of the trap, as discussed in Chapter 6. In
this reference frame the Rydberg atom trajectories were then calculated numerically by determining
the acceleration experienced by each individual atom at discrete time intervals of 20 ns, from the
gradients of the combined Stark and pseudo-potentials, i.e.
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Figure 7.2: Potential energy profiles in the (a) z-, (b) y-, and (c) x-dimensions of a transmission-
line decelerator operated with V0 = 120 V for helium atoms in the hydrogenic Rydberg-Stark state
|n,ki= |52,35i.
~aatom =
1
m
·—(VStark+Vpseudo). (7.3)
The behaviour of the atoms while confined within the moving trap were then determined by
solving Newton equations of motion using the leap-frog method [120].
In calculating the individual Rydberg atom trajectories in the electric fields of the traps of the
decelerator, data files containing the x, y and z components of the electric field distributions were
first imported. Each field distribution imported had a spatial resolution in each dimension of 100
µm. This represented a good compromise between the accuracy of the calculating fields and the
computational limits of the SIMION package. As the particle trajectories were calculated, linear
interpolation was performed to maximise the accuracy of the calculations. This interpolation was
necessary because during their time in the traps the atoms move at velocities up to 200 m/s and there-
fore can travel distances up to the grid spacing in times on the order of 100 ns. The three-dimensional
data structure of the array of electric fields required linear interpolation in each dimension. Thus the
field at the position of an atom, Fi is,
Fi = F +
F+ F 
d
h
qi q(F )
i
, (7.4)
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where Fi is the interpolated field at a position qi of the atom labelled with the index i, and F  and
F+ are the fields at the beginning and end of a grid unit with spacing d = 100 µm, respectively.
The linear interpolation function used in this way is continuous, but not differentiable. That is, the
first derivative is discontinuous. This implies that there will be inaccuracies in the calculation of
the fields in between the grid points and indeed inaccuracies in the calculated electric fields were
observed for resolutions below 100 µm. To address this, linear interpolation of the first derivative
was also performed to accurately determine the local acceleration of the atom. In this case,
Gi = G +
G+ G 
d
h
qi q(F )
i
, (7.5)
where Gi is the interpolated first derivative field at a position qi, and G  and G+ are the electric field
gradients between successive grid segments, respectively.
7.3 Boundary conditions and particle detection
When an ensemble of atoms is loaded into one of the travelling traps of the decelerator, in the
calculations that determined their trajectories, they are continually monitored to ensure that they
remain within the boundaries of the device. These boundaries are defined by the surfaces of the
two-dimensional electrode array, and the upper plate electrode in the y-dimension, and distances be-
yond 5 mm from the electrode field minimum of the trap in the x- and z-dimensions. In addition the
strength of the electric field experienced by the atoms at each instant in time is also calculated, and
if this field exceeds the ionisation field of the state initially selected at the start of the calculations,
the atom is removed from the array of accepted particles. This combination of boundary conditions
reflects those experienced by the atoms in the experiments.
Two approaches were employed to model the detection of the atoms in the experiments. The
first, corresponding to the detection scheme employed in the work described in Chapter 6, involved
first transforming the positions and velocities of each atom from the frame of reference associated
with the electric field minimum of the moving decelerator trap to the laboratory-fixed frame of ref-
erence. In this new reference frame the atoms were then permitted to exit the decelerator and travel
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over the distance from its end to the position of pulsed electric field ionisation. At this location, the
boundaries representing the volume from which atoms could be detected after ionisation imposed
by the geometry of the ion extraction aperture in front of the MCP detector were used to determine if
detection was successful. The resulting set of detected particles and the distributions of their arrival
times at the detection position were used to construct calculated time-of-flight distributions.
The second approach to detection of atoms in the calculations was used to model in-situ de-
tection of decelerated or trapped atoms directly from within the decelerator as in the experiments
described in Chapter 8. In this case the geometrical boundaries of the detection region, resulting
from a circular ion extraction aperture in the upper plate electrode, were set in the moving frame
of reference associated with the electric field minimum of the moving trap. In this way, atoms with
positions within the range that could be detected at any particular instant in time were counted with
the results used to generate the corresponding time-of-flight distribution.
7.4 Phase-space acceptances
To characterise the effects of acceleration and deceleration of atoms trapped in the transmission-line
decelerator, the phase-space acceptances of the decelerator were calculated for a range of parameters
accessible in the experiments described in Chapter 6 and Chapter 8. These acceptances were deter-
mined by randomly generating extended initial phase-space distributions of atoms in the volume
from -5 mm to +5 mm of the electric field minimum of a single trap of the decelerator in the z-
dimension, from -5 mm to +5 mm of the minimum in the x-dimension and in the full space between
the 2D electrode array of the transmission-line and the upper plate electrode in the y-dimension.
In each dimension the atoms were assigned random x, y and z velocities ranging from -300 m/s to
+300 m/s. From these initial conditions the trajectories of the atoms were calculated. The initial
phase-space coordinates of individual atoms were then considered to lie within the acceptance of
the decelerator if after a time of 1 ms they remained within the spatial boundaries of the trap, i.e.,
they remained within ±5 mm of the electric field minimum in the z-dimension and x-dimension,
without being ionised by the electric fields of the device. The results of such calculations for a set
of different tangential accelerations are displayed in Figure 7.3.
In Figure 7.3(a) the potential energy profiles of the trap in the direction of propagation of the
beam of helium atoms (z-dimension) is displayed for a range of tangential accelerations. In calcu-
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Figure 7.3: (a) Potential energy profiles for selected tangential accelerations, (a-i) at = 0 m/s2, (a-
ii) at =  0.81 x 107 m/s2, and (a-iii) at =  1.15 x 107 m/s2, for helium atoms in Rydberg-Stark
states with |n,ki= |52,35i. The corresponding phase-space acceptances in (b) the z-dimension, (c)
the y-dimension, and (d) the x-dimension are also displayed. The dashed lines in (c) represent the
positions of the 2D electrode array (y = 0 mm) and the upper plate electrode (y = 4.5 mm) of the
decelerator.
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lating these potentials, atoms in Rydberg-Stark state with |n,ki = |52,35i were considered. When
at = 0 m/s2, the trap is symmetric in this dimension with its lowest saddle point at E/kB ⇠= 42 K.
In panel (a-ii) the potential energy profile is modified to include a tangential acceleration of at =
 0.81 x 107 m/s2. This is achieved through the introduction of a pseudo potential (see Chapter 6).
Under these conditions the lowest saddle point of the trap in this dimension reduces to E/kB ⇠= 25 K.
This distortion of the trap affects the behaviour of the atoms inside it. When the trap decelerates,
the centre of mass of the bunch of trapped atoms moves forward into the positive z direction and the
atoms are compressed spatially. If the trap is initially filled completely, the lowering of the energy
of the saddle point in the positive z direction leads to a loss of trapped atoms. If the acceleration is
further increased to at = 1.15 x 107 m/s2 [Figure 7.3(a-iii)] as expected a further reduction in the
trap depth to E/kB ⇠= 20 K occurs. Under these conditions the trap becomes completely open for
at = 2.2 x 107 m/s2.
In Figure 7.3(b), (c) and (d), the phase-space acceptance of the decelerator in the z, y and x
dimensions for each of these accelerations is displayed. When operated to guide atoms at constant
speed [Figure 7.3(b-i)], the acceptance of the trap is symmetric with a span of ⇠4 mm and velocity
acceptance from approximately -200 m/s to +200 m/s. The acceptance in this case is consistent
with the symmetry of the trap in this dimension. In the y-dimension, the accepted velocities cover a
range similar to those in the z-dimension, but the spatial acceptance is asymmetric [see Figure 7.3(c-
i)]. This asymmetric phase-space acceptance can be understood by observing the corresponding
potential energy distribution in Figure 7.2(b). Because the lowest saddle point of the trap in the
y-dimension is lower than in the other dimensions, for lower accelerations atoms will escape from
the trap predominantly in the positive y-dimension. The phase-space acceptance in the x-dimension
is displayed in Figure 7.3(d). With no tangential acceleration this already indicates that atoms may
escape in the positive x-dimension. This is a consequence of the centripetal acceleration resulting
from the curvature of the decelerator, and leading to a speed dependent pseudo potential contribution
in the x-dimension. This centripetal acceleration is constant when the atoms are guided at constant
speed [see Figure 7.3(i)]. However under these conditions the trap is no longer symmetric in the
x-dimension and atoms with sufficiently high speeds will escape.
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Figure 7.4: Timeline of the particle trajectory calculation. At time t1 the initial distribution of the
atoms is generated. At the time t2 = 100 µs, photo-excitation to Rydberg-Stark states takes place.
The transmission-line decelerator is activated at time t3= 102.3 µs and it is subsequently deactivated
at time t4. At time t5, the atoms are analysed for detection by pulsed electric field ionisation.
7.5 Time-of-flight distributions
The phase-acceptances presented in Figure 7.3 show that if the traps of the transmission-line de-
celerators are accelerated or decelerated, then loss of atoms occurs. This loss is proportional to
the acceleration and can be understood in terms of the reduced trap depth. To further investigate
how these losses affect the measured time-of-flight distributions of atoms in the experiments pre-
sented in Chapter 6, calculations of the time-of-flight distributions were performed including all of
the relevant experimental parameters. A timeline displaying the various stages of this calculation is
displayed in Figure 7.4.
In the calculation, approximately 107 atoms were generated at the valve at time t1 in Figure 7.4.
This time was set to be time-zero as it marks the beginning of the calculation. The atoms then
travelled through the skimmer toward the photo-excitation region where they were randomly sam-
pled in the photoexcitation process. This photoexcitation event took place at time t2 = 100 µs,
which corresponds to the time required for the centre-of-mass of the ensemble of atoms to reach
the photoexcitation region. When 106 excited atoms were selected for excitation in this way, the
position and velocities of the ensemble were transformed to the frame of reference associated with
the electric field minimum of one decelerator trap. The trajectories of the atoms in the trap were then
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calculated. After a further time t4  t3 which depended on the acceleration and the final velocity of
the trap, the electrical potentials of the decelerator were switched off and the positions and velocities
of the atoms were transformed back to the laboratory-fixed frame-of-reference to calculate the final
parts of their trajectories between the end of the decelerator and the detection region. In the calcu-
lation, detection was carried out when the atoms reached the detection positions, i.e., at the time t5
which corresponded to the time of pulsed electric field ionisation. This time depended on their final
velocity, after the trap was deactivated.
The total time-of-flight of each atom through the decelerator to the detection position was then
used to construct the time-of-flight distribution of the bunch, from excitation to detection. Using this
procedure, calculations were performed for a range of accelerations from at = +2.0 x 107 m/s2 to
at = 1.15 x 107 m/s2 and the results were compared with the time-of-flight distributions recorded
in the experiments. This comparison can be seen in Figure 7.5. The relative amplitude of the ex-
perimental and calculated time-of-flight distributions were set to be equal when guiding the trapped
atoms at constant speed [third panel from bottom of Figure 7.5]. By comparing the results of the
calculations with the experimental data, it can be seen that as higher accelerations and decelerations
are applied, the amplitude of the time-of-flight signal decreases as expected. This is consistent with
the corresponding reduction in the trap depths and the increase in the number of atoms lost dur-
ing deceleration. However, in general, when at 6= 0, the results of the calculations show a greater
number of detected atoms than the experiments. In order to determine the effects of the accelera-
tion on the capacity of the transmission-line decelerator to trap and transport atoms, and to explain
the differences between the experimental results and the calculated time-of-flight distributions, the
deceleration efficiency has been extracted and displayed in Figure 7.6.
While the general dependence of the experimental relative deceleration efficiency, and the re-
sults of the calculations are consistent, it can be seen from Figure 7.6 that as larger decelerations are
applied, the results of the calculations increasingly deviate from the experimental data. Interestingly,
in the cases where accelerations were applied the results of the calculations are in good agreement
with the experimental data. These discrepancies can be explained in part by considering the effects
of collisions on the Rydberg atoms trapped in the moving traps.
In the experiments, although the decelerator is curved to reduce effects of collisions with the
trailing components of the atomic beam, there is still some distance (⇠ 30 mm) over which the traps
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Figure 7.5: (a) Experimental and (b) calculated time-of-flight distributions for the acceleration/de-
celeration of helium atoms moving with an initial speed of 1950 m/s. The tangential accelerations
and final velocities of each case are included in the corresponding panel.
are decelerated and collisions can occur before the decelerated and undecelerated components are
transversally separated. In this region collisions between a Rydberg atom and a ground state or
metastable helium atom can cause state changing and loss from the trap [121, 69].
At the atom densities of ⇠ 107 atoms per cm 3 generated in the experiments, the large “classi-
cal” electric dipole moment of the atoms can give rise to strong dipole-dipole interactions [108, 122].
Such dipole-dipole collisions can also lead to state changing and loss of atoms from the trap, partic-
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Figure 7.6: Comparison of experimentally recorded and calculated efficiencies with which atoms
are accelerated/decelerated as a function of the acceleration applied for helium atoms in |n,ki =
|52,35i Stark-states. The red circles represent the results of the calculations, while the black crosses
represent the experimental data.
ularly near the electric field minimum. As effects of the density of Rydberg atoms on the efficiency
with which ensembles can be guided at constant speeds have been seen [123] (see Chapter 6), it will
be important in future work to characterise in greater detail these collisional losses.
Beyond this contribution to the difference in deceleration efficiency observed in the calculations
and the experimental work, losses of atoms from the moving trap of the decelerator can also arise
from transitions and ionisation driven by blackbody radiation. However, as discussed previously,
only direct blackbody photoionisation of the Rydberg atoms gives rise to immediate trap loss. As
discussed in Chapter 6, more refined experiments will need to be performed to more clearly iden-
tify the origins of these discrepancies between the results of the experiments and the results of the
calculations. These will require cooling of the decelerator.
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Chapter 8
Stopping and trapping Rydberg atom
beams in a transmission-line decelerator
8.1 Introduction
From the experimental results presented in Chapter 6, and the results of the calculations presented
in Chapter 7, the maximal acceleration that can be applied in the transmission-line decelerator de-
scribed could be identified to be ⇠ 2 x 107 m/s2. Using this information a second generation device
was constructed that permitted deceleration to zero velocity in the laboratory-fixed frame of ref-
erence and in-situ detection of atoms directly from within the device. This decelerator, depicted
schematically in Figure 8.1 was designed with a storage ring included at its end which could be used
in future experiments.
The possibility to directly detect atoms from traps within the decelerator circumvents limits
imposed on the detection efficiency as they travel from the end of the decelerator to the detection
region. In previous experiments in which Rydberg atoms have been trapped in stationary traps in
surface-electrode Rydberg-Stark decelerators, it was necessary to re-accelerate the atoms off the
decelerator before detection [121, 77]. This introduces complications in analysing the decay of the
trapped atoms which is avoided if in-situ detection is implemented.
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Figure 8.1: Schematic representation of the second generation transmission-line decelerator with
storage ring. The apertures in the upper plate (2.5 mm diameter each) allowed direct, in-situ He+
ions detection after pulsed electric field ionisation, when the decelerator is set off (A1) and on (A2),
respectively.
8.2 Decelerator design
The general design of the decelerator used in the experiments described here is the same as that
described in Chapters 6 and 7 [124]. However, the length of the device was chosen to permit de-
celeration of beams of helium atoms with initial longitudinal speeds of up to ⇠ 2000 m/s, to zero-
velocity in the laboratory-fixed frame of reference. This can be achieved with an acceleration of
⇠  1.3 x 107 m/s2 over a decelerating distance of 156 mm. As in Chapter 6 a curved decelerator
was employed. The curvature used was described by the arc of a circle with a radius of 0.81 m.
The resulting decelerator was composed of 70 center conductor segments. With future experiments
in mind, a circular storage ring with a radius of curvature of 14.3 mm was also included at the end
of the decelerator (see Figure 8.1). The junction between the decelerator and the storage ring was
formed by two enlarged center conductor segments with a dimension of (Dx,Dz) = (3 mm,1 mm)
and (Dx,Dz) = (2.5 mm,1 mm), respectively.
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Figure 8.2: (a) Schematic diagram of the in-situ detection region in the transmission-line decelerator.
(b) He+ trajectories for the in-situ detection region to the MCP detector after pulsed electric field
ionisation, when Vion =+350 V, VUP =VC = 0 V and VMCP = 1 kV.
8.3 In-situ Rydberg atom detection
To optimise the detection of guided, decelerated or trapped atoms, the second-generation transmission-
line decelerator described here is designed to allow in-situ detection. This permits direct detection
of guided, accelerated or decelerated atoms from within the device, and the detection of atoms con-
fined in stationary traps by pulsed electric field ionisation. To achieve this, at a fixed position directly
above one of the segments of the decelerator center conductor (segment no. 74), a circular aperture
with a diameter of 2.5 mm was prepared in the upper plate electrode (aperture A2 in Figure 8.1).
The position of this aperture can be seen in Figure 8.2(a).
At the longitudinal position of this aperture in the upper plate, atoms within the decelerator are
detected by pulsed electric field ionisation after applying pulsed potentials Vion = +350 V to the
ground planes of the device. The resulting fields of ⇠ 780 V/cm, caused the atoms inside the trap
to be ionised. If these atoms are located below the aperture in the upper plate they will then be
extracted from the device and accelerated toward the MCP detector located above these plates. Typ-
ical He+ trajectories from the position of the moving decelerating traps to the MCP following this
process can be seen in Figure 8.2(b).
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To determine the acceptance of the in-situ detection, the trajectories of He+ ions from the po-
sition of the decelerator traps to the MCP detector were calculated. In this calculation, helium
ions, generated by pulsed field ionisation of the helium Rydberg atoms, were initially located at a
distance of 1.9 mm above the decelerator segments in the y-dimension. Ensembles of ions were
prepared covering a range of 3 mm in the z-dimension, centered on the mid-point of the aperture in
the upper plate electrode. These ions were then accelerated in the electric field present at ionisation
when Vion = +350 V is applied to the ground planes, and VUP = 0 V is also applied to all other
electrodes. This reflects the detection condition in the experiments where all deceleration potentials
were switched off 500 ns before the ionisation pulse was applied. As can be seen in Figure 8.2(b),
atoms located within ±0.5 mm of the centre of the aperture in the upper plate in the y and z dimen-
sions are efficiently detected. Therefore the in-situ detection volume is 1 mm x 1 mm x 1 mm.
In the experiments described here, this in-situ detection scheme was employed to detect guided
and decelerated atoms as they travelled through the decelerator past the detection zone. In was also
used to detect atoms confined in stationary traps located at this detection position. In this latter
case the effect of the aperture in the upper plate electrode on the electric fields of the trap must be
considered. The effect of this aperture can be seen in the calculated potential energy distributions
experienced by the atoms at the position of the aperture. Such distribution for atoms in Rydberg-
Stark states for which |n,ki = |48,35i are displayed in Figure 8.3. As can be seen by comparing
Figure 8.3(a) and Figure 8.3(b), the presence of the aperture in the upper plate electrode does not
significantly alter the depth of the trap in the z-dimension or close to the transmission-line surface
in the y-dimension. However, it causes a slight reduction in the trap depth close to the upper plate
electrode. This effect can be seen clearly in Figure 8.3(c), in which the potential energy profiles in
the y-dimension at z= 0 are displayed. For the conditions considered, the depth of the trap changes
by a factor of ⇠ 0.75 with the aperture present. From ⇠ 21 K to ⇠ 16 K. Although this would be
expected to lead to a small amount of loss from the trap when brought to the detection region of the
decelerator, it should not significantly alter the dynamics of atoms close to the trap minimum.
8.4 Experimental setup
To use this second generation transmission-line decelerator with in-situ detection to guide, deceler-
ate and trap fast beams of helium atoms, it was inserted into a similar experimental apparatus to that
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Figure 8.3: Potential energy distributions experienced by helium atoms in Rydberg-Stark states with
|n,ki= |48,35i in a trap of the transmission-line decelerator with V0 = 150 V and (a) no aperture in
the upper plate, and (b) a 2.5 mm diameter aperture in the upper plate at z= 0. The contour lines are
displayed in steps of 2 K from 0 K to 28 K. (c) Potential energy profiles in the y-dimension at z= 0.
constructed for the work described in Chapter 6. In this case, Rydberg-Stark states for which n= 48
were prepared by photo-excitation. These slightly lower values of n used in the experiments reduced
effects of electric field ionisation during deceleration with the largest values of |at|. A short, ⇠ 3 µs
long pulse of excited atoms was generated by modulating the ir laser intensity using an electroop-
tical modulator, synchronously with a pulsed excitation electric field. Because the MCP detector
was located above the upper plate electrode, and a curved decelerator was employed to reduce col-
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lisional losses of decelerated and trapped atoms [69, 72], it was necessary to introduce a second
aperture in the upper plate electrode on the axis of the atomic beam to detect the atoms when the
decelerator was off (aperture A1 in Figure 8.1). This aperture was located at the same position in
the z-dimension as the aperture used for in-situ detection of decelerated/trapped atoms but 10 mm
away from it in the x-dimension. The geometric restrictions imposed by the electrodes surrounding
the excitation region ensured that undecelerated atoms could not reach the off-axis in-situ detection
position. While with the decelerator active, atoms that were not loaded into a moving trap were
ionised in the decelerator fields and therefore could not reach the on-axis aperture.
8.5 Results
The second generation transmission-line decelerators with in-situ detection described above have
been employed to guide, decelerate, stop and trap beams of helium atoms initially moving at⇠ 2000
m/s in low-field-seeking Rydberg-Stark states. In these experiments, time-of-flight distributions
were recorded from the position at which photoexcitation was performed to the detection posi-
tions beneath the apertures in the upper plate electrode, a distance of ⇠ 160 mm. First a reference
measurement was made with the decelerator off to record the time-of-flight distribution of the unde-
celerated beam of Rydberg atoms. The results of this measurement are displayed in Figure 8.4(a-i).
In this situation, the Rydberg atoms were detected at the position of the on-axis ionisation aperture
(A1). From the mean flight-time of this bunch of atoms their mean longitudinal speed of⇠2000 m/s
was determined.
To ensure that the central component of the atomic beam was efficiently loaded into a single
moving trap of the decelerator and transported to the off-axis detection position, a sequence of time-
dependent electrical potentials were applied to the decelerator electrodes to guide the atoms at a
constant speed of ⇠2000 m/s. In these experiments the decelerator was operated with V0 =+150 V.
The optimal time at which to activate the decelerator potentials was determined as in Chapter 6 by
detecting guided atoms arriving at the detection position of a fixed time-of-flight of 80.5 µs as the
activation time of the decelerator potentials was adjusted with respect to the excitation time. The
results of these activation time measurements are displayed in Figure 8.5. As can be seen in this
figure, intensity maxima appear in the He+ ion signal when the decelerator is activated at the time
when the excited atoms are located at the positions of the consecutive moving traps of the decelerator
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Figure 8.4: (a) Experimentally recorded and (b) calculated time-of-flight distributions with the de-
celerator off [black curve in (i)], after guiding atoms at constant speed of 2000 m/s [red curve in (i)],
and for deceleration with (ii) at = 0.5 x 107 m/s2, (iii) at = 0.9 x 107 m/s2, (iv) at = 1.1 x 107
and (v) at = 1.2 x 107 m/s2.
when it is activated. Because the consecutive traps of the decelerator are spatially separated by 10
mm, the time intervals between these intensity maxima are 5 µs. From this measurement an optimal
activation time of 2.3 µs after photoexcitation was selected for all subsequent measurements.
With this activation time set, the helium atom time-of-flight distribution was again recorded but
on this occasion with the decelerator activated to guide atoms a constant speed of 2000 m/s. For
these measurements, the oscillation frequency of the decelerator was w= 2p x 200 kHz. The corre-
sponding data is displayed as the red curve in the bottom panel of Figure 8.4(a). This time-of-flight
distribution has a much sharper profile than that recorded with the decelerator off. This is because
with the decelerator on, the excited atoms remain tightly bunched as they are transported through
the decelerator to the detection position and do not disperse.
As described in Chapter 6, applying a frequency chirp to the oscillating potentials permits accel-
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Figure 8.5: Dependence of the integrated He+ signal recorded at the position of in-situ detection on
the activation time of the oscillating decelerator potentials, for a helium atom flight-time from the
photoexcitation region to the detection region of 80.5 µs, when the decelerator is operated to guide
atoms at a constant speed of 2000 m/s.
eration or deceleration of the moving traps. To decelerate atoms over the length of this decelerator
from 2000 m/s to 1550 m/s, 1080 m/s, 735 m/s and 475 m/s requires accelerations of  0.5 x 107
m/s2,  0.9 x 107 m/s2,  1.1 x 107 and  1.2 x 107 m/s2, respectively. The time-of-flight distribu-
tions recorded for these parameters are displayed in the upper panels in Figure 8.4(a). From these
measurements it can be seen that the intensity of the He+ time-of-flight signal decreases as higher
accelerations are applied. This is a consequence of the reduced effective depth of the decelerator
traps with increasing acceleration, as discussed in Chapter 6 and Chapter 7.
To characterise the changes in peak intensity in the measured time-of-flight data, a comparison
was made with the results of numerical calculations of particle trajectories through the device. These
calculations were performed by solving the classical equations of motion of the Rydberg atoms in
the moving frame of reference associated with one single trap of the decelerator. The effects of ac-
celeration in this reference frame were included through the introduction of pseudo potentials which
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were dependent upon the displacement from the electric field minimum of the trap. Throughout
the entire guiding and deceleration processes the instantaneous centripetal acceleration, arising as a
result of the curvature of the decelerator, and the applied tangential acceleration, at, were accounted
for.
Because the in situ detection regions in the decelerator have very well defined spatial dimen-
sions, the longitudinal temperature of the excited ensemble of Rydberg atoms could be accurately
determined from the time-of-flight distribution recorded with the decelerator off. Using this data
the bunch of atoms was found to have a relative translational temperature in the z dimension of
Tz = hEkini/kB = 3 K, where hEkini is the mean relative kinetic energy of the atoms. Taking into
account the 6 mm longitudinal extent of the excited bunch of atoms, this temperature matches that
reported in other experiments with pulsed supersonic beams of metastable helium generated with
similar discharge sources [76]. The transverse temperatures of the atoms were determined, from the
geometric constraints imposed by the skimmer and focussed narrow-bandwidth laser beams in the
experiments, to be Tx = Ty = 10 mK. By randomly generating ensembles of Rydberg atoms with
these initial parameters, trajectories in the moving traps of the decelerator were calculated numeri-
cally until the traps reached the detection aperture A2. The corresponding arrival times of the atoms
in this detection region were then used to generate the calculated time-of-flight distributions pre-
sented in Figure 8.4(b).
In Figure 8.4(b-i), the calculated intensity of the signal associated with the Rydberg atom beam
when the decelerator was off, was normalised in the same way as that recorded experimentally [Fig-
ure 8.4(a-i),]. The results of the particle trajectory calculations performed for atoms guided at a
constant speed of 2000 m/s exhibit an intense, narrow maximum in the time of flight distribution
at a flight time of 80.5 µs. This time-of-flight distribution is in agreement with that observed in
the experimental data if it is scaled by a factor of 0.5. This scaling accounts for the differences in
the He+ ion extraction efficiency from the in situ detection region beneath aperture A1, and that in
the region beneath aperture A2 in the experiment. It also accounts for effects of collisions between
the trapped Rydberg atoms on the efficiency with which they are transported through the decelera-
tor [124]. Neither of these effects are treated in the calculations.
From these calculations, time-of-flight distributions could be obtained as displayed in Fig-
ure 8.4(b) (see Chapter 7 for details). The precisely defined geometry of the in-situ detection region
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and the absence of a dependence of the detection efficiency on the phase-space properties of the
decelerated beams make for a very reliable comparison between the results of the experiments and
those of the calculations. In general the calculated time-of-flight distributions are in good agreement
with those recorded experimentally. However, in each case the amplitude of the intensity maxima
[scaled by a factor of 0.25 with respect to the undecelerated distribution as indicated in Figure 8.4(b)]
is greater in the calculated data than in the experimental data. These differences are consistent with
the previously recorded time-of-flight distributions with a shorter decelerator shown in Figure 7.5.
The differences in the signal intensity indicate a loss of atoms from the travelling traps of the de-
celerator in the experiments which is not solely a result of their translational motion. This decay of
atoms from the moving traps of the decelerator results from a combination of spontaneous emission,
effects of blackbody radiation, collisions between the Rydberg atoms within the traps, and collisions
between the trapped Rydberg atoms and the background gas in the vacuum chamber.
In the first generation transmission-line decelerator employed in the work described in Chap-
ter 6, the sensitivity of the detection efficiency to the final speed of the decelerated beams of
atoms represented an effect that could not be completely characterised. The in-situ detection ap-
proach used in the work described here avoids this problem. In this device, when an acceleration
of at = 1.20 x 107 m/s2 was applied, the trapped sample of atoms had a final velocity of 475 m/s,
with a time of flight of 130 µs and a time difference at detection between guiding and decelerating
of 50 µs. The considerable longer times during which the atoms were trapped in the electric traps
of the decelerator are therefore expected to have several consequences on the measurements. First,
the trapped atoms have a longer period of time to interact with each other in the trap. As a result
collisional trap loss can be enhanced. The additional trapping time also leads to a greater likelihood
for blackbody transitions to cause a redistribution of the Rydberg population. Multiple transitions
of this kind could lead to sufficiently significant changes in electric dipole moment that atoms could
be lost from the decelerator trap.
The information extracted from the changes in deceleration efficiency cannot be directly com-
pared with that discussed in Chapter 6 because of the different finals speeds of the decelerated
atoms and these increased trapping times. However, the increased loss with trapping time is not
unexpected. In future experiments it will be particularly interesting to control the blackbody tem-
perature of the environment within the decelerator and the Rydberg atom number densities to gain
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Figure 8.6: Decelerating and storing trapped helium Rydberg atoms. (a) The time-of-flight dis-
tribution of a sample of helium Rydberg atoms stored after deceleration to zero-velocity. (b) The
time-of-flight signal from a sample of helium Rydberg atoms decelerated to a final velocity of 270
m/s. (c-d) Calculated time-of-flight distributions of decelerated Rydberg atoms for comparison with
the experimental data in (a) and (b), respectively.
further insights into the origins of these changes in deceleration efficiency.
A final set of experiments conducted with this second generation transmission-line decelerator
involved deceleration to zero-velocity in the laboratory-fixed frame of reference. Following this, the
decelerated atoms were stored in stationary traps at the detection position. In these experiments,
higher accelerations were applied to achieve the desired final speeds of the Rydberg atoms. By
trapping the stationary cloud of atoms beneath the detection aperture the He+ signal from the trap
appears directly in the measured time-of-flight data at longer time delays. Time-of-flight distribu-
tions recorded in these experiments are presented in Figure 8.6(a) and (b).
For reference, in Figure 8.6(b) the time of flight distribution associated with a bunch of atoms
originally travelling at 2000 m/s, and decelerated to 270 m/s by applying an acceleration at= 1.250
x 107 m/s2 is displayed. In this dataset, the peak of the time-of-flight distribution occurs after a flight-
time of 140 µs and is broadened when compared to the distributions displayed in Figure 8.4(a). This
broadening in time is a result of the longer time it takes this slow bunch of atoms to travel through
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the detection region below the detection aperture in the upper plate electrode. Numerical calcula-
tions of the trajectories of 105 atoms have been performed for comparison with the experimental
results. The result of this calculation is displayed in Figure 8.6(d) and can be quantitively compared
with the experimental data. The position of the maxima in the experiment and calculation are in
excellent agreement, and the FWHM of each distribution (⇠ 5 µs) is the same.
By further decelerating this bunch of trapped atoms with an acceleration of at =  1.279 x
107 m/s2, the trap can be brought to a standstill in the laboratory-fixed frame of reference at the
detection position. As can be seen from Figure 8.6(a), when this is achieved the observed time-of-
flight signal persists after the trap is stopped and it displays a long tail with a time constant of⇠25 µs.
The persistence of this time-of-flight signal demonstrates that the decelerated atoms remain confined
in the stationary electric trap. Again this can be compared to the results of the numerical particle
trajectory simulation displayed in Figure 8.6(c). In these calculations, the time-of-flight maxima
oscillate slightly after the trap comes to a standstill. These oscillations arise from the motion of the
atoms in the trap when the contribution from the pseudo potential become zero. Similar effects have
been seen in multistage Stark-decelerators composed of ring electrodes in which ground state polar
molecules were decelerated in continuously moving electric traps [125]. These oscillations are not
seen in the experimental data, because they are washed out as a result of the blackbody transitions,
slightly changing the dipole moments of the atoms during deceleration. In the calculation, after
detection, because the center of mass of the ensemble of atoms has a velocity of ⇠ 0 m/s, the atoms
remain trapped without significant losses. This can be seen when the calculation is carried out for
longer times, as displayed in Figure 8.7. For these longer trapping times, the oscillations caused by
the initial phase jump between the moving electric trap and the stationary trap are reduced and the
time-of-flight signal remains constant in time. By comparing the experimental data with the results
of the numerical calculations, it can be seen however that the experimental data decay as a function
of time. The reduction in the signal over 20-30 µs is a consequence of the decay of atoms from
the trap. This decay has contributions from fluorescence, as the atoms return to their ground state,
collisional state changing, and blackbody transitions and photoionisation. Because the experiments
were carried out in a room temperature environment, blackbody transitions are expected to play the
dominant role in the trap loss. These transitions cause the Rydberg-Stark population to be redis-
tributed over time. However, the very high values of n of the atoms trapped here are significantly
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Figure 8.7: Calculated time-of-flight distribution of a sample of helium Rydberg atoms initially trav-
eling at a speed of 2000 m/s and stopped at zero-velocity in the laboratory-fixed frame of reference.
greater than those prepared in traps previously. Because of the large electric dipole moments of the
states⇠10000 D they are uniquely sensitive to collisions with each other [72]. In these experiments,
because of the electric fields of the trap, the lifetimes of the Stark states are longer than those of the
field-free low-` states by a factor of ⇠ n [28]. The lifetime that results for Rydberg states of helium
with principal quantum number n = 48 is ⇠2 ms. It is therefore expected that fluorescence only
represents a minor contribution to the trap decay.
It is worth noting that the decay constant associated with the loss of these n = 48 triplet he-
lium Rydberg atoms from the trap in these experiments is ⇠ 25 µs. This is very similar to the
decay-time constant observed previously in experiments with hydrogen atoms in states with n= 30
(t ⇠ 30 µs) [28], and helium atoms in singlet Rydberg state with n = 30 trapped in similar devices
(t ⇠ 22.7 µs) [76]. The similarity of these trap decay rates in decelerators/traps constructed using
similar electrical circuit board materials (copper coated epoxy resin impregnated glass fibre - FR4)
may suggest that electric field noise emanating from the surfaces, or collisions following degassing
of the material could contribute to the decay of the trapped atoms. It would therefore also be of
value in the future to test the construction of these decelerators with different materials, e.g., sap-
phire substrates, using methods other than chemical etching.
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Because the segmented electrical transmission line of the decelerator used here can be consid-
ered to be composed of a series of coplanar electrical resonators, the results presented in Figure 8.6
represent a demonstration of electrostatic trapping gas-phase Rydberg atoms above such a circuit
element. The decelerator can therefore act as an electrical transmission line in its present form, but
only for particular (resonant) microwave frequencies.
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Chapter 9
Conclusion and outlook
The work presented in this thesis covers the development and experimental implementation of a
new type of chip-based devices which enabled the position and velocity of beams of Rydberg atoms
initially travelling in pulsed supersonic beams to be controlled. Using homogeneous electric fields
at the position of Rydberg state photoexcitation, atoms in low-field-seeking Rydberg-Stark states
with principal quantum numbers ranging from 48 to 52 were prepared by narrow bandwidth cw
laser photoexcitation. The choice of principal quantum number was motivated by the desire to pre-
pare states with large electric dipole moments for effective deceleration and trapping, via transitions
with sufficient spectral intensity for efficient excitation from low-lying intermediate states. Rydberg
states with these high numbers of n are also well suited to integrating with microwave apparatus
operating at frequencies of 10 50 GHz.
The Rydberg-Stark decelerators developed are expected to play a role in the future prepara-
tion of beams of atoms and molecules in high Rydberg states with a wide range of velocities, but
with narrow velocity distributions. Such samples are of interest in high resolution microwave or
millimeter-wave spectroscopy, in which they offer increased interaction times during the measure-
ments leading to a reduction of the transit-time broadening [18].
Measurements of these kind are of importance in the determination of ionisation and dissociation
energies of atoms and molecules [16], because the resolution of the recorded spectra is correlated to
the precision of these measurements [126]. The surface-based devices described here for decelerat-
ing, stopping and trapping Rydberg atoms open up opportunities to confine atoms or molecules on a
chip, and increase the interaction times required for these precise spectroscopic measurements. The
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samples of cold atoms prepared in this thesis displayed velocity spreads of ±45 m/s, which would
lead them to remain within a 1 mm interaction volume for ⇠ 10 µs after the traps are decelerated.
Under these conditions, the achievable spectral resolution is expected to be ⇠ 100 kHz. If such
experiments were performed with hydrogen molecules this would approach the limit for theoretical
values of ⇠ 10 kHz imposed by the current uncertainty of the proton-to-electron mass ratio [16].
The surface-based guides described in Chapter 5 permitted two-dimensional confinement and
transport of samples of Rydberg atoms away from their initial axis of propagation. This was possi-
ble by utilising a transmission-line geometry, in which the center conductor was curved with respect
to the propagation axis. This allowed the separation of guided atoms away from the unguided
components of the beam and is of importance for experiments in which it is desirable to precisely
locate atoms above a surface. For example, studies carried out previously on the interaction of he-
lium Rydberg atoms with microwave fields in the vicinity of a solid-state coplanar waveguide [47]
highlighted the role the motion of the atomic cloud played in decoherence and dephasing during
population transfer and studies of Rabi oscillations. The guides developed here offer the opportu-
nity to precisely control atom-surface distances and thus reduce decoherence. In this way, the limit
of the single-atom-single-photon coupling regime may be approached, opening up further scientific
opportunities. These include the study of strong light-matter interactions and coupling using Ry-
dberg atoms in circuit cavity quantum electrodynamics settings and exploiting Rydberg atoms in
hybrid quantum information processing [127].
The manipulation of the translational motion of beams of atoms in high Rydberg states is also
of interest in gravitational free-fall measurements involving antihydrogen and positronium [128].
The experiments with positronium require the preparation of sufficiently long-lived Rydberg states
to prevent self-annihilation before the measurements are concluded. In a type of free–fall mea-
surements proposed by Mills and Leventhal [129], positronium atoms would be prepared in high
Rydberg states. The beams of positronium Rydberg atoms would then be collimated and possibly
decelerated using inhomogeneous electric fields. The surface-based devices presented here would
allow for such manipulation, using the large electric dipole moments of the Rydberg states. The
transmission-line decelerators presented in this thesis allowed for efficient removal of kinetic en-
ergy to completely stop fast beams of helium atoms. In the experiments, the kinetic energy removed
from atoms travelling with an initial speed of 2000 m/s was ⇠ 83 meV. Since typical pulsed beams
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of positronium travel at speeds of ⇠ 105 m/s, and therefore have kinetic energies of ⇠ 55 meV,
complete deceleration of Ps beams could be foreseen with this device. Other Rydberg atom optical
elements are also therefore well suited for focusing and deceleration of positronium. In the context
of measurements of gravitational acceleration, Rydberg-Stark decelerators with continuously mov-
ing traps such as those presented here also have application in the manipulation of antihydrogen
atoms, which are prepared in high Rydberg states. Indeed it is planned to exploit such devices in the
AEgIS antihydrogen experiment currently under construction at CERN [130].
The transmission-line decelerators presented in this thesis also open up opportunities for the
preparation of cold samples of molecules in excited Rydberg states. Again the large amount of
kinetic energy that can be removed using these transmission-line decelerators, together with their
scalable nature, makes them well suited to transport heavier atoms or molecules between various
regions in an experimental apparatus. The fact that the decelerating particles are also subjected
to weak electric fields near the trap minima is a further benefit in the deceleration of molecules
with complex and dense energy level structures. For heavier species such as CaF, which have been
successfully cooled by using counter-propagating laser beams from an initial speed of 600 m/s to
583±2 m/s [131], to bring such a supersonic beam to a complete stop would require the removal
of ⇠ 110 meV of kinetic energy per molecules. As this is on the same order of magnitude as the
energy removed in the experiments described here, it would suggest that Rydberg-Stark decelerators
could also be suitable for the deceleration of such samples. By extending the decelerator length and
keeping the deceleration applied close to ⇠ 107 m/s2, a wide range of molecular species that can be
prepared in long-lived Rydberg-Stark states could be accelerated, decelerated and trapped. If these
samples were subsequently de-excited back to their ground states, translationally cold ground state
molecules could be prepared.
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Appendix A
C++ programme for calculating Rydberg
atom trajectories
1 / / Programme f o r c a l c u l a t i n g Rydberg atom t r a j e c t o r i e s i n t h r e e d imens i on s i n -
a t r a n sm i s s i o n  l i n e d e c e l e r a t o r .
2
3 / / C r e a t e d by P a t r i c k Lancuba on 16 . 0 9 . 1 4
4 / / La s t upda t e : 02 . 12 . 2015
5
6 / / Packages d e c l a r a t i o n
7 # i n c l u d e <i o s t r e am>
8 # i n c l u d e <f s t r e am>
9 # i n c l u d e < s t r i n g . h>
10 # i n c l u d e <a l go r i t hm>
11 # i n c l u d e <vec t o r>
12 # i n c l u d e <c s t r i n g>
13 # i n c l u d e <s t d i o . h>
14 # i n c l u d e <s s t r e am>
15 # i n c l u d e <cmath>
16 # i n c l u d e < s t d l i b . h>
17 # i n c l u d e < l i m i t s>
18 # i n c l u d e <boo s t / random . hpp>
19 # i n c l u d e <boo s t / random / n o r m a l d i s t r i b u t i o n . hpp>
20 # i n c l u d e <boo s t / math / d i s t r i b u t i o n s / un i fo rm . hpp>
21 # i n c l u d e<boo s t / math / d i s t r i b u t i o n s . hpp>
22 # i n c l u d e <t ime . h>
23
24 u s i ng namespace std ;
25 u s i ng namespace boost ;
26
27 c o n s t i n t elec = 15 ; / / Number o f e l e c t r o d e s
28 c o n s t i n t npla = 51 ; / / Number o f p l a n e s
29 c o n s t i n t ipla = 15 ; / / I n i t i a l p l a n e
30
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31 doub le E [ npla ] [ elec ] [ 3 ] [ 1 0 1 ] [ 4 6 ] ; / / Read i n e l e c t r i c f i e l d ma t r i x
32
33 doub l e Vp [ ] = {0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0} ;
34 doub l e VE = 150 ;
35 doub l e VT =  0.5*VE ;
36 doub l e VGP =  0*VE ;
37
38 c o n s t doub l e nval = 48 ;
39 c o n s t doub l e kval = 35 ;
40
41 / / Con s t a n t s . Source : NIST 10 .2014
42
43 c o n s t doub l e e = 1.602176565e 19;
44 c o n s t doub l e a0 = 0.52917721092e 10;
45 c o n s t doub l e kb = 1.3806488e 23;
46 c o n s t doub l e mhe = 4.002602 * 1 .660538921e 27;
47 c o n s t doub l e pi = 3.14159265358979323846;
48
49 / / I o n i s a t i o n l i m i t i n V/m
50
51 c on s t doub l e Fion = 215*100;
52
53 / / Gen e r a t i o n o f a s p a t i a l , un i fo rm d i s t r i b u t i o n a t t h e e x i t o f t h e v a l v e
54
55 doub l e minx = 6 . 0 e 3;
56 doub l e maxx = 7 . 0 e 3;
57
58 doub l e miny = 1 . 4 e 3;
59 doub l e maxy = 2 . 4 e 3;
60
61 doub l e minz =  10e 3;
62 doub l e maxz = 20e 3;
63
64 / / Gaus s i an v e l o c i t y d i s t r i b u t i o n a t t h e e x i t o f t h e v a l v e
65
66 doub l e meanvx = 0 . 0 ;
67 doub l e sdvx = sqrt ( kb * 0 . 1 / ( log ( 2 ) * mhe ) ) ; / / s igma= s q r t ( kb*T / ( l og ( 2 ) *mhe ) )
68
69 doub l e meanvy = 0 . 0 ;
70 doub l e sdvy = sqrt ( kb * 0 . 1 / ( log ( 2 ) * mhe ) ) ; / / s igma= s q r t ( kb*T / ( l og ( 2 ) *mhe ) )
71
72 doub l e meanvz = 0 . 0 ;
73 doub l e sdvz = sqrt ( kb * 4 / ( log ( 2 ) * mhe ) ) ; / / s igma= s q r t ( kb*T / ( l og ( 2 ) *mhe ) )
74
75 / / S p a t i a l , normal ( x  , and y d imens i on s ) d i s t r i b u t i o n s a t t h e p h o t o e x c i t a t i o n -
r e g i o n .
76
77 doub l e pmeanx = 6 . 5 e 3;
78 doub l e psdx = 100e 6 /2 . 3548 ; / / FWHM/ ( 2 * s q r t (2* log ( 2 ) ) ) ;
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79
80 doub l e pmeany = 1 . 9 e 3;
81 doub l e psdy = 100e 6 /2 . 3548 ; / / FWHM/ ( 2 * s q r t (2* log ( 2 ) ) ) ;
82
83 / / S p a t i a l , un i fo rm ( z d imens ion ) d i s t r i b u t i o n a t t h e p h o t o e x c i t a t i o n r e g i o n
84
85 doub l e pminz = 2 . 0 e 3;
86 doub l e pmaxz = 8 . 0 e 3;
87
88 / / C r e a t i o n o f t h e s t r i n g f o r r e a d i n g t h e i n p u t f i l e s
89
90 string make_output_filename ( i n t plane , i n t number , c h a r * crd ) {
91 stringstream ss ;
92 ss . setf ( ios_base : : fixed ) ;
93 ss . precision ( 1 ) ;
94 ss << ” Trad X ” << plane << ”EW” << number << crd << ” . d a t ” ;
95 r e t u r n ss . str ( ) ;
96 }
97
98 i n t main ( ) {
99
100 / / Gen e r a t i o n o f normal d i s t r i b u t i o n s wi th t h e Boos t package
101 mt19937 generator ; / / Mersenne Tw i s t e r Gene r a t o r
102 generator . seed ( i n t ( time ( 0 ) ) ) ; / / A d i f f e r e n t s eed a t each t u r n
103
104 / / Random g e n e r a t i o n o f a number between 0 and 1
105 uniform_real<> dis ( 0 , 1 ) ;
106 variate_generator<mt19937&,uniform_real<> > rnd ( generator , dis ) ;
107
108 / / S p a t i a l , un i fo rm d i s t r i b u t i o n a t t h e e x i t o f t h e v a l v e
109 uniform_real<> udx ( minx , maxx ) ;
110 uniform_real<> udy ( miny , maxy ) ;
111 uniform_real<> udz ( minz , maxz ) ;
112 variate_generator<mt19937&,uniform_real<> > ud_x ( generator , udx ) ;
113 variate_generator<mt19937&,uniform_real<> > ud_y ( generator , udy ) ;
114 variate_generator<mt19937&,uniform_real<> > ud_z ( generator , udz ) ;
115
116 / / Gaus s i an v e l o c i t y d i s t r i b u t i o n a t t h e e x i t o f t h e v a l v e
117 normal_distribution<> ndvx ( meanvx , sdvx ) ;
118 normal_distribution<> ndvy ( meanvy , sdvy ) ;
119 normal_distribution<> ndvz ( meanvz , sdvz ) ;
120 variate_generator<mt19937&,normal_distribution<> > nd_vx ( generator -
, ndvx ) ;
121 variate_generator<mt19937&,normal_distribution<> > nd_vy ( generator -
, ndvy ) ;
122 variate_generator<mt19937&,normal_distribution<> > nd_vz ( generator -
, ndvz ) ;
123
124 / /                                                                          //
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125
126 / / P o i n t e r s d e c l a r a t i o n
127 doub l e *x0 , *y0 , *z0 , *Ndet , *end1 , *end2 , *end3 , *end4 , *end5 , *end6 , -
*end7 ;
128 cha r crd [ 2 ] ; / / C oo r d i n a t e s X, Y and Z
129 i n t index = 0 ; i n t idxpla = ipla ;
130
131 / / For loop f o r t h e number o f p l a n e s
132 f o r ( size_t p=0; p < npla ; p++){
133
134 / / For loop f o r t h e number o f e l e c t r o d e s
135 f o r ( size_t num =0; num < elec ; num++) {
136 i n t number = i n t ( num ) +1 ;
137 index = 0 ;
138
139 / / For loop f o r t h e s p a t i a l c o o r d i n a t e s
140 f o r ( size_t r=0; r < 3 ; r++) {
141 i f ( index==0){
142 strncpy ( crd , ”X” , s i z e o f ( crd ) ) ;}
143 i f ( index==1){
144 strncpy ( crd , ”Y” , s i z e o f ( crd ) ) ;}
145 e l s e i f ( index==2){
146 strncpy ( crd , ”Z” , s i z e o f ( crd ) ) ;}
147
148 / / Th i s c o n v e r t s t h e s t r i n g t o a cha r
149 cha r *buffer = new cha r [ make_output_filename ( idxpla ,  -
number , crd ) . length ( ) + 1 ] ;
150 strcpy ( buffer , make_output_filename ( idxpla , number , crd ) . -
c_str ( ) ) ;
151
152 / / F i l e i n p u t r e a d i n g
153 ifstream file ;
154 file . open ( buffer ) ; / / Opens f i l e
155 file . seekg ( ios : : beg ) ; / / S e t p o s i t i o n i n i n p u t s equence
156 vector<double> data ; / / Sequence c o n t a i n e r r e p r e s e n t i n g an -
a r r a y t h a t can change i n s i z e
157 doub l e i = 0 ; / / Th i s i s needed t o i t e r a t e be tween f i l e  -
and v e c t o r / a r r a y
158
159 wh i l e ( file >> i ) {
160 data . push_back ( i ) ; / / Adds number a t t h e end of t h e  -
a r r a y }
161
162 file . close ( ) ; / / To c l o s e t h e f i l e
163
164 / / S t o r a g e o f t h e v a l u e s i n a ma t r i x E
165 f o r ( size_t j2 =0; j2<46;j2++){
166 f o r ( size_t j1 =0; j1<101;j1++){
167 cout . precision ( 1 6 ) ;
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168 E [ p ] [ num ] [ r ] [ j1 ] [ j2 ] = data [ j1+j2 *101 ] ;}
169 }
170 index ++;
171 vector<double >() . swap ( data ) ; / / Swap f r e e s d a t a from t h e  -
vec t o r , bu t keeps i t s o r i g i n a l s i z e
172
173 } / / End c o o r d i n a t e s
174 } / / End e l e c t r o d e s
175
176 cout << ” Reading p l a n e Nr . ” << idxpla << ” comple t ed !\ n” ;
177 idxpla ++;
178
179 } / / End number o f p l a n e s
180
181 cout << ” F i l e r e a d i n g and c r e a t i o n o f ma t r i x E f i n i s h e d ! ! ” << ”\n” ;
182
183 / /                                                                //
184
185 ofstream filesave ;
186 filesave . open ( ” TOF 270 sr . d a t ” , fstream : : out ) ;
187
188 / / Expe r imen t a l c o n d i t i o n s   t ime , t ime i n t e r v a l , number o f p a r t i c l e s , -
a c c e l e r a t i o n s , . . .
189 doub l e atstart =  1.25e7 ; / / A c c e l e r a t i o n
190 doub l e vstart = 2000 ; / / I n i t i a l v e l o c i t y
191 doub l e ac = 0 ; / / I n i t i a l i z e d v a l u e   dynamic c e n t r i p e t a l a c c e l e r a t i o n -
s e t l a t e r
192 doub l e tex = 2 . 3 * 1e 6; / / F l i g h t t ime between p h o t o e x c i t a t i o n and  -
t r a p l o a d i n g
193 doub l e lengthpcb = 157 .4 e 3;
194 / / doub l e v f i n a l = 0 ; / / s q r t ( v s t a r t * v s t a r t + 2* a t * l e n g t h p c b ) ;
195 / / doub l e l eng t h r em = l e ng t h p c b   ( v f i n a l * v f i n a l   v s t a r t * v s t a r t ) / ( 2 * a t -
) ;
196 doub l e tdecel = 500e 6; / /  ( v s t a r t   v f i n a l ) / a t ; / / l e n g t h p c b / v f i n a l ;
197 doub l e trise = 0 . 5 * 1e 6;
198 doub l e tfall = 0 . 5 * 1e 6;
199 doub l e maxtime = tdecel + trise + tfall ;
200 doub l e length = 0 ; / / Length i n i t i a l i z e d . Value s e t l a t e r i n program
201 doub le radius = 0 ; / / Rad ius i n i t i a l i z e d . Value s e t l a t e r i n program
202 doub le dt0 = 20 * 1e 9;
203 doub l e d = 0 . 1 * 1e 3; / / Th i s i s t h e s p a c i n g of t h e g r i d
204 i n t timesteps = s t a t i c c a s t <i n t> ( maxtime / dt0 ) ;
205 i n t nparticles = 100000;
206
207 / /                                                                //
208
209 / / Memory a l l o c a t i o n s e c t i o n
210 x0 = ( doub l e * ) malloc ( timesteps * s i z e o f ( doub l e ) ) ;
211 y0 = ( doub l e * ) malloc ( timesteps * s i z e o f ( doub l e ) ) ;
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212 z0 = ( doub l e * ) malloc ( timesteps * s i z e o f ( doub l e ) ) ;
213 Ndet = ( doub l e * ) malloc ( timesteps * s i z e o f ( doub l e ) ) ;
214 end1 = ( doub l e * ) malloc ( nparticles * s i z e o f ( doub l e ) ) ;
215 end2 = ( doub l e * ) malloc ( nparticles * s i z e o f ( doub l e ) ) ;
216 end3 = ( doub l e * ) malloc ( nparticles * s i z e o f ( doub l e ) ) ;
217 end4 = ( doub l e * ) malloc ( nparticles * s i z e o f ( doub l e ) ) ;
218 end5 = ( doub l e * ) malloc ( nparticles * s i z e o f ( doub l e ) ) ;
219 end6 = ( doub l e * ) malloc ( nparticles * s i z e o f ( doub l e ) ) ;
220 end7 = ( doub l e * ) malloc ( nparticles * s i z e o f ( doub l e ) ) ;
221
222 cout << ”Memory a l l o c a t e d ! ! ” << ”\n” ;
223
224 / /                                                                //
225 / / V a r i a b l e s d e c l a r a t i o n
226 doub l e time = 0 ; doub l e time_temp = 0 ; doub l e tdet = 0 ; doub l e xdet =  -
0 ; doub l e ydet = 0 ; doub l e zdet = 0 ; doub l e vx0 = 0 ; doub l e  -
vx_temp = 0 ; doub l e vx = 0 ; doub l e vy0 = 0 ; doub l e vy_temp = 0 ;  -
doub l e vy = 0 ; doub l e vz0 = 0 ; doub l e vz_temp = 0 ; doub l e vz = 0 ;  -
doub l e Ex = 0 ; doub l e Ey = 0 ; doub l e Ez = 0 ; doub l e Exd = 0 ;  -
doub l e Eyd = 0 ; doub l e Ezd = 0 ; doub l e Ex_temp = 0 ; doub l e Ey_temp -
= 0 ; doub l e Ez_temp = 0 ; doub l e Exd_temp = 0 ; doub l e Eyd_temp =  -
0 ; doub l e Ezd_temp = 0 ; doub l e Exp = 0 ; doub l e Eyp = 0 ; doub l e Ezp -
= 0 ; doub l e Exdp = 0 ; doub l e Eydp = 0 ; doub l e Ezdp = 0 ; doub l e  -
Exp_temp = 0 ; doub l e Eyp_temp = 0 ; doub l e Ezp_temp = 0 ; doub l e  -
Exdp_temp = 0 ; doub l e Eydp_temp = 0 ; doub l e Ezdp_temp = 0 ; doub l e  -
Ex2 = 0 ; doub l e Ey2 = 0 ; doub l e Ez2 = 0 ; doub l e Exd2 = 0 ; doub l e  -
Eyd2 = 0 ; doub l e Ezd2 = 0 ; doub l e Ex2_temp = 0 ; doub l e Ey2_temp =  -
0 ; doub l e Ez2_temp = 0 ; doub l e Exd2_temp = 0 ; doub l e Eyd2_temp =  -
0 ; doub l e Ezd2_temp = 0 ; doub l e Exp2 = 0 ; doub l e Eyp2 = 0 ; doub l e  -
Ezp2 = 0 ; doub l e Exdp2 = 0 ; doub l e Eydp2 = 0 ; doub l e Ezdp2 = 0 ;  -
doub l e Exp2_temp = 0 ; doub l e Eyp2_temp = 0 ; doub l e Ezp2_temp = 0 ;  -
doub l e Exdp2_temp = 0 ; doub l e Eydp2_temp = 0 ; doub l e Ezdp2_temp =  -
0 ; doub l e Ex3 = 0 ; doub l e Ey3 = 0 ; doub l e Ez3 = 0 ; doub l e Exd3 =  -
0 ; doub l e Eyd3 = 0 ; doub l e Ezd3 = 0 ; doub l e Ex3_temp = 0 ; doub l e  -
Ey3_temp = 0 ; doub l e Ez3_temp = 0 ; doub l e Exd3_temp = 0 ; doub l e  -
Eyd3_temp = 0 ; doub l e Ezd3_temp = 0 ; doub l e Exp3 = 0 ; doub l e Eyp3  -
= 0 ; doub l e Ezp3 = 0 ; doub l e Exdp3 = 0 ; doub l e Eydp3 = 0 ; doub l e  -
Ezdp3 = 0 ; doub l e Exp3_temp = 0 ; doub l e Eyp3_temp = 0 ; doub l e  -
Ezp3_temp = 0 ; doub l e Exdp3_temp = 0 ; doub l e Eydp3_temp = 0 ;  -
doub l e Ezdp3_temp = 0 ; doub l e Exp4 = 0 ; doub l e Eyp4 = 0 ; doub l e  -
Ezp4 = 0 ; doub l e Exdp4 = 0 ; doub l e Eydp4 = 0 ; doub l e Ezdp4 = 0 ;  -
doub l e Exp4_temp = 0 ; doub l e Eyp4_temp = 0 ; doub l e Ezp4_temp = 0 ;
227
228 doub l e Exdp4_temp = 0 ; doub l e Eydp4_temp = 0 ; doub l e Ezdp4_temp = 0 ;  -
doub l e Exp5 = 0 ; doub l e Eyp5 = 0 ; doub l e Ezp5 = 0 ; doub l e Exdp5 =  -
0 ; doub l e Eydp5 = 0 ; doub l e Ezdp5 = 0 ; doub l e Exp5_temp = 0 ;  -
doub l e Eyp5_temp = 0 ; doub l e Ezp5_temp = 0 ; doub l e Exdp5_temp = 0 ; -
doub l e Eydp5_temp = 0 ; doub l e Ezdp5_temp = 0 ; doub l e Exdd = 0 ;  -
doub l e Eydd = 0 ; doub l e Ezdd = 0 ; doub l e Exdd_temp = 0 ; doub l e  -
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Eydd_temp = 0 ; doub l e Ezdd_temp = 0 ; doub l e Exdpd = 0 ; doub l e  -
Eydpd = 0 ; doub l e Ezdpd = 0 ; doub l e Exdpd_temp = 0 ; doub l e  -
Eydpd_temp = 0 ; doub l e Ezdpd_temp = 0 ; doub l e Exd2d = 0 ; doub l e  -
Eyd2d = 0 ; doub l e Ezd2d = 0 ; doub l e Exd2d_temp = 0 ; doub l e  -
Eyd2d_temp = 0 ; doub l e Ezd2d_temp = 0 ; doub l e Exdp2d = 0 ; doub l e  -
Eydp2d = 0 ; doub l e Ezdp2d = 0 ; doub l e Exdp2d_temp = 0 ; doub l e  -
Eydp2d_temp = 0 ; doub l e Ezdp2d_temp = 0 ; doub l e Etot = 0 ; doub l e  -
Etotp = 0 ; doub l e Etot2 = 0 ; doub l e Etotp2 = 0 ; doub l e Etotd = 0 ;  -
doub l e Etotdp = 0 ; doub l e Etotd2 = 0 ; doub l e Etotdp2 = 0 ; doub l e  -
Etot3 = 0 ; doub l e Etotp3 = 0 ; doub l e Etotp4 = 0 ; doub l e Etotp5 =  -
0 ; doub l e Etotd3 = 0 ; doub l e Etotdp3 = 0 ; doub l e Etotdp4 = 0 ;  -
doub l e Etotdp5 = 0 ; doub l e Etotdd = 0 ; doub l e Etotdpd = 0 ; doub l e  -
Etotd2d = 0 ; doub l e Etotdp2d = 0 ; doub l e EF1 = 0 ; doub l e EF2 = 0 ;  -
doub l e EF3 = 0 ; doub l e EF4 = 0 ; doub l e EF5 = 0 ; doub l e EF6 = 0 ;  -
doub l e EF7 = 0 ; doub l e EF8 = 0 ; doub l e EF9 = 0 ; doub l e EF10 = 0 ;  -
doub l e EF11 = 0 ; doub l e EFd1 = 0 ; doub l e EFd2 = 0 ; doub l e EFd3 =  -
0 ; doub l e EFd6 = 0 ; doub l e EFd8 = 0 ; doub l e EFd10 = 0 ; doub l e EFsp -
= 0 ; doub l e EFsdp = 0 ; doub l e EFs = 0 ; doub l e EFd1d = 0 ; doub l e  -
EFd2d = 0 ; doub l e EF3dd = 0 ; doub l e Vpseudo1 = 0 ; doub l e Vpseudo1p -
= 0 ; doub l e Vpseudo1pp = 0 ; doub l e Vzero4 = 0 ; doub l e Vzero6 = 0 ; -
doub l e Vzero7 = 0 ; doub l e Vzero5 = 0 ; doub l e Vtot3 = 0 ; doub l e  -
Vtot4 = 0 ; doub l e Vtot5 = 0 ; doub l e Vtot6 = 0 ; doub l e Vpseudo2 =  -
0 ; doub l e Vpseudo2p = 0 ; doub l e Vpseudo2pp = 0 ; doub l e Vzero1 = 0 ; -
doub l e Vzero2 = 0 ; doub l e Vzero3 = 0 ; doub l e Vtot1 = 0 ; doub l e  -
Vtot2 = 0 ; doub l e Vzerod3 = 0 ; doub l e Vzerod3d = 0 ; doub l e Vtotalx -
= 0 ; doub l e Vtotaly = 0 ; doub l e Vtotalz = 0 ;
229
230 doub l e accelx = 0 ; / / I n i t i a l a c c e l e r a t i o n i n t h e y dim i n m/ s2
231 doub l e accely = 0 ; / / I n i t i a l a c c e l e r a t i o n i n t h e y dim i n m/ s2
232 doub l e accelz = 0 ; / / I n i t i a l a c c e l e r a t i o n i n t h e z dim i n m/ s2
233
234 / / I n d i c e s , a r r a y s , f i e l d s , g r a d i e n t , p o t e n t i a l s d e c l a r a t i o n
235 i n t idx_z = 0 ; i n t idx_y = 0 ; i n t idx_x = 0 ; i n t idx_zp = 0 ; i n t idx_yp  -
= 0 ; i n t idx_xp = 0 ; i n t idx_zp2 = 0 ; i n t idx_yp2 = 0 ; i n t idx_xp2 =  -
0 ; i n t idx_z2 = 0 ; i n t idx_y2 = 0 ; i n t idx_x2 = 0 ; i n t idx_zd = 0 ; i n t -
idx_yd = 0 ; i n t idx_xd = 0 ; i n t idx_zdp = 0 ; i n t idx_ydp = 0 ; i n t  -
idx_xdp = 0 ; i n t idx_zdp2 = 0 ; i n t idx_ydp2 = 0 ; i n t idx_xdp2 = 0 ; i n t -
idx_zd2 = 0 ; i n t idx_yd2 = 0 ; i n t idx_xd2 = 0 ; i n t idx_z3 = 0 ; i n t  -
idx_y3 = 0 ; i n t idx_x3 = 0 ; i n t idx_zp3 = 0 ; i n t idx_yp3 = 0 ; i n t  -
idx_xp3 = 0 ; i n t idx_zd3 = 0 ; i n t idx_yd3 = 0 ; i n t idx_xd3 = 0 ; i n t -
idx_zdp3 = 0 ; i n t idx_ydp3 = 0 ; i n t idx_xdp3 = 0 ; i n t idx_zp4 = 0 ; -
i n t idx_yp4 = 0 ; i n t idx_xp4 = 0 ; i n t idx_zp5 = 0 ; i n t idx_yp5 =  -
0 ; i n t idx_xp5 = 0 ; i n t idx_zdp4 = 0 ; i n t idx_ydp4 = 0 ; i n t  -
idx_xdp4 = 0 ; i n t idx_zdp5 = 0 ; i n t idx_ydp5 = 0 ; i n t idx_xdp5 =  -
0 ; i n t idx_zdd = 0 ; i n t idx_ydd = 0 ; i n t idx_xdd = 0 ; i n t idx_zdpd =  -
0 ; i n t idx_ydpd = 0 ; i n t idx_xdpd = 0 ; i n t idx_zdp2d = 0 ; i n t  -
idx_ydp2d = 0 ; i n t idx_xdp2d = 0 ; i n t idx_zd2d = 0 ; i n t idx_yd2d = 0 ; -
i n t idx_xd2d = 0 ;
236
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237 / / F i r s t and second d e r i v a t i v e s o f t h e f i e l d s
238 doub l e slope1 = 0 ; doub l e slope2 = 0 ; doub l e slope3 = 0 ; doub l e slope4  -
= 0 ; doub l e slope5 = 0 ; doub l e slope6 = 0 ; doub l e slope7 = 0 ;  -
doub l e slope8 = 0 ; doub l e slope9 = 0 ; doub l e slope10 = 0 ; doub l e  -
slope11 = 0 ; doub l e slope12 = 0 ; doub l e slope13 = 0 ; doub l e slope14 -
= 0 ; doub l e slope15 = 0 ; doub l e slope16 = 0 ; doub l e slope17 = 0 ;  -
doub l e slope18 = 0 ; doub l e vslopez = 0 ; doub l e vslopex = 0 ; doub l e  -
vslopey = 0 ; doub l e vslopex2 = 0 ; doub l e vslopey2 = 0 ; doub l e  -
vslopez2 = 0 ; doub l e sloped1 = 0 ; doub l e sloped2 = 0 ; doub l e  -
sloped3 = 0 ; doub l e sloped6 = 0 ; doub l e sloped8 = 0 ; doub l e slopex  -
= 0 ; doub l e slopey = 0 ; doub l e slopez = 0 ; doub l e slopex2 = 0 ;  -
doub l e slopey2 = 0 ; doub l e slopez2 = 0 ; doub l e grad1 = 0 ; doub l e  -
grad2 = 0 ; doub l e grad3 = 0 ; doub l e gradx = 0 ; doub l e grady = 0 ;  -
doub l e gradz = 0 ; doub l e intslopex = 0 ; doub l e intslopey = 0 ;  -
doub l e intslopez = 0 ; doub l e intvslopex = 0 ; doub l e intvslopey = 0 ; -
doub l e intvslopez = 0 ; doub l e V1 = 0 ; doub l e V2 = 0 ; doub l e V3 =  -
0 ; doub l e V4 = 0 ; doub l e V5 = 0 ; doub l e SB1 = 0 ; doub l e SB2 = 0 ;  -
doub l e sign = 0 ; doub l e factor = 0 ; doub l e factor2 = 0 ;
239
240 / / P o s i t i o n s and v e l o c i t i e s d e c l a r a t i o n b e f o r e t r a p l o a d i n g
241 doub l e xex = 0 ; doub l e xex0 = 0 ; doub l e vxex0 = 0 ; doub l e yex = 0 ;  -
doub l e zex = 0 ;
242 doub l e yex0 = 0 ; doub l e zex0 = 0 ; doub l e vyex0 = 0 ; doub l e vzex0 = 0 ;
243
244 / / Ar r ays i n i t i a l i s a t i o n f o r i n s e r t i n g z e r o v a l u e s i n t h e a r r a y s
245 f o r ( size_t pcount =1; pcount<nparticles ; pcount++){
246 end1 [ pcount ] = 0 ; end2 [ pcount ] = 0 ; end3 [ pcount ] = 0 ; end4 [ pcount ] -
= 0 ; end5 [ pcount ] = 0 ; end6 [ pcount ] = 0 ; end7 [ pcount ] = 0 ;
247 }
248 f o r ( size_t pcount2 =1; pcount2<timesteps ; pcount2++){
249 Ndet [ pcount2 ] = 0 ;
250 }
251
252 / / P h o t o e x c i t a t i o n s e c t i o n
253 i n t partcount = 0 ; doub l e random = 0 ; doub l e xphoto = 0 ; doub l e yphoto -
= 0 ; doub l e zphoto = 0 ; doub l e vxphoto = 0 ; doub l e vyphoto = 0 ;  -
doub l e vzphoto = 0 ; doub l e timevalve2photo = 18e 2/vstart ; doub l e  -
gaussx = 0 ; doub l e gaussy = 0 ;
254
255 wh i l e ( partcount < nparticles ) {
256 gaussx = 0 ; gaussy = 0 ; xphoto = 0 ; yphoto = 0 ; zphoto = 0 ;  -
vxphoto = 0 ; vyphoto = 0 ; vzphoto = 0 ; random = 0 ;
257
258 vxphoto = nd_vx ( ) ; vyphoto = nd_vy ( ) ; vzphoto = nd_vz ( ) ;
259 xphoto = ud_x ( ) + ( vxphoto ) *timevalve2photo ;
260 yphoto = ud_y ( ) + ( vyphoto ) *timevalve2photo ;
261 zphoto = ud_z ( ) + ( vzphoto ) *timevalve2photo ;
262
263 gaussx = exp (  ( ( xphoto pmeanx ) * ( xphoto pmeanx ) ) / ( 2 * psdx*psdx ) ) ;
148
264 gaussy = exp (  ( ( yphoto pmeany ) * ( yphoto pmeany ) ) / ( 2 * psdy*psdy ) ) ;
265
266 random = rnd ( ) ;
267 i f ( random <= gaussx ) {
268 i f ( random <= gaussy ) {
269 i f ( zphoto >= pminz ) {
270 i f ( zphoto <= pmaxz ) {
271
272 end1 [ partcount ] = xphoto ; end2 [ partcount ] = yphoto ;  -
end3 [ partcount ] = zphoto ; end4 [ partcount ] =  -
vxphoto ; end5 [ partcount ] = vyphoto ; end6 [ partcount -
] = vzphoto ;
273
274 partcount ++;
275 }}}}
276
277 } / / End wh i l e loop p a r t c o u n t
278
279 cout << ” P h o t o e x c i t a t i o n s e c t i o n f i n i s h e d ! ! ” << ”\n” ;
280
281 / / Beg inn ing of t h e p a r t i c l e s l oop
282 cout << ” P a r t i c l e l oop s t a r t e d ! ! ” << ”\n” ;
283 nparticles ++;
284 f o r ( size_t sdx =1; sdx<nparticles ; sdx++){ / / P a r t i c l e s loop
285
286 / / Outpu t p a r t i c l e coun t
287 cout << sdx << ”\n” ;
288
289 / / V a r i a b l e s i n n p a r t i c l e s  l oop s e t t o z e r o
290 sign = 0 ; xex = 0 ; xex0 = 0 ; vxex0 = 0 ; yex = 0 ; zex = 0 ; yex0 = 0 ; -
zex0 = 0 ; vyex0 = 0 ; vzex0 = 0 ; vx_temp = 0 ; vy_temp = 0 ;  -
vz_temp = 0 ; det = 0 ; ydet = 0 ; zdet = 0 ; tdet = 0 ; vx = 0 ; vy  -
= 0 ; vz = 0 ;
291
292 / / P a r t i c l e p o s i t i o n c a l c u l a t i o n b e f o r e t h e f i e l d s a r e a c t i v a t e d
293 xex0 = end1 [ sdx ] ; yex0 = end2 [ sdx ] ; zex0 = end3 [ sdx ] ;
294 vxex0 = end4 [ sdx ] ; vyex0 = end5 [ sdx ] ; vzex0 = end6 [ sdx ] ;
295
296 xex = xex0 + vxex0 * tex ;
297 yex = yex0 + vyex0 * tex ;
298 zex = zex0 + vzex0 * tex ;
299
300 / / I n i t i a l i z e t h e a r r a y s wi th z e r o v a l u e s
301 f o r ( size_t count =0; count<timesteps ; count++){
302 x0 [ count ] = 0 ; y0 [ count ] = 0 ; z0 [ count ] = 0 ;
303 }
304
305 / / Re  i n i t i a l i s a t i o n o f t h e a r r a y s .
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306 end1 [ sdx ] = 0 ; end2 [ sdx ] = 0 ; end3 [ sdx ] = 0 ; end4 [ sdx ] = 0 ; end5 [ -
sdx ] = 0 ; end6 [ sdx ] = 0 ;
307
308 / / P a r t i c l e p o s i t i o n
309 x0 [ 0 ] = xex ; / / I n i t i a l x p o s i t i o n i n m
310 y0 [ 0 ] = yex ; / / I n i t i a l y p o s i t i o n i n m
311 z0 [ 0 ] = zex ; / / I n i t i a l z p o s i t i o n i n m
312
313 / / Trap p o s i t i o n i n t h e z d imens ion
314 doub l e ztrap = vstart*tex ;
315 doub l e ztrap_temp = 0 ; doub l e Ndet_temp = 0 ; doub l e vztrap = vstart ; -
doub l e vztrap_temp = 0 ; doub l e at = atstart ;
316
317 vx0 = vxex0 ; / / I n i t i a l v e l o c i t y i n t h e y dim i n m/ s
318 vy0 = vyex0 ; / / I n i t i a l v e l o c i t y i n t h e y dim i n m/ s
319 vz0 = vzex0 ; / / I n i t i a l v e l o c i t y i n t h e z dim i n m/ s
320 vx_temp = vx0 ; vy_temp = vy0 ; vz_temp = vz0 ;
321 / / I n i t i a l t ime ( s e t t o z e r o )
322 time = 0 ; time_temp = 0 ;
323
324 / / I f c o n d i t i o n i n c a s e t h e p a r t i c l e s a r e ou t o f t h e b ound a r i e s  -
a f t e r in c oup l i n g t ime
325 i f ( xex < doub l e ( ipla ) / 1 e4 | | xex > doub l e ( ipla + 2*( npla 1) ) / 1 e4 | |  -
yex <= 0e 3 | | yex >= 4 . 5 e 3 | | zex <= 0 . 0 e 3 | | zex >= 10 .0 e 3) -
{
326 sign = 1 ;
327 b r eak ;
328 }
329
330 / / Each p a r t i c l e i s l o aded i n a t r a p and l e t evo l v e f o r a t ime  -
l e n g t h c o r r e s p o n d i n g t o t h e gu id ing , a c c e l e r a t i o n o r  -
d e c e l e r a t i o n t ime . Th i s c a l c u l a t i o n i s c a r r i e d ou t i n t h e moving -
f rame of r e f e r e n c e o f t h e t r a p .
331
332 f o r ( size_t tidx =1; tidx<timesteps ; tidx++){
333
334 / / V a r i a b l e s r e s e t t o z e r o
335 Etot = 0 ; Etot2 = 0 ; Etotp = 0 ; Etotp2 = 0 ; Vpseudo1 = 0 ;  -
Vpseudo1p = 0 ; Vpseudo1pp = 0 ; Vzero6 = 0 ; Vtot6 = 0 ;  -
Vzerod3d = 0 ; Etot3 = 0 ; Etotp3 = 0 ; Etotd3 = 0 ; Etotdp3 = 0 ; -
Etotp4 = 0 ; Etotp5 = 0 ; Etotdp4 = 0 ; Etotdp5 = 0 ; Etotdd =  -
0 ; Etotdpd = 0 ; Etotd2d = 0 ; Etotdp2d = 0 ; EF1 = 0 ; EF2 = 0 ;  -
EF3 = 0 ; EF4 = 0 ; EF5 = 0 ; EF6 = 0 ; EF7 = 0 ; EF8 = 0 ; EF9 =  -
0 ; EFd1 = 0 ; EFd2 = 0 ; EFd3 = 0 ; EFd6 = 0 ; EFd8 = 0 ; EFsp =  -
0 ; EFsdp = 0 ; EFs = 0 ; EFd1d = 0 ; EFd2d = 0 ; EF3dd = 0 ;  -
Vzero4 = 0 ; Vzero5 = 0 ; Vzero7 = 0 ; slope1 = 0 ; slope2 = 0 ;  -
slope3 = 0 ; slope4 = 0 ; slope5 = 0 ; slope6 = 0 ; slope7 = 0 ;  -
slope8 = 0 ; slope9 = 0 ; slope10 = 0 ; slope11 = 0 ; slope12 =  -
0 ; slope13 = 0 ; slope14 = 0 ; slope15 = 0 ; slope16 = 0 ;  -
150
slope17 = 0 ; slope18 = 0 ; sloped1 = 0 ; sloped2 = 0 ; sloped3 = -
0 ; sloped6 = 0 ; sloped8 = 0 ; slopex = 0 ; slopey = 0 ; slopez  -
= 0 ; slopex2 = 0 ; slopey2 = 0 ; slopez2 = 0 ; vslopex = 0 ;  -
vslopey = 0 ; vslopez = 0 ; vslopex2 = 0 ; vslopey2 = 0 ;  -
vslopez2 = 0 ; grad1 = 0 ; grad2 = 0 ; grad3 = 0 ; gradx = 0 ;  -
grady = 0 ; gradz = 0 ; intslopex = 0 ; intslopey = 0 ; intslopez -
= 0 ; intvslopex = 0 ; intvslopey = 0 ; intvslopez = 0 ;  -
Vpseudo2 = 0 ; Vpseudo2p = 0 ; Vpseudo2pp = 0 ; Vtot4 = 0 ; Vtot5 -
= 0 ; Vzero1 = 0 ; Vzero2 = 0 ; Vtot1 = 0 ; Vtot2 = 0 ; Vtot3 =  -
0 ; Vzero3 = 0 ; Vzerod3 = 0 ; factor = 0 ; factor2 = 0 ; Vtotalx -
= 0 ; Vtotaly = 0 ; Vtotalz = 0 ;
336
337 ac = 0 ; / / Re  i n i t i a l i z e d c e n t r i p e t a l a c c e l e r a t i o n
338 length = 0 ; / / Re  i n i t i a l i z e d l e n g t h f l i g h t p a t h
339 radius = 0 ; / / Re  i n i t i a l i z e d r a d i u s
340
341 / / I n d i c e s c l e a r e d a t each t i d x loop t o avo id o v e rw r i t i n g
342 idx_zd = 0 ; idx_yd = 0 ; idx_xd = 0 ; idx_zdp = 0 ; idx_ydp = 0 ;  -
idx_xdp = 0 ; idx_zdp2 = 0 ; idx_ydp2 = 0 ; idx_xdp2 = 0 ;  -
idx_zd2 = 0 ; idx_yd2 = 0 ; idx_xd2 = 0 ; idx_z = 0 ; idx_y = 0 ; -
idx_x = 0 ; idx_zp = 0 ; idx_yp = 0 ; idx_xp = 0 ; idx_zp2 = 0 ; -
idx_yp2 = 0 ; idx_xp2 = 0 ; idx_z2 = 0 ; idx_y2 = 0 ; idx_x2 =  -
0 ; idx_z3 = 0 ; idx_y3 = 0 ; idx_x3 = 0 ; idx_zp3 = 0 ; idx_yp3  -
= 0 ; idx_xp3 = 0 ; idx_zd3 = 0 ; idx_yd3 = 0 ; idx_xd3 = 0 ;  -
idx_zdp3 = 0 ; idx_ydp3 = 0 ; idx_xdp3 = 0 ; idx_zp4 = 0 ;  -
idx_yp4 = 0 ; idx_xp4 = 0 ; idx_zp5 = 0 ; idx_yp5 = 0 ; idx_xp5  -
= 0 ; idx_zdp4 = 0 ; idx_ydp4 = 0 ; idx_xdp4 = 0 ; idx_zdp5 = 0 ; -
idx_ydp5 = 0 ; idx_xdp5 = 0 ; idx_zdd = 0 ; idx_ydd = 0 ; idx_xdd -
= 0 ; idx_zdpd = 0 ; idx_ydpd = 0 ; idx_xdpd = 0 ; idx_zdp2d =  -
0 ; idx_ydp2d = 0 ; idx_xdp2d = 0 ; idx_zd2d = 0 ; idx_yd2d = 0 ; -
idx_xd2d = 0 ;
343
344 / / De t e rm i n a t i o n o f t ime , p o s i t i o n s and v e l o c i t i e s f o r each t i d x -
l oop
345 time = time_temp + dt0 ;
346 vx = vx_temp + dt0*accelx ;
347 vy = vy_temp + dt0*accely ;
348 vz = vz_temp + dt0*accelz ;
349 x0 [ tidx ] = x0 [ tidx 1] + dt0*vx ; / / Symp l e c t i c Eu l e r i n t e g r a t i o n
350 y0 [ tidx ] = y0 [ tidx 1] + dt0*vy ; / / Symp l e c t i c Eu l e r i n t e g r a t i o n
351 z0 [ tidx ] = z0 [ tidx 1] + dt0*vz ; / / Symp l e c t i c Eu l e r i n t e g r a t i o n
352
353 vx_temp = vx ; vy_temp = vy ; vz_temp = vz ; time_temp = time ;  -
vztrap_temp = vztrap ; ztrap_temp = ztrap ;
354 ztrap = ztrap_temp + vztrap * dt0 + 0 . 5 * at * dt0 * dt0 ;
355 vztrap = vztrap_temp + at * dt0 ;
356 i f ( vztrap < 0) {
357 at = 0 ;
358 vztrap = 0 ;
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359 }
360
361 / / De t e rm i n a t i o n o f t h e c e n t r i p e t a l a c c e l e r a t i o n f o r each t ime  -
s t e p i n t h e loop ( n e g a t i v e s i g n becau se o f t h e d i r e c t i o n o f  -
t h e c u r v a t u r e )
362 length = vstart * time + 0 . 5 * at * time * time ;
363 radius = 0 . 8 1 ; / / Rad ius f o r t h e d e c e l e r a t o r s e c t i o n
364 ac =  (vstart*vstart + at*at*time*time + 2*vstart*at*time ) / radius -
;
365
366 / / A c c e l e r a t i o n s caused by t h e f i e l d g r a d i e n t s c a l c u l a t e d i n t h e  -
p r e v i o u s t ime s t e p a r e re  i n i t i a l i z e d
367 accelx = 0 ; accely = 0 ; accelz = 0 ;
368
369 / / Bounda r i e s du r i n g gu id ing , a c c e l e r a t i o n o r d e c e l e r a t i o n
370 i f ( x0 [ tidx ] < doub l e ( ipla ) / 1 e4 | | x0 [ tidx ] > doub l e ( ipla + 2*( npla -
 1) ) / 1 e4 | | y0 [ tidx ] <= 0e 3 | | y0 [ tidx ] >= 4 . 5 e 3 | | z0 [ tidx ] -
<= 0 . 0 e 3 | | z0 [ tidx ] >= 10 .0 e 3) {
371 sign = 1 ;
372 b r eak ;
373 }
374
375 / / De t e rm i n a t i o n o f t h e i n d i c e s t o a c c e s s t h e f i e l d Ma t r i x E
376 idx_x = i n t ( floor ( x0 [ tidx ]*1 e4 ) )   ipla ;
377 idx_y = i n t ( floor ( y0 [ tidx ]*1 e4 ) ) ;
378 idx_z = i n t ( floor ( z0 [ tidx ]*1 e4 ) ) ;
379
380 idx_xp = idx_x + 0 ; idx_yp = idx_y + 0 ; idx_zp = idx_z + 1 ; idx_x2 -
= idx_x + 0 ; idx_y2 = idx_y + 1 ; idx_z2 = idx_z + 0 ; idx_xp2  -
= idx_x + 0 ; idx_yp2 = idx_y + 1 ; idx_zp2 = idx_z + 1 ; idx_xd  -
= idx_x + 1 ; idx_yd = idx_y + 0 ; idx_zd = idx_z + 0 ; idx_xdp = -
idx_x + 1 ; idx_ydp = idx_y + 0 ; idx_zdp = idx_z + 1 ; idx_xd2 -
= idx_x + 1 ; idx_yd2 = idx_y + 1 ; idx_zd2 = idx_z + 0 ;  -
idx_xdp2 = idx_x + 1 ; idx_ydp2 = idx_y + 1 ; idx_zdp2 = idx_z + -
1 ; idx_x3 = idx_x + 0 ; idx_y3 = idx_y + 2 ; idx_z3 = idx_z +  -
0 ; idx_xp3 = idx_x + 0 ; idx_yp3 = idx_y + 2 ; idx_zp3 = idx_z  -
+ 1 ; idx_xd3 = idx_x + 1 ; idx_yd3 = idx_y + 2 ; idx_zd3 = idx_z -
+ 0 ; idx_xdp3 = idx_x + 1 ; idx_ydp3 = idx_y + 2 ; idx_zdp3 =  -
idx_z + 1 ; idx_xp4 = idx_x + 0 ; idx_yp4 = idx_y + 0 ; idx_zp4 = -
idx_z + 2 ; idx_xp5 = idx_x + 0 ; idx_yp5 = idx_y + 1 ; idx_zp5  -
= idx_z + 2 ; idx_xdp4 = idx_x + 1 ; idx_ydp4 = idx_y + 0 ;  -
idx_zdp4 = idx_z + 2 ; idx_xdp5 = idx_x + 1 ; idx_ydp5 = idx_y + -
1 ; idx_zdp5 = idx_z + 2 ; idx_xdd = idx_x + 2 ; idx_ydd = idx_y -
+ 0 ; idx_zdd = idx_z + 0 ; idx_xdpd = idx_x + 2 ; idx_ydpd =  -
idx_y + 0 ; idx_zdpd = idx_z + 1 ; idx_xd2d = idx_x + 2 ;  -
idx_yd2d = idx_y + 1 ; idx_zd2d = idx_z + 0 ; idx_xdp2d = idx_x -
+ 2 ; idx_ydp2d = idx_y + 1 ; idx_zdp2d = idx_z + 1 ;
381
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382 / / Th i s s e c t i o n c a l c u l a t e s t h e p o t e n t i a l s f o r each segment o f t h e  -
d e c e l e r a t o r
383 i f ( tidx <= i n t ( trise / dt0 ) && trise > 0) {
384 factor = doub l e ( tidx 1) / doub l e ( i n t ( trise / dt0 ) ) ;
385 V1 = VE*cos (0* pi /5 pi ) * factor ; V2 = VE*cos (2* pi /5 pi ) *  -
factor ; V3 = VE*cos (4* pi /5 pi ) * factor ;
386 V4 = VE*cos (6* pi /5 pi ) * factor ; V5 = VE*cos (8* pi /5 pi ) *  -
factor ;
387 SB1 = VGP*cos (0* pi /5 pi *5) * factor ; SB2 = SB1 ;
388 }
389
390 e l s e i f ( tidx > i n t ( trise / dt0 ) && tidx <= i n t ( ( maxtime tfall ) / dt0 ) -
) {
391 V1 = VE*cos (0* pi /5 pi ) ; V2 = VE*cos (2* pi /5 pi ) ; V3 = VE*cos (4* -
pi /5 pi ) ;
392 V4 = VE*cos (6* pi /5 pi ) ; V5 = VE*cos (8* pi /5 pi ) ; SB1 = VGP*cos -
(0* pi /5 pi *5) ; SB2 = SB1 ;
393 }
394
395 e l s e i f ( tidx > i n t ( ( maxtime tfall ) / dt0 ) && tfall > 0) {
396 factor2 = 1   ( doub l e ( tidx )   doub l e ( i n t ( ( maxtime tfall ) / dt0 ) ) -
) / ( doub l e ( i n t ( maxtime / dt0 ) )
397   doub l e ( i n t ( ( maxtime tfall ) / dt0 ) ) ) ;
398 V1 = VE*cos (0* pi /5 pi ) * factor2 ; V2 = VE*cos (2* pi /5 pi ) *  -
factor2 ; V3 = VE*cos (4* pi /5 pi ) * factor2 ;
399 V4 = VE*cos (6* pi /5 pi ) * factor2 ; V5 = VE*cos (8* pi /5 pi ) *  -
factor2 ;
400 SB1 = VGP*cos (0* pi /5 pi *5) * factor2 ; SB2 = SB1 ;
401 }
402
403 / / The p o t e n t i a l v e c t o r e l emen t s a r e a s s i g n e d i n d i v i d u a l l y
404 Vp [ 0 ] = SB1 ; Vp [ 1 ] = SB2 ; Vp [ 2 ] = V1 ; Vp [ 3 ] = V2 ; Vp [ 4 ] = V3 ; -
Vp [ 5 ] = V4 ; Vp [ 6 ] = V5 ; Vp [ 7 ] = V1 ; Vp [ 8 ] = V2 ; Vp [ 9 ] =  -
V3 ; Vp [ 1 0 ] = V4 ; Vp [ 1 1 ] = V5 ; Vp [ 1 2 ] = V1 ; Vp [ 1 3 ] = V2 ; Vp -
[ 1 4 ] = VT ;
405
406 / / F i e l d s c a l c u l a t i o n f o r each e l e c t r o d e o f t h e d e c e l e r a t o r
407 f o r ( size_t num2 =0; num2 < elec ; num2++) {
408 / /                   i d x x c a t e go ry                   //
409 i f ( idx_x < npla   1) {
410 Ex = Ex_temp + Vp [ num2 ]* E [ idx_x ] [ num2 ] [ 0 ] [ idx_z ] [ idx_y ] ;
411 Ey = Ey_temp + Vp [ num2 ]* E [ idx_x ] [ num2 ] [ 1 ] [ idx_z ] [ idx_y ] ;
412 Ez = Ez_temp + Vp [ num2 ]* E [ idx_x ] [ num2 ] [ 2 ] [ idx_z ] [ idx_y ] ;
413 Exp = Exp_temp + Vp [ num2 ]* E [ idx_x ] [ num2 ] [ 0 ] [ idx_zp ] [ idx_yp ] ;
414 Eyp = Eyp_temp + Vp [ num2 ]* E [ idx_x ] [ num2 ] [ 1 ] [ idx_zp ] [ idx_yp ] ;
415 Ezp = Ezp_temp + Vp [ num2 ]* E [ idx_x ] [ num2 ] [ 2 ] [ idx_zp ] [ idx_yp ] ;
416 Ex2 = Ex2_temp + Vp [ num2 ]* E [ idx_x ] [ num2 ] [ 0 ] [ idx_z2 ] [ idx_y2 ] ;
417 Ey2 = Ey2_temp + Vp [ num2 ]* E [ idx_x ] [ num2 ] [ 1 ] [ idx_z2 ] [ idx_y2 ] ;
418 Ez2 = Ez2_temp + Vp [ num2 ]* E [ idx_x ] [ num2 ] [ 2 ] [ idx_z2 ] [ idx_y2 ] ;
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419 Exp2 = Exp2_temp + Vp [ num2 ]* E [ idx_x ] [ num2 ] [ 0 ] [ idx_zp2 ] [ -
idx_yp2 ] ;
420 Eyp2 = Eyp2_temp + Vp [ num2 ]* E [ idx_x ] [ num2 ] [ 1 ] [ idx_zp2 ] [ -
idx_yp2 ] ;
421 Ezp2 = Ezp2_temp + Vp [ num2 ]* E [ idx_x ] [ num2 ] [ 2 ] [ idx_zp2 ] [ -
idx_yp2 ] ;
422 Ex3 = Ex3_temp + Vp [ num2 ]* E [ idx_x3 ] [ num2 ] [ 0 ] [ idx_z3 ] [ idx_y3 ] ;
423 Ey3 = Ey3_temp + Vp [ num2 ]* E [ idx_x3 ] [ num2 ] [ 1 ] [ idx_z3 ] [ idx_y3 ] ;
424 Ez3 = Ez3_temp + Vp [ num2 ]* E [ idx_x3 ] [ num2 ] [ 2 ] [ idx_z3 ] [ idx_y3 ] ;
425 Exp3 = Exp3_temp + Vp [ num2 ]* E [ idx_xp3 ] [ num2 ] [ 0 ] [ idx_zp3 ] [ -
idx_yp3 ] ;
426 Eyp3 = Eyp3_temp + Vp [ num2 ]* E [ idx_xp3 ] [ num2 ] [ 1 ] [ idx_zp3 ] [ -
idx_yp3 ] ;
427 Ezp3 = Ezp3_temp + Vp [ num2 ]* E [ idx_xp3 ] [ num2 ] [ 2 ] [ idx_zp3 ] [ -
idx_yp3 ] ;
428 Exp4 = Exp4_temp + Vp [ num2 ]* E [ idx_xp4 ] [ num2 ] [ 0 ] [ idx_zp4 ] [ -
idx_yp4 ] ;
429 Eyp4 = Eyp4_temp + Vp [ num2 ]* E [ idx_xp4 ] [ num2 ] [ 1 ] [ idx_zp4 ] [ -
idx_yp4 ] ;
430 Ezp4 = Ezp4_temp + Vp [ num2 ]* E [ idx_xp4 ] [ num2 ] [ 2 ] [ idx_zp4 ] [ -
idx_yp4 ] ;
431 Exp5 = Exp5_temp + Vp [ num2 ]* E [ idx_xp5 ] [ num2 ] [ 0 ] [ idx_zp5 ] [ -
idx_yp5 ] ;
432 Eyp5 = Eyp5_temp + Vp [ num2 ]* E [ idx_xp5 ] [ num2 ] [ 1 ] [ idx_zp5 ] [ -
idx_yp5 ] ;
433 Ezp5 = Ezp5_temp + Vp [ num2 ]* E [ idx_xp5 ] [ num2 ] [ 2 ] [ idx_zp5 ] [ -
idx_yp5 ] ;
434 }
435 e l s e i f ( idx_x >= npla   1) {
436 Ex = Ex_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_x ] [ num2 ] [ 0 ] [ idx_z ] [ -
idx_y ] ;
437 Ey = Ey_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_x ] [ num2 ] [ 1 ] [ idx_z ] [ -
idx_y ] ;
438 Ez = Ez_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_x ] [ num2 ] [ 2 ] [ idx_z ] [ -
idx_y ] ;
439 Exp = Exp_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_x ] [ num2 ] [ 0 ] [ idx_zp -
] [ idx_yp ] ;
440 Eyp = Eyp_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_x ] [ num2 ] [ 1 ] [ idx_zp -
] [ idx_yp ] ;
441 Ezp = Ezp_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_x ] [ num2 ] [ 2 ] [ idx_zp -
] [ idx_yp ] ;
442 Ex2 = Ex2_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_x ] [ num2 ] [ 0 ] [ idx_z2 -
] [ idx_y2 ] ;
443 Ey2 = Ey2_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_x ] [ num2 ] [ 1 ] [ idx_z2 -
] [ idx_y2 ] ;
444 Ez2 = Ez2_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_x ] [ num2 ] [ 2 ] [ idx_z2 -
] [ idx_y2 ] ;
445 Exp2 = Exp2_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_x ] [ num2 ] [ 0 ] [ -
idx_zp2 ] [ idx_yp2 ] ;
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446 Eyp2 = Eyp2_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_x ] [ num2 ] [ 1 ] [ -
idx_zp2 ] [ idx_yp2 ] ;
447 Ezp2 = Ezp2_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_x ] [ num2 ] [ 2 ] [ -
idx_zp2 ] [ idx_yp2 ] ;
448 Ex3 = Ex3_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_x3 ] [ num2 ] [ 0 ] [ -
idx_z3 ] [ idx_y3 ] ;
449 Ey3 = Ey3_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_x3 ] [ num2 ] [ 1 ] [ -
idx_z3 ] [ idx_y3 ] ;
450 Ez3 = Ez3_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_x3 ] [ num2 ] [ 2 ] [ -
idx_z3 ] [ idx_y3 ] ;
451 Exp3 = Exp3_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xp3 ] [ num2 ] [ 0 ] [ -
idx_zp3 ] [ idx_yp3 ] ;
452 Eyp3 = Eyp3_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xp3 ] [ num2 ] [ 1 ] [ -
idx_zp3 ] [ idx_yp3 ] ;
453 Ezp3 = Ezp3_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xp3 ] [ num2 ] [ 2 ] [ -
idx_zp3 ] [ idx_yp3 ] ;
454 Exp4 = Exp4_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xp4 ] [ num2 ] [ 0 ] [ -
idx_zp4 ] [ idx_yp4 ] ;
455 Eyp4 = Eyp4_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xp4 ] [ num2 ] [ 1 ] [ -
idx_zp4 ] [ idx_yp4 ] ;
456 Ezp4 = Ezp4_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xp4 ] [ num2 ] [ 2 ] [ -
idx_zp4 ] [ idx_yp4 ] ;
457 Exp5 = Exp5_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xp5 ] [ num2 ] [ 0 ] [ -
idx_zp5 ] [ idx_yp5 ] ;
458 Eyp5 = Eyp5_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xp5 ] [ num2 ] [ 1 ] [ -
idx_zp5 ] [ idx_yp5 ] ;
459 Ezp5 = Ezp5_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xp5 ] [ num2 ] [ 2 ] [ -
idx_zp5 ] [ idx_yp5 ] ;
460 }
461 / /                  i d x xd ca t ego r y                   //
462 i f ( idx_xd < npla   1) {
463 Exd = Exd_temp + Vp [ num2 ]* E [ idx_xd ] [ num2 ] [ 0 ] [ idx_zd ] [ idx_yd ] ;
464 Eyd = Eyd_temp + Vp [ num2 ]* E [ idx_xd ] [ num2 ] [ 1 ] [ idx_zd ] [ idx_yd ] ;
465 Ezd = Ezd_temp + Vp [ num2 ]* E [ idx_xd ] [ num2 ] [ 2 ] [ idx_zd ] [ idx_yd ] ;
466 Exdp = Exdp_temp + Vp [ num2 ]* E [ idx_xd ] [ num2 ] [ 0 ] [ idx_zdp ] [ -
idx_ydp ] ;
467 Eydp = Eydp_temp + Vp [ num2 ]* E [ idx_xd ] [ num2 ] [ 1 ] [ idx_zdp ] [ -
idx_ydp ] ;
468 Ezdp = Ezdp_temp + Vp [ num2 ]* E [ idx_xd ] [ num2 ] [ 2 ] [ idx_zdp ] [ -
idx_ydp ] ;
469 Exd2 = Exd2_temp + Vp [ num2 ]* E [ idx_xd ] [ num2 ] [ 0 ] [ idx_zd2 ] [ -
idx_yd2 ] ;
470 Eyd2 = Eyd2_temp + Vp [ num2 ]* E [ idx_xd ] [ num2 ] [ 1 ] [ idx_zd2 ] [ -
idx_yd2 ] ;
471 Ezd2 = Ezd2_temp + Vp [ num2 ]* E [ idx_xd ] [ num2 ] [ 2 ] [ idx_zd2 ] [ -
idx_yd2 ] ;
472 Exdp2 = Exdp2_temp + Vp [ num2 ]* E [ idx_xd ] [ num2 ] [ 0 ] [ idx_zdp2 ] [ -
idx_ydp2 ] ;
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473 Eydp2 = Eydp2_temp + Vp [ num2 ]* E [ idx_xd ] [ num2 ] [ 1 ] [ idx_zdp2 ] [ -
idx_ydp2 ] ;
474 Ezdp2 = Ezdp2_temp + Vp [ num2 ]* E [ idx_xd ] [ num2 ] [ 2 ] [ idx_zdp2 ] [ -
idx_ydp2 ] ;
475 Exd3 = Exd3_temp + Vp [ num2 ]* E [ idx_xd3 ] [ num2 ] [ 0 ] [ idx_zd3 ] [ -
idx_yd3 ] ;
476 Eyd3 = Eyd3_temp + Vp [ num2 ]* E [ idx_xd3 ] [ num2 ] [ 1 ] [ idx_zd3 ] [ -
idx_yd3 ] ;
477 Ezd3 = Ezd3_temp + Vp [ num2 ]* E [ idx_xd3 ] [ num2 ] [ 2 ] [ idx_zd3 ] [ -
idx_yd3 ] ;
478 Exdp3 = Exdp3_temp + Vp [ num2 ]* E [ idx_xdp3 ] [ num2 ] [ 0 ] [ idx_zdp3 ] [ -
idx_ydp3 ] ;
479 Eydp3 = Eydp3_temp + Vp [ num2 ]* E [ idx_xdp3 ] [ num2 ] [ 1 ] [ idx_zdp3 ] [ -
idx_ydp3 ] ;
480 Ezdp3 = Ezdp3_temp + Vp [ num2 ]* E [ idx_xdp3 ] [ num2 ] [ 2 ] [ idx_zdp3 ] [ -
idx_ydp3 ] ;
481 Exdp4 = Exdp4_temp + Vp [ num2 ]* E [ idx_xdp4 ] [ num2 ] [ 0 ] [ idx_zdp4 ] [ -
idx_ydp4 ] ;
482 Eydp4 = Eydp4_temp + Vp [ num2 ]* E [ idx_xdp4 ] [ num2 ] [ 1 ] [ idx_zdp4 ] [ -
idx_ydp4 ] ;
483 Ezdp4 = Ezdp4_temp + Vp [ num2 ]* E [ idx_xdp4 ] [ num2 ] [ 2 ] [ idx_zdp4 ] [ -
idx_ydp4 ] ;
484 Exdp5 = Exdp5_temp + Vp [ num2 ]* E [ idx_xdp5 ] [ num2 ] [ 0 ] [ idx_zdp5 ] [ -
idx_ydp5 ] ;
485 Eydp5 = Eydp5_temp + Vp [ num2 ]* E [ idx_xdp5 ] [ num2 ] [ 1 ] [ idx_zdp5 ] [ -
idx_ydp5 ] ;
486 Ezdp5 = Ezdp5_temp + Vp [ num2 ]* E [ idx_xdp5 ] [ num2 ] [ 2 ] [ idx_zdp5 ] [ -
idx_ydp5 ] ;
487 }
488 e l s e i f ( idx_xd >= npla   1) {
489 Exd = Exd_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd ] [ num2 ] [ 0 ] [ -
idx_zd ] [ idx_yd ] ;
490 Eyd = Eyd_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd ] [ num2 ] [ 1 ] [ -
idx_zd ] [ idx_yd ] ;
491 Ezd = Ezd_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd ] [ num2 ] [ 2 ] [ -
idx_zd ] [ idx_yd ] ;
492 Exdp = Exdp_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd ] [ num2 ] [ 0 ] [ -
idx_zdp ] [ idx_ydp ] ;
493 Eydp = Eydp_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd ] [ num2 ] [ 1 ] [ -
idx_zdp ] [ idx_ydp ] ;
494 Ezdp = Ezdp_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd ] [ num2 ] [ 2 ] [ -
idx_zdp ] [ idx_ydp ] ;
495 Exd2 = Exd2_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd ] [ num2 ] [ 0 ] [ -
idx_zd2 ] [ idx_yd2 ] ;
496 Eyd2 = Eyd2_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd ] [ num2 ] [ 1 ] [ -
idx_zd2 ] [ idx_yd2 ] ;
497 Ezd2 = Ezd2_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd ] [ num2 ] [ 2 ] [ -
idx_zd2 ] [ idx_yd2 ] ;
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498 Exdp2 = Exdp2_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd ] [ num2 ] [ 0 ] [ -
idx_zdp2 ] [ idx_ydp2 ] ;
499 Eydp2 = Eydp2_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd ] [ num2 ] [ 1 ] [ -
idx_zdp2 ] [ idx_ydp2 ] ;
500 Ezdp2 = Ezdp2_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd ] [ num2 ] [ 2 ] [ -
idx_zdp2 ] [ idx_ydp2 ] ;
501 Exd3 = Exd3_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd3 ] [ num2 ] [ 0 ] [ -
idx_zd3 ] [ idx_yd3 ] ;
502 Eyd3 = Eyd3_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd3 ] [ num2 ] [ 1 ] [ -
idx_zd3 ] [ idx_yd3 ] ;
503 Ezd3 = Ezd3_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd3 ] [ num2 ] [ 2 ] [ -
idx_zd3 ] [ idx_yd3 ] ;
504 Exdp3 = Exdp3_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdp3 ] [ num2 -
] [ 0 ] [ idx_zdp3 ] [ idx_ydp3 ] ;
505 Eydp3 = Eydp3_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdp3 ] [ num2 -
] [ 1 ] [ idx_zdp3 ] [ idx_ydp3 ] ;
506 Ezdp3 = Ezdp3_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdp3 ] [ num2 -
] [ 2 ] [ idx_zdp3 ] [ idx_ydp3 ] ;
507 Exdp4 = Exdp4_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdp4 ] [ num2 -
] [ 0 ] [ idx_zdp4 ] [ idx_ydp4 ] ;
508 Eydp4 = Eydp4_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdp4 ] [ num2 -
] [ 1 ] [ idx_zdp4 ] [ idx_ydp4 ] ;
509 Ezdp4 = Ezdp4_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdp4 ] [ num2 -
] [ 2 ] [ idx_zdp4 ] [ idx_ydp4 ] ;
510 Exdp5 = Exdp5_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdp5 ] [ num2 -
] [ 0 ] [ idx_zdp5 ] [ idx_ydp5 ] ;
511 Eydp5 = Eydp5_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdp5 ] [ num2 -
] [ 1 ] [ idx_zdp5 ] [ idx_ydp5 ] ;
512 Ezdp5 = Ezdp5_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdp5 ] [ num2 -
] [ 2 ] [ idx_zdp5 ] [ idx_ydp5 ] ;
513 }
514 / /                  i dx xdd ca t e go r y                  //
515 i f ( idx_xdd < npla   1) {
516 Exdd = Exdd_temp + Vp [ num2 ]* E [ idx_xdd ] [ num2 ] [ 0 ] [ idx_zdd ] [ -
idx_ydd ] ;
517 Eydd = Eydd_temp + Vp [ num2 ]* E [ idx_xdd ] [ num2 ] [ 1 ] [ idx_zdd ] [ -
idx_ydd ] ;
518 Ezdd = Ezdd_temp + Vp [ num2 ]* E [ idx_xdd ] [ num2 ] [ 2 ] [ idx_zdd ] [ -
idx_ydd ] ;
519 Exdpd = Exdpd_temp + Vp [ num2 ]* E [ idx_xdpd ] [ num2 ] [ 0 ] [ idx_zdpd ] [ -
idx_ydpd ] ;
520 Eydpd = Eydpd_temp + Vp [ num2 ]* E [ idx_xdpd ] [ num2 ] [ 1 ] [ idx_zdpd ] [ -
idx_ydpd ] ;
521 Ezdpd = Ezdpd_temp + Vp [ num2 ]* E [ idx_xdpd ] [ num2 ] [ 2 ] [ idx_zdpd ] [ -
idx_ydpd ] ;
522 Exd2d = Exd2d_temp + Vp [ num2 ]* E [ idx_xd2d ] [ num2 ] [ 0 ] [ idx_zd2d ] [ -
idx_yd2d ] ;
523 Eyd2d = Eyd2d_temp + Vp [ num2 ]* E [ idx_xd2d ] [ num2 ] [ 1 ] [ idx_zd2d ] [ -
idx_yd2d ] ;
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524 Ezd2d = Ezd2d_temp + Vp [ num2 ]* E [ idx_xd2d ] [ num2 ] [ 2 ] [ idx_zd2d ] [ -
idx_yd2d ] ;
525 Exdp2d = Exdp2d_temp + Vp [ num2 ]* E [ idx_xdp2d ] [ num2 ] [ 0 ] [ -
idx_zdp2d ] [ idx_ydp2d ] ;
526 Eydp2d = Eydp2d_temp + Vp [ num2 ]* E [ idx_xdp2d ] [ num2 ] [ 1 ] [ -
idx_zdp2d ] [ idx_ydp2d ] ;
527 Ezdp2d = Ezdp2d_temp + Vp [ num2 ]* E [ idx_xdp2d ] [ num2 ] [ 2 ] [ -
idx_zdp2d ] [ idx_ydp2d ] ;
528 }
529 e l s e i f ( idx_xdd >= npla   1) {
530 i f ( 2 * ( npla 1) idx_xdd >= 0) {
531 Exdd = Exdd_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdd ] [ num2 -
] [ 0 ] [ idx_zdd ] [ idx_ydd ] ;
532 Eydd = Eydd_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdd ] [ num2 -
] [ 1 ] [ idx_zdd ] [ idx_ydd ] ;
533 Ezdd = Ezdd_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdd ] [ num2 -
] [ 2 ] [ idx_zdd ] [ idx_ydd ] ;
534 Exdpd = Exdpd_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdpd ] [ num2 -
] [ 0 ] [ idx_zdpd ] [ idx_ydpd ] ;
535 Eydpd = Eydpd_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdpd ] [ num2 -
] [ 1 ] [ idx_zdpd ] [ idx_ydpd ] ;
536 Ezdpd = Ezdpd_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdpd ] [ num2 -
] [ 2 ] [ idx_zdpd ] [ idx_ydpd ] ;
537 Exd2d = Exd2d_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd2d ] [ num2 -
] [ 0 ] [ idx_zd2d ] [ idx_yd2d ] ;
538 Eyd2d = Eyd2d_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd2d ] [ num2 -
] [ 1 ] [ idx_zd2d ] [ idx_yd2d ] ;
539 Ezd2d = Ezd2d_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd2d ] [ num2 -
] [ 2 ] [ idx_zd2d ] [ idx_yd2d ] ;
540 Exdp2d = Exdp2d_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdp2d ] [ -
num2 ] [ 0 ] [ idx_zdp2d ] [ idx_ydp2d ] ;
541 Eydp2d = Eydp2d_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdp2d ] [ -
num2 ] [ 1 ] [ idx_zdp2d ] [ idx_ydp2d ] ;
542 Ezdp2d = Ezdp2d_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdp2d ] [ -
num2 ] [ 2 ] [ idx_zdp2d ] [ idx_ydp2d ] ;
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544 }
545 e l s e i f ( 2 * ( npla 1) idx_xdd < 0) {
546 Exdd = Exdd_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdd +1 ] [ num2 -
] [ 0 ] [ idx_zdd ] [ idx_ydd ] ;
547 Eydd = Eydd_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdd +1 ] [ num2 -
] [ 1 ] [ idx_zdd ] [ idx_ydd ] ;
548 Ezdd = Ezdd_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdd +1 ] [ num2 -
] [ 2 ] [ idx_zdd ] [ idx_ydd ] ;
549 Exdpd = Exdpd_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdpd +1 ] [ -
num2 ] [ 0 ] [ idx_zdpd ] [ idx_ydpd ] ;
550 Eydpd = Eydpd_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdpd +1 ] [ -
num2 ] [ 1 ] [ idx_zdpd ] [ idx_ydpd ] ;
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551 Ezdpd = Ezdpd_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdpd +1 ] [ -
num2 ] [ 2 ] [ idx_zdpd ] [ idx_ydpd ] ;
552 Exd2d = Exd2d_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd2d +1 ] [ -
num2 ] [ 0 ] [ idx_zd2d ] [ idx_yd2d ] ;
553 Eyd2d = Eyd2d_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd2d +1 ] [ -
num2 ] [ 1 ] [ idx_zd2d ] [ idx_yd2d ] ;
554 Ezd2d = Ezd2d_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xd2d +1 ] [ -
num2 ] [ 2 ] [ idx_zd2d ] [ idx_yd2d ] ;
555 Exdp2d = Exdp2d_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdp2d +1 ] [ -
num2 ] [ 0 ] [ idx_zdp2d ] [ idx_ydp2d ] ;
556 Eydp2d = Eydp2d_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdp2d +1 ] [ -
num2 ] [ 1 ] [ idx_zdp2d ] [ idx_ydp2d ] ;
557 Ezdp2d = Ezdp2d_temp   Vp [ num2 ]* E [ 2 * ( npla 1) idx_xdp2d +1 ] [ -
num2 ] [ 2 ] [ idx_zdp2d ] [ idx_ydp2d ] ;
558 }
559 }
560 / /                                                     //
561 Ex_temp = Ex ; Ey_temp = Ey ; Ez_temp = Ez ; Exp_temp = Exp ;  -
Eyp_temp = Eyp ; Ezp_temp = Ezp ; Ex2_temp = Ex2 ; Ey2_temp =  -
Ey2 ; Ez2_temp = Ez2 ; Exp2_temp = Exp2 ; Eyp2_temp = Eyp2 ;  -
Ezp2_temp = Ezp2 ; Exd_temp = Exd ; Eyd_temp = Eyd ; Ezd_temp  -
= Ezd ; Exdp_temp = Exdp ; Eydp_temp = Eydp ; Ezdp_temp = Ezdp -
; Exd2_temp = Exd2 ; Eyd2_temp = Eyd2 ; Ezd2_temp = Ezd2 ;  -
Exdp2_temp = Exdp2 ; Eydp2_temp = Eydp2 ; Ezdp2_temp = Ezdp2 ; -
Ex3_temp = Ex3 ; Ey3_temp = Ey3 ; Ez3_temp = Ez3 ; Exp3_temp  -
= Exp3 ; Eyp3_temp = Eyp3 ; Ezp3_temp = Ezp3 ; Exd3_temp =  -
Exd3 ; Eyd3_temp = Eyd3 ; Ezd3_temp = Ezd3 ; Exdp3_temp =  -
Exdp3 ; Eydp3_temp = Eydp3 ; Ezdp3_temp = Ezdp3 ; Exp4_temp =  -
Exp4 ; Eyp4_temp = Eyp4 ; Ezp4_temp = Ezp4 ; Exp5_temp = Exp5 ; -
Eyp5_temp = Eyp5 ; Ezp5_temp = Ezp5 ; Exdp4_temp = Exdp4 ;  -
Eydp4_temp = Eydp4 ; Ezdp4_temp = Ezdp4 ; Exdp5_temp = Exdp5 ; -
Eydp5_temp = Eydp5 ; Ezdp5_temp = Ezdp5 ; Exdd_temp = Exdd ;  -
Eydd_temp = Eydd ; Ezdd_temp = Ezdd ; Exdpd_temp = Exdpd ;  -
Eydpd_temp = Eydpd ; Ezdpd_temp = Ezdpd ; Exd2d_temp = Exd2d ; -
Eyd2d_temp = Eyd2d ; Ezd2d_temp = Ezd2d ; Exdp2d_temp =  -
Exdp2d ; Eydp2d_temp = Eydp2d ; Ezdp2d_temp = Ezdp2d ;
562
563 } / / End f i e l d s e x t r a c t i o n
564 / / The t o t a l f i e l d s a r e c a l c u l a t e d he r e below f o r t h e s p e c i f i c  -
p o s i t i o n de t e rm in ed by t h e i n d i c e s .
565 Etot = sqrt ( Ex*Ex+Ey*Ey+Ez*Ez ) ;
566 Ex = 0 ; Ey = 0 ; Ez = 0 ; Ex_temp = 0 ; Ey_temp = 0 ; Ez_temp = 0 ;
567 Etotp = sqrt ( Exp*Exp+Eyp*Eyp+Ezp*Ezp ) ;
568 Exp = 0 ; Eyp = 0 ; Ezp = 0 ; Exp_temp = 0 ; Eyp_temp = 0 ; Ezp_temp =  -
0 ;
569 Etot2 = sqrt ( Ex2*Ex2+Ey2*Ey2+Ez2*Ez2 ) ;
570 Ex2 = 0 ; Ey2 = 0 ; Ez2 = 0 ; Ex2_temp = 0 ; Ey2_temp = 0 ; Ez2_temp =  -
0 ;
571 Etotp2 = sqrt ( Exp2*Exp2+Eyp2*Eyp2+Ezp2*Ezp2 ) ;
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572 Exp2 = 0 ; Eyp2 = 0 ; Ezp2 = 0 ; Exp2_temp = 0 ; Eyp2_temp = 0 ;  -
Ezp2_temp = 0 ;
573 Etotd = sqrt ( Exd*Exd+Eyd*Eyd+Ezd*Ezd ) ;
574 Exd = 0 ; Eyd = 0 ; Ezd = 0 ; Exd_temp = 0 ; Eyd_temp = 0 ; Ezd_temp =  -
0 ;
575 Etotdp = sqrt ( Exdp*Exdp+Eydp*Eydp+Ezdp*Ezdp ) ;
576 Exdp = 0 ; Eydp = 0 ; Ezdp = 0 ; Exdp_temp = 0 ; Eydp_temp = 0 ;  -
Ezdp_temp = 0 ;
577 Etotd2 = sqrt ( Exd2*Exd2+Eyd2*Eyd2+Ezd2*Ezd2 ) ;
578 Exd2 = 0 ; Eyd2 = 0 ; Ezd2 = 0 ; Exd2_temp = 0 ; Eyd2_temp = 0 ;  -
Ezd2_temp = 0 ;
579 Etotdp2 = sqrt ( Exdp2*Exdp2+Eydp2*Eydp2+Ezdp2*Ezdp2 ) ;
580 Exdp2 = 0 ; Eydp2 = 0 ; Ezdp2 = 0 ; Exdp2_temp = 0 ; Eydp2_temp = 0 ;  -
Ezdp2_temp = 0 ;
581 Etot3 = sqrt ( Ex3*Ex3+Ey3*Ey3+Ez3*Ez3 ) ;
582 Ex3 = 0 ; Ey3 = 0 ; Ez3 = 0 ; Ex3_temp = 0 ; Ey3_temp = 0 ; Ez3_temp =  -
0 ;
583 Etotp3 = sqrt ( Exp3*Exp3+Eyp3*Eyp3+Ezp3*Ezp3 ) ;
584 Exp3 = 0 ; Eyp3 = 0 ; Ezp3 = 0 ; Exp3_temp = 0 ; Eyp3_temp = 0 ;  -
Ezp3_temp = 0 ;
585 Etotd3 = sqrt ( Exd3*Exd3+Eyd3*Eyd3+Ezd3*Ezd3 ) ;
586 Exd3 = 0 ; Eyd3 = 0 ; Ezd3 = 0 ; Exd3_temp = 0 ; Eyd3_temp = 0 ;  -
Ezd3_temp = 0 ;
587 Etotdp3 = sqrt ( Exdp3*Exdp3+Eydp3*Eydp3+Ezdp3*Ezdp3 ) ;
588 Exdp3 = 0 ; Eydp3 = 0 ; Ezdp3 = 0 ; Exdp3_temp = 0 ; Eydp3_temp = 0 ;  -
Ezdp3_temp = 0 ;
589 Etotp4 = sqrt ( Exp4*Exp4+Eyp4*Eyp4+Ezp4*Ezp4 ) ;
590 Exp4 = 0 ; Eyp4 = 0 ; Ezp4 = 0 ; Exp4_temp = 0 ; Eyp4_temp = 0 ;  -
Ezp4_temp = 0 ;
591 Etotp5 = sqrt ( Exp5*Exp5+Eyp5*Eyp5+Ezp5*Ezp5 ) ;
592 Exp5 = 0 ; Eyp5 = 0 ; Ezp5 = 0 ; Exp5_temp = 0 ; Eyp5_temp = 0 ;  -
Ezp5_temp = 0 ;
593 Etotdp4 = sqrt ( Exdp4*Exdp4+Eydp4*Eydp4+Ezdp4*Ezdp4 ) ;
594 Exdp4 = 0 ; Eydp4 = 0 ; Ezdp4 = 0 ; Exdp4_temp = 0 ; Eydp4_temp = 0 ;  -
Ezdp4_temp = 0 ;
595 Etotdp5 = sqrt ( Exdp5*Exdp5+Eydp5*Eydp5+Ezdp5*Ezdp5 ) ;
596 Exdp5 = 0 ; Eydp5 = 0 ; Ezdp5 = 0 ; Exdp5_temp = 0 ; Eydp5_temp = 0 ;  -
Ezdp5_temp = 0 ;
597 Etotdd = sqrt ( Exdd*Exdd+Eydd*Eydd+Ezdd*Ezdd ) ;
598 Exdd = 0 ; Eydd = 0 ; Ezdd = 0 ; Exdd_temp = 0 ; Eydd_temp = 0 ;  -
Ezdd_temp = 0 ;
599 Etotdpd = sqrt ( Exdpd*Exdpd+Eydpd*Eydpd+Ezdpd*Ezdpd ) ;
600 Exdpd = 0 ; Eydpd = 0 ; Ezdpd = 0 ; Exdpd_temp = 0 ; Eydpd_temp = 0 ;  -
Ezdpd_temp = 0 ;
601 Etotd2d = sqrt ( Exd2d*Exd2d+Eyd2d*Eyd2d+Ezd2d*Ezd2d ) ;
602 Exd2d = 0 ; Eyd2d = 0 ; Ezd2d = 0 ; Exd2d_temp = 0 ; Eyd2d_temp = 0 ;  -
Ezd2d_temp = 0 ;
603 Etotdp2d = sqrt ( Exdp2d*Exdp2d+Eydp2d*Eydp2d+Ezdp2d*Ezdp2d ) ;
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604 Exdp2d = 0 ; Eydp2d = 0 ; Ezdp2d = 0 ; Exdp2d_temp = 0 ; Eydp2d_temp = -
0 ; Ezdp2d_temp = 0 ;
605
606 / / L i n e a r i n t e r p o l a t i o n s e c t i o n .
607
608 / / Group 1
609 slope1 = ( Etotp   Etot ) / d ;
610 EF1 = Etot + slope1 *( z0 [ tidx ]   ( floor ( z0 [ tidx ]*1 e4 ) / 1 e4 ) ) ;
611 slope2 = ( Etotp2   Etot2 ) / d ;
612 EF2 = Etot2 + slope2 *( z0 [ tidx ]   ( floor ( z0 [ tidx ]*1 e4 ) / 1 e4 ) ) ;
613 slope3 = ( EF2   EF1 ) / d ;
614 EF3 = EF1 + slope3 *( y0 [ tidx ]   ( floor ( y0 [ tidx ]*1 e4 ) / 1 e4 ) ) ;
615
616 / / Group 2
617 sloped1 = ( Etotdp   Etotd ) / d ;
618 EFd1 = Etotd + sloped1 *( z0 [ tidx ]   ( floor ( z0 [ tidx ]*1 e4 ) / 1 e4 ) ) ;
619 sloped2 = ( Etotdp2   Etotd2 ) / d ;
620 EFd2 = Etotd2 + sloped2 *( z0 [ tidx ]   ( floor ( z0 [ tidx ]*1 e4 ) / 1 e4 ) ) ;
621 sloped3 = ( EFd2   EFd1 ) / d ;
622 EFd3 = EFd1 + sloped3 *( y0 [ tidx ]   ( floor ( y0 [ tidx ]*1 e4 ) / 1 e4 ) ) ;
623
624 / / Group 2  I I
625 slope16 = ( Etotdpd   Etotdd ) / d ;
626 EFd1d = Etotdd + slope16 *( z0 [ tidx ]   ( floor ( z0 [ tidx ]*1 e4 ) / 1 e4 ) ) -
;
627 slope17 = ( Etotdp2d   Etotd2d ) / d ;
628 EFd2d = Etotd2d + slope17 *( z0 [ tidx ]   ( floor ( z0 [ tidx ]*1 e4 ) / 1 e4 ) -
) ;
629 slope18 = ( EFd2d   EFd1d ) / d ;
630 EF3dd = EFd1d + slope18 *( y0 [ tidx ]   ( floor ( y0 [ tidx ]*1 e4 ) / 1 e4 ) ) ;
631
632 / / S lope x
633 slopex = ( EFd3   EF3 ) / d ;
634 slopex2 = ( EF3dd   EFd3 ) / d ;
635
636 / / G r a d i e n t be tween s l o p e s x and i n t e r p o l a t e d s l o p ex
637 grad3 = ( slopex2   slopex ) / d ;
638 intslopex = slopex + grad3 *( x0 [ tidx ]   ( floor ( x0 [ tidx ]*1 e4 ) / 1 e4 -
) ) ;
639
640 / / Group 3
641 slope4 = ( EFd1   EF1 ) / d ;
642 EF4 = EF1 + slope4 *( x0 [ tidx ]   ( floor ( x0 [ tidx ]*1 e4 ) / 1 e4 ) ) ;
643 slope5 = ( EFd2   EF2 ) / d ;
644 EF5 = EF2 + slope5 *( x0 [ tidx ]   ( floor ( x0 [ tidx ]*1 e4 ) / 1 e4 ) ) ;
645
646 / / Group 3  I I
647 slope10 = ( Etotp3   Etot3 ) / d ;
648 EFsp = Etot3 + slope10 *( z0 [ tidx ]   ( floor ( z0 [ tidx ]*1 e4 ) / 1 e4 ) ) ;
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649 slope11 = ( Etotdp3   Etotd3 ) / d ;
650 EFsdp = Etotd3 + slope11 *( z0 [ tidx ]   ( floor ( z0 [ tidx ]*1 e4 ) / 1 e4 ) ) -
;
651 slope12 = ( EFsdp   EFsp ) / d ;
652 EFs = EFsp + slope12 *( x0 [ tidx ]   ( floor ( x0 [ tidx ]*1 e4 ) / 1 e4 ) ) ;
653
654 / / S lope y
655 slopey = ( EF5   EF4 ) / d ;
656 slopey2 = ( EFs   EF5 ) / d ;
657
658 / / G r a d i e n t be tween s l o p e s y and i n t e r p o l a t e d s l o p ey
659 grad1 = ( slopey2   slopey ) / d ;
660 intslopey = slopey + grad1 *( y0 [ tidx ]   ( floor ( y0 [ tidx ]*1 e4 ) / 1 e4 -
) ) ;
661
662 / / Group 4
663 slope6 = ( Etot2   Etot ) / d ;
664 EF6 = Etot + slope6 *( y0 [ tidx ]   ( floor ( y0 [ tidx ]*1 e4 ) / 1 e4 ) ) ;
665 sloped6 = ( Etotd2   Etotd ) / d ;
666 EFd6 = Etotd + sloped6 *( y0 [ tidx ]   ( floor ( y0 [ tidx ]*1 e4 ) / 1 e4 ) ) ;
667 slope7 = ( EFd6   EF6 ) / d ;
668 EF7 = EF6 + slope7 *( x0 [ tidx ]   ( floor ( x0 [ tidx ]*1 e4 ) / 1 e4 ) ) ;
669
670 / / Group 5
671 slope8 = ( Etotp2   Etotp ) / d ;
672 EF8 = Etotp + slope8 *( y0 [ tidx ]   ( floor ( y0 [ tidx ]*1 e4 ) / 1 e4 ) ) ;
673 sloped8 = ( Etotdp2   Etotdp ) / d ;
674 EFd8 = Etotdp + sloped8 *( y0 [ tidx ]   ( floor ( y0 [ tidx ]*1 e4 ) / 1 e4 ) ) ;
675 slope9 = ( EFd8   EF8 ) / d ;
676 EF9 = EF8 + slope9 *( x0 [ tidx ]   ( floor ( x0 [ tidx ]*1 e4 ) / 1 e4 ) ) ;
677
678 / / Group 5  I I
679 slope13 = ( Etotp5   Etotp4 ) / d ;
680 EF10 = Etotp4 + slope13 *( y0 [ tidx ]   ( floor ( y0 [ tidx ]*1 e4 ) / 1 e4 ) ) ;
681 slope14 = ( Etotdp5   Etotdp4 ) / d ;
682 EFd10 = Etotdp4 + slope14 *( y0 [ tidx ]   ( floor ( y0 [ tidx ]*1 e4 ) / 1 e4 ) -
) ;
683 slope15 = ( EFd10   EF10 ) / d ;
684 EF11 = EF10 + slope15 *( x0 [ tidx ]   ( floor ( x0 [ tidx ]*1 e4 ) / 1 e4 ) ) ;
685
686 / / S lope z
687 slopez = ( EF9   EF7 ) / d ;
688 slopez2 = ( EF11   EF9 ) / d ;
689
690 / / G r a d i e n t be tween s l o p e s z and i n t e r p o l a t e d s l o p e z
691 grad2 = ( slopez2   slopez ) / d ;
692 intslopez = slopez + grad2 *( z0 [ tidx ]   ( floor ( z0 [ tidx ]*1 e4 ) / 1 e4 -
) ) ;
693
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694 / / P o t e n t i a l s c a l c u l a t i o n   t a n g e n t i a l a c c e l e r a t i o n
695 Vpseudo1 = mhe*at *( floor ( z0 [ tidx ]*1 e4 ) / 1 e4   5 . 0 e 3) ;
696 Vpseudo1p = mhe*at *( floor ( ( z0 [ tidx ] + d ) *1e4 ) / 1 e4   5 . 0 e 3) ;
697 Vpseudo1pp = mhe*at *( floor ( ( z0 [ tidx ] + 2*d ) *1e4 ) / 1 e4   5 . 0 e 3) ;
698 Vzero4 = EF7 *1 .5* nval*kval*e*a0 ;
699 Vzero5 = EF9 *1 .5* nval*kval*e*a0 ;
700 Vzero6 = EF11 *1 .5* nval*kval*e*a0 ;
701 Vtot4 = Vzero4 + Vpseudo1 ;
702 Vtot5 = Vzero5 + Vpseudo1p ;
703 Vtot6 = Vzero6 + Vpseudo1pp ;
704 vslopez = ( Vtot5   Vtot4 ) / d ;
705 vslopez2 = ( Vtot6   Vtot5 ) / d ;
706 gradz = ( vslopez2   vslopez ) / d ;
707 intvslopez = vslopez + gradz *( z0 [ tidx ]   ( floor ( z0 [ tidx ]*1 e4 ) / 1 -
e4 ) ) ;
708
709 / / For c a l c u l a t i n g t h e f i e l d s , v s l o p e z i s more a c c u r a t e
710 Vtotalz = Vtot4 + vslopez *( z0 [ tidx ]   ( floor ( z0 [ tidx ]*1 e4 ) / 1 e4 ) -
) ;
711
712 / / P o t e n t i a l s c a l c u l a t i o n   c e n t r i p e t a l a c c e l e r a t i o n
713 Vpseudo2 = mhe*ac *( floor ( x0 [ tidx ]*1 e4 ) / 1 e4   6 . 5 e 3) ;
714 Vpseudo2p = mhe*ac *( floor ( ( x0 [ tidx ] + d ) *1e4 ) / 1 e4   6 . 5 e 3) ;
715 Vpseudo2pp = mhe*ac *( floor ( ( x0 [ tidx ] + 2*d ) *1e4 ) / 1 e4   6 . 5 e 3) ;
716 Vzero1 = EF3 *1 .5* nval*kval*e*a0 ;
717 Vzero2 = EFd3 *1 .5* nval*kval*e*a0 ;
718 Vzero7 = EF3dd *1 .5* nval*kval*e*a0 ;
719 Vtot1 = Vzero1 + Vpseudo2 ;
720 Vtot2 = Vzero2 + Vpseudo2p ;
721 Vtot3 = Vzero7 + Vpseudo2pp ;
722 vslopex = ( Vtot2   Vtot1 ) / d ;
723 vslopex2 = ( Vtot3   Vtot2 ) / d ;
724 gradx = ( vslopex2   vslopex ) / d ;
725 intvslopex = vslopex + gradx *( x0 [ tidx ]   ( floor ( x0 [ tidx ]*1 e4 ) / 1 -
e4 ) ) ;
726
727 / / For c a l c u l a t i n g t h e f i e l d s , v s l op ex i s more a c c u r a t e
728 Vtotalx = Vtot1 + vslopex *( x0 [ tidx ]   ( floor ( x0 [ tidx ]*1 e4 ) / 1 e4 ) -
) ;
729
730 / / P o t e n t i a l s c a l c u l a t i o n   y d imens ion
731 Vzero3 = EF4 *1 .5* nval*kval*e*a0 ;
732 Vzerod3 = EF5 *1 .5* nval*kval*e*a0 ;
733 Vzerod3d = EFs *1 .5* nval*kval*e*a0 ;
734 vslopey = ( Vzerod3   Vzero3 ) / d ;
735 vslopey2 = ( Vzerod3d   Vzerod3 ) / d ;
736 grady = ( vslopey2   vslopey ) / d ;
737 intvslopey = vslopey + grady *( y0 [ tidx ]   ( floor ( y0 [ tidx ]*1 e4 ) / 1 -
e4 ) ) ;
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738
739 / / For c a l c u l a t i n g t h e f i e l d s , v s l op ey i s more a c c u r a t e
740 Vtotaly = Vzero3 + vslopey *( y0 [ tidx ]   ( floor ( y0 [ tidx ]*1 e4 ) / 1 e4 -
) ) ;
741
742 / / I f a p a r t i c l e i s i o n i s e d , i t i s exc l uded from t h e  -
c a l c u l a t i o n
743 i f ( EF5 >= Fion ) {
744 sign = 1 ;
745 b r eak ;
746 }
747
748 / / A c c e l e r a t i o n e x e r t e d on he l ium atoms du r i n g du r i n g t h e nex t  -
t im e s t e p
749 accelx =  intvslopex / mhe ;
750 accely =  intvslopey / mhe ;
751 accelz =  intvslopez / mhe ;
752
753 / / In s i t u d e t e c t i o n bound a r i e s
754 i f ( x0 [ tidx ] >=  0.5e 3 + 6 . 5 e 3 && x0 [ tidx ] <= 0 . 5 e 3 + 6 . 5 e 3  -
&& y0 [ tidx ] > 0 . 5 e 3 && y0 [ tidx ] < 4 . 0 e 3 && z0 [ tidx ] +  -
ztrap   5e 3 >=  0.5e 3 + lengthpcb + vstart*tex && z0 [ tidx -
] + ztrap   5e 3 <= 0 . 5 e 3 + lengthpcb + vstart*tex && sign -
== 0) {
755 Ndet_temp = Ndet [ tidx ] ;
756 Ndet [ tidx ] = Ndet_temp + 1 ;
757 }
758
759 } / / End t i d x
760 / / The p o t e n t i a l v e c t o r e l emen t s a r e s e t t o z e r o
761 f o r ( size_t i3 = 0 ; i3 < elec ; i3++){
762 Vp [ i3 ] = 0 ;
763 }
764
765 } / / End n p a r t i c l e s
766 cout << ” P a r t i c l e l oop t e rm i n a t e d ! ! ” << ”\n” ;
767
768 / / Save t o a f i l e
769 f o r ( size_t nc2 =1; nc2<timesteps ; nc2++){
770 filesave << doub l e ( nc2 1)*dt0 + tex << ”\ t ” << Ndet [ nc2 ] << ”\n” ;
771 }
772
773 filesave . close ( ) ;
774 cout << ”Dat F i l e saved ! ! ” << endl ;
775
776 r e t u r n 0 ;
777 }
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