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ABSTRACT 
Further results are presented of the investigation into the use of 
quantiles in data compression of space telemetry. Tests of hypotheses 
are given using one, two, and four optimum sample quantiles. In Test A, 
one decides whether the mean of a normal population has a value of 
p, or a value of p 2  when the variance is unknown. Test decides 
whether the unknown means of two normal populations are identical 
when the common variance is unknown. Test E decides whether the 
unknown variances of two normal populations are identical when 
the common mean and variance are unknown. Test F decides whether 
or not two normal populations are independent when their common 
mean and variance are unknown. In addition, estimators of the corre- 
lation coefficient are constructed. Sub-optimum test statistics and esti- 
mators using the same four quantiles are also given. In all cases, the 
sample sizes are assumed to be large. 
1. INTRODUCTION 
This Report presents further results of the continuing 
investigation into the use of sample quantiles for data 
compression of space telemetry. The first results of this 
investigation are given in Ref. 1, where estimators of the 
mean of a normal distribution using 1,2,3,4,6,  . . . ,20 
optimal quantiles and estimators of the standard devi- 
ation using 2,4,6, . . . ,20 optimal quantiles are con- 
structed under various constraints. In addition, two 
goodness-of-fit tests are devised, one designed for high 
power against bimodal distributions. The next results are 
given in Ref. 2, where six tests of simple hypotheses using 
quantiles are described and estimators of the correlation 
between two normal populations are constructed. 
Although entirely self-contained, this Report in effect 
continues the discussion of four of the six tests of hy- 
potheses considered in Ref. 2, those designated there as 
Tests A, D, E, and F. Corresponding tests - - -  (designated 
for the purpose of comparison as Tests A, D, E, and F) 
will be given for which, in general, less knowledge of 
the parameters of the population distributions will be 
assumed. 
In Test A, we were given a set of n independent obser- 
vations from a normal population with known variance 
d; the test was designed to decide whether the mean p 
had a value of p, or a value of p2. In Test A, the assump- 
tion that u2 is known is not used. 
In Tests D and E, it was assumed that we are given 
sets of independent samples taken from two independent 
normal populations; the following two problems were 
considered: 
la.  If u = u1 = u2 is known and pl not known, is 
p2 = p, or is p 2  = p, + 0, 0 #O? 
U? - u1 or is u2 = Bu], 0 > O? 
2a. If p, and p2 are known and uI is not known, is 
- 
1 
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4lternative hypothesis 
For Tests fi and E, the corresponding problems that will 
be considered are: 
lb. If both u = u1 = up and pl are not known, is pLp = p1 
2b. If both p = pl = p2 and u1 are not known, is u2 = 0,  
or is p2 = pl + 8, 8#0? 
or is u2 = eal, 8 > O? 
Assumptions 
In Test F, we assumed n independent pairs of observa- 
tions taken from two normal populations with known 
means and variances and tested for independence. In 
addition, estimators of the correlation coefficient p were 
constructed. In Test F, the assumption will be that 
p1 = p2 = p and u1 = u2 = u and, with one exception, that 
both p and u are unknown. Estimators of p will be con- 
structed assuming that u1 and u2 are known but that 
p = p1 = p2 is unknown. All tests and estimators will be 
based on sample quantiles. Test Ai will denote Test A 
using i quantiles, Test Bi will denote Test using i quan- 
tiles, and so on. In all cases the sample sizes are assumed 
to be large (5200). 
The power functions P ,  of the quantile tests and the 
power functions P: of the best tests using all the sample 
values are derived. The efficiencies of the quantile 
tests, defined as Pl,/P: are determined. The efficiencies, 
Var @),Tar ( r ) ,  of 3, the estimators of p using quantiles, 
are also determined for the special case p = 0, where r is 
the sample correlation coefficient. 
Table 1 describes Tests x, 6, E, and F and lists the 
assumptions that are made in connection with each test 
and with the estimation of p. 
When applied to data resulting from space experi- 
ments, the transmission to Earth of a comparatively small 
number of sample quantiles instead of all the sample 
values for the purpose of statistical estimation and pre- 
diction can result in a significant amount of data com- 
pression, particularly when the sample size is large. The 
advantage to be gained by this procedure, however, de- 
pends upon two factors. The first consideration is the 
amount of information that is lost in using sample quan- 
tiles instead of all the sample values. The second con- 
sideration is the amount and complexity of the equipment 
aboard the spacecraft necessary to select the required 
quantiles, as compared with the equipment which could 
perform the same statistical analyses aboard the space- 
craft using all the sample values as would be performed 
on Earth using quantiles. If the loss in information (de- 
fined according to reasonable criteria) is large, the price 
2 
Table 1. Hypotheses and assumptions relating to - - -  
Tests AI D, El and F, and assumptions 
relating to estimating p 
- 
Test Null hypothesis 
a unknown 
x and y indepen- 
dent; p and a 
unknown 
x and y indepen 
dent; p and (I 
unknown 
For one pair of 
quantiles, p1 and 
p2 known; 
a = 6, = a* 
unknown. For twi 
and four pairs 01 
quantiles, 
p = p~ = p~ an, 
u = 6 1  = 6 2  
unknown 
Estimating p p = p1 = pz 
unknown; 
a, and a2 known 
that one would have to pay for data compression in terms 
of loss in precision may be higher than one could afford 
to pay. Moreover, even if the loss in information were 
not excessive, it is evident that if the mechanization of 
a quantile system aboard the spacecraft were not rela- 
tively simple, there would be little justification for using 
quantiles for data compression of space telemetry. 
In a detailed discussion relative to the quantile esti- 
mators given in Ref. 1, Edward C. Posner, in Ref. 3, 
shows that a significant amount of data compression ac- 
companied by high efficiencies can be achieved using 
quantiles. He also suggests several possible applications 
of their use in civilian technology. In addition, a design 
of a quantile system, called a Quantiler, which uses no 
arithmetic operations is described in Ref. 4, and has since 
been built. Thus, it has been shown that even if quantiles 
were to be used only for estimating population param- 
eters, the advantage to be gained in terms of data com- 
pression is not offset by the possible disadvantages given 
previously. 
Statistical analysis, however, is not confined to param- 
eter estimation. The results obtained in Ref. 2 and in this 
Report show that quantile test statistics can be con- 
I 
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strutted which are as efficient as quantile estimators. This 
fact indicates that the possible uses of sample quantiles 
in statistical analysis have not been exhausted. Since the 
advantage gained in terms of data compression is aug- 
mented with each new statistical use that is found for 
quantiles, every area of statistic should be investigated 
to determine how useful the substitution of sample quan- 
tiles for the entire set of samples will prove to be. 
II .  REVIEW OF QUANTILES 
To define a quantile, consider a sample of n independ- 
ent values, xl, x2, . . . , x n  taken from a distribution of a 
continuous type with distribution function G (x) and 
density function g(x). The pth quantile, or the quantile 
of order p of the distribution or population, denoted by 
&,, is defined as the root of the equation G (c,) = p; that is 
p = [ r d G ( x )  = [ .g (x )dx  
The corresponding sample quantile z ,  is defined as fol- 
lows: If the sample values are arranged in nondecreasing 
order of magnitude 
X(1, I x ( 2 )  . . . 4 X , n ,  
then x(  i )  is called the ith order statistic and 
2, = X ( [ n p l + l )  
where [np] is the greatest integer I n p .  
tion, respectively, of the standard normal distribution; 
that is 
where 
The statement “g (x) = N ( p ,  0)’’ will mean that the ran- 
dom variable under consideration is normally distributed 
with mean ,LL and variance and has the density function 
g (x) associated with it. For simplification, when only one 
quantile is being considered, the sample quantile of order 
p will be denoted by z,  the corresponding population 
quantile by r, and the corresponding population quan- 
tile of the standard normal distribution by 5. Thus, one has 
If g (x) is differentiable in some neighborhood of each 
quantile value considered, it has been shown (Ref. 5 )  that 
the joint distribution of any number of quantiles is asymp- 
totically normal as n 3 M and that, asymptotically, 
Hence, one sees that, asymptotically, 
E (2) = 5“ = 05 + p 
and, since g (( .r) = (lis) f (0, E(+)  = 5, 
so that the moments of the sample quantiles of normal 
pl(1 - p2)  ’$ distributions are expressable in terms of the standard nor- 
mal distribution. When m quantiles are being considered, 
the sample quantiles will be denoted by Z ,  of order p , ,  
i = 1,2, . . . , m, and p ,  < p 1  for i < j .  <, will denote the 
corresponding population quantiles of the standard nor- 
mal. Since n is assumed to be large, the statistical analyses 
to be given in the sequel will be based on the asymptotic 
normal distribution of the sample quantiles. 
= [ p * ( l  - P I ) ]  
where pll is the correlation between z,,, and zp2 and 
p1 < p2. 
Throughout this Report, we will denote by F (x) and 
f (x, = F’ (x) the distribution function and density func- 
3 
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111. TEST A. TESTING THE MEAN OF A NORMAL DISTRIBUTION 
USING QUANTILES WHEN CT IS UNKNOWN 
A. Test 2, 
Suppose one is given a set of n sample values taken 
from a normally distributed population with density func- 
tion g (x), and one wishes to test the null hypothesis: 
H , ! :  g ( x )  = g1 (x) = N (pl, a), u unknown 
against the alternative hypothesis: 
HI:  g (x) = g1 (x) = N (p2,  u), u unknown 
where p2 > pi (p.. < pl). If p1 = 0, this would correspond 
to the problem of detecting a DC signal of known ampli- 
tude in the presence of additive stationary Gaussian noise 
with unknown noise power U. The tests given here will be 
based on one, two, and four sample quantiles. 
Beginning with one quantile, let z denote the sample 
quantile of order p .  Then one has 
CJnder H,,: 
E ( z )  = U< + p,, Var ( z )  = u 2 d  
where 
Under H , :  
If u were known, the best critical (or rejection) region 
determined by the likelihood ratio inequality (Ref. 6, 
p. 166) is given by 
z > PL + u ( a h  + 0, 
z < ~1 - u ( a b  + 0, 
p.! > p1 
11: < pi 
(1) 
where F (  -b )  = F ,  the significance levcl of the test (that 
is, c is the probal)ility of rejecting I I , ,  when €Il, is truc). 
Thc order of z can bc chosen arbitrarily but, in thc ab- 
sencc of compelling rcasons to the contrary, should h c *  
chosen to maximize P, , ,  the power of the test (that is, the 
probability of rejecting I ] , ,  when H , ,  is false). It is obvious, 
however, that a rejection region of this form is uselcss 
unless u is known. What is needed is a rejection criterion 
for which the probability of occurrence when HI, is t r w  
4 
can be calculated when u is unknown. A rejection region 
which can meet this condition is given by 
NOW the order of z is no longer arbitrary, but must be 
chosen such that the probability of Ineq. (2) occurring is 
equal to E .  This is accomplished as follows: 
Under HI,, for pi > p l :  
= F ( b )  = 1 - F 
Thus, if 11 can be chosen so that -</a = h, the probability 
of Ineq. (2) occurring will be equal to E ,  as required. NOW 
for fixed n, u = u ( p )  = - [ / a  is a function only of p with 
the following properties for 0 < p < 1. u ( p ) =  -u(l - p ) ,  
u (p) -+ 0 as p + zero and one, and u ( p )  attains a maxi- 
mum of 0.78 n': at p = 0.0576 and a minimum of -0.78 n'b 
at p = 0.9424. Thus, for n 5 200, since u ( p )  is continuous 
on 0 < p < 1, u ( p )  takes on all values between 
-0.78 n'5 r - 11.03 and 0.78 n'i ih 11.03. Since F ( -  11.03) 
r 0  and F(11.03) g 1, it is readily seen that, for all 
realistic values of F ,  values of p can indeed be determined 
such that Pr(z > p , )  -- F for p2 > pl and such that 
Pr ( z  < pl) = F for pL < pl. The rejection criteria given 
by Ineqs. (1) and (2) differ essentially in that, in the 
former case, the order of the statistic z can be fixed for 
all F and n,and then the right-hand side depends on E and 
n. In the latter case, the right-hand side is fixed for all 
F and n, while the order of z depends on both n and E .  
It will be seen, however, that this restriction on the order 
of z will not occur in Tests A, and A,, athough a different 
type of restriction will be placed on the statistic used for 
cach of these tests. 
The power of the test, which of course depends on the 
unknown 0, is determined as follows: 
lJnder HI, for p2 > pl: 
= 1 - PI, 
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The expression for Po is identical with that in Test 
A where u is known. In Test A, we were at liberty to 
choose the median, z (0.5), as this is the sample quantile 
which maximizes Po. In the present case, however, the 
order of z,and hence the value of a-: is determined by the 
restriction -</a = b. In order to compare the power 
functions of Tests A, and A,, we take, as an example, 
n = 200 and E = 0.01. Then for Test A, using the median 
for p2 > p,, one has 
Po (Test.4,) = 1 - F 2.326 - 11.285 U ) ( (3) 
For Test A,, one uses z (0.4177) since p = 0.4177, 4 = 
-0.2078, a-’ = 11.1955, and - ( / a  = 2.326, resulting in 
p2 - p1 P,, (Test A,) = 1 - F 2.326 - 11.196 ~ 
U 
If is known, the optimum test statistic using all the 
sample values is based on their sum, and the power func- 
tion P:, of this tcst is easily determined to be 
Although Student’s t-test is generally used if u is unknown, 
since n is large very little error will be introduced if one 
uses the expression given by Eq. (5) as the optimum Ph 
for Test AI, and the results obtained with respect to the 
efficiency of the test will be conservative. We will there- 
fore adopt this procedure in this and all subsequent tests. 
A comparison between the coefficient of (p. - pl)/u in 
Eq. (3) and the same coefficient in Eq. (4) shows that very 
little power is lost by dropping the assumption that u is 
unknown. It is true that as E decreases the value of u 
increases, thereby decreasing Pll. However, the effect is 
negligible unless E is taken to be exceedingly small. For 
example, for n = 200, if E = 0.001 then p = 0.3906, and 
a-l, the coefficient of (pz - pl),/u in Po, is 11.1265, whereas 
if E = 0.05, p = 0.4414 and a-’ = 11.240. 
Test A, can now be described: For given values of n 
and E ,  choose the sample quantile z of order p such that 
- ( / a  = b. Then, for p2 > p,, if z < PI,  accept HI,; other- 
wise, reject HI,. For p 2  < p,, if z > p,, accept HI); 
otherwise, reject H,l, It should be noted that for p2 > pl, 
p < 0.5, i < 0; and for p2 < pl, p > 0.5, ( > 0. Fig. 1 gives 
the power and efficiency of Test A, and the efficiency of 
Test A, for n = 200, = 0.01. 
P2 - P I  IT1 
Fig. 1. Power and efficiency of Test E, and efficiency 
of Test A,, for n = 200, E = 0.01 
B. Test A, 
Let z1 and z2 denote the sample quantiles of orders p ,  
and p z  = 1 - pl. Then one has: 
Under H , :  
E (z , )  = - ab2 + pL1 Var (zl) = Var ( z2 )  = u2 aS 
where 
Under H , :  
When u is known, the likelihood ratio inequality gives 
rejection regions of the form 
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Since the rejection regions again depend upon 0, 
they cannot be used in the present test. However, since 
an estimate of u can be obtained from two quantiles of 
the form 2 = c (z2 - zJ, we substitute 2 for u in Ineq. (6), 
which results, for p2 > PI, in a rejection region of the form 
y = (1 + a )  z1 + (1 - ff) z2 > 2p*, (7) 
provided that the probability of the occurrence of Eq. (7) 
can be shown to be equal to F when u is unknown. Now 
Under If,,: 
Var(y) = a'a'[(l + a ) ,  + (1 - a)' + 2(1  - a ) ( l  + a)p]  
= 2u"a' [ l  + p + as (1 - p)]  
where p denotes the correlation between z I  and z?. 
= F (b )  = 1 - F 
It is thus seen that the probability of Eq. (7) occurring is 
independent of U, and the orders of the symmetric quan- 
tiles zI and z? are subject only to the restriction that 
TO determine P,,, one has 
CrntIc,r HI  : 
E (y) = 2 (pZ - NU<') 
Var(y) = 2 ~ ' d  [ l  + p + a ' ( l  - p)] 
so that 
= 1 - P,, 
Substituting in Eq. (9) the value of 2 given by Eq. (8) 
and putting a' = a?/n results in 
- 
P,,(Test A,) =, \ 
1 -  
Comparing the above expression with 
[ (2n;iy)] 
P, (Test A?) = 1 -- F b - 
one sees that P ,  (Test A,) -+ P,, (Test A,) asymptotically 
as n -+ M. One also sc'c's that for fixed ti, the coefficient of 
(p? - pl) u in P,, (Tcst .4)) depends only upon the orders 
of the quantiles choscm for the test, while the coefficient 
in P,, (Test AL) depends also upon b (which depends on F ) .  
However, for large ti the dvpendcncc' upon b of the coeffi- 
cient in P,, (Test A') is not very sensitive. For example, for 
n = 200, if one uses the quantiles which maximize P,, 
(Test A,) those of orders pl = 0.2703, pr = 0.7297, the 
coefficic~it of ( I C ?  - ,iI) u in P,, (Test A,) is q i i d  to 12.462 
for E 0.01, 12.595 for F = 0.05, and 12.257 for F = 0.001. 
In P,, (Test A;), this coefficient equals 12.7% 
Although the use in Test A, of the quantiles which 
maximize P,, (Test A,) is not strictly optimum, the loss in 
power by doing so is negligible and the advantage to be 
gained by standardizing the test is obvious. Accordingly, 
for pi  = 0.2703, pr = 0.7207, one has 
2.4699b' 
(10) a-  7 0.7491n - 1.1347b' 
For p-. > pi ,  
and hcncc. for the iisrial small \ d u e s  of F ,  b > 0 and, since 
t2 > 0, a must be positive, so one must use the positive 
root of cry .  For p, < E L , ,  
Therefore, in this case one must use the negative root of 
d. Thus, the test using two symmetric quantiles can be 
expressed as follows. For p, > p l ,  if [ ( l  + ( ~ ) / 2 ]  z (0.2703) 
+ [ ( l  - a )  21 ~(0.7297) < pi, acccpt H , ) ;  otherwise, re- 
ject H,, .  For p2 < pi ,  if [ ( l  - a),2] z (0.2703) + 
[(l i a ) ,  21 z (0.7297) > E L * , ,  accept H , , ;  otherwise, reject 
6 
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H,. a" is given by Eq. (10) and it is readily seen that for all 
realistic values of E ,  (Y? > 0 even for moderate values of n. 
In order to illustrate the small loss in power in using the 
above values of pi and p2 instead of the optimum values, 
for n = 200, E = 0.01, the optimum quantiles for Test A, 
are those of orders pi = 0.2498, p, = 0.7502. Using these 
values, the coefficient of (p2 - p , ) / u  in Po (Test .&) equals 
12.475 as compared to 12.462 for pi = 0.2703, p, = 0.7297. 
Nevertheless, the optimum quantiles can be determined 
with a small amount of effort for fixed values of b and n, 
and then the value of 01" is given by Eq. (8). 
For n = 200, E = 0.01, a = 0.3050 and the acceptance 
regions are given by 
0.6525 z (0.2703) + 0.3475 z (0.7297) < pi, 
0.3475 z (0.2703) + 0.6525 z (0.7297)> p,, 
p 2  > p, 
p2 < p, 
Fig. 2 gives the power and efficiency of Test A, using the 
optimum quantiles and the efficiency of Test A? for 
n = 200, E = 0.01. 
I .c 
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w 2 0.c 
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a z 
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a 0 4  
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3 
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0.2 
C 
0. I 0.2 0.3 0.4 0.5 
Fig. 2. Power and efficiency of Test A, and efficiency 
of Test A,, for n = 200, E = 0.01 
C. Test A,, 
Let Zi, i = 1, 2, 3, 4 denote four sample quantiles such 
that p ,  + p, = p? + p:% = 1. The best statistic in Test A, 
was found to be a linear combination of the zi, and the 
rejection regions, determined by the likelihood ratio in- 
equality, were of the form 
Using the same technique here as in Test A,, we sub- 
stitute for the unknown u in Ineq. (11) the estimate 
$ = c(z4 - z,)  + C ( Z ,  - zI), and this results; for p, > pi, 
in the rejection region given by 
y (0.192 + a) + (0.192 - a) 2 4  + (0.308 + a) ZZ 
+ (0.308 - a) 2 3  > p1 (12) 
where a must be determined such that the probability of 
Eq. (12) occurring is equal to E when u is unknown. 
Under Elo:  
E (2,) = pl - , 
E (2,) = pl - ut3 , 
E ( 2 3 )  = pi + 4 s  
E (24 )  = pi + 
Var ( z , )  = Var (2,) = o2aZ 
Var (z,) = Var (z3)  = u'ag 
where 
One also has, under Ho,  
Var (y) = 2u2 {a: [0.03686 (1 4- pI4) + a' (1 - p14)] 
+ U: [0.09486 (1 -I- pz3) + CY' (1 - pz3)I 
+ 2a:,a, [ (0.05914 + a') pi? + (0.05914 -a2) ~131) 
= 2u'y' 
where p,,  denotes the correlation between zi  and zj .  
7 
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so that 
To determine Po, one has 
Under H , :  
E (y) = p2 - (93 + SJ 
Var(y) = 2u'y' 
(14) 
p2 - p1 
= F [ b  - -1 ay (2)s = 1 - PI ,  
The optimum quantiles for Test A,, which we will aso 
use in Test A,, are those of orders 
p ,  = 0.1068 
p 2  = 0.3512 
p 3  = 0.6488 
p4 = 0.8932 
('sing these quantiles, one obtains 
(15) 
0.5434b2 
5.2864n - 4.1696b' 
a- = 
For n = 200, t = 0.01, the coefficient of (p2 - p l ) / a  in 
Eq. (14) is equal to 13.420 compared to 13.562 for the 
corresponding coefficient in P o  (Test A,), so that the power 
loss in assuming u is unknown and using in Test A, the 
optimum quantiles for Test A, is again small. For p2 > pl, 
the positive root of a* is used in the test statistic; for 
p2 < pI, the negative root is used. The test can thus be 
given as follows. For pr > p l ,  if (0.192 + a) z (0.1068) + 
z (0.6488) < p, ,  accept H , , ;  otherwise, reject H,, .  For 
p2 < p,, if (0.192 - a) z (0.1068) + (0.192 + a) z (0.8932) + 
(0.308 - a) =. (0.3512) t (0.308 + a) z (0.6488) > p,, accept 
fill; otherwise, reject H , ) .  
For n = 200, p = 0.01, a = 0.05331 and the ucceptuncc 
regions are given by 
(0.192 - a) z (0.8932) + (0.308 + a) z (0.3512) + (0.308 - a) 
0.24452 (0.1068) + 0.13912 (0.8932) + 0.36092 (0.3512) 
+ 0.2555~(0.6488) < p l ,  pz > p ,  
0.31912 (0.1068) + 0.24452 (0.8932) + 0.2555~ (0.3512) 
+ 0.36092 (0.6488) > pl, p2 < pl 
For other values of n and E ,  a2 is determined by Eq. (15) 
if the optimum quantiles for Test A, are used in Test A,. 
If the true optimum quantiles for Test x4 are determined, 
then a' is given by Eq. (13). However, since Po (Test A,) 
is already very nearly equal to Po (Test A4) when the 
optimum quantiles for Test A, are used in both tests and, 
moreover, Po (Test x4) cannot exceed the maximum P,,  
(Test A4) under the best of circumstances, from a prac- 
tical point of view it seems hardly worthwhile determin- 
ing the optimum quantiles for Test x4. Fig. 3 gives the 
power and efficiency of Test A, and the efficiency of Test 
A,, for n = 200, E = 0.01. 
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Fig. 3. Power and efficiency of Test A, and efficiency 
of Test A,, for n = 200, F = 0.01 
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IV. TESTS 6 AND E. TWO SAMPLE TESTS 
A. Statement of the Problem 
,In this Section, it is assumed that we are given sets of 
independent samples taken from two independent nor- 
mally distributed populations with density functions 
g1 (x) and g,(y) and consider the following two tests: 
Tests D and E differ from Tests D and E considered in 
Ref. 2 in that in Test D u is assumed known, and in 
Test E p, and pz are assumed known but not necessarily 
equal. It should be noted that in Test we have not 
achieved complete generality, since we are assuming that, 
although p, and p2 are unknown, they are nevertheless 
equal. For simplicity we will assume identical sample 
sizes for both sets of samples. Modification of the tests 
for sample sizes n, and n2 # n, will be obvious. The tests 
will be based on one, two, and four pairs of sample quan- 
tiles, one of each pair from the first set of samples and 
the other from the second set. 
6. Test E,. One Pair of Quantiles 
Let z denote the sample quantile of order p of the 
samples taken from the first population, that with density 
g1 (x), and let z' be the sample quantile of order 1 - p 
of the samples taken from the second population. The 
test statistic will be w = z - z', and the rejection regions 
are given by 
w = z - z ' < O ,  fore>O 
w = z - z ' > O ,  forB<O ( 16) 
As in Test A,, the orders of the quantiles will be chosen so 
that the probability of Eq. (16) occurring will be equal 
to E when p and u are unknown. 
LTnder H , , :  
E ( z )  = p + 05, 
E (2') = - a[, Var (w)  = 20'a" 
E (w) = 2ut 
Var ( z )  = Var (z ')  = +'a2 
where 
For 0 > 0, 
- 2u5 - 2'h p 
Pr(w < 0) = F (K) = F (7) = F(b) = E 
( 17) 
From Eq. (17) it is seen that the order of z must be chosen 
such that 
b -- a 2% 
and that, since b < 0, C > 0 and p > 0.5. To determine 
PI, ,  one has 
Under HI  : 
E (2 )  = p + 05, 
E (z') = p + 6 - ut, 
Var ( 2 )  = Var (z') = U'U' 
Var(w) = 22a2 
and, for 0 > 0, 
The power function of the best test using all the samples 
when u is known is given by 
F'G = F [ b  + :(:)'I 
9 
JPL TECHNICAL REPORT NO. 32-755 
As in Test X I  the condition given by Eq. (18) can be met 
for all realistic values of E .  For n = 200 and F = 0.01, 
p = 0.5582. Under these conditions, one has 
P,,(TestD,) = F - 2.326 + - 
U 
P, ,  (Test D1) = F - 2.326 + - 
U 
and it is seen again that the power of the test when u is 
unknown differs very little from that when u is known. 
Test fi, can now be described as follows: Choose those 
sample quantiles z and z' of orders p and 1 - p ,  respec- 
tively, which satisfy Eq. (18) and, for 6' > 0, if z - z' > 0, 
accept H , , ;  otherwise, reject H,, .  For 0 < 0, b > 0 and 
hence < 0, p < 0.5. For this case, ifz - z' < 0, accept 
H(, ;  otherwise, reject H,, .  For n = 200, F = 0.01, the 
ucceptunco regions are given by 
z (0.5582) - z' (0.4418) > 0, 
z (0.4418) - z' (0.5582) < 0, 
for e > 0 
for 0 < 0 
Table 2 shows the power and efficiency of Test E,, for 
Table 2. Power and efficiency of Test E,, and 
efficiency of the same test with u known, 
for n = 200, E = 0.01 
0.15 
0.20 
0.25 
0.30 
0.40 
P,, 7 Efficiency 
0.01 23 
0.0269 
0.0629 
0.1284 
0.2307 
0.3676 
0.5233 
0.8032 
0.9503 
0.9461 
0.791 2 
0.6807 
0.6282 
0.6198 
0.6479 
0.6979 
0.8429 
0.9538 
Efficiency 
(u known) 
0.9538 
0.7941 
0.685 1 
0.6336 
0.6252 
0.6507 
0.6990 
0.8467 
0.9553 
C. Test Ti,. Two Pairs of Quantiles 
Let z ,  and z2 be the sample quantiles of the first popu- 
lation of orders pl and p ,  = 1 - pl, and let z; and z', be 
the corresponding sample quantiles of the second popll- 
lation. To eliminate dependence on 
regions of the test will be taken as 
and U, the rejection 
< 0, fore > 0 
> O ,  fore < 0 y = (1 + a) (2, - 2:) + (1 - a) (21 - z',) 
(19) 
a will be determined such that the probability of Eq. (19) 
occurring is equal to F when p and are unknown. 
Under H , , :  
E (2,) = E (2:) = p. - uc2 
E ( 2 2 )  = E (z:) = p. + ub, 
Var (2,) = Var (2,) = Var (2:) = Var (2:) = u'a' 
where 
and 
E (y) = 2u5, [(l + a) - (1 - a)] = 4auQ2 
v a r ( y ) =  2 u ~ [ ( 1 + a ) ~ +  ( l - a ) ' + a ( l - a ) ( l + a ) p ]  
= 402u* [l + p + a2(1  - p ) ]  
where p denotes the correlation between z I  and z2 and 
also that between z{ and z:. For e > 0 
and hence 
a'b' (1 + p )  
45'; - a'b2 (1 - p )  
aY = 
Lrnder H I  : 
E (y) = 4au4-2 - 28 
Var(y) = 4uYa'([l + p + a3(1 - p ) ]  
and, for 0 > 0, 
1 0  
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The orders of the quantiles which maximize 
[ uu (1 + p)” Po (Test D,) = F b + 
accept H,,;  otherwise, reject H , , .  For n = 200, F = 0.01, 
and using the optimum quantiles of Test D,, the accept- 
ance regions are given by 
1.5425 [ Z  (0.7297) - Z’ (O.2703)] 
are 
+ [ z (0.2703) - Z’ (0.7297)] > 0, for 6’ > 0 
z (0.7297) - Z’ (0.2703) 
which are identical with the orders of the quantiles which 
maximize PI, (Test A?). Using these values, one obtains 
from Eq. (20) 
(22) 
2.4699b’ 
1.4982n - 1.1347b2 
az = 
For n = 200 and E = 0.01, (Y = 0.21338, so that for these 
conditions 
P,(TestD,) = F - 2.326 + - 
U 
P,,(Test D2) = F - 2.326 + - 
U 
The quantiles which actually maximize P,,  (Test D2) for 
12 = 200, E = 0.01, are those of orders p ,  = 0.2644 and 
p ,  = 0.7356, and for those values 
Pn (Test 6,) = F -2.326 + - 
U 
which again indicates that only a slight advantage can be 
gained by determining the optimum quantiles. 
Thus, for given values of n and E ,  one either uses the 
quantiles of orders given by Eq. (21) and determines a 
from Eq. (22), or one finds the optimum quantiles and 
then determines (Y from Eq. (20). For 6’ > 0, the positive 
root of a’ is used in the test statistic and for 6 < 0, the 
negative root is used. This results in the following tests 
using two pairs of symmetric quantiles. For 6’ > 0, if 
(1 + 4 [ z ,  - Z:] + (1 - a) [Zl - z:1 > 0 
accept H,; otherwise, reject H , , .  For 6’ < 0, if 
(1 - a) [z ,  - z:] + (1 + a) [ z ,  - z:] < 0 
+ 1.5125 [ z  (0.2703 - z’(0.7297)] < 0, for 0 < 0 
Table 3 gives the power and efficiency of Test 
the efficiency of Test D,. 
and 
Table 3. Power and efficiency of Test E., and 
efficiency of the same test with u known, 
for n = 200, E = 0.01 
I Efficiency Iu known1 PU Efficiency 
~ 
0.01 
0.05 
0.10 
0.15 
0.20 
0.25 
0.30 
0.40 
0.50 
0.01 26 
0.0300 
0.0756 
0.1611 
0.2931 
0.4606 
0.6355 
0.8920 
0.9833 
0.9692 
0.8824 
0.8182 
0.7082 
0.7875 
0.8093 
0.8476 
0.9361 
0.9870 
0.9769 
0.8912 
0.8323 
0.8048 
0.8047 
0.8 253 
0.8613 
0.9431 
0.9888 
D. Test E4. Four Puirs of Quuntiles 
Let zi, i = 1,2,3,4,  denote the sample quantiles of the 
first population of orders p i  such that pl + p ,  = p2 + 
p ,  = 1, and let Z: be the corresponding sample quantiles 
of the second population. The rejection regions of the test 
will be taken as 
y = (0.192 + a) ( z ~  - z:) + (0.192 - a) (21 - z:) 
+ (0.308 + a) (z, - 2:) 
< 0, fore > 0 
>O, fore < O  (23) 
t (0.308 - a) (2 ,  - 2:) 
a will be determined such that the probability of Eq. (23) 
occurring will be equal to E when p and u are unknown. 
1 1  
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Po Effici8ncy 
0.01 0.0128 0.9846 
0.05 0.0322 0.9471 
0.10 0.0850 0.91 97 
0.15 0.1 854 0.9070 
0.20 0.3380 0.9081 
0.25 0.5236 0.9200 
0.30 0.704 1 0.9391 
0.40 0.9319 0.9780 
0.50 0.9928 0.9965 
Omitting much of the tedious details, one has 
Efficiancy 
la known) 
0.9923 
0.9559 
0.9286 
0.9173 
0.9177 
0.9290 
0.9463 
0.9808 
0.9969 
where 
F(b)  = f 
pi i  denotes the correlation between z ,  and z,, 
and also between z: and z:. 
For 6' > 0, the power function of the test is given by 
, , = F ( b + & )  
where 
y' = a: [0.03686 (1 + p14) + a' (1 - p14)] 
+ a$ [0.09486 (1 + p23) + a2 (1 - pz3)I 
+ 211$.24 [0.05914 + a') plz + (0.05914 - a') p13I 
The orders of the quantiles which maximize Po (Test D,) 
will be used in Test E,, and are given by 
pl = 0.1068 
pz = 0.3512 
p3 = 0.6488 
p4 = 0.8932 
Using these values, Eq. (24) becomes 
0.5435b2 
10.5729n - 4.1696b2 
a' = 
and for n = 200, E = 0.01 
P o  (Test 6,) = F -2.326 -t  
U 
Po (Test D4) = F -2.326 + - 
U 
For 0 > 0, the positive root of a? is used; for 0 < 0, 
the negative root is used. Thus, the test can be expressed 
as follows. For 0 > 0, if 
(0.192 + a) (2, - 2') + (0.192 - a) (z, - 2:) 
+ (0.308 + a) (23 - 2:) + (0.308 - a) ( 2 2  - 2:) > 0 
accept H,,; otherwise, reject H,). For 0 < 0, if 
(0.192 - a)*(& - 2:) 4- (0.192 + a) (2 ,  - 2:) 
4- (0.308 - a) ( z3  - 2:) + (0.308 + a) ( 2 2  - 2;) < 0 
accept Hn; otherwise, reject H,. For n = 200, F = 0.01, 
the acceptance regions are given by 
0.2293 [ Z  (0.8932) - Z' (0.1068)l 
+ 0.1543 [2(0.1068) - ~'(0.8932)] 
+ 0.3457 [ z (0.6488) - Z' (0.3512)] 
+ 0.2707 [z (0.3512) - z' (0.6488)l > 0, for 0 > 0 
0.1543 [ Z  (0.8932) - Z' (0.1068) J 
+ 0.2293 [ Z  (0.1068) - Z' (0.8932)] 
+ 0.2707 [ Z  (0.6488) - Z' (0.3512)] 
+ 0.3457 [z (0.3512) - z' (0.6488)l < 0, for 0 < 0 
Table 4 gives the power and efficiency of Test E, and the 
efficiency of Test D,, for n = 200, 0.01. 
Table 4. Power and efficiency of Test b4, and 
efficiency of the same test with u known, 
for n = 200, E = 0.01 
The following modifications should be made if the 
sample sizes are n ,  and n, # n,, where n,  and n2 are both 
large. Define 
12 
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Then the condition - 5/( i  = b/2 in Eq. (18) in Test 6, is 
replaced by the condition 
In Test E,, the values of az in Eqs. (20) and (22) are 
replaced by 
2 b 2  (-) nl + n2 (1 + p) 
nln2 
al' == 
85; - Z2b2 (-) 11.1 + n, (1 - p)  
nln2 
and 
2.4699b2 (-) n1 + n2 
nln2 a- = 
2.9964 - 1.1347b' - ( nbTt,:2) 
In Test E,, the values of CY') in Eqs. (24) and (25) are 
replaced by 
and 
however, this type of test statistic cannot be used because 
p is unknown. A different type of test statistic is needed 
which will eliminate dependence on both p and u. For 
this purpose, linear combinations of one, two, and four 
pairs of sample quantiles will be used and, as we shall 
see, the efficiencies of these tests compare very favorably 
with the efficiencies of the tests of Test E. Moreover, the 
present tests have the additional advantage that the test 
statistics are no more difficult to determine, for given 
values of n and F ,  than those of Test 6. 
Beginning with one pair of quantiles, let z be the sam- 
ple quantile of order p of the first population and z' the 
sample quantile of order p' of the second population. The 
test statistic that will be used is 
y = z - z '  
0.5435b2 (-) nl + n2 
= n1n2 
21.1458 - 4.1696b2 
E. Test e,. One Pair of Quantiles 
In Test E, it is assumed that both p = p1 = pz and 
G- = u1 = ul' are unknown. In Test E, by virtue of the 
assumption of known means, we were permitted to assume 
without loss of generality that pl = p, = 0. In effect, then, 
Test E is a special case of Test E for which the means are 
equal to zero, but known. Hence, any test that is appli- 
cable to the hypotheses of Test E is, a fortiori, applicable 
to the hypotheses of Test E. Now for Test E, in order to 
eliminate dependence on u, ratios of linear combinations 
of sample quantiles of the first population to the same 
linear combination of sample quantiles from the second 
population were taken as test statistics. The distribution 
of the ratios was determined, and rejection regions were 
calculated only for the special case n = 200 and E = 0.02, 
using one, two, and four pairs of quantiles. For Test E, 
- 
where 
The rejection region for 0 > 1 will be taken as 
Y < O  
so that 
and hence the orders of the quantiles must satisfy the 
condition 
- ( P  - P') = b 
[a' + (a')']% 
Under H , :  
E (y) = u ( 5  - et ' ) ,  Var (y) = u2 [a' + e2 (a')*] 
1 3  
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and 
If, as in Test E,, we now put p' = 1 - p (C' = -<), 
thereby eliminating one degree of freedom in Eq. (26), 
the following unsatisfactory result would ensue: 
and 
Since b < 0, [ is constrained to be positive so that PI, 
would vary from PI, = F as o +  1 to a maximum of 
F (b/2'5) as 6 + CO,  which, for F = 0.01, for example, 
would be PI, = 0.05. A similar situation would arise if 
one takes y > 0 as the rejection region. For this case, since 
F ( b )  = 1 - F ,  b is positive and C would have to be neg- 
ative. As a result, F [ -C(l + 0 ) / ( 1  + 09)'h] = 1 - P,, and 
- C (1 + e)/  (1 + O?)',$ would never be negative for 8 > 1. 
P,, would again vary from 1 - F (b) = F to 1 - F (b/2':1) 
= 0.05 for F = 0.01. The difficulty lies in the fact that for 
6 > 0 and I' < 0, in the first case, - ( C  - O(')/[a2 + 
is never positive for 6 > 1. In order to maximize P,,, the 
condition ( > C' > 0 must be imposed so that for suffi- 
ciently large 8, - (( - 6 [ ' ) / [ a 2  + ( ~ ' ) ~ ] ' h  > 0 and 
F { - ( C  - 6 ( ' ) / [ a 2  + ( u ' ) ~ ] ' , $ }  > 0.5. A few sample calcu- 
lations show that p = 0.9424 (( = 1.575) should be used 
and then p' determined so as to satisfy Eq. (26).  For 
0 < 1, y > 0 is the rejection region, p' = 0.9424 and p is 
determined so as to satisfy Eq. (26) where F (b) = 1 - P .  
It is easy to show that, for given values of n and F ,  if 
12 = 0.9424 and p' maximizes PI, for 8 > 1, then I ,  = p' and 
1,' = 0.9424 will maximize P,, for 8.' and 
Test E, can now be described as follows: If 
y = z (0.9424) - z' (p')  > 0, for 8 > 1 
y = z ( p )  - ~'(0.9424) < 0, for e 1 
accept HI,; otherwise, reject HI,. p' for 8 > 1 and p for 
8 < 1 are determined so as to satisfy Eq. (26) where 
14 
F ( b )  = F for 6 > 1 and F ( b )  = 1  - E  for 8 < 1. For 
n = 200, F = 0.01 the acceptance regions are 
z (0.9424) - z' (0.8751) > 0, 
z (0.8751) - z' (0.9424) < 0, 
for 8 > 1 
for 8 < 1 
Table 5 gives the power and efficiency of Test E, and 
the efficiency of Test E ,  for n = 200, F = 0.01. 
Table 5. Power and efficiency of Test El, and efficiency 
of Test E,, for n = 200, E = 0.01 
e 
1.025 
1.050 
1.100 
1.150 
1.200 
1.250 
1.300 
1.350 
1.400 
1 SO0 
1.600 
1.700 
PO 
0.0160 
0.0245 
0.0527 
0.0970 
0.1630 
0.2494 
0.3508 
0.4598 
0.5676 
0.7522 
0.8755 
0.9440 
Efficiency 
(Test E,) 
0.6667 
0.481 3 
0.3213 
0.2669 
0.2719 
0.31 27 
0.3826 
0.4729 
0.571 9 
0.7524 
0.8755 
0.9440 
Efficiency 
(Test E,) 
0.6696 
0.4872 
0.3262 
0.2795 
0.2876 
0.3321 
0.4072 
0.5024 
0.6050 
0.7858 
0.901 3 
0.9600 
F. Test Two Pairs of Quantiles 
Let zI and z2 be sample quantiles of orders pl and 
p2 = 1 - pl  of the first population and z: and be the 
corresponding sample quantiles of the second population. 
The test statistic to be used is given by 
y = (1 + a)(=-: - Z ' )  + (1 - ( Y ) ( Z L  - 2:) 
and the rejection region will be takcw as 
Under H , , :  
E (y) = 2uC2 (1 + a) + 2u52 (1 - a) = 4aC2 
Var(y) = 2a2a2 (1 - p,*)  [(l + a)2 + (1 - @)2]  
= 4a2a2 (1 + a*) (1 - 
where 
JPL TECHNICAL REPORT NO. 32-755 
~ 
and p l r  denotes the correlation between z1 and z2 as well 
as that between z: and z:. I 
= F (b)  = F - 2 5 ' 2  Pr(y < 0) = F 
l 
and 
Under H I  : 
Var (y) = 2u'a' (1 - p)  (1 + a)2 
+ 2u?a2ez (1 - p)  (1 - a)' 
= 22a?  (1 - p )  [ ( i  + a)? + e* (1 - 
-2M<, [ I  + a + e (1 - a)] 
P r ( y < o ) =  F { a ( l - p ) l i [ ( 1 - I - a ) 2 + e * ( 1 - - a ) ' ] H !  
As in Test E,, we will use the quantiles which minimize 
the variance of the estimate of u from a single set of 
samples. The orders of these quantiles are 
pi = 0.0690, p ,  = 0.9310 (29) 
Using these values, Eq. (28) becomes 
1 
2.609n 
bL' 
-- 
Now, since b < 0, for 0 > 1, P, ,  will increase as 8 increases 
from 6' = 1 if (Y > 1, and for 0 < 1, P,, will increase as 0 
decreases from 0 = 1 if a < -1. From Eq. (30) one sees 
that for sufficiently large n and realistic values of e ,  a' > 1. 
For example, for n 1 2 0 0  and = 0.01, b = 2.326 and 
a' = 95.445. Thus, Test E, can now be described as fol- 
lows. For 6' > 1, if y = (1 + a) ( z2  - 2 , )  + (1 - a) (zh - 
z:) < 0 reject H ( , ;  otherwise, accept H,.  For 0 < 1, if 
y = (1 - a) (2, - 2 , )  + (1 + a) (2: - z:) < 0 reject H,;  
otherwise, accept H , , .  For n =  200, F = 0.01, and using 
the quantiles with orders given by Eq. (29), the accept- 
ance regions are given by 
1.228 [ Z  (0.9310) - z (0.0690)] 
- [~'(0.9310) - ~'(0.0690)l > 0, 0 > 1 
- [Z  (0.9310) - ~(0.0690,] 
+ 1.228 [z' (0.9310) - Z' (0.0690)] > 0, 8 < 1 
"1 is determined from Eq. (28) if the values in Eq. (29) are 
not used, or from Eq. (30) for general values of n and F 
if the values in Eq. (29) are used. 
Table 6 gives the power and $+l?ciency of Test E, and 
the efficiency of Test E, for n = -100, e = 0.01. 
Table 6. Power and efficiency of Test and efficiency 
of Test E,, for n = 200, E = 0.01 
6 
1.025 
1.050 
1.100 
1.150 
1 .zoo 
1.250 
1.300 
1.350 
1.400 
1.500 
P,, 
0.0202 
0.0375 
0.1049 
0.2268 
0.3958 
0.5801 
0.7421 
0.8597 
0.9320 
0.9883 
Efficiency 
(Test E4 
0.8417 
0.7376 
0.6396 
0.6239 
0.6602 
0.7273 
0.8094 
0.8841 
0.9390 
0.9886 
G. Test EA. Four Pairs of Quantiles 
Efficiency 
(Test E 4  
0.8333 
0.7308 
0.6348 
0.6206 
0.6577 
0.7253 
0.8079 
0.8832 
0.9384 
0.9884 
Let z , ,  i = 1, 2, 3, 4, be four sample quantiles of the 
first population such that p ,  + p4 = p ,  + p.? = 1, and let 
z: be the corresponding sample quantiles of the second 
population. The statistic that will be used in the test is 
given by 
y = (1 t a) [0.116(~, - 2,) + 0.236(~,  - z,)] 
t (1 - a) [0.116 (z: - z:) i 0.236 (z; - &)I 
and the rejection region will be taken as 
15 
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e 
Var (9 )  = 4 (1 + a') U' [ 0.013456~: (1 - pI4) 
+ 0.055696~: (1 - p Z 3 )  
+ 0.0547752u,a4 ( P , ~  - pZ4)] 
= 4 (1 + a*) u'y2 
Efficiency 
(Test E*) Po 
where 
and p i j  denotes the correlation between z ,  and z,, as well 
as that between Z: and z:. 
= F(b)  = E 1 - (0.4645, + 0.94453) 
and 
(0.2325, + 0.4725,)' 
b'y' = - 1  (31) 
Under H ,  : 
E (y) = (0.2345, + 0.4725,) [ i  + a + e (1 - 41 
Var(y) =2u2y'[(1 +a) '  + e z ( l  - a)'] 
By using the optimum quantiles in estimating u from a 
single set of samples, those of orders 
Eq. (31) becomes 
16 
p ,  = 0.0230 
p 2  = 0.1271 
p ,  = 0.8729 
p ,  = 0.9770 (32) 
Since the expression for P ,  in this test is identical with 
that in Test the positive root of a' must be used for 
8 > 1 and the negative root must be used for 0 < 1, in 
order to maximize PI,. Test E4 can now be described as 
follows. For 0 > 1, if 
(1 -k a) [0.116 ( 2 4  - &) + 0.236 (23 - Z,)] 
+ (1 - a) [0.116(~: - z;) + 0.236(~: - z:)] < 0 
reject H,,;  otherwise, accept HI,. For 0 < 1, if 
(1 - a) [0.116 ( 2 4  - z,) + 0.236 (Z ,  - Zz)] 
+ (1 + a) [0.116 (2: - 2;) + 0.236 (z; - d ) ]  < 0 
reject HI,; otherwise, accept HI,. For n = 200, E = 0.01, 
and using the quantiles with orders given in Eq. (32), 
= 120.904 and the acceptance regions are 
0.1392 [ Z  (0.9770) - z (0.0230)] 
+ 0.2832 [ Z  (0.8729) - z (0.1271)] 
- 0.116 [~'(0.9770) - ~'(0.0230)] 
- 0.236 [Z' (0.8729) - 2' (o.i271)] > 0, e > 1 
- 0.116 [ Z  (0.9770) - z (0.0230)] 
- 0.236 [Z (0.8729) - z (0.1271)] 
+ 0.1392 [z' (0.9770) - Z' (0.0230)] 
+ 0.2832 (0.8729) - 2' (0.1271) 1 > 0, e < 1 
As in Test EL', (Y* is determined by Eq. (31) if the quantiles 
used are not those with orders given by Eq. (32) and by 
Eq. (33) if the quantiles are of the orders given by (32). 
Table 7 gives the power and efficiency of Test E, and 
the efficiency of Test E ,  for n = 200, F = 0.01. 
Table 7. Power and efficiency of Test E,, and efficiency 
of Test E,, for n = 200, E = 0.01 
1.025 
1.050 
1.100 
1.150 
1.200 
1.250 
1.300 
1.350 
1.400 
0.0225 
0.0438 
0.1322 
0.2921 
0.4996 
0.6975 
0.8478 
0.9341 
0.9755 
0.9375 
0.8605 
0.8061 
0.8036 
0.8334 
0.8745 
0.9247 
0.9606 
0.9829 
Efficiency 
ITeSt Et) 
0.9292 
0.8723 
0.8177 
0.8 132 
0.8409 
0.8823 
0.9277 
0.9625 
0.9837 
L 
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As in Test El ,  in Tests E, and Ed, Po (0) = Po (0-l). This can be seen by consider- 
ing the factor 
1 + 0 + a (1 - 0) 
[(I + a ) z  + e 2  (1 - a ) z ] ~  
in the expression for P,,. For 0’ = e-l, (Y‘ = .--a and the above factor becomes 
V. TESTS OF INDEPENDENCE AND ESTIMATION OF THE CORRELATION 
COEFFICIENT p USING QUANTILES 
A. Statement of the Problem 
Given a set of n independent pairs of observations 
(xl,yl), (xz,  y2), . . . , (xn, yn), taken from two normally dis- 
tributed populations, one is naturally interested in whether 
the set of observations x = {xi,x2, . . . , x n }  is independ- 
ent of the set of observations y = {yl,yr, . . . ,y,}, and 
in the correlation between them, if any. With respect to 
the question of independence, the problem of testing the 
null hypothesis 
against the alternative hypothesis 
will be considered. One, two, and four pairs of quantiles 
are used for the tests. For the case of one pair of quan- 
tiles, it will be assumed that pl and p2 are known and 
hence can, without loss of generality, be put equal to zero, 
and that u = ul = uz is unknown. When two and four 
pairs of quantiles are used, it will be assumed that both 
p = p1 = pr and u = u1 = U? are unknown. 
Unbiased estimators of p are constructed, first using 
one quantile and then using one, two, and four pairs of 
quantiles. The assumption here will be that p = pl = pL’ 
is unknown and that u1 and U? are known and hence can 
be put equal to one. 
The power functions of the tests are derived and the 
efficiencies are determined relative to the best test using 
the entire sample when the four parameters are known. 
The efficiencies of the estimators are also determined rela- 
tive to the sample correlation coefficient for the case p = 0. 
B. Test F,. One fair of Quantiles 
It is necessary at this point to form two new sets of 
values { u i }  and { v i }  from the sample values {xi}  and 
{yi} by means of the linear transformations 
2% 
2 ui = -(-xi + yi) 
with ,,,, = p2 = 
that: 
and u, = U? = U, it is easily verified 
Under Hf,: 
E (ui) = u (2)% 
E (ui) = 0 
Var (ui) = Var (ui)  = uz 
E (uiui) 0 
1 7  
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P 
0.025 
0.050 
0.075 
0.100 
0.150 
0.200 
0.250 
0.300 
0.350 
0.400 
0.450 
0.500 
Under H , :  
E ( U i )  = u (2)l,5 
E (vi) = 0 
Var (ui) = U* (1 + p )  
Var (ui) = u2 (1 - p )  
E ( U i U i )  = 0 
P O  
0.0161 
0.0250 
0.0378 
0.0558 
0.1 124 
0.2035 
0.3317 
0.4878 
0.6501 
0.7925 
0.8962 
0.9572 
so that the set of values ( u ; }  is independent of the set of 
values ( v i }  under both hypotheses. All the tests and esti- 
mators will be based on the quantiles of the transformed 
sets of variables ( u ; }  and {u;}, which are all normally 
distributed. 
Now let z denote the sample quantile of order p of the 
u ;  and z’ the sample quantile of order p’ of the { v i } .  The 
test statistic that will be used is 
y = z - z ’  
and the rejection region for p < 0 will be taken as y < 0. 
For 11 = 0, one has: 
Under H , , :  
E (y) = u ( 5  - C’), Var (y) = u2 [a’ + (a’)*] 
where 
and hence the orders of the quantiles must satisfy the 
condition 
= b  - ( S  - 5’) 
[a2 + (a’)’]% 
Under H I  : 
E (y) = u [ e  (1 + P)” - 5’(1 - p)Ml 
Var (y) = a* [a2 (1 + p)  + (a’)’ (1 - p )  
1 + p )  + (a’)*(l - p ) ] %  
- [[(l + p)% - [’(l - p)’h] P r ( y < O ) = F  
Since the condition specified in Eq. (34) is identical with 
that given in Eq. (26) for Test E,, one can use the results 
derived for that test. Thus, let p = 0.9424 and determine 
p’ < p to satisfy Eq. (34). For p > 0, the rejection region 
is y > 0. For this case, p’ = 0.9424 and p is determined 
to satisfy Eq. (34) where now F ( b )  = 1 - E .  It is easy to 
show that PI ,  ( p )  = Po ( - - p ) ,  
Test F, can now be described as follows. For p < 0, if 
z (0.9424) - Z’ (p’ )  < 0 
reject HI,; otherwise, accept HI,. For p > 0, if 
z ( p )  - Z’ (0.9424) > 0 
reject HI,; otherwise, accept H I , .  For p < 0, determine p’ 
to satisfy Eq. (34), where F(b)  = F .  For p > 0, determine 
p to satisfy Eq. (34) where F ( b )  = 1 - E .  
Table 8 gives the power and efficiency of Test F, and 
the efficiency of Test F,, for n = 200, F = 0.01. 
Table 8. Power and efficiency of Test TI, and efficiency 
of Test F,, for n = 200, E = 0.01 
Efficiency 
(Test FJ 
0.6680 
0.4808 
0.3765 
0.3181 
0.2764 
0.2981 
0.3738 
0.4993 
0.65 16 
0.7925 
0.8962 
0.9572 
Efficiency 
(Test FJ 
0.6846 
0.5077 
0.4074 
0.3489 
0.3061 
0.3284 
0.4048 
0.5287 
0.6745 
0.8055 
0.8999 
0.9565 
C. Test F,. Two Pairs of Quanfiles 
Let z1 and z2 be two sample quantiles of orders pl and 
p 2  = 1 - pl of the ( u i } ,  and z{ and z‘, the corresponding 
sample quantiles of the {u;). The statistic that will be 
used in the test is 
y = (1 + a) ( z Z  - z I )  + (1 - a) (z: - z:) 
and the rejection region will be taken as y < 0. 
18 
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P" 
0.0203 
0.0387 
0.0690 
0.2677 
0.4877 
0.8822 
0.9655 
0.1155 
0.7158 
Under HI,: 
E (y) = 405, 
Var (y) = 4a'~' (1 - p i ' )  (1 + a') 
where 
Efficiency 
(Test 61 
0.8423 
0.7442 
0.6873 
0.6582 
0.7144 
0.903 1 
0.9677 
0.6585 
0.8067 
and plz denotes the correlation between z1 and z, as well 
as that between z: and 2;. 
and 
Under H : 
b (1 + a')% [(I + a) (1 + p)M + (1 - a) (1 - p)%] 
2 (1 + 2 a p  + a')% = F {  
= Po (36) 
Using the same values of p ,  and p ,  as in Test EL', given by 
pi = 0.0690, = 0.9310 (37) 
Eq. (35) becomes 
and is identical with Eq. (30). &ow, using the same argu- 
ment as in Test E,, we conclude that one should use the 
positive root of a' when p < 0 and the negative root when 
p > 0. Thus, Test F, can be described as follows. For 
p > 0, if 
y = (1 - a)  (z ,  - z,) + (1 + a) (z: - z:) < 0 
reject H,; otherwise, accept H,,. For p < 0, if 
reject H,; otherwise, accept H,,. For n = 200, E = 0.01 
and using the quantiles of orders given by Eq. (37), 
a' = 95.445, and the acceptance regions are given by 
1.228 [ Z  (0.9310) - z (0.0690)] 
- [~'(0.9310) - ~'(0.0690)l > 0, p < 0 
- [Z (0.9310) - z (0.0690)] 
+ 1.228 [ Z' (0.9310) - Z' (0.0690)] > 0, p > 0 
Table 9 gives the power and efficiency of Test F, and 
the efficiency of Test F,. 
Table 9. Power and efficiency of Test F2, and efficiency 
of Test F,, for n = 200, E = 0.01 
P 
0.025 
0.050 
0.075 
0.100 
0.150 
0.200 
0.250 
0.300 
0.350 
Efficiency 
(Test R) 
0.8589 
0.7635 
0.7062 
0.6756 
0.6678 
0.7 1 47 
0.7997 
0.8935 
0.9609 
D. Test f, .  Four Pairs of Quantiles 
Let zi, i = 1, 2, 3, 4, be foursamplequantilesof the{u;} 
such that p ,  + p ,  = p ,  + p:$ = 1, and let z: be the corre- 
sponding sample quantiles of the { v i } .  The statistic that 
will be used in the test is given by 
y = (1 + a) [0.116 (z, - XI) + 0.236 (2, - z,)] 
+ (1 - a )  [0.116 (z: - z:) + 0.236 (z; - z:)] 
and the rejection region will be taken as 
Y < O  
Under HI,: 
Var (y) = 4 (1 + a') a' [0.013456& (1 - p14) 
+ 0.055696~~ (1- p Z 3  ) 
+ 0.05477%,~4 (p34 - pz4)I 
4 (1 + a') d y '  
19 
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where reject H,;  otherwise, accept H, .  For n = 200, E = 0.01, 
and using the quantiles with orders given by Eq. (40), 
a2 = 120.904 and the acceptance regions are given by 
- 0.116 [Z (0.9770) - z (0.0230)] 
- 0.236 [ z (0.8729) - z (0.1271)] 
+ 0.1392 [z' (0.9770) - Z' (0.0230)] 
and p l ,  denotes the correlation between Z ,  and zj, as well 
as that between z: and z:. 
+ 0.2832 [z' (0.8729) - Z' (0.1271)] > 0, p > 0 
0.1392 [ z  (0.9770) - z (0.0230)] 
+ 0.2832 [Z (0.8729) - z (0.1279)] and 
- 0.116 [~'(0.9770) - ~'(0.0230)] 
a- = -1  (39) - 0.236 [~'(0.8729) - ~'(0.1271)] > 0, p < 0 ,, (0,2325, + 0.472[:J2 
Under H I  : 
E(y)=o(0.2325,+0.472bj) [ ( l + a ) ( l + p ) % + ( l  - a ) ( l - p ) x ]  
Var (y) = 4a2yZ (1 + 2 a p  + az)  
t - (0.1165, + 0.236c3) [ 1 + a) (1 + p)M + (1 - a) (1 - p)%] y (1 + 2ap + a y  Pr(y < 0) = F { 
= Po 
b ( l + a * ) % [ ( l + a ) ( l  + p ) % + ( l - a ) ( l - p p ) % ]  
= F {  2 (1  + 2.ap + a y  
Using the same quantiles as in Test those of orders 
pl = 0.0230 
p z  = 0.1271 
p ,  = 0.8729 
p4 = 0.9770 
Eq. (39) becomes 
3.2977n 
b' 
The negative root of a? must be used for p > 0 and the 
positive root for p < 0, in order to maximize Po.  Thus, 
Test F4 can be described as follows. For p > 0, if 
1 = -- 
(1 - a) [0.116 (z, - 2, )  + 0.236 (z, - z,) J 
+ ( 1 + a) [0.116 (z: - z:) + 0.236 (z; - z:)] < 0 
reject H,,; otherwise, accept If,). For p < 0, if 
(1 + a) [0.116 (z, - z,) $- 0.236 (z, - z,)] 
+ (1 - a) [0.116 (z: - z;) + 0.236 (2; - z:) J < O 
~ 
Table 10. Power and efficiency of Test r4, and efficiency 
of Test F,, for n = 200, E = 0.01 
P 
0.025 
0.050 
0.075 
0.100 
0.150 
0.200 
0.250 
0.300 
0.350 
PI, 
0.0222 
0.0452 
0.0847 
0.1464 
0.3441 
0.6030 
0.8255 
0.948 1 
0.9902 
Eff ic iey 
ITeSt FJ 
0.921 2 
0.8692 
0.8436 
0.8347 
0.8461 
0.8833 
0.9304 
0.9705 
0.9925 
Efficiency 
(Test FJ 
0.9336 
0.8865 
0.8616 
0.8501 
0.8522 
0.8799 
0.9226 
0.9642 
0.9898 
Table 10 gives the power and efficiency of Test F, and 
the efficiency of Test F,. 
E. An Unbiased Estimator of p Using One  Quantile 
We are now assuming that p, = p2 = p is unknown and 
that u, = uL. = 1. Under these assumptions, one has 
E (ui) = u (2)4(L, 
E ( u J  = 0, 
Var (ui) = 1 + p 
Var(ui) = 1 - p 
20 
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Unbiased estimators of p will be constructed using a single 
quantile and a pair of quantiles of the { v i }  and two, and 
four pairs of quantiles, one of each pair from the {u i }  and 
the other from the { v i } .  The efficiency of the estimators 
will be determined relative to the sample correlation 
coefficient r, the minimum-variance unbiased estimator of 
p given by 
n 
z (Ui  - 6) (Ui  - E )  
i = 1  
)" = { i (Ui  - i)' (vi  - i = l  i = l  
where 
for the special case p = 0. Since the asymptotic variance, 
Var ( r  I p = 0) is (n - l)-l (Ref. 7), the efficiency will be 
defined as 
Hence, let z denote the quantile of order p of the { v i ) .  
Then an unbiased estimator of p is given by 
A -  p-1-: 
az + 5' 
where 
For p = 0, Eq. (41) can be written as 
e a 2  
N 
2a, + 45'a2 
a4 + 25'a2 + 8" - 252a2 + e Var($lp = 0) = 
2 
'2 1 + -  2aZ 
- 
if one neglects the a' term in the numerator and denomi- 
nator of Eq. (42). (This term is small compared with {'a2 
and p4 for large n.) Now the approximate value of 
Var (PI p = 0) in Eq. (42) is minimized if one chooses the 
order of z to maximize {'/a2. It is known that p = 0.9424, 
the order of the quantile which minimizes the variance 
of the estimate of U, will maximize { / a  and will, of course, 
also maximize C2/a2. [Since { (0.0576) = - t: (0.9424) and 
a (0.0576) = a (0.9424), p = 0.0576 can also be used.] 
Thus, using either p 0.9424 or p = 0.0576, one obtains 
z 2  
4'0771 + 2.4806 
A -  p -  1 -  
n 
- ri6.627 . 20.2301 
Z L T + T J  N 2 
V a r ( p l p  = O )  = 16.627 20.230 + 6.1535 - 1 + 0.3042~1 +- n2 n 
For n = 200 
A -  p - 1 - 0.39982' 
Var (8 I p = 0) = 0.03247 
= 0.03234 
2 
1 + 0.3042n 
Eff (8) = 0.1548 
Since E (2) = [ (1 - p)N and Var (z) = a2 (1 - p), one 
has 
so that $ is seen to be unbiased. The variance of $ is given 
by 
1 
[ea' (1 - p)' + 4C2a2 (1 - p)' ]  
2 (a4 + 2 l y )  (1 - p)' 
(a2 + C')* - 
F. An Unbiased Estimator of p Using One Pair 
of Quantiles 
Let z1 and z2 be two sample quantiles of orders pl and 
p r  = 1 - pl of the { v i > .  Then an unbiased estimator of p 
using one pair of symmetric quantiles is given by 
2: + zf 
2([; + a') A -  p - l -  
where 
21 
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Since 
Var (2,) = Var (z2)  = a2 (1 - p )  
25; (1 - p )  + 2uz (1 - p )  
2 (5: + a2) E ( $ )  = 1 - = 1 - (1 - p )  = p 
and 
where P I ,  denotes the correlation between z ,  and z2 .  For 
p = 0, Eq. (43) can be written as 
a4 (1 + p:2) + (1 - p1J 
a', + 2u'E;: + 5: Var(P1p = 0) = 
I-' (44) = [1+ 2a'(l - p,') 5; 
if one neglects the u4 term in the numerator and denomi- 
nator of Eq. (44). The orders of the quantiles which mini- 
mize the variance of the estimate of u will maximize 
(i/[2a2 (1 - pI2)], and hence minimize the approximate 
expression of Var (;I p = 0) in Eq. (44). These are p ,  = 
0.0690, p, = 0.9310. Using these values, one obtains 
A -  z' (0.0690) + z2 (0.9310) p - l -  
+ 4.3986 7.2839 n 
13.337 I 14.831 -- 
n 1 
N 
n' 
n2 n 
- 1 + 0.3261n 13.264 + 16.019 + 4.8369 Var(j3lp = 0) = --
[ Var ( y') + Var ( y')'] 1 
16 [a2 (1 - p12) + 2521' Val.($) = 
For n = 200 
A 
p = 1 - 0.2255 [z2 (0.0690) + (0.9310)] 
Var ($1 p = 0) = 0.01515 
= 0.01510 
1 
1 + 0.3261n 
Eff ($) = 0.3317 
G. An Unbiased Estimator of p Using Two Pairs 
of Quantiles 
Let z1 and zz  be two sample quantiles of orders pl and 
p r  = 1 - p ,  of the ( u i )  and z: and z; the corresponding 
sample quantiles of the { u , }  and let 
y = 2' - 21 
y' = z', - z; 
Then one has 
E (y) = 2C2 (1 + p)" 
Var (y) = 2a' (1 + p)  (1 - p12) 
Var(y') = 2az( l  - p ) ( l  - p,.) 
E (y') = 25, (1 - p)" 
where 
and p12 denotes the correlation between z1 and z2 as well 
as that between z: and &. An unbiased estimator of p 
using two pairs of symmetric quantiles is given by 
YZ - (Y'Y 
; = 4 [a. (1 - p12) + 25g 
and 
[2a'(l + p)  (1 - pl?) 1 A -  
- 4 [a2 (1 - p12) + y:] 
+ 455(1+ p )  
- 2 a 2 ( l - p ) ( l  -plZ)- .45i : ( l -p)]=p 
22 
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For p = 0, Eq. (45) can be written as y1 = .zi - 21 
An unbiased estimator of p using four pairs of symmetric 
quantiles is given by if one neglects the a' term in the numerator and denomi- 
nator of Eq. (46). Since the same values of pl and p 2  
which maximize 5;/[2az (1 - plz)] will also maximize 
5f / [az  (1 - plz)], we again use pl = 0.0690 and p z  = 0.9310, 
a [yf - (y:)'] + p [y? - (y',)'] 
4 {a [a: (1 - p14) + 2521 + P [a: (1 - p2J + 25:l) $ =  
which results in 
where 
[~(0.9310) - z (0.0690)]2 - [~'(0.9310) - ~'(0.0690)]' 
, i = 3 , 4  F(5J [1 - F(5Jl 
A -  
P -  
a, = -
13.4875 n + 17.5959 nf2 ( S l )  
11.369 29.663 +- 1 .I. 1 - 1  - \  nz n var(p.Ip=u)= N 
11.369 , 29.663 , ._ - ,_ - 1 + 0.6522n +- + 14 
For n = 200, 
$ 0.05661 { [Z (0.9310) - z (0.0690)]' 
- [z' (0.9310) - Z' (0.0690)]2} 
Var ($ I p = 0) = 0.007622 
(1 + 0.6522n)-' = 0.007607 
Eff (6) = 0.6593 
H. An Unbiased Estimator of p Using Four Pairs 
of Quantiles 
Let zi, i = 1,2,3,4 be four sample quantiles of the { u i }  
such that pl + p4 = p r  + p3 = 1, and let zi be the cor- 
responding sample quantiles of the { v i } .  Furthermore, let 
and p i?  denotes the correlation between zi and zj, as well 
as the correlation between z: and z;. 
It was seen previously that the orders of the quantiles 
which are optimum with respect to estimating u are very 
nearly optimum with respect to estimating p, and were 
therefore used in the estimators. We will adopt the same 
procedure in this case and, in addition, will use the opti- 
mum values of the weighting factors, and p. Accord- 
ingly, the following values will be used 
a = 0.116 
p = 0.236 
pl = 0.0230 
p 2  = 0.1269 
p .  = 0.8731 
p4 = 0.9770 
Omitting the details, one has the following: 
1 
(a'[a:(l - p14)? + 4 u x :  (1 - p , , ) ]  A -  Var(p) - {. [a: (1 - p14) + 2S:] + p [ai (1 - pz3) + 25i]}? 
+ p2 [a; (1 - p L )  + 4aEtf (1 - p23)I  + 2ap [a,2at (p12 - p13)? 
+ 4w45364 (Pl? - p13)1} (1 + p') 
and, using the values given in Eqs. (47), 
A -  0.116 { [Z (0.9770) - z (0.0230)]2 - [~'(0.9770) - ~'(0.0230)]~} 
P -  5.4892 + 6.1471 n 
(47) 
+ 0.236 { [ Z  (0.8731) - z (0.1269)]* - [~'(0.8731) - ~'(0.1269)]') 
5'4892 + 6.1471 n 
23 
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1.1247 2.9673 +- 
n n’ ’ 
1.8832 4.2178 +- + 2.3617 n2 n 
Var($lp = 0) = 
For n = 200, 
A -  p - 0.01879 { [Z (0.9770) - z (0.0230)12 - [z’ (0.9770) - ~’(0.0230)]‘} 
+ 0.03822 { [Z (0.8731) - z (0.1269)]’ - [z’ (0.8731) - Z’ (0.1269)]’} 
Var (8 I p = 0) = 0.006238 
Eff (3) = 0.8056 
VI. APPLYING THE TESTS 
Two sets of samples, each containing 200 sample values 
were drawn from a table of random numbers (Ref. 8), 
in which the entries were distributed N (0 , l ) .  Hence, the 
sets of sample values can be considered as samples of 
two independent normal random variables x and y, with 
means p, = p,/ = 0 and variances of = u;$ = 1. The sample 
quantiles (denoted by - - -  x (11) and z’ ( p ) ,  respectively) neces- 
sary to perform Tests A, D, E, and F, as well as those for 
the estimation of p, were determined. All the tests were 
performed at a significance level of 0.01. From the sam- 
ples of x, the following values were obtained: 
~(0.5) = 0.006 ~(0.0576) = -1.601 ~(0.127) = -1.226 
z (0.2703) = -0.681 z (0.9424) = 1.355 z (0.873) = 1.014 
z (0.7297) = 0.526 z (0.0690) = -1.562 z (0.4177) = -0.227 
z (0.1068) = - 1.349 z (0.9310) = 1.303 z (0.5823) = 0.241 
z (0.8932) 1.119 z (0.023) -2.067 z (0.4418) -0.144 
z (0.3512) = -0.396 .Z (0.977) = 1.939 z (0,5582) = 0.169 
z (0.6488) = 0.356 z (0.8751) = 1.044 
From the samples of y, the following values were also 
obtained: 
~‘(0.5) = 0.027 ~’(0.0576) = -1.554 ~’(0.127) = -1.095 
Z’ (0.2703) = -0.697 Z’ (0.9424) 1.663 Z’ (0.873) = 1.156 
Z’ (0.7297) = Z’ (0.0690) = - 1.475 Z’ (0.4177) = -0.224 0.635 
24 
~’(0.1068) = --1.231 ~‘(0.9310) = 1.624 ~’(0.5823) = 0.254 
Z‘ (0.8932) = 1.316 Z’ (0.023) = -2.068 Z’ (0.4418) = -0.171 
Z’ (0.3512) = -0.359 Z’ (0.977) = 2.169 Z’ (0.5582) = 0.188 
2’ (0.6488) = 0.393 z’ (0.8751) = 1.179 
The sample means, 2 and ij, and the sample standard 
deviations, s, and s,, as well the corresponding estimates 
using four optimal quantiles were computed and found 
to be: 
Gr = 0.993 - x = -0.0710 sr = 1.000 c8. = -0.056 
ij = 0.0109 s,, = 1.038 = 0.027 ul - 1.023 A -  
The estimators of p = 0 using one quantile and one, two, 
and four pairs of quantiles, denoted by PI,, &, $’, and P I ,  
as well as the sample correlation r, were also computed 
and found to be: 
r 0.0434 0 p J  = 0.0790 
p ,  - -  0.0377 
A -  p4, - -0.1057 
p, -- -0.0853 A -  f i  ._ 
Test using one, two, and four sample quantiles was 
performed independently on both sets of samples with 
- H ,  being true. In all six tests, H , ,  was accepted. For Tests 
D and E, which require sample quantiles from both sets 
of samples for each test, H,,  was accepted in all six tests 
when H , ,  was true. For Test F, it was assumed that the 
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given sets of sample values were actually transformed 
values { u i }  and { v i }  obtained from sets {xi}  and {yi} 
taken from two normal distributions with p = 0. With 
Hn being true, in each of the three tests of Test F, HI, 
was accepted. 
In Test D, by putting 0 = 0.25 and hence adding 0.25 
to each z ' ( p )  and leaving z ( p )  unchanged, one can as- 
sume that p2 = p l  + 0.25, U, = u2 = 1 and HI is true. 
Then one has: 
z (0.5582) - ?? (0.4418) = 0.090 > 0, accept HI, 
Now, if x is distributed N ( p , u ) ,  then x f  = a x  + b, 
a > 0, is distributed N (ub + b, UU) .  If the above trans- 1.5425 [ Z  (0.7297) - '?? (0.2703)] + x (0.2703) 
formation were applied to all the sample values taken 
from a population distributed N (p ,  u), one sees that not 
only would the new sample values be distributed 
N (up + b, U U ) ,  but the order of the samples would remain 
unchanged, that is, if x p  < x,, then x: < x:. Hence, if z ( p )  
were the quantile of order p of the {x,}, then a z ( p )  + b 
would be the quantile of order - _ _  p of the {x:}. This fact 
permits us to perform Tests A, D, E, and F when H, ,  is 
not true by  simply performing a linear transformation on 
the sample quantiles of the x,  and yz. These tests will be 
given in detail. The best tests using all the sample values 
will also be given. n I 
- "x' (0.7297) = -0.065 < 0, reject H ,  
0.2293 [ X  (0.8932) - "x' (0.1068)] + 0.1543 [Z (0.1068) 
- 2' (0.8932)] + 0.3457 [Z (0.6488) - Z' (0.3512)] 
+ 0.2707 [Z (0.3512) -2 (0.6488)l = -0.089 < 0, 
reject H , ,  
Adding 0.25 to each y, and leaving each x, unchanged, 
and then applying Test D to all the sample values results 
in: 
n-' 2 xf = n 2 yi - -0.332 < 0.233, reject H , ,  
In Test E, by multiplying each zf ( p )  by 1.15 and leav- 
ing each z ( p )  unchanged, one can assume that 0 = 1.15, 
p1 = p r  = 0, u2 = 1.15u1, and HI is true. Then one has 
I 1  , I  
In Test A, by adding 0.25 to each quantile x ( p )  and 
x f  ( p ) ,  one can assume in each case that pl = 0, p2 = 0.25, 
u = 1, and HI is true. The results of each test and the 
decision are as follows. [ Z ( p )  and '? ( p )  will denote the 
sample quantiles after the transformation.] 
z (0.9424) - 2 (0.8751) = -0.001 < 0, reject H, 
z(0.4177) = 0.023 > p l ,  
zf (0.4177) = 0.026 > pl, 
reject H, 
reject Hn 
1.228 [Z (0.9310) - z (0.0690)l - [? (0.9310) 
-?? (0.0690) ] = -0.046 < 0, 
N 
reject H, ,  
0.6525; (0.2703) + 0.34752'(0.7297) = - 0.0120 < 0, 0.1392 [ Z  (0.9770) - z (0.0230)] + 0.2832 [ X  (0.8729) 
- ;z (0.1271)] - 0.116 [?? (0.9770) - Z f  (0.0230) 
- 0.236 ['?? (0.8729) - "z' (0.1271)] = 0.016 > 0, 
accept H , ,  
accept H ,  
0.6525'2 (0.2703) + 0.3475? (0.7297) = 0.016 > 0, 
reject H,,  
Multiplying each y i  by 1.15 and leaving each x i  un- 
values results in: 
( 0 * 1 ~ 8 )  + 0.1391% (o*8932) f o*36092 (0.35l2) changed, and then applying Test E to all the sample 
+ 0.2555~(0.6488) = 0.024 > 0, reject H, 
0.24452 (0.1068) + 0.1391"2' (0.8932) + 0.36092 (0.3512) 
+ 0.25552 (0.6488) = 0.103 > 0, reject H, -In 1 ( F X ? )  7 = -0.1752 < 0.1645, reject H, 
2 y: 2 
Adding 0.25 to each sample value and applying Test A 
to all the sample values results in 
In Test F, by multiplying each ~ ( p )  by (1.25)ti and 
each zf ( p )  by (0.75)!+, it can be assumed that eachZ(p) 
is the quantile of order p of a transformed set of variables 
{ui} distributed N [0, (1 + p)%], and each resulting2 ( p )  
It 
n-I 2 xi = 0.179 > 0.1645, 
n-' 2 yi = 0.261 > 0.1645, 
reject H ,  
reject H ,  
, = 1  
25 
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is the quantile of order p of a transformed set { v , } ,  dis- 
tributed N [0, (1 - p) ' " ,  and the transformations were 
applied to correlated sets {xt} and {yL}, each distributed 
p, = / L 2  = 0, U, = = I ,  p = 0.25 and H ,  is true. The 
results o f  the tests are 
-0.116 [?(0.9770) - % (0.0230)] - 0.236 E (0.8729) 
- ?(0.1271)] + 0.1392 E' (0.9770) - "x' (0.0230)] 
N (0 , l )  with p = 0.25. Hence, for Test F, one has + 0.2832 w(0.8729) - Z' (0.1271)] = -0.048 < 0, 
reject E { , ,  
N 
z (0.8751) - 2' (0.9424) = -0.273 < 0, Multiplying each x, by (1.25)'. and each y L  by (0.75)15 
and applying Test F to all the sample values results in: 
accept H , ,  
- p(0.9310) - 2 (0.0690)] + 1.228 G' (0.9310) 8 ,, 
2 ( p  - 1) U T  + 2 ( p  + 1) u; = 13.78 < 32.19, reject H , ,  
- J' (0.0690)] = 0.093 > 0, accept H ,  r 1  I 1  
VII. SUB-OPTIMUM TEST STATISTICS 
Tables 11 through 14 give the test statistics and ac- 
ceptance regions of the tests as functions of n and E .  When 
more than one quantile is used in Test and more than 
one pair of quantiles is used in Tests E, E, and F, the 
choice of which pairs of symmetric quantiles to use is 
at our disposal. For these cases, we have chosen the same 
quantiles as those used in the corresponding tests dis- 
cussed in Ref. 2. The fact that this choice is near-optimum 
is evident from the data given in Figs. 1 through 3 and in 
Tables 2 through 10. 
Table 11 .  Test statistics and acceptance regions of Test A, using near-optimum quantiles for Tests A2 and A, 
4,: 
HI: 
g (X I  = g, (XI  = N (p,, u) 
g ( x )  = g2 ( x )  = N ( p 2 ,  d, u unknown 
Conditions Acceptanca regions Restraints 
Tebt x, d = b  
z ( P )  < PI 
F ( b )  = 1 - E (rz > 111)  
(F) z (0.2703) + (e) z (0.7297)< pI 2.1767b' 1 a' = 0.6602n - b' 
F ( b )  = e I 
2. 1767b2 
0.6602n - b? 
F ( b )  = E 
a- z Test (*) z (0.2703) + (*) z (0.7297) > 11, 
(r2 < 111)  
(0.192 + a) z (0.1068) + (0.192 - a) z (0.8932) 
+ (0.308 + a) Z (0.3512) + (0.308 - a) z (0.6488) < ~i 
- 0.1303b' 
1.2678n - b' 
F(b )  = e 
., 0.1303b' 
1.2678n - b' 
F (b )  = E 
a' = Test (0.192 - a) (0.1068) + (0.192 + a) z (0.8932) 
(rz < rJ + (0.308 - a) z (0.3512) + (0.308 + a) z (0.6488) > p1 
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Conditions 
Test b, 
(e > 0) 
Test b, 
(e < 0)  
Acceptance regions Restraints 
p > 0.5 
(I  2“ 
F ( b )  = E 
p < 0.5 
3=& Z (PI - z‘ (1 - P )  > 0 
r i=L Z ( P )  - z’(1 - P )  < 0 a 2”: 
F ( b ) =  1 - E  
(1 + a) [ Z  (0.7297) - Z’ (0.2703)I + (1 - a) [ Z  (0.2703) - Z‘ (0.7297)l > 0 Test 6, (e > 0)  
(1 - a) [ Z  (0.7297) - Z’ (0.2703)l + (1 t a) [ Z  (0.2703) - Z’ (0.7297)l < 0 Test n2 (e < 0) 
. 2.1767b‘ 
1.3204n - 6‘ 
F ( h )  = E 
= 
2.17670’ 
Ly- = 
1.3204n - b’ 
F (b )  = E 
Test fi4 
(e > 0) 
- 
Table 13. Test statistics and acceptance regions for Test E, using near-optimum quantiles for Tests E2 and E, 
H,,: g ,  (XI = N ( / A ,  a), gl. (y) = N (p,  a) , /L and u unknown 
H i :  gI (XI = N (p, u), g:! (y) = N (/I, Ha), 0 > 0 
0.1303b‘ 
2.5356n - b’ 
F ( h )  = E 
a? = (0.192 + a) [ Z  (0.8932) - Z‘ (0.1068)l + (0.192 - a) [ Z  (0.1068) - Z’ (0.8932)] 
+ (0.308 + a) [ Z  (0.6488) - Z’ (0.3512)l + (0.308 - a) [ Z  (0.3512) - Z’ (0.6488)] > 0 
Conditions I Acceptance regions 1 Conrtroints 
Test 6, 
(e < 0) 
z (0.9424) - Z’ ( p ’ )  > 0 
.. 0.1303b 
2.5356n - b’ 1 Ly-= F ( b )  = E (0.192 - a) [ Z  (0.8932) - Z’ (0.1068)l + (0.192 + a) [ Z  (0.1068) - Z’ (0.8932)] + (0.308 - a) [ Z  (0.6488) - Z’ (0.3512)l + (0.308 + a) [ Z  (0.3512) - Z’ (0.6488)l < 0 
I 0 < p’ < 0.9424 
Test Z2 
(e > 1) 
- (1.575 - r’) = [ 4.07714 I ‘,L 
F ( b )  = 1 - E  
1 a:: = - - 2.60971 b 
F(b)  = E 
(1 + a) [ Z  (0.9310) - z (0.0690)l + (1 - a) [z’ (0.9310) - Z’ (0.0690)l > 0 
, F ( b )  = e 
0 < 1) < 0.9424 
Test 
(e < 1) 
z ( p )  - Z’ (0.9424) < 0 
.1 2.60% a- = -
(1 - a) [Z (0.9310) - z (0.0690)l + (1 + a) [z’ (0.9310) - Z’ (0.0690)l > 0 b2 -‘ 
F ( b )  = E 
- (l - 1.575) - 
( a ?  + -) 4.07714 K 
n 
Test E, 
(e > 1) 
3.2977n 
a ---1 b 1 % -  F l h )  = E (1 + a) (0.116 [ Z  (0.9770) - z (0.0230)l + 0.236 [ Z  (0.8729) - z (0.1271)l) + (1 - a) (0.116 [z‘ (0.9770) - Z’ (0.0230)l + 0.236 [z’ (0.8729) - Z’ (0.1271)l) > 0 
Test E, 
(e < 1) 
2 - 3.2977n 
b2 
F(b)  = E 
a --- (1 - a) (0.116 [ Z  (0.9770) - z (0.0230)l + 0.236 [ Z  (0.8729) - z (0.1271)]) 
3- (1 + a) (0.116 [z’ (0.9770) - z’ (0.0230)l + 0.236 [z‘ (0.8729) - z’ (0.1271)]} > 0 
27 
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- - 
Table 14. Test statistics and acceptance regions for Test ?, using near-optimum quantiles for Tests F, and F, 
Conditions 
- 
Test F, 
p and D 
unknown 
( P  > 0) 
Test F6 
p and D 
unknmvn 
( P  < 0) 
- 
Test F ,  
p and D 
iinknnwn 
(P > 0 )  
Acceptance regions 
z (0.9424) -’ z’ ( p ’ )  > 0 
3 (1,) - z,’ (0.9424) < 0 
(1 + a )  [ z  (0.9310) - z (0.0690)] + ( 1  - a )  [z’ (0.9310) -- Z’ (0.0690)l > 0 
(1 - a )  [ Z  (0.9310) - z (0.0690)l + (1 + 0 )  [z’ (0.9310) - Z’ (0.0690)l > 0 
(1 + a )  (0.116 [ Z  (0.9770) - z (0.0230)] + 0.236 [ Z  (0.8729) - z (0.1271)l) 
+ (1  - a )  (0.116 [Z ’  (0.9770) - Z’ (0.0230)] + 0.236 [z‘  (0.8729) - 3’ (0.1271)I) > 0 
(1  - a )  (0.116 [ Z  (0.9770) - z (0.0230)] + 0.236 [ Z  (0.8729) - z (0.1271)l) 
+ ( 1  t n )  (0.116 [z’ (0.9770) - Z’ (0.0230)] + 0.236 [z’  (0.8729) - Z’ (0.1271)l) > 0 
Now, in order to apply the results developed here to 
statistical experiments performed aboard a spacecraft, 
it is necessary to specify the orders of the quantiles in 
advance. For maximum data compression, only one set 
of k quantiles should be SO specified for a k quilntile 
test or estimator, regardless of which test o r  estimator is 
required. The probkm then, of course, is to decidc on 
which set of k quantiles to u c ’ .  Since a sct of quantiles 
which is optimum for one test is not necessarily optimum 
with respect to another, it is obvious that il cornpromise 
is required based on some reasonable criterion. This prob- 
lem is not a new one. It was encountered in our previous 
investigations into the use of quantiles for data compres- 
sion; hence, a proposed solution, which will be restricted 
to the four-quantile case, is at hand. 
Constraints 
0 < p’ < 0.9424 
- (1.575 - 5’) ,~ = h 
[4.07714 I 
n 
0 < p < 0.9424 
., 3.2977n n - = - - l  
b- 
F (b )  = F 
. 3.2977n 
11‘ 
F (b )  = t 
a‘=-- 
It has no doubt been noted that only two sets of k 
quantiles have been used for the tests and for estimating 
p, for k = 2, 4. The sets used in Tests are those 
which provide the asymptotically unbiased estimators of 
the mean of a single normal population with minimum 
variance; the sets used in Tests E and and for estirnat- 
ing p are those which provide thc asymptotically unbiascd 
estimators of the standard deviation with minimum vari- 
ance. In the four-quantilc cases, the weighting factors arc 
also identical with those used in the estimators of p and 
0. Thus, we are faced with the problem of effecting a 
compromise between two sets of quantiles, one which 
minimizes Var (c)  and another which minimizes Var (a). 
The compromise we now propose is one which was 
adopted previously for estimating p and a and for Tests 
and 
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A,, D,, E4, and F,. Determine the orders of the set of 
two pairs of symmetric quantiles and weights al, p,, a,, p2 
such that unbiased estimators of p and u are given by 
A -  p - a,  ( z ,  + z,) -1- p,  ( z ,  + z:J 
u -- a, ( z ,  - z , )  + pL! (z:{ - z,) A 
and for which the linear combination Var (2) + c Var (2) 
is a minimum, c = 1,2, . . . 
The same sets of quantiles are to be used in all tests 
and for estimating p. Weights a, and PI are to be used 
in the test statistics of Tests A, and h,, while a2 and p2 
are to be used in the test statistics of Tests 3, and F, as 
well as for estimating p. 
In Ref. 1, sets of four quantiles are given which meet 
the previously given conditions for c = 1,2,3. The orders 
of the quantiles and the weights are as follows. For c = 1: 
Conditions t- 
I 
a, = 0.141 
a, = 0.258 
p ,  = 0.0668 
p ,  = 0.9332 
For c = 2: 
a1 = 0.106 
a2 = 0.196 
pl = 0.0434 
p. = 0.9566 
For c = 3: 
a1 = 0.097 
a2 = 0.179 
pl = 0.0389 
p ,  1 0.9611 
Table 15. Sub-optimum test statistics and acceptance regions for k = 4, c = 1 
p ,  = 0.0668; ps = 0.2912; p., = 0.7088; p, = 0.9332 
p, = 0.359 
p, = 0.205 
p 2  = 0.2912 
p .  = 0.7088 
p, = 0.394 
p, = 0.232 
11,  = 0.2381 
/ I : {  = 0.7619 
p, = 0.403 
/3, = 0.235 
p ,  = 0.2160 
p. = 0.7840 
Acceptance regions I Restraints 
(0.141 + a) Z, + (0.141 - a) zI + (0.359 + a) z1 + (0.359 - a) Z :  < 
0.09591b’ 
1.46421 - h’ 
F(b) = E 
a- = 
(0.141 - a) + (0.141 + a) t + (0.359 - a) z.: + (0.359 + a) zz > 
0.0959 1 bZ 
1.4642n - F 
I F (b )  = E 
I F(b) = E 
(0.141 - a) ( z ,  - z,’) + (0.141 + a) ( z ,  - z,’) + (0.359 - a) (Z: :  - zz’) 
+ (0.359 + a) (z: - ZX’) < 0 
0.0959 lb‘ I ‘ 2.9284n - h’ 
I F(b) = E 
(1 + a) [0.258 (2, - z,) + 
+ (1 - a) [0.258 (2,’ - ~ 1 ’ )  t (0.205 (z.:’ - L’)I > 0 
0.205 ( Z J  - z2)I ., 2.9458n 
l b  F(b) = E 
a-=--l 
, 2.9458n a-=--l 
b’ 
F(b) = E 
, 2945th 
0‘ 
F(b)  = E 
(I - a) [0.258 (28 - z,) + (0.205 (z: - z2)I 
+ (1 + a) [0.258 (z,’ - 2,’) t (0.205 (z.,’ - z;)I > 0 
a-=-- (1 + a) [0.258 ( z ,  - 21) + 0.205 (Zx - %)I 
+ (1 - a) [0.258 (z,’ - 21’) t (0.205 (2,: - z:)] > 0 
(1 - a) [0.258 ( ~ t  - z,) + (0.205 (z, - z: ) ]  
+ (1 + a) [0.258 (zt’ - 21‘) t 0.205 (z; - 2271 > 0 
2.9458n ax=--l I F ( b )  b’ = E 
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Conditions 
New test statistics using the sub-optimum sets of quantiles were computed and 
are given in Tables 15 through 17. The power of each test (and hence the 
efficiency) will, of course, decrease. Table 18 gives the near-optimum and sub- 
optimum minimum efficiencies, and it can be seen that the decrease in efficiency 
is never critical. It should be noticed that as c increases, the efficiencies of Test A, 
and n,, which are concerned with p and use coefficients a, and p,, decrease. The 
efficiencies of Tests E, and F,, which use coefficients a: and p2, increase as c 
increases. This is consistent with the fact that as c increases, greater weight is 
given to \’ar (S) than to Var (3). This suggests that the choice of c should depend 
on the relative importance of the tests performed. 
Acceptance regions Restraints 
Table 19 lists the near-optimum and sub-optimum estimators of p. The 
efficiencies of the sub-optimum estimators increase with increasing values of c, 
which is again consistent with the use of coefficients and p2. The loss in 
efficiency in going from near-optimum to sub-optimum conditions does not appear 
to be excessive. 
Tcst E, 
(e < 1) 
Test F, 
(P < 0 )  
Table 16. Sub-optimum test statistics and acceptance regions for k = 4, c = 2 
pI 0.0434; p2 0.2381; p ,  0.7619; p ,  = 0.9566 
~ 3.098471 
(I --- 
I? 
F (11)  = F 
.. 3.0984n - 1 
I? 
F ( b )  = E 
( 1  - a) [0.196 (-0 - z, )  + 0.232 (z., - z ~ ) I  
+ ( 1  + a )  10.196 (5, ’  - z,’)  + 0.232 ( ~ 8 ’  - Zi‘)I > 0 
a- 7(1 + (I) [0.196 (2, - z,) + (0.232 ( z J  - 
+ ( 1  - a) [0.196 (2,’ - 23)) + 0.232 ( ~ 1 ’  - Zz’)] > 0 
Test F, 
( P  > 0) 
(0.106 + a) 2, + (0.106 - (I) z I  + (0.394 + a) z :  + (0.394 ~ C I )  z .  < PI  
., 3.0984n 
I>‘ 
F ( b )  = E 
a-=-- (1  - a) [0.196 ( z ~  - 2,) + (0.232 (‘J - ‘211 
+ ( I  + a) [0.196 (2,’ - z,’) + 0.232 (ZJ’ - &’)I > 0 
0.08248b’ 
a - 1.7288n - h‘ 
I F ( b )  = F 
(0.106 - a) 21 + (0.106 + a) 2i + (0.304 ~ a )  ‘2 + (0.394 + 0) T i  > PI  
0.0824819 
1.7288n - b‘ 
F (1)) = P 
.. 0.08248b’ 
3.4576n - 0’ 
I F (h)  = E 
,, 0.08248b’ 
3.4576n - h’ 
F (11)  = E 
( 1  + a )  [0.196 ( Z S  - z,) + 0.232 (2.1 - 
+ (1 - a) [0.196 (2,’ - 2:’) + 0.232 (=-I’ - Z2’)1 > 0 
, 3.0984n 
F (b )  = E 
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Test 
- 
AI 
Table 17. Sub-optimum test statistics and acceptance regions for k = 4, c = 3 
pi = 0.0389; p l  = 0.2160; p3 = 0.7840; P A  = 0.961 1 
c =  1 c = 2  c = 3  
0.9002 0.8887 0.8768 0.8661 
Nwr- 
optimum 
Acceptance regions I Restraints 
- 
D, 
Et 
F, 
- 
- 
(0.097 + a) t 1  + (0.097 - a) 2, + (0.403 + a) t. + (0.403 - a) z.: < ;.t 
0.9070 0.8967 0.8835 0.8705 
0.8036 0.7117 0.7516 0.7687 
0.8347 0.7423 0.7834 0.7999 
I F ( / I )  = E 
(0.097 - a) 2, + (0.097 t a) t t  + (0.403 - a) t? + (0.403 + a) z.: > pi 
, 0.07875b‘ 
1.5709n - 6‘ 
I F (b)  = P 
(0.097 + a) (t, - tl’) + (0.097 - a) (z, - t,‘) + (0.403 + a )  ( z :  - - 2 ‘ )  
+ (0.403 - a) (z: - z) ‘ )  > 0 
, 0.07875b‘ 
3.1418n - b’ 
F(b) = E 
.~ 0.07875b’ 1 a- = 3.141811 - b’ 
I F ( / I )  = E 
(1 + a) [0.179 ( t i  - 2,) + 0.235 (t.! - z: ) ]  
+ (1 - a) [0.179 (z,’ - t i ’ )  t 0.235 (ti’ - t : ’ )1  > 0 F ( b )  = e 
(1 - a) [0.179 (24 - 2,) + 0.235 ( t . 1  - z;)I 
+ (1 + a) [0.179 (ta’ - z,’) t 0.235 (t;’ - :<‘)I > 0 
1 
F(b) = e 
(1 + a) [0.179 ( t i  - z,) + 0.235 ( ~ r  - 5:)I 
+ (1 - a) [0.179 (z,’ - 2,’) + 0.235 (t:‘ - Z2‘)I > 0 
(1 - a) [0.179 (2, - t t )  + 0.235 (ZX - z.)] 
+ (1 + a) [0.179 ( t i ’  - 21’) t 0.235 ( 2 2 ’  - t2’)I > 0 Fib) = E 
Table 18. Minimum efficiency under near-optimum and 
sub-optimum conditions for k = 4, n = 200, E = 0.01 
I I Minimum efficiency I 
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I 0.8056 
Table 19. Estimators of p under near-optimum and sub-optimum conditions for k = 4 
Conditions 1 Estimators of p 
Near- 
optimum 
A 
P =  
0.116 [(a - ~ 1 ) 2  - (a' - 2;)2] + 0.236 [(a - Z$ - (2; - ~2')Zl 
5'4892 + 6.1471 
n 
c = l  
A - 0.258 [(za - ZJ - (a' - 21')1] + 0.205 [(z, - e)' - (&' - 2;)21 
P -  
4'4083 + 5.1399 
n 
I\ - 0.198 [(a - ZJ - (a' - 21')I + 0.232 [(z, - 22)' - (a' - ~ 2 ' ) ' l  
P -  
4'8827 + 5.5420 c = 2  
n 
0.7445 
c = 3  
A - 0.179 [(a - 21)' - (a' - 211)2] + 0.235 [ ( ~ r  - 22)' - (a' - &')'I 
P -  
4'9631 + 5.6148 
n 
0.7590 
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