There are unavoidably a few outliers in the software measurement data. When software effort estimation models are made using the data samples with outliers, these models reduce the effort estimation precision for future planning. Therefore, this work investigated the influence of outlier upon the accuracy of prediction and proposed a distribution based outlier elimination method for effort estimation. The proposed work shows that the applied outlier elimination method improves the estimation accuracy of the software effort estimation process. In contrast, the effects of outlier elimination on the accuracy of effort estimation may differ depending on the characteristics of the data set, the effort estimation method.
INTRODUCTION
To estimate an accurate software cost, many organizations use a software effort estimation model built upon their project history data. However, these project history data contain outliers that can degrade project data quality. The outlier is defined as a set of data to be an observation that appears to be inconsistent with the remainder of the set of data [1] . It is caused by:  The instable project environment such as frequent turnover of developers.  The rare event such as performance of large-scaled project in the software organization that mainly performed small-scaled projects.  The measurement mistake such as human collector"s confusion between LOC and KLOC. Outliers can distort the linear regression model, affecting the accuracy and stability of the model. Unfortunately, software data sets often contain outliers. This problem is caused by inconsistency and ambiguity in the definition of software terms (i.e., size and effort), imprecision in the data collection process, and the lack of standardized software processes [2, 3, 4] . To handle possible outliers in software data sets, several techniques has been used often, including building robust regression models, transforming the data, and identifying and eliminating outliers from the rest of the data set [2, 5, 6] . The remainder of this paper is organized as follows. Section II briefly reviews existing work for uncertainty in software estimation datasets. In Section III, the proposed work is discussed, IV gives experimental results and V draws the conclusions.
LITERATURE SURVEY
Musilek et al. [7] [8, 9, 10] has investigated the psychology of gathering metric ranges from developers, and found that merely changing the phrasing of the question changing the metric ranges. Instead of asking the estimators to provide the minimum and maximum effort values based on given assurance levels, e.g., "almost sure" or "90 % sure", it looks to be better to inquire them to assess the probability of the actual effort being higher or lower than a definite value. e.g., outcomes recommend that it is better to ask the estimator, "How expected is it that the development will need further 1.700 work-hours?" more readily than, "What is the highest cost of the development? Be 90 % sure." In addition, Jorgensen found that the developers might have other motives than realism when providing ranges of uncertainty. The developer had somewhat less real values inside the minimum-maximum interval, and then given those insignificant, wide effort intervals. This is an unfortunate reality, especially considering that; "low estimation accuracy is not necessarily an indicator of low estimation skills when the software development project work is highly uncertain." Kitchenham and Linkman [5] have described four sources of estimation uncertainty.
• Measurement error is an error from accuracy limitations in the input variables of the model.
• Model error is an error due to the model"s abstractions from reality.
• Assumption error is error from making incorrect assumptions about a model"s input parameters.
• Scope error is an error from estimating outside the [12] warn that the discretization of effort multipliers used in COCOMO into six category results in an inherent uncertainty in the historical data, and thus methods such as fuzzy logic should be used to account for this inherent ambiguity. This has been accomplished for effort estimation using fuzzy logic, Bayes algorithm, and through Monte-Carlo simulation. Fuzzy logic and Bayes algorithm require developing an estimation model to work directly with their distributions, but the Monte-Carlo simulation does not. This is because it simply samples discrete instances from a distribution and calls an existing model used for discrete input. Thus, Monte-Carlo simulation is better suited for use with pre-existing models, while the other two methods should be considered if developing a new model. A more severe source of measurement error is an estimation with incomplete data. Although techniques exist for estimating effort with incomplete data, it is still advised to use complete data sets. In an impressive display of ability despite incomplete data, Menzies et al. [13, 14] considered uncertainty from a more positive angle and realized that if you can describe all of your model"s input parameters using ranges found from the industry, then it is possible to make estimates without calibration data at all. Further evidence of uncertainty in software effort estimation is the attribute instability problem identified by Menzies et al. [15] regarding Boehm"s delta estimation method. The delta estimation method proposed by Boehm works by basing the estimate off of similar previous projects and adjusting for the delta between the new and the old using the COCOMO cost drivers. Each of Kitchenham"s [16] uncertainty operators can potentially explain this instability. The most unsettling potential cause is that of scope error in the case in which the true correlation between the attributes and the target variable has indeed changed due to the different domain. Jorgensen found experts tend to be overconfident about the uncertainty of their estimates. A study by Gruschke and Jorgensen [17] investigated the ability of experts to improve at uncertainty estimation using a feedback mechanism. They found some experts could improve, however, they also found, and "that we cannot expect uncertainty assessments to improve when they are dominantly intuition-based." This result suggests that additional controlled methods for uncertainty assessment should be used. Model-based effort estimation methodologies have the potential to excel at representing this uncertainty [18, 19] 
PROPOSED METHOD
The COCOMO 81 model is a regression based model derived by collecting data from a large number of software projects [4] . (5) One way to represent the uncertainty in a variable is to use a distribution. The distributions used here are triangular for their simplicity and ability to skew the median. Triangular distributions are often used in business simulations or project management simulations when there is only limited sample data (e.g. the relationship between variables is known but data is scarce). Formally, a triangular distribution is a continuous probability distribution with lower limit a, mode c and upper limit b with the ranges
and probability density function (PDF):
The proposed method will have following steps:
 Calculate the Effort Ratio (ER) and Magnitude of Relative Error (MRE) of all the projects in the dataset.
 Sort the projects in ascending order with respect to ER.
 Considering the triangular distribution, to calculate the lower limit "a" of ER, the MRE is compared with a threshold value from top of the list, when MRE is found lower than threshold, the value of ER is assigned to "a".
 Similarly, to calculate the upper limit "b" of ER, the MRE compares with a threshold value from the bottom of the list, when MRE is found lower than threshold; the value of the ER is assigned to "b".
 Now calculate the "c" and PDF of each project in the dataset.
EXPERIMENTAL RESULTS
After applying the formula given in equation 3 for calculation Effort Ratio on the COCOMO81 dataset, we get the results as shown in the Table 1 . As per the steps given in proposed methodology, we calculated the value of a = 2.761052 and b = 7.919763. Hence the projects having Effort Ratio less than the value of "a" and greater than the value of "b" will be treated as outlier. In this experiment 7 projects are below a and 7 projects are above b. So total 14 projects are outlier out of 63 in this dataset and rest 49 are considered for the effort estimation. Performance of estimation methods is evaluated using several metrics including Mean Magnitude of Relative Error (MMRE) and Percentage of the Prediction (PRED), which are computed as following:
Where, A is the number of projects with MRE less than or equal to X and N is the number of considered projects. The acceptable level of X in software cost estimation methods is 0.25 and the various methods are compared based on this level. The values of MMRE and Pred (25) of this experiment are shown in the Table 2 for both the cases: Before Outlier removal and After Outlier Removal. Also Figure 1 shows a comparison graph of MMRE and Pred (25) for both the cases. The results show the significant improvement in accuracy as the value of MMRE decreases a Pred (25) increases after Outlier Removal. 
CONCLUSION
Outlier is unusual data value. The effects of outliers are biased or distortion of estimates and faulty conclusions. The software effort estimation methods, which are built using the data samples with outliers, degrade the accuracy of effort estimation for software projects. Therefore, in this paper, a new outlier elimination method is proposed. We also examined the accuracy of effort estimation when applying outlier elimination method on a data set. The results show that after applying the proposed outlier elimination method, the estimation accuracy of the software effort estimation model improves by almost 30%. Since Soft computing exploits the tolerance for imprecision, uncertainty, approximate reasoning, and partial truth in order to achieve tractability and robustness. So after this outlier removal, soft computing techniques can be further applied for effort prediction to get promising outcomes. 
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