We give an algorithm to compute a (Euclidean) shortest path in a polygon with h holes and a total of n vertices. The algorithm uses O(n) space and requires O(n + h 2 log n) time.
Introduction
Let P denote a (multiply-connected, closed) polygon in the plane having h holes (\obstacles") and a total of n vertices. The problem of computing a shortest (\geodesic") path from a point s 2 P to a point t 2 P has been well studied in computational geometry; see 1, 4, 6, 8, 10, 15, 13, 17, 22, 21, 23] , as well as the recent survey chapter of Mitchell 14] . In the case that h = 0, the shortest path can be computed in O(n) time 6, 12] . In the case that h > 0, the complexity of the problem has been worst-case quadratic (O(n 2 )), until the recent O(n 1:5+ ) algorithm of Mitchell 15] , which develops the \continuous Dijkstra" paradigm, and its improvement by Hershberger and Suri 7, 8] , which results in an algorithm whose running time is O(n log n).
A lower bound of (n + h log h) is easy to establish (from sorting or convex hulls), but, to date, there is no matching upper bound. In fact, no upper bounds of the form O(n +f(h)), having linear dependence on n, have previously been published.
Here, we o er a simple algorithm whose dependence on n is linear, both in time and space. The time dependence on h, however, is slightly worse than quadratic: O(n + h 2 log n). Thus, while our algorithm is optimal for values of h that are roughly O( p n), it is inferior to the best known methods in cases in which h is not relatively small compared with n. In many applications (e.g., geographic problems), though, one may expect h to be small compared with n.
Our approach is to construct a relevant subgraph of the visibility graph of P , augmented with path information obtained from the \corridor" structure of P . We search the graph using Dijkstra's algorithm, constructing edges as the algorithm proceeds, in order to keep the space complexity to O(n).
A preliminary version of this paper appeared in part in 10]. Here, we give a somewhat simpli ed variation of the original methods of 10]. Full details of the original approach, which leads to some slightly improved time bounds (see the remarks after Theorem 1), can be found in 11].
The Algorithm
We assume that P is a closed, connected set, whose boundary consists of n line segments, having h + 1 connected components: the outer boundary, plus the boundaries of each of the h polygonal holes (obstacles) of P . Without loss of generality, P is bounded, and we assume that s and t are interior to P .
We triangulate P ; this can be done in time O(n + h log 1+ h) 2]. We then incorporate s and t into the triangulation by linking s (resp., t) to the three corners of the triangle, s (resp., t ), that contains it. (We assume that s 6 = t ; otherwise, the shortest path from s to t is simply the line segment joining them.) Let T denote the resulting triangulation, and let G T denote the graph-theoretic dual of T . Note that G T is a planar graph having O(n) nodes, O(n) arcs, and h +1 faces, and that at least one of the three nodes dual to the triangles incident on each of s and t has degree three. naturally leads to a decomposition of P into \corridors", as follows: First, we take any degree-1 node of G T and delete it, along with its incident edge; we repeat until there are no degree-1 nodes. Now, G T has h + 1 faces and all nodes are of degree 2 or 3. Assume now that h 2; then, not all nodes are of degree 2, implying that there are at least two degree-3 nodes (since there must always be an even number of odd-degree vertices in a graph). Next, for each degree-2 node, we delete it and replace its 2 incident edges with a single edge. The resulting graph, call it G, is a 3-regular and (4) Let be a shortest s-t path in P . If intersects a corridor C, it must intersect both doors of C (if it enters and leaves through the same door, it could be shortened), and stay within the corresponding hourglass (again, by local optimality). Furthermore, s; t 2 Q, since, by construction of T , at least one of the three triangles incident on each of s and t has degree three in G T , and so must be a junction triangle, which survives after contraction. We conclude:
Let V G(Q 0 ) denote the visibility graph of Q 0 , whose node set consists of all vertices of Q 0 and whose edge set corresponds to pairs of vertices for which the connecting (open) line segment lies within the interior of Q 0 . We say that an edge of V G(Q 0 ) is relevant if it is locally tangent to the boundary of Q 0 at each of its endpoints. (By de nition, each edge on the boundary of Q 0 is not a relevant visibility graph edge.) By standard local optimality arguments, we see that \ Q 0 must consist of relevant visibility graph edges, together with convex chains on the boundary of Q 0 . Thus, we are motivated to compute the relevant visibility graph edges for Q 0 . Now, the boundary of Q 0 consists of O(h) We devise a method of computing the relevant visibility graph edges based on the methods of Rohnert 19, 20] , who studied the problem of computing shortest paths among convex polygonal obstacles. Indeed, other than the presence of corridor paths, we have reduced the general shortest path problem to that of shortest paths among convex obstacles.
First, note that for any pair of convex polygonal obstacles, there are four tangent (supporting) segments, which can be computed in time O(log n). For any one convex polygon, there are O(h) incident tangent segments. Those tangent segments that are \visible" (not penetrating any obstacle) can be identi ed by a simple sweep (by slope) in time O(h log h); the O(h) tangent segment endpoints partition the boundary of the convex polygon into O(h) pieces (convex chains), the lengths of which are easily tabulated within the same O(h log h) time bound. (These pieces can be considered as single \edges" for purposes of computing shortest paths.) If we were to compute all of V G 0 (Q 0 ) at once, this would require O(n + h 2 log n) time and O(h 2 + n) space; we can reduce the space requirement to O(n) by computing the segments of V G 0 (Q 0 ) as they become needed in an execution of Dijkstra's shortest path algorithm (from source point s), as done in Rohnert 20] .
The lengths of the corridor paths are all computed within total time O(n). Each corridor path can be treated as a single \edge" during the execution of Dijkstra's algorithm. In all, there are O(h 2 ) edges of V G 0 (Q 0 ), O(h 2 ) pieces of obstacle boundaries (induced by the endpoints of the V G 0 (Q 0 ) edges), and O(h) corridor edges. The resulting graph that is searched therefore has O(h 2 ) edges and O(h 2 ) nodes, and thus can be searched in time O(h 2 log h) using Fredman and Tarjan's implementation of Dijkstra's algorithm 3]. In addition to this time complexity is the O(n+h 2 log n) overhead in the construction of V G 0 (Q 0 ) and the O(n + h log 1+ h) time for triangulating P . In conclusion:
Theorem 1 A Euclidean shortest path in a polygon having n vertices and h holes can be computed in time O(n + h 2 log n), using O(n) space.
Remarks.
1. The time spent nding tangents in the above algorithm can be reduced to O(h 2 log(n=h)) by a simple observation, pointed out by a referee: the n vertices of the polygon are partitioned among the O(h) convex chains, so the time required to compute a common tangent is not just O(log n), but is O(log n i + log n j ), where n i and n j are the chain sizes. The total time spent computing all tangents is then O( X i6 =j log n i + log n j ) = O(h X i log n i ) O(h 2 log(n=h)):
Since we sort the tangents, the overall time for computing the relevant visibility graph is still O(n + h 2 log(h + n=h)) = (n + h 2 log n). However, this sorting step can also be eliminated, at the expense of increased space complexity (equal to the number of edges of the visibility graph), by using the \visibility complex", as introduced by Pocchiola and Vegter 18] . This reduces the visibility graph construction time to O(n + h 2 log(n=h)). In fact, it may be possible to use the visibility complex to reduce the construction time to O(n + e log n), where e is the size of the relevant visibility graph. We leave this question open. Note, however, this approach would sacri ce some of the simplicity of the method we have proposed here. 2. An alternative improvement has been obtained by Kapoor and Maheshwari 11] , who obtain a time bound of O(n+e log e+h 2 log(e=h)+h 2 log(n=h)), based on an algorithm that propagates visibility information through corridors and across junctions; refer to the brief outline below, and see the full paper 11] for details. Their time bound is sensitive to the number, e, of edges in the relevant visibility graph, V G 0 (Q 0 ). Their algorithm uses only O(n) space. Note that e = O(h 2 )
A Visibility Propagation Algorithm
Here, we brie y outline the visibility propagation algorithm detailed in Kapoor and Maheshwari 10, 11] for computing the relevant visibility graph. The input to the algorithm is the set of corridors, which have been identi ed as previously described. The goal now is to identify the (visible) common tangents between pairs of convex chains that bound the hourglasses corresponding to corridors. For each convex chain C, visible tangents to other convex chains are constructed by a propagation algorithm that maintains sectors of visible regions { \visibility ranges," each determined by two tangents between the chain C and other convex chains. The visibility range represents the region from which a visible tangent may be drawn to the chain C. As we sweep outwards from the initial convex chain C, we traverse corridors and junctions and the visibility ranges change accordingly. To help in processing, the ranges for a chain C are maintained in sorted order in a balanced tree which allows for deletion, insertion and merges of ranges along with updates and searches. (Since the chain C is convex the tangents incident onto it can be sorted in order of the vertices of the chain to which they are incident.) At each step of the algorithm, the visibility ranges present at a door of a corridor are propagated according to two cases: (1) Propagation through a corridor, which breaks into subcases according to whether the corresponding hourglass is open or closed; and (2) propagation across a junction triangle, which results in either a split of a set of ranges or a merging of two sets of visibility ranges. Since there are only O(h) corridors and junction triangles, and each operation on a set of ranges can be accomplished in O(log n) time, the resulting algorithm yields the relevant visibility graph in time O(h 2 log n). As mentioned above, with some further care, it is possible to modify the propagation algorithm to be sensitive to the size, e, of the resulting visibility graph; see 11].
Conclusion
We leave as a challenging open problem the question of whether or not one can compute shortest paths in time O(n + h log h), using O(n) space.
