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The early phase of diffusion plays a critical role in determining information technology (IT) success in a market.
Takeoff, the transition point from the introduction to the growth phase in the IT life cycle, is viewed as an acid test
for whether a technology will succeed. We develop a theory to understand global takeoff for digital wireless
phones that can be extended to other technologies with related characteristics. Drawing on technology domi-
nance and product life cycle theories, we build a model that consists of standards, market competition, technol-
ogy costs, and technology substitution to explain takeoff and subsequent market penetration growth. The data
are from 41 developed and developing countries. The results suggest that the presence and effects of standards
play an important role in driving takeoff and penetration growth. Familiarity with wireless phones and an
installed base of analog phone technologies also explain faster takeoff times. Non-price factors are important
drivers of penetration growth after takeoff as well. Our results havemanagerial and policy implications on inno-
vative strategies, standards and competition policy settings for digital wireless phones.
© 2013 Elsevier B.V. All rights reserved.
A slight incline, a relatively sharp rise, and then a fresh modiﬁca-
tion of the slope until the plateau is reached. This is also, in abridg-
ment, the proﬁle of every hill, its characteristic curve. This is the
law which, if taken as a guide by the statistician and, in general,
by the sociologist, would save them from many illusions.
Gabriel Tarde, in The Laws of Imitation, Henry Holt, New York, 1903
1. Introduction
Information technology (IT) has to be widely diffused and used to
yield social and economic beneﬁts. The early diffusion phase of a technol-
ogy plays an important role in determining its subsequent diffusion tra-
jectory and eventual outcome in a market. For example, the fast growth
of the VHS standard led it to defeat the Betamax standard and captured
the market. The point of rapid growth is referred to as takeoff [21], the
boundary between the introduction and growth phases of a technology.
Despite the successful global diffusion of various ITs (personal com-
puters,wireless communication technologies, and the Internet), little sys-
tematic research has taken a careful look at the global takeoff of new ITs.
The global IT diffusion literature in IS is broadly classiﬁed into two
streams. The ﬁrst stream studies diffusion patterns to get a reading on a
range of factors that drive diffusion growth by ﬁtting different diffusion
models. These studies have assessed whether the inﬂuence of current
adopters, other external factors, or a mix of both drives diffusion [39].
The second stream focuses on establishing a set of factors that drive the
overall diffusion process of a technologywithout reference to any speciﬁc
diffusion phase [8]. A fuller understanding of the factors that are impor-
tant in different diffusion periods is still needed. Since successful takeoff
determines whether a technology will widely diffuse, deeper theoretical
insights into the process are appropriate for this also.
Drawing on technology dominance and product life cycle theories, we
develop a new theory for the global takeoff of a new technology. Some re-
searchers use the labels technology dominance theory and product life cycle
theory interchangeably to refer to the evolution of industry dynamics of
ﬁrm entry, ﬁrm exit, and market competition [34,35]. In the past several
years, a complementary literature [2,9,47,50] has used the label product
life cycle theory to develop a related body of knowledge on product life
cycles from a user demand and adoption perspective. It identiﬁes four
critical phases in a product life cycle: introduction, growth, maturity, and
decline. The product life cycle literature, in addition to inclusion of the
effects of industry dynamics or supply-side factors, examines institutional
and contextual factor inﬂuences on product adoption during different life
cycle stages. We use technology dominance theory for an explanation of
the evolution of technological change from an industry perspective, and
product life cycle theory to refer to the theory and related studies that
offer a complementary explanation to understand technological change
through user adoption.
Our aim is to develop a theory to explain takeoff and growth of
network-based innovations in general and digital wireless phones in
particular. We chose digital wireless phones for two reasons. First,
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wireless phones are widely regarded in the international community
as a promising platform to increase economic growth and shape so-
cial progress, particularly for developing countries. Second, from the
industry and innovation perspectives, wireless phone value networks
have become increasingly complex with intense competition, requir-
ing ﬁrms to develop effective strategies to grow their revenues.
We emphasize the extension of the theoretical logic, explanatory
accuracy and generalizability as key qualities for strong explanatory
theory development [25]. We combine a supply explanation from
technology dominance theory and a demand explanation from prod-
uct life cycle theory to offer a more accurate theoretical logic for
takeoff and growth of IT innovations. To further enhance our explana-
tion of the logic of successful innovation and diffusion for a complex
technological system, we view an industry as “consisting not only of
the set of ﬁrms producing similar or substitute products … but also
many other public and private sector actors who perform critical
roles in developing and commercializing a new technology” [52, pp.
367–368]. In the wireless phone industry, institutions shape industry
dynamics through standards and competition policies. We aimed to
generalize our theory by including both developed and developing
countries in our sample.
Understanding the success of global network-based innovations
(e.g., cloud computing, social media, video games, wireless phones)
is at the nexus of IS and operations management research. The value
networks for these innovations involve a large number of ﬁrms with
a set of complex relationships. Their innovation and production activ-
ities span national and ﬁrm boundaries too. For example, key players
in a wireless phone value network include operators, phone manufac-
turers, content and technology providers, component suppliers, infra-
structure suppliers, and handset manufacturers, among others. There
were tens of thousands of ﬁrms in the Japanese wireless phone indus-
try alone [17]. For instance, theMotorola V3 RAZR phone has 640 parts
from various companies in multiple Asian countries and the U.S. [10].
Establishing an understanding of global takeoff and further growth of
these innovations is important for ﬁrms in a value network to develop
short and long-term capacity planning, partnerships, and global coor-
dination of supply chain to appropriate value from their innovations.
Our research questions are: (1) Can theory aid in understanding
global takeoff of digital wireless phones? (2) What factors appear to
be salient in driving global takeoff? (3) What are the drivers of pene-
tration growth during the growth phase of the digital wireless phone
technology life cycle?
Our theory development begins with orienting explanations from
technology dominance theory [3] and product life cycle theory [21] for
the takeoff and subsequent growth of a technology. The former offers
an understanding of the industry and supply-side factors brought
about by technological change and how they explain takeoff and
growth. The latter highlights user adoption behavior and its anteced-
ents in different product life cycle stages. Then, we develop a theoret-
ical model that consists of salient factors for wireless phone diffusion
to explain takeoff and penetration growth in the growth phase. They
include standards, market competition, technology cost, and technol-
ogy substitutes. We also consider the role of country-speciﬁc effects
that inﬂuence technology adoption [4]. The four country contextual
variables are wealth, wealth distribution, region, and education. (See
Fig. 1 for illustrative examples of slow and fast takeoff of digital wire-
less phones in selected developed and developing countries.)
To empirically evaluate the model, we use proportional hazard
regression analysis to test the factors that drive takeoff times.2 We
conducted panel data analysis to test factors that drive further pene-
tration growth from the takeoff to the maturity phases. The data are
drawn from 41 developed and developing countries. The results sug-
gest that standards are the key driver of takeoff and further pene-
tration growth. Countries that have high analog wireless phone
penetration will experience faster takeoff than those with low pene-
tration. Market competition also explains high penetration growth
after takeoff.
2. Theory
To understand takeoff and diffusion growth in a network-based in-
dustry, we focus on standards and innovation. Technology dominance
and product life cycle theories suggest the role of dominant designs or
standards, network effects, ﬁrm strategic actions and industry structure
in the growth of the IT industry.
2.1. Technology dominance theory
Technology dominance theory examines the interaction between
the characteristics of technology and industry dynamics, and the
implications for technology adoption from initiation to obsolescence
[5]. Research in this area offers implications for strategic decisions
related to resource allocation, and forecasts for technology design,
production, and marketing. It is a process theory that explains activit-
ies surrounding technological change via market structure, including
ﬁrm entry, ﬁrm exit and competition, and technological innovation
through product and process improvement. Market competition,
quality improvement, and technology cost alsomay explain the uptick
in demand that leads to takeoff.
The theory argues that technological changes shape the trajectories
of industry attractiveness, structures, and its level of competition.3 Tech-
nological change is an evolutionary process though. Firms invest in
product and process innovations to survive and maintain competitive-
ness. Product innovation is investment to improve quality and perfor-
mance of a technology (cheaper processors, better voice recognition or
faster data speeds). Process innovation is investment to bring the pro-
duction cost of technology down (using robots to increase order fulﬁll-
ment speed, Dell's made-to-order computers, or improved process
technology to manufacture semiconductors). The evolutionary process
ﬁts the innovation cycles in wireless communications; they are built
around generations of dominant designs of wireless standards.
Technological discontinuities trigger introduction of variants of a
new technology and intense competition for dominance. Product inno-
vation dominates process innovation during this period. Before the
emergence of a dominant design, the rivalry between alternative tech-
nological standards creates uncertainty. However, the realization of a
dominant design tends to create stronger entry barriers that slow
down ﬁrm entry and increase exit by ﬁrms that lack knowledge, econ-
omies of scale in production, or strong inter-ﬁrm relationships to com-
pete. Building a dominant design also leads to higher investment in
process innovations and incremental technological progress through
smaller investments in product innovations. To expand their market,
ﬁrms increase investment in process innovationwhile reducingproduct
innovation. This leads to lower production costs and falling technology
prices. When the market matures, the number of ﬁrms stabilizes, and
product and process innovation begins to slow down.
The dominant design explanation and the product and process in-
novation view do not apply very well to some products, including IT
innovations. In the camera industry between 1955 and 1974, a domi-
nant design did not emerge in an environment of heterogeneous
2 Previous IS studies used variants of event history methods to study IT outsourcing
vendor–client ﬁrm relationships [23], album popularity on the Internet [6], user search
engine visits [49], vertical integration on IT adoption in ﬁrms [14], adoption of elec-
tronic banking networks [31], and Internet ﬁrm failures [30]. A fuller review of event
history methods and other relevant methods and literature for IS and e-commerce re-
search is available for the interested reader [32].
3 The management literature uses the term dominant designs to explain technologi-
cal change and competition. By contrast, economics focuses on the importance of tech-
nology dominance by referring to standards in network industry competition.
54 A.A. Techatassanasoontorn, R.J. Kauffman / Decision Support Systems 58 (2014) 53–67
demand [55]. Similarly, there was no evidence of a dominant design
during 1981 to 1999 for wireless phone handsets [16]. Apparently
market structure and innovation don't have much to do with the
emergence of dominant designs [34]. Instead, ROI is largely inﬂuenced
by ﬁrm capabilities and ﬁrm size.
Technology dominance research, with its focus on the supply expla-
nation (involving ﬁrm entry, exit and capabilities), has not given atten-
tion to the role of consumers in shaping technological change. In a study
of 46 new products ranging from tires and computers to windshield
wipers and zippers, technological characteristics and consumer prefer-
ences affect industry evolution [35], but there has not been systematic
evidence to support this claim. Another study of consumer demand
and preferences showed that they explain technological progress [1].
The effects of consumer valuation of technology arise through two com-
ponents: functionality requirements and willingness-to-pay. An addi-
tional period of technology evolution is often observed in digital and
information-based industries. This period shows stable prices and in-
creasing performance, which contrasts with the prediction of the de-
cline in innovations. Competitive pressure is the main force that leads
ﬁrms to improve performance without increasing price.
The change from ﬁrst to second-generation digital technology was
critical for evolution inwireless communications. The AdvancedMobile
Phone System (AMPS) standard originated in North America and was
the dominant 1G analog standard, with 85 adopting countries and
80% of worldwide subscribers in 1998 [19]. The U.S. observed a rivalry
among three 2Gdigital standards.4 The competition createduncertainty
in the U.S. Firms preferred to adopt a wait-and-see strategy for fear of
locking into a standard that might not eventually have succeeded as a
dominant standard. On the other hand, themandate from the European
Union for itsmembers to adopt GSM and the open standard setting pro-
cess that includes both domestic and foreign ﬁrms helped GSM to be-
come a dominant global digital standard, with 110 adopting countries
and 62% of worldwide subscribers in 1998 [19].
2.2. Product life cycle theory
A product life cycle theory classiﬁes technology penetration or sales
growth over time into four phases: introduction, growth,maturity, and
decline [5]. Introduction has slow sales growth, followed by rapid
sales growth in the growth period. Sales level off when the technolo-
gy reaches maturity and drop off in the decline period. The evolution
of technology growth is an S-shaped curve.
Although we must understand the overall diffusion of products,
product life cycle research pays more attention to the takeoff of
new products.5 Agarwal and Bayus [2, p. 1024] argued that “under-
standing the timing and causes of … takeoff is critically important
for industry analysts and managers because they have serious short
and long-term resource implications for research and development,
product development, marketing, and manufacturing.” Product life
cycle research suggests that time-to-takeoff varies by types of innova-
tions, technology generations and countries [9,50]. For example, we
know from prior research that new generations of a product experi-
enced faster takeoff, and older generation products needed to over-
come a stronger novelty effect [47].
The mean time-to-takeoff seems to be longer for developing com-
pared to developed countries for products associated with entertain-
ment or information use (e.g., DVD players, wireless phones), but is
faster for products designed to make everyday life more convenient
(e.g., dishwashers, dryers) [9]. Takeoff also is inﬂuenced by competi-
tion, evolution of technology development, and the cost of technology.
The timing may be related to market infrastructure, including distri-
bution channels, methods of payment, and complementary products
and services, and how they evolve. In the case of digital wireless
phone technology, data services on wireless phones need operating
systems, applications, and contents that are designed for wireless
phones [40].
4 These three standards are the Digital-Advanced Mobile Phone Service (D-AMPS)
standard, the Code Division Multiple Access standard (IS95 CDMA) and the Global Sys-
tem for Mobile Communications (GSM) standard.
5 The concept of takeoff is related to the idea of a tipping point. It triggers change from
a slower to a faster pace of adoption, and occurs when a critical mass of users adopts an
innovation. A critical mass of adopters makes adoption self-sustaining in the market-
place. It is relevant to the growth of interactive systems, in which adopters communi-
cate, interact, and exchange information.
Fig. 1. Illustrations of digital wireless phone takeoff and penetration in selected countries.
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Other research has shown that price reductions drive takeoff of
consumer electronics products [21]. Golder and Tellis [21] found that
average time-to-takeoff of 31 new products was six years, with a
1.7% penetration at takeoff time across all products. A study of thirty
consumer and industrial innovations (e.g., automobiles, dishwashers,
microcomputers) in the U.S. between 1849 and 1983 found that in-
creases in supply and demand lead to market takeoff, and that sales
takeoff occurs quicker in a highly competitive market [2]. Also compe-
tition for demand through non-price factors representing actual and
perceived product improvements dominates the inﬂuence of price
on sales takeoff times. Still other research examined takeoff for ten
consumer durables (e.g., CD players, dishwashers) in sixteenWestern
European countries, emphasizing economic, cultural, and product var-
iables [50]. Sales of most new products again exhibited takeoff after an
average of six years.
Network effects explain diffusion of IT products and services, such
as software, video games andmodems. Network effects refer to the in-
creasing beneﬁts as additional users adopt an interactive technology.6
For example, The U.S. and South Korea experienced fourteen years of
time-to-takeoff for fax machines, twice as long as consumer durable
products, which have exhibited an average time-to-takeoff of about
seven years [38]. The level of network effects in the wireless phone in-
dustry is known to be high also.
Overall, the product life cycle literature offers interesting explana-
tions related to the takeoff of new innovations. There are still limita-
tions and gaps though. First, there is a lack of empirical research
that systematically examines takeoff of new technologies in the IS
literature. Understanding of factors, such as standards and related
technologies that are important to IS practitioners, policy-makers,
and researchers, is needed. Second, there is a lack of validated mea-
sures to determine when takeoff occurs. Researchers have developed
speciﬁc heuristic measures that may not be widely applicable though
[50].
Third, though diffusion ofmany new technologies is global, most of
the existing studies have focused on the U.S. [2] and Western Europe
[50]. Because developing countries have different economic condi-
tions, infrastructure and human capital development, theories devel-
oped in the context of developed countries need to be extended and
tested for developing countries. In addition, studies seeking to estab-
lish generalizability beyond the original setting offer opportunities
for important scientiﬁc advances in research and to increase the use-
fulness of theory for practice. We address these limitations. First, un-
like some studies that used a heuristic approach to identify takeoff,
we use a validated analytical method to identify phases and takeoff
times in the digital wireless phone life cycle. Second, we consider vari-
ables such as costs and standards that provide insights for IS managers
and policy-makers on the dynamics of takeoff. Third, we include de-
veloped and developing countries in our sample. This should enhance
our understanding of drivers that are important to takeoff and offer
stronger policy andmanagerial insights for developed and developing
countries.
3. Theory and hypotheses
We next develop a model that treats issues of technology stan-
dards, market competition, technology costs and substitutes, and con-
text and country-speciﬁc factors to explain digital wireless phone
growth. We focus on three variables to explain the global takeoff of
digital wireless phones: the degree of market competition, relevant
technology costs, and the presence of technology substitutes. We
use the dependent variable, time-to-takeoff, measured by the dura-
tion from introduction to takeoff. We also examine another related
dependent variable – the extent of penetration growth during the
growth phase – as a means to provide deeper insights on explanatory
factors at different stages of the technology life cycle. Since our goal is
to develop a model of digital wireless phones, we need to include
domain-speciﬁc constructs to deepen our understanding of takeoff
and digital wireless phone growth.
In the wireless phone industry, institutional factors also play a key
role in successful development and diffusion [26]. Governments, in
particular, are instrumental in the development of standards, industri-
al policy, liberalization and licensing policies in the wireless phone in-
dustry [18]. For example, the South Korean government played an
active role during the early development and commercialization of
digital wireless phone services through the mandate of the CDMA
standard, additional licensing to increase competition, and R&D
funding [56]. We will focus on the number of standards, to gauge the
diffusion speed of wireless phones [36,44].
Innovation diffusion theory argues that uncertainty delays adop-
tion.7 Since a lack of standards creates market risks and uncertainty,
it may explain how adoption works. According to product life cycle
theory, competition and technology costs are important drivers for
takeoff. Firm entry and competition generate market changes, includ-
ing capacity expansion, product variety, and price declines. These reg-
ularities are observed across IT innovations, including mainframes,
PCs, and wireless phones. Thus, competition and prices may explain
the takeoff of digital wireless phones too. We include technology sub-
stitutes as another explanatory variable for takeoff. They are related
to technology clusters, elements of technology that are perceived as
being closely interrelated. Past research tended to investigate each in-
novation as if it were independent from other innovations. These
studies oversimpliﬁed the reality in which several interdependent in-
novations are diffusing together. As a result, the diffusion patterns of
these technologies are interdependent and the direction of inﬂuence
depends on their complementarities and substitutability.
Global diffusion of a new IT is complex due to the disparity in the
countries' levels of development. Many countries have different local
preconditions (infrastructure, institutions, culture) that inﬂuence
adoption. An integrated global perspective can explain digital wireless
phone takeoff and growth across countries. We identiﬁed appropriate
strategies to address the local country conditions from previous inter-
national studies in the IS literature.8 Table 1 shows the contexts used
to study cross-country differences.
6 We use the term network effects to indicate the additional value that arises from the
usage of a product or service by an installed base of users, and which is subject to in-
creases or decreases when the installed basis rises or falls. Network externalities, by
contrast, refer to network effects that producers in the market are not able to internal-
ize in their ﬁrms.
7 Technology adoption has also been studied from the economics perspective. Hoppe
[28] provides a useful orienting perspective for interested readers to understand the
general structure of the related economics literature in this area by distinguishing
among theoretical models that characterize non-strategic and strategic ﬁrm interactions
in the product market versus certain and uncertain arrival and value of the new technol-
ogy of interest. The simplest versions of these models involve non-strategic adoption
with certain arrival and value. An example is that ﬁrm size effects on adoption with
no strategic interactions between ﬁrms may affect the payoffs. Other settings may
not involve strategic interactions, but may include uncertain arrival and value for the
technology. Still other settings may have strategic interactions, which may be affected
by changes in demand, ﬁrm competition or technology advances. Our setting involves
no direct strategic interactions or between-country rivalry, however, the behavior that
we are observing is characterized by uncertainty related to the arrival and value of dig-
ital wireless phones.
8 From a theory development standpoint, generalizability about a phenomenon is
viewed as the core of a theory. International generalizability is one of the important
criteria to assess the value of a global study of IT [43]. Local diversity in understanding
the global application of IT is important too [4]. In less developed countries, the envi-
ronment presents greater obstacles to IT adoption and diffusion. It is less likely that
IT is used and its value is appropriated in the same manner across countries in the
world. Country diversity, including economic development, cultural differences, infra-
structure, and institutional actions, have been examined in previous global IT studies.
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International IT innovation research in IS suggests that interna-
tional effects [57] and local diversity matter [4]. Different socio-
economic conditions of developed and developing countries in the
areas of infrastructure, education, culture, and institutions are critical
to explain differences in IT diffusion among different countries. In-
come and education are among the key socio-economic drivers of
wireless phone adoption [29]. We will examine four variables:wealth,
wealth distribution, education, and regions. Consistent with previous IS
research [11,57], we also explore the international differences through
sub-sample analysis of developed and developing countries.
Diffusion research suggests that wealth shows adopters' ability to
pay, permitting them to evaluate a technology for adoption [48].
Wealthier individuals can afford to take risks of adopting a new technol-
ogy early [50] because new technology costs tend to be high when it is
initially introduced in a market. (Consider this — a wireless phone in
1983 cost $3,000!) Wealthier people often are the only ones who are
able to afford a new technology. Howwealth is distributed in a country,
thus, has an important effect on diffusion and takeoff. If wealth is con-
centrated, many people may be unable to afford to adopt, and diffusion
will be slow. This will delay takeoff— or it may never occur. Tellis et al.
[50] found support for this in the cross-country diffusion of more
than 100 new products. Diffusion of innovation theory and related em-
pirical studies identiﬁed education, and other demographic characteris-
tics, as inﬂuential in IT adoption. Early adopters before takeoff of a new
IT tend to be better educated.
IT innovation and product takeoff research suggests that culture
may explain differences in IT diffusion and takeoff times across coun-
tries. There is evidence that takeoff seems to be higher in countries
with cultures that have lower uncertainty avoidance and place higher
value on achievement and industriousness [50], but others have
objected to this simplistic explanation [42].
Global IT adoption research ﬁndings suggest different patterns of
IT usage byworld regions. Japan, South Korea and other Asian countries,
for example, enjoy advanced multimedia data applications on wireless
phones. Users in developing countries in Africa rely on wireless phones
for basic economic needs, including seeking employment, access to
healthcare, and ﬁnding markets for small businesses. Others have
reported differences in product and IT diffusion between developed
and developing countries [8]. For example, Chandrasekaran and Tellis
[9] found that the mean time-to-takeoff of several technology products
varied for developed and developing nations. Thus, we expect regional
differences in our research.
We use cultural clusters to evaluate the inﬂuence of different cul-
tures on digital wireless phone takeoff and growth. Countries located
in the same clusters share similar culture because of geographic prox-
imity, common language, ethnicity and history. We apply a broad
classiﬁcation (e.g., Africa, Asia, America and Europe), and a ﬁner clas-
siﬁcation of cultural clusters (e.g., Asia Paciﬁc, Mideast, etc.). Fig. 2
shows our model of wireless phone takeoff and growth. We now dis-
cuss the main hypotheses.
3.1. Standards
Competing standards slow down product growth and create un-
certain outcomes [47]. With two competing standards, there are a
few possible outcomes. One may take off and gain wide accept-
ance while the other fails. The worst case is that, due to the uncer-
tainties about one standard over another, neither takes off, leading
to unsuccessful diffusion. A good example is Beta and VHS in the vid-
eotape format. The lack of a single standard slowed the rate of adop-
tion of VCRs until the VHS format got an edge in the market. Funk [16]
analyzed 1G, 2G, and 3G wireless phone technologies and found that
the choice of the single analog AMPS standard by the U.S. and the
single 2G digital GSM standard by the European Union were impor-
tant to create large-scale adoption. Thus, a lack of standards or the
presence of multiple standards slows down diffusion and delays the
takeoff. We propose:
• H1a (The single standard for takeoff hypothesis). Countries with a
single standard experience faster takeoff of digital wireless phones.
• H1b (The single standard for penetration growth hypothesis).
Countries with a single standard experience higher penetration growth
of digital wireless phones after takeoff.
3.2. Market competition
The technology dominance and product life cycle theories
suggest that competition can increase market demand through
mechanisms related to prices and non-price factors (e.g., product
quality and features). For products, competition exerts pressure
for ﬁrms to improve their technology, expand product offerings,
and increase product differentiation. Competition also puts pres-
sure on ﬁrms to reduce prices, which leads to increases in sales.
For some IT products and services (PCs and software), the market
is not subject to regulation. Thus, market processes, ﬁrm capabili-
ties, and anticipated demand are the mechanisms underlying ﬁrm
entry and competition. However, some network technologies (the
Internet, ﬁxed and wireless phones) are often subject to regula-
tion. To manage the radio frequency spectrum, countries offer a
limited number of wireless phone licenses, and operators have to
compete for a license before they can start providing services to
subscribers. Several countries award one available wireless phone
license to the incumbent ﬁxed-phone line operator while the rest
go to market entrants.
The number of operators in digital wireless phone markets tends
to be small. In 2004, Australia had four operators, China two, and
Germany four, for example. Nevertheless, the evidence suggests that
competition in wireless phone markets is likely to increase demand
and speed up diffusion [27]. As early as 1995, when the digital wireless
phone industrywas just establishing itself, competition in thewireless
phone market created several beneﬁts, including price reductions, in-
creased market growth, and increased applications. Agarwal and
Bayus [2] found that higher competition led to faster takeoff of prod-
ucts, including analog wireless phone technology in the U.S. So we
also propose:
• H2a (The telecom market for competition hypothesis). Countries
with higher telecom market competition experience faster takeoff of
digital wireless phones.
Table 1
Literature on international development and IT with research contexts.
Focus Study Context Countries Approaches
Differences Zhu et al. [58] E-business adoption 10 developed, developing Sample analysis
Culture Srite and Karahanna [46] PDA adoption 30 countries Culture aspects
Walsham [54] Software team India, Jamaica, U.S. Case studies
IT infra-structure Zhu et al. [59] Internet adoption 10 developed, developing ICT penetration as
control variable
Institutional support Montealegre [41] Internet adoption Chile, Costa Rica, Ecuador, Peru Case studies
Silva and Figueroa [45] IT adoption Chile Case study
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• H2b (The telecom market competition for penetration growth
hypothesis). Countries with higher telecom market competition have
higher penetration growth of digital wireless phones after takeoff.
3.3. Technology costs
Technology costs are a barrier to technology adoption. Anecdotal
evidence from the analog wireless phone market suggests that falling
prices of handsets increased market growth in the late 1980s [16].
Other studies that examine takeoff of new innovations also found
that falling prices can trigger increased demand and subsequently
lead to takeoff [2,47]. This is because prices tend to be very high
when an innovation is ﬁrst introduced [21]. Over time, prices decline
due to competition and investment in process innovations though.
Takeoff occurswhenprices drop so innovations becomemore affordable.
Thus, we assert:
• H3a (The technology use cost for takeoff hypothesis). Countries
with lower costs to use digital wireless phones experience faster takeoff
of digital wireless phones.
• H3b (The technology use cost for penetration growth hypothesis).
Countries with lower costs to use digital wireless phones experience
higher penetration growth of digital wireless phones after takeoff.
3.4. Technology substitutes
Economic theory suggests that consumer willingness-to-pay
depends on the availability and prices of substitute products or
services. With rapidly advancing technology, technology substitution
occurs for many different technological products. Two products are
substitutes if a price increase for one leads to an increase in sales of
the other. Analog and digital wireless phone technologies work this
way. Although digital technology offers signiﬁcant improvements
over analog technology, including increased voice quality and
enhanced security, handset and service prices of digital technology
are higher. Individuals compare technology prices and performance
when they make adoption decisions.
Digitalwireless phone adopters fall into two groups: analogwireless
phone users who are considering upgrading, and others who haven't
used wireless phones. Referent point theory posits that individuals use
their most recent purchase as a reference point for future purchases in
the same product category. For example, an owner of an older genera-
tion PC is more likely to use that machine to compare the performance
and prices of newer PCs [33]. Thus, we expect those who use analog
wireless phones to use their experiencewith analog technology as a ref-
erence pointwhen evaluating the performance and prices of newdigital
wireless phones. The takeoff of digital wireless phones may be delayed
if many decide to adopt analog technology during the introduction of
digital technology. Thus, we propose:
• H4a (The analog substitution effects for takeoff hypothesis).
Countries with weak substitution effects from analog technology are
likely to experience faster takeoff of digital wireless phones.
• H4b (The analog technology substitution effects for penetration
growth hypothesis). Countries with weak analog substitution effects
will have higher penetration growth for digital wireless phones after
takeoff.
4. Empirical models
We examine two outcomes: time-to-takeoff and the extent of pen-
etration growth after takeoff.
4.1. An event history model
Since takeoff is a time-dependent event, event history models
are useful to test the inﬂuence of related factors on time-to-takeoff.
We use proportional hazard regression. Parametric models are less ap-
propriate because we have no information on the form of the underly-
ing distribution of the baseline hazard or likelihood of an event at
some point in time. A particular distribution will not bias our results
either.9
Time-to-takeoff can be modeled as a function of a baseline hazard
and explanatory variables. The hazard function of country i is hi(t)=
h0(t) exp(βXit). Here h0(t) is the baseline hazard, Xit is a vector of ex-
planatory variables for country i at time t, and β is a vector of param-
eters. The proportional hazards model assumes the hazard ratio of
two countries is constant over time.
4.2. Panel data model
We use a panel data model to examine factors that inﬂuence pen-
etration growth after takeoff. Previous research suggests that the
growth phase of most products often lasts several years [22]. Our
panel data consist of several observations for each country. We use a
random-effects speciﬁcation to test the explanatory factors for pene-
tration growth during the growth phase of the digital wireless phone
life cycle: yit=α+βXit+ui+εit, where i=1, …, I denotes countries
and t=1,…, T denotes years. The dependent variable, y, is the annual
9 This is attractive to let the data communicate information about the setting to an
analyst. The hazard function, or likelihood of an event of interest to be observed, can
be represented through a proportional difference as the variable z changes over time
t, via hz(t)=g(z)h0(t), in which h0(t) is the baseline hazard function. The proportionality
constant g(z) is a function of z but not time t.
Fig. 2. A model of digital wireless phone takeoff and growth.
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penetration growth of digital wireless phones, α is an intercept, the
vector X contains explanatory variables, and the βs are the estimated
coefﬁcients. There are two unobserved components: ui reﬂects coun-
try heterogeneity, and εit is an error term that varies across time,
and may vary across groups of countries. The model treats differences
through ui as normally-distributed random variables.10 We can extrap-
olate the ﬁnding to other countries outside the sample.11
5. Data
We now consider the deﬁnitions and measures that we will use in
this empirical research for the key variables in the model. The ﬁrst de-
pendent variable is duration from commercialization to takeoff in the
digital wireless phone life cycle. The second is penetration growth
during the growth phase.12 To operationalize our dependent vari-
ables and determine when takeoff occurs, we deﬁne three events to
mark the boundaries of the beginning of the ﬁrst three phases in
the life cycle. Commercialization begins when digital wireless phones
are ﬁrst introduced to users in a market. The second event that iden-
tiﬁes the end of the introduction phase and the beginning of the
growth phase is takeoff, the ﬁrst dramatic and sustained increase in
penetration. The third event that identiﬁes the end of the growth
phase and the beginning of the maturity phase is slowdown, the
period when sales growth slows down or levels off.
Our commercialization measure is the ﬁrst year in which digital
wireless phone services become available. Measures of takeoff and
slowdown required proxy variables. The rapid increase in penetration
associated with takeoff and the leveling off of sales associated with
slowdown can be problematic to recognize.
Previous studies proposed three methods to measure takeoff: heu-
ristic, diffusion model estimation, and discriminant approaches. Tellis
et al. [50] operationalized takeoff as the ﬁrst year a new product's
growth rate relative to the prior year crosses a predeﬁned threshold
based on penetration levels. The pre-speciﬁed takeoff threshold is
simple and works across many products and countries, but it lacks
theoretical or empirical support. The diffusion model estimation ap-
proach derives a takeoff point from a speciﬁc diffusion model such
as the Bassmodel [38]. Thus, this approachmakes a strong assumption
about the patterns of diffusion and may bias the estimation of takeoff
time. We chose the discriminant approach [2] because this method is
rigorous and doesn't require that all technologies need to go through
all four life cycle phases. We ﬁrst used a visual analysis to classify
time-series that belong to certain phases. We classiﬁed the remaining
data in either of two adjacent phases as in-between phases. They
include the in-between introduction and growth phase, the
in-between growth and maturity phase, and the in-between maturity
and decline phase.13 (See Table 2 for the regressors.)
Standards are measured by the number of digital wireless phone
standards in a country. Market competition measures the number
of digital wireless phone operators. Technology costs are measured
by purchasing power parity (PPP)-adjusted sixty-minute peak-rate
local calls. Substitution ismeasured by analogwireless phone penetra-
tion. Country contextual variables are wealth, wealth distribution, re-
gions, and education. Wealth is measured by PPP-adjusted GDP per
capita in international dollars, and wealth distribution by the GINI
index, ranging from 0 to 100. A greater value of the GINI index reﬂects
a higher level of wealth inequality. Countries are in four geographical
regions: Africa, Asia, Europe, and America. Education is measured by
the 2004–2005 World Economic Forum's advanced Human Capital
Index, which captures enrollment, education system quality, and
training. (See Appendix A.)
10 The reason for our selection of a random effects model for estimation is because it is
a better choice when its primary assumptions are met, and because it produces efﬁ-
cient estimates. In our case, we do not assume country-level ﬁxed effects. The model
measures the difference between the average level of adoption in a country relative
to the average level of adoption in the world. There is also an implied assumption that
gives the estimation method its name, which is a little more difﬁcult to defend: that the
countries in our sample were chosen randomly from among all of the possible obser-
vations in the world. This is untrue in most studies of international development in-
volving technology and other inﬂuential factors of interest at the national level, of
course, although the ﬁxed effects assumption is often used.
11 The country-speciﬁc effects must be orthogonal to, or uncorrelated with the ex-
planatory variables though. We will test this assumption. The usual approach is to
run a random effects model and a ﬁxed effects model, and then perform a Durbin–
Wu–Hausman speciﬁcation test, to determine whether one speciﬁcation is better than
another, in terms of the consistency of the estimators with the smallest asymptotic
variance. Similar to the survival model of takeoff, the panel data model allows coun-
tries to have a different number of data points depending on the time a country is in
the growth phase.
12 Prior research classiﬁed the technology life cycle into four phases: introduction,
growth, maturity, and decline [5,22].
13 We classify the penetration growth time-series into the introduction, growth, and
maturity phases with the following seven algorithm steps. (1) We plot the growth data
by time, and visually examined the data points that clearly fall into the growth patterns
of one of the three phases. Growth tends to be slow during the introduction phase.
Growth increases dramatically in the growth phase and levels off in the maturity
phase. The remaining observations are then classiﬁed into two groups: the in-
between introduction and growth phase group, and the in-between growth and matu-
rity phase group. (2) We next standardize the growth data to eliminate heterogeneity
across countries by dividing each observation by the mean value of penetration growth
for the growth phase. (3) We then use discriminant analysis to classify observations in
the in-between phases into the appropriate life-cycle phases. Let x1,…, xt represent the
observations in the in-between the introduction and growth phases. We seek to estab-
lish an optimal year j such that x1,…, xj are classiﬁed in the introduction phase and xj+1,
x j +2,…, xt are classiﬁed in the growth phase. The x1,…, xj should resemble the obser-
vations that are initially classiﬁed in the introduction phase more than those initially
classiﬁed in the growth phase. Also, xj+1, xj+2,…, xt should be more similar to others
initially classiﬁed in the growth phase than in the introduction phase. We use the
means of penetration growth as our criterion to determine similarity. (4) Next, let
⌢μ1 and
⌢μ2 be the means of penetration growth of the standardized observations clas-
siﬁed in the introduction and growth phases. We choose values j=1,…, t that partition
the in-between observations into two groups and calculate the mean penetration
growth of those two groups:d1 jð Þ ¼
Xj
i¼1
xi
j , andd2 jð Þ ¼
Xt
i¼jþ1
xi
t−j . The choice of j needs to sat-
isfy the similarity criterion, such that d1 jð Þ−j ⌢μ1j≤
⌢μ1−
⌢μ2
2

 and d2 jð Þ− ⌢μ2
 ≤
⌢μ1−
⌢μ2
2

. (5) If
no values satisfy this criterion, then we classify all observations in the introduction phase
if d1 tð Þ− ⌢μ1
 b d1 tð Þ− ⌢μ2
 , and in the growth phase otherwise. (6) If there were multiple
values of j that satisfy the similarity criterion, then we select j to maximize the difference
between the mean penetration growth of the two phases, |d1 (j)−d2 (j)|. (7) We repeat
Steps 3 to 6 to similarly classify observations in the in-between growth and maturity
phases.
Table 2
Summary statistics of key variables.
Variable Measure Mean Std. dev.
Takeoff Duration from commercialization to takeoff 2.32 years 0.82 years
Penetration growth Penetration growth during the growth phase 213% 108%
Standards Number of digital wireless phone standards 1.17 0.45
Market competition Number of digital wireless phone operators 2.73 1.45
Technology cost PPP-adjusted cost of 60-minute peak-rate local calls 25.26 17.84
Technology substitutes Extent of analog wireless phone penetration 1.66% 3.29%
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6. Results
We next present two sets of results based on proportional hazard
regression and panel data analysis.
6.1. Proportional hazard regression results for factors inﬂuencing
time-to-takeoff
The results for factors that inﬂuence time-to-takeoff for digital
wireless phones with network effects [7,15,24], measured by digital
wireless phone penetration (DIGITAL) are shown below. (See
Tables 3 and 4, and Appendix B for the proportional hazard assump-
tion test.)
The network effects (DIGITAL) are not signiﬁcant (p=0.33). We
conducted additional analysis based on a ﬁner classiﬁcation of cultur-
al clusters.14 (See Table 5.) The results are comparable with those for
four regions (Africa, Asia, Europe, and America). The χ2 (5 d.f.) of the
likelihood ratio test between the model with four regions and the
model with nine is 8.26 (p=0.14), indicating no difference between
the two models. Thus, we use the results from Table 3 to report our
ﬁndings.
6.1.1. Estimated parameters
We tested the inﬂuence of standards (STD), market competition
(COMP), technology costs (COST), and technology substitutes (ANA-
LOG) on time-to-takeoff. The control variables are wealth (GDP),
wealth distribution (GINI), regions (Africa, Asia, Europe), and educa-
tion (EDU). All have correlation coefﬁcients less than 0.7, except
ANALOG and GDP at 0.71. So we dropped GDP to avoid unstable coef-
ﬁcient estimates.15 Themodel was signiﬁcant (log-likelihood=29.93;
pb .01). The number of standards (STD) was signiﬁcant too (pb .01),
with a coefﬁcient of−1.44 and a hazard ratio of 0.24: so an additional
standard in a country decreased the hazard rate to reach takeoff by
76%. Thus, the Single Standard for Takeoff Hypothesis (H1a) is
supported with our data.
Technology substitution based on analog wireless phone pene-
tration (ANALOG) also was signiﬁcant (pb .01) but with a near-zero
coefﬁcient and a hazard ratio near to 1. So analog wireless phone pen-
etration appears to have had little impact on the hazard rate to reach
takeoff. For our data, the Analog Technology Substitution Effects for
Takeoff Hypothesis (H4a) is not supported. Market competition and
technology costs were not signiﬁcant. So our data do not support
the Telecom Market Competition for Takeoff Hypothesis (H2a) or
the Technology Use Cost for Takeoff Hypothesis (H3a). The Asia and
Europe dummies were signiﬁcant, indicating earlier takeoff in those
regions though.
Overall, the results suggest that standards, and analog wireless
phone penetration are key drivers for takeoff. Countries with one
wireless phone standard tend to reach takeoff faster. Similarly, coun-
tries that have many analog wireless phone subscribers reach takeoff
faster. This result does not support the prediction from product life
cycle theory that analog technology substitutes for digital technology
though.
Why? It may be that the extent of analog phone penetration in-
volves cumulative learning that a society achieves with wireless
phones. Adopters with an interest in wireless phones who preferred
to wait may have adopted soon after digital technology became avail-
able. Also, early adopters of an innovation like digital technology are
likely to have a lot of experience with similar product categories.
Competition and technology costs were not important to time-
to-takeoff. This contrasts with the prediction offered by product life
cycle theory. Agarwal and Bayus [2] examined product takeoff, includ-
ing analogwireless phones in the U.S., and found similar results: prices
or costs to users are not so important in explaining takeoff times. Early
adopters prior to takeoff are likely to be wealthy and risk-taking indi-
viduals who are keen to try new and different technologies as soon as
they become available.
Finally, digital wireless phone takeoff was faster in Asia and
Europe. The European Union countries agreed to use one standard,
GSM. Countries with one standard had faster takeoff. Fewer uncer-
tainties among competitors created spillover effects for higher expec-
tations of payoffs for consumers. A large increase in growth of wireless
phone subscribers in Asia seems to have come from the rolling out of
prepaid services that made digital wireless phone services more at-
tractive to adopters. In some countries, users embraced wireless
phones and various services to enhance their lifestyle. With this
knowledge, operators competed to offer a variety of services that
matched user needs. For example, users in Japan were among the
ﬁrst to play music, movies, and send pictures and video clips by
phone. Users in the Philippines enjoyed innovative services, including
wireless-enabled clubs forwomen,money transfers onwireless phones,
and domestic transfers and remittances for wireless subscribers.
6.1.2. Sub-samples
The developed and developing country sub-sample results come
next. (See Table 6.) We also evaluated network effects in the sub-
sample analysis models. (See Table 7.)
Table 3
Results of proportional hazard regression for factors inﬂuencing time-to-takeoff.
Variables Coeff. Std. err. Z (signif.) Hazard ratio
STD −1.44 0.14 −2.36⁎⁎⁎ 0.24
COMP 0.03 0.15 0.23 1.03
COST 0.007 0.007 1.01 1.01
ANALOG 0.001 0.00003 3.43⁎⁎⁎ 1.00
GINI 0.05 0.03 1.59 1.05
EDU 0.53 0.38 1.39 1.69
Africa 1.71 1.16 1.48 5.53
Asia 3.07 1.22 2.53⁎⁎⁎ 21.61
Europe 4.66 1.49 3.12⁎⁎⁎ 105.42
96 obs., 41 countries. Likelihood ratio, model signiﬁcance=29.93⁎⁎⁎. Z tests the
hypothesis that a coefﬁcient=0. Signif.: ⁎pb .10, ⁎⁎pb .05, and ⁎⁎⁎pb .01.
Table 4
Proportional hazard regression results for factors inﬂuencing time-to-takeoff control-
ling for network effects.
Variables Coeff. Std. err. Z (signif.) Hazard ratio
DIGITAL −0.003 0.003 −0.97 0.997
STD −1.63 0.63 −2.59⁎⁎⁎ 0.20
COMP 0.008 0.15 0.06 1.01
COST 0.006 0.007 0.94 1.01
ANALOG 0.002 0.001 2.78⁎⁎⁎ 1.00
GINI 0.05 0.03 1.67⁎ 1.05
EDU 0.79 0.44 1.80⁎ 2.20
Africa 1.55 1.16 1.34 4.69
Asia 2.93 1.20 2.43⁎⁎ 18.66
Europe 4.22 1.50 2.81⁎⁎⁎ 68.17
96 obs., 41 countries. Likelihood ratio, model signiﬁcance=29.20⁎⁎⁎. Z tests the
hypothesis that a coefﬁcient=0. Signif.: ⁎pb .10, ⁎⁎pb .05, and ⁎⁎⁎pb .01.
14 The ﬁner scheme classiﬁes countries into nine cultural clusters. These include Asia
Paciﬁc (Australia, China, Hong Kong, Indonesia, Japan, Korea, Malaysia, New Zealand,
Philippines, Singapore, Thailand, Vietnam), Middle East (Iran, Kuwait, Saudi Arabia,
United Arab Emirates), South Asia (Bangladesh, India, Pakistan, Sri Lanka), Africa
(Egypt, Morocco, South Africa, Sudan, Tanzania, Uganda), N. America (USA), Latin
America (Brazil, Nicaragua), Mediterranean (Greece, Portugal), W. Europe (Belgium,
France, Germany, Netherlands, Switzerland, Turkey, United Kingdom) and Scandinavia
(Denmark, Finland, Norway).
15 All the variance inﬂation factor values are less than 10 (from 1.05 for COST to 2.86
for ANALOG), indicating that multicollinearity is not an issue. Dropping GDP may lead
to loss of explanatory power for wealthy and less wealthy countries. We compensated
by performing sub-sample analysis to evaluate systematic differences between the de-
veloped and developing countries.
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Similar to the full-sample, estimated coefﬁcients of network effects
are not signiﬁcant for the developed country (p=0.11) and develop-
ing countrymodel (p=0.91). So the results from Table 6 are appropri-
ate to interpret. Our sub-sample analysis reﬂected a few differences
between the developed and developing countries. In the case of the
developed countries, ANALOG was the only signiﬁcant variable
(pb .01) with a coefﬁcient of 0.03 and hazard ratio of 1.03. For the de-
veloping countries, two signiﬁcant drivers of takeoff were the number
of standards (STD) and education (EDU). The number of standardswas
negative with a coefﬁcient of−1.06 and hazard ratio of 0.35 (pb .05).
Education was positive with a coefﬁcient of 1.43 and a hazard ratio of
4.19 (pb .05).
Interestingly, the inﬂuential factors for takeoff appear to be differ-
ent between developed and developing countries. A large pool of an-
alog subscribers in developed countries seems to have played an
important role in the takeoff of digital wireless phones. Multiple stan-
dards, the lack of highly-educated populations, and lower quality ed-
ucational services have tended to slow down takeoff in developing
countries. This is not surprising because most users in developing
countries are ﬁrst-time phone users. Early adopters tend to be those
with higher education; they understand the different standards and
their implications for wireless phone use. For example, a recent sur-
vey in Egypt and Tanzania found that almost 60% of wireless phone
owners have high school or higher education [53].
6.2. Panel data results of factors inﬂuencing penetration growth during
the growth phase
We next compare four different random-effects panel data models:
(1) direct inﬂuences; (2) direct inﬂuences and an interaction effect be-
tween standards and competition; (3) direct inﬂuences controlling for
autocorrelation; and (4) direct inﬂuences and an interaction effect
between standards and competition controlling for autocorrelation.
We checked some model diagnostics and endogeneity, however, only
heteroskedasticity was present.16 So we modeled using region and cul-
ture cluster dummies in separate runs. The results are comparable with
themodel with the regional dummy variables. (See Tables 8, 9 and 10.)
6.2.1. Model comparison
The interaction effect between STD and COMP is not signiﬁcant in
both random effects models (p=0.18) and in the model that controls
for autocorrelation (p=0.51). So next, we checked if autocorrelation
should be addressed in the direct inﬂuence model. The Baltagi–Wu
locally-best invariant (LBI) statistic for the random effects model with
autocorrelation is 2.02. A value far below 2 suggests autocorrelation.
Since LBI is higher than 2, autocorrelation is not a concern. So we
will use the results from the random effects model with direct inﬂu-
ences in Table 8, as a basis for interpreting what we observe.
6.2.2. Estimated parameters
STD was negative and signiﬁcant (βSTD=−4.39, pb .05). This sup-
ports the Single Standard for Growth Hypothesis (H1b). An additional
standard decreases penetration growth by as much as 439%. COMP
was positive and signiﬁcant (βCOMP=0.08, pb .01), which supports
the Telecom Market Competition for Penetration Growth Hypothesis
(H2b). An additional digital wireless phone operator increases pene-
tration growth by a modest 8%. COST and ANALOGwere not signiﬁcant
though. So the Technology Use Cost for Penetration Growth
Hypothesis (H3b) and the Analog Technology Substitution Effects
16 We evaluated whether multicollinearity, heteroskedasticity and endogeneity bi-
ased the modeling estimates. Multicollinearity increases parameter variance, so the es-
timates are less precise. We diagnosed multicollinearity by checking pair-wise
correlations between the explanatory variables. All of our explanatory variables had
correlation coefﬁcients less than 0.7. All VIF values were less than 10 (ranging from
1.02 for ANALOG to 1.5 for STD), indicating that multicollinearity was not an issue ei-
ther for the panel data. We used White's test, which uses a Lagrange multiplier that
has a χ2 distribution under the null hypothesis of homoskedasticity. The test results
(χ2=62.82, d.f.=36, pb0.004) suggested that heteroskedasticity might be an issue,
so we used robust standard errors to correct for it. We also evaluated whether
endogeneitywas present. This problem arises when explanatory variables and a depen-
dent variable are simultaneously determined by some unobservable variables. Tech-
nology costs or prices might be determined by subsidies, discounts, quality of
services, and network coverage. These omitted variables may inﬂuence adoption deci-
sions. We used a Lagrange multiplier test to see if the unobserved error term has a
large value, which might hint at the presence of endogeneity, but it was not an issue
(χ2=1.57, d.f.=1, p=0.21).
Table 5
Proportional hazard regression results for factors inﬂuencing time-to-takeoff using
ﬁner classiﬁcation of cultural clusters.
Variables Coeff. Std. err. Z (signif.) Hazard ratio
STD −1.26 0.56 −2.26⁎⁎ 0.28
COMP 0.14 0.18 0.81 1.15
COST 0.02 0.01 2.10⁎⁎ 1.02
ANALOG 0.001 0.00003 3.43⁎⁎⁎ 1.00
GINI 0.05 0.04 1.39 1.05
EDU 0.73 0.47 1.53 2.07
Africa 1.07 1.12 0.96 2.93
Asia Paciﬁc 2.79 1.14 2.46⁎⁎ 16.33
Middle East 2.55 1.17 2.19⁎⁎ 12.80
Mediterranean 5.05 1.34 3.77⁎⁎⁎ 155.99
South Asia 1.69 1.07 1.58 5.43
Western Europe 3.96 1.26 3.15⁎⁎⁎ 52.71
Scandinavia 5.72 1.42 4.02⁎⁎⁎ 303.83
North America −0.67 2.22 −0.30 0.52
96 obs., 41 countries. Likelihood ratio, model signiﬁcance=34.50⁎⁎⁎. The results of this
model are comparable with the model with dummy variables for regions (Africa, Asia,
Europe, and America). The model with regional dummy variables found the Asia
(including Asia Paciﬁc Middle East and South Asia sub-regions) and Europe (including
Mediterranean, Western Europe and Scandinavian countries) regional dummy vari-
ables to be positive and signiﬁcant. The results from this model echo those with Asia
Paciﬁc, Middle East, Mediterranean, Western Europe and Scandinavia sub-regional
dummy variables to be positive and signiﬁcant. The χ2 (d.f.=5) result of the likelihood
ratio test between the model with four regions and the model with nine regions is 8.26
(p=0.14), indicating that there is no signiﬁcant difference between the two models. Z
tests the hypothesis that a coefﬁcient=0. Signif.: ⁎pb .10, ⁎⁎pb .05, and ⁎⁎⁎pb .01.
Table 7
Sub-sample analysis for the proportional hazard regression of takeoff controlling for
network effects.
Developed countries Developing countries
Var. Coef. SE Z Hazard
ratio
Coef. SE Z Hazard
ratio
DIGITAL −0.10 0.006 −1.67 0.99 0.002 0.02 0.11 1.002
STD −1.12 0.84 −1.33 0.33 −1.17 0.17 −2.19⁎⁎ 0.31
COMP −0.33 0.35 −0.96 0.72 0.03 0.31 0.11 1.03
COST 0.03 0.04 0.91 1.03 0.009 0.009 1.08 1.01
ANALOG 0.002 0.001 1.98⁎⁎ 1.002 0.34 0.21 1.62 1.40
GINI 0.02 0.05 0.41 1.02 −0.008 0.05 −0.18 0.99
EDU 0.40 0.82 0.48 1.49 1.21 0.68 1.77⁎ 3.34
Developed countries: 40 obs., 20 countries. Likelihood, model signif.=14.25⁎⁎⁎.
Developing countries: 56 obs., 21 countries. Likelihood, model signif.=18.80⁎⁎⁎. Z tests
whether a coefﬁcient=0. Signif.: ⁎pb .10,⁎⁎pb .05,⁎⁎⁎pb .01.
Table 6
Sub-sample analysis for the proportional hazard regression of takeoff.
Developed countries Developing countries
Var. Coef. SE Z Hazard
ratio
Coef. SE Z Hazard
ratio
STD −0.90 0.93 −0.96 0.31 −1.06 0.51 −2.08⁎⁎ 0.35
COMP −0.13 0.29 −0.45 0.72 0.09 0.13 0.65 1.09
COST 0.05 0.04 1.28 1.07 0.006 0.007 0.91 1.006
ANALOG 0.03 0.01 2.55⁎⁎⁎ 1.03 0.35 0.23 1.54 1.41
GINI 0.03 0.05 0.55 1.02 −0.01 0.03 −0.54 0.99
EDU 0.82 1.65 0.49 2.51 1.43 0.68 2.12⁎⁎ 4.19
Developed countries: 40 obs., 20 countries. Likelihood, model signif.=16.58⁎⁎⁎.
Developing countries: 56 obs., 21 countries. Likelihood, model signif.=23.29⁎⁎⁎.
Z tests whether a coefﬁcient=0. Signif.: ⁎pb .10,⁎⁎pb .05,⁎⁎⁎pb .01.
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for Penetration Growth Hypothesis (H4b) were not supported. Two
others, GDP and EDU, were signiﬁcant. GDP was positive but has little
economic inﬂuence (βGDP=0.0003, pb .05). A 100 international dollar
increase in GDP per capita increases growth by 0.03%. EDU is positive
too (βEDU=2.86, pb .05).
The presence of standards continues to be an important factor to ex-
plain high growth during the growth phase after takeoff. High market
competition explains penetration growth. Since price was not signiﬁ-
cant, apparently other non-price factors, such as actual and perceived
technological improvements, product differentiation, and innovative
services, are more inﬂuential drivers of penetration growth.
Next, we performed sub-sample analysis to determine whether
there were any noticeable differences between developed and devel-
oping countries. Similar to the full-sample analyses, we compared
four different random-effects models for the developed and develop-
ing countries: (1) direct inﬂuences; (2) direct inﬂuences and an in-
teraction effect between standards and competition; (3) direct
inﬂuences controlling for autocorrelation; and (4) direct inﬂuences
and an interaction effect between standards and competition con-
trolling for autocorrelation. (See Tables 11, 12, 13 and 14.)
6.2.3. Model comparison
For both developed and developing countries, the interaction ef-
fects between STD and COMP were not signiﬁcant in both random
effects models (p=0.85 for developed countries; p=0.82 for devel-
oping countries) and the random effects model controlling for auto-
correlation (p=0.16 for developed countries and p=0.12 for
developing countries). The LBIs for the random effects model with au-
tocorrelations are 2.12 and 1.96 for the developed and developing
country models. Although the developing country model LBI was
lower than 2, its value doesn't suggest autocorrelation is problematic.
So it still makes sense to use the results from the randomeffectsmodel
in Table 11 to report our ﬁndings.
For the developed countries, four variables are notable. STD
was negative and signiﬁcant (βSTD=−1.60, pb .05). COMP was pos-
itive and signiﬁcant (βCOMP=0.08, pb .05), and analog penetration
(ANALOG) was positive and weakly signiﬁcant (βANALOG=16.26,
pb .10). GDP was negative and signiﬁcant (βGDP=−0.0002, pb .05).
For developing countries, two variables are signiﬁcant. STDwas neg-
ative, signiﬁcant (βSTD=−2.00, pb .10), and COMP was positive and
signiﬁcant (βCOMP=0.08, pb .01).
The results suggest that, in addition to standards and competition,
an installed base of analog subscribers and wealth drive penetration
growth after takeoff for developed countries. Since they introduced
analog wireless phones earlier, the phase-out of analog technology
was more likely to have happened already in these countries. Wealth
reﬂects a country's economic conditions and its consumers' ability to
acquire new technology. Consistent with previous ﬁndings in product
life cycle research [9] and wireless communications technology [26],
individuals in wealthier countries are more likely to adopt new tech-
nology faster than those in less wealthy countries.
7. Discussion
Successful diffusion of a new technological innovation in a
network-based industry requires an industrial structure and the in-
volvement of several public and private actors to create strong value
propositions for the products to consumers. Digital wireless phone
technology has been increasingly viewed as a transformative innova-
tion that has made signiﬁcant contributions to economic and social
development for both developed and less developed countries.
Table 9
Penetration growth random effects model by culture clusters.
Variable Coef. Std. err. t Variable Coef Std. err. T
STD −0.86 0.33 −2.60⁎⁎⁎ Africa −0.38 0.68 −0.55
COMP 0.08 0.04 3.52⁎⁎⁎ Asia Paciﬁc −0.24 0.71 −0.34
COST −0.004 0.007 −0.54 Middle East −0.51 0.68 −0.75
ANALOG 26.50 9.06 2.92⁎⁎⁎ Mediterranean −1.04 0.68 −1.54
GDP −0.00003 0.00007 −4.41⁎⁎⁎ South Asia −0.28 0.73 −0.38
GINI 0.01 0.02 0.53 W. Europe −0.74 1.66 −0.45
EDU 0.32 0.17 1.85⁎ Scandinavia −0.84 0.91 −0.92
N. America −0.36 0.67 −0.53
313 observations for 41 countries. Dependent variable: penetration growth during growth phase. R2=0.30. Results comparable with model with dummy variables for regions
(Africa, Asia, Europe, and America). No signiﬁcant effects of these dummies were identiﬁed for either model. Signif.: ⁎pb .10, ⁎⁎pb .05, and ⁎⁎⁎pb .01.
Table 8
Penetration growth random effects model in growth phase by region.
Random effects model with direct inﬂuences Random effects model with direct inﬂuences and an interaction
effect
Variable Coef. Robust SE t Coef. Robust SE t
STD −4.39 2.27 −1.94⁎⁎ −1.65 0.26 −6.29⁎⁎⁎
COMP 0.08 0.02 3.52⁎⁎⁎ 0.11 0.04 2.88⁎⁎⁎
STD×COMP 0.12 0.08 1.48
COST −0.0004 0.0005 −0.85 −0.001 0.006 −0.17
ANALOG 10.12 9.66 1.05 10.02 9.61 1.04
GDP 0.0003 0.0001 2.55⁎⁎ −0.001 0.0002 −3.21⁎⁎⁎
GINI 0.15 0.10 1.55 0.11 0.08 1.30
EDU 2.86 1.32 2.17⁎⁎ 0. 69 0.34 2.03⁎⁎
Africa −6.52 4.51 −1.44 −6.45 3.89 −1.66
Asia −3.19 3.70 −0.86 −3.07 2.70 −1.14
Europe −2.17 3.21 −0.68 −3.25 3.26 −1.00
313 obs. for 41 countries. Dep. var.: penetration growth during growth phase. Signif.: ⁎pb .10, ⁎⁎pb .05, and ⁎⁎⁎pb .01. Random effects model with direct inﬂuences: R2=0.27.
Hausman test (χ2=3.42, pb0.49) showed no correlation of country-speciﬁc effects with explanatory variables. Thus, a random effects model is suitable. Random effects model
with direct inﬂuences and interaction effect: R2=0.26. Hausman test (χ2=7.01, p=0.22) also showed no correlation of country-speciﬁc effects with explanatory variables. So a
random effects model again is appropriate.
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7.1. Theoretical and empirical contributions
Our research contributes to theory development on IT diffusion and
technology evolution. We have brought together concepts from tech-
nology dominance and product life cycle theories to develop a broader
view of industry structure necessary to create a successful market of a
new network-based innovation. Network-based innovations such as
wireless communications technology require knowledge, resources,
and competencies that span across ﬁrms, governments and countries.
The stories of the development of the GSM standard and the adoption
of the CDMA standard in South Korea provide illustrative case studies
of the need for a broader view of industry structure.
With the backdrop of the existence of ﬁve different analog stan-
dards in European countries, the European Commission recognized
early on that a single digital wireless standard was necessary to
unify Europe. The GSM standardwas developed in the European Tech-
nology Standards Institute (ETSI) through the participation of govern-
ments, thirteen European service providers, and more than ten U.S.
and European manufacturers. Subsequently, the European Council of
Ministers signed the Memorandum of Agreement in 1991, with state-
ments of intention from operators in thirteen different countries to
provide digital wireless phone services based on the GSM standard.
The adoption of GSM by the European Union was a critical event in
the trajectory that led to its dominance among digital wireless phone
standards. Firms that participated in the GSM standard-setting effort
helped to convince other governments in South America, Asia, and
Africa to adopt GSM, thus securing GSM as a widely-adopted global
digital standard.
The role that a dominant standard played in creating a successful
digital wireless market was also demonstrated in South Korea.
Government sponsorship enabled effective coordination of actions
among ﬁrms. It provided R&D funds to support the development and
implementation of CDMA technologies, and established a consortium
of leading South Korean manufacturers and operators to work with
Qualcomm. These two case studies provide evidence to suggest that
a narrow view of industry structure (ﬁrm entry, ﬁrm exit, competi-
tion) is not sufﬁcient to establish an accurate understanding of a
network-based industry such aswireless communications technology.
The cases also point out the important role of dominant design in the
form of standards in establishing the digital wireless industry and
market that precedes ﬁrm entries and other industry dynamics typi-
cally discussed in technology dominance theory.
Consistent with prior work, we found strong support that the
presence of a single standard speeds up takeoff and subsequent diffu-
sion growth. Strong market competition through non-price factors
drives faster diffusion after takeoff. Standards as a form of dominant
design to support industry structure have to be complemented with
a related view of standards as infrastructures that support new IT ser-
vice innovations. A dominant design is a preferred design knowledge
and technological hierarchy that is embodied in available products af-
terward. Infrastructure refers to “the basic information technologies
and organizational structures, along with the related services and
facilities necessary for an enterprise or industry to function” [51,
p. 748]. In the context of wireless communications, standards enable
actors (e.g., device manufacturers, operators, and service providers)
who may have different private interests to coordinate their actions
to develop products that draw strong adopters' interest to the entire
industry, thus allowing participating ﬁrms to share revenues and
proﬁts. Standards enable ﬁrms to develop a variety of value-added
Table 11
Sub-sample analysis for penetration growth in the growth phase.
Developed countries Developing countries
Variable Coef. Robust SE t Coef. Robust SE t
STD −1.60 0.72 −2.24⁎⁎ −2.00 1.061 1.90⁎
COMP 0.08 0.03 2.86⁎⁎⁎ 0.08 0.02 3.24⁎⁎⁎
COST 0.03 0.02 1.45 −0.07 0.06 −1.21
ANALOG 16.26 9.64 1.69⁎ 3.92 4.31 0.91
GDP −0.0002 0.0001 −2.31⁎⁎ −0.0005 0.0005 −1.07
GINI 0.05 0.07 0.78 0.15 0.10 1.42
EDU 0.40 1.05 0.39 0.87 0.84 1.04
Model: random effects. Developed countries: 20; 162 obs.; R2=0.36. Developing
countries: 21; 151 obs.; R2=0.30. Signif.: ⁎pb .10, ⁎⁎pb .05, ⁎⁎⁎pb .01.
Table 10
Penetration growth random effects model controlling for autocorrelation.
Random effects model controlling for autocorrelation Random effects model with STD×COMP effect and controlling
for autocorrelation
Variable Coef. Std. err. t Coef. Std. err. t
STD −0.80 0.42 −1.90⁎⁎ −0.89 0.42 −2.09⁎⁎
COMP 0.09 0.02 5.68⁎⁎⁎ 0.22 0.005 42.72⁎⁎⁎
STD×COMP 0.16 0.24 0.66
COST −0.00003 0.001 −0.02 −0.005 0.012 −0.44
ANALOG 23.59 5.84 4.04⁎⁎⁎ 17.83 6.98 2.55⁎⁎
GDP −0.0002 0.00005 −3.40⁎⁎⁎ −0.0001 0.0005 −2.93⁎⁎⁎
GINI 0.003 0.03 0.07 0.008 0.034 0.23
EDU 1.81 0.55 3.28⁎⁎⁎ 1. 34 0.60 2.21⁎⁎
Africa −1.26 1.21 −1.04 −0.41 1.27 −0.32
Asia −0.99 1.10 −0.90 −0.05 1.26 −0.04
Europe −0.27 1.29 −0.21 −0.93 1.44 −0.64
313 observations for 41 countries. Signif.: ⁎pb .10, ⁎⁎pb .05, and ⁎⁎⁎pb .01. Random effects model controlling for autocorrelation: R2=0.26. LBI is 2.02. LBI is equivalent to the
Durbin–Watson statistic and appropriate for unbalanced panel data. It tests the null hypothesis that ρ=0. Since the statistic has a complex distribution, there are no reported crit-
ical values for rejecting the null hypothesis. The random effects model with the interaction effect between standards and competition and controlling for autocorrelation: R2=0.27.
LBI for the random effects model with autocorrelation is 2.03, so autocorrelation is not a concern. Thus, we will interpret factors that inﬂuence penetration growth from the random
effects model with direct inﬂuences.
Table 12
Sub-sample analysis for penetration growth in the growth phase, interaction effect.
Developed countries Developing countries
Variable Coef. Robust SE t Coef. Robust SE t
STD −1.75 0.85 −2.06⁎⁎ −1.21 0.55 −2.20⁎⁎
COMP 0.11 0.03 3.76⁎⁎⁎ 0.08 0.02 3.27⁎⁎⁎
STD × COMP 0.08 0.43 0.19 0.07 0.45 0.16
COST 0.03 0.02 1.58 −0.07 0.05 −1.25
ANALOG 17.46 7.86 2.22⁎⁎ 4.77 4.53 1.05
GDP −0.0003 0.0001 −1.96⁎ −0.0002 0.0002 −1.26
GINI 0.05 0.07 0.62 0.15 0.11 1.30
EDU 0.38 1.10 0.35 0.87 1.03 0.84
Model: randomeffects. Developed countries: 162 obs., 20 countries. R2=0.37. Developing
countries: 151 obs., 21 countries. R2=0.30. Signif.: ⁎pb .10, ⁎⁎pb .05, and ⁎⁎⁎pb .01.
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wireless services such as location-based services, ring tones, and mo-
bile shopping. In some cases, the emergence of a standard is a deﬁning
moment that shapes the entire industry. The convergence of the global
GSM standard has shaped the competition and demand in digital
wireless communications worldwide. The agreement on standards
enables the actors to use a strategy of “running with the pack” to de-
velop superior value for digital wireless phone services to adopters
[52]. Operators can develop non-price and product differentiation
strategies such as coverage, prepaid cards, SIM locking, contractual
length, and handset locking to acquire and maintain customers.
Previous research on product life cycles [2,21] has focused on sim-
ple consumer products [18], such as refrigerators, answering ma-
chines, and dishwashers, that don't require subsystems, processes, or
many lines of software code. This research examines more complex,
network-based innovations that require ﬁrms to think beyond the tra-
ditional competitive strategies widely used with consumer products
such as entry barriers, channel management, and brand awareness
to create demand for their products.
Our ﬁndings offer a nuanced understanding of contextual factors in
the success of a new innovation. Socio-economic conditions in devel-
oping countries, such as levels of education among the general popu-
lation, may hinder the diffusion of a new innovation. Others have
viewed IT diffusion as a process of social change [4]. The lack of prog-
ress with the diffusion of new technologies in developing countries
may diminish the economic and social beneﬁts and dampen their de-
velopment potential.
Although our data do not reveal the usage patterns of digital wire-
less phones across countries, anecdotal evidence offers additional in-
sights on the issue. In emerging economies such as China and India,
most new users prefer lower-end services and are price-sensitive.
Phone companies with vested interests in a potentially large market
in these countries came up with innovative products that catered to
the local demand. Nokia, for example, introduced Nokia 1100 low-
priced handsets that have ﬂashlights, an alarm clock, a radio, and an
anti-slip grip in India. In another group of countries, including Japan
and South Korea, wireless phone users enjoy expanded data services
and high-end handsets that comewithmany advanced features. In ad-
dition, these users are willing to replace their handsets as soon as new
models appear in the market. In South Korea, ten million handsets
were replaced in 2003 [13]. Yet, in the least developed countries of
Africa, for example, people use wireless phones differently. Wireless
phone handsets are often shared among family members or commu-
nity members in telecenters. Price elasticity of demand is quite high,
which suggests that high call charges may inhibit wireless phone
usage in these countries [20].
Technology clusters also have played a role in the development of
the wireless phone industry. The wireless phone industry consists of
at least three distinct areas: technology, services and applications
[12]. The technology area includes handset, network equipment and
other enabling technology companies. The service area includes wire-
less phone operators, virtual operators, and portal providers. Finally,
the application area includes application developers, application pro-
viders, and content providers. Although it might be easier for develop-
ing countries to lure foreign direct investment to operate wireless
phone services (e.g., Vodafone has a presence in many developing
countries worldwide), creating contents that are tailored to local
needs requires skilled human capital that might be challenging for
the developers of innovative wireless phone services to attract. Thus,
the lack of complementary factors, especially skilled human capital
and the maturity of the content production industry, might delay the
Table 14
Sub-sample analysis for penetration growth in the growth phase, controlling for autocorrelation, for developing countries only.
Random effects model controlling for autocorrelation Random effects model with STD×COMP effect and controlling
for autocorrelation
Variable Coef. Robust SE t Coef. SE t
STD −0.64 0.25 −2.52⁎⁎ −2.64 0.14 −18.33⁎⁎⁎
COMP 0.06 0.02 2.62⁎⁎⁎ 0.25 0.01 17.99⁎⁎⁎
STD×COMP 5.65 3.65 1.55
COST −0.06 0.09 −0.76 −0.05 0.09 −0.63
ANALOG 1.56 0.73 2.15⁎⁎ 3.79 3.47 1.09
GDP −0.0007 0.0007 −1.07 −0.0007 0.0007 −1.05
GINI 0.24 0.23 1.04 0.19 0.23 0.81
EDU 5.36 5.15 1.04 4. 84 5.19 0.93
Developing countries: 151 obs., 21 countries. Signif.: ⁎pb .10, ⁎⁎pb .05, and ⁎⁎⁎pb .01. The random effects model controlling for autocorrelation: R2=0.32. LBI=1.96; autocorrelationmay
be present but does not seem to be a serious concern. The random effects model with an interaction between STD and COMP, while controlling for autocorrelation: R2=0.36. LBI=1.95.
Since the interaction is not signiﬁcant, the results of penetration growth in the growth phase in developing countries can be reported using the random effects model. Controlling for
autocorrelation to maximize conﬁdence in the estimates will have little added beneﬁt, based on our results.
Table 13
Sub-sample analysis for penetration growth in the growth phase, controlling for autocorrelation, for developed countries only.
Random effects model controlling for autocorrelation Random effects model with std×comp effect and controlling for
autocorrelation
Variable Coef. Robust SE t Coef. Robust SE t
STD −0.80 0.19 −4.23⁎⁎⁎ −2.19 0.12 −18.04⁎⁎⁎
COMP 0.12 0.03 4.57⁎⁎⁎ 0.29 0.02 18.55⁎⁎⁎
STD×COMP 0.63 0.45 1.42
COST 0.03 0.03 0.77 −0.03 0.03 −0.83
ANALOG 21.79 10.40 2.10⁎⁎ 27.77 8.83 3.14⁎⁎⁎
GDP −0.0002 0.0001 −1.73⁎ −0.0003 0.0001 −2.10⁎⁎
GINI 0.01 0.09 0.15 0.03 0.10 0.27
EDU 1. 79 1.78 1.00 1. 83 1.77 1.04
Developed countries: 162 obs., 20 countries. Signif.: ⁎pb .10, ⁎⁎pb .05, and ⁎⁎⁎pb .01. The random effects model with controls for autocorrelation: R2=0.35. LBI=2.12, so autocorrelation is
not present. The random effects model with an interaction effect between STD and COMP, while controlling for autocorrelation: R2=0.36. LBI=2.12, so again autocorrelation is not a
concern. Thus, we can interpret the factors that inﬂuence penetration growth for developed countries based on the random effects model.
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takeoff and further penetration growth in developing countries of dig-
ital wireless phone services.
7.2. Managerial and policy implications
This study offers three insights for wireless phone operators and
others in the wireless phone value network to develop successful strat-
egies in the life cycle of the innovations. Firms need to pursue dual inno-
vation strategies at the industry and at the ﬁrm level. At the industry
level, companies need to participate in standards development to
build their own knowledge and coordinate with others to develop nec-
essary wireless infrastructure and technological capabilities. These col-
lective activities are an important initial step to stimulate user demand.
As demand is built up, ﬁrms need to use their innovative capabilities to
differentiate their services (e.g., coverage, pre-paid services) from other
players in order to entice users to choose their services. A transitional
period of technological change also allows operators to capture the pre-
vious generation users through appealing value-added services or new
product functionalities.
From a policy perspective, standardization and industrial policies
are critical to develop and maintain an innovative industry. In the
early life cycle of innovations, standardization reduces market uncer-
tainty and encourages industry-wide efforts to support and enable
technology development necessary for takeoff to occur. To facilitate
further market growth, strong competition induces industry players
to constantly experiment with new ideas to offer novel services at
competitive price points.
8. Conclusion
This research developed and empirically tested a theoretical model
with standards, market competition, technology cost, and technology
substitutes. Our goal was to understand takeoff and penetration
growth during the growth phase of digital wireless phones. Standards
appear to be important across the introduction and growth phases. Fa-
miliarity with wireless phone technology and a large installed base of
analog technology also explain faster takeoff times. Non-price factors,
in contrast, seem to be the important drivers of penetration growth
during the growth phase. The results are useful for regulators in coun-
tries not yet offering 3G licenses. For operators, we see that non-price
factors are more important than price factors to explain high pene-
tration growth. Thus, operators should focus their effort on creating
innovative services with new technological features. Policy-makers
in developing countries also need to invest in educational programs
about the beneﬁts of digital wireless phones to family life and work.
Our takeoff theory suggests that critical mass is a precondition for
a new IT to take off. Our proposed theory can explain the takeoff of a
new IT and further penetration growth. It can be applied to under-
stand the takeoff of other ITs in the same class as wireless phones.
Some that come to mind are wireless connection technology, HDTV
and 3DTV. The theoretical model is valid for studying technology take-
off in different settings — including within a country too.
Similar to other international studies, we faced the problem of
missing data. The lack of wireless phone subscriber data from coun-
tries in Latin America continues to be troublesome, and it prevented
us from having more of these countries in our sample. Another limita-
tion is that, although the costs to use digital wireless phones involve
handset cost, one-time connection charges, and monthly subscription
fees, and usage fees, our cost variable captures only variable usage
cost. Our cost variable is conservative for countries where operators
do not subsidize handsets or have high connection fees.
Finally, consideration must be given to generalizing the theory and
ﬁndings beyond the countries that we included in this study to other
countries in which they may be relevant. Lee and Baskerville [37,
p. 237] refer to this type of generalizability as generalizing from theory
to description. They claim that one should not focus only on statistical
sampling-based generalizability. They indicate that “the generalizabili-
ty of the theory to a description of the results that the practitioner
would observe if hewere to use the theory in a new setting… a setting
other than the one(s)where the theorywas empirically tested… is ar-
guably the most important form of generalizability in business-school
research.”
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Appendix A. Data and data collection
We use annual data on countries in Africa, Asia, Europe, Middle
East, North America, and Latin America. The 41 countries include 20
developed and 21 developing countries. The countries are Australia,
Bangladesh, Belgium, Brazil, China, Denmark, Egypt, Finland, France,
Germany, Greece, Hong Kong, India, Indonesia, Iran, Japan, Korea,
Kuwait, Malaysia, Morocco, The Netherlands, New Zealand, Nicaragua,
Norway, Pakistan, Philippines, Portugal, Saudi Arabia, Singapore,
South Africa, Sri Lanka, Sudan, Switzerland, Tanzania, Thailand,
Turkey, Uganda, United Arab Emirates, United Kingdom, United
States, and Vietnam. We have data since the ﬁrst introduction year
of digital wireless phones in countries up to 2003, except Indonesia
and Pakistan up to 2002, and New Zealand up to 2001. The number
of data points is different across countries depending on how early
they began offering digital wireless phone services. The developed
countries were pioneers. Denmark, Finland, and France introduced
these services in 1992. The developing countries introduced digital
wireless phone services up to ﬁve years later.
We also collected phone subscriber and tariff data from the Year-
book of Statistics of the International Telecommunication Union. GDP
per capita and the GINI index (measuring inequality in national in-
come distribution) are from theWorld Bank'sWorld Development In-
dicator Database. Data for standards andmarket competition are from
GSM World, CDMA Development Group, and Cellular News. Data for
education are from the 2004–2005 Global Competitiveness Report
by the World Economic Forum.
A challenge of empirical research with international data involv-
ing telecom and economic development-related impacts is the limit-
ed length of the time-series that can be obtained for the countries,
and whether it is possible to establish commonality of coverage
across different countries. The sources of our data were often varied.
Another problem is that some variables will be available during
some years for some countries, while the same variables may not be
available during the same years for other countries. As a result, it is
necessary to make choices about the data rectangles to be used. We
wish to learn from data involving many countries but relatively few
explanatory variables (a taller and narrower data rectangle) versus
data involving fewer countries but more variables (a shorter and
wider data rectangle). Our choice to use 41 countries in this study re-
ﬂects our effort to balance the height and width of the data rectangles
that we worked with, as a basis for providing meaningful evidence. A
related problem is the reporting lags that characterize the data, an
issue with international data sets involving IT for development.
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Appendix B. Proportional hazard model ﬁt
We checked for a proportional hazard by testing the null hypoth-
esis that the slope of a generalized linear regression of scaled
Schoenfeld residuals is zero. Rejecting it indicates that this assump-
tion is violated. The test results of all explanatory variables were in-
signiﬁcant though, indicating the proportional hazard assumption
and the model are appropriate. We plotted the deviance residuals to
evaluate model ﬁt. The deviance residuals, indicating the deviance
contribution from each observation, were symmetric around zero.
Similar to residual plots in regression models, the deviance residual
plots against the linear predictors of the explanatory variables should
resemble white noise, if the ﬁt is adequate. This is what we found.
(See Table B1.)
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