Lanczos has recently developed a method for accelerating the convergence of trigonometric approximations for smooth, nonperiodic functions by modifying their boundary behavior. The method is reformulated here in terms of interpolation theory and is shown to be related to the theory of Lidstone interpolation. Extensions given include a new type of modifying function and the establishment of criteria for the convergence of associated interpolation series. Applications are given for the error function and its derivative.
Introduction.
We are concerned with the problem of accelerating the convergence of trigonometric approximations, such as truncated Fourier series and trigonometric sums for interpolation at equally spaced points. Let fix) be a real valued function of a real variable x defined on the interval [-1, 1] . If fix) is integrable on [-1, 1], its Fourier series is given by The «th partial sum of (1.1) will be denoted by 5"(x). The sum Although somewhat sharper results are known, for our purpose the simplified form summarized above suffices to indicate the important connection between the rate of convergence of trigonometric approximations of fix) and the smoothness and boundary conditions (1.7) satisfied by fix). Conditions (1.7) make it possible to extend the definition of fix) as a periodic function with a pth derivative over the entire real line. Thus, if fix) were a smooth function on [-1, 1] (even analytic) but did not have the boundary behavior (1.7). its trigonometric approximations could converge extremely slowly. Lanczos, in 1964 [8] and 1966 [9] , developed a method for dealing with this problem by modifying a given function fix) by a polynomial hvix) so that the corrected functions (1.9) gv(x) = fix) -hBix)
will have both the smoothness of fix) and the desired boundary behavior. He introduced a basic system of polynomials Bkix) that plays a central role in the method, and considered two types of modifying functions hvix). We introduce a third type and show that all of the types studied so far have a simple and natural formulation in the framework of interpolation theory (Section 2). In connection with this, certain combinations of the polynomials Bkix) and related linear functionals are shown to form biorthogonal sets in terms of which the Ap(x) are easily derived. We have also studied the additional question of convergence of the sequences of modifying functions [hvix)\. For each type considered we are able to give sufficient conditions for uniform convergence and uniform estimates of the truncation error (Section 4). In the course of this study, we found that the modifying function Ap(x) of Section 2, Method 2 (considered by Lanczos the most useful) is, in fact, an interpolation polynomial introduced by Lidstone [10] in 1929 and later investigated by Whittaker
[11], Widder [12], Boas and Buck [2] and others. We also found that the odd polynomials B2k+lix) coincide with the so-called Lidstone polynomials Ak(x) and that some of Lanczos' work on this problem contributes to the study of Lidstone interpolation.
The method of accelerating convergence of trigonometric approximation is applicable to functions defined either by an analytical expression for a continuous interval or by a set of tabulated values at equally spaced points. We have earlier used the method for representing seasonal variations of ionospheric characteristics [6] and vertical profiles of ionospheric electron density [7] . As a further illustration we include here applications to the error function and its derivative (Section 2).
2. Modifying Functions. In this section we will determine modifying functions h"ix) such that g"(x) defined by (1.9) will have a bounded pth order derivative and satisfy boundary conditions of the form (1.7). Each of the cases dealt with here reduces to an interpolation problem in the following sense: Let V denote a linear space of dimension N over the real numbers and let Lu • • • , LN denote linear functionals defined on V. Then, given a set of real values wu ■ ■ ■ , wN, the problem of interpolation is to find an element h belonging to V such that It is well known [3] that a solution to (2.1) is given by
provided the Fk and L¡ form a biorthogonal set. In the following we restrict V to spaces of polynomials and consider three interpolation problems. In each case the solution is developed in the form (2.3). First, however, we must introduce Lanczos' system of polynomials. Definition 2A. Let the sequence {Bkix)\ be defined as follows:
Remarks. The following statement can be verified by induction: For each k = 0, 1,2, • • • , Bkix) is a uniquely determined polynomial of degree k and, furthermore, (2.4) B2ki-x) = B2kix), (even function)
B2k+ii-x) = -ß2i+iWi (odd function)
Lanczos [9] has pointed out a close connection between the Bkix) and Bernoulli polynomials.
The biorthogonality relations needed are established by Theorem 2.1. Each of the systems of functions Fk and linear functionals Lt given below forms a biorthogonal set: (2.9)
Proof. In case A we have In case B we obtain the following:
Case C follows in a similar manner and hence is omitted.
We can now derive the desired modifying functions A"(x). 
The trigonometric approximations (1.1) and (1.3) will converge to gvix) according to (1.8). It should be noted that if fix) is defined by a set of tabulated values, the derivatives f'\±\) appearing in (2.14) must be approximated by numerical methods of differentiation (see [3] for standard techniques of numerical differentiation; Lanczos [8] discusses a special technique for approximating the derivatives of even order). In certain problems it is advantageous to have the modifying function hvix) where #"'(0-) and g')(0+) denote the left and right derivatives at x = 0, respectively. Thus gPix) must satisfy two sets of boundary conditions, (2.16) and
Although (2.16) and (2.17) comprise 4/77 + 4 conditions, half of these (those with odd j) will be satisfied automatically since gJix) is an odd function. For it follows from the oddness of gPix) that
Moreover, gp24)(x) = -gp2t)(-*) implies gF2i,(0) = 0, and together with (2.17), £¿M)0) = 0-Therefore, it suffices that the polynomial /»"(*) satisfy the 2m + 2 conditions
that is, that /7p(x) be a polynomial solution of the interpolation problem (2.1), where the functionals L, are given by (2.8) and w2i+1 = /(2,)(0), w2i+2 = /<2,)(1), j = 0, 1, • • • , /Ti. Thus, by (2.3) and Theorem 2.IB the desired hvix) is given by (2.20) hrix
This is the interpolation problem whose solution (2.20) was given by Lidstone [10] .
Again we obtain a function gp(x) whose trigonometric approximations (1.1) and (1. Again we wish to determine a polynomial h"ix) such that gp(x) will be p times differentiable on [-1, 1] and satisfy (2.17). But, as in Method 2, gp(x) must also satisfy (2.16), giving a total of 4m + 6 boundary conditions. In this case more than half {/2m + 4) of these conditions (those with /' even) will be satisfied automatically since gXx) is an even function and hence 
All of the modifying functions (2.14), (2.20) and (2.24) arise in a simple and natural way when we consider the associated interpolation problems and biorthogonality relations of Theorem 2.1. The first two modifying functions are given by Lanczos [9] . The new function (2.24) has the advantage that the corrected function (2.21) can be extended as a periodic function with 2m + 2 derivatives, although (2.24) involves only derivatives up to order 2m A-1. In practice (2.24) would therefore be more appropriate than (2.20) when the derivatives f'\ö) and /'"(l) are known up to an odd order, say, j = 2m + 1 but not for j = 2m + 2. For example, if the values of the first derivative f(0), /'(I) were given but /"(O), /"(l) were unknown, then (2.24) would be more suitable than (2.20).
The following examples illustrate the use of Methods 2 and 3 in accelerating the convergence of trigonometric interpolation sums. For Method 2, gp(x) is odd so that its interpolation sum (1.3) reduces to a pure sine series. If this sum is truncated after K terms, the resulting approximation of fix) has the form The tabulated values of fix) used as input were taken from [1] with ten significant digits and most of the calculations were performed with double-precision arithmetic to reduce errors of roundoff. The acceleration of convergence is evident both in the series of coefficients a*k and b*k and in the values of Mp,k. For example, with/) = 1, the \b*k\ decrease from |6*| È3X 10~l to \b*0\ S 2.KT5, whereas, withp = 5, they decrease from |/j*|^4X 10"' to \b*\^ 1 X 10~10. Also, it is seen that M,,I0 = 7.3 X 10~6, whereas M5,8 = 8.0 X 10~10. In this example the convergence is somewhat faster with Method 2 than with Method 3. This is probably due to the fact that fix)
is naturally an odd function. In the next example, Method 3 gives faster convergence, but then we are dealing with an even function.
Example 2. Here we consider the derivative of the error function (with normalized variable) (2.32) fix) = "-í>-<2i>\ O^x^l.
V"" Table 2 contains the coefficients a% and b*k and values of Mp, k calculated with n = 200. Again it is clear that both Methods 2 and 3 accelerate the convergence, but Method 3 appears to be better suited in this example. As an illustration of this we note that M3,7 = 1.0 X 10"4, whereas Mi7 = 3.6 X 10~8.
3. Fourier Series for the Bkix). In Section 4 we shall make use of the Fourier series for the polynomials Bkix), which are given in the present section, together with some helpful uniform bounds. Using (1.1) and (1. This series converges absolutely and uniformly to t3,(x) on every closed subset of (-1, 1); at x = ±1 it converges to zero. By successive integration of ß^x), we obtain a sequence of functions {ßkix)\ given by -fcí (/ctt)2" (2,r)2" fe W Taking the limit as p -» », we obtain interpolation series. In this section we give sufficient conditions for uniform convergence of these series and explicit error bounds for the partial sums. Our results will be expressed in terms of functions of class Q. We shall now derive similar results for the interpolation series arising from (2.14) and (2.24). For that purpose we shall make use of the following two theorems. Now using the periodicity property ßXx + 2) = ß"ix) and cancelling terms in the above sum, we have (4.9) Goix) = ¿ [/"'""(DfluOc) -/<2t-"(0)ß2i(l -*)] + G"(*).
t-i
Here we have also replaced ß2kix) by B2k{x) and ß2kix -1) by 52t(x -1) = /?2i(l -x).
On the other hand we have, for 0 :S Combining this with the bounds for /32"+i(x) asserted by Theorem 3.2, we obtain (4.16) 1/00 -/a-+i(x)| = KM\^) ■
