Mobile edge computing (MEC) is becoming a promising paradigm to provide computing services for smart mobile devices (SMDs) via offloading computation-intensive tasks to MEC servers deployed at the network edge. In this paper, in order to further improve the accessing capacity of MEC systems and minimize all users' computation overhead, taking advantage of the superior spectral efficiency of Non-Orthogonal Multiple Access (NOMA) technology, we introduce NOMA into MEC systems and investigate a multi-user computation offloading problem through jointly optimizing offloading decisions, communication and computation resources allocation. To tackle the formulated mixed integer nonlinear programming (MINLP) problem which is NP-hard, we iteratively update either the resource allocation or the offloading decision via fixing the other solution and efficiently solve it in polynomial time. Specifically, given a fixed offloading decision, the sub-channel assignment problem is solved via applying a many-to-one matching model with peer effects, the transmission power of SMDs is optimized by combing sequential convex programming and parametric convex programming, and the computation resources allocation is addressed by convex optimization. Furthermore, the results of resource allocation are applied to guide the offloading decision. Extensive simulations show that our proposed algorithm performs closely to the optimal solution, and compared with existing solutions, our algorithm can efficiently improve the accessing capacity of MEC systems and reduce the total computation overhead of all users.
I. INTRODUCTION
In the fifth-generation (5G) era, smart mobile devices (SMDs) are taken as the dominant devices to support novel mobile applications such as virtual reality, face recognition, natural language processing, and interactive gaming. These applications usually require real-time responses and intensive computing, which brings significant challenges to current SMDs with limited computing capability, storage capacity, and battery lifetime. To address these issues, mobile edge computing (MEC) emerges as an effective solution by providing computing resources at the edge of wireless access networks [1] . Compared with local computing, MEC can The associate editor coordinating the review of this manuscript and approving it for publication was Wei Yu . effectively overcome the limitations of SMDs. Compared with remote cloud computing [2] , MEC can release the burden on backhaul networks and provide lower transmission latency benefit from the short distances between users and MEC servers. Thus, MEC has been envisioned as a prominent technology for future networks.
However, considering the economic factor, MEC servers are generally deployed with finite computation capacity at the current stage. Meanwhile, due to the restriction of communication resources, offloading too many computation tasks to the MEC server may cause unexpected transmission delay and computation delay. Therefore, the computation offloading mechanism including where to execute the computation tasks and how to allocate the limited communication and computation resources becomes very important for MEC systems. In recent years, this problem has been extensively investigated, in which time division multiple access (TDMA) [3] , frequency division multiple access (FDMA) [4] , orthogonal frequency division multiple access (OFDMA) [5] - [7] , and code division multiple access (CDMA) [8] , [9] are widely considered. At the same time, to satisfy the massive connectivity requirements of 5G and 6G, non-orthogonal multiple access (NOMA) with superior spectral efficiency has received significant attention as a potential alternative technology to the above mentioned orthogonal multiple access (OMA) schemes [10] - [12] . Therefore, to further improve the accessing capacity of MEC systems, it is essential to explore the possibility of applying NOMA to MEC.
Different from OMA, NOMA allows multiple users to simultaneously share the same frequency-time resources in the power domain, which provides a higher system capacity [13] , [14] . This improvement comes at the expense of co-channel interference, and successive interference cancellation (SIC) technique is adopted at the receiver side to split the composite signals [15] . Combing NOMA with MEC, existing works mainly focus on either the complete offloading mode in which all computation tasks are offloaded to the MEC server [16] - [18] or the partial offloading mode [19] - [22] in which each computation task can be arbitrarily partitioned into two parts for local computing or offloading. But, based on NOMA, another widely adopted binary offloading mode which is suitable for the impartible computation has been rarely discussed [22] . Moreover, most of studies concentrate on optimizing energy consumption or latency, and there is still no theoretic analysis about how to balance them in NOMA-MEC systems.
Therefore, based on the above considerations, taking advantage of NOMA on spectral efficiency, we dedicate to providing a computation offloading scheme suitable for the binary offloading mode in NOMA-MEC systems. Our goal is to minimize the total computation overhead which is defined as a linear combination of all tasks' processing time and all SMDs' energy consumption. There are two key challenges need to be addressed. Firstly, compared with existing partial computing offloading schemes proposed for NOMA-MEC systems [17] - [20] , the binary computation offloading policy is more complicated due to the existence of combinatorial optimization, which always makes the problem non-convex. Secondly, compared with existing binary computation offloading schemes designed for OMA-MEC systems, the introduction of NOMA complicates the allocation of communication resources due to the presence of cochannel interference. Moreover, combined with the results of computation resources allocation, it further affects the offloading decision and makes the computation offloading problem more challenging. In this case, the main contributions of this paper are summarized as follows:
1) To improve the performance of MEC systems, we apply NOMA technology to transmit the offloading tasks and investigate the computation offloading mechanism for a multi-user NOMA-MEC system via jointly optimizing the binary offloading decision, sub-channel assignment, the transmission power of SMDs, and computation resources allocation. 2) To cope with the formulated NP-hard problem, through analyzing the underlying relationship between communication-computation resources allocation and the offloading decision, we design an alternating iteration algorithm to solve it in polynomial time. Specifically, we decompose it into two sub-problems which are iteratively performed by fixing the other solution: (i) joint allocation of communication and computation resources (JACCR) with a definite offloading decision;
(ii) optimization of the offloading decision with a given JACCR scheme. 3) We further show that the JACCR problem can be decomposed into two independent sub-problems: (i) communication resources allocation and (ii) computation resources allocation. The first sub-problem can be efficiently solved via iteratively updating either sub-channel assignment or transmission power until convergence. We model the sub-channel assignment problem as a many-to-one matching game with peer effects and provide the optimal transmission power solution through combing sequential convex programming with parametric convex programming. Moreover, the offloading decision is determined through a heuristic algorithm. 4) Extensive numerical simulations are executed to validate the efficiency of the proposed algorithm. Importantly, we demonstrate that our proposed algorithm is near-optimal and performs better than all local computing, all MEC computing, and the exiting schemes proposed in [5] and [16] .
The rest of this paper is organized as follows. We review the related works in section II and introduce the system model in section III. The problem formulation and decomposition are detailed in section IV. Then, we present the proposed algorithm in section V and show the simulation results in section VI. Finally, we conclude our work in section VII.
II. RELATED WORKS
In recent years, the computation offloading mechanism in MEC has attracted lots of attention. In existing literature, energy consumption and latency are widely considered as the important criteria for evaluating the performance of MEC systems.
Some works focused on optimizing the total latency for users with energy-constrained tasks in NOMA-MEC systems [17] - [19] . For example, in order to minimize the offloading delay in a two-user offloading scenario, Ding et al. [17] discussed the criteria for choosing OMA, pure NOMA, and hybrid NOMA. In [18] and [19] , the joint optimization of communication and computation resources allocation was investigated in the complete offloading case and the partial offloading case, respectively. To further explore the benefits of NOMA on MEC, the energy-efficient computation offloading mechanism was investigated in [16] , [21] , [22] . Specifically, Kiani and Ansari [16] studied the joint optimization of user clustering, communication and computation resources allocation in the complete offloading case. Diao et al. [21] introduced unmanned aerial vehicles (UAVs) into MEC systems to provide computing services and the largest energy consumption among users was minimized by jointly optimizing the trajectory of UAV, offloading data, and computing resources allocation. Wang et al. [22] investigated a weighted sum-energy minimization problem both in the cases of partial offloading and binary offloading via jointly optimizing task partition, local CPU frequency, transmission power, transmission rates, and the SIC decoding order at the BS.
In addition, focusing on OMA-MEC systems, a large number of works concentrated on minimizing the total overhead defined as the weighted sum of energy consumption and latency. However, some limitations hinder the wide application of exiting solutions. Dinh et al. [23] presented a computation offloading framework to support a single user to offload its tasks to multiple MEC servers by jointly optimizing the offloading decision, local CPU frequency, and transmission power. Nonetheless, this scheme cannot be directly applied to the more general multi-user systems in which the competition for the communication and computation resources is unavoidable. Unlike the weighting factors of energy consumption and latency determined subjectively by users in the aforementioned works, Zhang et al. [24] introduced the residual energy of SMDs into the weighting factors and proposed an energy-aware computation offloading method via jointly optimizing the offloading decision, local computing frequency, sub-channel assignment, and transmission power both in single-cell and multi-cell wireless networks. An iterative search algorithm based on the difference of two convex functions programming (D.C.) was developed to obtain a suboptimal solution. However, the competition for computation resources of MEC servers was ignored.
In order to minimize all users' computation overhead, only a few works discussed the comprehensive mechanism which involves the offloading decision, transmission power, sub-channel assignment, and computation resources allocation. Lyu et al. [5] proposed a heuristic scheme based on submodular optimization for an OFDMA-MEC system. The inevitable co-channel interference in the NOMA-MEC network makes our research more complex than [5] . In the multi-user multi-server MEC system which involves inter-cell co-channel interference, Pham et al. [6] and Tran et al. [7] present different schemes. However, using the same method, they optimized the transmission power which affects the co-channel interference by assuming other cochannel users work at the maximum power level. In NOMA networks, it is demonstrated that allocating a large number of users to share the same radio resources is inadvisable [25] and the scenarios in which two users are assigned to the same channel were widely investigated in [26] , [27] . Hence, the method proposed in [6] and [7] cannot provide the optimal transmission power solution for our problem.
Different from these works, we dedicate to providing a comprehensive computation offloading solution for the multiuser NOMA-MEC system through jointly optimizing the binary offloading decision, sub-channel assignment, transmission power, and computation resources allocation.
III. SYSTEM MODEL A. NETWORK MODEL
As shown in Fig. 1 , we consider a multiuser MEC system. In this scenario, NOMA is exploited for the transmission of offloading tasks and the MEC server equipped with moderate computing capability provides computation services for users with resource-constrained SMDs. The macro BS equally divides the available spectrum into a set of sub-channels denoted as SC = {SC 1 , . . . , SC S }. To enable tractable analysis, we consider a quasi-static network in which the mobile users remain unmovable during the process of computation offloading. This assumption has been widely used in [5] - [7] , [24] and the scenario that involves dynamic models will be considered in our future work. We denote the set of users by U = {U 1 , . . . , U N } and denote the device of user n ∈ U as SMD n. Each user n has an inseparable computation task CT n , which can be described by a tuple, i.e., c n , d n , r n , where c n denotes the number of CPU cycles required to accomplish this task, d n denotes the size of input data, and r n denotes the size of output data. Each task can be executed either locally or remotely at the MEC server. We assume that each user can access only one sub-channel as in [28] and the BS has the full knowledge of the channel side information (CSI) as well as all users' offloading requests which include the properties of computation tasks, user preference for latency and energy consumption, and SMDs' computing capability. Thus, the BS can control computation offloading in a centralized way.
B. COMMUNICATION MODEL
We first introduce the communication model for wireless access in the NOMA-MEC system. In uplink NOMA, without loss of generality, we assume SIC is applied at the BS according to the descending order of users' channel gains as in [16] . As a result, those users with better channel conditions experience interference from all co-channel users with relatively weaker channel gains. Otherwise, a large amount of power consumption should be consumed at users with weaker channel gains to compensate for the co-channel interference. Furthermore, to ensure the effective execution of SIC, it is essential to manage SMDs' transmission power to maintain the distinctness among multiple signals received at the BS [29] . Specifically, if user n offloads its task through subchannel s ∈ SC, the transmission power of SMD n over subchannel s, i.e., p s,n , should satisfy the following condition:
where U off represents the set of offloading users. b s,i denotes the sub-channel allocation decision of user i, and if user i offloads its task through sub-channel s, b s,i =1, otherwise, b s,i = 0. p s,i denotes the transmission power of SMD i over sub-channel s, and if b s,i =1, the transmission power of SMD i should be controlled within its power range, otherwise, p s,i =0. p th is the threshold to distinguish between the signal of user n and the remaining undecoded co-channel signals, and p th is set as 0.001 i∈U off ,|h s,i | 2 ≤|h s,n | 2 b s,i p s,i |h s,i | 2 . Therefore, if user n accesses the BS through sub-channel s, the uplink data rate can be computed as
where w is the bandwidth of each sub-channel; |h s,n | 2 denotes the channel gain between the BS and user n on sub-channel s; and σ 2 is the power of the additive white Gaussian noise (AWGN) with zero mean.
C. COMPUTING MODEL
We define all users' computation overhead in terms of latency and energy consumption as our optimization objective as in [6] , [24] , [30] and [31] .
1) LOCAL COMPUTING
When computation task CT n is executed locally, the required processing time T l n can be computed as
where f l n denotes the computing capacity (i.e., CPU cycles per second) of SMD n .
The corresponding energy consumption at SMD n can be computed as
where η=5 × 10 −27 , and it is the energy coefficient related to the chip architecture [6] , [7] . Note that T l n and E l n only depend on c n and f l n . Hence, at the BS, both T l n and E l n can be computed in advance.
According to (3) and (4), the local computation overhead of user n in terms of latency and energy consumption is defined as C l n = λ t n T l n + λ e n E l n (5) where λ t n , λ e n ∈ [0, 1], denote the weighting factors of latency and energy consumption, respectively, which can be determined by the specific demands of users. For instance, when user n is running some delay-sensitive applications and cares more about the processing time, the user can increase λ t n and decrease λ e n in the decision making process. Obviously, the functions of latency and energy may not work on the same scale, hence, λ t n and λ e n should also work as the normalization factors. The proper weights which have a certain impact on latency and energy consumption can be determined by applying the multi-attribute decision theory [32] or fuzzy logic theory [33] , which is beyond the scope of this paper.
2) EDGE COMPUTING
When the computation task is executed at the MEC server, it incurs additional latency and energy consumption. For each offloading task, the latency consists of the uploading time of input data over wireless network, the processing time at the MEC server, and the downloading time of computation results. The energy consumption depends on the uplink transmission of input data and the downlink transmission of computation results. Since the size of output data is generally much smaller than the size of input data, we ignore the latency and energy consumption for downlink transmission as in [5] - [7] , [25] .
According to the communication model mentioned in Section B, when computation task CT n is offloaded, its transmission time can be calculated as
where R n = s∈SC b s,n R s,n . The corresponding energy consumption for transmitting CT n can be calculated as
where p n = s∈SC b s,n p s,n . Moreover, when computation task CT n is offloaded, we denote f c n as the number of computing resources allocated by the MEC server. Then the processing time of CT n at the MEC server can be expressed as
Therefore, the total latency caused by executing CT n at the MEC server can be represented as
Similar to local computing, the remote computation overhead of user n is defined as
According to (5) and (10), the computation overhead of user n can be expressed as C n = (1−a n )C l n + a n C c n (11) where a n denotes the offloading decision of user n. If the task is executed locally, a n =0, otherwise, a n = 1.
IV. PROBLEM FORMULATION AND DECOMPOSITION A. PROBLEM FORMULATION
Our objective is to minimize all users' computation overhead in terms of all tasks' processing time and all SMDs' energy consumption. Through jointly optimizing the binary offloading decision a, sub-channel assignment b, transmission power p, and computing resources allocation f , our objective problem P can be formulated as
where constraint C1 states that each task can be either executed locally or offloaded to the MEC server. Note that C2 ∼ C7 are the constraints for the offloading users in U off . In particular, constraints C2 and C3 imply that each offloading user can only access one sub-channel. Constraint C4 indicates the power limitation for each SMD of the offloading user and C5 ensures the effectiveness of SIC at the BS. Constraints C6 and C7 indicate that each offloaded task should be assigned computation resources and the overall assigned computation resources should be within the capacity of the MEC server.
B. PROBLEM DECOMPOSITION
The formulated problem P is a mixed integer nonlinear programming (MINLP) problem and it usually takes exponential time to obtain the optimal solution. To make it more tractable, substituting (5), (10), and (11) into (12), we rewrite the objective function of problem P as
Let V n =a n [λ t n (T l n −T c n ) + λ e n (E l n −E c n ))] denotes the offloading utility of user n. Then if user n performs its computation task locally, its offloading utility is equal to zero. Moreover, since n∈U (λ t n T l n + λ e n E l n ) is a constant, the objective problem P can be equivalently expressed as:
The optimization objective of problem P can be regarded as maximizing the total offloading utility of all users.
Note that P is also a MINLP problem. In order to reduce the computational complexity, through analyzing the structure of the constraints and objective function in problem P , we decompose it into two interdependent sub-problems:
• Given a fixed offloading decision, joint allocation of communication and computation resources (JACCR);
• Based on the results of JACCR, optimization of the offloading decision. Accordingly, substituting (6)∼(9) into (14), sub-problem JACCR can be written as
As shown in (15), with a given offloading decision a, which also indicates that the offloading set U off is definite, the first term n∈U off (λ t n T l n +λ e n E l n ) is a constant, the second term n∈U off (λ t n d n + λ e n d n p n )/R n is a function of subchannel assignment b and transmission power p, and the last term n∈U off λ t n c n /f c n only depends on the computing resources allocation solution f . Moreover, the constraints of b and p indicated in C2 ∼ C5 and the constraints of f shown in C6 ∼ C7 are separated. Therefore, given a definite offloading decision, the optimization of communication and computation resources are unrelated to each other. Based on this property, we can decompose the JACCR problem into two independent sub-problems: a) Communication resources allocation
Furthermore, based on the results of JACCR, the offloading decision problem can be formulated as
In the next section, we elaborate on the methods to solve problems P1 ∼ P3 so as to finally present the solution to the objective problem P .
V. PROPOSED ALGORITHM A. COMMUNICATION RESOURCES ALLOCATION
As observed from problem P1, sub-channel assignment and transmission power allocation are coupled with each other. Since sub-channel assignment decision b is an integer vector, P1 is also a MINLP problem. To be able to solve P1, using an idea similar to the solution of problem P , we iteratively update sub-channel assignment and transmission power by fixing the other until convergence. In detail, in the case with definite transmission power, we model the sub-channel allocation as a many-to-one matching problem with peer effects. Then based on the solution of sub-channel assignment, the optimization of transmission power can be further solved by combing sequential convex programming with parametric convex programming.
1) SUB-CHANNEL ASSIGNMENT
Given a definite transmission power scheme, the optimal sub-channel assignment can be obtained by fully enumerating all combinations of users over total available subchannels, which is intractable in practice. We then propose a lower-complexity method to solve the sub-channel allocation problem while keeping the transmission power unchanged. Specifically, when the number of offloading users N off is less than the number of available sub-channels, the sub-channel assignment problem can be modeled as a one-to-one matching problem which can be solved by the deferred acceptance (DA) algorithm [34] . Otherwise, it can be solved by applying a many-to-one matching as defined in Definition 1, which describes the assignment of offloading users to sub-channels such that each user n ∈ U off is matched to only one subchannel, while each sub-channel s ∈ SC can be shared by multiple users within its quota d s .
Definition 1: Given two disjoint sets, U off = {U 1 , . . . , U N off } of the offloading users and SC = {SC 1 , . . . , SC S } of the subchannels, a many-to-one matching ϕ is a mapping from set U off ∪ SC into the set contains all subsets of U off ∪ SC such that for every n ∈ U off and s ∈ SC:
The conditions can be explained as follows: conditions a) and c) imply that each user is matched with one subchannel; conditions b) and d) imply that sub-channel s can accommodate at most d s users; and condition e) states that if user n is matched with sub-channel s, then sub-channel s should also be matched with user n.
Before performing the matching process, each user and each sub-channel should establish the preference list which indicates their preference over the players of the other set in descending order. The preference list of user n can be constructed based on the achievable communication utility over each sub-channel s which is defined as V s n = (λ t n T l n +λ e n E l n ) − (λ t n d n + λ e n d n p s,n )/R s,n . We introduce a notation to indicate the preference relation for both users and sub-channels. If user n obtains higher communication utility over subchannel s in matching ϕ than over sub-channel s in matching ϕ , the preference relation of user n can be expressed as
Moreover, since each sub-channel can support multiple users, it forms the preference list based on all possible sets of users. For any sub-channel s ∈ SC, the utility V N s over set N ⊆ U off can be defined as the overall communication utility of all matched users. If sub-channel s achieves higher utility over set N in matching ϕ than over set N in matching ϕ , its preference relation can be expressed as
Remark 1: The matching game formulated above is a many-to-one matching with peer effects.
Proof: As seen from the definition of V s n above Eq. (19) and R s,n shown in Eq. (2), the achievable communication utility of any offloading user is affected by the co-channel interference. In other words, each user cares not only about which sub-channel it matches with, but also about the set of other co-channel users. Thus, the developed model is a manyto-one matching with peer effects [35] .
Remark 2: In the formulated matching game, the preference relation of each sub-channel over the set of users is not substitutable.
Proof: Faced with a set U off of offloading users, each sub-channel s can determine its preferred set of users. The choice of sub-channel s can be denoted as Ch s (U off ). According to [35] , the preference relation of sub-channel s is sub-
However, in the formulated matching game, due to the existence of co-channel interference, the utility of sub-channel s over n1 may be different when n2 is in or out of the set of offloading users. Thus, if n2 is removed from the offloading set, n1 may not be in the preferred set of sub-channel s, which indicates that the formulated matching game is not substitutable.
For the traditional many-to-one matching problems which satisfy substitutability, the DA algorithm is widely applied to provide a stable matching solution which refers to that no two players from opposite sets prefer each other in current matching [36] . However, due to lack of substitutability, the DA method is not applicable any more. Moreover, for a matching game with peer effects, even if its stable matching does exits, it is computationally hard to find [37] . In order to tackle this challenge, motivated by the many-to-one housing assignment with peer effect [37] , we introduce the concept of swap matching into our matching model and propose a greedy matching algorithm.
Definition 2: If n1, n2 ∈ U off , a swap matching is defined as ϕ n2 n1 = {ϕ\{(n1, ϕ(n1)), (n2, ϕ(n2))} ∪ {(n1, ϕ(n2)), (n2, ϕ(n1))}}, in which n 1 and n 2 exchange their matched sub-channels while keeping other users' assignment unchanged.
To improve the system performance, a swap matching ϕ n2 n1 is approved only when the total utility of two involved subchannels increases after swapping. In this case, (n 1 , n 2 ) is referred to as a swap-pair in matching ϕ. Definition 3: If there does not exist swap-pairs in matching ϕ, the matching is locally stable. Meanwhile, if the achievable total utility of all sub-channels is optimal, matching ϕ is globally stable.
Based on the above discussions, it can be seen that due to the variability of channel states caused by matching different co-channel users, it is very hard to construct the preference list for each user and each sub-channel. Hence, before matching, we establish the preference list without considering the interaction between users and initialize the sub-channel assignment according to the traditional DA algorithm [34] , which is omitted here for brevity. Then, swap operations are performed to further improve the performance until no users can form a swap-pair. The propose greedy sub-channel assignment algorithm (GSAA) is detailed in Algorithm 1.
Algorithm 1 GSAA
Step 1: Initialization Phase 1: Construct the preference list for each offloading user and each sub-channel without considering the interaction between users. 2: Initialize the sub-channel allocation according to the DA algorithm. 3: When the number of offloading users is larger than S:
Step 2: Swap Matching Phase 4: Flag=1. 5: while (Flag) 6: Flag=0. 7:
for n ∈ U off 8:
for m ∈ U off 9:
if ϕ(n)=ϕ(m) 10:
continue. 11:
elseif (n, m) forms a swap-pair 12:
Update current matching according to ϕ m n . 13:
Set Flag=1.
14:
end if 15: end for 16: end for 17: end while Theorem 1: A locally stable matching can bring a local maximum in terms of the total offloading utility.
Proof: We assume that matching ϕ is locally stable but it cannot bring a local maximum. This assumption implies that at least one swap-pair exists which can strictly increase the total offloading utility. However, it contradicts the assumption of being locally stable. Thus, the offloading utility obtained in matching ϕ is a local maximum.
2) TRANSMISSION POWER ALLOCATION
In this section, we focus on optimizing transmission power p to solve problem P1 with definite sub-channel allocation. Since the transmission power of each SMD is only affected by the co-channel users as shown in Eq. (2), then the optimization of transmission power can be decomposed into multiple independent sub-problems associated with each sub-channel. Specifically, each sub-problem is expressed as
Due to the execution of SIC, it is essential to rank the co-channel users according to the descending order of channel gains as 1, . . . , |ϕ(s)|. Thus, for the i-th ranked user matched with sub-channel s, its transmission rate can be expressed as
where |h s,i | 2 denotes the channel gain between the BS and the i-th ranked user matched with sub-channel s. Note that n∈ϕ(s) (λ t n T l n +λ e n E l n ) is constant, then the problem shown in Eq. (21) can be rewritten as:
where
The objective function of problem P1 is a combinatorial sum-of-ratios optimization problem. Therefore, we use parametric convex programming [38] to solve this problem.
Theorem 2: If the optimal solution P * s to the objective function of problem P1 in R satisfies the constraints shown in (23) , then there exist k * = {k 1 , . . . , k |ϕ(s)| } and τ * = {τ 1 , . . . , τ |ϕ(s)| } such that P * s is a solution to the following problem with k = k * and τ = τ * ,
Moreover, P * s also satisfies the following equations when k = k * and τ = τ * :
Proof: See Appendix A. As observed from Theorem 2, with specific sub-channel allocation, the transmission power can be optimized by solving problem P1 . We then address it in two steps: the first step is to find the optimal solution for problem P1 with definite (k, τ ), and the second step is to find the optimal parameter (k * , τ * ) which satisfies (25) and (26) . Once problem P1 is solved, the optimal (k * , τ * ) can be provided through applying the modified Newton (MN) method proposed in [38] .
a: OPTIMIZATION OF TRANSMISSION POWER WITH DEFINITE PARAMETERS (k, τ )
With given (k, τ ), substituting f i (p s ) and g i (p s ) shown in (23) into (24), we can rewrite problem P1 as
which indicates that C(p s ) is a summartion of difference of convex (D.C) functions and it is non-convex with respect to p s . Generally, it is difficult to solve the non-convex problem. In this section, we apply sequential convex programming (SCP) [39] to transform the above problem P1 into a series of convex problem so as to approach the optimal transmission power allocation. In particular, based on the proof in Appendix B, ∀γ i , γ i ≥ 0, the following inequality holds:
where α i and β i are defined as:
respectively. The bound is tight forγ i = γ i .
Let q s = lnp s and γ i =e q s,i G s,i /(1+ |ϕ(s)| j=i+1 e q s,j G s,j ), based on (24) and (28), we have
where log 2 (γ i )=log 2 (e q s,i G s,i ) − log 2 (1 + |ϕ(s)| j=i+1 e q s,j G s,j ) is concave due to the subtraction structure of a linear function and a log-sum-exp function. Thus,Ĉ(q s ) is convex with respect to q s . Utilizing this property, we can iteratively update q s to tighten the lower bound of C(q s ). The specific iteration process is described in Algorithm 2 and we term it as a SCP based transmission power allocation algorithm (SCPTPAA).
Algorithm 2 SCPTPAA
Step 1: Initialization Phase 1: Set the iteration index t = 0. 2: Initialize the convergence threshold ζ ∈ (0, 1). 3: Initialize α(0) = 1 and β(0) = 0.
Step 2: Update Phase 4: Update t = t + 1. 5: With (α(t − 1), β(t − 1)), obtain the optimal solution q s (t) forĈ(q s ) by the MATLAB CVX toolbox. 6: Updateγ (t) based on q s (t). 7: Calculate α(t) and β(t) according to (29) and (30) . 8: if |α i (t) − α i (t −1)| > ζ or |β i (t)−β i (t −1)| > ζ then 9: Go to Step 2. 10: else 11: Stop the algorithm. 12: end if Theorem 3: SCPTPAA is guaranteed to converge.
Proof: Suppose that after the t-th iteration, the solution to problem P1 with definite (k, τ ) is q s (t). Then we have
Equality (a) holds due to that α i and β i are obtained based onγ i (t) = γ i (t), which makes the bound in (28) is tight. Inequality (b) holds due to that q s (t + 1) is the optimal solution ofĈ(q s ) which is convex and (c) holds because of (31). The last inequality (d) holds due to that C(q * s ) is the global optimum solution of problem P1 . Thus, the proposed SCPTPAA algorithm can converge to a final state.
b: OPTIMAL TRANSMISSION POWER WITH GIVEN SUB-CHANNEL ASSIGNMENT
In this section, we focus on finding the optimal parameter (k * , τ * ). Define ψ k i (k, τ ) = −1 + k i g i (p s (k, τ )) and ψ τ i (k, τ ) = −f i (p s (k, τ ))+τ i g i (p s (k, τ )), i= 1,..., |ϕ s |, where p s (k, τ ) denotes the optimal solution to problem P1 with (k, τ ). According to (25) and (26) shown in Theorem 2, we can obtain that the optimal (k * , τ * ) satisfies the following condition:
In addition, due to that ∂ψ k i (k, τ )/∂k i = g i (p s (k, τ )), ∂ψ τ i (k, τ )/∂τ i = g i (p s (k, τ )), i = 1, . . . , |ϕ(s)|, and g i (p s ) > 0 always holds, the function ψ(k, τ ) is monotonically increasing with respect to k and τ , which implies that the optimal (k * , τ * ) is unique. is the global optimal solution and stop the algorithm. 9: elseif m < I max 10:
Algorithm 3 TPAA
Find i m that satisfies (35) , update k (m+1) and τ (m+1) through (34).
11:
Let m = m + 1 and go to step 2. 12: else 13:
Stop the algorithm.
14: end if
Note that once we find the optimal (k * , τ * ), the optimal transmission power solution to problem P1 can be further obtained based on Algorithm 2. We develop a transmission power allocation algorithm (TPAA) as indicated in Algorithm 3. In TPAA, Algorithm 2 and the MN method are iteratively executed until ψ(k, τ ) ≺ ε holds. Since the optimal solution to the objective function of problem P1 may not satisfy the constraints shown in (23) , which indicates that the optimal (k * , τ * ) may not exist, hence, we set I max to control the iterations of (k, τ ). In each iteration, with given (k, τ ), Algorithm 2 is performed to provide the optimal transmission power solution p s (k, τ ) to P1 , and then parameters k and τ are updated according to the MN method defined as
where z (m) = −[ψ (k (m) , τ (m) )] −1 ψ(k (m) , τ (m) ), and i m denotes the smallest integer among {0, 1, 2, ...} satisfying:
3) JOINT SUB-CHANNEL ASSIGNMENT AND TRANSMISSION POWER ALLOCATION
We then propose a global communication resources allocation algorithm (GCRAA) to solve problem P1 shown in (16) .
The key idea of GCRAA is to iteratively update sub-channel assignment through Algorithm 1 and transmission power through Proof: In each iteration of GCRAA, we update subchannel allocation and transmission power by fixing the result of the other. As seen from Theorem 1 and 3, the total utility can be strictly increased after performing Algorithm 1 or Algorithm 3. But the upper bound of the total utility exists since the communication resource is limited. Thus, GCRAA can converge within a limited number of iterations.
B. COMPUTATION RESOURCES ALLOCATION
As shown in Eq. (17), the computation resources allocation problem is formulated as
The Hessian matrix of the objective function includes the elements of either
Hence the Hessian matrix is positive definite. Moreover, due to the domain of P2 is convex, problem P2 is convex. The Lagrangian function of P2 is given as
where γ is a Lagrange multiplier. Since problem P2 is convex, the optimal solution (f c n ) * should satisfy the Karush-Kuhn-Tucker conditions. Then ∂L(f , γ )/∂f c n |(f c n ) * = 0, ∀n ∈ U off holds and we have
The dual function of P2 can be defined as
Since the dual problem is concave, its optimal solution should satisfy ∂D(γ )/∂γ = 0. Then the optimal Lagrange multiplier γ * can be obtained as
Substituting γ * into (38), we can obtain the optimal solution to problem P2 as
Substituting (41) into (36) , the minimum value of problem P2 can be calculated as
C. OPTIMIZATION OF OFFLOADING DECISION
Obviously, the optimal offloading decision can be obtained by exhaustively enumerating all possible offloading decisions, which has high complexity of O(2 N ). We then propose a method to determine a sub-optimal offloading decision with complexity of O(N ). Specifically, we suppose that all users initially decide to offload their computation tasks, and next, we discuss how to contract the offloading set so as to increase the total offloading utility. Theorem 5: Given a specific offloading decision and communication resources allocation solution, removing user k from the offloading set U off can increase the total offloading utility, if and only if it satisfies the following condition:
indicates the offloading utility of user k as defined in (15) . For user j ∈ {U off \k}, C s j and C s\k j indicate the consumed time at the MEC server when user k is in or removed from U off , respectively. k denotes the removing gain of user k. Proof: With a specific offloading decision, since local computing cannot bring offloading gain, the total offloading utility defined in our objective function shown in (14) can be rewritten as
where for user j, C l j = λ t j T l j + λ e j E l j , C t j = (λ t j d j + λ e j d j p j )/R j , and C s j = λ t j c j /f c j denote its local computation overhead, transmission overhead caused for uploading its input data, and computation time at the MEC server, respectively.
If we remove user k from U off , the total offloading utility can be converted to
where C t\k j denotes the transmission overhead of user j when user k is removed from U off .
Therefore, the complete removing gain caused by user k can be calculated as
We first discuss the impact of removing user k on the transmission overhead. Note that due to the execution of SIC in NOMA, the data transmission of each user only causes interference to those co-channel users with stronger channel gains. Hence, given a specific offloading decision and communication allocation scheme, removing user k will alleviate the co-channel interference and further decrease the transmission overhead of other co-channel users. Then, we have
Furthermore, since with a definite offloading decision, as mentioned below Eq. (15), the optimization of communication and computation resources are independent, which indicates that we can calculate C s\k j , ∀j ∈ {U off \k} according to (41) . Accordingly, if k = −V k + j∈{U off \k} (C s j − C s\k j ) > 0 holds, combing with (47), we have c k > 0. In other words, the total offloading utility can be improved if user k satisfies the condition shown in (43).
Theorem 6: In the set of offloading users, if there is no user satisfies condition (43) any more, the removing process should stop and all offloading users can be beneficial from edge computing.
Proof: In the set of offloading users, if removing any user could not improve the total offloading utility, we have
It can be seen from Eq. (41) that, as the number of offloading users increases, C s k will increase and it implies that j∈{U off \k} (C s j − C s\k j ) > 0 always holds. Based on (48), for any user k ∈ U off , if k ≤ 0 exists, we can further obtain V k > 0, which indicates that user k can reduce its computation overhead through edge computing.
D. JOINT OFFLOADING DECISION AND RESOURCE ALLOCATION
Inspired by Theorem 5 and Theorem 6, we then propose a joint offloading decision and resource allocation algorithm (JODRAA) method to determine the offloading decision as shown in Algorithm 5. In particular, in the initial phase, we set the offloading set as all users. With this offloading decision, the optimization of subchannel, transmission power, and computation resources is first performed according to Algorithm 4 and Eq. (41), respectively. Then, in the outer-loop of update phase, the offloading decision can be updated by removing the user which can bring the maximum removing gain defined in Eq. (43). Furthermore, in the inner-loop of update phase, the resource allocation can be iteratively updated based on the new offloading decision. The updating process should stop if there is no user satisfies the removing condition any more. As shown in Algorithm 5, the proposed JODRAA consists of two phases: inner-loop and outer-loop, which deal with resource allocation and the offloading decision, respectively. In JODRAA, at most N users need to be removed from the offloading set, hence the complexity of the outer-loop is less than O(N ). Based on the offloading decision determined in the outer-loop, each inner-loop consists of the process of computation resources allocation, and multiple iterations for updating sub-channel allocation as well as transmission power. The computational complexity of computation resources allocation is O(N ). In order to analyze the complexity of the iteration process in the inner-loop, we denote the number of iterations as I inner and then discuss the computation process in each iteration detailed in Algorithm 4.
In the process of sub-channels assignment shown in Algorithm 1, GSAA consists of two parts: the initialization phase and swap matching phase. For a MEC system with N users and S sub-channels, the computational complexity of constructing the preference lists for users and sub-channels is O(N 2 S). Note that GSAA contains multiple rounds to search for the swap-pair in the offloading set. Moreover, in each round, there exists (C 2 N −d s ) possible swapping combinations. Therefore, suppose the number of rounds in GSAA is I s , the computational complexity of GSAA can be denoted as O(N 2 (S+I s )).
In the process of optimizing transmission power as shown in Algorithm 3, the complexity mainly depends on the modified Newton method applied to find the optimal (k * , τ * ) and the sequential convex programming algorithm applied to find the optimal transmission power with given (k, τ ). For each sub-channel, when the optimal (k * , τ * ) exists, we assume it requires I k,τ operations to update parameters k and τ via applying MN. Otherwise, it takes I max iterations. We therefore focus on the case when the optimal parameters exist and in each operation of (k, τ ). We suppose it takes I α,β operations to update α and β via applying SCP. In addition, with given (α, β), one convex problem needs to be solved by the MATLAB CVX toolbox with fixed complexity of K . Thus, the computational complexity of TPAA can be roughly expressed as O(SK I k,τ I α,β ).
Note that the value of I inner , I s , I k,τ , and I α,β cannot be given in a closed form which is common in heuristic algorithms. Hence, the computational complexity of the proposed JODRAA can be roughly expressed as O(N I inner (N 2 (I s + S) + SK I k,τ I α,β )). To evaluate the convergence of JODRAA, we carry out numerical simulations to show the cumulative distribution function (CDF) of I inner , I s , I k,τ , and I α,β involved in Algorithm 4, respectively. The specific experimental parameters are detailed in section V.
As seen from Fig. 2 (a) , with given offloading decisions, the inner-loop converges within 2 ∼ 4 iterations, and when the number of offloading users becomes larger, the probability of requiring more iterations will increase. Fig. 2 (b) shows with given transmission power, the total number of iterations to perform the matching round is less than 5. Fig. 2 (c) and (d) present the CDF of I k,τ and I α,β , respectively. Where ε and ζ denote the permitted tolerance of the MN method and SCP, respectively. Fig. 2 (c) and (d) indicate that the proposed algorithm will converge within limited iterations and higher accuracy will cause more iterations.
VI. PERFORMANCE EVALUATION
In this section, extensive numerical simulations are executed to evaluate the performance of our proposed JODRAA. We compare our scheme against the following baselines: 1) Enumeration algorithm (EA): All 2 N possible offloading decisions and all combinations of users over total available sub-channels should be compared. When N≤S, the total number of sub-channel allocation solutions based on all offloading decisions can be denoted as
In the case N > S and each sub-channel can support at most two users, the total number can be denoted as
In addition, with each sub-channel assignment, the allocation of transmission power and computation resources should be optimized according to the method proposed in section IV. Then the optimal solution can be found among all solutions. Considering the computational complexity of EA is very high, 1 we only analyze its performance in a small network scale. 2) Heuristic offloading decision algorithm (HODA) [5] :
The offloading decision, communication resources, 1 In our experiment, when S = 20 and N = 40,the total number of subchannel assignment solutions over all possible offloading decisions is about 1.23e 46 . and computation resources are jointly optimized according to the submodular method proposed in [5] to minimize all users' computation overhead in accordance with our model. Note that HODA is designed for OFDMA-MEC systems.
3) Edge computing aware algorithm (ECAA) [16] : All tasks are offloaded via NOMA. While satisfying the deadline requirement of each computation task, ECAA aims to minimize all users' energy consumption via jointly optimizing user clustering, transmission power, and computation resources, as in [16] . 4) All local computing algorithm (ALL LOCAL): All tasks are executed locally. 5) All MEC computing algorithm (ALL MEC): All tasks are offloaded via NOMA. Moreover, communication resources and computation resources are jointly optimized through our proposed method detailed in section IV. We consider a single macrocell scenario, in which users are randomly distributed within the radius of 500m. If not stated otherwise, the system bandwidth is set as 20MHz and the number of sub-channels is set as 20. The radio communication parameters presented in 3GPP standardization [40] are adopted in this paper as shown in Table 1 . In addition, we mainly focus on the case that at most two users can share the same sub-channel in NOMA and the number of users is set within 40. The data size of computation tasks is uniformly distributed between 300KB and 1200KB [24] . The number of required CPU cycles is uniformly distributed between 0.5GHz and 1.5GHz. Other key simulation parameters are summarized in Table 1 . All numerical results are based on the average of Monte Carlo simulations and each experiment is executed 2000 times. 
A. SUBOPTIMALITY OF PROPOSED ALGORITHM
Firstly, to validate the suboptimality of JODRAA, we compare its performance with EA, JODRAA, HODA, ALL MEC, and ALL LOCAL, except for ECAA with different optimization objective. Since the high computational complexity of EA, the comparison is executed in a small network scale, in which the number of sub-channels S is set as 5 and the number of users N is set within 10. Other simulation parameters remain unchanged. Fig. 3 (a) and (b) show that when the number of users is less than the number of sub-channels, i.e., N ≤ 5, both EA, JODRAA, and HODA achieve the same performance, and when N > 5, JODRAA performs very closely to EA and it always achieves lower overhead than other baselines. In the case of N > 5, the average of offloading percentage of EA and JODRAA are 89% and 92.8%, respectively. Both EA and JODRAA perform better than ALL MEC and ALL LOCAL, which implies that controlling the offloading decision is necessary to improve the system performance.
Based on the principle of OFDMA, HODA can only assign at most one user to each sub-channel. In this case, it offloads 64.5% computation tasks on average, which makes its performance even worse than ALL MEC. Therefore, it is essential to introduce new transmission technology with higher spectral efficiency to improve the accessing capacity of MEC systems. In the following sub-sections, this observation is more pronounced when the input data size or the computing capability of the MEC server is changed.
B. PERFORMANCE OF LATENCY AND ENERGY CONSUMPTION
Combing NOMA with MEC, ECAA achieves good performance in minimizing all users' energy consumption while ensuring the deadline requirement of each task. However, applying ECAA, there are some assumptions such that the available computation resources of the MEC server should be sufficient to satisfy the latency constraints. Hence, according to [16] , we reset the scenario as: d n ∼U (5000, 7000)bits, c n ∼U (0.5, 1.0)GHz, w = 180kHz, and F = 120GHz. In addition, the deadline for each task is set as 500ms. Other simulation parameters are set based on Table 1 . In accordance with [16] , Fig. 4 (a) shows the CDF of each task's completion time when N = 40, and Fig. 4 (b) shows the total energy consumption achieved by JODRAA, ECAA, HODA, and ALL LOCAL.
In this scenario, since only a small amount of data needs to be transmitted and the computation resources of the MEC server are sufficient, JODRAA performs a complete offloading strategy. It can be seen from Fig. 4(a) ECAA and JODRAA can efficiently satisfy the latency requirement of each user, while ALL LOCAL again suffers the worst performance. Moreover, due to the constraint of offloading numbers, HODA experiences higher completion time than JODRAA.
Since the values of the total energy consumption obtained by each method are significantly different, we use logarithms to express them. Fig. 4 (b) indicates that JODRAA and ECAA achieve similar performance in terms of energy consumption. In addition, when N ≤ 20, HODA performs identically to JODRAA since all tasks are offloaded, but when N > 20, the performance of HODA approximates to ALL LOCAL since some tasks should be executed locally, which results in higher latency and energy consumption.
C. EFFECT OF INPUT DATA SIZE
We then evaluate the effect of application models with different input data sizes. We consider two cases: d n ∼ U (0.3, 1.5)MB and d n ∼ U (1.5, 2.5)MB. due to that more input data causes higher transmission time and transmission energy consumption.
As observed from Fig. 5 (c) and (d) , when N ≤ 20, the average latency and energy consumption achieved by ALL MEC in case 2 is higher than in case 1, and when N > 20, the gap is obviously enlarged because of the augmented co-channel interference. Moreover, comparing the performance of ALL MEC with ALL LOCAL, it can be seen that through offloading, each user can save energy but not certainly reduce latency. Therefore, different offloading decisions will bring various performance in terms of latency and energy consumption.
In addition, when the number of users is less than the number of available sub-channels, i.e., N ≤ 20, JODRAA and HODA can obtain the same performance. Otherwise, JODRAA achieves a higher offloading ratio than HODA in both cases. As shown in Fig. 5 (c) and (d) , a higher offloading ratio will bring higher latency since more offloading users compete for the limited communication and computation resources, but lower energy consumption since local energy consumption is higher than transmission energy. As a result, JODRAA can bring lower overhead than HODA.
D. EFFECT OF WEIGHTING FACTORS OF LATENCY AND ENERGY CONSUMPTION
In this section, we evaluate the effect of weighting factors on latency and energy consumption, where λ T ∼ U (0.3, 0.6) and λ T ∼ U (0.5, 0.8) are considered, respectively. Fig. 6 (a) shows that the total computation overhead achieved by JODRAA, HODA, and ALL MEC increases when λ T becomes larger, but it decreases in ALL LOCAL. The reason is that in ALL LOCAL, the average latency value is lower than the average energy consumption value as shown in Fig. 6 (c) and (d) , and a larger λ T means a higher normalizing weighting of latency, thus the overhead declines in case 2. The performance of ALL MEC can be concluded accordingly. In addition, when λ T increases, JODRAA tends to offload less users and HODA tries to choose more suitable offloading tasks. Therefore, compared with the performance in case 1 depicted in Fig. 6 (c) and (d), both JODRAA and HODA achieve lower execution time at the cost of higher energy consumption in case 2. Fig. 7 illustrates the effect of the MEC server's computing capacity. Obviously, when F = 30GHz, both JODRAA, HODA, and ALL MEC can achieve better performance than F = 20GHz. Similar to other scenarios, HODA obtains lower latency but higher energy consumption than JODRAA because fewer tasks are offloaded to compete for the communication resources and computation resources. In addition, in ALL MEC, since the energy consumption of each user is only related to the transmission process, it is not affected by the change of computation resources as shown in Fig. 7 (d) .
E. EFFECT OF CAPACITY OF THE MEC SERVER
In summary, compared with existing algorithms, JODRAA can always achieve the best performance.
VII. CONCLUSION
In this paper, in order to improve the performance of MEC systems, we introduce NOMA to transmit the offloading tasks. Specifically, we developed an optimization framework for a multi-user NOMA-MEC system to minimize all users' computation overhead via jointly optimizing the binary offloading decision, transmission power, sub-channel assignment, and computation resources allocation. We also proposed an efficient heuristic algorithm JODRAA to tackle the formulated MINLP problem. Simulation results show that JODRAA is near optimal and it can efficiently reduce the overhead and improve the accessing capacity of MEC systems.
APPENDIXES APPENDIX A
Proof for THEOREM 2: According to the parametric algorithm mentioned in [41] , the problem shown in Eq. (23) 
If the optimal solution P * s to the objective function of problem (23) satisfies the constraints shown in (23), according to the Fritz-John condition, there must exist λ * , k * , v * , and γ * such that
∂L ∂τ i = λ * − k * i g i (p * s )=0, ∀i = 1, .., |ϕ(s)| (52) k * i (f i (p * s ) − τ * i g i (p * s )) = 0, ∀i = 1, .., |ϕ(s)| (53) v * i (h i (p * s )) = 0, ∀i = 1, .., |ϕ(s)| (54) γ * i (l i (p * s )) = 0, ∀i = 1, .., |ϕ(s)| (55) λ * ≥ 0, k * i ≥ 0, v * i ≥ 0, γ * i ≥ 0, ∀i = 1, . . . , |ϕ(s)| (56) (λ * , k * , v * , γ * ) = (0, 0, 0, 0) (57) h i (p * s ) ≤ 0, f i (p * s )−τ * i g i (p * s ) ≤ 0, l i (p * s ) ≤ 0, ∀i = 1, .., |ϕ(s)| (58)
Suppose that λ * =0, then by (52) we have k * =0 because g i (p s ) > 0 holds for all p s . According to (54) and (55), we have v * =0 and γ * =0 because ∇h i (p s )=1 and ∇l i (p s )= − |h s,i | 2 hold for all p s . Then (λ * , k * , v * , γ * ) = (0, 0, 0, 0), which contradicts (57). Therefore, we can obtain λ * > 0.
Denoting k * i /λ * , v * i /λ * , and γ * i /λ * by k * i , v * i , and γ * i , respectively, then (52) is equivalent to (25) and (53) is equivalent to (26) . Moreover, (51) and (54)∼(58) are just the KKT conditions for problem (24) . As the constraints of problem (24) are linear, the KKT conditions are also the necessary condition for the optimal solution to problem (24) with k i = k * i and τ i = τ * i [42] .
APPENDIX B
Proof for Eq. (28) : First, we construct a function as follows
where x,x ≥ 0. Then, we can derive the derivation of F(x) as
Note that with given arbitrary values ofx ≥ 0, when x <x, F (x) < 0, and when x >x, we have F (x) > 0. Hence, the minimum value of F(x) can be achieved at the point x =x, which equals to zero. Therefore, ∀x,x ≥ 0, F(x) ≥ 0 always holds. 
