The use of ensemble classifiers, e.g., Bagging and Boosting, is wide spread to machine learning. However, most of studies in this area are based on empirical comparisons that suffer from a lack of care to the randomness of these methods. This paper describes the dangers of experiments with ensemble classifiers by analyzing the efficiency of Bagging and Boosting methods over 32 different data sets. The experiments show that variations due to randomness are often more relevant than the advantages among methods encountered in the literature. This paper main contribution is the claim, supported by statistical analysis, that no empirical comparison of ensemble classifiers can be scientifically done without paying attention to the random choices taken.
INTRODUCTION
Classification methods have been used for machine learning for quite some time and many efforts in knowledge discovery area try to increase accuracy of these methods. Among the options to classify, Bagging [4] and Boosting [7] are probably the best known methods and several new methods are based on their ideas of ensemble classifiers. In many of such methods, randomness plays a capital role mostly related to the choice of instance samples. Therefore, it is only natural to consider that a method efficiency can be affected by lucky, or unlucky, sample choices.
A large number of studies compares empirically Bagging and Boosting with some other classification methods, e.g., [18, 15, 19, 6, 22, 11, 14, 10, 13, 23] . Despite of such an abundant literature about comparison, very few research papers explicit take random choices of samples into account. In fact, among the references of this paper, only the work of Bauer and Kohavi [2] made an explicit concern with randomness since in their work it is stated that three different random samples were consider in the analysis of Bagging and Boosting methods. Even rare specific works over sampling techniques, e.g., the work of Gu, Hu and Liu [8] pays very little attention to the random choices themselves, but it focuses on sophisticated statistical techniques assuming that a perfect random generator is available.
The main goal of this paper is to investigate how relevant the random choices in taking samples are to the accuracy of Bagging and Boosting methods. This is a tricky goal since the problem of comparing methods to (usually large) data bases can hardly be handle exhaustively, i.e., only empirical comparisons over a large number of bases are viable. It is not the objective of this paper to suggest any technique to prevent effects of randomness in analysing data bases with ensemble classifiers. Our goal is to show how big random effects can be, and which precautions someone who intends to compare methods should take to avoid misconclusions.
Specifically, in this paper 32 data bases are classified by methods Bagging and Boosting with different numbers of classifiers using different random choices. These different choices furnish a panorama of the impact of randomness in the studied methods. One of the obvious contributions of our work is to show that many conclusions stating that one method has a better accuracy than another are insignificant, or even erroneous, if one does not pay attention to randomness. Our study also contributes to point out that the random variations may have impacts on the accuracy that often exceeds the accuracy differences between the methods themselves. A more subtle, but nonetheless important, contribution of the results obtained in this paper shows that not all methods behave equally according to random variations. This paper is organized as follows: Section 2 presents some basic notions of Bagging and Boosting methods. Section 3 presents the data sets used in this paper. Section 4 presents the methodology used in our experiments and the raw results obtained. Section 5 discuss interesting facts observed in order to point out some peculiar variations of the behavior of methods according to the random choices taken. Finally, the conclusion summarizes the contribution of this paper and also suggests future works.
ENSEMBLE CLASSIFIERS
Deterministic methods based on the construction of a decision tree like C4.5 [17] are usually a good choice for classification when used as steps to generate an ensemble classifier [18] . Among the myriad of ensemble classifiers available, Bagging [4] and Boosting [7] are the most cited and most used both in the research and practioners communities. Since C4.5 is deterministic, the following sections briefly describe just these two ensemble methods pointing out the steps where random decisions are taken, which are the relevant issues to this paper.
Bagging Method
Bagging was proposed by Breiman in 1996 [4] and its basic idea is to generate not only one, but a certain number of classifiers to a training data base. These classifiers are generated independently and the overall classification is made by a majority vote among the classifiers.
A Bagging method application that combines k classifiers correspond to generate k samples of the training set with M instances. Each sample contains as many instances as the original training set (M ), but instead of using all instances of the original training set, the instances are uniformly sampled with repetition, i.e., the sampling method picks M times one instance of the original training set with a uniform distribution. Such sampling method will generate k samples that randomly represent some aspects of the original data base.
To each sample, a classifier is generated independently, resulting in k classifiers. The classification of a new instance will be performed applying each of these k classifiers and the class chosen by the greater number of classifiers will be considered as the class of the new instance.
Making an analogy to real life decisions, the classification of new instances using the Bagging method can be viewed as the composition of a decision board where all voters have an opinion based on their randomly defined previous experiences.The literature [18, 2, 12] states that Bagging is a robust method and it frequently provides better classification results than one single C4.5 classifier generation.
Boosting Method
The Boosting application in this paper experiments is based on the Adaboost algorithm proposed by Freund and Schapire in 1996 [7] . Like Bagging, Boosting is also a method based on combining k different classifiers. Actually, the basic differences between Bagging and Boosting are: the way instance samples are generated, and the way final classification is performed.
In Bagging, the classifiers are generated independently from each other. The Boosting method uses a more refined way to sample the original training set, where the samples are chosen according to the accuracy of the previously generated classifiers. In fact, each classifier generation takes into account the accuracy of the classifiers generated in the previous steps.
Boosting method defines a vector with a weight for every instance of the original training set (a vector with M positions). This weight vector is initialized with an equiprobable distribution. The first sample is generated according to this equiprobable vector, i.e., in the first step, it samples the original training set just like Bagging. After being generated, each classifier has its accuracy α (i) computed by applying the recently generated classifier to the whole original training set. The weight vector positions corresponding to instances correctly classified are multiplied by α (i) , while weights corresponding to uncorrectly classified instances are divided by α (i) . Such procedure increase the odds of include incorrectly classified instances to the next samples.
The second difference from Bagging is the way Boosting computes the votes of classifiers during the classification of new instances. While in Bagging a simple majority vote is assumed, in Boosting each classifier will weight his vote with its own pre-computed accuracy (α (i) ). Once again, making an analogy with real life decisions, Boosting classification is similar to a board decision, but unlike Bagging which takes random components to compose the board, Boosting composes its board with specialists with rather different points of views. In order to vote, the opinions of these specialists are weighted according to how relevant their specialty is.
The literature [18, 10] states that Boosting method is quite efficient to classify noise-free data set, i.e., data sets where there is no discrepancy in the data, there is no missing values, etc.. However, such conclusions are based, at the authors' best knowledge, on empirical experiments only. Table 1 present some details about the 32 data sets used in this paper. These data bases contain quite classical material from diverse areas like medical information, software development, wine recognition, biology, chemistry and physical phenomena. The chosen data intently include a wide variety of bases in order to make our observations as general as possible. The first column of Table 1 indicates the data base name and an identifier (id ) to be used further in this paper. The origin of the data bases are the repositories from the University of California Irvine [1] (marked with ) and University of West Virginia [3] (marked with ∇ ). The second column states information about the data itself, namely: the number of attributes excluding the class (attributes), the number of instances (instances), and the percentile of missing values (missing) over the total data (number of instances times number of attributes).
THE TESTED DATA SETS
The last column contains the information about the classes of each data base, namely: the number of different classes (classes) and a rate indicating how unbalanced these classes are in the data base (unbalance). To have the unbalanced rate independent of the number of instances (nbi) and classes (nbc), this rate is computed as the ratio between the standard deviation of the number of instances in each class (std) by a completely balanced distribution of instances among the classes (nbi/nbc), divided by the square root of the number of classes. Hence, the unbalance rate varies from 0 asymptotically toward 1, and it is computed as:
For instance, among the data bases in Table 1 , B17 is almost a perfect balanced data set with 1669 and 1527 instances in each of its two classes. Data base B25, on the contrary, is a quite unbalanced data set, since it has 62, 8, 7 and 2723 instances in each of its four classes.
In a manner of speaking, this unbalance rate can be seen as the inverse of the entropy of the data set.
THE EXPERIMENTS
The experiments conducted on this paper were performed using the popular java implemented WEKA -Waikato Environment for Knowledge Analysis, version 3.4.12 [21] using the methods Bagging and AdaBoostM1 with resampling (option -Q). Both methods were applied using J48 (the WEKA version of Quinlan's C4.5 method [17] ) implementation of decision tree construction to generate individual classifiers. The accuracy was obtained using a ten-fold stratified crossvalidation technique, i.e., using ten successive times 90% of the data base as training set and the remaining 10% of the base as testing set. Further details about cross-validation technique can be found in [9, 5] .
The central concern of this paper is the impact of randomness while using Bagging and Boosting methods. Experiments with ensemble classifiers usually apply the methods without much concern about the randomness. Specifically, experiments using WEKA do not pay attention to randomness, since a same seed (the default 1) for generation of pseudo-random numbers is used.
Our experiments, on the contrary, reproduce different random samples to construct the individual classifiers by performing the runs with different WEKA seed values (options). To each run, 100 different samples, i.e., 100 different seeds, of each method were performed. To each of the 32 data bases the methods Bagging and Boosting were applied with 10, 30 and 50 classifiers (k = 10, 30 and 50). There- fore, 192 runs were made, being each run composed of 100 executions with different seed values. The WEKA seed option accepts integer values from 0 to 65,535, but, in our experiments only 100 seed were used. This decision was taken to keep the experiments within a reasonable time. Nevertheless, due to the way pseudorandoms are generated in WEKA, any 100 different seeds are likely to represent a uniform distribution of samples.
In order to analyze the results with a statistically correct approach, to each base and each method, the 100 accuracy results were ordered and the 5 higher and 5 lower results were discarded. Such procedure assures a confidence interval of at least 95% for all sets of results in this paper. Taking this statistical precaution into account, Tables 2 and 3 represent the mean accuracy (average), standard deviation (std dev ), and range between the lower and higher value (range) of the inner 90 results obtained with 10, 30 and 50 classifiers for Bagging and Boosting, respectively. Additionally, with a pure intent of comparison, columns entitled Default Seed show the accuracy achieved for the methods using the default seed option in WEKA (-s 1), which is likely to be the numerical result obtained without paying attention to randomness. Finally, the last row indicates the average values computed for all 32 data bases. It is important to keep in mind that the results of average accuracy are statistically relevant, and therefore considered more accurate than those obtained with the default seed option.
ANALYSIS
The first important observation in all runs is the variety encountered. Bases B09 for Bagging and Boosting with 10 classifiers, B20 for Boosting with 10 and 30 classifiers, and B11 for Boosting with 10 classifiers had standard deviation over 2%. This variety may be matter of even more concern observing the range of the variation for all 192 runs. For 109 of those 192 runs (32 bases, 2 methods, with 3 different numbers of classifiers) the range between the worst and the best accuracy was over 2%. Those facts are rather concerning, since for many research comparisons one method can be considered more effective than another if a difference of 2% is achieved, e.g., the reference work of Quinlan [18] .
Meanwhile, to some bases a very steady behavior regarding randomness was found. Base B23, for instance, shows Bagging results quite similar to all tested samples. In fact, this data base has shown all the same accuracy values for Bagging with 30 classifiers (zero standard deviation). Nonetheless, even for this quite particular data set, we found a surprising effect when observing the accuracy obtained with the default seed value. Despite the fact that all the 90 intermediate accuracy results were homogeneous giving the value 84.3053%, the accuracy obtained by the default seed value was 84.2333%. Logically, this default seed accuracy result was dropped off as one of the 5 lowest values of the 100 samples.
According to Only One Sample (default seed -s1) According to 100 Samples 
Average of 100 Seeds versus Default Seed
The dangerous effect of ignoring the variety brought by the randomness can be observed more clearly with the comparison between the average accuracy (column average) and the accuracy of the default seed values in Tables 2 and 3 . In these tables we notice quite significant differences sometimes. Observing the B22 results for Boosting with 10 classifiers, we found the biggest misinterpretation, with 7.5% of accuracy discrepancy, but one may argue that this is expected with such a small data base (only 24 instances). However, even large bases like B31 (1,484 instances) presents a relevant discrepancy of 1.5% for Boosting with 10 classifiers. Figure 1 illustrates graphically this discrepancy showing the advantages of Bagging versus Boosting for all 32 bases with 10, 30 and 50 classifiers. In these figures, the bars going up indicate a better performance of Bagging, while bars going down indicate a better performance of Boosting. For example, considering only the default seed result, data base B05 had a better performance for Bagging of 14% for 10 classifiers, 10% for 30 and 50 classifiers. However, considering the average of 100 samples, B05 had less impressive advantage of 8% for 10, 30 and 50 classifiers. Therefore, the observation of the default seed experiment alone could mislead to the conclusion that Bagging method with 10 classifiers is the most accurate solution for B05.
Another important observation of Figure 1 is the fact that the accuracy obtained with the default seed is much more erratic than the accuracy obtained with 100 samples. For example, B11 results with default seed, for instance, have shown a large Bagging advantage with 10 classifiers (over 6%), while with 30 classifiers that advantage disappear, and with 50 classifiers it actually changed to 1.5% advantage to Boosting. Nonetheless, the proper statistically treated accuracy (the 100 samples one) has show that for 10, 30 and 50 classifiers the Bagging advantage stood almost unchanged and rather irrelevant (below 1%).
Lets assume that someone would analyze which method is more accurate and a method would be considered so, only if it presents an accuracy greater than the other method by at least 2%. Based on the results using the default seed value (columns Default Seed in Tables 2 and 3) we would see method Bagging being the more accurate in 26 out of the 96 cases (32 data bases with 10, 30 and 50 classifiers), while Boosting would be considered more accurate only for 14 out of 96 cases. These figures could suggest a clear advantage to Bagging over Boosting.
However, a much more reliable conclusion would be obtained by considering the average values taking randomness into account (columns average in Tables 2 and 3 ). With this statistically approach, there are 24 of 96 in favor to Bagging and 17 of 96 in favor to Boosting. The overall advantage still exists, but as can be seem also in Figure 1 taking the randomness into account makes the Bagging advantage less evident. For base B05 with 10 classifiers, for example, the Bagging advantage was confirmed, but it was considerably smaller, numerically 7.8% instead of 13% computed with the default seed. For base B22 also with 10 classifiers, the average results shows an impressive turn of events indicating a quite small advantage (0.14%) to Boosting instead of 8% advantage to Bagging.
Methods Behavior
Another topic of interest to be analyzed is the different behavior of methods face to randomness. The overall observation of the results shows a little larger standard deviation when applying Boosting than Bagging, i.e., an average standard deviation of 0.50% for Bagging and of 0.75% for Boosting. The range of variations also show this trend of Bagging being less affected by randomness than Boosting.
To illustrate graphically, this different behavior, Figure 2 shows 6 dispersion graphs with the distribution of the random samples around the average for Bagging and Boosting with 10, 30 and 50 classifiers. In the graphs of this figure, there is a column to each data set from B01 to B32, i.e., the x-axis represents the data sets. In each column, there are 90 dots, one to each execution with a different seed among the 100 executions, since the 5 lowest and the 5 highest were discarded.
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Bagging with 50 classifiers Boosting with 50 classifiers y-axis position of each dot represents how many standard deviations the accuracy of each execution is above or below the average of the 90 experiments. The first observations from Figure 2 confirm the empirical conclusions about Bagging robustness proclaimed by the literature [2] . However, instead of being only more robust than Boosting with respect to data bases peculiarities, the robustness found here is related to a better tolerance to random choices. Such robustness is noticeable by the smaller variety of accuracy results of Bagging compared to those of Boosting.
Observing base B23 results, for example, it is possible to notice that:
• Bagging with 50 classifiers had the same accuracy for all 90 results, i.e., a single dot in the center (average) of the y-axis for base B23 in the graph at the left-bottom corner of Figure 2 ;
• Boosting with 50 classifiers shows multiple results varying from +2 to -2 standard deviation in the yaxis corresponding to base B23 in the graph at the right-bottom corner of Figure 2 . Base B23 is a quite unbalanced data set, but this variety reduction phenomenon can also be observed for other bases, e.g., B05, B10. A visual manifestation of the greater variety of results for Boosting method is noticeable by the dispersion graphs in the right-hand side of Figure 2 (for Boosting) which are less variable than those representing Bagging experiments in the left-hand side.
This conclusion could be an argument against the effectiveness of the sample generation procedure used by Boosting. It is important to remind that Boosting method uses previous instance samples to build up classifiers, while Bagging just chooses instances with a uniform distribution, Boosting weights the instances in order to give privilege to badly classified instances. As said previously in the literature [18] , it could be another manifestation of an over-fitting behavior of Boosting classifier.
Observing the graphs of Figure 2 from top to bottom, i.e., increasing the number of classifiers, we notice that as the number of classifiers increases, the numbers of different results actually reduces. That is the case for pretty much all bases, but it is easier to notice, for example, in base B03 for Boosting where with 10 classifiers there are seven different result values, with 30 classifiers there are six different values, and with 50 classifiers there are only five different values.
Unlike a shallow analysis could suggest, this reduction of randomness impact is not obvious, specially for Boosting. To increase number of classifiers does not necessarily implies in a reduction of the randomness impact. While Bagging robustness should prevent a "deformation" of the classifiers as their number increases (Bagging always pick samples with a uniform distribution), Boosting process of picking badly classified instances to build new classifiers could actually increase the variety of results. Nonetheless, Boosting behaves quite similarly as Bagging with respect to the reduction of distinct results as the number of classifiers increase.
Recent analysis of ensemble algorithm variations seems to confirm this conclusion. For instance, some efforts have been made in order to provide a little more robustness for Boosting through stochastic techniques [20] and the attempt to keep Bagging method to deal with randomness and use Boosting just to prune Bagging choices [16] .
CONCLUSION
The main purpose of this paper was to show the impact of randomness when studying the accuracy of Bagging and Boosting methods. It is very important to stress that random samples are vital for algorithms based on ensemble classifiers and it is not possible to propose a general procedure to avoid the effect of randomness for specific data bases.
However, it is very important to consider the impact of random choices when comparing the effectiveness of methods. Otherwise, the numerical results may mislead to dubious, or even plain wrong, conclusions.
The standard deviation encountered in both methods applied with 100 different random samples is a clear warning to researchers that there is a non-negligible impact. The comparison of the usual default seed value of WEKA results with a statistically treated counterpart made the risks even more clear.
If a recommendation should be made to researchers planing to compare the effectiveness of ensemble classifier methods, we would suggest the use of at least some different random seeds. In this paper we already demonstrate the quite different results obtained for using a single default value compared to those obtained using 100 different seeds.
If the number of 100 experiments seems to be too much effort to obtain more reliable results, a good trade-off could be using at least some different seeds. Making a similar comparison of accuracy of Bagging versus Boosting like the one presented in Figure 1 , Figure 3 presents the same comparison using just 10 and 50 accuracy results obtained from different seed samples.
Comparing the conclusions from Figure 3 with the two options in Figure 1 , one may notice that the results for 10 samples are quite similar to those with 50 samples. In fact, the 10 samples results are already very similar to those obtained to 100 samples (Figure 1 ). Once again, based on these results, a good recommendation to scientists and practitioners using ensemble methods is to do a few couple of experiments with different seeds before draw conclusions.
The sheer comparison between Bagging and Boosting results had shown some small accuracy advantages favoring Bagging. More than that, it was also noticed that Bagging was more tolerant to random variations than Boosting. This was a side contribution in our paper, but certainly a deeper statistical analysis of this phenomenon deserves further analysis.
An important topic to extend the analysis presented in this paper is to study in detail the java primitives used by WEKA in order to generate pseudo-random numbers. The quality of this random generation could have a nonnegligible effect on the fairness of instance samples actually used. Even though the WEKA programmers certainly payed attention to this matter, it is not impossible to consider that some trick behaviors of random generators may have set some pitfalls in the implemented java code.
A natural extension to the work presented in this paper is to analyze separately the impact of pseudo-random numbers generation in the classifier generation itself and the crossvalidation. Perhaps some of the accuracy variations founded are not due to the classification method, but only a side effect of the cross-validation applied to data sets with very few instances.
Coming back to more native concerns of the datamining technology, the conclusions advanced in this paper suggest a further study on which are the particular characteristics of each data set that contributes, or prevents, the greater efficiency of the tested methods. Following the same reasoning, this paper efforts could also be extended to analyze the impact of randomness in other methods than Bagging and Boosting.
A more ambitious future work is to look closer to Bagging and Boosting options and variations in order to seek for new insights to make them less vulnerable to random choices. As matter of fact, this is a rather difficult research subject, since all the art resides in a good balance between keep random decisions in the methods, but remove the undesirable effects of randomness itself. Anyway, the first step to do that is to be aware of the impact of random choices, and at least this step was already done with this paper.
