Abstract. This paper discusses the behaviour of polygonal convex curves in the plane moving under crystalline curvature flows, in which the speed of motion of each edge is determined by a function of its length. The behaviour depends on the rate of growth of the speed as the length of the edge approaches zero: For slow growth -including the homogeneous case where speed is inversely proportional to a power a 6 (0,1) of the length -there are always solutions for which the enclosed area approaches zero while the length remains positive. If a > 1, then all solutions are asymptotic to homothetically contracting solutions, and if a = 1 then there is a range of different kinds of singularity that occur.
1. Crystalline curvature flows. Several authors have considered crystalline curvature flows of polygonal curves in the plane, since their introduction in [T] . We refer the reader to [TCH] and [AG] for a discussion of the geometric and physical motivation for such flows. For present purposes we consider only convex curves, although the flows can be defined much more generally. In this case the flows can be defined in the following way: Let 7 be a closed convex AT-sided polygon in the plane, and label the edges 70,... ,7N-I in an anticlockwise order. Let di G 5 1 = R/2irZ be the angle of the exterior normal of 7^, and let £{ be the length of ji. Moving 7 by a crystalline curvature flow consists of finding a continuous family of polygonal curves j(t) starting from 7 so that each edge keeps the same direction but moves in the outward normal direction with speed Vi determined by its length:
(1)
Vi(t)=g i (e i ).
Here gi is a smooth function defined on (0,00) which is monotone increasing for each i. This paper mostly concerns contraction flows, for which gi < 0, and the condition gi(z) -> -00 as z -> 0 will be assumed. The later parts of the paper are concerned particularly with the homogeneous case, defined by
where a > 0 and fi is a positive real number for each i. A simple geometric calculation shows that the side lengths £i(t) satisfy an autonomous system of ordinary differential equations:
where the index i is to be read mod N. The original geometric evolution (1) can now be discarded and replaced with the ODE system (3), as long as one bears in mind that each of the side lengths U must be non-negative, and that in order to define a closed curve the conditions Xli-o ^isin(0i) = X^=o ^cos(0i) = 0 must be satisfied. Note that these remain true under (3) if they hold initially. To this end, given a collection of angles 0o < #1 < * • * < #iv-i < 0iv = #0 + 27r with 0i +1 -Qi < TT, define £ = {(4,...,^v-i): 4>0, E a i Io 1^s in(0 i ) = E^o 1^c os(0 i ) = O}.
We review some results that have been obtained for these systems: A simple ODE and comparison argument shows that for any initial data in L there exists a smooth solution on some finite maximal time interval [0, T), and min^ ^(£) -» 0 as t -» T. It is known that there are only two possibilities as t -> T (see [GG] ): Either max; £;(£) -» 0, so the curve shrinks to a point, or there are two parallel edges which have strictly positive length as t -> T while all others shrink to zero (the latter behaviour is called degenerate pinching).
A necessary criterion for degenerate pinching was given in [GG] in terms of the growth rate of the speed gi{i) as I -> 0. It was shown there that for symmetric flows with N = 4 this condition is also sufficient, but it was conjectured that for larger N this should not be the case, and in particular in the special case of homogeneous flows (2) with Oi = ^, fi = 1, degenerate pinching should occur only when 0 < a < ctk = i+2cos(ir/k)' This is suggested by the local stability of the homothetically shrinking regular 2A>gon solution of the flow. This conjecture is disproved in Section 4 of this paper, where it is shown that every crystalline flow which satisfies the growth condition of [GG] exhibits degenerate pinching, if there is a pair of edges which are parallel (i.e. dj = Oi + TT for some i,j).
The growth condition from [GG] implies that the homogeneous flows (2) with a > 1 do not admit degenerate pinching. Section 6 of this paper provides a stronger statement about the asymptotic behaviour for flows with a > 1: The shrinking curve in fact has a well-defined limiting shape, a curve which evolves by homothetically contracting to some centre. The corresponding result for a = 1 is claimed in [S2] , but in fact the situation is much more complicated in that case, and singularities of various kinds occur -this is discussed in detail in Section 7, where a fairly complete description of the asymptotic behaviour is given. In particular, for symmetric flows there are two possibilities: Either there exists a symmetric homothetically shrinking solution, in which case the results of [SI] imply that all other convex solutions have this as asymptotic shape as they contract to points (except in the parallelogram case N = 4, where every solution evolves homothetically), or there is no such homothetic solution, in which case all solutions contract to points while their isoperimetric ratio approaches infinity. In the latter case the minimum edge length £ satisfies either
£ -y/(T-t)/\log(T -t)\ or £ ~ (T -£)
7 for some 7 G (1/2,1). A simple criterion distinguishes between these cases and determines the asymptotics of the singularity. For non-symmetric flows the situation is more complicated, and some borderline cases are left open. An example shows that these borderline cases include examples where all solutions converge to homothetically shrinking solutions, as well as examples with a variety of other singularities. 
Preliminary results. Given a collection of angles
This is linear in the components of £, and in particular the variation in £{(£) induced by a variation in / is given by
The reason for the notation comes from the following special case: The support function of an admissible curve is the iV-tuple s defined by taking si to be the perpendicular distance in the outward normal direction of the ith edge from the origin. Then
ii{3)=£i.
It is immediately clear from the definition of the support function that the enclosed area A of the curve has the expression iV-l (6) A = -£ aili.
Z i=0
If fii and 0,2 are two regions in the plane bounded by admissible convex curves, with support functions s^ and s^ respectively, the Minkowski sum is given by Hi + 0,2 = {x + y : x € Hi, y G O2}. This is again a convex region with boundary an admissible curve, and the support function is given by s^ + s^.
It follows that the area A behaves as a quadratic function under Minkowski addition of admissible sets, and the mixed volumes of Oi and f^ are defined as the coefficients of this quadratic function: v(ni,n 2 ) = ~A(n 1 +tn 2 )| <=0 .
This can be expressed in terms of the support function as
In particular V(fi,fi) = 2A(0), and V(0,B) is the total length of the edges of the boundary curve of O if B is the polygonal curve with the same set of edge directions with si = 1 for every i (equivalently, JB is excribed on the unit circle). It is also convenient to define
) is clearly independent of the order of the arguments. This implies a useful summation formula:
The Brunn-Minkowski theorem states that the square root of the enclosed area A is a concave function under Minkowski addition: 
The later sections of this paper will be concerned with the situation where there are a pair of parallel directions, (labelled 0 and k for convenience), with #0 = 0 and Q k = TT. In this situation it is convenient to make the following definition:
where / is the degenerate curve with £ 0 = £ k = 1 and £{ = 0 for i ^ 0, k. Geometrically, w represents the width of fi in the direction perpendicular to the edges 0 and fc. The variation formula (13) gives a simple evolution equation for w under (1):
(15) ^ = <7o(4) + <?fc(4).
It is also convenient to define L = (£0 + ^/c)/2. An alternative expression for A is the following, which involves only the lengths £ and not the support function 5:
The following estimates will be useful in the case where L is large compared to w: The expression (14) =9i(m) where gi is locally Lipschitz in each argument, and #i(<£) < 0 whenever fa = maxj fyj -0. // /i(0) < 0 for every i, then fi{t) < 0 for every i and every t G [0,T).
3. A gradient estimate. The main result of this section is a gradient estimate for solutions of crystalline curvature flows. This result does not require that the flow be a contraction flow -the estimate applies for any solution of a flow of the form (1) with gi non-decreasing for each i. 
The geometric content of this definition is indicated by the following: If Y is an admissible convex polygon with support function 5, then 5 satisfies
The main estimate of this section is the following surprising gradient bound for the extension of the speed function:
Here the derivative go is to be interpreted as multi-valued at the points 6i, taking all values between the left and right-hand derivatives. The result is a direct generalisation of an estimate proved for curvature flows of smooth curves in [A3] .
Proof. It suffices to prove g(6,t) 2 + ge{0^t) 2 is non-increasing in t at t = to whenever g{0,to) 2 +ge(0,tQ) 2 = max0{<K0,£o) 2 + <70(Mo) 2 } > max^OMo) 2 }. First observe the following: LEMMA 3.3. For any <p : {0,..., N -1} ->► E, m>+MO?= yf+yf+i :yf +ic ;f +i " gi) , e, < e < 9 i+1
The Lemma follows by a direct calculation from the definition of (p. It follows that Suppose this maximum is achieved for some value of z, and
In particular this implies that gi+i(t) -gi(t)cos(9i+i -6i) ^ 0, and similarly gi(t) -gi+i(t) cos(9i
+1 -^) ^ 0 since /^2 + f9i+i(t)-gi(t) cos(9 i+1 -^)\ 2 = 2 + /gift)-gj+ift) cos(gi + i -^)\ 2 LEMMA 3.4
. The quantities gi+i(t) -gi(t) cos^+i -0i) and ti(g(t)) do not have opposite signs, and the quantities gi(t) -gi+i(t) cos(^+i -0i) and £i+i(g(t)) do not have opposite signs.
Proof. By maximality,
and therefore
It follows that
is either zero or has the same sign as gi+ift) -gift) cos(ft + i -ft). Similarly,
either zero or has the same sign as gift) -gi+ift) cos(ft+i -ft). D 
If the Lemma does not hold, then ge changes sign on the interval [0i,0i + i], and therefore there exists 0 G (0i,02+i) such that ge{9,t) = 0. Then
by Lemma 3.3. This contradicts the hypotheses of Proposition 3.2. D The time derivative of g 2 4-QQ at a maximum point may be computed as follows:
Now observe that g^t) and ^+ 1 (£) are non-negative since gi is non-decreasing. Lemmas 3.4 and 3.5 imply that £i (g(t) ) and gi(t) -gi+i(t) cos(0i_ l _i -0^) have opposite signs, and that ti+i(g{t)) and gi+i{t) -gi(t) cos(0i+i -Oi) have opposite signs. Therefore the time derivative is non-positive, and Proposition 3.2 follows by an application of the maximum principle (Proposition 2.1). □ 4. Degenerate pinching. This section addresses the phenomenon of degenerate pinching in crystalline curvature flows. The speed functions gi in Equation (3) are assumed to be negative, locally Lipschitz continuous, and increasing on (0, oo) for each i, with lim^-^o gi(z) --oo for all i. It was shown in [GG] In particular at t = F, 
Proof. By the choice of f,
where the fact that w(t) is decreasing in i was used to obtain the last inequality. D The proof of Proposition 4.2 can now be completed: Equation (15) 
for all t such that r < 0. But this implies that L(£) > Lo/2 while w(t) -> 0, so degenerate pinching occurs. Note also that E is nonincreasing, and \£o -E\ < Cw
and \£k -E\ < Cw, so the limits of ^{t) and £&(£) exist as t -> T and are at least Lo/2. □ It has not yet been demonstrated that the hypotheses of Proposition 4.2 can be achieved. However explicit examples of initial data satisfying these conditions will be provided in the course of the proof of Proposition 4.1, which follows.
If Proposition 4.1 does not hold, then for any W > 0 there exists some initial condition £ 6 C with w < W and L = LQ, for which degenerate pinching does not occur.
It will be shown that there is some time t* E [0,T) such that the conditions of Proposition 4.2 are satisfied (with a smaller LQ). First, a bound on the speed may be obtained at some positive time by constructing a barrier (^Q, ..., ^v_i).' Choose
Here a and /? are determined by w, since Yji=i 9i 1 ( -asinfljsin^ = w and -Yji=k+i g^iPsinQ^sinQi = w ' ^n eac h 0 f these equations the left-hand side is monotone decreasing, defined and positive for a or ft sufficiently large respectively, and approaches zero as a or ft approaches infinity. Thus a and (3 are uniquely determined for w sufficiently small, and so £[ is determined for each i ^ 0, k. Also, £$ and 
This is minus the support function of a convex figure (with at most six sides), provided 
E{£(to)) > E(i!(to)) >Lo-Cw max \gj(C4w)\ > E{£{0)) -Cw max \gAC^w)\.
On the other hand 
E(£{to)) -£(£(0)) = [

eeS i i^0,k
Now consider the time £2 at which L reaches Lo/2. Such a time exists since degenerate pinching is assumed not to occur, and £2 > £0 in view of the estimates above on E(£(to)). However, t2 < Cw using the evolution equation (15) 
Also, L{l(t2)) > LQ/2 and w(£(t2)) < WQ.
Therefore the conditions of Proposition 4.2 are satisfied for the initial condition ifo) provided WQ < Wi(Lo/2). Proposition 4.2 implies that a degenerate pinching singularity occurs at the final time. This is a contradiction which completes the proof. □
Entropy.
In this section the entropy associated with the homogeneous crystalline flow (2) is defined and proved to be nondecreasing in time.
For the flow (2) the associated entropy Z : £ -> M is defined by
In the case a = 1 these functionals were defined in [S2] . For other a the above definitions are natural generalisations of those that work in the smooth case (see [Al] and [A3] ). The basic result concerning entropy is the following: (2) considerations of entropy allow a complete description of the asymptotic behaviour of convex solutions of crystalline curvature flows: These always shrink to points while asymptotically approaching a homothetically shrinking solution.
Isoperimetric ratio bound. Let £(t) be a solution of Eq. (2). Then the entropy ratio ZA~1
//2 is bounded below by its initial value. This provides an isoperimetric ratio bound, since 
~ (T -t)^ and £i(t) ~ (T -t)^ for every i.
6.2 Convergence. Now consider any sequence of times tk approaching the final time T at which the solution contracts to p G E 2 . Then consider the rescaled solutions
£ w (t) defined by £\ k \t) = (T -t/,)"^^^ + t(T -tk)).
For each jfe this defines a solution of Eq. (2) for t £ [0,1), with Ci(l -1)^ < £\ k) (t) < C2O. -t)^, d and C2 independent of fc.
It follows that there is a subsequence on which these rescaled solutions converge (uniformly on compact subintervals) to a limit ^(t) which is again a solution. Proposition 3.1 guarantees that ZA" 1 / 2 is non-decreasing on the limit ^(t It follows from the second part of Proposition 5.1 that the limit solution is homothetically contracting. Finally, subsequential convergence can be improved to give uniform convergence of the rescaled solutions to the homothetic limit (this uses the Lojasiewicz inequality, via an adaptation of the argument in [A2] ).
In the case of a symmetric flow, there is a unique homothetic solution, which attracts all other convex solutions. This follows from the result just proved (which gives existence of a symmetric homothetic solution), together with a slight modification of the argument in [SI] .
7. The homogeneous case a = 1. This last section deals with the homogeneous case a = 1, which turns out to allow a remarkable range of different singularity behaviour. The main result is the following: 
If the flow is symmetric then this occurs for all solutions. (3) // the flow is symmetric with N > 4 and there is a pair of parallel edges i,j such that fi + fj = J2m^ij f™>> then for every solution the isoperimetric ratio becomes unbounded as t -> T, in such a way that
// the flow is symmetric with N = 4 and fi = f2, then every solution is homothetically contracting. This result does not cover the case of non-symmetric flows in the critical case where there is a pair of parallel edges carrying half the total of the weights fj. Examples of this kind will be provided below where all solutions are aymptotic to homothetic solutions, as well as others showing divergent behaviour of the same kind as part (3) Proof. In the case where there are no parallel edges, there is an automatic isoperimetric ratio bound, so the argument of Section 6 shows that the solution is asymptotic to a homothetic solution. For symmetric flows it suffices to start with symmetric initial data and deduce convergence to a symmetric homothetic solution, since the globally attracting nature of symmetric homothetic solutions was established in [SI] .
The proof of part (1) of the Proposition can now be completed by establishing an isoperimetric ratio bound under the assumption that every pair of parallel edges carries less than half the total of the weights fj. Take any such pair of parallel edges, and parametrise such that these are in directions #0 = 0 and 0 k = ir. For simplicity one can also reparametrise time to make ^2 i fi -\.
Define w = J2^ ^sin0i = EiLfc+i ^1 sin6 MThen observe that |4 -A/w\ < Cw and \£k -A/w\ < Cw, so that
The two products can be estimated as follows:
It follows that where In particular, since the entropy ratio is bounded below, a lower bound on r = w 2 /A follows (the exponent Y^i^kf* " fo -fk is positive by hypothesis). Part (1) of Proposition 7.1 now follows as in Section 6.
The proof of part (2) of Proposition 7.1 proceeds as follows: The same argument as above gives an upper bound for w 2 /A in terms of the entropy ratio, and in particular solutions with large entropy must have small w 2 /A as long as they exist. The following initial data will give arbitrarily large values for the entropy ratio: Take
Thus a = A -1 X)i=i /i an d P = ^~1 Si=jfe+i /*• ^o and 4 are determined by these conditions using the identity (20). With this choice, \A -A| < CA 2 , \£o -1| < CA, 14 -1| <CAand ^yl" 1 / 2 > dX^^kfi-fo-f^i _ CA).
Therefore the entropy ratio can be made arbitrarily large by taking A small, and w 2 /A can be made to remain as small as desired as long as the solution exists, by choosing this initial data with A small. Now compute the evolution of A using (12): T -t) . Equation (15) gives the evolution of w:
for any e > 0, provided A is sufficiently small. This inequality integrates to give fO + fk-e
w (t)<C(T-t)^i^
The exponent here is greater than 1/2 for e small. Substituting this estimate for w back in the evolution equation for w gives
(T-t) (T-ty-'J-
for some a > 0, and therefore fo+fk
w(t) <C(T-t)tt.
This provides an example of initial conditions where the isoperimetric ratio becomes unbounded in the way claimed in the Proposition. In the case of symmetric flows, a different proof applies, and this also gives the result of part (3): The methods of section 6 imply that any solution either has isoperimetric ratio approaching infinity, or converges to a homothetically shrinking solution (if there is any sequence of times approaching the final time for which the isoperimetric ratio remains bounded, the methods of Section 6 imply convergence to a homothetically shrinking limit). The latter possibility will be excluded by showing that there do not exist homothetically shrinking solutions:
Suppose £ is a homothetically shrinking solution. Then iiSi = A/i, which means geometrically that the area subtended by the ith. edge is proportional to the weight fi. By scaling the curve, one can assume that the area subtended by the ith edge is equal to /;, and without loss of generality one can assume ]r\ fi = 1. The hypotheses of the Proposition imply /o > 1/4 in case (2) and /o = 1/4 in case (3).
Consider the area subtended by the edges 0 and k: These are each equal to /Q. It follows that the perpendicular distance of edge 0 from the origin is equal to 2fo/£o, and the perpendicular distance of edge k from the origin is equal to 2fo/£k. Therefore the width w of the curve is equal to 2fo(l/£o + 1/4)-By identity (16), the total area satisfies A>Lw = f 0^±^> 4f 0 >l, where the last inequality is strict in case (2), and the first inequality is strict in case (3) unless N = 4. This contradicts the fact that the total area is equal to ^ /* = 1.
It remains to show that the singularity is always of the type claimed. The next results will show that the solutions asymptotically approach curves similar to those defined in Equation (29). This result also holds for other flows of the form (2) with a > 0, if the last term is replaced by a£i/(l + a)t.
Proof. This is true for small times. Consider the evolution equation for £i(f/£):
If Ci(f/C) + £i/2t first reaches zero at some positive time t then
Mf/Q > -U+il2t
and
It follows that Lemma 7.3 has the following nice interpretation: As the solutions contract to points, they become very long and thin, and their asymptotic shape at each of the two ends is that of a curve that evolves purely by translation.
Proof. To deduce estimates on £i for 1 < i < k -1, the estimates from Lemma 7.2 are applied: First note that for t > T/2,
Rearranging this and applying the estimate for £0 and the bound £1 < Cw, one obtains (if necessary choosing £* sufficiently large to make w 2 /A small for t > t*, and noting A approaches zero near the final time)
Next an induction argument will be given to show that 1. It follows that ~^ fj sin 0^ ^CA for 1 < i, j < fc -1. A similar argument applies for k + 1 < z, j < iV -1. The first two identities of the Lemma now follow from the expressions (14) for w.
The last two identities of the Lemma can now be deduced: Identity (16) gives (using the estimates already proved)
^-A/w + CM <C{w^lA).
Then the identity (20) In the case (2), the previous argument applies starting from the time t*. Finally, the proof of part (3) of the Proposition can be completed: It has been shown that all solutions must have isoperimetric ratio becoming unbounded as t -* T. Lemma 7.3 implies that for t close to T, This gives the following types of behaviour: If cos# = 0, then dr/dt -0 for any value of r, reflecting the fact that every solution is homothetically shrinking in this case. If cos0 > 0, then dr/dt < 0 for large r when a > 1/2, so in this case all solutions converge to the homothetic solution with r = 2a cos 6/{2a -1). However if a < 1/2, then dr/dt > 0 for large r, so in this case r approaches infinity as the final time is approached, and 4 ~ <>/(T-t)\log(T-T)\ and h -y/(T-t)/\log(T-t)\. If a = 1/2, then dr/dt > 0 for large r (for any cos 9 ^ 0), so r approaches infinity as the final time is approached, and £o -y/T=i\log(T -£)| 1/4 and 4 -y/T^l/\ log(T -t)]
1^.
Examples can be constructed with six edges at equal angles, such that A/w 2 approaches infinity as the final time is approached, with w ~ y/T -t/\ log(T -£)| 1//6 . It seems unlikely that a simple criterion can be found in terms of the angles 8i and the weights fc which distinguish these more and more extreme cases of 'slow blow-up' from the case where all solutions are asymptotic to homothetically shrinking solutions.
