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Abstract
Let (G′,G) be one of the following complex dual pairs: (O(m,C),Sp(2n,C)), (GL(m,C),GL(2n,C)),
(Sp(2m,C),O(4n,C)). We determine the relationship between the space of G′-coinvariants and certain
degenerate principal series representations of G. We also show that the space of G′-invariant distributions
is generated by the Dirac distribution as a G-representation.
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Introduction and main results
Let G′ be one of the following complex classical groups:
O(m,C), GL(m,C), Sp(2m,C).
Then G′ acts naturally on
V = Cm, Cm ⊕ (Cm)∗, C2m.
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One may define on W =X ⊕X a real symplectic form so thatX is a maximal totally isotropic
subspace of W . In the standard way, G′ becomes a member of a reductive dual pair (G′,G) ⊂
Sp(W). For the cases under consideration, the corresponding dual pairs shall be labeled as Cases
I, II, III′, respectively, and are as follows:
Case I: (G′,G)= (O(m,C),Sp(2n,C))⊂ Sp(4mn,R);
Case II: (G′,G)= (GL(m,C),GL(2n,C))⊂ Sp(8mn,R);
Case III′: (G′,G)= (Sp(2m,C),O(2n,C))⊂ Sp(8mn,R).
Remark. We will need to apply certain results of Sahi [19] and Zhang [20] on degenerate prin-
cipal series of G, which is assumed to be the conformal group of rational transformations of a
simple real Jordan algebra. Due to this restriction, we will modify the third case to
Case III: (G′,G)= (Sp(2m,C),O(4n,C))⊂ Sp(16mn,R).
This just means that for G′ = Sp(2m,C), we will instead take X = V 2n. The methods of this
paper apply equally to Case III′. As the mentioned results on degenerate principal series are
expected to be true for O(4n+ 2) (see [12] for the case of real orthogonal groups), the results of
this paper should hold for this case as well.
Let S(X ) be the Schwartz space of rapidly decreasing functions on X . Then we have an
(smooth) oscillator representation Ω of G′ ×G on S(X ). This is called a Schrödinger model. As
usual, we normalize such an oscillator representation so that it will factor through the standard
linear action of G′ on S(X ), namely we have(
Ω(g′)f
)
(x)= f ((g′)−1x), f ∈ S(X ), g′ ∈G′, x ∈X .
We refer the reader to [6–8] for the basics of dual pairs and the oscillator representation.
Let S(X )G′ be the Howe quotient corresponding to the trivial representation of G′, namely
the maximal quotient of S(X ) on which G′ acts trivially. S(X )G′ is also called the space of
G′-coinvariants and it is naturally a G-module under Ω .
Let S∗(X ) be the continuous dual of S(X ), namely the space of tempered distributions on X .
We shall denote the dualized action of G′ ×G on S∗(X ) by Ω∗. Let
S∗(X )G′ = {T ∈ S∗(X ) ∣∣Ω∗(g′)T = T , g′ ∈G′}
denote the space of G′-invariant distributions on X . Similarly it is a G-module under Ω∗.
Notations. As we shall be fixing G and shall consider all S(X )G′ and S∗(X )G
′
as m varies, we
also denote
Ωm = S(X )G′ , Ω∗m = S∗(X )G
′
in order to highlight its dependence on m.
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For a character χ of P , we form the (normalized) induced representation IndGP χ : the representa-
tion space is given by{
f ∈ C∞(G): f (pg)=Δ(p)1/2χ(p)f (g), g ∈G, p ∈ P }
where Δ is the modular function of P and on which G acts by right translation. These are the
degenerate principal series representations of G referred to in the title. For the spherical case, the
character χ is of the form νs , where ν is a certain positive character of P and s ∈ C. Denote
I (s)= IndGP νs, s ∈ C.
The structure of the representations I (s) has been determined independently by Sahi [19] and
Zhang [20] in connection with Jordan algebras (the case of GL(2n,C) was also treated in [10]).
Due to the special form of the oscillator representation Ω under P , we have a G-equivariant
map
Φ :S(X )→ I (s0),
Φ(f )(g)= (Ω(g)f )(0), f ∈ S(X ), g ∈G.
Here 0 is the origin of X and
s0 = dimC V − ρP =
{
m− (n+ 1), Case I;
m− n, Case II;
2m− (2n− 1), Case III.
Recall that the action of G′ on S(X ) is induced by the linear action of G′ on X . Since G′ fixes
0 for the linear action, Φ factors through the Howe quotient Ωm. Thus we have a G-equivariant
map, denoted by the same symbol
Φ :Ωm → I (s0).
Denote the image of Ωm under Φ by
Rm =Φ(Ωm).
Our main results consist of the following:
Theorem 1. The map Φ is a G-equivariant embedding:
Ωm ↪→ I (s0),
with the following additional properties.
Case I.
(Ia) Ωm is irreducible and unitary for m n.
(Ib) For m< n, Rm is the unique irreducible submodule of I (s0).
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(Id) For m> n+ 2, Rm = I (s0).
Case II.
(IIa) Ωm is irreducible and unitary for m n.
(IIb) For m n− 1, Rm is the unique irreducible submodule of I (s0).
(IIc) For m= n, Rm = I (0), which is irreducible and unitary.
(IId) For m n+ 1, Rm = I (s0).
Case III.
(IIIa) Ωm is irreducible and unitary for m n− 1.
(IIIb) For m n − 1, the corresponding I (s0) has two irreducible submodules N±(s0), which
are both unitary. Here N+(s0) is spherical and N−(s0) 	 sgn ⊗ N+(s0), with sgn the
signum character of O(4n,C). Then
Rm =N+(s0).
(IIIc) For nm 2n−1, the corresponding I (s0) has two irreducible quotients N±(s0), which
are both unitary. Again N+(s0) is spherical and N−(s0)	 sgn ⊗N+(s0). Then
Rm = I (s0)\N−(s0),
the complement of N−(s0) in I (s0).
(IIId) For m 2n, Rm = I (s0).
We remark that Ωm always has a unique irreducible G-quotient, by the Howe Duality Theo-
rem [8]. The representation is referred to as the theta lift of the trivial representation of G′ with
respect to the dual pair (G′,G), and is denoted by θG′→G(1). Information on the representation
θG′→G(1) can be easily read off from those of Ωm. More structure details on all the mentioned
representations are given in Section 1.
Denote δ the Dirac distribution at the origin of X , which is clearly G′-invariant.
Theorem 2. We have
Ω∗m =
〈
Ω∗(G)δ
〉
,
the closure of the span of Ω∗(G)δ, in the standard Frechet topology of S∗(X ).
The proof of Theorems 1 and 2 is made easier by the fact that Ωm, Ω∗m, and I (s) are all K
multiplicity-free, where K is a maximal compact subgroup of G. Another key fact which lies at
the heart of both Theorems 1 and 2 is that all K-types in Ω∗m may be obtained by the projections
of the Dirac distribution δ.
This paper is organized as follows. In Section 1, we review the results of Sahi [19] and
Zhang [20]. In Section 2, we determine the possible K-types of Ω∗m (and so of Ωm). Section 3
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deed occur. The final section (Section 4) is devoted to the proof of the main theorems in this
introduction.
The current work is a continuation of the authors’ previous work on real reductive dual pairs
in [15,16,22]. More specifically in [22] (which is motivated by [14]), the second-named author
considers real reductive dual pairs
(G′,G)= (O(p, q),Sp(2n,R)), (U(p, q),U(n,n)), (Sp(p, q);O∗(4n)),(
Sp(2m,R),O(n,n)
)
,
(
O∗(2m),Sp(n,n)
)
,
acting on S(X) via the smooth oscillator representation, where X = V n is the direct sum of n-
copies of the standard module V of G′. The problem is as in this paper to investigate the spaces
S(X )G′ and S∗(X )G′ as G representations. Analogs of Theorem 2 and the embedding of Howe
quotients into degenerate principal series (stated in a slightly different form) are shown in [22].
The precise relationship of Howe quotients with the degenerate principal series is established
for the pair (U(p, q),U(n,n)) in [15], and for the pair (O(p, q),Sp(2n,R)) in [16]. The same
methods work for the rest of the pairs. Note that explicit results for the pair (Sp(2m,R),O(n,n))
are given in Appendix A by the first-named author in [18].
For the theory of automorphic forms and applications to number theory, the corresponding
results for complex groups are required. The authors would like to thank Dihua Jiang for high-
lighting this to us and for the encouragement to work out the complex cases. Notwithstanding the
fact that the methods involved are similar, the current paper introduces one technical innovation,
which is to crystallize the key role of a non-vanishing result from the theory of multiplicity-free
actions [21]. For the real cases, the non-vanishing result was proved through the use of Capelli’s
identities. The current approach thus makes our previous work simpler, and clearer in a sense.
1. Degenerate principal series of complex groups
In this section, we state the results of Sahi [19] in a form which is more suitable for our
purpose. Note that they may also be deduced from results of [20].
It will be convenient to use the notion of a module diagram [2]. If V is a Harish-Chandra
module of G of finite length, then the module diagram of V is a directed simple graph such that
its vertex set consists of all the irreducible subquotients of V and there is a directed edge from the
vertex R1 to the vertex R2 if and only if there are submodules V2  V1 ⊆ V satisfying a non-split
exact sequence
0 →R2 → V1/V2 →R1 → 0.
In this paper, we shall make little distinction between representations and their Harish-Chandra
modules.
Notations. For each positive integer n, we let
Λ+(n)= {(λ1, . . . , λn) ∈ Zn: λ1  λ2  · · · λn  0}
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1n = (1, . . . ,1︸ ︷︷ ︸
n
).
1.1. Degenerate principal series of Sp(2n,C)
Let P =MN be the maximal parabolic subgroup of G= Sp(2n,C) where
M =
{
ma =
(
a 0
0 (a−1)t
)
: a ∈ GL(n,C)
}
and
N =
{
nb =
(
I b
0 I
)
: b ∈ Mn,n(C), b = bt
}
.
For each s ∈ C, let χs be the character of P given by
χs(manb)= |deta|s
(note that the modular function of P is Δ= χ2n+2) and let
I (s)= IndGP χs.
For each λ ∈Λ+(n), let Uλ be the irreducible representation of K = Sp(n) of highest weight
2λ= (2λ1, . . . ,2λn).
Then under the action of Sp(n),
I (s)=
∑
λ∈Λ+(n)
Uλ.
Notation. For each integer s and 0 j  n+ 1, let
Lj (s)=
∑
λ
{
Uλ: 2λj−1  |s| − n+ j − 1 2λj+1
}
. (1.1.1)
Definition. For each positive integer n, define
n0 = 2
[
n
2
]
and
n1 = 2
[
n+ 1
2
]
− 1.
Then n0 and n1 are the largest even and odd integer less than or equal to n, respectively.
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be such that s + n≡ ε (mod 2), and let
r = max(n+ 1 − |s|,1 − ε)= {n+ 1 − s, if |s|< n+ 1,1 − ε, if |s| n+ 1.
(i) If s −2, then the module diagram of I (s) is given by
Lnε+1(s)→ Lnε−1(s)→ ·· · → Lr+2(s)→ Lr(s).
(ii) If s  2, then the module diagram of I (s) is given by
Lnε+1(s)← Lnε−1(s)← ·· · ← Lr+2(s)← Lr(s).
(iii) An irreducible constituent of I (s) can be unitary only if it is the unique irreducible sub-
module or the unique irreducible quotient. Precisely Lj (s) is unitary if and only if either
• s is even and j = nε + 1; or
• 2 |s| n+ 1 and j = r .
Note that nε is equal to n for s even and n− 1 for s odd.
Remark 1.1.3. When |s| n+1 = ρP , and s+n≡ 1 (mod 2), the unique irreducible submodule
L0(s) (for s < 0) or quotient L0(s) (for s > 0) of I (s) is the finite-dimensional representation of
Sp(2n,C) parametrized by the pair of highest weights( |s| − n− 1
2
1n,
|s| − n− 1
2
1n
)
.
1.2. Degenerate principal series of GL(2n,C)
Let
P =
{(
a b
0 c
)
: a, c ∈ GL(n,C), b ∈ Mn,n(C)
}
.
For each s ∈ C, let χs be the character of P given by
χs
[(
a b
0 c
)]
=
∣∣∣∣detadet c
∣∣∣∣s ,
(note that the modular function of P is Δ= χ2n) and let
I (s)= IndGP χs.
For each λ ∈Λ+(n), let Vλ be the irreducible representation of K = U(2n) with highest weight
(λ,λ∗)= (λ1, . . . , λn,−λn, . . . ,−λ1).
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I (s)=
∑
λ∈Λ+(n)
Vλ.
Notation. For each integer s and 0 j  n, define
Mj(s)=
∑
λ
{
Vλ: λj  |s| − n+ j  λj+1
}
. (1.2.1)
Theorem 1.2.2. I (s) is reducible if and only if s is a non-zero integer. In this case, let
r = max(n− |s|,0).
(i) If s is a negative integer, then the module diagram is given by
Mn(s)→Mn−1(s)→ ·· · →Mr+1(s)→Mr(s).
(ii) If s is a positive integer, then the module diagram of I (s) is given by
Mn(s)←Mn−1(s)← ·· · ←Mr+1(s)←Mr(s).
(iii) An irreducible constituent is unitary if and only if it is Mn(s) or Mr(s), where 0 r  n−1
and |s| = n− r .
Remark 1.2.3. When |s|  n = ρP , the unique irreducible submodule M0(s) (for s < 0) or
quotient M0(s) (for s > 0) of I (s) is the finite-dimensional representation of GL(2n,C) para-
metrized by the pair of highest weights(((|s| − n)1n,0, . . . ,0), (0, . . . ,0, (n− |s|)1n)).
1.3. Degenerate principal series of O(4n,C)
Let
J =
(
0 I2n
I2n 0
)
.
Then
O(4n,C)= {g ∈ GL(4n,C): gtJg = J}.
Let P =MN be the maximal parabolic subgroup of G= O(4n,C) where
M =
{
ma =
(
a 0
0 (a−1)t
)
: a ∈ GL(2n,C)
}
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N =
{
nb =
(
I2n b
0 I2n
)
: b ∈ M2n,2n(C), bt = −b
}
.
For each s ∈ C, let χs be the character of P given by
χs(manb)= |deta|s
(note that the modular function of P is Δ= χ4n−2) and let
I (s)= IndGP χs.
We pause to discuss the parametrization of irreducible representations of K = O(4n). Follow-
ing Weyl, this may be accomplished by restriction from U(4n) (see [1], for example). We include
the details for the reader’s convenience.
Recall that the irreducible (rational) representations of U(4n) are parametrized by Young
diagrams of depth at most 4n. Then there is a one-to-one correspondence between irreducible
representations of O(4n) and Young diagrams such that the sum of the lengths of the first two
columns is less than or equal to 4n. Two such diagrams T +, T − are called associates, if the
sum of the lengths of their first columns (i.e. of their depths) is 4n, while all other columns
are identical. We label T ± so that T + has depth l  2n, and T − has depth 4n − l  2n. The
corresponding irreducible representations of U(4n) have the highest weights
(a1, a2, . . . , al,0, . . . ,0), (a1, a2, . . . , al,1, . . . ,1︸ ︷︷ ︸
4n−2l
,0, . . . ,0),
where a1  · · · al > 0 are integers. Denote the highest-weight components of the restriction to
O(4n) respectively by
π+a = (a;1), π−a = (a;−1),
where a = (a1, . . . , al,0, . . . ,0). We will say that the representations π±a are indexed by the
Young diagrams T ±, respectively.
The representations π±a differ by tensoring with the signum character. When l = 2n (note that
al > 0), π±a are isomorphic to one another, and when restricted to SO(4n), decompose into two
isomorphic factors. Otherwise, π±a are not isomorphic and stay irreducible upon restriction to
SO(4n). In all cases, the highest weight of the SO(4n)-representations in the restriction is a.
Thus if one denotes π0a the irreducible representation of SO(4n) with the highest weight a, then
IndO(4n)SO(4n)π
0
a =
{
π+a 	 π−a , if l = 2n,
π+a ⊕ π−a , if l < 2n.
For each λ ∈Λ+(n), let
W±λ = π±,λ˜
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λ˜= (λ1, λ1, λ2, λ2, . . . , λn, λn),
and let
Wλ =
{
W+λ 	W−λ , if λn = 0,
W+λ ⊕W−λ , if λn = 0.
Then under the action of O(4n),
I (s)=
∑
λ∈Λ+(n)
Wλ.
Definition. For each integer s and 0 j  n, define
Nj(s)=
∑
λ
{
Wλ: λj  |s| − 2n+ 2j, λj+1  |s| − 2n+ 2j + 1
}
,
N±j (s)=
∑
λ
{
W±λ : λj  |s| − 2n+ 2j, λj+1  |s| − 2n+ 2j + 1
}
. (1.3.1)
Theorem 1.3.2. I (s) is reducible if and only if s is a non-zero integer.
Now assume that s is a non-zero integer. Let
r = max
(
n−
[ |s| + 1
2
]
,0
)
.
(i) If s <−(2n− 1), then the module diagram of I (s) is given by
Nn(s)→Nn−1(s)→ ·· · →Nr+1(s)→N0(s).
(ii) If −(2n− 1) s < 0, then the module diagram of I (s) is given by
Nn(s)→Nn−1(s)→ ·· · →Nr+1(s)↗↘
N+r (s)
N−r (s).
(iii) If 0 < s  2n− 1, then the module diagram of I (s) is given by
Nn(s)←Nn−1(s)← ·· · ←Nr+1(s)↙↖
N+r (s)
N−r (s).
(iv) If s > 2n− 1, then the module diagram of I (s) is given by
Nn(s)←Nn−1(s)← ·· · ←Nr+1(s)←N0(s).
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r  n− 1 and |s| = 2n− 2r − 1.
Remark 1.3.3. When |s|> 2n− 1 = ρP , the unique irreducible submodule N0(s) (for s < 0) or
quotient N0(s) (for s > 0) of I (s) is the finite-dimensional representation of O(4n,C) indexed
by the pair of highest weights ((|s| − 2n + 1)2n, (|s| − 2n + 1)2n), where 2n is the 2nth
fundamental weight, in the usual ordering [5]. Furthermore if s is odd, this finite-dimensional
representation of O(4n,C) is indexed by the pair of Young diagrams( |s| − 2n+ 1
2
12n,
|s| − 2n+ 1
2
12n
)
.
When s = −(2n − 1), the two irreducible submodules (respectively when s = 2n − 1, the two
irreducible quotients) of I (s) are the trivial and the signum characters of O(4n,C).
2. Possible K-types of G′-invariant distributions
Let (G′,G) ⊂ Sp(2N,R) be one of the three dual pairs given in the introduction. To under-
stand the K-structure of the co-invariant space S(X )G′ , we will simultaneously examine the
K-structure of S∗(X )G′ , the space of G′-invariant distributions on X .
We review some general results of [11] on G′-eigendistributions.
Let G = Sp(W) 	 Sp(2N,R), where W = R2N is equipped with the standard symplectic
form. We fix an oscillator representation Ω of G˜, the metaplectic cover of G, as in [4]. For a
subgroup E of G, we denote the pullback of E in G˜ by E˜.
Let U = U(N)⊆ G be a maximal compact subgroup of G. Then under the Fock model of Ω ,
the space of U˜-finite vectors of Ω is isomorphic to P = P[CN ], the space of polynomial func-
tions on CN .
Let Ω−∞ be the space of formal vectors of Ω [22]. Roughly speaking, Ω−∞ is the space of
formal power series on CN . It is a (Lie(G)C, U˜)-module, where Lie(G)C is the complexified Lie
algebra of G.
Let X be a maximal totally isotropic subspace of W , so that a Schrödinger model of Ω is
realized on S(X ). Then we have the inclusion of (Lie(G)C, U˜)-modules:
P ⊂ S(X )⊂ S∗(X )⊂Ω−∞. (2.1)
We note that the action of (Lie(G)C, U˜) on Ω−∞ is the extension of its action on P ⊆ S(X ),
while the action on S∗(X ) is dual to the action on S(X ). Thus on the level of U˜-isotypic com-
ponents, we have
Pσ ⊂ S(X )σ ⊂ S∗(X )σ ∗ ⊂Ω−∞σ ,
for any U˜-type σ . Here and after, a subscript denotes the appropriate isotypic component.
Fix a dual pair (G′,G) ⊂ Sp(W) and assume that G′ acts on X as a group of unimodular
linear transformations. Then there is a unitary character ν0 of G˜′ such that ν−10 ⊗ Ω descends
to the standard linear action of G′. We shall always twist Ω|G˜′ by ν−10 and so we shall only be
concerned with G′ instead of G˜′. We then have(
Ω(g′)f
)
(x)= f ((g′)−1x), f ∈ S(X ), g′ ∈G′, x ∈X .
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Fig. 1. Diamond dual pairs.
Let χ be any character of G′. Let
S∗(X )(G′;χ) = {T ∈ S∗(X ) ∣∣Ω∗(g′)T = χ(g′)T , g′ ∈G′}
denote the space of χ -eigendistributions for G′.
Denote the derived (g′,K ′) module of χ of G′ by the same symbol, where g′ is the Lie algebra
of G′. Let (Ω−∞)(g′,K ′;χ) be the χ -eigenspace of Ω−∞ for (g′,K ′). From the inclusions in (2.1),
we have
S∗(X )(G′;χ) ⊂ (Ω−∞)(g′,K ′;χ).
Let M (respectively M ′) be the centralizer of K ′ (respectively K) in G and KM = M ∩ U
(respectively K ′
M ′ =M ′ ∩ U) be a maximal compact subgroup of M (respectively M ′). Then we
have the following diamond dual pairs (Fig. 1): the pairs of groups occupying the same positions
in the two diamonds form a dual pair in G. See [8].
Following [8], denote R(K˜;Ω−∞) the set of K˜-types which occur in Ω−∞. Let H(K) ⊆ P
be the space of K-harmonics, which is naturally a K˜ ′
M ′ × K˜-module. For τ ∈ R(K˜;Ω−∞),
define the projection map
p :
(
Ω−∞
)
τ
→H(K)τ
by taking an element v ∈ (Ω−∞)τ to the lowest degree component of v. Clearly the map p is
K ′-equivariant.
Note that H(K)τ is irreducible under K˜ ′M ′ × K˜ :
H(K)τ 	 ρ(τ)⊗ τ,
where ρ(τ) is known explicitly. See [1,9,13].
Denote
χK ′ = χ |K ′
and H(K)(K ′;χK ′ ) be the χK ′ -eigenspace of H(K) for K ′.
The following theorem is proved in [11]. At this juncture, we note the important fact that
K ′ ⊂K ′
M ′ is always a compact symmetric pair.
Theorem 2.2. Let notations be as in this section.
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p :
(
Ω−∞
)(g′,K ′;χ)
τ
→H(K)(K ′;χK ′ )τ
is injective.
(2) (Ω−∞)(g′,K ′;χ) is K˜ multiplicity-free. Furthermore (Ω−∞)(g′,K ′;χ)τ = 0 only if
ρ(τ)(K
′;χK ′ ) = 0. Consequently
(3) S∗(X )(G′;χ) is K˜ multiplicity-free, and τ ∗ is a K˜-type in S∗(X )(G′;χ) only if
ρ(τ)(K
′;χK ′ ) = 0.
Remark 2.3. The above asserts that only certain K˜-types can possibly occur in S∗(X )(G′;χ). It
does not assert that they actually occur.
Specializing to the cases at hand and for χ = 1 (the trivial character), we obtain
Theorem 2.4. Ω∗(m) is K multiplicity-free, and all possible K-types τ ∗ in Ω∗(m) are given as
follows.
(I) (G′,G) = (O(m,C),Sp(2n,C)). For each λ ∈ Λ+(n), let Uλ be the irreducible represen-
tation of K = Sp(n) with highest weight
2λ= (2λ1, . . . ,2λn).
Then τ is of the form Uλ, where
λ= (λ1, . . . , λk,0, . . . ,0), k min(m,n).
(II) (G′,G) = (GL(m,C),GL(2n,C)). For each λ ∈ Λ+(n), let Vλ be the irreducible repre-
sentation of K = U(2n) with highest weight
(λ,λ∗)= (λ1, . . . , λn,−λn, . . . ,−λ1).
Then τ is of the form Vλ, where
λ= (λ1, . . . , λk,0, . . . ,0), k min(m,n).
(III) (G′,G) = (Sp(2m,C),O(4n,C)). For each λ ∈ Λ+(n), let W±λ be the irreducible repre-
sentation of K = O(4n) indexed by the Young diagram
λ˜= (λ1, λ1, λ2, λ2, . . . , λn, λn)
and its associate, as in Section 1.3.
• If m< n, then τ is of the form W+λ , where
λ= (λ1, . . . , λk,0, . . . ,0), k m.
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λ= (λ1, . . . , λk,0, . . . ,0), k  n,
or of the form W−λ , where
λ= (λ1, . . . , λk,0, . . . ,0), λk > 0, 2n−m k  n.
Proof. Note that for complex dual pairs, all coverings split. Thus we only need to be concerned
with the linear groups.
The theorem will follow from the known correspondence τ → ρ(τ) [1,9,13] and the Cartan–
Helgason theorem applied to the representation ρ(τ) for the compact symmetric pairs O(m) ⊂
U(m), U(m) ⊂ U(m) × U(m), Sp(m) ⊂ U(2m), respectively. For better overview, we refer the
reader to the corresponding diamond dual pairs in Figs. 2–4.
U(m) U(2n)
O(m) O∗(2m) Sp(4n,R) Sp(n)
O(m,C) Sp(2n,C)

 
 
 


 
 
 

Fig. 2. Case I.
U(m)× U(m) U(2n)× U(2n)
U(m) U(m,m) U(2n,2n) U(2n)
GL(m,C) GL(2n,C)

 
 
 


 
 
 

Fig. 3. Case II.
U(2m) U(4n)
Sp(m) Sp(4m,R) O∗(8n) O(4n)
Sp(2m,C) O(4n,C)

 
 
 


 
 
 

Fig. 4. Case III.
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is the irreducible representation of U(2m) with the highest weight
2n12m + (a1, . . . , al, 1, . . . ,1︸ ︷︷ ︸
1−
2 (4n−2l)
,0, . . . ,0),
where l  2n and l + 1−2 (4n− 2l) 2m. It is the representation with the highest weight
(a1, . . . , al, 1, . . . ,1︸ ︷︷ ︸
1−
2 (4n−2l)
,0, . . . ,0)
which descends to the linear action of Sp(m)⊂ Sp(2m,C), and this has a Sp(m)-invariant if and
only if l = 2k and a2j−1 = a2j for 1 j  k.
For  = 1, we get
(a1, . . . , al,0, . . . ,0)= (λ1, λ1, λ2, λ2, . . . , λk, λk,0, . . . ,0),
where k min(m,n), as claimed.
For  = −1, we have l + (4n− 2l) = 4n− l = 4n− 2k  2m. Thus 2n−m k  n, and so
m n. The rest is clear.
Cases I and II are similar and are easier. 
Corollary 2.5. Ω(m) is K multiplicity-free, and all possible K-types τ in Ω(m) are given as in
Theorem 2.4.
Remark 2.6. It will be shown in Section 4 that all possible K-types given in Theorem 2.4 and
Corollary 2.5 indeed occur.
3. A generating function for invariants through the moment map
The purpose of this section is to show the non-vanishing of projections of certain invariant
formal power series function. This will follow from a result of the second-named author on
multiplicity-free actions [21].
For ease of notations, we shall again divide into three cases, in line with the three dual pairs
being considered. Note that some notations of this section deviate from those of others, due to
the fact that dual pairs of real groups (G′
R
,GR) come into the picture. In Section 4, we will apply
result of this section to the setting (G′
R
,GR) = (K ′,M), where (K ′,M) is part of the diamond
dual pairs in Fig. 1.
It will also be convenient to use the language of Young diagrams. Thus for D = (a1, a2,
. . . , ak), where ai ∈ Z+ and a1  · · ·  ak > 0, ρDn will denote the irreducible (rational) repre-
sentation of GL(n,C) parameterized by the Young diagram D. The integer k is the depth of D
and is denoted by r(D).
Case I. (G′ ,GR)= (O(m),Sp(2n,R)).R
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G′ = O(m,C), KC = GL(n,C),
W =Mm,n(C), Q= Symn(C),
the space of n× n complex symmetric matrices.
The group G′ ×KC acts on W by
(h, k) ·Z = hZkt , h ∈G′, k ∈KC, Z ∈W.
The group KC acts on Q by
k · q = kqkt , k ∈KC, q ∈Q.
Define the moment map
ψ :W →Q,
Z → ZtZ.
It is G′ ×KC-equivariant if we define the trivial G′-action on Q.
We have the following KC-module decompositions [9, Chapter 3]:
P[Q] 	
∑
D has even rows
ρDn ,
and
P[W ]G′ 	
∑
D has even rows
r(D)min(m,n)
ρDn .
Case II. (G′
R
,GR)= (U(m),U(n,n)).
Let
G′ = GL(m,C), KC = GL(n,C)× GL(n,C),
W = Mm,n(C)⊕ Mm,n(C), Q= Mn,n(C).
The group G′ ×KC acts on W by(
h, (k1, k2)
) · (A,B)= (hAkt1, (h−1)tBk−12 ),
where h ∈G′, (k1, k2) ∈KC, and (A,B) ∈W . The group KC acts on Q by
(k1, k2) · q = k1qk−1, (k1, k2) ∈KC, q ∈Q.2
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ψ :W →Q,
(A,B) →AtB.
It is G′ ×KC-equivariant if we define the trivial G′-action on Q.
We have the following KC-module decompositions [9, Chapter 2]:
P[Q] 	
∑
D
ρDn ⊗
(
ρDn
)∗
,
and
P[W ]G′ 	
∑
r(D)min(m,n)
ρDn ⊗
(
ρDn
)∗
.
Case III. (G′
R
,GR)= (Sp(m),O∗(4n)).
Let
G′ = Sp(2m,C), KC = GL(2n,C),
W = M2m,2n(C), Q= ∧n(C),
the space of 2n× 2n complex skew-symmetric matrices.
The group G′ ×KC acts on W by
(h, k) ·Z = hZkt , h ∈G′, k ∈KC, Z ∈W.
The group KC acts on Q by
k · q = kqkt , k ∈KC, q ∈Q.
Define the moment map
ψ :W →Q,
Z → ZtJmZ,
where Jm =
( 0 Im
−Im 0
)
. It is G′ ×KC-equivariant if we define the trivial G′-action on Q.
We have the following KC-module decompositions [9, Chapter 3]:
P[Q] 	
∑
D has even columns
ρD2n,
and
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∑
D has even columns
r(D)2 min(m,n)
ρD2n.
Let Λ ∈Q∗ ⊂P[Q] be respectively the following linear functional on Q:
Λ(q)=
⎧⎨⎩
Tr(q)= q11 + q22 + · · · + qnn, q = {qij } ∈ Symn(C);
Tr(q)= q11 + q22 + · · · + qnn, q = {qij } ∈ Mn,n(C);
Df(q)= q1,2 + q3,4 + · · · + q2n−1,2n, q = {qij } ∈ ∧n(C).
Note that the stabilizer LC of Λ in KC, is respectively isomorphic to O(n,C), GL(n,C),
Sp(2n,C).
Write the (multiplicity-free) KC-module decomposition of P[Q] as
P[Q] =
∑
D
ρD. (3.1)
The following result is a special case of the main result of [21] on multiplicity-free actions.
Theorem 3.2. The formal power series function eΛ has a non-zero projection to each ρD which
enters in the decomposition of P[Q] in (3.1). Moreover, these projections span linearly the space
of LC-invariants in P[Q], where LC is the stabilizer of Λ in KC.
Remark 3.3. In fact a stronger version of Theorem 3.2 is proved in [21, Theorem 1′] . This states
that the projection of eΛ to the one-dimensional highest weight vector space of ρD is non-zero.
Write the (multiplicity-free) KC-module decomposition of P[W ]G′ as
P[W ]G′ =
∑
D
ρD. (3.4)
Let
ψ∗ :P[Q] → P[W ]
be the pull-back of the moment map ψ . This is a KC-equivariant map and it is known from
classical invariant theory that
ψ∗ :P[Q] → P[W ]G′
is surjective. See [9].
We note the following fact: the highest weight vectors in the decomposition (3.4) are exactly
the pull-backs via ψ of the highest weight vectors in the decomposition (3.1), which are non-
zero. In view of Remark 3.3, we have the following
Corollary 3.5. Let ψ∗(eΛ) be the pull-back of eΛ by ψ , considered as a formal power series
function on W . Then ψ∗(eΛ) has a non-zero projection to each ρD which enters in the decompo-
sition of P[W ]G′ in (3.4). Moreover, these projections span linearly the space of G′-invariants
in P[W ].
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(a) As in Remark 3.3, the projection of ψ∗(eΛ) to the one-dimensional highest weight vector
space of ρD is non-zero.
(b) In Theorem 3.2 and Corollary 3.5, one may replace Λ by any non-zero multiple of Λ.
4. Proof of main results
We outline the ideas before proceeding with the proof. From Theorem 2.4, we know that Ω∗m
is K multiplicity-free with an explicit set M∗ of possible K-types. Here M∗ = {τ ∗ | τ ∈M} and
M is the set of K-types as described in Theorem 2.4. Our main task is to prove the following
assertion: the Dirac distribution δ at the origin of X has a non-zero projection to every K-type
in the set M∗. The key point lies in Corollary 3.5, and its details will be included as part of the
proof of Theorem 1. Together with K-multiplicity freeness, it implies that Ω∗m is contained in the
closed linear span of Ω∗(K)δ. This immediately establishes Theorem 2. In addition, the same
non-zero projection statement implies that any K-type τ in the set M occurs in Ωm, and the
image of τ in Ωm under the map
Φ :Ωm → I (s0)
is non-zero. This implies that Φ is an embedding, as asserted in Theorem 1.
Case I. (G′,G)= (O(m,C),Sp(2n,C)).
Proof of Theorem 1 for Case I. Recall that V = Cm and X = V n 	Mm,n(C). We may identify
Mm,n(C) with Mm,2n(R) and write a typical element of X as
X = (xij ) ∈Mm,2n(R).
Up to a scalar, the Dirac distribution δ at the origin of X can then be characterized by the
system of first order linear differential equations:
xij δ = 0, 1 i m, 1 j  2n.
The Fock model of the oscillator representation Ω is realized on P[W ], where W =
Mm,2n(C). Denote Z = (zij )m×2n the coordinates of the Fock model. We fix the isomorphism of
the Schrödinger and the Fock model so that
xij → 1√
2
(
∂
∂zij
+ zij
)
,
∂
∂xij
→ 1√
2
(
∂
∂zij
− zij
)
.
We refer the reader to [3] on the basics of this isomorphism. Then as a formal vector, the Dirac
distribution δ takes the following form
δ = e− 12 Tr(ZtZ) =ψ∗(e− 12Λ).
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on Q. See Section 3. In the notations there, the relevant real reductive dual pair (G′
R
,GR) =
(O(m),Sp(4n,R)).
From Corollary 3.5, δ has a non-zero projection to every U(2n)-type ρD2n with D even, and
r(D)  min(m,2n). We write D = (2λ1, . . . ,2λk), where k  min(m,2n). For k  n, i.e., for
k min(m,n) and with an appropriate choice of Borel subgroups, the highest weight vector of
ρD2n becomes a highest weight vector for the group K = Sp(n) ⊂ U(2n) upon restriction, and it
generates an irreducible representation of Sp(n) with the highest weight
2λ= (2λ1, . . . ,2λk,0, . . . ,0), k min(m,n).
This is the representation Uλ in the statement of Theorem 2.4. Therefore we conclude that δ has
a non-zero projection to every Sp(n)-type Uλ, as given. Note that we have used both facts of
Remark 3.6. This implies that
• the Sp(n)-type Uλ given in Theorem 2.4 indeed occurs in Ωm;
• the map Φ is non-zero on Uλ.
Thus Φ :Ωm → I (s0) is an embedding.
On the assertion (Ia): the irreducibility of Ωm for m n is a special case of a result of [23] on
the Howe quotient of unitary characters. Its unitarity then follows from the main result of [17].
Note that both Ωm and I (s0) are K multiplicity-free. Thus to determine the image of Ωm in
I (s0), one just needs to compare the K-types.
When m n − 1, we have s0 = m − (n + 1)−2. From Theorem 1.1.2, we know that the
unique irreducible submodule of I (s0) is Lr(s0), where r = n+ 1 + s0 = m. By the description
of Lm(s0), its K-types consist of Uλ such that
2λm−1  0 2λm+1,
or equivalently λm+1 = · · · = λn = 0. This is exactly the condition for the K-type Uλ to belong
to Ωm. Thus the image of Ωm is the unique irreducible submodule of I (s0).
When m  n, it is clear from the description of K-types of Ωm that the image of Ωm is the
full I (s0). The rest of assertions is clear. 
Case II. (G′,G)= (GL(m,C),GL(2n,C)).
Proof of Theorem 1 for Case II. Recall that V = Cm ⊕ (Cm)∗, and X = V n 	 Mm,2n(C). We
may write a typical element of X as
X = (xij ) ∈ Mm,2n(C).
Up to a scalar, the Dirac distribution δ at the origin of X can then be characterized by the
system of first order linear differential equations:
xij δ = x¯ij δ = 0, 1 i m, 1 j  2n.
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Mm,4n(C). Denote (A,B)= ((aij )m×2n, (bij )m×2n) the coordinates of the Fock model. We may
fix the isomorphism of the Schrödinger and the Fock model so that
xij → 1√
2
(
2
∂
∂bij
+ aij
)
,
∂
∂xij
→ 1
2
√
2
(
2
∂
∂aij
− bij
)
,
x¯ij → 1√
2
(
2
∂
∂aij
+ bij
)
,
∂
∂x¯ij
→ 1
2
√
2
(
2
∂
∂bij
− aij
)
.
Then as a formal vector, the Dirac distribution δ takes the following form
δ = e− 12 Tr(AtB) =ψ∗(e− 12Λ).
See Section 3 for the notations here. The relevant real reductive dual pair (G′
R
,GR) =
(U(m),U(2n,2n)).
From Corollary 3.5, δ has a non-zero projection to every U(2n) × U(2n)-type ρD2n ⊗ (ρD2n)∗
with r(D)min(m,2n). We write D = (λ1, . . . , λk), where k min(m,2n). For k  n, i.e., for
k min(m,n) and with an appropriate choice of Borel subgroups, the highest weight vector of
ρD2n ⊗ (ρD2n)∗ becomes a highest weight vector for the group K = U(2n)⊂ U(2n)× U(2n) upon
restriction, and it generates an irreducible representation of U(2n) with the highest weight
(λ1, . . . , λk,0, . . . ,0,−λk, . . . ,−λ1), k min(m,n).
This is the representation Vλ in the statement of Theorem 2.4. Therefore we conclude that δ has
a non-zero projection to every U(2n)-type Vλ, as given. This implies that
• the U(2n)-type Vλ given in Theorem 2.4 indeed occurs in Ωm;
• the map Φ is non-zero on Vλ.
Thus Φ :Ωm → I (s0) is an embedding.
On the assertion (IIa): same argument as in (Ia).
When m n− 1, we have s0 = m− n−1. From Theorem 1.2.2, we know that the unique
irreducible submodule of I (s0) is Mr(s0), where r = n+ s0 =m. By the description of Mm(s0),
its K-types consist of Vλ such that
λm  0 λm+1,
or equivalently λm+1 = · · · = λn = 0. This is exactly the condition for the K-type Vλ to belong
to Ωm. Thus the image of Ωm is the unique irreducible submodule of I (s0).
The rest of the assertions is also clear, as in Case I. 
Case 3. (G′,G)= (Sp(2m,C),O(4n,C)).
Proof of Theorem 1 for Case III. Recall that V = C2m, and X = V 2n 	 M2m,2n(C). We may
write a typical element of X as (X), whereY
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Up to a scalar, the Dirac distribution δ at the origin of X can then be characterized by the
system of first order linear differential equations:
xij δ = x¯ij δ = yij δ = y¯ij δ = 0, 1 i  2m, 1 j  2n.
The Fock model of the oscillator representation Ω is realized on P[W ], where W =
M2m,4n(C). Denote
(
Z
U
)
the coordinates of the Fock model, where
Z = (zij ) ∈ Mm,4n(C), U = (uij ) ∈ Mm,4n(C).
We may fix the isomorphism of the Schrödinger and the Fock model so that
xij → 1√
2
(
2
∂
∂ui,2j
+ zi,2j−1
)
,
∂
∂xij
→ 1
2
√
2
(
2
∂
∂zi,2j−1
− ui,2j
)
,
x¯ij → 1√
2
(
2
∂
∂zi,2j−1
+ ui,2j
)
,
∂
∂x¯ij
→ 1
2
√
2
(
2
∂
∂ui,2j
− zi,2j−1
)
,
yij → 1√
2
(
−2 ∂
∂zi,2j
+ ui,2j−1
)
,
∂
∂yij
→ 1
2
√
2
(
2
∂
∂ui,2j−1
+ zi,2j
)
,
y¯ij → 1√
2
(
−2 ∂
∂ui,2j−1
+ zi,2j
)
,
∂
∂y¯ij
→ 1
2
√
2
(
2
∂
∂zi,2j
+ ui,2j−1
)
.
Then as a formal vector, the Dirac distribution δ takes the following form
δ = e− 12
∑2n
j=1
∑m
i=1(zi,2j−1ui,2j−zi,2j ui,2j−1) = e− 12 Df(ZtU−UtZ)
=ψ∗(e− 12Λ).
See Section 3 for the notations here. The relevant real reductive dual pair (G′
R
,GR) =
(Sp(m),O∗(8n)).
From Corollary 3.5, δ has a non-zero projection to every U(4n)-type ρD4n such that D has even
columns and r(D)  2 min(m,2n). We write D = (λ1, λ1, . . . , λk, λk), where k  min(m,2n).
For k  n, i.e., for k min(m,n) and with an appropriate choice of Borel subgroups, the highest
weight vector of ρD4n becomes a highest weight vector for the group K = O(4n) ⊂ U(4n) upon
restriction, and it generates an irreducible representation of O(4n) indexed by the Young diagram
D = (λ1, λ1, . . . , λk, λk).
This is the representation W+λ in the statement of Theorem 2.4.
We now examine the occurrence of representation W−λ in δ for m  n. Take D =
(λ1, λ1, . . . , λk, λk,1, . . . ,1︸ ︷︷ ︸
4n−4k
), where k  n. Note that the depth of D is r(D)= 2k+ (4n− 4k)=
4n−2k. As long as 2n−m k, we have r(D) 2 min(m,2n). Thus δ has a non-zero projection
to ρD4n of this type, which generates an highest weight component upon restriction to O(4n). This
is exactly the representation W−λ in the statement of Theorem 2.4.
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given. This implies that
• the O(4n)-type W±λ given in Theorem 2.4 indeed occurs in Ωm;• the map Φ is non-zero on W±λ .
Thus Φ :Ωm → I (s0) is an embedding.
On the assertion (IIIa): the irreducibility of Ωm for m n− 1 is a special case of a result of
[23] on the Howe quotient of unitary characters. Its unitarity then follows from the main result
of [17]. Note that m= n is excluded in this case.
When m n− 1, we have −(2n− 1) s0 = 2m− (2n− 1)−1. From Theorem 1.3.2, we
know that I (s0) has two irreducible submodules N±r (s0), where r = n − [−s0+12 ] = m. By the
description of N+m (s0), its K-types consist of W+λ such that
λm −1, λm+1  0,
or equivalently λm+1 = · · · = λn = 0. This is exactly the condition for the K-type W+λ to belong
to Ωm. Thus the image of Ωm is N+m (s0).
When nm 2n−1, the K-types of Ωm will clearly include all W+λ in I (s0). Now consider
W−λ in Ωm, where
λ= (λ1, . . . , λk,0, . . . ,0), λk > 0, 2n−m k  n.
Note that in this case r = 2n − m − 1 which is between 0 and n − 1. The above W−λ in Ωm
is given by the condition λk > 0 where r + 1  k  n. As W−λ ∈ N−r (s0) is determined by the
condition λr+1 = · · · = λn = 0, we see that N−r (s0) is not in the image of Φ . A straightforward
check also yields that N−j (s0) is in the image of Φ for j  r + 1. This establishes that the image
of Φ is I (s0)\N−r (s0), as claimed.
When m 2n, it is clear that the K-types of Ωm coincide with those of I (s0). 
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