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Розглядається задача прогнозування поведінки системи, що описана 
часовим рядом. 
Дано ряд спостережень x1, …, xn. Будемо вважати, що даний ряд може 
бути описаний в загальному випадку таким чином: 
,1111 1 qtrttltrpltrtr pxxx       
або 
xt = 1xt-1 + 2xt-2 + … +pxt-p +t - 1t-1 - 2t-2 - … - qt-q,  
де t дискретний момент часу, 1,…,p, 1,…,q– коефіцієнти, t,t-1, …,t-q– 
випадковий шум з нульовим математичним сподіванням і скінченною 
дисперсією . 
Потрібно отримати модель, яка адекватно описує вхідний ряд. Визначити 
структуру та оцінки параметрів цієї моделі. Будемо вважати, що даний ряд 
може бути описаний за допомогою ARIMA-моделі. 
Запропонований нижче алгоритм призначено для розв’язання задачі 
оцінювання як структури, так і коефіцієнтів ARIMA-моделі. Його може бути 
умовно розділено на 4 частини: 
- знаходження оцінок коефіцієнтів  1,…,p; 
- знаходження оцінок коефіцієнтів 1,…,q; 
- визначення початкових значень t-1, …, t-q для t = t0; 
- оцінка адекватності отриманих моделей. 
Щоб уникнути ситуації переповнення при обчислювальному процесі 
(тобто в випадках, коли значення n доволі велике, а ряд спостережень xi може 
приймати достатньо великі значення) пропонуємо нормувати ряд xi так, щоб xi 
[0, 1]. Для цього кожний елемент ряду xi поділимо на max{| x1|, …, | xn |}. 
Для ряду спостережень xi значення q вибирається з припущення, що 
максимальний номер запізнення lpm, також треба мати на увазі, що n> 2m + 1. 






jkik xx , i = 0, …, m; j = 0, …, m. 
Визначення множини структур запізнень. Виходячи з властивостей 
матриці R, обчислимо V=R-1  за методом квадратного кореня . 
Для визначення структури  = (i) обчислюються часткові коефіцієнти 
кореляції cori = -v1,i / iivv11 і відсортуємо отримані cori за спаданям. Для 
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підвищення достовірності отриманих результатів пропонується ряд xi 
розглядати з деяким початковим шумом, тобто ix = xi + i, де i   [-h, h] 
рівномірно розподілена випадкова величина.  
Подальший вибір параметрів шуканої моделі зводиться до розгляду 
різних комбінацій з множини номерів запізнень (позначимо їх як l1, …, ls).  
Визначення номерів коефіцієнтів запізнень адекватної моделі. Для кожної 
моделі обчислюємо критерій krt= i2 / (n – p)ln(n), та вибираємо моделі з 
найменшими значеннями krt. 
Пошук оцінок 1, …, n. Виходячи з практичних міркувань далі 
розглядались випадки r = 0, r = 1, r = 2, тобто  не порушуючи загальності можна 
вважати, що на практиці більше 3х шумів в задачах не зустрічається. Отже, для 
кожної відібраної на попередньому кроці моделі досліджуємо наступні ряди: 
xt = 1xt-l1 + 2xt-l2 + … + pxt-lp + t; 
xt = 1xt-l1 + 2xt-l2 + … + pxt-lp + t + 1t-1;   
xt = 1xt-l1 + 2xt-l2 + … + pxt-lp + t+ 1t-1 + 2t-2; 
Обчислення оцінок 10t ; 20t . Розв’язок задачі проводиться за допомогою 
методу S2. 
Вибір кращої моделі за допомогою множини статистичних параметрів [1 - 
2]. У цю множину входять такі статистичні параметри: t  статистика  
Стьюдента, яка визначає значимість кожного коефіцієнта моделі в 
статистичному смислі; коефіцієнт детермінації (R2), який для адекватної моделі 
повинен бути близький до 1; сума квадратів помилок моделіRSS (для адекватної 
моделі приймає мінімальне значення); інформаційний критерій Акайке (AIC) - 
для адекватної моделі приймає мінімальне значення; критерій Байеса-Шварца 
(BSC) – анлогічний AIC, але використовується для довгих вибірок; статистика 
Дарбіна-Уотсона (DW) – для кращої моделі DW = 2;Статистика Фішера (F) – 
більшому значенню F відповідає більш адекватна модель, коефіцієнт Тейла (U)  
є важливим індикатором точності моделі. Його величина знаходиться між 0 і 1. 
Для U=1 модель не може бути використана для прогнозу. 
При виборі найкращої моделі серед розглянутої множини моделей можна 





















 Для кращої моделі КК має мінімальне значення. 
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