Abstract-We describe a comprehensive methodology for discovering service similarity (substitutability) by testing. Our solutions do not rely on the service descriptions provided by their authors and they avoid common information retrieval techniques. Our work addresses a variety of challenges raised throughout the process. These include: (1) the generation of unbiased test samples based on individual domains and their statistical properties; (2) the use of progressive sampling and Rand index convergence to minimize sample size; (3) the classification of services by their input and output structures (single values, sets of values, sequences of values, and tables), and the development of corresponding similarity measures; (4) the optimal alignment of services that have multiple inputs and outputs of the same type; (5) the management of two types of service exceptions (null values); (6) the selection of clustering methods that are most appropriate to the sets of services being clustered; and (7) the caching of tests, results, similarities, clusters and other statistical information to enable cluster evolution. Initial testing with a prototype implementation validated our methodology, yielding high accuracy at surprisingly small test sizes.
I. INTRODUCTION
Web services are distributed, platform-independent software components, often limited in their functionalities, but easily available to other applications through standard protocols. Service orientation is an approach to software design that accomplishes more complex functionalities by integrating such services. In recent years, the Service Oriented Architecture (SOA) has gained considerable popularity, notably for achieving architectural flexibility at low cost [1] .
A shortcoming of this architecture is its instability. Instability may be due to a variety of reasons, including unreliable network connectivity, flawed understanding of the exact semantics of a published service, unexpected evolution in service behavior, or the discontinuation of a service. These can be summarized succinctly in this manner: What worked yesterday might not work today. In addition, one might want to consider situations in which new services become available that outperform services currently being used. In other words, what works today, could be made to work better tomorrow.
To address these shortcomings, methods are needed that substitute inoperable or sub-par services with compatible services. Assuming that the available services are registered at a service repository, the problem is to locate a repository service that would be a proper substitute to (or even an improvement upon) a service that is currently being deployed.
The challenge, of course, is to find optimal substitutions automatically; that is, without programmer's involvement. The difficulty lies in the fact that descriptions of services are inadequate for this purpose. The problem with service descriptions is that they do not adhere to a single standard. As a consequence, service descriptions are often inaccurate, ambiguous, and at times even purposely misleading. Generally, a service might be described in natural language text, with semantic tags, or with the specification of its interface (i.e., the numbers of its inputs and outputs and their data types). Natural language descriptions can only be understood by humans, and tags and interface descriptions are not sufficiently accurate to guarantee substitutability. For example, there could be several stock quote services that, given a stock symbol, return a price; but the price returned could be the most recent closing price, the highest price in the last 90 days, or the 52-week average price.
The main challenge to finding optimal substitutions automatically is how to discern the behavior of services, where comprehension of behavior is defined as the ability to classify services reliably by clustering. In this paper we propose to discover and learn the behavior of services by means of testing.
When the services in the repository have been clustered in this manner, any service may be substituted by any other service in its cluster. One could also choose among the cluster members the service that optimizes some utility function (such as the lowest in cost, or the highest in reliability, or some combination thereof). Software that can automatically adjust to environmental changes are often referred to as self-adaptive.
The main advantage of testing-based discovery of behavior is that it avoids relying on service descriptions. Thus, our methodology does not assume the existence of ontologies, semantic tagging, or other representations. Indeed, the only information our methodology expects is that every service in the repository will be annotated with its inputs and outputs, and that each input and output will be associated with a domain from a published list.
Any new solution should be judged based on its quality and its cost; that is, to be acceptable as viable, it should perform with both accuracy and efficiency. Our methodology attempts to reconcile these two conflicting factors.
We highlight here some of the challenges that our methodology addresses. First, methods must be developed for generating unbiased tests automatically and for handling different service exceptions (e.g., no response, error message) gracefully. Second, tests must be of the smallest size that assures clustering accuracy. This is because testing entails costly network traffic, but also because excessive testing might cause servers to block future access. Third, the tests must discover how to properly match services that have multiple inputs and outputs of the same type. Fourth, clustering requires the adoption of an appropriate measure for evaluating the similarity of services. The measure must handle the structure of the output (a single value, a set of values, a sequence of values of different attributes, or even a table), and it must gauge both output similarity (when both services produce an output) and coverage similarity (when one service produces an output and the other does not). Also, the clustering method must be chosen optimally for the particular output produced by the services being clustered (e.g., numeric or alphabetic). Finally, tests, results, similarities, clusters and other statistical information must be cached, to maintain performance when services are added, removed or modified. Altogether, we believe that this work offers a comprehensive solution to the problem of service substitutability.
Our methodology is described in detail in Section III. It was implemented in prototype form and was used in experiments of appreciable scale. The implementation and experimentation are described and discussed in Section IV. The results indicate that our approach is viable, with cluster accuracy exceeding 75% using as few as 16 sample tests points. Additionally, statistical significance tests validate that the resulting service clusters are representative of service behavior and do not occur by chance. The paper concludes in Section V with a brief summary and description of ongoing research. We begin with a brief review of related work.
II. RELATED WORK
The essence of the work described here is to (1) elicit the behavior of Web services by judicious testing; then (2) use the results of testing to measure service similarity and derive service clusters; with the final objective of (3) using the clusters to facilitate substitutability. We discuss here briefly prior research in these subjects.
A. Testing Services
Testing is a familiar means for assessing the behavior of software; usually to ascertain that the software performs according to its specification [2] . In the context of SOA, testing has been similarly used to gain confidence that the service integrating application performs as expected [3] . In this vein, [4] suggests verifying and validating Web services with techniques of data perturbation. In contradistinction, our objective here is to generate a suite of tests that elicits the behavior of services.
B. Clustering Services
Several works have explored the subject of service clustering [5] , [6] , [7] , [8] . Invariably, the requisite information for clustering is derived from the files that describe the Web services. Typically, the keywords extracted from WSDL files are processed with information retrieval techniques (e.g., singular vector decomposition) to create vector representations of services. The similarity of these representations is then measured with standard IR measures (e.g., cosine). In contradistinction, our methods ignore WSDL descriptions entirely, and the similarity measures that we introduce have been designed to estimate the similarity of behaviors, rather then the similarity of descriptions.
The goal of the four works discussed above is to locate services that satisfy a need; and this need is assumed to be specified with IR-style keywords. Somewhat different, [9] attempts to locate services based on non-functional attributes, such as security or reliability. Our purpose here is different from these all: We aim to locate substitutions. Hence, our search goal is specified with an example (not keywords): Find services that performs like a particular service.
C. Substituting Services
Self-adaptive systems emphasize the selection of alternative services in situations when the runtime environment affects the continued operation of software [10] . In particular, selfhealing approaches initiate service substitution when stated Quality of Service (QoS) requirements are no longer met. The issue of when to initiate substitutions is addressed in [11] ; in contradistinction, our work addresses the issue of which services should be selected as substitutions. Similarly, the works of [12] , [13] adapt service compositions at runtime by selecting the highest quality substitute from a service registry. Optimal quality is measured by [12] as the greatest similarity between the QoS of a candidate substitution and the QoS expected of a given service composition. In the same vein, selecting the optimal substitute is the subject of [13] . Accordingly, domain experts define utility functions that represent a service composition's QoS goals. The utility functions are given run-time performance data and the system computes the current utility of the application. If the utility falls below a threshold an adaptation is initiated. QoS is a primary factor considered during substitution in [12] , [13] ; on the other hand, behavior is our primary factor.
Finally, we discuss three works that are most closely related to the work described in this paper. Finding substitutable services is also the subject of [14] . It shares an important principle with our work: Services are described with tables that specify their inputs and outputs, and table-to-table similarities are used to determine substitutability. The approach is elegant, but it ignores many critical issues, including the automatic generation of such tables with unbiased samples, the determination of minimal samples that meet an accuracy threshold, the clustering of services into equivalence sets, and the appropriate handling of null outputs of various kinds.
The subject of [15] is a process for evaluating component replaceability. It, too, adopts the approach that service behavior is observed through its input-output mappings. But, like the previously discussed paper, it has a single focus: the generation of a test suite and the analysis of its results.
The goal of the approach described in [16] is to locate Web services. Users must describe their needs with keywords, which are then used to search through WSDL files for appropriate matches. Tests are then generated automatically, and the results are logged, sorted and delivered to the user. While the approach involves automatic testing, it requires considerable involvement of the programmer in providing semantic search information and in selecting the best service from the results.
III. METHODOLOGY
Our methodology involves two principal tasks: eliciting service behavior and clustering services according to that behavior. Service elicitation begins with the partitioning of the service registry according to the input and output types of the services; the services in each partition are then tested with a common sample of test points, and the responses are saved in behavior tables. Clustering begins with the measurement of similarity between every two behavior tables in each partition. The results are the basis for forming clusters of services.
An important objective of the methodology is to use a low number of tests to generate service clusters of high quality. To this end, we repeat these two tasks, each time incrementing the number of sample tests geometrically, until convergence is reached. Convergence occurs when the difference between successive clusterings is small. After convergence, the artifacts of our methodology (e.g., test values, behavior tables, similarity matrix, and clusters) are saved to the service registry. Figure 1 illustrates this architecture. We begin by formalizing the environment in which we operate. We assume a service repository with a potentially large number of registered services. The repository has a list of available domains. When a service is registered, the submitter is requested to associate a domain with each of the inputs and outputs of the service (the list of domains can be expanded if necessary).
Each service is provided with a wrapper. The wrapper is used to interface with the service: It processes the user input, formats it to fit the service requirements, invokes the service, and formats the service output in a table (as if it were an answer from a relational database).
A. Partitioning Services by Their I/O Domains
We assume that all the services have been pre-classified into partitions based on their input and output domains. That is, the services in each partition have the same number of inputs, the same number of outputs, and their inputs and outputs are associated with the same domains. This classification is automatic: When new services are registered, they are assigned to their partitions. Obviously, the commonalities among services in the same partition are more syntactical than semantical. Our goal is to further divide each partition into clusters of semantically equivalent services.
Web services may be conveniently viewed as mappings from input values to output values. Both the input and the output can be classified into four categories based on their structure: (1) a single value (a cell); (2) an array of values (in conformance with relational database terminology it will be referred to as a row); (3) a set of values (a column); and (4) a set of rows (a table). When applied to both input and output, these classifications yield 16 types of mappings. For example, a service that receives a Zip code and returns the current temperature and humidity in this location is "cell-to-row"; a service that receives the title of a movie and return pairs of theaters and show times is "cell-to-table"; and a service that receives a combination of stock symbol and date and returns the opening, closing, low and high prices for that date is "rowto-row".
B. Eliciting Service Behavior Tables
Consider a repository partition with n services. Our first step in clustering this partition is to obtain a common set of input It resembles a database null of the type not available [17] . In data mining applications such values are often imputed from other values [18] . On the other hand, an error value indicates that the input is outside the expected domain. It resembles a database null of the type not applicable [17] (and imputation is entirely unjustified). Indeed, that one service responds to an input with a proper value, whereas another issues an error message, is an indication of service dissimilarity.
2) Selecting Unbiased Random Sample of Inputs: As already mentioned, the repository includes a list of domains. For accurate sampling, additional information must be available on each domain and its distribution. The service repository represents domains either as numeric ranges (e.g., temperatures or salaries), or as enumerated sets (e.g., Zip codes or stock symbols). Very large discrete domains (e.g., last names or movie titles ) are represented with sufficiently large samples. In addition, information is kept on the distribution of the domains, to be used as sampling guidelines for minimizing selection bias. Although missing values may be imputed, when the sample test includes a high proportion of such values, the sample is rejected and a new sample is obtained. This is intended to minimize non-response bias.
This phase ends when all the partition services have been tested, resulting in n behavior tables.
C. Comparing the Services
To cluster a set of elements, an element-to-element similarity measure must be adopted. In our case we need a measure that would calculate the similarity between two behavior tables. Consider two services S 1 and S 2 . The i'th row of each table is the output of the service for the test point d i . Let the second column of that row in each of the tables be r 
The definition of φ must cope with three difficulties. First, r i could be single values, rows, columns or tables; second, the scalar components of each r i could be numbers, dates, strings, and so on; finally, in addition to proper values, r i could also be error values and missing values. As explained, missing values are handled with imputation (unless their proportion is high), but error values are retained as a valid part of the service behavior. Therefore, φ should gauge the similarity of outputs when both services respond, but also consider the number of inputs which one service can handle whereas the other cannot.
We omit further discussion of the similarity measure φ, but in Section IV we describe the particular measures used in the experimentation. We emphasize that, as is common in information retrieval systems and search engines, the definition of φ could be subject to continuous evolution and fine-tuning.
We now compute the similarity between every two services in the given partition. The resulting n · (n − 1)/2 similarity values are stored in a symmetric n × n similarity matrix.
D. Clustering the Services
Clustering Web services can be viewed as discerning their behavior, to the extent that we can assert that one service behaves like another. The service-to-service similarity matrix obtained in the previous phase is the basis for forming service clusters. In general, good clustering algorithms create clusterings with low cohesion (inter-cluster distance), and high separation (intra-cluster distance) [19] . Generally, clustering algorithms fall into two main categories: hierarchical and partitional. Each approach has its advantages and disadvantages and there is no single algorithm that performs well in all situations. Factors such as element types (qualitative or quantitative), dimensionality, and cluster structure (overlapping or non-overlapping) guide the selection of the algorithm to choose. For instance, hierarchical algorithms generate nested clusters that form a tree structure, whereas partitional algorithms generate sets of disjoint clusters.
1) Choosing the Clustering Algorithm: Since our methodology must deal with different types of data, we do not adopt a single clustering algorithm, but determine for each partition of services the clustering method that works best. The experiments described in Section IV choose between two clustering algorithms: Hierarchical Agglomerative Clustering (HAC) and k-Means partitional clustering. Both algorithms are extensible; that is, their clustering can be amended when the set of elements changes. This is important for our methodology as we expect service repositories to be dynamic, with new services added and existing services modified or removed.
2) Considering Different Orderings of Inputs and Outputs: Consider now two services, each with two inputs and two outputs. Assume that all four inputs are of the same domain, and all four outputs are of the same domain. Imposing a strict ordering on the inputs and outputs implies that there is a single way to compare these services. However if, we are willing to accept that two services that expect the same two inputs but in reverse order (or two services that produce the same two outputs but in reverse order) are comparable, then each service has four different "versions". In other words, fixing the orders of inputs and outputs in one service as the "correct" ones, requires four similarity comparisons to the other service. Note, however, that permutations of the inputs require additional testing, whereas permutations of the outputs do not.
E. Determining Minimal Test Cardinality
At this point, we have clustered the services in the partition according to their behavior. Yet, we have no assurance that our clustering is accurate. Obviously, with larger tests better clustering can be expected, but excessive testing incurs both costs and risks, so we should avoid tests that are unnecessarily large. In other words, for each partition we must determine an "ideal" test size: the smallest test that will exceed a predetermined threshold of clustering accuracy. We note that previous work in this area ignored the issue of choosing test cardinality judiciously.
1) Detecting Convergence: Our approach is to iterate the process of testing and clustering the services in a partition with increased test sizes, until the clustering converges; that is, additional increases in test size do not yield significant changes in the clustering. This technique is often referred to as progressive sampling [20] , [21] .
To illustrate, suppose we attempt test sizes p 1 , p 2 , p 3 , . . ., and beginning with p k the derived clusterings are identical. We can then determine that there is no need to conduct tests that are larger than p k : The clustering converges at p k .
In practice, we do not seek a point beyond which the clusterings are identical, but merely a point beyond which their differences are sufficiently small, and we measure differences between successive clusterings with the well-known Rand index [22] . Consider two clusterings C 1 and C 2 of n elements. Intuitively, this index considers all n 2 pairs of elements and calculates the proportion of "agreements" among the two clusterings on their placement. An "agreement" is placing the elements of a pair in the same cluster or in two different clusters in both C 1 and C 2 . The index generates values between 0 (C 1 and C 2 are in complete disagreement) and 1 (C 1 and C 2 are identical).
A sequence of k clusterings will produce k − 1 Rand index values. Theoretically, a high value could be followed by a low value; i.e., a clustering is very similar to its predecessor, but very different from its successor. In practice, however, this rarely happens, and high values are usually followed by high values; i.e., the plot of Rand index values reaches a "plateau". Hence, it should be sufficient to get a high value (two similar clusterings in succession) and then adopt the sample size that was associated with the first of these clusterings. We adopt a Rand index value α that is considered sufficiently high.
2) Calculating Optimal Sample Size: For statistical robustness, this entire procedure is repeated n times. At each sample size, we calculate the number of times that the clustering converged successfully (i.e., the number of times in the n experiments that the Rand index exceeded α). We adopt a threshold value β for the minimally acceptable rate of successful convergence. Finally, when testing ends, we choose the lowest sample size in which the successful convergence rate exceeded β. The corresponding sample and clustering are stored in the service repository partition to be used in future occasions (e.g., to classify new services or to reclassify current services).
Our methodology is summarized in Algorithm 1 below. Clusters c k ← DoClustering(P, φ)
18:
Rand Index r ← 0
19
:
end if 22:
until r > α
25:
CheckConverge(e l , r, β)
26:
e l ← e l + 1 27: end while
IV. EXPERIMENTATION
For this experiment we focused on two categories of services: cell-to-cell and cell-to-row. 1) Weather services that receive a Zip code and return a numeric value. 2) Stock quote services that receive a stock symbol and return a pair of numeric values. Notice that input domains are rather specific: They are assumed to be included in the list of domains of the service repository. On the other hand, we assumed that the output domains are generic, which adds the challenge of output matching.
A. Classifying Weather Services
For the first experiment we considered 11 weather services of 4 different functionalities: Four services return the temperature in degrees Fahrenheit, one returns the temperature in degrees Celsius, three return the relative humidity, and three return the barometric pressure. Our goal is to identify these clusters in the given set of services. The input domain was fully enumerated (all 27,238 Zip codes), and the sampling principle was random (without replacement): Each value in the domain had equal likelihood of being selected.
Our progressive sampling started with a sample size of 2 and doubled it repeatedly to 4, 8, 16, 32 and 64. We used the following distance function (which was subsequently converted to a similarity measure φ by subtracting distances from the maximal distance): The distance between two values is their absolute difference; when both values are exceptions, the distance is 0; and when only one value is an exception, the distance is taken as the average distance. The overall similarity Φ of the two behavior tables is the average of the φ values over the entire sample.
Given these similarity measurements, we clustered the services using both HAC and k-Means partitional clustering. We repeated this process 6 times with increasing sample sizes, computing 5 Rand index values for each clustering method (between the clustering obtained at 4 and the clustering obtained at 2; between the clustering obtained at 8 and the clustering obtained at 4, and so on). Our termination condition was set to be a Rand index in excess of α = 0.7 (if that threshold is not met, then the clustering of the final test is adopted).
For added statistical significance, each of the experiments was replicated n = 40 times, and the minimal proportion of successful convergences was set at β = 0.8. Table II summarizes the results of this experiment. The columns k-Means and HAC show, for each clustering method, the percentage of experiments where the Rand index exceeded the 0.7 convergence threshold. As can be observed, for k-Means clustering, to meet the threshold of 80% successful convergence, a sample of size 16 should be used (the rate of successful convergence is then 95%). For HAC, a sample size of 32 would be necessary to meet the threshold of 80% successful convergence (the rate of successful convergence is then 90%). This suggests that for this class of services, k-Means clustering with samples of size 16 should be preferred.
2) Validation: Any clustering algorithm will produce a set of clusters, even in random data. Hence it is important to validate that our service clusters characterize the data accurately. Towards this end, we measured the accuracy of the clustering recommended by the methodology (i.e., k-Means clustering with a sample of 16 tests), by comparing it to the true clustering (as defined by experts). Each of the two clusterings was represented in symmetric matrix in which each service is represented by a row and column, and a cell (i, j) is 1 if the services in row i and column j are in the same cluster; otherwise it is 0. High correlation between the two matrices indicates high accuracy [23] . The average accuracy in the 40 trials that were performed was 75%.
The cluster accuracy score thus obtained should be evaluated for its statistical significance. Cluster accuracy is valid only if it is unusual; that is, the clusters correspond to service behavior better than by chance. The significance of the accuracy score is tested using a statistical hypothesis test. The null hypothesis states that the cluster assignments are random (and the accuracy was obtained by chance). The alternative hypothesis states that the cluster assignments are not random (and the accuracy could not have been obtained by chance) [23] . 300 cluster assignments were generated at random. Each was compared to the matrix of the true clustering and the accuracy score was computed. Figure 2 shows the distribution of these random accuracy scores. Next, we compared our accuracy to this distribution to decide if it is unusual (i.e., greater than a critical value). In this case 99% of the accuracy scores were less than 0.5; hence the accuracy score of 0.75 is statistically significant. 
B. Classifying Stock Quote Services
For the second experiment we considered 12 stock quote services of 4 different functionalities: Two services return the opening and closing prices of the stock, four return the daily change and the market capitalization, four return the current price and the earnings per share, and two return the price per share and the traded volume. Again, our goal is to identify these clusters in the given set of services. The input domain was assumed to be comprehensive, though not necessarily exhaustive (2,809 stock symbols), and the sampling principle was again random (without replacement): Each value in the domain had equal likelihood of being selected.
Our experiment followed the same procedure as the first experiment, with the exception of the similarity measure φ, which used Euclidean distance to measure the difference between two results (as each result is now a pair of values). 1) Results: Table III summarizes the results of the second experiment. As can be observed, for k-Means clustering, to meet the threshold of 80% successful convergence, a sample of size 16 should be used (the rate of successful convergence is then 83%). For hierarchical agglomerative clustering, a sample size of 32 would be necessary to meet the threshold of 80% successful convergence (the rate of successful convergence is then 80%). 2) Validation: The average accuracy of the clustering proposed by this methodology (k-Means clustering with samples of size 16), as measured by the Rand index, was 84%. The significance of this accuracy score was validated with the same hypothesis test described earlier. As evident in Figure 3 , this accuracy score is significant. We note that in both experiments k-Means clustering proved superior. This may be due to the fact that in both cases the output of the services is quantitative. Altogether, the results of these preliminary tests are promising, showing that our methodology is capable of providing accurate clusters (75% and 84%) with a surprisingly low number of tests (in each case, 16 service invocations).
V. CONCLUSION
We presented a comprehensive methodology for discovering service similarity (substitutability) by testing. Our solutions do not rely on the service descriptions provided by their authors and they avoid common information retrieval techniques. Rather than concentrate on a single issue, our work addresses a variety of challenges raised throughout the process. These include: (1) the generation of unbiased test samples based on individual domains and their statistical properties; (2) the use of progressive sampling and Rand index convergence to minimize sample size; (3) the classification of services by their input and output structures (cells, columns, rows and tables), and the development of corresponding similarity measures; (4) the optimal alignment of services that have multiple inputs and outputs of the same type; (5) the distinction between two types of service exceptions (null values): "no response" values (which must be considered aberrations, and can be imputed or ignored) and "input error" values (which must be considered part of the behavior, and hence must be handled appropriately by the similarity measures); (6) the selection of clustering methods that are most appropriate to the sets of services being clustered; and (7) the caching of tests, results, similarities, clusters and other statistical information to enable cluster evolution.
We implemented this methodology with a prototype system, and we conducted two tests: one with a set of weather services (cell-to-cell) and another with a set of stock quoting services (cell-to-row). Both tests validated our methodology yielding high accuracy at surprisingly small test sizes.
Our research is in its preliminary stages and there are many additional potentially rewarding directions for research. We mention here four such directions.
A. More Extensive Testing
We plan to perform more comprehensive testing; in particular, conduct tests with larger sets of services, with services that use non-numeric inputs and outputs, and with services that have more complex inputs and outputs (i.e., columns, rows and tables).
B. Further Performance Improvements
For the solution to be viable, its cost must be kept low, and we intend to explore various cost-cutting opportunities. Two such opportunities are sketched here. Our methodology requires that all services are invoked with increasing samples of test points until convergence. When the number of services in a partition becomes large, the total number of invocations could become substantial. This problem could be mitigated in two ways. First, new test samples could be obtained by incrementing existing samples with additional test points. When the test size increases by a factor of r, this would cut the total number of service invocations by about 1/r (e.g., when the test size doubles, the total number of service invocations would be cut in half). Additionally, the iterative procedure illustrated in Figure 1 could be performed with only a sample of the services. Once convergence is reached, the remaining services would be invoked just once for the final clustering. When the test size increases by a factor of r, and the service sample proportion is α, the number of service invocations would be reduced by about (1 − α)/r (e.g., with a sequence that doubles and a service sample of 20%, the number of invocations would be reduced by 40%).
C. Discover Services that May be Transformed to Substitutes
In section III we partitioned the entire repository based on the inputs and outputs of the services, and clusters of equivalent services were identified within each partition. We note that frequently a service that has been assigned to one partition could easily be adapted to a service that is comparable to services in other partitions. This could be done by an adaptation of its I/O domains. The simplest adaptation is to ignore ("clip") one of the service outputs. The "new" service then becomes "eligible" for membership in another partition. The subject of discovering equivalent services among services that are not input/output compatible is currently being investigated.
D. Incorporate the Methodology into a Larger System
The Web is highly dynamic, and so are the services made available to service integrators: Services are added, updated or withdrawn, and their quality of service parameters (e.g., reliability, performance, or cost) are continuously changing. What worked yesterday might not work today, and what works today can be made to work better tomorrow. We view the problem addressed in this paper as part of a larger goal. Namely, how to construct a system that (1) facilitates the development of optimal compositions of Web services, and (2) monitors their operation continuously, repairing and optimizing them as needed.
