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ABSTRACT 
The shape of and flow patterns within a hypothetical 
separating drop were determined by numerical solution of the 
Havier-Stokes equations. The drop was hypothetical in the 
sense that it separated because the surface tension force 
restraining it was reduced at the start of calculation. How­
ever, the velocity distributions and shape of the drop 
resemble those of an actual drop as it separates. Consider­
able surface stretch was observed at the sides of the drop 
and very little at the apex. The flow pattern within the 
drop was found to approach plug flow in the direction of 
gravity when the drop began to stretch out. These results 
were also observed when a surface tension force was applied 
at the interface. 
The flow patterns within a constant volume forced inter­
nal circulation drop were also detereiaeu nassrically for 
various flow rates and viscosities. Increasing the viscosity 
while holding flow rate constant caused a transition in flow 
pattern from rotating to non-rotating floe. A similar change 
in flow pattern was observed shen viscosity was held constant 
and flow rate decreased. However, a complete lack of rota­
tion was not reached in this manner. Very little mixing was 
observed even at the highest velocity (1 centimeter per sec­
ond) and losest viscosity (1 centipoise). These flow pat­
terns indicate that a penetration theory mass transfer model 
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would be appropriate for this system. 
Several modifications to the MàC method are also pre­
sented. Host of the modifications deal with the location at 
which the free surface pressure boundary conditions are ap­
plied, but some changes were also necessary in the method of 
surface tension force calculation, and in velocity extrapola­
tion at the free surface. Bithout all of these modifications 
it would not have been possible to simulate drop motions 
using the MAC method. 
1 
IHISODOCTIOV 
In most liquid extraction processes, drops form, sepa­
rate, and travel through a continuous medium exchanging mass, 
momentum and energy. However, the mechanisms of these ex­
changes are not veil understood, except during the travel 
period. This is because drops may fora and separate so rap­
idly that the flows can be observed only by high speed 
photography, as illustrated in Fig. 1. On the other hand, 
during the rise or fall of a separated drop motion is usually 
steady and perhaps several orders of magnitude slower than 
formation and separation. Thus it is more easily observed, 
analyzed and modelled. 
Since the steady travel of drops has received much at­
tention, the transport mechanisms are fairly well known, and 
the circulation patterns predictable (27). Yst zzsz transfer 
calculations based on steady travel do not successfully ac­
count for all the aaterial transferred during a drop's 
lifetime (27). Obviously, solute is being transferred during 
the forsstioa and separation periods* But the velocity and 
pressure distributions within forming and separating drops 
are as yet unknown, consequently mass transfer mechanisms 
must be based on speculation about the nature of the flow 
patterns. The simplest flow models, however, do not success­
fully predict aass transfer during formation. Thus a means 
Piqûre 1. Photographs of a water drop separating in air, 
taken at HOO fraaes per second by Halligan (26). Gravity 
acts in the downward direction, and the screw has 52 threads 
per inch for scaling purposes. The sequence of the photo­
graphs is froa top to bottom beginning on the left. The rel­
ative times are 0.0, 0.025, 0.050, 0.0625, 0.065, and 0.075 
seconds. 
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of analysis is needed which will predict flow patterns, 
velocities and pressures, in order to predict mass transfer 
results more accurately. 
It was found during the course of this work that the 
combined processes of drop formation and separation are too 
complex to be analyzed as a single problem. Accordingly, 
formation and separation are dealt with as separate parts of 
the same problem. While it has not been possible to 
synthesize a complete picture of all the flows which go on 
during the combined processes, a cleat r picture of the sepa­
rate flows has been gained. 
It is necessary to distinguish bet een two types of flow 
which will be considered. The first is :he steady motion of 
a fluid circulating eithin a drop whose olume is maintained 
by addition and withdrawal of fluid at ti s same rate. This 
type of flow has been used in pceviously ublishsd =ass 
transfer ezperisents (22, 52), and appro: sates the flow 
within growing drops vhich ha?e fluid add< I but not 
withdrawn. 
The second type of flow is that of a rop which has 
undergone a sudden reduction in surface te sion. This flow 
is somewhat like that which takes place wi:hin a drop during 
the separation process. These two types o : motion, while 
oaly approrisatioas, simulate the dominant modes of flow 
during the formation and separation processes. 
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The geometry of a drop of constant volume with forced 
internal circulation is seen in Fig. 2. The drop is composed 
of a material more dense than the medium around it and so 
gravity acts in the downward direction, which is opposite to 
the direction of positive density difference. (In this study 
it was also necessary to restrict consideration to a 
continuous medium of negligible inertial effect.) This situ­
ation is a particular form of Rayleigh-Taylor instability in 
which the interface is curved, and interfacial tension and 
gravity oppose one another. Other forces acting on the drop 
are fluid pressure and acceleration. Gravity acts uniformly 
over the entire drop, while surface tension creates a force 
which acts normal to the surface at each point, opposing the 
fluid pressure. Fluid within the drop must conserve volume, 
but may be in motion. In general, fluid will enter through 
the orifice and leave through the annulus, producing the type 
of action seen in Fig. 2. 
Deforsatioû of the drop will result if its restraining 
force, surface tension, is suddenly decreased or eliminated. 
This type of flow, referred to as the falling drop problem, 
approximates the flow within a separating drop. Once 
unrestrained flow begins, the fluid experiences locally high 
velocities and rapid acceleration in the direction of 
gravity, as illustrated in Fig, 3» Gravity acts in the 
downward direction, and whatever surface tension force 
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Figure 2. A typical drop with forced internal circulation 
showing particle paths and forces acting on the drop. 
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Figure 3. â typical falling drop shape shoïing its relation 
to the cylindrically syaaetric coordinate system. The dashed 
lines indicate particle paths and the forces acting on the 
drop are indicated by arrows. 
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remains acts in the direction of the surface normal at every 
point of the surface, opposing fluid pressure. In this situ­
ation, the motion is predominantly vertical, with some 
horizontal flow near the base, as required by conservation of 
volume, but there is no rotation. 
The complete analysis of flow during droplet formation 
and separation, by experimental determination of velocity and 
pressure distributions, is not presently feasible for several 
reasons. First the experimentally observed viscous, surface 
tension and buoyancy effects are difficult to separate from 
one another. They are also difficult to measure accurately. 
Furthermore, such data must be gathered by laboriously 
analysing large volumes of high speed photographic film, 
making the experimental process tedious at best. Surface 
tension forces may be estimated from drop shapes, and 
accelerations from the movement of particles of aluminum or 
glass suspended in the fluid, but no direct measure of 
pressure is yet possible. 
Second, there is no guarantee of consistent or accurate 
results from one experimental run to the next due to the high 
sensitivity of surface tension to the presence of impurities. 
Slight changes in surface tension produce changes in the 
pressure and velocity distributions which makes accurate com­
parison of subsequent runs difficult. In the case of opaque 
substances, direct observation is not possible. Therefore, a 
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technique is necessary which will allow the study of individ­
ual effects of the fluid parameters and provide time depen­
dent information about the drop, without heavy reliance on 
experimental data. 
In order to account for all the desired effects, without 
dependinq on experimental data it is necessary to use a math­
ematical model as a. substitute for real fluid. The model 
must be subject to the same restrictions as the real fluid 
and must provide enouqh detailed information about the fluid 
to allow prediction of flow patterns, changes in interfacial 
area and shape, as well as velocity and pressure distribu­
tions. By obtaining solutions to the mathematical model and 
comparing them with a limited number of experimental observa­
tions it should be possible to separate the effects of the 
individual fluid parameters and to determine the effects of 
those variables for which experimental seasucemeats cannot be 
made, of course the accuracy of the results obtained by 
mathematical modelling depend directly on the accuracy of the 
model. Thus accurate simulation of flow during drop forsa-
tion and separation reduces to finding a sufficiently de­
tailed model of the flow and an accurate method of solving 
the model. 
The 20st accurate mathematical model of fluid motion, 
the equations of sotion, has been known for many years, and 
was derived by Savier in a restricted form in 1822. These 
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equations are found in Bird, Ste»a.rt and Lightfoot (4), Aris 
(2) , and Landau and Lifschitz (39), who discuss in detail the 
development of the equations and the restrictions which must 
be observed in solving them. These equations are presented 
later in the Theory section. Conveniently, Bird, Stewart and 
Liqhtfoot (4) present them in a form which is directly appli­
cable to the problem at hand. 
These equations represent the momentum conservation re­
lationships, in differential form, of a Newtonian, 
incompressible fluid of constant density. The equations used 
are also restricted to isothermal, non-turbulent flow condi­
tions. The fluids and flow regimes that it is desired to 
study comply with these restrictions. Otherwise much more 
complicated models would be necessary, and the Havier-Stokes 
equations are themselves a formidable challenge. 
analyticai solutions to the equations of =otica are 
knosn only for certain types of fluid flowing in containers 
havinq simple geometry. Because of the non-linearity of the 
equations, previous information about the fora of the solu­
tion is usually incorporated into the solution technique, 
thus allowing some teras of the equations to be dropped. 
However, when the flows are not known in advance, no recom­
mendation can be made to simplify the problem. Such is the 
case for forming and separating droplets. Thus the technique 
used must be capable of handling the complete equations of 
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motion. 
Accurate solutions to the equations of motion have been 
obtained by numerical techniques. However, each numerical 
technique must be tailored to cope eith the specific problems 
it will be used to solve. Then, within the accuracy of the 
technique, an approximate solution is guaranteed. 
As indicated by Harlow (29) there are many numerical 
techniques available for solving the Havier-Stokes equations. 
Each method has limitations on the types of flows to which 
it is best suited, the types of boundary conditions which it 
can accept and the type of fluid it can simulate. Methods 
for solving viscous incompressible flow probleas began to 
appear in 1965 and their accuracy has improved steadily with 
modification. 
One such method is the Barker and Cell (MAC) method, 
which has Been used %o solve several âayieigù-xayloc 
instability problems. The MAC sethod is a ausserical 
technique which uses a finite difference approximation to the 
equations of motion. This is done by fixing the region in 
which flow is to be observed and dividing it up into a grid 
of small rectangles or cells. Within the cells, the primary 
variables (pressure and the velocity components) are located, 
and the finite difference approximations are made. Fluid is 
represented by aassless marker particles which are indepen­
dent of the grid and sove about at the local fluid velocity. 
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Thus the name. Barker and Cell method. 
The MAC method allows flow visualization because the 
movement of fluid is seen as movement of the particles. The 
method also conserves mass because of its particular choice 
of finite difference approximation, thus satisfying the most 
stringent restriction on the method. Also, the flow may be 
expressed quantitatively at any grid point, in terms of the 
primary variables. Thus the MiC method also satisfies most 
of the basic requirements of the droplet flow problem. How­
ever, as with any technique, it has its drawbacks, and many 
of them appear when one attempts to adapt the method to the 
calculation of droplet flow patterns. 
The basic drawback of the H&C method is the manner in 
which the boundary conditions at the free surface are 
handled. Producing the necessary modifications to the MAC 
method constituted a major portion of this project- However, 
the flezibility of the aethod. and its proven capabilities 
provided the iapetus to attempt the needed modifications. 
It is the purpose of this research to present the modi­
fications to the MAC method which were needed, their effects 
on the solutions, and the initial surface shapes and velocity 
distributions within forming and separating drops, calculated 
by the modified method. It is also the purpose of this re­
search. to determine the effects of viscosity and inlet 
velocity upon the flou patterns within drops vith forced in­
13 
ternal circulation. It has been found that drops with forced 
internal circulation have two basic flou regimes, rotating 
and non-rotating. The effects of viscosity and inlet 
velocity on the occurrence of rotating flow have been inves­
tigated over a range of values. Also a general picture of 
the combined processes of drop formation and separation has 
been gained from the investigation of the falling drop prob­
lem, which was conducted with varying reductions in surface 
tension. Comparison of the solutions of the falling drop 
problem and the forced internal circulation drop problem im­
plies that there is yet another transition from circulating 
flow to plug flow in the direction of gravity, occurring in 
the combined processes of drop formation and separation. 
This corresponds with the experimental observations of 
Weathers (56). 
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LITEBATOBE REVIEW 
The literature related to this study is conveniently di­
vided into two groups, 1) experimental observations and 2) 
numerical simulation. The first group of articles, provide a 
brief history of the many approaches that have been taken 
toward understanding droplet phenomena. In this group there 
are two categories of articles, those which refer to the com­
bined processes of formation and separation, and those which 
refer to the process of circulation within a forming drop. 
They serve to introduce the phenomena physically, to explain 
the need for increasingly complex models, and to show the 
trend in droplet simulation leading to the use of the Havier-
Stokes equations for dynamic simulation of droplet flows. 
The second group of articles provides a parallel history 
of the development of the HAC method, the coaputing technique 
used in this study. They introduce the coaputing aetbod, 
some problems it has been used to solve, and the changes that 
have been made in the method in the search for increased ac­
curacy. 
Bxperisental Observations 
la the first category of articles the approaches range 
from straight forsard empiricism to differential models of 
the dynamics of foraation and separation. The emergence of 
the more mathematically sophisticated models can be followed 
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with tine, and it might be added, parallels the development 
of the modern computer. 
Since about 1965 there has been a rapid proliferation of 
articles in the chemical engineering literature concerning 
drops. The level of interest in the area of drop phenomena 
is indicated by the number of recent review articles which 
include this area, or are devoted to it entirely (16, 18, 19, 
20, 50, 53). Of the experimental approaches, by far the 
aaiority are concerned with the transport processes going on 
during the travel (rise or fall) portion of a drop's 
lifetime. This is reflected in the fact that of the approxi­
mately 600 total related drop phenomena articles (16) pub­
lished between 1965 and 1969, more than half were concerned 
with steady motion. Also, the majority of the articles 
relied on some form of dimensional analysis to correlate the 
transport data. As explained by Hagarvey and HacLatchy (41), 
Since the mathematical complexities arising from 
the nonlinear terms in the Navier-Stokes equations 
admit almost no relevant solutions to the problems 
associated with velocities and drop sizes normally 
encountered in chemical engineering operations, 
most of the information has been the result of em­
pirical and seai-eapirical approaches to these flow 
problems. It would seem that the flow fields about 
all but the smallest drops are more or less 
unknown, and the experimental data specific to each 
problem offer little in the way of generalization. 
Faced sith the problem of correlating a property of 
drops forming in air and the fluid parameters, Freud and 
Harkins (14) in 1929 chose detached droplet weight as the 
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most easily measured flow parameter. They observed that the 
drop weight could be empirically correlated with boundary ge­
ometry and surface tension, but only crudely. While their 
work was mainly concerned with the determination of surface 
tension, they did consider the problem of droplet formation 
and separation, and concluded. 
The relation between the weight of the detached 
drop and any of the constants of the liquid or 
tip, or even any of the dimensions of the drop just 
before falling, is therefore far from simple. It 
seems that the only hope of finding the connection 
lies in taking the maximum stable drop and in some 
Way following all the changes that take place on 
detachment. 
Hayworth and Treybal (33) in 1950, chose droplet volume 
as the most significant variable they could measure in 
liquid-liquid systems and that to vhich other practically 
important variables could be related. But rather than follow 
ail the changes during droplet formation and separation, as 
suggested by Freud and Harkins (14), they chose to write a 
force balance and accept the correlation it gave between drop 
volume and the fluid parameters. Osing dimensional analysis 
they correlated their volume prediction equation and experi­
mental data, varying the single free parameter in their 
model. Thus by studying the overall effects of surface 
tension, nozzle velocity, density and viscosity, they were 
able to produce an equation for the prediction of drop 
voluses accurate to sithin 7.555 average error. 
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In 1958 Null and Johnson (47) introduced the idea of a 
simplified geometric model of drops undergoing formation and 
separation. By combining cones, spheres and cylinders they 
were able to simulate the shape of a drop in various stages 
of formation and separation. The volumes they obtained in 
this manner correlated with their experimental observations 
within 20% average error. 
In 1966 Hanfre (43) analyzed the drop formation and sep­
aration process, treating the drop as a boundary condition in 
a pressure balance. His analysis employs the Hagen-
Poiseuille relationship between pressure and voluastric 
flowrate, and results in a first order ordinary differential 
equation relating the change in droplet volume with time. 
The analysis is unfortunately restricted to low Reynolds num­
ber flows as Hanfre was primarily concerned with the 
extrusion of glasses and other highly viscous materials. Sis 
equation correlates his data within S% average error. 
During the same year Sao, Kusar, and Kuloor (49) pre­
sented several refinements to Hayworth and Treybal's (33) 
original analysis. By using a sore complicated force balance 
and a model with more free parameters, they were able to pre­
dict droplet volumes to within 6.8% average error. This 
figure is somewhat deceiving, however, in that they minimize 
the nuaber of sasisus deviations of the model from the data, 
while Hayworth and Treybal (33) do not. 
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The force balance analysis vas used successfully by 
Griqar, Jaroslav, and Landau (21) in 1970 to predict the loss 
in pressure across an orifice with a detaching drop. Their 
results were accurate to within 4.6% average error when the 
flow was laminar. 
Also during 1970 Marayanan, Basu, and Roy (45) reported 
a siaple diaensional analysis which results in an equation 
for the prediction of drop diameters, that is accurate to 
within 10% average error. In 1971 Kumar (37) proposed anoth­
er force balance model valid for both bubbles and drops. It 
is one of the most complicated yet proposed, giving rise to a 
second order ordinary differential equation, but which only 
predicts droplet volumes to within 15% average error. 
The previous authors have taken broad approaches and 
found the overall effects of the fluid parameters on one var­
iable, drop volume. But recognizing rhar other useful infor­
mation such as surface area, rats of area production, 
circulation rates and mass transfer rates must be related to 
the drop volume if this approach is to be used, it is 
doubtful that accurate values can be calculated due to the 
errors in predicting the volume. Thus it is necessary to 
find a means of relating these variables directly to the 
fluid parameters. 
Is order to describe the profiles of forming and 
separating drops Halligan and Burkhart (23) in 1958 attribut-
19 
ed the change in interfacial shape to a linear pressure vari­
ation which they added to the equation of Laplace (40). By 
varying the radius of curvature at the origin (or apex) of 
the drop and also the parameter multiplying the added linear 
term, they were able to produce droplet profiles in very good 
agreement with those observed experimentally. However, their 
model is valid only up to that time in the droplet's lifetime 
when it begins to "neck in" or develop a minimum in its 
profile. They were also able to model successfully the 
growth of a droplet with flow in through its base (2 5) , but 
again only up to the point of "necking in". Halligan and 
Burkhart (24) in 1969 further observed the motion of small 
glass spheres suspended within forming drops and found that 
the bulk velocity of the fluid in the separating portion of 
the droplet could be approximated by an exponential function 
of time. It was also observed that viscosity retarded the 
motion of the particles relative to the apex of the drop. 
Seeaann (51} in 1970 observed the formation and separa­
tion of drops particularly froa the tise of "necking in" on 
to separation. His observations confirm by pressure balance 
analysis, that the non-linear interaction of velocities 
within the drop strongly affect the profile once "necking in" 
has occurred. Near "necking in" the pressure distribution 
begins to shoe a large departure from the linear assumption 
of Halligan and Burkhart (25,23), The saximus pressure devi-
20 
atiom from linearity occurs where the fluid velocity is 
greatest, suggesting that were the velocity and pressure dis­
tributions more accurately known, improvements in the predic­
tion of droplet profiles might be made. 
The second category of articles in the experimental 
group provides a history of observations about drops with in­
ternal circulation, primarily from a aass transfer point of 
view. This brief history also shows the need for more so­
phisticated models of the circulation process, because exis­
ting mathematical treatments are very limited in scope and 
applicability. 
In 1950, Dixon and Russell (13) found that, contrary to 
the assumptions of previous workers, the rate of gas absorp­
tion of a drop during the period of formation may be very 
high, especially when the time of formation is short. They 
found that the mass transfer coefficient was inversely pro­
portional to the time of formation and concluded. 
It seems clear that the very high absorption values 
of drops having short formation times is due 
mainly to the turbulence produced within the drop 
by the jet of liquid from the capillary, which 
reduces the resistance to diffusion at the surface» 
It would be advantageous if ia the ââthësatical 
treatment the degree of turbulence could be 
expressed quantitatively. 
However, they made no attempt to predict the flow patterns 
within forming drops, and noted that unless the shapes of the 
drops observed were more or less uniform it could not be 
assaaed that the flow patterns induced by the jet would be 
21 
similar. 
Garner and Skelland (17) in 1951, observed that during 
the formation of a droplet the internal circulation was simi­
lar to that, within a droplet in free fall. They found that 
liquid travelled from the nozzle along the central axis of 
the drop and returned along the interface to the base on 
which the drop rested, giving internal circulation. In­
creased rates of feed through the nozzle increased the rate 
of circulation and decreased the time of formation. They 
concluded. 
Our experiments show that circulation during drop 
formation must be the chief reason for the large 
proportion of extraction during drop formation as 
compared to extraction during fall. Rapid forma­
tion of droplets gives increased mass transfer 
through more rapid circulation, but the work (of 
the authors) does not prove that this persists 
during the period of fall. 
This work and that of Dircn and Russell (13) indicate the 
significance of the circulation of fluid within forming 
drops, and sheds some light on the types of flow patterns 
which might be expected. 
In 1945;. Groothuis and Kramers (22) observed consider­
able increase in the absorption rate for drops formed at 
short tiaes (one second or less) compared with drops formed 
over longer periods, and attributed it to the mixing produced 
by the let of fluid entering the drop. They also observed 
that while the rate of absorption was higher for the shorter 
times of foraation, the total asouat absorbed was less than 
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that for drops formed more slowly. In addition it was found 
that the iet of liquid promoted absorption more in the 
initial stages of formation than in the latter stages. This 
was believed to be due to some damping effect of drop separa­
tion. Damping of circulation in high viscosity drops was 
credited with decreasing the total absorption, even at high 
flow rates through the nozzle. They formulated a criterion 
for the point at which ^et action within the drop becomes im­
portant. à Reynolds number characterizing the bulk flow was 
calculated based on the nozzle diameter, the average jet 
velocity, and the density and viscosity of the drop. Bhen 
this Reynolds number was in the rangs 40-50 the rate of ab­
sorption began to increase due to jet action. 
Harsh and Heideger (44) in 1965, observed a 14-fold de­
crease in the rate of mass transfer during the first second 
after drop formation. This vas attributed to the decay of 
internal circulation. However, the rate of decay is 
separating or separated drops was not as rapid as they had 
expected. as they had observed no oscillations of the drops 
immediately after separation, they concluded that the 
persistent high mass transfer rates resulted from intense 
circulation eithin the drop. As they explain. 
The standard criterion for circulation predicts a 
stagnant drop during the transition from forming 
to separated drops and beyond. Thus one yould 
expect that internal circulation would decay early 
in the life of the drop. Hotion pictures were 
takes of drops containing degreased aluainua parti-
23 
des in an effort to verify this assumption. From 
the film it was concluded that internal circulation 
was indeed present during and immediately after 
formation and that this motion did appear to be 
rapidly damped during the first second of detached 
drop life. However, it has not been possible to 
detect an ordered circulation pattern within the 
drop. Because of the large transfer during forma­
tion the high transfer rate after separation cannot 
be attributed solely to the high concentration gra­
dients of initial contact which would be obtained 
even in a stagnant system. Rather, internal 
circulation must sustain these gradients in spite 
of transfer out of the drop. 
They also reported that the amounts of mass transferred 
during the three phases of a drop's life, formation, one sec­
ond after formation, and thereafter, were approximately 
egual. These results indicate that the circulation that de­
velops within drops during formation is a persistent phenome­
non which may extend well into the separation stage. 
Panno and Calvert (48) in 1965, stated that one of the 
principal probless in studying the effects of internal 
circulation has been the difficulty of isolating, initiating 
and maintaining internal circulation for an extended period. 
Conseguently, they adopted the technique of Constan and 
Calvert (8) which consists of suspending a drop from two 
concentric nozzles in an atmosphere of the gas to be 
absorbed. Internal circulation was initiated by injecting 
liquid into the canter nozzle while simultaneously 
withdrawing an equal amount from the outer annulus. It was 
noted that for the same drop size and flow rate, the smaller 
the nozzle the greater the rate of absorption. This effect 
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indicated the dependency of the absorption rate on the nozzle 
velocity. 
Visual observation of the flow pattern was made in a 
large scale model consisting of a nozzle inserted into a 
large test tube to provide a hemispherical flow region. Some 
of the liquid in the analog drop «as observed to recirculate, 
after a natheaatical analysis of the flow characteristics of 
a submerged jet impinging on the drop interface was made, it 
was concluded that the flow down the interface could be de­
scribed as bulk flow with a boundary layer near the 
interface. It was also concluded that the ijoaiïâîï? layer of 
the drop could be characterized by a Reynolds number based on 
the nozzle diameter and velocity, and the drop density and 
viscosity. 
Empirical correlations of the Sherwood number (a measure 
of mass transfer) wixh the Reynolds ùuàber rsTsalsd that the 
mass transfer rate increases significantly with increasing 
Reynolds numbers «hils the Reynolds number is less than 120. 
For Reynolds numbers in the range 120-1200 the mass transfer 
rate did not increase significantly, but was found to be pro­
portional to the square root of the Reynolds number. They 
also found that for Reynolds numbers less than 120 the trans­
fer rate is not defined by boundary layer theory, and it is 
possible that at these low velocities recirculation occurs. 
Recirculation would tend to decrease the mass transfer rate 
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by lowering the concentration gradient between the drop and 
the surrounding atmosphere, because absorbed material would 
be retained in the drop. 
Heathers (56) in 1970, observed that viscosity had a 
pronounced effect on the internal circulation within drops, 
and quantitatively described this effect. He also found that 
if the drop viscosity were sufficiently great circulation 
could be damped altogether. His observations agree with the 
fact that reduced mass transfer is found in high viscosity 
systems. 
His high speed photographic analysis of the circulation 
patterns also revealed that circulation could extend well 
into the separation period for relatively low viscosities or 
high flow rates. His presentation of photographs of particle 
paths, taken by time exposure, reveal the types of 
circulation patterns which can be espected in drops o£ high 
and low viscosity at the same flow rate. 
Comparison of the circulation patterns for drops with 
and without withdrawal during formation revealed that the two 
flow patterns did not differ appreciably. In his correlation 
of "per cent circulation" with viscosity he observed a tran­
sition flow pattern which occurred at Reynolds numbers in the 
range This corresponds with the range in which 
Groothuis and Kraaers (22) found increased aass transfer 
rates for drops with internal circulation. 
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Sharer J52) in 1972, confirmed the analysis of Weathers 
(56) in a mass transfer experiment involving drops with 
forced internal circulation. He found that the flow regimes 
which corresponded to the lowest circulation rates also pro­
duced the lowest rates of mass transfer, and a corresponding 
result for high circulation rates. He concluded that there 
are three distinct mass transfer regimes which correspond to 
the flow regimes in the drop. In addition to the high and 
low mass transfer regimes mentioned above he found a transi­
tion regime which corresponded to the flow transition regime 
of Weathers (56}. 
As can be seen from the compressed history of droplet 
flow simulation and experimentation just presented, flow 
models have developed to a point just short of detailed solu­
tion of the Navier-Stokes eguations. Clearly, this is the 
next logical step in the process of droplet flow aodelling, 
as the machinery for solving the Navier-Stokes equations is 
now well developed. 
About 1969 the dynamic modelling of drops was consid­
ered. It had been noticed by many authors that surface 
tension played a large role in droplet phenomena, and that it 
was most sensitive to the presence of impurities. Thus a 
Beans of eliminating this sensitivity was needed. It was 
also clear that iaproved accuracy in the aodelling of droplet 
behaviour beyond "critical volume" or with large volaaetric 
27 
flow rates, would have to include the effects of internal 
fluid velocity. Since the flow was very difficult to obtain 
ezperimestally, numerical simulation became a realistic 
possibilty. 
Numerical Simulation 
As a possible approach to the problem of determining dy­
namic drop profiles the numerical procedure known as the H&C 
method, originated by Belch, Harlow, shannon, and Daly (57) 
in 1965, and also described by Harlow and Reich (31), was 
considered. 
This technigue assumes as its basis the complete Navier-
Stokes eguations with some slightly restricted boundary and 
initial conditions. The eguations are approximated by Taylor 
series expansions truncated after the first few teres. 
Basically the method steps through time obtaining approximate 
solutions at each step, which are used as initial conditions 
to advance another time step. The technique is generally ap­
plicable to any flow problem for which the the Navier-Stokes 
eguations are a valid model and an Eulerian or fixed labora­
tory reference frame is desirable. 
within the laboratory reference frame marker particles 
are moved to follow the motion of the fluid and indicate the 
position of any interfaces, and for these reasons, the M&C 
aethod is highly qualified as a scheae for sodellisg drop 
formation and separation. The MâC method is known to be 
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quite stable with respect to long term instabilities because 
of a corrective procedure which keeps the errors made in the 
conservation of mass at one time step from accumulating over 
the length of the problem. 
An example of the free surface capabilities of the MAC 
method is the study of large amplitude free surface waves by 
Harlow and Welch (32). In this 1966 study the surface of an 
initially quiescent liquid is impulsively perturbed by a 
sinusoidal pressure variation. After the initial impulse no 
pressure is applied to the free surface, which points out a 
drawback of the original HAC method. As formulated, the MAC 
method does not allow accurate application of time varying 
pressure boundary conditions at the free surface. This study 
was successful because accurate application of initial condi­
tions at the free surface is possible. Thus the resulting 
flow behaves much lise a forming drop, particularly ia the 
initial stages. The results sere fouad to agree qaite well 
with available theoretical and sspsrissntal "bubble" or 
"spike" speeds and interface shapes. 
In 1967, Harlow and Shannon {30} simulated the 
deformation of an initially spherical liquid drop just after 
it had impacted either a solid surface, a deep pool, or a 
shallow pool. The resulting output vividly portrays the 
actual fluid action, agrees fairly sell with the available 
experimental data, and reveals some flow pattaras not previ­
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ously observed. The article clearly indicates the potential 
of the HAC method for handling the types of flows expected in 
a forming and separating droplet. 
Dae to the importance of the free surface both as a 
source of boundary conditions and as an experimentally conve­
nient reference surface, it is necessary to have the best 
possible boandary information available. As mentioned 
earlier, the original HAC method has several shortcomings in 
this regard. However, they have not gone unnoticed. In 
their 1968 article concerning the free surface stress condi­
tions, Hirt and shannon (36) point out the effects of 
viscosity on the transport of both normal and tangential mo­
mentum at the interface. They choose the example of a 
viscous bore and illustrate the separate effects of including 
the normal and tangential stresses at the interface. 
Their results are an improvement on the original iîÂC 
calculations, compared with the theoretical bore height and 
speed. However, they do not attsapt any detailed resolution 
of the free surface position, but rather make approximations 
to the stress conditions, which largely take care of the 
errors in the viscous bore problem. 
Although their study is restricted to inviscid flow and 
no tiae varying surface pressure is reported, Chan and Street 
(75 in 1970 took up the problem of isproving the resolution 
of the free surface, in order to accurately locate pressure 
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boundary conditions. While they do not say so explicitly, 
the order of the error they point out in the original MAC 
method may be as large as the value of the pressure itself, 
i.e. 0(1). Their technique for lowering the errors incurred 
at the free surface is a considerable improvement over the 
original MAC treatment. The resulting study of the runup and 
amplitude of water waves striking a bulkhead shoved excellent 
reproducibility not possible using the original H&C method, 
and also excellent agreement with theory and experimental 
results. 
Nichols and Hirt (46) in a subsequent paper (1971) in­
corporated the actual free surface position into their calcu­
lations and have also included the viscous stress terms dis­
cussed by Hirt and Shannon (36). However, their main modifi­
cations to the H&C technique are in the application of bound­
ary pressure data more nearly at the free surface (though 
there is sose doubt as to the generality of their technique), 
and the inclusion of viscous stress terms in the pressure 
boundary condition of the free surface. Their technique pro­
vides an alternative to that of Chan and Street (7) if 
viscous effects are determined to be important, in droplet 
calculations. 
Viecelli (55) in 1969, considered the problem of 
incorporating arbitrarily curved boundaries in HàC calcula­
tions. His approach is to treat curved boundaries as though 
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they were free surfaces with an applied pressure which causes 
the fluid to flow tangential to them. The scheme involves 
replacing the HAC technique for pressure iteration with one 
which simultaneously relaxes the pressure and velocity 
fields. Ko advantage is gained unless there are curved 
boundaries. Then this form allows the application of a 
corrective pressure force at the wall which conserves voluee. 
To use this technique in forced internal circulation droplet 
flows one has only to apply a corrective pressure at the free 
surface at each iteration and allow the flow to proceed to 
steady state. The corrective pressure term vanishes at 
steady state as it is proportional to the scalar product of 
the local fluid velocity and the surface normal, and these 
two vectors are orthogonal at steady state. 
Yiecelli (54} in 1970, also considered the problem of 
arbitrarily curved boundaries which move with time. This 
technique is a variation of his previous sork (555 shich 
allows the boundary to respond to fluid pressure and motion, 
while still requiring the flow to be tangential to it. While 
this approach was not used in droplet calculations, it merits 
further investigation. One serious drawback of the technique 
is the requirement that the velocities and pressures be 
iterated simultaneously. This procedure is very time 
cossusisq, and say ultissately limit the length of a flow sim­
ulation in terms of computer tine. 
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Also of considerable importance in any numerical scheme 
are the measures of accuracy and numerical stability. In 
general the techniques used for stability analysis of linear 
partial differential equations simply will not work when ap­
plied to non-linear equations. However, Hirt (35) has pro­
vided a guideline for approaching the stability analysis of 
MAC type problems. He compares the original partial differ­
ential equation with that which produced the finite differ­
ence approximation, including the low order error terms. The 
discrepancies between the original equation and the Taylor 
series approximation provide the stability conditions direct­
ly. Results identical with a Fourier stability analysis are 
produced for linear equations, and those for the equations of 
motion agree well with observations about the stability of 
the SAC method gained from experience. 
In 1968 Hirt and Barlow (34) generalized the analysis of 
the corrective procedure used in the original SAC sethod aad 
in so doing more clearly stated its principles. The proce­
dure is generally applicable to the solution of initial value 
problems, and in particular it is the reason for the stabili­
ty of long running MAC problems. This procedure also intro­
duces considerable efficiency into the iterative procedure by 
allotting soae error to occar within an iteration, but no ac­
cumulation of error fros one iteration to the nest. 
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The final area particularly germane to this study is the 
calculation of fluid dynamics problems affected by 
interfacial tension. In order to add the ability to handle 
surface tension related phenomena to the HAC method, Daly 
(12) in 1969 proposed that the interface be designated by 
specific particles originally laid out on the free surface 
and interpolated by cubic splines at each iteration. This 
technique allows direct computation of the forces acting on 
the free surface from the relation between the radius of 
curvature and the interface position function. It allows for 
considerable complexity in the curve describing the 
interface, but requires an equally complex algorithm for the 
force computation due to the parameterization he has chosen 
for the interface. The accuracy of the procedure is not dis­
cussed but a detailed description of the entire algorithm and 
some suqqestions for initial particle layouts ace providsd, 
Daly (10) has used the MàC technique to study the 
effects of two material floss «here the fluid is divided into 
immiscible hoaoqeneous regions, with constant properties 
throughout each region. His study of this type of Bayleigh-
Taylor instability agrees well with the theoretical work of 
Chandrasekhar (6î in predicting the growth rate of "spikes" 
of heavy fluid and "bubbles" of light fluid. The study pro­
duced detailed information about the interface characteris­
tics as a function of the density ratios of the teo fluids. 
in the absence of viscosity. Also an expression is derived 
which correlates the observed "spike" and "bubble" speeds 
over a longer interval than the linear theory and is reason­
ably justifiable on the basis of the fluid's resistance to 
motion. This article also serves to illustrate the potential 
applicability of the MAC method to two fluid problems such as 
the forainq and separating drop in a liquid-liquid system. 
In a subsequent paper, Daly and Pracht (11), investigat­
ed density current surges or flows which result from small 
differences in the densities of two fluids. In this presen­
tation the inclusion of surface tension is discussed as well 
as solute transport and the numerical stability of the 
technique. The method presented previously (12) was used to 
incorporate the interfacial tension force, and the method of 
Hirt (35) was used to deduce the stability criteria. Solute 
transport aas accospiished by incorporating a âoussinesq ap-
proxisation into single fluid computations. Soth the single 
fluid and full two fluid computations were used to coapars 
the effects of density, qeosaetry, viscosity and surface 
tension on interface shape and motion. Excellent agreeaent 
with ezperimental results is reported and the computed 
results have permitted the de^elopcent of simplified models 
of initiating and steady flow which also agree well with ex-
psrisents. The effects of surface tension ssre observed to 
be a saoothinq and a slowing of the interface, but the 
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results were limited to a single computation. 
In another publication Daly (9) has investigated the 
effects of surface tension on the Bayleigh-Taylor instability 
previously covered. In general the effect of surface tension 
was found to be a "squeezing** of the interface which enhances 
the "spike" breakup, or the formation of a separated drop. 
Surface tension is also found to retard the growth of short 
wavelength surface instabilities and to produce smooth 
interface profiles. Good agreement was obtained with the 
theoretical work of Chandrasekhar (6) who predicted the 
initial growth rates of such instabilities by linear analy­
sis. 
In conclusion it should be reiterated that the MAC 
method and its variations reported here comprise but a small 
portion of the total breadth of numerical fluid dynamics 
techniques. Harlow (29) has compiled an annotated bibliogra­
phy of these techniques which includes representative pro­
grams that have been used. The âàC method is only one of the 
available techniques, which range from Lagrangian methods for 
high speed flows, to transient creep flows by a variant of 
the KâC aethod, through many constitutive equations, boundary 
and initial conditions, and geometry capabilities. 
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THEORY 
Before the detailed mathematical analysis of flow within 
drops can be begun, more specific statements of the physical 
problems to be investigated are necessary. It is desired, 
for the purpose of eventual mass transfer calculations, to 
study the hydrodyaamic behavior of liquid drops formed at an 
orifice through which fluid may enter. The drops may be of 
tvo types; pendant drops which undergo a step change in 
surface tension initially, as illustrated in Fig. 3, or, 
pendant drops of constant volume and shape which have forced 
internal circulation, as illustrated in Fig.2. It is of 
interest to determine the general flow patterns, the velocity 
and pressure distributions, and the independent effects of 
viscosity, density and surface tension, upon such drops. 
From the above variables are sought their independent effects 
on the formation and separation processes and such related 
variables as the interface shape and the rate of surface area 
production. 
In order to limit this study to a differential model 
which is known to be solvable, the fluid is idealized to have 
constant density and viscosity throughout its homogeneous 
portions. It is further restricted to be incompressible, or 
volume conserving, and without mass transfer or buoyancy 
effects. In addition to easing the mathematical burden these 
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approximations are known to be valid for the liquids which it 
is desired to study. The velocity distributions sought must 
also be non-turbulent. Further, the flows must be azially 
symmetric with no angular velocity component, and as flows 
within the interface do not exist, the interface may be 
treated as a mathematical surface of revolution. 
The Differential aodel 
Figure 4 serves to illustrate the general arrangement of 
the free surface, the orifice, the interface and the coordi­
nate system in cross-section. The droplet is taken to be the 
volume formed by revolving the curve about the z-axis, and 
its surface to be the surface of revolution. This surface is 
also the boundary between the fluid and a region of negligi­
ble inertial effect, the atmosphere. 
The differential model of both the falling drop problem 
and the forced internal circulation drop problem sili be 
taken as the full Navier-Stokes equations of soticn^ derived 
in Bird, Stewart, and Lightfoot C-i) . In cylindrical coordi­
nate component fore, for a Newtonian fluid with constant den­
sity, Q , and kinematic viscosity, , the equations are 
"^Qr (1) 
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Figure 4. & typical falling drop showing the definitions of 
the fluid region and its boundaries. Also indicated are the 
relation of the surface normal vector to the interface, the 
radii of csr-atsre asd the lines of actios of the aorsal 
stresses. 
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By assuming that the flow will be cylindrically symmetric, 
the number of equations and independent variables may both be 
reduced by one. Setting, VQ=0 and letting u=Vj, , v=\^ and 
(p^p/pt Eqs. (1,3,4) become 
a^' 
I7 = -gf + ^ 
az 
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These equations may be subsequently rearranged into a fora 
which conserves moaentua over an arbitrary volume by using 
the continuity equation. 
(7) 
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Equations (7-9) are the equations on which the MAC method is 
based. 
In order to complete the problem statement it is neces­
sary to furnish initial and boundary conditions which the so­
lutions u(r,z,t>, vfr-Zpt) and must satisfy in ad­
dition to satisfying Eqs. (7-9). &t walls and lines of sym­
metry the boundary conditions are easily specified. The nor­
mal component of velocity must vanish, in any case, and the 
tangential component, or its derivative in the normal direc­
tion must vanish also. Strictly speaking, both the normal 
and tangential velocities must vanish at solid walls, in 
order to satisfy the no slip condition observed in nature. 
However, forcing the tangential velocity to vanish in 
simulations can give the solutions so obtained the appearance 
of having excessive drag at these surfaces. This is because 
in all numerical solutions of this type there is a limit to 
the resolution of the fluid motion which may be obtained, 
consequently boundary conditions may excessively influence 
the solution a few units into the coaputation grid instead of 
acting only along the line to which they apply. This effect 
is overcoae in the HàC method by allosing the normal deriva­
tive of the tangential velocity to vanish instead of the 
velocity itself. Thus, the tangential velocity may not be 
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zero at a wall as expected, but this condition may be at 
least partly justified on namerical grounds (57, 16)• 
The normal derivative of pressure is thus also speci­
fied, because the fluid must satisfy the equations of motion 
at the walls and lines of symmetry, and the velocities and 
their derivatives are specified for all time at these bounda­
ries. The boundary conditions at walls and lines of symmetry 
are shown below. 
Free slip condition: 
=0 i v^ = o i ^ (10) 
No slip condition: 
= 0 ; Vq = 0 ; = f 9"? (11) 
Where subscript Tj denotes the normal direction and subscript 
Tthe tangential direction. For example, at a vertical line 
of syasetry or free slip wall, TJ becomes the radial direction 
r, and T becomes the axial direction, z. Thus, 
lf--o i u= 0 , ^=0 
and in the same geometry as above, but at a no slip vail 
V = 0 i u = 0 ; ^ (7 Qr 
The Bost difficult boundary conditions to specify are 
those at the free surface, àt the free surface, in order to 
conserve momentum and volume, the continuity equation, Eq. 
(7) , must be satisfied eithin the fluid. From the stress 
tensor one finds that 
<^ = <^plied + 
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and 
V [zn +(n^ -" 'X-œ + Ir ) -2"r ,13, 
as given by Hirt and Shannon (36), and Landau and Lifschitz 
(39). Here <f> is the pressure to density ratio used in Eg*s. 
(8) and (9) , Tj is the surface tension coefficient and K is 
the curvature. Thus, 
K= (ïF + R.) OH) 
Hhere H, and &ce the principal radii of curvature. 
Clearly, if the fluid is either motionless (u=¥=0) or 
inviscid (y=0), Eq. (12) becomes Laplace's (40) capillary 
equation. 
Equation (12) as written is the dynamic pressure bounda­
ry condition and is one of the most difficult conditions to 
simulate. Neither the velocity gradients nor the curvature 
of the surface can be specified a priori, if the drop changes 
shape with time. Thus, this boundary condition must be simu­
lated and in general cannot be accurately applied. Fortu­
nately, the curvature term and the applied pressure terms are 
reasonably easy to specify and they tend to dominate the term 
containing the velocity derivatives in the problems to be 
solved. Thus, for convenience this boundary condition is 
reduced to 
' <^appiied+  ^(-S, + (15) 
43 
às might be expected. Eg. (13} is even more difficult to 
approximate than Eg. (12), as it involves more unknown deriv­
atives. Consequently Eg. (13) is ignored as a boundary con­
dition on this problem, but Eg. (7), continuity, is enforced. 
Thus, while these conditions are not the correct boundary 
conditions, they are those which can be most accurately simu­
lated, and are a reasonable approximation to the correct 
boundary conditions. 
This is a much simplified set of boundary conditions, 
but one which is reasonably accurate for the types of systems 
that it is desired to study. For those fluids in which the 
full stress boundary conditions are important, some approxi­
mations may be used which will allow partial incorporation of 
Egs. (12) and (13) as boundary conditions. 
The initial conditions to which the fluid is subjected 
are in general easily specified. The velocities must be con­
sistent with the above boundary conditions and satisfy the 
eguations of motion. In general, these restrictions are sat­
isfied by the conditions u=constant, v=constant which is a 
useful starting condition. No initial condition is needed on 
pressure, because it may be solved for by inserting the 
initial velocity conditions into the equations of motion, and 
integrating. Also, the initial velocities must satisfy the 
continuity eguation, which constant velocities do. However, 
more complicated initial conditions may be used provided they 
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satisfy continuity, the equations of motion, and the boundary 
conditions. Their general form is indicated by 
u = f  (r,z) i  V = g(r,z) d*) 
The problem can nov be more compactly stated if the fol­
lowing conventions are adopted. Defining as the spacial 
region occupied by fluid at any time t and dR^ as its bounda­
ry (rigid walls, free surfaces, lines of symmetry, etc.) , it 
is clear that Eqs. (7-9) must be satisfied for all R^ • dR^ and 
for all times t>0. The solution must also reduce to Eq. (16) 
at t=0, on R° • ÔR®, and must satisfy Eqs. (10) and (11) at 
+ 
walls and lines of symmetry, ^R^, and Eqs. (7) and (15) at the 
f r e e  s u r f a c e , < 5 R | ,  f o r  a l l  t > 0 .  H e r e  w e  t a k e  d R ^  =  ^ r J ^ + .  
& typical fluid configuration, such as that in Fig. 4, 
will help define some of the terms used in the preceding 
equations. The definitions of all the terms used in the 
above equations may be found in the section entitled 
Nomenclature. 
Since there are three equations, Eqs. (7)-(9) and three 
dependent variables, pressure, and the two velocity compo­
nents, the above set of equations may in principle be solved 
for the dependent variables. However, the pressure is im­
plicit in the expressions for the accelerations. Thus it is 
necessary to differentiate Eg. (8) eith respect to r and Eg. 
{3) with respect to s and coEbine the differentiated forss in 
order to produce an equation explicit in (^ . Thus 
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These equations may be combined in the following manner, 
= u) 
which is the desired relation between the pressure and 
velocity distributions. Identifying the divergence of u by 
D, the above form becomes, 
dO_ :_l£(ru!)_ 2 d./ ^)\ _£^_Là.ir^.ê^ 
at r ar^ r ar v az / ^zT r ar Viar ' âz^ (18) 
or, recoqnizing the cylindrical coordinate fora of the \7~ °P~ 
ûu quation (19) provides a aeans of finding the pressure dis-
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tcibution associated with a given velocity distribution. Now 
the differential model is completely specified by Egs. 
(7)-(9), (19) and the boundary and initial conditions, Egs. 
(10), (11), (15) and (16). 
The Finite Difference Approximation 
The eventual finite difference formulations depend on 
the choice of the locations of the dependent variables, or, 
the grid. Since there are many possible choices of grids, 
some experimenting is necessary to determine which arrange­
ments are feasible. The choice of the grid shape and size 
and the relative location of the variables was determined by 
Welch, et al. (57) after many different schemes were tried. 
Their trial and error approach led them to the conclusion 
that the conservation of mass within the system was most im­
portant. This further led them to locate the velocities u 
and V at the edges of the computation cells and pressure 
and other variables at the cell centers, as illustrated ia 
Fig. 5. In this manner mass could be rigorously conserved by 
the finite difference representations of the velocity equa­
tions. This can be demonstrated by the integration of the 
difference fora of the velocity equations over a fixed con­
trol volume. 
There are actually two interlaced computing meshes then, 
ona for velocity and one for pressure and divergence. The 
velocity grid is made up of points that bisect the borders of 
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Figure 5. Illustration of the interlaced computing grids, 
the locations of the velocities and the distance indices i 
and ]. 
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the cells. The pressure qrid is made up of the cell centers. 
The idea of this interlaced grid structure probably 
originated with Prom m (15), who used it in a stream function-
vorticity solution of the problem of incompressible flow 
around an obstacle. 
The MAC method uses another grid besides those for 
velocity and pressure, and that is the marker particles. The 
particles are spread over the region containing fluid and 
designate which cells require the free surface boundary con­
ditions. This grid also allows the resolution of the fluid's 
position to be qreatly increased provided the spacing between 
particles is made less than a cell width. 
The arrangement of velocities is naturally suited to in­
corporate normal velocity boundary information at vertical 
and horizontal walls and lines of symmetry, and was found to 
be superior to all other variable arrangements tried (57) . 
Figure 6 illustrates that this choice of u and v locations 
also leads to the minimum error term associated sith the cal­
culation of the divergence Djj for a cell with four bordering 
velocities. Expansion in a Taylor series about the point 
tj = (i-V2)8r, zj = {i-1/2)Sz referred to as ij leads to 
Djj ' + è(Vii+i- Vjj_ï) (21) 
the finite difference approziaation to Eg. (7). This result 
means that accurate values of Djj will be available at the 
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Figure 6. The arrangement of u and v shown above results 
the ainiaua truncation error in the calculation of D. 
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cell centers ii. The importance of this result will be seen 
when the difference forms relating pressure and the 
velocities are presented. 
As a consequence of the availability of accurate values 
tives of (jb at the borders of the cells, it is natural to 
nation of Eq. (18) could be based on Taylor series expansions 
about a cell center ii. However, instead of writing the ap­
proximation for Eq, (18) and then forcing the velocity equa­
tions to be algebraically consistent, the derivation is begun 
with the velocity equations. Because of the linearity of the 
finite difference approximations, the same result would be 
obtained if the derivation were started from finite differ­
ence approximations of Eq, (18) directly, but the manner in 
which algebraic consistency is forced is then lost. This 
point is important shen the approxisation of Eg. (18) is 
modified to handle unequally spaced data as seen in the 
Results section. 
with the establishiaent of the locations of the variables 
relative to the coordinate system, it is possible to display 
the finite difference approximations to Eqs. (8) and (9). To 
approximate Eq. (8), all needed Taylor Series are expanded 
about point i*1/2i at tise nSt, ahere superscript n is im­
plied if none appears. 
at the cell centers. This means that the approxi-
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I /. .n+i _,, \ - I 
i ^j.L - (uv)i^, j (c^ip 4>i ) 
Uitlj + i +Ui+ii--2Ui+^i) 
i+lj+i - (22) 
Equation (9) is approximated by expansion about point ij+1/2 
at time aSt. 
A check of the locations of all these variables reveals that 
they lie on a dianond consisting of nine points centered on 
the position of the velocity being evaluated. 
Because of the linearity of the finite difference ap­
proximations, it is possible to combine the difference forms 
for the velocities to produce the difference form of the 
poisson®s equation relating pressure and the velocities? Eg. 
(18). By combining velocity equations from points 1+1/2], 
8f (^U+& " nsr + ^  
(23) 
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ii+1/2, i-1/21, and ii-1/2 it can be seen that 
.ntl _ . ,n+l ,,n+i ..ntl 
Vj i  * V: 1 I 
1. [f Uj-zJ + 311—2L1) 
V Tj 8r 8Z / 
/ n+g ^'j~g 1 = 
\ r. Sir Sz 0 fj sr 
. 2^ij-9ii«-9ij-i 2(ru=)|i - (ru^)it,j-(ru»),.,] 
* 8z^ * n sr' 
, 2^ - $r 
sP nsrsz 
(ruv)..^^^+(ruv).^j^_. 
Defining Qjj to be 
Qij "ITErz (ru^)i,,j+(ru%.,:-2(ru^,j 
1 r. r 
sz' L'ij+i 'Tj-! -'[jj rj wSZL' 
(ruv)i^^,.^-(ruv)i,,.,,-(ruv)j.,j.,j 
Eq. (18) is approximated by 
nf^Ln.. 
St 
^ = -Qii 
^  ^ I IT i f  ^ 
i-ryVT^ii T! + ||/ i+z \ Ti-i| T^ij / 
r: sr2 
2(^ii-<Aij+r^ii-i 
822 
(24) 
(25) 
(26)  
Now it is appropriate to introduce the error correction 
scheme that nakes the MAC method so successful. Since it is 
53 
desired that the solutions obtained satisfy D=0 for all time, 
°T - 0 (27) 
is substituted into Eq. (26). But instead of also 
substituting Djj =0 into Eq. (26) , this term is left in the 
equation, recognizing that certain round off and truncation 
errors may have been aade that sill cause this term to be 
non-zero. In this manner ire may produce Djj =0 but still ac­
count for errors made during the previous time step. 
The difference equations must of course be accompanied 
by difference approximations to the boundary and initial con­
ditions. The boundary conditions at vails, (solid, flow or 
symmetry) are given belov. The differential conditions and 
the difference conditions are shown together, with reference 
to the particular geometry used. Figure 7 illustrates the 
two unique geometries vhich include all possible arrangements 
of a cell costaining fluid which is adjacent to a bo-ssdarj 
cell, and should be used ia reference to the following condi­
tions. Once it is determined which cell is the boundary 
cell, then these equations may be used to determine its 
velocities and pressure, from those of the cell containing 
fluid. In the following equations a) refers to a vertical 
«all and b) refers to a horizontal wall. 
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a) VERTICAL WALL" 
—X-
I 
I 
I 
-o-
I 
I 
I 
—X-
j + i 
1\ \ 
\ 
b) HORIZONTAL WALL 
X V VELOCITY 
• u VELOCITY 
o 9,Q,D VALUES 
\ 
Pigare 7. Illustration of the locations of variables 
adiacest to horizontal and vertical boundary walls. Such 
vails may siaalato inlets, outlets, solid material or lines 
of symmetry. 
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Free slip: 
a-1) 4^ = 0 •• Vij+^= Vij_^ = (28) 
ar 
So sxip: 
a-2) u = 0 : Uj^^j =0 
(29) 
a-2) U= 0 : Uj+^j = 0 
.-3, # = Qr : = 9r 
b-l) 1^=0 : =U|.lj i Uj+lj+, =lJ|+^j (31) 
b-2) V = 0 Vy+i =0 (32) 
,.3, 
L-1) V = 0 : Vjj^l - "^i + lj + J i Vg- " + (34) 
(35) 
^-'4--^fz (f gr : = & (^U4 - Vi) ^  5r 
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b-1) V=0 • Vjj^i =0 (37) 
b-2) 
b-3) 
U = 0  •• U j . L j  - - " i . i j i - i  
. Aj±rAl: 
#- 4P^) + 9z • —sz 
Zv 
nsraz ^i+&j ^i-gj 
In; as in No slip condition except, 
a-2) U = const : Uj •*" -gj ~ const 
b-1) V = const : Vjj + ^  = const 
(38) 
(39) 
(40) 
(iil) 
Out: As in Free slip condition except, 
a-3) a(uv) 9i+ir9ii (-2) 
ar = T^T ' sr = 8Z 
b-3) - ' a(ruv) . -<Aii _ ,*3, 
az • r ar ' sz ' sr 
In the original MAC aethod, the free surface boundary 
conditions were greatly simplified. The conditions on 
velocity were replaced with the nuiserical equivalents of 
y'=0 and -^=0, which are 
I  O f  O L  
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and 
(45) 
for cell ij. 
The pressure boundary condition £q. (15) was reduced to 
because surface tension forces vere ignored. Further, usual-
since the location of the free surface was only resolved 
within a cell width* the condition 
was put in all surface cells (see cell flagging illustrated 
in Fiq. 8) at their centers. Thus the boundary condition for 
pressure and the velocities were at best guesses at the 
correct free surface boundary conditions because of resolu­
tion difficulties and partly because of simulation complexi­
ties. 
The initial conditions are handled well by the original 
H&C method. Aside from the more easily specified initial 
velocity conditions, such as u=constant, v-constant, it is 
possible to start the HàC method with an arbitrary initial 
condition. This is done by specifying the desired conditions 
and letting the solution be calculated for several very small 
time steps. In this way initial discontinuities are smoothed 
or allowed to decay and the solution from this point on will 
applied (46) 
ly ' was a constant, so Belch, et al. (57) specified 
that ^applied"® foe lack of other motivation. In addition. 
(47) 
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Figure 8. à typical drop shape »ith the coaputation grid 
superimposed. The flagging scheme indicates the relative lo­
cation of the fluid. (P=FOLL, S=SUE, 5=BSD and X cells are 
unused boundary cells.) 
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satisfy the equations of motion, continuity and the boundary 
conditions, whereas the actual original distributions may not 
have. There are no difference approximations used in speci­
fying the initial conditions, unless the short time solution 
approach is used. In that case the full difference equations 
are used subject to 
initially, which is just Eqs. (16) evaluated at each velocity 
location. From this point on, the full solution technique is 
used with St taken to be very small. One of the solutions at 
some small St away from t=0 is then chosen as the actual 
initial condition. 
The Computation Scheme 
The general method of solution is as follows: 
1. Cells are flagged according to their particle contents and 
those of their neighbors, as follows: 
There are three types of interior cells FuLL, SDR and ESP and 
they are defined as 
FDLL: a cell containing particles which has no immedi­
ately adjacent BMP cell neighbors 
SUH: a cell which contains particles, but has at least 
one ESP cell neighbor 
EHP: a cell which contains no particles 
It is also convenient to keep track of which of these cells 
is on the boundary so require any ose of the above, in ad-
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ditioa to its type flag, to carry the flag OB if it has an 
immediately adjacent boundary cell neighbor. 
There are five types of boundary cells FSSLP, NOSLP, IN, GOT, 
and EHPBHD and they are defined as 
FSSLP: a free slip cell 
KOSLP: a no slip cell 
IN: an input cell 
OUT: an output cell 
EHPBHD: an unused boundary cell 
The FRSLP and HOSLP cells may also appear as corners of 
obstacles or walls as indicated by the dark cell in Fig. 8. 
These cells are also flagged COB in addition to their bounda­
ry type, 
2. Given the initial velocity distribution, or the results of 
the previous iteration, the Dy and Qjj values may be calcu­
lated for each full cell, froa Sqs. (21) and {25), respec­
tively. 
3. The <p distribution is now relaxed using 
• 2<Br**8Z»)L—' ITsF# *- + 8Z: 
-Qij- „9) 
subject to the convergence criteria 
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< « (50) 
Here € is adjustable subject to the maximum magnitude of 
tolerable error or computer time per cycle, which ever is the 
most stringent reguirement. A practical value of € was found 
by Welch, et al. (57} to be 0.0002. The superscript h refers 
to the iteration number on Sq. (49} , and is not to be 
confused with n the superscript which indicates the current 
time cycle. 
4. Velocities and v.'?*', are calculated from Egs. (22) 
1+2J IJ+t 
and (23). 
5. The marker particles are moved at the local average 
velocity. Time is advanced one Bt increment, and any desired 
values are stored or printed. If farther calculations are 
desired the process is continued by returning to item 1. 
This process is expanded to include some of the individ­
ual steps needed in the following flow diagram. Fig. 9. From 
the diagram several features of the input and output are in­
dicated as are the provisions for updating Djj =0 in surface 
cells and resetting tangential velocities at boundaries. 
Otherwise this is "just the procedure outlined above* 
The actual details of the algorithms used, flow sheets 
and other practical computing advice are found in the HiC 
aanual (57). These will not be presented ezcept shere essen­
tial details differ from the original a&C method or it is 
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Figure 9. & flow diagram of the SAC method, shoving general 
calcuiatioa areas. 
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advantageous to explain an algorithm graphically. 
The difference equations and the flow sheet contain the 
basic information necessary to implement the HAC method. 
lhat remains to be shown are the types of solutions it has 
produced and some estimates of the stability and accuracy of 
the techniques. Several examples of the technique's capabil­
ities may be found in the SAC manual {57} and the many publi­
cations by the original authors which followed (10, 9, 11, 
28. 30. 31, 32). Beproduction of most of those solutions was 
not attempted here as Dr. F. H. Harlow was kind enough to 
furnish a listing of his SLOSH computer program in FORTRAN 
language and a detailed list of results of the "breaking dam" 
problem (31, 57). A new code based on the original SLOSH 
code was then written which contained the capabilities of the 
SLOSH code, but was generalized to include all the capabili­
ties of the original HAC method. The new code vas then given 
the "breaking dam* problem to solve and reproduced Sarloe's 
solution, with the only differences being attributable to 
roundoff error. Thus the capabilities of the new code were 
considered comparable with the codes used by Selch, et al. 
(57) and their other solutions were not duplicated, as not 
enough detailed results were available for comparison. 
6U 
Stability and Accuracy 
The original H&C method gave very sketchy and incomplete 
details as to the requirements on the size of the time step, 
St, for stability. Welch, et al. (57), however, do present 
some restrictions, which were not explained but are reason­
able conditions, first the speed of waves in a tank 
influenced by gravity simultaneously limits the size of the 
cells and the time step. The condition according to Welch, 
et al. (57) is analogous to the Courant condition for 
compressible flow problems. This condition is 
where 
C= [(9/|^ ) tan h (kh)]® (52) 
Here, C is the wave speed, k is the wave number and h is the 
height of fluid in the tank. For square cells of width Sr 
this condition says that the wave may not move more than one 
cell width in one time step. 
The other stability consideration they present is 
which again for sguare cells reduces to 
at ar 
2 
< ^ (5") 
This condition is referred to as the "diffusional" sta­
bility criterion, and it arises from treating Eqs. (S) and 
iS) as linear equations, ignoring terms of order less than 
two in the space variables and applying Fourier analysis to 
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the remaining terms (31) . These conditions did agree vith 
their experimental observations about the stability of the 
technique. 
Hirt (35) gives more detail as to the origins of the 
stability critieria just presented, and gives some useful 
rules of thumb for judging the stability of a calculated 
flov. 
As a useful rule of thumb the MAC method is 
considered stable if v is greater than 8tu2/2, 
vhere u is the average maximum fluid speed, and if 
y is greater than (S** du/<?x)/2, vhere âu/d* is the 
average maximum velocity gradient in the direction 
of flov. The first condition is needed for linear 
stability. The second condition is a non-linear 
stability requirement. 
while these results apply strictly only to the cartesian 
fora of the Havier-Stokes equations, similar results may be 
derived using the heuristic approach of Hirt (35), for the 
cyliadcieall* symmetric fors used in this Mork= However, it 
vas found that the solutions obtained using only Eg. (54) as 
a restriction on St shoved no signs of instability. Thus 
further investigation of the stability requirements vas not 
necessary. 
The accuracy of the method is not precisely stated in 
the HAC manual. The primary reason for this is that the 
error analysis of the entire problem is extremely difficult, 
and vould take more time and effort than the generation of 
the method in the first place. Thus the complete analysis of 
the method remains to be done» Belch, et al, (57) do specify 
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some useful and helpful empirical results that are only 
briefly outlined here; 
a) Cells must be small enough that no field variable, D, 
or Q changes by much across any cell (much is not defined in 
the aAC manual). 
b) Cells must also be small enough to resolve the most in­
teresting and useful features of the flow (defined by the 
problem) . 
c) The time step must be small enough to prevent 
instability, but large enough to include meaningful problems. 
Welch, et al. (57) take the time step as large as the sta­
bility requirements will alio* at any point in the solution. 
d) The number of particles in a calculation is relatively 
unimportant as they do not enter the calculations directly 
(this is not true for those particles which designate the 
free surface, but remains true for the bulk or the particles 
within the fluid region shea the HàC sethod is aodified). 
e) The conservation of sosentus is sost important, and can 
be observed during the calculation as the aagnitude of the 
Dji terms. To the extent that the D:: terms do not vanish, 
•1 
the system is not conserving mass properly. (The error 
committed here is bounded by the accuracy with which the 
boundary conditions on the pressure distribution are known 
and applied). 
If none of the above conditions are seriously violated during 
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a calculation it is fairly certain that the solution is 
valid, though a quantitative description of the errors 
incurred will have to await a more complete analysis. 
Recent Modifications 
Several authors (7, 36, 46) have recently reported the 
need for increased accuracy in the method of incorporating 
the free surface boundary conditions in the H&C method» 
These authors are concerned with more accurate approximation 
of the tangential stress condition Eg. (13), and more precise 
location of the pressure (normal stress) boundary condition. 
Eg. (12). ?hile these improvements bear directly on the 
problem considered here, they fall short of the ability to 
include surface tension at the interface as a part of the 
normal stress boundary condition. 
Normal stress values have usually been incorporated at 
the centers of the surface cells, as in the original bâC 
method. This approziaatioa is stable provided that the 
values used as boundary conditions and the cell size are 
small. However, there may be large errors associated with 
the choice of location of the normal stress boundary values. 
Consider the following argument. In the approximation of 
the difference approximations used by the original MAC method 
(55) 
are 
fi Bf: (Eq. cont'd) 
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Considering this as a truncated Taylor series expansion, the 
approximation plus the first terms dropped is given by 
[«Am* ^ ^  I ij+ w 4^ I jj + ) 
Equation (56) then has an acceptable error of order 
0(Sr^,Sz^), provided that the information needed at all the 
above points is available. However, if the value of çb were 
actually available at the points i+aj, ij+1, i-l], and ij-1 
where and the assumption were made that they would be 
equally valid when used in £q. (56), then the approximation 
to Eg. (56) plus the first terms dropped would be 
= Fr:. i = y -r 
^ ^ T"u r'J '  • g - • 'J ' •  -J-jf 
sr2 d^ch . SZ2 
ij 12 dZ ) 
(58) 
Here the error term may be as large as the boundary value 
itself (0(1/Sr)), and so the approximation is much less de­
sirable. 
This approrisation introduces errors into the pressure 
; 
equation which, if allowed to grow unchecked, will eventually 
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cause the surface shape to become irregular and meaningless 
if resolution less than a few cell widths is desired. This 
type of result is shown in Fig. 10^ where a drop of water 
subjected to a reduced surface tension force at the centers 
of its surface cells is allowed to fall under the influence 
of gravity. The severity of the instability introduced by 
shifting the pressure boundary conditions only slightly from 
their actual points of application is evident. 
Chan and Street (7) used a more accurate approximation 
to the pressure equation, based on the locations at which the 
free surface intersected the pressure grid. By using the 
unequal interval data, the order of the error introduced by 
the incorporation of the free surface boundary pressures may 
be reduced considerably. An example is shown in Fig. 11. 
If a Taylor series expansion based on unequally spaced 
points is used then Eg. (55) is approximated by 
which has a aach loser error term (OCBr^gz)) associated with 
it than did Eq. (58). 
n a,(Gk+%)8r2 
Efj - GjSr 
nastai+Os)#: 
fij-G* 
(59) 
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Figure 10. Illustration of the effect of boundary pressures 
calculated at the interface, but applied at nearby cell 
centers. 
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The method has some difficulties. The difference ap­
proximation Eg. (59) is not algebraically consistent with the 
four velocity eguations which supposedly produced it. As 
stated previously, the way to preserve the algebraic consist­
ency of the finite difference approximations relating 
velocity and pressure, is to start with the velocity egua­
tions and combine them in a form that reduces to Eg. (55). 
However, if this is not done, then the time rate of change of 
divergence will not agree with the velocity eguations, and as 
a conseguence, the advanced time divergences will not be zero 
as desired. This result is unacceptable because it allows 
error to accumulate in the solutions and permits 
instabilities to develop. 
Although Chan and Street (7) did not allow velocity cal­
culations to be made if the location of the velocity was out­
side the fluid region, they made uo meatioa of the fact that 
the velocity aad pressure egjiatioas do sot agree if special 
treatment is not given to the "irregular star" cells. Never­
theless, their results show considerable iaproveaent over the 
original MAC technigue in the smoothness of the free surface 
and velocity profiles. 
They also used a Newton-Gregory four-point backward dif­
ference approximation to the derivatives of the velocities in 
order to extrapolate them across the interface. This 
technigue alleviated the problem of deciding ehich boundary 
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condition to apply to the velocities at the free surface. 
The method requires that the first derivative of the velocity 
be continuous, which satisfies neither the conservation of 
volume nor the tangential stress conditions. However, it 
does produce smoothly varying velocities as the transition 
into empty space is made, something that the original MAC 
method did not do. The free surface can thus be used as a 
reference boundary because it is no longer irregular. These 
results are of considerable importance to the solution of the 
forming and separating drop problem. 
In the previous discussion, it has been assumed that a 
technique is available to accurately determine the location 
and shape of the free surface. This is necessary for the 
calculation of the fractional cell widths seen in Fig. 11, 
and for the calculation of surface tension forces. However, 
the a&C method provides no means of resolving the fluid 
interface more accurately than a cell width. Also, none of 
the articles just reviewed resolved the interface more 
accurately than the chords that connect the interface parti­
cles. while the latter resolution is enough to incorporate 
accurate boundary data into pressure calculations, it is not 
sufficient to compute surface tension forces. For the compu­
tation of surface tension forces it is necessary to know 
accurately the first and second derivatives of the function 
representing the free surface, from which H| and Eg may be 
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calculated. 
Daly (9, 10) and Daly and Pracht (11) incorporated 
surface tension forces in two fluid calculations by using 
interface particles to designate the location of the free 
surface, and spline interpolating functions to represent it 
between particles. This technique allows the calculation of 
both the location of the interface and the surface tension 
force at any point, within the accuracy of the interpolating 
polynomials. 
In a subsequent paper Daly (12) demonstrated how the 
surface may be resolved by piecewise cubic splines to 
interpolate the monotonie segments of the interface. Where 
the particles are not monotone for more than five successive 
particles, he suggests using circular segments to approriaate 
the surface and taking the radii of curvature to be the radi­
us of the circle and the distance along the radius to the z-
axis respectively. The process described is coaplete in that 
it allows for folding of the surface upon itself. It also 
permits particles to be added to or deleted from the 
interface when the density becomes irregular. In addition, 
smoothing can be done in those places where the surface 
becomes too peaked for proper resolution by splines. 
The scheme does have some drawbacks. The surface 
tension forces are treated as coaponents of the velocity 
equations. Since the velocities do not always fall on the 
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interface, the forces are applied at those velocity locations 
closest to the interface. This introduces errors due to the 
differences in location, similar to those discussed for 
pressure. 
also, Daly's technique is difficult to implement in the 
general case where the surface curvature may vary widely. 
The fitting procedures are not difficult to implement, but 
sensing where the curve should be broken into segments is 
very difficult to formulate with generality. Thus while the 
overall scheme presented by Daly (12) could have been used in 
this work, important modifications have been made. 
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RESULTS 
Drop Modifications 
The first modification that was incorporated into the 
MAC method for this work was the addition of the interface 
fitting program just discussed. It was not possible to im­
plement Daly's (12} techniques for interfaces which became 
double valued. The reason for this was the complexity of the 
routines needed to split up the interface particles into 
monotonically varying sequences. 
After some experimenting with the Daly approach, it was 
found that the accuracy near functional discontinuities was 
unacceptable. This is illustrated in Table I for the 
interface configuration shown in Fig. 12. In addition, when 
an attempt was made to fit the same interface as a piecewise 
function of z, the method failed completely. This motivated 
a search for a soire easily implemented, accurate technique, 
âhlberg* Nilson and Walsh (1) have suggested that a general 
curve fitting technique using parametric equations would sig­
nificantly ease the programming problem and provide accurate 
results as well. 
The parameter chosen for this work was the cumulative 
chord length between interface particles, which is approxi-
Eately equal to arc length for closely spaced particles. Cu­
mulative chord length is a monotonically increasing indepen-
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Figure 12. k fanctioa used to test the Daly (12) tachttigue 
for interface fitting. 
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Table I, Approximate and known velocity components due to 
surface tension, for the function shown in Fig. 
12. 
cell computed 
velocity 
(cm/sec) 
known 
velocity 
(ca/sec) 
error X error 
u 2, 6) -8.914 -8.914 0.000 0.003 
u 2, 7) -12.266 -12.266 0.000 0.002 
u 2,- 8) -18.440 -18.441 0.001 0.003 
V 2, 8) -14.418 -14.419 0.001 0.005 . 
u 3, 5) -5.452 -5.452 0.000 0.006 
V 3, 5) -2.710 -2.710 0.000 0.000 
V 4, 4) 56.215 56.825 0.610 1.073* 
u 'i. 5) -5.437 -5.439 0.002 0.033 
V 5, 5) 1.416 1.416 0.000 0.012 
u 5, 6) -3.946 -3.946 0.000 0.005 
u 5, 7) -3.011 -3.011 0.000 0.006 
u 5, 8) -1.317 -1.315 0.002 0.144 
V 6, 8) -1.024 -1.025 0.001 0.012 
u 7, 6) -1.582 -1.712 0.130 7.6202 
u 7, 7) -2.479 -2.457 0.023 0.9 222 
>1 Ô) 766 -3.766 0 = 000 0-020 
V 7, 8) -3.455 -3.460 0.005 Ô. 1 56 
u 8, «•) -0.821 -0.821 0.000 0.021 
u 8, 5) -1.283 -1.284 0.001 0.017 
V 8, 5) -0.525 -0.526 0.001 0.055 
u 9, 2) 2.224 2. 224 0.0 00 0.007 
u 9, 3) 0.026 0.025 0.001 1.445 
V 9, 3) -0. 167 -0.167 0.000 0.077 
V 10, 1) 2.827 2.826 0.001 0.027 
V n. 1) 13.877 13.869 0.008 0.054 
1Large error due to local saximua in z 
^Large error due to curvature discontinuity 
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dent variable which can be used for any interface configura­
tion. Thus it is possible to fit radius and height separate­
ly versus cumulative chord length, for the entire length of 
the interface, in a simple one step process. 
A comparison of the two processes used in the computa­
tion of surface tension forces is shown in Table II, for the 
interface configuration seen in Fig. 13. From Table II it 
can be seen that the new scheme sacrifices some accuracy be­
cause two fits must be made. In some places fitting errors 
will add and in others they will cancel. However, nowhere in 
the new method does the large error due to mismatched fits 
occur as it did using Daly's technique. The new method also 
uses less storage for the computer code necessary to process 
the interfaces. 
The fitting of the interface proceeds as follows; 
1. k single row of particles is designated as the intarfacs. 
These particles are always susbered consecutively beginning 
at the z-azis, , and the numbering is maintained 
consecutive whether or not particles are added or removed. 
The particles string begins and ends with fictitious parti­
cles numbered 0 and 1 which lie outside of and on the 
physical boundaries of the fluid, respectively. 
2s The fitting scheme is the simple piecewise cubic 
polynosial presented by Daly (12) and by ahlberg, Nilson and 
Walsh («). The paraaetric function r(s) and its first and 
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TEST # 2 
0.75 
0 
0 r 
interface function 
y =Ysin (2TTX/X) 0<X<X 
r = XCOS0 - ysinG 
z = xsin0 + ycosG +0.75 
X=0.9013879 Y = 0.25 © = 5.442117 (rad.) 
y'(0) = 2TrY/X=tanoc = 1.5 
fluid data 
/O*, =0.5gnn/cc 
T. - "71 Q"7 H\/noc/i-rm 
&x- 0.1 cm 
6t = 0.001 sec 
41 particles were used to describe the 
interface 
Figure 13. A function used to zest both the Daly (12) 
interface fitting schese and that used in this work. 
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Table II. Approximate and known velocity components due to 
surface tension for the function seen in Fig. 13. 
cell known 
velocity 
(co/sec) 
velocity % error 
Daly (12) 
(cm/sec) 
velocity % error 
this work 
(cm/sec) 
u(1,9) 0.000 
v(2,8) -0.768 
u (3,2) 6 . 065 
u(3,3) -1.667 
u(3,U) -4.755 
u(3,5) -4.878 
v(3,8) -3.017 
v(4,1) 5.207 
v(4,5) 2.044 
u (4,6) -5.284 
U(4,7) -7.556 
u (4,8) -16.127 
v(4,8) -9.355 
v{5,1) 1.747 
V (6,1) 0.487 
0.000 0.03 
-0.777 1.17 
5.264 13.211 
-1.690 1.34 
-4.772 0.37 
-4.877 0.02 
-3.013 0.15 
5.417 4. 05 
2.044 0.00 
-5.288 0.08 
-7.560 0.05 
-15.177 5.88 
-6.531 30.191 
1.716 1.77 
0.475 2.56 
0.000 0,00 
-0.777 1.16 
5.995 1.15 
-1.696 1.75 
-4.780 0.54 
-4.877 0.03 
-3.023 0.19 
5.414 3.99 
2.044 0.01 
-5.289 0.11 
-7.517 0.52 
-16.216 0.55 
-9.343 0.12 
1.720 1.58 
0.475 2.58 
liarge errors due to breaks in spline sequences 
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second derivatives r'(x) and r"(x) are. 
r CX^-X) r(X-Xk.,) 
r "  (X)  =  iw[  ,—|-—+M[—i (60)  
K—I 11 A lu k 'k 
r ' (x )  =  -<  ik  
k-1 K Ik ® (61) 
r ( x )  =  ( - %  -
(62) 
i 
' K = \ - \ - ,  I  X J  =  I V ( R I - R , . , F +  ( 2 , - Z I . , F  , ^ 3 ,  
where L|^ is the chord length between particles k and k-1, and 
Xj is the cumulative chord length to particle j. 
4. The end point constants Mq and h|^_ ^ must be specified. 
They may be obtained in the following manner 
0^ ^  ' '"'1^ 4.!  ^ k^"+r'k (64) 
where the A's are constants chosen for the best fit. 
5. The constants and their companions in the corre­
sponding z formulae are related to their neighbors and M[^ , 
" Ï K-r ^  »;* V "L- ^  ^ ... 
which can be written as the tridiagonal system of equations. 
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di+y/s Lj/e 0 0 M, 
lj/6 Uj+t3)/3 13/6- 0 4 
0 0 1  ^ [wy 
(r^-g/Lj-(r,-ro)/i, 
. (r^-y/i, - (rj-r,)/ij 
The above system can be solved for the hF by the method of 
Thomas which is a simple recursive routine for the inversion 
of tridiagonal matrices and the simultaaeous solution of 
their associated systems. 
6. A similar procedure is used to determine z(z). 
7. With the spline fits completed, one each for r and z, the 
interfacial tension force at any point (r(:},z(:}} on the 
interface may be calculated from the relation 
where the primes indicate differentiation with respect to s. 
Figure 14 shows a flow diagram of the interface fitting 
program. Adjustments to the particle density along the 
interface are aade first, with continuity of the numbering 
scheme maintained. The interface particles are then spline-
fitted by the method outlined above, and a check of the 
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Master Flowsheet 
(START J 
/ Smoothing A no 
V Necessary y 
HQ-/ Four Times ) 
yesr 
(RETURN) 
Adjust Interface 
Particle Density 
REGION N 
Smooth 
C. oordinates 
REGION 16 
Calculate Second 
Derivatives for 
REGION 14 
Calculate Surface 
Tension Force 
Components from 
Spline-fit Eqt'ns. 
REGIONS I9&I10 
Figure 14, à flowsheet of the fitting scheme used in this 
work. 
85 
curvature at each particle is made, subject to the restric­
tion that 
^ ^ (66, 
as stated by Daly (12). This restricts the fluid motion due 
to surface tension to distances less than a cell width in one 
time step. Particles in violation of Eg. (68) are subjected 
to a smoothing by a least squares parabolic fit of their 
nearest neighbors and a subsequent readjustment of their 
ordinate values. If a particle needs smoothing more than 
four consecutive times it is ignored, because further 
smoothing would most likely not reduce its curvature. 
When this approach is compared with the interface fit­
ting technique of Daly (12) (Fig. 15) it can be seen that 
some reduction of logic has occurred. What is not apparent 
from such a comparison is that Daly's "subdivision of 
interface® subroutine accounted for one third of the total 
code required for the program. 
With the addition of the interface fitting capability, 
it was believed that the SAC aethod would produce accurate 
droplet profiles, given the correct initial conditions. This 
was not the case. The errors incurred by the use of surface 
forces at locations different from those that actually gave 
rise to them caused aore distortion of the interface than had 
been experienced before. There was also distortion due to 
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(START) 
Master Flowsheet 
no / o |i^  i I t 1 V-* 
ySubsque nce ? 
yes 
rSmoothing \ no 
V Necessary y 
% X t  u  rM i i~ I I  moc.  \  
REGION 16 
Smooth 
C oord inates 
yes 
Last 
Sequence ? 
yesj 
(RETURN) 
no 
Adjust Interface 
Particle Density 
REGION 11 
Subdivide Inter­
face into Monotone 
Subsequences 
REGION 12 
Calculate Second 
Derivatives for 
Spline - fit 
REGION 14 
Calculate Surface 
Tension Force 
Components from 
Spline-fit Eqtris. 
REGIONS 19 & 110 
Calculate Surface 
Tension Force 
Components from 
Circle Approxmt'n. 
REGIONS I7&I8 
Fiqure 15. à flowsheet of the fitting schese proposed by 
Daly (12). 
87 
the velocity extrapolations of the unmodified MAC method. 
The modifications of Chan and Street (7) may be applied 
to correct these problems. By adjusting the pressure equa­
tion, Eg. (56), to accept irregularly spaced boundary data, 
and using the interface fitting scheme just discussed, it is 
possible to apply pressure forces at their correct locations. 
The following approximation to Eq. (18} displays the ad­
justments to Eq. (56) which were necessary to introduce 
irregularly spaced pressure data. 
^ij _ _Q ^ Qa n + j'^ij) 
8 t  r j S r ^ a j Q g  
where 
Qij = Ci+ii ^ (70) 
Here represent all the terms except for 
pressure on the right hand sides of 2gs. (22) and (23), re­
spectively, and are used for notational convenience. Equa­
tion (70) is shown to emphasize the fact that the velocity 
locations are unchanged froa the original MAC method, and 
only the locations of the pressure boundary data at the free 
surface have been altered. 
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Thus Eq. (18) may now be approximated by Eq. (69) in a 
manner consistent with the velocity equations. The accuracy 
of this approximation is 0(Sr, §2) as may be seen from the 
last term of Eq. (71). 
D^-Q- r 
+ Q 4. Qij + n st^ a,a, 
\ 
.1 j 
') (71) 
+ iw, (orDj -^l i j  + i)]^ 
This particular arrangement of the velocity and pressure 
equations' together with linear extrapolation of the 
velocities near the free surface produced a solution to the 
following hypothetical problem proposed as a test of the 
technique. 
A quiescent water drop is hanging from a flat surface. 
Its shape is initially given by the Laplace equation and its 
initial pressure distribution is hydrostatic. At time t=0 
the surface tension force restraining the drop is removed and 
the drop is allowed to fall under the influence of gravity 
subject only to(jj=Q at the free surface. 
The initial interface and the cell geometry are shown in 
Fig. !Ô. The solutions are represented by the sequence of 
interface profiles shown at later times in Fig. 17. At tiaes 
t>1.0 the interface begins to develop lumps which can be 
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0 .4 
Figure 16. The initial interface and coaputation saesh used 
to simulate the fall of a water drop» 
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traced back to the velocity extrapolation procedure. Due to 
the independent extrapolation of u and v the divergence in 
cells outside the fluid is not necessarily zero. This is 
unimportant until a cell which has not been used in the 
pressure calculations becomes an "irregular star", because of 
movement of fluid into the cell. At this time its value of 
Djj is incorporated into the pressure calculationo Since 
there is no way to control the size of Djj for cells outside 
the fluid region, these values may be large. In the case 
presented here they are large enough to produce the lumps in 
the interface. The velocity equations respond to the tempo­
rary loss of momentum by imparting momentum in the opposite 
direction, causing the lumps. 
The problem of lumps due to the incorporation of Djj 
errors into the pressure solution was eliminated by forcing 
Djj =0 into the cells surrounding the fluid region. This was 
accomplished by first linearly extrapolating the ? velocity 
values as before, approximately three cell widths away from 
the interface. Then, using the u velocities inside the fluid 
at the interface as boundary data for the u velocities out­
side the fluid, the difference approximation to Djj =0 was 
used to determine the remaining u velocity in each cell 
adjacent to the fluid region. This process was used to 
extend u to the next rou of cells and so on until all needed 
outside velocities, both u and v, were specified and the di-
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vergences vanished at the cell centers. 
When the above extrapolation technique «as applied to 
the problem of the falling drop, the interface profiles in 
Fig. 18 resulted. As can be clearly seen, the lumps have 
disappeared and the interface is smooth and accelerating at 
the gravitational rate. Thus while slightly less accurate 
than other possible schemes. Eg. (69) together with linear 
velocity extrapolation provides the needed accuracy for the 
solution of this particular falling drop problem. 
Other pertinent information about the drop besides its 
profile may be gathered in this process. Figure 19 presents 
the rate of surface area production for the drop. This in­
formation along with the velocity distributions permits stud­
ies of mass transfer within the drop. However, since the 
velocity distributions are generated in tabular form it is 
not convenient to present the time variations of each of 
these distributions, à typical vertical velocity distribu­
tion is shown in Fig. 20 to illustrate the quantity of infor­
mation Hhich is available in each distribution. Thus, to 
save space and and make meaningful assessment of the flow 
easier, the velocity distributions are presented in the form 
of vector fields, which will be explained later. The marker 
particle plots are included where they indicate some useful 
flow property, such as the azoust of surface stretching in 
the falling drop problem. The pressure distributions are not 
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Figure 19. The surface area of the drop seen in Fig. 18 as a 
function of tise. 
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TIME 0.5 sec 
t 
/ / / / / / / / / / / / V  
0.2 0.3 0.4 
RADIUS, R (cm) 
Figure 20. The v velocity function shown as a function of r 
and 2. The velocity scale should be multiplied by v/fSO to 
convert the values to cm/sec. These velocities are taken 
fros the run whose profiles aure seen in Fig. 18^ at tiae 0,5 
sec/v^80. 
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presented because of the difficulty in presenting them in a 
manner which would contribute to the understanding of the 
basic flow. 
Host recently, the falling drop problem was again solved 
by a technique somewhat different from that just presented. 
In this technique Eq. (69) is used to approximate Eq. (55). 
This equation was only used to predict the pressure distribu­
tion. Once the pressure distribution was properly relaxed, 
the pressures were extrapolated to cell centers outside the 
fluid. This was done in such a manner as to preserve the ac-
cqracy of the approximation to Eq. (69), but to relocate the 
pressures for more accurate use in the velocity equations. 
The extrapolation was made in the following manner. For 
any "irregular star® cell, the approximation to "^^is 
~ @2 CÛôZ- (72) 
where the data are assumed to be unequally spaced. Eoyever, 
equally spaced data could have given rise to the same value 
of the second derivative from the following approximation, 
s "Ai*! + 
82^ " 8Z® (73) 
If 04=1^ these two approximations may be set equal to give 
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which may be subsequently rearranged to solve for ^jj+i • If 
the extrapolated values of cp are used in place of the free 
surface values in the velocity equations then it is possible 
to write velocity and pressure equations which are 
algebraically consistent and have error terms of order 
0(8r2,Bz2). This aay be shown as follows. With the extrapo­
lated pressure data available at equally spaced points, it is 
possible to use the original velocity equations, Eqs. (22) 
and (23) . The pressure derivatives in these equations are 
accurate to terms of order O(Sc^), as opposed to the errors 
of order 0(§r) incurred by using the border values and Eqs. 
(69) and (70). The error incurred in extrapolating the 
pressures is of order 0(Sr^) as may be seen from comparing 
the truncation errors of the two second derivative approxima­
tions. Thus the accuracy of the pressure derivativs tsrrs in 
the velocity equations say be increased by one order of mag­
nitude, and at the sase tiae the velocity and pressure equa­
tions are made consistent with one another. 
These two changes alone have accounted for a large re­
duction in the error introduced at the free surface. The re­
sulting interface profiles are shown in Fig. 21. &s can be 
seen from a comparison with those of Fig. 18, the new 
profiles are not that auch different from the old profiles, 
however, the greatest iiaproveaent is in the smoother 
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Figure 21. Tîie profiles of a drop of water separating with­
out surface tension. This calculation was performed using 
surface pressures extrapolated to cell ceaters. 
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velocities at the interface. 
The Falling Drop Prohlea 
using the latest methods presented in the previous sec­
tion, the unrestrained or partially restrained fall of a drop 
was considered. In this problem, there is no flow into or 
out of the drop, but its shape changes with time as it falls 
under the influence of gravity. The drops considered used 
the following fluid paraaeters: density, 1 gm/cm', viscosity, 
10 centipoise, initial surface tension, 12.26 dynss/cs, 
initial fluid velocity 0 cm/sec and a gravitational 
acceleration of 980.662 cm/sec^. The surface tension was 
chosen to give a drop shape which could be followed for at 
least 1 centimeter as it stretched out. Thus the most 
deformation could be observed within the region, which was 
limited by the amount of computer storage available. At the 
start of calculation, the surface tension was reduced to some 
fraction of its original value. 
In the first example. Fig. 22, the profiles and marker 
particles are presented for a drop whose surface tension was 
reduced to zero= As can be seen from the vector velocity 
plots in Fig, 23 the flow is dominantly vertical at the apes 
and approximates the flow pattern of an inviscid jet 
impinging on a flat plate near the base. This is seen in the 
figure as downward directed line segments near the drop apez 
and short lines which approximate the tangents of a 
Figure 22. Barker particle plots for Example 1. Here a free 
slip velocity boandary condition vas applied at the base of 
the drop. So sarface tension vas applied. 
HEIGHT, Z (cm) 
I!!!!!!!!!! 
: ni l: 
o 
ho 
Figure 23. Velocity vector plots for Example 1. At each 
time the vectors are scaled so that the longest vector has 
length 0.01 cm and corresponds to the maximum velocity in the 
field. At times 0.1, 0.5, and 1.0 secv/^ the maximum 
velocities are 0.097, 0.493, and 0.914 cm/sec 
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hyperbolic family near the base. 
& principal feature of this calculation is the free slip 
boundary condition applied at the base of the drop. This was 
as much a test of the boundary condition as a determination 
of the flow pattern, and it reveals that the free slip condi­
tion does not adequately represent the flow near the base. 
The calculation extends over the time period from 0 to 0.032 
seconds, indicating the magnitude of the accelerations in­
volved, Of primary interest is the fact that the fluid 
within the drop does not rotate because of the vertical flow, 
but rather approaches plug flow. This type of motion causes 
the fluid near the surface of the drop to remain near the 
same surface elements as time passes, and there is no 
transport of material from the center of the drop to its 
surface by convection. 
The second example calculation uses the same initial 
conditions and fluid parameters as Example 1, but in this 
case the boundary condition at the base of the drop is 
restricted to no slip. The marker particle plots and the 
free surface are indicated in Fig. 24 and the vector velocity 
fields in Fig. 25. The basic flow pattern is the same as 
that of Example 1, but the apex of the drop is slightly 
retarded by the initial resistance to flow exerted by the 
base. This can be seen by comparing the apex heights of the 
drops in Figs. 22 and 24 at time t= 1 (sec^) . Also as time 
Figure 24. Barker particle plots for Example 2. Here a no 
slip velocity boundary condition vas applied at the base of 
the drop. Ho surface tension vas applied. 
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Figure 25. Vector velocity plots for Example 2. it each 
time the vectors are scaled so that the longest vector has 
length 0.01 cm and corresponds to the maximum velocity in 
field, it times 0.1, 0.5, and 1,0 sec>/~g the maximum 
velocities are 0.101, 0.455, and 0.919 cm/sec\/~g. 
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passes, the fluid stretches out into a thin film over the 
base, in a manner resembling the way in which real drops sep­
arate. Again the flow pattern is similar to that of an 
inviscid jet, and the fluid elements within the drop remain 
virtually static with respect to the surface elements they 
are adjacent to. 
One effect not yet mentioned is the drag exerted on the 
fluid elements about midway between the centerline and the 
interface. This can be seen in the marker particle plots by 
following a single horizontal row of particles from the 
centerline to the interface, at a given time. Clearly the 
particles about midway along the row are not accelerating as 
rapidly as those along either the centerline or the free 
surface. Here, fluid from the edge of the drop whose momen­
tum is mostly horizontally directed is merging with fluid 
which is mostly moving vertically, as these two floss merge, 
the horizontally moving fluid is accelerated in the vertical 
direction, and as it changes direction, there is a local de­
crease in the vertical momentum of the fluid which mixed with 
it. This is indicated by the change in direction of the 
velocity vectors in Fig, 25. This effect would be present 
even if fluid were entering through the nozzle, as the fluid 
resting near the base must be accelerated horizontally before 
it can be accelerated vertically. Sosa dasping of any 
circulation patterns due to incoming fluid would necessarily 
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result. 
As can be seen by inspection of the marker particles, 
there is a great deal of stretching at the interface. Com­
parison of successive time plots reveals that most of the 
interface stretching takes place on the sides of the drop 
near the base, while very little stretching takes place near 
the apex. The non-uniformity of this type of stretching 
would produce locally high mass transfer rates because new 
surface area is being created and material from inside the 
drop is thus drawn to the interface. This result would cor­
respond with the experimental observation that most of the 
disturbance of drops due to mass transfer takes place along 
the sides while very little disturbance takes place at the 
apex. 
The third example calculation again uses the same bound­
ary and initial conditions and fluid parameters as in Example 
2. However, in this calculation a surface tension force 
egual to one half of the initial value was applied at the 
free surface. Hhen this was first attempted, the drop became 
very unstable, and the surface was distorted. Thus, addi­
tional modifications to the calculation technique were neces­
sary. 
It sas found in test calculations in which the surface 
tension was not zero that the spline fitting technique "as 
not capable of producing smooth pressure boundary conditions 
Ill 
(curvatures) at the interface. The errors appear to be due 
to slight fluctuations in the positions of the interface par­
ticles which produced large fluctuations in the curvatures of 
the splines. This problem was remedied by least squares fit­
ting the curvatures produced by the splines and applying 
these smoothed curvatures as pressure boundary conditions. 
The resultiag drop shapes and marker particle plots are shown 
in Fir. 26 and the vector velocity plots in Fig. 27. 
As can be seen from the marker particle plots. Figs. 2U 
and 26, the drop motion is initially restrained by the 
surface tension forces. However, the shape of the drops does 
not vary significantly. This result indicates that the 
surface tension forces are not yet significant in determining 
the shape of the drop compared with the accelerations of the 
fluid and gravity. 
àt later times the drop surface becomes somewhat ragged 
as the smoothing function used in the surface tension calcu­
lation is affected by strong variations in the curvatures 
calculated by the splines. These results show the inherent 
limitations in the smoothing approach. Shereas the curvature 
of the surface is actually calculated by splines passing 
through the interface particles which may contain errors due 
to particle fluctuations, the smoothing function must follow 
the curvature data regardless of hoy bad the data sight be. 
Thus, as the calculation proceeds and the particles become 
Figure 26. Marker particle plots for Example 3. h no slip 
velocity boundary condition was applied at the base of the 
drop and a sturface tension force equal to one half the 
initial value was applied at the free surface. 
HEIGHT, Z (cm) 
Ell 
Figure 27. Velocity vactor plots for Example 3. àt each 
time the vectors are scaled so that the longest vector has 
length 0.02 cm and coricesponds to the maximum velocity in the 
field. At times 0.1, 0.5, 1.0, and 1.4 sec the maximum 
velocities are 0.056, 0.276, 0.626, and 1.034 cm/sec/"g. 
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more and more irregularly spaced, the splines begin to 
oscillate rapidly in order to pass through the particles. 
This results in extraneous curvatures which the least squares 
function must fit. As these data are then used as pressure 
boundary conditions, the entire calculation must eventually 
become unstable. The first signs of this type of instability 
are the lumps at the free surface seen in Fig. 26. 
Before the instability becomes large, however, it is in­
teresting to note the similarity of the flows of Example 2 
and this example, clearly the shapes are nearly identical, 
but at different times. Also the flow patterns are very sim­
ilar. These results would indicate that initially the effect 
of surface tension on the basic flow pattern is very slight, 
however, the surface tension is small also. 
The solution at late times indicates that the effect of 
surface tension becomes much greater as the drop stretches 
out. Comparison of the last times presented in Sxasple 2 and 
this example (rigs. 24 and 26, respectively) shovs that when 
surface tension is present the drop begins to bulge more at 
the top and constrict more along the stem than it does when 
surface tension is not present. Also, the velocity vector 
field of Pig. 27, indicates that the fluid in the stem is be­
ginning to accelerate more rapidly than that near the apex. 
This is seen in the figure as longer vectors near the bottom 
of the stem than in the bulk fluid in the drop. Figure 28 is 
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included to show the effect of surface tension in retarding 
the acceleration of a falling drop* In this figure drops 
with and without surface tension are compared at the same 
time. Clearly the drop without surface tension is 
accelerating more rapidly as indicated by its greater length. 
It is interesting to note that even with surface tension 
present, the same patterns of surface stretch and particle 
position relative to surface elements is preserved. This 
would indicate that the basic flow pattern within the drop is 
not greatly altered by the application of a small surface 
tension force, and that surface tension serves mainly to 
change the shape of the drop. 
The previous three examples of falling drop problems all 
show that there is no internal rotation induced by the sepa­
ration motion. In fact, the opposite effect is indicated by 
the marker particle plots. The basic flow pattern appsars to 
be plug flow in the vertical direction (u=0,v=constant) near 
the top of the drop. Sear the base, the floe appears to be 
the sane as that of a jet impinging on a flat plat, but in 
the opposite direction. This flov is given by (u=-Ar, 
v=2&z), Hhere A is an arbitrary constant. 
The three calculations also reveal a marked similarity 
in the regions where the surface begins to stretch. In each 
case the side or stss of the drop shows the most stretching 
between particles and at the same tiae a stretching of the 
Figure 28. Barker particle plots at the same time, for drops 
with and vithoat surface tension, taken from Examples 2 and 
3. The shorter drop has surface tension restraining it, and 
indicates the magnitude of this effect. 
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fluid within the drop near the surface. Near the top of the 
drop very little stretching is apparent, and the fluid within 
the drop is virtually undisturbed fro* its original arrange­
aient. 
The following information pertains to the calculation 
parameters used in the previously discussed falling drop 
problems. Square cells were used in all of the falling drop 
calculations, thus Sr=Sz= 0.02 cm. The cells were arranged 
into a rectangle 39 cells wide and 52 cells high. The entire 
height of the mesh vas used by the fluid as the drop 
stretched out, and more height could have been added, but at 
the expense of increased computer storage. 
The time step, St, used in all of these calculations was 
0.02 seqy^. This was the largest value which could be used 
without distorting the interface or causing instabilities. 
Smaller values of St were tried but no iaproveseut in the 
interface resulted. also decreasing the tise step produced 
only slight improvements in the accuracy of the solutions. 
The initial interface was approximated by %1 particles, 
but due to the stretching of the interface, particles had to 
be added as the calculation proceeded. Thus by the end of 
the calculation as many as 20 particles might have been 
added, though the exact number is not the same for each of 
the runs presented here. So particles were added or deleted 
from any other part of the fluid region. 
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The computation times required were approximately 15 
minutes for Examples 1 and 2, and 52 minutes for Example 3. 
The computations were carried out on an IBH 360 model 65 com­
puter, sad each computation required 352,000 bytes of stor­
age. 
The Forced Internal Circulation Drop problem 
In an attempt to simulate the floa within slowly growing 
drops, the problem of forced internal circulation within a 
constant volume drop was considered. In this situation, 
fluid is added to and withdrawn from the drop at the same 
rate. The flow within the drop will become steady once 
initial transient flows have died away, and the resulting 
flow patterns should resemble those within a slowly growing 
drop (56). 
In order to study this problem, the MAC method was again 
modified to incorporate the appropriate boundary coaditions. 
The pressure boundary condition at the interface consists of 
three components; applied or atsosphsric pressure# surface 
tension, and normal stress due to fluid motion. The first 
term is constant and is taken to be zero. The second term is 
directly proportional to the curvature of the drop. The drop 
shape was that of a static drop and the surface tension com­
ponent reduces to a hydrostatic term which does not vary with 
tise. The third tera is proportional to the amount of momen­
tum trying to cross the interface, at steady state, the 
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fluid flows tangential to the interface, thus this term must 
eventually vanish. This is equivalent to a free slip 
velocity boundary condition and a hydrostatic pressure bound­
ary condition. 
The pressure boundary condition at the interface may 
thus be written 
(^  = +  gz + c(u-n)  
where 
C^Q = applied pressure 
gZ= hydrostatic term 
C(ij Tf)- dynamic pressure opposed to the normal momentum 
trying to cross the interface 
This approach originated with Viecelli (55), who first ap­
plied it to the calculation of flows in geometries with arbi­
trarily curved boundaries by the MAC method. His technique 
requires the simultaneous iteration of both pressure and 
velocity, but has the advantage of the following pressure 
boundary condition, which conserves volume and allows no mo­
mentum to cross the interface: 
Here U is the local velocity vector, PI is the local surface 
norsal and § is the width of the cell. ^ is an iteration pa­
rameter used to relax the pressure and velocity equations. 
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7iecelli's approach differs from that used here. He 
iterated pressure and velocity sinaltaneously between time 
steps in order to conserve volume and force tangential flow. 
His scheme is, however, closely analogous to that used here 
when the solution sought is steady state. In that case his 
iteration parameter closely resembles the time parameter of 
this work. The two approaches differ in the manner in which 
volume conservation is forced in the surface cells, and how 
the interface position is determined. Viecelli used the 
original H&C method to force volume conservation. In this 
work, velocities are extrapolated from within the fluid in a 
manner which insures both continuity of the velocities at the 
interface and conservation of volume. In the approximation 
of the boundary position, Viecelli used short straight line 
segments, while in this work the spline fitting method dis­
cussed previously was used. 
In this manner it was possible to apply the pressure 
force at a location nearer to the correct location of the 
free surface and at the same time conserve volume. Viecelli 
(55) gives more detail concerning the divergence theorem 
analogy on which this boundary condition approximation is 
based, and shows how it may be correctly incorporated into 
dynamic calculations. 
The previously discussed boundary conditions, ehile 
somewhat empirical, indeed produced flows tangential to the 
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interface. The flows shov circulation patterns similar to 
those observed in nature (56), and are approximately what one 
would expect. There does appear to be some discrepancy in 
the flow pattern very near the free surface, which allows the 
escape of some normal momentum. However, it cannot be attri­
buted entirely to the approximate boundary condition dis­
cussed above. Part of the problem in this region of the cal­
culation is the lack of resolution due to finite cell size. 
Because the grid is composed of square cells and the 
interface does not lie on a 45® slope, the grid must have 
several "steps" in it to approximately match the true 
interface position. At these "steps", there is a possibility 
of discontinuity in the velocity boundary conditions, which 
are based on extrapolations from within the fluid region. 
However, as will be seen in the following figures, the error 
is not large, and the basic flow pattern is not significantly 
effected. 
Forced internal flow of fluid within drops sas studied 
by varying fluid viscosity and inlet velocity independently 
and observing the steady state flow patterns. Viscosities in 
the range of 1 to 80 centipoise (cp) and inlet velocities of 
0.2 to 5 centimeters per second (cm/sec), respectively, were 
used. T«o orthogonal sets of experiments were conducted, one 
holding inlet velocity constant at 1 cjs/sec and varying 
viscosity (1, 10, 20, 50, and 80 cp) and the other holding 
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viscosity constant at 1 cp and varying inlet velocity, (0.2, 
0.4, 0.5, and 1.0 cm/sec). In this manner any transitions in 
the flow pattern could be detected and bracketed without de­
pending on dynamic similarity. 
The first set of experiments, holding viscosity constant 
and varying velocity, are presented in Figs. 29, 30 and 31. 
Figures 29 and 30 present the steady state particle paths and 
Fig. 31 presents the vector velocity plots corresponding to 
the highest and lowest inlet velocities. The first experi­
ment was conducted at an inlet velocity of 1 cm/sec. The 
striking circulation pattern reveals that a large portion of 
the fluid within the vortex never passes out of the region 
th&t it occupies in Fig. 29. This can be seen by following 
any pathline of the vortex beginning with the third pathline 
down from the base. 
Each of these lines eventually retraces itself, indicat­
ing a lack of sizing, even in the presence of a strong 
*ortex. The outer pathlines of the vortex do not retrace one 
another, indicating the extent of mixing. The two outer 
pathlines which terminate near the base of the drop were 
actually crossing the interface near this point. The program 
which computed the paths from the steady state velocity dis­
tribution was instructed to terminate such paths because it 
has been found that ones a particle crosses the interface, 
for whatever reason, the velocity field is not generally ac-
I'lgure 29. Steady state particle paths for drops with forced 
internal circulation., The upper drop has an inlet velocity 
of 1 ca/sec and a viscosity of 1 cp. The lower drop has an 
inlet velocity of 0.!> cm/sec and a viscosity of 1 cp. 
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Plquxe 30. Steady state particle paths for drops with forced 
internal circulation. The upper drop has an inlet velocity 
of O.U ca/sec and a viscosity of 1 cp. The lower drop has an 
inlet velocity of 0.2 ca/sec and a viscosity of 1 cp. 
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Figure 31. Vector velocity plots for drops with forced in­
ternal circulation. The upper drop has am inlet velocity of 
1 cm/sec and a viscosity of 1 cp. The lower drop has an 
inlet velocity of 0.2 cm/sec and a viscosity of 1 cp. 
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curate enough to return the particle to the fluid region. 
The pathlines of those particles which enter the comput­
ing region through the nozzle mouth ultimately all pass 
within 0.05 cm of the interface and achieve the largest 
linear velocity of any path. This pattern also shows that 
the maximum velocity down the interface is achieved in the 
region where the most surface area is present. This means 
that these particles are in an ideal position for mass trans­
fer, and the model they suggest is the penetration theory 
moael. 
It should also be noted that the vector velocity plots 
in all the following results are scaled so that the maximum 
velocity vector has a length of 0.1 cm. Thus if a vector has 
a length of A cm, then the velocity it represents corre­
sponds to lOAVmax cm/sec. By representing the velocity 
fields iû this fiâûûer the relatifs zzgzitsdes of the entire 
flOH say be seen at a glance. 
These plots are also useful in determining velocity 
profiles { u (z) 5r=constant, or v(r) |z=constant) . The 
profiles may be seen by sighting down the figure holding it 
nearly edgewise to the eye. As an example. Fig. 31, if 
viewed edgewise at a radius of about 0.15 cm shows a 
horizontal velocity profile which is positive at the apex and 
negative at the base of the drop. This is one method of de­
ter sining if rotation is present in a flow. However# it 
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should be pointed out that the vector components are actually 
averages of the velocities which border a given cell. Thus 
in the case of a very small vortex, the rotation is masked by 
the averaging process. 
Comparison of the drops shown in Fig 29 reveals the 
change in circulation pattern as the inlet velocity is 
decreased from 1 cm/sec to 0.5 ^s/sec, while viscosity is 
held constant at 1 cp. The vortex center has changed, and 
the particles which previously passed within 0.05 cm of the 
interface now pass within 0.1 cm. Also by comparison of the 
relative spacing of the + marks on the pathlines it can be 
seen that when the inlet velocity is 1 cm/sec the residence 
tiae for particles near the interface is much less than when 
the inlet velocity is 0.5 cm/sec. 
Figure 30 further reveals the trend in the reduction of 
internal velocities and the increase of residence times at 
the drop surface. The drops shown in this figure have inlet 
velocities of 0.4 and 0.2 cm/sec. also as the internal 
velocities decrease, the size of the vortex tends to diminish 
and its center tends toward the corner of the inlet nozzle. 
In this study, the inlet velocity was not reduced far enough 
to eliminate vortex motion altogether, hosever, the lowest 
velocity calculated showed a vortex that is the smallest 
resolvable by this technique, one cell width at its narrowest 
point. This leads to the conclusion that at some inlet 
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velocity less than 0.2 cm/sec the vortex must be eliminated 
altogether, and that laminar flow throughout the drop 
prevails. 
When experiments were conducted using a fixed inlet 
velocity and varying viscosities, a lower limit for vortex 
flow was established. It was found that above a viscosity of 
20 cp circulation did not occur, when the inlet velocity was 
held at 1 cm/sec. If dynamic similarity is a valid assump­
tion, then the velocity at which this same transition would 
occur at 1 cp would be between 0.1 cm/sec and 0.05 cm/sec. 
However, this remains to be shown. 
The runs calculated varying viscosity while holding 
velocity constant are presented in Figs. 32, 33 and 34. As 
can be seen by comparing the particle paths of the 20 cp ran 
and the 50 cp run. Figs. 32 and 33, the break in flow pattern 
xs apparent. Taxs probably caused by the limits o£ reso­
lution in the calculation scheae as once the lisâtiag vortes 
width has been reached rotation cannot be detected= However, 
it is safe to say that if there were actually any vortex 
present beyond the limits established here, its overall 
effect on the flow patterns is insignificant. 
One further observation that can be made is that for 
viscosities greater than 50 cp, the particle paths remain 
virtually unchanged. Thus beyond a certain point, further 
increases in viscosity no longer effect the floe pattern, but 
Piqûre 32. Steady state particle paths for drops with forced 
internal circulation. The upper drop has s viscosity of 10 
cp aad the lower drop has a viscosity of 20 cp. Both drops 
have inlet velocities of 1 cia/sec. 
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Figure 33. Steady state particle paths for drops with forced 
internal circulation. The upper drop has a viscosity of 50 
cp and the lower drop has a viscosity of 80 cp. Both drops 
have inlet velocities of 1 cm/sec. 
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Piqûre 3%. vector velocity plots for drops with forced in­
ternal circulation. The upper drop has a viscosity of 10 cp 
and tlie lower drop has a viscosity of 80 cp. Both drops have 
inlet velocities of I cm/sec. 
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rather just slow it down. This can be viewed as the point at 
which the second order term in the velocity equations is 
dominant with respect to the the rest of the taras. 
Two additional flows were calculated for comparison with 
those just presented, one at 10 cp and 5 cm/sec inlet 
velocity, and the other at 5 0 cp and 1 cm/sec inlet velocity, 
but with a variation in free surface velocity boundary condi­
tions. The first calculation shown in Fig. 35 is an attempt 
to verify the dynamic similarity concept directly. Here a 
drop with the same Reynolds number as the 1 cp, 0.5 cm/sec 
run presented in Fig. 29 is shown. It can immediately be 
seen that while the flow patterns are not identical, they are 
very similar. When this difference was discovered, a check 
of the maximum velocities in the nozzle mouth was made. It 
was found that although the Reynolds number for these two 
flows based on the inlet velocity was the same, the Reynolds 
number based on the average velocity at the nozzle south were 
not. The difference in Reynolds number, due to the different 
rates at which a parabolic velocity in the nozzle section was 
established, was significant enough to distinguish the two 
calculations. However, verification of dynamic similarity is 
implied by the closeness of the two solutions. 
The second additional calculation «as made on a drop 
with a viscosity of 50 cp and an inlet velocity of 1 cs/sec 
and it is also shoan in Fig. 35. However, the fluid velocity 
Figure 35. Steady state particle paths for drops with forced 
internal circulation. The upper drop has a viscosity of 10 
cp and an inlet velocity of 5 cm/sec. This was a test of dy­
namic similarity. The lower drop has a viscosity of 50 cp 
and an inlet velocity of 1 cm/sec. The velocities at the 
surface of this dcop were set to zero to simulate drag at the 
interface. 
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at the surface was restricted to be zero. This was an at­
tempt to test the effect of a no slip condition at the 
interface. It was decided that this boundary condition was 
inappropriate on the basis of the particle paths which re­
sulted. As can be seen from Fig. 35, some of the particles 
travel to the interface and then stagnate, or drift very 
slowly toward the centerline. Also only about half of the 
particle paths that originate in the nozzle mouth terminate 
in the annulus. This implies that momentum is being lost 
across the interface. 
Finally, two photographs taken by Weathers (56) of 
forced internal circulation drops are included for general 
comparison. The first is a drop with a viscosity of about 83 
cp and an inlet velocity of 2 cm/sec, shown in Fig. 36. k 
drop of lower viscosity, 1.4 cp, and the same inlet velocity 
is presented in Fig. 37. These photographs were taken during 
a two fluid experiment in an attempt to establish the flow 
patterns within growing drops experimentally. For this reason 
it is remarkable that the flows compare as well as they do 
with the results of this work. The similarity of the parti­
cle paths of Figs. 37 and 29 are obvious, even though the 
drop in the photograph is of a different viscosity, inlet 
velocity, interface boundary condition and shape. The same 
type of comparison can be made between Figs. 36 and 33, and 
again the flows are similar despite the differences in the 
Figure 36. Time laps» photograph of a two fluid drop. 
Aluiiinuii particles were added to the drop phase to create the 
particle paths. This drop has a viscosity of 83 cp and an 
inlet velocity of 2 cii/sec. 
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Figure 37, Time lapse photograph of a two fluid drop. 
Aluminum particles in the drop phase produce the particle 
paths. This drop has a viscosity of cp and an inlet 
velocity of 2 cm/sec. 
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physical situations. Thus it is believed that the flow pat­
terns presented here are valuable guides to the types of flow 
which is found both in drops with forced internal 
circulation, and slowly growing drops. Furthermore, it has 
been demonstrated that the H&C method when appropriately 
modified can produce solutions to the forced internal 
circulation drop problem, and that if a specific drop problem 
solution were desired, it would be possible to use this 
technique to obtain it. 
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CONCLOSIOHS AND RECOHBENOATIONS 
Conclusions 
(1) The flow within a falling drop roughly approximates 
the flow within a separating drop, and indicates that surface 
stretch occurs mostly at the sides of the drop. Thus the 
creation of new surface area is the most likely means of mass 
transfer in this situation. 
(2) The velocity distribution in the falling drop is 
plug flow in the direction of gravity. No rotation was found 
in this flow. 
(3) The circulation patterns in drops with forced inter­
nal circulation obtained by the modified HAC method indicate 
two regimes of flow, rotating and non-rotating. The 
occurrence of rotation vas observed only above Reynolds num­
bers of 0.8 if the Reynolds number is based on the drop 
viscosity, the iniet velocity, the nozzle diameter, and the 
drop density® 
(U) The drops sith forced internal circulation shosed 
high velocities at the interface in the region where the 
surface area is greatest. This suggests that penetration 
theory would explain the mass transfer process. 
Recommendations 
(1) The MAC method has the potential to solve the com­
bined problem of a forming and separating drop. However, a 
seans of calculating ssooth and accurate surface curvatures 
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must be found before this potential can be realized. 
(2) A full two fluid simulation should be made of the 
forced internal circulation drop problem, in order to deter­
mine the effects of a second phase on the flow patterns near 
the interface. Also the correct normal and tangential stress 
boundary conditions should be used in any future simulations 
of drops with forced internal circulation, in order to deter­
mine the effect of their omission in this work. 
(3) An effort should be made to reduce the amount of 
computer code necessary to implement the modified MAC method, 
as considerable efficiency could be introduced in future cal­
culations. 
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NOHENCLATORE 
D - divergence (=V®u) 
g - gravitational acceleration 
K - curvature 
Ij^ - chord length between particles k and k-1 
M - second derivative of interface spline 
n - local outward surface normal 
0 - term indicating the order of error incurred in 
truncating a Taylor series expansion 
P - pressure 
Q - pressure generation term 
r - radial distance 
5 - region containing fluid 
(3E - boundary of region containg fluid 
B, - principal radius of curvature 
Rg - transverse radius of curvature 
t - tiae 
Tj - interfacial tension coefficient 
u - horizontal velocity component 
V - vertical velocity component 
(may refer to other component directions 
if subscripted) 
r - cusulative chord length between interface particles 
z - arial distance 
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Greek Letters 
fractional cell width of an "irregular sta 
relaxation parameter 
radial cell width 
time step 
axial cell width 
convergence criterion 
normal direction 
arbitrary constant 
viscosity 
kinematic viscosity 
density 
tangential direction 
pressure to density ratio 
Superscripts 
radial direction 
ti me 
axial direction 
differentiation with respect to x 
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Subscripts 
free surface 
radial direction index 
axial direction index 
particle index 
radial direction 
wall or line of symmetry 
axial direction 
angular direction 
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