Point cloud video is the most popular representation of hologram, which is the medium to precedent natural content in VR/AR/MR and is expected to be the next generation video. Point cloud video system provides users immersive viewing experience with six degrees of freedom and has wide applications in many fields such as online education, entertainment. To further enhance these applications, point cloud video streaming is in critical demand. The inherent challenges lie in the large size by the necessity of recording the three-dimensional coordinates besides color information, and the associated high computation complexity of encoding. To this end, this paper proposes a communication and computation resource allocation scheme for QoE-driven point cloud video streaming. In particular, we maximize system resource utilization by selecting different quantities, transmission forms and quality level tiles to maximize the quality of experience. Extensive simulations are conducted and the simulation results show the superior performance over the existing schemes.
I. Introduction
With the rise of immersive video, technologies such as Virtual Reality (VR) and Augmented Reality (AR) are increasingly favored by users. Currently, 360 degree video combined with VR technology are the most widely used because 360 degree video use mature common video compression technology in terms of transmission. However, 360 degree video is limited by the principle and can only achieve two degrees of freedom (DOF), that is, the user can only change elevation and horizontal angle of the field of view (FOV) through the left and right and up and down movements of the head, and can not change FOV by moving the spatial position of the user, which has a great impact on user interaction. Thus, hologram video which can support six DOF, combining with wireless transmission, can give users a real immersive experience [1] .
However, higher degrees of freedom also means a much larger amount of data, thus the wireless streaming of hologram videos brings more challenges. Nowadays, light field and point cloud are two commonly used technologies in hologram video. Constrained by huge data size, light field technology is rarely used in practice [2] , and dynamic point cloud is the best choice for hologram video application. The point cloud is composed of quantities of points in three-dimensional space, and each point contains RGB attributes. However the point cloud needs to store three dimensions of information,The amount of data is very large compared to ordinary video [3] . For example, when the number of 3D points is around 2800,000, the amount of traffic without any compression is approximately 78 Mbits for a single frame, which means that the bandwidth requirement of hologram video streaming is 2300Mbps when frame rate is just 30, and that would be even much lager when processing high quality point cloud video. Therefore, higher bandwidth requirement is placed on the transmission of hologram video.
At present, there are limited researches related to hologram video streaming, and it mainly focuses on the compression coding of point clouds. Hu proposes a novel point cloud compression method for attributes, based on geometric clustering and Normal Weighted Graph Fourier Transform (NWGFT) [4] . Mohammad proposes spatially sub-sample point clouds video in the 3D space method to reduce data amount and combines the adaptive scheme in DASH protocol to make the point cloud video transmission adaptive [5] . To reduce the huge data amount of hologram video, efficient video compression is an important technology. At present, some mature compression schemes have shown excellent performance. Such as Google's Draco [6] project and point cloud compression (PCC) [7] in MPEG-I. However, in our experiment tests, the running time of compressing and uncompressing are also very long. For example, the time for a typical computer with i7 processor to decode 30 frames of point cloud video may be at the minute level. Drawing on the idea of VR video streaming, Jounsup proposes a volumetric media transmission scheme that cut the point cloud video into tiles spatially, while different tiles have various quality levels, culling them or reducing their level of quality depending on their relation to the users view frustum and distance to the user [8] . However, the long uncompressing and decoding time before playback is avoided in their research, just taking the transmission time into account. Arunkumar studies the relationship between decoding time and transmission time in VR video [9] , and proposes to balance the relationship between the two by partially transferring raw tiles of VR video.
Due to the huge data traffic requirement, it is impossible to directly transmit the raw point cloud video. We can use the idea of VR video processing method [10] by cutting the point cloud video into 3D tiles and only transmitting them within the user's viewport. Besides, the current mainstream point cloud video compression and decompression technology has high efficiency, and supports multi-core, multi-thread operation, which can compress one second of point cloud video of 500 Mbits to 4 Mbits, with 23 seconds uncompressing time. However the PSNR will be dropped from 75dB to 66dB. In this manuscript, we try to jointly allocate the computational resources of the user's playback device as well as the communication resources, so that the users can adaptively select the video quality according to the processing capability, network bandwidth, and user viewport to maximize the QoE. To the best of our knowledge, this is the first research jointly considers communication resource and computational resource for hologram video streaming.
Our contributions are summarized as follows: (1) we propose the joint communication and computational resources allocation framework for point cloud video streaming, in which computational resources are represented as the performance of decoding the compressed 3D tiles on user's playback device. (2) We propose a QoE evaluation metric for dynamic point cloud video based on user's perspective and point cloud characteristics, combining distance and quality weights of different 3D tiles. (3) We establish a transmission system that balances the utilization of communication resources and computational resources to maximize the QoE value of dynamic point clouds video. The remainder of this paper is organized as follows. Section II introduce the proposed transmission system model and introduce how our tiling selection strategy can improve system resource utilization. Section III introduces the joint mathematical allocation problem to maximize user's QoE value. In section IV, experiments are carried out to verify the feasibility of our transmission scheme and its performance. And we finally conclude this paper in Section V.
II. QoE driven hologram Video Streaming System
In this section, we will introduce our hologram video streaming system and the basic optimization idea of how to maximize user's QoE when jointly considering allocation of communication and computational resources.
A. System Architecture
As mentioned above, due to huge amount of data in point cloud video, it cannot be directly transmitted via the wireless network. Similar to VR video streaming, hologram video is also sliced into multiple 3D tiles and only part of tiles are transmitted according to user's FoV to reduce bandwidth requirement [8] . Besides, the video compression technology such as H.265 can be applied to relatively keep video quality while dramatically reducing data size. However, due to the particularity of 3D video, decompression will consume a lot of computational resources and running time. Although the multi-core and multi-threading operation are supported, with different available computational resources and time-varying network bandwidth, how to optimize the transmission scheme to achieve a better user's QoE still remains a non-trivial issue. In this paper, we propose a dynamic point cloud adaptive streaming system to optimize the transmission time and uncompressing time by adjusting the balance between computational resources and communication resources, as shown in Fig. 1 .
The whole system can be divided into two parts, the server side and the client side. The server performs preprocessing on point cloud video, cutting it into 3D tiles, and compressing each tile into different quality representations with Group of Frame (GOF) as the minimum unit. The information of all the point cloud video tiles is stored in a Media Presentation Description (MPD) file, similar to MPEG-DASH [11] , and the server will send corresponding tiles after receiving streaming requests from the client.
After all the tiles are received and uncompressed, they will be reconstructed, as show in Fig. 2 , which can be seen that some tiles quality changes in the reconstructed frame. Then it will be sent to the buffer, waiting for rendering and playback. Obviously to maintain a continuous playback, the buffer cannot be drained.
The core of the client side is tile selection module. It calculates user's FoV, selects the tiles residing inside FoV with appropriate quality representation to maximize user's QoE, according to wireless bandwidth status, buffer depth, and the available computational resources. 
B. Tile Selection Module
Although the compression efficiency of dynamic point clouds is already very high, most of the current test data sets just have simple and low quality scenarios with less than one million points. With the development of point cloud acquisition technology, the future point cloud video will be the reappearance of various realistic and complex scenes [12] . For example, a street scene, there will be hundreds of pedestrians and vehicles and other complex things, the number of points will be more than one billion, and the size of compressed video will still be extremely large and hard to transmit. Thus We use the idea of VR video processing method by cutting the point cloud video into 3D tiles and only transmitting them within the users viewport. The 3D tile cutting method is shown Fig.3 . With the help of tiling scheme, we can reduce the transmission of redundant tiles and select different quality level for each tile to optimize the transmission. The former can reduce the bandwidth requirement by detecting the user's viewport, and the latter can be implemented by transmitting the compressed version of some tiles, while the other raw tiles can be requested to improve reconstructed quality. Although the transmission time is increased, the computational resources required for decoding can be reduced to realize real-time uncompressing and playback. It is most suitable for the scenario where communication resource utilization is not high and computational resources are insufficient.
III. Problem formulation

A. Computational Resources and Decoding Time
Through the available data set [13] , it can be found that the decoding time and the required computational resource of point cloud video is related to it's total number of points and quality level, as shown in Table I . Assume the minimum required computational resource of all tiles with lowest quality is C, we can find a parameter ∂ g,k so that the required computational resource of tile k with quality level r in GOF g can be described as C g,k,r = ∂ g,k,r × C, and it can be quantized into clock cycles to describe the required time to decode. All the consumed computational resource C g,k,r can be regarded as known parameters stored in the MPD file. We assume CU 1 is the computational resources that one single processor core of user's playback device can provide in one GOF time, and NC is the number of cores, then CU NC = NC × τ NC × CU 1 , where CU NC is the total computational resource available, and τ NC means the conversion efficiency when the uncompression program is running in multi-core and multithread mode. Obviously, the consumed computational resource cannot exceed the amount that the user's device can provide.
Then we can obtain the decoding time Td g for GOF g, which can be expressed as:
where f is the number of frames in one GOF and f ps is the number of frames of the point cloud video. e g,k indicates the transmission form of the tiles, and when e g,k = 1 indicates that the compressed version is selected, while e g,k = 0 means that the raw tile is selected. M g means the number of tiles in user's FOV, and R is the total quality levels available. x g,k,r is a binary variable and x g,k,r = 1 means compressed version of tile k with quality level r in GOF g is transmitted, otherwise x g,k,r = 0.
In our system, all the retrieved tiles are inserted to a buffer before playback. Let the Tb g is the current depth of the buffer, which means the frame length (measured in time) of point cloud video stored in buffer. Obviously to maintain a continuous playback, we have Tb g > 0, ∀g ∈ [1, G] .
Then the dynamics of the playback buffer can be expressed by the following difference equations:
where Ti g is the increased playback time when GOF g enters the buffer, which is a constant value and equals to f f ps . Tu g indicates the time consumed by the transmitting all the tiles resides in FOV and decoding the compressed tiles in GOF g. Thus Tu g can be expressed as:
Ts g = raw tiles.size + compressed tiles.size Bw g (4)
= Mg k=1 e g,k × R r=1 binS g,k,r × x g,k,r Bw g + Mg k=1 1 − e g,k × R r=1 plyS g,k,r × x g,k,r Bw g (5) where binS g,k,r indicates the data size of the compressed tile k with quality level r in GOF g, while plyS g,k,r represents the data size of raw tile k with quality level r in GOF g, and the parameters are all stored in the MPD file. Bw g is the predicated wireless bandwidth at the time of GOF g.
B. The Quality of Experience Model
Unlike to VR video, the hologram video can support 6DOF, and the 3D tiled viewing process is shown in Fig.4 . During the playback, it can be found that different tiles have different distances from the viewer's position, and they have different contributions to the total QoE. we assume that the closer the tile is to the user's viewpoint position, the greater its contribution. Besides, for each 3D tile, there are up to R compressed quality levels available, and when different quality level is requested, different QoE will be yielded. Then for a single 3D tile k in GOF g, we can define its QoE contribution as:
where p g,k and QT g,k are distance weight and quality weight respectively for 3D tile k in GOF g.
In this paper we define p g,k as:
where v g is the user viewpoint position when watching GOF g, and pos g,k is the position of tile k in GOF g. dist g,k is a function of the tangential distance from the viewpoint.
Regarding the quality weight QT g,k , due to unevenness of the point cloud video, the number of points contained in each tile is different. Thus we can define the quality weight for a 3D tile k as the ratio of number of points in that tile to the total number of points in whole FoV, which can be expressed as:
The quality of the point cloud image is generally evaluated by level of density (LOD), which represents the number of points in the unit volume, and the user views each point in the FOV area. Then for the whole point cloud video, we can define the QoE as [14] :
C. Total Problem Formulation
Overall, the QoE driven communication and computational resource allocation point cloud video streaming can be formulated as: max x g,k,r ,e g,k
This is a constrained nonlinear 0-1 programming problem. Among them Equ. 13 is as follows: 
It can be simplified to Tb g − Tb g−1 = a g = f x g,k,r (15)
The constraint is a first-order non-homogeneous linear difference equation, x, e is a binary vector, and b is the initial buffer size. Then we have
The problem is a nonlinear integer programming (NIP) problem. If the solution variable of the problem is relaxed to a continuous variable, its objective function and constraint are convex functions and convex sets that are easy to solve. Therefore, the paper firstly relaxes the problem, converts the NIP problem into the NP problem, and uses the KKT-condition to find the solution of the nonlinear programming problem.Then the branch-andbound method is used to solve the 0-1 variable solution of the original problem.
IV. Performance Evaluation
We built a simulation platform to verify the feasibility of our proposed transmission scheme, calculate the different results under different computational resources CU i NC and different communication resources Bw i , and then compare with the traditional tiling scheme, that is, the scheme of only transmitting the compressed tiles, in terms of system resource utilization and QoE values.
Limited to the effectiveness of bandwidth prediction, we set the whole dynamic point cloud time to 2s, including 3 GOFs per second. The tiling scheme M = 2 × 2 × 6, total quality levels r = 5, initial buffer length b = 2s. The required computational resource with the smallest size among all the tiles is set to C = 1, and the computational resources required for each tile are obtained according to the size. Other simulation parameters are listed in Table  II : Firstly, we study the performance of our proposed system. Fig.5 is the number of transmitted raw tiles and compressed tiles under various conditions. It can be seen that when the computational resources are relatively large, the scheme preferentially transmits the compressed tile to improve the resource utilization. When the bandwidth is relatively large, the scheme preferentially transmits the uncompressed tile to make full use of the communication resources. In order to achieve the best system resource utilization. Fig.6 illustrates the difference in terms of tile numbers in different quality level transmitted under different conditions. When the computational resources and communication resources are low, the system will choose to transmit tiles at a lower bit rate and quality level to reduce resource requirements, and when the system resources are sufficient, high different quality tile will be transmitted to achieve the best quality experience.
Then we compare with traditional hologram transmission system, which delivers only compressed tiles. Fig.7 illustrates system resource utilization expressed by p = 1 2 × ( tiles.C system.C + tile.B system.B ), where B means communication resource and C means computational resource. It can be seen that compared to the traditional hologram transmission scheme, our system has a better system resource utilization. The Fig.8 is a comparison of QoE values between our scheme and the traditional scheme. It can be seen that since our transmission scheme makes full use of communication resources and computational resources, it can maximize the quality level of the tiles, and can obtain a greater QoE value. Besides it can be seen that When the computing resources are low, which is typical scenario for mobile user playback equipment, the QoE value is significantly higher than the traditional solution.
V. CONCLUSION
The streaming of hologram video is a major problem at present. Many studies focus on how to improve the efficiency of compression, that is, to maximize the utilization of computational resources, while neglecting the utilization of communication resources in the streaming process. End up with the solution that the transmission time is reduced, but the decoding and uncompressing time is greatly improved, thus it is still hard to implement continuous playback.
In this paper, we propose an idea of jointly allocating the communication and computational resources for hologram video streaming. And a corresponding point cloud adaptive transmission system is established. Then the allocation scheme is formulated into a 0-1 integer programming problem, by selecting different quantities, transmission forms and quality level tiles to maximize the quality of experience. Finally, we conduct extensive simulations to show that our system can outperform over the traditional point cloud transmission scheme in terms of system resource utilization and QoE.
