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In this paper, a novel approach to adjusting the weightings of fuzzy neural networks
using a Real-coded Chaotic Quantum-inspired genetic Algorithm (RCQGA) is proposed.
Fuzzy neural networks are traditionally trained by using gradient-based methods, which
may fall into local minimum during the learning process. To overcome the problems
encountered by the conventional learning methods, RCQGA algorithms are adopted
because of their capabilities of directed random search for global optimization. It is well
known, however, that the searching speed of the conventional quantumgenetic algorithms
(QGA) is not satisfactory. In this paper, a real-coded chaotic quantum-inspired genetic
algorithm (RCQGA) is proposed based on the chaotic and coherent characters of Q-bits.
In this algorithm, real chromosomes are inversely mapped to Q-bits in the solution space.
Q-bits probability-guided real cross and chaos mutation are applied to the evolution and
searching of real chromosomes. Chromosomes consisting of the weightings of the fuzzy
neural network are coded as an adjustable vector with real number components that
are searched by the RCQGA. Simulation results have shown that faster convergence of
the evolution process in searching for an optimal fuzzy neural network can be achieved.
Examples of nonlinear functions approximated by using the fuzzy neural network via the
RCQGA are demonstrated to illustrate the effectiveness of the proposed method.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Recently, quantum genetic algorithms (QGA) have been proposed for some combinatorial optimization problems, such
as the traveling salesman problem [1], knapsack problem [2,3], and filter design [4]. However, QGA is based on the concepts
of qubits and superposition of states of quantummechanics. The smallest unit of information stored in a two-state quantum
computer is called a quantum or Q-bit. A Q-bit may be in the 1 state, in the 0 state or in any superposition of the two.
In the act of observing a quantum state, it collapses to a single state. It is evident that to apply QGA to multi-parameters
optimization and high precision in calculation is not felicitous. The paper proposes a real-coded chaotic quantum-inspired
genetic algorithm (RCQGA) based on the chaotic and coherent characters of Q-bits. In this algorithm, real chromosomes are
inversely mapped to Q-bits in the solution space. Q-bits probability guided real cross and chaos mutation are applied to real
chromosome’s evolution and searching; Simulation shows that the proposed RCQGA not only avoids the shortcoming of
binary system coding based QGA prematurely but also reduce the optimizing complexity with faster convergence speed
more powerful optimizing ability. Much research combining fuzzy logic with neural network have been developed to
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improve the efficiency of function approximation. In fuzzy set theory, the selection of an appropriate membership function
is an important issue for engineering problems. It is important that the fuzzy membership functions are updated iteratively
and automatically, because a change in fuzzy membership functions may alter the performance of the fuzzy logic system
significantly. Traditionally, fuzzy neural networks are trained by using gradient-based methods, which may fall into a local
minimumduring the process. Unfortunately, such techniques also suffer fromdifficulties, such as the choice of starting guess
and convergence. Moreover, since the cost function generally has multiple local minima, the attainment of global optimum
by these nonlinear optimization techniques is difficult thanks to a probabilistic search procedure based on the concept
and principles of states. Unlike binary, numeric, symbolic representation, the QGA are highly effective and robust over a
traveling salesman problem [1]. This promotes its use to overcome the problems encountered by the conventional learning
methods for fuzzy neural networks. However, it is well known that the searching speed of the conventional quantum
genetic algorithms is not suitable. Such conventional quantum genetic algorithms are inherently incapable of dealing with
a vast number of adjustable parameters in fuzzy neural networks. Thus, we propose a framework to automatically tune the
adjustable parameters, including both the center points of the RBF and the weightings of the fuzzy neural network [5] to
approximate nonlinear functions using a real-coded chaotic quantum-inspired genetic algorithm (RCQGA). First, quantum
chromosomes consisting of adjustable parameters of the fuzzy neural networks are coded as a vector with real number
components searched by the RCQGA. The fitness value of each quantum chromosome is obtained via mapping from the
error function, which is the difference between the outputs of the fuzzy neural network and the desired outputs. With the
use of RCQGA, faster convergence of the evolution process to search for an optimal fuzzy neural network can be achieved.
The details of the proposed RCQGA are given in Section 2, Section 3 give the construction of the fuzzy neural network. Several
examples are illustrated in Section 4 to show the effectiveness of this approach. Conclusions are drawn in Section 5.
2. Real-coded chaotic quantum-inspired algorithm
To overcome the problems encountered by conventional quantum-inspired algorithms, we propose a real-coded chaotic
quantum-inspired algorithm to deal with the complicated situation where a vast number of adjustable parameters are to
be searched in the fuzzy neural network
2.1. Overview of quantum-inspired genetic algorithm
QGA is a probabilistic algorithm that is similar to a genetic algorithm.QGAmaintains a population of qubits chromosomes.
It is based on the concept and principles of quantum computing such as qubits and superposition of states, and exploits Q-
bit chromosomes as a presentation. The smallest unit of information stored in two-state quantum computer is called a
quantum bit, which may be in the 1 state, or in the 0 state, or in any superposition of the two. The state of a quantum bit
can be represented as
|ψ〉 = α|0〉 + β|1〉 (2.1)
where α and β are complex numbers that specify the probability amplitudes of the corresponding states. |α|2 and |β|2 give
the probabilities that theQ-bitwill be found in the ‘‘0’’ state and ‘‘1’’ state, respectively. Normalization of the state guarantees
it is set to unity. A Q-bit individual as a string ofm Q-bits is defined as(
α1 α2 · · · αm
β1 β2 · · · βm
)
(2.2)
where |αi|2 + |βi|2 = 1, i = 1, 2, . . . ,m Q-bit representation has the advantage that it is able to represent a linear
superposition of states. In QGA a rotation gate U(θ) is employed to update a Q-bit individual as variation operator. (αi, βi)
if the ith Q-bit is updated as follows:(
α´i
β´i
)
=
(
cos(∆θi) − sin(∆θi)
sin(∆θi) − cos(∆θi)
)
·
(
αi
βi
)
(2.3)
where ∆θi, i = 1, 2, . . . ,m, is a rotation angle of each Q-bit. ∆θi should be designed in compliance with the application
problem.At the present time,many scholar’s research is base on cooperativeQ-bit encoding, but cooperative encoding only is
expedient strategy that solve existing computer cant processes quantum information. Some studies have demonstrated that
cooperative Q-bit coding can availability ensure individual diversity and evolution direction but Cooperative Q-bit coding
can not fit for complexity function optimize due to complexity coding and limit computational accuracy.
2.2. Evolutionary process of real-coded chaotic quantum-inspired algorithm
2.2.1. The real quantum chromosome denotes
The quantum-inspired algorithm used in this paper is real-coded. Real number encoding has been confirmed to have
better performance than either binary or gray encoding for Multi-parameters optimization problems [6]. RCQGA adopted a
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Multi-bit instead of Q-bit to denote a real number. Chaotic mutation and Q-bit probability crossover was adopted to make
the best of Q-bit coherence and chaos in the evolutionary process of RCQGA. Randomly generated uniformity real number
list makes an initial chromosome
P(t) =
{
xt1 x
t
2 · · · xtN
θ t1 θ
t
2 · · · θ tN
}
(2.4)
where xti is a real number obeying uniformity. x
t
i ∈ [ai, bi], θ ti denotes the tth Chromosome the ith variable phase angle
θ ti = arcsin
(
xti − a
b− a
)
. (2.5)
So every chromosome’s information can be denoted in phase space and real number space at one time.
2.2.2. Real number crossover and chaotic mutation
Suppose some or other generation reserve the best individual and phase angle denoted by B(t) and θ(t), this generation
population is denoted by P1(t), P2(t), . . . , Pn(t), corresponding phase angle is denoted by θ1(t), θ2(t), · · · θn(t). Probability
crossover is employed to generate the next generation
∆θi(t) = θt(t)− θ(t), 1 ≤ i ≤ n (2.6)
Pi(t + 1) = B(t) cos2(∆θi)+ Pi(t) sin2(∆θi). (2.7)
We limiting disturb currently generation real number chromosome by chaotic sequence C , any chaotic sequence
optimization nature is equality by experiment [6]. Over here below expressions is used for generate chaotic sequence
y(t + 1) = 4y(t)(1− y(t))
y(t) 6= 0.5 and 0 < y(1) < 1. (2.8)
Limiting amplitude is adjusted by the fitness value. Suppose we solve the global minimal value function and the disturb
sequence amplitude can be denoted by
λi = exp
(
b− f (Xi)
b
)
(2.9)
∆θi = λi · C(i). (2.10)
In this way, we can achieve all population mutation by Eq. (2.1).
2.2.3. Real-coded Chaotic Quantum-inspired genetic Algorithm
According to the Q-bit chaotic nature and the real number encoding characteristic, we propose a real-coded with
randomly mutation Q-bit probability crossover quantum-inspired genetic algorithm. The detailed process of RCQGA is as
follows
Step 1: initial population PQ (t): confirms the size of population n, the number of populations Niche, iteration generation
Gm, apply randomly uniformity distributed function generate n real number chromosome and all initial population in every
solution subspace, calculate every Chromosome every variable phase angle θ ti by Eq. (2.5).
Step 2: Evaluate all the individuals of population by fitness function and record the best solution. If the fitness value
is better than the global optimization value, record the individual’s information as the global best value, otherwise go on
evolution in subpopulation.
Step 3: reserve the best individual information and phase angle. If the stopping condition is satisfied then save the
individual of coincidence global best value. Otherwise go on to the following step.
Step 4: applying Eqs. (2.6) and (2.7) to perform selection and quantum crossover for PQ (t) to generate PQ (t + 1) in the
subpopulation. Bad fitness individuals of PQ (t + 1) apply Eqs. (2.3) and (2.10) to perform chaotic mutation.
Step 5: let t = t + 1 and go back to step 2 until the stopping condition is achieved.
3. Fuzzy neural network
3.1. Fuzzy inference systems
A fuzzy inference system consists of three parts: fuzzification, inference and defuzzification. The fuzzy inference or
reasoning is a method for obtaining the input fuzzy variables according to a set of fuzzy rules. Suppose the fuzzy system
we consider is based on the model of Takagi and Sugeno (TS) The fuzzy rules of the TS-model are a special type of fuzzy
IF-THEN linguistic rule, for the ith fuzzy rule:
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Ri : IF Xi1is Ai1 · · · and Xinm is Ainm
THEN Yi = ai0 + ai1Xi1 + · · · + ainmXinm
i = 1, 2, . . . , n0 j = 1, 2, . . . , nm
where the IF-part and the THEN-part are the premise condition and the conclusion of the fuzzy rule respectively. The premise
variable X denotes the universe of discourse of the input variable x. The conclusion variable Yi denotes the universe of
discourse of the output variable y. Aij is the linguistic label of the fuzzy subset to describe the qualitative states within the
universe of discourse X , aij is the conclusion parameter of the rule; n0 is the number of the rules, and nm is the number of
fuzzy subsets of the mth variable. It can be seen that the fuzzy sets of the TS-model are only involved in the premise part,
and the consequent part is described by non-fuzzy equations combining the input variables X linearly.
If the multiplication operator is used in the fuzzy reasoning, the degree of membership and the premise variable X for
the ith rule is given as
ui(Xi) =
n∏
j=1
uij(Xij) (3.1)
where uij(Xij) is the jth membership function value which corresponds to the fuzzy subset Aij, of the ith rule. According to
the TS fuzzy inference method the overall output of the fuzzy system is the average weighted sum of the rule outputs, and
it can be expressed as
y =
n0∑
i=1
Yiui(Xi)
/ n0∑
i=1
ui(Xi). (3.2)
If we use the Gaussian radial basis function as the membership function of each fuzzy subset in the fuzzy inference system,
then Eq. (3.1), which describes the degree of membership of the ith rule, can be expressed as
ui(xi) =
n∏
j=1
exp
(
− (xj − cij)
2
σ 2ij
)
. (3.3)
We can see that there exist some similarity between the RBF network and the TS-model of the fuzzy inference via analyzing
Eq. (3.3). It is obvious that the functional equivalence between an RBF network and a fuzzy inference can be established if
the number of centre vectors of the RBF network equals the number of the fuzzy rules. The RBF network can be viewed as an
expression to model the fuzzy IF-THEN rules in terms of the network elements. Each hidden layer node of the RBF network
represents just one fizzy rule of the fuzzy inference system. In fact, they can be made to share the common characteristics
not only in their operations on the data, but also in their learning process to achieve the desired mapping.
3.2. Model of the fuzzy neural network
Functional equivalence can be established which is based on the condition that the number of center vectors of the RBF
network equals the number of fuzzy rules. For a multivariable system, the increase in the number of variables will result in
an increase in the number of fuzzy rules, and it will mean an increase in the center values of the corresponding RBF network.
As a consequence, the configuration of the network becomes so complicated that learning and operating the network will
be very difficult for a multivariable system. In order to cope with such difficulties, a simplified model of the fuzzy RBF
network is proposed in this section. The proposed network model has a small number of centers and is especially suitable
for multiple variable systems. For an m-dimensional input and single-dimensional output system, the universe of discourse
of each input variable is divided into Si (i = 1, 2, . . . ,m) fuzzy subsets. The membership function of each fuzzy subset is
the radial Gaussian function. If the overlapping degree between both adjacent fuzzy subsets Si
⋂
Si+1 ≤ 0.5 for a known
premise condition X , the number of activated rules u(X) > 0 is p = 2m. When adding a proper threshold value dθ to the
activated rules, the number of activated rules u(X)− θd > 0 is p ≤ 2m. If we use the activated rules to construct the fuzzy
neural network, the number of center values in the network is much less than that in the original network. A simplified
model of the proposed fuzzy RBF network is shown in Fig. 1. It consists of a five-layer feed forward network. The first layer
is the input layer, where every node corresponds to one of the input variables. The second layer is the fuzzification layer.
In this layer, the node function is a radial difference function and the center value of the function is the center value of
the corresponding fuzzy subset. The weights between the first layer and the second layer have values of unit 1. The output
of the fuzzification layer is ‖X − Cj‖. The third layer is the fuzzy link layer. In this layer, only the activated nodes of the
fuzzification layer are linked. For one input variable, the corresponding fuzzy link layer has at most two nodes under the
condition of the weights between the third layer and the second layer and these are also of unit 1 in value. The fourth layer
is a composite layer. In this layer, the node function is a radial Gaussian function. The weight between the third layer and
the fourth layer is the inverse of the square of the width coefficient.The output of the layer is the degree of membership
of the premise variable of the fuzzy rule ui(Xi). The fifth layer is the output layer.The weight wi between this layer and the
fourth layer relates to the degree of membership for the fourth layer output. The output of the fifth layer is the output of
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Fig. 1. Model of the fuzzy neural network.
the whole network. In the fuzzy system, the number of fuzzy rules, the shape of the membership function and the weight
value are the key parameters to determine the fuzzy inference. Based on the viewpoint of functional equivalence, the center
value Ci the width coefficient σij, and the weight valueWi denote just the three key parameters of the fuzzy system.These
parameters need to be modified via learning of the network. It is very useful for the fuzzy RBF network that the structuring
and modifying of the fuzzy inference system parameters can be accomplished by learning of the network.
3.3. Learning algorithm of fuzzy neural network
The learning algorithm of the simplified model of the fuzzy neural network consists of two parts: the method of
structuring the network center Ci and the learning algorithm of the network weight wi. In this section, the unsupervised
FuzzyWTA (Winner Takes All) algorithm to combine with the clustering algorithm is used to determine the network center
Ci and the Real-coded Chaotic Quantum-inspired Algorithm is used to adjust the network weightWi.
3.3.1. Method of structuring the network center
We consider that the same variable has the same width σi(i = 1, 2, 3, . . . ,m) the adjustment criterion is h0; the tth
pattern data X(t) = [x1, x2, . . . , x,]T; the tth adjusted center vector is C(t) = [c1, c2, . . . , cm]; and N(t) is the number of
centers. The detailed process of steps is as follows
Step 1: Let the center initial value C(0) = X(0), and initial nodes N(0) = 1.
Step 2: For X(t),let hi be the degree of membership corresponding to X(t) and ht = max(h1, h2, . . . , hn) ≥ h0 then ht
has won and no new nodes are needed, If ht = max(h1, h2, . . . , hn) < h0 and xi(t) ≥ 2σi, then a new node is added with
ci = xi(t), and N(t) = N(t − 1)+ 1.
Step 3: Repeat Step 2 until no new nodes are added.
Step 4: Take the pattern data to match in each center region. Suppose the set of the pattern data with center value cij and
width 2σi is xi1, xi2, . . . , xik, where k is the number of pattern data in the region.
Step 5: Adjust the center value: cij = (1/k)(xi1 + xi2 + · · · + xik).
Step 6: Repeat Steps 4 and 5 until all the centers have been adjusted.
Step 7: If ci,j − ci,j+1 < σi,both centers are merged to become a new center ci,j = (ci,j − ci,j+1/2).
Step 8: Repeat Steps 3 to 7 until the center is no longer changing.
The adjacent membership functions is f (x, ci, σi) = exp−(x − ci)2/σ 2i .If we select the adjustment criterion h0 = 0.1,it
can ensure when the degree of membership ht = max(h1, h2, . . . , hn) ≥ h0 and xi(t) ≥ 2σi then the new node ci = xi(t) to
satisfy the overlapping degree between the adjacent fuzzy subsets Si
⋂
Si+1 ≤ 0.5.
3.3.2. Real-coded quantum-inspired genetic algorithm for learning the weights
To evolutionarily obtain the adjustable parameters of the fuzzy neural network shown in Section, we define the
chromosome as
φε = [w1, w2, . . . , wi]2 ∈ R (3.4)
where w a set of weighting factors is defined as the parameter the fifth layers and the fourth layer relates to the degree
of membership for the fourth layer output. ranging from within the interval D1 = [wmin, wmax] ⊆ R Since we deal with a
real-valued space where each chromosome is coded as an adjustable vector with floating point type components.
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Fig. 2. Error curve of the fuzzy neural network trained by the QGA,RCQGA and gradient-based methods.
The Real-coded Quantum-inspired genetic Algorithm is used to learn the weight of the network. For the N pattern
data (Xk, yk) (k = 1, 2, . . . ,N). we consider yˆk as the actual output of the network and the target error function E =
1
2
∑N
k=1(yk−yˆk). The performance of each chromosome is evaluated according to its fitness. After generations of evolution, it
is expected that the genetic algorithmconverges, and a best chromosomewith largest fitness (or smallest error) representing
the optimal solution to the problem is obtained. The fitness function is defined as follows:
fitness = 1
1+ (1/2)
N∑
k=1
(yk − yˆk)2
. (3.5)
Using this fitness function, we can find the optimal weight factors for fuzzy neural networks by RCQGA in Section 2.
The RCQGAoffers exciting advantages over the conventional gradient-basedmethods during the learning process of fuzzy
neural networks. To start with, chromosomes consisting of adjustable parameters of the fuzzy neural network are coded
as a vector with real number components. The fitness values are obtained by a mapping from the error function, defined
as the difference between the outputs of the fuzzy neural network and the desired outputs. Thus, all the best adjustable
parameters of the fuzzy neural network can be obtained by repeating RCQGA operations; so that an optimal fuzzy neural
network satisfying an error bound condition can be obtained evolutionarily. With the use of the RCQGA, faster convergence
of the evolution process to search for an optimal fuzzy neural network can be achieved.
4. Computer simulation
In this section, examples are provided to show the effects of training of the fuzzy neural network to approximate
nonlinear functions using the proposed RCQGA.We consider the following function approximation problemwith two inputs
and one output.
y = f (x1, x2) = sin(pix21) cos(pix22). (4.1)
Let σ1 = σ2 = 0.28, the adjustment standard h0 = 0.1and the learned pattern data (X, y) = (x1, x2, y) is even by sampled
with the equal interval distance∆x1 = ∆x2 = 0.1 in the interval [−1, 1]. According to the configuring method of the
network center, we obtain the number of the centers N1 = 8, N2 = 8. So we can obtain the network center value Cx1, Cx2
and the number of hidden nodes of the link layer p = 2m = 4. The size of population n = 5, the number of populations
Niche = 15, the adjustable weights parameters are in the intervals D = [wmin, wmax] = [−5, 5]. In the fuzzy neural network
the number of weighingsw = [w1, w2, w3, w4]. That is 4 parameters for each chromosome are learned in the fuzzy neural
network.
We use all learned pattern data to learn the constructed network. Fig. 2 shows the simulation results of RCQGA,QGA and
gradient-based methods with learning rate 0.02, after 500 iterations of learning, respectively. In order to test the learning
effect and verify the generalized ability of the network, a set of new data different from the trained pattern data and with
the equal interval distance ∆x1 = 0.13,∆x2 = 0.9 is used as the input to the network which was trained. The simulation
result of the generalization ability of the proposed network is shown in Fig. 3. From the simulation results of the example,
The RCQGA is proved effective in adjusting the weight of the fuzzy neural network.
5. Conclusion
This paper proposed a RCQGA, which can be successfully applied to the problem of searching for the vast number of
optimal parameters and weighings of massive neural fuzzy networks. The RCQGA described in this paper is characterized
S. Zhao et al. / Computers and Mathematics with Applications 57 (2009) 2009–2015 2015
(a) The desired output. (b) The actual output.
Fig. 3. Model of the fuzzy neural network.
by several features The real number encoding not only overcomes the shortcoming of binary system coding based on QGA
which may turn into prematurely but also can reduce the complexity of the optimizing problem. As a result it can solve
the problem with faster convergence speed and have more powerful optimizing ability. Real number crossover and chaotic
mutation can represent the chaotic and coherent characters of Q-bitsmuch better than their binary counterparts. Apart from
RCQGA, QGA and traditionally gradient-based method are used in the off-line learning of the massive fuzzy neural network,
and from the simulation results it can be seen that the RCQGA is more advanced in solving this kind of problems.
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