Value-at-Risk (VaR) forecasting ability of Filtered Historical Simulation (FHS) is assessed using both simulated and empirical data. Three data generating processes are used to simulate several return samples. A backtesting is implemented to assess the performance of FHS based on a normal-GARCH. In addition, the performance of a GARCH model with t-Student and Skewed-t distributional assumptions for the residuals is also investigated. The simulation results are clearly in favour of the accuracy of FHS based on a normal-GARCH. Data on six well known active stock indices is used to produce empirical results. To evaluate FHS, four competing GARCH-type specifications, combined with three different innovation assumptions (normal, t-Stundent and Skewed-t), are used to capture time series dynamics.
Introduction
synthesises in a single value the possible losses which could occur with a certain probability, in a given temporal horizon. Throughout the years, VaR became a standard downside measure of risk and has been receiving increasingly attention by academics and practitioners. Also, the accurate computation of VaR is critical for the estimation of other quantile-based risk measures such as the expected shortfall.
Traditionally the different methods to estimate VaR can be classified into two main categories: parametric methods (often denominated as local valuation methods) and simulation methods (Monte Carlo simulation and historical simulation). Typically, there is a trade-off between accuracy and the time required considering the application of these two different approaches. Parametric methods are less time consuming. However, when the time series under analysis exhibit important non-standard properties, simulation methods are more accurate. In fact, the adoption of full-valuation approaches to estimate VaR can lead to more accurate results as these methods generally depend on less restrictive distributional assumptions (see for example, Bucay and Rosen, 1999; Mausser and Rosen, 1999) . As technical advances in relation to computational efficiency are likely to continue in the near future, the use of simulation methods is favoured.
Simplistic simulation methods based on the use of the empirical distribution to compute the tail quantiles, often referred to as historical simulation cannot adequately account for the volatility clustering. Therefore, these methods perform very poorly in practice. Recently, a new methodology has been developed in the literature to estimate VaR. This new method successfully combines bootstrapping techniques with the use of parametric models and is generally known as Filtered Historical Simulation (FSH). FHS was first proposed by BaroneAdesi et al. (1999) . Under FHS the bootstrap process is applied to the residuals of a time series model used as a filter to extract autocorrelation and heteroscedasticity from the historical time series of returns. Despite being numerically intensive, FHS is quite simple to apply and as a result it is faster to implement than other simulation methods. According to Hartz et al. (2006) FHS is also numerically extremely reliable. Additionally, FHS methodology makes no assumptions about the distribution of the returns under analysis.
Based only on the assumption of IID standardised residuals from an appropriate volatility model, the use of the bootstrap algorithm allows a computationally feasible method to approximate the unknown return empirical distribution. This makes possible the computation of VaR with a great level of accuracy. In fact, Baroni-Adesi et al. (1999) , Pritsker (2001) and most recently Kuester et al. (2005) have demonstrated the superiority of FHS method in the context of VaR estimation.
In recent research a new model based on heteroscedastic mixture distributions has been used in volatility modelling. This type of model links a GARCH-type structure to a discrete mixture of normal distributions, allowing for dynamic feedback between the components. The use of a mixture of normal's reduces the excess kurtosis so many times displayed by the residuals of traditional GARCH models. Haas et al. (2004) were pioneers in considering a mixed normal distribution associated with a GARCH-type structure (MN-GARCH). Later, Alexander and Lazar (2006) provided relevant evidence that generalized two-component MN-GARCH(1,1) models outperform those with three or more components, and also symmetric and skewed student's-t traditional GARCH models. Kuester et al. (2005) compared the out-of-sample performance of existing alternative methods and some new models (including FHS and MN-GARCH) for predicting VaR in a univariate context. Using daily data for more than 30 years on the NASDAQ Composite Index, they found that most approaches perform inadequately. The only exceptions seem to be the GARCH-EVT (which focuses on tail estimation of the residuals of GARCH-filtered returns via methods of extreme value theory), a new model based on heteroscedastic mixture distributions and the FHS. Hartz et al. (2006) propose a new data driven method based on a classic normal GARCH model and use resampling methods to correct for the clear tendency of the model to underestimate the VaR. In fact, the suggested method is very flexible in accounting for the specific characteristics of the underlying series of returns as it is almost fully data driven.
Their resampling method is related to the FHS method studied in Barone-Adesi et al. (1999 , 2002 . The results of Hartz et al. (2006) are also encouraging and demonstrate that the use of a simple normal GARCH model, combined with the application of a resampling method, may not need to be abandoned after all.
The remainder of the paper is organized as follows. Section 2 describes and discusses FHS as a method to estimate VaR. In section 3 we present and describe three different data generating processes (DGPs) used to simulate several time series samples. Additionally, the backtesting is described in detail. In section 4 the simulation and empirical results for the backtesting are reported. The final section, provides some concluding remarks.
Description of the Filtered Historical Simulation
FHS combines the best elements of conditional volatility models with the best elements of the simulation methods. By combining a non-parametric bootstrap procedure with a parametric modelling of the time series under analysis we must be able to considerable improve the overall quality of the VaR estimates.
The first step to the implementation of FHS consists in the adoption of a proper volatility model, usually a GARCH-type model with normally distributed residuals.
The major attraction of FHS is that it does not rely on any assumptions about the distribution of returns. As a non-parametric method FHS can accommodate skewness, excess kurtosis and other non-normal features presented by the empirical series of returns including a high percentage of zero-returns. In the context of FHS method the historical distribution of returns is used to estimate the portfolio´s VaR, assuming that it is a good proxy for the true distribution of returns over the next holding period (in our particular case, over the next day).
Let a sample of observed returns,
is an integer drawn from the set ͳǡʹǡ ǥ ܶ using random sampling with replacement. From the bootstrap sample of returns the VaR can be easily estimated as the ߣ quantile from the bootstrap sample.
The bootstrap used in this study are similar to those carefully described in Barone-Adesi et al. (1999) . The bootstrap can be easily applied to the (independent/uncorrelated) standardised residuals of any specification of the GARCH-type models. As an illustrative example a fully description of the bootstrap procedure based on a traditional normal-GARCH(1,1) model is presented next,
Based on the estimation of the above model, the standardized residuals are defined as,
where ߳௧ is the estimated residual and ߪ ො ௧ ଶ is the corresponding daily volatility estimate.
To start the simulation procedure we get the simulated innovation for the period ‫ݐ‬ ͳ ‫ݖ(‬ ) from the data set of historical residuals and scale it with the volatility of period ‫ݐ‬ ͳ,
The variance of period ‫ݐ‬ ͳ can be estimated at the end of period ‫ݐ‬ as,
where ߝ ௧ is the latest (for the last day in the sample) estimated residual and ߪ ௧ ଶ is the latest (for the last day in the sample) estimated variance in equation (1) and (2) respectively.
The first simulated return for the period ‫ݐ‬ ͳ (ܴ ௧ ା ଵ ‫כ‬ ) can be computed as,
where
is the simulated residual for the period ‫ݐ‬ ͳ.
This procedure can be repeated as many times as we want in order to generate a bootstrap sample, generally denoted by ܴ
‫כ‬
, of any size size ‫.ܤ‬ Finally, based on this bootstrap sample the filtered historical simulated VaR can be easily obtained as it corresponds to the ߣ quantile of the bootstrap sample generated under FHS.
Backtesting VaR forecasting ability of FHS for non-normal returns
In general, financial time series exhibit certain stylized patterns. These patterns are essentially fat tails, volatility clustering, long memory and asymmetry. Along the years the development of different models for volatility was guided by these stylized facts observed in the empirical data. The most attractive volatility models in applications, are probably the GARCH-type models.
A less standard feature that the financial data might exhibit is a high percentage of zero returns. Though less common, this particular feature might not be neglectful specially when we are dealing with daily data with respect to some specific markets. Paolella and Taschini (2008) conducted a study on the CO 2 emission allowance market and the daily return series used by the author's exhibit a larger-than-usual number of zeros 1 . These authors remark that a high incidence of zeros in the empirical data precludes the use of traditional GARCH models to forecast VaR, even when they are applied under FHS. Though Paolella and Taschini (2008) recognize that FHS is, in general, a high effective method to estimate VaR, the authors claim that the forecasting performance of this method, critically relies on the adequacy of the innovation distributional assumption used for the GARCH filter applied to deal with heteroscedasticity in the data. The argument is that, if the residuals of the fitted GARCH model significantly departure from the assumed distributional form, FHS will fail to estimate with precision the empirical distribution of the returns. Therefore, any VaR computation based on FHS will be inaccurate.
The effective use of a GARCH model under a strictly analytical approach to compute VaR critically relies on the adequacy of the model distributional assumption. The high incidence of zeros in the return series, results in a data generating process that is not consistent with any typical distributional assumption. This means that, in the presence of a high incidence of zeros, the analytical solution for the VaR, based on the estimation of GARCH models, with a typical distributional assumption will be potentially biased. Paolella and Taschini (2008) claim that the very same argument applies even when a GARCH model is used only as a filter (to deal with heteroscedasticity in the series of returns) and a simulation solution is provided for the VaR instead of an analytical one. Paolella and Taschini (2008) advocate the non-applicability of the FHS methodology because of the zeros-problem. As an alternative to accurately estimate VaR they propose a conditional analysis, whereby a mixture model is applied which properly accounts for both the GARCH-type effects and the zeros-problem.
We are not in agreement with the argument of Paolella and Taschini (2008) . The main insight of the FHS method is that it is possible to capture the dynamics in the data (like for example conditional heteroscedasticity) and still be somewhat unrestrictive about the shape of the distribution of the returns. In fact, under FHS the distributional assumption with respect to the residuals is relaxed is favour of the much weaker assumption that the distribution is such that the parameters of the model can be consistently estimated. Therefore, in the contrary of Paolella and Taschini (2008) , we argue that FHS is an accurate method to estimate VaR, even when the residuals of the GARCH filter clearly violate the distributional assumption due to the abundance of zeros.
Definition of alternative non-normal data generating processes
For testing the forecasting performance of FHS under controllable circumstances several time series of returns are simulated using three different data generating processes (DGP): a normal GARCH with a ߨ proportion of zeros, a mixed-normal GARCH (MN-GARCH) and a Student's t-distributed asymmetric power ARCH (t-A-PARCH). By choosing these three different DGPs we aim to simulate series of non-normal returns that exhibit the usual stylized facts, such as conditional power tails for the residuals and asymmetric volatility responses (for the t-A-PARCH), sophisticated correlation dynamics and time-varying skewness (for the MN-GARCH) and also a significant incidence of zeros (for the GARCH combined with a high percentage of zeros).
GARCH model combined with a high percentage of zeros
We first consider a DGP under which a ߨ proportion of zeros and a ͳ െ ߨ proportion of nonzero returns, is simulated. The non-zero returns are assumed to be uncorrelated 2 and to follow a traditional normal GARCH(1,1) process for the variance. Formally, the model that generates such a sample of simulated returns is given by,
The proportion of zeros is set equal to 29% which corresponds to the incidence of zeros reported by Paolella and Taschini (2008) .
In order to simulate the ͳ െ ߨ proportion of non-zero returns, typical values for the parameters are assumed in the model:
MN-GARCH model
As an alternative, a MN-GARCH is used to generate the simulated returns. The functional form of a MN-GARCH time series ܴ ௧ can be described as,
where ‫ܧ‬ሺǤ |Ǥ ሻ denotes the conditional expectation operator, ȳ Under MN-GARCH models, the usual GARCH structure is extended by modelling the dynamics in volatility by a system of equations that enables feedback between the mixture components.
The time series of t ε is said to be generated by a component MN-GARCH process if the
is an ݊ െ component mixed normal with zero mean, that is,
where ߝ 
The mixed normal density is given by,
where ߶ is the normal pdf, ߱ ൌ ሺ߱ ଵ ǡ ǥ ǡ ߱ ሻƲ is the set of component weights such that
ሻƲ is the set of component means such that, to
The key aspect of a MN-GARCH model is that the n component variances ߪ ௧ ଶ are allowed to evolve according to the GARCH-type structure.
One major advantage of using a MN-GARCH process lies in the fact that time-varying skewness is intrinsic in the model without requiring explicit specification of a conditional skewness process. MN-GARCH models are similar to Markov switching models but easier for use. In fact, the MN-GARCH model can be seen as the Markov switching GARCH model in a restricted form where the transition probabilities are independent of the past state.
In this paper a MN(2)-GARC(1,1) is used as a DGP. Typical values for the parameters of the model are used:
t-A-PARCH model
Finally, a very competitive model for fitting asset returns is used to generate our series of simulated returns: the asymmetric power ARCH model (A-PARCH). This model was first introduced by Ding et al. (1993) . It allows asymmetric volatility responses and also conditional power tails. Mittinik and Paolella (2000) recommend the combination of a A-PARCH model with the assumption of Student's t-distributed residuals to improve the competitiveness of the model for fitting asset returns.
A t-A-PARCH model is represented as:
The samples of simulated returns are generated using typical values for the parameters in the model:
Backtesting FHS
To assess the forecasting performance of FHS we follow Christofferson's (2003) framework.
Additionally, a Dynamic Quantile (DQ) test as suggested by Engle and Manganelli (2004) is also applied.
By observing a series of ex ante VaR forecasts and ex post returns we can define a hit sequence of VaR violations as:
If FHS is a correct forecasting model the hit sequence of violations should be:
Christoffersen´s framework: test of unconditional coverage, independence and conditional coverage
To test null hypothesis define above we must first test if the fraction of violations obtained for our risk model ߣ መ is equal to the specified fraction ߣ (unconditional coverage). Under the unconditional coverage null hypothesis that ߣ መ ൌ ߣ , the likelihood of an ݅݅݀ ሺߣሻ is given by:
and the observed likelihood is given by:
where ܶ and ܶ ଵ are the number of ‫ݏͲ‬ and ‫ݏͳ‬ in the sample. The observed fraction of violations in the sequence can be estimated as
The unconditional coverage hypothesis can be checked using a likelihood ratio (LR) test:
The test is asymptotically distributed as a ࣲ ଶ with one degree of freedom:
The P-value is computed as:
ሺǤ ሻ represents the cumulative density function of a ࣲ ଶ variable with one degree of freedom. Whenever the P-value is below the desired significance level the null hypothesis is rejected.
Christoffersen (2003) also establishes a test to the independence of the violations. For that purpose assume that the hit sequence is dependent over time and can be described as firstorder Markov sequence with transition probability matrix:
where ߣ are the probabilities given by ߣ
sample of T observations, the likelihood function of the first-order Markov process is:
where ܶ ǡ ݅ǡ ݆ ൌ Ͳǡͳ is yhe number of observations with a ݆ following a ݅. The observed probabilities are given by:
Under the null hypothesis the likelihood function is given by:
and the observed likelihood value is given by 3 :
We can test the independence hypothesis that
by applying a LR test:
The P-value is given by:
Finally, Christoffersen (2003) proposes a jointly test for independence and correct coverage (conditional coverage test):
3 For samples where
, the likelihood function is given by:
The corresponding P-value is given by:
Dynamic Quantile test
Christoffersen´s (2003) framework has some limitations because it only considers the firstorder dependence when assessing the independence of the series of VaR violations. As a consequence, under this approach a series of VaR violations, that exhibits some higherorder dependences, might not be rejected because it does not have first-order dependence. Engle and Manganelli (2004) propose an alternative test based on a linear regression.
Define:
To construct the test the following regression must be implemented:
where ߟ ǡ ݅ ൌ ͳǡ ǥ ǡ ‫ܯ‬ ͳǡ are regression parameters and
Under the null hypothesis , ߣ ൌ ߣ and ߟ ൌ Ͳǡ ݅ ൌ ͳǡ ǥ ǡ ‫ܯ‬ ͳǤ Using the vector notation:
where ߟ ൌ ߣ െ ߣ and ͳ denotes the vector of ones. Under the null hypothesis, the regressores in (24) should not have explanatory power, that is ‫ܪ‬ ǣ ߟ ൌ Ͳ. Invoking an appropriate central limit theorem the asymptotic distribution of the OLS estimator under the null hypothesis can be established: Engle and Manganelli (2004) derive the following Dynamic Quantile (DQ) test statistic:
In our study, similarly to Kuester et al. (2005) , two alternative specifications of the DQ test are used: DQ Hit , under which a constant and four lagged hits are included in the regression; DQ VaR , under which the contemporaneous VaR estimate is also included in the regression.
Backtesting results
The use of simulated data offers a valuable opportunity to evaluate the VaR forecasting ability of FHS under controllable, yet realistic, circumstances. However, as the validity of any method is best assessed using empirical data sets, in addition to the backtesting exercise based on simulated data, the performance of FHS is also evaluated using six different empirical time series.
Simulation results
Ten samples, of 3500 simulated returns, are generated using each of the three DGP described in section 3.1. The first 500 generated observations are leftover to avoid any starting-value problems. The estimation period is defined as ܶ ൌ ͳͲͲͲ. With respect to each simulated series, ܲ ൌ ʹͲͲͲ out-of-sample ݄ ൌ ͳ step-ahead VaR forecasts are computed using downfall probabilities ߣ ൌ ͲǤͲͳǡͲǤͲʹǡ Ǥ Ǥ Ǥ ǡͲǤͳ and ‫ܤ‬ ൌ ʹͲ ͲͲͲ bootstrap replications. Three competing models, differing in the innovations assumption, are used as a filter in the context of FHS method: a normal-GARCH(1,1), a t-GARCH(1,1) and a Skew-t-GARCH(1,1) 
step-ahead VaR forecasts are computed using downfall probabilities 
Table 5 Results for the simulated series based on a t-A-PARCH:
Number of rejections of the null hypothesis (number of P-values below the desired level) Overall, for a significance level of 1%, the FHS filtered by the traditional normal-GARCH gives the best results for the simulated time series generated by using a GARCH+29% of zeros as the DGP. For the data that was simulated using a DGP based on a t-A-PARCH, for a significance level of 1%, the traditional normal-GARCH still produces the best results in the context of the Christoffersen´s (2003) framework. Neverthless, when DQ tests are applied the FHS method coupled with a Skew-t-GARCH performs slightly better. Finally, for the series of simulated return based on a MN-GARCH, for a 1% level of significance, the use of a t-GARCH (1,1) or a Skew-t-GARCH, to filter the returns under FHS, slightly improves the results in terms of independence of the VaR violations. However, the results are not conclusive as the DQ Hit test indicates that the traditional normal-GARCH is preferred.
FHS using a traditional normal-GARCH model predicts with great accuracy the downfall risk for the time series generated by a normal-GARCH with a 29% of zeros. These results are robust to the different statistic tests that were applied. In fact, for all the tests and across all the significance levels, the results are in favour the accuracy of FHS as a method to forecast VaR when the time series exhibit a high incidence of zeros. Remember that Paolella and Taschini (2008) argued the opposite.
Even when more sophisticated DGPs are used to simulate the data, the forecasting ability of FHS based on the traditional normal-GARCH model is still very satisfactory, especially for a significance level of 1%. The less satisfactory results respect to the independence of the VaR violations (especially for a significance level of 5% and 10%) for the series generated by a t-A-PARCH and MN-GARCH DGP. The use of a t-GARCH or Skew-t-GARCH instead of the traditional normal-GARCH does not generally (considering the three DGP´s) improves the results of FHS method.
Empirical results
The performance of FHS is also evaluated using empirical time series. For that purpose, the backtesting was repeated using six well known active stock indices from developed markets: DAX, DJI, FTSE, NASDAQ Composite, Nikkei 225 and S&P 500. The data set 5 consists of daily closing levels of the indices from February the 8 th , 1971 to September the 30 th , 2010, yielding a total of 10 343 observations of daily log returns. 
To capture volatility dynamics, the innovations of the above model are modelled in the context of a GARCH-type process. Four alternative GARCH-type structures are considered. In addition to the traditional GARCH, a GARCH-in-mean (GARCH-M), the Glosten, Jajannathan and Runkle (GJR) and a GJR-in-mean (GJR-M) specifications for the variance are also tested.
The GARCH-M model (Engle et al., 1987) extends the traditional GARCH framework by allowing the conditional mean stock return to depend on its own conditional variance:
An important reason in financial theory for using a GARCH-M structure is because it deals to a certain degree, with the presence of conditional left skewness commonly observed in stock returns time series. This is related to the volatility feedback effect, which amplifies the impact of bad news but . Volatility feedback therefore implies that stock price movements are correlated with volatility and the GARCH-M model incorporates that its specification.
The traditional GARCH model is unable to capture volatility asymmetry, which also usually characterises stock markets. In this regard the GJR model, as introduced by Glosten et al. (1993) , is also considered. The GJR model allows for possible asymmetric behaviour in volatility. An indicator function is incorporated in the volatility specification of the model, enabling the volatility to react differently depending on the sign of past innovations:
In order to estimate the models, it is necessary to make assumptions about the distribution of the error 
-AR(1)-GARCH(1,1), henceforth t-GARCH;
-Skew-t-AR(1)-GARCH(1,1), henceforth Skew-t-GARCH;
henceforth normal-GJR; -t-AR(1)-GJR(1,1), henceforth t-GJR;
-Skew-t-AR(1)-GJR(1,1), henceforth Skew-t-GJR;
henceforth normal-GJR-M; -t-AR(1)-GJR(1,1)-M, henceforth t-GJR-M;
-Skew-t-AR ( To expedite the comparison of VaR forecasting methods, Kuester et al. (2005) advocate the use of a graphical depiction of the quality of VaR predictions over the relevant probability levels. Therefore the relative deviation from the correct coverage can be compared across the different VaR levels and alternative models. The graphical depiction of the quality of the VaR forecasts was implemented for all the stock indices investigated 7
. As an example, Figure 1 depicts the coverage results for VaR levels ߣ ൌ ͲǤͲͳǡͲǤͲʹǡ ǥ ǡͲǤͳ, with respect to the NASDAQ sample.
Based on the analysis of the deviation plots constructed for the all the empirical samples we can conclude that FHS has good coverage properties, , especially at the lower quantile. These result is valid across all the competing GARCH-type models. Nevertheless, in general, the traditional normal-GARCH model demonstrates a higher performance which indicates that this model is suitable to filter the empirical data for heteroscedasticity under FHS. The adoption of a more sophisticated GARCHtype model or distributional innovation assumption, does not generally improves the coverage properties of the FHS method to estimate VaR. Table 9 gives summary information about to the coverage properties for each GARCH-type model investigated, across all the empirical samples. The mean absolute error (MAE) and the mean squared error (MSE) of the actual violation frequencies from the corresponding theoretical VaR level are reported.
7 To save space the graphical depiction of the quality of VaR predictions, for all the stock indices samples, was not included in the paper. These results are available upon request. DAX  0  0  0  5  5  0  0  0  0  0  DJI  0  1  2  2  4  0  1  2  2  3  FTSE  0  2 
Concluding remarks
The predictive performance of FHS combined with a traditional normal-GARCH model has been backtested using simulated data. Though the use of simulated data enable us to assess the VaR forecasting ability of FHS under controllable circumstances, the validity of any method is best measured using empirical time series. Six well known active stock indices daily time series were used to produce the empirical results. The VaR forecasting ability of FHS method, using four competitive GARCH-type models to filter the stock returns, combined with three alternative innovation assumptions, was tested. Though all the models demonstrate a good performance, according 
