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Kognitive Psychologie als Teilgebiet der Allgemeinen Psychologie beschäftigt sich
mit Vorgängen, bei denen ein Individuum Gedächtnisinhalte erwirbt, gebraucht oder
modifiziert. Solche Vorgänge hat man traditionell unter den Stichworten Wahrneh-
mung, Lernen, Gedächtnis, Denken, Aufmerksamkeit und Sprache behandelt. Das
verbindende Glied ist der Terminus „Information“, der sich auf Umgebungsreize und
Gedächtnisinhalte bezieht, die bei derartigen Prozessen von der Person aufgenom-
men bzw. abgerufen, gespeichert, verarbeitet und/oder verändert werden. In neue-
ren Arbeiten wird anstelle von Information der Begriff „Wissen“ verwendet (Mandl
& Spada, 1988; Strube & Wender, 1993), um den komplexen und mehr aktiven
Charakter der Gedächtnisinhalte hervorzuheben. Gegenstand der Kognitiven Psy-
chologie sind somit kognitive Prozesse, die sich der direkten Beobachtung entziehen,
sowie ebenfalls nur hypostasierbare kognitive Strukturen. Damit stellt sich die Frage,
wie überhaupt sinnvolle, nachprüfbare Aussagen über Eigenschaften dieser inneren
Strukturen und Abläufe gemacht werden können. „Developing a theory in cognitive
psychology is much like developing a model for the working of the engine of a strange
new vehicle by driving the vehicle, being unable to open it up to inspect the engine it-
self.“ (Anderson, 1980/1988). Deswegen kommt den Methoden zur Untersuchungdie-
ses Gegenstands besondere Bedeutung zu. Die Probleme stellen sich weniger bei der
Datenauswertung als vielmehr bei der Datenerhebung. Zwei zentrale abhängige Va-
riablen in kognitionspsychologischen Experimenten sind „Leistung“ und „Geschwin-
digkeit“. Die Leistung kann z.B. darin bestehen, eine bestimmte Anzahl von Items
eines Intelligenztests korrekt zu beantworten. Je schneller jemand diese Leistung
erbringt, umso höher gewichtet man sie gewöhnlich. Das Verhältnis Leistung pro
Zeiteinheit bildet einen möglichen Indikator kognitiver (Verarbeitungs-)Kapazität
(Vernon, 1987).
Aus diesen Bemerkungen geht hervor, daß das zentrale Problem kognitionspsy-
chologischer Methoden im Zugang zu ablaufenden Informationsverarbeitungsprozes-
sen besteht. Je komplexer die untersuchten kognitiven Abläufe sind, umso schwieriger
wird es, einerseits plausible Prozeßtheorien zu formulieren, andererseits aber auch
empirische Prüfungsmöglichkeiten für eben jene hypostasierten Vorgänge aufzuzei-
gen. Daraus resultiert eine Forschungslage, in der zwar für viele Verarbeitungspro-
zesse hypothetische Ablaufmodelle in Form einfacher oder komplizierter Flußdia-
gramme vorgeschlagen werden; deren Prüfbarkeit liegt jedoch weit unter dem Grad
der theoretischen Ausarbeitung.
In den nachfolgenden Abschnitten sollen einige der wichtigsten Verfahren ex-
emplarisch vorgestellt werden. Einer Klassifikation von R. J. Sternberg (1977) fol-
gend sollen die verschiedenen Methoden in solche für schnell ablaufende (Sekunden-
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und Millisekunden-Bereich) und solche für langsam ablaufende Prozesse (Minuten-
Bereich) unterteilt werden. Zu den erstgenannten gehören Reaktions- und Entschei-
dungszeit-Messung sowie Blickbewegungsmessung, zu den letztgenannten verbale
Daten (Selbstauskünfte, Befragung, Wissensdiagnostik) von Probanden (Pbn). Da-
neben gibt es eine Reihe von (indirekten) Verfahren zur Erfassung kognitiver Struk-
turen und länger währender kognitiver Prozesse. Auch die Computersimulation muß
als ein methodischer Zugang genannt werden. Dies ist nicht zu verwechseln mit dem
in neuerer Zeit aufgekommenen Forschungsparadigma der Präsentation computersi-
mulierter Szenarien („Komplexes Problemlösen“; Übersicht: Frensch & Funke, 1995);
hierbei handelt es sich um keine eigene Methode, sondern um eine besondere Art von
Reizmaterial. Mit dem Verfahren der multinomialen Modellierung wird ein metho-
discher Zugang zu kognitiven Prozessen zu beschreiben sein, der hinsichtlich seines
Differenziertheitsgrades zwischen der bloß verbalen Ebene der Theoriebildung auf
der einen und Computersimulation auf der anderen Seite steht. Schließlich gibt es in
den Neurowissenschaften in der jüngsten Zeit Zugänge zu kognitiven Prozessen, die
in einer Sichtbarmachung ablaufender Hirnprozesse bestehen und kurz angesprochen
werden.
Auf die im Bereich der Wahrnehmungspsychologie üblichen Methoden der Psy-
chophysik geht ein separater Beitrag dieses Handbuchs ein (vgl. Irtel, in diesem
Band). Die Informations-Integrations-Theorie, die bestimmte Annahmen über die
Verknüpfung mehrerer Stimuli zu einem Urteil trifft (cognitive algebra, 2.B. Ver-
knüpfung von Höhe und Breite eines Rechtecks zu einem Flächeneindruck), bedient
sich vor allem varianzanalytischer Techniken (vgl. Anderson, 1982) zur Überprüfung
der Additivitäts-, Multiplikations- oder Mittelungsannahmen. Darauf soll hier eben-
falls nicht eingegangen werden.
Neben den oben genannten Verfahren zur Datenerhebung können im Rahmender
Kognitiven Psychologie alle „Standard“-Methoden der Psychologie (z.B. Beobach-
tung, vgl. Roskam, in diesem Band; Experiment, vgl. Bredenkamp, in diesem Band)
zum Einsatz kommen. Auch die bekannten Methoden der Datenauswertung unter-
scheiden sich bis auf wenige Ausnahmen(wie z.B. multinomiale Modellierung, siehe
weiter unten) nicht in spezifischer Weise von anderen Disziplinen der Psychologie.
1 Reaktions- und Entscheidungszeitmessung
Annahmen über ablaufende Informationsverarbeitungsprozesse lassen sich durch die
Messung von Reaktions- bzw. Entscheidungszeiten (reaction time und choice reaction
time; hier zusammengefaßt unter dem Oberbegriff der response time, RT) prüfen.
Bei Vorliegen nur einer Antwortmöglichkeit spricht man von Reaktion, bei mehreren
möglichen Alternativen von Entscheidung.
Die von Donders (1868) erstmals vorgeschlagene Subtraktionsmethode besteht
darin, die RT bei zwei Aufgaben zu messen, die sich genau um einen hypotheti-
schen Verarbeitungsprozeß (eine Stufe) unterscheiden. Die gemessene Differenz soll
der Zeitdauer des zusätzlichen Prozesses entsprechen. Ob die zugrundeliegende An-
nahme der Additivität einzelner RT-Komponenten erfüllt ist, kann mit den bei Ashby
(1982) dargestellten Methoden überprüft werden. Die additive-factors method, von
S. Sternberg 1969 vorgeschlagen, mißt dagegen nicht die Zeitdauer einzelner Stufen,
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sondern prüft lediglich die Unabhängigkeit (Additivität) der kognitiven Faktoren
(Komponenten), die die Reaktion/Entscheidung bedingen und aus denensich die RT
zusammensetzt. Sollen etwa Vergleiche von Gedächtnisinhalten vorgenommen wer-
den und ist die RT für einen derartigen Vergleich bekannt, sollte bei Gültigkeit des
Modells additiver Faktoren bei einer Erhöhung der Zahl durchzuführender Vergleiche
(= Manipulation eines Faktors) die RT linear ansteigen. Der Vorteil von Sternbergs
Methode besteht in der Annahme, daß experimentelle Manipulationen (z.B. Umfang
der Itemmenge, aus der ein target identifiziert werden soll) jeweils separate Verar-
beitungsstufen beeinflussen. Man ist im Unterschied zur Subtraktionsmethodenicht
mehr gezwungen, postulierte Verarbeitungsstufen einzuschieben oder wegfallen zu
lassen. Nicht zu übersehen sind allerdings Probleme bei der Anwendung des Modells
additiver Faktoren (Verteilungsvoraussetzungen der ANOVA, Power-Probleme beim
Test der Nullhypothese „Additivität“, etc.; vgl. hierzu genauer: Townsend & Ashby,
1983, p. 364 ff.).
RT-Messungen haben bevorzugt bei der Überprüfung von Gedächtnismodellen
Anwendung gefunden. Annahmen über bestimmte Organisationsformen des seman-
tischen Gedächtnisses legen etwa den Schluß nahe, daß eine Entscheidung wie „Ein
Rotkehlchen ist ein Vogel“ rascher gefällt werden sollte als ein Urteil über die Aus-
sage „Ein Rotkehlchen ist ein Tier“. Hier entspricht den RT-Unterschieden die unter-
schiedliche „Distanz“ der Konzepte im semantischen Netzwerk. Auf diese Annahme
zurückgreifend hat sich die RT-Messung auch als ein Verfahren zur Bestimmung
von Prototypikalität angeboten: Für die typischen Exemplare einer Kategorie wer-
den kurze, für untypische Exemplare längere RT erwartet. Jedoch hat man auch bei
wohldefinierten Konzepten wie „geradzahlig“ unterschiedliche RT für verschiedene
Exemplare dieser Kategorie gefunden.
Auch im Zusammenhang mit Fragen nach der Art der internen Repräsentation
räumlicher Objekte spielt die Methode der RT-Messung eine wichtige Rolle. Dies-
bezügliche Untersuchungen zur mentalen Rotation erbrachten etwa (vgl. Shepard &
Metzler, 1971), daß bei der Beurteilung der Ineinanderüberführbarkeit zweier geo-
metrischer Figuren die Entscheidungszeit linear abhängt vom Ausmaß der Rotation
der beiden Körper gegeneinander.
Reaktionszeitexperimente können auch genutzt werden, um Fragen über die Se-
rialität oder Parallelität kognitiver Prozesse zu beantworten. So hat z.B. Meyer
(1994) die von Townsend und Ashby (1983) entwickelte Logik des parallel-seriellen
Testparadigmas auf die Bearbeitung von Items eines Konzentrationstests angewen-
det. Die Ergebnisse von Meyers Experiment sprechen deutlich für eine parallele Item-
bearbeitung (obwohl die Vpn dies subjektiv anders einschätzen).
2 Blickbewegungsmessung
In seinem Überblick über Zusammenhänge zwischen kognitiven Prozessen und Blick-
bewegungen kommt Winterhoff (1980) zu dem Schluß, daß die Erfassung von Blick-
bewegungsdaten zwar nicht den „Königsweg“ zu kognitiven Prozessen liefert, aber
einen „möglichen und wichtigen Weg“. Prämisse dieses methodischen Zugangsist,
daß insbesondere die Durchführung von macromovements (Sakkaden) auf bewußten
Steuerungsvorgängen beruht, also eine kognitive Selektion des Sehfeldes darstellt.
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Bereits Ende des 19. Jahrhunderts wurde beobachtet, daß beim Lesen eines Tex-
tes keineswegs kontinuierlich, sondern sprunghaft vorgegangen wird. Insofern über-
rascht es wenig, daß sich mit dem Aufkommen entsprechender Hilfsmittel zur Re-
gistrierung von Blickbewegungen zunächst die experimentelle Leseforschung dieses
Zugangs bedient hat. Hierbei kommen als abhängige Variablen die Anzahl der Fi-
xationen pro Zeile, die Dauer der Fixationen sowie die Anzahl der Regressionen auf
frühere Textpassagen in Frage. Unabhängige Variable ist dabei z.B. die Schwierigkeit
des präsentierten Textes. Andere Untersuchungen (Rayner, 1975) beschäftigen sich
mit dem Umfang der beim Lesen aufnehmbaren Zeichen. Dabei stellte sich heraus,
daß man ca. zehn Zeichen links und rechts vom Fixationspunkt verarbeiten kann,
pro Fixation also durchschnittlich drei Worte. In neuerer Zeit wird die Blickbewe-
gungsmessung verstärkt auch im Bereich der Problemlöseforschung genutzt. Diese
zusätzliche Datenquelle bietet die Möglichkeit zu bestimmen, welche Informationen
zu welchem Zeitpunkt (im Verlauf des Problemlösevorganges) aufgenommen wurden,
und ermöglicht die Überprüfung alternativer Interpretationen experimentell erzeug-
ter Effekte.
Während frühe apparative Einrichtungen zur Erfassung von Sakkaden für die Pbn
wie für die Untersucher nicht unerhebliche Belastungen mit sich brachten (Fixation
des Kopfes, Biß in ein biteboard; mühselige Handauswertung umfänglichen Daten-
materials), sind moderne computergesteuerte Online-Verfahren etwa nach dem Prin-
zip der Corneal-Reflektion non-reaktive Meßverfahren mit hoher Genauigkeit. (Non-
Reaktivität bedeutet, daß der Meßvorgang als solcher keinen Einfluß auf die Messung
nimmt). Für die Erfassung von Micro-Sakkaden bietet sich das Elektro-Okulogramm
an, das Potentialschwankungen zwischen Retina und Cornea mit hoher zeitlicher
Auflösung erfaßt. Auf die technischen Aspekte dieser Art von Datenerhebung soll
jedoch nicht weiter eingegangen werden (vgl. Young & Sheena, 1975).
Auch die Pupillometrie ist in diesem Zusammenhang von Interesse. Beatty (1982)
etwa demonstriert mit seinen Untersuchungen, wie sich kognitive Beanspruchung in
einer reliabel erfaßbaren, kurzfristigen Erweiterung des Pupillendurchmessers nie-
derschlägt.
3 Selbstauskünfte (verbale Daten, Befragungen,
Wissensdiagnostik)
Wie in vielen Bereichen der Psychologie gilt auch für das Gebiet der Kognitions-
forschung, daß sich Methoden, die auf Selbstauskünften des Pbn beruhen, großer
Beliebtheit erfreuen. Ein bekannter Zugang zu inneren Prozessen besteht in der
Methode lauten Denkens. Hierbei wird ein Pb aufgefordert, die während einer Auf-
gabenbearbeitung ablaufenden Gedanken zu verbalisieren. Varianten dieser Technik
existierten schon Ende des 19. Jahrhunderts: Introspektion (mit der speziellen Va-
riante „experimenteller Selbstbeobachtung“) und Retrospektion gehörten zum da-
maligen Repertoire der verschiedenen Schulen, zwischen denen keineswegs Einigkeit
bezüglich der zu verwendenden Methodik bestand. So haben sich etwa Bühler (1908)
als Vertreter der Selbstbeobachtung und Wundt (1908) als deren Gegner lebhaft ge-
stritten, eine Diskussion, deren moderne Variante durch Arbeiten von Nisbett und
Wilson (1977) bzw. Ericsson und Simon (1980, 1984) dargestellt wird.
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Nisbett und Wilson (1977) vertreten den Standpunkt, daß höhere kognitive Pro-
zesse der Introspektion nicht zugänglich seien und Auskünfte der Pbn über Ursachen,
Wirkungen sowie Ursache-Wirkungs-Zusammenhänge lediglich auf der Basis impli-
ziter Kausalmodelle getroffen werden. In den Fällen, wo diese Kausalmodelle den
Tatsachen entsprechen, käme man fälschlich zu dem Schluß, den Pbn seien diese
Vorgänge zugänglich gewesen. Die von Ericsson und Simon (1980) vorgebrachten
Gegenargumente versuchen, diese Sichtweise zu entschärfen, indem sie Bedingun-
gen nennen, unter denen Verbalisationen kognitive Abläufe nicht beeinflussen. Der
Schluß, daß verbale Daten zwar heuristisch fruchtbar sein können, die mit der Er-
fassung verbundenen Beeinträchtigungen jedoch nahelegen, andere, weniger reaktive
Verfahren zu verwenden, gilt daher nur für solche Prozesse, in denen Pbn per In-
struktion ihre Aufmerksamkeit auf Vorgänge richten müssen, die sie normalerweise
nicht beachten. Allerdings schützen die Gegenargumente von Ericsson und Simon
(1980) nicht vor dem Einwand, daß Selbstberichte nur die implizite Theorie über die
eigenen kognitiven Prozesse reflektieren, nicht aber die Prozesse selbst (vgl. Gopnik,
1993; für eine Beachtung der first-person ezperience argumentiert Searle, 1992).
Ein Verfahren zur Diagnostik struktureller Merkmale von Wissen ist der ,ob-
ject sorting test“ (OST), bei dem ein Pb vorgegebene oder selbst zusammengestellte
Konzepte eines Realitätsbereichs nach frei wählbaren Kriterien in (überlappende)
Gruppen zusammenfassen soll. Aus den Gruppierungsdaten lassen sich Indikatoren
für „kognitive Komplexität“ ableiten (vgl. Hussy, 1977). Da lediglich strukturelle
Merkmale abgebildet werden, hat dieses Verfahren nur begrenzten Stellenwert bei
der Beantwortung der Frage, wie ein Gegenstandsbereich individuell repräsentiert
ist. Scheele und Groeben (1984) haben mit der „Heidelberger Struktur-Lege-Technik“
(SLT) ein Verfahren entwickelt, bei dem im Dialog zwischen Pb und Untersucher die
Struktur eines Gegenstandsbereichs „rekonstruiert“ wird (die Autoren sprechen von
„Đ>ubjektiven Theorien“). Durch die enge Interaktion von Pb und Untersucher, die
das Verfahren vorschreibt, und durch die damit verbundene Methodik der „kom-
munikativen Validierung“ liefert auch dieses Instrument keineswegs befriedigende
Daten, zumal keine Quantifizierung bestimmter Aspekte einer Subjektiven Theorie
vorgesehenist.
Wissensdiagnostik hat sich im Kontext von Expertensystemen (vgl. Hayes-Roth,
Waterman & Lenat, 1983) als bedeutsam herausgestellt. Bei Erpertensystemen han-
delt es sich um den Versuch, Struktur- und Regelwissen von Experten auf Compu-
tersysteme zu übertragen. Um diesen Transfer zu leisten, bemühen sich „Wissensin-
genieure“ um eine möglichst korrekte Abbildung. Die dabei eingesetzten Verfahren
der knowledge elicitation befinden sich noch im Entwicklungsstadium, aberes ist ab-
zusehen, daß der Zugang zu Expertenwissen auf verschiedenen Wegen erfolgen muß
(direkte Befragung, Beobachtung von Handlungen, Sammlung von Beispielsfällen,
etc.). Unter einer Anwendungsperspektive wird diesem Gebiet in nächster Zeit sicher
die größte Bedeutung zufallen, da sich die Computer der fünften Generation durch
ihren Bestand an und Umgang mit Wissen auszeichnen sollen („intelligente Robo-
ter“). Hinsichtlich der Leistungsfähigkeit bisheriger Systeme ist allerdings Skepsis
angebracht (vgl. Streitberg, 1988).
Ein relativ junger Ansatz zur Wissensdiagnostik besteht in der Formalisierung
von Wissensräumen (vgl. Falmagne, Koppen, Villano, Doignon & Johannesen, 1990).
520 Joachim Funke
Ein derartiges Vorgehen beschreibt die Struktur von Fragen und Antworten in einer
Wissensdomäne und stellt somit eine Theorie möglicher Wissenszustände dar. Pro-
blematisch daran ist, daß die Festlegung einer Ordnungsstruktur ziemlich willkürlich
erscheint. Verglichen zu psychometrischen Zugängen, die die Antwortleistung auf be-
stimmte Fragen von postulierten Traits abhängig machen, ist dieser Ansatz jedoch in
seiner Bezugnahme auf Eigenschaften des Wissensraumseine interessante wissens-
diagnostische Alternative.
4 Sequentielle Aufgabenstellungen
Eine in der Denkpsychologie gebräuchliche Methodik zur Identifikation von kogniti-
ven Prozessen besteht in der Verwendung sequentiell zu bearbeitender Problemtypen.
Hierbei tritt die Lösung nicht nach einem einzigen Schritt ein (wie z.B. bei Einsichts-
problemen aus gestaltpsychologischer Tradition), sondern erst nach einer Reihe von
Zwischenschritten. Typisches Beispiel für ein derartiges Transformationsproblem ist
der „Turm von Hanoi“. Der Pb hat drei Stifte vor sich, wobei auf einem dieser Stifte
eine bestimmte Anzahl von Scheiben unterschiedlichen Durchmessers aufgesteckt
sind. Die Aufgabe besteht darin, die vorgegebene Anordnung der Scheiben von dem
vorgegebenen Stift auf einen anderen Stift zu bewegen unter Einhaltung folgender
Regeln: (1) es darf pro Zeitpunkt nur eine Scheibe verändert werden, (2) die Durch-
messer aufeinanderliegender Scheiben müssen nach oben hin abnehmen, (3) es sollen
möglichst wenig Züge gemacht werden. Durch diese Art der Aufgabenstellung wird
eine sequentielle Bearbeitung erzwungen, aus der sich etwa Hinweise über die Art
der verwendeten Strategien gewinnen lassen (z.B. Sydow, 1970).
Ein anderes Verfahren besteht darin, vom Pbn eine zunächst unbekannte Folge
von Zeichen vorhersagen zu lassen und die möglichen Prozesse der Informationsre-
duktion infolge Redundanz der Zeichenfolge zu untersuchen (vgl. Shannon, 1951).
Hier kann man die Auswirkungen unterschiedlicher Informationsgehalte auf die Vor-
hersageleistung feststellen, also Kapazitätsaspekte der Informationsverarbeitung be-
leuchten. Mit dem normativen Modell der Informationstheorie liegt zugleich ein Be-
zugsrahmen vor, an dem menschliche Informationsreduktion gemessen werden kann
(siehe als Beispiel für dieses Verfahren: Hussy, 1975).
5 Computersimulation kognitiver Prozesse
Seit der Verfügbarkeit von Computern in psychologischen Labors gehört die Simu-
lation kognitiver Prozesse ebenfalls zu einer speziellen Methode der Kognitiven Psy-
chologie. Das prinzipielle Vorgehen besteht in der möglichst exakten „Nachbildung“
der kognitiven Abläufe im menschlichen Individuum bei der Bearbeitung eines ge-
gebenen Problems mithilfe eines Computerprogramms(„kognitive Modellierung“).
Wie Ueckert (1983) feststellt, handelt es sich hierbei um den Versuch, durch die
Erstellung eines Simulationsprogramms theoretische Annahmen über den Ablauf
innerer Prozesse transparent zu machen. Solche Annahmen können z.B. in Form
von Produktionssystemen formuliert werden; dabei handelt es sich um Regeln, de-
ren Konditionalteil Bedingungen spezifiziert, bei deren Erfüllung die im Aktionsteil
genannten Aktionen ausgeführt werden. Da mit den Aktionen neue Bedingungen
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geschaffen werden, kann sich das Regelsystem prozeßhaft fortentwickeln (vgl. An-
derson, 1993).
Gregg und Simon (1967) haben am Beispiel eines Simulationsprogramms zum
Konzepterwerb folgende Vorteile dieser Methodik demonstrieren wollen: (1) Schutz
vor Inkonsistenzen, (2) Verdeutlichung von ansonsten impliziten Annahmen, (3)
Vermeidung allzu flexibler Theorien, die auf jeden Datensatz passen, (4) Elimina-
tion unprüfbarer Theorien sowie (5) Notwendigkeit von Angaben zur Enkodierung
und Repräsentation. Die anfängliche Euphorie gegenüber dieser Methodik ist in-
zwischen nüchterner Skepsis gewichen. Neches (1982) macht unter Bezugnahme auf
die eben genannten Argumente von Gregg und Simon (1967) auf sechs Probleme
aufmerksam: (1) die formale Beschreibung eines Modells garantiere noch nicht des-
sen Verständlichkeit (jedenfalls nicht, solange nicht alle Details mitgeteilt werden),
(2) häufig müßten für die Implementation eines Programms vereinfachende Annah-
men getroffen werden, (3) oft seien die Programme auf ausgewählte Beispielsfälle
zugeschnitten, (4) die Datenbasen für die Programme enthielten schon bestimmte,
psychologisch nicht unbedingt sinnvolle Strukturen, (5) bereitgestellte Subroutinen
enthielten nichtnumerische Parameter und versetzten das Programm in die Lage, mit
beliebigen Daten umzugehen, (6) der Programmierer halte Daten oder Prozeduren
zurück, die dem Programm Schwierigkeiten bereiten.
Die Annahme, daß mit der Methode der Computersimulation klarere psycho-
logische Modelle entwickelt würden, hat sich nach Neches (1982) nicht bestätigt.
Auch der Stellenwert eines lauffähigen Programmsist umstritten, können doch eine
Reihe verschiedener Modelle empirisch identische Resultate liefern: „A computer
simulation does not necessarily guarantee that a theory is more consistent or com-
prehensible. Nor does a program’s successful performance guarantee that the theory
is generalizable, or even that the causes for the success are those predicted by the
theory.“ (Neches, 1982, p. 89).
Im Bereich der Künstlichen Intelligenz (KI) ist die Computer-Metapher (das Bild
vom Menschen als Maschine) selbstverständlich (vgl. Johnson-Laird, 1988). Die zen-
trale Annahme der KI-Forschung wird etwa von Charniak und McDermott (1985, p.
6) auf folgende Formel gebracht: „What the brain does may be thought of at some
level as a kind of computation.“ Hier kümmert man sich im Gegensatz zur Com-
putersimulationsforschung wenig darum, ob auch andere Programme ähnliche oder
gar gleiche Resultate liefern. Wesentlich ist, daß mit der Simulation eine entspre-
chende Leistung analog zur menschlichen Fähigkeit zustandekommt. Der Entwurf
von Schachprogrammen aus der Sicht der KI-Forschung bedeutet daher das Erbrin-
gen einer Leistung, wie sie einem Großmeister entsprechen mag. Welche Hilfsmit-
tel hierbei heranzuziehen sind (z.B. bezüglich des verfügbaren Speichervolumens),
interessiert dabei weniger. Insbesondere stört es nicht, wenn dabei Ressourcen in
Anspruch genommen oder Strategien verwendet werden, wie sie bei Menschen si-
cher nicht anzutreffen sind. Dennoch erwarten manche, daß auch bei dieser For-
schungsstrategie für die Kognitive Psychologie fruchtbare Erkenntnisse resultieren
(vgl. jedoch Sharkey & Pfeifer, 1984).
Während in frühen Computersimulationen bevorzugt Produktionssysteme mit
klar definierten Regelsätzen zum Einsatz kamen (vgl. Anderson, 1993), treten in den
80er Jahren konnektionistische Modellierungen stärker in den Vordergrund (Hintz-
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man, 1990; McClelland, 1988). Diese sind trotz hoher Leistungen auf der Perfor-
manzseite wegen ihrer vielfach gegebenen Intransparenz, aber auch aus prinzipiellen
Gründen kritisiert worden (vgl. Fodor & Pylyshyn, 1988; Levelt, 1991; McCloskey,
1991).
6 Darstellung und Modellierung kognitiver Strukturen
Ein immer wiederkehrendes Problem in der Kognitiven Psychologie betrifft die Dar-
stellung und Modellierung von Netzwerkstrukturen. Derartige Strukturen können
etwa im Rahmen von Netzwerktheorien des Gedächtnisses auftauchen, wenn un-
terschiedliche Distanzen zwischen einzelnen Knoten eines semantischen Netzes po-
stuliert und empirisch erhoben werden, etwa in Form von Paarvergleichen zwischen
unterschiedlichen Konzepten, die auf ihre Distanz hin zu bewerten sind. Solche Netze
können auch entstehen als Produkt entsprechender Wissensdiagnostik, die auf die
Erhebung von Strukturwissen gerichtet ist (vgl. Abschnitt 3, Selbstauskünfte).
Schvanefeldt (1990) hat ein Verfahren namens Pathfinder (PF) vorgestellt, mit
dem Netzwerke (PFNETs genannt) auf der Basis von paarweisen Distanzschätzun-
gen oder -maßen generiert werden können. Diese PFNETs sind im Falle nicht-
symmetrischer Distanzen gerichtete oder andernfalls ungerichtete Graphen, deren
Knoten die Konzepte und deren Verbindungen in Form eines Gewichts die Distanz
zwischen den jeweiligen Knoten angeben. Zweck des Verfahrens ist die Erzeugung
eines Netzwerks, in dem nur noch die „kürzesten“ Pfade zwischen jeweils zwei Kon-
zepten enthalten sind. Der kürzeste Pfad kann dabei durchaus einer sein, der über
mehrere Knoten führt, und nicht die direkte Kantenverbindung. Mit Hilfe zweier Pa-
rameter r und q können Eigenschaften des PFNETs beeinflußt werden: r bestimmt
die zu berücksichtigende Metrik und damit die Pfadlänge, q gibt die maximale An-
zahl von Verbindungen in einem Pfad an.
Folgt man den Ausführungen von Cooke (1992, p. 641; vgl. auch Dearholt &
Schvanefeldt, 1990), besitzt PF gegenüber konkurrierenden Modellen wie z.B. der
Mehrdimensionalen Skalierung (MDS) oder der Hierarchischen Clusteranalyse einige
Vorzüge: (a) die Fähigkeit, asymmetrische Beziehungen in den Distanzschätzungen
abzubilden; (b) die Aufhebung eines Hierarchiepostulats, wie es innerhalb vieler
clusteranalytischer Verfahren gefordert wird; (c) empirische anstelle intuitiver Er-
zeugung einer Netzwerkstruktur.
In einer vergleichenden Bewertung von MDS- bzw. PF-Strukturen am Beispiel
von Wissensstrukturen, die aus einem Textbuch über die Geschichte der Psychologie
gewonnen wurden, kommen Gonzalvo, Cañas und Bajo (1994) zu dem Urteil, daß
sowohl aus MDS als auch aus PF abgeleitete Maße generell gut in der Lage sind,
Experten-Novizen-Unterschiede hinsichtlich struktureller Aspekte von Wissen abzu-
bilden (zur Kritik an der PF-Methodologie siehe z.B. Arabie, 1993). Allerdings ak-
zentuieren beide Verfahren jeweils andere Aspekte dieser Wissensstruktur: während
PF eher lokale Informationen auf der Ebene von Konzept zu Konzept abbildet, gibt
MDSeher Auskunft über die der Domäne zugrundeliegende Dimensionen und deren
unterschiedliches Gewicht bei Experten bzw. Novizen.
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7 Maultinomiale Modellierung
Riefer und Batchelder (1988) stellen das Verfahren der multinomialen Modellierung
dar als ein Bindeglied zwischen einerseits strengen theoretischen Annahmen (wie
z.B. der kognitiven Architektur ACT-R von Anderson, 1993) und andererseits eher
empiristisch orientierten Datenauswertungen (wie z.B. mittels Varianzanalyse).
Eine Kernannahme der multinomialen Modellierung besteht darin, daß einer dis-
kreten, endlichen Menge kognitiver Zustände ganz bestimmte beobachtbare Verhal-
tensweisen zugeordnet werden können. Während dabei die Zuordnung von Verhal-
tensweisen zu kognitiven Prozessen oder Zuständen eindeutig ausfällt, ist umgekehrt
die Zuordnung von kognitiven Zuständen zu Verhaltensweisen zumeist nicht eindeu-
tig, weil die meisten Verhaltensweisen aus unterschiedlichen kognitiven Prozessen
erwachsen können. So kann z.B. eine richtige Antwort in einem Test durch Wissen
(Zustand 1) oder durch Raten (Zustand 2) zustandekommen. Aus den empirisch
leicht erfaßbaren Verhaltensklassen müssen dann die Parameter eines angenomme-
nen Modells geschätzt werden. Solche Modelle werden oft als „multinomiale Verar-
beitungsbäume“ bezeichnet, in denen die verschiedenen Kombinationsmöglichkeiten
der Parameter mit den empirisch beobachtbaren Verhaltensklassen verbunden wer-
den. Die in den Modellen enthaltenen und zu schätzenden Parameter werden mit
Maximum-Likelihood-Verfahren ermittelt, anschließend wird die Modellanpassung
an die Daten geprüft. Neben Anpassungstests erfolgt die Prüfung von Modellannah-
men auch durch Experimente, deren Manipulationen gezielt auf einzelne Parameter
des Modells gerichtet sind. Verhalten sich diese hypothesenkonform, nimmt man
derartige Resultate als Bestätigung der Modellannahmen.
Eine Stärke dieses Vorgehens liegt in der Separierung verschiedener kognitiver
Prozesse, wie dies z.B. durch die Bestimmung der unterschiedlichen Anteile von
Prozessen während der Storage- und Retrieval-Phase beim Gedächtnisabruf betrie-
ben wird (vgl. Batchelder & Riefer, 1986). Problematisch ist die geforderte Un-
abhängigkeit der einzelnen Antworten einer Vp über mehrere aufeinander folgende
Durchgänge. Außerdem führen bei großen Stichproben bereits kleine Modellabwei-
chungen zu einem u.U. voreiligen Scheitern des Modellgeltungstests. Nach Riefer
und Batchelder (1988, p. 325) sollte man in solchen Fällen, in denen ein Modell
zwar deskriptiv gut zu den Daten paßt, aber im Modellgeltungstest scheitert, den-
noch mit dem gescheiterten Modell weiterarbeiten. Zudem suggerieren die „Bäume“
einen sequentiellen Prozeß, der nicht notwendig mit der faktischen Sequenz kogni-
tiver Prozesse übereinstimmen muß: Der Modellgeltungstest ist nur sensitiv für die
Wahrscheinlichkeit einer bestimmten Kombination kognitiver Zustände, nicht aber
für die Wahrscheinlichkeit einer bestimmten Sequenz dieser Zustände. Eine Para-
meterschätzung auf Individuenebeneist in den veröffentlichten Modellen auch nicht
zu finden. Trotz dieser kritischen Bemerkungen hat sich das beschriebene Verfah-
ren bislang als flexibles Instrument im kognitionspsychologischen Methodenarsenal
bewährt (vgl. Bredenkamp & Erdfelder, 1996).
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8&8  Dissoziationsverfahren
Dissoziationsstudien sind vor allem im neuropsychologischen Kontext als Untersu-
chungsmethode vorgeschlagen und erfolgreich eingesetzt worden (McCarthy & War-
rington, 1990). Dabei werden die Zusammenhänge zwischen zwei verschiedenen ko-
gnitiven Anforderungen verglichen. Stellt man z.B. fest, daß eine Person ein kom-
plexes System gut steuern kann, aber kaum Wissen darüber besitzt (so Berry &
Broadbent, 1984), spricht man von einer Dissoziation zwischen beiden Leistungen
(Übersicht bei Hintzman, 1990). Gibt es nicht nur Pbn, die X können, nicht aber
Y, sondern auch solche, die Y können, nicht aber X, spricht man von doppelter
Dissoziation. Vor allem in neuropsychologischen Untersuchungen schließt man aus
doppelten Dissoziationen, daß die Leistungen X und Y jeweils unterschiedliche ko-
gnitive Prozesse ansprechen.
Das Verfahren der Prozeßdissoziation ist in der neueren gedächtnispsychologi-
schen Literatur von Jacoby (1991) vorgeschlagen worden, um Probleme beim Ver-
gleich direkter und indirekter Gedächtnismessungen (vgl. Richardson-Klavehn &
Bjork, 1988) zu überwinden. Die Erfassung automatischer und kontrollierter Anteile
bei Erinnerungsleistungen erfolgt in diesem Ansatz durch den Vergleich opponen-
ter Teilaufgaben an ein und demselben Item: Pbn sollen z.B. einen Wortstamm mit
einem in einer vorangegangenen Liste dargebotenen Wort ergänzen oder, erinnern
sie dies nicht, dem ersten Wort, das ihnen einfällt (Inklusionsaufgabe); alternativ
sollen sie eine Ergänzung mit einem Wort vornehmen, das vorher nicht dargebo-
ten wurde (Exklusionsaufgabe). Bei kontrollierter korrekter Erinnerung werden in
der Inklusionsaufgabe alle alten Wörter ergänzt, bei der Exklusionsaufgabe dagegen
nur neue Wörter. Bei unkontrollierter, automatisch ablaufender Erinnerung ist kein
Leistungsunterschied zwischen beiden Aufgaben zu erwarten. Für die vergleichende
Analyse bewußter und unbewußter Anteile an Erinnerungsleistungen scheint dieses
Verfahren alternativen Vorgehensweisen deutlich überlegen.
9 Bildgebende Verfahren des Gehirns
Im Bereich der kognitiven Neurowissenschaften haben in den letzten Jahren techni-
sche Fortschritte zu einem enormen Aufschwung sogenannter bildgebender Verfahren
geführt. Diese Verfahren lassen anatomische und funktionale Aspekte des gesunden
wie kranken Gehirns in einer nie geahnten Deutlichkeit sichtbar werden. Neben der
inzwischen schon fast klassischen Computertomographie (CT) mit Röntgen-Strahlen
(statische Darstellung der Gewebestrukturen) sind nun bereits auch Positronen-
Emissions- Tomographie (PET; dynamische Durchblutungsmessung anhand der Kon-
zentration rasch zerfallender Radioisotope, die vor Aufgabenbearbeitung injiziert
werden müssen), Kernspin-Tomographie (NMR, nuclear magnetic resonance; umge-
tauft in MRI, magnetic resonance imaging; fast risikolose Messung des Sauerstoffver-
brauchs durch Änderung der Kernspinresonanz in einem Hochfrequenz-Magnetfeld)
und Mehrkanal-Magnetenzephalographie (MET; Erfassung der von der Hirnaktivität
resultierenden magnetischen Felder) zu zwar äußerst kostspieligen, aber dafür auch
hochinformativen Zugängen zu Gehirnprozessen geworden. Bei der Kartierung von
kognitiven Funktionen mittels PET wird z.B. analog zum Donder’schen Subtrak-
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tionsverfahren vorgegangen: Die mittels PET meßbare Hirndurchblutung wird vor
und während einer ganz spezifischen kognitiven Aktivität erfaßt, aus der Differenz
ergeben sich die besonders aktiven Hirnareale für die spezifische Aktivität.
Posner und Raichle (1994) sehen mit diesen Verfahren, die mit zunehmend höhe-
ren räumlichen und zeitlichen Auflösungsgraden operieren, eine Flut von Informatio-
nen auf Kognitionswissenschaftler zukommen, die sich derzeit noch nicht einordnen
lassen, aber sicher unser Verständnis von den materiellen Grundlagen kognitiver
Prozesse erhöhen werden.
10 Weiterführende Literatur
Eine Einführung in die Grundgedanken von Produktionssystemen am Beispiel sei-
ner Architektur ACT-R zusammen mit einer Software zur Erstellung eigener Mo-
delle gibt Anderson (1993). Charniak und McDermott (1985) bieten eine Übersicht
über verschiedene Anwendungsfelder der Künstlichen Intelligenz (Sehen, Sprach-
verarbeitung, Suchverfahren, induktive und deduktive Prozesse, Handlungsplanung,
Expertensysteme). Eine Übersicht über verschiedene Verfahren der Datengewinnung
im Bereich der Wissenspsychologie ist bei Kluwe (1988) zu finden. Er geht auf
drei Bereiche ein: (1) Externalisierung von aktuell eingesetztem Wissen, (2) Mit-
teilung vorhandenen Wissens, (3) Aktivierung spezifischer Wissensstrukturen durch
besonderes Reizmaterial. Die Edition von Puff (1982) enthält vierzehn Beiträge über
Detailprobleme gedächtnispsychologischer Meßmethoden (Reproduktion, Wiederer-
kennen, Bildgedächtnis, semantisches Gedächtnis, Textverstehen, Wissensgebrauch).
Rumelhart und McClelland (1986) sowie McClelland und Rumelhart (1986, 1989)
stellen die Grundideen konnektionistischer Modelle dar und liefern zugleich ein-
fach zu handhabende Software, mittels derer eigene Netzwerke konstruiert werden
können. Townsend und Ashby (1983) entwickeln in ihrem Buch grundlegende Ge-
danken zur stochastischen Modellierung von elementaren Prozessen. Dabei werden
auch Prüfungsmöglichkeiten paralleler wie serieller Verarbeitungsmodelle behandelt.
Eine immer noch lesenswerte Edition mit zehn Beiträgen zu Grundlagen- und An-
wendungsproblemen der RT-Messung stammt von Welford (1980).
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