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1. INTRODUCTION 
Linear delay differential equations like 
to i. Bij.Y’i’(t - /Zj) = 0, Bjj E R'lxn 
or other classes of functional differential equations have in general exponential 
solutions of the form “r(t) = e”*?(t) where p(t) is a vector of polynomials (see 
e.g. [l]). I f  one is interested only in exponential solutions, one can forget 
that (1) is a delay equation, replace #(t - h,) by the Taylor expansion 
z;=:=, (- l)u( ljP!) h;:+‘(t) an d consider (1) as a differential equation of infinite 
order. 
The purpose of this note is to study the space of exponential solutions of 
infinite order differential equations of the form 
We will show that by a suitable transformation (2) can be decomposed into a 
system of scalar differential equations of infinite order. Our approach is similar 
to the one developed in [7]. 
2. DEFINITIONS AND NOTATIOW 
Let H be the ring of entire functions and Hnxn be the linear space of n x n 
matrices with elements in H. We denote by H* the units of H, which are 
all entire functions without zeroes. We call a matrix P;’ E Hnxn invertible, if 
it has an inverse F-r such that F-l E HJzxnm F is invertible9 if and only if 
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detF E H*. Let N(g) d enote the set of zeroes of a function g E H and KZJX) 
the multiplicity of the zero x of g. We define S* by 
S* = span(f@(z) / h E C, p(z) an n-vector of polynomials}. 
We write F = (fi ,...,f,J = (fiy) to indicate that F has columns fV and elements 
f iy . I f  e, is the pth unit vector, then f, = Fe,. Let R be an trr x m matrix 
given by 
0 1 0 . 0 
001.0 
. 
D = dldx denotes the differentiation operator. 
3. EXPONENTIAL SOLUTIONS 
Let the matrix L E Hnxn, 
be nonsingular. For g E S1’ we define 
L(D)g = 2 A,g’“‘. 
u-0 
LEMMA. L(D) is a linear operator OR Sn. If g(z) = eAzp(z) and N is the largest 
degree of the polynomial entries ofp(x), then 
L(D) g(z) = e.” L$o ; L”‘(h) $“%+ (3) 
Pr-oof. Because of L E H Nan the order can be changed in the subsequent 
summations. 
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We shall study the kernel of L(D), that is the exponential solutions of (2). 
The differentiation operator D is a linear operator on kerL(D). A function 
g E P is in kerL(D) and satisfies (D - A)g = 0, if and only if g(z) = @a, 
n E @*a and L(h)a = 0. Therefore h is an eigenvalue of D, if and only if 
detL(h) = 0. The eigenspace E,(L) of X consists of all g E ker L(D) such that 
(D - X)kg = 0 for some k, which means g(x) = @p(x) for some polynomial 
vector p(z). The kernel of L(D) is the direct sum of the eigenspaces E,(L). 
In order to obtain a complete description of kerL(D) we determine the cyclic 
subspaces of E,,(L). 
I f  FE H”x” is invertible, then P(D): S’I’ -+ Sn is an isomorphism. Let 
G E EVn be another invertible matrix and put M = GM, then l;(D)g == 0 is 
equivalent to G(D)L(D)F-l(D)g = 0. Hence 
ker L(D) = F(D) ker M(D) (4) 
and in particular 
E,(L) = F(D) En(M). (3 
Since the ring H of entire functions is an elementary divisor domain (see 
Appendix), there exist invertible matrices G and F such that 
M = diag(d, ,..., d,. , I ,..., 1) (6) 
and d,,, 1 dZ , d,. $ H*. Then M(D)y = 0 with y  = col(y, ,..., y,,J decomposes 
into scalar equations 
~P)Y, = 0, p = I,..., I, yr+l = -.- = yn = 0. 
THEOREM 1. Let F = (fi, ,...,fJ = (fiJ and G be invertible matrices .wch 
that GLF = diag(di ,..., d, , I,..., I). If d,(x) = (x - Xy b(x), b(A) 1 0, arzd 
the n x m matrix r/v,, is defined by 
then the columns of lVDA span a subspace EPA(L) of ker L(D) which is cyclic with 
respect to D and 
Proof. I f  X is a zero of multiplicity wz of d, , then @(l/k!) 9, k = 0, I,..., 
m  - 1, span all solutions of d,(D) y, = 0 of the form @q(z) E S1. Because 
of (4) the columns of 
F(D) e,e.‘” 1, 5 ,‘.., 
( . 
i7Ezri,, ) 
. , (8) 
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are a basis of a subspace of kerL(D) and the matrix (8) is equal to TV,,, . Because 
of (D - h) WO,, = WO,R the column space of WoA is cyclic with respect to D. 
From (3) we obtain 
.$-k 
(i - k)! 
= en2 
( 
f,(h), ; f;(h) )..., (In 1 1), p-‘)(A)) co1 ($ ,...) 2, 1, 0 )...) 0) 
which yields (7). 
THEOREM 2. The dirnensiom of the eigenspace E,,(L) is equal to the multiplicity 
of h as a zero of detL(x). 
Proof. The isomorphism (5) implies dim E,(L) = dim E,,(M). For a diagonal 
matrix M as in (6) we have EA(M) = @i=, Ep,,(M) where E,A(M) = (e,eAzpp(r) / 
d,(D) eAZpp(x) = 01. If h is not a zero of d,, , we put nz, = 0 and E,,,(M) = (O}. 
Otherwise put 512, := HZ,~(X). Then dim E,,(M) = nz, . The multiplicity of h 
as a zero of det M is CL1 IE, . The determinants of L and 111 are equal up 
to multiplication by a unit of H, which completes the proof. 
The eigenspace E,,(L) can also be constructed in the following way. According 
to (3) 
N 
.E+ c aj q E kerL(D), 
j.& 3. 
a, E Cn, 
is equivalent to 
e”” ; LL(“,(,q f aj zj-x: 
k=. k! j=f; (j - k)! = ’ 
and furthermore to 
i = 0, 1 ,..., N. (9) 
O&+i@ 
The system (9) which determines the vectors a,, a, ,..., a, can be found e.g. 
in [I, p. 1761 or in [3]. 
4. APPENDIX: THE ELEMENTARY DIVISOR DOMAIN OF ENTIRE FUNCTIONS 
Our investigation has been based on the fact that the ring of entire functions 
is an elementary divisor domain. As this result is mentioned only briefly in 
[6, p. 4731 in connection with adequate rings, we deal with it here in more 
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detail. The author is indebted to Prof. IV. A. Coppel for making available 
to him unpublished lecture notes [2] and for valuable discussions. 
DEFINITION [6, 21. An integral domain T is called an elementary divisor 
domain, if it has the following two properties: 
(I) Any pair of elements a, b has a common divisor d which can be 
represented in the form d = LZX + by with X, y  E T. 
(II) For any matrix A E T Map there exist matrices I? E T”XVL and Ii E Tnxn 
such that T/-r E Tmxnl and ‘V-l E Tnxn and 
VAU= 
i 0 dI .
; ,:;, 1; 
dz 0 *0-o . . . 0 . * . . 0  . 
(10) 
r 
where T is the rank of B and all entries except dI ,..., d, are 0 and di 1 dj lk 
j < i. I f  d,, has a factorization d, = ptw, where p, is a prime element of T 
andp,fw,, then pz is called an elementary divisor of 4. 
THEOREM 3 [6, 21. Let T be an elementary divisor domaiw and A E Tnxm. 
The elements d, , . . . , d,. in ( 10) ape uniquely determined up to multiplicatio~r by 
units. If ?zj , 1 < j < 7 = rank(8), is the greatest common divisor of all j x j 
minom of A, then 
h, = d,d,, ..a a&l , 1 <j<r=rank(d). 
The following theorem is due to Kaplansky. 
THEOREM 4 [6, p. 412; 21. An integral domain T is an elementary divisor 
domaiq if and only if it has property (I) and (II’). 
(II’) For any elements a, b, c with (a, b, c) = 1 there ex& elements p, q 
such that 
(ap, bp + 4 = 1. ?I> 
Both (I) and (II’) are satisfied for T = H. We shall give a proof of (II’). 
THEOREM 5 [4, 5, 61. The ring H of entire jkctions is an elementary divisor 
domain. 
Proof. We note that the greatest common divisor of two functions a and b 
OF H is determined in the following way. For z E N(a) n N(b) put nz(x) :== 
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min(m,(z), zzzb(x)). The Weierstrass product theorem ensures the existence of a 
d E H with a prescribed set of zeroes N(d) = N(a) n N(b) and multiplicities 
PQ(Z) = zzz(x). The function d is uniquely determined up to multiplication 
by an entire function without zeroes and is clearly the greatest common divisor 
of a and b. Using an interpolation theorem on entire functions it can be shown 
(see e.g. [S, p. 3281) that d is a linear combination of a and b. 
Now let a, b, c be elements of H with (a, b, c) = 1 or equivalently with no 
zero in common. If  we find a function q E H such that 
N(a)nN(b+qc) = o, (14 
then we have (11) with p = 1. By a combination of the Weierstrass product 
theorem and the Mittag-Leffler theorem a function q E H can be constructed 
(see, e.g., [S]) which has prescribed values q(x) = l/c(x)[l - b(x)] for z E N := 
N(a)\N(c). Thus b(z) + C(Z) q(x) = 1 for x EN’. For x E N(a) n N(c) the 
assumption (a, b, c) = 1 implies 2: #N(b) and therefore b(x) + c(z) q(z) = 
b(x) # 0. We have taken all .a E N(a) into account and shown that q satisfies (12). 
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