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LOCAL WELL-POSEDNESS OF THE EPDIFF EQUATION:
A SURVEY
BORIS KOLEV
Abstract. This article is a survey on the local well-posedness problem
for the general EPDiff equation. The main contribution concerns recent
results on local existence of the geodesics on Diff∞(Td) and DiffH∞(R
d)
when the inertia operator is a non-local Fourier multiplier.
1. Introduction
In a seminal paper [1], published in 1966, Arnold recast the equations
of motion of a perfect fluid (with fixed boundary) as the geodesic flow on
the volume-preserving diffeomorphisms group of the domain (see also the
short note of Moreau [54] going back to the late 1950s). For the little story,
Arnold’s paper was written in French for the bi-century of the 1765’s paper
of Euler [27] (also written in French) who recast the equations of motion of
a free rigid body as the geodesic flow on the rotation group.
This elegant geometrical re-formulation of ideal hydrodynamics applies,
more generally, to any mechanical system when the configuration space has
the structure of a Lie group G and the Lagrangian is invariant by the lifted
(right or left) action of G on TG (this idea goes back to Poincare´ [58]). Con-
sider, for instance, a Riemannian metric on G which is right-invariant. Such
a metric is thus specified by an inner product on g = TeG, the Lie algebra
of G. For historical reasons going back to the pioneering work of Euler [27]
on the motion of a rigid body, this inner product is usually represented by
a linear isomorphism A : g→ g∗ called the inertia operator and defined by
(Au)(v) :=< u, v >, u, v ∈ g.
Let now g(t) be a geodesic for this right-invariant metric on G and consider
the “Eulerian velocity”, u(t) := TRg−1 .gt, where gt means time derivative,
Rg is the right translation on G and TRg its tangent map. Then, the curve
u(t) ∈ g is a solution of the Euler–Arnold equation
(1) ut = − ad
⊤
u u,
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first introduced1 in [1], where adu v = [u, v] is the Lie bracket and
⊤ means
the adjoint relative to the inner product on g. This equation admits an
integral form, also known as the conservation of the momentum and which
reads
(2) Ad⊤g(t) u(t) = u0,
for any geodesic g(t), where Ad⊤g is the transpose of the adjoint action
Adg := TLg ◦ TRg−1 on g.
This elegant geometrical framework led, afterwards, to recast many par-
tial differential equations relevant for mathematical physics as geodesic flows
on various diffeomorphism groups: Burgers’ equation as the geodesic equa-
tion on Diff(S1) with the L2-metric, the KdV equation on the Bott–Virasoro
group with the L2-metric in [38, 37, 11], the Camassa–Holm equation [8] on
Diff(S1) with the H1-metric in [39, 51, 52], the modified Camassa–Holm
equation on Diff(S1) with the Hk-metric in [12, 46, 32], the Hunter-Saxton
equation with the homogeneous H˙1-metric on Diff1(S
1), the group of diffeo-
morphism of the circle which fix one point [42, 43], the modified Constantin–
Lax–Majda equation [14] as the geodesic equation on Diff1(S
1) with respect
to the homogeneous H˙1/2-metric [65, 26, 5], the Euler–Weil–Peterson equa-
tion as the geodesic equation on Diff3(S
1), the group of diffeomorphism of
the circle which fix three points, with respect to the homogeneous H˙3/2-
metric [29], the Degasperis–Procesi equation [16, 15] as a non-metric Euler–
Arnold equation [44, 23] on Diff(S1).
From a geometrical view-point, this theory can be reduced to the study
of a right-invariant Riemannian metric on the diffeomorphism group of a
manifold M (or one of its subgroup, or some extension of this group, or
some right-invariant symmetric linear connection on this group).
To define a right invariant Riemannian metric on the diffeomorphism
group Diff(M) of a compact Riemannian manifoldM , it suffices to prescribe
an inner product on its Lie algebra Vect(M). We will moreover assume that
this inner product can be written as
〈u1, u2〉 :=
∫
M
(Au1 · u2) dµ ,
where u1, u2 ∈ Vect(M), dµ denotes the Riemannian density on M and the
inertia operator
A : Vect(M)→ Vect(M)
is a L2-symmetric, positive definite, continuous linear operator. By trans-
lating this inner product, we get an inner product on each tangent space
TϕDiff(M), which is given by
(3) Gϕ(v1, v2) =
∫
M
(Aϕv1 · v2)ϕ
∗dµ ,
1In Arnold’s original paper, the derivation is done for a left-invariant metric and differs
by a sign for a right-invariant metric (see also [2, 13]).
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where v1, v2 ∈ TϕDiff(M). Here Rϕv := v ◦ ϕ and
Aϕ := Rϕ ◦A ◦Rϕ−1 ,
will be called the twisted map (i.e. the inertia operator A twisted by the
right translation Rϕ).
A geodesic for the metric G is an extremal curve ϕ(t) of the energy func-
tional
E(ϕ) :=
1
2
∫ 1
0
Gϕ(ϕt, ϕt) dt,
where subscript t in ϕt means time derivative.
Let u(t) := Rϕ−1(t)ϕt(t) be the Eulerian velocity of the geodesic ϕ(t).
Then u(t) is a solution of the Euler-Poincare´ equation (EPDiff) on Diff(M):
(4) mt +∇um+ (∇u)
tm+ (div u)m = 0, m := Au ,
where (∇u)t is the Riemannian adjoint (for the metric on M) of ∇u. In
coordinates, using Einstein’s summation convention, this equation reads
mit + u
jmi,j + g
il gjk u
j
,lm
k + uk,km
i = 0,
where (gij) is the Riemannian metric on M and (g
ij), its inverse.
When A is invertible, the EPDiff equation (4) can be rewritten as
(5) ut = −A
−1
{
∇uAu+ (∇u)
tAu+ (div u)Au
}
,
which is the Euler–Arnold equation for Diff(M).
As acknowledged by Arnold himself, his seminal paper concentrated on
the geometrical ideas and not on the analytical difficulties that are inherent
when infinite dimensional manifolds are involved. In 1970, Ebin & Mars-
den [20] reconsidered this geometric approach from the analytical point of
view (see also [21, 63, 6, 62, 7, 9]). They proposed to look at the Fre´chet
Lie group of smooth diffeomorphisms as an inverse limit of Hilbert mani-
folds, following some ideas of Omori [55, 56]. The remarkable observation
is that, in this framework, the Euler equation (a PDE) can be recast as an
ODE (the geodesic equation) on these Hilbert manifolds. Furthermore, fol-
lowing their approach, if we can prove local existence and uniqueness of the
geodesics (ODE), then the EPDiff equation (4) is well-posed. They solved
moreover the problem, when the inertia operator is a differential operator
(see also [60, 61, 12, 64, 30, 53, 47]).
Most examples issued from mathematical physics correspond to integer
Hk-metrics on diffeomorphism groups, for which the inertia operator is a
differential operator. The first examples of Euler–Arnold equations with a
non-local inertia operator appear to be the modified Constantin–Lax–Majda
equation [65, 26] and the Euler–Weil–Peterson equation [29]
In this paper, we will consider the case when the ambient manifold M is
the torus Td or the Euclidean space Rd, and when the inertia operator is
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a Fourier multiplier. The Constantin–Lax–Majda equation and the Euler–
Weil–Peterson equation are special occurrences of this theory, as well as
every Hs metric (s real) on Diff∞(Td) or DiffH∞(R
d).
Classical arguments used to establish local existence of the geodesics when
A is a differential operator are no longer sufficient when A is non-local and
more work is required.
The goal of this survey is to present and summarize a series of studies [26,
25, 4] on the local well-posedness problem for the general EPDiff equation
on Diff∞(Td) or DiffH∞(R
d) when the inertia operator is a non-local Fourier
multiplier.
In Section 2, we recall basic material and fix notations. In Section 3,
we show using two different methods (the spray method and the particle-
trajectory method) that the local well-posedness problem reduces to show
that the twisted map
ϕ 7→ Aϕ := Rϕ ◦ A ◦Rϕ−1 ,
extends to a smooth map between some Hilbert approximation manifolds.
Section 4 is devoted to establish the smoothness of this extended twisted
map, when A is a Fourier multiplier of class Sr. Finally, in Section 5, we
prove local well-posedness of the EPDiff equation, first in the Hilbert setting,
and then in the smooth category, using a no loss, no gain argument.
2. Notations and background material
In this paper, we consider first the group Diff∞(Td) of smooth diffeo-
morphisms of the d-dimensional torus isotopic to the identity. We want to
consider this group as an “infinite dimensional Lie group”. This requires
first to define a differentiable structure on it and check that composition
and inversion are smooth maps for this structure.
The first and most intuitive approach is to endow this group with a Fre´chet
manifold structure, modelled on the Fre´chet vector space C∞(Td,Rd), the
space of Zd-periodic smooth maps from Rd to Rd, with the topology defined
by the family of semi-norms (‖·‖Ck)k∈N. Composition and inversion are
smooth maps for this structure, and we can consider Diff∞(Td) as a Fre´chet-
Lie group as defined by Hamilton [31, Section 4.6]. With this differentiable
structure, the Lie algebra of Diff∞(Td) is Vect(Td), the space of smooth
vector fields on the torus, which is isomorphic to C∞(Td,Rd). The Lie
bracket is given by
[u,w] = du.w − dw.u.
Since moreover Td is compact, Diff∞(Td) is a regular Fre´chet Lie group in
the sense of Milnor [50]. In particular, each element u of the Lie algebra
Vect(Td), corresponds to a one-parameter subgroup of Diff∞(Td).
There is however a serious weakness of the Fre´chet category. The topo-
logical dual of a Fre´chet space E and more generally the space L(E,F ) of
continuous linear mappings between two Fre´chet spaces E,F is not a Fre´chet
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space (unless E,F are Banach spaces) [31]. This is annoying if one aims to
extend differential geometry to Fre´chet manifolds [3, 36].
The definition of a “good differentiable structure” on a set X, in general,
and on the diffeomorphisms group Diff(M) in particular, is a subtle topic
and has been an active research area for decades. Many definitions have
emerged, usually not equivalent [55, 48, 31, 50, 28, 56, 40, 33].
The most general framework is probably the category of diffeological
spaces [33]. These spaces are defined by a diffeology (like a topological
space is defined by a topology) and differentiable mappings are defined as
the morphisms of this structure (like continuous mappings between topolog-
ical spaces). A less general framework, but suitable for calculus on mani-
folds of mappings, is the convenient calculus formalized by Krigel and Mi-
chor [48, 40]. It relies on Fro¨licher spaces [28] which are themselves a sub-
category of diffeological spaces (see [33, pages 99 and 390–391]).
Coming back to Diff∞(Td), it has a stronger structure than just a Fre´chet
Lie group. Indeed, it is the inverse limit of Hilbert manifolds which are
themselves topological groups. For this reason, it is called an ILH-Lie group
following Omori [56]. It will be the object of this section to describe these
approximation manifolds.
We will also be interested in the diffeomorphism group of Rd. But, since
difficulties arise due to the non-compactness of Rd, we cannot use the full
group of smooth diffeomorphisms but need to restrict our study to some
subgroup with nice behaviour at infinity. Several choices are possible, the
subgroup of diffeomorphisms with compact support, the subgroup of rapidly
decreasing diffeomorphisms, . . . . However, the most suitable subgroup on
which the theory works well is the following one
(6) DiffH∞(R
d) :=
{
id + u; u ∈ H∞(Rd,Rd) and det(id + du) > 0
}
,
where H∞(Rd,Rd) denotes the space of Rd-valued H∞-functions on Rd, i.e.,
H∞(Rd,Rd) :=
⋂
q≥0
Hq(Rd,Rd) ,
and where Hq(Rd,Rd) denotes the (Rd-valued) Sobolev space on Rd, defined
below.
Let F be the Fourier transform on Rd, defined with the following normal-
ization
fˆ(ξ) = (Ff)(ξ) =
∫
Rd
e−2ipi〈x,ξ〉f(x) dx
so that its inverse F−1 is given by:
(F−1fˆ)(x) =
∫
Rd
e2ipi〈x,ξ〉fˆ(ξ) dξ .
For q ∈ R+ the Sobolev Hq-norm of a function f on Rd is defined by
‖f‖2Hq :=
∥∥∥(1 + |ξ|2) q2 fˆ∥∥∥2
L2
.
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The Sobolev spaces Hq(Rd,R) is defined as the closure of the space of com-
pactly supported functions, C∞c (R
d,R), relatively to this norm and the space
Hq(Rd,Rd) is the space of Rd-valued functions of which each component be-
longs to Hq(Rd,R).
Remark 1. In the case of the torus, we define similarly the space Hq(Td,R),
as the closure of C∞(Td,R) for the norm
‖f‖2Hq :=
∑
ξ∈Zd
(1 + |ξ|2)
q
2
∣∣∣fˆ(ξ)∣∣∣2 ,
where
fˆ(ξ) :=
∫
Td
e−2ipi〈x,ξ〉f(x) dx .
It is worth to recall the following Sobolev embedding lemma which proof
can be found in [34, Proposition 2.2].
Lemma 1. Let q > d/2 then the space Hq+r(Rd,Rd) can be embedded into
the space Cr0(R
d,Rd) of all Cr-functions vanishing at infinity and the space
Hq+r(Td,Rd) can be embedded into the space Cr(Td,Rd), for any integer r.
We will also recall the following result on extension of pointwise multi-
plication to a bounded bilinear mapping between Sobolev spaces (see for
instance [34, Lemma 2.3]).
Lemma 2. Let q > d/2 and 0 ≤ p ≤ q then pointwise multiplication extends
to a bounded bilinear mapping
Hq(Rd,R)×Hp(Rd,R)→ Hp(Rd,R).
More precisely, there exists C > 0 such that
‖fg‖Hp ≤ C ‖f‖Hq ‖g‖Hp ,
for all f ∈ Hq(Rd,R) and g ∈ Hp(Rd,R). In particular Hq(Rd,R) is a
multiplicative algebra if q > d/2.
As already stated, DiffH∞(R
d) and Diff∞(Td) are ILH-Lie groups (see
Omori [56] for a precise definition). In simple words,
DiffH∞(R
d) =
⋂
q>1+d/2
Dq(Rd), Diff∞(Td) =
⋂
q>1+d/2
Dq(Td) ,
where the sets Dq(Rd) and Dq(Td) are defined, for q > d2 + 1, as follows.
Dq(Rd) :=
{
id + u; u ∈ Hq(Rd,Rd) and det(id + du) > 0
}
,
and Dq(Td) is the set of C1 diffeomorphisms ϕ of the torus Td isotopic to
the identity and such that
ϕ˜− id ∈ Hq(Td,Rd) ,
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where ϕ˜ is any lift of ϕ to Rd. Both of these sets are smooth Hilbert man-
ifolds, modelled respectively on Hq(Rd,Rd) and Hq(Td,Rd). For a more
detailed treatment of these manifolds, we refer to [18, 34].
Remark 2. Note, that the tangent bundle TDq(Rd) is a trivial bundle
TDq(Rd) ∼= Dq(Rd)×Hq(Rd,Rd) ,
because Dq(Rd) is an open subset of the Hilbert space Hq(Rd,Rd). The tan-
gent bundle of the Hilbert manifold Dq(Td) is also trivial but for a different
reason. Indeed, let t : TTd → Td × Rd be a smooth trivialisation of the
tangent bundle of the torus. Then
Ψ : TDq(Td)→ Dq(Td)×Hq(Td,Rd), ξ 7→ t ◦ ξ
defines a smooth vector bundle isomorphism because t is smooth (see [20,
page 107]).
The Hilbert manifolds Dq(Td) and Dq(Rd) are topological groups (see [34]
for a modern exposition on the subject). For Dq(Td), this is known since
the 1960s [22, 17, 57, 55, 21]. They are however not Hilbert Lie groups,
because composition and inversion are continuous but not smooth (see [34,
Proposition 2.6]). We recall also the following result concerning the right
action of Dq(Rd) on Hp(Rd,Rd).
Lemma 3 (Lemma 2.7 in [34]). Given any two real numbers q, p with q >
1 + d/2 and q ≥ p ≥ 0, the mapping
µp : Hp(Rd,Rd)×Dq(Rd)→ Hp(Rd,Rd), (u, ϕ) 7→ u ◦ ϕ
is continuous. Moreover, the mapping
Rϕ : u 7→ u ◦ ϕ
is locally bounded. More precisely, given C1, C2 > 0, there exists a constant
C = C(p,C1, C2) such that
‖Rϕ‖L(Hp,Hp) ≤ C,
for all ϕ ∈ Dq(Rd) with
‖ϕ− id‖Hq < C1 and inf
x∈Rd
(det(dϕ(x))) > C2.
Finally, let Jϕ denotes the Jacobian determinant of a diffeomorphism ϕ
in Dq(Rd). From lemma 2, we deduce that the mapping
ϕ 7→ Jϕ, D
q(Rd)→ Hq−1(Rd,R)
is smooth and we have moreover the following result, which is a reformulation
of [34, Lemma 2.5].
Lemma 4. Let q > 1 + d/2 and 0 ≤ p ≤ q. Given ϕ ∈ Dq(Rd) and
f ∈ Hp(Rd,R), the function f/Jϕ belongs to H
p(Rd,R) and the mapping
(ϕ, f) 7→
f
Jϕ
, Dq(Rd)×Hp(Rd,R)→ Hp(Rd,R)
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is smooth. The same result holds for the torus Td.
3. Reduction of the problem
It is well known that analysis in Fre´chet manifolds, like Diff∞(Td) or
DiffH∞(R
d), is quite involved as the inverse function theorem, the implicit
function theorem and the Cauchy–Lipschitz theorem do not hold [31, 40].
The strategy of Ebin & Marsden [20] to solve the well-posedness problem
for the Euler equation was first to recast the equation as an ODE on some
approximating Hilbert manifolds and prove local existence (in the Hilbert
setting) by standard ODE techniques. Then, using symmetries of the equa-
tion, they proved that if the initial data is smooth, the solution remains
smooth at each time (no loss, nor gain in spatial regularity) leading to a
well-posedness result in the smooth category.
In this section, we will expose two ways to solve equation (5); the first one
uses the second-order spray method of Ebin-Marsden [20], while the other
one is based on a reduction due to Ebin [19] (see also Majda-Bertozzi [45],
where the latter is described as the particle-trajectory method). In both
cases, we need to show (in order to apply standard ODE techniques) that
a certain vector field defined, a priori, in the smooth category extends
smoothly to some approximating Hilbert manifolds.
We will introduce first these vector fields and show then that their exten-
sion (to some Hilbert manifolds) and smoothness reduce to prove that the
twisted map
Aϕ := Rϕ ◦A ◦Rϕ−1 ,
i.e. the inertia operator A twisted by the right translation Rϕ, extends
smoothly to these approximating Hilbert manifolds.
3.1. The spray method. Starting from the Euler–Arnold equation (5), we
shall retrieve the Lagrangian formalism. Let u(t) be a solution of the EPDiff
equation and let ϕ(t) be the flow of the time dependant vector field u(t),
i.e., ϕt = u ◦ ϕ. Set v := ϕt so that v = u ◦ ϕ.
First, we want to compute the time derivative of the curve v(t) in the
bundle TDiff(M). To do so, we fix x ∈ M and consider the vector field
X(t) = u(t, ϕ(t, x)) on TM defined along the curve x(t) = ϕ(t, x) on M .
Using the covariant derivative (in M) along the curve x(t), we get in a local
chart on M : (
D
Dt
X(t)
)k
= Xkt (t) + Γ
k
ij(x(t))X
i(t)xjt (t).
But
Xkt (t) = u
k
t (t, ϕ(t, x)) +
∂uk
∂xl
(t, ϕ(t, x))ϕlt(t, x)
and
xjt (t) = ϕ
j
t(t, x) = u
j(t, ϕ(t, x)).
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Hence(
D
Dt
X(t)
)k
= ukt (t, ϕ(t, x)) +
∂uk
∂xl
(t, ϕ(t, x))ul(t, ϕ(t, x))
+ Γkij(ϕ(t, x))u
i(t, ϕ(t, x))uj(t, ϕ(t, x))
and thus
vt = ut ◦ ϕ+ (∇uu) ◦ ϕ.
Therefore, we get
vt =
{
−A−1
(
∇uAu+ (∇u)
tAu+ (div u)Au
)
+∇uu
}
◦ ϕ
=
{
A−1
(
[∇u, A]u− (∇u)
tAu− (div u)Au
)}
◦ ϕ,
and u solves the EPDiff equation (4), if and only if (ϕ, v) is a solution of
(7)
{
ϕt = v,
vt = Sϕ(v),
where
Sϕ(v) :=
(
Rϕ ◦ S ◦Rϕ−1
)
(v),
and
S(u) := A−1
(
[∇u, A]u− (∇u)
tAu− (div u)Au
)
.
The second order vector field on Diff(M) (which is a vector field on
TDiff(M)), defined by
(8) F : (ϕ, v) 7→ (ϕ, v, v, Sϕ(v))
is called the geodesic spray, following Lang [41]. A geodesic is by definition
an integral curve of the geodesic spray.
We will now establish that the extension and smoothness of the spray on
the Hilbert manifold TDq(Rd) reduces to the extension and smoothness of
the twisted map
ϕ 7→ Rϕ ◦A ◦Rϕ−1 , D
q(Rd)→ L(Hq(Rd,Rd),Hq−r(Rd,Rd)).
Theorem 5. Let r ≥ 1 and q > 1+d/2, with q ≥ r. Suppose that A extends
to Isom(Hq(Rd,Rd),Hq−r(Rd,Rd)), and moreover that
ϕ 7→ Aϕ = Rϕ ◦ A ◦Rϕ−1 , D
q(Rd)→ L(Hq(Rd,Rd),Hq−r(Rd,Rd))
is smooth. Then the geodesic spray
(ϕ, v) 7→ Sϕ(v) = Rϕ ◦ S ◦Rϕ−1(v),
where
(9) S(u) = A−1
{
[A,∇u]u− (∇u)
tAu− (div u)Au
}
extends smoothly to TDq(Rd) = Dq(Rd)×Hq(Rd,Rd). The same result holds
for the torus Td.
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The proof given below is only sketched. The reader is invited to carefully
repeat all the calculations in order to master it.
Sketch of proof. Set
Q1(u) := [A,∇u]u, Q
2(u) := (∇u)tAu, Q3(u) := (div u)Au.
Then
Sϕ(v) = A
−1
ϕ
{
Q1ϕ(v)−Q
2
ϕ(v)−Q
3
ϕ(v)
}
,
and the proof reduces to establish, using the chain rule, that the mappings
(ϕ, v) 7→ Qiϕ(v), and (ϕ,w) 7→ A
−1
ϕ (w)
are smooth, for i = 1, 2, 3.
(a) From the expression of the first derivative of the twisted map ϕ 7→ Aϕ
(see lemma 8), we deduce that
Q1ϕ(v) = −∂ϕAϕ(v, v) .
Therefore
(ϕ, v) 7→ Q1ϕ(v), D
q(Rd)×Hq(Rd,Rd)→ Hq−r(Rd,Rd)
is smooth.
(b) We have
Q2ϕ(v) =
[(
∇(v ◦ ϕ−1)
)t
◦ ϕ
]
Aϕ(v) =
1
Jϕ
Com(dϕ)(dv)tAϕ(v) ,
where Com(dϕ) is the matrix of cofactors of dϕ. Thus, the smoothness of
the mapping
(ϕ, v) 7→
[(
∇(v ◦ ϕ−1)
)t
◦ ϕ
]
Aϕ(v), D
q(Rd)×Hq(Rd,Rd)→ Hq−r(Rd,Rd)
results from lemma 2 and lemma 4.
(c) We have
Q3ϕ(v) =
(
div(v ◦ ϕ−1) ◦ ϕ
)
Aϕ(v) =
1
Jϕ
tr
[
dv(Com(dϕ))t
]
Aϕ(v)
and we conclude as in (b) that
(ϕ, v) 7→ Q3ϕ(v), D
q(Rd)×Hq(Rd,Rd)→ Hq−r(Rd,Rd)
is smooth.
(d) The set
Isom(Hq(Rd,Rd),Hq−r(Rd,Rd))
is open in
L(Hq(Rd,Rd),Hq−r(Rd,Rd))
and the mapping
P 7→ P−1,
Isom(Hq(Rd,Rd),Hq−r(Rd,Rd))→ L(Hq−r(Rd,Rd),Hq(Rd,Rd))
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is smooth (even real analytic). Besides
Aϕ ∈ Isom(H
q(Rd,Rd),Hq−r(Rd,Rd)),
for all ϕ ∈ Dq(Rd), and the mapping
ϕ 7→ Aϕ, D
q(Rd)→ Isom(Hq(Rd,Rd),Hq−r(Rd,Rd))
is smooth. Thus
(ϕ,w) 7→ A−1ϕ (w), H
q−r(Rd,Rd)→ Hq(Rd,Rd)
is smooth. 
3.2. The particle-trajectory method. The following reduction is a spe-
cial case of a reformulation due to Ebin [19].
Lemma 6. A smooth curve curve ϕ(t) is a geodesic issued from id with
initial velocity u0 iff ϕ(t) is an integral curve of Ebin’s vector field
(10) X(ϕ) := A−1ϕ
(
1
Jϕ
(dϕ−1)tAu0
)
defined on DiffH∞(R
d).
Sketch of proof. Let ϕ(t) be a geodesic issued from id with initial velocity u0
and let u(t) = ϕt ◦ ϕ
−1 be the Eulerian velocity. Then, u(t) is a solution of
the Euler–Arnold equation (5). Moreover, the general conservation law (2)
specialized for DiffH∞(R
d) may be written as
Jϕ(dϕ)
t.(m ◦ ϕ) = m0,
where m = Au. We get thus
ϕt = u ◦ ϕ = A
−1
ϕ
(
1
Jϕ
(dϕ−1)tAu0
)
,
where Aϕ := Rϕ ◦ A ◦Rϕ−1 . 
We will now establish that the extension and smoothness of the vector field
X on the Hilbert manifold Dq(Rd) reduces to the extension and smoothness
of the twisted map
ϕ 7→ Rϕ ◦A ◦Rϕ−1 , D
q(Rd)→ L(Hq(Rd,Rd),Hq−r(Rd,Rd)).
thm:smoothness-spray
Theorem 7. Let r ≥ 1 and q > 1+d/2, with q ≥ r. Suppose that A extends
to Isom(Hq(Rd,Rd),Hq−r(Rd,Rd)), and moreover that
ϕ 7→ Aϕ = Rϕ ◦ A ◦Rϕ−1 , D
q(Rd)→ L(Hq(Rd,Rd),Hq−r(Rd,Rd))
is smooth. Then the vector field
ϕ 7→ X(ϕ) := A−1ϕ
(
1
Jϕ
(dϕ−1)tAu0
)
extends smoothly to Dq(Rd) for each u0 ∈ H
q(Rd,Rd).
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Proof. Note first that we have
1
Jϕ
(dϕ−1)tAu0 =
1
J2ϕ
Com(dϕ)Au0
and the smoothness of the mapping
ϕ 7→
1
J2ϕ
Com(dϕ)Au0, D
q(Rd)→ Hq−r(Rd,Rd)
results from lemma 2 and lemma 4. Thus the problem of the smoothness of
the vector field
X(ϕ) = ϕ 7→ A−1ϕ
(
1
J2ϕ
Com(dϕ)Au0
)
reduces to show that the mapping
(ϕ, v) 7→ A−1ϕ (v), D
q(Rd)×Hq−r(Rd,Rd)→ Hq(Rd,Rd)
is smooth. Now, by corollary 12, this last assertion is equivalent to show the
smoothness of the mapping
ϕ 7→ A−1ϕ , D
q(Rd)→ L(Hq−r(Rd,Rd),Hq(Rd,Rd)) ,
and since A−1ϕ ∈ Isom(H
q−r(Rd,Rd),Hq(Rd,Rd)), this is equivalent to show
the smoothness of
ϕ 7→ Aϕ, D
q(Rd)→ L(Hq(Rd,Rd),Hq−r(Rd,Rd)) .

4. Smoothness of the twisted map
Let A be a continuous linear operator from H∞(Rd,Rd) to itself (a similar
discussion holds for H∞(Td,Rd)) and consider the twisted map
Aϕ := RϕARϕ−1 ,
where Rϕv = v ◦ ϕ and ϕ ∈ DiffH∞(R
d). Since DiffH∞(R
d) is a Fre´chet Lie
group with Lie algebra H∞(Rd,Rd), the mapping
(11) (ϕ, v) 7→ Aϕv, DiffH∞(R
d)×H∞(Rd,Rd)→ H∞(Rd,Rd)
is smooth. The aim of this section is to prove that the twisted map
ϕ 7→ Aϕ := RϕARϕ−1 ,
extends smoothly from Dq(Rd) to L(Hq(Rd,Rd),Hq−r(Rd,Rd)) for q > 1 +
d/2 and q ≥ r, when A is a Fourier multiplier of class Sr with r ≥ 1.
Note that the problem is not trivial, because even if A extends to a
bounded linear map in L(Hq(Rd,Rd),Hq−r(Rd,Rd)), the mapping
(ϕ, v) 7→ Rϕ(v), D
q(Rd)×Hq(Rd,Rd)→ Hq(Rd,Rd)
is not differentiable (see [20, 49] for instance), and the mapping ϕ 7→ Rϕ is
not even continuous (see [25, Remark B.4]).
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Remark 3. When A is a differential operator of order r, Aϕ is a linear
differential operator whose coefficients are polynomial expressions of 1/Jϕ
and the derivatives of ϕ up to order r (see [20, 23] for instance). For example,
in one dimension, Dϕ = (1/ϕx)D, where D := d/dx. In that case, ϕ 7→ Aϕ
is smooth (in fact real analytic) in the Hilbert setting. But this observation
is no longer true for a general Fourier multiplier of class Sr and more work
is required.
The strategy is the following. Given a continuous linear operator
A : H∞(Rd,Rd)→ H∞(Rd,Rd),
the expressions of the Gaˆteaux derivatives of the twisted map Aϕ can be
computed in the Fre´chet setting: they are given by the multilinear operators
An,ϕ (lemma 8). Then it is shown that the mapping ϕ 7→ Aϕ is smooth in
the Hilbert setting if and only if the An := An,id are bounded for the Hilbert
norm (lemma 9). Finally, it is established that if A is a Fourier multiplier in
the class Sr, then the An are bounded and so Aϕ is smooth in the Hilbert
setting (theorem 15). The proof of this theorem uses a crucial commutator
estimate (lemma 16) which can be considered as a multilinear generalization
of the Kato–Ponce estimate [35]. The details below are given in the non-
compact case Rd but apply also to the compact case of the torus Td with
slight modifications which will be notified.
The first step is to obtain an explicit formula for the n-th partial Gaˆteaux
derivative of the twisted map (11) in the Fre´chet setting. The calculation
was done in [25, Lemma 3.2] and will not be repeated here.
Lemma 8. Let A be a continuous linear operator from H∞(Rd,Rd) to itself.
Then
∂nϕAϕ(v, δϕ1, . . . , δϕn) = RϕAnR
−1
ϕ (v, δϕ1, . . . , δϕn),
where
An := ∂
n
idAϕ ∈ L
n+1(H∞(Rd,Rd),H∞(Rd,Rd))
is the (n+ 1)-linear operator defined inductively by A0 = A and
(12) An+1(u0, u1, . . . , un+1) = ∇un+1 (An(u0, u1, . . . , un))
−
n∑
k=0
An(u0, u1, . . . ,∇un+1uk, . . . , un),
where ∇ is the canonical covariant derivative on Rd.
It may be useful to rather think of An as a n-linear mapping
H∞(Rd,Rd)× · · · ×H∞(Rd,Rd)→ L(H∞(Rd,Rd),H∞(Rd,Rd))
and write
An(u0, u1, . . . , un) = An(u1, . . . , un)u0.
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The recurrence relation (12) rewrites then accordingly as:
(13) Rec(An)(u1, . . . , un+1) := [∇un+1 , An(u1, . . . , un)]
−
n∑
k=1
An(u1, . . . ,∇un+1uk, . . . , un).
Example 1. For n = 1, we have
A1(u1) = [∇u1 , A],
and for n = 2, we get
A2(u1, u2) = [∇u2 , [∇u1 , A]]− [∇∇u2u1 , A].
Remark 4. When d = 1 and A commutes with D := d/dx, the following
nice formula for An was obtained in [10]:
(14) An(u1, . . . , un) = [u1, [u2, [. . . [un,D
n−1A] . . . ]]]D, n ≥ 1 .
The next lemma states that the smoothness of Aϕ in the Hilbert setting
reduces to the boundedness of the An. It is a slight extension of [25, Theorem
3.4] and we redirect to this reference for a full proof.
Lemma 9 (Smoothness Lemma). Let
A : H∞(Rd,Rd)→ H∞(Rd,Rd)
be a continuous linear operator. Given q > 1 + d/2 and 0 ≤ p1, p2 ≤ q, sup-
pose that A extends to a bounded operator from Hp1(Rd,Rd) to Hp2(Rd,Rd).
Then
ϕ 7→ Aϕ := Rϕ ◦ A ◦Rϕ−1 , D
q(Rd)→ L(Hp1(Rd,Rd),Hp2(Rd,Rd))
is smooth, if and only if, each operator An defined by (13), extends to a
bounded n-linear operator in Ln(Hq(Rd,Rd),L(Hp1(Rd,Rd),Hp2(Rd,Rd))).
The idea of the proof of lemma 9, which is inductive, is the following.
First, we show that if An is bounded, then the mapping
ϕ 7→ An,ϕ := RϕAnRϕ−1 , D
q(Rd)→ Ln+1(Hp1(Rd,Rd),Hp2(Rd,Rd))
is locally bounded. Then, we prove that if An+1,ϕ is locally bounded, then
An,ϕ is locally Lipschitz. Finally we show that if An+1,ϕ is continuous, then
An,ϕ is C
1 and its derivative is An+1,ϕ. The proof, given below, uses the
following two elementary lemmas, which will be stated without proof.
Lemma 10. Let X be a topological space and E a Banach space. Let f :
[0, 1] ×X → E be a continuous mapping. Then,
g(x) :=
∫ 1
0
f(t, x) dt
is continuous.
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Lemma 11. Let E, F be Banach spaces and U a convex open set in E. Let
α : U → L(E,F ) be a continuous mapping and f : U → F a mapping such
that
f(y)− f(x) =
∫ 1
0
α(ty + (1− t)x)(y − x) dt,
for all x, y ∈ U . Then f is C1 on U and df = α.
Proof sketch of lemma 9. If
ϕ 7→ Aϕ, D
q(Rd)→ L(Hp1(Rd,Rd),Hp2(Rd,Rd))
is smooth, then An, which is the n-th Fre´chet derivative ∂
n
idAϕ at the identity
is bounded.
Conversely, suppose that each An extends to a bounded n-linear operator
in Ln(Hq(Rd,Rd),L(Hp1(Rd,Rd),Hp2(Rd,Rd))). Then, by lemma 3, the
mapping
ϕ 7→ An,ϕ, D
q(Rd)→ Ln(Hq(Rd,Rd),L(Hp1(Rd,Rd),Hp2(Rd,Rd)))
defined by
An,ϕ(v1, . . . , vn)v0 :=
(
An(v1 ◦ ϕ
−1, . . . , vn ◦ ϕ
−1)v0 ◦ ϕ
−1
)
◦ ϕ
is locally bounded. We will now show that Aϕ is C
1. By reasoning inductively,
we can prove the same way that Aϕ is smooth.
Because ϕ 7→ A2,ϕ is locally bounded, it is possible to find around each
diffeomorphism ψ ∈ Dq(Rd) a convex open set U in Dq(Rd) and a positive
constant K such that
‖A2,ϕ‖ ≤ K, ∀ϕ ∈ U.
Let ϕ0, ϕ1 in DiffH∞(R
d) ∩ U and set ϕ(t) := (1 − t)ϕ0 + tϕ1 for t ∈ [0, 1].
Given v0, v1 ∈ H
∞(Rd,Rd) with ‖v0‖Hq , ‖v1‖Hp1 ≤ 1, we obtain, using the
mean value theorem in H∞(Rd,Rd) that
A1,ϕ1(v0, v1)−A1,ϕ0(v0, v1) =
∫ 1
0
A2,ϕ(t)(v0, v1, ϕ1 − ϕ0) dt,
and thus that
‖A1,ϕ1(v0, v1)−A1,ϕ0(v0, v1)‖Hp2 ≤ K ‖ϕ1 − ϕ0‖Hq ,
for all v0, v1 ∈ H
∞(Rd,Rd) with ‖v0‖Hq , ‖v1‖Hp1 ≤ 1. The assertion that
A1,ϕ is Lipschitz continuous on U follows from lemma 10 and the density of
the space H∞(Rd,Rd) in the Sobolev spaces Hp(Rd,Rd). Now, we have
Aϕ1(v) −Aϕ0(v) =
∫ 1
0
A1,ϕ(t)(v, ϕ1 − ϕ0) dt,
for all ϕ0, ϕ1 ∈ U ∩ H
∞(Rd,Rd) and v ∈ H∞(Rd,Rd) and we conclude
similarly that this formula is still true for all ϕ0, ϕ1 ∈ U and v ∈ H
p1(Rd,Rd).
Therefore, we can write in L(Hp1(Rd,Rd),Hp2(Rd,Rd))
Aϕ1 −Aϕ0 =
∫ 1
0
A1,ϕ(t)(ϕ1 − ϕ0) dt,
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and, by virtue of lemma 11, we conclude that ϕ 7→ Aϕ is C
1 and that
dAϕ = A1,ϕ. 
Lemma 9 has the following interesting corollary.
Corollary 12. Let A : H∞(Rd,Rd) → H∞(Rd,Rd) be a continuous linear
operator and Aϕ = Rϕ ◦A◦Rϕ−1 . Let q > 1+d/2 and 0 ≤ p1, p2 ≤ q. Then,
the following assertions are equivalent:
(1) There exists a smooth extension
(ϕ, v) 7→ Aϕ(v), D
q(Rd)×Hp1(Rd,Rd)→ Hp2(Rd,Rd)
(2) There exists a smooth extension
ϕ 7→ Aϕ, D
q(Rd)→ L(Hp1(Rd,Rd),Hp2(Rd,Rd)),
Proof. The fact that (2) implies (1) is trivial and results from the fact that
(P, v) 7→ P (v), L(Hp1(Rd,Rd),Hp2(Rd,Rd))×Hp1(Rd,Rd)→ Hp2(Rd,Rd)
is continuous. Conversely, suppose that
(ϕ, v) 7→ Aϕ(v), D
q(Rd)×Hp1(Rd,Rd)→ Hp2(Rd,Rd)
is smooth. Then, in particular, for each n ≥ 1,
v 7→ An(v, ·, . . . , ·), H
p1(Rd,Rd)→ Ln(Hq(Rd,Rd),Hp2(Rd,Rd))
is bounded. Therefore each An is bounded as an operator in
Ln(Hq(Rd,Rd),L(Hp1(Rd,Rd),Hp2(Rd,Rd)))
and by lemma 9 the mapping
ϕ 7→ Aϕ, D
q(Rd)→ L(Hp1(Rd,Rd),Hp2(Rd,Rd)),
is smooth. 
Let A : H∞(Rd,Rd)→ H∞(Rd,Rd) be a continuous linear operator which
is translation invariant. Then, it can be written (see for instance [59, Part
II, Section 2.1] ) as
(Au)(x) =
∫
Rd
e2piix·ξa(ξ)uˆ(ξ) dξ ,
where a : Rd → L(Cd). Such an operator, also noted a(D) or op (a(ξ)), is
called a Fourier multiplier with symbol a.
Remark 5. A necessary and sufficient condition for A to be L2-symmetric
and positive definite is that a(ξ) is Hermitian and positive definite for all
ξ ∈ Rd.
Of course, some regularity conditions are required on the symbol a to
insure that the operator is well-defined. In the following, we will restrict
ourselves to a class of symbols for which this operation is well-defined on
H∞(Rd,Rd) and leads to operators with nice properties.
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Definition 13. Given r ∈ R, a Fourier multiplier a(D) is of class Sr iff
a ∈ C∞(Rd,L(Cd)) and for each α ∈ Nd there exists a positive constant
Ca,α such that
|∂αa(ξ)| ≤ Ca,α 〈ξ〉
r−|α| ,
where |α| := α1 + · · · + αd and 〈ξ〉 :=
(
1 + |ξ|2
)1/2
.
Example 2. Any linear differential operator of order r with constant coeffi-
cients is in this class. Furthermore, Λr := op (〈ξ〉r) belongs to this class.
Remark 6. Note that a Fourier multiplier a(D) of class Sr extends to a
bounded linear operator
Hq(Rd,Rd)→ Hq−r(Rd,Rd)
for any q ∈ R and r ≥ q, and hence on H∞(Rd,Rd).
For a Fourier multiplier on the torus Td, the symbol a is a function
a : Zd → L(Cd)
and the definition of the class Sr should be adapted. We define therefore
the discrete partial derivative, or partial difference operator, as
(△ja)(ξ) := a(ξ + ej)− a(ξ) ,
where (ej) is the canonical basis of Z
d. We extend then the definition to
define △α for a multi-index α ∈ Nd as
△α := △α11 · · · △
αd
d .
Definition 14. Given r ∈ R, a Fourier multiplier a(D) is of toroidal class
Sr iff for each α ∈ Nd there exists a positive constant Ca,α such that
|△αa(ξ)| ≤ Ca,α 〈ξ〉
r−|α| .
Example 3. Any linear differential operator of order r with constant coeffi-
cients on C∞(Td) as well as Λr := op (〈ξ〉r) are in the toroidal class Sr. The
operator op (|ξ|), where |ξ| =
∣∣ξ1∣∣ + · · · + ∣∣ξd∣∣, belongs to the toroidal class
S1.
We will now prove the following theorem.
Theorem 15. Let A = a(D) be a Fourier multiplier of class Sr, with r ≥ 1.
Then the mapping ϕ 7→ Aϕ := Rϕ−1ARϕ extends smoothly to
Dq(Rd)→ L(Hq(Rd,Rd),Hq−r(Rd,Rd))
for q > 1 + d/2 and r ≤ q. The same result holds for the torus Td if A is a
Fourier multiplier with symbol in the toroidal class Sr.
The first proof of theorem 15 for the special case of the circle was obtained
in [25]. This proof was then extended to the case of Rd for d ≥ 1 in [4]. We
sketch here a slightly alternative proof, hopefully simpler. It is based on the
following lemma.
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Lemma 16. Let P be a Fourier multiplier of class Sr+n−1. Given w ∈
H∞(Rd,Rd) and f1, . . . , fn ∈ H
∞(Rd,R), we have
‖Sn,P (f1, . . . , fn)w‖Hq−r . ‖f1‖Hq · · · ‖fn‖Hq ‖w‖Hq−1
for q > 1 + d/2 and 1 ≤ r ≤ q, where
Sn,P (f1, f2, . . . , fn) := [f1, [f2, [. . . [fn, P ] . . . ]]] .
Proof. Let P = op (p). Then, the Fourier transform of Sn,P (f1, . . . , fn)w
can be written as
(15) Ŝn,P (ξ) =
∫
ξ0+···+ξn=ξ
fˆ1(ξ1) · · · fˆn(ξn) [pn(ξ0, . . . , ξn).wˆ(ξ0)] dµ
where dµ is the Lebesgue measure on the subspace ξ0 + · · · + ξn = ξ of
(Rd)n+1 and
pn(ξ0, ξ1, . . . , ξn) :=
∑
J⊂{1,...,n}
(−1)|J |p
ξ0 +∑
j∈J
ξj
 .
Now, the observation that the sequence pn satisfies the recurrence relation
pk+1(ξ0, . . . , ξk+1) = pk(ξ0, . . . , ξk)− pk(ξ0 + ξk+1, ξ1, . . . , ξk) ,
and the iterative application of the mean value theorem leads to the following
estimate:
(16)
|pn(ξ0, . . . , ξn)| ≤
 n∏
j=1
|ξj|
 · sup
ξ∈Kn
|dnp(ξ)|
≤ Cp,n
 n∏
j=1
〈ξj〉
 · sup
ξ∈Kn
〈ξ〉r−1 ,
whereKn is the convex hull of the points ξ0+
∑
j∈J ξj , where J is any subset
of {1, . . . , n} (see [4] or [25] for the details). For r ≥ 1, the function ξ 7→
〈ξ〉r−1 attains its maximum onKn at one of the extremal points ξ0+
∑
j∈J ξj.
Hence
sup
ξ∈Kn
〈ξ〉r−1 ≤
∑
J⊆{1,...,n}
〈
ξ0 +
∑
j∈J
ξj
〉r−1
.
We have therefore∣∣∣Ŝn,P (ξ)∣∣∣ ≤ Cp,n ∑
J⊆{1,...,n}∫
ξ0+···+ξn=ξ
〈
ξ0 +
∑
j∈J
ξj
〉r−1 n∏
j=1
〈ξj〉
∣∣∣fˆ1(ξ1) · · · fˆn(ξn)∣∣∣ |wˆ(ξ0)| dµ .
LOCAL WELL-POSEDNESS OF THE EPDIFF EQUATION 19
But∫
ξ0+···+ξn=ξ
〈
ξ0 +
∑
j∈J
ξj
〉r−1 n∏
j=1
〈ξj〉
∣∣∣fˆ1(ξ1) · · · fˆn(ξn)∣∣∣ |wˆ(ξ0)| dµ
= F
∏
j∈Jc
Λ1(f˜j)
Λr−1 [w˜∏
k∈J
Λ1(f˜k)
] (ξ) ,
where Λs is the Fourier multiplier with symbol 〈ξ〉s, f˜j := F
−1
(∣∣∣〈ξj〉fˆj∣∣∣)
and w˜ := F−1 (|wˆ|). We have thus, using the Plancherel identity
‖Sn,P (f1, . . . , fn)w‖Hq−r =
∥∥〈ξ〉q−rF(Sn,P (f1, . . . , fn)w)∥∥L2
≤ Cp,n
∑
J⊆{1,...,n}
∥∥∥∥∥∥
∏
j∈Jc
Λ1(f˜j)
Λr−1 [w˜∏
k∈J
Λ1(f˜k)
]∥∥∥∥∥∥
Hq−r
.
By lemma 2, we have moreover∥∥∥∥∥∥
∏
j∈Jc
Λ1(f˜j)
Λr−1 [w˜∏
k∈J
Λ1(f˜k)
]∥∥∥∥∥∥
Hq−r
.
∥∥∥∥∥∥
∏
j∈Jc
Λ1(f˜j)
∥∥∥∥∥∥
Hq−1
∥∥∥∥∥Λr−1
[
w˜
∏
k∈J
Λ1(f˜k)
]∥∥∥∥∥
Hq−r
,
which is bounded by ‖f1‖Hq · · · ‖fn‖Hq ‖w‖Hq−1 . This achieves the proof.

Remark 7. Lemma 16 is also true for a Fourier multiplier of toroidal class
Sr+n−1 on the torus Td. The only difference is that we can no longer use
the mean value theorem to establish estimate (16). In that case, we shall
use the following discrete version of the mean value theorem:
|a(η + ξ)− a(η)| ≤ |ξ| max
1≤i≤d
(
max
0≤k<|ξi|
|△ia(η + kei)|
)
,
where η, ξ ∈ Zd and |ξ| :=
∣∣ξ1∣∣+ · · ·+ ∣∣ξd∣∣.
Proof of Theorem 15. Due to lemma 9, it is enough to show that each An is
bounded. Note first that A1 can be written as
A1(u1) =
d∑
j=1
[uj1, A]Dj ,
where Dj := ∂/∂x
j . Now, using combinatorial properties of commutators
and the recurrence relation 13 (see [10] for the details), we can show that
for each n ≥ 1, An is a finite sum of terms
(17) Qn(f1, . . . , fn) := Sp,DαA(f1, . . . , fp)∂ip+1fp+1 · · · ∂infnDj
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where
Dα := ∂α1x1 · · · ∂
αd
xd
, |α| = p− 1, p ≥ 1 ,
and (f1, f2, . . . , fn) stands for a permutation (u
k1
σ(1), . . . , u
kn
σ(n)) of some com-
ponents of (u1, . . . , un). Then, using lemma 16, we get
‖Qn(f1, . . . , fn)w‖Hq−r . ‖f1‖Hq · · · ‖fp‖Hq
∥∥∂ip+1fp+1 · · · ∂infnDjw∥∥Hq−1
. ‖f1‖Hq · · · ‖fn‖Hq ‖w‖Hq
becauseHq−1(Rd,R) is a multiplicative algebra. This achieves the proof. 
Corollary 17. Let A = a(D) belong to the class Sr. Then the metric
Gϕ(v1, v2) =
∫
Rd
(Aϕv1 · v2)ϕ
∗dµ ,
extends to a smooth Riemannian metric on Dq(Rd) for q > 1 + d/2 and
r ≤ q. The same result holds for the torus Td if A is a Fourier multiplier
with symbol in the toroidal class Sr.
Remark 8. This applies, in particular, to Hs-metrics on DiffH∞(R
d) or
Diff∞(Td) where s ∈ R and s ≥ 1/2. The Constantin–Lax–Majda equation
corresponds to the inertia operator A = op (|k|) in the toroidal class S1 and
the Euler–Weil–Peterson equation to the inertia operator A = op
(
|k| (k2 − 1)
)
in the toroidal class S3.
5. Local well-posedness in the smooth category
A simple criteria which ensures that the inertia operators induces a bounded
isomorphism betweenHq(Rd,Rd) andHq−r(Rd,Rd) for all q ∈ R big enough
is provided by an ellipticity condition on A. In that case, both the spray
method (see subsection 3.1) and the particle trajectory method (see subsec-
tion 3.2) will lead to a local well-posedness for the geodesic flow. We will
adopt the following definition.
Definition 18. A Fourier multiplier a(D) in the class Sr is called elliptic
if a(ξ) ∈ GL(Cd) for all ξ ∈ Rd and moreover∥∥[a(ξ)]−1∥∥ . (1 + |ξ|2)−r/2 , ∀ξ ∈ Rd.
The local existence of geodesics on the Hilbert manifold TDq(Rd) fol-
lows then from the Cauchy-Lipschitz theorem, due to the smoothness of the
extended spray
Fq(ϕ, v) := (ϕ, v, v, Sϕ(v))
on TDq(Rd) or of the extended Ebin vector field
Xq,u0(ϕ) := A
−1
ϕ
(
1
Jϕ
(dϕ−1)tAu0
)
on Dq(Rd), for each u0 ∈ H
q(Rd,Rd).
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Theorem 19. Let A be an elliptic Fourier multiplier in the class Sr with
r ≥ 1. Let q > 1 + d/2 with r ≤ q. Consider the geodesic flow on the
tangent bundle TDq(Rd) induced by the inertia operator A. Then, given any
(ϕ0, v0) ∈ TD
q(Rd), there exists a unique non-extendable geodesic
(ϕ, v) ∈ C∞(Jq, TD
q(Rd))
on the maximal interval of existence Jq, which is open and contains 0.
To state a well-posedness result for the EPDiff equation in Hq(Rd,Rd),
we need first to recall that we cannot conclude from theorem 19 that the
curve
t 7→ u(t) = v(t) ◦ ϕ−1(t), Jq → H
q(Rd,Rd)
is smooth, because the mapping
(v, ϕ) 7→ v ◦ ϕ−1, Hq(Rd,Rd)×Dq(Rd)→ Hq(Rd,Rd)
is only continuous. However, using [34, Theorem 1.1] (and Remark 1.5
therein), we deduce2 that the curve
t 7→ u(t) = v(t) ◦ ϕ−1(t), Jq → H
q−1(Rd,Rd)
is C1 which leads to the following result on the initial value problem for the
EPDiff equation.
Corollary 20. Let A be an elliptic Fourier multiplier in the class Sr with
r ≥ 1. Let q > 1 + d/2 with r ≤ q. The corresponding Euler–Arnold equa-
tion (5) has, for any initial data u0 ∈ H
q(Rd,Rd), a unique non-extendable
solution
u ∈ C0(Jq,H
q(Rd,Rd)) ∩C1(Jq,H
q−1(Rd,Rd)).
The maximal interval of existence Jq is open and contains 0.
Remark 9. The same results hold for the geodesic flow on TDq(Td) with an
elliptic inertia operator A in the toroidal class Sr with r ≥ 1.
It was pointed out in [20, Theorem 12.1] that the maximal interval of
existence Jq is, in fact, independent of the parameter q, due to the invariance
of the spray under the conjugate action of the translation group (or the
rotation group in the case of the torus). This allows to avoid Nash–Moser
type schemes to prove local existence of smooth geodesics in the Fre´chet
category.
Lemma 21. Given (ϕ0, u0) ∈ TD
q+1(Rd), we have
Jq+1(ϕ0, u0) = Jq(ϕ0, u0),
for q > 1 + d/2 and r ≤ q. The same result holds on the torus Td.
2Strictly speaking, to apply theorem 1.1 in [34], we should take q > 2 + d/2 in corol-
lary 20 because of the way theorem 1.1 is formulated but this is artificial. See [25, Corollary
B.6] for a proof in dimension 1.
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Sketch of proof. We will do the proof for Rd (the proof is similar for Td).
Consider the standard action of Rd on itself
(c, x) 7→ tc(x) = x+ c, x, c ∈ R
d .
Note that, even if the translation tc does not belong to D
q(Rd), the following
conjugate action
ψ : (c, ϕ) 7→ t−c ◦ ϕ ◦ tc
of Rd on Dq(Rd) is well defined. Moreover, for each fixed c ∈ Rd, the trans-
formation ψc := ψ(c, ·) is a smooth Riemannian isometry for the metric G
defined by (3) on the Hilbert manifold Dq(Td), when A is a Fourier multi-
plier. Therefore, the geodesic spray Fq is invariant under the induced action
of ψ on TDq(Rd) and the same is true for its flow Φq. Hence
(18) Φq(t, Tψc(ϕ0, u0)) = Tψc [Φq(t, (ϕ0, u0))] ,
for all t ∈ Jq(ϕ0, u0) and c ∈ R
d. Observe now that, if (ϕ0, u0) ∈ TD
q+1(Rd),
then, the mapping
c 7→ Tψc(ϕ0, u0), R
d → TDq(Rd)
is C1. Moreover, if (ei) denotes the canonical basis of R
d, we have
d
ds
∣∣∣∣
s=0
Tψsei(ϕ0, u0)) = (∂iϕ0, ∂iu0) .
Therefore, if (ϕ0, u0) ∈ TD
q+1(Rd), we get from (18)
∂(ϕ,v)Φq(t, (ϕ0, u0)).(∂iϕ0, ∂iu0) = (∂iϕ(t), ∂iv(t)).
But
∂(ϕ,v)Φq(t, (ϕ0, v0)).(∂iϕ0, ∂iu0) ∈ H
q(Rd,Rd)×Hq(Rd,Rd),
for 1 ≤ i ≤ d, and hence
(ϕ(t), v(t)) ∈ TDq+1(Rd) for all t ∈ Jq(ϕ0, v0).
We conclude therefore that
Jq(ϕ0, v0) = Jq+1(ϕ0, v0),
which completes the proof. 
Remark 10. Lemma 21 states that there is no loss of spatial regularity during
the evolution. By reversing the time direction, it follows from the unique
solvability that there is also no gain of regularity.
Remark 11. A similar result as lemma 21 holds for the flow of Ebin’s vector
field Xq on D
q(Rd). Indeed, we have
Xq,u0◦tc(ψc · ϕ) = Xq,u0(ϕ) ◦ tc ,
which allows to establish a well-posedness result in the smooth category,
using the particle-trajectory method, as well.
We get therefore the following local existence result.
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Theorem 22. Let A be an elliptic Fourier multiplier in the class Sr with
r ≥ 1 and consider the geodesic flow on the tangent bundle TDiffH∞(R
d).
Then, given any initial data (ϕ0, u0) ∈ TDiffH∞(R
d), there exists a unique
non-extendable geodesic
(ϕ, v) ∈ C∞(J, TDiffH∞(R
d))
on the maximal interval of existence J , which is open and contains 0. The
same result hold for the torus.
We also obtain local well-posedness of the EPDiff equation.
Corollary 23. The corresponding Euler equation has for any initial data
u0 ∈ C
∞(Rd) a unique non-extendable smooth solution
u ∈ C∞(J,C∞(Rd)).
The maximal interval of existence J is open and contains 0. The same result
hold for the torus Td.
Corollary 24. The geodesic flow of the Hs metric on DiffH∞(R
d), induced
by the inertia operator Λ2s = op
(
(1 + |ξ|2)s
)
is locally well-posed for s ≥
1/2. The same result holds for the torus Td.
Remark 12. It is a well-known fact that if ‖ux(t)‖∞ is bounded on every
bounded subinterval of J then the same holds for all the Hq norm of v(t)
(see [24] for a detailed proof, for instance) and hence that J = R. This
observation allows to conclude that the geodesic flow of the Hs metric is
globally well-posed for s > 1 + d/2 due to the Sobolev inequality ‖ux‖∞ .
‖u‖Hs and the fact that ‖u(t)‖Hs is constant along the flow.
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