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WEIGHTED WEAK TYPE ENDPOINT ESTIMATES FOR THE
COMPOSITIONS OF CALDERO´N-ZYGMUND OPERATORS
GUOEN HU
Abstract. Let T1, T2 be two Caldero´n-Zygmund operators and T1, b be the
commutator of T1 with symbol b ∈ BMO(Rn). In this paper, by establishing
bilinear sparse dominations, the author proves that composite operator T1T2
satisfies the following estimate: for λ > 0 and weight w ∈ A1(Rn),
w
(
{x ∈ Rn : |T1T2f(x)| > λ}
)
. [w]A1 [w]A∞ log(e + [w]A∞
) ∫
Rn
|f(x)|
λ
log
(
e +
|f(x)|
λ
)
w(x)dx,
while the composite operator T1,bT2 satisfies that
w
(
{x ∈ Rn : |T1,bT2f(x)| > λ}
)
. [w]A1 [w]A∞ log
2(e + [w]A∞
) ∫
Rn
|f(x)|
λ
log2
(
e +
|f(x)|
λ
)
w(x)dx.
1. Introduction
We will work on Rn, n ≥ 1. Let p ∈ [1, ∞) and w be a nonnegative, locally
integrable function on Rn. We say that w ∈ Ap(Rn) if the Ap constant [w]Ap is
finite, where
[w]Ap := sup
Q
( 1
|Q|
∫
Q
w(x)dx
)( 1
|Q|
∫
Q
w−
1
p−1 (x)dx
)p−1
<∞, p ∈ (1, ∞),
the supremum is taken over all cubes in Rn, and
[w]A1 := sup
x∈Rn
Mw(x)
w(x)
,
For properties of Ap(R
n), we refer the reader to the monograph [6]. In the last two
decades, considerable attention has been paid to the sharp weighted bounds with
Ap weights for the classical operators in harmonic analysis. A prototypical work
in this area is Buckley’s paper [2], in which it was proved that if p ∈ (1, ∞) and
w ∈ Ap(Rn), then the Hardy-Littlewood maximal operator M satisfies
‖Mf‖Lp(Rn, w) .n, p [w]
1
p−1
Ap
‖f‖Lp(Rn, w).(1.1)
Moreover, the estimate (1.1) is sharp in the sense that the exponent 1/(p− 1) can
not be replaced by a smaller one. Hyto¨nen and Pe´rez [15] improved estimate (1.1),
and showed that
‖Mf‖Lp(Rn, w) .n, p
(
[w]Ap [w
− 1
p−1 ]A∞
) 1
p ‖f‖Lp(Rn, w),(1.2)
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where and in the following, for a weight u ∈ A∞(Rn) = ∪p≥1Ap(Rn), [u]A∞ is the
A∞ constant of u, defined by
[u]A∞ = sup
Q⊂Rn
1
u(Q)
∫
Q
M(uχQ)(x)dx,
see [28].
Let K be a locally integrable function on Rn × Rn\{(x, y) : x 6= y}. We say
that K is a Caldero´n-Zygumnd kernel, if K satisfies the size condition that for
x, y ∈ Rn, x 6= y,
|K(x, y)| . |x− y|−n, if x 6= y,
and the regularity condition that for any x, y, y′ ∈ Rn with |x− y| ≥ 2|y − y′|,
|K(x, y)−K(x, y′)|+ |K(y, x)−K(y′, x)| .
|y − y′|ε
|x− y|n+ε
,(1.3)
where ε ∈ (0, 1] is a constant. An linear operator T is said to be a Caldero´n-
Zygmund operator with kernel K if it is bounded on L2(Rn), and satisfies that
Tf(x) =
∫
Rn
K(x, y)f(y)dy,(1.4)
for all f ∈ L2(Rn) with compact support and a. e. x ∈ Rn\supp f . Hyto¨nen [12]
proved that for a Caldero´n-Zygmund operator T and w ∈ A2(Rn),
‖Tf‖L2(Rn, w) .n [w]A2‖f‖L2(Rn, w).(1.5)
This solved the so-called A2 conjecture. Hyto¨nen and Lacey [14] improved the
estimate (1.5) and proved that for a Caldero´n-Zygmund operator T , p ∈ (1, ∞)
and w ∈ Ap(Rn),
‖Tf‖Lp(Rn, w) .n, p [w]
1
p
Ap
(
[w]
1
p′
A∞
+ [σ]
1
p
A∞
)
‖f‖Lp(Rn, w).(1.6)
Here and in the following, for p ∈ (1, ∞) and w ∈ Ap(Rn), p′ = p/(p − 1), σ =
w−
1
p−1 . Hyto¨nen and Pe´rez [16] proved that if T is a Caldero´n-Zygmund operator
and w ∈ A1(Rn), then
‖Tf‖L1,∞(Rn, w) . [w]A1 log(e + [w]A∞
)
‖f‖L1(Rn, w).
For other works about the quantitative weighted bounds for Caldero´n-Zygmund
operators, see [13, 15, 19, 20, 23] and the related references therein.
Let T1, T2 be two Caldero´n-Zygmund operators, and T
∗
2 be the adjoint operator
of T2. It was pointed out in [5, Section 9] that if T1(1) = T
∗
2 (1) = 0, then the
composite operator T1T2 is also a Caldero´n-Zygmund operator, thus for p ∈ (1, ∞)
and w ∈ Ap(Rn),
‖T1T2f‖Lp(Rn, w) . [w]
1
p
Ap
(
[w]
1
p′
A∞
+ [σ]
1
p
A∞
)
‖f‖Lp(Rn, w).
Benea and Bernicot [1] considered the weighted bounds for T1T2 when T1(1) or
T ∗2 (1) = 0. In fact, the results in [1] implies the following conclusion (see Remark
3.4 in Section 3).
Theorem 1.1. Let T1, T2 be two Caldero´n-Zygmund operators, p ∈ (1, ∞) and
w ∈ Ap(Rn).
(i) If T1(1) = 0, then
‖T1T2f‖Lp(Rn, w) .n, p [w]
1
p
Ap
(
[w]
1
p′
A∞
+ [σ]
1
p
A∞
)
[σ]A∞‖f‖Lp(Rn, w);
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(ii) if T ∗2 (1) = 0, then
‖T1T2f‖Lp(Rn, w) .n, p [w]
1
p
Ap
(
[w]
1
p′
A∞
+ [σ]
1
p
A∞
)
[w]A∞‖f‖Lp(Rn, w).
Fairly recently, Hu [8] considered the quantitative weighted bounds for the
composite operator T1,bT2, with T1, T2 two Caldero´n-Zygmund operators, b ∈
BMO(Rn), T1,b the commutator of T1 defined by
T1,bf(x) = b(x)T1f(x)− T1(bf)(x),
see [4, 15, 23] for the quantitative weighted bounds of commutator of Caldero´n-
Zygmund operators. Employing the ideas of Lerner [21], Hu [8] proved that
‖T1,bT2f‖Lp(Rn, w) . ‖b‖BMO(Rn)[w]
1
p
Ap
(
[w]
1
p′
A∞
+ [σ]
1
p
A∞
)
(1.7)
×
(
[w]A∞ + [σ]A∞
)2∥∥f∥∥
Lp(Rn, w)
.
We remark that the operator T1,bT2 was introduced by Krantz and Li [18] in the
study of the Toeplitz type operator of singular integral operators.
The main purpose of this paper is to establish the weighted weak type endpoint
estimate for the composite operators T1T2 and T1, bT2. Our main result can be
stated as follows.
Theorem 1.2. Let T1 and T2 be Caldero´n-Zygmund operators. Then for w ∈
A1(R
n) and λ > 0,
w
(
{x ∈ Rn : |T1T2f(x)| > λ}
)
(1.8)
. [w]A1 [w]A∞ log(e + [w]A∞
) ∫
Rn
|f(x)|
λ
log
(
e +
|f(x)|
λ
)
w(x)dx.
Moreover, if T1(1) = 0, then
w
(
{x ∈ Rn : |T1T2f(x)| > λ}
)
(1.9)
. [w]A1 log
2(e + [w]A∞
) ∫
Rn
|f(x)|
λ
log
(
e +
|f(x)|
λ
)
w(x)dx.
Theorem 1.3. Let T1 and T2 be Caldero´n-Zygmund operators, b ∈ BMO(Rn).
Then for w ∈ A1(Rn) and λ > 0,
w
(
{x ∈ Rn : |T1,bT2f(x)| > λ}
)
(1.10)
. [w]A1 [w]
2
A∞ log(e + [w]A∞
) ∫
Rn
|f(x)|
λ
log2
(
e +
|f(x)|
λ
)
w(x)dx.
Throughout the article, C always denotes a positive constant that is independent
of the main parameters involved but whose value may differ from line to line. We
use the symbol A . B to denote that there exists a universal constant C such that
A ≤ CB. Specially, we use A .n,p B to denote that there exists a positive constant
C depending only on n, p such that A ≤ CB. Constant with subscript such as
c1, does not change in different occurrences. For any set E ⊂ Rn, χE denotes its
characteristic function. For a cube Q ⊂ Rn and λ ∈ (0, ∞), we use λQ to denote
the cube with the same center as Q and whose side length is λ times that of Q. For
β ∈ [0, ∞), cube Q ⊂ Rn and a suitable function g, ‖g‖L(logL)β, Q is defined by
‖g‖L(logL)β, Q = inf
{
λ > 0 :
1
|Q|
∫
Q
|g(y)|
λ
logβ
(
e +
|g(y)|
λ
)
dy ≤ 1
}
.
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We denote ‖g‖L(logL)0, Q by 〈|g|〉Q. For r ∈ (0, ∞), we set 〈|g|〉r,Q = (〈|g|
r〉Q)1/r.
For β ∈ [0, ∞), the maximal operator ML(logL)β is defined by
ML(logL)βf(x) = sup
Q∋x
‖f‖L(logL)β , Q.
It is well known that∣∣{x ∈ Rn : ML(logL)βf(x) > λ}∣∣ .
∫
Rn
|f(x)|
λ
logβ
(
e +
|f(x)|
λ
)
dx.(1.11)
2. Two grand maximal operators
For a linear operator T , we define the corresponding grand maximal operator
MT by
MT f(x) = sup
Q∋x
ess sup
ξ∈Q
|T (fχRn\3Q)(ξ)|,
where the supremum is taken over all cubesQ ⊂ Rn containing x. This operator was
introduced by Lerner [20]. Moreover, Lerner [20] proved that a Caldero´n-Zygmund
operator T with kernel K in the sense of (1.4) satisfies that
MT f(x) . T
∗f(x) +Mf(x).(2.1)
where T ∗ denotes the maximal operator associated with T , defined by
T ∗f(x) = sup
ǫ>0
∣∣∣ ∫
|x−y|>ǫ
K(x, y)f(y)dy
∣∣∣.
Let T1, T2 be Caldero´n-Zygmund operators and b ∈ BMO(Rn). We define the
grand maximal operators M∗T1T2 and M
∗
T1T2,b
by
M∗T1T2f(x) = sup
Q∋x
ess sup
ξ∈Q
|T1
(
χRn\3QT2(fχRn\9Q)
)
(ξ)|
and
M∗T1T2,bf(x) = sup
Q∋x
ess sup
ξ∈Q
|T1
(
χRn\3QT2,b(fχRn\9Q)
)
(ξ)|
respectively. As we will see in Section 3, these two operators play important roles
in the proof of Theorem 1.2. This section is devoted to the endpoint estimates for
the operators M∗T1T2 and M
∗
T1T2,b
. We begin with some preliminary lemmas.
Lemma 2.1. Let p0 ∈ (1, ∞), ̺ ∈ [0, ∞) and S be a sublinear operator. Suppose
that
‖Sf‖Lp0(Rn) ≤ A1‖f‖Lp0(Rn),
and for all λ > 0,∣∣{x ∈ Rn : |Sf(x)| > λ}∣∣ ≤ A2
∫
Rn
|f(x)|
λ
log̺
(
e +
|f(x)|
λ
)
dx.
Then for β ∈ [0, ∞) and two cubes Q2, Q1 ⊂ Rn,∫
Q1
|S(fχQ2)(x)| log
β
(
e + |S(fχQ2)(x)|
)
dx(2.2)
. |Q1|+ (A
p0
1 +A2)
∫
Q2
|f(x)| logβ+̺+1(e + |f(x)|)dx.
Moreover, if {Qj} ⊂ D(Q0) with pairwise disjoint interiors, then∑
j
∫
5Qj
|S(fχQj )(x)|dx . (1 +A
p0
1 +A2)|Q0|‖f‖L(logL)̺+1, Q0 .(2.3)
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For the case of β = 0, (2.2) was proved in [11]. For the case of β ∈ (0, ∞), the
proof is similar. And (2.3) follows from (2.2) by homogeneity.
Lemma 2.2. Let s ∈ [0, ∞), S be a sublinear operator which satisfies that for any
λ > 0, ∣∣{x ∈ Rn : |Sf(x)| > λ}∣∣ . ∫
Rn
|f(x)|
λ
logs
(
e +
|f(x)|
λ
)
dx.
Then for any ̺ ∈ (0, 1) and cube Q ⊂ Rn,( 1
|Q|
∫
Q
|S(fχQ)(x)|
̺dx
) 1
̺
. ‖f‖L(logL)s, Q.
For the proof of Lemma 2.2, see [10, p. 643].
Lemma 2.3. Let R > 1, Ω ⊂ Rn be a open set. Then Ω can be decomposed as
Ω = ∪jQj, where {Qj} is a sequence of cubes with disjoint interiors, and
(i)
5R ≤
dist(Qj, R
n\Ω)
diamQj
≤ 15R,
(ii)
∑
j χRQj (x) .n,R χΩ(x).
For the proof of Lemma 2.3, see [27, p. 256].
Lemma 2.4. Let β ∈ [0, ∞), U be a sublinear operator which is bounded on
L2(Rn), and satisfies that for any t > 0,
∣∣{x ∈ Rn : |Uf(x) > t}∣∣ . ∫
Rn
|f(x)|
t
logβ
(
e +
|f(x)|
t
)
dx.
Let T be a Caldero´n-Zygmund operator and b ∈ BMO with ‖b‖BMO(Rn) = 1. Then
for any λ > 0,
∣∣{x ∈ Rn : |UTf(x)| > λ}∣∣ . ∫
Rn
|f(x)|
λ
logβ+1
(
e +
|f(x)|
λ
)
dx;(2.4)
and ∣∣{x ∈ Rn : |UTbf(x)| > λ}∣∣ .
∫
Rn
|f(x)|
λ
logβ+2
(
e +
|f(x)|
λ
)
dx.(2.5)
Proof. We only prove (2.5). The proof of (2.4) is similar, simpler, and will be
omitted. By homogeneity, it suffices to prove the inequality (2.5) for the case of
λ = 1. Applying Lemma 2.3 to the set {x ∈ Rn : Mf(x) > 1}, we obtain a sequence
of cubes {Ql} with disjoint interiors, such that {x ∈ Rn : Mf(x) > 1} = ∪lQl, and∑
l
χ5Ql(x) . 1,
∫
Ql
|f(y)|dy . |Ql|.
Let
g(x) = f(x)χRn\∪lQl(x) +
∑
l
〈f〉QlχQl(x),
and
h(x) =
∑
l
(f(x)− 〈f〉Ql)χQl(x) :=
∑
l
hl(x).
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Recall that UTb is bounded on L
2(Rn). Thus by the fact that ‖g‖L∞(Rn) . 1, we
get that
∣∣{x ∈ Rn : |UTbg(x)| > 1/2}∣∣ .
∫
Rn
|f(x)|2dx .
∫
Rn
|f(x)|dx.
To estimate UTbh, write
|UTbh(x)| ≤
∣∣∣UT(∑
l
(
b− 〈b〉Ql
)
hl
)
(x)
∣∣∣ + ∣∣∣U(∑
l
(
b− b〉Ql
)
χ5QlThl
)
(x)
∣∣∣
+
∣∣∣U(∑
l
χRn\5Ql
(
b− 〈b〉Ql
)
Thl
)
(x)
∣∣∣
= V1(x) + V2(x) + V3(x).
We first consider the term V1. Employing Jensen’s inequality, we have that for
γ > 0,
〈|f |〉Q log
γ
(
e + 〈|f |〉Q) ≤
1
|Q|
∫
Q
|f(y)| logγ(e + |f(y)|)dy.
Observe that for t1, t2 ∈ (0, ∞),
(t1 + t2) log
γ(e + t1 + t2) .γ
[
t1 log
γ(e + t1) + t2 log(e + t2)
]
.
It then follows that∫
Ql
|hl(y)| log
γ(e + |hl(y)|)dy .
∫
Ql
|f(y)| logγ(e + |f(y)|)dy.(2.6)
On the other hand, the generalization of Ho¨lder inequality (see [26]) tells us that
t1t2 log
β(e + t1t2) . expt1 + log
β+1(e + t2).(2.7)
We deduce from inequalities (2.4), (2.6) and (2.7) that∣∣{x ∈ Rn : |V1(x)| > 1/6}∣∣(2.8)
.
∑
l
∫
Ql
|b(x)− 〈b〉Ql ||hl(x)| log
β+1(e + |b(x)− 〈b〉Ql ||hl(x)|)dx
.
∑
l
∫
Ql
exp
( |b(x) − 〈b〉Ql |
C‖b‖BMO(Rn)
)
dx+
∑
l
∫
Ql
|hl(x)| log
β+2(e + |hl(x)|)dx
.
∫
Rn
|f(x)| logβ+2(e + |f(x)|)dx.
Recall that χ∪l5Ql . 1. It follows from Lemma 2.1, inequalities (2.6) and (2.7),
that ∣∣{x ∈ Rn : |V2(x)| > 1/6}∣∣(2.9)
.
∑
l
∫
5Ql
|b(x)− 〈b〉Ql ||Thl(x)| log
β(e + |b(x)− 〈b〉Ql ||Thl(x)|)dx
.
∑
l
(
|Ql|+
∫
Ql
|Thl(y)| log
β+1(e + |Thl(y)|)dy
)
.
∫
Rn
|f(y)| logβ+2(e + |f(y)|)dy.
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To estimate term V3, we first observe that for each l and y ∈ Rn\5Ql,
|Thl(y)| .
{ℓ(Ql)}ε
|y − zl|n+ε
‖hl‖L1(Rn),(2.10)
here zl is the center of Ql, ε ∈ (0, 1] is a constant. Thus, for each v ∈ L2(Rn) with
‖v‖L2(Rn) = 1, we have by the John-Nirenberg inequality that∑
l
∣∣∣ ∫
Rn\5Ql
(
b(y)− 〈b〉Ql
)
Thl(y)v(y)dy
∣∣∣
.
∑
l
∫
Rn
|hl(z)|
∫
Rn\5Ql
|b(y)− 〈b〉Ql ||Ql|
ε/n
|y − zl|n+ε
|v(y)|dydz
.
∑
l
∫
Ql
ML logLv(y)dy .
(∑
l
|Ql|
) 1
2
.
This, via a standard duality argument, gives that∣∣{x ∈ Rn : |V3(x)| > 1
6
}
∣∣ . ∥∥∥∑
l
χRn\5Ql
(
b(·)− 〈b〉Ql
)
Thl
∥∥∥2
L2(Rn)
(2.11)
.
∫
Rn
|f(y)|dy.
Combining the estimates (2.8)-(2.9) and (2.11) leads to our desired conclusion. 
For a Caldero´n-Zygmund operator T and b ∈ BMO(Rn), let T ∗b be the maximal
commutator defined by
T ∗b f(x) = sup
ǫ>0
∣∣∣ ∫
|x−y|>ǫ
(
b(x)− b(y)
)
K(x, y)f(y)dy
∣∣∣,
and Mb the commutator defined by
Mbf(x) = sup
Q∋x
1
|Q|
∫
Q
|b(x)− b(y)||f(y)|dy.
Corollary 2.5. Let T1 and T2 be two Caldero´n-Zygmund operators. Then for each
λ > 0, ∣∣{x ∈ Rn : MT2f(x) + T ∗1 T2f(x) > λ}∣∣ .
∫
Rn
|f(x)|
λ
log
(
e +
|f(x)|
λ
)
dx,(2.12)
∣∣{x ∈ Rn : MT2,bf(x) > λ}∣∣ .
∫
Rn
|f(x)|
λ
log2
(
e +
|f(x)|
λ
)
dx,(2.13)
and for r ∈ (0, 1),∣∣{x ∈ Rn : MrT ∗1 T2,bf(x) > λ}∣∣ .
∫
Rn
|f(x)|
λ
log2
(
e +
|f(x)|
λ
)
dx.(2.14)
Proof. The inequalities (2.12) and (2.13) follows from Lemma 2.4 directly. Also,
we know from Lemma 2.4 that∣∣{x ∈ Rn : T ∗1 T2,bf(x) > λ}∣∣ .
∫
Rn
|f(x)|
λ
log2
(
e +
|f(x)|
λ
)
dx.
Recall that for r ∈ (0, 1),∣∣{x ∈ Rn :Mrf(x) > λ}∣∣ . λ−1 sup
s≥2−
1
r λ
s
∣∣{x ∈ Rn : |f(x)| > s}|.(2.15)
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see [10, p. 651]. Combining the last two inequalities establishes (2.14). 
We are now ready to establish our main conclusion in this section.
Theorem 2.6. Let T1, T2 be two Caldero´n-Zygmund operators, b ∈ BMO(Rn)
with ‖b‖BMO(Rn) = 1. Then for each bounded function f with compact support and
λ > 0,
∣∣{x ∈ Rn : M∗T1T2f(x) > λ}∣∣ .
∫
Rn
|f(x)|
λ
log
(
e +
|f(x)|
λ
)
dx,(2.16)
and
∣∣{x ∈ Rn : M∗T1T2,bf(x) > λ}∣∣ .
∫
Rn
|f(x)|
λ
log2
(
e +
|f(x)|
λ
)
dx.(2.17)
Proof. We first consider the estimate (2.16). By Corollary 2.5, it suffices to prove
that
M∗T1T2f(x) .M 12 T
∗
1 T2f(x) +ML logLf(x) +MT2f(x).(2.18)
Let x ∈ Rn and Q be a cube containing x. A trivial computation involving (2.1)
leads to that for each ξ ∈ Q,
T1
(
χRn\9QT2(fχRn\9Q)
)
(ξ) . inf
z∈Q
MT1(T2fχRn\9Q)(z)
.
( 1
|Q|
∫
Q
(
MT1
(
T2(fχRn\9Q)
)
(z)
) 1
2
dz
)2
.
( 1
|Q|
∫
Q
[
T ∗1 T2f(z)
] 1
2 dz
)2
+
( 1
|Q|
∫
Q
[
MT2f(z)
]1
2 dz
)2
+
( 1
|Q|
∫
Q
[
T ∗1 T2(fχ9Q)(ξ)
] 1
2 dξ
)2
+
( 1
|Q|
∫
Q
[
M(T2fχ9Q)(ξ)
] 1
2 dξ
)2
.
Recalling that M 1
2
Mh(x) .Mh(x), we know that
( 1
|Q|
∫
Q
(
MT2f(ξ)
) 1
2 dξ
)2
.MT2f(x).
On the other hand, it follows from Lemma 2.2 that
( 1
|Q|
∫
Q
[
T ∗1 T2(fχ9Q)(ξ)
] 1
2 dξ
)2
+
( 1
|Q|
∫
Q
[
M(T2fχ9Q)(ξ)
] 1
2 dξ
)2
. ‖f‖L logL, 9Q .ML logLf(x).
This establishes (2.18).
We turn our attention to the inequality (2.17). Again by Corollary 2.5, it suffices
to prove that
M∗T1T2,bf(x) .M 12T
∗
1 T2,bf(x) +MT2,bf(x) +ML(logL)2f(x).(2.19)
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Let x ∈ Rn and Q be a cube containing x. As in the proof of (2.18), we have that
for each ξ ∈ Q,
T1
(
χRn\3QT2,b(fχRn\9Q)
)
(ξ)
.
( 1
|Q|
∫
Q
[
MT1
(
T2,b(fχRn\9Q)
)
(z)
] 1
2
dz
)2
.
( 1
|Q|
∫
Q
[
T ∗1
(
T2,b(fχRn\9Q)
)
(z)
] 1
2
dz
)2
+
( 1
|Q|
∫
Q
[
M
(
T2,b(fχRn\9Q)
)
(z)
] 1
2
dz
)2
= I + II.
A trivial computation involving the John-Nirenberg inequality and Lemma 2.2
shows that
I .
( 1
|Q|
∫
Q
[
T ∗1 T2,bf(z)
] 1
2 dz
)2
+
( 1
|Q|
∫
Q
|T ∗1 T2,b(fχ9Q)(z)|
1
2 dz
)2
. M 1
2
T ∗1 T2,bf(x) +ML(logL)2f(x).
Similarly, we can obtain that
II .MT2,bf(x) +ML(logL)2f(x).
Combining the estimates above yields (2.19). 
3. Proof of Theorem 1.2
Recall that the standard dyadic grid in Rn consists of all cubes of the form
2−k([0, 1)n + j), k ∈ Z, j ∈ Zn.
Denote the standard grid by D. For a fixed cube Q, denote by D(Q) the set
of dyadic cubes with respect to Q, that is, the cubes from D(Q) are formed by
repeating subdivision of Q and each of descendants into 2n congruent subcubes.
As usual, by a general dyadic grid D , we mean a collection of cube with the
following properties: (i) for any cube Q ∈ D , its side length ℓ(Q) is of the form 2k
for some k ∈ Z; (ii) for any cubes Q1, Q2 ∈ D , Q1 ∩ Q2 ∈ {Q1, Q2, ∅}; (iii) for
each k ∈ Z, the cubes of side length 2k form a partition of Rn.
Let η ∈ (0, 1) and S = {Qj} be a family of cubes. We say that S is η-sparse, if for
each fixed Q ∈ S, there exists a measurable subset EQ ⊂ Q, such that |EQ| ≥ η|Q|
and EQ’s are pairwise disjoint. Associated with the sparse family S and β ∈ [0, ∞),
define the sparse operator AS,L(logL)β by
AS, L(logL)βf(x) =
∑
Q∈S
‖f‖L(logL)β, QχQ(x).
It was proved in [9] that for p ∈ (1, ∞), ǫ ∈ (0, 1] and weight u,
‖AS, L(logL)βg‖Lp(Rn, u) . p
′1+βp2
(1
ǫ
) 1
p′ ‖g‖Lp(Rn,M
L(logL)p−1+ǫu)
.(3.1)
Moreover, for any p ∈ (1, ∞) and w ∈ Ap(Rn),
‖AS,L(logL)βf‖Lp(Rn, w) . [w]
1
p
Ap
(
[w]
1
p′
A∞
+ [σ]
1
p
A∞
)
[σ]βA∞‖f‖Lp(Rn, w).(3.2)
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For sparse family S and constants β1, β2 ∈ [0, ∞), we define the bi-sublinear
sparse operator AS;L(logL)β1 , L(logL)β2 by
AS;L(logL)β1 ,L(logL)β2 (f, g) =
∑
Q∈S
|Q|‖f‖L(logL)β1 , Q‖g‖L(logL)β2 , Q.
We denote AS;L(logL)1,L(logL)β2 by AS;L logL,L(logL)β2 , and AS;L(logL)β1 ,L(logL)0
by AS;L(logL)β1 ,L. The following lemma is a weighted version of Proposition 6 in
[1].
Lemma 3.1. Let β1, β2 ∈ N ∪ {0} and U be a linear operator. Suppose that for
any bounded function f with compact support, there exists a sparse family of cubes
S, such that for any function g ∈ L1(Rn),∣∣∣ ∫
Rn
Uf(x)g(x)dx
∣∣∣ ≤ AS;L(logL)β1 , L(logL)β2 (f, g).(3.3)
Then for any ǫ ∈ (0, 1) and weight u,
u({x ∈ Rn : |Uf(x)| > λ})
.
1
ǫ1+β1
∫
Rn
|f(x)|
λ
logβ1
(
e +
|f(x)|
λ
)
ML(logL)β2+ǫu(x)dx.
Proof. Let f be a bounded function with compact support, and S be the sparse
family such that (3.3) holds true. By the one-third trick (see [13, Lemma 2.5]), we
may assume that S ⊂ D with D a dyadic grid. Let ǫ ∈ (0, 1) and u be a weight.
It was proved in [16, pp. 618-619] that
‖Mg‖Lp′(Rn, (M
L(logL)p−1+ǫ
u)1−p′ ) . p
2
(1
ǫ
) 1
p′ ‖g‖Lp′(Rn,u1−p′ ).
Repeating the argument in the proof of Theorem 1.8 in [25], we know that for if
p ∈ (1, ∞) and ‖f‖Lp′(Rn,M
L(logL)(β2+1)p−1+ǫ
u) = 1, then
AS;L(logL)β1 , L(logL)β2 (f, g)
. p′1+β1‖ML(logL)β2g‖
Lp′(Rn,
(
M
L(logL)(β2+1)p−1+ǫ
u
)1−p′
)
. p′1+β1 [p2
(1
ǫ
) 1
p′ ]β2+1‖g‖Lp′(Rn, u1−p′ ),
since ML(logL)β2g(x) ≈M
β2+1g(x), see [3]. This, via homogeneity, states that
AS;L(logL)β1 , L(logL)β2 (f, g)(3.4)
. p′1+β1 [p2
(1
ǫ
) 1
p′ ]β2+1‖f‖Lp′(Rn,M
L(logL)(β2+1)p−1+ǫ
u)‖g‖Lp′(Rn, u1−p′ ).
Now let MD,L(logL)β1 be the maximal operator defined by
MD,L(logL)β1f(x) = sup
Q∋x,Q∈D
‖f‖L(logL)β1 , Q.
Decompose the set {x ∈ Rn : MD,L(logL)β1f(x) > 1} as
{x ∈ Rn : MD,L(logL)β1f(x) > 1} = ∪jQj ,
with Qj the maximal cubes in D such that ‖f‖L(logL)β1 , Qj > 1. We have that
1 < ‖f‖L(logL)β1 , Qj . 2
n.
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Let
f1(y) = f(y)χRn\∪jQj (y), f2(y) =
∑
j
f(y)χQj (y),
and
f3(y) =
∑
j
‖f‖L(logL)β1 , QjχQj (y).
It is obvious that ‖f1‖L∞(Rn) . 1 and ‖f3‖L∞(Rn) . 1. Take p1 = 1 +
ǫ
2(β2+1)
. It
then follows from the inequality (3.4) that
AS;L(logL)β1 , L(logL)β2 (f1, g)(3.5)
. p′1+β11 [p
2
1
(1
ǫ
) 1
p′1 ]β2+1‖f1‖Lp1(Rn,M
L(logL)(β2+1)p1−1+ǫ
u)‖g‖Lp′1(Rn, u1−p′ )
.
1
ǫ1+β1
‖f‖
1
p1
L1(Rn,M
L(logL)β2+ǫ
u)‖g‖Lp′1(Rn, u1−p′ ).
Let E = ∪j4nQj and u˜(y) = u(y)χRn\E(y). It is obvious that
u(E) .
∑
j
inf
z∈Qj
Mu(z)|Qj| .
∫
Rn
|f(y)| logβ1(e + |f(y)|)Mu(y)dy.(3.6)
Moreover, by fact that
inf
y∈Qj
ML(logL)γ u˜(y) ≈ sup
z∈Qj
ML(logL)γ u˜(z),
we obtain that for γ ∈ [0, ∞),
‖f3‖L1(Rn,ML(logL)γ u˜) .
∑
j
inf
z∈Qj
ML(logL)γ u˜(z)|Qj |‖f‖L(logL)β1 , Qj(3.7)
.
∫
Rn
|f(y)| logβ1(e + |f(y)|)ML(logL)γu(y)dy.
Let
S∗ = {I ∈ S : I ∩ (Rn\E) 6= ∅}.
Note that if supp g ⊂ Rn\E, then
AS,L(logL)β1 , L(logL)β2 (f2, g) = AS∗,L(logL)β1 , L(logL)β2 (f2, g).
As in the argument in [9, pp. 160-161], we can verify that for each fixed I ∈ S∗,
‖f2‖L(logL)β1 , I . ‖f3‖L(logL)β1 , I .
Therefore, for g ∈ L1(Rn) with supp g ⊂ Rn\E,
AS,L(logL)β1 , L(logL)β2 (f2, g) . AS,L(logL)β1 , L(logL)β2 (f3, g)(3.8)
.
1
ǫ1+β1
‖f3‖
1
p1
L1(Rn,M
L(logL)β2+ǫ
u)‖g‖Lp′1(Rn, u1−p′ ).
Inequalities (3.5) and (3.8) tells us that
sup
‖g‖
L
p′
1 (Rn\E,u˜
1−p′
1 )
≤1
∣∣∣ ∫
Rn
Uf(x)g(x)dx
∣∣∣
. sup
‖g‖
L
p′
1 (Rn\E,u˜
1−p′
1 )
≤1
(
AS, L(logL)β1 ,L(logL)β2 (f1, g) +AS, L(logL)β1 ,L(logL)β2 (f2, g)
.
1
ǫ1+β1
(
‖f‖
1
p1
L1(Rn,M
L(logL)β2+ǫ
u˜) + ‖f3‖
1
p1
L1(Rn,M
L(logL)β2+ǫ
u)
)
.
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Thus by a duality argument,
u({x ∈ Rn : |Uf(x)| > 1}) ≤ u(E) + ‖Uf‖p1Lp1(Rn\E, u˜)
.
1
ǫ1+β1
∫
Rn
|f(y)| logβ1(e + |f(y)|)ML(logL)β2+ǫu(y)dy.
This, via homogeneity, leads to our desired conclusion. 
Theorem 3.2. Let T1 and T2 be Caldero´n-Zygmund operators, b ∈ BMO(Rn) with
‖b‖BMO(Rn) = 1.
(i) For bounded function f with compact support, there exists a 12
1
9n -sparse
family of cubes S = {Q}, and functions J0, J1, such that for each j = 0, 1
and function g,∣∣∣ ∫
Rn
Jj(x)g(x)dx
∣∣∣ . AS;L(logL)1−j, L(logL)j (f, g);
and for a. e. x ∈ Rn,
T1T2f(x) = J0(x) + J1(x).
(ii) For bounded function f with compact support, there exists a 12
1
9n -sparse
family of cubes S∗ = {Q}, and functions H0, H1 and H2, such that for
each j = 0, 1, 2 and function g,∣∣∣ ∫
Rn
Hj(x)g(x)dx
∣∣∣ . AS;L(logL)2−j , L(logL)j (f, g);
and for a. e. x ∈ Rn,
T1,bT2f(x) = H0(x) +H1(x) +H2(x).
Proof. We only prove the conclusion (ii). The proof of conclusion (i) is similar,
more simpler and will be omitted. We will employ the argument in [20]. For a fixed
cube Q0, define the local analogy of MT2 , M
∗
T1T2
and M∗T1T2,b by
MT2, Q0f(x) = sup
Q∋x,Q⊂Q0
ess sup
ξ∈Q
|T2(fχ3Q0\3Q)(ξ)|,
M∗T1T2;Q0f(x) = sup
Q∋x,Q⊂Q0
ess sup
ξ∈Q
|T1
(
χRn\3QT2(fχ9Q0\9Q)
)
(ξ)|,
and
M∗T1T2,b;Q0f(x) = sup
Q∋x,Q⊂Q0
ess sup
ξ∈Q
|T1
(
χRn\3QT2,b(fχ9Q0\9Q)
)
(ξ)|,
respectively. Let E = ∪5j=1Ej with
E1 =
{
x ∈ Q0 : |T1, bT2(fχ9Q0)(x)| > D‖f‖L(logL)2, 9Q0
}
,
E2 = {x ∈ Q0 : MT2, Q0f(x) > D〈|f |〉9Q0},
E3 =
{
x ∈ Q0 : M
∗
T1T2;Q0f(x) > D‖f‖L logL,9Q0
}
,
and
E4 =
{
x ∈ Q0 : M
∗
T1T2,b;Q0
f(x) > D‖f‖L(logL)2,9Q0
}
,
E5 =
{
x ∈ Q0 : M
∗
T1T2;Q0
(
(b− 〈b〉Q0)f
)
(x) > D‖f‖L(logL)2,9Q0
}
,
with D a positive constant. It then follows from Theorem 2.6, Corollary 2.5 and
(1.11) that
|E| ≤
1
2n+2
|Q0|,
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if we chooseD large enough. Now on the cube Q0, we apply the Caldero´n-Zygmund
decomposition to χE at level
1
2n+1 , and obtain pairwise disjoint cubes {Pj} ⊂
D(Q0), such that
1
2n+1
|Pj | ≤ |Pj ∩ E| ≤
1
2
|Pj |
and |E\ ∪j Pj | = 0. Observe that
∑
j |Pj | ≤
1
2 |Q0|. Let
G0(x) = T1,bT2(fχ9Q0)(x)χQ0\∪lPl(x)
−
∑
l
T1
(
χRn\3PlT2,b(fχ9Q0\9Pl)
)
(x)χPl(x)
−
∑
l
T1
(
χRn\3PlT2
(
(b− 〈b〉Q0)fχ9Q0\9Pl
))
(x)χPl (x).
The facts that Pj ∩ Ec 6= ∅ and |E\ ∪j Pj | = 0 imply that
|G0(x)| . ‖f‖L(logL)2, 9Q0 .(3.9)
Also, we define functions G1 and G2 by
G1(x) =
(
b(x)− 〈b〉Q0
)∑
l
T1
(
χRn\3PlT2(fχ9Q0\9Pl)
)
(x)χPl (x),
and
G2(x) =
∑
l
T1, b
(
χ3PlT2
(
fχ9Q0\9Pl)
)
(x)χPl (x).
Then
|G1(x)| . |b(x)− 〈b〉Q0 |‖f‖L logL, 9Q0χQ0(x).(3.10)
Let T˜1 be the adjoint operator of T1 and T˜1,b the commutator of T˜1. For each
function g, we have by Lemma 2.1 that∣∣∣ ∫
Rn
G2(x)g(x)dx
∣∣∣ ≤ ∑
l
∫
3Pl
∣∣T2(fχ9Q0\9Pl)(x)T˜1,b(gχPl)(x)∣∣dx(3.11)
.
∑
l
inf
ξ∈Pl
MT2, Q0f(ξ)
∫
3Pl
|T˜1,b(gχPl)(x)|dx
. 〈|f |〉9Q0‖g‖L(logL)2, Q0 |Q0|.
Moreover,
T1,bT2(fχ9Q0)(x)χQ0 (x) = G0(x) +G1(x) +G2(x) +
∑
l
T1,bT2(χ9Pl)(x)χPl (x).
We now repeat the argument above with T1,bT2(fχ9Q0)(x)χQ0 replaced by each
T1,bT2(χ9Pl)(x)χPl (x), and so on. Let Q
j1
0 = Pj , and for fixed j1, . . . , jm−1,
{Q
j1...jm−1jm
0 }jm be the cubes obtained at the m-th stage of the decomposition pro-
cess to the cube Q
j1...jm−1
0 . For each fixed j1 . . . , jm, define the functions H
j1...jm
Q0
f ,
Hj1...jmQ0,1 f and H
j1...jm
Q0,2
f by
Hj1...jmQ0,0 f(x) = −T1
(
χ
Rn\3Q
j1 ...jm
0
T2,b(fχ9Qj1...jm−10 \9Q
j1...jm
0
)
)
(x)χ
Q
j1 ...jm
0
(x)
−T1
(
χ
Rn\3Q
j1...jm
0
T2
(
(b− 〈b〉Q0 )fχ9Qj1...jm−10 \9Q
j1...jm
0
))
(x)χ
3Q
j1 ...jm
0
(x),
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Hj1...jmQ0,1 f(x) =
(
b(x)− 〈b〉
Q
j1...jm−1
0
)
T1
(
χ
3Q
j1...jm
0
T2(fχ9Qj1...jm−10 \9Q
j1...jm
0
)
))
(x)χ
Q
j1 ...jm
0
(x),
and
Hj1...jmQ0,2 f(x) = T1,b
(
χ
3Q
j1...jm
0
T2(fχ9Qj1...jm−10 \9Q
j1 ...jm
0
)
))
(x)χ
Q
j1 ...jm
0
(x),
respectively. Set F = {Q0} ∪
∞
m=1 ∪j1,...,jm{Q
j1...jm
0 }. Then F ⊂ D(Q0) be a
1
2 -
sparse family. Let
H0, Q0(x) = T1,bT2(fχ9Q0)χQ0\∪j1Q
j1
0
(x)
+
∞∑
m=1
∑
j1,...,jm
T1,bT2(fχ9Qj1...jm0
)χ
Q
j1...jm
0 \∪jm+1Q
j1...jm+1
0
(x)
+
∞∑
m=1
∑
j1...jm
Hj1...jmQ0 f(x)χQj1...jm0
(x),
Also, we define the functions H1, Q0 and H2, Q0 by
H1,Q0(x) =
∞∑
m=1
∑
j1...jm
Hj1...jmQ0,1 f(x)χQj1 ...jm0
(x),
and
H2,Q0(x) =
∞∑
m=1
∑
j1...jm
Hj1...jmQ0,2 f(x)χQj1 ...jm0
(x).
Then for a. e. x ∈ Q0,
T1,bT2(fχ9Q0)(x) = H0,Q0f(x) +H1,Q0(x) +H2,Q0(x).
Moreover, as in the inequalities (3.9)-(3.11), the process of producing {Qj1...jm0 }
tells us that
|H0,Q0f(x)χQ0 | .
∑
Q∈F
‖f‖L(logL)2, 9QχQ(x).
For any function g, we can verify that∣∣∣ ∫
Q0
g(x)H1,Q0(x)dx
∣∣∣ . ∑
Q∈F
|Q|‖f‖L logL, 9Q‖g‖L logL,Q,
and ∣∣∣ ∫
Q0
g(x)H2,Q0(x)dx
∣∣∣ . ∑
Q∈F
|Q|〈|f |〉9Q‖g‖L(logL)2, Q.
We can now conclude the proof of Theorem 3.2. In fact, as in [23], we decompose
R
n by cubes Rl, such that suppf ⊂ 3Rl for each l, and Rl’s have disjoint interiors.
Then for a. e. x ∈ Rn,
T1, bT2f(x) =
∑
l
H0,Rlf(x) +
∑
l
H1,Rlf(x) +
∑
l
H2,Rlf(x)
:= H0f(x) +H1f(x) +H2f(x).
Obviously, the functions H0, H1 and H2 satisfies conclusion (i). Our desired con-
clusion then follows directly. 
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Remark 3.3. By Theorem 3.2, we see that for bounded function f with compact
support, there exists a 12
1
9n -sparse family S, such that for any g,∣∣∣ ∫
Rn
g(x)T1T2f(x)dx
∣∣∣ . AS;L logL,L1(f, g) +AS;L1,L logL(f, g),
and ∣∣∣ ∫
Rn
g(x)T1, bT2f(x)dx
∣∣∣ . 2∑
j=0
AS;L(logL)2−j,L(logL)j(f, g).
Proof of Theorem 1.2. By Theorem 3.2 and Lemma 3.1, we know that for each
ǫ ∈ (0, 1), weight u and λ > 0,
u
(
{x ∈ Rn : |T1T2f(x)| > λ}
)
.
∫
Rn
|f(x)|
λ
log
(
e +
|f(x)|
λ
)
ML logLu(x)dx
+
1
λǫ
∫
Rn
|f(x)|ML(logL)1+ǫu(x)dx
.
1
ǫ
∫
Rn
|f(x)|
λ
log
(
e +
|f(x)|
λ
)
ML(logL)1+ǫu(x)dx.
Applying the ideas used in [16, p. 608] (see also the proof of Corollary 1.3 in [21]),
we know that the last inequality implies (1.8).
The inequality (1.9) is essentially an application of Proposition 9 in [1]. Recall
that T1(1) = 0. It then follows from [1, Proposition 9] that for f ∈ L2(Rn), there
exists a sparse family of cubes S, such that
|T1T2f(x)| .
∑
Q∈S
oscQ(T2f)χQ(x),
here oscQ(T2f) is defined by
oscQ(T2f) =
1
|Q|
∫
Q
∣∣T2f(x)− 〈T2f〉Q∣∣dx.
A trivial computation leads to that
oscQ(T2f) . ‖f‖L logL, 8nQ +
∞∑
k=1
2−kε〈|f |〉2kQ,
with ε the constant in (1.3). Let G be the operator defined by
Gf(x) =
∞∑
k=1
2−kε
∑
Q∈S
〈|f |〉2kQχQ(x).
We then have that
|T1T2f(x)| . AS,L logLf(x) +Gf(x).(3.12)
On the other hand, it was proved in [19] that, there exist sparse family of cubes
S1, . . . , S2n+1 such that for any function g,∫
Rn
|Gf(x)g(x)|dx .
2n+1∑
j=1
ASj ,L,L(f, g).(3.13)
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Thus, by Lemma 3.1, we know that for each fixed λ > 0, ǫ ∈ (0, 1) and weight u,
u
(
{x ∈ Rn : |T1T2f(x)| > λ}
)
.
1
ǫ2
∫
Rn
|f(x)|
λ
log
(
e +
|f(x)|
λ
)
ML(logL)ǫu(x)dx.
This implies (1.9). 
Remark 3.4. By the estimate of bilinear sparse operator (see [7] or [24]) , we know
that for p ∈ (1, ∞) and w ∈ Ap(Rn),
AS,L1, L1(f, g) . [w]
1
p
Ap
(
[w]
1
p′
A∞
+ [σ]
1
p
A∞
)
‖f‖Lp(Rn, w)‖g‖Lp′(Rn, σ).(3.14)
The conclusions in Theorem 1.1 now follows from (3.12)-(3.14) and inequality (3.2).
Moreover, by (3.12)-(3.13), (3.4) and (3.1), we know that for p ∈ (1,∞), ǫ ∈ (0, 1)
and weight u,
‖T1T2f‖Lp(Rn, u) . p
′2p2
(1
ǫ
) 1
p′ ‖f‖Lp(Rn,M
L(logL)p−1+ǫu)
.
Remark 3.5. Let T1, . . . Tm be Caldero´n-Zygmund operators. Repeating the
proof of Theorem 1.2, we can verify that for each bounded function f , there ex-
ists a 12
1
3m -sparse family of cubes S, and functions J0, . . . , Jm1 such that for each
j = 0, . . . ,m− 1, and function g ∈ L1(Rn),∣∣∣ ∫
Rn
Jj(x)g(x)dx
∣∣∣ . AS, L(logL)m−j, L(logL)j(f, g),
and for a. e. x ∈ Rn,
T1 . . . Tmf(x) =
m−1∑
j=0
Jj(x).
Moreover, for each ǫ ∈ (0, 1), weight u and λ > 0,
u
(
{x ∈ Rn : |T1 . . . Tmf(x)| > λ}
)
.
1
ǫ
∫
Rn
|f(x)|
λ
logm−1
(
e +
|f(x)|
λ
)
ML(logL)m−1+ǫu(x)dx.
Proof of Theorem 1.3. As it was shown in the proof of Theorem 1.2, by Theorem
3.2 and Lemma 3.1, we know that for each ǫ ∈ (0, 1), weight u and λ > 0,
u
(
{x ∈ Rn : |T1, bT2f(x)| > λ}
)
.
1
ǫ
∫
Rn
|f(x)|
λ
log2
(
e +
|f(x)|
λ
)
ML(logL)2+ǫu(x)dx.
The conclusion then follows immediately. 
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