Abstract-Motivated by a superfluous zero extraction problem arising in the discrete-time J-spectral factorization of polynomial matrices, we propose an algorithmic solution to hyperbolic QR factorization of a rank deficient constant matrix. Application to reduced-order H , filtering is illustrated by a numerical example.
I. INTRODUCTION
Polynomial methods offer an alternative to state-space methods when designing computer-aided control system design algorithms. Amongst other software products, the Fortran SLICOT library [ 111 incorporates mostly state-space methods, whereas the Polynomial Toolbox [12] can be viewed as an alternative, or complementary product including various routines to deal with algebraic entities such as polynomials and polynomial matrices, based on the theory pioneered in [SI.
Keeping with our endeavour of designing efficient and reliable numerical routines for polynomial matrices for the Polynomial Toolbox package, in this paper we describe the algorithmic solution of a hyperbolic QR factorization problem arising when pursuing a polynomial approach to discrete-time reduced-order H, filtering [6] . The problem concerns extraction of superfluous zeros when performing J-spectral factorization of polynomial matrices [9] . Spectral factorization is an operation that consists in extracting a solution of a quadratic polynomial matrix equation, and that can be viewed as a polynomial alternative to the state-space algebraic Riccati equation [lo] .
In section I1 we briefly recall the polynomial solution to the discrete-time reduced-order H, filtering problem as described in [6] . We show that extraction of superfluous zeros is a necessary step when performing J-spectral factorization of polynomial matrices, and we describe formally in section I11 the corresponding hyperbolic QR factorization problem. An algorithmic solution is proposed in section IV, together with illustrative numerical examples. An application to the original H , filtering problem is also described. Numerical stability issues are mentioned in the conclusion.
REDUCED-ORDER H, FILTERING
Consider a time-invariant, discrete-time, linear system of order n with unmeasurable outputs y, (size p z ) , measurements y, (size p,) and a vector of disturbances w represented by A state-space (time-domain) solution to this problem was presented in [5] , whereas a polynomial (frequency-domain) solution was described in [6] . In this paper we will focus on the polynomial solution.
Applying z-transform, system (1) can be written as
Introduce the left coprime factorization
of the strictly proper part of the transfer function matrix and assume that factorization (4) is such that the polynomial part is row proper, i.e. its highest row degree coefficient matrix has full rank. This can always be ensured by appropriate left unimodular operations, see [ 
131.
As explained in [5] , in order to obtain filter (2) we need as an intermediate result the parametrization of a fictive filter (assuming outputs yz to be measurable) described by
where matrix L:! has p columns.
D f (2) satisfying
The fictive filter is parametrized by a polynomial matrix 
To sum up, a key step in obtaining the H , filter is the extraction of superthous zeros in polynomial matrix D f ( z ) via hyperbolic QR factorization (8).
PROBLEM STATEMENT
The hyperbolic QR factorization problem arising in discrete-time J-spectral factorization of polynomial matrices can be formally stated as follows:
HQR Problem: Given an n-by-n square matrix A of rank m and a signature matrix J , compute a full rank matrix Q and a matrix R of rank m with n -m zero rows satisyfing relations (8).
Some remarks are in order. Contrary to the classical QR factorization (corresponding to J = I or J = -I), it is not assumed here that matrix R in equation (Sa) has an upper-triangular structure. For our J-spectral factorization application, the key property is that R has just as many zero rows as the rank defect of A. Matrix Q in (8b) is referred to as a J-orthogonal matrix.
Properties and generation of J-orthogonal matrices have been surveyed in [7, App. B] and [4] . Besides the J-spectral factorization problem studied here, J-orthogonal matrices arise in fast array algorithms for estimation and filtering [7] , as well as in the numerical solution of various matrix problems including downdating of Cholesky factorizations, symmetric definite generalized eigenvalue problems, study of J-contractive matrices, see [4] and references therein.
IV. ALGORITHM In order to provide an algorithmic solution to problem HQR, we briefly recall properties and generation of orthogonal and hyperbolic rotation matrices.
A. Orthogonal rotations
An orthogonal rotation (also called plane, or Givens rotation) zeroes a single element of a vector or matrix. Suppose we are given a vector a = [ ::]
and we want to cancel entry a2 with a row operation. Define the rotation matrix (9) and notice that d m
for the choice a2 c = -al s=-U? + a; ' U$ + a; ' Due to the constraint c2 + s2 = 1, matrix Q in equation (9) is orthogonal, i.e.
Q~Q = I .
All the entries but one can be cancelled in a vector or matrix column by successive applications of the above 2-by-2 orthogonal rotations. This is the rationale behind QR factorization, where lower-triangular entries in a matrix are cancelled columnwise, producing an upper-triangular matrix R and an orthogonal matrix Q satisfying equation (Sa), see Since a hyperbolic rotation can be applied only when la11 > 1~2 1 , it is necessary to carry out a row permutation prior to the transformation when lull < 1~2 1 .
As a result, unlike for orthogonal reductions, one cannot choose arbitrarily the locations of elements to be zeroed in a vector or matrix.
Finally, in the case lull = 1~2 1 , no hyperbolic transformation can be applied. It means that, unlike for orthogonal reductions and the QR factorization, in general successive applications of hyperbolic rotations do not resulf in an uppertriangular matrix R.
C. Algorithm description
The algorithmic solution to problem HQR combines row and column orthogonal rotations, row hyperbolic rotations and row permutations. Basically, the algorithm mimics standard QR factorization: it consists in successive columnwise cancellations, until all linearly dependent rows appear at the bottom of the transformed matrix.
The main difference with standard QR factorization, which is also the main difficulty, concerns processing of the case when no row hyperbolic rotation can be applied. Below we will show that under the following assumption on input matrices A and J , a hyperbolic rotation can always be applied. Denoting by U and V the matrices obtained by keeping only the m non-zero rows in matrices R and J R , respectively, relation (10) follows from Sylvester's rank inequality applied on the product U T V .
Conversely, suppose that at some step k of the algorithm we obtain matrices Rk and Qk such that QkA = Rk, Q r J Q k = J and we are processing column c1. Let a1 in this column denote the leading entry in row r1 in matrix Rk, used to cancel entry a2 in row 7-2 in the same column. Suppose that these entries correspond to different signs, so that a hyperbolic rotation must be applied. Moreover, suppose that 
V. EXAMPLES

A. No solution to problem HQR
With this basic example we want to show that matrices A and J may exist for which assumption (10) is not satisfied.
Just take
It holds rankA = 1 yet rankAT J A = 0. As a result, problem HQR cannot be solved.
B. Cancelling all remaining entries first
This example shows that, when no hyperbolic rotation can be applied because lull = 1~2 1 , then it is recommended first to process remaining entries in the column. Matrix R2 is in the required form, and problem HQR is solved.
C. Column orthogonal rotations
In some special situations, all the remaining entries in a column have been cancelled, yet no hyperbolic rotation can be applied, and it may be necessary as a last resort to carry out a column orthogonal rotation. Such operations destroy the upper-triangular structure of matrix R, yet zero rows in R are left unchanged. It holds rank A T J A = rank A = 2, so assumption (10) is satisfied, and matrix A can be reduced to the form (8).
Processing the first column with leading entry al = All = 1, no hyperbolic rotation can be used to cancel entry a2 = A31 = 1, yet remaining entry A21 = 0 is already zero. Since rows 7-1 and 7-3 are linearly independent, a column orthogonal rotation must be applied here. A natural choice would then be a permutation of columns 1 and 2:
resulting in a matrix AUI = R1 with A31 = 0. However, the operation altered remaining entries in the column, and a2 = A21 = 1 must now be cancelled with leading entry a1 = A11 = 1. A hyperbolic rotation must be applied since J1 = -J2, yet lull = 1~2 1 . Remaining entry A3] is zero, so that once more we must resort to a column orthogonal rotation. A natural choice would then be a permutation of column 1 and 2: However note that R2 = AUlU2 = A, so that we entered a never-ending cycle.
For this reason, we propose the following way out: instead of applying a column orthogonal rotation to cancel entry u2, we apply a random column orthogonal rotation, and then the column is processed again. In the above example, instead of permuting columns 1 and 2, we combine them randomly, e.g. The above matrix has just one zero at z = 0.1429, which corresponds to the pole of the fictive filter. The fictive filter is then obtained from polynomial matrix D T ( z ) along the lines given in [6] .
VI. CONCLUSION Hyperbolic QR factorization has been studied recently in reference [l] , from which most of the material found here was extracted. Note however than in [l] the authors are concemed with solving an indefinite least squares problem for which matrix A is rectangular and full column-rank, under the assumption that matrix A T J A is positive definite. In the development here, because of our polynomial J-spectral factorization background, matrix A is assumed to be square (even though our results can be extended to rectangular matrices) but rank-deficient. Moreover, our algorithm works under the less stringent assumption that matrices ATJA and A share the same rank. Finally, we are basically interested in zeroing rows in matrix A, without specific requirements on its triangular structure.
In [l] it is mentioned that obtaining useful error bounds for the application of a product of hyperbolic transformations to a vector is much more difficult that when the transformations are orthogonal. It is well-known [3] that orthogonal rotations are backward stable, property on which numerically reliable algorithms such as the standard QR factorization heavily rely. This is in contrast with hyperbolic rotations, and it is presently unclear to numerical analysts whether the hyperbolic QR factorization algorithm is mixed backwardforward stable, or even backward stable. As recalled in [4] , eigenvalues and singular values of J-orthogonal matrices occur in reciprocal pairs and these matrices can be arbitrarily ill-conditioned. Hyperbolic rotations must thus be carried out 
