Three independent ocean color sampling methodologies are compared to assess the potential impact of instrumental characteristics and environmental variability on shipboard remote-sensing reflectance observations from the Santa Barbara Channel, California. Results indicate that under typical field conditions, simultaneous determinations of incident irradiance can vary by 9 -18%, upwelling radiance just above the sea surface by 8 -18%, and remote-sensing reflectance by 12-24%. Variations in radiometric determinations can be attributed to a variety of environmental factors such as Sun angle, cloud cover, wind speed, and viewing geometry; however, wind speed is isolated as the major source of uncertainty. The above-water approach to estimating water-leaving radiance and remote-sensing reflectance is highly influenced by environmental factors. A model of the role of wind on the reflected sky radiance measured by an above-water sensor illustrates that, for clear-sky conditions and wind speeds greater than 5 m͞s, determinations of water-leaving radiance at 490 nm are undercorrected by as much as 60%. A data merging procedure is presented to provide sky radiance correction parameters for above-water remote-sensing reflectance estimates. The merging results are consistent with statistical and model findings and highlight the importance of multiple field measurements in developing quality coastal oceanographic data sets for satellite ocean color algorithm development and validation.
Introduction
In the industrialized world, more than 50% of the population lives within 1 km of the coast. As this population expands, continued anthropogenic pressures are placed on coastal regions. 1 Coastal resource management is becoming increasingly important, and the ability to provide large-scale synoptic assessments of valued resources is vital. Ocean color satellite sensors such as the Sea-viewing Wide Field-of-view Sensor ͑SeaWiFS͒ as well as those that will be deployed in the near future have the potential to provide large-scale, synoptic observations of phytoplankton biomass, marine productivity, suspended sediment load, and other valuable parameters. Because of the opportunities afforded by these satellites, detailed models relating optical signatures to in-water constituents and processes are required.
During the past several decades a wide variety of ocean color models have been developed to relate measures of remote-sensing reflectance to in-water constituents. 2 As these models continue to evolve, their success requires field determinations of remotesensing reflectance R rs ͑0 ϩ , ͒. The vicarious calibration of satellite-determined radiances also requires highly accurate R rs ͑0 ϩ , ͒ determinations. 3 To meet the outlined scientific goals, the SeaWiFS project has specified a maximum 5% uncertainty in field estimates of R rs ͑0 ϩ , ͒. 3 Values of R rs ͑0 ϩ , ͒ can be determined when a variety of field techniques are employed, including above-water radiance detectors, profiling instrumentation, and tethered or moored buoys. 4 Each technique, however, is different and has unique field and analysis limitations.
Therefore it is crucial to understand and quantify uncertainty levels among the various estimates of R rs ͑0 ϩ , ͒ and to understand the roles of instrumental, procedural, and environmental factors over a range of conditions. This will be especially important for operational studies used in developing ocean color algorithms and validating satellite signals.
Here we present a detailed statistical intercomparison of three independent optical methodologies utilizing routine observations made in the Santa Barbara Channel, California, as part of the Plumes and Blooms project. 5 We assess the uncertainties associated with each method and provide uncertainty bounds for R rs ͑0 ϩ , ͒ determinations. We show that the 5% uncertainty for R rs ͑0 ϩ , ͒ specified by the SeaWiFS project may be an unrealistically low goal for above-water determinations because of the existence of a wavy sea surface. We present a data merging procedure that links above-water and inwater R rs ͑0 ϩ , ͒ estimates and provides sky radiance correction parameters for the above-water estimates. The correction parameter findings are consistent with statistical and model results and highlight the adverse effects of a rough sea surface. Finally, we make recommendations concerning the routine sampling of R rs ͑0 ϩ , ͒ using above-water techniques and suggest changes to the SeaWiFS ocean optics protocols.
Background
R rs ͑0 ϩ , ͒ determinations are of primary interest because they provide the vital link between imagery from satellite sensors and in situ concentrations of optically active constituents. 2, 6, 7 Remote-sensing reflectance is defined as the ratio of water-leaving, upwelling radiance L u ͑0 ϩ , ͒ to incident downwelling irradiance E d ͑0 ϩ , ͒, or
Estimates of R rs ͑0 ϩ , ͒ can be determined from a variety of radiometric measurements. For example, tethered or moored optical buoys or vertical profiling radiometers can be used to provide estimates of both L u ͑0 ϩ , ͒ and E d ͑0 ϩ , ͒ by extrapolating their signals at a depth up to and across the sea surface. 4, 8 In contrast to this, above-water radiance detectors measure upwelling radiance from the ocean surface ͓L ocean ͔͑͒ and the radiance reflected from a calibrated plaque as a proxy for E d ͑0 ϩ , ͒. The L ocean ͑͒ signal, however, is contaminated by sky radiance ͓L sky ͔͑͒ reflected off the sea surface. In the SeaWiFS ocean optics protocols, 4 sky radiance is removed from the L ocean ͑͒ signal by use of
where ͑͒ is the Fresnel reflectance of the sea surface at a viewing angle , L pl ͑͒ is the radiance reflected from the calibrated plaque, and pl ͑͒ is the reflectance of the plaque. The removal of the signal at 750 nm ͓residual͑750͒ in Eq. ͑2͔͒ is performed to correct for any residual reflected sky radiance still contained in the R rs ͑0 ϩ , ͒ signal. This correction assumes that the water-leaving radiance at 750 nm is zero and that the reflected sky radiance has a white spectral shape. Because the above-water reflectance methodology is relatively new, it is crucial to critically assess its performance in comparison with more standard procedures and to understand experimental as well as environmental issues that may contribute to uncertainty.
There has been a shortage of previous research invested into quantifying uncertainty levels in R rs ͑0 ϩ , ͒ determinations because of instrumental, methodological, and analysis differences. One of the main foci has been instrumental calibration. 3, 4 In recent years, however, a great deal of progress has been made in obtaining accurate radiometric calibrations. 9, 10 Many instruments can now be consistently characterized to within a few percent for long periods of time, reducing uncertainties associated with calibration. 11 Postprocessing or analysis procedures, such as extrapolation to and across the sea surface, are also a source of uncertainty for optical oceanographic measurements. A comparison of extrapolation procedures found uncertainties of the order of 7% for E d ͑0 Ϫ , ͒ and 2% for L u ͑0 Ϫ , ͒ when identical data sets were used. 12 This uncertainty is embedded in the final R rs ͑0 ϩ , ͒ determinations and is exacerbated by the fact that different instruments do not sample the exact same wave facets. Hence the above uncertainty estimates can be considered strictly lower bounds.
Few comparisons between above-water and inwater instruments have been carried out to assess potential instrumental and analysis concerns associated with these measurements. Hooker et al. 13 compared above-water measurements with four different glint correction methods applied to in-water measurements from a system of wire-stabilized radiometers permanently mounted on an oceanographic tower. Under clear-sky, calm sea, and case II water conditions, when the SeaWiFS protocols for glint correction ͓Eq. ͑2͔͒ were applied, the comparison yielded root-mean-square ͑rms͒ differences of from 3 to 6%. When all the wavelengths and the glint correction procedures were considered, the rms difference values ranged from 3 to 22%. The high degree of variability between the various glint correction methods highlights the importance of close examination of this postprocessing procedure. Rhea and Davis 14 found significant differences between above-water and inwater measurements of R rs ͑0 ϩ , ͒ with a large spectral dependency. Mueller et al. 15 also found that above-water and in-water R rs ͑0 ϩ , ͒ estimates differed substantially with uncertainties upward of 20%. Again, the largest errors were found in the 412-nm channel. Variations with magnitudes and spectral dependencies such as these can have profound effects on ocean color inversion models.
Overall, a consensus has not been reached on the magnitude or source of the uncertainty associated with R rs ͑0 ϩ , ͒ measurements, although it is clear that there are many unresolved issues that need to be addressed. Most previous intercomparison studies have been carried out in idealized situations in which environmental and experimental variability is reduced to focus on one specific aspect of the problem. For example, Hooker and Maritorena 16 compared a variety of simultaneously deployed, identical profiling instruments and found agreement to within 3% for water-leaving radiance signals. They also found, however, that submerged incident irradiance detectors produce the lowest-quality results with simultaneous determinations varying by greater than 8%. In contrast to many past studies, we present this research as an operational intercomparison of radiometric determinations as we did not control any environmental conditions or eliminate data based on field conditions. This intercomparison consists of one year of radiometric data routinely collected as part of a time-series program allowing us to provide realistic uncertainty bounds.
Methods

A. Experimental Framework
The primary goal of the Plumes and Blooms ocean color observational program is to assess the spatial and temporal structure of sediment plumes and phytoplankton blooms in the Santa Barbara Channel. An important requirement is the accurate estimation of R rs ͑0 ϩ , ͒ in conjunction with a host of in situ water column properties. Twice monthly, seven station transect cruises across the Santa Barbara Channel from Goleta Point to Carrington Point off Santa Rosa Island are conducted onboard the R. V. Ballena. This cross-channel transect permits the sampling of a wide range of oceanic conditions with chlorophyll concentrations ranging from 0.05 to 7.0 mg͞m 3 and total suspended sediments ranging from 0.0 to 3.4 mg͞l. This dynamic region is characterized by intense phytoplankton blooms, sediment plumes, and other episodic conditions such as brown tides, oil seeps, and organic and inorganic runoff from land. At each station, the Plumes and Blooms program routinely makes three independent estimates of R rs ͑0 ϩ , ͒. For this comparison study we used 84 stations taken under standard operational conditions from April 1997 to April 1998. Stations are limited to those at which all three optical instruments were deployed and operated simultaneously.
In addition to the optical sampling, a complementary data set is collected at each station. This data set includes conductivity-temperature and depth profiles; particulate absorption by the filter pad method; colored dissolved organic absorption spectra; and concentrations of inorganic nutrients, phytoplankton pigments, total suspended materials, and biogenic and lithogenic particulate silica. We collected, stored, and analyzed all samples using existing techniques recommended by the U.S. Joint Global Ocean Flux Study and SeaWiFS programs. 4, 17 
B. Above-Water Reflectance Determinations
Optical instrumentation includes high spectral resolution determinations of above-water radiance by use of an Analytical Spectral Devices ͑ASD͒ ͑Boulder, Colo.͒ 512-channel, fiber-optic, Dual FieldSpec spectrometer. We used the spectrometer to sample radiance by using an 8°field-of-view foreoptic and to sample irradiance by using a cosine collector. The ASD spectrometer was used to determine R rs ͑0 ϩ , ͒ following the SeaWiFS ocean optics protocols ͓Eq. ͑2͔͒. Thus, at each station, five replicate spectra of the sea surface, the sky radiance that would be reflected into the sea surface measurement, and the radiance reflected from a Spectralon plaque with a nominal reflectance of 98% were taken. Each spectrum represents an average of five scans and was sampled 90°azimuthally from the Sun and at a zenith viewing angle of 45°.
The ASD spectrometer cosine collector estimates of
ϩ , ͒ were only in moderate agreement with the plaque-based determinations with differences ranging up to 10%. Meywerk and Ramanathan 18 found errors of Ϯ15% in the ASD spectrometer cosine collector and attributed this to a poor cosine response. In light of this, only determinations of E d ͑0 ϩ , ͒ based on the calibrated reflectance plaque are utilized. The ASD spectrometer was calibrated once every two months at the University of California, Santa Barbara, Ocean Optics calibration lab. 11 The calibration coefficients were constant to within 2% over this period, which is only slightly greater than the precision for standard calibration lamps. 10, 11 The reflectance plaque was also calibrated on a regular basis throughout the study period. Although radiometric calibration uncertainties do affect the ASD spectrometer irradiance and radiance estimates, the abovewater R rs ͑0 ϩ , ͒ method based on Eq. ͑2͒ can be applied without a detailed calibration as long as the radiance detector response is linear.
C. Profiling Reflectance Radiometer Determinations
Vertical profiles of spectral downwelling irradiance and upwelling radiance, as well as the time course of incident irradiance, were determined by use of a Biospherical Instruments ͑San Diego, Calif.͒ profiling reflectance radiometer ͑PRR͒ deployed in a free-fall mode. 19 The PRR has six channels of both upwelling radiance and downwelling irradiance ͑412, 443, 490, 510, 555, and 656 nm͒, a sampling rate of approximately 2 Hz, and an approximate bandwidth of 10 nm. The PRR was deployed in a free-fall manner enabling it to profile several tens of meters from the ship minimizing the effects of ship shadow and instrument tilt. 19 A deck cell radiometer positioned on the stern of the ship, free from ship superstructure shadows or glint, simultaneously sampled six visible channels.
The PRR calibrations were stable to within 1% over the study period, and the immersion coefficients used were reconfirmed. 20 The data from the PRR were processed with standard procedures 21 except that the depth difference of 40 cm between the E d ͑z, ͒ and L u ͑z, ͒ sensors was accounted for in the extrapolation procedure. We determined estimates of R rs ͑0 ϩ , ͒ by extrapolating the E d ͑z, ͒ and L u ͑z, ͒ profiles using a least-squares fit to an exponential function of the data from the top 10 m for all blue and green channels and the top 7 m for the red channel. Also, simultaneous averages of E d ͑0 ϩ , ͒ from the deck cell radiometer were calculated.
D. Tethered Spectral Radiometer Buoy Determinations
A Satlantic ͑Halifax, Nova Scotia͒ Tethered Spectral Radiometer Buoy ͑TSRB͒ was also deployed to determine incident irradiance and upwelled radiance at a depth of 45 cm. The TSRB floats at the sea surface at a distance of approximately 40 m from the stern of the ship. The TSRB E d ͑͒ sensor samples three channels ͑412, 490, and 656 nm͒ and its L u ͑͒ sensor samples seven channels ͑412, 443, 490, 510, 555, 665, and 683 nm͒, all with spectral bandwidths of approximately 20 nm. The L u ͑͒ sensor is suspended 45 cm below the surface, and these data were either left as sampled or extrapolated to the surface for comparison purposes. To keep the determinations independent, rather than use attenuation coefficients from the PRR, we performed extrapolation by using estimates of vertical attenuation rates determined from the L w ͑443͒͞L w ͑550͒ ratio and the Austin and Petzold 22 algorithm.
The TSRB calibration proved to be less stable than the other instruments as calibration coefficients changed by as much as 4% with no real trend. Average calibration constants for the study period were applied.
E. Intercomparison Framework
To ensure that the intercomparison highlights instrumental and environmental factors, the same analysis assumptions were used whenever possible. All radiometric measurements were taken with the ship oriented to minimize ship shadow. 19 Data were matched temporally to minimize the influence of changing sky conditions. Both the PRR and the TSRB measurements of L u ͑0 Ϫ , ͒ were propagated through the air-sea interface assuming a calm surface, near-zenith Sun, nadir-viewing instrument, an index of refraction of 1.34, and an average radiance transmission of 98%, which translates to the standard 0.544 factor. 23 Estimates of E d ͑0 Ϫ , ͒ were propagated through the air-sea interface assuming a 96% surface transmission. 24 This use of fixed transmission coefficients introduces uncertainty which is discussed in Subsection 4.A.
For the intercomparison, PRR deck cell measure-
, ͒ estimates were taken as standards. These were chosen because the vertical profiling method is widely accepted and this pair avoids issues associated with the application of immersion coefficients and noise in extrapolation of the E d ͑z, ͒ signal to the surface. In addition, the PRR calibration record is stable to within 1%. This analysis results in several independent radiometric pairs for this present intercomparison study ͑Table 1͒.
F. Sampling and Analysis Issues
Results from the different deployment methodologies can be affected by a variety of sampling and analysis issues. For example, above-water determinations of L u ͑0 ϩ , ͒ and R rs ͑0 ϩ , ͒ are sensitive to the proper removal of reflected sky radiance and the wavelength used to remove residual signal. The bidirectional reflectance distribution of the water-leaving radiance can also affect above-water measurements. 25 Inwater determinations of R rs ͑0 ϩ , ͒ are potentially influenced by extrapolation procedures, propagation across the sea surface, self-shading, and absolute calibration uncertainties. Tethered buoy measurements are influenced by many of the same issues as those from in-water profilers.
Each potential source of uncertainty will manifest itself differently in a statistical analysis of the data. Consistent occurrences, such as absolute calibration errors, will appear as consistent mean normalized biases and linear regression slopes differing from one. Random occurrences, such as sea surface glints, will appear as random noise that may be quantified through use of r 2 values from linear regression and rms statistics. Errors that are due to random processes are the most difficult to detect as they tend to 
For intercomparison purposes, the TSRB radiance determinations are also propagated across the air-sea interface without an initial extrapolation to the surface.
blend into the variability associated with measuring radiometric quantities in the field. Examining these statistics helps to differentiate the sources of uncertainty.
Intercomparison Results
A. Intercomparison of
Estimates of downwelling irradiance are consistent among instruments with normalized rms errors typically less than 15% and mean normalized biases exceeding Ϯ8% only once ͑Table 2͒. The ASD spectrometer plaque-based E d ͑0 ϩ , ͒ estimates have mean normalized biases within Ϯ3.5% and normalized rms errors of the order of 10%. Slopes derived from the linear regression of the ASD spectrometer plaque-based E d ͑0 ϩ , ͒ determinations versus the PRR standard were not significantly different from one at the 95% confidence level, suggesting that the scatter is a result of natural variability inherent in field measurements. Some of the deviation between the ASD spectrometer and the PRR irradiance estimates may be due to imperfect matching of the respective sampling periods. The PRR deck cell estimate of E d ͑0 ϩ , ͒ is an average of 10 -20 s when the profiler is near the surface, whereas the ASD spectrometer estimate is an average of five spectral scans comprising approximately 2 s each. Hence platform motion and other short time-scale phenomena are likely to introduce random uncertainty. The reflectance plaque is not considered a source of uncertainty. Detailed calibration efforts have confirmed its reflectance properties and lack of wavelength dependence.
The PRR in-water determinations of E d ͑0 ϩ , ͒ were fairly noisy with normalized rms errors ranging from 12 to 17% presumably because of the extrapolation to the sea surface and the natural variability associated with surface wave focusing and glinting. 12 The mean normalized biases were approximately Ϫ6%. Linear regression versus the PRR deck cell estimates yielded slopes ranging from 0.88 to 1.02, with some wavelengths significantly different from one at the 95% confidence level. The squared correlation coefficients were low ͑Յ0.87͒, reflecting the large amount of noise in the in-water E d ͑0 Ϫ , ͒ data set. The airsea interface transmission factor applied should vary as a function of cloud amount and type, wind speed, and surface roughness. 26 Here we assumed that the transmission factor was constant ͑0.96͒. Unfortunately, the large degree of noise makes it impossible to make concrete statements concerning the air-sea transmission factor. The calibration coefficients and immersion coefficients were stable during this study period to within Ϯ2%. Thus it appears that the observed noise levels are a result of the extrapolation of the downwelling irradiance profile to the sea surface or issues with simultaneously determining E d ͑0 ϩ , ͒ over short time scales with different instruments. A variety of sampling and geophysical processes contribute to the quasi-random noise near the sea surface complicating extrapolation. 12, 16, 27, 28 The TSRB E d ͑0 ϩ , ͒ estimates agree well with the PRR estimates for the two blue channels but deviate significantly for the red channel. Large wavelength differences were not observed with the other radiometric detectors and may be related to the fact that each TSRB detector has an individual cosine collector whereas the PRR has one large diffuser. In addition, the TSRB is subject to wave motions that differ from the PRR.
The water-leaving radiance estimates from the ASD spectrometer were extremely variable and strongly biased when compared with those derived from the PRR. Mean normalized biases were greater than 30% and normalized rms errors were in excess of 80% ͑Table 3͒. Linear regression between the two yielded extremely high slopes and insignificant r 2 values. The red channel is omitted from this and further discussions because of its low signal strength and much larger uncertainty levels. The observed errors between the ASD spectrometer and PRR determinations are much larger than potential errors because of the bidirectional structure of the water-leaving radiance. Morel and Gentili 25 estimated the potential variation in water-leaving radiance with geometric configuration as a function of chlorophyll concentration. Application of their correction methods leads to a reduction in waterleaving radiance of the order of 5% for typical solar geometries and chlorophyll concentrations. Although this effect may contribute to the overestimation of water-leaving radiance, it is clearly not responsible for the observed biases.
Self-shading of the PRR in-water sensor also will not provide a large source of uncertainty. Gordon and Ding 29 parameterized the error that was due to self-shading as the product of the absorption coefficient and the instrument radius ͑aR͒. Mean absorption coefficients for this study period ranged from 0.19 m Ϫ1 for the green channels to 0.11 m Ϫ1 for the blue channels. The radius of the PRR and its flotation collar is 9 cm, leading to aR values ranging from 0.017 to 0.010. Gordon and Ding 29 showed that, for a solar zenith angle of 30°, self-shading errors in L u ͑0 ϩ , ͒ would be of the order of 10% for values of aR of 0.024. Hence instrument self-shading will result in an uncertainty of approximately 4 -7% and will not be a major issue for the blue and green wavelengths.
The upwelling radiance comparisons between the PRR and the two estimates from the TSRB indicate that extrapolation to the sea surface is important even over distances as small as 45 cm ͑Table 3͒. The extrapolation procedure reduces bias and rms errors by approximately 4%. After extrapolation, the mean normalized biases are of the order of 5-10% and the normalized rms errors range from 8 to 15%. In the coastal environment of this study, the 45 cm separating the radiance detector from the sea surface must be taken into account when estimating waterleaving radiance.
There is an overall rms uncertainty in R rs ͑0 ϩ , ͒ of 17-45% for above-water determinations and 12-24% for in-water determinations ͑Table 4͒. Comparison of the PRR in-water and deck cell R rs ͑0 ϩ , ͒ determinations results in normalized rms errors of 14 -23%. Because both estimates use the same upwelling radiance signal, the error is due entirely to differences in downwelling irradiance estimates ͑Table 2͒. The extrapolated TSRB R rs ͑0 ϩ , ͒ estimates have normalized rms errors ranging from 12 to 16% with slightly negative mean normalized biases as a result of the slight underestimation of upwelling radiance.
In particular, the comparison between the ASD spectrometer and the PRR R rs ͑0 ϩ , ͒ determinations is poor. The expression for R rs ͑0 ϩ , ͒ from abovewater determinations can be expressed as
where all the parameters are the same as in Eq. ͑2͒. In addition to the raw measurements, the procedure for calculating R rs ͑0 ϩ , ͒ has two potential sources of error-the reflected sky radiance removal and the residual term.
The first step involved in calculating water-leaving radiance is to subtract the reflected sky radiance based on the assumption of a flat sea surface. If the Fresnel reflectance differs from that of a flat surface or the measured sky radiance is of a different magnitude or spectral shape from that which actually reflected into the sensor, error will be introduced. Second, the final spectrum is offset by the magnitude of the signal remaining at 750 nm to remove remaining sky radiance that is due to wave facet reflection. This correction assumes that residual sky radiance is white in spectral shape. If the reflected sky radiance does have a spectral shape, then the offset correction will simply contaminate the final ϩ , ͒ is white for the most part ͓Fig. 1͑a͔͒ and the offset correction procedure is valid. However, on clear days the sky reflectance ratio is blue ͓Fig. 1͑b͔͒ and the 750-nm offset correction underestimates the amount of sky radiance that must be removed for shorter wavelengths. Proportionally more residual radiance will remain in the corrected L ocean ͑͒ signal as the wavelength decreases. Both the mean normalized bias and the rms errors for the ASD spectrometer above-water estimates decrease with increasing wavelength, suggesting the improper removal of reflected sky radiance ͑Table 4͒. Further complicating this, determinations of R rs ͑0 ϩ , ͒ in many coastal environments will often be nonzero at 750 nm because of backscattering that is associated with high suspended particulate loads. 30 There is not a consensus on the proper wavelength for this offset as 670, 765, 865, and 1012 nm have all been suggested. 13 Hence the 750-nm offset convolves an erroneous assumption of optical blackness in the near-infrared spectral region with residual sky radiance.
Environmental Conditions
The remote-sensing reflectance determinations are compared under different environmental conditions as a first step toward assessing the sources of uncertainty in the above-water estimates. Estimates of R rs ͑0 ϩ , 490͒ are partitioned by chlorophyll concentration, solar zenith angle, cloud conditions, and windspeed conditions ͑Table 5͒. Higher rms errors under elevated chlorophyll conditions for the TSRB and PRR comparisons suggest the importance of accurately extrapolating subsurface signals to the surface as the concentrations of optically active constituents increase. In addition, the mean normalized bias and rms differences between the PRR in-water and the ͒. The ratios are separated into diffuse days characterized by greater than or equal to 7 okta cloud coverage with the remaining days designated as clear. ͑a͒ The sky radiance reflectance ratios for diffuse cases are generally spectrally white. The cases that deviate from this have only 7 okta coverage where a clear portion of the sky might have been sampled. ͑b͒ The same ratios are clearly not spectrally flat for clear-sky conditions. above-water estimates also vary with cloud conditions, indicating that wave focusing may be more extreme in clear-sky cases. 27, 28 Wind speed and sky state dominate as the major sources of variability between the above-water and in-water R rs ͑0 ϩ , 490͒ determinations because of insufficient removal of reflected sky radiance as the surface roughness increases. 15, 31, 32 Above-water R rs ͑0 ϩ , ͒ observations are consistently greater than the PRR estimates when wind speeds exceed 5 m͞s ͓Fig. 2͑a͔͒. As described above, the 750-nm offset removal is convolved with any improper sky radiance removal. It is clear that without the application of the offset, ASD spectrometer reflectance estimates for wind speeds greater than 5 m͞s are strongly overestimated ͓Fig. 2͑b͔͒. Wind-speed-induced deviations are not observed in either the TSRB or the in-water PRR comparisons. Sky state also plays a major role in that the nonoffset above-water R rs ͑0 ϩ , ͒ estimates show the least amount of uncertainty under diffuse skies ͑Table 5͒. The observations deviate under broken clouds or haze because of rapidly changing sky conditions and possess the largest variations under clear-sky conditions when solar glinting is the most extreme.
We focus on the above-water determinations of R rs ͑0 ϩ , ͒ to highlight the processes that uniquely affect these measurements. If the large rms errors in the above-water measurements are in fact the result of residual reflected sky radiance caused by high wind speeds, one would expect the above-water ASD spectrometer and in-water PRR R rs ͑0 ϩ , ͒ error statistics to increase with decreasing wavelength. This effect is clearly observed in the mean normalized biases and normalized rms errors under high wind conditions ͑Table 6͒. A similar trend is found when the offset is not removed. This wavelength dependence is not observed in either the in-water PRR or the TSRB R rs ͑0 ϩ , ͒ comparisons. Hence the positive deviations associated with the above-water determinations are consistent with residual reflected sky radiance contaminating the ASD spectrometer R rs ͑0 ϩ , ͒ estimates.
Modeled Wind-Speed Effects
The SeaWiFS sky radiance correction procedure ͓Eq. ͑2͔͒ assumes a flat sea surface enabling the Fresnel reflectance ͓͔͑͒ to be prescribed by viewing geometry alone. However, the real ocean surface is not Not offset indicates that the final ASD spectrum was not offset by the magnitude of the signal remaining at 750 nm to remove residual sky radiance.
flat, and the instantaneous reflectance will be comprised of a mean, flat surface value ͑ 0 ͒, and a perturbation Ј͓͑t͔͒, or
where 0 is a function of the viewing geometry and ͑t͒ is a function of the wavy sea surface. The reflected downwelling sky radiance also varies about its specular reflectance point as changes in surface roughness effectively alter the viewing geometry. Hence the sampled reflected sky radiance ͓͗͑t͔͒L sky ͓, ͑t͔͒͘, where ͗ ͘ denotes an average over many observations, is comprised of the instantaneous reflectance ͓͑t͔͒ ͓Eq. ͑4͔͒ and that portion of the sky sampled by the wavy sea surface. In effect, surface waves will act to increase the solid angle of sky sampled beyond the single ray reflected from a flat sea surface. 23, 32 If there are significant angular gradients in the sky radiance distribution, the value of ͓͗͑t͔͒L sky ͓, ͑t͔͒͘ may differ significantly from the flat ocean case ͑ 0 ͒ L sky ͑, 0 ͒.
To gain an understanding of how sea surface dynamics influence downwelling radiance reflected into a stationary foreoptic, we developed a simple radiative transfer model for a rough sea surface. We assume that the sea surface can be modeled to first order with single scattering by capillary waves given that neglecting multiple scattering represents an error of less than 10% in the irradiance reflectance determinations. 33, 34 The present demonstration is obviously an oversimplification of the processes occurring at the air-water boundary because multiple scattering as well as gravity waves and whitecaps are not included, but it does highlight important considerations for above-water measurements of R rs ͑0 ϩ , ͒. We modeled the sea surface using the wave-slope wind-speed relationships of Cox and Munk. 36 Wave slopes are normally distributed and wind direction is randomized. As is the case for the field observations, the viewing geometry is set at a zenith angle of 45°and an azimuth angle of 90°from the Sun. Five thousand rays are used for each calculation, and the fate of all reflected rays is traced. The final locations of these reflected rays comprise an ensemble of locations of the sky from which reflected sky radiance is collected. At low wind speeds, most of the reflected rays are found at the specular point ͓Fig. 3͑a͔͒. For higher wind speeds, the reflected rays are collected from a dramatically larger region of the sky ͓Fig. 3͑b͔͒. If the region of sky sampled is characterized by a larger average radiance, more sky radiance will be collected than is predicted by reflectance from a flat surface alone.
A discrete ordinates model of clear and cloudy sky atmospheres is used to model the downwelling radiance distribution at 490 nm. 35 We simulated clearsky conditions assuming a maritime atmosphere with a visibility of 30 km and solar zenith angles of 0°, 30°, and 60°. For cloudy sky conditions, a single plane-parallel layer is used that is characteristics of those found in the Southern California region. 37 The clear-sky downwelling radiance distribution is characterized by a concentrated cone of high radiance surrounding the Sun while the remainder of the sky is relatively dark ͓Fig. 4͑a͔͒. The cloudy sky radiance has no obvious azimuthal directionality and decreases as the horizon is approached ͓Fig. 4͑b͔͒. Estimates of sky radiance for the flat sea surface specular point are much greater for the cloudy sky case ͑ϳ200 versus 75 W m Ϫ2 m Ϫ1 sr Ϫ1 for Sun ϭ 30°͒. There are also large angular changes in the clear-sky radiance distribution, especially about the specular reflectance point.
Coupled together, estimates of ͓͗͑t͔͒L sky ͓, ͑t͔͒͘ can be made and compared with the flat ocean case ͑ 0 ͒ L sky ͑, 0 ͒. The normalized deviation between these quantities is an efficient way to quantify the effects of a rough sea surface ͑Fig. 5͒. For clear-sky conditions and wind speeds of 10 m͞s, the normalized deviation between the two estimates of reflected sky radiance is nearly 35% at zenith angles of 0°and 60°a nd 25% for a zenith angle of 30°. These estimates differ as a result of angular gradients in sky radiance distribution. At wind speeds of 20 m͞s, the normalized deviation can be as large as 60%. Even for wind speeds as small as 5 m͞s, the magnitude of reflected sky radiance is approximately 15% for clear-sky conditions ͑Fig. 5͒. The impact is much less severe under diffuse sky conditions. It is typically less than 10%, suggesting that the assumption of specular reflection may be adequate.
Two primary factors contribute to the modeled deviations between ͓͗͑t͔͒L sky ͓, ͑t͔͒͘ and ͑ 0 ͒ L sky ͑, 0 ͒ and their dependence on sea state: ͑1͒ a net increase in the mean reflectivity ͓͗͑t͔͒͘ and ͑2͒ the sampling of a larger region of a nonuniform sky. As wind speed and thus capillary sea slopes increase, the relative viewing zenith angle is spread over a large range. The Fresnel reflectance is approximately uniform for zenith angles from 0 to approximately 50°b ut increases dramatically for zenith angles greater then 50°. 34 Hence the average reflectance ͓͗͑t͔͒͘ increases with surface roughness. The region of sky sampled by the stationary foreoptic also increases with rougher sea states. If the sky radiance were uniform this would have no effect on the estimation of reflected sky radiance. However, for clear skies, the sky radiance distribution is not uniform ͓Fig. 4͑a͔͒ and its variations appear to be the dominant factor ͑Fig. 5͒. Changes resulting from the increase in the solid angle of sky radiance that was sampled overshadow those changes that are due to mean reflectivity. For cloudy sky cases, because of the azimuthal uniformity in the sky radiance distribution, the deviations are driven almost entirely by changes in mean reflectivity. 
Merging Different Reflectance Data Sets
Although we have shown that there are a variety of environmental factors that contribute to the high levels of uncertainty in above-water measurements, it is crucial to explore new analysis procedures. Abovewater determinations are extremely valuable because they do not involve use of transmission coefficients, have high spectral resolution, and, most importantly, they most closely resemble what satellite sensors measure. To correct for the effects of a rough sea surface on above-water R rs ͑0 ϩ , ͒ determinations, the ASD spectrometer and the PRR data sets are merged to provide a set of sky radiance correction parameters as diagnostic tools for assessing sources of uncertainty. For the above-water ASD spectrometer measurements, this merging procedure allows for the optimal removal of a variable amount of reflected sky radiance without imposing a constraint by normalizing at 750 nm:
Furthermore, it does not require a priori assumptions concerning the inherent optical properties such as the spectral shapes of absorption 38 or backscattering. 31 A sky radiance reflectance factor c 1 of 1 indicates that the Fresnel factor based on the flat sea surface and viewing geometry is correct and that the magnitude of reflected sky radiance matches that which was measured. The offset term c 2 provides an optimal normalization. We merged the PRR and ASD spectrometer R rs ͑0 ϩ , ͒ determinations to derive c 1 and c 2 for each observation pair by using a least-squares method that minimizes the sum of squared errors for the difference in reflectances. Determinations of E d ͑0 ϩ , ͒ from the PRR deck cell are used in the data merging to isolate effects that are due to the reflected sky radiance alone.
Simple inspection of the ASD spectrometer R rs ͑0 ϩ , ͒ processed with the SeaWiFS protocols versus those processed with the data merging procedure illustrates several important issues ͑Fig. 6͒. The merged R rs ͑0 ϩ , ͒ spectra show the expected effects of high particulate backscattering with nonzero values in the red and near-infrared wavelengths. The nearinfrared normalization artificially reduces variance and biases R rs ͑0 ϩ , ͒ determinations in this part of the spectra. In the blue region, both under compensation and overcompensation of the reflected sky radiance are observed as the merged R rs ͑0 ϩ , ͒ spectra contain much less variance in the 350 -500-nm range ͑Fig. 6͒. When the above-water estimates are fit to the in-water estimates, the steep spectral slopes in the 350 -450-nm range disappear, demonstrating the lingering reflected sky radiance in the SeaWiFS protocol-processed R rs ͑0 ϩ , ͒ spectra. The correction factors c 1 and c 2 are not well correlated with environmental factors except for wind speed. For low wind speeds, regardless of sky conditions, the mean reflectance factor c 1 is roughly constant with relatively small deviations indicating that a flat surface Fresnel factor is appropriate ͑Table 7͒. For high wind speeds, mean reflectance factors c 1 increase from average values of 1.04 for cloudy skies, ͒ spectra processed with ͑a͒ the SeaWiFS protocols and ͑b͒ the presented data merging procedure. . Hence the superposition of gravity wave slopes adds even more variance to estimates of reflected sky radiance which increases with wind speed. The offset factors c 2 do not significantly correlate with in situ parameters, indicating that this correction parameter reflects imperfections in the model, differences in near-infrared water-leaving radiance, poor sampling of gravity waves, and other sources of noise. All in all, the observed patterns of variability clearly point to wind speed as a major source of contamination in above-water R rs ͑0 ϩ , ͒ determinations. A measure of success of the merging correction procedure can also be derived from a marked improvement in the predictive capability of R rs ͑0 ϩ , ͒ determinations to explain concentrations of optically active constituents in the water column. Correlation coefficients were determined between observed water column constituents and above-water R rs ͑0 ϩ , ͒ with the SeaWiFS protocols applied and with the present merging method ͑Table 8͒. When the SeaWiFS protocols were applied, values of the correlation coefficients were extremely low and did not make physical sense. As an example, a negative correlation between phytoplankton absorption, a ph ͑443͒, and R rs ͑0 ϩ , 443͒ is expected as R rs ͑0 ϩ , ͒ Ϸ f ͓b b ͑͒͞ a͔͑͒. 7 There is virtually no correlation with a ph ͑443͒ when the SeaWiFS protocols are applied, but this correlation becomes significant and negative when the merging methodology is utilized ͑Table 8͒. In this coastal system, lithogenic silica should be an excellent proxy for the amount of particulate backscattering in the water column and hence should be positively related to values of R rs ͑0 ϩ , ͒. Correlations between lithogenic silica concentrations and R rs ͑0 ϩ , ͒ become significant and positive, especially for the green wave bands, when the merging method is applied. This improvement is mirrored across many discrete water samples and the remaining wavelengths. 39 
Conclusion
This comparison of the routine deployment of three ocean color optical instruments has isolated several of the complex issues that need to be taken into account when remote-sensing reflectance determinations are made in the coastal ocean. Downwelling irradiance determinations are characterized by rms errors as large as 20% with extrapolation to the sea surface, appearing to be the primary source of noise. Upwelling radiance determinations are characterized by rms errors of 8 -18% for in-water instruments and as large as 90% for above-water measurements with the SeaWiFS protocols applied. These comparisons confirm the importance of natural variability and extrapolation to subsurface values in turbid coastal environments. The remote-sensing reflectance determinations are typically characterized by rms errors of the order of 12-24% for in-water instruments and as large as 45% for above-water determinations. It is clear from this radiometric intercomparison that the level of uncertainty for above-water remote-sensing reflectance determinations is significantly greater than the 5% specified by the SeaWiFS project. 3 An accounting of the uncertainty in R rs ͑0 ϩ , ͒ determinations must be considered before above-water measurements can be used for ocean color algorithm development and satellite validation efforts.
The above-water estimates of L u ͑0 ϩ , ͒ and R rs ͑0 ϩ , ͒ are problematic because of poor removal of reflected sky radiance under the existing procedures. The normalization of R rs ͑0 ϩ , ͒ by the value at 750 nm also contributes to erroneous reflectance determinations. The large bias and rms errors associated with above-water measurements are controlled to first order by wind speed and sky conditions. The effect of wind speed was verified with a simplified model of downwelling radiance reflected from a rough sea surface. Model results indicate that on clear, windy days the amount of sky radiance reflected off the sea surface into a stationary instrument can be in error by as much as 60%. A data merging procedure was used to couple above-water measurements with profiler determinations to produce sky radiance correction parameters that are consistent with modeling results. These results clearly indicate that even under moderate sea-state conditions it is unwise to make above-water ocean color measurements without redundant in situ measurements for verification. The sea-state effects were not as dramatic for cloudy sky days but the irony is that the SeaWiFS protocols seem to be the most effective on cloudy days.
