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The radio spectrum is becoming increasingly crowded. Researchers are putting efforts
into finding ways to increase spectrum utilization. The National Science Foundation
(NSF) is funding research to study various methods to improve utilization of the spec-
trum and reduce the influence of interference. In the Radar & Microwaves Laboratory
at Embry-Riddle, research is being conducted for the applications of passive radar
and radio astronomy. As interference is a major threat to both of these applications,
interference mitigation is a requirement. More commonly, antenna arrays are used
for research in both applications as they can improve performance and reduce cost.
The focus of this thesis is the development of a prototype testbed for real-time
experimental studies of time-modulated arrays (TMAs). The design includes in-lab
development of antenna elements, systems development of the heterodyne receiver
architecture, and development of firmware and software for receiving and analyzing
RF signals. The TMA antennas and radios are designed to operate at about 2.3
GHz. This targets passive radar using XM Radio as the transmitter of opportu-
ii
nity. The prototype testbed is designed to show the capabilities of multibeaming and
interference supression using time-modulated arrays.
To verify the performance of the system, each subsystem underwent specific test-
ing. Once all subsystems are verified, the entire system underwent various experi-
ments to show the capabilities. These experiments included bench-top receiver verifi-
cation, Vector Network Analyzer (VNA) verification of array elements, and over the
air experimentation to show the harmonics of element switching during operation. In
addition to the hardware, simulations show the effects that design has on the system.
The simulations explore the effects of time-modulation and optimization of element
weights. A new method of optimization was experimented with. The method is an
iterative convex optimization process that begins with an ideal system with a known
solution. The problem is then morphed into the actual system, which has a more
complex solution, through an iterative process. At each step, the system is optimized
through the use of a hill climbing algorithm and the new values become the initial
values for the next step. This iterative process is used to improve the optimization
than applying a single hill climb optimization on the complex system with an un-
known solution. The simulations show that the element spacing is a major factor in
performance of the system.
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Chapter 1
Introduction
1.1 Summary
The focus of this thesis is the development of a time-modulated array testbed proto-
type for experimentation involving multibeam spectrometry, including research in di-
rect path interference for applications such as passive radar and radio astronomy. The
prototype testbed is an extension of previous research conducted within the Radar
& Microwaves Laboratory, including work done on passive bistatic radar, an S-Band
satellite radio receiver, field programmable gate arrays, and initial TMA beamforming
experiments. The testbed is designed to bring the previous works together into one
system, integrating parts of each and improving on others. The work includes design
of systems as well as integration of commercial off the shelf (COTS) components.
An 8x1 linear array, where there are eight analog channels feeding into one digital
channel, is demonstrated at the subsystem level, as well as at an end-to-end system
level. The end-to-end experiments demonstrate over the air receiving capabilities,
effective mixing down of the RF signals, and proper sampling with the analog to
digital converter. During the design and experimentation, flaws were identified and
documented so that future researchers could improve upon the system.
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1.2 Motivation
In a society with ever advancing wireless devices, the radio spectrum grows crowded
with potential interfering devices. The influx of transmitting devices poses a problem
for various systems. Work has been done to survey the spectrum in various locations
in multiple locations around the globe. The surveys indicate that over a two week
experimental period in three different cities (San Diego, CA, Los Angeles, CA, and
Denver, CO) in the United States, radar systems, in particular, significantly occupy
their allotted bands while also occupying adjacent bands [1]. In the Moroccan capital
of Rabat, over a 48-hour experimental period, it was found that the UHF and VHF
bands had less than 20% mean utilization, with the highest band utilization (300-750
MHz) being about 48% [2]. These studies indicate that the spectrum is being utilized
in a way that allows systems to extend their usage into other bands and that some
bands are barely being used, if at all.
In efforts to reduce the interference in the spectrum, research is being conducted
in areas such as radio astronomy [3], avionics [4], and cognitive radio [5] for improving
the utilization of the radio spectrum. To deal with interference, such as radar systems
that occupy adjacent bands, various means of interference management are being
examined, including sidelobe canceling algorithms using beamforming. The National
Science Foundation (NSF) is funding a campaign called Enhancing Access to the
Radio Spectrum, or EARS, in order to advance spectrum utilization of the network
(e.g. cognitive radio) and protect passive sensing services (e.g. radio astronomy) [6]
[7] [8].
Radio astronomy and passive radar are two applications in which spectrum inter-
ference, including multipath and direct signal interference, poses a problem [9] [10]. In
modern times, these applications utilize antenna arrays to improve performance and
reduce cost [11] [12]. In [12], beam-steering and null-forming are utilized to estimate
the direction of arrival, DOA, as well as improving signal-to-interference noise ratio,
2
SINR. It is also discussed that in the future, the researches in [12] desire to expand
the array beyond their linear six element array with six digitalization channels by
including more elements without introducing more digitalization channels.
1.3 Report Contents
In the pages following, the testbed system developed during this thesis will be dis-
cussed. Background and theory will be provided on time-modulated arrays, passive
radar, and satellite radio. The previous work that forms the basis for this work will be
discussed, including a passive bistatic radar system, an integrated circuit S-band re-
ceiver, a exploration of field programmable gate arrays, and an initial time-modulated
array design. At that point, the system architecture of the testbed system will be
introduced. Then the subsystems, the antenna elements, the switch module, the re-
ceiver, and the firmware, will be discussed. Each subsystem section will explore the
motivation for that system, the designs and experiments, and the lessons learned.
Two over the air experiments are presented that demonstrate the capabilities of the
system. The first experiment introduced in a bench top experiment that demonstrates
the capabilities of receiving a 2.3 GHz signal, mixing it down, and recording using
the field programmable gate array system. The second experiment utilized a vec-
tor network analyzer to measure the array factor of the testbed array and the beam
patterns of the elements, followed by demonstrating the switch modulation included
within the system. Finally, two simulations will be discussed, a time-modulated array
simulation and an element weight optimization simulation. They each demonstrate
the importance of element spacing within array.
3
Chapter 2
Background and Theory
The prototype testbed later discussed was built through a foundation of theory and
previous work. The testbed directly builds on the theory of time-modulated arrays
and their applications. Passive radar is an application that the testbed is being built
for, as such, the theory must be understood so that the testbed may be utilized
fully. In the terms of passive radar, satellite radio is targeted as the transmitter of
opportunity, and, therefore, needs to be understood. The testbed is built from the
work previous conducted within the Radar & Microwaves Laboratory. This includes
work with passive bistatic radar, work on S-Band IC receivers, work with FPGA
systems designed for radio astronomy, and time-modulated arrays.
2.1 Time-Modulated Arrays
Timed arrays are the time-domain equivalent of phased arrays where the elements
are excited by pulsed signals, rather than narrowband signals. Modulation of timed
arrays was first described by Shanks and Bickmore in [13] bringing around time-
modulated arrays. The TMA array pattern shape is obtained by imposing periodic
time sequences onto the weights of the array elements. The instantaneous array factor
(AF) of a TMA is typically described as a sum of its harmonic beams for wavelength
4
λ ; for example, in a linear array of N elements
AF (θ, t) =
∞∑
m=−∞
ej2pi
mt
T
N∑
n=1
Ane
j 2pi
λ
dn sin θ, (2.1)
where AF (θ, t) is the instantaneous AF in terms of the steering angle θ and time
t. The sum across m represents the composition of the harmonic beams for the
fundamental period T . The coefficients am,n are the effective element weights of the
harmonic beams found by the Fourier transform of each antenna’s time sequence.
The position of the element in the array is dn.
It was demonstrated in [14] the the time-average (m = 0) response of a TMA
could realize desirable patterns using only RF switches. The weight of each antenna
is determined by the RF switches states that excite, on, or not excite, off, each
antenna element. In the experiment, a Chebyshev response was realized. However,
with periodic switching of the elements, side band radiations arise. Typically, these
side bands are considered as power losses and should be avoided to improve the
system. In [15], the existence of side bands was extended to describe the potential of
utilizing the harmonic beams (m > 0) in multibeaming arrays, where the harmonic
radiation patterns are directed in different angles θ, and appear in received signals at
offset frequencies from the RF carrier.
2.2 Passive Radar
Primary radar systems, generally monostatic, are those that detect aircraft by trans-
mitting electromagnetic waves and receiving the reflections, shown in Figure 2.1.
These active radars, due to the path loss on transmission (illumination) and recep-
tion (echo), the sensitivity is limited by the inverse-fourth of the range (R−4). This
requires that the primary radar systems use higher power to observe aircraft at long
range.
5
Figure 2.1: Diagram of a monostatic primary (active) radar system
Alternatively to primary radar, bistatic radar uses separate transmit and receive
antennas separated by a significant distance. In this form, the transmitter is still
dependent on the system for power. To eliminate this dependency, bistatic radar
can be extended to passive radar. Passive radar utilizes transmitters of opportunity,
or uncooperative transmitters. These transmitters exist in the environment separate
from the radar system. They may be terrestrial or spaceborne and are generally
operated and maintained by external entities to the radar operators for their own
purpose, e.g. satellite radio and digital television. The passive system receives a
direct signal for reference, and an echo signal from the illuminated target, shown by
the diagram in Figure 2.2. By analyzing the time delay and frequency shift of the
reflected signal, the range and velocity of the target can be determined.
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Figure 2.2: Diagram of a bistatic passive radar system
A passive radar provides important advantages over active radar that increase its
potential usage. A passive radar does not broadcast its position and it can reduce
the costs of radar. This means that a passive radar can not be located by following
a transmitted signal, as is evident in active radar. Due to the unique bistatic geome-
try, there is a potential to overcome modern geometric stealth technologies that are
designed to reduce the radar cross section (RCS) of aircraft.
2.3 Satellite Radio
This work is designed for passive radar targeted at using satellite radio as the trans-
mitter of opportunity. Satellite radio is divided between Sirius Satellite Radio and
XM Satellite Radio. In order to ensure seamless and high quality broadcast coverage,
both systems are designed with multiple forms of transmission diversity. Originating
at the uplink center, the content feeds are sent to the two operational satellites on four
signals (TDMs). These signals are frequency converted and retransmitted to ground
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receivers. In the United States, satellite radio is located between 2320 MHz and 2345
MHz. Sirius Satellite Radio operates in the lower 12.5 MHz block, between 2320 MHz
to 2332.5 MHz, and XM occupies the upper 12.5 MHz block, between 2332.5 MHz
to 2345 MHz. The Sirius band is divided, almost equally, by three possible signals,
two satellite (TDM1 and TDM2) and one terrestrial repeater signal (COFDM). The
XM band is arranged in two ensembles. Each ensemble contains half the total system
capacity, two satellite TDMs and a terrestrial signal when available. Each satellite
transmits one TDM of each ensemble. These structures are depicted in Figure 2.3.
Figure 2.3: Signal structure for XM and Sirius Satellite Radio [16]
The original Sirius constellation consists of three satellites in a highly inclined,
elliptical geosynchronous orbits (HEO). Sirius has also added a geostationary (GEO)
satellite to the operational system. In contrast, the XM operational system consists
of two GEO satellites positioned over the eastern and western portions of the United
States. The XM satellites remained fixed above the Earth during orbit. The XM
satellites are positioned so that they provide service to the United States, Canada, and
some of Mexico. When discussing the feasibility of satellite radio as the transmitter
of opportunity for passive radar, it is important to note the coverage availability
and the robustness of the system. XM Satellite Radio, in particular, provides a
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robust service in the United States. There are difficulties in implementing the same
system architecture in greater Europe. This consideration needs to be understood
and acceptable for a passive radar system using satellite radio as a transmitter of
opportunity. For research purposes being conducted within the Radar & Microwaves
Laboratory at Embry-Riddle, XM Satellite Radio is an area of interest for passive
radar applications.
2.4 Previous Work
The work presented hereafter was conducted in conjunction with previous projects
developed in the Radar & Microwaves Laboratory at Embry-Riddle Aeronautical
University. The following works explore passive coherent location of aircraft using
XM Radio, an integrated circuit (IC) XM Radio receiver, and the use of custom
field-programmable gate array systems for passive radar signal processing.
2.4.1 SABER-TDA
The S-Band Array for Bistatic Electromagnetic Ranging (SABER) technology demon-
strator array (SABER-TDA) was developed to verify the efficacy of passive bistatic
radar that uses non-cooperating earth-orbiting spacecraft transmitters to detect air-
craft. SABER-TDA was designed to make use of geostationary XM Radio satellites
as illuminators. The system was comprised of commercial off the shelf (COTS) and
internally-fabricated hardware elements, as well as software elements. Figure 2.4
shows the hardware architecture of the SABER-TDA system. The two antennas used
were 1.2m offset-fed parabolic reflectors intended for K-band DBS television applica-
tions. The signals were fed through heterodyne receivers and into digitizers within
designated computer systems.
9
Figure 2.4: SABER-TDA system architecture [17]
Once within the computer system, the signals progress through a processing
pipeline that consisted of removing direct-path interference, range gating, correlation,
and echo identification. In order to increase integration times and improve sensitivity
over older systems, key signal processing algorithms were used to implement passive
coherent location (PCL). During experiments, SABER-TDA was required to be man-
ually targeted towards known aircraft. The experiments were set up to verify single
target detection of various sized aircraft. In one experiment, a target-of-opportunity
passed through a sidelobe of the system. This indicates the feasibility of detecting and
resolving multiple aircraft simultaneously using the techniques used with the SABER-
TDA. The SABER-TDA was not without room to improve. Within the data, artifacts
of clutter and self interference were detected. Plans to mitigate clutter and self in-
terference were identified, but not yet implemented in the work. The SABER-TDA
system provides evidence for the use of non-cooperating earth orbiting satellites for
passive bistatic radar. The authors of [17] suggest transitioning the SABER system
to a phased array in order to reduce survey time and negate the drawback of long
integration time required for the signal processing pipeline. The authors of [18] show
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that a large number of comparatively small antennas improves the survey speed and
the sensitivity of the system. Another concern for the authors of [17] is the cost of a
real-time SABER instrument. In response to the real-time concern, experimentation
with using field-programmable gate arrays has been explored.
2.4.2 MAX 2140 SDARS Receiver
In search of a compact, affordable receiver for XM Radio based passive radar, the
Radar & Microwaves Laboratory conducted research on the feasibility of an IC so-
lution. The MAX2140 is a Satellite Digital Audio Radio Service (SDARS) receiver
capable of handling a wide range of RF projects within the S-Band, including XM
Radio. The author of [19] characterized the MAX 2140 SDARS receiver in detail,
e.g. sensitivity, dynamic range, noise figure, and receiver frequency range. The pur-
pose of the tests was to determine if the IC would meet the needs of a passive radar
receiver. If it met the needs, it would have the potential to replace a typical hetero-
dyne receiver. As the goal is to implement an array of antennas for passive radar,
the reducing of hardware for an IC, compared to a traditional receiver, would sig-
nificantly reduce cost and physical size requirements for future implementation. A
traditional heterodyne receiver requires a low noise amplifier (LNA) at the front end,
various filters, various amplifiers, and local oscillators (LO) for mixing the RF signal
down to the desired baseband frequency. The MAX 2140 reduces user input to a
surface acoustic wave (SAW) filter at the intermediate frequency (IF) and an LNA at
the input. The experiments were designed to examine the phase locked loop (PLL)
function of the IC, its dynamic range, its RF bandwidth, its sensitivity, its automatic
gain control (AGC) function, its selectivity, its intermodulation distortion (IMD), its
noise contribution, and the protocol that dictates how commands are sent to the IC.
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MAX 2140 Attributes
Sensitivity -95 dBm
Dynamic Range Attenuation failed above 20 dB
Selectivity 55.2 dB attenuation on image frequency
Bandwidth 200 MHz
Automatic Gain Control Active between -35 dBm and -17 dBm
Noise Figure No attenuation and No amplification
⇒ 9.0 dB
2 dB attenuation and no amplification
⇒ 9.64 dB
20 dB attenuation and no amplification
⇒ 22.53 dB
Voltage Controlled Oscillator
(VCO)
1925 MHz to 2125 MHz
Table 2.1: Results of MAX 2140 SDARS receiver experiments [19]
The results of the experiments shown in Table 2.1 show the MAX 2140 meeting,
and in some situations exceeding, the data sheet values [19]. Through the experi-
ments, it was determined that the MAX 2140 is a very capable system that could
be useful for passive radar applications. The adaptability of the system allows it to
meet the requirements of different radar systems. The author of [19] recommended
using the MAX 2140 within the frequency range where the LO is strongest and most
stable. Another suggestion is to create a custom printed circuit board (PCB) to uti-
lize the IC in a radar system. Adjusting the SAW filter used could allow the MAX
2140 to handle signals much further into the S-band. Implementing these suggestions
and further experimenting may compose the receiver portion of passive radar system
using an antenna array, phased array or time-modulated array. The MAX 2140’s
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affordability and compactness would greatly benefit a large array system.
2.4.3 Field Programmable Gate Arrays for Passive Radar
With the desire to increase signal processing, the Radar & Microwaves Laboratory
began researching the feasibility of using field-programmable gate arrays (FPGA) for
signal processing. The Collaboration for Astronomy Signal Processing and Electron-
ics Research (CASPER), out of University of California, Berkeley, has developed the
Reconfigurable Open Architecture Computing Hardware (ROACH) system, a stan-
dalone FPGA processing board. In addition to the hardware, a software toolset for
Mathworks’ Simulink was developed. Within the Radar & Microwaves Laboratory,
research has been conducted to determine the feasibility of using ROACH systems for
real-time signal processing. The author of [20] commissioned the ROACH systems by
developing a guide for setting up the toolflow environment for developing firmware,
exploring the usage of the high speed analog to digital converters (ADC) and digital
to analog converters (DAC), developing firmware to test the ADCs and DACs func-
tionality, and developing a prototype digital mixer to be used in carrier recovery for
decoding DTV signals.
In the work, the process for installing the tools needed for development and how
to use them is covered. The toolset includes a suite of tools for Simulink designed
specifically for developing firmware for the ROACH systems. The project examined
the CASPER suite of blocks for Simulink, including a yellow block for a quad 8-bit
ADC, referred to as the quADC, a 5 gigasamples per second (GSPS) ADC block,
referred to as the ADC5g, and a DAC block. These blocks are used during the
firmware development in order to make use of the ROACH’s select daughter boards.
The experiments conducted revealed hardware flaws with the system. These flaws
included a resistor soldered in an incorrect location and a misplaced jumper that
determines how the clock is divided. The relevant work from this project was the
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classification and experimentation of the ROACH system and one of the two quADCs.
The goal of the experiment was to verify the capability of the quADC’s by developing
a firmware to sample an input at one of the parallel input streams and save the samples
to a Block Random Access Memory (BRAM) on the ROACH. The samples could
then be read out via a Python script. During this experiment, it was discovered that
interference was coupling to the internal clock line which caused a ”ghost clocking”
issue. This was resolved by using an external clock. The experiment used a 1 MHz
sinusoidal signal, with a 100 millivolt peak-to-peak (mVpp), as the input and a clock
signal of 100 MHz at a power level of 0 dBm. It was determined in the results
that each bit of the quADC corresponds to approximately 3 mV [20]. The author
described how the Simulink model for the firmware works, as well as providing the
model used for the experiment. This model would become the basis for later firmware
development.
2.4.4 Initial Array Design
Within the Radar & Microwave Laboratory, work has been done to build a time
modulated array to verify the work in [14]. In [21], the author developed a time
modulated array using microstrip patch antennas developed in Sonnet and milled on
the lab’s LPKF S103 circuit mill. The antennas were designed for 2.5 GHz, which
deviated from the 100 MHz used in [14]. This was in efforts to reduce the necessary
size of the antenna array. The switch design utilized PIN diodes in order to turn on, or
off, each antenna element. Sonnet simulations indicated that there was approximately
20 dB of isolation between the on and off states for the patch. It was discovered that
this corresponded to a voltage coefficient, or the antenna weight, of about 0.1 in the
off state instead of the ideal 0. This was caused by quarter wave sections with each
patch that were used to keep the RF signal from interfering wit the bias circuit. They
radiated more than anticipated. Each antenna, milled on their own separate panel,
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was testing using a vector network analyzer, or VNA, to measure the isolation of the
physical antennas. Each of the patches had isolation less than the simulated 20 dB.
Once tested, the antennas were mounted to a wooden board, Figure 2.5, separated
approximately 10 cm apart, or slightly less than a wavelength at 2.5 GHz.
Figure 2.5: Initial array design mounted to a wooden board before testing [21]
The experiment was conducted on the roof of the Lehman Engineering building at
Embry-Riddle Aeronautical University. The roof provided an open space in efforts to
minimize multipath. The array was mounted on an antenna rotator in one corner of
the roof and kept high so that it may overlook the roof wall. A transmitting antenna,
fed by a signal generator, was setup in an opposing corner such that there was open
space between the two. The utilization of the Lehman Engineering roof as a test
location was continued with the prototype testbed discussed later. The experiment
was conducted by stepping through the azimuth and elevation with the rotator in
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small angular steps. With each step, the received power at 2.5 GHz was recorded,
as well as at the first harmonic of the switching frequency, approximately 850 MHz.
Experimental measurements were recorded for a uniform pattern, where all elements
were turned on at all times, as well as a 30 dB Chebyshev weighted sidelobe pattern
using the time modulation scheme proposed in [14]. The power levels were normalized
and then compared. The experimental 30 dB Chebyshev pattern in Figure 2.6 shows
a main beam of approximately -5 dBm, where as the uniform pattern had a main
beam power of 0 dBm. This loss of energy is due to the switching harmonics, the
first, of which, can be seen in 2.6.
Figure 2.6: Experimental 30 dB Chebyshev pattern through time-modulation scheme
and the resulting first harmonic [21]
It was identified that the experimental results did not match the simulated, as
expected. It was theorized that a potential source of error was from the array element
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spacing. The elements were meant to be 10 cm apart, but had they not all been, the
array would not strictly be linear. The spacing was measured using a ruler, and it
was discovered the elements ranged from spacings of 10.1 cm to 10.25 cm. As pointed
out by the author, “an error of 3 mm in spacing at 2.5 GHz will result in a phase
error of a tenth of a radian at an incidence angle of 50 degrees, for example.” The
true spacing was brought into the simulation, and it was found that this was not
a significant source of error. It was then theorized that the antenna static weights
being less than equal may have had a factor. Due to manufacturing imperfections,
slight variation of each patch antenna, though from the same design, could have led
to different responses than anticipated. Bringing the true voltage weightings into the
simulation resulted in a less than desirable 30 dB Chebyshev sidelobe response. It was
decided that this may have played a significant factor in the reduced experimental
performance. Another thought was that the phase errors due to low quality and long
cables between the antennas and combiner could have played a role. It was discovered,
by measuring the S11 scattering parameters of the cables, that the phase differences
endured by the cables varied by up to 180◦. This would have played a major role in
the errors seen. The lessons learned from the research experiment presented in [21]
directly influence decisions made during the design of the prototype testbed TMA.
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Chapter 3
System Architecture
In order to develop a time-modulated array testbed prototype, the entire system
needed to be considered during design. The system was developed with two goals in
mind. The first design goal is to build the testbed to be reconfigurable for experi-
mental validation of TMA algorithms implemented both by analog switches (e.g. as
anticipated by [22]) and by digital beam switching (as implemented in [23]). The sec-
ond design goal is that the target frequency and aperture size target the application of
passive bistatic radar (PBR) using the XM Radio spacecraft as illuminators of oppor-
tunity. This will extend the previous work with XM Radio PBR research conducted
in [17]. These goals are the base for all other design goals and practical tests for the
testbed. Using spaceborne transmitters, the system will be designed for weak-signals
in a crowded environment. Algorithms designed to mitigate the interference can be
tested on the prototype testbed system. Following these goals will also allow the array
to serve as a proxy for proving algorithms developed for radio astronomy, where in
the weak-signal, processing-constrained environment must contend with interferers.
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Figure 3.1: System chain for time-modulated array testbed
The system chain, shown in Figure 3.1, begins with the transmitter of opportunity,
XM Radio satellites. The signal then travels through space and is picked up by the
antenna array. The array allows for the experimentation of TMA switching schemes
in real-time. The array is to be designed with eight elements per TMA panel and
8 panels in parallel, thereby forming an 8x8 grid of elements. The outputs of eight
analog-switched TMA panels will be fed into eight parallel heterodyne receivers. The
heterodyne receivers shift the RF signal at 2300 MHz to a baseband intermediate
frequency (IF) of 150 MHZ. The eight channels are then sampled by the two four-input
quADC daughter cards hosted on the CASPER ROACH FPGA board. The signals
are sampled at 200 MHz, meaning they will be sub-Nyquist sampled, resulting in the
desired signal appearing at 50 MHz. Phased array and TMA digital beamforming
techniques are then implemented within the FPGA. The digital beamforming will be
applied along the azimuth axis, in regards to the radar. Analog time modulations will
be applied to each vertically-oriented panel, or in the sense of the radar, will apply
TMA beamforming in the elevation axis. In [23], this approach yields vertical (analog)
TMA beams of differing sensitivities, following a cosecant surveillance antenna pattern
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which is best-suited for minimizing the sensitivity penalties in TMA multibeaming.
3.1 Transmitter of Opportunity
The first component considered was the transmitter of opportunity, the left-most
component in Figure 3.1. One of the most important aspects of an non-cooperative
transmitter of opportunity is that the transmitter is active during desired times of
usage. For research purposes, it is ideal that the transmitter is active during the the
operation window of a passive radar. A few examples of possible transmitters are
digital television [24], [25], terrestrial-based radio [26], [27], and satellite-based radio
[17], [28], [29]. As previously discussed, there are benefits to using spaceborne trans-
mitters of opportunity, and the Radar & Microwaves Laboratory has done previous
research targeting systems using satellite radio as the transmitter of opportunity. For
this reason, non-cooperative spaceborne transmitters were chosen as the transmitter
of opportunity for the testbed. In particular, the testbed was designed in order to
receive XM Satellite Radio broadcasts. Satellite radio operates between 2320 MHz
and 2345 MHz [16]. In order to target satellite radio, the system was designed to
operate with a center frequency of 2300 MHz. This drives design decisions for the
remaining components of the system.
3.2 Passive Radar Link Budget
The sensitivity of the system, while operating as a passive radar, can be estimated
from the radar transmission equation, which provides an estimate for the signal to
noise ratio (SNR), as shown in Equation 3.1.
SNR =
PTGTGRλ
2σ
(4pi)3R22R
2
1
(
τ
kT
)
ηpolηlink (3.1)
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In equation 3.1, ηpol and ηlink are the efficiency of the polarization and link, respec-
tively, k is Boltzmann constant, and T is the noise temperature. Previous work [17]
provided values of XM Radio’s effective isotropically radiated power (EIRP) PTGT
as 1.75 MW, with a range to the spaceborne transmitter R1 of about 38,000 km. As-
suming a maximum integration time τ is limited by the coherence time of the target
(the interval in which the radar cross section σ is approximately constant), which
in turn is estimated for a non-maneuvering target by its physical extent and speed,
then a first-order estimate of τ ≈ 0.88λ
Lphys
R2v
−1 provides that for a required SNR, the
maximum range to the target R2 might scale as
R2 =
PTGTGRλ
2σ
(4pi)3R21SNRvkT
(
0.88λ
vLphys
)
ηpolηlink. (3.2)
In general aviation, we can assume an aircraft has an average σ = 3 m2 and
physical length L = 11 m with a cruising speed of v = 60 m/s. This results in a range
of about 15 km with an integration time of about 2.6 seconds, assuming a receiver
gain of GR = 64 ∗ 5. The 64 comes from the number of elements in the 8x8 grid
array. As previously stated, the array is to have eight TMA panels, in parallel, each
with eight antenna elements. A noise temperature of 400K is assumed in order to
calculate a conservative estimate. Due to range migration over the integration time,
the system will observe SNR loss. It is assumed that keystone formatting or similar
algorithms, as explored in [30], will be implemented to correct for the SNR loss.
3.3 System Capabilities
The prototype testbed system is capable of operating at 2.3 GHz in an 8x1 linear array
configuration, where there are eight analog array elements and one digital channel.
The system is capable of steering when mounted on an antenna rotator and also
capable of recording samples with the FPGA or using a VNA. The final system, as a
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testbed, has been designed in such a way that various operating modes are available.
The final system is to have three antenna array setups. These are a 1x8 linear array, an
8x1 linear array, and an 8x8 2d array. In these configurations, the numbers represent
the analog and digital channels, respectively. The development path begins with a
single 1x1 TMA element, followed by the development of an 8x1 array with an 8x1
switching matrix. The system then expands to a 1x8 digital beamforming array with
8 down-conversion channels. The final step is full implementation of the 8x8 array
with switching matrix.
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Chapter 4
Subsystem Design
In order to develop the prototype testbed, the system was divided into three main
hardware components; the antenna, the receiver, and the switch. In addition to the
hardware components, firmware and software were developed to record and process
the data obtained during testing. The following chapter covers the motivation, devel-
opment, testing, lessons learned, and future works associated with each subsystem.
4.1 Antenna
4.1.1 Motivation
Based on previous work conducted in the Radar & Microwaves Laboratory, it was
decided that in-house design and manufacturing would meet the needs of the testbed.
Due to the manufacturing capabilities of the lab and the desire for the testbed to
be directional, it was chosen that microstrip patch antennas would be optimal. The
lab allows access to an LPKF S103 Laser and Electronics CNC mill. With the mill,
Rogers RO4003C laminates are milled to create the given design. Rogers RO4003C
comes in sheets of 12” by 9” with a dielectric of 0.060” ± 0.004”. The dielectric
constant, εr, is 3.55. For each board milled, 0.5 oz/sqft copper boards were used.
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The files for the mill design are generated through the use of Sonnet, a circuit design
and electromagnetic simulation software suite. In design, the most commonly used
unit is mil (10−3 inches). When designing a patch antenna, the center frequency of
the antenna is given by
fc =
c
2L
√
εr
, (4.1)
where c is the speed of light and L is the length of the antenna. Since the desired
center frequency is known to be 2.3 GHz, the equation can be rearranged as
L =
c
2fc
√
εr
. (4.2)
Once rearranged, it can be solved to reveal that L is approximately 0.0346 m, or
1362 mils. This then became the target patch length. Proper element spacing is a
half-wavelength or less. So the first step is to calculate wavelength with
λ =
c
fc
, (4.3)
resulting in 0.1304 meters, or approximately 5134 mils. A half-wavelength is then
approximately 2567 mils. The inter-element spacing should then be 2567 mils or less
in order to assemble an array for the purposes of this testbed.
The previous work produced a microstrip patch antenna with a diode-based switch
design on board. The previous antennas were designed as individual modules that
were then mounted equally spaced, with slight human error. That human error caused
the system to be not strictly linear. In order to mitigate the potential for unequally
spaced antenna elements, it was decided that all eight elements would be constructed
on a single sheet of material, as shown in Figure 4.1, where each element is 1800 mils
wide and 1350 mils long. Each element is separated by 2402 mils. The black line
outline is the box size. That is the size the mill would cut the board. Simple math
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reveals that having each element separated by 2402 mils results in requiring more
than 14” of Rogers RO4003C, but the mill only fits 12” by 9” boards. Therefore, the
decision to split the linear array into two halves was made part of the design. As
such, one panel with four elements would be designed and a mirrored version would
form the second panel of four elements.
Figure 4.1: Preliminary Sonnet design of eight element array on one board
4.1.2 Straight Feed Line Design
The design process for the antenna elements was focused on trial and error. This is
because during design, unique challenges arose and slight alterations of the design
required full simulation to determine the effect caused by the changes. Initially, the
design was intended to be as simple as possible. This meant four identical elements
with identical feed structures spaced equally apart as in Figure 4.2. As before, the
elements are 1800 mils wide and 1350 mils long. They have a spacing of 2895 mils.
This was the simplest design possible.
Before advancing, the design was examined as it would be implemented with the
receiver. It was quickly realized that the spacing currently implemented would not
match the ports on the eight port combiner. It is desired for the TMA panel ports
to match with the combiner ports to reduce the distance from the elements to the
combiner. The longer the feed, and more connectors the signal must travel through,
the more loss that is experienced by the signal. The two options observed were to
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make a second board that routed the feed lines to the combiner spacing required or to
route the feed lines to the combiner port spacing on the same board that the antenna
elements occupied. The latter was chosen due to the fact that it reduces the number
of connections needed between the received signal and the receiver and it reduced cost
of materials and work on the mill. As these changes needed to be made, this panel
was not slotted for milling. The framework remained, but the layout was altered.
Figure 4.2: Sonnet design of four element array with straight feeds equidistant from
each other
4.1.3 Four Patch Panel - Version 1
In order to match the combiner SMA ports, the data sheet of the ZN8PD1-53-S+
combiner was examined and compared to measurements made with calipers. The
values matched and were found such that the outer edge ports are 740 mils from the
edge, the next port is 700 mils from the first, the third port is 840 mils from the
second, and the last port is 700 mils from the third. The same is true of the opposite
side of the combiner, as the output is located in the middle of two sets of four ports.
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This data was then transferred into Sonnet during the design rework. The plan was
to ensure that the gap on the inner edge of the panel was half of the spacing between
each element, therefore ensuring that the two panels would form a 2895 mil element
spacing. In order to match phase, the feed lines needed to be the same length from
patch to SMA port, which meant that the longest feed line dictated the requirement.
This caused snaking to occur in order to fit the necessary length, especially for port
2 on the Sonnet design as shown in Figure 4.3. Port 1, the right-most port in Figure
4.3, was able to match phase by having its feed line be a wavelength shorter than the
longest feed line.
Figure 4.3: Sonnet design of four element panel with feed lines leading to the combiner
port spacing
Using Sonnet, electromagnetic simulations can provide the farfield response and
the S-parameter responses of a given design. These results were used to determine
if an element was in phase with the other elements. The simulation allows for the
exciting of select ports. To test for phase matching, two ports were excited, one with
a 180◦ phase shift in the farfield response. Exciting two ports results in a summation
of their responses. Being 180◦ out of phase results in the difference of the responses
at the target frequency, 2.3 GHz, which should produce a null. Figure 4.4 shows ports
3 and 4 excited, where port 4 is at 180◦. It is evident that there is a null at 0◦. The
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simulations also provided information on whether each port of the design matched
the target frequency. The simulation data were extracted and saved so that it could
be compared to physical measurements once the panel had been milled.
Figure 4.4: Example of phase matched ports within Sonnet simulations
Before milling, the panel went through numerous simulate-modify-simulate cycles.
Once the simulations were deemed acceptable, the panel needed to be prepared for
exporting to the LPKF. This included placing large blocks, referred to as islands,
in open spaces of the panel. This reduces the amount of copper that is needed to
remove from the panel, reducing milling time which reduces copper waste and tool
decay. The islands were split in such a way that they would not interfere with the
operation of the panel. The panel was simulated numerous times while placing the
islands. A marking was also added on the outer portion, left edge, of the board in
order to make the board identifiable. Once these preparations were completed, the
board was milled on the LPKF as seen in Figure 4.5.
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Figure 4.5: Four element panel version 1 being milled on the LPKF circuit mill
Once the panel, Figure 4.6, was milled, the board was inspected for quality. Upon
approval, the SMA connectors needed to be soldered. It was discovered that, during
design, the copper pads for the SMA ground connectors were designed for the exact
size of the SMA ground pins. In hindsight, there should have been a small increase in
size to accommodate soldering them. Also, pads on the ground plane were not milled.
This resulted in a larger surface area of copper needing to be heated up before the
solder would melt and adhere on the surface of the copper. Adding pads would
have reduced the surface area of copper around the ground pins and made the work
simpler. Once assembled, the panel needed to be tested. The measurements were
obtained using an Agilent Technologies E5071B Vector Network Analyzer (VNA).
The VNA was setup to measure the reflection coefficient of each port, Snn where
n∃[1, 4]. The frequency applied to each port swept from 2.0 GHz to 2.6 GHz. The
resulting curves were saved to internal storage on the VNA before being transferred
to a host computer.
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Figure 4.6: The in-house manufactured four element panel awaiting testing
Comparing the measured results to the simulated results allows the examination
of quality of component that can be produced in-house. The testing location for
the four element panel was within the lab so it is not unlikely that the environment
affected the readings. It can be observed in Figure 4.7 that the system was designed
for 2.3 GHz. The patches do not peak directly at 2.3 GHz, though, which can be
an indication that an aspect of the design may not have been designed within the
right expectations. The measurements of the physical system show ports 3 and 4
to have slightly reduced reflections at 2.3 GHz than the simulation suggested. On
the other hand, port 1 appears to have a much better reflection at 2.3 GHz than
originally suggested by the simulation. It also shows that port 2 is narrower in band
than originally expected. The results obtained point to an issue with the element
connected to port 2. This is the patch that required the snaking feed line in order to
match phase. The snaking is not ideal and can cause standing waves and coupling
where it is not desired. Port 1 also had 90◦ bends in the feed line. These types of
bends are not ideal and were reexamined when designing version 2 of the four element
panels.
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Figure 4.7: Reflection coefficients of the four element panel version 1 simulated and
measured on the VNA
During testing, a few physical design issues were brought to light. It was quickly
evident that the ports did not align to the combiner’s ports. It was realized that
measurements were taken from the right edge of one port to the left edge of the next,
whereas it should have been measured right edge of one port to right edge of the
next in order to truly measure that space. The improper measuring resulted in too
large of spaces between ports on the panel, as seen in Figure 4.3, which showed the
Sonnet design of the first version of the TMA panel. It was also noticed that the feed
lines for ports 2, 3, and 4 were closer than desired. Working in Sonnet hid the issue
as, when zoomed in, the gap appears larger. This closeness was a concern for the
potential coupling between the lines. In order to correct this error, the feed lines were
reexamined for the second version of the panel. It was also noticed that there was
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a possible reflection, or other interference, being introduced due to the panel edge
being close to the patches.
4.1.4 Four Patch Panel - Version 2
As mentioned, there were a few crucial aspects in the first version of the four element
panel that needed to be corrected or modified before a viable design was mirrored and
milled to form an eight element array. The first issue addressed was the spacing of the
SMA ports. The measurements were setup properly, and the ports were adjusted to
the inner most port (port 1). Once the SMA ports were properly aligned, the ground
pin pads were slightly enlarged. With the new starting point, the feed lines were
readjusted, again starting with the longest. The feed line for port 3 was then moved
upwards, away from port 4’s feed line. The bend in port 3’s feed line remained, but
could potentially be designed out in a future, more refined version 3 of the panel. One
of the more complex challenges arose with port 2’s feed line. In order to eliminate
the 90◦ turns, an angular snake pattern was attempted. This required many cycles
of simulate-modify-simulate in order to achieve an acceptable length. The feed line
for port 1 was adjusted slightly in order to eliminate the 90◦ bend that existed in it.
Through Sonnet’s simulation suite, the farfield responses can be realized. In Figure
4.8, the farfield responses can be observed where the solid curves show the left panel
and the dashed curves show the right panel. The responses at θ = 0 range from
5 dB to about 7.5 dB. This is slightly lower than desirable, but still acceptable for
the prototype system. The measured patterns for each element from the over the air
experiments are found in Figure 5.11. The design for the panels may be improved
upon in future iterations of the antenna system for the testbed.
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Figure 4.8: Farfield response of both left and right panels when simulated in Sonnet
within the region of [-90,90]
Once the changes were found to be acceptable, the left panel was prepared for
milling. As in version 1, the islands were added in to reduce the amount of copper
removed. The islands for version 2 are more uniform in size, but cover less area
than in version 1. The marking for identification was added and incremented to
indicate version 2 of the panel. Mounting holes were also placed in order to allow for
stabilization of the panel when mounted during experiments. The panel was increased
in length in efforts to reduce the possible reflection, or other interference, caused by
having the edge of the panel close to the antenna elements. This also allowed more
space for islands and the mounting holes. Pads were added to the ground plane for
the SMA connectors to make the soldering simpler. The left panel was then milled
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according to the design in Figure 4.9a and examined for defects. A quick realization
came that the pads on the ground plane were missing a core section of copper due
to a rectangle of copper not being added in Sonnet. Other than that, the panel was
acceptable and the SMA connectors were soldered into place. Before proceeding to the
right panel, the left panel was tested using the VNA in the same manner as the version
1 panel. Once verified as acceptable, the left pattern was mirrored into the design
pattern in Figure 4.9b. The identifying marking was flipped so that it continued to
be distinguishable. The design was simulated using Sonnet. The rectangular strip of
copper missed for the left panel was added in the right panel. Once verified, it was
exported to the LPKF for milling. The right panel was tested using the VNA. The
results were again stored so that they could be compared to the simulation results,
as well as the results for the left panel.
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(a) Left antenna panel housing four equidistant elements
(b) Right antenna panel housing four equidistant elements (Mirror of left portion)
Figure 4.9: Sonnet design of four element panel version 2
Once both panels were tested, the VNA results were compared to the simulated
results generated by Sonnet’s simulation software. One of the important measure-
ments to observe is the reflection coefficient of each of the eight ports. This can then
be compared to the reflection coefficients of the version 1 panel. Figure 4.10 shows
the results from the simulations and the VNA measurements. The graphs on the left
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show the first panel to be milled, while the graphs on the right show the second panel
milled. Given the results from version 1, it can be identified in the simulations that
version 2’s elements are better matched just below 2.3 GHz. The measured reflection
coefficients show a somewhat different result than the simulations. In the simula-
tions, ports 1, 3, and 4 were shallow, reaching only about -10 dB, -16 dB, and -12 dB,
respectively. In the measured results, all eight ports dip to atleast -20 dB. On the
other hand, the lowest reflection occurs further below 2.3 GHz than the simulation
anticipated. In Figure 4.11, the reflection coefficients can be seen from 2.25 GHz to
2.35 GHz. It can then be seen that the left panel is matched closer to 2.28 GHz than
2.3 GHz, and the right panel is matched closer to 2.29 GHz. Even with the slight
deviation from the design, the highest reflection coefficient at 2.3 GHz is around -9
dB, which is acceptable for the prototype testbed.
Figure 4.10: Reflection coefficients of the four element panel version 2 simulated and
measured on the VNA
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Figure 4.11: Zoomed in section of graphs in Figure 4.10
After testing the panels individually, the panels were attached to the combiner
to better understand how the system would be assembled. The ports aligned much
better than the version 1 ports, but there was still a slight misalignment. This can
likely be contributed to the soldering of SMA connectors on the panels. They were not
attached precisely in the middle of the feed line of the panels as they moved during
soldering. In the future, a rig to hold the panel and connectors securely in place
would greatly improve the quality of soldering placement. When both panels were
attached to the combiner, the spacing of each panel was measured. As expected,
the elements on each panel were identically spaced. Unfortunately, the gap in the
middle was larger than expected at 3433 mils, rather than the 2895 mils expected.
This causes the array to be not entirely linear, which impacts the performance of the
array.
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4.1.5 Lessons Learned
The design of the antenna subsystem introduced numerous lessons. One of the most
important is that designing to the theoretical and actual necessities should be the
most most important design constraint. Ensuring that the ports aligned was a major
problem with version 1 of the panel that rendered the panel useless with the combiner
without external boards to route the feed lines correctly. Also the theoretical half-
wave spacing required for the array is meant to be 2567 mils. The true spacing was
2895 mils. This error poses challenges for the system. In future modifications of the
antenna panels, the spacing should be corrected for all elements. It is important to
ensure that the elements are phase matched or else the array factor will be skewed due
to inconsistencies. Phase matching was difficult due to the need for snaked feed lines
that render the design challenging to perfect. In the future, alternative feed methods
would be explored, including coaxial feeds from directly behind each patch. Coaxial
feeds would eliminate the need for edge feeding the panels, but could introduce its
own difficulties and would need to be tested. There were many challenges with the
LPKF mill not functioning as planned. At times, this was due to tool decay and
attempting to use the mill in stages, meaning not contouring, or milling out, the
board at the final step as usual. Other times, the mill encountered issues that were
“acts of god,” such as a copper shaving entering the camera housing and shorting two
pins causing an error that stops the machine from being used. In the future, regular
maintenance and logs of usage may help to reduce the potential issues the LPKF may
encounter during operation.
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4.2 Switch
4.2.1 Motivation
The goal of the system is to be able to have a time-modulated array capable of
analog switching and digital beam switching. In order to achieve the former, an
RF switch must be used to terminate the array elements at desired times to adjust
their weight. In previous work, an integrated PIN diode was used to control the
antenna element weights [21]. There were challenges faced with that method, so for
the prototype testbed, it was decided that integrated circuit (IC) switches would
be used. The key idea behind the switch module is that each antenna element will
have its own switch. The switches will be controlled by the ROACH’s general purpose
input/output (GPIO) pins controlled by the FPGA. It was important to decide which
model switch to use due to the IC form factor which affects the feasibility of in-house
manufacturing and assembling as well as the costs of each switch. As such, two sets
of 16 IC switches were purchased to see which would be more viable. It is evident in
Table 4.1 that the HMC544AE model costs nearly six times the AS222-92LF. What
isn’t as evident is the difference in packaging size. The AS222-92LF, which has an
SC-70 package, has a pin width of 0.23 mm with a 0.65 mm space between pins. An
SOT26 package has a pin width ranging from 0.32 mm to 0.48 mm with a 0.95 mm
space between legs. When it comes to soldering, the difference is significant.
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QUANTITY PART
NUMBER
ISOLATION PACKAGING UNIT
PRICE
TOTAL
PRICE
16 AS222-92LF 22 dB SC-70
(smaller)
$0.46 $7.36
16 HMC544AE 16 dB SOT26
(larger)
$2.624 $41.98
$49.34
Table 4.1: Switch identifications and costs
The switches are capable of operating within a wide range, larger than 1.0 GHz to
3.0 GHz. The AS222-92LF boasts about 6 dB more isolation than the HMC544AE.
Ideally, each antenna element would have two switches in the hope to double the
isolation and not leave an open circuit on either the antenna element or the combiner
port that could cause interference from reflections or radiating. The progression for
switch design was to initially develop a single switch module and then extend the
concepts into a double switch module, for double isolation. Due to the size, the
HMC544AE was selected as the primary switch IC for testing. HMC544AE has three
pins designated for signal path, RFC (RF common), RF1, and RF2 where RFC.
4.2.2 Single Switch Design
The first step of developing the single switch module was to examine the switches
theoretical values using the provided data file for its behavior. The setup shown
in Figure 4.12 was such that RFC is where the receiver was connected, RF1 was
grounded, and RF2 was connected to the antenna element.
40
Figure 4.12: Initial basic design of a single switch module
The switch was tested in its two states, RF1 selected or RF2 selected. In Figure
4.13a, three numbers are seen; 1, 2, and 3. They refer to the ports of the switch, RFC,
RF1, and RF2, respectively. With RF1 selected, it can be seen that S12, the pink line,
has minimal loss at about -1 dB. On the contrary, S13, the red line, is experiencing
about -16 dB isolation. When RF2 is selected in Figure 4.13b, the opposite is true.
S12 experiences about -16 dB isolation while S13 experiences about -1 dB loss. This
simple test proved the theoretical expectations of the switch operation within the
Sonnet simulation suite.
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(a) Basic single switch with RF1 selected
(b) Basic switch with RF2 selected
Figure 4.13: S-Parameters for the basic single switch design in the two possible states
where port 1, 2, and 3 correspond to RFC, RF1, and RF2, respectively
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After obtaining the base case, the actual switch module was designed. This in-
volved placing pads for the switch and routing RFC and RF2 to the circuit board
edge for SMA connectors to be soldered to, as shown in Figure 4.14. Through simula-
tions, the expected isolation wasn’t being realized due to tuning and coupling issues.
For this reason, stubs were used to tune the circuit and a picket fence, also known
as a via fence, was used in order to improve isolation. The module, based off the
evaluation circuit for the HMC544AE switch, required two resistors of 1 kΩ, one on
each of the control lines. In order to impedance match the 50 Ω ground termination,
a 50 Ω resistor and 0.5 pF capacitor were needed in parallel for RF1.
Figure 4.14: Single switch module Sonnet design
The Sonnet simulations of the single switch module in Figure 4.15a and Figure
4.15b show the S-parameters of the switch with RF1 slected and RF2 selected, re-
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spectively. When the switch is active and the signal is meant to pass through, RF1
is selected, resulting in approximately -1 dB of loss. When the switch is grounded,
RF2 is selected, there is approximately -23.5 dB isolation between port 1 and port 2.
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(a) Simulated single switch with RF1 selected
(b) Simulated switch with RF2 selected
Figure 4.15: S-Parameters for the simulated single switch design in the two possible
states where port 1 and 2 correspond to RFC and RF1 respectively
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After milling the module, it was assembled in-house using surface mounted compo-
nents. Before any testing began, the reference circuit in the data sheet was reviewed.
It was quickly realized that the switch required DC blocking capacitors on each RF
port. To test the switch module before applying a permanent fix, two high pass filters
were placed on the input and output of the switch module as shown in Figure 4.16.
The SHP-600+ high pass filters act as DC blocks for the circuit. The switch was
tested using the VNA by connecting the input to port 1 and the output to port 2
of the VNA. A sweeping signal, from 2.0 GHz to 2.6 GHz, was then applied while
measuring the S-parameters. The switch control lines were connected to a power
supply where the positive lead was the high signal and the ground lead was the low
signal. Both cases, RF1 and RF2 selected, were tested.
Figure 4.16: Single switch module under test
The VNA measurements showed that when RF1 is selected, S12 had almost -31
dB isolation, identifiable in Figure 4.17a. When RF2 was selected, S12 had a mere -2
dB loss as shown in Figure 4.17b. The isolation is both cases exceeds the desirable
qualities in a switch module. Even though the -2 dB would double with two swtiches,
the -31 dB isolation would double as well. Achieving -60 dB isolation between the
antenna element and the receiver when they should not be connected would have a
great impact on the testbed.
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(a) Single switch module S-Paraeters while RF1 was selected
(b) Single switch module S-Parameters while RF2 was selected
Figure 4.17: S-Parameters for the single switch design measured on the VNA
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4.2.3 Modified Single Switch Design
Once the tests showed the capabilities of the switch module with the DC blocks, the
switch module needed to be repaired to account for the capacitors. To modify the
switch, each RF line was split and had a 270 pF capacitor inserted as seen in Figure
4.18. The Sonnet model was corrected after the physical module was repaired and
tested. The model was also corrected to identify that the resistor for RF1 was a 49.9
Ω resistor, rather than the initially planned 50 Ω resistor.
Figure 4.18: Modified single switch module Sonnet design
After repairing the switch module, it was again tested on the VNA. When RF1
was selected, Figure 4.19a, S12 had about -19 dB isolation. This is down from the
high pass filter temporary solution, but is still acceptable. Doubling that isolation
would result in -38 dB of isolation with two switches. On the other hand, when RF2
was selected, Figure 4.19b, S12 still had -2 dB isolation. These values show promise
moving forward for the double switch module.
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(a) Single switch module S-Paraeters while RF1 was selected
(b) Single switch module S-Parameters while RF2 was selected
Figure 4.19: S-Parameters for the single switch design measured on the VNA
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4.2.4 Double Switch Design
The design for the double switch took the modified single switch and duplicated the
circuitry. This was done in Sonnet by doubling the box length, copying and pasting
the circuit, and rotating the circuit 180◦. The circuits were then aligned with slight
modifications to the spot where the circuits meet. Figure 4.20 shows the circuit design
with curved transmission line where the circuits meet. The goal was to situate the
switches such that triggering the pass through, RF2 selected, is the same control logic
for each switch. This way, the common control lines could be connected in order to
simplify the wiring.
Figure 4.20: Double switch module Sonnet design
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The simulations for the double switch module showed success. Figure 4.21a shows
that when the switches are switched to RF1 to allow the signal to pass from the
element to the combiner that there is low loss of -1 dB. This is ideal as the goal is
to minimize loss in this state. Conversely, when the switches are switched to RF2, it
is expected to observe high isolation between port 1 and port 2. Figure 4.21b shows
that S12 observes nearly -65 dB of isolation, which is much greater than the expected
-38 dB in the actual single switch module version 2. These values become the basis
for comparison to the VNA measured performance of the double switch module.
51
(a) Sonnet simulated response of the double switch module when RF1 is selected to allow the signal
to pass
(b) Sonnet simulated response of the double switch module when RF2 is selected to terminate the
signal
Figure 4.21: Sonnet simulation responses of the double switch module, where 1 and
2 refer to the ports
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The double switch module was milled and assembled. To differentiate between the
switches, a black dot was placed on the designated output port’s side of the switch
module. The “dot side” is referred to as DS, whereas the “not dot side” is referred
to as NDS. The switch module, shown in Figure 4.22, was setup the same as the
previous experiments using the VNA. Port 2 was connected to the input, NDS, and
port 1 was connected to the output, DS. A power supply was used for powering the
control lines. Tests were conducted for each of the four states, RF1 selected for both,
RF2 selected for both, RF1 selected for the DS and RF2 selected for the NDS, and
RF1 selected for the NDS and RF2 selected for the DS. The control lines were given
a high voltage of 5 V with 0.5 A, while the low voltage was grounded.
Figure 4.22: Double switch module in test configuration
The VNA measurements were saved, as before, and analyzed in Matlab. In the
results, A+ represents RF2 selected, and B+ represents RF1 selected. The first
measurements of the initial system were done before the VNA was calibrated, but
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there were some problems with the results. In Figure 4.23a, it was noticed that when
RF2 was selected, or A was high (A+), the S-parameters behaved in a manner that
indicated that one, or both, switches was not operating properly. This issue was also
noticed when DS had RF1 selected and NDS had RF2 selected. This points to an
issue with the switch on the NDS as it is the common factor. In order to try to
isolate and diagnose the observed issue, the capacitor connecting the RF2 feeds was
removed so that the lines formed open circuits. Before these measurements, the VNA
was calibrated. In Figure 4.23b, it was expected to see high reflection coefficients
for both S11 and S22 when RF2 was selected if the switches were working properly.
Discrepancies would indicate there was an issue with one of the switch circuits, and
which circuit may be at fault. Incidentally, the switches appeared to behave properly,
not providing clear evidence of a faulty switch circuit.
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(a) Uncalibrated VNA measurement of the dou-
ble switch module
(b) Calibrated VNA measurement of the double
switch module with no capacitor connecting the
RF2 feeds
Figure 4.23: Double switch VNA measurements for the initial test and a secondary
test leaving open circuits at the RF2 feeds, where 1 and 2 refer to the ports and A+
represents RF2 selected, and B+ represents RF1 selected
The next step was repeating the measurement, but terminating both RF2 trans-
mission lines of the switches. This required a unique approach as there was not enough
space for the components. Using a capacitor and resistor to properly terminate the
RF2 feeds, they were soldered in a teepee-like structure as shown in Figure 4.24. Each
RF2 transmission line had its own structure for termination.
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Figure 4.24: Double switch module with terminating RF2 component structure
VNA measurements were then recorded for this version of the circuit. The results,
shown in Figure 4.25a, were almost identical to the situation in which the RF2 lines
were left open. This did not help to further understand the issue that was previously
being observed with the full module. The center capacitor connecting the RF2 lines
was then soldered back in place and a calibrated measurement was taken. When
measurements were taken, the results indicated that the error previously seen was no
longer present. The results in Figure 4.25b indicate that when RF2 was selected for
both, S11 and S22 had approximately the same value around -15 dB, while S12 had
low loss of about -3 dB. These results are highly desirable for the switch, as when
the signal is meant to pass through, there is low loss. On the other hand, when RF1
was selected for both, S12 had a higher isolation, close to -30 dB at 2.3 GHz. This
is half of what was expected, -65 dB, based on the simulations shown in Figure 4.21.
Though the performance does not meet the expected values, the results are sufficient
for the prototype testbed’s experiments.
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(a) Calibrated VNA measurement of the double
switch module with the terminating structure
(b) Calibrated VNA measurement of the dou-
ble switch module with the RF2 line capacitor
reconnected
Figure 4.25: Double switch VNA measurements for the initial test and a secondary
test leaving open circuits at the RF2 feeds, where 1 and 2 refer to the ports and A+
represents RF2 selected, and B+ represents RF1 selected
Though the error noticed before the calibrated testing was not identified, it has
been recorded and documented. It may have been poor solder connections due to
manufacturing errors that were corrected during the numerous alterations for testing.
Future switch designs should improve upon the design and be carefully inspected
during and after assembly to ensure that all solder joints are complete and secure.
57
4.2.5 Lessons Learned
An important take away from the switch module design is that the reference evalua-
tion model, typically in the data sheet, should be referred to often during design. Had
the reference design been adhered to initially, the repair would not need have been
done to the single switch module, saving time and resources. After the experience
gained from soldering the HMC544AE, the AS222-92LF IC may not be as difficult
as initially thought. Using the AS222-92LF would increase the isolation, which is
desirable in this system. There were many concepts for controlling the switches that
may be tested, or implemented, in the future. One such concept was to send the
commands up the power line. Another concept is for each switch to be individually
addressable. This would allow testing of algorithms limited to switching one element’s
state at a time, similar to gray code. Another idea for switch control was the idea
of a serial-to-parallel control system, such as using shift registers. This would allow
a serial signal from a single GPIO pin to control at least eight switches at a time, if
not more. The system would then be reliant on writing to all switches every time a
change was desired. Another unique possibility is implementing the control lines with
fiber optics. A small receiver circuit would be needed, but there would be no metal
that has the potential to interfere with the array. The future switch module will be
composed of two circuit boards. The top board would have pins to connect to the
lower, RFin, RFout, and the two switches. The bottom board would have the con-
trol lines and the power lines. This architecture would move the possible interfering
power and control lines from the main board to a backpack board, ideally improving
isolation.
58
4.3 Receiver
4.3.1 Motivation
The receiver’s role in the testbed is to filter, amplify, and mix the RF signal at the
desired 2.3 GHz down to a desired intermediate frequecny (IF). For the experiments
following, the IF was selected to be 150 MHz. In order to meet the desired speci-
fications, a heterodyne receiver architecture was selected. A heterodyne receiver is
composed of stages of amplification and frequency mixing. In addition to these, fil-
tering was added to each stage in order to reject unwanted frequencies out of the
desired band for each stage. It was decided that two downconversion stages would
be suitable for mixing 2.3 GHz down to 150 MHz. This will result in two interme-
diate frequencies, the second being the desired 150 MHz. This architecture allows
manipulation of the two LO frequencies to adjust the IF outputs during each stage.
This allows the system to target a range of RF signals while maintaining the final
IF of 150 MHz. The receiver architecture, shown in Figure 4.26, begins with the RF
signal being filtered and amplified. The signal is then mixed with the first LO signal,
depicted as LO1. The resulting IF signal, IF1, is filtered and amplified before being
mixed with the second LO signal, shown as LO2. The resultant IF, IF2, is filtered
and amplified before exiting the receiver.
Figure 4.26: Block diagram of the heterodyne receiver architecture
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The initial receiver design began with eight parallel RF input channels, each with
a switch and low noise amplifier (LNA), being fed into an eight port combiner before
being mixed down as shown in Figure 4.27a. During initial evaluations, it was deter-
mined that the system would function correctly if the amplifier was moved past the
combiner as shown in Figure 4.27b. This move also reduces the cost of each of the
eight receiver channels required for a full system.
(a) LNA before combiner (b) LNA after combiner
Figure 4.27: Comparison of initial and final placement of LNA
4.3.2 Part Selection
As a systems engineering task, the receiver was developed using commercial off the
shelf (COTS) components as opposed to in-house design and manufacturing, as shown
in Table 4.2. As such, ideal components were not necessarily obtainable. This resulted
in workarounds, such as using a high pass and low pass filter in place of a bandpass
filter. The component selection is driven by the desired frequencies during each stage.
As the target frequency is 2.3 GHz, the premixing filters where chosen to cover the
band of 2.3 GHz to 2.6 GHz. This allows the target frequency to be within that
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range. The premixing low noise amplifier, the ZRL-2400LN+, is designed for the use
within 1 GHz to 2.4 GHz, with decreasing performance as the frequency increases.
It peaks at 33 dB gain around 1.1 GHz and provides 27.6 dB gain around 2.3 GHz.
The first mix down stage was designed to be 1 GHz. In order to accommodate this, a
bandpass filter with passband of 800 MHz to 1 GHz was selected. In order to generate
as much gain as possible for the weak signals after the first mixing stage, a ZRL-1200+
was selected to amplify IF1. The ZRL-1200+ is a low noise amplifier that operates
between 650 MHz and 1.2 GHz. The second mixing stage, as previously mentioned,
was designed to output a 150 MHz signal. In order to reject images of the signal,
the band was kept narrow, between 100 MHz and 190 MHz. The second IF, IF2,
was amplified using a ZX60-P103LN+, which operates between 50 MHz and 3 GHz.
Initially, the idea of using voltage controlled oscillators (VCOs) for the LO signals
was discussed, but on further examination, it was chosen to use bench top signal
generators in order to achieve a more stable signal. The signal generators used for
the receiver were an Agilent N9310A for LO1 and an HP 8656B for LO2. These were
maintained throughout all experiments. The LO signals required amplification before
mixing, and a ZX-2522M+ was selected to amplify them. It provides a wide range of
use, 500 MHz to 2.5 GHz, that covers all possible LO frequencies. One of the design
considerations that was taken into account when selecting amplifiers was the voltage
requirement. The ZRL-2400LN+ required 12 V, whereas all the other amplifiers
required a 5 V power supply. The power was supplied using bench top programmable
power supplies, Tektronix PS2510G. The ZRL-2400LN+ is a component that has
been used within the Radar & Microwaves Laboratory before, and was therefore
not purchased, as there were available components. The ZB8PD-4-S+ eight port
combiner was not purchased, as an alternative eight port combiner, ZN8PD1-53-S+,
was available from the initial array design experiment.
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QUANTITY MODEL NUMBER DESCRIPTION UNIT
PRICE
TOTAL
PRICE
1 ZB8PD-4-S+ Combiner $138.95 $0.00
1 ZRL-2400LN+ Amplifier $139.95 $0.00
1 VHP-19 High Pass Filter $29.95 $29.95
1 VLF-2600+ Low Pass Filter $21.95 $21.95
2 ZX05-25MH-S+ Mixer $39.95 $79.90
2 ZX60-2522M-S+ Amplifier $59.95 $119.90
1 ZRL-1200+ Amplifier $119.95 $119.95
2 VBFZ-925-S+ Filter $39.95 $79.90
1 ZX60-P103LN+ Amplifier $69.95 $69.95
1 SHP-100A+ High Pass Filter $41.95 $41.95
1 SLP-200+ Low Pass Filter $34.95 $34.95
$598.40
Table 4.2: Heterodyne receiver bill of materials
Once the components were selected and available, the receiver was assembled.
During assembly, the ground pin on a ZRL-2400LN+ was broken from the component,
shown in Figure 4.28. This occurred when securing the ZRL-2400LN+ to the board.
It was noted after this occurred that the amplifier was secure without a screw in the
hole closest to the ground pin. A replacement ZRL-2400LN+ was obtained and used
in place of the damaged component.
62
Figure 4.28: ZRL-2400LN+ with a broken ground pin
When deciding which SMA connectors to use, it was decided that 90◦ SMA con-
nectors would create a linear receiver as visible in Figure 4.29, rather than a receiver
that curved up and back towards the input port. This allows for a more logical im-
plementation when looking to expand to eight receiver channels. In Figure 4.29, it
should be noted that the 12 V power supply is identified by the white wire, while
the 5 V power supply is identified by red wires. The input is shown at the left with
the signal moving to the right. The mixed down signal is the output into the 90◦
connectors. The LOs are input on the lower two SMA ports.
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Figure 4.29: Constructed heterodyne receiver
4.3.3 Experiments
Once the receiver was assembled, it needed to be tested. The goal of the experiments
was to input a known, controllable 2.3 GHz signal into the input and observe a 150
MHz signal at the output. To do this, a second Agilent N9310A was used for the
input signal and the output was fed into a Tektronix 2712 spectrum analyzer. The
experiment was initialized with default values. The power supplies were set to 12 V
with 500 mA and 5 V with 380 mA, respectively. The input signal, RF , was set to
2.3 GHz at -100 dBm. The LOs were set to 1.3 GHz at -10.5 dBm and 850 MHz
at -8.5 dBm, respectively. The LO frequencies were chosen due to the fact that 2.3
GHz mixing with 1.3 GHz would result in a signal at 1 GHz (RF − LO1 ) and 3.6
GHz (RF + LO1 ). The upper result is then removed by filtering, leaving only IF1 at
1 GHz. This signal is then mixed with 850 MHz resulting in 150 MHz (IF1 − LO2 )
and 1.85 GHz (IF1 + LO2 ). Again, the upper result is removed by filtering, leaving
only IF2 at 150 MHz, as desired. It can be observed in Figure 4.30 that the resulting
spectrum had a peak at 148 MHz, only 2 MHz from the target output, which could
be attributed to measurement equipment. It was also noticed that peaks appeared
every 50 MHz.
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Figure 4.30: Receiver evaluation experiment resulting in 50 MHz separated peaks
The experiment was repeated after changing LO1 to 1.29 MHz ar -10.5 dBm. The
change resulted in the peaks seen in Figure 4.31 being separated by 30 MHz, instead
of 50 MHz. At this point, suspicion of leaking harmonics arose.
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Figure 4.31: Receiver evaluation experiment resulting in 30 MHz separated peaks
In order to verify the suspicion, both LO1 and LO2 were modified. They were
changed to 1300 MHz at -10.5 dBm and 840 MHz at -8.5 dBm, respectively. With
this combination of LOs, there appeared to be two harmonic frequencies generating
peaks observable at 78 MHz, 138 MHz, 158 MHz, 216 MHz, 236 MHz, 296 MHz,
316 MHz, and 376 Mhz, where the peaks increase by an alternating 60 MHz and
20 Mhz, approximately. It was then calculated that 2LO1 ± 3LO2 = ∓80 MHz and
7LO1 ± 11LO2 = ∓140 MHz. Based on this conclusion, the LO frequencies needed
to be further examined so as to not cause interference through harmonics. It was
also observed during this experiment that LO1 was causing saturation because it was
too powerful for the amplifier. This means that as the power decreased, the signal
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became stronger.
The fourth test was conducted after changing LO1 to 1465 MHz at -10.5 dBm and
LO2 to 685 MHz at -8.5 dBm. These were chosen because it was determined that
they were less likely to mix and cause an interfering harmonic signal. This change
eliminated the harmonics, but LO1 was still causing saturation. To properly identify
that the saturation was occuring, measurements of the power of the resultant 150
MHz signal were recorded for various LO1 power levels. The results in Table 4.3a
show that as the power level of LO1 is decreased, the resultant 150 MHz signal grows
in power before decreasing again. This indicates that saturation is present. In an
attempt to mitigate the saturation during the fifth experiment, the bandpass filters
from the first stage of down mixing were moved before the amplifier. Shown by the
results in Table 4.3b, the saturation appears to be gone as the power level of the
150 MHz signal now decreases with the power of LO1. Figure 4.32 shows the results
graphically. It becomes evident that once the saturation was adjusted for by using
the bandpass filters, the power of the desired 150 MHz signal increased.
Figure 4.32: 150 MHz signal power level as the power of LO1 was adjusted before
and after mitigating saturation
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LO1 Power
(dBm)
150 MHz Power
(dBm)
-8.5 -22.9
-9.5 -20.9
-10.5 -19.6
-11.5 -18.0
-12.5 -16.2
-13.5 -13.5
-14.5 -12.2
-15.5 -12.6
-16.5 -12.8
-17.5 -13.5
-18.5 -14.4
-19.5 -15.1
-20.5 -17.3
-21.5 -19.3
-22.5 -20.9
-23.5 -22.6
-24.5 -23.7
(a) Saturation of LO1 amplifier results in
growing power level of resultant 150 MHz
signal during experiment 4
LO1 Power
(dBm)
150 MHz Power
(dBm)
-8.5 -9.1
-9.5 -9.4
-10.5 -9.4
-11.5 -9.4
-12.5 -9.7
-13.5 -9.7
-14.5 -10.0
-15.5 -10.3
-16.5 -10.6
-17.5 -11.6
-18.5 -12.5
-19.5 -14.4
(b) Experiment 5 results after moving the
bandpass filters before the amplifier show
that the saturation is no longer present
Table 4.3: Relation between LO1 power level and resultant 150 MHz signal power
level indicates saturation in the first experiment but not int the second
An experiment was conducted with a high pass filter between LO1’s amplifier
and the first stage mixer because there was concern that the ZRL-2400LN+ was not
controlling the noise floor. Unfortunately, the noise floor still didn’t appear to be
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controlled by the ZRL-2400LN+. The next step was to dissasemble the receiver and
build it back up while testing at each stage. In addition to this, the signal generator
for LO1 was temporarily replaced by an Agilent Technologies FiledFox Microwave
Analyzer (N9915A). The FieldFox was set to 1465 MHz at -11 dBm. The first test
consisted of the 2.3 GHz filters and amplifier, LO1 and its amplifier, a mixer and the
bandpass filters. It was quickly noted that the signal appeared at 833 MHz as shown
in Figure 4.33, approximately as expected by 2300MHz − 1465MHz = 835MHz.
What was not expected was that the signal appeared to vanish periodically. It was
then realized that the FieldFox operates by sending pulses. This caused the signal to
alternate between being mixed down and not being mixed down. This would cause
problems if the FieldFox was intended for use as LO1, but the goal was to continue
using the Agilent N9310A. Due to the fact that the noise was no longer present when
using the FieldFox, it was concluded that the N9310A was the source of interference.
Figure 4.33: Receiver experiment 7 using the FieldFox and previous noise is not
present
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The next experiments consisted of adding components back into the receiver one at
a time. With each experiment, the signal was clearly identifiable. The only anomaly
was observed during experiment ten when the filters for IF2 were added back in. A
peak appeared at 92 MHz, as can be observed in Figure 4.34. After reviewing the
chosen LO frequencies again, it was noticed that 1LO1 ± 2LO2 = ∓95 MHz, which
only differs by the observed peak by 3 MHz. As the target signal of 150 MHz was
consistently 148 MHz, it is not unlikely that the 92 MHz peak was a harmonic result
of the LOs mixing. Once the receiver was constructed again, the N9310A was tested
again, with and without the high pass filter. It was observed that the high pass filter
improved the quality of the output to acceptable levels.
Figure 4.34: Receiver experiment 10 showing a peak at 92 MHz
Due to the harmonic interference observed during these experiments, two Mat-
lab scripts were developed. The first script, Appendix A.1, takes inputs of the RF
frequency and the LO frequencies and calculates the resultant IFs given the inputs.
Then the script calculates all possible results of mixing N ∗LO1 and M ∗LO2 where
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N,M ∈ [1, 15]. The results are stored in a matrix. The matrix is searched to find
if any of the harmonic results interfere with RF or either IF signal. If there is an
interfering signal, its position in the matrix is stored so that the user may identify it.
Though appropriate for initial testing, this failed to produce ideal frequencies. For
instance, 1465 MHz and 685 MHz produce no interference signals, but they do mix
to form an image at 95 MHz that appears within the desired band. This signal is
undesirable and therefore disqualify 1465 MHz and 685 MHz as possible LO frequen-
cies. The second script, Appendix A.2, takes inputs of the target RF and the target
IF. It then loops through a plausible range of LO1 frequencies, LO1 ∈ [1190, 1800].
Using LO1, it calculates LO2 by LO2 = RF − LO1 − finalFreq, where lo2 is LO2,
RF is the target frequency, lo1 is the variable representing possible LO1 frequencies,
and finalFreq is the final IF, which in this case is 150 MHz. The second script uses
the same logic as the first script to determine if the current LO values will interfere.
If not, the values become the optimal solution for the time being. This script allows
for quick identification of ideal LO frequencies, as shown in Table 4.4.
RF (MHz) LO1 (MHz) LO2 (MHz) IF2 (MHz)
2300 1290 860 150
2400 1350 900 150
2500 1410 940 150
Table 4.4: Possible ideal LO frequencies for three possible target RF signals
During this time, a hairpin filter was designed and manufactured. The hairpin
filter, Figure 4.35, is a bandpass filter and was designed to be placed between LO1’s
signal generator and its corresponding amplifier. The filter was designed to allow the
range of possible LO1 frequencies through while removing interference sources such
as the phase noise generated within the signal generator that was detected during the
experiments.
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Figure 4.35: Hairpin Filter designed by Dr. Barott in order to mitigate phase noise
from the Agilent N9310A signal generator used for LO1
The addition of the hairpin filter, as mentioned, was to attempt to remove the
phase noise generated by the N9310A signal generator used for LO1. The signal can
be seen at 146 MHz in Figure 4.36a with the noise floor engulfing much of the signal.
After inserting the hairpin filter, Figure 4.36b shows that the noise floor dropped
significantly, almost 10 dBm.
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(a) Receiver mixed down output signal without the hairpin filter
(b) Receiver mixed down output signal with the hairpin filter
Figure 4.36: Target 150 MHz (146 MHz) signal with and without the hairpin bandpass
filter before LO1
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4.3.4 Lessons Learned
The building and testing of the receiver led to the understanding of many lessons.
Time was spent debugging the harmonic interference throughout the first tests. Sim-
ply keeping the knowledge that harmonics will exist in mind before testing could have
allowed for earlier development of the Matlab scripts so that the interference did not
require debugging. That being said, in the future, the Matlab scripts may still be
improved to identify all possible, rather than the first ideal solution. In the current
script, only one solution is saved, but a few adjustments would allow for other re-
sults to be displayed which may yield better results for various receivers. The script
could also be expanded to cover a different range of frequencies. Another point to
be made is that further market research could be done in an attempt to obtain the
best cost-benefit components. It may be possible to find reduced cost components
from various retailers. In the future, it would be ideal to look into static lightning
protection for the receiver. An expendable system that would prevent any damaging
signals entering the reciever or the ROACH. This would allow for safer operation in
case of a sudden thunderstorm, as is common in Florida.
4.4 Firmware
4.4.1 Motivation
The CASPER ROACH FPGAs, as mentioned before, depend on firmware developed
through Matlab and Simulink using custom Xilinx and CASPER Simulink blocks.
Previous work in the Radar & Microwave laboratory examined the usability of the
ROACH system and the development suite required to generate firmware. The most
important blocks used for the prototype testbed are the “quADC” yellow block and
the “Shared BRAM” yellow block. These blocks create an abstraction layer for inter-
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facing with the quADC daughter boards and the BRAM storage within the ROACH
system.
4.4.2 Design
The initial design for storing the quADC inputs to the BRAM was taken and rebuilt
from [20]. The author of the previous work’s simple Simulink model was rebuilt as
shown in Figure 4.37. It takes the inputs from one of the quADC daughter boards,
reinterpreted it from 8 7 fixed point to an unsigned binary number. An 8 7 fixed
point, signed binary number is a signed, binary number in which the binary point
is before the seventh bit. The unsigned binary from each of the four ports is then
concatenated to form a 32-bit value that is then stored in one of the 16384 memory
locations of the BRAM.
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Figure 4.37: Rebuilt quADC to BRAM Simulink Model designed by Richard
Tubbesing IV in [20]
In order to use this firmware compiled from the Simulink model, the ‘.bof’ file was
moved from the host machine to the ROACH using the secure copy BASH command,
scp. In order to execute the firmware, the sequence of commands in Listing 4.1 need
to be run on the ROACH.
1 cd / b o f f i l e s /
2 l s
3 . / ‘ ‘ F i l e Name’ ’& #Record the returned value
4 cd / proc / ‘ ‘ Recorded value ’ ’ /hw/ i o r e g
5 l s
6 cat s y s c l k c o u n t e r | od −td4
7 k i l l ‘ ‘ Recorded Value ’ ’
Listing 4.1: BASH command sequence to run .bof files
Once the command on line 4 is run, and the command on line 6 is run to verify
that the firmware is running, the BRAM data can be extracted. Using the Python
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code from Appendix A.5, BRAM is opened and the written to a text file. The file can
then be transferred from the ROACH to the host computer using the scp command.
From the host computer, the file can be read using Matlab by opening the file and
reading in the rows and columns for the desired data. This method of recording will
be used in an over the air test discussed later.
The prototype testbed focused on one input channel to the ROACH, but the final
testbed will require usage of all eight inputs. For that reason, the previous Simulink
model needed to be expanded to utilize both quADCs, each with its own BRAM. To
do this, the original model was modified to duplicate the quADC and BRAM yellow
blocks. The address counter used in the original model is maintained and is usable
for both quADC chains. Figure 4.38 shows the parallel quADC chains that utilize
the same counter to store all eight channels at once.
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Figure 4.38: quADC to BRAM model using all eight inputs
4.4.3 Lessons Learned
The current firmware design allows implementation for all eight channels of the
quADCs to be used. In conjunction with the Python scripts, recording the quADC
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inputs into the BRAM and exporting them to data files is made simple and is au-
tomated. The Python script can be modified to write the files and send them to a
host computer with more storage so that measurements can be continued over longer
periods of time. In future work, the BRAM can be used as storage for switch weights.
The addresses can be cycled through based on clock timings adjusting the weights
and allowing for the analog switching to occur. The firmware will also have the abil-
ity to use BRAM for digital weights. A switch block can be used after the quADC
yellow block in order to affect the digital switching. With the digital switch block in
implemented in the firmware, the analog and digital switching logic will be identical.
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Chapter 5
Over the Air Experiments
Over the air experiments are important for the testing of the prototype testbed, as it
allows the system to be characterized as a whole. Two major over the air experiments
were conducted. The first was a bench top experiment indoors, and the second was an
experiment on the roof outdoors. The experiments were designed to target different
aspects of the testbed.
5.1 Bench Experiment
5.1.1 Motivation
The first experiment conducted was the bench top experiment. It was designed to
test a single patch antenna element from the version 1 TMA panel, the heterodyne
receiver, the ROACH firmware, and the ROACH Python scripts. Each subsystem
had been tested individually, but the bench top over the air experiment provided a
test for the system. This would establish evidence that the system would function as
expected.
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5.1.2 Setup
The experiment required multiple systems to be initialized. The quADC daughter
board for the ROACH required a clock signal, 200 MHz at 0.0 dBm. The 200 MHz
clock frequency would allow the quADC to sample the 150 MHz input signal at the
full 200 MHz. This would result in a 50 MHz signal from the quADC to the FPGA.
The clock signal was placed into port 1.1 on the quADC, seen in Figure 5.1. The RF
input is connected to port 1.3 on the quADC, as that is input one of four.
Figure 5.1: Input panel of the quADC daughter board connected within the ROACH
system with ports 1.1, clock signal, and 1.3, input one, occupied
A microstrip dipole antenna, Figure 5.2, was selected as the transmitter. It was
connected to a signal generator that produced a signal at 2.3 GHz at -25 dBm. The
version 1 panel was setup up approximately 2.39 m with port 1 being used as the
receiving antenna. The heterodyne receiver was setup as in previous tests. LO1 was
set to 1.29 GHz at -10.5 dBm, and LO2 was set to 860 MHz at -8.5 dBm.
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Figure 5.2: Microstrip dipole antenna transmitting at 2.3 GHz at -25 dBm for the
over the air bench experiment
5.1.3 Experiment
Before connecting the heterodyne output to the ROACH, the RF output was observed
on a spectrum analyzer, Figure 5.3. It is noted that the power of the desired signal
is around -15.8 dBm. The target power level for going into the quADC is 0.0 dBm,
or below. This signal meets the criteria desired in order to prevent damage to the
quADC or ROACH boards. For precaution, attenuation was still added before the
quADC input. It can also be seen that there are spurious signals in the spectrum.
The spurs appeared to shift frequency during observations. One peak of interest is
the peak located around 250 MHz. Mixed up from 250 MHz with the LO frequencies,
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250MHz+ 860MHz+ 1.29GHz = 2.4GHz. As commonly understood, IEEE 802.11
standard provides protocol for wireless local area network (WLAN) including those
of WiFi. One of the most common frequencies used for WiFi is 2.4 GHz. As the
experiment was conducted within a room in which WiFi is available, it is highly
plausible that the spur at 250 MHz is caused by interference from the local WiFi
network.
Figure 5.3: Spectrum Analyzer display showing the 150 MHz signal after being mixed
down from 2.3 GHz
After verifying that the signal was identifiable on the spectrum analyzer, 61 dB of
attenuation was added to the output and the feed was connected to the quADC input
port. Through slow testing, attenuation was removed until only 12 dB attenuation
remained. This was done to mitigate exceedingly high power levels reaching the
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quADC. In order to perform the experiment and take measurements, a folder named
data was added to the ROACH’s root directory. From there, the Python script,
Listing A.6, that executes the .bof file, then records 100 BRAM samplings from the
BRAM while restarting the firmware each iteration was run. This created 100 files in
the data folder. These files were secure copied, scp, to the host computer where they
were then processed using Listing A.3, a Matlab script that reads the resultant BRAM
sample files and calculates the power spectrum density (PSD) of the experiments.
5.1.4 Results
The first trial resulted in an inability to find the desired 50 MHz signal. After review-
ing the setup procedure, it was noticed that the signal generator for LO2 was not set
to output. The system was reset and prepared for a second trial in which all signal
generators where double checked for being set to output. The second trial resulted
in a visible target signal at about 50 MHz. Before the third trial, the transmit power
was increased to -23 dBm. The third trial resulted in a stronger 50 MHz signal being
identified at approximately -27 dB. A control trial was also done in which the trans-
mitter was set not to output. The results, compared in Figure 5.4, show that when
the transmitter was off, no 50 MHz signal was identified.
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Figure 5.4: Power spectrum density (PSD)
5.2 Roof Experiment
5.2.1 Motivation
Similar to the bench top experiment, the roof experiment was designed to test multiple
aspects of the testbed. The primary target of the roof experiments is the array
panels. Recording signals at various angles allows for the panels’ array factor to be
realized. Secondary is testing the switch functionality after the combiner and before
the heterodyne receiver. The experiments also utilize a custom control system for the
antenna rotator and a VNA based automated testing method.
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5.2.2 Setup
The setup for the roof experiment was more involved than for the bench top exper-
iment. One of the first aspects needing to be setup was the antenna rotator control
system. The rotator controller was developed within the Radar & Microwaves Labo-
ratory. It’s core is a Raspberry Pi that acts as server for receiving commands for the
antenna rotators. It then converts the commands and forwards them to an Arduino.
The Arduino sends the commands to the antenna rotator and receives position feed-
back. The feedback is then sent back to the server. In order to communicate with
the server, a string needed to be sent to the server as shown in Listing 5.1. In the
command, the IP address of the server must be provided, as well as a command word
in order to verify that the message was a position command. The commands are
implemented within the full Matlab script that was used during the experiment.
1 setRotatorURL = ’ http : / / 1 9 2 . 1 6 8 . 4 . 1 0 6 : 7 3 9 7 / s e t p o s i t i o n ’ ;
2 setRotatorKeyword = ’command ’ ;
3
4 ro ta to rCurPos i t i on = s p r i n t f ( ’%d,%d,%d ’ , rotatorID ,
rotatorAngleAzimuth , ro ta to rAng l eE l evat i on ) ;
5 rotatorResponse = webwrite ( setRotatorURL , setRotatorKeyword ,
ro ta to rCurPos i t i on ) ;
Listing 5.1: Matlab commands used to send a rotator position command to the
antenna rotator controller server
Another important setup step was the development of commands to control the
VNA remotely for autonomous measurement recording. The method was used in
previous Radar & Microwaves Laboratory work [31] using BASH. Through the de-
sire to use Matlab for collecting performing the automated tests, the methods were
adapted and modified. The development relied heavily on the programming guide
for the E5071B. The method was added to Listing A.4, VNARotatorControl.m, such
that it may be used to perform the automated testing.
Once the server and VNA control software was developed, the physical system
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needed assembly. The first components to be assembled were the antenna systems.
The TMA panels were attached to the combiner and then attached to a wooden board.
The same was done to the transmitting reference antenna, a Ubiquiti airMAX AM-
2G16 High Gain Sector antenna. The reference antenna provided dual polarization
so that experiments in both polarizations could be conducted. The reference antenna
was designed to operate within the range of 2.3 GHz to 2.7 GHz. To mount the
boards to the rotator posts, each board had pipe straps held on by a bolt and nut.
This allowed for simple attachment to the rotator posts capable of being done by a
single individual. As done for the experiments in [21], the antennas were mounted
on opposing corners of the Lehman Engineering building roof. The reference antenna
was mounted on a stationary post, shown in Figure 5.5a, directed towards the TMA
panels, which were mounted on a rotator, shown in Figure 5.5b.
(a) Ubiquiti airMax AM-2G16 mounted on sta-
tionary post for over the air roof experiment
(b) TMA panels mounted on azimuth/elevation
antenna rotator for over the air roof experiment
Figure 5.5: Antenna systems mounted on the roof for the over the air tests
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On top of the Lehman Engineering building, there are two wings of the building.
Each one of the wings housed an antenna. In Figure 5.6, the point designated by
A represents the location of the TMA panels. The point marked B represents the
location of the reference antenna. The distance between them is approximately 50
meters. The rotator was aligned according to the compass in Figure 5.6, with 135◦ as
the angle that provides a 0◦ reference. This allowed the automated data collection to
point the array at θ◦ where, θ ∈ [0, 270]. In post-processing, the axis is shifted such
that θ ∈ [−135, 135].
Figure 5.6: Lehman building roof showing the locations of the antennas used during
the experiment
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The heterodyne receiver was setup as done in previous experiments. In the first
experiments, the VNA was connected to the transmitting antenna and the output of
the combiner. The VNA output a sweeping signal from 2.0 GHz to 2.6 GHz on the
output port, and received all signals within that range from the TMA panels. The
antenna was swept from 0◦ to 270◦, by 1◦, in the azimuth and 40◦ to 140◦, by 5◦,
in elevation. The sweep range of the rotator was modified for later tests to reduce
measurement times during inclement weather. The next experiments were setup using
a signal generator for transmitting and the heterodyne and ROACH for receiving the
data, same as with the over the air bench test.
5.2.3 Experiment 1
The first experiments were designed to obtain the array factor of the panels. Each
sweep of the rotator took approximately 17 minutes. So for going from 40◦ to 140◦
by 5◦, a total of 36 azimuthal sweeps, took approximately 36∗17
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= 10.2 hours. All
eight ports were connected to the combiner, and the combiner output was connected
to a second port on the VNA. The Matlab script, Listing A.4, VNARotatorCon-
trol.m, was then run. Stepping through the azimuth at 1◦, the software had the VNA
save a comma separated values (.CSV) file of the measurements. The files were then
extracted from the VNA, imported into Matlab, processed, and displayed. The pro-
cessing included extracting the power level located at 2.3 GHz, ±5 values adjacent
to the target value, from within the file. This generally resulted in obtaining the
values from positions 95 to 105. The power levels were averaged, then stored into a
matrix with the other data for that sweep in azimuth, and finally added to a matrix
containing all azimuth sweeps by elevation.
The first experiment done was with the transmitting antenna setup in vertical
polarization. It was clear that the array functioned relatively identically at the various
elevations, shown in Figure 5.7a. There was a total variation in the main lobe peaks
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of about 7 dB. It’s evident that their is a main lobe and sidelobes within the central
80◦ at about -57 dB and -70 dB, respectively, as seen in Figure 5.7b. Beyond that,
the array factor begins to settle around -80 dB and below. There is an anomaly at
approximately 50◦ from center. This equates to approximately 80◦ for the rotator.
It was initially believed to be caused by multipath from the central building on top
the Lehman Engineering roof. Referring back to Figure 5.6, between 80◦ and 90◦, the
structure has an angled portion that appears to be an ideal surface for reflections.
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(a) Power levels displayed in relation to azimuth and elevation
(b) Power levels displayed in relation to azimuth layered on elevation
Figure 5.7: Array factor of the array at elevation angles [40, 140]
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In order to test the theory of multipath, the panels were rotated 180◦ on the
wooden board, shown in Figure 5.8. This was done to determine if the interference at
approximately 50◦ was consistent with the array at a different angle. If the interfer-
ence showed up at -50◦, it would indicate that it was an issue with the array and not
likely multipath. Though, if it appears at 50◦, it would remain consistent between
different orientations of the array, therefore indicating a high likelihood of it being
caused by multipath interference.
Figure 5.8: Inverted array to test the theory that the structure at 80◦ (-50◦) was the
cause of multipath interference
Due to the target area being approximately 80◦ in each elevation, the sweep set-
tings were modified to 75◦ to 105◦ by 5◦ for elevation and 50◦ to 220◦ by 1◦ for
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azimuth. This covers the area of 80◦ and 185◦, which would be 50◦ in either direction
from the central 135◦. The experiment was repeated and the data was brought into
Matlab for processing. Figure 5.9 shows the array factor of the inverted array setup.
It is evident that there is an interference signal maintained at 50◦, indicating that
the interference is due to the environment and not the antenna array itself. Based
on evidence that the structure is at approximately the correct angle to reflect the
transmitted signal to the array and at 2.3 GHz, it is highly likely that it is the source
of interference.
Figure 5.9: Array factor of the inverted array panel setup showing an interference
signal at 50◦, the same as the non-inverted array panel setup
As the transmitter had availability for both vertical and horizontal polarization,
a sweep was done across the initial 40◦ to 140◦ and 0◦ to 270◦. Unfortunately, the
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array factor measured was sub par. Though a few peaks and valleys are identifiable,
the array factor remained mostly below -80 dB. For this reason, it is concluded that
the array is vertically polarized.
In addition to measuring the array factor, the beam pattern of each patch on a
single panel was measured. For these measurements, 50Ω terminators were placed on
other seven open ports as shown in Figure 5.10. Instead of feeding the elements into
the combiner, it was bypassed altogether. For the individual port measurements, the
sweep was set to 80◦ to 100◦ for elevation and 0◦ to 270◦ for azimuth.
Figure 5.10: Setup for measuring Port 1 beam pattern during over the air roof ex-
periments
Each port was measured independently. A major challenge during these experi-
ments was the weather. Through the time these experiments were being conducted,
inclement weather was on and off. Measurements were aimed to begin during clear
weather, but sometimes would be caught during a small, passing storm of wind and
rain. During some experiments, such as for Port 3 shown in Figure 5.11c, a window
without rain and wind was found. Figure 5.11d showing the Port 4 measurements
shows a mostly clean measurement. The first sweep at 80◦ resulted in lower power
than the other sweeps. As this wasn’t noticed in other measurements, it is possible
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that it is a defect of the antenna element. It is unlikely weather related, as Port
1, Figure 5.11a, and Port 2, Figure 5.11b both show what occurs during inclement
weather. The signal degrades much worse than what is noticed in the first sweep for
Port 4. Port 1 endured weather related issues during its final sweep, whereas Port 2
endured weather related issues during its second to last sweep. Each sweep is approx-
imately 17 minutes, and therefore, a cloud bringing rain and wind passed over the
testing site, but passed in a short enough time not to affect the other measurements.
This was often observed during the tests that storms would be north and south of
the testing facility, only briefly affecting the site.
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(a) Port 1 antenna beam pattern (b) Port 2 antenna beam pattern
(c) Port 3 antenna beam pattern (d) Port 4 antenna beam pattern
Figure 5.11: Beam patterns for each port on the right TMA panel with some indica-
tions of inclement weather
In the tests, each antenna element resulted in beam patterns peaking at approx-
imately -65 dB power at 0◦ in the azimuth for all elevation steps. Compared to the
Sonnet simulated beam patterns, Figure 4.8, where there was a 22 dB power difference
from the highest peak to the lowest valley in the element pattern, the measurements
show a difference of about 25 dB power from highest peak to the lowest valley. Consis-
tent between both the simulation and model, the edge of the beam, where it begins to
degrade in power quicker, is about 40◦ to either side of 0◦ in the azimuth. Therefore,
weather aside, the measurements match well to the simulated Sonnet beam patterns.
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During the measurements in which rain and wind were increased, the beam patterns
declined anywhere from 5 dB power to 20 dB power, as noted around -70◦ in Figure
5.11a. The drastic effect that wind and rain had on the system shows that it would
be unwise to operate this system in such weather as performance could be degraded
beyond an acceptable level.
During these tests, an issue arose in which the designated folder on the VNA
was not properly created. This meant that measurements done were not saving.
This wasted time during clear weather windows. After the first time, the folder was
created, but the VNA was not properly indicating failure to save files. This also
wasted large amounts of time as the expected files were not there when attempting to
access them. This happened a third time as well, essentially wasting the day’s usable
time slots. It was partially due to human error and partially due to the VNA failing
to properly indicate that it had failed to save files.
5.2.4 Experiment 2
The next experiments focused on exploring the effects of implementing the switch
module between the combiner and the heterodyne receiver. The process was a com-
bination of the roof test with the bench test. The heterodyne receiver was setup and
connected to the ROACH quADC input. The antenna rotator was angled at 90◦ in
elevation, where 0◦ is directly down and 180◦ is directly up, and 135◦ in azimuth,
providing as direct a path to the transmitting antenna as possible. The transmitting
antenna was powered with a signal generator, rather than the VNA. The following
experiments cover the testing of the switch not in the system, the switch off, the
switch on, the switch modulating, and the switch modulating with the transmission
modulating. The first test conducted did not include the switch. It replicated the
bench experiment, but in a different environment, the roof. Figure 5.12 shows that
at approximately 50 MHz, the intended target frequency, there is a distinct peak
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reaching approximately -15 dB. It should also be noted that there are other apparent
signals in the figure. The first set of signals that draw interest are the two that span
approximately 17.5 MHz to 20 MHz and 26 MHz to 30 MHz. Looking closer, the
second signal could be two signals, the first from 26 MHz to 27.5 MHz and the second
from 27.5 MHz to 30 MHz. In order to identify the signals, the frequency of a desired
signal can be found using
RFdesired = 200MHz − IFdesired + 860MHz + 1.29GHz, (5.1)
where IFdesired is chosen on the output spectrum of 0 MHz to 100 MHz. Equation
5.1 is meant to find a signal that was undersampled by the ADC. In order to calculate
a signal a signal that was not undersampled, the equation is modified by dropping
the 200 MHz offset as in
RFdesired = IFdesired + 860MHz + 1.29GHz. (5.2)
Mixing these signals up the receiver would result in 2.3325 GHz, 2.3300 GHz, 2.3240
GHz, 2.3225 GHz, and 2.3200 GHz. It can be noted that, as the observed signals
at each IF decreases, its corresponding value at RF increases. This is due to the
fact that the signal is being undersampled by the ADC. These values, especially 2.32
GHz and 2.3325 GHz, are the bounds for Sirius Satellite Radio as discussed in [19].
On the other hand, XM Radio starts at 2.3325 GHz and spans to 2.345 GHz. 2.345
GHz mixed down results in 5 MHz. As can be seen in Figure 5.12, there are signals
between 5 MHz and 17.5 MHz. It is theorized that the signals received in this region
are, in fact, XM Radio and Sirius Satellite Radio. The signals will be shown to be
persistent throughout the tests, except for the test with the switch in the off position.
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Figure 5.12: Power spectrum density of the roof experiment with no switch in the
receiver chain
The second experiment conducted was with the switch in the down converting
chain. During the experiment, it was determined that a second ZRL-2400LN+ was
needed when the switch was added, as shown in Figure 5.13, in order to counteract
the power lost through the switch. It should be noted that the second ZRL-2400LN+
had 15 dB of attenuation on its output. The feed to the ROACH also had 6 dB of
attenuation. The switch was powered with a function generator outputting a square
wave at 72.22 kHz. The amplitude was set to 10vpp in order to provide a positive
and negative 5 V to the control lines.
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Figure 5.13: Setup for the switch and added ZRL during the switch experiment
The power spectrum density of the switch in the circuit and in the on position,
Figure 5.14a, shows the target signal at 50 MHz reaching approximately -19 dB, a
4 dB loss, even with the second ZRL-2400LN+. In the other figure, Figure 5.14b,
the 50 MHz is still highly visible at approximately -26 dB, a decrease of only 7 dB
from when the switch is on. This deviates from the the results seen during the switch
module measurements done on the VNA. The results, shown in 4.25b, indicate that
in the on position, the loss should only be approximately -2 dB, and when the switch
is in the off position, the isolation should be approximately -32 dB. Due to the large
gap, it was thought that an error occurred that may have damaged the switches.
The data sheet for the switches was examined, again, and it revealed that the switch
control voltage is acceptable between -0.2 V and 12 V. Since the setup had the switch
control lines being fed with ±5V , the switches were most likely damaged, resulting
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in the decreased performance. The switching voltage was modified to switch between
680 mV and 5.5 V. Another problem that was identified is that the switches are never
being fully switched to off. The control lines for turning the switch on were connected
to the positive signal generator lead, whereas the control lines for turning the switch
off were connected to ground. This would also impact performance and should be
improved in future iterations of the switch module.
(a) Power spectrum density when the switch
module is in the full on position
(b) Power spectrum density when the switch
module is in the full off position
Figure 5.14: Power spectrum density with the switch in the receiver chain in both on
and off states
The next experiment was designed to test the switch with a modulating control
signal. The function generator was initialized to a square wave with a frequency of
12.2 kHz. It was noticed during the measurements that, by the end, the frequency
had drifted to 12.202 kHz. This drift should be kept in mind for future experiments.
Figure 5.15 shows that the 50 MHz signal is clearly identifiable at approximately -18
dB. This shows a loss of about 3 dB when the switch is modulating between on and
off with the second ZRL2400-LN+ included. As previously mentioned, the signals
theorized to be Sirius Satellite Radio and XM Radio are still clearly visible.
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Figure 5.15: Power spectrum density with the switch being controlled by a square
wave modulation
The next experiments added modulation to the transmitted signal. The trans-
mitted signal was given a square modulation with pulse width 100µs and a period
of 20 ms. The goal of adding modulation to the transmitted signal was to show the
harmonics of the transmission in the received signal. This is one method that aids
in the verification of the desired signal while also demonstrating the feasibility of the
switch module to receive the modulation. Figure 5.16a shows the first experiment
with signal modulation. Zooming in, Figure 5.16b shows the 50 MHz peak and two
small peaks on either side of the main peak. In order to separate the peaks more,
the switch modulation needs to be increased. Due to this, the switch modulation
was increased to 300 kHz. The experiment was conducted again with the increased
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modulation frequency. The response, Figure 5.16c, showed the separated peaks that
were not identifiable during the first experiment. It can be seen in Figure 5.16d that
the peaks from the square wave modulation are the odd harmonics of 2.3 GHz and
300 kHz.
(a) Power spectrum density when the switch
module is modulated at 12.2 kHz and the trans-
mitted signal has pulse modulation
(b) A cropped view of the 50 MHz signal in
Figure 5.16a showing small peaks caused by the
transmited modulation
(c) Power spectrum density when the switch
module is modulated at 300 kHz and the trans-
mitted signal has pulse modulation
(d) A cropped view of the 50 MHz signal in Fig-
ure 5.16c showing harmonic peaks caused by the
transmited modulation
Figure 5.16: Power spectrum density with the switch modulated at 12.2 kHz and 300
kHz and pulse modulated transmitted signal with pulse width 100µs and period of
20 ms
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The final experiment was an extended measurement with no transmitter and no
switch. The motivation was to measure all signals in the target spectrum range. The
measurement sweeps, originally set to 100 BRAM sweeps, was increased to 5000 in
order to increase performance of the fast fourier transform (FFT). Unfortunately,
the memory on the ROACH’s system filled when the script reached 3245 sweeps.
This was still a valid amount of sweeps, as 100 sweeps was sufficient in previous
tests. The rotator was positioned at 135◦ in the azimuth, directing the array at the
reference antenna that was not set to transmit during this experiment. The obtained
power spectrum density of the desired spectrum for this experiment in Figure 5.17
shows the same signals that appeared in each of the other experiments, including
the theorized XM Radio and Sirius Satellite Radio signals. This experiment is the
foundation for studying the radio spectrum in Daytona Beach around Embry-Riddle
Aeronautical University. Studying the possible interfering signals in the area increases
the potential of testing algorithms developed to mitigate specific interference signals.
The other interferes are not identifiable at this time. It can be noticed that an
interference signal at about 62 MHz is no longer present. The disappearance of this
signal provides evidence that the unidentified signal may be caused by the transmitter
used during the previous experiments. This could be evidence of interference caused
by a secondary signal coming from the signal generator used for the transmission.
In the future, the source of the signal should be explored to better understand what
interference sources are present in the testing environment.
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Figure 5.17: Power spectrum density without the transmitted signal
5.2.5 Results
The over the air roof experiments conducted revealed a few major points for the
future of the testbed. One of those is that the switch module control line feeding
needs to be improved upon. The switch module also needs to be supplied the correct
voltage in order to mitigate the chance of damaging the module. In future work, more
experiments should be conducted on a repaired switch module. The simulated and
measured isolation should be verified before progressing to a more complex switching
setup. Based on the results of the individual patch beam patterns, weather is a major
factor to the performance of the array. During times of inclement weather, the array,
in its current setup, would result in much less than desirable results. It was shown
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that XM Radio and Sirius Satellite Radio are likely able to be received using the
array, which indicates the potential use of this system for passive radar targeted at
using satellite radio satellites as transmitters of opportunity. More work should be
done to identify and classify the interference signals in the proposed area of operation,
currently Daytona Beach, FL, United States. Having the signals identified would aid
in the process of filtering them during operation. It also allows an understanding of
what interferes would need to be filtered when testing various interference mitigation
algorithms.
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Chapter 6
Simulations
In addition to the testbed development and experiments, Matlab simulations were
conducted to aid in the evaluation of performance of the system and research the
affects of antenna element weights. The simulations conducted were that of a time-
modulated array and of an antenna weight optimization algorithm. The TMA simu-
lation was developed to aid in understanding of the affects on the array factor that
the Sonnet simulations and element spacing have. The antenna element weighting
optimization simulation also aids in examining the affects the Sonnet simulations and
element spacing have on the array factor while attempting to optimize the weights of
each element.
6.1 Time-Modulated Array
6.1.1 Motivation
The first simulation conducted was a TMA simulation. The goal was to examine the
affects of time-modulation in theoretical settings and with Sonnet simulated measure-
ments. Sonnet simulates the far field responses and the magnitudes can be extracted
and used within the simulation. Another variable between experiments is the element
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spacing of the array. The spacing of the elements when manufactured does not meet
the theoretical spacing, as discussed. The simulation allows for all possible values to
be tested in order to observe the results. The simulation also allows the testing of a
run pattern that will provide harmonics in the array factor.
6.1.2 Simulation
The simulation begins by defining the necessary constants which are speed of light,
c = 3e8 m
s
, array frequency, freq = 2.3e9 GHz, and calculating wavelength, λ =
0.1304 m. Then the array was defined as being composed of eight elements. The next
variable to be assigned is the element spacing, d, by creating a vector of the element
distances from a chosen reference element. It is with this that the simulations separate
into three cases, theoretical half wave, designed half wave, and actual half wave
spacing. Once spacing is defined, the far field patterns for each pattern obtained from
Sonnet are imported into simulation as amplitudes per frequency for each element.
The elements are then given their complex amplitude. Isotropic elements were then
created as reference for the Sonnet measured antenna elements. The array factor is
then calculated for the uniform patterns and the Chebychev windowed array signals.
The array factor, AF, can be found by
AF (θ) =
8∑
n=1
Ane
−j 2pi
λ
dnθ, (6.1)
where n represents the number of elements, An is the Sonnet simulated response of
the nth element, dn is the distance of the n
th element from the reference element, and
θ is the angle between −pi
2
to pi
2
. The array is also subjected to a run pattern in which
only one element is excited at a time. The element that is excited begins at one end
and switches to the right by one element step at a time.
The first simulation used the theoretical half wave spacing,
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d(n) = [0, 0.0652, 0.1304, 0.1956, 0.2608, 0.3260, 0.3912, 0.4564]. (6.2)
Figure 6.1 shows the results of the Sonnet array and isotropic array in uniform
patterns and with a 40 dB Chebychev window applied. It’s evident that the isotropic
array has a much smaller main lobe than the Sonnet simulated array. The uniform
patterns have many more similarities than the Chebychev patterns.
Figure 6.1: Simulation of designed array compared to isotropic array with theoretical
half wave spacing
The run pattern graphs show the signal in blue and the first harmonic in red, with
other harmonics in dotted lines. The run pattern for the isotropic array, Figure 6.2a,
compared to that of the Sonnet measurement, Figure 6.2b, shows that the Sonnet
pattern shows a slight reduction of power in the first harmonic. This sets a baseline
for comparison as the element spacing is modified to show a true estimation of the
constructed testbed.
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(a) Isotropic simulation of a time-modulated run
pattern
(b) Sonnet measurement simulation of a time-
modulated run pattern
Figure 6.2: Time-modulated run simulation showing the harmonic beams generated
by the switching scheme
The second simulation used the spacing that was implemented in the design for
each panel,
d(n) = [0, 0.0736, 0.1473, 0.2209, 0.2946, 0.368, 0.4419, 0.5156, 0.5892], (6.3)
which does not account for the gap between the panels and is slightly larger than
the theoretical half wave spacing. Figure 6.3 shows many similarities between the
theoretical and designed spacing when a Chebychev window and TMA pattern are
applied. It is maintained that ‘Simulated’ refers to the isotropic elements and ‘TMA’
refers to the array with complex amplitudes for the element weights. The main
difference is that the main lobes of each show slight narrowing. The side lobes of
both drop to -40 dB, as expected, but the Sonnet measurements have a rougher main
lobe. When the main lobe descends under -20 dB, the power slows its descent causing
the main lobe to widen.
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Figure 6.3: Simulation of designed array compared to isotropic array with the designed
spacing
The run pattern was then tested with the designed spacing. As was evident before,
with the Sonnet measurements, there is a slight decrease in power in the first har-
monic shown in the Sonnet measurement simulation, Figure 6.4b, from the isotropic
simulation, Figure 6.4a. It is also evident that the lobes incurred a narrowing, just like
the Chebychev patterned responses. There was a slight angular shift in the harmonic,
as well. In the designed spacing simulation, the first harmonic shifted approximately
4 degrees towards center. It is probable that increasing the spacing more would drive
the harmonics closer to center, until they were indistinguishable from the desired
signal.
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(a) Isotropic simulation of a time-modulated run
pattern
(b) Sonnet measurement simulation of a time-
modulated run pattern
Figure 6.4: Time-modulated run simulation showing the harmonic beams generated
by the switching scheme
The final simulation used the element spacing that was measured after the panels
were attached to the combiner,
d(n) = [0, 0.07366, 0.14732, 0.22098, 0.30815, 0.38181, 0.45547, 0.52913]. (6.4)
The inter-element spacing per panel is identical to the designed spacing, but be-
tween the panels there is an extra gap. The most significant difference shown in
Figure 6.5 is that the side lobes don’t reach the -40 dB that the Chebychev was de-
signed for. The side lobes reach approximately -23 dB for the isotropic array and
the Sonnet array reaches approximately -26 dB. This reduction of almost 20 dB was
the effect of the gap being added into the array. The side lobes for the Sonnet array
were extended inward, widening them to almost a 50◦ spread. It could be that these
existed before, but were hidden outside of the simulated range of -90◦ to 90◦.
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Figure 6.5: Simulation of designed array compared to isotropic array with the actual
spacing
The run pattern was also applied to the simulation with the actual spacing. Unlike
in the Chebychev simulation, the run pattern simulation didn’t show a noticeable
decrease in performance. It is theorized that this is due to the fact that the run
pattern works by only exciting one element during a time slot. This means that the
spacing of the elements, within reason, may have a reduced influence on the result.
Overall, the run pattern was minimally changed between different spacing of the
elements.
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(a) Isotropic simulation of a time-modulated run
pattern
(b) Sonnet measurement simulation of a time-
modulated run pattern
Figure 6.6: Time-modulated run simulation showing the harmonic beams generated
by the switching scheme
6.1.3 Results
The time-modulated array simulation showed the importance of element spacing when
attempting to perform time-modulation of an array in an attempt replicate a Cheby-
chev windowed response. It was found that as the spacing deviated from linear, the
side lobe performance was decreased by a factor of two. This reflects the importance
of the spacing of elements for an array. It was also shown that using time-modulation,
specifically in a run pattern, that the harmonics of the switching frequency become
visible. As mentioned previously, the harmonics can be utilized for various applica-
tions that require multiple, and simultaneous, beamforming [32].
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6.2 Element Weight Optimization
6.2.1 Motivation
The second simulation explored an optimization algorithm, based off a hill climbing
simulation, that aims to improve the antenna element weighting by progressively
obtaining an optimal solution. A hill climb optimization is an iterative algorithm
designed to improve the current state by altering many variables until an optimum
is found. The procedure then repeats until a local optimum solution is found. The
simulation was designed to initiate at an optimal, theoretical design and iterate to
the final, true design, at each stage, finding the optimum solution. This would allow
the system to progress beyond a local maximum by finding a new local maximum at
each step to the true design. The implementation of this algorithm was built on work
developed within the Radar & Microwaves Laboratory. The algorithm begins with a
theoretical, ideally spaced elements with an ideal pattern. The path from the ideal to
the actual is interpolated within Matlab, and at each step, the hill climb optimization
algorithm is evaluated.
6.2.2 Simulation
As in the previous simulation, three test cases were examined, theoretical half wave
spacing,
d(n) = [0, 0.0652, 0.1304, 0.1956, 0.2608, 0.3260, 0.3912, 0.4564], (6.5)
designed spacing,
d(n) = [0, 0.0736, 0.1473, 0.2209, 0.2946, 0.368, 0.4419, 0.5156, 0.5892], (6.6)
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and the actual spacing,
d(n) = [0, 0.07366, 0.14732, 0.22098, 0.30815, 0.38181, 0.45547, 0.52913], (6.7)
where the measurements are in meters and . The element weight optimization sim-
ulation began with the definitions of the frequency, speed of light, and the number
of elements, 8. With the frequency and speed of light, λ was calculated. The Sonnet
simulated far field responses were then loaded in with range -90◦ to 90◦. The data was
then interpolated to contain 9001 steps between -90◦ and 90◦. The first simulation
process examined was used to observe the affects of the hill climbing algorithm for
optimizing the radiation pattern without iterations. Figure 6.7a shows the pattern
using the theoretical spacing. Figure 6.7b shows the pattern using the designed spac-
ing. The red section in the figures identifies the section of the response outside the
simulations main lobe window. This section is examined for the first sidelobe that is
to be optimized. The blue section shows the main lobe window. It is clear that both
achieve the targeted -40 dB side lobes.
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(a) Single hill climb optimization on the array
with the theoretical spaced elements
(b) Single hill climb optimization on the array
with the designed spacing of elements
Figure 6.7: Hill climb optimization of the array using the theoretical and designed
spacing
The hill climb optimization was repeated for the array with actual spacing, shown
in Figure 6.8a. The main lobe was not as consistent as the previous optimization
simulations. The first side lobes also were approximately -29 dB. In order to try
to isolate the main lobe and better reduce the side lobes, the simulation was run
again after narrowing the window for the main lobe. This allowed the optimization
algorithm to search closer to the main lobe for the side lobes. Figure 6.8b shows that
the main lobe was more consistent, but the side lobes remained at approximately -29
dB.
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(a) Single hill climb optimization on the array
with actual spacing of the elements
(b) Single hill climb optimization on the array
with actual spacing with a reduced window size
Figure 6.8: Hill climb optimization of the array using the actual spacing with and
without a reduced window for the main lobe
The previous simulations set a base for comparison for the second set of simu-
lations. The second simulations occurred in two stages, weight optimization based
on the element patterns and then based on the element spacing. Each stage iter-
ated through the steps and used the hill climb optimization to approach the optimal
solution for each step. The weight optimization is simulated by creating an initial
weighting scheme of ones. Steps are calculated from the ones weighting to the inter-
preted Sonnet data and progressed through by each step. The optimized radiation
pattern evolved with each step. The hill climb optimization is run for each step, and
the best weighting is selected as the base for the next step. The final optimization
is shown in Figure 6.9a. It is clear that the first side lobes are below -40 dB. The
level of the first side lobe is tracked through each step and shown in Figure 6.9b. The
side lobes rise as the array transforms from ideal to theoretical, or as the iterations
increase, which is to be expected.
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(a) Optimized array factor of the theoretical
spaced patterns with Sonnet measured power re-
sponses
(b) Side lobe levels tracked during each iteration
of the theoretically spaced optimization
Figure 6.9: Results of the optimization for the theoretical spacing with Sonnet mea-
sured responses
The optimization was then run using the designed spacing as the final spacing
for the simulation. This deviates from the first experiment, as the spacing was not
modified in the first experiment. In Figure 6.10a, the first side lobes are still below
-40 dB, as desired. Figure 6.10b shows the side lobe tracking through optimization
stages. The first stage, approximately steps 0 through 740, covers the optimization
while approaching the Sonnet pattern response, shown in blue. The second stage
continues from 740 to approximately 980, shown in red, and covers the optimization
while approaching the designed spacing of the elements. It can be noticed that when
the optimization for the spacing begins, the side lobes dropped approximately 3 dB.
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(a) Optimized array factor of the designed spac-
ing patterns with Sonnet measured power re-
sponses
(b) Side lobe levels tracked during each iteration
of the designed spacing optimization
Figure 6.10: Results of the optimization for the designed spacing with Sonnet mea-
sured responses
The actual spacing was then used for the optimization simulation. Similar to
the base optimization results, the main lobe was not as consistent as the previous
simulations and the side lobes were approximately -27 dB, as visible in Figure 6.11a.
The response is more symmetric than the initial optimization. The results indicate
that the stepping algorithm does not allow the hill climbing algorithm to approach
a better solution than by one iteration of the hill climb optimization. Figure 6.11b
shows the traced side lobe power through each step. Unlike in the array simulation
with the spacing that was designed, the side lobe level only slightly decreased when
the spacing was the optimization variable. After approximately 75 steps, the power
level greatly rose over 10 dB.
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(a) Optimized array factor of the actual spaced
patterns with Sonnet measured power responses
(b) Side lobe levels tracked during each iteration
of the actual spaced optimization
Figure 6.11: Results of the optimization for the actual spacing with Sonnet measured
responses
As before, the main lobe window was decreased and the optimization was run
again. The window reduction resulted in a more isolated main lobe, with the side
lobes on the main lobe in Figure 6.11a being removed. Shown in Figure 6.12a, the side
lobe levels did not improve. They remained around -27 dB. It was noticed in Figure
6.12b that the side lobe levels did not experience the initial almost 10 dB improvement
in the first approximately 50 steps. There is also a steeper improvement when the
optimization occurs over the approximate 50 initial steps of the element spacing. This
can be attributed to the window changing. Even with changes to the optimization
algorithm, the performance was not improved. This further indicates the necessity of
ideally spaced elements in the array.
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(a) Optimized array factor of the actual spaced
patterns with Sonnet measured power responses
(b) Side lobe levels tracked during each iteration
of the actual spaced optimization
Figure 6.12: Results of the optimization for the actual spacing with Sonnet measured
responses
6.2.3 Results
The optimization algorithm was designed to show the possibilities of improving the hill
climb optimization by approaching the optimization problem by starting with a known
problem and iteratively approaching the desired problem, optimizing at each step.
Through the results shown, the algorithm appears to produce solutions that are not
significantly improved compared to the single hill climb iteration optimization. It was
also identified that the element spacing is a significant factor in performance. As the
spacing became nonlinear, the optimal solution had reduced performance compared
to the linear design and theoretical spacing positions. Even with modifications to
the main lobe window, the performance did not increase. Due to these results, the
linearity of the element spacing is a major priority for future designs for the array.
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Chapter 7
Conclusion
In this work, a prototype testbed time-modulated array system was discussed. The
work done brought together multiple research projects from the Radar & Microwaves
Laboratory into a systems level research project. The antenna elements were designed
into two panels using Sonnet and manufactured in-house using an LPKF circuit mill.
A single and double switch module was designed, in the same manner as the antenna
element, for controlling the antenna array state, excited and not exited. A heterodyne
receiver was constructed using COTS components to mix the 2.3 GHz RF signal
down to 150 MHz. Firmware was developed for the ROACH FPGA system to sample
and record the signal output of the receiver. The system was demonstrated end-to-
end in two experiments, the bench top and the roof experiment. Two simulations
were developed to model the affects of array characteristics such as antenna element
amplitudes and antenna element spacing.
7.1 Results
During the antenna element design, it was found that coupling was a flaw in the first
version. The coupling and phase matching was not ideal, causing the elements to ra-
diate differently than expected. The second version still appeared to experience phase
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issues, but performed much better on the VNA than the first version. The switch
module revealed that design should utilize the reference circuit. Ignoring the refer-
ence design led to the switch needing repairs after manufacturing. The performance
of the switch was found to be acceptable on the single switch module achieving -19
dB of isolation, meaning that the double switch module would provide ideal isolation.
Unfortunately, a flaw caused the double switch module to operate improperly. In the
course to diagnose the issue, soldering and desoldering was done to key components.
After reassembling the module, it functioned as desired achieving approximately -30
dB of isolation. The flaw was characterized and documented, but not explained. An
issue arose during the over the air tests with the switch module that led to it produc-
ing significantly less than expected isolation. The switch control lines were given -5
V and 5 V as off and on, respectively. The switches are only rated for -0.2 V to 12 V.
It is theorized that the switches were damaged as afterwards, they did not perform
as expected. A heterodyne receiver was designed to mix down the 2.3 GHz RF signal
to 150 MHz IF signal. It was found that the LO frequencies were powerful enough
to mix and appear in the output of the receiver. They were addressed by developing
Matlab scripts to analyze possible LO frequencies and calculate optimal LO frequen-
cies. It was also discovered that the signal generator for LO1 was driving the noise
floor due to the phase noise it was producing. To mitigate this, a hairpin bandpass
filter was designed to reject the phase noise coming from the signal generator. It
was also found that LO1 was causing saturation, which caused the output signal to
increase in power while LO1 decreased in power. Placing bandpass filters before the
amplifier eliminated the saturation.
The first over the air, end-to-end experiment done was the bench top experiment.
It showed that a single antenna element could receive a 2.3 GHz transmitted signal,
the receiver could mix it down to 150 MHz, the ROACH system could sample the
signal and record 100 sweeps. On a spectrum analyzer, the signal showed the desired
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signal at 150 MHz. The data also showed that a signal was located at 250 MHz, which
could be mixed up to 2.4 GHz with the mixer, that was potentially WiFI. From the
recorded data, the sub nyquist sampled signal appeared at 50 MHz, as expected from
the 200 MHz clock signal. The second experiment was the roof top experiment. The
raspberry pi antenna rotator server was verified during these experiments, as well as
the VNA automated testing scripts developed. This allowed the array factor of the
array to be measured. It was found that the array was affected by multipath due
to a structure on the roof located at approximately 80 ◦ in reference to the antenna
rotator during the experiment. The beam patterns of four of the eight elements
were measured as well. They validated the simulations conducted by Sonnet. They
also revealed the detrimental affects of inclement weather on the system. Wind and
rain were capable of increasing power loss by 20 dB at some instances. The roof
experiment also validated the capabilities of the time-modulation for the array. The
switch and signal were modulated, revealing the switching harmonics. One of the
most important validations during the roof experiments was that the system was
capable of receiving other signals, including the theorized XM and Sirius satellite
radio. The signals appeared in the correct frequency bins for satellite radio. The two
simulations, TMA and element weight optimization, were conducted and showed the
importance of ideal element spacing for the array. The weight optimization algorithm
also showed that there appeared to be a small improvement in the main lobe and
side lobes of the designed spacing simulations from the single hill climb optimization
to the new iterative optimization algorithm. The time required for the optimization
does not match the performance gain.
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7.2 Future Work
The work on the prototype TMA testbed has shown numerous paths for future de-
velopment. As the research continues, improvements need to be considered. The
element spacing was shown to have a major impact on performance. Section 6.2
revealed that, even though the array element weighting can be optimized, nonlinear
spacing reduces the performance by approximately 12 dB in the final optimized so-
lution. The algorithm was modified to isolate the main lobe further, but still showed
the 12 dB reduction in performance. The feed of the patch elements should also be
further explored, as it may be ideal to have coaxial fed elements so that matching
phase and reducing coupling is simpler.
As it was also shown that the switching harmonics are visible after processing,
the testbed is opened up to algorithms that seek to utilize the first harmonic beam in
a multiple, simultaneous beamforming application, such as the reference and surveil-
lance beam for a passive radar. The testbed has the potential to reduce the necessary
equipment by only requiring one antenna system, rather than two. Additionally, the
testbed was shown capable of receiving what was theorized as XM and Sirius Satellite
Radio, which is the targeted transmitter of opportunity for research within the Radar
& Microwaves Laboratory.
The receiver architecture proved effective at mixing down the desired RF signal,
but the implementation is costly. The MAX 2140 discussed in Section 2.4.2 would
greatly reduce cost and physical size requirements for the array by allowing the IC
receiver to be placed on a PCB circuit that could contain the switches, too [19].
The whole assembly could be mounted to the rear side of the antenna elements and
separated by a dielectric in order to improve isolation. Future implementations of the
testbed should focus on testing the feasibility of a system as just described.
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Appendix A
Source Code
A.1 Matlab Code
1
2 c l c
3 c l e a r
4
5 l o1 = 1300 ; %1350 ; %1290; %1465
6 l o2 = 840 ; %900 ; %860; %685
7
8 RF = 2300 ;
9 in te rmediateFreq = RF − l o1 ;
10 f i n a l F r e q = intermediateFreq − l o2 ;
11
12 idx = 1 ;
13 f o r c o e f f 1 = 1:15
14 f o r c o e f f 2 = 1:15
15 solMat ( idx , 1 ) = c o e f f 1 ;
16 solMat ( idx , 2 ) = c o e f f 2 ;
17 solMat ( idx , 3 ) = ( c o e f f 1 ∗ l o1 ) + ( c o e f f 2 ∗ l o2 ) ;
18 solMat ( idx , 4 ) = ( c o e f f 1 ∗ l o1 ) − ( c o e f f 2 ∗ l o2 ) ;
19 solMat ( idx , 5 ) = ( c o e f f 2 ∗ l o2 ) − ( c o e f f 1 ∗ l o1 ) ;
20 idx = idx +1;
21 end
22 end
23
24 [ rfRow , r fCo l ] = f i n d ( abs ( solMat ) == RF) ;
25 [ interRow , in t e rCo l ] = f i n d ( abs ( solMat ) == intermediateFreq ) ;
26 [ f inalRow , f i n a l C o l ] = f i n d ( abs ( solMat ) == f i n a l F r e q ) ;
Listing A.1: Matlab script used to test possible LO frequencies, FreqTester.m
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1 c l c
2 c l e a r
3
4 %lo1 = 1290 ; %1465
5 %lo2 = 860 ; %685
6
7 RF = 2300 ;
8 %intermediateFreq = RF − l o1 ;
9 f i n a l F r e q = 150
10 maxMin = 0 ;
11 idx2 = 1 ;
12 f o r l o1 = 1190 : 1800
13 in te rmediateFreq = RF − l o1 ;
14 l o2 = RF−lo1−f i n a l F r e q ;
15 loMAT( lo1 − 1 1 8 9 , : ) = [ lo1 , l o2 ] ;
16 i f l o2 > 990 | | (RF−lo1−l o2 ˜= 150)
17 di sp ( ’ERROR’ )
18 e l s e
19
20 idx = 1 ;
21 f o r c o e f f 1 = 1:15
22 f o r c o e f f 2 = 1:15
23 solMat ( idx , 1 ) = c o e f f 1 ;
24 solMat ( idx , 2 ) = c o e f f 2 ;
25 solMat ( idx , 3 ) = ( c o e f f 1 ∗ l o1 ) + ( c o e f f 2 ∗ l o2 ) ;
26 solMat ( idx , 4 ) = ( c o e f f 1 ∗ l o1 ) − ( c o e f f 2 ∗ l o2 ) ;
27 solMat ( idx , 5 ) = ( c o e f f 2 ∗ l o2 ) − ( c o e f f 1 ∗ l o1 ) ;
28 idx = idx +1;
29 end
30 end
31
32 [ rfRow , r fCo l ] = f i n d ( abs ( solMat ) == RF) ;
33 [ interRow , in t e rCo l ] = f i n d ( abs ( solMat ) ==
intermediateFreq ) ;
34 [ f inalRow , f i n a l C o l ] = f i n d ( abs ( solMat ) == f i n a l F r e q ) ;
35
36
37 so lData = solMat ( : , 3 : 5 ) ;
38 so lData = solData ( : ) ;
39 so lData = s o r t ( abs ( solData ) ) ;
40 %plo t ( s o r t ( solMat ( : , 3 ) ) )
41 p lo t ( abs ( so lData − f i n a l F r e q ) )
42 forThePlot ( idx2 , : ) = abs ( solData − f i n a l F r e q ) ;
43 idx2 = idx2 + 1 ;
44 tempMin = min( abs ( solData − f i n a l F r e q ) ) ;
45
46 i f tempMin > maxMin
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47 maxMin = tempMin ;
48 %[ minRow , minCol ] = f i n d ( abs ( solMat ( : , 3 : 5 ) ) == (
f ina lFreq−maxMin) ) ;
49 minLO = loMAT( lo1 − 1 1 8 9 , : ) ;
50 so lMatFinal = solMat ;
51 [ rfRow2 , r fCo l2 ] = f i n d ( abs ( so lMatFinal ) == RF) ;
52 [ interRow2 , in t e rCo l2 ] = f i n d ( abs ( so lMatFinal ) ==
intermediateFreq ) ;
53 [ f inalRow2 , f i n a l C o l 2 ] = f i n d ( abs ( so lMatFinal ) ==
f i n a l F r e q ) ;
54 end
55 end
56 end
Listing A.2: Matlab script used to find optimal LO frequencies, FreqFinder.m
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1 c l c
2 c l e a r
3 c l o s e a l l
4
5 Fs = 200000000;
6 T = 1/Fs ;
7 L = 1000 ;
8 t = ( 0 : L−1)∗T;
9
10
11 %fileNum = 0 ;
12
13 f o r f i leNum = 0:99
14 f i d = fopen ( s p r i n t f ( ’ otaSigon / data2 / otaSigOnStronger%d . txt ’ ,
f i leNum ) ) ;
15 s igData = f r ead ( f id , [ 4 ,L ] , ’ i n t8 ’ ) ;
16 dataMat ( fi leNum +1, : ) = sigData ( 1 , : ) ;
17
18 f i d 2 = fopen ( s p r i n t f ( ’ o t a S i g o f f / o taS igOf fS t ronge r%d . txt ’ ,
f i leNum ) ) ;
19 s igData2 = f r ead ( f id2 , [ 4 ,L ] , ’ i n t8 ’ ) ;
20 dataMat2 ( fi leNum +1, : ) = sigData2 ( 1 , : ) ;
21
22 f c l o s e ( f i d ) ;
23 f c l o s e ( f i d 2 ) ;
24 end
25
26 f ftDataMat = f f t ( dataMat , [ ] , 2) ;
27 fftDataMatdB = 10∗ l og10 ( abs ( fftDataMat ) ) ;
28
29 f ftDataMat2 = f f t ( dataMat2 , [ ] , 2) ;
30 fftDataMatdB2 = 10∗ l og10 ( abs ( fftDataMat2 ) ) ;
31
32 f i g u r e (1 )
33 dbSignal = 10∗ l og10 (1/( Fs∗L) ∗sum( abs ( fftDataMat ) . ˆ 2 ) ) ;
34 P1 = dbSignal ( 1 : L/2+1) ;
35 f r e q = Fs ∗ ( 0 : ( L/2) ) /L/10ˆ6 ;
36 p lo t ( f req , P1)
37 t i t l e ( ’PSD with Transmitted S igna l ’ )
38 x l a b e l ( ’ Frequency (MHz) ’ )
39 y l a b e l ( ’ Power/Frequency (dB/MHz) ’ )
40 a x i s ( [ 0 100 −70 −20])
41
42 f i g u r e (2 )
43 dbSignal2 = 10∗ l og10 (1/( Fs∗L) ∗sum( abs ( fftDataMat2 ) . ˆ 2 ) ) ;
44 P12 = dbSignal2 ( 1 : L/2+1) ;
45 f r eq 2 = Fs ∗ ( 0 : ( L/2) ) /L/10ˆ6 ;
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46 p lo t ( f req2 , P12 )
47 t i t l e ( ’PSD without Transmitted S igna l ’ )
48 x l a b e l ( ’ Frequency (MHz) ’ )
49 y l a b e l ( ’ Power/Frequency (dB/MHz) ’ )
50 a x i s ( [ 0 100 −70 −20])
51
52 f i g 3 = f i g u r e (3 )
53 p lo t ( f req , P1 , f req , P12 , ’ r ’ )
54 t i t l e ( ’PSD with / out Transmitted S igna l ’ )
55 x l a b e l ( ’ Frequency (MHz) ’ )
56 y l a b e l ( ’ Power/Frequency (dB/MHz) ’ )
57 a x i s ( [ 0 100 −70 −20])
58 l egend ( ’PSD w/ Tx ’ , ’PSD w/o Tx ’ )
59 g r id on
60 s e t ( f i g3 , ’ p o s i t i o n ’ , [ 1 00 , 100 , 1100 , 900 ] )
Listing A.3: Matlab script used to analyze the resultant files from the bench top over
the air experiment, sigAnalyze.m
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1 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
2 % Pro j ec t : VNA Data Recording
3 % Author : Addison Ford
4 % Date : May 17 , 2017
5 % Desc r ip t i on : This f i l e a l l ows a user to setup and
6 % record t r a c e data from the VNA. I t
7 % a l s o a l l ows a user to c o n t r o l the
8 % antenna r o t a t o r .
9 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
10
11 %%%%%%%%%%%%%%%%%%% DEPENDENCIES %%%%%%%%%%%%%%%%%%%%
12 % >> Antenna r o t a t o r r e q u i r e s that the raspberry pi ,
13 % or other antenna c o n t r o l s e rver , i s on and
14 % running the antenna c o n t r o l s e r v e r developed by
15 % Jeremiah .
16 %
17 % >> Al l needed d i r e c t o r i e s on the VNA must a l r eady
18 % e x i s t .
19 %
20 % >>
21 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
22
23 %%%%%%%%%%%%%%%%%% THINGS TO KNOW %%%%%%%%%%%%%%%%%%%
24 % >> When sending commands to the VNA, you must f i r s t
25 % open the tcp ip l i n e with ” fopen ( vna ) ” . Then you
26 % must use ” f p r i n t f ( vna , [ I n s e r t Command Here ] ) ”
27 % to i s s u e a command . To read a response , you must
28 % use ” f s c a n f ( vna ) ” .
29 %
30 % >> Before us ing t h i s s c r i p t , you must c r e a t e the
31 % f o l d e r you wish to use on the VNA. I s s u e s were
32 % encountered when attempting to c r e a t e the f o l d e r
33 % from here . Al l d i r e c t o r i e s , parent and ch i ld ,
34 % must e x i s t f o r the commands to proper ly save
35 % tr ac e data
36 %
37 % >> You should double check a l l save paths f o r the
38 % VNA as i t may r e q u i r e custom f i l e p a t h s other
39 % than the o r i g i n a l l y de f ined f i l e p a t h .
40 %
41 % >>
42 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
43
44
45
46 %% INITIALIZE MATLAB
47
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48 c l c
49 c l e a r
50 c l o s e a l l
51
52 %% CONSTANTS
53
54 % VNA
55 ipAddrVNA = ’ 1 9 2 . 1 6 8 . 4 . 1 1 4 ’ ; %S t a t i c IP address o f VNA
56 portVNA = 5025 ; %Port a s s i gned f o r program c o n t r o l ( Port 23 f o r
Telnet )
57
58 % Generates d i r e c t o r y name f o r VNA
59 userDir = ’ Addison ’ ;
60 curDate = d a t e s t r (now , ’yyyymmdd ’ ) ;
61 vnaDir = s p r i n t f ( ’%s/%s TEST ’ , userDir , curDate ) ;
62 vnaFilename = s p r i n t f ( ’%s AF PatternExper iment Elevat ion ’ ,
curDate ) ;
63
64 vnaStartFreq = ’ 2 .0E9 ’ ; % Sta r t i ng sweep frequency
65 vnaStopFreq = ’ 2 .6E9 ’ ; % Stopping sweep frequency
66 vnaSParam = ’ S21 ’ ; % TX: Port 1 , RX: Port 2
67 vnaIFBand = ’ 70000 ’ ; % IF Bandwidth in Hertz
68 vnaPower = ’ 0 ’ ; % Output power in dBm
69
70 % Rotator
71 setRotatorURL = ’ http : / / 1 9 2 . 1 6 8 . 4 . 1 0 6 : 7 3 9 7 / s e t p o s i t i o n ’ ;
72 setRotatorKeyword = ’command ’ ;
73
74 rotator ID = 1 ;
75 r o t a t o r I n i t i a l A z i m u t h = 0 ;
76 r o t a t o r I n i t i a l E l e v a t i o n = 40 ;
77 r o t a t o r I n i t i a l P o s i t i o n = s p r i n t f ( ’%d,%d,%d ’ , rotatorID , . . .
78 r o ta to r In i t i a lAz imuth , . . .
79 r o t a t o r I n i t i a l E l e v a t i o n ) ; %
Usable range f o r t e s t
appears to be [ 0 , 200 ]
80
81 % IP Camera
82 % Future plan to stream video s t r a i g h t to Matlab but a l l
r e s o u r c e s
83 % seem to want an a d d i t i o n a l package f o r adding the camera f e ed
84 % ipAddrCamera = ’ 1 9 2 . 1 6 8 . 4 . 1 0 7 ’ ;
85 % portCamera = 37777 ;
86 % usernameCamera = ’ admin ’ ;
87 % passwordCamera = ’ RadarLab2017 ’ ;
88
89 %% SETUP
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90
91 vna = tcp ip ( ipAddrVNA , portVNA) ; % Create TCPIP ob j e c t f o r VNA
92
93 % Create d i r e c t o r y f o r cur rent t e s t [ Doesn ’ t c u r r e n t l y work ]
94 %genDirCommand = s p r i n t f ( ’ :MMEM:MDIR ”%s ” ’ , vnaDir ) ;
95 %fopen ( vna ) ; f p r i n t f ( vna , genDirCommand) ; f c l o s e ( vna ) ;
96
97 % VNA I n i t i a l Setup
98 vnaSetPowerCommand = s p r i n t f ( ’ :SOUR:POW %s ’ , vnaPower ) ;
99 vnaSParamCommand = s p r i n t f ( ’ :CALC1:PAR1:DEF %s ’ , vnaSParam ) ;
100 vnaStartFreqCommand = s p r i n t f ( ’ : SENS1 :FREQ:STAR %s ’ , vnaStartFreq
) ;
101 vnaStopFreqCommand = s p r i n t f ( ’ : SENS1 :FREQ:STOP %s ’ , vnaStopFreq ) ;
102 vnaAvgOnCommand = s p r i n t f ( ’ : SENS1 :AVER ON’ ) ;
103 vnaAvgCountCommand = s p r i n t f ( ’ : SENS1 :AVER:COUN 30 ’ ) ;
104 vnaResetAvg = s p r i n t f ( ’ : SENS1 :AVER:CLE ’ ) ;
105 vnaIFBandCommand = s p r i n t f ( ’ : SENS1 :BAND %s ’ , vnaIFBand ) ;
106
107 % Clear prev ious VNA s e t t i n g s
108 fopen ( vna ) ; f p r i n t f ( vna , ’ :SYST:PRES ’ ) ; f c l o s e ( vna ) ;
109
110 di sp ( ’ I n i t i a l i z i n g VNA: Beep once f o r begin , Beep twice f o r
complete ’ )
111 fopen ( vna ) ;
112 %Beep to s i g n a l beg inning o f setup
113 f p r i n t f ( vna , ’ :SYST:BEEP:COMP:IMM’ ) ;
114
115 f p r i n t f ( vna , vnaSetPowerCommand) ;
116 f p r i n t f ( vna , vnaSParamCommand) ;
117 f p r i n t f ( vna , vnaStartFreqCommand ) ;
118 f p r i n t f ( vna , vnaStopFreqCommand ) ;
119 f p r i n t f ( vna , vnaAvgOnCommand) ;
120 f p r i n t f ( vna , vnaAvgCountCommand) ;
121 f p r i n t f ( vna , vnaIFBandCommand) ;
122
123 % Beep to i n d i c a t e complet ion o f setup
124 f p r i n t f ( vna , ’ :SYST:BEEP:COMP:IMM’ ) ;
125 pause (1 )
126 f p r i n t f ( vna , ’ :SYST:BEEP:COMP:IMM’ ) ;
127 f c l o s e ( vna ) ;
128
129 % Set i n i t i a l r o t a t o r p o s i t i o n
130 rotatorResponse = webwrite ( setRotatorURL , setRotatorKeyword ,
r o t a t o r I n i t i a l P o s i t i o n ) ;
131
132 %% EXPERIMENT
133 % Experiment c o n s i s t s o f two main par t s :
139
134 % 1) Rotate antenna ˜200 degree s by 1 degree ( i f p o s s i b l e )
135 % 2) Each degree rotated , record the t r a c e data from the VNA
136
137 di sp ( ’ Begining experiment . . . ’ ) ;
138
139 % I t e r a t e f o r each ang le [ 0 , 270 ]
140 f o r ro ta to rAng l eE l evat i on = 40 : 10 : 140
141
142 ro ta to rCurPos i t i on = s p r i n t f ( ’%d,%d,%d ’ , rotatorID ,
ro ta to r In i t i a lAz imuth , ro ta to rAng l eE l evat i on ) ;
143 rotatorResponse = webwrite ( setRotatorURL , setRotatorKeyword ,
ro ta to rCurPos i t i on ) ;
144
145 input ( ’ \nPress ente r when r o t a t o r i s in p o s i t i o n .\n ’ ) ;
146 f p r i n t f ( ’ E levat ion : %3d | Azimuth : %3d ’ ,
r o t a t o r I n i t i a l E l e v a t i o n , r o t a t o r I n i t i a l A z i m u t h )
147
148 f o r rotatorAngleAzimuth = 0 : 1 : 270
149 curFilename = s p r i n t f ( ’%s%d Azimuth%d ’ , vnaFilename ,
rotatorAng leE levat ion , rotatorAngleAzimuth ) ;
150
151
152 ro ta to rCurPos i t i on = s p r i n t f ( ’%d,%d,%d ’ , rotatorID ,
rotatorAngleAzimuth , ro ta to rAng l eE l evat i on ) ;
153 rotatorResponse = webwrite ( setRotatorURL ,
setRotatorKeyword , ro ta to rCurPos i t i on ) ;
154
155 % Wait 1 second or s e t up to pr e s s ente r when r o t a t o r has
s e t t l e d
156 pause (1 ) ; % Allow r o t a t o r to s e t t l e
157 %input ( ’ Press ente r when r o t a t o r has s e t t l e d .\n ’ ) ;
158
159
160 % Save a c t i v e t r a c e data as . csv
161 t ry
162 fopen ( vna ) ;
163 f p r i n t f ( vna , resetAvg ) ; % Clear cur rent average o f
t r a c e s f o r updated ang le
164 pause (5 ) ;
165 storeFileCommand = s p r i n t f ( ’ :MMEM:STOR:FDAT ”%s/%s .
csv ” ’ , vnaDir , curFilename ) ;
166 f p r i n t f ( vna , storeFileCommand ) ;
167 f c l o s e ( vna ) ;
168 catch
169 di sp ( ’SAVING FILE FAILURE! ABORT EXPERIMENT AND FIX
ISSUE ! ’ )
170 f c l o s e ( vna ) ;
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171 end
172
173 % Update p rog r e s s o f experiment
174 f p r i n t f ( ’ \b\b\b\b\b\b\b\b\b\b\b\b\b\b\b\b\b\b\b\b\b\b\b\b
\b\b\b\b\b\b\b\b\b\b\b\b\b ’ ) ;
175 f p r i n t f ( ’ E levat ion : %3d | Azimuth : %3d ’ ,
ro tatorAng leE levat ion , rotatorAngleAzimuth )
176
177
178 end
179 end
180
181
182
183 % Command to save a c t i v e t r a c e data as . csv
184 %fopen ( vna ) ; f p r i n t f ( vna , ’ :MMEM:STOR:FDAT ”%s/%s . csv ” ’ , vnaDir ,
curFilename ) ; f c l o s e ( vna ) ;
185
186
187 %% SEND BEEP COMMAND TO SIGNAL COMPLETION
188 fopen ( vna ) ;
189 f p r i n t f ( vna , ’ :SYST:BEEP:COMP:IMM’ ) ;
190 pause (1 )
191 f p r i n t f ( vna , ’ :SYST:BEEP:COMP:IMM’ ) ;
192 f c l o s e ( vna ) ;
193 di sp ( ’ Experiment Complete : Beep twice f o r complete ’ )
Listing A.4: Matlab script used to control the antenna rotator and the VNA for
autonomously collecting data from the roof experiences, VNARotatorControl.m
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A.2 Python Code
#! / usr / bin /python
f = open ( ’ / root / t e s t . txt ’ , ’wb ’ )
b = open ( ’ / proc /2177/hw/ i o r e g /Shared BRAM ’ , ’ rb ’ )
va lue1 = b . read ( )
f . wr i t e ( va lue1 )
f . c l o s e ( )
b . c l o s e ( )
Listing A.5: Python script for extracting the BRAM data from the ROACH,
save bram.txt
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#! / usr / bin /python
import os
import sys
import subproces s
import time
#iProcID = raw input (” Enter Proc ID : ”)
iOutFileName = raw input ( ” Enter Output Filename : ” )
pid = subproces s . Popen ( ’ / b o f f i l e s / quadc bram 2017 Jan 13 1701 . bof ’ ,
s h e l l=True ) $
iProcID = pid
pr in t s t r ( iProcID )
f o r i t e r a t i o n in range (0 ,100) :
time . s l e e p (1 )
f = open ( ’ / root / data / ’ + s t r ( iOutFileName ) + s t r ( i t e r a t i o n ) + ’ .
txt ’ , ’ $
b = open ( ’ / proc / ’ + s t r ( iProcID ) + ’ /hw/ i o r e g /Shared BRAM ’ , ’ rb ’
)
va lue1 = b . read ( )
f . wr i t e ( value1 )
f . c l o s e ( )
b . c l o s e ( )
ioreg mode = ’ / proc / ’ + s t r ( iProcID ) + ’ /hw/ ioreg mode ’
fpgaReset = ’ / proc / ’ + s t r ( iProcID ) + ’ /hw/ i o r e g / r e s e t ’
os . system ( ’ echo 0 > ’ + ioreg mode )
os . system ( ’ echo 1 > ’ + fpgaReset )
os . system ( ’ echo 0 > ’ + fpgaReset )
os . system ( ’ echo 1 > ’ + ioreg mode )
sys . s tdout . wr i t e (” I t e r a t i o n : %d \ r ” % ( i t e r a t i o n ) )
sys . s tdout . f l u s h ( )
os . system ( ’ k i l l ’ + s t r ( iProcID ) )
p r i n t ’ Data C o l l e c t i o n Complete ! ’
Listing A.6: Python script for extracting the BRAM data from the ROACH for 100
samples, save bram loop.txt
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