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Abstract – A practical approach for identifying solution robustness is proposed for situations 
where parameters are uncertain. The approach is based upon the interpretation of a 
probability density function (pdf) and the definition of three parameters that describe how 
significant changes in the performance of a solution are deemed to be. The pdf is constructed 
by interpreting the results of simulations. A minimum number of simulations are achieved by 
updating the mean, variance, skewness and kurtosis of the sample using computationally 
efficient recursive equations. When these criterions have converged then no further 
simulations are needed. A case study involving several no-intermediate storage flow shop 
scheduling problems demonstrates the effectiveness of the approach. 
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1. Introduction  
 
Quantifying the performance of schedules and other plans given uncertain parameters is a 
significant issue in many industries. The construction of these “solutions” is also of 
significant importance and is a major topic in the field of Operations Research. It is an 
interconnected issue as a robust solution can not be constructed if there is no reliable and 
computationally efficient measure for identifying expected performance and level of 
robustness. 
A solution can be many things. For example it may be a plan of how operations are to 
be performed in time and space, or it might be a selection of what resources should be used 
and how and where they should be used. The performance of most solutions is achieved by 
evaluating an objective function or key performance indicator (KPI). These equations utilise 
specified activity durations and costs. These parameters though are seldom deterministic. 
They may take a variety of values and can vary in many different ways. Statistical functions 
are commonly used and are most often selected after some type of empirical analysis based 
upon observation. Since the parameters are not precise an evaluation (and later re-
evaluations) of the objective function requires that specific values be chosen. For each choice 
of parameters the value of the objective function may be different. This choice of parameters 
is commonly called a simulation.  
In many situations a mathematical model or set of equations can be used to compute 
components of an objective function, which makes its evaluation relatively simple. However 
there are many situations where this is not possible or is not desirable, for example when a 
system (process) can not or will not be decomposed into (or described) by a set of 
mathematical equations and constraints. In this situation a non analytical “algorithmic” 
approach like discrete event simulation (DES) must be used. 
Given uncertain parameters this paper considers how the performance and robustness of 
a solution can be quantified. In particular we consider how many simulations/objective 
function evaluations are necessary to judge expected performance and what to do with the 
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information from these evaluations/simulations when defining robustness. The format of the 
paper is as follows. In section 2 a definition and framework is presented for robustness 
determination. In section 3 recursive calculations are derived for the approach proposed in 
section 2. In section 4 a case study is presented. The achievements of the paper are then 
summarised and reviewed. 
 
1.1. Literature Review 
 
This paper utilises statistical measures such as mean, variance, skewness and kurtosis. It is 
interesting to note that the calculation of these “measures” in a computationally efficient and 
numerically stable manner has received relatively little attention, some in the 1970’s and 80’s 
but to our knowledge little since. For example Chan et al (1979) proposed a “pair-wise” 
algorithm for computing the variance of a sample of data. The approach utilises the mean and 
variance of two sub samples. Performing the calculations within a parallel computing 
environment was also discussed. This environment provides the motivation for the advocated 
approach. Chan et al (1983) then surveyed different algorithms for computing the variance of 
a sample of data and error bounds were provided for the different algorithms. Existing 
algorithms were classified as one pass, two pass or pair-wise approaches. The paper states 
that the task is quite “dangerous” (i.e. numerically) when the sample size is large and the 
variance is small.  Rounding error for example is a serious flaw of several algorithms. Many 
terms in the algorithms need to cancel each other out and may not do so precisely. More 
recently Terriberry (2007) extended the formulae of Chan et al for calculating the third and 
fourth central moments. For the “incremental case”, four efficient recursive equations were 
formulated. These can be used for example when estimating skewness and kurtosis. A 
computer algorithm was provided. Pebay (2008) extended the work of Terriberry (2007) and 
equations for arbitrary-order centred statistical moments were developed.  Formulas for both 
incremental and pair wise updating of the covariance were then formulated. 
A review of related research on robustness identification is now presented to place our 
work in context and to show how different our approach is. Machine scheduling work and 
applications are concentrated upon as they are considered in our case study and are 
practically relevant, for example in assembly, production and railways.  It should be noted 
that the creation of robust train schedules is a particularly important ongoing topic and that 
train scheduling has been recently characterised and solved as a job shop (machine) 
scheduling problem by Burdett and Kozan (2009a,b,c) and Burdett and Kozan (2010a, b). 
The approach proposed in this paper is vital in an approach to create a robust train schedule. 
Leon et al (1994) developed robustness measures and robust scheduling methods for 
job shops that are subject to a “right shift” control policy. The “right shift” control policy 
ensures that a disrupted operation is restarted immediately after the disruption period. The 
policy maintains the scheduled sequence and delays unfinished jobs as much as is necessary 
Robustness was analytically defined as a function of expected delay for the case where only a 
single disruption occurs. An expression for expected delay and a means of calculating it was 
also proposed.  Surrogate measures are however required for more general multiple 
disruption cases. A genetic algorithm was used to generate robust schedules. A features of this 
paper that should be noted is that a disrupted operation must be restarted after a disturbance 
because of an imposed no pre-emption condition. This is not particularly generic as it only 
deals with machine breakdowns. In many environments it should be possible to continue 
processing. For example in train scheduling problems a disrupted train continues moving 
from its current position. It can not be picked up and placed at the start of the section again. 
In assembly lines, operations can be continued from the previous state and the previous 
activities that have been done can not be undone. The pre-emption condition is often imposed 
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to stop the suspension of an operation of a job for the operation of another job. In other words 
it is not a technical condition of the processing capability of the machine which is assumed in 
the paper. Therefore the paper does not provide a complete accounting of robustness in job 
shop schedules and further modelling is required. 
Sotskov et al (1997) considered for job shop problems the calculation of a “stability” 
measure (radius) to determine the credibility of an optimal schedule. The approach may be 
regarded as a “posteriori” analysis in which an optimal schedule has already been constructed 
and the question is to determine such changes in the processing times of operations as do not 
destroy the optimality of the schedule. The stability radius denotes the largest quantity of 
independent variations of the processing times. It was reported that the problem of calculating 
the stability radius of a digraph is NP –hard even if an optimal schedule is known, therefore 
an enumeration scheme was proposed. Extensive numerical investigations showed that an 
optimal schedule is usually stable. 
Morikawa et al (1999) proposed a measure of schedule robustness for minimum 
makespan schedules in a traditional job shop. The uncertainty of processing times was 
focused upon and a sensitivity measure for the delay of completion by one unit of time was 
introduced.  When the completion time of an operation is delayed by one time unit, the 
number of affected operations (i.e. whose start time is delayed) is defined as the sensitivity of 
delay for that operation. The robustness of the schedule is the maximum value of the 
sensitivity for all of the operations involved in the schedule; a smaller value indicates a more 
robust schedule. A procedure was given for determining the sensitivity values. The result of 
discrepancies is a reduced sensitivity index; the sensitivity of an operation is actually greater 
than these calculations predict. This approach assumes that the solution remains feasible after 
a delay of one time unit. The affect of delays of greater than one time unit are not considered.  
The approach does not take into account the likelihood that particular operations will be 
delayed. It bases robustness on the operation that has the greatest impact on performance 
degradation. Therefore a schedule that is identified as being robust in a general sense may not 
actually be robust because some sensitive operations are not likely to be delayed while others 
are.  
The problem of determining criticality and sensitivity in activity networks was 
considered by Elmaghraby (2000). Issues related to activity criticality and sensitivity of the 
mean and variance of project completion to changes in the mean and variance of individual 
activities was concentrated upon. It was reported that there are primarily two different 
methodologies for estimating criticality and other similar metrics, namely analytical 
approaches and Monte Carlo sampling based approaches. Four different analytical 
approaches were mentioned and three Monte Carlo sampling approaches. The main 
conclusions of this paper are that the existing metrics do not always give sufficient or even 
correct information. They are also quite difficult and costly (i.e. computationally) to evaluate. 
There is also a need for an effective approach to evaluate the interaction between changes in 
the parameters of two or more activities. It was the author’s opinion that the previous work 
provides only a partial resolution and the field is still open to further development. 
 Penz et al (2001) presented a sensitivity analysis that is suitable for some scheduling 
problems. The analysis represented the degradation of the performance of a static scheduling 
algorithm in the presence of online disturbances. It was reported that little work has been 
conducted in this area and that this type of topic is quite important. 
Kleijnen and Gaury (2003) defined robustness as the capability to maintain short term 
service while minimising long term work in process.  A new methodology that consists of 
simulation, optimisation, risk or uncertainty analysis and bootstrapping was presented and 
illustrated through a production control study. The system’s sensitivity to changes in the 
assumed environment was examined. The example however was quoted as being “merely an 
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illustration” and that “robustness depends on the real production system and its control 
system”. A “base scenario” was used for the optimisation and future research should consider 
something else. Lastly the numerical investigations were also reported as being considerably 
slow.  
 
2. Proposed Framework 
 
2.1. Simulation and Pdfs 
 
Simulations are an efficient means of identifying what can happen when a solution is applied. 
Every simulation provides a value of possible solution performance. Provided that there is a 
suitable mechanism for generating parameters and that sufficient simulations are performed 
then a credible picture of what can happen and how often, is possible. 
 
Let ܺ௡ ൌ ሺݔଵ, ݔଶ, … , ݔ௡ሻ be a sample of n objective values obtained from simulation. We 
advocate that a probability density function (pdf) and cumulative density function (cdf) be 
constructed from these results. The pdf is constructed by discretising the domain and 
counting the occurrence of values within specific intervals. The number of simulations must 
be sufficient to generate an accurate estimate of the pdf (and cdf).  
 
Domain Discretisation:  
 
It should be noted that by discretising the domain we imply that we are interested in how data 
varies across intervals. We need to choose the number of intervals K or the width of each 
interval Δ. The two values are related by the equation  ∆ൌ ௎஻ି௅஻௄  where LB and UB represent 
respectively the min and max objective function value. The objective function values may be 
obtained in different ways. For example they may be observed or calculated theoretically.  
 
If the number of intervals is not given (i.e. the interval width is given), then the number of 
intervals may not be integer and this is an issue. We propose a recalibration by recomputing 
∆.  For example: (i) specify Δ, (ii) compute: ܭ ൌ ቔ௎஻ି௅஻∆ ቕ, (iii) recompute: ∆ൌ
௎஻ି௅஻
௄ . 
 
The kth interval is ሺܮܤ ൅ ሺ݇ െ 1ሻ∆, ܮܤ ൅ ݇∆ሻ. The LB and UB can be determined using a 
preliminary analysis. For example the smallest value of each parameter can be selected and 
the solution can be evaluated. The largest value of each parameter can be selected and the 
solution can be re-evaluated. An interval for the expected objective value (performance) 
is more realistic in many ways, for example when dealing with money (say in millions of 
dollars) and project durations (say in days or weeks). 
 
Traditionally an unbiased estimator can be defined in the following way: ܧሾܺ௡ሿ ൌ ∑ ݔ௜݌௜௡௜ୀଵ   
where ݌௜ ൌ ݌ݎሺݔ௜ሻ ൌ ଵ௡. Therefore: ܧሾܺ௡ሿ ൌ
ଵ
௡ ∑ ݔ௜௡௜ୀଵ . We also refer to ܧሾܺ௡ሿ by ߤ௡ 
interchangeably in this paper. It should be noted that the notation E[…] is used throughout to 
refer to the sample estimator of the mathematical expectation, not the mathematical 
expectation itself. 
 
When the domain is discretised:  
ܧሾܺ௡ሿ ൌ ∑ ሺ݉௞݌௞ሻ௄௞ୀଵ   and ݌௞ ൌ ௙ೖ௡   ,  ௞݂ ൌ |ሼ݅|ܮܤ௞ ൑ ݔ௜ ൏ ܷܤ௞ሽ| and ݉௞ ൌ
௅஻ೖା௎஻ೖ
ଶ  where ݉௞ is the middle point of the kth interval and ௞݂ is the frequency that solutions occur within 
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interval k. It should be noted that the mean remains the same if the number of observations 
within each interval does not change. In general for an integer power y, ܧൣܺ௡௬൧ ൌ
∑ ሺ݉௞ሻ௬݌௞௄௞ୀଵ . It should be noted that the frequencies need not be recorded. The probabilities 
can be updated in the following way: ݌௞ ൌ ቀ௡ିଵ௡ ቁ ݌௞  ׊݇ ് ݇כ  and ݌௞כ ൌ ቀ
௡ିଵ
௡ ቁ ݌௞כ ൅
ଵ
௡  
where ݇כ is the interval where observation ݔ௜ lies, i.e.  ܮܤ௞כ ൑ ݔ௜ ൏ ܷܤ௞כ. 
 
Proof: Let ݌௡,௞ denote the probability that results occur in interval k when the sample size is 
n. Similarly define ௡݂,௞ as the frequency for interval k when the sample is of size n. Let  
݌௡ିଵ,௞ ൌ ௙೙షభ,ೖ௡ିଵ ֜ ௡݂ିଵ,௞ ൌ ሺ݊ െ 1ሻ݌௡ିଵ,௞ ׊݇ .  It is obvious that: ௡݂,௞ ൌ ௡݂ିଵ,௞  for ݇ ് ݇כ 
and  ௡݂,௞ ൌ ௡݂ିଵ,௞ ൅ 1  for ݇ ൌ ݇כ.  Therefore by substitution: ݌௡,௞ ൌ ௙೙,ೖ௡ ؠ
ሺ௡ିଵሻ
௡ ݌௡ିଵ,௞  and 
݌௡,௞כ ൌ ௙೙,ೖכ௡ ؠ
௙೙షభ,ೖכାଵ
௡ ؠ
ሺ௡ିଵሻ
௡ ݌௡ିଵ,௞כ ൅
ଵ
௡. 
 
2.2. Interpretation of Pdfs  
 
Our approach utilises an estimate of the underlying probability density function obtained by 
simulations. The pdf can be used as a mechanism to classify a solution and to differentiate 
whether a solution is robust enough. In other words the pdf can be used to accept or reject 
solutions according to level of robustness. This is particularly useful in a meta-heuristic 
algorithm for creating a robust solution. 
We observe that a pdf with a narrow range and/or with a narrow high peak is most 
robust. Similarly a pdf with a wide range and/or with a wide low peak is most volatile 
(unstable). 
 
 
 
 
 
                               
 
a) robust    b) robust    c) not robust 
Figure 1. Pdf interpretation [objective value on x-axis, frequency on y-axis] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Objective value and robustness boundaries 
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However we note that these descriptions are not entirely sufficient from an Operations 
Research perspective since words like “narrow”, “wide”, “high” and “low” are subjective. 
Therefore we propose the quantification of different levels of robustness or instability in the 
following way. First solutions are distinguished as {robust, not robust} and then as {very 
unstable, quite unstable, quite stable, very stable}. We define three important parameters (i.e. 
ranges) associated with our definition of level of robustness. These parameters are points of 
differentiation between solutions and are necessary as they describe a user’s viewpoint or 
requirements. In other words they describe what a significant change is with respect to the 
objective function value. The parameters are as follows: 
 
߬:  The range where the performance is deemed to be equivalent. In other words the 
solution is no less robust if a change in the objective value does not exceed ߬. 
߬ҧ :  The range where the performance is deemed to be robust.  In other words the solution 
is no longer robust if a change in the objective value exceeds this value.  
߬Ӗ :  The range of values where the solution is deemed to be highly unstable. This is the 
position that alters the solutions status from quite unstable to very unstable. 
ߩ, ߩ,ഥ  ߩӖ:  User specified probabilities. They describe how much of the sample should lie   
within specified intervals.  
 
Figure 2 shows the intervals where solutions are deemed to be different in terms of 
robustness. The diagram also demonstrates how the previously defined parameters ߬, ߬ҧ, ߬Ӗ  are 
utilised. The tolerances operate on either side of the expected value (mean) objective value. 
In order to identify whether the required proportion of the sample lies within the correct 
range, the following criteria is proposed: 
 
Solution acceptance / rejection criteria:  IF PrሺLB ൏ ܺ௡ ൏ ܷܤሻ ൒ ρ  THEN accept ELSE 
reject 
 
Algorithm 1. Robustness Evaluation  
Let ߤ௡ ൌ ܧሾܺ௡ሿ 
IF Pr ቀߤ୬ െ ଵଶ τത ൑ ܺ௡ ൑ ߤ୬ ൅
ଵ
ଶ τതቁ ൒  ρത THEN  
robust = TRUE 
IF Pr ቀߤ௡ െ ଵଶ ߬ ൑ ܺ௡ ൑ ߤ௡ ൅
ଵ
ଶ ߬ቁ ൒  ρ THEN level = very stable 
 ELSE level = quite stable 
ELSE  
robust = FALSE 
IF Pr ቀߤ௡ െ ଵଶ ߬Ӗ ൑ ܺ௡ ൑ ߤ௡ ൅
ଵ
ଶ ߬Ӗቁ ൒  ρധ THEN level = quite unstable 
ELSE level = very unstable 
 
Algorithm 1 is proposed to identify the level of robustness. In this algorithm a solution is first 
distinguished as robust or not robust. Once this distinction has been made the solution is then 
categorised for level of robustness or instability. It should be noted that in the above 
probability statements values like ߤ௡ െ ଵଶ ߬ and ߤ௡ ൅
ଵ
ଶ ߬ are values that lie within intervals. 
Therefore probability statements of the following form Prሺܽ ൑ ܺ௡ ൑ ܾሻ are really providing 
an estimate of the probability that data lies between interval ߢҧ and interval ߢӖ  where ߢҧ ൌ
݇|݇ ൑ ܭ, ܮܤ௞ ൑ ܽ ൑ ܷܤ௞ and ߢӖ ൌ ݇|݇ ൑ ܭ, ܮܤ௞ ൑ ܾ ൑ ܷܤ௞. Therefore: Prሺܽ ൑ ܺ௡ ൑ ܾሻ ൌ
∑ ሺ݌௞ሻ఑ന௞ୀ఑ഥ . If the size of intervals is “large” then values may occur at interval boundaries and 
probabilities may be overestimated. However the assumption that solutions are equivalent 
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within specified intervals means that the probabilities are correct in the context of this paper 
and associated applications. 
 
3. PDF Convergence and Recursive Calculations 
 
The number of simulations must be sufficient to generate an accurate pdf (and cdf) for the 
analysis of robustness.  Probability distributions are often characterised by central moments, 
for example the mean, variance, symmetry (skewness), and “peakedness” (kurtosis). It should 
be noted that positive kurtosis indicates a relatively peaked distribution. Negative kurtosis 
indicates a relatively flat distribution. Positive skewness indicates a distribution with an 
asymmetric tail extending toward more positive values. Negative skewness indicates a 
distribution with an asymmetric tail extending toward more negative values. If all these 
“measures” are static (i.e. have converged) with each new observation then no further 
simulations are needed (i.e. they are irrelevant).  
It is advocated that these measures be calculated recursively every time a new 
simulation is performed. The calculations should be recursive so that all the data need not be 
stored and to reduce unnecessary calculations involving all the data. The following recursive 
equations can be derived for the mean ߤ௡, variance ߪ௡ଶ, skewness ܵ௡ and kurtosis ܭ௡ 
respectively when the sample size is n: 
 
ߤ௡ ൌ ቀ௡ିଵ௡ ቁ ߤ௡ିଵ ൅
ଵ
௡ ݔ௡ ؠ ߤ௡ିଵ ൅
ଵ
௡ ሺݔ௡ െ ߤ௡ିଵሻ   ׊݊ ൒ 2       [1] 
ߪ௡ଶ ൌ ቀ௡ିଵ௡ ቁ ߪ௡ିଵଶ ൅
ଵ
௡ ቀ
௡ିଵ
௡ ቁ ሺݔ௡ െ ߤ௡ିଵሻଶ                  ׊݊ ൒ 2               [2] 
ܵ௡ ൌ ൬ ଵඥధ೙య ൰ ቎
ቀ௡ିଵ௡ ቁ ܵ௡ିଵ െ 3 ቀ
ଵ
௡ቁ ቀ
௡ିଵ
௡ ቁ ቀ
௫೙ିఓ೙షభ
ఙ೙షభ ቁ
൅ ቀଵ௡ቁ ቀ
௡ିଵ
௡ ቁ ቀ
௡ିଶ
௡ ቁ ቀ
௫೙ିఓ೙షభ
ఙ೙షభ ቁ
ଷ ቏    ׊݊ ൒ 3        [3] 
ܭ௡ ൌ ቀ ଵఠ೙మቁ
ۏێ
ێێ
ێ
ۍ ቀ௡ିଵ௡ ቁ ܭ௡ିଵ െ 4 ቀ
ଵ
௡ቁ ቀ
௡ିଵ
௡ ቁ ቀ
௫೙ିఓ೙షభ
ఙ೙షభ ቁ ܵ௡ିଵ
൅6 ቀଵ௡ቁ ቀ
௡ିଵ
௡ ቁ ቀ
ଵ
௡ቁ ቀ
௫೙ିఓ೙షభ
ఙ೙షభ ቁ
ଶ
൅ ቂ1 െ 3 ቀଵ௡ቁ ቀ
௡ିଵ
௡ ቁቃ ቀ
ଵ
௡ቁ ቀ
௡ିଵ
௡ ቁ ቀ
௫೙ିఓ೙షభ
ఙ೙షభ ቁ
ସ
ےۑ
ۑۑ
ۑ
ې
  ׊݊ ൒ 3      [4] 
where ߸௡ ൌ ቀ௡ିଵ௡ ቁ ൤1 ൅
ଵ
௡ ቀ
௫೙ିఓ೙షభ
ఙ೙షభ ቁ
ଶ൨         [5] 
 
Only previous values of these measures are recorded and used to obtain current values. It 
should be noted that ߤଵ ൌ ݔଵ, ߪଵଶ ൌ 0, ܵଶ ൌ 0, ܭଶ ൌ 1 and ሺ ଵܵ, ܭଵሻ are undefined. ܵଶ is zero 
because the pdf is symmetrical after two observations and each observation is an equal 
distance from the mean. It should also be noted that the derivation of recursive equations for 
skewness and kurtosis is not a trivial endeavour and is quite involved. The proofs can be 
found in Appendix A to E. Equations [1]-[5] can be written more concisely when the 
following are defined: ߙ௡ ൌ ቀ௡ିଵ௡ ቁ, ߚ௡ ൌ ቀ
ଵ
௡ቁ, ߜ௡ ൌ ቀ
௫೙ିఓ೙షభ
ఙ೙షభ ቁ and ߸௡ ൌ ߙ௡ሾ1 ൅ ߚ௡ߜ௡
ଶሿ. 
However from a computational viewpoint this may not always be the best course of action. 
 
ߤ௡ ൌ ߙ௡ߤ௡ିଵ ൅ ߚ௡ݔ௡ ؠ ߤ௡ିଵ ൅ ߚ௡ሺݔ௡ െ ߤ௡ିଵሻ   ׊݊ ൒ 2         [6] ߪ௡ଶ ൌ ߙ௡ߪ௡ିଵଶ ൅ ߙ௡ߚ௡ሺݔ௡ െ ߤ௡ିଵሻଶ   ׊݊ ൒ 2           [7] 
ܵ௡ ൌ ൬ ఈ೙ඥధ೙య ൰ ሾܵ௡ିଵ െ 3ߚ௡ߜ௡ ൅ ሺ݊ െ 2ሻߚ௡
ଶߜ௡ଷሿ    ׊݊ ൒ 3         [8] 
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ܭ௡ ൌ ቀఈ೙ఠ೙మቁ ሾܭ௡ିଵ െ 4ߚ௡ߜ௡ܵ௡ିଵ ൅ 6ߚ௡
ଶߜ௡ଶ ൅  ሺ݊ଶ െ 3݊ ൅ 3ሻߚ௡ଷߜ௡ସሿ  ׊݊ ൒ 3              [9] 
    
It should be noted that equations [6]-[9] are quite similar to those of Terriberry (2007).  While 
these equations rescale the latest observation by subtracting the previous mean (as is usually 
done) we also divide by the previous standard deviation. The resulting value is smaller and 
can be raised to different powers more accurately. The equations of Terriberry (2007) are also 
for computing moments. The above equations are more direct and are written in terms of 
previous skewness, kurtosis and variance. Our derivation is also somewhat different and is 
performed in a more traditional mathematical way.  
 
The convergence of each measure (i.e. mu, variance, skewness, kurtosis) can be ascertained if 
ߝ௡ ൌ ቚሺ௠௘௔௦೙ି௠௘௔௦೙షభሻ௠௘௔௦೙షభ ቚ ൑ ݐ݋݈ . It is anticipated that accuracy to three decimal places would 
be sufficient for most applications, i.e. ݐ݋݈ ൌ 0.001. If ݉݁ܽݏ௡ିଵ ൌ 0 then we define ߝ௡ ൌ|݉݁ܽݏ௡|.  It is anticipated that checking the convergence of four measures is far superior to 
checking the convergence of the probability for each interval which could be in the tens or 
hundreds. It should however be noted that this new approach comes at the expense of 
calculating the four measures. 
 
3.1. Domain Discretisation 
 
These equations are applied to a sample of data but are they applicable when the domain is 
discretised? The answer is yes if they are modified. Replace ݔ௡ with ݉௞כ where ݇כ is the 
interval where ݔ௡ lies, i.e.  ܮܤ௞כ ൏ ݔ௡ ൏ ܷܤ௞כ. 
 
Proof:  Define ௡݂,௞ as the number of observations that occur in interval k for a sample of n 
values. Therefore:  
ܧሾܺ௡ሿ ൌ ଵ௡ ∑ ݉௞ ௡݂,௞௄௞ୀଵ      [By definition] 
ܧሾܺ௡ିଵሿ ൌ ଵ௡ିଵ ∑ ݉௞ ௡݂ିଵ,௞௄௞ୀଵ       [By change of index] ሺ݊ െ 1ሻܧሾܺ௡ିଵሿ ൌ ∑ ݉௞ ௡݂ିଵ,௞௄௞ୀଵ          [By re-arrangement] 
௡݂,௞ ൌ ௡݂ିଵ,௞  for ݇ ് ݇כ      [By observation] 
௡݂,௞ ൌ ௡݂ିଵ,௞ ൅ 1  for ݇ ൌ ݇כ       [By observation] 
ܧሾܺ௡ሿ ൌ ଵ௡ ∑ ݉௞݋௡,௞௄௞ୀଵ ൌ
ଵ
௡ ൫݉௞כ ௡݂,௞כ ൅ ∑ ݉௞ ௡݂,௞௞ஷ௞כ ൯  [By expansion] 
ܧሾܺ௡ሿ ൌ ଵ௡ ൫݉௞כ൫ ௡݂ିଵ,௞כ ൅ 1൯ ൅ ∑ ݉௞ ௡݂ିଵ,௞௞ஷ௞כ ൯    [By equivalence relationships] 
ܧሾܺ௡ሿ ൌ ଵ௡ ൫݉௞כ ൅ ∑ ݉௞ ௡݂ିଵ,௞௞ ൯      [By regrouping] 
ܧሾܺ௡ሿ ൌ ଵ௡ ሺ݉௞כ ൅ ሺ݊ െ 1ሻܧሾܺ௡ିଵሿሻ    [By substitution] 
׵ ܧሾܺ௡ሿ ൌ 1݊ ݉௞כ ൅ ൬
݊ െ 1
݊ ൰ ܧሾܺ௡ିଵሿ 
 
This is the same recursive equation except that the ݔ௡ is replaced with ݉௞כ.  The above proof 
can be used to show that ܧൣܺ௡௬൧ ൌ ଵ௡ ∑ ሺ݉௞ሻ௬ ௡݂,௞௄௞ୀଵ  can be computed by ൣܺ௡
௬൧ ൌ ଵ௡ ሺ݉௜כሻ௬ ൅
ቀ௡ିଵ௡ ቁ ܧൣܺ௡ିଵ
௬ ൧ . It is interesting to note that the use of the average value in each interval (i.e. 
as opposed to the min, average, max interval values) gives an answer that is equal to the “non 
discretised” situation. 
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4.  Numerical Investigations 
4.1 Details 
 
Several no-intermediate storage (NIS) flow shops were considered in this case study as they 
are important theoretically and from a practical perspective. Burdett and Kozan (2000, 2001, 
2003, 2004) may be inspected for practical applications of this type of scheduling scenario 
and provide proof of our previous statement.  A NIS flow shop with M machines and N jobs 
is described as follows: Each job consists of M operations and each operation is performed on 
a different machine. The order in which operations are processed on machines is the same for 
each job, i.e. there is one common path (route) through the machines. Each machine 
processes jobs in the same ordering; i.e. there is a single permutation sequence. A job may 
only depart a machine if the next machine is available, i.e. a source of blocking. A makespan 
objective function is used in this paper to judge the merit of each sequence and its 
accompanying schedule. The makespan objective ensures that operations are completed as 
early as possible and that idle time inefficiencies caused by unbalanced processing times are 
minimised. 
 
Example 1: 5 machines and 50 jobs, processing times from triangular distributions 
Example 2: 5 machines and 50 jobs, processing times from uniform distributions 
Example 3: 5 machines and 50 jobs, processing times from normal distributions 
Example 4: 20 machine and 100 jobs, processing times from triangular distribution 
 
The same lower and upper bounds in solution performance (i.e. makespan) were used in the 
first three examples. One sequence (i.e. solution) was arbitrarily generated and used in the 
first three examples so that a comparison can be made. The different examples are tested 
because each has processing times from a different distribution. By using these different 
distributions we can verify that our approach is valid. We can also identify characteristics of 
solution stability and instability that are specific to particular distributions. The following sub 
sections show the results of the proposed approach for each example. All simulations were 
terminated after the statistical measures have converged as we have proposed in section 3. 
 
4.2. Example 1 Results 
 
The parameters for this example were: 31 intervals, ߬ ൌ 60,  length = 60.4 minutes, range = 
[13280, 15152], tolerance = 0.001. The final pdf was obtained after 630 simulations. 
 
Table 1. Estimated PDF after 630 simulations 
Interval 12 13 14 15 16 17 18 19 20 21 
Left 13944.4 14004.8 14065.2 14125.6 14186 14246.4 14306.8 14367.2 14427.6 14488 
Right 14004.8 14065.2 14125.6 14186 14246.4 14306.8 14367.2 14427.6 14488 14548.4 
Prob 0.00 0.48 7.78 20.95 28.41 27.94 12.38 1.75 0.32 0.00 
 
It should be noted that ሺߤ, ߪଶ, ܵ, ܭሻ ൌ ሺ14168.7, 5280.28, െ0.00068, 2.69295ሻ. The 
expected value occurred in interval 15, i.e. in the range [14125.6, 14186]. The value of 
skewness suggests slight bias to the left hand side of the expected value but the data is quite 
symmetric.  The following figure of the pdf however does not show this symmetry quite so 
well given the selected interval size. It is interesting to note that after 630 simulations the 
individual values of the pdf have not converged with respect to the given tolerance but the 
statistical measures characterising the pdf have. The actual number of simulations required if 
10 
 
convergence is solely based on the pdf values was 2508. This is an extra 1878 simulations, 
i.e. 3 times as many. 
 
Figure 3. Estimated PDF after 630 and 2508 simulations 
 
 
Figure 4. PDF convergence after 630 simulations 
 
 
Figure 5. Convergence of central moments 
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Once the pdf has been obtained a typical question that may be asked is as follows: “Where 
does x% of the observations occur”? To answer this efficiently a chart like the one below can 
be constructed. This chart is based upon the values in the following table. 
 
 
Figure 6. Distribution of results around the expected value 
 
Table 2. Proportion of results around the expected value 
     Interval Range Value Range 
# 
Intervals 
%From %To %Range Cum % left right left right 
1 0.00 28.41 28.41 28.41 16 16 14186 14246.4 
3 28.41 77.30 48.89 77.30 15 17 14125.6 14306.8 
5 77.30 97.46 20.16 97.46 14 18 14065.2 14367.2 
7 97.46 99.68 2.22 99.68 13 19 14004.8 14427.6 
9 99.68 100.00 0.32 100.00 12 20 13944.4 14488 
 
Consider the value 20% for example. The chart (and table) shows that 20% of observations 
lie within 1 interval, i.e. interval 16 where the expected value occurs. The interval boundaries 
are known and thus provide the actual range of values. Now consider a value of 85%.  The 
chart (and table) shows that 85% of observations lie within 5 intervals. That is interval 14-18 
(i.e. 2 on either side of interval 16). The left boundary of interval 14 is known as is the right 
hand boundary of interval 18. Therefore the actual range of values can again be specified. 
  
  
Figure 7. Central moments after 43 simulations 
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At first thought it seems reasonable for one measure like the expected value to be used to 
solely judge convergence. This option was also tested and convergence occurred in 43 
simulations. While this number of simulations is very small (and highly desirable) this 
approach can not be advocated if any type of accuracy is warranted as the results are very 
poor. Only five intervals received observations as opposed to eight in our prior analysis.  
 
 
Figure 8. PDF convergence after 43 simulations 
 
Given parameters ሺ߬, ߬ҧ, ߬Ӗ, ߩ, ߩҧ, ߩӖሻ ൌ ሺ60, 240, 300, 0.9, 0.9, 0.9ሻ the solution was classified as 
robust and quite stable. The data ranges and probabilities were: 
 
Step 1: Prob(14048.7 ≤ X ≤ 14288.7) = 0.974603 (≥ 0.9)  ֜ robust 
Step 2: Prob(14138.7 ≤ X ≤ 14198.7) = 0.563492 (< 0.9)  ֜ quite stable 
 
It should be noted that the tau parameters were chosen as they are realistic in a practical 
sense. For example a difference of one hour in makespan is fairly irrelevant but 4 or 5 hours 
is quite significant. The rho values were arbitrarily chosen. They are quite large and reflect 
the perspective that high levels of variability in solution performance distinguish a poorer 
solution. 
 
4.3. Example 2 Results 
 
The parameters for this example were: 31 intervals, ߬ ൌ 60,  length = 60.4 minutes, range = 
[13280, 15152], tolerance = 0.001. The final pdf was obtained after 1414 simulations. 
 
It should be noted that ሺߤ, ߪଶ, ܵ, ܭሻ ൌ ሺ14183.2, 841.2, 0.0107, 2.8802ሻ. The expected 
value occurred in interval 16, i.e. in the range [14186, 14246.4]. The value of skewness 
suggests slight bias to the right hand side of the expected value but the data is quite 
symmetric. 
Table 3. Estimated PDF after 1414 simulations 
Interval 10 11 12 13 14 15 16 
Left 13823.6 13884 13944.4 14004.8 14065.2 14125.6 14186 
Right 13884 13944.4 14004.8 14065.2 14125.6 14186 14246.4 
Prob 0.0000 0.0007 0.0042 0.0134 0.0870 0.1719 0.2390 
Interval 17 18 19 20 21 22 23 
Left 14246.4 14306.8 14367.2 14427.6 14488 14548.4 14608.8 
Right 14306.8 14367.2 14427.6 14488 14548.4 14608.8 14669.2 
Prob 0.2263 0.1655 0.0736 0.0134 0.0042 0.0007 0.0000 
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Figure 9. Estimated PDF after 1414 and 1162 simulations 
 
Figure 10. PDF convergence after 1414 simulations 
 
 
 
Figure 11. Convergence of central moments 
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It is interesting to note that after 1414 simulations the individual values of the pdf have 
converged with respect to the given tolerance. The actual number of simulations required if 
convergence is solely based on the pdf values was 1162. This is 352 fewer simulations. 
However upon closer scrutiny of the skewness by inspecting the graph, the symmetry of the 
pdf is still in question after 1162 simulations, that is, it is still fluctuating. The consequence of 
this is that the wrong pdf would have been obtained. 
In comparison with example 1, the expected value is a little larger and hence poorer in 
terms of makespan. This is to be expected as the uniform distribution is more variable than 
the triangular over the same range. Similarly, a greater number of simulations are required 
because of the increased level of variability.  
The distribution of the results around the expected value can be identified by the 
following chart and table. 
 
Figure 12. Distribution of results around the expected value 
 
Table 4. Proportion of results around the expected value 
     Interval Range Value Range 
# 
Intervals 
%From %To %Range Cum % left right left right 
1 0.000 0.239 0.239 0.239 16 16 14186.00 14246.40 
3 0.239 0.637 0.398 0.637 15 17 14125.60 14306.80 
5 0.637 0.890 0.252 0.890 14 18 14186.00 14367.20 
7 0.890 0.977 0.087 0.977 13 19 14004.80 14427.60 
9 0.977 0.994 0.018 0.994 12 20 13944.40 14488.00 
11 0.994 0.999 0.005 0.999 11 21 13884.00 14548.40 
13 0.999 1.000 0.001 1.000 10 22 13823.60 14608.80 
 
Given parameters ሺ߬, ߬ҧ, ߬Ӗ, ߩ, ߩҧ, ߩӖሻ ൌ ሺ60, 240, 300, 0.9, 0.9, 0.9ሻ the solution was classified as 
not robust and quite unstable. The data ranges and probabilities were: 
 
Step 1: Prob(14063.2 ≤ X ≤ 14303.2) = 0.889675 (< 0.9) ֜ not robust 
Step 2: Prob(14033.2 ≤ X ≤ 14333.2) = 0.963225 (≥= 0.9)  ֜  quite unstable 
 
It should be noted that this solution is close to being defined as robust as 0.889675 is not far 
away from the given tolerance. 
 
4.4.  Example 3 Results 
 
The parameters for this example were: 31 intervals, ߬ ൌ 60,  length = 60.4 minutes, range = 
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[13280, 15152], tolerance = 0.001. The final pdf was obtained after 1179 simulations. 
 
Table 5. Estimated PDF after 1179 simulations 
Interval 10 11 12 13 14 15 16 17 18 19 20 21 
Left 13823.6 13884 13944.4 14004.8 14065.2 14125.6 14186 14246.4 14306.8 14367.2 14427.6 14488 
Right 13884 13944.4 14004.8 14065.2 14125.6 14186 14246.4 14306.8 14367.2 14427.6 14488 14548.4 
Prob 0.000 0.001 0.008 0.064 0.186 0.319 0.255 0.135 0.031 0.001 0.001 0.000 
 
 
Figure 13. Estimated PDF after 1179 and 2068 simulations 
 
Figure 14. PDF convergence after 1179 simulations 
 
It should be noted that ሺߤ, ߪଶ, ܵ, ܭሻ ൌ ሺ14112.5, 5398.06, 0.04218, 2.8402ሻ. The 
expected value occurred in interval 15, i.e. in the range [14125.6, 14186]. The value of 
skewness suggests slight bias to the right hand side of the expected value but the data is quite 
symmetric. It is interesting to note that after 1179 simulations the individual values of the pdf 
have not converged with respect to the given tolerance. The actual number of simulations 
required if convergence is solely based on the pdf values was 2068. This is an extra 889 
simulations, i.e. almost as many simulations again. 
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Figure 15. Convergence of central moments 
The distribution of the results around the expected value can be identified by the following 
chart and table. 
 
Figure 16. Distribution of results around the expected value 
 
Table 6. Proportion of results around the expected value 
     Interval Range Value Range 
# 
Intervals 
%From %To %Range Cum % left right left right 
1 0.000 0.319 0.319 0.319 15 15 14125.60 14186.00 
3 0.319 0.760 0.441 0.760 14 16 14065.20 14246.40 
5 0.760 0.958 0.198 0.958 13 17 14004.80 14306.80 
7 0.958 0.997 0.039 0.997 12 18 13944.40 14367.20 
9 0.997 0.999 0.002 0.999 11 19 13884.00 14427.60 
11 0.999 1.000 0.001 1.000 10 20 13823.60 14488.00 
 
Given parameters ሺ߬, ߬ҧ, ߬Ӗ, ߩ, ߩҧ, ߩӖሻ ൌ ሺ60, 240, 300, 0.9, 0.9, 0.9ሻ the solution was classified as 
robust and quite stable. The data ranges and probabilities were: 
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Step 1: Prob(13992.5 ≤ X ≤ 14232.5) = 0.958439 (≥ 0.9)  ֜ robust 
Step 2: Prob(14082.5 ≤ X ≤ 14142.5) = 0.574215 (< 0.9)   ֜ quite stable 
 
4.5. Example 4 Results 
The parameters for this example were: 167 intervals, ߬ ൌ 60,  length = 60.1078 minutes, 
range = [30559, 40597], tolerance = 0.001. The final pdf was obtained after 1064 simulations. 
 
 
Figure 17. Estimated PDF after 1064 simulations 
 
Figure 18. PDF convergence after 1064 simulations 
 
It should be noted that ሺߤ, ߪଶ, ܵ, ܭሻ ൌ ሺ35771, 30665.3, 0.2058, 3.071ሻ. It is important to 
note that the variance is much higher than in example 1-3. The expected value occurred in 
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interval 87, i.e. in the range [35728.27, 35788.38]. The value of skewness suggests slight 
bias to the right hand side of the expected value but the data is quite symmetric. The 
increased number of operations and hence variation did not alter the skewness of the pdf. 
Also that the number of intervals is much higher but the number of simulations needed did 
not increase. 
 
 
Figure 19. Distribution of results around the expected value 
 
 
Given parameters ሺ߬, ߬ҧ, ߬Ӗ, ߩ, ߩҧ, ߩӖሻ ൌ ሺ60, 240, 300, 0.9, 0.9, 0.9ሻ the solution was classified as 
not robust and very stable. The data ranges and probabilities were: 
 
Step 1: Prob(35651 ≤ X ≤ 35891) = 0.621241 (< 0.9)   ֜ not robust 
Step 2: Prob(35621 ≤ X ≤ 35921) = 0.694549 (< 0.9)   ֜ very unstable 
 
This conclusion makes perfect sense as the range of possible outcomes is very large, i.e. in 
the order of 20 hours (makespan). In this type of environment a solution such as this would 
not be desirable.  
 
4.6. Summary 
 
The numerical investigation showed differences between example 1, 2 and 3 which are the 
same except for different operation processing times. In particular when processing times are 
modelled by triangular or normal distributions then the solution remains quite robust and the 
pdf can be constructed with fewer simulations. The triangular distribution however has a 
narrower range of values than the normal distribution and hence any solution that involves 
this distribution will be more robust. When the processing times are uniform then processing 
time values can vary more greatly and hence a solution can no longer be as stable. Since the 
range of possible behaviour is greater, more simulations are necessary to capture these 
possibilities.  
Example 4 is a larger problem than the others and the numerical investigation clearly 
shows that the larger the schedule in terms of jobs and operations, the greater the possible 
variation in solution performance. Furthermore this numerical investigation hints at the 
possibility that it is impossible to obtain a robust solution for larger problems. For example 
there may not be a set of parameters for rho and tau that distinguish a solution as being robust 
and stable. The creation of a robust solution is however outside the scope of this paper. 
 
5. Conclusions 
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This paper describes an approach that allows any solution to be efficiently classified for level 
of robustness given that problem parameters are uncertain. A probability density function 
(pdf) is necessary to identify solution robustness as it clearly shows and quantifies how often 
the expected performance will occur and how likely/unlikely other behaviour will occur. The 
pdf is created by counting and scaling the occurrence of observations within each interval. 
Discretising the domain (i.e. of the objective criterion) into intervals is advocated. The 
discretisation process allows us to investigate the variation of solution performance across 
intervals. What happens within intervals is not as relevant in this application. An interval for 
the expected objective value is more realistic particularly when dealing with criterions 
involving money and time.  
It should be noted that the expected performance remains the same if the proportion of 
observations in each interval does not change. “Small” deviations in the objective function 
are often irrelevant from a practical perspective. The approach therefore relies upon the 
definition of what “small” means to a user (or client). In particular the range where the 
performance is deemed to be equivalent and the range where performance is deemed to be 
relatively stable (invariant) need to be defined -  this would be obvious in most applications 
or could be easily determined by clients or practitioners by a study or by simple observation.  
Robustness quantification is based upon three tolerances (ranges). The levels of 
robustness are defined as: very unstable, quite unstable, quite stable, very stable. It is possible 
to define further additional levels if that is required (or relevant). 
It is advocated that the expected value, variance, skewness and kurtosis are computed 
each time a new observation is obtained in order to guarantee an accurate pdf is obtained. The 
four measures are the main descriptors of probability functions. Once the four measures have 
converged then no further observations are necessary as they do not affect the shape of the 
pdf. Efficient recursive equations for skewness and kurtosis were formulated in this paper. 
The equations are numerically stable as the data is scaled appropriately. The previous values 
of the four measures need only be stored. The contents of this paper can also be applied to 
discrete event simulation as a means of identifying how many simulations are necessary to 
identify expected solution performance. 
The case study showed that significant savings in reduced number of simulations can be 
achieved with our approach. This means that less computer time is required and more 
simulations and computations can be performed at any instant of time. This is particularly 
noticeable when the parameters were specified by triangular or normal distributions. The 
number of simulations required was greater for uniform distributions and the width of the pdf 
was wider.  
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Appendices 
 
Appendix A: Derivation of Mean 
 
By definition: 
ܧሾܺ௡ሿ ൌ ଵ௡ ∑ ݔ௜௡௜ୀଵ               [1] 
׵ ܧሾܺ௡ିଵሿ ൌ ଵ௡ିଵ ∑ ݔ௜௡ିଵ௜ୀଵ      [By change of index]      [2] 
(݊ െ 1ሻܧሾܺ௡ିଵሿ ൌ ∑ ݔ௜௡ିଵ௜ୀଵ   [By rearrangement]      [3] 
 
Substitute [3] in [2]: 
  ܧሾܺ௡ሿ ൌ ଵ௡ ∑ ݔ௜௡௜ୀଵ ൌ
ଵ
௡ ሺݔ௡ ൅ ∑ ݔ௜௡ିଵ௜ୀଵ ሻ ൌ
ଵ
௡ ሺݔ௡ ൅ ሺ݊ െ 1ሻܧሾܺ௡ିଵሿሻ       [4] 
׵ ܧሾܺ௡ሿ ൌ ቀ௡ିଵ௡ ቁ ܧሾܺ௡ିଵሿ ൅
ଵ
௡ ݔ௡            [5] 
Alternatively written: ߤ௡ ൌ ቀ௡ିଵ௡ ቁ ߤ௡ିଵ ൅
ଵ
௡ ݔ௡        [6] 
 
 
Appendix B: Derivation of Variance 
 
It has been previously established that: ߤ௡ ൌ ቀ௡ିଵ௡ ቁ ߤ௡ିଵ ൅
ଵ
௡ ݔ௡      [1] 
Part 1: 
ܧሾܺ௡ଶሿ ൌ ଵ௡ ∑ ݔ௜ଶ௡௜ୀଵ                 [2] 
ܧሾܺ௡ିଵଶ ሿ ൌ ଵ௡ିଵ ∑ ݔ௜ଶ௡ିଵ௜ୀଵ      [By change of index]    [3] ሺ݊ െ 1ሻܧሾܺ௡ିଵଶ ሿ ൌ ∑ ݔ௜ଶ௡ିଵ௜ୀଵ      [By rearrangement]    [4] 
׵ ܧሾܺ௡ଶሿ ൌ ଵ௡ ሾݔ௡ଶ ൅ ∑ ݔ௜ଶ௡ିଵ௜ୀଵ ሿ ൌ ቀ
௡ିଵ
௡ ቁ ܧሾܺ௡ିଵଶ ሿ ൅
ଵ
௡ ݔ௡ଶ [Recursive formula]  [5] 
 
Part 2: 
By definition:  
ߪ௡ଶ ൌ ܧሾܺ௡ଶሿ െ ߤ௡ଶ  where ߤ௡ ൌ ܧሾܺ௡ሿ            [6] 
 
ߪ௡ିଵଶ ൌ ܧሾܺ௡ିଵଶ ሿ െ ߤ௡ିଵଶ       [By change of index]       [7] ܧሾܺ௡ିଵଶ ሿ ൌ ߪ௡ିଵଶ ൅ ߤ௡ିଵଶ      [By rearrangement]      [8] 
׵ ܧሾܺ௡ଶሿ ൌ ቀ௡ିଵ௡ ቁ ሺߪ௡ିଵଶ ൅ ߤ௡ିଵଶ ሻ ൅
ଵ
௡ ݔ௡ଶ   [Sub [8] in [5]]       [9] 
 
Sub [9]  in [6]: 
ߪ௡ଶ ൌ ቀ௡ିଵ௡ ቁ ሺߪ௡ିଵଶ ൅ ߤ௡ିଵଶ ሻ ൅
ଵ
௡ ݔ௡ଶ െ ቂቀ
௡ିଵ
௡ ቁ ߤ௡ିଵ ൅
ଵ
௡ ݔ௡ቃ ቂቀ
௡ିଵ
௡ ቁ ߤ௡ିଵ ൅
ଵ
௡ ݔ௡ቃ            [10] 
ߪ௡ଶ ൌ ቀ௡ିଵ௡ ቁ ߪ௡ିଵଶ ൅ ቀ
௡ିଵ
௡ ቁ ߤ௡ିଵଶ െ ቀ
௡ିଵ
௡ ቁ
ଶ ߤ௡ିଵଶ െ 2 ቀ௡ିଵ௡మ ቁ ߤ௡ିଵݔ௡ ൅
ଵ
௡ ݔ௡ଶ െ
ଵ
௡మ ݔ௡ଶ             [11] 
ߪ௡ଶ ൌ ቀ௡ିଵ௡ ቁ ߪ௡ିଵଶ ൅ ቀ
௡ିଵ
௡ ቁ ቂߤ௡ିଵଶ െ ቀ
௡ିଵ
௡ ቁ ߤ௡ିଵଶ െ
ଶ
௡ ߤ௡ିଵݔ௡ ൅
ଵ
௡ ݔ௡ଶቃ                [12] 
 ߪ௡ଶ ൌ ቀ௡ିଵ௡ ቁ ߪ௡ିଵଶ ൅ ቀ
௡ିଵ
௡ ቁ ቂ
ଵ
௡ ߤ௡ିଵଶ െ
ଶ
௡ ߤ௡ିଵݔ௡ ൅
ଵ
௡ ݔ௡ଶቃ                  [13] 
ߪ௡ଶ ൌ ቀ௡ିଵ௡ ቁ ߪ௡ିଵଶ ൅
ଵ
௡ ቀ
௡ିଵ
௡ ቁ ሾߤ௡ିଵଶ െ 2ߤ௡ିଵݔ௡ ൅ ݔ௡ଶሿ                 [14] 
׵ ߪ௡ଶ ൌ ቀ௡ିଵ௡ ቁ ߪ௡ିଵଶ ൅
ଵ
௡ ቀ
௡ିଵ
௡ ቁ ሺߤ௡ିଵ െ ݔ௡ሻଶ                    [15] 
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Appendix C:  Derivation of Skewness 
 
It has been previously established that: 
ߤ௡ ൌ ܧሾܺ௡ሿ ൌ ቀ௡ିଵ௡ ቁ ߤ௡ିଵ ൅
ଵ
௡ ݔ௡ ؠ ߙߤ௡ିଵ ൅ ߚݔ௡        [1] 
ߪ௡ଶ ൌ ቀ௡ିଵ௡ ቁ ߪ௡ିଵଶ ൅
ଵ
௡ ቀ
௡ିଵ
௡ ቁ ሺߤ௡ିଵ െ ݔ௡ሻଶ ؠ ߙሾߪ௡ିଵଶ ൅ ߚሺߤ௡ିଵ െ ݔ௡ሻଶሿ    [2] 
ܧሾܺ௡ଶሿ ൌ ቀ௡ିଵ௡ ቁ ሺߪ௡ିଵଶ ൅ ߤ௡ିଵଶ ሻ ൅
ଵ
௡ ݔ௡ଶ          [3] 
ܧሾܺ௡ିଵଶ ሿ ൌ ߪ௡ିଵଶ ൅ ߤ௡ିଵଶ             [4] 
 
Part 1: 
ܧሾܺ௡ିଵଷ ሿ ൌ ଵ௡ିଵ ∑ ݔ௜ଷ௡ିଵ௜ୀଵ   ֜  ሺ݊ െ 1ሻܧሾܺ௡ିଵଷ ሿ ൌ ∑ ݔ௜ଷ௡ିଵ௜ୀଵ  
ܧሾܺ௡ଷሿ ൌ ଵ௡ ∑ ݔ௜ଷ௡௜ୀଵ ൌ
ଵ
௡ ሺݔ௡ଷ ൅ ∑ ݔ௜ଷ௡ିଵ௜ୀଵ ሻ ൌ
ଵ
௡ ሺݔ௡ଷ ൅ ሺ݊ െ 1ሻܧሾܺ௡ିଵଷ ሿሻ [By substitution] 
׵ ܧሾܺ௡ଷሿ ൌ ቀ௡ିଵ௡ ቁ ܧሾܺ௡ିଵଷ ሿ ൅
ଵ
௡ ݔ௡ଷ           [5] 
 
Part 2: [By binomial expansion]    
Let  ߙ ൌ ߙ௡ ൌ ቀ௡ିଵ௡ ቁ and  ߚ ൌ ߚ௡ ൌ
ଵ
௡   
׵ ߤ௡ଷ ൌ ሺߙߤ௡ିଵ ൅ ߚݔ௡ሻଷ ൌ ߙଷߤ௡ିଵଷ ൅ 3ߙଶߤ௡ିଵଶ ߚݔ௡ ൅ 3ߙߤ௡ିଵߚଶݔ௡ଶ ൅ ߚଷݔ௡ଷ      [6] 
 
Part 3: 
Be definition skewness S is as follows: 
ܵ ൌ ܧ ൤ቀݔ െ ߤߪ ቁ
ଷ
൨ ൌ ܧ ቈݔ
ଷ െ 3ߤݔଶ ൅ 3ߤଶݔ െ ߤଷ
ߪଷ ቉ 
ܵ ൌ ଵఙయ ሺܧሾݔଷሿ െ 3ߤܧሾݔଶሿ ൅ 3ߤଶܧሾݔሿ െ ߤଷሻ  
׵ ܵ ൌ ଵఙయ ሺܧሾݔଷሿ െ 3ߤܧሾݔଶሿ ൅ 2ߤଷሻ    [Because ܧሾݔሿ ൌ ߤ]    [7] 
 
It follows that for a sample ܺ௡ of n values: 
ܵ௡ ൌ ଵఙ೙య ሺܧሾܺ௡
ଷሿ െ 3ߤ௡ܧሾܺ௡ଶሿ ൅ 2ߤ௡ଷሻ    
ߪ௡ଷܵ௡ ൌ ܧሾܺ௡ଷሿ െ 3ߤ௡ܧሾܺ௡ଶሿ ൅ 2ߤ௡ଷ           [8] 
 
[8] implies that: 
ߪ௡ିଵଷ ܵ௡ିଵ ൌ ܧሾܺ௡ିଵଷ ሿ െ 3ߤ௡ିଵܧሾܺ௡ିଵଶ ሿ ൅ 2ߤ௡ିଵଷ   [Change of index]     [9] 
 
After rearrangement of [9]: 
ܧሾܺ௡ିଵଷ ሿ ൌ ߪ௡ିଵଷ ܵ௡ିଵ ൅ 3ߤ௡ିଵܧሾܺ௡ିଵଶ ሿ െ 2ߤ௡ିଵଷ                  [10] 
Sub [10] in [5]: 
׵ ܧሾܺ௡ଷሿ ൌ ߙሺߪ௡ିଵଷ ܵ௡ିଵ ൅ 3ߤ௡ିଵܧሾܺ௡ିଵଶ ሿ െ 2ߤ௡ିଵଷ ሻ ൅ ߚݔ௡ଷ              [11] 
 
Sub [4] in [11]: 
ܧሾܺ௡ଷሿ ൌ ߙሺߪ௡ିଵଷ ܵ௡ିଵ ൅ 3ߤ௡ିଵሺߪ௡ିଵଶ ൅ ߤ௡ିଵଶ ሻ െ 2ߤ௡ିଵଷ ሻ ൅ ߚݔ௡ଷ  ׵ ܧሾܺ௡ଷሿ ൌ ߙሺߪ௡ିଵଷ ܵ௡ିଵ ൅ 3ߤ௡ିଵߪ௡ିଵଶ ൅ ߤ௡ିଵଷ ሻ ൅ ߚݔ௡ଷ                [12] 
 
Sub [12] and [3] and [6] in [8]: 
ߪ௡ଷܵ௡ ൌ ߙሺߪ௡ିଵଷ ܵ௡ିଵ ൅ 3ߤ௡ିଵߪ௡ିଵଶ ൅ ߤ௡ିଵଷ ሻ ൅ ߚݔ௡ଷ െ 3ߤ௡ሺߙߪ௡ିଵଶ ൅ ߙߤ௡ିଵଶ ൅ ߚݔ௡ଶሻ൅ 2ሺߙଷߤ௡ିଵଷ ൅ 3ߙଶߚߤ௡ିଵଶ ݔ௡ ൅ 3ߙߚଶߤ௡ିଵݔ௡ଶ ൅ ߚଷݔ௡ଷሻ ߪ௡ଷܵ௡ ൌ ߙߪ௡ିଵଷ ܵ௡ିଵ ൅ 3ߙߤ௡ିଵߪ௡ିଵଶ ൅ ߙߤ௡ିଵଷ ൅ ߚݔ௡ଷ ൅ 2ߙଷߤ௡ିଵଷ ൅ 6ߙଶߚߤ௡ିଵଶ ݔ௡ ൅
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6ߙߚଶߤ௡ିଵݔ௡ଶ ൅ 2ߚଷݔ௡ଷ െ 3ߤ௡ሺߙߪ௡ିଵଶ ൅ ߙߤ௡ିଵଶ ൅ ߚݔ௡ଶሻ                [13] 
 
Substitute [1] for ߤ௡: ߪ௡ଷܵ௡ ൌ ߙߪ௡ିଵଷ ܵ௡ିଵ ൅ ሺߚ ൅ 2ߚଷሻݔ௡ଷ ൅ ሺ2ߙଷ ൅ ߙሻߤ௡ିଵଷ ൅ 6ߙଶߚߤ௡ିଵଶ ݔ௡ ൅ 6ߙߚଶߤ௡ିଵݔ௡ଶ൅ 3ߙߤ௡ିଵߪ௡ିଵଶ െ 3ሺߙߤ௡ିଵ ൅ ߚݔ௡ሻሺߙߪ௡ିଵଶ ൅ ߙߤ௡ିଵଶ ൅ ߚݔ௡ଶሻ 
 
ߪ௡ଷܵ௡ ൌ ߙߪ௡ିଵଷ ܵ௡ିଵ ൅ ሺߚ ൅ 2ߚଷሻݔ௡ଷ ൅ ሺ2ߙଷ ൅ ߙሻߤ௡ିଵଷ ൅ 6ߙଶߚߤ௡ିଵଶ ݔ௡ ൅ 6ߙߚଶߤ௡ିଵݔ௡ଶ൅ 3ߙߤ௡ିଵߪ௡ିଵଶ െ 3ߙଶߤ௡ିଵߪ௡ିଵଶ െ 3ߙଶߤ௡ିଵଷ െ 3ߙߚߤ௡ିଵݔ௡ଶ െ 3ߙߚߪ௡ିଵଶ ݔ௡െ 3ߙߚߤ௡ିଵଶ ݔ௡ െ 3ߚଶݔ௡ଷ 
 
ߪ௡ଷܵ௡ ൌ ߙߪ௡ିଵଷ ܵ௡ିଵ ൅ ߚሺߚ െ 1ሻሺ2ߚ െ 1ሻݔ௡ଷ ൅ ߙሺߙ െ 1ሻሺ2ߙ െ 1ሻߤ௡ିଵଷ൅ ሺ6ߙଶߚ െ 3ߙߚሻߤ௡ିଵଶ ݔ௡ ൅ ሺ6ߙߚଶ െ 3ߙߚሻߤ௡ିଵݔ௡ଶ ൅ 3ߙሺ1 െ ߙሻߤ௡ିଵߪ௡ିଵଶെ 3ߙߚߪ௡ିଵଶ ݔ௡ 
 
ߪ௡ଷܵ௡ ൌ ߙߪ௡ିଵଷ ܵ௡ିଵ ൅ ߚሺߚ െ 1ሻሺ2ߚ െ 1ሻݔ௡ଷ ൅ ߙሺߙ െ 1ሻሺ2ߙ െ 1ሻߤ௡ିଵଷ ൅ 3ߙߚሺ2ߙ െ1ሻߤ௡ିଵଶ ݔ௡ ൅ 3ߙߚሺ2ߚ െ 1ሻߤ௡ିଵݔ௡ଶ ൅ 3ߙሺ1 െ ߙሻߤ௡ିଵߪ௡ିଵଶ െ 3ߙߚߪ௡ିଵଶ ݔ௡                          [14]                        
  
The following terms can be simplified: 
ߚሺߚ െ 1ሻሺ2ߚ െ 1ሻ ൌ ଵ௡ ቀ
ଵ
௡ െ 1ቁ ቀ
ଶ
௡ െ 1ቁ ൌ
ଵ
௡ ቀ
ଵି௡
௡ ቁ ቀ
ଶି௡
௡ ቁ ൌ
ሺ௡ିଵሻሺ௡ିଶሻ
௡య ൌ ∆              [15] 
ߙሺߙ െ 1ሻሺ2ߙ െ 1ሻ ൌ ቀ௡ିଵ௡ ቁ ቀ
௡ିଵ
௡ െ 1ቁ ቀ
ଶሺ௡ିଵሻ
௡ െ 1ቁ ൌ ቀ
௡ିଵ
௡ ቁ ቀ
ିଵ
௡ ቁ ቀ
௡ିଶ
௡ ቁ ൌ െ∆             [16] 
3ߙߚሺ2ߙ െ 1ሻ ൌ 3 ቀ௡ିଵ௡ ቁ ቀ
ଵ
௡ቁ ቀ
௡ିଶ
௡ ቁ ൌ 3∆                   [17] 
3ߙߚሺ2ߚ െ 1ሻ ൌ 3 ቀ௡ିଵ௡ ቁ ቀ
ଵ
௡ቁ ቀ
ଶି௡
௡ ቁ ൌ െ3∆                   [18] 
3ߙሺ1 െ ߙሻ ൌ 3 ቀ௡ିଵ௡ ቁ ቀ1 െ
௡ିଵ
௡ ቁ ൌ 3 ቀ
௡ିଵ
௡ ቁ ቀ
ଵ
௡ቁ ൌ 3 ቀ
௡ିଵ
௡మ ቁ ൌ 3ߙߚ              [19] 
 
Using the above simplifications and noting the binomial expansion: 
ߪ௡ଷܵ௡ ൌ ߙߪ௡ିଵଷ ܵ௡ିଵ ൅ ሾ∆ݔ௡ଷ ൅ 3∆ߤ௡ିଵଶ ݔ௡ െ 3∆ߤ௡ିଵݔ௡ଶ െ ∆ߤ௡ିଵଷ ሿ ൅ 3ߙߚሺߤ௡ିଵ െ ݔ௡ሻߪ௡ିଵଶ  ߪ௡ଷܵ௡ ൌ ߙߪ௡ିଵଷ ܵ௡ିଵ ൅ ∆ሺݔ௡ െ ߤ௡ିଵሻଷ ൅ 3ߙߚሺߤ௡ିଵ െ ݔ௡ሻߪ௡ିଵଶ  
׵ ߪ௡ଷܵ௡ ൌ ቀ௡ିଵ௡ ቁ ߪ௡ିଵଷ ܵ௡ିଵ ൅
ሺ௡ିଵሻሺ௡ିଶሻ
௡య ሺݔ௡ െ ߤ௡ିଵሻଷ െ 3 ቀ
ଵ
௡ቁ ቀ
௡ିଵ
௡ ቁ ሺݔ௡ െ ߤ௡ିଵሻߪ௡ିଵଶ      [20] 
 
Using relation ߪ௡ଷ ൌ ߪ௡ଶߪ௡  [20] becomes: 
ߪ௡ଶߪ௡ܵ௡ ൌ ߙߪ௡ିଵଶ ߪ௡ିଵܵ௡ିଵ െ 3ߙߚሺݔ௡ െ ߤ௡ିଵሻߪ௡ିଵଶ ൅ ሺ௡ିଶሻ௡మ ߙሺݔ௡ െ ߤ௡ିଵሻଷ              [21] 
׵ ܵ௡ ൌ ߙ ቂቀఙ೙షభ
మ ఙ೙షభ
ఙ೙మఙ೙ ቁ ܵ௡ିଵ െ 3ߚ ቀ
ఙ೙షభమ
ఙ೙మఙ೙ቁ ሺݔ௡ െ ߤ௡ିଵሻ ൅ ቀ
ଵ
ఙ೙మఙ೙ቁ
ሺ௡ିଶሻ
௡మ ሺݔ௡ െ ߤ௡ିଵሻଷቃ          [22] 
 
From [2]: 
߸௡ ൌ ఙ೙
మ
ఙ೙షభమ ൌ ߙ ൅ ߙߚ
ሺఓ೙షభି௫೙ሻమ
ఙ೙షభమ ؠ ߙ ൤1 ൅ ߚ ቀ
௫೙ିఓ೙షభ
ఙ೙షభ ቁ
ଶ൨ ؠ ቀ௡ିଵ௡ ቁ ൤1 ൅
ଵ
௡ ቀ
௫೙ିఓ೙షభ
ఙ೙షభ ቁ
ଶ൨       [23] 
߸௡ ൌ ఙ೙
మ
ఙ೙షభమ ֜ ඥ߸௡ ൌ
ఙ೙
ఙ೙షభ ֜ ߪ௡ ൌ ߪ௡ିଵඥ߸௡                     [24] 
 
Sub [23] and [24] in [22]: 
׵ ܵ௡ ൌ ൬ ଵඥధ೙య ൰ ቀ
௡ିଵ
௡ ቁ ൤ܵ௡ିଵ െ 3 ቀ
ଵ
௡ቁ ቀ
௫೙ିఓ೙షభ
ఙ೙షభ ቁ ൅ ቀ
ଵ
௡ቁ ቀ
௡ିଶ
௡ ቁ ቀ
௫೙ିఓ೙షభ
ఙ೙షభ ቁ
ଷ൨              [25] 
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Appendix D: Derivation of Kurtosis 
 
It has been previously established that: 
ߤ௡ ൌ ܧሾܺ௡ሿ ൌ ߙߤ௡ିଵ ൅ ߚݔ௡           [1] ߪ௡ଶ ൌ ߙߪ௡ିଵଶ ൅ ߙߚሺߤ௡ିଵ െ ݔ௡ሻଶ          [2] 
ܧൣܺ௡௬൧ ൌ ߙܧൣܺ௡ିଵ௬ ൧ ൅ ߚݔ௡௬           [3] ܧሾܺ௡ସሿ ൌ ߙܧሾܺ௡ିଵସ ሿ ൅ ߚݔ௡ସ           [4] ܧሾܺ௡ିଵଶ ሿ ൌ ߪ௡ିଵଶ ൅ ߤ௡ିଵଶ             [5] ܧሾܺ௡ଶሿ ൌ ߙߪ௡ିଵଶ ൅ ߙߤ௡ିଵଶ ൅ ߚݔ௡ଶ          [6] ׵ ܧሾܺ௡ଷሿ ൌ ߙሺߪ௡ିଵଷ ܵ௡ିଵ ൅ 3ߤ௡ିଵߪ௡ିଵଶ ൅ ߤ௡ିଵଷ ሻ ൅ ߚݔ௡ଷ      [7] 
where ߙ ൌ ߙ௡ ൌ ቀ௡ିଵ௡ ቁ and  ߚ ൌ ߚ௡ ൌ
ଵ
௡ 
 
Part 1: 
 
Be definition kurtosis K is as follows: 
ܭ ൌ ܧ ൤ቀݔ െ ߤߪ ቁ
ସ
൨ ൌ ܧ ቈݔ
ସ െ 4ݔଷߤ ൅ 6ݔଶߤଶ െ 4ݔߤଷ ൅ ߤସ
ߪସ ቉ 
ܭ ൌ ቀ ଵఙరቁ ܧሾݔସ െ 4ݔଷߤ ൅ 6ݔଶߤଶ െ 4ݔߤଷ ൅ ߤସሿ  
ܭ ൌ ቀ ଵఙరቁ ሺܧሾݔସሿ െ  4ߤܧሾݔଷሿ ൅ 6ߤଶܧሾݔଶሿ െ 4ߤଷܧሾݔሿ ൅ ߤସሻ    
ܭ ൌ ቀ ଵఙరቁ ሺܧሾݔସሿ െ  4ߤܧሾݔଷሿ ൅ 6ߤଶܧሾݔଶሿ െ 3ߤସሻ   [Because ܧሾݔሿ ൌ ߤ] 
 
In general: 
׵ ܭ௡ ൌ ቀ ଵఙ೙రቁ ሺܧሾܺ௡
ସሿ െ  4ߤ௡ܧሾܺ௡ଷሿ ൅ 6ߤ௡ଶܧሾܺ௡ଶሿ െ 3ߤ௡ସሻ         [8] 
Alternatively: ܭ௡ߪ௡ସ ൌ ܧሾܺ௡ସሿ െ  4ߤ௡ܧሾܺ௡ଷሿ ൅ 3ߤ௡ଶሺ2ܧሾܺ௡ଶሿ െ ߤ௡ଶሻ 
 
Part 2: 
[8] implies that: 
ܭ௡ିଵ ൌ ቀ ଵఙ೙షభర ቁ ሺܧሾܺ௡ିଵ
ସ ሿ െ  4ߤ௡ିଵܧሾܺ௡ିଵଷ ሿ ൅ 6ߤ௡ିଵଶ ܧሾܺ௡ିଵଶ ሿ െ 3ߤ௡ିଵସ ሻ      [9] 
 
After rearrangement of [9]: 
ܧሾܺ௡ିଵସ ሿ ൌ ߪ௡ିଵସ ܭ௡ିଵ ൅ 4ߤ௡ିଵܧሾܺ௡ିଵଷ ሿ െ 6ߤ௡ିଵଶ ܧሾܺ௡ିଵଶ ሿ ൅ 3ߤ௡ିଵସ                                  [10] 
 
Sub [10] in [4]: 
׵ ܧሾܺ௡ସሿ ൌ ߙሺߪ௡ିଵସ ܭ௡ିଵ ൅ 4ߤ௡ିଵܧሾܺ௡ିଵଷ ሿ െ 6ߤ௡ିଵଶ ܧሾܺ௡ିଵଶ ሿ ൅ 3ߤ௡ିଵସ ሻ ൅ ߚݔ௡ସ               [11] 
 
Sub [5] in [11]: 
ܧሾܺ௡ସሿ ൌ ߙሺߪ௡ିଵସ ܭ௡ିଵ ൅ 4ߤ௡ିଵܧሾܺ௡ିଵଷ ሿ െ 6ߤ௡ିଵଶ ሺߪ௡ିଵଶ ൅ ߤ௡ିଵଶ  ሻ ൅ 3ߤ௡ିଵସ ሻ ൅ ߚݔ௡ସ ׵ ܧሾܺ௡ସሿ ൌ ߙሺߪ௡ିଵସ ܭ௡ିଵ ൅ 4ߤ௡ିଵܧሾܺ௡ିଵଷ ሿ െ 6ߤ௡ିଵଶ ߪ௡ିଵଶ െ 3ߤ௡ିଵସ ሻ ൅ ߚݔ௡ସ                [12] 
 
Part 3: [Using binomial expansion] 
ߤ௡ସ ൌ ሺߙߤ௡ିଵ ൅ ߚݔ௡ሻସ ߤ௡ସ ൌ ߙସߤ௡ିଵସ ൅ 4ߙଷߤ௡ିଵଷ ߚݔ௡ ൅ 6ߙଶߤ௡ିଵଶ ߚଶݔ௡ଶ ൅ 4ߙߤ௡ିଵߚଷݔ௡ଷ ൅ ߚସݔ௡ସ ׵ ߤ௡ସ ൌ ߙସߤ௡ିଵସ ൅ 4ߙଷߚߤ௡ିଵଷ ݔ௡ ൅ 6ߙଶߚଶߤ௡ିଵଶ ݔ௡ଶ ൅ 4ߙߚଷߤ௡ିଵݔ௡ଷ ൅ ߚସݔ௡ସ               [13] 
 
ߤ௡ଶ ൌ ሺߙߤ௡ିଵ ൅ ߚݔ௡ሻଶ ൌ ߙଶߤ௡ିଵଶ ൅ 2ߙߚߤ௡ିଵݔ௡ ൅ ߚଶݔ௡ଶ                 [14] 
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Part 4: 
Sub [12] and [1] and [6] and [13] and [14] in [8]: 
ܭ௡ߪ௡ସ ൌ ܧሾܺ௡ସሿ  െ  4ሺߙߤ௡ିଵ ൅ ߚݔ௡ሻܧሾܺ௡ଷሿ  ൅6ሺߙଶߤ௡ିଵଶ ൅ 2ߙߚߤ௡ିଵݔ௡ ൅ ߚଶݔ௡ଶሻሺߙߪ௡ିଵଶ ൅ ߙߤ௡ିଵଶ ൅ ߚݔ௡ଶሻ െ3ሺߙସߤ௡ିଵସ ൅ 4ߙଷߚߤ௡ିଵଷ ݔ௡ ൅ 6ߙଶߚଶߤ௡ିଵଶ ݔ௡ଶ ൅ 4ߙߚଷߤ௡ିଵݔ௡ଷ ൅ ߚସݔ௡ସሻ                             [15]                   
 
Using identity ߙ ൅ ߚ ൌ 1, it can be shown that: 
ሺߙଶߤ௡ିଵଶ ൅ 2ߙߚߤ௡ିଵݔ௡ ൅ ߚଶݔ௡ଶሻሺߙߪ௡ିଵଶ ൅ ߙߤ௡ିଵଶ ൅ ߚݔ௡ଶሻ ൌ ߚଷݔ௡ସ ൅ ߙଷߤ௡ିଵସ ൅ ߙߚߤ௡ିଵଶ ݔ௡ଶ ൅ 2ߙߚଶߤ௡ିଵݔ௡ଷ ൅ 2ߙଶߚߤ௡ିଵଷ ݔ௡ ൅ ߙߪ௡ିଵଶ ሺߙߤ௡ିଵ ൅ ߚݔ௡ሻଶ  [16] 
 
Substitute [16] and [12] in [15]: 
ܭ௡ߪ௡ସ ൌ ܧሾܺ௡ସሿ   െ  4ሺߙߤ௡ିଵ ൅ ߚݔ௡ሻܧሾܺ௡ଷሿ ൅6ߚଷݔ௡ସ ൅ 6ߙଷߤ௡ିଵସ ൅ 6ߙߚߤ௡ିଵଶ ݔ௡ଶ ൅ 12ߙߚଶߤ௡ିଵݔ௡ଷ ൅ 12ߙଶߚߤ௡ିଵଷ ݔ௡൅ 6ߙߪ௡ିଵଶ ሺߙߤ௡ିଵ ൅ ߚݔ௡ሻଶ െ3ߙସߤ௡ିଵସ െ 12ߙଷߤ௡ିଵଷ ߚݔ௡ െ 18ߙଶߚଶߤ௡ିଵଶ ݔ௡ଶ െ 12ߙߤ௡ିଵߚଷݔ௡ଷ െ 3ߚସݔ௡ସ                [17] 
 
Using [3] it follows that: 
ܭ௡ߪ௡ସ ൌ   ߙሺߪ௡ିଵସ ܭ௡ିଵ ൅ 4ߤ௡ିଵܧሾܺ௡ିଵଷ ሿ െ 6ߤ௡ିଵଶ ߪ௡ିଵଶ െ 3ߤ௡ିଵସ ሻ ൅ ߚݔ௡ସ െ 4ሺߙߤ௡ିଵ ൅ ߚݔ௡ሻ ሺߙܧሾܺ௡ିଵଷ ሿ ൅ ߚݔ௡ଷሻ ൅6ߚଷݔ௡ସ ൅ 6ߙଷߤ௡ିଵସ ൅ 6ߙߚߤ௡ିଵଶ ݔ௡ଶ ൅ 12ߙߚଶߤ௡ିଵݔ௡ଷ ൅ 12ߙଶߚߤ௡ିଵଷ ݔ௡ ൅6ߙߪ௡ିଵଶ ሺߙߤ௡ିଵ ൅ ߚݔ௡ሻଶ െ3ߙସߤ௡ିଵସ െ 12ߙଷߚߤ௡ିଵଷ ݔ௡ െ 18ߙଶߚଶߤ௡ିଵଶ ݔ௡ଶ െ 12ߙߚଷߤ௡ିଵݔ௡ଷ െ 3ߚସݔ௡ସ                        [18] 
 
It can be shown that: 
ሺߙߤ௡ିଵ ൅ ߚݔ௡ሻ ሺߙܧሾܺ௡ିଵଷ ሿ ൅ ߚݔ௡ଷሻ  ൌ ሺߙଶߤ௡ିଵ ൅ ߙߚݔ௡ሻܧሾܺ௡ିଵଷ ሿ ൅ ߙߚߤ௡ିଵݔ௡ଷ ൅ ߚଶݔ௡ସ  [19] 
 
Substitute [19] in [18]: 
ܭ௡ߪ௡ସ ൌ   ߙߪ௡ିଵସ ܭ௡ିଵ ൅ 4ߙߤ௡ିଵܧሾܺ௡ିଵଷ ሿ െ 6ߙߤ௡ିଵଶ ߪ௡ିଵଶ െ 3ߙߤ௡ିଵସ ൅ ߚݔ௡ସ  െ ሺ4ߙଶߤ௡ିଵ ൅ 4ߙߚݔ௡ሻܧሾܺ௡ିଵଷ ሿ െ 4ߙߚߤ௡ିଵݔ௡ଷ െ 4ߚଶݔ௡ସ  ൅6ߚଷݔ௡ସ ൅ 6ߙଷߤ௡ିଵସ ൅ 6ߙߚߤ௡ିଵଶ ݔ௡ଶ ൅ 12ߙߚଶߤ௡ିଵݔ௡ଷ ൅ 12ߙଶߚߤ௡ିଵଷ ݔ௡  ൅6ߙߪ௡ିଵଶ ሺߙߤ௡ିଵ ൅ ߚݔ௡ሻଶ  െ3ߙସߤ௡ିଵସ െ 12ߙଷߚߤ௡ିଵଷ ݔ௡ െ 18ߙଶߚଶߤ௡ିଵଶ ݔ௡ଶ െ 12ߙߚଷߤ௡ିଵݔ௡ଷ െ 3ߚସݔ௡ସ                [20] 
 
Therefore: 
ܭ௡ߪ௡ସ ൌ   ߙߪ௡ିଵସ ܭ௡ିଵ ൅ 4ߙߚሺߤ௡ିଵ െ ݔ௡ሻܧሾܺ௡ିଵଷ ሿ െߚሺ3ߚଷ െ 6ߚଶ ൅ 4ߚ െ 1ሻݔ௡ସ െ 4ߙߚሺ3ߚଶ െ 3ߚ ൅ 1ሻߤ௡ିଵݔ௡ଷ ൅6ߙߚሺ1 െ 3ߙߚሻߤ௡ିଵଶ ݔ௡ଶ ൅12ߙଶߚଶߤ௡ିଵଷ ݔ௡ െ 3ߙሺߙଷ െ 2ߙଶ ൅ 1ሻߤ௡ିଵସ  ൅6ߙߪ௡ିଵଶ ሾሺߙߤ௡ିଵ ൅ ߚݔ௡ሻଶ െ ߤ௡ିଵଶ ሿ                         [21] 
 
It has been shown previously that: 
ܧሾܺ௡ିଵଷ ሿ ൌ ߪ௡ିଵଷ ܵ௡ିଵ ൅ 3ߤ௡ିଵܧሾܺ௡ିଵଶ ሿ െ 2ߤ௡ିଵଷ  ܧሾܺ௡ିଵଷ ሿ ൌ ߪ௡ିଵଷ ܵ௡ିଵ ൅ 3ߤ௡ିଵߪ௡ିଵଶ ൅ ߤ௡ିଵଷ                      [22] 
 
Using [22] it can be shown that: 
4ߙߚሺߤ௡ିଵ െ ݔ௡ሻܧሾܺ௡ିଵଷ ሿ ൌ 4ߙߚሺߤ௡ିଵ െ ݔ௡ሻߪ௡ିଵଷ ܵ௡ିଵ ൅ 12ߙߚߤ௡ିଵଶ ߪ௡ିଵଶ  ൅4ߙߚߤ௡ିଵସ െ 12ߙߚߤ௡ିଵݔ௡ߪ௡ିଵଶ െ 4ߙߚݔ௡ߤ௡ିଵଷ                     [23] 
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Substitute [23] in [21]: 
ܭ௡ߪ௡ସ ൌ   ߙߪ௡ିଵସ ܭ௡ିଵ ൅ 4ߙߚሺߤ௡ିଵ െ ݔ௡ሻߪ௡ିଵଷ ܵ௡ିଵ ൅4ߙߚߤ௡ିଵସ െ 3ߙሺߙଷ െ 2ߙଶ ൅ 1ሻߤ௡ିଵସ െ 4ߙߚݔ௡ߤ௡ିଵଷ ൅ 12ߙଶߚଶߤ௡ିଵଷ ݔ௡ െߚሺ3ߚଷ െ 6ߚଶ ൅ 4ߚ െ 1ሻݔ௡ସ െ 4ߙߚሺ3ߚଶ െ 3ߚ ൅ 1ሻߤ௡ିଵݔ௡ଷ ൅6ߙߚሺ1 െ 3ߙߚሻߤ௡ିଵଶ ݔ௡ଶ ൅6ߙߪ௡ିଵଶ ሾሺߙߤ௡ିଵ ൅ ߚݔ௡ሻଶ െ ߤ௡ିଵଶ ሿ ൅ 12ߙߚߤ௡ିଵଶ ߪ௡ିଵଶ െ 12ߙߚߤ௡ିଵݔ௡ߪ௡ିଵଶ                 [24] 
 
It can be shown that: 
6ߙߪ௡ିଵଶ ሾሺߙߤ௡ିଵ ൅ ߚݔ௡ሻଶ െ ߤ௡ିଵଶ ሿ ൅ 12ߙߚߤ௡ିଵଶ ߪ௡ିଵଶ െ 12ߙߚߤ௡ିଵݔ௡ߪ௡ିଵଶ ൌ6ߙߚଶߪ௡ିଵଶ ሺߤ௡ିଵ െ ݔ௡ሻଶ                       [25] 
 
Substitute [25] in [24]: 
ܭ௡ߪ௡ସ ൌ   ߙߪ௡ିଵସ ܭ௡ିଵ ൅ 4ߙߚሺߤ௡ିଵ െ ݔ௡ሻߪ௡ିଵଷ ܵ௡ିଵ ൅ 6ߙߚଶߪ௡ିଵଶ ሺߤ௡ିଵ െ ݔ௡ሻଶ െߙሺ3ߙଷ െ 6ߙଶ െ 4ߚ ൅ 3ሻߤ௡ିଵସ ൅ 4ߙߚሺ3ߙߚ െ 1ሻݔ௡ߤ௡ିଵଷ  ൅6ߙߚሺ1 െ 3ߙߚሻߤ௡ିଵଶ ݔ௡ଶ െ 4ߙߚሺ3ߚଶ െ 3ߚ ൅ 1ሻߤ௡ିଵݔ௡ଷ െ ߚሺ3ߚଷ െ 6ߚଶ ൅ 4ߚ െ 1ሻݔ௡ସ    [26] 
 
The following equations can be expanded /simplified in the following ways: 
3ߙଷ െ 6ߙଶ െ 4ߚ ൅ 3 ؠ ߚሺ3ߙߚ െ 1ሻ ൌ െߚሺ1 െ 3ߙߚሻ                    [27] 
3ߚଶ െ 3ߚ ൅ 1 ؠ 1 െ 3ߙߚ                     [28] 
3ߚଷ െ 6ߚଶ ൅ 4ߚ െ 1 ؠ െߙሺ1 െ 3ߙߚሻ                    [29] 
1 െ 3ߙߚ ൌ 1 െ 3 ሺ௡ିଵሻ௡మ ൌ
௡మିଷ௡ାଷ
௡మ                      [30] ሺߤ௡ିଵ െ ݔ௡ሻସ ൌ ሺߤ௡ିଵସ െ 4ݔ௡ߤ௡ିଵଷ ൅ 6ߤ௡ିଵଶ ݔ௡ଶ െ 4ߤ௡ିଵݔ௡ଷ ൅ ݔ௡ସሻ              [31] 
 
Using [27] to [31] in [26] it can be shown that: 
ܭ௡ߪ௡ସ ൌ   ߙߪ௡ିଵସ ܭ௡ିଵ ൅ 4ߙߚሺߤ௡ିଵ െ ݔ௡ሻߪ௡ିଵଷ ܵ௡ିଵ ൅ 6ߙߚଶߪ௡ିଵଶ ሺߤ௡ିଵ െ ݔ௡ሻଶ ൅ߙߚሺ1 െ 3ߙߚሻߤ௡ିଵସ െ 4ߙߚሺ1 െ 3ߙߚሻݔ௡ߤ௡ିଵଷ ൅ 6ߙߚሺ1 െ 3ߙߚሻߤ௡ିଵଶ ݔ௡ଶ െ4ߙߚሺ1 െ 3ߙߚሻߤ௡ିଵݔ௡ଷ ൅ ߙߚሺ1 െ 3ߙߚሻݔ௡ସ                      [32] 
 
Therefore: 
ܭ௡ߪ௡ସ ൌ   ߙߪ௡ିଵସ ܭ௡ିଵ ൅ 4ߙߚሺߤ௡ିଵ െ ݔ௡ሻߪ௡ିଵଷ ܵ௡ିଵ ൅ 6ߙߚଶߪ௡ିଵଶ ሺߤ௡ିଵ െ ݔ௡ሻଶ ൅ߙߚሺ1 െ 3ߙߚሻሺߤ௡ିଵ െ ݔ௡ሻସ                      [33] 
 
Re-arranging [33]: 
ܭ௡ ൌ ߙ ቀఙ೙షభ
ర
ఙ೙ర ቁ ܭ௡ିଵ ൅ 4ߙߚ ቀ
ఙ೙షభయ
ఙ೙ర ቁ ሺߤ௡ିଵ െ ݔ௡ሻܵ௡ିଵ ൅ 6ߙߚ
ଶ ቀఙ೙షభమఙ೙ర ቁ ሺߤ௡ିଵ െ ݔ௡ሻ
ଶ  
൅ ଵఙ೙ర ߙߚሺ1 െ 3ߙߚሻሺߤ௡ିଵ െ ݔ௡ሻ
ସ                     [34] 
 
It has been shown that ߪ௡ ൌ ߪ௡ିଵඥ߸௡ where ߸௡ ൌ ߙ ൤1 ൅ ߚ ቀ௫೙ିఓ೙షభఙ೙షభ ቁ
ଶ൨. Therefore 
ߪ௡ସ ൌ ߪ௡ିଵସ ߱௡ଶ  and [34] can be written as follows: 
 
ܭ௡ ൌ ߙ ቀ ଵఠ೙మቁ ܭ௡ିଵ ൅ 4ߙߚ ቀ
ଵ
ఠ೙మቁ ቀ
ఓ೙షభି௫೙
ఙ೙షభ ቁ ܵ௡ିଵ ൅ 6ߙߚ
ଶ ቀ ଵఠ೙మቁ ቀ
ఓ೙షభି௫೙
ఙ೙షభ ቁ
ଶ
  
൅ߙߚሺ1 െ 3ߙߚሻ ቀ ଵఠ೙మቁ ቀ
ఓ೙షభି௫೙
ఙ೙షభ ቁ
ସ
                        [35] 
Alternatively: 
׵ ܭ௡ ൌ ቀ ఈఠ೙మቁ ൤ܭ௡ିଵ ൅ 4ߚܵ௡ିଵ ቀ
ఓ೙షభି௫೙
ఙ೙షభ ቁ ൅ 6ߚ
ଶ ቀఓ೙షభି௫೙ఙ೙షభ ቁ
ଶ ൅ ߚሺ1 െ 3ߙߚሻ ቀఓ೙షభି௫೙ఙ೙షభ ቁ
ସ൨   [36] 
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Appendix E: Derivation of ࡷ૛ 
 
By definition the following is true:  
ܭ௡ ൌ ଵఙ೙ర ሺܧሾܺ௡
ସሿ െ  4ߤ௡ܧሾܺ௡ଷሿ ൅ 6ߤ௡ଶܧሾܺ௡ଶሿ െ 3ߤ௡ସሻ         [1] 
ܧൣܺ௡௬൧ ൌ ߙ௡ܧൣܺ௡ିଵ௬ ൧ ൅ ߚ௡ݔ௡௬            [2] 
ߤଵ ൌ ݔଵ , ߪଵଶ ൌ 0             [3] 
 
It follows that: 
ܧሾ ଵܺሿ ൌ ݔଵ ,  ܧሾ ଵܺଶሿ ൌ ݔଵଶ  , ሾ ଵܺଷሿ ൌ ݔଵଷ , ܧሾ ଵܺସሿ ൌ ݔଵସ      [4] 
ߤଶ ൌ ܧሾܺଶሿ ൌ ଵଶ ሺݔଵ ൅ ݔଶሻ , ߤଶଶ ൌ
ଵ
ସ ሺݔଵଶ ൅ 2ݔଵݔଶ ൅ ݔଶଶሻ      [5] 
ߤଶସ ൌ ଵଵ଺ ሺݔଵସ ൅ 4ݔଵଷݔଶ ൅ 6ݔଵଶݔଶଶ ൅ 4ݔଵݔଶଷ ൅ ݔଶସሻ        [6] 
ܧሾܺଶଶሿ ൌ ଵଶ ሺݔଵଶ ൅ ݔଶଶሻ,  ܧሾܺଶଷሿ ൌ
ଵ
ଶ ሺݔଵଷ ൅ ݔଶଷሻ, ܧሾܺଶସሿ ൌ
ଵ
ଶ ሺݔଵସ ൅ ݔଶସሻ     [7] 
ܭଶ ൌ ଵఙమర ሺܧሾܺଶ
ସሿ െ  4ߤଶܧሾܺଶଷሿ ൅ 6ߤଶଶܧሾܺଶଶሿ െ 3ߤଶସሻ        [8] 
 
Substituting [4], [5], [6], [7] into [8] results in the following: 
ߪଶସܭଶ ൌ ଵଶ ሺݔଵସ ൅ ݔଶସሻ െ ሺݔଵ ൅ ݔଶሻሺݔଵଷ ൅ ݔଶଷሻ  
൅ ଷସ ሺݔଵଶ ൅ 2ݔଵݔଶ ൅ ݔଶଶሻሺݔଵଶ ൅ ݔଶଶሻ െ
ଷ
ଵ଺ ሺݔଵସ ൅ 4ݔଵଷݔଶ ൅ 6ݔଵଶݔଶଶ ൅ 4ݔଵݔଶଷ ൅ ݔଶସሻ   [9] 
 
As ሺݔଵଶ ൅ 2ݔଵݔଶ ൅ ݔଶଶሻሺݔଵଶ ൅ ݔଶଶሻ ൌ ሺݔଵସ ൅ 2ݔଵଷݔଶ ൅ 2ݔଵଶݔଶଶ ൅ 2ݔଵݔଶଷ ൅ ݔଶସሻ equation [9] 
becomes: 
 
ܭଶߪଶସ ൌ ଵଶ ݔଵସ ൅
ଵ
ଶ ݔଶସ െ  ݔଵସ െ ݔଶݔଵଷ െ ݔଵݔଶଷ െ ݔଶସ   
൅ ଷସ ݔଵସ ൅
ଷ
ଶ ݔଵଷݔଶ ൅
ଷ
ଶ ݔଵଶݔଶଶ ൅
ଷ
ଶ ݔଵݔଶଷ ൅
ଷ
ସ ݔଶସ െ
ଷ
ଵ଺ ݔଵସ െ
ଷ
ସ ݔଵଷݔଶ െ
ଽ
଼ ݔଵଶݔଶଶ െ
ଷ
ସ ݔଵݔଶଷ െ
ଷ
ଵ଺ ݔଶସ  
 
This is simplified by the following steps: 
ܭଶߪଶସ ൌ ቀଵଶ ݔଵସ െ ݔଵସ ൅
ଷ
ସ ݔଵସ െ
ଷ
ଵ଺ ݔଵସቁ ൅ ቀ
ଵ
ଶ ݔଶସ െ ݔଶସ ൅
ଷ
ସ ݔଶସ െ
ଷ
ଵ଺ ݔଶସቁ ൅ ቀെݔଶݔଵଷ ൅
ଷ
ଶ ݔଵଷݔଶ െଷ
ସ ݔଵଷݔଶቁ ൅ ቀെݔଵݔଶଷ െ
ଷ
ସ ݔଵݔଶଷ ൅
ଷ
ଶ ݔଵݔଶଷቁ ൅ ቀ
ଷ
ଶ ݔଵଶݔଶଶ െ
ଽ
଼ ݔଵଶݔଶଶቁ  
ܭଶߪଶସ ൌ ଵଵ଺ ݔଵସ ൅
ଵ
ଵ଺ ݔଶସ െ
ଵ
ସ ݔଵଷݔଶ െ
ଵ
ସ ݔଵݔଶଷ ൅
ଷ
଼ ݔଵଶݔଶଶ   
ܭଶߪଶସ ൌ ଵଵ଺ ሺݔଵସ െ 4ݔଵଷݔଶ ൅ 6ݔଵଶݔଶଶ െ 4ݔଵݔଶଷ ൅ ݔଶସሻ   
ܭଶ ൌ ଵఙమర
ଵ
ଵ଺ ሺݔଵ െ ݔଶሻସ   
As ߪଶଶ ൌ ߙଶߪଵଶ ൅ ߙଶߚଶሺߤଵ െ ݔଶሻଶ then ߪଶଶ ൌ ଵସ ሺݔଵ െ ݔଶሻଶ and  ߪଶସ ൌ
ଵ
ଵ଺ ሺݔଵ െ ݔଶሻସ ׵ ܭଶ ൌ 1   
