We consider the problem of detecting statistically significant sequential patterns in multineuronal spike trains. These patterns are characterized by ordered sequences of spikes from different neurons with specific delays between spikes. We have previously proposed a data-mining scheme to efficiently discover such patterns, which occur often enough in the data. Here we propose a method to determine the statistical significance of such repeating patterns. The novelty of our approach is that we use a compound null hypothesis that not only includes models of independent neurons but also models where neurons have weak dependencies. The strength of interaction among the neurons is represented in terms of certain pair-wise conditional probabilities. We specify our null hypothesis by putting an upper bound on all such conditional probabilities. We construct a probabilistic model that captures the counting process and use this to derive a test of significance for rejecting such a compound null hypothesis. The structure of our null hypothesis also allows us to rank-order different significant patterns. We illustrate the effectiveness of our approach using spike trains generated with a simulator.
Introduction
Analyzing spike trains from hundreds of neurons to find significant temporal patterns is an important current research problem (Brown, Kass, & Mitra, 2004; Smith & Smith, 2006; Pipa, Wheeler, Singer, & Nikolic, 2008) . By using experimental techniques such as microelectrode arrays or imaging of neural currents, spike data can be recorded simultaneously from many neurons (Ikegaya et al., 2004; Wagenaar, Pine, & Potter, 2006) . Such multineuronal spike train data can now be routinely gathered in vitro from neural cultures or in vivo from brain slices, awake behaving animals, and even humans. Such data can be a mixture of stochastic spiking activities of individual neurons, as well as those due to the correlated activity of groups of neurons due to interconnections, possibly triggered by external inputs. Automatically discovering patterns (regularities) in these spike trains can lead to a better understanding of how interconnected neurons act in a coordinated manner to generate specific functions. There has been much interest in techniques for analyzing the spike data so as to infer the functional connectivity or the functional relationships within the system that produced the spikes (Abeles & Gerstein, 1988; Brillinger, 1992; Meister, 1996; Gerstein, 2004; Brown et al., 2004; Kass, Ventura, & Brown, 2005; le Feber et al., 2007; Sasaki, Matsuki, & Ikegaya, 2007; Ikegaya et al., 2004; Lee & Wilson, 2004; Smith & Smith, 2006; Pipa et al., 2008; Fujisawa, Amarasingham, Harrison, & Buzsaki, 2008) . In addition to contributing toward our knowledge of brain function, an understanding of functional relations embedded in spike trains leads to many applications (e.g., better brain-machine interfaces). Such an analysis can also be useful in understanding the nature of the neural code.
In this letter, we consider the problem of discovering statistically significant patterns from multineuronal spike train data. The patterns we consider are ordered firing sequences by groups of neurons with specific time lags or delays between successive neurons in the sequence. Such a pattern (when it repeats many times) may denote a chain of triggering events, and, hence, unearthing such patterns from spike data can help us understand the underlying functional connectivity. For example, memory traces are probably embedded in such sequential activation of neurons, and signals of this form have been found in hippocampal neurons (Lee & Wilson, 2002) . Such patterns of ordered firing sequences (with fairly constant delays between successive neuronal firings) have been observed in many experiments, and there is much interest in detecting such patterns and assessing their statistical significance. (See Abeles & Gat, 2001; Gerstein, 2004.) Here, we call patterns of ordered firing sequences sequential patterns. Symbolically, we denote such a pattern as A T1 → B T2 → C. This represents the pattern of ordered firing sequence of A followed by B followed by C with a delay of T 1 time units between A and B and T 2 time units between B and C. (We note here that within any one occurrence of such a firing pattern, there could be intervening spikes by other neurons.) Such a pattern of firings may occur repeatedly in the spike train data if, for example, there is an excitatory influence of total delay T 1 from A to B and an excitatory influence of delay T 2 between B and C. In general, the delays may not be exactly constant because synaptic transmission or something else could have some random variations. Hence, in our sequential patterns, we allow the delays to be intervals of small length. At the least, we can take the length of the interval as the time resolution in our measurements. In general, such patterns can involve more than three neurons. The above example is that of a size 3 pattern or a three-node pattern.
One of the main computational methods for detecting such patterns that repeat often enough is due to Abeles and Gerstein (1988) . This essentially consists of sliding the spike train of one neuron with respect to another and noting coincidences at specific delays. There are also some recent variations of this method (Tetko & Villa, 2001a , 2001b . Most methods for detecting such patterns essentially use correlations among time-shifted spike trains (and some statistics computed from the correlation counts), and these are computationally expensive when detecting large-size patterns (typically greater than three) (Abeles & Gat, 2001; Gerstein, 2004) . Another approach to detecting such ordered firing sequences is considered in Lee and Wilson (2004) and Smith and Smith (2006) while analyzing recordings from hippocampal neurons. Given a specific ordering on a set of neurons, they look for longest sequences in the data that respect this order. This is similar to our sequential patterns except that we can also specify different delays between consecutive elements of the pattern.
In this letter, we use a method based on some temporal data-mining techniques that we have recently proposed (Patnaik, Sastry, & Unnikrishnan, 2008) . This method can automatically detect all sequential patterns whose frequency in the data is above a (user-specified) threshold where frequency of the pattern is maximum number of nonoverlapped occurrences of the pattern in the spike data. (We define this notion more precisely in the next section.) The essence of this algorithm is that instead of trying to count all occurrences of the pattern in the data, we count only a certain well-defined subset of occurrences, and this makes the process computationally efficient. The method is effective in detecting long patterns, and it would detect only patterns that repeat more than a given threshold. Also, the method can automatically decide on the most appropriate delays in each detected pattern by choosing from a set of possible delays supplied by the user. (See Patnaik et al., 2008, for details.) The main contribution of this letter is a method for assessing the statistical significance of such sequential patterns. The objective is to have a method so that we will detect only patterns that repeat often enough to be significant (and thus fix the thresholds for the data-mining algorithm automatically). We tackle this issue in a classical hypothesis testing framework.
There have been many approaches for assessing the significance of detected firing patterns (Abeles & Gat, 2001; Gerstein, 2004; Lee & Wilson, 2004; Smith & Smith, 2006; Fujisawa et al., 2008; Pipa et al., 2008 ). In the current analytical approaches, one generally employs a null hypothesis that the different spike trains are generated by independent processes. In many cases, one also assumes (possibly inhomogeneous) Bernoulli or Poisson processes. Then one can calculate the probability of observing the given number of repetitions of the pattern (or of any other statistic derived from such counts) under the null hypothesis of independent processes and hence calculate a minimum number of repetitions needed to conclude that a pattern is significant in the sense of being able to reject the null hypothesis. Some empirical approaches, which may be called jitter methods, have also been suggested for assessing significance. Here one creates many surrogate data streams from the experimentally observed data by perturbing (or jittering) the individual spikes while keeping certain statistics the same. Then, by calculating the empirical distribution of pattern counts on the sample of surrogate data, one assesses the significance of the observed patterns. There are many possibilities for the perturbations to be imposed to generate surrogate data (Gerstein, 2004) . The main strength of these jitter methods is that they offer a great deal of flexibility in the assumed model for the spike process of any neuron because the perturbations can be designed to preserve any assumed distribution for interspike intervals, for example. Such jitter methods have been used for significant analyses by many researchers (Date, Bienenstock, & Geman, 1998; Abeles & Gat, 2001; Gerstein, 2004; Nadasdy, Hirase, Czurko, Csicsvari, & Buzsaki, 1999; Pipa et al., 2008; Harrison & Geman, 2009) . In these jitter methods, the implicit null hypothesis assumes independence because the spike trains of different neurons are jittered independently.
The main motivation for the approach presented here is the following. If a sequential pattern repeats often enough to be significant, then one would like to think that there are strong influences among the neurons representing the pattern. However, different patterns may represent different levels or strengths of influences among their constituent neurons. Hence, it would be nice to have a method of significance analysis that can rank-order different (significant) patterns in terms of some strength of influence among the neurons of the pattern. For this, we propose that the strength of influence of Aon B is well represented by the conditional probability that B will fire after some prescribed delay given that A has fired. We then employ a composite null hypothesis specified through one parameter that denotes an upper bound on all such pairwise conditional probabilities. Using this, we would be able to decide whether a given pattern is significant at various values for this parameter in the null hypothesis and thus be able to rank-order different patterns.
Our composite null hypothesis is such that any stochastic model for a set of spiking neurons would be in the null hypothesis if all the relevant pairwise conditional probabilities are below some bound. Since this bound is a parameter that the user can choose, the null hypothesis could include not only independent neuron models but also many models of interdependent neurons where the pair-wise influences among neurons are weak. Hence, rejecting such a null hypothesis is more attractive than rejecting a null hypothesis of independence when we want to conclude that a significant pattern indicates strong interactions among the neurons. In this sense, the approach presented here extends the currently available methods for significance analysis.
We analytically derive some bounds on the probability that our counting process would come up with a given number of repetitions of the firing pattern if the data are generated by any model contained in our compound null hypothesis. An interesting feature of the method is that we do not make any assumptions on the model for spiking processes of neurons to derive our bounds. We show the effectiveness of the method through extensive simulation experiments on synthetic spike train data.
The rest of the letter is organized as follows. In section 2 we give a brief overview of temporal data mining and explain our algorithm for detecting sequential patterns whose frequency is above some threshold. The full details of the algorithm are available elsewhere (Patnaik et al., 2008; Unnikrishnan, Patnaik, & Sastry, 2007) , and we provide some details relevant for understanding the statistical significance analysis, which is presented in section 3. In section 4, we present some simulation results on synthetic spike train data to show the effectiveness of our method. Although we confine our attention in this letter to sequential patterns, the statistical method we present can be generalized to handle other types of patterns. We briefly indicate this and conclude the paper with a discussion in section 5.
Frequent Episodes Framework for Discovery of Sequential Patterns
Temporal data mining is concerned with analyzing symbolic time series data to discover interesting patterns of temporal dependencies (Laxman & Sastry, 2006; Morchen, 2007) . Recently we have proposed that some datamining techniques, based on so-called frequent episodes framework, are well suited for analyzing multineuronal spike train data (Patnaik et al., 2008) . Many patterns of interest in spike data such as synchronous firings by groups of neurons, the sequential patterns explained in the previous section, and synfire chains, which are a combination of synchrony and ordered firings, can be efficiently discovered from the data using these techniques. Although the algorithms are seen to be effective through simulations presented in Patnaik et al. (2008) , no statistical theory was presented there to address whether the detected patterns are significant in any formal sense, the main issue addressed in this letter. In this section we first briefly outline the frequent episodes framework and then qualitatively describe this datamining technique for discovering frequently occurring sequential patterns.
In the frequent episodes framework of temporal data mining, the data to be analyzed are a sequence of events denoted by (E 1 , t 1 ), (E 2 , t 2 ), . . . where E i represents an event type and t i the time of occurrence of the ith event. E i 's are drawn from a finite set of event types, ζ . The sequence is ordered with respect to time of occurrences of the events so that, t i ≤ t i+1 , ∀i. The following is an example event sequence containing 11 events with 5 event types:
(A, 1), (B, 3), (D, 5) , (A, 5) , (C, 6) , (A, 10) , (E, 15) , (B, 15) , (B, 17) , (C, 18) , (C, 19) .
(2.1)
In multineuronal spike data, the event type of a spike event is the label of the neuron (or the electrode number when we consider multielectrode array recordings without the spike-sorting step) that generated the spike and the event has the associated time of occurrence. The neurons in the ensemble under observation fire action potentials at different times, that is, they generate spike events. All of these spike events are strung together in time order to give a single long data sequence as needed for frequent episode discovery. There can be more than one event with the same time because two neurons can spike at the same time.
The temporal patterns that we wish to discover in this framework are called episodes. In general, episodes are partially ordered sets of event types. Here we are interested only in serial episodes, which are totally ordered.
A serial episode is an ordered tuple of event types. For example, (A → B → C) is a 3-node serial episode. The arrows in this notation indicate the order of the events. Such an episode is said to occur in an event sequence if there are corresponding events in the prescribed order in the data sequence. In sequence 2.1, the events {(A, 1), (B, 3), (C, 6)} constitute an occurrence of the serial episode (A → B → C), while the events {(B, 3), (C, 6), (A, 10)} do not. We note here that occurrence of an episode does not require the associated event types to occur consecutively; there can be other intervening events between them.
In the multineuronal data, if neuron A makes neuron B fire, then we expect to see B following A more often than by pure chance. However, in different occurrences of such a substring, there may be a different number of other spikes between A and B because many other neurons may also be spiking during this time. Thus, the episode structure allows us to unearth patterns in the presence of such noise in spike data.
The objective in frequent episode discovery is to detect all frequent episodes (of different lengths) from the data. A frequent episode is one whose frequency exceeds a (user-specified) frequency threshold. The frequency of an episode can be defined in many ways. It is intended to capture some measure of how often an episode occurs in an event sequence. One chooses a measure of frequency so that frequent episode discovery is computationally efficient, and, at the same time, higher frequency would imply that an episode is occurring often.
Here, we define the frequency of an episode as the maximum number of nonoverlapped occurrences of the episode in the data stream. Two occurrences of an episode are said to be nonoverlapped if no event associated with one occurrence appears in between the events associated with the other. A set of occurrences is said to be nonoverlapped if every pair of occurrences in it is nonoverlapped. In our example sequence, 2.1, there are two nonoverlapped occurrences of A → B → C given by the events: ((A, 1), (B, 3), (C, 6)) and ((A, 10), (B, 15) , (C, 18) ). Note that there are three distinct occurrences of this episode in the data sequence, though we can have only a maximum of two nonoverlapped occurrences. We also note that if we take the occurrence of the episode given by (( A, 1), (B, 15), (C, 18)), there is no other occurrence that is nonoverlapped with this occurrence. That is why we define the frequency to be the maximum number of nonoverlapped occurrences possible.
This definition of frequency results in very efficient counting algorithms with some interesting theoretical properties (Laxman, Sastry, & Unnikrishnan, 2005 , 2007 . In addition, in the context of our application, counting nonoverlapped occurrences seems natural because we would then be looking at chains that happen at different times again and again.
In analyzing neuronal spike data, it is useful to consider methods where, while counting the frequency, we include only occurrences that satisfy some additional temporal constraints. Here we are interested in what we call an interevent time constraint, which is specified by giving an interval of the form [T low , T high ]. The constraint requires that the difference between the times of every pair of successive events in any occurrence of a serial episode should be in this interval. In general, we may have different time intervals for different pairs of events in each serial episode. A serial episode with interevent time constraints corresponds to what we called a sequential pattern in the previous section. These are the temporal patterns of interest in this paper.
The interevent time constraint allows us to take care of delays involved in the process of one neuron influencing another through a synapse. Suppose neuron A is connected to neuron B, which in turn is connected to neuron C through excitatory connections with delays T 1 and T 2 , respectively. Then we should be counting only occurrences of the episode A → B → C where the interevent times satisfy the delay constraint. This would be the sequential pattern A T1 → B T2 → C. In general, the interevent constraint could be an interval. Occurrences of one such serial episode with interevent time constraint are shown schematically in Figure 1 .
In any occurrence of the episode or sequential pattern, we call the difference between the times of the first and last events its span. The span is the total of all the delays. In the above episode, the span of all occurrences is T 1 + T 2 , and hence we may call it the span of the episode. If the interevent time constraints are intervals, then the span of different occurrences could be different. There are efficient algorithms for discovering all frequent serial episodes with specified interevent constraints (Patnaik et al., 2008) .
Conceptually, the algorithm does the following. Suppose we are operating at a time resolution of T (that is, the times of events or spikes are recorded to a resolution of T). Then we discretize the time axis into intervals of length T. For each episode whose frequency we want to find, we do the following. Suppose the episode is the one mentioned above. We start with time instant 1. We check to see whether there is an occurrence of the episode starting from the current instant. For this, we need an A at that time instant, and then we need a B and a C within appropriate time windows. If there are such B and C, we take the earliest of the B and C to satisfy the time constraints, increment the counter for the episode, and start looking for the occurrence again, starting with the next time instant (after C). If we cannot find such an occurrence (either because A does not occur at the current time instant or because there are no B or C at appropriate times following A), then we move by one time instant and start the search again.
The actual search process would be very inefficient if implemented as described above. The algorithm itself does the search in a much more efficient manner. The algorithm needs to address two issues. Since, a priori, we do not know what patterns to look for, we need to make a reasonable list of candidate patterns and then obtain their frequencies so as to output only patterns whose frequency exceeds the preset threshold. The second issue is that when we are obtaining frequencies, the algorithm is required to count the frequencies of not one but a set of candidates in one pass through the data, and we need to do this efficiently. In generating the candidates, we need to tackle the combinatorial explosion because all possible serial episodes of a given size increase exponentially with the size. This is tackled using an iterative procedure that is popular in data mining. To understand this, consider our example three-node pattern A → C, are frequent. (This is because any two nonoverlapped occurrences of the three-node pattern also give us two nonoverlapped occurrences of the two two-node patterns mentioned above.) Thus, we should allow this threenode episode to be a candidate only if the appropriate two-node episodes are already found to be frequent. Based on this idea, we have the following structure for the algorithm. We first get frequent one-node episodes, which are then used to make candidate two-node episodes. By one more pass over data, we find frequent two-node episodes, which are then used to make candidate three-node episodes, and so on. Such a technique is quite effective in controlling combinatorial explosion, and the number of candidates falls drastically as the size increases. This is because as the size increases, many of the combinatorially possible serial episodes of that size would not be frequent. This allows the algorithm to find large-size frequent episodes efficiently. At each stage of this process, we count frequencies of not one but a whole set of candidate episodes (of a given size) through one sequential pass over the data. We do not actually traverse the time axis in time ticks once for each pattern whose occurrences we want to count. We traverse the time-ordered data stream. As we traverse the data, we remember enough from the data stream to correctly take care of all the occurrence possibilities of all episodes in the candidate set and thus compute all the frequent episodes of a given size through one pass over the data. The complete details of the algorithm are available in Patnaik et al. (2008) .
Statistical Significance of Discovered Episodes or Serial Firing Patterns
In this section we address the issue of the statistical significance of the sequential patterns discovered by our algorithm. The question is, when are the discovered episodes significant? Or, equivalently, what frequency threshold should we choose so that all discovered frequent episodes would be statistically significant?
The Null Hypothesis.
To answer the question of statistical significance, we follow a classical hypothesis-testing framework. Intuitively we want significant sequential patterns to represent a chain of strong interactions among those neurons. So we have to essentially choose a null hypothesis that asserts that there is no structure or strong influence in the system of neurons generating the data.
For this, we capture the strength of interactions among the neurons in terms of conditional probabilities. Let e s (A, B, T, t) denote the conditional probability that B fires in a time interval [t + T, t + T + T] given that A fired at time t. T is essentially the time resolution at which we operate (for example, T = 1 ms). We assume that this conditional probability does not depend on t. Hence, from now on, we denote this conditional probability by e s (A, B, T). We discuss this assumption in section 3.5.
Thus, e s (A, B, T) is the conditional probability that B fires T time units after A.
1 If there is a strong excitatory synapse of delay T between A and B, then this conditional probability would be high. If Aand B are independent, then this conditional probability is the same as the unconditional probability of B firing in an interval of length T. We denote the (unconditional) probability that a neuron, A, fires in any interval of length T by ρ A . As our notation indicates, we are assuming that ρ A does not vary with time. (See the discussion in section 3.5.) For example, if we take T = 1 ms and the average firing rate of B as 5 Hz, then ρ B would be about 0.005. We are not assuming any specific model (e.g., Poisson) for the spiking of the neuron even though we talk about the average firing rate. Since this is the average firing rate, in practice, we take ρ B to be total number of spikes of B divided by total time.
The intuitive idea behind our null hypothesis is that the conditional probability e s (A, B, T) is a good indicator of the strength of interaction between A and B. For inferring functional connectivity from repeating sequential patterns, since the constancy of delays is important in sequential patterns, we defined the conditional probability with respect to a specific delay. Now an assertion that the interactions among neurons are weak can be formalized in terms of an upper bound on all such conditional probabilities. We formulate our composite null hypothesis as follows: Our composite null hypothesis includes all models of interacting neurons for which we have e s (x, y, T) < e 0 for all pairs of neurons x, y, and for a set of specified delays T, where e 0 is a fixed user-chosen number in the interval (0, 1).
Thus, all models of interdependent neurons where the probability of A causing B to fire (after a delay) is less than e 0 would be in our null hypothesis. The actual mechanism by which spikes from A affect the firing by B is immaterial to us. Whatever this mechanism of interaction may be, if the resulting conditional probability is less than e 0 , then that model of interacting neurons would be in our null hypothesis.
2 The user-specified number, e 0 , formalizes what we mean by interaction among neurons is strong. If A and B are independent, then this conditional probability is the same as ρ B . As mentioned earlier, if T = 1 ms and the average firing rate for B is 5 Hz, then ρ B = 0.005. So if we choose e 0 = 0.05, it means that we agree to call the influence strong if the conditional probability is 10 times what it would be if the neurons are independent. Thus, based on the chosen e 0 , many models of interdependent neurons would be in our composite null hypothesis. By trying different values for e 0 in the null hypothesis, we can ask what patterns are significant at what value of e 0 and thus rank-order the patterns.
If we are able to reject this null hypothesis, it is reasonable to assert that the episodes discovered would indicate strong correlations or influences among the appropriate neurons. What we mean by an influence being "strong" is essentially something we choose in terms of the bound e 0 on the conditional probability in our null hypothesis. In the dark-shaded region, there are no occurrences of the pattern starting with that time instant (either because there is no spike from A at that instant or there is no spike from B with the appropriate delay following that A) and the counting scheme moves forward by one time step. In the light-shaded region, there is an occurrence, and the counting process moves by T time steps. The random variables X i , defined by equation 3.1, capture the evolution of the counting process. The row of numbers at the bottom of the figure indicates the successive values of X i in this example.
Bounds for Frequency of an Episode
. We now present a method for bounding the probability that the frequency (number of nonoverlapped occurrences) of a given sequential pattern or serial episode with interevent constraints is more than a given threshold (under the null hypothesis). To do this, we first compute the expectation and variance of the random variable representing the number of nonoverlapped occurrences.
Consider a sequential pattern A T → B with a delay of T. (Recall that we specify delay in units of T, which is our time resolution. We assume T > 1, which is very reasonable.) Our algorithm counts the (maximum) number of nonoverlapped occurrences of such an episode or sequential pattern. A schematic of the counting process (as relevant for this discussion) is shown in Figure 2 . As explained earlier, the algorithm can be viewed as traversing a discretized time axis (where discretization is in steps of T) looking for occurrences of the episode. If, at the first instant, there is an occurrence of the episode starting at that instant, then we advance by T units on the time axis and start looking again for another occurrence (since we are counting nonoverlapped occurrences); if there is no occurrence starting at the first instant, we advance by one unit and look for an occurrence. Also, whether there is an occurrence starting from the current instant is independent of how many occurrences are completed before the current instant (because we are counting only nonoverlapped occurrences). Thus, the dynamics of the counting process can be viewed as accumulating either one or T instants (intervals of length T) on the time axis. By our notation, ρ A is the probability of a spike by A at any instant, and e s (A, B, T) is the probability of there being a spike from B with appropriate delay given that A has spiked. Let p = ρ A e s (A, B, T) . Hence, the counting process at each step accumulates T instants on the discretized time axis with probability p, and with the remaining probability, it accumulates one instant. This accumulation goes on until we reach the end of the data. Let L denote total time instants, that is, total time spanned by data in units of T. When the counting process accumulates L instants, we have consumed all the data. At that point, the number of times the counting process advanced by T thus far gives us the number of occurrences counted. Hence, we can characterize the random variable representing the number of nonoverlapped occurrences of the episode by the following stochastic model.
Let {X i , i = 1, 2, . . .} be independent and identically distributed (i.i.d.) random variables with distribution given by
where T > 1 is the delay and p = ρ A e s (A, B, T) . Let N be a random variable defined by
where L is a fixed constant denoting the length of data in units of T. Let the random variable Z denote the number of X i 's out of the first N, which have value T. Define the random variable M by
Note that all the random variables, N, Z, M depend on the parameters L , T, p. When it is important to show this dependency, we write M(L , T, p), and so on. From our earlier discussion, it is easy to see that the series of random variables X i captures the dynamics of the counting process. Since X i take values 1 or T, the only way X i exceeds L is if the last X i takes value T, which implies that when we reach the end of the data, we have a partial occurrence of the episode. In this case, the total number of completed occurrences is one less than the number of X i (out of N) that take value T. If the last X i has taken value 1 (and hence the sum is equal to L), then the number of completed occurrences is equal to the number of X i that take value T. Now it is clear that M is the number of nonoverlapped occurrences counted of the sequential pattern A T → B.
While we used the example of a two-node episode for the above, it is easy to see that the model captures counting episodes of arbitrary length also. For example, if our episode is A T1 → B T2 → C, then T in equation 3.1 would be T 1 + T 2 and p would be ρ A e s (A, B, T 1 )e s (B, C, T 2 ).
3 Suppose in an n-node episode the conditional probability of jth neuron firing (after the prescribed delay) given that the previous one has fired, is equal to e j s . Let the successive delays be T i . Let the (unconditional) probability of the first neuron (of the episode) firing in a small interval of length T be ρ. Then we will take (for the n-node episode) p = ρ n j=2 (e j s ) and T = T i . (Though ρ may be time varying, for the purposes of calculations using our model, we can use a value based on the average firing rate for each neuron. See section 3.5.)
Mean and Variance of M(L , T, p).
We first derive some recurrence relations to calculate the mean and variance of M(L , T, p) for a given episode. Fixing an episode fixes the value of p and T.
where E denotes expectation. We can derive a recurrence relation for F as follows:
(3.4)
In words, this say that if the first X i is 1 (which happens with probability 1 − p), then the expected number of occurrences is the same as those in data of length L − 1; if the first X i is not 1 (which happens with probability p), then the expected number of occurrences is 1 plus the expected number of occurrences in data of length L − T.
Hence our recurrence relation is
The boundary conditions for this recurrence are T, p) . Using the same idea as in the case of F , we can derive the recurrence relation for G as follows:
Thus we get
Solving the above, we get the second moment of
Once we have the mean and variance, we can bound the probability that the number of nonoverlapped occurrences is beyond something. For example, we can use the Chebyshev inequality (a distribution-independent bound) as
for any positive k. 4 Such bounds can be used for a test of statistical significance, as we explain below. where f epi is the frequency of the n-node episode and Pr Nl denotes probability under the null hypothesis models. This would imply that if the frequency of the n-node episode is greater than m th , then, with (1 − ) confidence, we can reject our null hypothesis and assert that the discovered episode represents strong correlative influences among those neurons.
Test for Statistical
Suppose we are considering an n-node (serial) episode. Let the first node of this episode have event type A(that is, it corresponds to neuron A). Recall that ρ A is the probability that A will spike in any interval of length T. (We will fix T by the time resolution being considered.) Let be the prescribed confidence level. Let k be such that k 2 ≥ 1 . Fix p = ρ A (e 0 ) n−1 . Let T be the sum of all interevent delay times in the episode. Let L be the total length of data (as time span in units of T).
Our null hypothesis is that the conditional probability for any pair of neurons is less than e 0 . Further, our random variable M is such that its probability of taking higher values increases monotonically with p. Hence, with the above p, the probability of M(L , T, p) being greater than any value is an upper bound on the probability of the episode frequency being greater than that value under any of the models in our null hypothesis.
Thus, a threshold for significance is
Though we do not have closed-form expressions for F and V, using our recurrence relations, we can calculate F (L , T, p) and V(L , T, p) for any given values of L , T, p and hence can calculate the above threshold. The only thing unspecified for this calculation is how we get ρ A . We obtain ρ A by estimating the average rate of firing for this neuron from the data (or we may know it from other prior knowledge).
We can use equation 3.12 for either assessing the significance of a specific n-node episode based on its frequency or fixing thresholds for n-node episodes in our data-mining algorithm. In either case, this allows us to deduce the strong connections (if any) in the neural system being analyzed by using our data-mining method.
We can summarize the test of significance as follows. Suppose the allowed type 1 error is . We choose integer k such that > 1 k 2 . Suppose we want to assess the significance of an n-node sequential pattern with the total delay of T based on its count. Suppose e 0 is the bound we use in our null hypothesis. Let L be the total data length in time units. Let ρ be the average firing rate of the first neuron in the pattern. Let p = ρ(e 0 ) n−1 . We calculate F (L , T, p) and V(L , T, p) using equations 3.5, 3.8, and 3.9. Then the pattern is declared significant if its count exceeds
We emphasize that the threshold given above for an episode to be significant (and hence represent strong interactions) is likely to be larger than needed. This is because it is obtained through a Chebyshev bound, which is often loose. Thus, for example, if we choose e 0 = 0.1, then some strong connections that may result in the effective conditional probability value of 0.1 or 0.12 may not satisfy the test of significance at a particular significance level. This is in general usual in any hypothesis-testing framework. In practice, we found that we can accurately discover all connections whose strengths in terms of the conditional probabilities are about 0.05 more than e 0 at 5% confidence level. At = 0.05, the threshold is about 4.5 standard deviations above the mean, and at = 0.1, the threshold is about 3 standard deviations from the mean. The test of significance allows us to rank-order the discovered patterns by noting the highest value of e 0 at which a pattern is still significant (given its observed count). We illustrate all these through our simulation experiments in section 4. We end this section with a comment on what significance of a sequential pattern implies.
When the frequency (count of nonoverlapped occurrences) of a sequential pattern exceeds the threshold, we can reject the null hypothesis. Consider a five-node episode A → B → C → D → E for which we can reject the null hypothesis. Statistically what this means is that we can assert (with appropriate confidence) that at least one of the four pair-wise conditional probabilities exceeds e 0 , the parameter specified in the null hypothesis. However, due to the nature of our data-mining method of discovering the frequent episodes, it is often the case that all the pairwise conditional probabilities will exceed e 0 . The reason is as follows. In our data-mining method, the episode will not be a candidate five-node episode unless four-node episodes such as A → B → C → D and B → C → D → E are found to be significant in an earlier pass of the algorithm. This means that at least one of the pairwise conditional probabilities in each of them is above e 0 . These four-neuron patterns would not have been candidates unless A → B → C, B → C → D, and C → D → E are significant three-neuron patterns, and so on. Thus, when we discover a five-node pattern to be significant, it would often be the case that all the pairwise conditional probabilities in it would be greater than e 0 . However, such an assertion is not necessarily always true. Suppose there are some connections with strength e 1 , which is much higher than e 0 . Then it is possible that we could have e 1 e > e 2 0 , e 2 1 e 2 > e 4 0 . for some number e with e < e 0 . This would imply that we can have a three-node or four-node pattern that is discovered as significant when one of the connection strengths is below e 0 .
also adds to the efficiency of our data-mining algorithm for discovering sequential patterns. In the level-wise procedure described earlier, we would have higher thresholds for smaller-size patterns, thus further mitigating the combinatorial explosion in the process of frequent episode discovery.
3.4 Extension to the Model. So far in this section, we have assumed that the individual delays, and hence the span of an episode, T, to be constant. In practice, even if a delay is random and varies over a small interval around T, the threshold we calculated earlier would be adequate. In addition, it is possible to extend our model to take care of some random variations in such delays.
Since we have assumed that T is the time resolution at which we are working, it is reasonable to assume that the delay T is actually specified in units of T. Then we can think of the delay as a random variable taking values in a set {T − J , T − J + 1, . . . , T + J } where J is a small (relative to T) integer. For example, suppose the delay is uniformly distributed over {T − 1, T, T + 1}. Now we can change our model as follows. The {X i , i = 1, 2, . . .} will now be i.i.d. random variables with distribution
where we now assume that T > 2. We will define N as earlier by equation 3.2. We will now define Z as the number of X i out of first N that do not take value 1. In terms of this Z, we will define M as earlier by equation 3.3. Now it is easy to see that our M(L , T, p) would again be the random variable corresponding to the number of nonoverlapped occurrences in this new scenario where there are random variations in the delays. Now the recurrence relation for F (L , T, p) would become
The recurrence relation for variance of M(L , T, p) can also be similarly derived. Now we can easily implement the significance test as derived earlier. It is easy to see that this method can in principle take care of random delays (taking values in a finite set) given the distribution of the delay.
Discussion of the Method.
We have presented an analytical method of calculating the threshold on our count (of number of nonoverlapped occurrences) of a sequential pattern for it to be statistically significant. Our null hypothesis includes all models where the relevant pair-wise conditional probabilities are above e 0 , a user-chosen parameter. The method is very general, and we do not assume any stochastic model for the spiking process of a neuron under our null hypothesis. For example, unlike many other currently available methods, our significance test is valid even when the spiking process is not Poisson. (Note that we have not used any properties of any specific probability model of the spiking process in deriving the threshold on the count for an episode to be significant.) However, the method makes two assumptions.
The first, and more important, assumption is that for any two neurons A, B and any specified delay T, the conditional probability that B will spike in an interval [t + T, t + T + T] given that A has spiked at t is not dependent on t. If most of the contribution to this conditional probability comes because of a direct influence or synapse of A on B, then this assumption amounts to saying that the strength of this synapse does not change appreciably during the time interval over which the data are gathered. The conditional probability is well defined even if there is no direct or indirect connection from A to B. Then the observed correlation is to be mediated by groups of neurons from which both A and B receive inputs. In this case, our assumption, amounts to an assumption of stationarity of some relevant network statistics. We think that this constancy of the conditional probabilities is a reasonable assumption, and some recent analysis of spike trains from neural cultures suggests that such an assumption is justified (Feber et al., 2007) . We note that this assumption does not imply that firing rates of neurons are not time varying. In fact, if this conditional probability is more than the unconditional probability of B firing in an interval of length T, then one of the mechanisms by which this happens is if firing of A increases the instantaneous firing rate of B after some delay. (We implement such a mechanism in our simulation model described in the next section.)
Our second assumption is that for a given neuron A, the (unconditional) probability that it spikes in an interval of length T anywhere on the time axis is the same, and we denote it by ρ A . We first note that assuming such a constant ρ A is not equivalent to assuming that the spiking process is Poisson. For any counting process with stationary and independent increments, we would have a constant ρ A . For example, the distribution of interspike intervals could be gamma rather than exponential. As long as the parameters of the interspike interval distribution are not time varying, the ρ A would be constant. More important, even if the firing rate of neurons is time varying, if we take ρ A to be an upper bound on the firing rate, due to the kind of bounding arguments we used in deriving our significance test, our method would still work. The only problem could be that our bound on the probability (under the null hypothesis) of our count being above a threshold would be loose, and thus we may get a more conservative test. In our simulation model (described in the next section), the firing rates of all neurons are time varying. For implementing the test, we took ρ A to be the total number of spikes by A in the complete data divided by the total time. Our empirical results thus indicate that our method is robust to time-varying ρ A . We also present one simulation where the interspike intervals are gamma distributed to illustrate that the method derived in this section does not assume any model for the spiking process.
Simulation Experiments
In this section we describe some simulation experiments to show the effectiveness of our method of statistical significance analysis. We show that our stochastic model properly captures our counting process and that the frequency threshold we calculate is effective for separating connections that are strong (in the sense of conditional probabilities). We also show that our method can properly rank-order the strengths of patterns in terms of conditional probabilities. In fact, our results provide good justification for saying that conditional probabilities provide a very good scale for denoting connection strengths. For all our experiments, we choose synthetically generated spike trains. This is because then we know the ground truth about connection strengths and hence can test the validity of our method.
We have shown elsewhere (Patnaik et al., 2008; Unnikrishnan et al., 2007 ) that our data-mining algorithms are very efficient in discovering interesting patterns of firings from spike trains and that we can discover patterns of more than 10 neurons also. Since in this letter, the focus is on statistical significance of the discovered patterns, we are not presenting any results showing the computational efficiency of the method.
Spike Data Generation.
We use a simulator for generating the spike data from a network of interconnected neurons. For most of our simulations, we model the spiking of each neuron as an inhomogeneous Poisson process where the instantaneous rates are time varying because they depend on the input spikes received by the neuron through its synapses. At the end of this section, we explain how we can modify the simulator to generate spike trains where the interspike interval has gamma distribution (with timevarying parameters). We use this in one of our simulations.
Let N denote the number of neurons in the network, and let Z i (t) denote the spiking process of the ith neuron. Each Z i is taken to be an inhomogeneous Poisson process whose rate is constant on each interval [(n − 1) T, n T), n = 1, 2, . . . , L, where L represents the total time duration in units of T. We normally take T = 1 ms. Let λ i (k) denote the rate 
) T, k T).
The set of neurons is interconnected through synapses, and the connection from i to j is characterized by a weight parameter w i j and a delay parameter τ i j , which is an integer. We take it that the delay τ i j is specified in units of T. The firing rates, λ i (k), of neurons are influenced by the inputs received from other neurons. The firing rates are computed as
Here θ i is a parameter that fixes the nominal firing rate for the neuron i.
(This is the firing rate when the neuron receives no input.) The constant λ m denotes the maximum possible firing rate attainable, and its value is fixed so that the probability of at least one spike in an interval of length T is 0.99, and this value is the solution of the equation
To get a specific network, the user specifies, for all i, the nominal firing rate, λ i 0 , of neuron i and the strengths and delays of all interconnections. Given the value of λ i 0 , the value of θ i is fixed as
The strengths of interconnections (or synapses) are specified in terms of conditional probabilities. Let p i j denote the strength of connection from i to j, and it is taken to be the conditional probability that there is at least one spike from j in an interval [(k − 1) T, k T) given that there is at least one spike from i in the interval
and that all other input to j is zero. Here τ i j is the delay associated with this connection.
(Recall that we assume this conditional probability is independent of time, k.) Given p i j . we can calculate w i j as
where λ is the solution of the equation
To use the simulator, we specify the nominal firing rate of each neuron and the strengths (in terms of conditional probability as explained above) and delays (in units of T) for all connections. Then we can determine the parameters θ i and w i j using equations 4.2 to 4.5. For each k, we obtain λ i (k) for all i using equation 4.1, and this is used to simulate the Z i processes as explained earlier. We normally specify a network that has many random interconnections (i.e., with the strengths being set randomly) and some specific connections to constitute the patterns or microcircuits by giving high strength for these connections.
The nominal firing rate as well as the effective conditional probabilities in our system would have some small random variations. As explained above, we fix θ j so that on zero input, the neuron would have the nominal firing rate. However, all neurons would have synapses with randomly selected other neurons, and the strengths of these synapses are also random. Hence, even in the absence of any strong connections, the firing rates of different neurons keep fluctuating around the nominal rate that is specified. Since we choose random connections in such a way that in an expected sense the input into a neuron is zero, the average rate of spiking should be close to the nominal rate specified. We also note that the way we calculate the effective weight for a given conditional probability is also approximate, and we chose it for simplicity. If we specify a conditional probability for the connection from A to B, then, as given by equations 4.4 and 4.5, the weight of the connection is fixed so that the probability of B firing at least once in the next T interval given that A has fired in an appropriate interval earlier is equal to this conditional probability when all other input into B is zero. But since B would be getting small random input from other neurons also, the effective conditional probability would also be fluctuating around the nominal value specified. As we shall see, our method of significance analysis is effective in spite of such noise in the system.
For our experiments, the simulator is run as follows. First, for any neuron we fix a fraction (e.g., 25%) of all other neurons that it is connected to. The actual neurons that are connected to any neuron are then selected at random using a uniform distribution. We fix the delays and nominal firing rates for all neurons. We then assign random weights to connections by choosing uniformly from an interval. In our simulation experiments, we specify this range in terms of strengths p i j which are conditional probabilities, as explained earlier. For example, suppose the nominal firing rate is 5 Hz. Then with T = 1 ms, the probability of firing in any interval of length T is about 0.005. Hence a conditional probability of 0.005 would correspond to the two neurons being independent (resulting in the value of weight, w i j , being zero). Then a range of conditional probabilities such as [0.0025, 0.01] (increase or decrease by a factor of two in either direction) would correspond to a weight range around zero. After fixing these random weights, we incorporate a few strong connections (having high values for p i j ). We then generate the spike trains by simulating all the inhomogeneous Poisson processes where rates are updated at every time step (i.e., time intervals of length T). We also incorporate a refractory period for neurons (which is same for all neurons). Once a neuron is fired, we will not let it fire until the refractory period is over. We keep the refractory period as greater than or equal to T so that in any one interval of length T, there can be at most one spike. That is why in the way we simulated the Z i , we generate only one exponentially distributed random variable to decide whether to put a spike at some point in the current interval.
We have also used this simulator for generating spike trains where interspike intervals are (nonhomogeneous) gamma distributed instead of being exponential, as in case of Poisson. (Gamma distribution with parameters α and β has density given by f (x) = x (α−1) β α exp(−βx)/ (α).) The changes needed in the simulator are as follows. We simulate the Z i (k) by generating ξ i as before, but now the ξ i has gamma distribution with α = 2 and β = λ ik . Thus, the spiking processes of neurons now are such that interspike intervals are gamma distributed with a time-varying rate parameter. The λ ik are updated, as before, using equation 4.1. But now λ m is a solution of
The θ i are determined as before using the above λ m . The weights w i j are computed using equation 4.4 as before; however, the λ in this equation is determined as the solution of
With these changes, we can still specify the connection strengths as conditional probabilities ( p i j ) and with the weights determined as above, we will have spike trains with the required embedded connection strengths. A minor difference is that equations 4.2 and 4.5 have simple closed-form solutions. Now we solve equations 4.6 and 4.7 using the Newton-Raphson method. 4.2 Results. For the results reported here, we used a network of 100 neurons with the nominal firing rate being 5 Hz. Each neuron is connected to 25 randomly selected neurons with the connection strengths ranging over [0.0025, 0.01]. With a 5 Hz firing rate and 1 ms time resolution, the effective conditional probability when two neurons are independent is about 0.005. Thus, the random connections have conditional probabilities that vary by a factor of two on either side as compared to the independent case. We then incorporated some strong connections among some neurons. A schematic of the network is shown in Figure 3 , and we list the embedded episodes in that figure caption. We have chosen the connection strengths of episodes to span the range 0.05 to 0.2. We have used three delays: 5 ms, 50 ms, and (b) . One data set as a raster scan with a small part expanded to show one of the episode occurrences. (c). Even when we use our inhomogeneous Poisson model, the spiking of the neurons is not Poisson. What is shown is the histogram of spike counts (over 500 replications) of a neuron along with a Poisson mass function with the same parameter as the data mean. (d). Variation in firing rate of neurons. We obtained the average firing rate over a window of 500 ms moved in steps of 100 ms. For both neurons that are part of strong patterns and those that have only random connections, the firing rate keeps fluctuating around the nominal rate.
120 ms. Different connections had different delays, as described in Figure 3 . Using our simulator with a nonhomogeneous Poisson model, we generated spike trains for 600 sec and obtained the counts of nonoverlapped occurrences of episodes of all sizes using our data-mining algorithms. Our algorithm will also pick suitable delays for significant episodes if we supply a list of possible delays. The list of delays given to the algorithm offers the intervals [4, 6] , [49, 51] , and [119, 121] . Thus, although the data generation model had fixed delays, the algorithm is given only approximate delays within 1 ms. We did this to illustrate the robustness of the algorithm in the specification of delays. We had also generated another data set of 300 sec using the gamma distribution (with time-varying parameters) as the interspike interval distribution. For this data set, we embedded only three-node episodes, all with a delay of 5 ms. On this data set also, we obtained counts of all episodes using our data-mining method with the same set of delay intervals. In the presented results, all statistics are calculated using 500 repetitions of this simulation. Typically on a data sequence for 600 sec duration, the mining algorithms (run on a dual-core Pentium machine) take about 25 minutes.
In Figure 3 we show a schematic of the network of neurons and also show one data set as a raster plot for illustration. The specific patterns with strong connection strengths that were used are in the figure caption. Even when we use a nonhomogeneous Poisson model for data generation, due to the random connections and the instantaneous rate being dependent on spikes by other neurons and also due to the refractory period, the spiking of individual neurons is not Poisson. This is also illustrated in Figure 3 . We have also shown in this figure that in our data, the firing rates of neurons keep fluctuating around the nominal firing rate. This is because the instantaneous rates are updated based on the actual spike inputs received by a neuron, which are random. Figure 4 shows that our theoretical model for calculating the mean and variance of of the nonoverlapped count (given by F and V determined through equations 3.5 and 3.9) are good. The figure shows the plot of the mean (F ) and mean plus three times standard deviation (F + 3 √ V) for different values of the connection strength in terms of conditional probabilities (denoted as e 0 in the figure) for the different episode sizes. Also shown are the actual counts obtained by our algorithm for episodes of that size with different e 0 values. These are obtained through 500 replications of the simulation. These are shown as vertical lines (for each value of e 0 ) and indicate the mean value of the experimental counts as well as the ±3σ range (where σ is the data standard deviation). Since the mean and variance of the nonoverlapped occurrences of episodes depend on the delays, we have given different plots for different delays. We have shown plots for data generated with nonhomogeneous Poisson model (for three-node and four-node episodes), as well as for data generated with nonhomogeneous gamma distribution for interspike intervals (only for three-node episodes with one delay). The actual counts obtained are a little more than what is predicted by our analysis for two reasons. First, in the data generation, we assumed a fixed delay, but the algorithm counts occurrences for delay in a small interval around the true value. Second, during data generation, the weights of connections are determined so that the conditional probability , we can "invert" the observed count to obtain a connection strength at which the observed count makes the episode just significant at a particular level. We call this the inferred connection strength based on the observed count.
will be the specified value when there is no other input into the neuron; however, since all neurons also receive random output from others, the effective conditional probability, and hence the count for the pattern, could be a little higher. As the figure shows, the theoretically calculated mean and standard deviations are good, and the method works equally well even when the data generation uses a gamma distribution for interspike intervals. (Our analysis does not assume any model for the spike process.) Most of the observed counts are below the F + k √ V threshold for k = 3, even though this corresponds to a type 1 error of just over 10%. Thus, our statistical test with k = 3 or k = 4 should be quite effective.
The patterns we discover are rare events. For example, consider one of the embedded patterns in our data: 51 → 61 → 71 → 81. In a typical data set of 600 seconds duration, the total number of spikes by neurons 51, 61, 71, and 81 are, respectively, 3125, 3426, 3381, and 3430 . But the number of nonoverlapped occurrences of 51 → 61 → 71 is 35, and that of 51 → 61 → 71 → 81 is 4. Thus, only a small fraction of the total spikes by a neuron is part of the pattern.
Using the formulation of our significance test, we can infer a connection strength in terms of conditional probability based on the observed count. For this, given the count of a sequential pattern or episode, we ask what the value is of the strength or conditional probability at which this count is the threshold (for a pattern of this size) as per our significance test. This is illustrated in Figure 5 . For any episode, if the inferred strength is q , then we can assert (with the appropriate confidence) that it is highly unlikely for this episode to have this count if the connection strength between every pair of neurons is less than q . (See the the last paragraph in section 3.3.)
In Figure 6 we show how good this mechanism is for inferring the strength of connection. Here we plot the actual value of the strength of connection in terms of the conditional probability as used in the simulation against the inferred value of this strength from our theory based on the observed value of count. For each value of the conditional probability, we have 500 replications, and the ranges of inferred values are shown as a vertical line. We show the agreement between actual and inferred values for data sets generated with the Poisson model as well as the gamma model. Note that our inferred value is calculated using our expressions for F and V, and thus the method is completely independent of whether the data are Poisson or gamma. The results in this figure show that our approach is quite effective in determining the significance of sequential patterns based on the count of nonoverlapped occurrences even though our theoretically calculated thresholds are loose because they are based on a Chebyshev bound. This inferred value of strength is based on our significance test, and there is no estimation of any conditional probabilities.
Next, we present some results to illustrate the ability of our significance test to correctly rank-order different sequential patterns or episodes that are significant. For this, we show the distribution of counts for sequential patterns or episodes of different strength, along with the thresholds as calculated by our significance test when the value of e 0 in the null hypothesis is varied. These results are shown for three-node episodes in Figure 7 . From the figure, we can see that, by varying e 0 , we can rank-order different significant patterns that are found by the mining algorithm. Our threshold actually overestimates the count needed because it is based on a loose bound. However, these results show that we can reliably infer the relative strengths of different sequential patterns. The feature of having a parameter e 0 in the null hypothesis so that we can distinguish between weak and strong influences, as we desire, is a useful feature in our approach. In a usual test of significance, given the computed statistic from the data, one can reject the null with a given confidence as specified by the p-value. However, when we want to compare different patterns that are significant, the p-values do not really give us any idea of their relative strengths. In Table 1 shows the p-values for three of our significant patterns with different methods. The methods considered for comparison are the one reported in Abeles and Gat (2001) , NeuroXiedence (Pipa et al., 2008) , and spike jitter (Date et al., 1998; Harrison & Geman, 7 As can be seen from Table 1 , for these three embedded patterns, the p-values from all these methods are close to zero and hence are not useful for inferring relative strengths. In the last row of the table, we show the inferred strengths for these patterns by our method, which allows us to infer relative strengths to good accuracy. For example, considering the patterns corresponding to the last two columns in the table, using our method, we can infer the relative strengths to be 1:1.6, which is close to the true value of 1:1.5. (The patterns are shown in the table using the notation neuron1 [strength, delay in ms] neuron2 [strength, delay in ms] neuron3.)
Thus, the e 0 parameter in our method gives additional flexibility while analyzing sequential patterns from spike data. By rank-ordering patterns, we can decide which patterns to probe further (e.g., by looking for behavioral correlates). To further illustrate this, we compare the significant patterns we get with those obtained through jitter. In one data set generated with the Poisson model, we used our data-mining method with a threshold 7 We implemented the test of significance as described in sections 3.1 to 3.4 of Abeles and Gat (2001) except for the elimination of edge effects after gaussian smoothing (see section 3.4) and the adjustment of p-values (see Section 3.3, equation 3.2). We constructed count matrices only around the delays of interest and calculated the p-values for the patterns of interest. For NeuroXidence (Pipa et al., 2008) , we downloaded the code from http://www.NeuroXidence.com. Although NeuroXidence was designed for analyzing synchronous spiking of neurons, we used it to analyze the sequential patterns here by shifting the spike trains of relevant neurons by the required amount. We could do this because we know the specific patterns (and delays) for which we want to compute the pvalues. We split 300 sec of data into 50 trials of 6 seconds each. The following NeuroXidence input parameters were used: τ c = 3 ms (first timescale), τ r = 15 ms (second timescale), and test level of 0.01, 100 surrogates and 1 ms time resolution. For spike jitter, the code was obtained from Harrison and Geman (2009) . Each spike time was independently and uniformly jittered over jitter windows of length L (whose value is shown in the table) centered on the actual spike time. We used 100 surrogate data streams. of e 0 = 0.015, which is about three times the conditional probability under independence. We found that 107 three-node episodes are significant. Most of these involved the strong connections incorporated in the network. Using spike jitter with a window of L = 2 ms and with 100 surrogate data sets, we found that all 107 are significant. Similar results were obtained under the gamma model. The jitter method cannot give any further information on the relative importance of these patterns, while in our method, we can use the inferred value of strength for these patterns. To bring out this aspect better, we generated data with 50 neurons and only random interconnections with strengths uniformly distributed over the interval [0.0005, 0.05] . (With a nominal firing rate of 5 Hz, the upper end of this interval corresponds to 10 times the conditional probability under independence.) Using our data-mining method, we found that 309 threenode patterns are significant at e 0 = 0.02. Using spike jitter with L = 2 ms, we find that 190 of these are significant. This jitter method cannot provide any further information about the relative importance of these patterns. Table 2 shows the number of patterns that are significant at various values of the parameter e 0 in our null hypothesis (shown in the table also in terms of multiples of the value of conditional probability under independence). As is easy to see from the table, our formulation of the null hypothesis allows for a richer level of analysis.
Discussion
In this letter, we addressed the problem of detecting statistically significant sequential patterns in multineuronal spike train data. We employed an efficient data-mining algorithm that detects all frequently occurring sequential patterns with prescribed interneuron delays. A pattern is frequent if the number of nonoverlapping occurrences of the letter is above a threshold. The strategy of counting only the nonoverlapped occurrences rather than all occurrences makes the method computationally attractive. The main contribution of the letter is a new statistical significance test to determine when the count (number of nonoverlapped occurrences) obtained by our algorithm is statistically significant. The method gives thresholds on the count for different patterns so that the algorithm can detect only the significant patterns.
The novelty in assessing the significance in our approach is in the structure of the null hypothesis. The idea is to use conditional probability as a mechanism to capture the strength of influence of one neuron on another. Our null hypothesis is specified in terms of a (user-chosen) bound on the conditional probability that B will fire after a specified delay given that A has fired, for any pair of neurons A and B. This compound null hypothesis includes many models of interdependent neurons where the influences among neurons are weak in the sense that all such pairwise conditional probabilities are below the bound. Being able to reject such a null hypothesis (rather than the usual null hypothesis of independence) makes a stronger case for concluding that the detected patterns represent significant functional connectivity. Equally interesting, such a null hypothesis allows us to rank-order the different patterns in terms of their strengths of influence. If we chose this bound e 0 to be the value of the conditional probability when the different neurons are independent, then we get the usual null hypothesis of independent neuron model. But since we can choose the e 0 to be much higher, we can decide which patterns are significant at different levels of e 0 and hence get an idea of the strength of interaction they represent. This ability to discriminate between strong and weak influences is interesting considering that the cortical network has been described as a skeleton of strong connections in a sea of weak ones (Song, Sjostrom, Reigl, Nelson, & Chklovskii, 2005) .
We have presented a method for bounding the probability that under the null hypothesis, the count of a pattern would be more than any given threshold. Because we are counting nonoverlapped occurrences, we are able to capture our counting process in a model specified in terms of some functions of sequences of independent random variables. This allowed us to get recurrence relations for mean and variance of the count under the null hypothesis, which allowed us to get the required threshold using Chebyshev inequality. While this may be a loose bound, as shown through our simulation results, the bound we calculate is effective. An interesting feature of this analytical method is that we do not need to assume anything regarding a model for the spiking process of neurons. We showed through simulations that the same analytically calculated thresholds work equally well whether interspike intervals are exponential or gamma distributed.
While we specify our null hypothesis in terms of a bound on the conditional probability, we are not in any way estimating such conditional probabilities. The statistical analysis presented here allows us to obtain thresholds on the nonoverlapped occurrences possible (at the given confidence level) if all the conditional probabilities are below our bound. This is what gives us the test of significance.
Our method of analysis is quite general, and it can be used in situations other than what we considered here. By choosing the value of p in equation 3.1, appropriately we can realize this generality in the model.
As an illustration of this, we briefly describe one extension of the model. In the method presented, while analyzing significance of a pattern A T1 → B T2 → C, we are assuming that firing of C after T 2 given that B has fired is independent of A having fired earlier. That is why we have used p = ρ A (e 0 ) 2 while calculating our threshold. But suppose we do not want to assume this. Then we can have a null hypothesis specified by bounds on different conditional probabilities. Suppose e 2 (x, y, T) is the conditional probability that y fires after T given x has fired, and suppose e 3 (x, y, z, T 1 , T 2 ) is the probability that y fires after T 1 and z fires after an additional T 2 given x has fired. Now we specify the null hypothesis in terms of two parameters as e 2 (x, y, T) < e 02 , ∀x, y and e 3 (x, y, z, T 1 , T 2 ) < e 03 , ∀x, y, z. For assessing significance of three-node episodes, we can use p = ρ A e 03 , while for twonode episodes, we can use p = ρ A e 02 . Our method of analysis is applicable without any other modifications. Of course, now the user has to specify two bounds on different conditional probabilities and has to have some reason for distinguishing between the two conditional probabilities. But the main point here is that the model is fairly general and can accommodate many such extensions.
In the method presented here, we have allowed for only pairwise interactions, and that is why the null hypothesis is specified with a bound on pairwise conditional probabilities. There is some evidence that pairwise interaction models can capture most of the structure in spike trains (Schneidman, Berry, Segev, & Bialek, 2006) , and thus our model may suffice. However, it is possible to extend our model to take care of higher-order interactions among neurons. Suppose, as in the previous paragraph, we define two different conditional probabilities. But now, e 3 (x, y, z, T 1 , T 2 ) denotes the conditional probability that z fires at t given that x has fired at t − T 1 and y has fired at t − T 2 . This will represent a three-way interaction between x, y, z. In addition, the different pairs also may have pair-wise interactions. We can have a null hypothesis that, as above, has different bounds on the different types of conditional probabilities. Based on bounds on all such conditional probabilities, we may be able to determine which are significant two-way interactions and which are significant three-way interactions, and so on, based on the counts of episodes of different length. We would be addressing such extensions in our future work.
There are other ways in which the idea presented here can be extended. For example, suppose we want to assess the significance of synchronous firing patterns rather than sequential patterns based on the count of number of nonoverlapped occurrences of the synchronous firing pattern. One possibility could be to use conditional probabilities of A firing within an appropriate short time interval from B in our null hypothesis and then use an appropriate expression for p in our model. Another example could be that of analyzing occurrences of neuronal firing sequences that respect a preset order on the neurons as discussed in Smith and Smith (2006) . Suppose we want to assess the significance of count of such patterns of a fixed length. If we use our type of nonoverlapped occurrences counting as the statistic, then the model presented here can be used to assess the significance. Now the parameter p would be the probability of occurrence of a sequence of that length (which respects the global order on the neurons) starting from any time instant. For a given null hypothesis (e.g., of independence), calculating the proper value for p would be a combinatorial problem similar to the one tackled in Smith and Smith (2006) . Once we can derive an expression for p, we can use our method for assessing significance.
Though we did not discuss the computational issues in this letter, the data-mining algorithms used for discovering sequential patterns are computationally efficient (see Patnaik et al., 2008) for details). In terms of computational issues, we feel that one of the important conclusions is that temporal data mining may be an attractive approach for tackling the problem of discovering firing patterns (or microcircuits) in multineuronal spike trains. In temporal data-mining literature, episodes are in general partially ordered sets of event types. Here we used the methods for discovery of serial episodes that correspond to our sequential patterns. A general episode would correspond to a graph of interconnections among neurons. However, at present, there are no efficient algorithms for discovering frequently occurring general graph patterns from a data stream of events. Extending our data-mining algorithm and our analysis technique to tackle such graph patterns is another interesting open problem that would allow for discovery of more general microcircuits from spike trains.
In summary, we feel that the general approach presented here has a great deal of potential, and it can be extended and specialized to handle many of the data analysis needs in multineuronal spike train data. We will be exploring many of these issues in our future work.
