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Abstract
We consider recognizability for Infinite Time Blum-Shub-Smale ma-
chines, a model of infinitary computability introduced in Koepke and
Seyfferth [KS]. In particular, we show that the lost melody theorem
(originally proved for ITTMs in Hamkins and Lewis [HL]), i.e. the
existence of non-computable, but recognizable real numbers, holds for
ITBMs, that ITBM-recognizable real numbers are hyperarithmetic and
that both ITBM-recognizable and ITBM-unrecognizable real numbers
appear at every level of the constructible hierarchy below L
ω
CK
1
at
which new real numbers appear at all.
1 Introduction
In ordinal computability, a considerable variety of machine models of in-
finitary computability was defined, including Infinite Time Turing Machines
(ITTMs), (weak) Infinite Time Register Machines (ITRMs), Ordinal Turing
Machines (OTMs) and Ordinal Register Machines (ORMs) etc. For each of
these models, a real number (more generally, a set of ordinals) x is called
“recognizable” if and only if there is a program P such that, when executed
on a machine of the type under consideration, P halts on every input y with
output 0 or 1 and outputs 1 if and only if x = y. The term was originally
defined for ITTMs in Hamkins and Lewis [HL], where the most prominent
statement about ITTM-recognizability was proved, namely the existence of
real numbers that are ITTM-recognizable, but not ITTM-computable, so
called “lost melodies”.
Later on, recognizability was also studied for other machine models. The
lost melody theorem was shown to also hold for ITRMs (see [CFKMNW];
see [Ca1] and [Ca2] for a detailed study of ITRM-recognizability) and OTMs
with parameters (where computability amounts to constructibility, while rec-
ognizability takes us up to M1, the canonical inner model for a Woodin car-
dinal, see [CSW]). On the other hand, it fails for OTMs without parameters
and weak ITRMs, see [Ca3].
Infinite Time Blum-Shub-Smale machines, introduced in Koepke and
Seyfferth [KS] are register models of infinitary computability that compute
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with real numbers rather than ordinals as their register contents. ITBMs
are known to compute exactly the real numbers in Lωω by Welch [We] and
Koepke and Morozov [KM]. Moreover, it is known from Koepke and Seyf-
ferth [KS] (Theorem 1) that an ITBM-program with n nodes either halts
in < ωn+1 many steps or not at all. So far, recognizability for ITBMs was
not considered. Indeed, as ITBMs are extremely weak in comparison with
the other models mentioned above, many of the usual methods for studying
recognizability are not available in this setting.
In this paper, we close this gap by (i) showing that the lost melody the-
orem holds for ITBMs and in particular the ITBM-recognizability of the
ITBM-halting number, (ii) showing LωCK
1
to be the minimal L-level con-
taining all ITBM-recognizable real numbers and (iii) that both new ITBM-
recognizable and new ITBM-unrecognizable real numbers appear at every
index level after ωω below ωCK1 .
Most arguments in this paper are variants of the corresponding argu-
ments used in the investigation of register models of ordinal computability,
specifically Infinite Time Register Machines (ITRMs, see Koepke and Miller
[KM]) and weak Infinite Time Register Machines (now called wITRMs, see
Koepke [Ko1]). However, due to the weakness of ITBMs, considerable adap-
tations are required. In this respect, ITBMs turn out to be a kind of mix-
ture between these two machine types with respect to recognizability: Like
ITTMs and ITRMs but other than wITRMs, they have lost melodies, even
though they are too weak to check whether a given real number codes a
well-ordering (which is crucial in the constructions for ITRMs and ITTMs).
The real number coding the ITBM-halting problem is ITBM-recognizable,
which is also true for ITRMs, but fails for ITTMs. The distribution of the
ITBM-recognizable real numbers in Gödel’s constructible hierarchy L is dif-
ferent for ITBMs than for all other machine types considered so far: From
ωω up to ωCK1 , new unrecognizable and new recognizable real numbers occur
at every level at which new real numbers occur at all, while for ITTMs and
ITRMs, there are “gaps” in the set of levels at which new recognizable real
numbers are constructed.
An ordinal α is called an “index” if and only if Lα+1 \Lα contains a real
number. By standard fine-structure (see, e.g., Jensen [Je]), Lα+1 contains a
bijection f : ω → Lα when α is an index. Moreover, by Theorem 1 of Boolos
and Putnam [BP], if α is an index, then Lα+1 contains an “arithmetical copy”
of Lα, i.e. a real number coding Lα. Below, unless indicated otherwise, p
will denote Cantor’s pairing function.
1.1 Infinite Time Blum-Shub-Smale Machines
Infinite Time Blum-Shub-Smale machines were introduced in Koepke and
Seyfferth ([KS]) and then studied further in Koepke and Morozov [KM] and
Welch [We]. We briefly recall the definitions and results required for this
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article.
Like a Blum-Shub-Smale machine, an ITBM has finitely many registers,
each of which can store a single real number. An ITBM-program is just
an ordinary Blum-Shub-Smale-machine program, i.e. a finite, numerated
list of commands for applying a rational functions to the contents of some
registers and (i) replacing the content of some register with the result or (ii)
jumping to some other program line, depending on whether the value of the
function is positive or not; this latter kind of command is called a “node”.
At successor times, an ITBM works like a BSSM, while at limit levels, the
active program line is the inferior limit of the sequence of earlier program
lines and the content of each register R is the Cauchy limit of the sequence
of earlier contents of R, provided this sequence converges; if this sequence
does not converge for some register, the computation is undefined.
We fix a natural enumeration (Pi : i ∈ ω) of the ITBM-programs. For
an ITBM-program P and a real number x, we write P x for the computation
of P that starts with x in the first register.
Definition 1. A real number x is ITBM-computable if and only if there is
an ITBM-program P that starts with 0s in all of its registers and halts with
x in its first register.
We say that a real number x is ITBM-recognizable if and only if there is
an ITBM-program P such that, for all real numbers y, P y halts with output
1 if and only if y = x and otherwise, P y halts with output 0.
We summarize the relevant results about ITBMs in the following theo-
rem.
Theorem 2. (i) (Koepke, Seyfferth, [KS]) If P is an ITBM-program using
n ∈ ω many nodes and x is a real number, then P x halts in < ωn+1 many
steps or it does not halt at all. In particular, any ITBM-program P x either
halts in < ωω many steps or not at all. An ordinal α is ITBM-clockable if
and only if α < ωω.
(ii) (Koepke, Morozov [KM], Welch [We]) A real number x is ITBM-
computable from the real input y if and only if x ∈ Lωω [x]. In particular, x
is ITBM-computable if and only if x ∈ Lωω .
As a consequence of (i), it is possible to decide, for every ITBM-program
P , the set {x ⊆ ω : P x halts} on an ITBM: Namely, if P uses n nodes,
simply run P x for ωn+1 many steps and see whether it has halted up to this
point. Thus, if a partial function f : R → R is ITBM-computable, there is
also a total ITBM-computable function fˆ : R → R such that fˆ(x) = f(x)
whenever f(x) is defined and otherwise fˆ(x) = 0. These properties of ITBMs
will be freely used below.
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2 The Lost Melody Theorem for ITBMs
In this section, we will show that there is a real number x which is ITBM-
recognizable, but not ITBM-computable.
Let x be a real number with the following properties:
1. There is a bijection f : ω → Lωω such that x = {p(i, j) : f(i) ∈ f(j)}.
We fix f from now on.
2. x ∈ Lωω+1. In particular, x is definable over Lωω , and in fact definable
without parameters (by fine-structure). Let φ be an ∈-formula such
that x = {i ∈ Lωω : Lωω |= φ(i)}.
3. f [{2i : i ∈ ω}] = ωω; that is, ordinals are coded exactly by the even
numbers.
4. The real number c := {p(i, j) : p(2i, 2j) ∈ x} (which, by definition, is
a code of ωω) is recursive.
Lemma 3. Let c ⊆ ω be such that, for some ordinal α and some bijection
f : ω → α, we have c = {p(i, j) : i, j ∈ ω ∧ f(i) ∈ f(j)}. Then f ∈ Lα+1[c].
In particular, if c is recursive and α > ω + 2, then f ∈ Lα+1.
Proof. We need to show that f is definable over Lα[c]. First suppose that α
is a limit ordinal. Then f is defined as follows. For i ∈ ω, we have f(i) = β
if and only if there is a sequence (aι : ι ≤ β) of natural numbers with the
following properties:
1. For all i ∈ {aι : ι ≤ β} =: A, and all j ∈ ω, if p(j, i) ∈ c, then j ∈ A
2. for all ι, ξ ≤ β, we have ι < ξ if and only if p(aι, aξ) ∈ c
3. aβ = i
When α is a limit ordinal, these sequences will be contained in Lα, so
the above provides a definition of f over Lα. When α is a successor ordinal,
the above works up to the last limit ordinal before α and then the remaining
values of f can be defined separately explicitly; we skip the details of this
case.
The second claim now follows from the first as a recursive real number c
is contained in Lω+1, so that Lα+1[c] = Lα+1 when α > ω + 2.
Lemma 4. There is a real number x satisfying (1)-(4) above.
Proof. It is clear that the Skolem hull of the empty set in Lωω is equal to
Lωω . By standard fine-structure (see [Je]), this implies that Lωω+1 contains
a bijection g : ω → Lωω .
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Moreover, as ωω < ωCK1 , there is a recursive code c for ω
ω. Using Lemma
3, a function h : ω → ωω such that c = {p(i, j) : h(i) ∈ h(j)} is definable
over Lωω .
Now define f : ω → Lωω by letting, for i ∈ ω, f(2i) = h(i) and letting
f(2i + 1) be the g-image of the ith natural number whose g-image is not
an ordinal. Since g is definable over Lωω , so is f . Now let x := {p(i, j) :
i, j ∈ ω ∧ f(i) ∈ f(j)}. Then x is definable over Lωω and by definition as
desired.
We now show that x is a lost melody for ITBMs.
Lemma 5. (Truth predicate evaluation) Given a real number y coding the
structure (Y,R) (with Y a set, R ⊆ Y ×Y a binary relation on Y , g : ω → Y
a bijection and y = {p(i, j) : (f(i), f(j)) ∈ Y }) there is an ITBM-program
Ptruth that compute the truth predicate over (Y,R) (i.e., for each ∈-formula
φ and all i1, ..., in ∈ ω, Ptruth will decide, on inputs y and (φ, (i1, ..., in)),
whether or not (Y,R) |= φ(g(i1), ..., g(in)).
Proof. By Proposition 2.7 of Koepke and Morozov [KM], there is an ITBM-
program P such that, for each input y ⊆ ω, P y computes the (classical)
Turing-jump of y. By the iteration lemma in [KM], there is also an ITBM-
program H that computes the ω-th iteration y(ω) of the Turing-jump of y.
But it is clear that the truth predicate for (Y,R) is recursive in y(ω), and a
fortiori ITBM-computable.
Corollary 6. (Identification of natural numbers) There is a program that
identifies the natural numbers coding natural numbers in a real code r for
a structure (A,R). Moreover, there is a program Pid that, for each natural
number k, identifies the natural number i that codes k in the sense of r,
provided such i exists.
Proof. The first part is an immediate consequence of the last lemma.
For the second part, note that there is a recursive function that maps
each k ∈ ω to an ∈-formula ψk such that ψk(x) holds if and only if x = k.
1
But then, searching for the natural number coding k is an easy application
of the last lemma: Just check successively, for each i ∈ ω, whether ψk(g(i))
holds in (A,R) and output the first i ∈ ω for which it is true.
Lemma 7. x is not ITBM-computable.
Proof. Since ITBM-halting times are bounded by ωω, Lωω contains all halt-
ing ITBM-computations. Thus, the statement that the ith ITBM-program
1For example, we can take ψ0(x) to be x 6= x and then let ψk+1(x) be ∀y(y ∈ x ↔
(∃z(ψk(z) ∧ y ∈ z) ∨ ψk(y))).
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Pi halts is Σ1 over Lωω . By bounded truth predicate evaluation, the set
H of i ∈ ω for which Pi halts - i.e., the ITBM halting set - is thus ITBM-
computable from x. By Koepke-Morozov (transitivity lemma), H would thus
be ITBM-computable if x was ITBM-computable. Thus, x is not ITBM-
computable.
Lemma 8. x is ITBM-recognizable.
Proof. Let the input y be given. First, use truth predicate evaluation to
check whether y codes a model of V = L. If not, output 0.
If yes, check whether, in y, i ∈ ω codes an ordinal if and only if i is even.
This can be determined by computing y(ω) in which the set s of natural
numbers coding ordinals in the sense of y is recursive, and then checking
whether the Turing program that (in the oracle s) runs through ω and halts
once it has found an odd number in s or an even number not in s halts. If
not, return 0. Otherwise, continue.
Check whether {p(i, j) : p(2i, 2j) ∈ y} = c. This is possible as c is
recursive, so we can just compare. If not, return 0. Otherwise, we know that
y codes Lωω , and we only need to check whether it is the “right” code. To
do this, we continue as follows:
Using bounded truth predicate evaluation and identification of natural
numbers, compute the set s of natural numbers i such that Lωω |= φ(i). At
this point, we konw that s = x. Now simply compare s to y. If they are
equal, output 1, otherwise output 0.
We note for later use that the proof of lemma 8 shows more:
Corollary 9. Let α < ωCK1 be an index. Then Lα has an ITBM-recognizable
code c. In fact, c can be taken to be contained in Lα+1.
Proof. Since α < ωCK1 , there is a recursive real number r that codes α.
But then, there is, as in Lemma 4, a code c for Lα that is (i) contained in
Lα+1, (ii) codes ordinals by even numbers and such that (iii) {p(i, j) : i, j ∈
ω∧ p(2i, 2j) ∈ c} = r. Since Lα+1 contains a bijection f : ω → Lα, it is easy
to see that we can take c to be an element of Lα+1. Now c is recognizable
as in the proof of Lemma 8.
Thus, we obtain:
Theorem 10. There is a lost melody for Infinite Time Blum-Shub-Smale
machines.
It is known from [Ca2] that the set of indices of halting ITRM-programs
is ITRM-recognizable, while the set of indices of halting ITTM-programs is
not ITTM-recognizable. Here, we show that ITBMs resemble ITRMs in this
respect: Namely, define H to be the set of natural numbers i such that Pi
halts. It is not hard to see, (though a bit cumbersome) that a code c for
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Lωω is ITBM-computable from H, say by the program P . Now, to identify
whether a given real number x is equal to H, first check, using the bounded
halting problem solver, whether P x will halt. If not, output 0 and halt. If
yes, let y be the output of P x and check, as in the proof of Lemma 8, whether
y is a code for Lωω . If not, output 0 and halt. Otherwise, use y to compute,
again as in the proof of Lemma 8, the set H, (which is Σ1 over Lωω) and
compare x to H. Thus, we get:
Theorem 11. The real number H coding the halting problem for ITBMs
is ITBM-recognizable.
3 The Distribution of ITBM-Recognizable Real Numbers
Where do ITBM-recognizable real numbers occur in L? This question was
studied in detail in [Ca1] and [Ca2] for the case of ITRMs and in [Ca3] for
wITRMs, where it turned out that the wITRM-recognizable real numbers
coincide with the wITRM-computable real numbers (i.e., there are no lost
melodies for wITRMs), which is known from Koepke [Ko1] to coincide with
the hyperarithmetical real numbers. By an adaptation of the proof in [Ca3],
we obtain:
Lemma 12. Let x ⊆ ω be ITBM-recognizable. Then x ∈ LωCK
1
.
Proof. Let x ⊆ ω be ITBM-recognizable, and let P be an ITBM-program
that recognizes x. It follows that there is an ordinal γ < ωω such that
P x halts in exactly γ many steps. As a snapshot of an ITBM can easily be
encoded as a real number, the same holds for a γ-sequence of such snapshots.
Now, the statement “There is a real number g such that g codes an
ITBM-computation of length γ in the oracle y that halts with output 1” is
Σ11; thus, the set of such y is Σ
1
1, and, in particular, {x} is Σ
1
1. By Kreisel’s
basis theorem (see, e.g., [Sa], Theorem 7.2), it follows that x ∈ LωCK
1
.
Lemma 13. For every α < ωCK1 , there is an ITBM-recognizable real number
x such that x /∈ Lα. More specifically, if α < ω
CK
1 is an index, then Lα+1\Lα
contains an ITBM-recognizable real number.
Proof. The first claim follows from the second one, as there are cofinally
many indices in ωCK1 . We thus show the second claim. Let α < ω
CK
1 be an
index. If α < ωω, every real number in Lα+1 \ Lα is ITBM-computable and
thus ITBM-recognizable. So suppose that α ≥ ωω.
By Corollary 9, Lα+1 contains an ITBM-recognizable code c for Lα. It
thus suffices to see that c /∈ Lα. But it is clear that, as c codes all real
numbers contained in Lα, we can define by diagonalization from c a real
number not contained in Lα. For c ∈ Lα, that real number would then be
contained in Lα as well, a contradiction.
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Thus x is as desired.
In combination with Lemma 12 above, this shows that new ITBM-recognizable
real numbers appear wherever they can, i.e. at every L-level < ωCK1 at which
new real numbers appear at all. This is in contrast both with ITRMs and
ITTMs, for which there are “gaps” in the set of constructible levels at which
new recognizable ordinals appear, see, e.g. [Ca1] or [Ca].
4 Non-recognizability
Given the results of the preceding section that the ITBM-recognizable real
numbers appear cofinally in LωCK
1
, it becomes natural to ask whether the
same happens for ITBM-nonrecognizability. (Note that, for weak ITRMs,
the set of recognizable real numbers coincides with R ∩ LωCK
1
.) Moreover,
since ITBMs increase in computational strength the more computational
nodes are allowed in the program (so that, in particular, there is no universal
ITBM) (see Koepke and Morozov, [KM]), one may wonder whether the same
happens for their recognizability strength (which is the case for ITRMs when
one increases the number of registers, see [Ca2]).
In this section, we will show that (i) non-ITBM-recognizable real numbers
appear cofinally often in LωCK
1
and (ii) for every n ∈ ω, there is a real
number x that is ITBM-recognizable (in fact ITBM-computable), but not
ITBM-recognizable by a program with ≤ n many nodes.
The proof idea for both results is to consider real numbers that are Cohen-
generic over sufficiently high L-levels below LωCK
1
.2 However, since we are
working below the first admissible ordinal, the amount of set theory available
in the relevant ground models is very small. Fortunately, forcing over the
very weak set theory PROVI has been worked out by A. Mathias in Mathias
[Ma] and Bowler and Mathias [BM]. The results from these papers that will
be relevant below are summarized in the following lemma:
Lemma 14. (Mathias and Bowler)
(i) [[BM]] Lα is provident, i.e., a model of PROVI, if and only if α is
indecomposable. In particular, ωι is provident for all ordinals ι > 0.
(ii) [[Ma], the forcing theorem for ∆0-formulas over provident sets] If
Lα is provident, then the forcing theorem for ∆0-formulas (and forcings
contained in Lα) holds for Lα. In particular, if G is Cohen-generic over Lα
and φ(a˙1, ..., a˙k) is ∆0 (where a˙1, ..., a˙n are names for Cohen forcing in Lα)
and G is a Cohen-generic filter over Lα (i.e., G intersects every dense subset
of Cohen forcing that is contained in Lα) then Lα[G] |= φ(a˙1
G, ..., a˙k
G) if
and only if there is p ∈ G such that p  φ(a˙1, ..., a˙k).
2The same approach was used in [Ca2] to obtain non-recognizables for ITRMs.
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Lemma 15. If n ∈ ω and x ⊆ ω is Cohen-generic over Lωn+1 , then x is
not ITBM-recognizable by an ITBM-program using < n many nodes. In
particular, if x is Cohen-generic over Lωω , then x is not ITBM-recognizable.
Proof. Suppose that x is Cohen-generic over Lωn and ITBM-recognizable
by the program P which uses < n nodes. By the bound in Koepke and
Seyfferth [KS] on ITBM-halting times, since P x halts, P x will run for less
than ωn many steps. Consequently, the halting computation of P x with
output 1 will be contained in Lωn [x]. Thus Lωn+1 [x] believes that Lωn [x]
contains a halting computation of P in the oracle x with output 1, which is
a ∆0-formula. Let A˙ be a name for Lωn [x] and let x˙ be a name for x. By
the forcing theorem for ∆0-formulas over provident sets, there is a condition
p ⊆ x that forces that A˙ contains a halting computation of P in the oracle x˙
with output 1. Now let y be a real number that is Cohen-generic over Lωn+1 ,
extends p and is different from x. Then p will also force that P y halts with
output 1, contradicting the assumption that P recognizes x.
If x is Cohen-generic over Lωω , it is in particular Cohen-generic over
Lωn for every n ∈ ω, thus not recognizable by an ITBM-program with any
number of nodes, and thus not ITBM-recognizable.
Theorem 16. (i) For each n ∈ ω, there is a real number x that is ITBM-
computable (and thus ITBM-recognizable), but not ITBM-recognizable by
a program with < n many nodes.
(ii) For each α < ωCK1 , there is an ITBM-nonrecognizable real number
in LωCK
1
\ Lα. In fact, if α > ω
ω is an index, then Lα+1 \ Lα contains a
non-ITBM-recognizable real number. Thus, below ωCK1 , new non-ITBM-
recognizable real numbers appear wherever new real numbers appear at all.
Proof. (i) For n ∈ ω, let x ∈ Lωn+2+1 be Cohen-generic over Lωn+1 . (The
argument for the existence of such a real number is analogous to the one
used in part (ii).) By Lemma 14, Lωn+1 is provident. However, as x ∈ Lωω ,
it is ITBM-computable and thus ITBM-recognizable, but not by a program
with < n many nodes by Lemma 15.
(ii) By Lemma 15, it suffices to show that Lα+1 \ Lα contains a Cohen-
generic real number over Lωω whenever α ≥ ω
ω is an index.
We will show that Lα+1 in fact contains a real number that is Cohen-
generic over Lα, which will in most cases be much more than demanded.
By fine-structure, a surjection from ω to Lα is definable over Lα; a fortiori,
there is a surjection f from ω to the dense subsets of Cohen-forcing in Lα
definable over Lα, say by the formula φf (x, y, q), q a finite tuple of elements
of Lα. Now define x : ω → 2 by letting x(i) = b if and only if there is a
finite sequence (pj : j ≤ k) of Cohen-conditions such that p0 = ∅ and, for
all j < k, pj+1 is the <L-minimal element of f(j) that extends pj and such
that pk(i) = b. By definition of x, it is Cohen-generic and definable over Lα.
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Note that the programs used in the proof of Corollary 9 can all be taken
to use the same number of nodes, so that there is a fixed number n such that
the real numbers that are ITBM-recognizable by programs with n nodes are
already cofinal in LωCK
1
.
This leaves us with the question whether, for any n ∈ ω, there is a non-
ITBM-computable real number that is ITBM-recognizable, but by a program
with n nodes. This is indeed the case.
Theorem 17. Let n ∈ ω. Then there are cofinally in LωCK
1
many real
numbers x that are ITBM-recognizable, but not with ≤ n nodes. In par-
ticular, there are cofinally in LωCK
1
many ITBM-lost melodies that are not
ITBM-recognizable with ≤ n nodes.
Proof. We will show that there is an ITBM-computable injection f : R→ R
with an ITBM-computable (partial) inverse function g that maps each real
number x to a real number x˜ that is Cohen-generic over Lωn+1 . Once this
is done, the result can be seen as follows: Let Pg be an ITBM-program
that computes g. Given α < ωCK1 , pick a real number c that is ITBM-
recognizable, but not contained in Lα (the existence of such real numbers
was proved above). Let P be an ITBM-program for recognizing c. We claim
that c˜ is ITBM-recognizable, but not with ≤ n nodes. The latter claim
follows since c˜ is by definition Cohen-generic over Lωn+1 . To recognize c˜,
first check whether g(c˜) is defined. Note that this can by clocking P c˜g for
ωm+1 many steps, where m is the number of nodes used in Pg. If not, halt
with output 0. Otherwise, compute g(c˜) and return the output of P g(c˜).
Since g is injective, this will give the right result.
The encoding works as follows: Let D = (Di : i ∈ ω) be an ITBM-
computable enumeration of the dense subsets of Cohen-forcing contained in
Lωn+1 , encoded in some natural way as a real number d. Define a sequence
(c˜i : i ∈ ω) by letting c0 = ∅ and c˜i+1 the lexically minimal element ei
of Di that extends c˜i when i ∈ c and otherwise c˜i+1 is the lexically first
element of Di that properly extends c˜i and is incompatible with ei. Then
let c˜ :=
⋃
i∈ω c˜i. It is now easy to see that there the function h : R× ω → R
that maps (x, i) to the ith bit of x˜ is actually recursive in d.
Similarly, we can recursively reconstruct x from x˜ and d: Namely, given
x, i and d, compute a sufficiently long initial segment of (x˜i : i ∈ ω) such
that the last element fixes the ith bit. To compute x˜i+1 from x˜i, exhaustively
search (in lexicographic order) through all finite partial functions from ω to
2 that extend x˜i, find the lexically minimal element ei that properly extends
x˜i and see whether x extends ei. If that is the case, then i ∈ x, otherwise,
we have i /∈ x.
The second claim now follows, as the ITBM-computable real numbers
belong to Lωω .
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