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A Self-Contained Guidance and Targeting Algorithm
for Spacecraft Applications
Sara Kathryn Scarritt, Ph.D.
The University of Texas at Austin, 2012
Supervisor: Belinda G. Marchand
The development of a self-contained, onboard, fully autonomous tra-
jectory guidance tool for spacecraft is presented. To be considered completely
autonomous requires the capability to both identify an appropriate startup
solution, and then use that solution to target a set of user-defined path and
endpoint constraints. To minimize the cost of flight software development
and validation, both the generation of the startup solution and the targeting
algorithm are designed to be as computationally efficient as possible. This
study addresses both the determination of a startup arc and the subsequent
targeting process.
The first part of the investigation considers the targeting algorithm.
Linear targeting through differential corrections is a well-known approach for
identifying feasible solutions that meet specified mission and trajectory con-
straints. However, to date, these methods relied on the assumption that the
associated control inputs were impulsive in nature. This research focuses on
vii
the theoretical development and numerical validation of a generalized linear
targeting algorithm capable of accommodating finite periods of continuous
control action for a wide range of applications. Examples are presented to
illustrate the general concept and to contrast the performance of this new
targeting process against more classical impulsive targeting methods.
The second section of the study introduces a novel approach utilizing
artificial potential function methods to identify suitable startup solutions. Al-
though common in other types of path planning, these methods have not yet
been used for orbital or interplanetary trajectory design, primarily due to their
inherent suboptimality. However, results show that this issue can be addressed
with relative ease by the targeting algorithm.
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Chapter 1
Introduction
Spacecraft autonomy is a subject of continuing interest across many
different research disciplines. In general, autonomy refers to the ability of a
vehicle or machine to achieve a desired series of objectives without requiring
human interaction. More specifically, within the context of this investigation,
autonomy is defined as the ability to (a) automatically identify a suitable
startup trajectory[15, 34, 62] and (b) use that solution to successfully target
some specified set of terminal and path constraints within the actuation budget
available at the time[25]. Targeting, in this study, is the process of computing
the initial control parameters, including start time and duration, if applicable,
required to reach a desired end condition.
The first part of this study addresses the second stage of the au-
tonomous targeting process, re-targeting all of the constraints using only the
resources available onboard at the time (e.g. fuel left and operational engine,
for a spacecraft performing orbital maneuvers) based on the initial guess sup-
plied. Specifically, Chapter 3 presents a robust and computationally efficient
algorithm for targeting a feasible trajectory using continuous actuation applied
over some finite time period. While the problem of impulsive targeting has
1
been studied at length[25, 58, 61], there are certain scenarios, depending on
the actuation method, in which it is no longer accurate to approximate each
maneuver as impulsive. Thus, the quality of an initial guess that assumes
impulsive maneuvers degrades significantly. Furthermore, many dynamical
systems assume a continuous control input over specified time intervals, and
so an algorithm that can accommodate this type of actuation is required in
order to target trajectories for these systems.
The second part of the investigation focuses on the identification of a
valid startup arc. The success of iterative gradient based targeting algorithms,
whether optimal or suboptimal, depends on the quality of the startup solution
available. Thus, autonomous targeting[58] suggests autonomy in both the
computational process used to identify a feasible or optimal solution, given
some initial guess, and in the process of identifying the startup arc itself.
Regardless of the targeting algorithm selected, the startup arc need not be
completely feasible. However, the quality of the startup solution does influence
the performance of gradient based targeting algorithms. Furthermore, the
solution space explored by gradient based targeting methods is restricted to
the immediate vicinity of the startup arc. This may ultimately limit the types
of arcs identified by the targeting process.
The final phase of this study utilizes artificial potential function (APF)
methods as a tool for generating suitable startup solutions. They are compu-
tationally efficient and simple to implement, making them ideal for onboard
use, but they also have inherent limitations in that (1) a continuous control
2
capability is typically assumed and (2) they are also often highly suboptimal.
These drawbacks hinder the effectiveness of potential function guidance as
a stand alone trajectory design tool, since actuation constraints are not un-
common in modern spacecraft missions. However, both of these issues can,
in theory, be addressed by autonomous targeters and optimizers, such as the
algorithm described in Chapter 3. Thus, potential function methods are ex-
plored as a means of quickly and efficiently identifying the startup arc, while
autonomous targeting algorithms are employed to impose any actuator or mis-
sion constraints in the final trajectory.
1.1 Previous Work
1.1.1 Continuous Actuation Targeting
For general systems with continuous actuation, the available litera-
ture focuses almost exclusively on control algorithms, rather than targeting.
The planning and execution of attitude maneuvers, for example, is often
approached as either an adaptive control problem[1, 20, 64] or an optimiza-
tion problem[6, 23]. In the field of spacecraft trajectory design, where im-
pulsive inputs are typically assumed, the majority of the research on finite
thrust guidance has again been concentrated on finding optimal trajecto-
ries[9, 18, 32, 41], rather the feasible ones. Among these methods, nonlinear
programming is commonly employed in solving optimal and nonlinear tar-
geting problems[32, 41, 65]. The process of numerically identifying optimal or
feasible solutions via nonlinear programming is basically the same. The main
3
difference between targeting and optimization is that optimization problems
require that a cost index be specified and feasibility problems, such as con-
strained nonlinear targeting, do not. Of course, the identification of feasible
solutions that meet all the specified constraints is also accomplished through
linear targeting methods[25, 61]. These classical methods also use the state
transition matrix to compute the necessary constraint gradients, but these are
then implemented in a linear corrections process. Naturally, a nonlinear pro-
cess is preferred when the computational resources are available. However, for
onboard determination, the optimality of a solution is not as critical as the
availability of a feasible solution. In this case, the inherent simplicity of linear
targeting algorithms leads to a reduced cost in flight software development
and validation.
Some studies consider optimization methods for use during onboard
targeting processes. These include the use of a simplified adaptive guidance
law for targeting relative to a predetermined nominal trajectory[52] or imple-
mentation of an efficient sequential gradient-restoration algorithm employing
multiple subarcs[30]. For attitude maneuver planning, randomized search al-
gorithms have been utilized to find feasible trajectories[8, 19]. These meth-
ods, however, still employ some measure of optimization to find a solution.
A more computationally efficient method, commonly used for missile guid-
ance and spacecraft rendezvous, is to solve Lambert’s problem to recover the
initial velocity required to reach a specified final position in a given time-of-
flight. Because the Lambert solution does not take gravitational perturbations
4
into account, this approach can result in final position errors, particularly in
spacecraft applications. To counteract this issue, the Space Shuttle’s Lambert
targeting algorithm uses an iterative loop with error offsetting to converge
on the correct initial velocity[29]. The Lambert solution can also be used for
non-impulsive missiles or vehicles; Lambert’s problem is solved at each time
instant during powered flight, and the vector error between the current ve-
locity and the computed desired velocity is used to calculate a desired thrust
direction. This process is known as Lambert guidance[63]. The targeting algo-
rithm developed in this study incorporates ideas from both Lambert guidance
and linear targeting methods.
1.1.2 Initial Guess Determination
Preliminary trajectory design is often accomplished through patched-
conic approximations[39]. Of course, two-body patched-conic solutions prop-
agated in a more complete n-body model, for n ≥ 3, do not lead to feasible
trajectory arcs since a discontinuity at the patch-point is generally expected.
Iterative targeting algorithms, optimal or suboptimal, are necessary to re-
acquire a feasible continuous solution in the full dynamical model. Ultimately,
the accuracy of the patched-conic approximation varies according to the regime
and any related mission requirements. Low-energy spacecraft trajectories that
dwell near the gravitational boundary of two bodies, for instance, are more
susceptible to third-body effects. Recent studies also investigate the use of
graphical methods[36, 48] and extensions of the patched-conic approach to in-
5
clude approximations of three-body motion.[61] However, these approaches
are typically intended for specific types of transfers, such as low-thrust and/or
gravity assist trajectories. The main drawback of any methodology based
on patched-conic approximations is that one cannot guarantee the resulting
arcs will lead to reasonable approximations in multi-body regimes during an
onboard determination process.
For more general path planning, artificial potential functions have been
used extensively for a variety of applications. Early use of this method is
predominantly in the field of robot motion planning[43], but in recent years the
approach has been applied to on-orbit applications such as attitude control[26,
28] and formation flight[27, 31, 50, 51]. Methodologies developed for potential
function control of formation flight is of particular interest in this study, as
these previous investigations consider the issue of impulsive and finite burn
control inputs[27]. References [31] and [50] describe the construction of desired
velocity fields and a velocity error-based potential function, both of which can
be modified for use in general trajectory design.
1.2 Method Overview
1.2.1 Continuous Actuation Targeting
The solution process behind the algorithm presented is partly modeled
after the two-level targeter[12, 13, 25, 59–61], employed during the design of
the Genesis trajectory[12, 60, 61]. However, unlike this earlier development,
the present algorithm allows for the incorporation of finite periods of continu-
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ous actuation. A two-level targeter (or corrector) is primarily based on linear
system theory; it uses a time-varying linearized dynamical model and a min-
imum norm solution to compute solution updates. These linear updates are
implemented in the nonlinear system in an iterative corrections process that
repeats until a feasible solution is identified in the vicinity of the startup arc.
The two-level process offers several advantages: because the updates are based
on the linearized model, it is numerically simple and computationally efficient.
It does not require knowledge of a nominal solution, relying instead solely on
the current path of the vehicle. The two-level corrections process also allows
for straightforward addition of path constraints, both those at specific points
(e.g. entry interface) [25, 59–61] and those applied over the trajectory as a
whole [59]. However, it was originally designed to use impulsive maneuvers as
control variables. In this investigation, the classical impulsive two-level cor-
rections process[25] is modified to incorporate actuator dynamics while still
retaining the structure and simplicity of the original algorithm so that it is
suitable for onboard calculations. This is achieved by first augmenting the
vehicle state vector to include actuator parameters, and then dividing each
trajectory arc into “on/off” subarcs, depending on whether the control input
is active. These modifications allow the both the nonlinear and linearized
models to retain the same general form used in the derivation of the classical
two-level corrector.
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1.2.2 Initial Guess Determination
Artificial potential function guidance is based on the idea that the ve-
hicle environment can be represented mathematically through the definition of
potential fields designed to produce some desired vehicle behavior. The gen-
eral approach is to construct the potential field such that a global minimum
exists at the target state while any path constraints, such as obstacles, are as-
signed higher potentials to discourage the vehicle from traversing those paths.
The potential, P , is written as a nonlinear function of the current position and
velocity, r(t) and v(t), the desired position and velocity, rdes and vdes, and any
existing constraints (γ):
P = f (r(t),v(t), rdes,vdes, γ) (1.1)
Control variables and parameters are subsequently selected such that the ve-
hicle follows the path of steepest descent of the potential. If no local minima
exist, convergence to some desired, or ”goal”, state is ensured. In space-
craft applications, potential function methods are used primarily for planning
relative motion within a formation or attitude trajectories. However, the the-
oretical basis of this method does not preclude the use of potential functions
for more general trajectory design. The key is the construction of the poten-
tial. In this study, two-body approximations are utilized as a first step towards
constructing a set of artificial potentials that facilitate the identification of tra-
jectories with the desired characteristics. The insight acquired through this
analysis is subsequently useful in maneuver planning for the associated startup
arc.
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1.3 Organization
This work is organized as follows:
• Chapter 2: Background The relevant theoretical background is es-
tablished. First, linear targeting methods are reviewed, with particular
emphasis on the development of the two-level correction process. Next,
an overview of artificial potential function methods is given. The ad-
vantages and disadvantages of these methods are discussed in order to
justify the chosen approach.
• Chapter 3: Continuous Actuation Targeting Algorithm The de-
velopment of a continuous actuation targeting algorithm is described in
detail. First, the general dynamics for a continuous actuation problem
are discussed in relation to the two-level corrector framework in order to
highlight the issues that arise from the introduction of continuous actu-
ation. Modifications are then applied to both the classical two-level cor-
rection process and the dynamics representation to address these issues.
Derivation and application examples are provided for selected actuation
methods.
• Chapter 4: Initial Guess Determination An initial guess algorithm
based on Artificial Potential Function (APF) methods is presented. Pro-
cedures for constructing different artificial potential fields are discussed.
These fields are used independently or in combinations to produce some
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desired behavior by the vehicle. Intermediate results are presented for
orbital and interplanetary transfers.
• Chapter 5: End-to-End Examples Several examples are presented to
demonstrate the targeting and initial guess algorithms working together
in tandem. Emphasis is placed on the complementary nature of the two
algorithms, particularly the ability of each one to satisfactorily address
any weaknesses in the other. Results are also examined to determine
areas for possible future research efforts.
• Chapter 6: Conclusions A summary of this effort is provided. Recom-
mendations are discussed for future work that may enhance the current
method.
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Chapter 2
Background
2.1 Linear Targeting Methods
2.1.1 Linearized Dynamic Model
The development and implementation of a linear targeting algorithm
depends on the availability of a linearized model to represent the nonlinear sys-
tem dynamics. Consider a general zero-input nonlinear system whose motion
is described by the differential equation
x˙(t) = f(x(t), t). (2.1)
Let x˜(t) be a neighboring trajectory solution such that ˙˜x(t) = f(x˜(t), t) and
x˜(t) = x(t) + δx(t), (2.2)
where δx(t) is a contemporaneous variation - that is, it is the difference between
the new path x˜(t) and the current path x(t) evaluated exactly at time t. If
the time is varied as well, such that t = t′ + dt, then x˜(t) can be written as
x˜(t) = x(t′) + dx(t). (2.3)
The vector dx(t) is the non-contemporaneous variation, or differential, between
x˜(t) and x(t′). A graphical representation of the relationship between δx and
dx is given in Figure 2.1.
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x(t)
x˜(t)
x(t)
dx
δx
dt
t
t
′
t
x˙dt
Figure 2.1: Variation vs. Differential
Replacing x(t′) = x(t − dt) with a Taylor Series approximation about
x(t) gives
x˜(t) = x(t)−
[
dx
dt
∣∣∣
t
dt+
1
2!
d2x
dt2
∣∣∣
t
d2t+ ...
]
+ dx(t). (2.4)
A mathematical expression for the relationship between the variation δx and
the differential dx[14] can be found by taking only first order terms in Equation
2.4 and rearranging:
x˜(t)− x(t) = δx(t) = dx(t)− x˙(t)dt. (2.5)
2.1.1.1 The State Transition Matrix
From Eqs. 2.1 and 2.2, the differential equation governing the variation
δx can be written as
˙δx(t) = ˙˜x(t)− x˙(t) = f(x(t) + δx(t))− f(x(t)). (2.6)
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Employing a first order Taylor Series expansion gives a linear, time-varying
differential equation of the form
˙δx(t) = A(t)δx(t), (2.7)
where A(t) = ∂f
∂x
∣∣∣
x(t)
is the Jacobian matrix evaluated along the current tra-
jectory. Equation 2.7 has the well-known solution
δx(t) = Φ(t, t0)δx(t0). (2.8)
The matrix Φ(t, t0) is the state transition matrix (STM), and it obeys the
differential equation
Φ˙(t, t0) = A(t)Φ(t, t0). (2.9)
It is clear that the initial condition Φ(t0, t0) is the identity matrix In×n, where
n denotes the dimension of δx, and that Φ(t, t0)
−1 = Φ(t0, t). Substituting the
relationship defined in Equation 2.5 into Equation 2.8 yields
(dxf − x˙fdtf) = Φ(tf , t0) (dx0 − x˙0dt0) (2.10)
The classical two-level targeting algorithm is based on the general variational
equation described in Equation 2.10[25].
2.1.2 Classical Two-Level Targeting Algorithm
2.1.2.1 Level I Process
An impulsive two-level targeter[25] requires a startup arc represented by
a series of N “patch states.” These states, also termed “patch points,” are se-
lected by the user as representative waypoints along the trajectory. Consider a
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dynamical system described by Equation 2.1, where x(t) = [ r(t)T v(t)T ]T .
The user supplies the time and state at each patch point, tk−1 and x
+
k−1 =
[ rTk−1 v
+T
k−1 ]
T for k = 2, · · · , N + 1, respectively. Each state x+k−1 is then
numerically integrated forward over an interval [tk−1, tk], for k = 2, · · · , N .
The integrated state, at time tk, is recorded as x
−
k . This is to allow for the
possibility that the user supplied velocity at that point, v+k , may not coincide
with that identified during the propagation, v−k . Such differences may arise
due to a previously scheduled impulsive maneuver at that point or to differ-
ences in the models used (two- vs. three-body). If the state transition matrix
Φ(tk, tk−1) is partitioned into four 3× 3 submatrices such that
Φ(tk, tk−1) =
[
Ak,k−1 Bk,k−1
Ck,k−1 Dk,k−1
]
(2.11)
then the variational equations associated with the trajectory segment from
k − 1 to k can be expressed in vector form as[
drk − v−k dtk
dv−k − a−k dtk
]
=
[
Ak,k−1 Bk,k−1
Ck,k−1 Dk,k−1
] [
drk−1 − v+k−1dtk−1
dv+k−1 − a+k−1dtk−1
]
. (2.12)
Traditionally, the Level I process adjusts the outgoing velocity v+k−1 (i.e., the
initial velocity of a trajectory segment) at each patch point to ensure position
continuity along the full trajectory. This is graphically illustrated in Fig.
2.2(a)-2.2(b). If the initial and final times along the segment are fixed, then
the required change to the initial velocity has a unique solution given by
dv+k−1 = B
−1
k,k−1drk. (2.13)
However, if the terminal time tk is allowed to vary, additional flexibility can be
gained by utilizing tk as a control variable. In this case, the desired adjustments
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to the control parameters are found through the minimum norm solution to
the first variational equation of Equation 2.12,[
dv+k−1
dtk
]
=
[
Bk,k−1 v
−
k
]T ([
Bk,k−1 v
−
k
] [
Bk,k−1 v
−
k
]T)−1
drk.
(2.14)
Thus, a traditional Level I process leads to a trajectory that is continuous in
position but, potentially, discontinuous in velocity at certain points. This is
rectified by incorporating a Level II correction.
The Level I process can also be modified to meet terminal constraints,
rather than a terminal position vector[58]. Consider a constraint vector y of
dimension m× 1 defined by the general nonlinear vector function
y = h(x, t). (2.15)
The linearized approximation of y at time tk is
dyk =
∂h
∂x
∣∣∣
tk ,xk
δxk +
dh
dt
∣∣∣
tk,xk
dtk, (2.16)
and xk is related to xk−1 through the STM as previously discussed. Again
using v+k−1 and tk as control parameters, the change in yk as a function of the
control parameters is given by
dyk =
{
∂h
∂x
∣∣∣
tk,xk
[
Bk,k−1 v
−
k
Dk,k−1 a
−
k
]
−
[
0m×3
dh
dt
∣∣∣
tk,xk
]}[
dv+k−1
dtk
]
. (2.17)
The desired control parameter adjustments are determined using the minimum
norm solution, as before. This concept, targeting a constraint vector instead of
a terminal state vector, is the foundation of the Level II correction procedure.
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(a) Impulsive Two-Level Targeter: Before Level I Process is Applied
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∆vk
∆vk+1
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T
[rk,v
+
k ]
T
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+
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(b) Impulsive Two-Level Targeter: After Level I Process is Applied
Figure 2.2: Level I Process
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2.1.2.2 Variable Scaling
Variable and constraint scaling is often used as a means of improv-
ing convergence in optimization routines[37], and this process could be simi-
larly beneficial for linear targeting methods. In general, it is desirable for the
partial derivatives of the constraints with respect to the control variables be
O(1). This enables the targeter to evenly adjust control variables and meet
constraints of varying orders of magnitude. For the Level I process, the scaled
variables and partial derivatives would be
v+k−1scl =
v+k−1
vscl
, tkscl =
tk
tscl
, drkscl =
drk
rscl
,
and
∂rkscl
∂v+k−1scl
=
∂rk
∂v+k−1
· vscl
rscl
,
∂rkscl
∂tkscl
=
∂rk
∂tk
· tscl
rscl
.
This modifies the equation for drk to
drkscl =
[
∂rkscl
∂v+k−1scl
∂rkscl
∂tkscl
] [
dv+k−1scl
dtkscl
]
. (2.18)
The minimum norm solution to Equation 2.18 gives the scaled control param-
eter updates, which are then unscaled and implemented at the start of the
next iteration. This procedure can be implemented in the Level II correction
as well.
2.1.2.3 Level II Process
The Level II process adjusts the positions and times of each free patch
state to drive any of the interior velocity discontinuities to zero, as well as meet
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any additional user specified constraints, denoted here by the vector α. Figure
2.3(a)-2.3(c) shows this process graphically. Figure 2.3(a) is representative of
the scenario in Fig. 2.2(b), where the trajectory is continuous in position but
not in velocity. Figure 2.3(b) illustrates how the patch state positions, and
potentially the associated times, have been adjusted by the Level II process.
The system of equations that must be solved to find the control adjustments
takes the general form [
∆v
δα
]
=
{
M
Mα
}
b, (2.19)
where b is the vector of control parameters - patch state positions and times.
The matricesM andMα are composed of the partial derivatives of the velocity
discontinuities (M) and the constraints (Mα) with respect to the correspond-
ing control variables. Typically, a velocity discontinuity at patch point k is
considered to be dependent only on the the patch state at k, the patch state
immediately preceding it, and the patch state immediately following it (k − 1
and k + 1, respectively). Thus, the rows of M associated with ∆vk are given
by
Mk =
[
03×4(k−2)
∂∆vk
∂rk−1
∂∆vk
∂tk−1
∂∆vk
∂rk
∂∆vk
∂tk
∂∆vk
∂rk+1
∂∆vk
∂tk+1
03×(N−4(k+1))
]
.
(2.20)
The elements of α may depend on one or more patch states, including non-
consecutive sets of patch states[58], depending on the nature of the constraint.
Since the corrections are linear in nature[25], propagation of the up-
dated patch states in the nonlinear system can lead to a trajectory that is,
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(a) Impulsive Two-Level Targeter: Before Level II Process is Applied
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(b) Impulsive Two-Level Targeter: Corrections Suggested by Level II Minimum Norm Solu-
tion
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′
k−1
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′
k
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′
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(c) Impulsive Two-Level Targeter: After Propagating the Level II Updated Patch States
Figure 2.3: Level II Process
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once again, discontinuous in position. The Level I process is subsequently ap-
plied again to generate an updated trajectory that is continuous in position.
The combined Level I and Level II processes are generally repeated until the
user specified tolerances are met for position and velocity continuity, as well
as any additional constraints specified. Additional constraints may include
velocity continuity at all patch states except where maneuvers are allowed,
and interior or boundary constraints, among others[25].
It is important to note that the initial guess need not be feasible. That
is, position/velocity/time continuity is not necessarily required for the targeter
to successfully converge. However, since the overall process is based on linear
systems theory, the initial discontinuities can impact the computation time.
An initial guess with large discontinuities leads to an increased number of
iterations. Naturally, an initial guess with absurdly large discontinuities can
lead to non-convergence. Of course, a low quality initial guess can have a
negative impact on both linear and nonlinear targeting algorithms. However,
linear targeters will naturally be more sensitive to large errors. Developing
a good initial guess is a problem within itself and highly dependent on the
particular application of interest.
2.2 Preliminary Trajectory Design
Generating a suitable initial guess for trajectory design is frequently
accomplished through the use of two-body analysis, such as a patched conic
solution. The analytical expressions relating position and velocity at different
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times along the orbit are, naturally, extremely useful for designing a trajectory
to meet specified boundary conditions, although the resulting solutions often
suffer from discontinuities or inaccuracies that can degrade the performance
of a targeting algorithm. The methodology employed in this study also takes
advantage of the analytical relationships of the two-body approximation, but
incorporates them as part of an artificial potential function approach in an
effort to mitigate some of these drawbacks.
2.2.1 The Two-Body Approximation
The n-body equations of motion for a satellite, relative to the primary
body, are given by
r¨ = − µ
r3
r−
n∑
j=2
µj
(
rj − r
||rj − r||3 −
rj
r3j
)
+ apert (2.21)
where µj and rj are the gravitational parameter and position of the jth body
relative to the primary, respectively, and apert represents the sum of any per-
turbing accelerations (such as spherical harmonics, radiation pressure, etc.).
Even without the perturbing accelerations, there is no analytical solution avail-
able in the n-body problem when n ≥ 3. Thus, it is often advantageous to
simplify the problem by neglecting everything except the first term in Equation
2.21, leaving the equations of motion as
r¨ = − µ
r3
r. (2.22)
Equation 2.22 can be transformed through vector manipulations into equa-
tions which are perfect differentials, and the resulting constants of integration,
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or integrals of the motion, describe the properties of the solution r(t)[4]. The
following section discusses several of these integrals, which are useful for de-
termining transfer arcs between orbits.
2.2.1.1 Integrals of Motion
In a two-body model, ten integrals of the motion exist, six pertaining to
linear momentum, three related to angular momentum, and lastly orbital en-
ergy. Of these, the most immediately useful quantities are angular momentum
and energy. Taking the cross product of the position vector r with Equation
2.22 and integrating gives
r× v = constant = h, (2.23)
where h is the specific angular momentum vector. By definition, this vector is
always orthogonal to r and v and thus characterizes the orbital plane. Crossing
Equation 2.22 with the constant vector h gives another perfect differential,
whose solution can be written in the form
v× h− µ
r
r = constant = µe. (2.24)
The vector e is known as the eccentricity vector. Its magnitude, e, is equal to
the eccentricity of the orbit and its direction indicates the orbit’s periapsis.
Calculating e2 = eTe from Equation 2.24 gives another constant of
motion:
e2 = 1− h
2
µ
(
2
r
− v
2
µ
)
. (2.25)
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Because e and h are both constant, the quantity
(
2
r
− v2
µ
)
must be constant
as well. The inverse of this quantity has units of length and is equal to the
semi-major axis, a. If this relationship is expressed as
v2
2
− µ
r
= − µ
2a
, (2.26)
the left-hand side of Equation 2.26 is immediately recognizable as the sum of
the kinetic and potential energy of the orbit. Thus, the total energy of the
orbit is constant and equal to the quantity − µ
2a
. An alternate form of Equation
2.26, which will be used for the remainder of this work, is the vis-viva integral :
v2 = µ
(
2
r
− 1
a
)
. (2.27)
The final constant of motion discussed here can be found by multiplying
the transpose of both sides of Equation 2.24 with the position vector r. After
some rearranging, the resulting equation is
h2
µ
= r + eT r. (2.28)
If ν is the angle between e and r, also known as the true anomaly, then
Equation 2.28 has the equivalent form
r =
p
1 + eT rˆ
=
p
1 + e cos ν
, (2.29)
where p = h
2
µ
is the semi-latus rectum, or parameter. This is the polar equation
of orbit.
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2.2.2 Orbital Transfers
The integrals of motion described in the previous section can be used
to calculate the necessary transfer velocity, vt, between two orbits in the two-
body problem. Although much of the following analysis relates specifically
to transfer between circular orbits, the equations in Subsection 2.2.1 apply to
any conic orbit. The examination here of circular orbits is intended to provide
insight into more complex general transfers that will be relevant in Chapter 4.
2.2.2.1 Coplanar Transfer
Transfer between two orbits can be accomplished with a single impulsive
maneuver if and only if the orbits intersect. For coplanar orbits, this means
that there exists a vector rint with magnitude rint and direction rˆint such that,
from Equation 2.29,
rint =
p0
1 + eT0 rˆint
=
pf
1 + eTf rˆint
. (2.30)
The subscripts 0 and f denote the initial and final orbits, respectively. Fol-
lowing some manipulation, Equation 2.30 can be expressed as
pd − p0
||p0ed − pde0|| =
(p0ed − pde0)T
||p0ed − pde0|| rˆint = cosψ, (2.31)
where ψ is the angle between the vectors (p0ed − pde0) and rˆint. Formulating
the relationship in this manner gives a simple test for determining whether
or not the two orbits intersect; because | cosψ| cannot be greater than 1, an
intersection point rint can exist only if
|pd − p0|
||p0ed − pde0|| ≤ 1. (2.32)
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If |pd−p0|
||p0ed−pde0||
is equal to 1, there will be exactly one intersection point. If it
is less than 1, there are two points of intersection, and if the orbits coincide
exactly, then the test term is undefined.
At least two maneuvers are required to transfer between orbits that do
not intersect; the first maneuver places the vehicle on an intersection path with
a point on the final orbit, while the second maneuver changes the vehicle’s
velocity to match the desired orbital velocity at the intersection point. In
general, the fuel-optimal two-impulse transfer between any two orbits must
satisfy the necessary condition[4]
∆v1
∆v1
· (vρ1 − vc1) = ∆v2
∆v2
· (vρ2 − vc2) , (2.33)
where the subscripts ρ and c denote the radial and chordal components of the
terminal transfer velocities. Between two circular orbits, the optimum two-
impulse transfer is the Hohmann transfer, shown in Figure 2.4. The Hohmann
transfer arc is tangent to both the initial and final orbits and has a transfer
angle of 180o. If β is defined as the ratio of the final orbit radius to the initial
orbit radius
(
β ,
rf
r0
)
, then relation of the total ∆v for the Hohmann transfer
to the initial circular speed v0 is given by
∆vtot
v0
=
(
1− 1
β
)√
2β
1 + β
+
1√
β
− 1. (2.34)
Equation 2.34 can be easily verified by applying Equation 2.27 at the initial
and final points of the transfer arc. A Hohmann-type transfer - doubly cotan-
gential, with transfer angle 180◦ - is also the optimum bi-impulsive transfer
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r0
Transfer ellipse
∆v1
∆v2
Figure 2.4: Coplanar Hohmann Transfer
between non-circular orbits if the apsidal lines of the two orbits are coincident
and the initial and final transfer velocities are parallel.
Under certain circumstances for transfer between circular orbits, a re-
duction in total ∆v can be achieved by adding a third maneuver such that
the total transfer consists two 180◦ Hohmann-type transfer arcs, the first to
an intermediate point rt and second from rt to the final orbit. This type of
transfer, illustrated in Figure 2.5, is called a bi-elliptical transfer. Let α , rt
r0
with β as defined previously. The ratio of the total ∆v of the bi-elliptical
transfer to the initial speed is then
∆vtot
v0
=
√
2α
1 + α
− 1 +
√
2
α
(√
β
β + α
− 1√
1 + α
)
+
1√
β
(√
2α
α+ β
− 1
)
.
(2.35)
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Figure 2.5: Coplanar Bi-elliptical Transfer
For sufficiently large β, there will always exist a value of α for which the bi-
elliptical transfer has a lower total ∆v than the Hohmann transfer. Figure
2.6 shows the characteristic velocities of a Hohmann transfer and several bi-
elliptical transfers as a function of the ratio β
(
rf
r0
)
. From this figure, and
from the closeup in Figure 2.7, it is evident that both β and α must be quite
large to achieve any savings in ∆v over the Hohmann transfer, thus requiring
an exceptionally large transfer time, and even then the reduction is not sub-
stantial. For these reasons, the bi-elliptical transfer is rarely a practical option
in the case of coplanar orbits.
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2.2.2.2 Inclined Transfer
As stated previously, a single-impulse transfer between two orbits is
only possible if the orbits intersect. In the case of non-coplanar orbits, the
intersection point must lie along the intersection of the orbital planes, meaning
that rˆint must be perpendicular to the angular momentum vectors of both the
initial and the final orbit:
rˆint = ± h0 × hf||h0 × hf || . (2.36)
Given rˆint, rint can be computed for both orbits using Equation 2.29. Then if
Equation 2.30 is satisfied, the orbits intersect at rint = rintrˆint.
As before, transfer between non-intersecting orbits can be achieved us-
ing two or more maneuvers. Versions of both the Hohmann transfer and the
bi-elliptical transfer exist for inclined circular orbits, as shown in Figure 2.8.
Now, however, the total ∆v equation for each transfer must include the plane
changes made at each maneuver. Keeping the same definitions for α and β,
the Hohmann transfer ∆v equation becomes
∆vtot
v0
=
(
1 +
2β
1 + β
− 2
√
2β
1 + β
cos θ1
)1/2
+
1√
β
(
1 +
2
1 + β
− 2
√
2
1 + β
cos θ2
)1/2
,
(2.37)
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and the ∆v requirement for the bi-elliptical transfer is given by[3]
∆vtot
v0
=
(
1 +
2α
1 + α
− 2
√
2α
1 + α
cos θ1
)1/2
+
√
2β
α(α + β)
(
1 +
α + β
β(1 + α)
− 2
√
α + β
β(1 + α)
cos θ2
)1/2
+
1√
β
(
1 +
2α
α + β
− 2
√
2α
α + β
cos θ3
)1/2
,
(2.38)
where θj is the plane change at the jth maneuver and the sum of the θjs is
equal to the total plane change θT . The optimal plane change split among the
maneuvers minimizes ∆vtot
v0
subject to the constraint
θT −
N∑
j=1
θj = 0, (2.39)
where N is either 2 or 3, depending on whether a Hohmann transfer or a
bi-elliptical transfer is used. The θj values are found by solving the set of
equations
∂
∂θj
[
∆vtot
v0
+ λ
(
θT −
N∑
j=1
θj
)]
= 0. (2.40)
The scalar constant λ is a Lagrange multiplier.
Although no analytical solution is available, Equation 2.40 can be
solved numerically to obtain the optimal plane change at each maneuver. Fig-
ure 2.9 shows the total ∆v and optimal θ1 and θ2 for various values of α plotted
against β, for a total plane change of 30◦. It is evident that, for an inclined
transfer, the bi-elliptical transfer is more economical than the Hohmann trans-
fer at a lower value of β than for a coplanar transfer. Furthermore, when β
30
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Figure 2.8: Inclined Hohmann and Bi-elliptical Transfers
is close to 1, a small reduction in ∆v can be obtained by using a bi-elliptical
transfer with α only slightly greater than β. This result is illustrated in Figure
2.10, again for a total plane change of 30◦.
As the total plane change increases, the range of β values for which
the bi-elliptical transfer requires a lower total ∆v increases as well. This is
demonstrated in Figure 2.11, which shows the ∆vs and optimal θ1 and θ2 for a
50◦ total plane change. At this point, the two separate β ranges for which the
bi-elliptical transfer is more fuel efficient (β near unity and β very high) have
merged, so that there is always a bi-elliptical transfer that is more economical
than the inclined Hohmann transfer. From experimentation, the critical plane
change value at which these two regions merge appears to be around 41◦.
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2.3 Artificial Potential Function Methods
2.3.1 General Approach
As stated in the previous chapter, artificial potential functions provide
a means of mathematically representing the vehicle environment. The control
acceleration of the vehicle is equal to the negative gradient of the potential:
ac = −∇P. (2.41)
This drives the vehicle towards the minimum of the potential and away from
any regions of high potential. If the potential field is constructed properly,
this behavior corresponds to an approach towards the goal state while simul-
taneously avoiding any obstacles in the vicinity. The value of the potential
field is typically written as a function of the distance between the vehicle and
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Table 2.1: Potential Field Features
x y κ
Goal 3 0 1
Obstacle 1 6 4 45
Obstacle 2 3 3 25
Obstacle 3 2 6 30
its surrounding features (goals or obstacles). For example, if the goal position
is defined as rg and various obstacles exist at robj , (j = 1, 2, ...), a simple
potential may be defined as[51]
P = κg||rg − r||2 +
N∑
j=1
ηκj
(
1
1 + ||robj − r||2
− 1
γrηj
)
, (2.42)
where rηj is the radius of influence of the jth obstacle, γ is a user-defined
constant, and
η =
{
0 if ||robj − r|| > rηj
1 otherwise
(2.43)
Figure 2.12 shows the potential field that results from Equation 2.42. The
positions of the goal and the three obstacles, along with their respective κ
values, are given in Table 2.1. The field as a whole slopes down toward its
minimum at the goal position, with the exception of the three peaks centered
at the obstacle positions.
Writing the potential as a function of only position, however, can result
in undesirable oscillations about the goal point. Thus, a velocity term is often
included to provide damping:
P = κg||rg − r||2 +
N∑
j=1
ηκj
(
1
1 + ||robj − r||2
− 1
γrηj
)
+ κvv
Tv. (2.44)
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Figure 2.12: Example Potential Field
For κv = 3 and assuming an inertial environment (that is, r¨ = ac), the re-
sulting vehicle trajectory is shown in Figure 2.13. With the velocity term
adding damping, the path successfully avoids the obstacles (at the red X’s)
and terminates at the desired goal point without oscillating.
2.3.2 Velocity Error Approach
An alternative way to construct the potential function is by using the
velocity error, rather than position error[31, 50]. In this approach, a desired
velocity field is created based on the vehicle objectives. The potential is then
defined as a function only of the difference between the current and desired
velocities,
P = κv(v− vd)T (v− vd). (2.45)
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If, as in the previous section, the goal of the vehicle is to arrive at a specified
target position, then the desired velocity field is constructed as a function of
the position error. Similar to the position-based potential function in Equation
2.42, the velocity field seeks to drive the vehicle both towards the goal and
away from any obstacles. An example velocity field is given by
vd =
κg
1 + ||rg − r|| (rg − r)−
N∑
j=1
ηκj
1 + ||robj − r||
(
robj − r
)
, (2.46)
with η retaining its definition from Equation 2.43. This formulation, along
with the goal and obstacle positions listed in Table 2.1, produces the velocity
field shown in Figure 2.14. The κj values in Table 2.1 have been scaled by
0.025. Taking the gradient of P and substituting this definition of vd gives the
control acceleration as
ac = −2κv
[
v− κg
1 + ||rg − r|| (rg − r)−
N∑
j=1
ηκj
1 + ||robj − r||
(
robj − r
)]T
.
(2.47)
This result is similar to the control acceleration obtained by taking the gradient
of Equation 2.44 in that it includes a velocity term for damping along with the
position error and obstacle proximity terms. The trajectory that results from
the control in Equation 2.47 is displayed in Figure 2.15. As in the previous
section, the vehicle successfully navigates the obstacles and terminates at the
target position.
The velocity error approach is of particular interest as a trajectory
design tool. Construction of an appropriate desired velocity field for a vehicle
under gravitational influence can be accomplished in a fairly straightforward
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manner using the relationships described in Section 2.2. Additionally, the
minimum of the velocity error corresponds to the maneuver point requiring the
least ∆v for the current orbital transfer objective. This can help to alleviate
the suboptimal nature of artificial potential function methods.
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Chapter 3
Continuous Actuation Targeting Algorithm
The basic structure of a two-level targeter that incorporates continuous
control is generally similar to that of the impulsive two-level targeter[25]. The
two-level framework offers significant advantages in terms of computational ef-
ficiency, flexibility, and robustness[25]. The design of the continuous actuation
targeting algorithm is intended to retain the advantages of the two-level struc-
ture while extending its range of application to include problems with finite
periods of control actuation. Both algorithms utilize a linearized dynamical
model and employ a minimum norm solution in computing the updates to the
control variables. The differences, which subsequently lead to added complex-
ity and computational overhead, stem from the increased dimensionality of the
state vector associated with any controlled arc. Due to the interdependency
between the state variables, the partial derivatives are also more complex in
nature than those of the impulsive targeter.
Provided a suitable initial guess is available, the formulation of the
impulsive two-level targeter[25] is generalized in nature. As such, it can be ap-
plied to any problem that employs impulsive corrections. However, problems
that employ continuous control of any kind cannot benefit from this approach,
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at least not in its original form. The key to transitioning the methodology to
address problems that include finite control segments is to formulate the con-
trol variables in terms of initial parameters that can be adjusted. For example,
in the case of finite burn targeting, if the thrust vector is inertially fixed and
the engine only allows fixed thrust or acceleration levels, the control variables
become the time of ignition, and the direction and duration of the burn. Under
similar conditions, if linear steering is allowed, the control variables become
the time of ignition, the duration of the burn, the initial burn direction, and
the rate of change of the burn direction. This is discussed in greater detail in
Section 3.1.3.
In the classical impulsive two-level targeter, the Level I process employs
∆v’s at the start of each segment to achieve position continuity. These ∆v’s,
and – if desired – the time at which the maneuvers are executed, are control
variables in that case. In a continuous actuation process, the Level I con-
trol variables include any parameters on which the control behavior depends,
along with any on/off or switching times associated with the control input.
The structure of the continuous actuation two-level targeter is subsequently
developed and presented here.
3.1 Level I Process
As previously discussed, the application of a Level I process[25] typi-
cally involves the identification of an arc that spatially connects two points in
space. For the orbital transfer problem, this is the n-body analog to a two-
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body Lambert targeter, except the time of flight is not necessarily fixed or
pre-specified. This ultimately reduces to a form of linear differential correc-
tion where ∆v’s are adjusted to meet the specified goals. In the present study,
however, impulsive maneuvers are assumed to not adequately model the true
nature of the control implementation. Thus, the Level I process traditionally
employed in the two-level targeter[25] requires some modification to incorpo-
rate finite actuation periods. In a Level I process that employs continuous
control rather than impulsive maneuvers, the controlled arc is treated as a
subsegment of the total arc between patch points k − 1 and k.
In the impulsive case, the time derivative x˙(t) is a function only of
the state x(t) and the time t, as shown in Equation 2.1. With the addition
of continuously actuated subarcs, however, the contribution of the control
acceleration must also be taken into account:
x˙(t) = f˜(x(t), t,u(t, ζ(t))). (3.1)
The control input is represented by u(t), and ζ is the vector of adjustable
parameters that directly influence the control acceleration. The elements of ζ
are not required to be constant, as long as the kinematics of ζ can be expressed
by
ζ˙(t) = fζ(ζ(t),x(t), t), (3.2)
where the function fζ is known.
For the system to remain consistent with Equation 2.1, it is necessary to
consider an augmented state vector x˜+k−1 =
[
x+Tk−1 ζ
T
k−1
]T
. In determining
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the Level I algorithm, the goal is to identify a relation between the target,
which can be either the terminal state vector at point k or a terminal constraint
vector, and the control variables. The general form for the Jacobian of the
augmented state vector is
∂ ˙˜x
∂x˜
=
[
∂x˙
∂x
∂x˙
∂ζ
∂ζ˙
∂x
∂ζ˙
∂ζ
]
. (3.3)
The upper left block of the augmented Jacobian is equivalent to the Jacobian
of the original state vector. From Equation 3.3, the associated state transition
matrix Φ(t, t0) can be propagated to find the variational equations for the
augmented state:[
dxf − x˙fdtf
dζf − ζ˙fdtf
]
= Φ(tf , t0)
[
dx0 − x˙0dt0
dζ0 − ζ˙0dt0
]
. (3.4)
This relates the terminal state to both the initial state and the initial control
parameters.
3.1.1 Level I Targeting Example: Damped Nonlinear Pendulum
As a simple example to illustrate the concepts described above, consider
a damped nonlinear pendulum with constant control input u in the positive θ
direction, as shown in Figure 3.1. Assuming that the pendulum rod is massless
and any friction is negligible, the dynamics of this system are described by
θ¨ = − g
L
sin θ − κθ˙ + u, (3.5)
where L is the length of the pendulum and κ is the damping constant. Using
the traditional state vector for this problem, x =
[
θ θ˙
]T
, the linearized
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equations of motion are
[
θ˙
θ¨
]
=
[
0 1
− g
L
cos θ −κ
]∣∣∣∣
x=xcurrent
[
θ
θ˙
]
+
[
0
1
]
u, (3.6)
where the notation xcurrent indicates that the Jacobian is evaluated along the
current trajectory. As discussed previously, this form of the linearized equa-
tions is inconsistent with the necessary form for implementing the Level I
process. If, however, the state vector is augmented to include the control,
such that x =
[
θ θ˙ u
]T
, the linearized equation becomes

 θ˙θ¨
u˙

 =

 0 1 0− g
L
cos θ −κ 1
0 0 0


∣∣∣∣∣∣
x=xcurrent

 θθ˙
u

 . (3.7)
Now, the linearized system equations are compatible with the Level I frame-
work.
u
Figure 3.1: Pendulum with Control Input
It is assumed that the control input magnitude is constant but ad-
justable and that it can be turned off at some time tT , so that u = u0 = const
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for t0 ≤ t < tT and u = 0 for tT ≤ t ≤ tf . Thus, the full trajectory segment
can be split into two subsegments, one controlled and one uncontrolled, and
the control parameters are the initial control magnitude u0 and the cutoff time
tT . The variational equations for the uncontrolled subsegment can be written
in the traditional form, since no augmentation of the state vector is necessary:[
dθf − θ˙−f dtf
dθ˙f − θ¨−f dtf
]
=
[
af,T bf,T
cf,T df,T
] [
dθT − θ˙+T dtT
dθ˙T − θ¨+T dtT
]
. (3.8)
For the controlled subsegment, the variational equations for the augmented
state are
 dθT − θ˙−T dtTdθ˙T − θ¨−T dtT
duT − u˙−T dtT

 =

 aT,0 bT,0 eT,0cT,0 dT,0 fT,0
hT,0 iT,0 jT,0



 dθ0 − θ˙+0 dt0dθ˙0 − θ¨+0 dt0
du0 − u˙+0 dt0

 . (3.9)
Since there are no impulsive control inputs, the trajectory for θ(t) is smooth
and θ˙+T = θ˙
−
T . Furthermore, it can be determined from Equation 3.5 that
θ¨+T = θ¨
−
T − u. Thus, the expressions for dθT − θ˙−T dtT and dθ˙T − θ¨−T dtT from
Equation 3.9 can be substituted into Equation 3.8 to determine the relationship
between the state at time tf and the control variables u0 and tT . The desired
change to the control parameters is found to be
[
du0
dtT
]
=
[
(af,T eT,0 + bf,T fT,0) bf,T∆uT
(cf,T eT,0 + df,TfT,0) df,T∆uT
]−1 [
dθf
dθ˙f
]
, (3.10)
where ∆uT is the difference between the incoming and outgoing control input
at tT (in this case, u0). It is important to note that the number of constraints
cannot exceed the number of control parameters. For this problem, if both
θ and θ˙ at tf have specified target values, then there must be at least two
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control variables available. In the formulation above, these are assumed to
be u0 and tT . However, additional control parameters may also be added by
increasing the number of subsegments in the overall trajectory and allowing
the switching times between each subsegment to function as controls. This is
demonstrated in the third numerical example below.
3.1.1.1 Numerical Example 1: Convergence to Natural Equilibrium
In this example, the goal is for both θ and θ˙ to be equal to 0 at time
tf = 20 seconds. The control parameters, as discussed above, are u0 and tT ,
the control cutoff time. From an initial guess of u0 = 3 and tT = 3, and initial
conditions θ0 = pi/3 radians and θ˙0 = 0, the correction process converges in
3 iterations. The values of the controls and the resulting final state error at
each iteration are listed in Table 3.1. Figure 3.2 shows the time history of θ
for the final iteration, from which it is clear that the system does meet the
desired terminal state. The red circle marks θ at the cutoff time tT . Close
examination of Figure 3.2 reveals the physical implication of the converged
control parameters; at tT , θ is both equal to the target final value of 0 radians
and it is at an extremum of its oscillation about the equilibrium indicated by
u0, so that θ˙ is also equal to 0. By turning off the control input at exactly
these conditions, the targeting algorithm is able to achieve the desired terminal
state.
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Table 3.1: Convergence Data, Pendulum Example 1
Iter. u0 tT θ Error (rad) θ˙ Error (rad/s)
0 3.0000 3.0000 0.0016 -0.0190
1 3.0590 3.1930 -0.0016 -0.0015
2 3.3193 3.1799 0.0000 -0.0001
3 3.3187 3.1813 -0.0000 -0.0000
3.1.1.2 Numerical Example 2: Convergence to Forced Equilibrium
For this second example, it is desired to drive the pendulum to a non-
natural final state, θd = pi/6 = 0.5236 rad. Because this is a forced equilibrium,
it is no longer possible to simply turn off the control input prior to tf , which
eliminates tT as a possible control parameter. With only one available control,
u0, there can be only one constraint, and so θ˙f must be left unrestricted.
This will be addressed in the next example. In this case, with initial guess
u0 = 1, the algorithm again converges in 3 iterations, as shown in Table 3.2.
As expected, the final iteration time history for θ in Figure 3.3 matches the
specified θd at tf but displays a nonzero θ˙f . It should also be noted that
the converged value of u0 in Table 3.2 is slightly different than the analytical
solution obtained by setting u0 equal to
g
L
sin θd; this is due to the specified
time at which θf must equal θd. Because tf occurs before the oscillations have
died out (as evidenced by Figure 3.3), there is no requirement that θf fall
precisely at the equilibrium forced by u0.
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Table 3.2: Convergence Data, Pendulum Example 2
Iter. u0 θ Error (rad)
0 1.0000 0.4122
1 5.2068 -0.0422
2 4.8837 0.0008
3 4.8895 0.0000
3.1.1.3 Numerical Example 3: Step Control
In the previous example, the pendulum trajectory was treated as a
single arc. The same problem is investigated here, except the trajectory is
instead divided into two subarcs in order to increase the number of available
control parameters. The control u is now a 2-segment step control scheme
such that
u =
{
u0 for t0 ≤ t < tT
uT for tT < t ≤ tf (3.11)
If uT is assumed to be fixed at uT =
g
L
sin θd (thus enforcing an equilibrium
point at θd), this still allows for two control parameters, u0 and tT , as before.
Thus, both θ and θ˙ can be constrained at tf . The control adjustments from
Equation 3.10 still apply, except that now ∆uT = u0 − uT . The initial con-
ditions (Iteration 0) and converged solution (Iteration 6) are given in Table
3.3. As in the first example, the physical significance of these final control
values can be inferred from the plot of θ in Figure 3.4. The red circle again
indicates θ at time tT ; at this point, the pendulum has reached the bottom of
its oscillation about the equilibrium enforced by u0, and θ˙ is 0. The algorithm
adjusts the values of u0 and tT so that this occurs precisely at θ = θd, and
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so the switch to u = uT simply holds the pendulum at the new equilibrium
instead of causing any further oscillations.
Table 3.3: Convergence Data, Pendulum Example 3
Iter. u0 tT θ Error (rad) θ˙ Error (rad/s)
0 7.0000 5.0000 -0.0155 -0.0173
6 5.8925 5.6746 0.0000 0.0000
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Figure 3.4: Pendulum θ Trajectory, Example 3
3.1.2 Level I Targeting Example: Attitude Slew Maneuver
Although the overall goal of this work is the development of an au-
tonomous guidance process for orbital transfer, the targeting algorithm pre-
sented in this chapter is generalized in nature and can be applied to a variety
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of different applications. To demonstrate the versatility of the algorithm, an
attitude slew maneuver is investigated. The attitude representation for this
problem is the quaternion, which is written as q ≡ [ q1 q2 q3 q4 ]T and
must satisfy the constraint qTq = 1. The vector portion of the quaternion
is defined as qv = [ q1 q2 q3 ]
T = eˆ sin(ν/2), where eˆ is the Euler axis of
rotation and ν is the rotation angle. The scalar component is expressed as
q4 = cos(ν/2)[45]. The quaternion kinematic equations are
q˙v =
1
2
(q4I3×3 + [qv×])ω (3.12)
q˙4 = −1
2
qTvω, (3.13)
where ω is the angular velocity vector in the vehicle body frame. Instead of a
constant control input, as in the previous example, the control actuation for
this system is provided by a set of 3 orthogonally-mounted reaction wheels,
aligned with the body axes of the vehicle. Reaction wheels control the attitude
by transferring momentum between the wheels and the vehicle, rather than
by applying an external torque. This means that the vehicle can no longer be
considered a rigid body. The total angular momentum of the system is the
sum of Jω and hw, and so the dynamics of the wheels must be included as an
extra term in Euler’s equations[17],
ω˙ = J−1 [−ω × Jω − (ω × hw +Nw)] , (3.14)
where J is the vehicle inertia matrix, hw is the angular momentum of the
wheels, and Nw is the torque applied to the wheels. The equation of motion
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for the reaction wheels is given by
h˙w = Nw, (3.15)
The augmented state vector and associated linearized equations may be ex-
pressed as 

q˙v
q˙4
ω˙
h˙w
N˙w

 = A(t)


qv
q4
ω
hw
Nw

 , (3.16)
The Jacobian A(t) is given by
A(t) =

−1
2
[ω×] 1
2
ω 1
2
(q4I3×3 + [qv×]) 0 0
−1
2
ωT 0 −1
2
qTv 0 0
0 0 −J−1 {[ω×]J − J [ω×]− [hw×]} −J−1[ω×] −J−1
0 0 0 0 I3×3
0 0 0 0 0


∣∣∣∣∣∣∣∣∣∣
x=xcurrent
,
(3.17)
where [σ×] represents the cross product matrix for any vector σ. The parti-
tioning of the state transition matrix is as follows:
Φtf ,t0 =


Atf ,t0 Btf ,t0 Ctf ,t0 Dtf ,t0 Etf ,t0
Ftf ,t0 Gtf ,t0 Htf ,t0 Ktf ,t0 Ltf ,t0
Mtf ,t0 Ntf ,t0 Otf ,t0 Ptf ,t0 Qtf ,t0
Rtf ,t0 Stf ,t0 Ttf ,t0 Utf ,t0 Vtf ,t0
Wtf ,t0 Xtf ,t0 Ytf ,t0 Ztf ,t0 Γtf ,t0

 . (3.18)
As before, let tT denote a control input switching time, dividing the
trajectory into two subsegments. The controls for this problem are Nw0 and
NwT , which are the applied wheel torque vectors at t0 and tT , and the switching
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time. This gives a total of 7 available control parameters. The relationship
between the final targeted states and the controls is


dqvf
dq4f
dωf

 =


(Af,TET,0 +Bf,TLT,0 + Cf,TQT,0 +Df,T VT,0) Ef,T
{
Cf,T
(
ω˙−
T
− ω˙+
T
)
+Df,T
(
h˙
−
wT − h˙
+
wT
)}
(Ff,TET,0 +Gf,TLT,0 +Hf,TQT,0 +Kf,T VT,0) Lf,T
{
Hf,T
(
ω˙−
T
− ω˙+
T
)
+Kf,T
(
h˙
−
wT − h˙
+
wT
)}
(Mf,TET,0 +Nf,TLT,0 +Of,TQT,0 + Pf,T VT,0)Qf,T
{
Of,T
(
ω˙−
T
− ω˙+
T
)
+ Pf,T
(
h˙
−
wT − h˙
+
wT
)}


×


dNw0
dNwT
dtT

 .
(3.19)
However, in this problem, simply knowing how dqvf relates to the control
parameters is not sufficient for finding the necessary control adjustments to
target the final attitude. Quaternion errors are calculated as multiplicative,
rather than additive, errors; if the subscript d denotes the desired quaternion,
the quaternion error qerr is written as
qverr =
[
q4dI3×3 + [qvd×]−qTvd
]T
q (3.20)
q4err = q
T
d q. (3.21)
To correct a terminal quaternion error, it is necessary to employ the Level
I constraint targeting described in the previous chapter. Because q4 is, by
definition, entirely dependent on the vector portion qv, it is only necessary
to drive qverr to 0 to achieve the desired attitude. The terminal constraint
equation is therefore written as
yq = qverr , (3.22)
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and the total error vector is given by
[
yq dω
]T
. The partial derivative of
the constraint vector yq with respect to a general control parameter β is found
by taking the indirect partials,
∂yq
∂β
=
∂yq
∂qvf
∂qvf
∂β
+
∂yq
∂q4f
∂q4f
∂β
(3.23)
where, from Eqs. 3.20-3.22,
∂yq
∂qvf
= q4dI3×3 − [qvd×] (3.24)
and
∂yq
∂q4f
= −qvd . (3.25)
Combining the equations above with the terminal state dependencies in Equa-
tion 3.19 gives a relationship between the terminal constraints and the controls,
which can then be used to determine the desired changes to control variables.
3.1.2.1 Numerical Example 1: Slew from Rest
This example simulates a slew maneuver from rest at the initial atti-
tude through a rotation of approximately 0.7679 radians (44◦) to the specified
terminal attitude. In all of the following numerical examples, the simulated
spacecraft has inertia matrix
J =

 158.0 6.0 12.06.0 154.0 3.5
12.0 3.5 151.0

 (3.26)
The target angular velocity at time tf = 50 seconds is 0 rad/s. The initial and
final values of the control parameters are listed in Table 3.4, and the resulting
error quaternion and angular velocity trajectories are shown in Figure 3.5.
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Note that in Figure 3.5(b), the angular rate appears to evolve linearly.
This is due to a simplification in the dynamics that arises with these particular
initial conditions, specifically ω = 0 and hw = 0. Because the total angular
momentum of the system (Jω + hw) is constant and initially 0, it remains at
0 for all t. Therefore, the first two terms in Equation 3.14 go to zero, leaving
ω˙ = −J−1Nw. (3.27)
Since Nw is constant over the time periods t0 to tT and tT to tf , this indicates
that ω(t) is a piecewise linear function of time given by
ω(t) =
{ −J−1Nw0(t− t0) for t0 ≤ t < tT
ω(tT )− J−1NwT (t− tT ) for tT < t ≤ tf (3.28)
Additionally, it can be seen that the converged values of Nw0, NwT , and tT
relate to one another such that −J−1Nw0(tT − t0) = +J−1NwT (tf − tT ), thus
zeroing out the angular velocity induced by Nw0 so that the desired terminal
value for ω (0 rad/s) is met.
Table 3.4: Convergence Data
Iter. NTw0 (Nm) N
T
wT (Nm) tT (s) qv Error
0
[
0.1000 0.1000 0.1000
] [
−0.1000 −0.1000 −0.1000
]
15.0
[
0.0002 0.3261 0.1549
]
4
[
0.0284 0.2846 0.1386
] [
−0.0122 −0.1220 −0.0594
]
15.0015
[
−0.0000 −0.0000 −0.0000
]
3.1.2.2 Numerical Example 2: Slew from Slow Initial Rotation
In the second example, the vehicle is given a small initial angular rate
of 0.0471 rad/s , or 2.7◦/s. From the convergence data listed in Table 3.5, it
is evident that even this minor initial rotation has a noticeable impact on the
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Figure 3.5: Attitude and Angular Velocity, Example 1
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targeter results. The converged value for Nw0 is significantly higher here than
in the previous example, in order to counteract the undesired starting angular
velocity. The algorithm also requires twice as many iterations to converge,
indicating that this is a more straining case than a slew from rest. Figure
3.6 shows the effects of the initial rotation on the converged error quaternion
(Fig. 3.6(a)) and angular velocity (Fig. 3.6(b)) trajectories. The first and
third elements of the quaternion error initially deviate away from the target
values, illustrating that the vehicle is initially rotating away from the desired
final attitude; this is supported by the time history for ω, which shows the
first and third elements crossing 0 (i.e. changing direction due to Nw0) prior
to tT . In addition, the nonzero ω0, combined with an initial wheel angular
momentum hw of 0, means that the cross terms in Equation 3.14 no longer
cancel out, thus heightening the nonlinearity of the system as a whole.
Table 3.5: Convergence Data
Iter. NTw0 (Nm) N
T
wT (Nm) tT (s) qv Error
0
[
0.1000 0.1000 0.1000
] [
−0.1000 −0.1000 −0.1000
]
15.0
[
0.6304 −0.3972 0.4652
]
8
[
0.4234 −0.1335 0.4386
] [
−0.0001 −0.0331 −0.1422
]
14.8750
[
−0.0000 −0.0000 0.0000
]
3.1.2.3 Numerical Example 3: Stabilization from Initial Rotation
The goal of the targeter in this example is to stabilize the spacecraft
from a higher initial rotation rate; the final attitude is unconstrained. As dis-
cussed in the previous example, simultaneously targeting both a desired final
attitude and terminal angular velocity is difficult if the spacecraft is already
rotating at a rate of about 3◦ per second or greater. However, this issue can
60
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Figure 3.6: Attitude and Angular Velocity, Example 2
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be overcome by applying the targeting algorithm sequentially. First, as shown
in this example, only the final angular velocity is targeted in order to drive
the rotation rate to zero. This gives a final converged state with zero angular
velocity and an arbitrary attitude. That final converged state is then used
as the initial state for targeting the desired attitude and angular velocity, as
demonstrated previously. In the following example, the vehicle has an initial
rotation rate of approximately 30◦ per second that the targeter must nullify
by tf = 50 s. The applied wheel torque at tT is now assumed to be 0, so the
control parameters are Nw0 and tT . As the results in Table 3.6 and Figure 3.7
illustrate, the algorithm converges in 10 iterations to the appropriate control
values, zeroing out the initial rotation. The required initial torque, unsurpris-
ingly, is significantly greater than in the previous examples; because the initial
angular momentum of the system is higher, the rate of momentum transfer
to the wheels much also be much higher in order to meet the target angular
velocity within the specified time period.
Table 3.6: Convergence Data
Iter. NTw0 (Nm) tT (s) ω Error (rad/s)
0
[
0.5 0.5 0.5
]
30.0
[−0.1319 0.4474 −0.2236 ]
10
[
0.9178 −1.9665 1.3793 ] 31.1169 [−0.0000 0.0000 −0.0000 ]
It should be noted that the final augmented state in this example is
not entirely analogous to the initial state in the first example, despite the zero
angular velocity of the vehicle. In this case, the wheel angular momentum
hw has a nonzero starting value, and so the cross terms in Equation 3.14 will
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Figure 3.7: Angular Velocity, Example 3
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still have a significant effect on the system dynamics. This in turn increases
the nonlinearity of the system, causing difficulty for the linear targeter just
as the nonzero initial angular velocity does. However, if it is assumed that
the vehicle employs an ancillary control system for momentum dumping[17],
then the value of hw can be negated prior to initiating the attitude targeting.
With both ω and hw starting at 0, the problem becomes equivalent to the
first example in this section.
3.1.3 Level I Targeting Example: Finite Burn
Consider a trajectory segment in the two-level targeter framework de-
fined by patch points k − 1 and k, as shown in Fig. 3.8. With the addition of
finite burn subarcs, the equations of motion become
x˙(t) = f˜(x(t), t,m(t), m˙g(t), u˜(t)), (3.29)
wherem(t) is the mass of the vehicle, m˙g(t) is the propellant flow rate, and u˜(t)
is the full thrust vector (direction and magnitude). In the context of Equation
3.1, these terms (m(t), m˙g(t), and u˜(t)) are the elements of ζ(t). For this
investigation, u˜(t) is assumed to be either constant or linearly varying for
tj ≤ t < tTj and zero for tTj < t ≤ tj+1, where T , as before, denotes the point
at which the actuation is turned off (i.e. engine cutoff, in this example). Note
that the j subscripts indicate the point at which the jth finite burn maneuver
occurs; they do not necessarily represent sequential patch points. The equation
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for u˜(t) over the entire trajectory is
u˜(t) =
n∆v∑
j=1
u˜j
[
1(t− tj)− 1(t− tTj )
]
, (3.30)
where u˜j is the thrust vector at maneuver point j, 1(t) is the unit step func-
tion, and n∆v represents the total number of finite burn maneuvers along the
trajectory. A plot of the thrust magnitude for a 3-burn sequence is shown in
Fig. 3.9.
Figure 3.8: Level I Process
For the finite burn case, the augmented state vector is
x+k−1 =


rk−1
v+k−1
mk−1
m˙gk−1
uk−1

 , (3.31)
where mk−1 and m˙gk−1 represent the spacecraft mass and the propellant flow
rate associated with patch point k− 1, respectively. The variable uk−1 can be
defined as either the full thrust vector u˜k−1 or as a vector describing only the
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Thrust Magnitude History for 3-Burn Sequence
Figure 3.9: Burn Sequence
direction of the thrust[44]. In this work, uk−1 is assumed to represent only the
thrust direction. The algorithm targets the terminal position vector at point
k (rk), and the control variables are the vector uk−1, representing either the
full thrust or thrust direction, and the cutoff time of the burn (tT ). Under this
formulation there are 4 control parameters with which to target the 3 elements
of rk. The variational equation for the burn subsegment is


drT − v−T dtT
dv−T − a−T dtT
dm−T + m˙
−
gT
dtT
dm˙−gT − m¨−gT dtT
du−T − u˙−T dtT

 = Φ(T, k − 1)


drk−1 − v+k−1dtk−1
dv+k−1 − a+k−1dtk−1
dm+k−1 + m˙
+
gk−1
dtk−1
dm˙+gk−1 − m¨+gk−1dtk−1
du+k−1 − u˙+k−1dtk−1

 , (3.32)
where Φ(T, k−1) is the state transition matrix between patch point k and point
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T . As in the previous formulations, the state transition matrix is partitioned
into sub-matrices corresponding to each state:
Φ(T, k − 1) =


AT,k−1 BT,k−1 ET,k−1 FT,k−1 GT,k−1
CT,k−1 DT,k−1 HT,k−1 IT,k−1 JT,k−1
KT,k−1 LT,k−1 MT,k−1 NT,k−1 OT,k−1
PT,k−1 QT,k−1 RT,k−1 ST,k−1 TT,k−1
UT,k−1 VT,k−1 WT,k−1 XT,k−1 YT,k−1

 . (3.33)
For the subsequent coasting subsegment, the variational equation, with parti-
tioned state transition matrix, takes the same form as in the impulsive formu-
lation,[25]
[
drk − v−k dtk
dv−k − a−k dtk
]
=
[
Ak,T Bk,T
Ck,T Dk,T
] [
drT − v+T dtT
dv+T − a+T dtT
]
(3.34)
Here, both the initial and final times of the arc (tk−1 and tk, respec-
tively) are fixed, though that is not a requirement. The initial position rk−1,
velocity v+k−1, and mass m
+
k−1 are also fixed, as well as the mass flow rate,
m˙+gk−1 . It is important to note that v
+
T = v
−
T (and therefore dv
+
T = dv
−
T ).
Furthermore, dv+T −a+T dtT = dv−T −a−T dtT +(a−T −a+T )dtT . Incorporating these
substitutions, the first two vector variational equations from Equation 3.32
and Equation 3.34 can be combined to give an expression for drk:
drk =
[
(Ak,TGT,k−1 +Bk,TJT,k−1) Bk,T (a
−
T − a+T )
] [ du+k−1
dtT
]
(3.35)
As in the impulsive Level I method,[25] a minimum norm solution is selected
to obtain the desired change in the control variables,
[
du+k−1
dtT
]
= M˜T (M˜M˜T )−1drk, (3.36)
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where M˜ , the Level I State Relationship Matrix (SRM) is given by
M˜ =
[
(Ak,TGT,k−1 +Bk,TJT,k−1) Bk,T (a
−
T − a+T )
]
. (3.37)
A minimum norm solution identifies the smallest change in the control pa-
rameters, in this case du+k−1 and dtT , that lead to the desired changes in the
constraint errors. Of course, these corrections are linear in nature and, as
such, an iterative process is required to converge on the specified constraints
in the nonlinear system.
A potential issue that can occur with this formulation is that the con-
verged burn cutoff time tT may fall after the terminal segment time tk. To
resolve this, tk becomes a control parameter (and is thus allowed to vary),
and an additional constraint is appended to enforce tT ≤ tk. This constraint,
αt = tT−tk, would only be active if tT is greater than tk. The Level I constraint
equation then becomes
[
drk
dαt
]
=
[ ∂rk
∂u+
k−1
∂rk
∂tT
∂rk
∂tk
∂αt
∂u+
k−1
∂αt
∂tT
∂αt
∂tk
] du+k−1dtT
dtk

 , (3.38)
and the three control parameters are again found using the minimum norm
solution. In practice, this situation can be avoided through proper patch point
selection; the duration of a segment containing a burn arc should always be
significantly greater than the expected burn time.
To determine an initial guess for the finite burn parameters (i.e. thrust
direction, uk−1, and burn cutoff time, tT ), the impulsive Level I process is first
used to compute an impulsive correction. The impulsive ∆v direction is used
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as an initial guess for the thrust direction. If uk−1 is defined as the full thrust
vector, then the initial guess for the thrust magnitude is the given thrust of
the engine. Finally, an initial guess for the burn duration is deduced using the
rocket equation,
∆vk−1 = −Ispg0ln
(
1− m˙gk−1∆tburn
mk−1
)
, (3.39)
and rearranging to obtain
∆tburn =
mk−1
m˙gk−1
(
1− e
−∆vk−1m˙gk−1
uk−1
)
=
mk−1
m˙gk−1
(
1− e
−∆vk−1
Ispg0
)
(3.40)
From the burn duration, the cutoff time is calculated as dtT = dtk−1+∆tburn.
This is similar to the Lambert guidance approach used in missile targeting[63].
The impulsive burn approximation becomes less valid as the finite burn
time increases. Therefore, the terminal error after the first iteration can be
very large when the burn duration is long. If the burn direction is assumed
to be constant throughout the entire maneuver, small errors in direction can
be greatly magnified by the end of a long burn. Thus, it is advantageous to
incorporate an optional steering law into the finite burn algorithm.
3.1.3.1 Level I Finite Burn with Linear Steering
A linear steering law can be easily implemented into the finite burn
application of the targeting algorithm. If a constant u˙k−1 is allowed in the
thrust equation, such that
u(t) = uk−1 + u˙k−1(t− tk−1), (3.41)
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the augmented state vector becomes xk−1 =
[
rk−1 vk−1 mk−1 m˙gk−1 uk−1 u˙k−1
]T
.
The Level I control variables are now duk, du˙k and thrust cutoff time dtT . The
derivation for both the Level I and Level II processes follows the same proce-
dure as the constant steering algorithm, with additional terms resulting from
the nonzero u˙k−1. With a linear steering law, the partitioned STM for the
burn subarc is
Φ(T, k−1) =


AT,k−1 BT,k−1 ET,k−1 FT,k−1 GT,k−1 ΓT,k−1
CT,k−1 DT,k−1 HT,k−1 IT,k−1 JT,k−1 ΛT,k−1
KT,k−1 LT,k−1 MT,k−1 NT,k−1 OT,k−1 ΞT,k−1
PT,k−1 QT,k−1 RT,k−1 ST,k−1 TT,k−1 ΨT,k−1
UT,k−1 VT,k−1 WT,k−1 XT,k−1 YT,k−1 ΩT,k−1
ULST,k−1 VLST,k−1 WLST,k−1 XLST,k−1 YLST,k−1 ΩLST,k−1


.
(3.42)
The subsequent change to the control variables is given by
 du+k−1du˙+k−1
dtT

 = M˜T (M˜M˜T )−1drk, (3.43)
and the SRM M˜ is
M˜ =
[
(Ak,TGT,k−1 +Bk,TJT,k−1) (Ak,TΓT,k−1 +Bk,TΛT,k−1) Bk,T (a
−
T − a+T )
]
.
(3.44)
When implemented numerically, it is possible for the steering rate to increase
too quickly, causing degradation in the algorithm performance. To avoid exces-
sive growth of u˙, variable scaling is often useful when enabling linear steering.
A similar approach may be used to implement more complex steering
laws, effectively allowing the targeter to incorporate the functions of a guid-
ance law into the solution process. The determination of the thrust direction
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throughout the duration of the burn is typically accomplished as a separate
task, using the ∆v vector provided by the targeting algorithm[40, ?, ?]. With
this continuous actuation targeting algorithm, however, the guidance problem
is solved concurrently with the targeting.
3.1.3.2 Level I Earth Entry Targeting
The following example shows the finite burn Level I algorithm imple-
mented for a trajectory segment from near the Moon to a specified Earth entry
interface (EEI) position. In keeping with the typical structure of the two-level
corrector, only the terminal position vector is targeted for this example. Ta-
bles 3.7 and 3.8 list the initial conditions and target position for this problem.
Two cases are examined; in the first, the available engine has sufficiently high
thrust that the burn duration is small and the impulsive approximation of
the maneuver can be assumed to be relatively accurate. For the second case,
a much lower-thrust engine is used, so that the impulsive maneuver model
breaks down. The engines are modeled after the main and auxiliary engines
onboard the Orion Multi-Purpose Crew Vehicle (MPCV)[44], and the engine
parameters for each case are provided in Table 3.9.
For a burn of finite duration, the desired burn direction may not be the
same at the end of the burn as it is at the beginning of the burn, particularly
as the integration time increases. If the direction of the burn is assumed
to be inertially fixed, and is initially aligned with the ∆v vector computed
by the impulsive targeter, then the error in the thrust direction by the end
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Table 3.7: Initial Conditions
Initial Value
Epoch 6-Apr-2024 10:07:23.8635 TDT
Mass (kg) 20339.9 (total fuel = 8063.65 kg)
x (km) 347852.0598074741
y (km) -81443.4055313879
z (km) -54980.6777783854
x˙ (km/s) 0.146041240182201
y˙ (km/s) 0.609351260611497
z˙ (km/s) -0.888636728804498
Table 3.8: Target Terminal State
Constraint Value
x (km) -5886.2551
y (km) 2742.2150
z (km) 217.3391
Time of Flight (s) 342985.2619989844
Table 3.9: Engine Parameters
Engine Thrust (N) Isp (s)
Main (High Thrust) 33,361.6621 326
Auxiliary (Low Thrust) 4,448.0 309
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Table 3.10: Level I EEI Targeting Results
High Thrust Low Thrust
Initial Position Error (km) 2.14187e5 2.03681e5
Final Position Error (km) 3.58942e-5 1.39025e-4
Burn Duration (s) 232.5476 2367.8813
Total ∆v (km/s) 0.4062 0.5679
Iterations 64 85
of a long burn can be substantial. To combat this, when the lower-thrust
engine is employed, the linear steering law described in the previous section
is implemented as well. Using fixed-direction thrust, the targeter is unable to
converge for the low-thrust engine.
Table 3.10 lists the convergence data for both scenarios examined. With
the high-thrust engine, the burn duration is short and the ∆v for the maneuver
is, as expected, very similar to the impulsive ∆v value of 0.4047 km/s. By
contrast, the low-thrust engine maneuver has a significantly higher ∆v due to
its extremely long burn duration - over 10 times that of the high-thrust engine.
Interestingly, however, the initial error at the target position is actually slightly
smaller for the low-thrust engine with linear steering employed. This suggests
that, even for the high-thrust case, the thrust direction error at the termination
of the burn is causing inaccuracies in the final position.
In general, both cases considered here required a substantially increased
number of iterations relative to later examples. This is attributed to the
sensitivities traditionally associated with a Level I process. Specifically, the
success of a Level I process is sensitive to the integration time. Since this
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particular example employs a Level I process to transfer the vehicle from the
vicinity of the moon to the entry interface at Earth, the time of flight is too long
for the number of control parameters available. Here, a Level II process[25]
becomes useful because it allows for an increased number of control parameters
and also the ability to incorporate an arbitrary number of constraints. The
development of a Level II process that accommodates continuous actuation is
discussed next.
3.2 Level II Process
The continuous control Level II process, like the impulsive Level II cor-
rection, uses the positions and times of the patch points as control variables.
In the classical two-level corrector,[25] velocity discontinuities between coast
segments arise due to the Level I process. This is also applicable to the contin-
uous formulation, except at the point where a control input is initiated. Here,
the controlled segment is always assumed to start with the same initial velocity
as the terminal velocity of the preceding arc. Thus, a velocity discontinuity
can occur, during the Level I process, at the point where the coast subarc, as
defined in Fig. 3.8, joins with the following trajectory segment. Although this
problem at first seems identical to the impulsive maneuver targeting, since
the velocity discontinuity falls between two coast arcs, the partial derivatives
for the incoming terminal velocity of the segment with respect to the control
variables differ due to the actuation segment at the beginning of the arc. In
the most general form, the partials for any Level II constraint α (including
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discontinuities) will have an additional term representing the indirect relation-
ship between the constraint and any Level II control β through the actuation
parameters ζ and tT , such that
dα
dβ
=
∂α
∂β
+
∂α
∂ζ
∂ζ
∂β
+
∂α
∂tT
∂tT
∂β
. (3.45)
To illustrate how this may be specifically implemented for a given system, the
remainder of this section will focus on the derivation of the Level II process in
the context of an orbital transfer problem with finite burn maneuvers.
Recall from the Level I formulation in Section 3.1.3 that v−T = v
+
T at
the terminal point of the burn arc and thus that dv+T −a+T dtT = dv−T −a−T dtT +
(a−T − a+T )dtT . For the Level II process, dm+k−1 = 0, m¨+gk−1 = 0, and u˙+k−1 = 0.
It is still assumed that m˙g is a fixed constant, i.e. dm˙
+
gk−1 = 0. Note also that
the terminal time of the burn at patch point k − 1, tTk−1 , is directly related
to the time at patch point k − 1: tTk−1 = tk−1 + ∆tburnk−1 , where ∆tburn is
the duration of the burn and is held constant in the Level II process. Using
these relationships and assumptions, along with Equations 3.32 and 3.34, an
expression is found for dv−k in terms of the state at patch point k − 1 and the
state transition matrix,
dv−k = Ck,T [AT,k−1(drk−1 − v+k−1dtk−1)
+BT,k−1(dv
+
k−1 − a+k−1dtk−1) + ET,k−1m˙+gk−1dtk−1 +GT,k−1du+k−1]
+Dk,T [CT,k−1(drk−1 − v+k−1dtk−1) +DT,k−1(dv+k−1 − a+k−1dtk−1)
+HT,k−1m˙
+
gk−1
dtk−1 + JT,k−1du
+
k−1 + (a
−
T − a+T )(dtk−1 +∆tburn)] + a−k dtk.
(3.46)
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In order to write dv−k only in terms of the Level II control variables, the first
vector equation from Equation 3.32 is used to solve for dv+k−1, du
+
k−1, and
∆tburn in terms of the Level II controls. From the minimum norm solution,
 dv+k−1du+k−1
∆tburn

 = ZT (ZZT )−1[drk − v−k dtk
− (Ak,TAT,k−1 +Bk,TCT,k−1)(drk−1 − v+k−1dtk−1)
+ (Ak,TBT,k−1 +Bk,TDT,k−1)a
+
k−1dtk−1
− (Ak,TET,k−1 +Bk,THT,k−1)m˙+gk−1dtk−1
− Bk,T (a−T − a+T )dtk−1].
(3.47)
where
Z =
[
(Ak,TBT,k−1 +Bk,TDT,k−1) (Ak,TGT,k−1 +Bk,TJT,k−1) Bk,T (a
−
T − a+T )
]
.
(3.48)
With this expression, the partial derivatives of ∆vk with respect to each control
variable can be found using the same method as in the impulsive formulation.
Let
Z˜ =[
(Ck,TBT,k−1 +Dk,TDT,k−1) (Ck,TGT,k−1 +Dk,TJT,k−1) Dk,T (a
−
T − a+T )
]
Z
T (ZZT )−1.
(3.49)
Then, because it is assumed that the arc from patch point k to k+1 is a coast
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arc, the partial derivatives of ∆vk are
∂∆vk
∂rk−1
= −[(Ck,TAT,k−1 +Dk,TCT,k−1)− Z˜(Ak,TAT,k−1 +Bk,TCT,k−1)],
∂∆vk
∂tk−1
= −([(Ck,TET,k−1 +Dk,THT,k−1)− Z˜(Ak,TET,k−1 +Bk,THT,k−1)]m˙+gk−1
− [(Ck,TBT,k−1 +Dk,TDT,k−1)− Z˜(Ak,TBT,k−1 +Bk,TDT,k−1)]a+k−1
− [(Ck,TAT,k−1 +Dk,TCT,k−1)− Z˜(Ak,TAT,k−1 +Bk,TCT,k−1)]v+k−1
+ (Dk,T − Z˜Bk,T )(a−T − a+T )),
∂∆vk
∂rk
= −B−1k+1,kAk+1,k − Z˜,
∂∆vk
∂tk
= B−1k+1,kAk+1,kv
+
k + a
+
k − (a−k − Z˜v−k ),
∂∆vk
∂rk+1
= B−1k+1,k,
∂∆vk
∂tk+1
= −B−1k+1,kv−k+1.
(3.50)
Since the position and time at k + 1 do not affect the thrust parameters
at k − 1, the partial derivatives for these controls are the same as in the
impulsive formulation. The above partials are employed in the standard level II
process[25], replacing the corresponding impulsive partials in the Level II SRM.
To incorporate linear steering into the Level II process, it is only necessary to
include additional terms in the Z, Z˜, and ∂∆vk
∂tk−1
expressions:
Z =


(Ak,TBT,k−1 +Bk,TDT,k−1)
(Ak,TGT,k−1 +Bk,TJT,k−1)
(Ak,TΓT,k−1 +Bk,TΛT,k−1)
Bk,T (a
−
T − a+T )


T
. (3.51)
77
Z˜ =


(Ck,TBT,k−1 +Dk,TDT,k−1)
(Ck,TGT,k−1 +Dk,TJT,k−1)
(Ck,TΓT,k−1 +Dk,TΛT,k−1)
Dk,T (a
−
T − a+T )


T
ZT (ZZT )−1. (3.52)
∂∆vk
∂tk−1
=
∂∆vk
∂tk−1 const
+
[
(Ck,TGT,k−1 +Dk,TJT,k−1)− Z˜(Ak,TGT,k−1 +Bk,TJT,k−1)
]
u˙k−1.
(3.53)
The rest of the Level II correction proceeds exactly as before.
3.2.1 Maneuver Sum Constraint
In addition to the velocity continuity constraint, endpoint and interior
path constraints may be imposed during the Level II process[59]. One such
constraint in the finite thrust application is on the total ∆v sum of the maneu-
vers. The finite burn formulation of this constraint is based on the impulsive
maneuver sum constraint[46], which takes the form
α∆v =
n∆v∑
j=1
∆vj ≤ ∆vmax. (3.54)
Only the composition of the associated partial derivatives and the error cal-
culation changes.
To derive the burn maneuver constraint, it is necessary to determine
the partial derivatives of the magnitude of ∆vk, i.e. the maneuver that results
from the burn at patch point k, with respect to the Level II control variables.
The rocket equation (Equation 3.39) is again used to determine ∆vk in terms
of the state parameters. Because Isp, g0, and m˙gk are fixed, the cost of a
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maneuver at patch point k depends on the duration of the burn at k and the
initial mass. The burn duration ∆tburn and mass mk are in turn functions of
the control variables, and the chain rule is used to determine the partials of
∆vk with respect to the controls. The partial derivative of ∆vk with respect
to ∆tburn at patch point k is given by
∂∆vk
∂∆tburn
= Ispg0
(
mk
mk − m˙gk∆tburn
)(
m˙gk
mk
)
. (3.55)
With respect to mk, the partial derivative is
∂∆vk
∂mk
=
Ispg0
mk
(
m˙gk∆tburn
mk − m˙gk∆tburn
)
. (3.56)
The partial derivatives of ∆tburn with respect to the control variables are de-
termined using the variational equations from points k−1 to k, k to T (the ter-
mination of the burn segment), and k+1 to T . Recalling that ∆tburn = tT−tk,
the partials are found to be
∂∆tburn
∂rk−1
= − uˆ
T
k
||∆aT ||(DT,kB
−1
k−1,k − S˜BT,kB−1k−1,k),
∂∆tburn
∂tk−1
=
uˆTk
||∆aT ||(DT,kB
−1
k−1,k − S˜BT,kB−1k−1,k)v+k−1,
∂∆tburn
∂rk
= − uˆ
T
k
||∆aT || [(CT,k +DT,kDk,k−1B
−1
k,k−1)− S˜(AT,k +BT,kDk,k−1B−1k,k−1)],
∂∆tburn
∂tk
=
uˆTk
||∆aT ||([(CT,k +DT,kDk,k−1B
−1
k,k−1)− S˜(AT,k +BT,kDk,k−1B−1k,k−1)]v−k
− (DT,k − S˜BT,k)(a−k − a+k )− (HT,k − S˜ET,k)m˙g),
∂∆tburn
∂rk+1
=
uˆTk
||∆aT ||(CT,k+1 − S˜AT,k+1),
∂∆tburn
∂tk+1
= − uˆ
T
k
||∆aT || [(CT,k+1 − S˜AT,k+1)v
−
k+1 + (DT,k+1 − S˜BT,k+1)a−k+1],
(3.57)
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where S =
[ −GT,k BT,k+1 ] and S˜ = [ −JT,k DT,k+1 ]ST (SST )−1. It is
more complicated to determine the partials of mk with respect to the control
variables. Since m˙g is a fixed, constant value, mk depends only on the previous
burn durations. Thus, the initial mass at the beginning of a maneuver will
have a dependence on the positions and times associated with any previous
maneuvers that have occurred, as shown above. Using the chain rule, the final
form of the partial derivative of the constraint α (the sum of all the burn ∆vs)
with respect to any control variable βk in the set of control variables associated
with patch point k is
∂α
∂βk
=
N∆v∑
n=1
∂∆vn
∂βk
(3.58)
where N∆v is the total number of maneuvers implemented along the trajectory
and
∂∆vn
∂βk
=
∂∆vn
∂∆tburnn
∂∆tburnn
∂βk
+
∂∆vn
∂mn
∂mn
∂βk
. (3.59)
Because the mass at the time of a burn, mn, depends on the propellant mass
consumed during the previous burns,
∂mn
∂βk
=
∂mn−1
∂βk
− m˙gn−1
∂∆tburnn−1
∂βk
. (3.60)
A similar relationship exists for the remaining mass partials (mn−2 tom1) with
respect to β1. These partials are then employed during the Level II process.[25]
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3.3 Sample Finite Burn Applications: Trans-Earth In-
jection (TEI) Simulation and Results
Over the course of the following section, the finite burn targeting al-
gorithm is tested and validated through a precision entry application, which
involves a lunar return trajectory and the associated three-burn trans-earth
injection (TEI) sequence. The goal is to identify the maneuver sequence that
meets the specified set of lunar departure and Earth entry interface constraints
without violating the available fuel budget. The performance of the finite burn
algorithm is contrasted against that of the impulsive algorithm[44].
For each case considered, the parameters that define the initial low
lunar orbit departure are the same. These conditions are listed in Table 3.11;
engine parameters for the finite burn maneuvers are the same as in Table 3.9.
Components of the initial state in Table 3.11 are in the J2000 Moon-centered
inertial frame. Similarly, the Earth entry interface conditions targeted are
listed in Table 4.6. These terminal constraints represent entry parameters that
would allow for a safe crewed re-entry into the Earth’s atmosphere[11, 24, 35,
55]. The epoch of the entry interface conditions is unconstrained. Convergence
is achieved when the terminal and path constraints are met to within the
tolerances listed in Table 3.13. Finally, for cases in which variable scaling is
implemented, the scale values used are listed in Table 3.14.
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Table 3.11: Initial Conditions
Initial Value
Epoch 4-Apr-2024 15:30:00 TDT
Mass (kg) 20339.9 (total fuel = 8063.65 kg)
x (km) -1236.7970783385588
y (km) 1268.1142350088496
z (km) 468.38317094160635
x˙ (km/s) 0.0329108058365355
y˙ (km/s) 0.589269803607714
z˙ (km/s) -1.528058717568413
Table 3.12: Terminal Constraints
Constraint Value
Geodetic Altitude (km) 121.92
Longitude (deg) 175.6365
Geocentric Azimuth (deg) 49.3291
Geocentric Flight Path Angle (deg) -5.86
Table 3.13: Constraint Tolerance Values
Constraint Tolerance
Geodetic Altitude (km) 1e-4
Longitude (deg) 1e-4
Geocentric Azimuth (deg) 1e-4
Geocentric Flight Path Angle (deg) 1e-4
Table 3.14: Scale Values
Value
Position (km) 1
Time (s) 3600
∆v (km/s) 0.001
Altitude (km) 1000
Longitude (rad) pi
Azimuth (rad) pi
Flight Path Angle (rad) 1
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3.3.1 Finite Burn Example with Main Engine
The first case is representative of a nominal Earth return during which
the maneuvers are performed by the vehicle’s main engine. The initial guess
file consists of 12 patch points (position, velocity, and time) taken from an
optimized finite burn trajectory. It should be noted that the initial guess
does not contain burn duration or direction information for the maneuvers;
the algorithm must target these values on its own. The first patch point
corresponds to a state on the initial lunar parking orbit. The interior patch
points correspond to the states and epochs at each of the maneuver locations,
both trans-Earth injection (TEI-1, 2, 3) and trajectory correction (TCM 1, 2,
3), and some additional waypoints along the trajectory. The final patch point
in the initial guess is the state and epoch at the desired entry interface (EI).
For this case, both the impulsive targeter and the finite burn targeter
are executed in order to find a feasible trajectory that satisfies the specified
terminal constraints, while keeping the ∆v sum of the individual maneuvers
within the available budget. The finite burn algorithm is run both with and
without variable scaling implemented. Table 5.3 compares the individual ma-
neuvers, final ∆v sum, and number of iterations required for convergence for
the impulsive solution and the scaled and unscaled finite burn (FB) solutions.
The burn parameters for each finite burn maneuver are given in Table 3.16 for
the unscaled algorithm and in Table 3.17 for the scaled algorithm.
The individual maneuvers and total ∆v sum for the finite burn targeter
are fairly similar to the impulsive targeting results, which is to be expected
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Table 3.15: Maneuver and Convergence Data
Impulsive Unscaled FB Scaled FB
TEI-1 ∆v (km/s) 0.7332 0.6900 0.6827
TEI-2 ∆v (km/s) 0.2505 0.2598 0.2576
TEI-3 ∆v (km/s) 0.4164 0.4133 0.4185
Total ∆v (km/s) 1.4001 1.3630 1.3589
Iterations 5 7 6
Table 3.16: Burn Data - Unscaled Algorithm
Maneuver Duration (s) Prop. Mass Consumed (kg)
TEI-1 381.0984 3975.542
TEI-2 123.4850 1288.171
TEI-3 176.8428 1844.789
Total 681.4262 7108.502
Table 3.17: Burn Data - Scaled Algorithm
Maneuver Duration (s) Prop. Mass Consumed (kg)
TEI-1 377.5064 3914.0619
TEI-2 122.7568 1272.7671
TEI-3 179.4875 1860.9622
Total 679.7507 7047.7912
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Table 3.18: Burn Data Using Auxiliary Engines - Unscaled Algorithm
Maneuver Duration (s) Prop. Mass Consumed (kg) ∆v (km/s)
TEI-1 381.0984 3975.542 0.6900
TEI-2 917.1483 1347.401 0.2602
TEI-3 1408.5339 2069.305 0.4489
Total 2706.7806 7392.248 1.3991
given that the burn durations with the main engine are short enough for an
impulsive assumption to be used. Interestingly, the ∆v of the first maneuver
is around 35 m/s lower with finite burn maneuvers incorporated than for the
impulsive solution, resulting in a lower total ∆v for those two trajectories.
Since ∆v values typically increase when transitioning from impulsive to finite
thrust maneuvers[42], this indicates that the placement of the initial impulse
in the startup arc may be non-ideal.
3.3.2 Finite Burn Example with Auxiliary Engines
For this example, a main engine failure is assumed to occur after TEI-1
and the auxiliary engines are used to perform the final two maneuvers. The
trajectory is re-targeted from the first patch point after TEI-1, using the TEI-1
burn data and post-burn state from the previous example. All terminal and
path constraints are the same. Burn data for each maneuver is listed in Tables
3.18 and 3.19, and the convergence data is given in Table 3.20.
The finite burn algorithm is able to meet the entry and cost constraints
in the same number of iterations as in the previous example, where all three
maneuvers are performed by the main engine. Interestingly, the total ∆v for
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Table 3.19: Burn Data Using Auxiliary Engines - Scaled Algorithm
Maneuver Duration (s) Prop. Mass Consumed (kg) ∆v (km/s)
TEI-1 377.5064 3914.062 0.6827
TEI-2 939.5373 1380.293 0.2657
TEI-3 1344.6461 1975.446 0.4262
Total 2645.3467 7269.801 1.3746
Table 3.20: Convergence Data with Auxiliary Engines
Unscaled Scaled
Iterations 5 5
the scaled algorithm in this case is still lower than the impulsive solution.
This will not always be the case; numerous feasible solutions can exist for any
given set of patch points. Consider the results from the finite burn algorithm
with and without scaling implemented: although the same algorithm is used,
simply scaling the variables causes the targeter to converge on a different
solution with a different total cost. In this particular case, the finite burn
Level II process identified a lower cost solution than that determined with the
impulsive targeter. In both cases, the total cost constraint is always enforced
to ensure that the total cost is within the available fuel budget.
3.3.3 Finite Burn Example with Linear Steering
Linear steering is now applied to the auxiliary engine example, this
time targeting the entire trajectory from the beginning with the assumption
that the auxiliary engines will be used for the final two maneuvers. With
variable scaling implemented in the Level I process, the algorithm converges
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Table 3.21: Steering Rates, Ex. 1
Maneuver u˙
TEI-1 10−4
[
0.1556 −0.0134 −0.0506 ]T
TEI-2 10−5
[ −0.0495 −0.2611 −0.4879 ]T
TEI-3 10−5
[
0.5735 0.8048 0.0503
]T
in 6 iterations. The converged final steering rates are listed in Table 3.21. For
all three maneuvers, the burn is presumed, at first, to be inertially fixed, and
so the initial guess for u˙ at each maneuver is 0.
Compared to the results above for the constant steering law, the burn
data listed in Table 3.22 shows little change; this is unsurprising, given the
small magnitude of the steering rates - the total change in the burn direc-
tion is less than 1◦ for each of the three maneuvers. Although the one extra
iteration required for convergence is not significant in terms of performance,
the marginally higher total ∆v suggests that adding linear steering does not
have any overall benefit for this particular problem. However, the sum of the
∆v’s for the last two maneuvers, the ones performed with the lower-thrust
auxiliary engines, is reduced slightly with the implementation of linear steer-
ing. The higher total cost results primarily from the increased ∆v of the first
maneuver. Thus, as a second linear steering example, the steering law is now
implemented only for the second and third maneuvers, while the thrust di-
rection for the main engine maneuver is held inertially fixed. The resulting
converged steering rates are given in Table 3.23, and the burn data for each
maneuver is provided in Table 3.24. Now, the total ∆v cost is lower than the
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Table 3.22: Burn Data - Linear Steering Ex. 1
Maneuver Duration (s) Prop. Mass Consumed (kg) ∆v (km/s)
TEI-1 387.2992 4045.085 0.7083
TEI-2 915.1326 1344.440 0.2607
TEI-3 1349.7866 1982.998 0.4308
Total 2652.2184 7372.523 1.3998
Table 3.23: Steering Rates, Ex. 2
Maneuver u˙
TEI-1
[
0.0 0.0 0.0
]T
TEI-2 10−5
[ −0.0484 −0.1865 −0.3728 ]T
TEI-3 10−5
[
0.5342 0.8187 0.0870
]T
result for either the unscaled or the scaled algorithm in the previous section.
The number of iterations increases to 7, but the ∆v savings in this case offset
the slightly slower convergence.
3.3.4 Finite Burn Example Over The Lunar Cycle
To further demonstrate the capabilities of the finite burn algorithm,
return trajectories were generated over several days spanning the lunar cycle
from February 1-28, 2024, 0:00:00 TDT, again using the auxiliary engines for
Table 3.24: Burn Data - Linear Steering Ex. 2
Maneuver Duration (s) Prop. Mass Consumed (kg) ∆v (km/s)
TEI-1 365.9789 3822.408 0.6649
TEI-2 953.9895 1401.525 0.2685
TEI-3 1359.3247 1997.011 0.4290
Total 2679.2931 7220.944 1.3624
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the second and third TEI maneuvers. In this case, however, it is assumed
that the use of the auxiliary engines is intentional and not the result of an
unexpected main engine failure. Thus, all three burn maneuvers are targeted
simultaneously by the algorithm. Running different cases over the entire lunar
cycle allows for testing of the algorithm under varying Earth-Moon configura-
tions. For these runs, only two entry constraints are targeted, geodetic altitude
and geocentric flight path angle. The targeted values for these constraints are
the same as those given in Table 4.6.
In this simulation, the input patch points to the finite burn algorithm
come from a converged impulsive trajectory with the same initial point and
entry targets. The total ∆v of the impulsive trajectory for each case is 1.50
km/s. Tables 3.25 and 3.26 list results both without and with scaling, respec-
tively, for days 1, 3, 6, 10, 13, 16, 19, 22, 25, and 28 of the lunar cycle.
Table 3.25: Unscaled Burn Data over the Lunar Cycle
Day TEI-1 TEI-2 TEI-3 Total Cost
∆v (km/s) Duration (s) ∆v Duration ∆v Duration Total ∆v Iterations
1 0.6238 348.0345 0.4743 1651.2834 0.4019 1210.4498 1.5000 3
3 0.6992 385.6885 0.4402 1505.0542 0.3606 1079.8977 1.5000 5
6 0.6041 338.0300 0.5248 1823.7242 0.3709 1111.0038 1.4998 7
10 0.6045 338.2269 0.5781 1991.5292 0.3175 942.3371 1.5000 5
13 0.6168 344.5208 0.3691 1310.0636 0.5141 1577.7328 1.5000 4
16 0.6580 365.1850 0.3286 1158.8930 0.5135 1576.9396 1.5000 9
19 0.6014 336.6757 0.5866 2020.2097 0.3116 924.1053 1.4997 6
22 0.6978 384.9900 0.3844 1326.8775 0.4072 1233.2389 1.4894 7
25 0.6041 338.0202 0.6310 2155.7213 0.2650 779.7340 1.5000 5
28 0.6174 344.7791 0.4917 1710.5830 0.3910 1175.1849 1.5000 4
In the previous two examples, the impact of variable scaling is negligi-
ble. Here, however, several cases over the lunar cycle show a marked disparity
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Table 3.26: Scaled Burn Data over the Lunar Cycle
Day TEI-1 TEI-2 TEI-3 Total Cost
∆v (km/s) Duration (s) ∆v Duration ∆v Duration Total ∆v Iterations
1 0.6320 352.1669 0.4740 1646.1692 0.3939 1185.0331 1.4999 6
3 0.7159 393.8848 0.4303 1465.9122 0.3538 1058.6550 1.5000 5
6 0.6122 342.1556 0.5329 1844.8053 0.3548 1059.8574 1.4999 11
10 0.6045 338.2353 0.5765 1986.4955 0.3190 947.2553 1.5000 11
13 0.6154 343.7799 0.3698 1312.9152 0.5148 1580.1157 1.5000 6
16 0.7064 389.2130 0.3342 1159.8967 0.3965 1219.9719 1.4371 5
19 0.6017 336.8295 0.5992 2059.0593 0.2991 885.0120 1.5000 12
22 0.7172 394.5247 0.3867 1326.0707 0.3962 1194.1109 1.5001 9
25 0.6119 342.0196 0.6402 2178.5320 0.2480 727.6002 1.5001 20
28 0.6207 346.4521 0.4884 1698.1462 0.3910 1175.4618 1.5001 7
in convergence when scaling is applied. Most notably, the number of iterations
required to converge for Day 25 jumps from 5 to 20 when scaling is introduced.
Conversely, applying scaling to the case with the worst convergence unscaled,
Day 16, reduces the number of iterations from 9 to 5 and decreases the to-
tal ∆v noticeably. As was stated in the previous chapter, there are multiple
feasible solutions for any given set of patch points; implementing variable scal-
ing allows the algorithm to explore a different part of the solution space than
it would otherwise, resulting in a different converged solution. Furthermore,
some sets of scale values will produce better results for a given problem than
others. The values used in these examples are chosen arbitrarily, and so perfor-
mance of the scaled algorithm could potentially be improved if the scale values
are determined in a more optimal manner. Several different scaling methods
can be found in the literature[38]; however, such investigation is beyond the
scope of the present study. While scaling clearly does not always provide a
better solution than the one found by the unscaled algorithm, it adds a mea-
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sure of flexibility to the finite burn algorithm. This is particularly useful for
cases that will not converge when the unscaled targeter is applied, as shown
in the following section.
3.3.5 Delayed Patch Point Simulations
Another test of the finite burn algorithm is whether or not it can con-
verge on a feasible solution given a set of patch points that are not current. A
set of patch points corresponding to a current or future departure time may
not always be available, especially when ground communications are lost. The
algorithm must therefore be able to converge even when the departure time
listed in the input file has already passed. For this example, the input patch
point file from the February 1 run in the previous section is used. However,
the initial epoch is shifted so that it no longer matches that of the startup
arc. The patch point times are updated to reflect this time shift, but the
corresponding positions and velocities are not. This results in an initial guess
trajectory with significant errors in the terminal constraint conditions; the al-
gorithm must re-target the direction, duration, and ignition times of all three
burns in order to correct these errors. As before, the auxiliary engines perform
the TEI-2 and TEI-3 maneuvers and all three maneuvers are targeted simul-
taneously. To ensure that the characteristics of the initial lunar orbit remain
the same, the patch points are converted to the MCI frame before the time
delay is introduced. The initial time of the simulation is perturbed for 3, 6, 9,
and then 12 hours. The initial entry constraint errors due to the time delay
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Table 3.27: Initial Entry Constraint Errors
Delay (hr) Altitude Error (km) FPA Error (deg)
3 11040.163 1.6526
6 22415.148 4.3289
9 33857.773 7.3130
12 45332.406 10.3842
Table 3.28: Convergence with Delays
Delay (hr) Unscaled Scaled
3 10 17
6 DNC 23
9 DNC 29
12 DNC 35
*DNC - Did Not Converge
are given in Table 3.27, and the convergence data for the scaled and unscaled
algorithm is listed in Table 3.28.
The benefits of variable scaling are most apparent in this example.
Without scaling, the finite burn algorithm is only able to find a feasible solution
for a 3 hour delay, and no more. After the scaling is implemented, however, the
targeter is able to find a feasible solution that satisfies the entry constraints and
fuel budget for even a 12 hour delay. As mentioned in the previous example,
it is possible that the scaled algorithm performance could be even further
improved with a more optimal set of scale values. These results underscore
the adaptability of the two-level targeting structure; instead of trying to match
a previously determined nominal trajectory, the algorithm explores the nearby
solution space and is able to converge on a trajectory despite the poor quality
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of the initial input.
3.4 Summary
This chapter presents the theoretical framework and numerical vali-
dation of a generalized linear targeting process that incorporates continuous
control actuation. Several sample applications are demonstrated, including a
pendulum with constant control, attitude slew targeting using reaction wheels,
and orbital transfer with finite thrust maneuvers. The numerical solution pro-
cess is as simple as that of an impulsive two-level targeting algorithm, though
incorporating finite control capabilities does increase the complexity of the an-
alytical gradients employed. This increased complexity naturally translates to
an increase in computational overhead, in contrast to the impulsive targeting
process. However, unlike the impulsive algorithm, the targeting process pre-
sented here is capable of addressing a wide range of control scenarios, which
broadens the scope of applications for which this method may be utilized.
This investigation successfully demonstrates that linear targeting algorithms
for path planning and guidance need not be limited by impulsive assumptions.
Furthermore, the algorithm presented serves as an alternative to nonlinear
optimization methods which may not be feasible for autonomous applications.
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Chapter 4
Initial Guess Determination
The goal of this segment of the investigation is to identify a system-
atic approach for the determination of accurate startup arcs for autonomous
spacecraft path planning and guidance. This capability is of particular in-
terest for on-demand onboard trajectory determination. Artificial potential
function (APF) methods are common in the field of path planning, but the
resulting control requirements are not always feasible in practice due to var-
ious hardware and mission constraints. Still, the general concept is useful in
the determination of suitable startup arcs for autonomous algorithms that are
capable of addressing these actuator constraints on demand. In this chap-
ter, an approach to using APF methods for preliminary trajectory design is
presented.
4.1 Potential Function Construction
There are numerous ways to construct the overall potential function for
a given problem. Consider, for instance, a transfer between two intersecting
orbits. One possible approach would be to accomplish the transfer by executing
a maneuver at the point of intersection between the two paths. Subsequently,
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the following candidate potential is identified,
Pint = k(rint − r0)T (rint − r0), (4.1)
where r0 is the current position, rint is the point of intersection, and k is a
user-defined weight. Designing a potential to achieve a transfer between non-
intersecting orbits is more complicated. The approach selected in this study
is based on a potential function control algorithm developed for microsatel-
lites.[50] The construction of the artificial potential begins with the creation of
a desired velocity field that is a function of the current state and some desired
final target state or path constraint. The potential is then only explicitly a
function of the error between the current and desired velocities,
Pvel = k(vt(r0, rdes,vdes)− v0)T (vt(r0, rdes,vdes)− v0), (4.2)
where v0 is the current velocity at position r0, vt is the required transfer
velocity (at the current position) as computed via the velocity field equations,
and rdes and vdes are the desired (i.e. target) position and velocity. This
simplifies to
Pvel = k∆v
2 (4.3)
which is simply the square of the maneuver cost scaled by the weighting term
k.
Velocity fields can be constructed to impose any user-defined con-
straints on the trajectory, both along the path and at the endpoint. The
calculation of the appropriate desired velocity, though, can be an extremely
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complex endeavour. For example, of particular interest in this investigation is
the design of a velocity field that guides the trajectory to a specified terminal
state. If the transfer time is not specified, targeting a final state is equivalent
to targeting a final orbit. Ideally, the computed desired velocity vt at a given
initial state minimizes the overall transfer ∆v. However, for non-circular or-
bits, calculation of optimal transfer maneuvers, even between coplanar orbits,
is an area of study unto itself.[5, 22, 47] Thus, optimization of the desired ve-
locity field is beyond the scope of the present study. Specific details of the
velocity field constructions used in this investigation will be discussed with
the corresponding examples.
4.2 Maneuver Planning
Typically, path planning via the APF approach is accomplished by
defining a virtual force that is equal to the sum of the gradients of each active
potential with respect to the current position and velocity of the vehicle[51].
This virtual force yields the desired acceleration vector for the vehicle. This
acceleration is then matched as closely as possible by the vehicle’s actuators.
Naturally, the resulting control history is continuous and unconstrained, a
feature that is generally undesirable for the present application. Certainly,
the approach is not intended for cases involving discrete control parameters,
such as impulsive maneuvers more commonly employed in classical trajectory
design. Reconciling APF methods with the use of discrete control has been
considered for the problem of spacecraft formation flight[27], and the present
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investigation adopts a similar approach. In this case, the time derivative of the
potential, rather than the gradient, is selected to identify appropriate locations
for impulsive maneuvers. Since the vehicle is constrained to stay on its current
orbit until a maneuver is performed, changes in the potential P can result only
from the propagation of the vehicle state. Instead of using actuation to drive
P to some pre-specified value, the algorithm described here seeks the minimum
value of the potential along the current path. If the current orbit does not
intersect the desired orbit, then the potential is based on velocity error and the
minimum corresponds to the point at which the desired maneuver will have
the lowest ∆v cost.
The overall potential field presented here consists of either the inter-
section potential defined in Equation 4.1 or the velocity potential in Equation
4.2. A graphical overview of the full APF maneuver planning algorithm is pro-
vided in Figure 4.1. Following initialization, the algorithm determines whether
or not the vehicle is already on the desired path. If not, the next step is to
check whether the vehicle has reached the user-specified maximum allowable
number of maneuvers. If additional maneuvers are still permissible, then the
current state is propagated forward in time until the necessary conditions for
a minimum
(
dP
dt
= 0 and d
2P
dt2
> 0
)
are met. At that point, a maneuver is per-
formed to match the current velocity to the calculated desired velocity and
next iteration of the algorithm begins.
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Figure 4.1: Overview of APF Maneuver Planning
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4.3 Trajectory Design Examples
Initial testing of the APF trajectory design algorithm focuses on trans-
fers in Earth orbit. The first example shown is a simple coplanar transfer, for
which the analytical optimal solution is already known. This example provides
a useful means for evaluating the performance of APF algorithm against an
established benchmark. Subsequent examples build in complexity; transfer be-
tween coplanar elliptical orbits is examined, followed by an inclined two-body
transfer and a lunar return example that incorporates third-body effects.
To determine the desired velocity field for the following examples, a
target point on the final orbit is selected to be an apse of the transfer orbit. If
a transfer proceeds from a lower orbit to a higher orbit, then the target point
is defined to meet the apoapsis condition. If, instead, the transfer proceeds
from a higher orbit to a lower orbit, a periapsis condition is imposed at the
target point. Subsequently, the eccentricity vector of the transfer orbit is given
by eˆt,
eˆt = −rˆf , (4.4)
where rˆf is a unit vector aligned with the Earth-to-target line. The magnitude
of the target position vector can be determined from the target direction rˆf
and the orbital parameters of the desired orbit,
rf =
pd
1 + eTd rˆf
, (4.5)
where the general notation is as defined in Chapter 2 and the subscript d
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denotes an element of the desired orbit. The eccentricity et is given by
et =
rf − r0
rf − rT0 rˆf
, (4.6)
from which the parameter pt can be calculated as
pt = rf (1− et) =
rf
(
r0 − rT0 rˆf
)
(rf − rT0 rˆf)
. (4.7)
Let qˆ be defined as a unit vector normal to both the angular velocity vector
and periapse direction of an orbit, such that
qˆ =
h× eˆ
||h× eˆ|| . (4.8)
The desired transfer velocity at r0, v0t, can then be computed by
v0t =
√
µ (rf − rT0 rˆf )
rf (r0 − rT0 rˆf)
[−(qˆTt rˆ0)eˆt + (et + eˆTt rˆ0) qˆt] . (4.9)
Furthermore, the velocity at the terminal point of the transfer – the transfer
orbit apoapsis – can also be computed:
vft =
√
µ (rf − rT0 rˆf)
rf (r0 − rT0 rˆf )
(et − 1) qˆt. (4.10)
Finally, the velocity of the desired orbit at point rf is determined as
vfd =
√
µ
pd
[−(qˆTd rˆf)eˆd + (ed + eˆTd rˆf) qˆd] , (4.11)
which gives the required ∆v at the intersection point rf as ∆vf = |vfd− vft|.
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4.3.1 Coplanar Transfer
Selection of the target point depends on the relative geometry of the
initial and final orbits and can include numerous factors, particularly for more
complex transfers involving third-body perturbations. For the purpose of this
investigation, only the orbital planes are considered when designating rˆf . If
no plane change is required, the target point is chosen to be the position on
the desired orbit that is directly opposite the current position, so that
rˆf = −r0
r0
. (4.12)
This choice of rˆf ensures that the transfer angle is always 180
◦. For the case
of two circular orbits, this results in a Hohmann transfer. Also, from Equation
4.4, this means that the current position r0 is assumed to be the transfer
periapsis.
Figure 4.2(a) shows the desired velocity field for transfer from a circular
equatorial orbit to an elliptical equatorial orbit with perigee altitude of 800
km. The arrows indicate the direction of the desired velocity at various points
along initial orbits with altitudes varying from 100 km to 780 km. Because
the required velocity changes at both the start and end of the transfer can be
computed a priori for a given r0, the potential in Equation 4.3 can be modi-
fied slightly to incorporate both the initial and terminal ∆v’s. The modified
potential,
Pvel = k0∆v
2
0 + kf∆v
2
f , (4.13)
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Table 4.1: Coplanar Transfer Initial and Target States
Parameter Initial Target
x (km) -6478.145 0.000
y (km) 0.000 13330.841
z (km) 0.000 0.0000
vx (km/s) 0.000 -4.575
vy (km/s) -7.844 0.000
vz (km/s) 0.000 0.000
is given in Figure 4.2(b). From the figure, it is evident that two local min-
ima exist for this potential. As mentioned previously, this is known to be a
possible drawback to artificial potential function methods; however, this issue
can be overcome through either judicious construction of the potential or in-
corporation of additional logic in the implementation of the algorithm, or a
combination of both.
The transfer trajectory that ensues from the velocity field and potential
described by Equations 4.9 and 4.13 is shown in Figure 4.3. The initial and
target states for this transfer are listed in Table 4.1. An analytical optimal
result exists for the case of coplanar, coaxial orbits in the form of a doubly
cotangential transfer through an angle of 180◦, terminating (or originating, for
transfers from higher to lower orbit) at the higher apogee of the two orbits[21].
As Figure 4.3 shows, the APF method matches this result, which has a to-
tal ∆v of 1.409 km/s. Note, though, that the initial vehicle state is prior to
the analytical optimal impulse point. Had the initial state been on the other
side of this point, the algorithm as-is would have converged to the other min-
imum directly opposite this impulse point (as shown in Figure 4.2(b)). This
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Figure 4.2: Coplanar Velocity Field and Potential Function
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transfer requires approximately an additional 28 m/s of ∆v, but does offer
a significantly shorter transfer time. Depending on the requirements of the
problem, the desired velocity field can, if needed, be computed in such a way
that it forces the optimal result for this problem. This is explored further in
the next example. Although the problem addressed here is fairly trivial, the
result demonstrates that the APF algorithm is capable of performing on par
with analytical methods, when they are available.
For the second coplanar example, the vehicle begins in an elliptical or-
bit, rather than a circular one. The initial orbit’s apsidal line is rotated to
be non-coaxial with the terminal orbit, so that there is no simple analytical
solution to determine the optimal transfer. Also, the eccentricity and param-
eter of the desired orbit are both increased to prevent an intersection between
the two orbits. Table 4.2 lists the initial and desired terminal states. The
target point on the desired orbit is selected differently for this example. From
the analytical result for directly coaxial orbits, i.e. that the optimal transfer
has an endpoint at the highest apoapsis[21], rf is assumed to be fixed at the
apogee of the final orbit,
rf = rd,apogee. (4.14)
This designation of the target point could also be used in the previous example
to avoid the local minimum of the potential that occurs 180◦ from the true
optimal solution. Computation of the desired velocity field follows the same
procedure described in the previous section.
Figure 4.4 shows the subsequent potential function surface (4.4(a))and
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Figure 4.4: Potential Function and Transfer for Elliptical Initial Orbit
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Table 4.2: Coplanar Transfer Initial and Target States
Parameter Initial Target
x (km) -3239.073 0.000
y (km) -5610.238 17682.338
z (km) 0.000 0.0000
vx (km/s) 7.745 -3.678
vy (km/s) -4.472 0.000
vz (km/s) 0.000 0.000
transfer arc (4.4(b)). Here, the minimum of the potential does not coincide
with the either apsidal line, nor are there any local minima. The lowest point
of the potential surface occurs instead at a true anomaly of close to 90◦ on the
initial orbit, as indicated by the location of the first maneuver in Figure 4.4(b).
The ∆v of the resulting transfer is just 0.7955 km/s, compared to 1.3728 km/s
for the 180◦ transfer to the terminal orbit apoapsis. For situations like this
one, in which a simple analytical solution is not known, the artificial potential
function method is a fast and efficient approach to finding a practical transfer.
Other factors, in addition to ∆v cost, may be incorporated into the
potential function as well. One such parameter is the time-of-flight along the
transfer arc. Consider again the first example in this section, the transfer from
a circular orbit to a higher altitude elliptical orbit. Now, it is desired to limit
both the ∆v and the time-of-flight when determining a suitable transfer arc.
Thus, the potential function from Equation 4.13 is augmented to include a
time-of-flight term,
P = k0∆v
2
0 + kf∆v
2
f + kT∆tTOF , (4.15)
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where the time-of-flight ∆tTOF is computed using two-body analysis. The
target point rf and the transfer velocities are calculated as described in the
initial example. Figure 4.5 shows the potential surface and transfer orbit
that proceed from the definition in Equation 4.15, using the same initial and
target conditions listed in Table 4.1. The addition of the time-of-flight term
eliminates the minimum associated with the previous solution, leaving only one
position along the initial orbit where the conditions for executing a maneuver
are satisfied. The resulting transfer is characterized by both a low ∆v cost
and a small transfer time.
Similar adjustments to the potential function may be made for a vari-
ety of transfer orbit characteristics. Parameters of interest might include the
terminal transfer time (rather than time-of-flight), terminal flight-path angle,
or altitude of closest approach to the central body, among many others. The
flexibility to incorporate any or all of these constraints, and to assign varying
degrees of importance to each one, is a significant advantage to the APF design
approach.
4.3.2 Inclined Transfer
If the initial and desired orbits are non-intersecting and not coplanar,
a two or three-impulse nodal transfer is assumed. Thus, the target point is
the point where the desired orbit intersects the plane of the initial orbit. This
target vector is perpendicular to the angular velocity vectors of both orbits,
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Figure 4.5: Potential Function and Transfer with Time-of-Flight Term
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so its direction is given by
rˆf = ± h0 × hdes||h0 × hdes|| . (4.16)
Equation 4.16 yields two results for the direction of intersection, although both
answers may not always be valid depending on the geometry of the two orbits.
If two legitimate intersection points do exist, the selected target point will
depend on the relative alignment of the orbit apsidal lines and the nodal line.
4.3.2.1 2-Maneuver Transfer
Several previous studies have considered the case of optimal two-impulse
transfer between arbitrary elliptical orbits, and some useful analytical results
have been determined from this research[21, 49, 56]. Of particular interest for
this investigation is the fact that, for a nodal transfer, the radial components
of the initial and final velocities at the impulse points affect the total transfer
∆v only through their algebraic sum; thus, they have no effect on the opti-
mal transfer plane orientation[49]. Furthermore, the optimal transfer between
the nodal points is equivalent to the optimal transfer between two coaxial
pseudo-orbits that lie in the plane of the actual initial and final orbits. The
apsidal points of these pseudo-orbits coincide with the intersections of the
actual orbits with the nodal line[56]. If these equivalent pseudo-orbits are di-
rectly coaxial–that is, their periapse directions are the same–or one orbit is
circular, then the optimal transfer occurs between the nodal point having the
greatest radial distance from the central body and the node with the smaller
radial distance on the other orbit, i.e. the perigee of the pseudo-orbit. For
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inversely coaxial pseudo-orbits, with opposite periapse directions, the optimal
transfer can either be between the two higher altitude nodes or the two lower
altitude nodes[21]. Experimental results[49] indicate that, for a given total
plane change angle θT , the lower ∆v transfer orbit is the one with the greater
distance ratio
rf
r0
. Therefore, in this study, the distance ratio will be the cri-
terion for selecting the target nodal point in order to determine the desired
velocity field.
With the target point rf chosen, the desired velocity can be calculated
according to the formulas presented in the previous section. For a general point
r0 that does not fall on the nodal line, it is assumed that the transfer orbit is in
the plane of the initial orbit, and the desired velocity is thus given by Equation
4.9. If, however, r0 is on the nodal line, then it is preferable to accomplish
a small percentage of the plane change at the initial maneuver. As discussed
in Chapter 2, there is no known analytical solution to find the optimal plane
change split over the two maneuvers. However, if the cost function to be
minimized is instead defined as the sum of the squares of the ∆v’s (i.e. the
potential in Equation 4.13), the optimal initial plane change is given by[54]
tan θ1 =
sin θT(
rf
r0
)(3/2)
+ cos θT
. (4.17)
This equation for the plane change split gives a result that is within 0.5% of
the optimal. A very similar formula, developed for this study, gives the initial
plane change as
tan θ1 =
sin θT(
rf
r0
)2
+ cos θT
. (4.18)
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A comparison of this equation with the formula in Equation 4.17 is shown
in Figure 4.6 for transfer between circular orbits. The ∆v resulting from the
plane change in Equation 4.18, marked by the dashed red line, closely follows
the ∆v curve produced by Equation 4.17 and in fact performs better at lower
ratios of rf to r0. Additionally, this formulation transitions more smoothly to
the three-maneuver plane change split, as discussed in the next section.
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Figure 4.6: Comparison of Plane Change Division Formulas
An example velocity field generated by Equations 4.9 and 4.18, and its
associated potential, are shown in Figures 4.7(a) and 4.7(b), respectively. The
initial and target states for this example are given in Table 4.3. Like the poten-
tial in Figure 4.4(a), from the second coplanar example, this surface displays
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Table 4.3: Inclined Transfer Initial and Target States
Parameter Initial Target
x (km) -5610.238 201.755
y (km) 0.000 13128.315
z (km) 3239.073 2306.067
vx (km/s) 0.000 -4.558
vy (km/s) -7.844 0.000
vz (km/s) 0.000 0.399
no unwanted local minima. Here, the lowest point on the surface coincides
with the point on the initial orbit that is exactly opposite rf , corresponding
to a 180◦ nodal transfer.
The non-coplanar transfer, shown in Figure 4.8, requires a much greater
∆v than the coplanar example due to the 26.8◦ plane change. This transfer
has a total cost of 3.30 km/s, compared to 1.37 km/s for the coplanar example.
Using a Lambert targeting algorithm[10] to achieve this same transfer, for the
same total time, results in a ∆v of 6.84 km/s. In fact, even the Lambert
solution from the initial point to the terminal point of the transfer arc only,
using the same transfer time, yields a slightly greater ∆v – 3.47 km/s – simply
because the Lambert algorithm chooses a less favorable transfer orbit plane.
Because of the high cost incurred by changing the orbital plane, it is often
advantageous to add a third maneuver, so that the majority of the plane
change is effected at a high radial distance from the central body[39]. This is
explored further in the following section.
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Figure 4.7: Non-Coplanar Velocity Field and Potential Function
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4.3.2.2 3-Maneuver Transfer
As shown in Chapter 2, adding a third maneuver can greatly reduce
the required ∆v when a significant plane change is required. Between circular
orbits, the optimal solution is a bi-elliptical transfer, with a certain percentage
of the plane change incorporated into each maneuver. It is again assumed that
the target points for each maneuver are on the nodal line defined by Equation
4.16, but now there will be an intermediate point, rb, that does not lie on either
the initial orbit or the final orbit. The preferred radius of the intermediate
point rb depends on several factors, including the ratio
rf
r0
, the total plane
change θT , and any time constraints on the transfer. For this study, rb is
chosen such that it minimizes the cost function
J =
γ1
(
1− hˆTd hˆ0
)
r0
rb
+ γ2
[
pd
rb
− (1 + eTd rˆb)
]2
, (4.19)
where γ2 is a user-defined constant tuning parameter and γ1 varies with the
current orbit. The first term of J seeks to increase rb as θT increases (i.e. as
hˆ
T
d hˆ0 = cos θT decreases), while the second term adds a penalty for straying
too far from the radius that the desired orbit has along the direction of rˆb. The
desired value of rb is found by setting the partial derivative of J with respect
to rb equal to 0,
∂J
∂rb
= −
γ1
(
1− hˆTd hˆ0
)
r0
r2b
− 2γ2p
2
d
r3b
+
2γ2pd
r2b
(
1 + eTd rˆb
)
= 0, (4.20)
which gives the result
rb =
2γ2p
2
d
2γ2pd (1 + eTd rˆb)− γ1
(
1− hˆTd hˆ0
)
r0
. (4.21)
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When the initial and final orbits are coplanar, 1−hˆTd hˆ0 = 0 and rb corresponds
to the final orbit radius along the direction rˆb. The value of the parameter
γ1 depends on the vehicle’s present orbit; if its apoapsis is high, γ1 is smaller,
but if the apoapsis altitude is low, γ1 increases to force a greater rb for the
subsequent maneuver. For this investigation, a hyperbolic secant function is
used to determine γ1. The hyperbolic secant, sech(x), takes a value of 1 when
x is 0, and goes to 0 as x goes to infinity, as shown in Figure 4.9. The equation
for γ1 is given by
γ1 = λ1sech
(
λ2 (r0ap − r0min)
r0min
)
, (4.22)
where r0ap is the apoapse radius of the current orbit, r0min in the minimum
radius of the starting orbit prior to any transfer maneuvers, and λ1 and λ2 are
user-defined constants.
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Figure 4.9: Hyperbolic Secant Function
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Having determined the target terminal point, it is next necessary to find
the orientation of the two transfer planes. As with the two-impulse transfer,
there is no analytical solution for the optimal division of the total plane change,
but the approach presented in the previous section for achieving a near-optimal
split can be extended to provide a formula for the three-impulse sequence. A
good approximation for the plane change at each maneuver is found to be
tan θj =
(rj/r0)
2 sin(θT − θj−1)
(rj+1/rj)
2 + (rj/r0)
2 cos(θT − θj−1)
, j = 1, 2 (4.23)
with the change at the final maneuver given by θ3 = θT − (θ1 + θ2). In the
case of a circular initial orbit, if the first impulse goes to 0 such that θ1 = 0
and r1 = r2 = r0, Equation 4.23 reduces to the two-impulse θj division from
Equation 4.18. For a total plane change of θT = 30
◦, this approximation
produces the ∆v and θj curves shown in Figure 4.10. Comparing these curves
to the optimal results shown in Figure 2.9, it is evident that, although the
shape of the θj curves do not follow those of the optimal plane change split
particularly closely, the transfer ∆v plots are quite similar. This trend also
holds for all other values of θT . With the target points and transfer plane
orientations set, computation of the desired velocity field and the potential
follow as described previously.
The following transfer example utilizes the three-maneuver formulation
described above, with tuning parameters γ2 = 1, λ1 = 3, and λ2 = 60. The
initial orbit is the same as in the inclined two-maneuver example, but the final
orbit has been rotated further so that the total required plane change is 65.9◦.
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Table 4.4: Inclined Transfer Initial and Target States
Parameter Initial Target
x (km) -5610.238 2952.760
y (km) 0.000 5319.912
z (km) 3239.073 11019.849
vx (km/s) 0.000 -4.548
vy (km/s) -7.844 0.000
vz (km/s) 0.000 1.219
The beginning and target states are listed in Table 4.4, and the resulting
transfer orbit is displayed in Figure 4.11. The total ∆v for this transfer is
6.97 km/s, which is significantly less costly than the 7.95 km/s required for
the two-maneuver sequence for this same problem. Due to the high (33588.4
km) radius of intermediate point, however, the transfer time is 6.24 hours
longer than the two-impulse transfer. Depending on the constraints of the
problem, this may or may not be an acceptable trade for the ∆v savings. In
addition, smaller plane changes such as the previous inclined transfer example
are more efficiently achieved (in both fuel and transfer time) with a two-
maneuver transfer; for the 26.8◦ orientation change, the total cost with three
maneuvers is 4.15 km/s, compared to 3.30 km/s for two maneuvers. The choice
of a two-impulse vs. a three-impulse sequence is problem specific, and at this
point no guaranteed global selection criteria have been found. Currently, this
decision is made by the user, but future research will investigate methods for
automating the choice of sequence.
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Figure 4.11: Non-Coplanar Transfer
4.3.3 Lunar Transfer
In order for the APF method to be a useful general tool for identifying
startup arcs, it must be able to produce valid results for more complex cases,
such as cislunar trajectories. In the example below, the velocity field construc-
tion described previously is employed in the APF algorithm to design a return
trajectory from a low-lunar parking orbit. A two-impulse transfer sequence
is assumed for any plane changes required. Initial conditions for the parking
orbit are listed in Table 4.5. To determine an appropriate target orbit, i.e.
one that will return the spacecraft to some acceptable Earth entry interface,
a set of entry constraints is chosen along with an estimated arrival time. Cur-
rently, these entry conditions are assumed to come from a database or prior
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optimization. The development of an autonomous method for determining
these constraints is the subject of future research. These constraints are used
to compute the entry state (position and velocity), which is then propagated
backwards in time until reaches the lunar sphere of influence. The position
and velocity at the end of the propagation are input as the desired final state
for the APF algorithm.
The entry interface constraints and arrival time for this example are
given in Table 4.6. It should be noted that the timing of the vehicle’s arrival
at the target state is now significant, as the entry parameters will depend
on the relative configuration of the Earth and Moon. Because the current
APF method determines maneuvers independent of time, there may exist a
mismatch between the assumed time of arrival at the desired state, determined
via the backward propagation, and the actual time of arrival of the APF-
determined departure trajectory. This is rectified by adjusting the vehicle’s
initial departure time through a simple offset targeting algorithm. At each
iteration, the arrival time error is computed and that value is subtracted from
the current departure time. This method typically reduces the arrival time
error to within 1 second in 3 or 4 iterations. If it is necessary for the initial
time to be strictly enforced, this can be accomplished through the targeting
algorithm; this will be explored in further detail in Chapter 5.
The trajectory generated by the APF algorithm is shown in Figure 4.12.
Using the offset method to correct the departure timing results in an initial
time that is 15.4 hours earlier than the original start time for the problem.
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Table 4.5: Initial Conditions
Epoch 2-Aug-2018 1:53:38.4 TDT
x (km) -1834.7155
y (km) -66.2361
z (km) -73.9653
vx (km/s) -0.0864
vy (km/s) 0.8139
vz (km/s) 1.4136
Table 4.6: Estimated Arrival Conditions
Epoch 7-Aug-2018 00:52:07.9 TDT
Geocentric Altitude (km) 121.92
Longitude (deg) -134.5456
Geocentric Latitude -19.20410
Geocentric Azimuth (deg) 13.9960
Geocentric Flight Path Angle (deg) -6.0300
This arc has a total ∆v of 1.6886 km/s, which is slightly high for a lunar return,
but this is an issue than can be addressed to some extent by a targeting or
optimization algorithm. Ideally, though, the cost of the startup arc should
be as low as possible before being passed on to the targeting routine, so it
is beneficial to examine ways in which the cost of the APF trajectory can be
reduced.
Phasing is extremely important when designing trajectories in multi-
body systems. Using two-body approximations to construct the artificial po-
tential field neglects the effects of phasing, a limitation that can have a detri-
mental effect on the performance of the APF algorithm. Consider the return
example described previously. If the departure and entry times for this trans-
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Figure 4.12: APF Lunar Return (MCI), 1.6886 km/s
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fer were shifted, the change in the Earth-Moon configuration could cause a
noticeable difference in the trajectory produced by the APF algorithm. To
demonstrate this timing effect, the transfer above is subjected to time shifts
over a range of ±12 revolutions of the initial orbit. These arcs have the same
initial conditions and entry parameters as those listed in Tables 4.5 and 4.6,
except that the epochs for departure and arrival are shifted by n revolutions.
The costs of the resulting transfers are plotted against n in Figure 4.13(a),
and the total plane change associated with this geometry is given in Figure
4.13(b). There is a definite, though not exact, correlation between the plane
change required and the total ∆v cost, which is to be expected. Changes in
orbit orientation, as discussed previously, have a considerable impact on the
transfer cost, but there are also many other influencing factors, particularly
for complex problems such as cislunar trajectories. It is clear from Figure
4.13(a) that improvements in cost can be achieved for this transfer simply by
departing a few revolutions earlier, if possible; the total ∆v drops from 1.6886
km/s to 1.6548 km/s, a reduction of over 30 m/s, in the course of 6 revolu-
tions. Conversely, a poor choice of transfer epoch can have a disastrous effect
on cost, as evidenced by the 2.1425 km/s trajectory that results from leaving
10 revolutions earlier. Future iterations of the APF algorithm must be capable
of taking these phasing effects into account in order to be truly effective as a
general trajectory design tool.
Another important factor in more complex trajectory design is the set
of desired terminal conditions. For lunar returns, this corresponds to the entry
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126
Table 4.7: Modified Arrival Conditions
Epoch 7-Aug-2018 00:53:09.7 TDT
Geocentric Azimuth (deg) 44.6262
Geocentric Flight Path Angle (deg) -5.8600
interface parameters and entry epoch listed in Table 4.6. Even slight modifica-
tions to these constraints can have a noticeable effect on the return trajectory.
For example, consider the two-maneuver return generated previously. With
the same entry interface conditions, switching to a three-maneuver sequence
has little effect on the overall cost of the return, other than significantly in-
creasing the time-of-flight. However, if the entry azimuth, flight path angle,
and epoch are adjusted to the values in Table 4.7, the APF algorithm with a
three-maneuver sequence produces the initial guess displayed in Figure 4.14.
This trajectory has a total ∆v of 1.4928 km/s (1.7216 km/s with the two-
maneuver sequence), and it requires only a +2.6 hour initial time shift to
match the time at the end of the backward propagation. Clearly, selection
of the terminal conditions plays an significant role in the overall trajectory
design, and should be examined further as part of future research efforts in
developing the APF design algorithm.
4.4 Summary
This chapter examines the use of artificial potential function (APF)
methods as a means of identifying suitable startup arcs for targeting and op-
timization algorithms. The primary objectives of the study are to evaluate
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Figure 4.14: APF Lunar Return (MCI), 1.4928 km/s
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the feasibility of this approach for complex trajectory design and to determine
key areas of development for future research. Candidate potential functions
are defined in terms of a) error between the current position and a desired
intersection point on a target orbit and b) error between the current velocity
and the desired velocity, and a method for calculating a desired velocity field,
based on two-body analysis, is presented. These are employed in the develop-
ment of a preliminary APF trajectory design algorithm for orbital transfers.
This algorithm uses the time derivative of the potential to determine impul-
sive maneuver locations, rather than the classical APF approach of using the
gradient to calculate a desired acceleration vector. The APF design method is
utilized to generate sample Earth orbit and lunar return trajectories. Results
indicate that this method has promise as a tool for fast calculation of startup
trajectories, but the current potential function and velocity field construction
limits its effectiveness in more complex dynamical systems where phasing is
an important factor in the cost and structure of solution arcs. In addition,
the proper selection of target conditions is a relatively unexplored area of re-
search within the APF method that can greatly affect the quality of the initial
guess. Future work will seek to address these issues through the development
of potentials that incorporate more complex dynamics and timing.
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Chapter 5
End-to-End Examples
In this chapter, initial guess trajectories obtained using the Artificial
Potential Function (APF) method are used as startup arcs for the continuous
actuation two-level targeting algorithm described in Chapter 3. Finite thrust
is the assumed actuation method. These examples demonstrate how the APF
method and targeting algorithm complement one another when used in con-
junction. The APF method produces startup solutions that satisfy the desired
entry constraints and have no substantial discontinuities, both of which im-
prove the convergence behavior of the targeter. Conversely, the robustness
and versatility of the two-level corrector can be used to compensate for weak-
nesses in the APF initial guess, such as high ∆v or timing inaccuracies. The
behavior of the targeter in response to various initial guess characteristics is
also examined, in order to provide possible directions for future research.
The first step towards implementing the APF startup arcs into the two-
level targeter is to select a set of patch points from the full APF trajectory.
Selection of the patch points can have a significant impact on the performance
of the targeting algorithm, and choosing the best set of patch states is an area
of study unto itself. Thus, for this investigation, a simplified method, that
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is known to produce acceptable sets of patch states, is used. Although the
exact determination of patch points varies by problem, the selection procedure
follows a common set of guidelines. Patch states are chosen at
• The initial state
• Each impulse state, immediately post-maneuver
• 1-2 intermediate states between maneuvers
• The end of the backwards propagation of the target state
• 2-3 intermediate states along the propagated target orbit
• The final state
This process results in 8-10 patch states for the lunar return trajectories. The
full sets of patch points for the examples in this chapter may be found in
Appendix B.
5.1 Lunar Return Example 1
This example explores the performance of the 2-maneuver lunar return
arc, described in Chapter 4, as a startup solution. The initial states and
targeted entry conditions are listed in Tables 5.1 and 5.2, respectively, and
the engine parameters are the same as those given in Chapter 3 (Table 3.9).
This initial arc is designed to meet all five terminal constraints with minimal
discontinuities, but as discussed previously, the total ∆v cost is higher than
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Table 5.1: Initial Conditions
Initial Value
Epoch 2-Aug-2018 01:53:33.8 TDT
Mass (kg) 20339.9
x (km) -1834.7154532654
y (km) -66.2360967947
z (km) -73.9652632316
x˙ (km/s) -0.0863745295
y˙ (km/s) 0.8139443100
z˙ (km/s) 1.4136371915
Table 5.2: Terminal Constraints
Constraint Value
Geodetic Altitude (km) 121.92
Longitude (deg) -134.5456
Geocentric Latitude (deg) -19.2041
Geocentric Azimuth (deg) 13.9960
Geocentric Flight Path Angle (deg) -6.03
ideal. The convergence behavior of the targeting algorithm with this initial
guess is examined, and a procedure for using the targeter to reduce the ∆v is
described and tested.
5.1.1 Finite Burn Example with Main Engine
The first sub-example assumes a high thrust engine for both maneuvers,
comparable to the main engine of the MPCV. A comparison of results for both
the unscaled and scaled finite burn targeting algorithm with the impulsive
corrector is given in Table 5.3. The algorithm converges easily, requiring only
5 iterations for both cases (compared to 4 for the impulsive solution), but
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Table 5.3: Maneuver and Convergence Data
Impulsive Unscaled FB Scaled FB
TEI-1 ∆v (km/s) 0.6000 0.6112 0.6106
TEI-2 ∆v (km/s) 1.0989 1.0988 1.0994
Total ∆v (km/s) 1.6989 1.7100 1.7100
Iterations 4 5 5
Table 5.4: Burn Data - Unscaled Algorithm
Maneuver Duration (s) Prop. Mass Consumed (kg)
TEI-1 339.1491 3542.189
TEI-2 468.1383 4889.396
Total 807.2874 8431.585
there is an increase in cost that is almost entirely attributable to the first
maneuver. From the shape of the trajectory, given in Figure 4.12 in Chapter
4, it is evident that the first maneuver occurs much closer to the Moon, raising
the altitude of the vehicle until it intersects with the escape arc defined by the
backward propagation from the entry conditions. It has been shown that the
performance penalty for replacing an impulsive maneuver with a finite burn
increases both with proximity to a gravitational body and with greater burn
duration - the increase is proportional to the term
µ∆t2
burn
r3
[42]. Thus, it is
reasonable that the first maneuver, which is applied at a radius of 1837.4 km,
will undergo a greater change in the transition from an impulse to a finite
thrust than the second maneuver at 26761.5 km, despite the longer duration
of the second burn.
Tables 5.4 and 5.5 provide a more detailed look at each converged burn
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Table 5.5: Burn Data - Scaled Algorithm
Maneuver Duration (s) Prop. Mass Consumed (kg)
TEI-1 338.8666 3539.238
TEI-2 468.4189 4892.326
Total 807.2855 8431.564
maneuver in the unscaled and scaled algorithm, respectively. The results are
nearly identical, indicating that scaling does not have a significant effect in this
particular problem. This suggests that the availability of feasible solutions in
the vicinity of this startup arc is limited. Because the converged solution in
this case is close to the initial trajectory, however, this does not present a
problem in terms of algorithm performance.
5.1.2 Finite Burn Example with Auxiliary Engines
Using the same input, the lower-thrust, or auxiliary, engines are now
employed for the second maneuver. The unscaled algorithm converges in 5
iterations, while the scaled version requires 7 iterations. As shown in Tables
5.6 and 5.7, the results both with and without scaling implemented are not only
nearly identical to one another, but also quite similar to the high-thrust engine
solution. The most noticeable difference, unsurprisingly, is the propellant mass
consumption during the second maneuver, which is over 200 kg higher than
in the previous example. The ∆v of that burn, though, remains relatively
unchanged, meaning that the ∆v constraint is not necessarily limiting the fuel
expenditure. It may be useful in future research to explore a direct propellant
constraint rather than controlling it indirectly through the ∆v.
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Table 5.6: Burn Data Using Auxiliary Engines - Unscaled Algorithm
Maneuver Duration (s) Prop. Mass Consumed (kg) ∆v (km/s)
TEI-1 339.2824 3543.581 0.6115
TEI-2 3479.0881 5111.198 1.0986
Total 3818.3705 8654.779 1.7101
Table 5.7: Burn Data Using Auxiliary Engines - Scaled Algorithm
Maneuver Duration (s) Prop. Mass Consumed (kg) ∆v (km/s)
TEI-1 339.3463 3544.249 0.6116
TEI-2 3478.5750 5110.444 1.0984
Total 3817.9213 8654.693 1.7100
5.1.3 Cost Reduction Via Continuation
Specifications for the MPCV include a propellant mass of 8063.65 kg;
using this as a benchmark, it is clear that the ∆v from the previous examples
is too high. The ∆v of the initial guess can be lowered, however, through a
continuation scheme. Using the impulsive two-level targeting algorithm, the
original initial guess is converged, and that converged solution is then used
as an initial guess but with a reduced ∆v constraint. The entry constraints
are also relaxed, allowing the entry flight path azimuth and latitude to vary.
This process is repeated, using each converged solution as a new initial guess,
until the desired ∆v is reached. Reducing the ∆v constraint by 20-30 m/s for
each run ultimately yields a final solution with a ∆v of 1.54 km/s. This final
converged solution is then used as a startup arc in the finite burn targeting
algorithm, again assuming auxiliary engines are used for the second maneuver
and increasing the ∆v constraint to 1.55 km/s for more flexibility. Figure
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5.1 shows the converged arc of the original initial guess (black), the reduced
∆v solution resulting from the continuation scheme (magenta), and the final
converged solution from the finite burn targeter (blue). Patch point locations
for the initial guess arcs are denoted by x’s, and the final maneuver locations
are shown as red circles. The converged results in Table 5.8, which are obtained
after 8 iterations of the targeter, show that the total propellant mass consumed
is now within the desired budget.
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Table 5.8: Reduced ∆v Burn Data - Unscaled Algorithm
Maneuver Duration (s) Prop. Mass Consumed (kg) ∆v (km/s)
TEI-1 324.3184 3387.291 0.5819
TEI-2 3156.0145 4636.564 0.9674
Total 3480.3329 8023.855 1.5493
Table 5.9: Initial Conditions
Initial Value
Epoch 2-Aug-2018 19:51:46.0 TDT
Mass (kg) 20339.9 (total fuel = 8063.65 kg)
x (km) -1834.7154532654
y (km) -66.2360967947
z (km) -73.9652632316
x˙ (km/s) -0.0863745295
y˙ (km/s) 0.8139443100
z˙ (km/s) 1.4136371915
5.2 Lunar Return Example 2
In this second example, the 3-maneuver lunar return trajectory from
Chapter 4 is employed as an initial guess in the finite burn targeter. The initial
and target terminal conditions are given in Tables 5.9 and 5.10. Note that now,
a strict total fuel limit of 8063.65 kg is enforced in place of the entry flight-
path azimuth. As mentioned before, the entry epoch and flight-path angle
have been modified slightly from the previous example, but the flight-path
angle constraint is still imposed. Like the first case, this example evaluates
the targeting algorithm performance with both high-thrust and lower-thrust
engines, and with and without variable scaling implemented. The initial time
shift of the startup arc, and a means of mitigating that, is also considered.
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Table 5.10: Terminal Constraints
Constraint Value
Geodetic Altitude (km) 121.92
Longitude (deg) -134.5456
Geocentric Latitude (deg) -19.2041
Geocentric Flight Path Angle (deg) -5.86
5.2.1 Finite Burn Example with Main Engine
The first case examined again uses high-thrust engines for all of the burn
maneuvers. Table 5.11 shows a comparison of the impulsive, unscaled finite
burn, and scaled finite burn results. Unlike the previous example, this startup
arc displays a noticeable sensitivity to the implementation of variable scaling,
indicating a greater availability of nearby solutions. The scaled version of the
algorithm demonstrates both a faster convergence (3 iterations compared to 6)
and a lower total ∆v cost. From the individual maneuver ∆v’s in Table 5.11,
the scaled algorithm converges to a higher ∆v for the initial maneuver, but this
ultimately results in a significantly lower ∆v at the third maneuver. Recall the
rocket equation (Equation 3.39, in Chapter 3). For a constant thrust engine,
the only dependent variables affecting the ∆v of a burn are the burn duration,
∆tburn, and the initial massmk. Employing a more substantial burn at the first
maneuver reduces the total mass of the vehicle, which, from Equation 3.40,
also reduces the burn durations of the later maneuvers. Although increasing
the initial burn may in fact result in a more favorable trajectory geometry, the
decreased burn duration certainly contributes to the lower overall ∆v of the
scaled algorithm solution.
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Table 5.11: Maneuver and Convergence Data
Impulsive Unscaled FB Scaled FB
TEI-1 ∆v (km/s) 0.5438 0.5490 0.5568
TEI-2 ∆v (km/s) 0.2912 0.2930 0.2941
TEI-3 ∆v (km/s) 0.6651 0.6581 0.6223
Total ∆v (km/s) 1.5001 1.5001 1.4732
Iterations 4 6 3
Table 5.12: Burn Data - Unscaled Algorithm
Maneuver Duration (s) Prop. Mass Consumed (kg)
TEI-1 307.5251 3211.897
TEI-2 143.7250 1501.113
TEI-3 278.5624 2909.400
Total 729.8125 7622.410
More insight can be gained by examining the details of each burn ma-
neuver, listed in Tables 5.12 and 5.13. Because of the high engine thrust, and
thus the high propellant mass flow rate (assuming a constant Isp), the reduc-
tion in burn duration at the third maneuver results in significant savings in
fuel consumption. By making the first burn just 4 seconds longer, and with
essentially no change to the second burn, the final burn duration decreases by
14 seconds. This results in a net reduction of nearly 30 m/s of ∆v and over
100 kg of propellant mass consumption. Based on these results, it may be
worthwhile to explore potential function constructions that encourage larger
initial maneuvers in the initial guess arc, despite the possibility of increased
∆v penalties in the transition from impulsive to finite burn maneuvers.
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Table 5.13: Burn Data - Scaled Algorithm
Maneuver Duration (s) Prop. Mass Consumed (kg)
TEI-1 311.5061 3253.475
TEI-2 143.9096 1503.041
TEI-3 264.1220 2758.580
Total 719.5377 7515.096
5.2.2 Finite Burn Example with Auxiliary Engines
Here, for the same initial arc, the lower-thrust auxiliary engines are
substituted for the final two burn maneuvers. Burn data for the unscaled and
scaled versions of the finite burn targeting algorithm, both of which converge in
4 iterations, is given in Table 5.14 and Table 5.15. For this case, although the
scaled algorithm still performs better overall, the difference is much less pro-
nounced. Compared to the impulsive results from the previous section, both
versions of the algorithm converge with a higher ∆v at the first maneuver,
possibly to offset the much longer burn durations required at the subsequent
maneuvers. It is interesting to note that, despite the fact that both the scaled
and unscaled algorithm converge to lower total ∆v values than in the previous
case, the fuel consumption is actually higher in both cases than either of the
main engine results. The lower mass flow rate is not sufficient to compensate
for the substantially longer burn durations. As with the two-maneuver exam-
ple, this suggests that future alterations to the finite burn algorithm should
consider constraining the propellant consumption directly, rather than through
the ∆v constraint.
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Table 5.14: Burn Data Using Auxiliary Engines - Unscaled Algorithm
Maneuver Duration (s) Prop. Mass Consumed (kg) ∆v (km/s)
TEI-1 310.6551 3244.588 0.5551
TEI-2 1087.6472 1597.884 0.2971
TEI-3 1935.9439 2844.134 0.6139
Total 3334.2462 7686.606 1.4661
Table 5.15: Burn Data Using Auxiliary Engines - Scaled Algorithm
Maneuver Duration (s) Prop. Mass Consumed (kg) ∆v (km/s)
TEI-1 311.8613 3257.186 0.5574
TEI-2 1081.6031 1589.005 0.2956
TEI-3 1908.7916 2804.244 0.6045
Total 3302.2560 7650.435 1.4575
One thing to note in both this and the previous case is that there is less
discrepancy between the impulsive solution and the finite burn solutions than
there was for the two-maneuver startup arc. With three smaller maneuvers,
the burn durations at each maneuver are lower, and thus the ∆v increase due
to the finite burn is lessened. This is something to consider for future iterations
of the artificial potential function design algorithm.
5.2.3 Time-Shifted Initial Guess
One drawback to the APF method, as mentioned before, is that the
initial time is not constrained to match the original input initial time. If the
targeting process is done prior to launch, this is not a significant issue, but for
the approach to be useful for onboard applications it must be addressed either
in the initial guess procedure or by the targeting algorithm. As demonstrated
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in Chapter 3, the finite burn two-level corrector is capable of converging a
time-shifted initial guess. One approach, then, would be to shift all of the
patch points for the 3-maneuver initial guess such that the start time of the
trajectory matches the original t0. While valid, this is not necessarily the
best method for recovering the correct initial time. If these time-shifted patch
points are fed directly into the finite burn targeter, assuming the auxiliary
engines are used for the last two maneuvers, it requires 18 iterations for the
algorithm to converge even if only the altitude and flight path angle are con-
strained. In the impulsive two-level corrector, 11 iterations are required to
converge the time-shifted trajectory with only altitude and flight-path angle
targeted. If continuation is used to target the latitude and longitude as well,
another 4 iterations give a trajectory with the correct entry longitude, and
an additional 11 iterations are required to find a solution with the entry lat-
itude constrained as well. From the initial and final trajectories (i.e., before
and after continuation) shown in Figure 5.2, it is evident that the targeting
algorithm must substantially change the startup solution in order to meet the
desired entry constraints.
Due to the nature of the APF process, however, it is not actually nec-
essary to shift all of the patch points, nor even to target the entry constraints
directly. Because a segment of the trajectory comes from propagating the en-
try state backwards, it is actually only necessary to target the final state of
that propagation - in other words, the interface point between the back propa-
gated trajectory and the APF-generated trajectory. If only the APF segment
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Figure 5.2: Time-Shifted Lunar Return (MCI), 1.5000 km/s
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of the trajectory is time-shifted, and the target constraints are defined as the
interface position, velocity, and time, then the impulsive corrector converges
in 14 iterations, rather than the 26 total iterations required by the previous
method. This approach, though, can also be improved upon. Since the entry
speed and flight path azimuth are allowed to vary in this example, it is advan-
tageous to use the full trajectory, rather than just the APF arc, as a startup
solution, and to only target the four entry constraints as before. This allows
the targeter more flexibility in finding a feasible solution. However, instead of
shifting the times for all of the patch points, only the lunar arc (APF segment)
patch points are altered. The rest are left unchanged, since they are known
to match the desired entry conditions. Under these circumstances, the impul-
sive algorithm converges in 11 iterations; the initial and final arcs are shown
in Figure 5.3. Clearly, this approach requires a much less significant change
to the startup arc than the first method (Figure 5.2), and thus it converges
considerably more quickly.
The final resulting trajectory, with all four entry constraints met, is
then used in the finite burn targeter as an initial guess. The results in Ta-
bles 5.16 and 5.17 are for the auxiliary engine case. Unscaled, the algorithm
converges in 3 iterations, while the scaled algorithm requires 7 iterations.
5.3 Summary
This chapter presents a synthesis of the two algorithms described in this
work, a continuous actuation targeting algorithm and an artificial potential
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Figure 5.3: Partially Time-Shifted Lunar Return (MCI), 1.5000 km/s
Table 5.16: Burn Data Using Auxiliary Engines - Unscaled Algorithm
Maneuver Duration (s) Prop. Mass Consumed (kg) ∆v (km/s)
TEI-1 309.7365 3234.993 0.5533
TEI-2 1207.3625 1773.760 0.3315
TEI-3 1918.9526 2819.171 0.6152
Total 3436.0516 7827.924 1.5000
Table 5.17: Burn Data Using Auxiliary Engines - Scaled Algorithm
Maneuver Duration (s) Prop. Mass Consumed (kg) ∆v (km/s)
TEI-1 308.8013 3225.225 0.5515
TEI-2 1159.4937 1703.435 0.3174
TEI-3 1973.8934 2899.886 0.6311
Total 3442.1884 7828.546 1.5000
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function trajectory design algorithm. Although each methodology can be used
independently of the other for various applications, the primary goal of this
study is the development of a self-contained targeting tool capable of both
autonomously generating a startup solution and targeting the specified path
constraints. The examples shown here demonstrate the end-to-end automated
guidance procedure, beginning with the identification of a startup arc via the
APF algorithm and followed by the targeting process using a modified two-level
corrector. The initial guess arcs are designed to meet any required terminal
constraints and to have minimal discontinuities, both of which improve the
convergence behavior of the targeter. Likewise, the targeter is shown to be
capable of addressing any undesirable traits of the startup arc, such as high
∆v or start time inaccuracies.
In addition to demonstrating the combined performance of the APF
method and the targeter, the results presented here also provide insight into
possible future research efforts that may enhance the effectiveness of this tool.
For the targeter, these include the development of a fuel consumption con-
straint and more efficient methods of dealing with shifts in the initial time of
the trajectory. Of interest for the APF algorithm would be an exploration of
the impact of the number and location of maneuvers, and their relative mag-
nitudes, on the transition from an impulsive solution to a finite burn solution.
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Chapter 6
Conclusions
This work presents the development of computationally efficient tar-
geting and preliminary trajectory identification algorithms that may be used
in conjunction to serve as an onboard, fully autonomous guidance tool for
spacecraft applications. The methodologies described address the two primary
requirements of autonomy as defined in this study: (1) the automatic determi-
nation of an appropriate startup solution, and (2) the ability to target, using
only the available actuation method and budget, any specified terminal and
path constraints. The efficacy of each of the two algorithms is demonstrated
through several examples, both separately and conjointly as an end-to-end
procedure.
The investigation focuses first on targeting the path and terminal con-
straints, specifically for continuous or piecewise continuous actuation meth-
ods. The approach is based on the impulsive two-level targeting algorithm,
but includes several modifications to allow for the incorporation of continuous
actuation. This new algorithm preserves the robustness and efficiency of the
classical implementation while greatly expanding the spectrum of potential
applications.
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The key distinction enabling the incorporation of continuous actua-
tion methods is the augmentation of the state vector to include the control
parameters, so that the differential equation governing the controlled system,
including any actuator dynamics, may be written as a function of the state and
time only. The linearized dynamical model then takes the form of a zero-input
system, which is consistent with the classical implementation of the two-level
corrector. Another modification is the introduction of sub-arcs within each
pre-specified trajectory segment. The initial and final times of each sub-arc
represent times of instantaneous changes in one or more control parameters,
similar to switching times in optimal control theory, and are used as control
variables in the two-level targeter framework.
Because the continuous actuation targeting algorithm follows the same
structure as the classical two-level corrections process, it retains many of the
inherent advantages of that method. It requires no knowledge of a nominal
path, only an initial set of patch states to represent the startup solution.
The addition of constraints, whether applied at a particular point or over
the entire trajectory, is straightforward, and the use of a linearized model
gives it significant computational simplicity and efficiency. Furthermore, the
inclusion of sub-arcs with variable terminal times in the new algorithm allows
for an increased number of control variables in the Level I procedure. This in
turn increases the number of constraints that may be simultaneously targeted
during that process.
A final advantage is that this method is not model-dependent, and
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may thus be implemented for a number of different systems. This is validated
through several sets of examples in Chapter 3, building in actuator complexity
from a constant torque input to reaction wheels to finite thrust. The appli-
cations primarily showcase the Level I process, as that is where the majority
of the modifications take place, but several examples implementing the full
two-level procedure are provided as well.
The second part of the investigation considers the automatic deter-
mination of startup solutions. Artificial potential function (APF) methods,
which are prevalent in path planning for other applications, are examined as
a tool for preliminary trajectory design. The specific methodology utilized is
a velocity error-based potential function that relies on the computation of a
desired velocity field to define the motion of the vehicle. The resulting tra-
jectories closely match the correct terminal constraints and display minimal
discontinuities, but may have timing or actuation budget issues that must be
addressed by the subsequent targeting algorithm.
Potential function methods have been used for many years to perform
path planning for ground-based robots, attitude maneuvers, and spacecraft
formation flight, among other applications. Because these methods typically
assume the availability of a continuously applied, unconstrained control input,
they are at first glance not well-suited for general trajectory design. How-
ever, the implementation of a desired velocity field, computed using two-body
approximations, and velocity error-based potential mitigates these issues sig-
nificantly. Instead of using the potential field to determine the control acceler-
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ation, this algorithm seeks the minimum of the potential with respect to time
in order to identify suitable impulsive maneuver locations. Because this value
of the potential is based on the difference between the current velocity and the
desired velocity at that point, this serves to drive down the overall ∆v cost of
the trajectory.
A notable advantage of the APF approach, in addition to the speed
and computational simplicity inherent in the methodology, is its versatility.
Trajectory characteristics in addition to the cost, such as a low transfer time
or specified minimum or maximum periapse altitude, may be incorporated
individually or simultaneously into the construction of the potential to produce
desirable behavior in the startup arc. An example in Chapter 4 demonstrates
how this method may be used to generate a simple coplanar transfer arc that
is both low-cost and short in duration. Other advantages include minimal
discontinuities and close matching of any imposed terminal constraints, as
shown particularly by two precision entry lunar return examples.
Finally, several examples are presented to show how the continuous
actuation targeting algorithm and APF startup arc identification method work
together as a self-contained autonomous targeting tool. These examples first
demonstrate the good convergence behavior of the targeting algorithm when
seeded with APF-produced initial solutions; the targeter identifies a feasible
solution in relatively few iterations while meeting every specified constraint to
within the desired tolerance. Further examples show how any drawbacks to
the potential function solution, such as a high cost or initial timing error, may
150
be addressed by the targeting algorithm without significantly increasing the
computational requirement.
6.1 Suggested Future Work
There are several research areas in which future work may enhance the
methodologies developed in this investigation. Some of these are listed below.
• Continuous Actuation Targeting
– Several formulations currently exist within the two-level targeter
framework for constraints that are imposed at a single patch state.
These are primarily implemented as terminal constraints, but are
not limited to be so. However, only one constraint, the total cost,
can be applied over the entire trajectory. The ability to incorpo-
rate similar constraints, that are not necessarily associated with a
particular patch point, would broaden the range of possible applica-
tions for this algorithm and perhaps improve the solution process for
certain scenarios in the current applications. Specific examples in-
clude a propellant consumption constraint or an obstacle-avoidance
constraint.
– For good convergence behavior in the targeting algorithm, it is es-
sential for the State Relationship Matrix (SRM) to be well-conditioned.
Investigating the threshold of SRM condition number for which con-
vergence becomes inhibited, and furthermore the effects of variable
151
scaling on the SRM condition number, could give valuable insight
that may improve the performance of the targeter.
• Preliminary Trajectory Identification
– Because it is a linear correction process, the targeting algorithm
works best when the desired perturbations to the state are in or near
the linear range. For highly nonlinear systems, such as the attitude
slew example in Chapter 3, the linear approximation can break
down fairly quickly. Thus, the selection of appropriate patch states
is an important aspect of determining a startup solution. In this
study, the patch states are selected heuristically. An investigation
into the relationship between the system dynamics, patch point
locations, and targeter convergence behavior could provide a more
reliable and generalized selection method.
– In its current form, the APF design algorithm relies on the knowl-
edge of a full terminal state vector in order to determine the target
orbit for velocity field computation. The ability to autonomously
determine an appropriate terminal state from just one or two con-
straints would enhance the generality of the approach.
– The velocity field computations developed in this study utilize two-
body approximations. A more complex formulation, perhaps incor-
porating third body, spherical harmonics, or phasing effects, may
provide better results for identifying cislunar or interplanetary tra-
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jectories. Also, an analysis of the transition from impulsive to fi-
nite burn maneuvers could provide additional considerations for po-
tential function constructions, leading to startup arcs that convert
more readily to the finite burn case.
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Appendix A
Chapter 3 Initial Patch States
A.1 Precision Entry Examples
Table A.1: Patch Points for Precision Entry (MCI)
k Time (d) x (km) y (km) z (km) vx (km/s) vy (km/s) vz (km/s)
1 0.0000 -1236.7971 1268.1142 468.3832 0.0329 0.5893 -1.5281
2 0.1005 -121.3092 815.2075 -1634.4365 1.1019 -1.0515 -0.6104
3 0.1911 2306.1633 -7378.9082 3627.3188 0.0948 -0.4817 0.7548
4 0.7049 1835.6098 -11419.4236 22195.6003 -0.0936 0.0351 0.1987
5 1.3559 -3476.1712 -4987.7369 22618.7012 -0.0805 0.1797 -0.1975
6 1.3778 -3626.6133 -4643.3008 22227.9938 -0.0781 0.1834 -0.2145
7 1.5239 -1297.0258 -1021.2100 17645.2059 0.1940 0.2965 -0.4452
8 1.7621 2213.8423 3897.3755 2497.7762 -0.0115 -0.1042 -1.2933
9 1.7760 2131.5697 3652.8726 886.4852 -0.1355 -0.3196 -1.3861
10 2.9295 -43275.5730 -74480.9870 -67695.4480 -0.4413 -0.7158 -0.5660
11 3.9547 -85232.2773 -132990.7270 -113066.7120 -0.5333 -0.5964 -0.4461
12 5.7457 -271969.5636 -219843.5338 -113476.0288 -1.5644 -8.7906 6.6781
A.2 Lunar Cycle Examples
Table A.2: Patch Points for Lunar Cycle Example, Day 1 (MCI)
k Time (d) x (km) y (km) z (km) vx (km/s) vy (km/s) vz (km/s)
1 0.0800 1811.7587 195.0894 -235.6049 0.2603 -0.6192 1.4890
2 0.0939 1131.3087 -515.7179 1352.8625 -1.2847 -0.4509 0.9025
3 0.3186 -14025.7177 1927.5216 -6280.2732 -0.3177 0.1572 -0.4112
4 0.9791 -17191.7336 7312.5906 -19842.2331 0.1021 0.0379 -0.0924
5 0.9930 -17066.2790 7356.7247 -19949.6089 0.1069 0.0356 -0.0866
6 1.2046 -9351.0629 1556.4313 -14038.6710 0.4850 -0.3357 0.4116
7 1.4023 976.2354 -3258.8246 -2346.6280 0.6946 0.1290 1.3460
8 1.4161 1731.7989 -2909.4684 -624.9496 0.5363 0.4787 1.5064
9 1.8745 -7631.4693 35017.6465 30878.2008 -0.2610 0.8707 0.6288
10 4.3982 -68176.3260 211519.7031 63882.4925 -0.0228 0.8257 0.3968
11 5.6600 -6492.4424 331187.5816 178399.6460 -3.4414 -1.6887 10.5794
155
Table A.3: Patch Points for Lunar Cycle Example, Day 3 (MCI)
k Time (d) x (km) y (km) z (km) vx (km/s) vy (km/s) vz (km/s)
1 0.0843 1808.3660 -42.3341 322.5813 -0.2783 -0.6419 1.4761
2 0.0982 599.1122 -652.7208 1609.6766 -1.5422 -0.2770 0.4617
3 0.3230 -11128.2055 3698.8282 -10101.5831 -0.1561 0.1947 -0.4808
4 0.9834 -9058.5751 9244.4824 -23530.4062 0.1395 0.0193 -0.0459
5 0.9973 -8889.6073 9265.8232 -23581.1814 0.1421 0.0163 -0.0387
6 1.2098 -2797.5015 3375.4149 -15598.5634 0.3588 -0.3526 0.5462
7 1.4084 2404.2421 -2174.2885 66.8395 -0.3267 0.2024 1.6804
8 1.4223 1762.4891 -1701.3856 1999.7540 -0.7280 0.5758 1.4787
9 1.8784 -31505.2873 26332.2563 28434.0208 -0.7656 0.6567 0.5435
10 4.3995 -173760.0319 158396.9655 36482.3868 -0.4494 0.6939 0.3268
11 5.6600 -181748.3946 277178.0908 154541.5980 -3.2206 -4.3371 9.7804
Table A.4: Patch Points for Lunar Cycle Example, Day 6 (MCI)
k Time (d) x (km) y (km) z (km) vx (km/s) vy (km/s) vz (km/s)
1 0.0861 1748.1314 -141.2503 547.8324 -0.4968 -0.6307 1.4226
2 0.1000 354.8423 -689.4176 1665.7671 -1.6008 -0.1946 0.2605
3 0.3248 -9533.4536 4333.1892 -11380.9432 -0.0816 0.2049 -0.4937
4 0.9852 -5183.2054 9853.0910 -24131.4075 0.1532 0.0123 -0.0189
5 0.9991 -4998.3517 9865.8938 -24149.4498 0.1549 0.0090 -0.0112
6 1.2117 713.1056 5701.0557 -14614.7564 0.3160 -0.2733 0.6350
7 1.4104 2152.0911 -952.3354 2005.8320 -1.2197 -0.3889 1.2195
8 1.4243 504.8435 -1299.1310 3200.0587 -1.4641 -0.1912 0.7644
9 1.8802 -47750.6101 -1409.9080 12333.5821 -1.0937 0.0215 0.1620
10 4.4001 -245843.4912 -42627.8549 38221.0258 -0.8456 0.1536 0.1856
11 5.6600 -349455.9999 77757.5019 52025.1962 -1.5528 4.0371 -10.2007
Table A.5: Patch Points for Lunar Cycle Example, Day 10 (MCI)
k Time (d) x (km) y (km) z (km) vx (km/s) vy (km/s) vz (km/s)
1 0.0926 1264.9187 -464.7081 1249.0292 -1.1822 -0.4929 1.0138
2 0.1065 -553.5780 -709.9509 1601.7088 -1.5556 0.1237 -0.4828
3 0.3313 -2530.9056 5861.9835 -14085.8017 0.1842 0.2073 -0.4637
4 0.9917 8028.4844 10212.7825 -23136.9288 0.1501 -0.0181 0.0532
5 1.0056 8207.1566 10189.0496 -23068.6637 0.1477 -0.0215 0.0606
6 1.2323 7342.8158 8139.5217 -11552.4736 -0.0959 -0.1666 0.6902
7 1.4451 31.4721 -330.8582 3115.5105 -1.2740 -1.1851 0.0165
8 1.4590 -1450.9126 -1672.7051 2814.0091 -1.1643 -1.0260 -0.4780
9 3.1418 -56026.8814 -127020.3316 -34394.5031 -0.4214 -0.8230 -0.2566
10 4.4009 -112061.4976 -204518.5425 -59686.8804 -0.6789 -0.5739 -0.2113
11 5.6600 -275896.0981 -231377.9901 -116889.2677 -1.0276 -0.2496 -11.2250
Table A.6: Patch Points for Lunar Cycle Example, Day 13 (MCI)
k Time (d) x (km) y (km) z (km) vx (km/s) vy (km/s) vz (km/s)
1 0.1101 -1008.9920 -645.1486 1393.4239 -1.3629 0.2908 -0.8523
2 0.1240 -1829.5781 -25.0520 -166.6472 0.1275 0.6427 -1.4964
3 0.3488 14295.4678 2950.5652 -5172.8982 0.5397 -0.0011 0.0702
4 1.0092 27686.4726 610.6210 2390.6729 0.0255 -0.0530 0.1434
5 1.0231 27712.7559 547.0105 2562.4190 0.0183 -0.0530 0.1428
6 1.2501 17675.3814 3587.5500 3941.6792 -0.6108 0.1426 0.0529
7 1.4633 2749.0400 4655.2567 3513.0918 -1.1333 -0.2042 -0.2348
8 1.4772 1354.5350 4340.4663 3179.1459 -1.1886 -0.3284 -0.3271
9 1.9001 -798.5047 -31101.8060 -21962.1362 0.1394 -0.8250 -0.5670
10 3.1534 33319.8743 -131620.3865 -37122.6207 0.1975 -0.8889 -0.3178
11 4.4067 39648.2384 -226304.1089 -74508.5354 -0.1446 -0.8816 -0.4026
12 5.6600 -49527.5585 -345067.8043 -184830.5590 2.9658 0.7985 -10.8586
156
Table A.7: Patch Points for Lunar Cycle Example, Day 16 (MCI)
k Time (d) x (km) y (km) z (km) vx (km/s) vy (km/s) vz (km/s)
1 0.1251 -1811.5619 34.6015 -304.7882 0.2611 0.6423 -1.4791
2 0.1389 -617.5457 649.3123 -1604.0504 1.5365 0.2832 -0.4769
3 0.3637 11241.1289 -3645.1334 9993.3322 0.1614 -0.1936 0.4793
4 1.0241 9277.4425 -9157.9284 23429.3105 -0.1404 -0.0189 0.0466
5 1.0380 9107.3016 -9178.7702 23480.8095 -0.1432 -0.0159 0.0393
6 1.2563 2910.7369 -3226.4340 15660.7124 -0.3572 0.3474 -0.5287
7 1.4607 -2399.1281 2229.3488 -257.6442 0.3423 -0.2594 -1.6510
8 1.4746 -1753.2367 1697.0191 -2141.7328 0.7176 -0.6144 -1.4330
9 1.9172 30557.8035 -26702.9250 -28822.8324 0.7709 -0.6892 -0.5735
10 3.1648 109867.2940 -98028.9783 -14839.0406 0.7427 -0.6315 -0.1943
11 4.4124 178875.1209 -173032.7415 -43878.0330 0.5081 -0.8075 -0.3910
12 5.6600 202052.8349 -306812.7946 -171394.3043 2.8040 4.7618 -9.6949
Table A.8: Patch Points for Lunar Cycle Example, Day 19 (MCI)
k Time (d) x (km) y (km) z (km) vx (km/s) vy (km/s) vz (km/s)
1 0.1315 -1458.6933 371.4254 -1053.6583 0.9901 0.5518 -1.1762
2 0.1453 270.8822 722.8898 -1667.3461 1.6137 -0.0227 0.2523
3 0.3701 4896.0745 -5518.8358 13593.6064 -0.1024 -0.2120 0.4869
4 1.0305 -3861.9829 -10396.1004 24210.9196 -0.1519 0.0070 -0.0277
5 1.0444 -4043.5668 -10385.6517 24173.0226 -0.1507 0.0104 -0.0354
6 1.2483 -5790.2186 -5342.4929 13529.3366 -0.0641 0.3302 -0.7104
7 1.4383 -1808.0871 1245.7800 -2202.9813 1.4711 0.2359 -0.9621
8 1.4522 95.5490 1378.6353 -3067.9724 1.6381 -0.0088 -0.4729
9 1.9296 49289.9464 -6908.5525 509.3774 1.0412 -0.2032 0.1232
10 3.1731 146239.2488 8197.9877 -44201.0597 0.9807 -0.0034 -0.1890
11 4.4165 249252.0901 -6919.0600 -67598.9686 0.9514 -0.3469 -0.2620
12 5.6600 374034.9476 -143494.1636 -87995.2489 1.9669 -4.0490 10.1518
Table A.9: Patch Points for Lunar Cycle Example, Day 22 (MCI)
k Time (d) x (km) y (km) z (km) vx (km/s) vy (km/s) vz (km/s)
1 0.1324 -1372.7642 416.1739 -1148.1596 1.0829 0.5261 -1.1041
2 0.1463 403.7304 719.1693 -1641.8973 1.5916 -0.0699 0.3607
3 0.3711 3807.9695 -5699.6526 13865.8204 -0.1409 -0.2108 0.4776
4 1.0315 -5804.0102 -10410.4652 23838.0931 -0.1513 0.0104 -0.0375
5 1.0454 -5984.4827 -10395.8924 23788.6012 -0.1495 0.0138 -0.0450
6 1.2540 -6486.6708 -7362.3226 12369.9484 0.0134 0.2225 -0.7339
7 1.4487 -1343.7399 47.4532 -2790.3132 1.3866 0.9574 -0.5431
8 1.4625 411.5817 1147.8427 -3098.3589 1.4817 0.8469 0.0188
9 1.9282 42774.2210 20266.0156 15307.5534 0.9216 0.3952 0.4504
10 4.4161 215687.5004 114836.2119 2609.5821 1.0142 0.2054 0.0438
11 5.6600 400920.3268 75545.6746 29789.7197 2.5928 -1.0520 10.9082
Table A.10: Patch Points for Lunar Cycle Example, Day 25 (MCI)
k Time (d) x (km) y (km) z (km) vx (km/s) vy (km/s) vz (km/s)
1 0.1365 -930.3655 578.3179 -1475.1075 1.4064 0.3864 -0.7356
2 0.1504 936.0004 659.8702 -1436.8493 1.4034 -0.2636 0.7932
3 0.3752 -992.6047 -6084.1095 14185.9253 -0.2949 -0.1904 0.4114
4 1.0356 -13691.6517 -9564.2791 20920.7058 -0.1387 0.0272 -0.0764
5 1.0495 -13855.6951 -9529.8543 20825.0577 -0.1347 0.0302 -0.0830
6 1.2606 -9545.5014 -8153.0693 10076.5928 0.3025 0.1300 -0.6710
7 1.4579 -227.9130 -1337.3101 -2929.2129 1.1238 1.2728 -0.3223
8 1.4718 1094.9830 279.8446 -2978.7441 1.0397 1.3733 0.2450
9 1.9312 22181.3547 37064.2744 24920.0390 0.4456 0.7988 0.6692
10 4.4171 110471.2662 200681.6722 54605.5021 0.6789 0.6752 0.3105
11 5.6600 270356.3564 262953.8859 134978.4749 -0.3476 0.5289 11.2915
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Table A.11: Patch Points for Lunar Cycle Example, Day 28 (MCI)
k Time (d) x (km) y (km) z (km) vx (km/s) vy (km/s) vz (km/s)
1 0.0785 1766.1394 273.7999 -426.4110 0.4436 -0.5952 1.4551
2 0.0924 1289.7995 -454.0580 1227.3176 -1.1607 -0.5006 1.0346
3 0.3171 -14683.0470 1252.2944 -4770.0449 -0.3663 0.1398 -0.3761
4 0.9776 -19575.8699 6424.7692 -18002.0623 0.0870 0.0430 -0.1052
5 0.9915 -19468.2004 6475.1207 -18125.1993 0.0924 0.0409 -0.1000
6 1.2031 -11110.1643 985.3447 -13030.7577 0.5286 -0.3146 0.3576
7 1.4009 418.9199 -3437.3750 -2815.4530 0.8540 0.1052 1.1791
8 1.4148 1405.0032 -3146.6234 -1289.1986 0.7665 0.4038 1.3594
9 1.8730 -4139.8111 35103.6917 29366.2119 -0.1933 0.8735 0.6036
10 4.3977 -45938.1764 218099.6459 67455.5807 0.0647 0.8437 0.4108
11 5.6600 27805.4616 337384.0539 182113.0290 -3.3113 -1.3542 10.6807
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Appendix B
Artificial Potential Function Patch States
B.1 Two-Maneuver Lunar Return
Table B.1: Baseline Two-Maneuver Lunar Return (MCI)
k Time (d) x (km) y (km) z (km) vx (km/s) vy (km/s) vz (km/s)
1 -0.6407 -1834.7155 -66.2361 -73.9653 -0.0864 0.8139 1.4136
2 -0.5617 -1771.7241 -260.0766 -411.5752 -0.5913 1.0749 1.8663
3 -0.2841 13690.8650 5490.0003 9175.3697 0.4632 0.0347 0.0492
4 0.0143 22298.5041 5252.3848 8521.1316 0.2265 -0.0396 -0.0773
5 0.2906 25781.9572 3922.9684 6006.5348 0.1789 -1.0551 -0.5751
6 0.9005 28512.8781 -49541.6365 -24013.3720 0.0079 -0.9762 -0.5555
7 2.0535 25892.4395 -141842.7493 -76573.9578 -0.0771 -0.8861 -0.4990
8 3.1552 7175.5662 -223835.7868 -120152.2007 -0.3799 -0.8521 -0.4025
9 4.3167 -111210.3370 -335970.3795 -117744.8222 -0.6583 -3.3506 10.2435
Table B.2: ∆v-Reduced Two-Maneuver Lunar Return (MCI)
k Time (d) x (km) y (km) z (km) vx (km/s) vy (km/s) vz (km/s)
1 -0.6411 -2155.2202 379.2277 686.1397 -0.0865 0.8140 1.4137
2 -0.6311 -1970.0486 1009.8300 1778.0993 0.4648 0.8678 1.4581
3 -0.2965 14686.3618 6575.0512 10673.2486 0.3879 0.0242 0.0272
4 0.0077 21981.1374 6086.1929 9534.6312 0.1795 -0.0508 -0.0965
5 0.2949 24368.9564 4334.1401 6327.0721 0.1866 -1.0712 -0.5781
6 0.8978 27743.6439 -49200.6569 -23646.0637 0.0117 -0.9762 -0.5564
7 2.0516 25467.6152 -141541.5992 -76322.3745 -0.0739 -0.8860 -0.4998
8 3.1545 7015.2128 -223634.7603 -120035.7895 -0.3772 -0.8525 -0.4035
9 4.3168 -111194.5839 -335979.1837 -117747.0386 -0.6583 -3.3505 10.2435
B.2 Three-Maneuver Lunar Return
159
Table B.3: Baseline Three-Maneuver Lunar Return (MCI)
k Time (d) x (km) y (km) z (km) vx (km/s) vy (km/s) vz (km/s)
1 0.1081 -1834.7155 -66.2361 -73.9653 -0.0864 0.8139 1.4136
2 0.1365 968.3459 789.2647 1347.3274 1.8482 -0.5780 -0.9898
3 0.3203 -2092.5212 -5760.0451 -9839.0314 -0.4016 -0.1403 -0.2391
4 0.5131 -7553.0559 -6139.4101 -10468.1473 -0.2622 0.3358 -0.0077
5 0.7599 -9406.4376 2369.0033 -6504.1386 0.1440 0.4037 0.3888
6 1.0106 2652.7881 2265.2132 3771.4844 0.7332 -1.5551 -0.1572
7 1.6253 4656.4792 -55991.4438 -26215.9384 -0.0238 -0.9673 -0.5515
8 2.5070 -327.1903 -127861.9813 -66767.0574 -0.1267 -0.9356 -0.5150
9 3.4021 -20274.8296 -202602.9926 -104884.3848 -0.4506 -1.0349 -0.4639
10 4.3174 -111139.8800 -336009.7994 -117754.6122 1.4680 -8.0218 7.5642
Table B.4: Time-Shifted Three-Maneuver Lunar Return (MCI)
k Time (d) x (km) y (km) z (km) vx (km/s) vy (km/s) vz (km/s)
1 0.0000 -1834.7155 -66.2361 -73.9653 -0.0863 0.8140 1.4137
2 0.0278 898.2565 809.2448 1383.5437 1.8992 -0.5834 -0.8687
3 0.2143 -1669.6178 -5819.3418 -9707.8677 -0.3909 -0.1274 -0.2302
4 0.4019 -6902.1306 -5890.6025 -10079.7995 -0.3249 0.3532 -0.0217
5 0.6468 -9844.3628 2924.3542 -6200.9973 0.0966 0.4125 0.3816
6 0.9670 4311.5402 1156.7751 4496.9309 0.5580 -1.4852 -0.3420
7 1.6369 6490.8609 -61002.6381 -28486.6726 -0.0248 -0.9563 -0.5483
8 2.5072 1407.3021 -131264.1164 -68349.2906 -0.1298 -0.9261 -0.5128
9 3.4021 -18925.9320 -205084.4666 -106190.8956 -0.4583 -1.0200 -0.4587
10 4.3163 -111245.4984 -335950.6487 -117739.9633 1.4680 -8.0220 7.5641
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