Abstract. One purpose of this article is to establish results on the rate of almost everywhere convergence of approximation processes of convolution type in L p (R n ), where instead of a particular rate (like t µ , µ > 0, t → 0+) fractional moduli of smoothness are employed. An essential tool is a modified K-functional. Away from saturation orders these results are nearly optimal. A second purpose is to illustrate that the methods applied also work in other settings which feature a convolution/multiplier structure.
Introduction
Starting point are the two papers [21, 13] on the rate of a.e. convergence of certain integral means of convolution type on L p (R), p ≥ 1. One application for the Weierstrass means of the general results there reads as follows.
Let ε > 0 and f ∈ L p (R), 1 < p < ∞, satisfy sup |h|<t f (· + h) − f (·) p = O(t µ ), 0 < µ < 1, then 1 2πt R f (x − y) e −(|y|/t) 2 dy − f (x) = o x (t µ | log t| 1/p+ε ) a.e. as t → 0 + .
It is impossible to choose ε = 0.
Here we considerably generalize the results of [21] in the multivariate framework L p (R n ), 1 < p < ∞, by relating the intrinsic smoothness of f, given by its norm modulus of smoothness, with the rate of a.e. convergence directly; in particular, moduli of smoothness of fractional order are needed to describe the rate of a.e. convergence for saturated approximation processes like the Riesz or the general Weierstrass/Abel-Cartwright means adequately. Further we indicate that the method employed also works for summability methods of certain orthogonal expansions.The methods of proof themselves were motivated by a programmatic remark due to H. S. Shapiro [17, p. 120] : "Another interesting area for study is how far pointwise (rather than norm) approximation theorems can be inferred from the Fourier transform of the kernel." This means to look at this area from a multiplier point of view.
Here and in the next two sections we deal with the L p (R n )-setting. First define the modulus of smoothness ω λ (·, f ) p of order λ > 0 of f ∈ L p , 1 < p < ∞, by
(−1) j λ j f (x + jh), λ > 0.
Approximation processes (T t f ) t>0 of convolution type on L p (R n ), 1 < p < ∞, are considered, where
It is well-known (see e.g. [18, p.62] ) that sup |y|≥|x| |K(y)| ∈ L 1 implies lim
Here we are looking for a refinement of this result in the sense of
Also interesting is the question how the rate of norm convergence directly entails a certain rate of a.e. convergence. The central problem is to find a "good" (decreasing) adjusting function F : (0, 1) → (0, ∞) ensuring (1.2). It turns out advantageously to replace ω λ (t, f ) by Peetre's (modified) K-functional. This we define as follows.
Let ϕ ∈ S(R n ) be such that supp ϕ = {ξ ∈ R n : 1/2 ≤ |ξ| ≤ 2}, ϕ(ξ) > 0 for 1/2 < |ξ| < 2, and
Here F denotes the Fourier transform ( F −1 its inverse), defined on the Schwarz test function space S(R n ) by
If one introduces an associated K-functional by
(note that it is increasing), then Wilmes [29] has shown that
Observing that for λ = N ∈ N and 1 < p < ∞ the Riesz space H In the following we will only consider approximation processes of type (1.1) with radial kernels, i.e., K(y) := k(|y|). Since K is also radial, we write K(ξ) := m(|ξ|). Thus the approximation processes to be discussed may be written in the form
Also we restrict ourselves to two cases: the saturated means which satisfy (1.6) lim δ + , where γ > 0 and δ > (n − 1)/2, in the second m γ (u) = e −u γ , γ > 0. Both means can be used [25] to characterize the K-functional
Before formulating a first result we quote two lemmas concerning multipliers useful when estimating norms of convolution operators and maximal functions. By purpose, we restrict ourselves to derivatives of integer order -for fractional derivatives see the corresponding references. We employ the following notation A ≈ B if A B and A B, where the former (the latter) is the shortcut of A ≤ c B ( A ≥ c B) for some constant c > 0 independent of essential quantities. Lemma 1.1. [24] Let m be a measurable, bounded, sufficiently smooth function on (0, +∞) which vanishes at infinity and which satisfies for some integer N > (n − 1)/2
] Let m be a measurable, bounded, sufficiently smooth function on (0, +∞) which vanishes at infinity and which satisfies for some
Then T * m is of strong type (p, p), 1 < p < ∞, with the operator norm estimate ||T * m || p→p B N (m); also T * m is of weak type (1, 1).
Our main result concerning the problem (1.2) reads as follows.
, and a decreasing function F : (0, 1) → (0, ∞) with
Further assume that the function tF (t) is increasing. Let ψ ≥ 0 be a smooth cut-off function with ψ(t) = 1 if 0 ≤ t ≤ 1/2, and = 0 if t ≥ 3/4. Let h ≥ 0 be a bump function with
and let m be sufficiently smooth with finite
then we have
where
In view of (1.4), the assumption K(t λ , f ) t η means that f should have some Hölder smoothness.
Examples 1.4. (a) Standard choices for the adjusting function
; in these cases, certainly t F (t) is increasing.
(b) We start by giving two examples of non-saturated approximation processes.
By Lemma 1 it is clear that m(|ξ|) is the Fourier transform of an admissible approximation kernel. Further, condition (1.6) is satisfied. Now define V t f := F −1 [m(t |ξ|)] * f as de La Vallée Poussin means and observe that, by Lemma 2, B j = 0 for j ≥ 2, the remaining B's are finite. Thus, by the characterization of the K-functional in [1, p. 341], we obtain for any fixed k ∈ N, ε > 0,
a.e. , t → 0 + .
For comparison reasons we note the associated norm convergence result
and lim u→∞ m(u) = 0, by Lemma 1 we have
, so that by Lemma 2 we see that, as in the previous example, we have for any fixed k ∈ N and t → 0+
As already mentioned, typical examples of saturated approximation processes are the general Riesz means, the general Weierstrass means, but also the integral means occuring in Lebesgue's differentiation theorem. Theorem 1.3 now yields the following results.
(iii) General Riesz means. Consider the general Riesz means from (
In view of (1.4) and (1.7) the associated norm convergence result reads
When we choose F (t) = | log t| 1+1/p+ε , then the hypotheses of Theorem 1.3 (b) are satisfied even when λ = γ provided the additional smoothness assumption ω γ (t, f ) p t η for some η, 0 < η < γ, holds. Therefore, we have for almost all
where J α denotes the Bessel function of order α and c n is given by m(0) 1. Clearly, T * m(1−ψ) essentially is the Hardy-Littlewood maximal function, thus T * m(1−ψ) p→p < ∞, which replaces the condition B N (m(1 − ψ)) < ∞ in Theorem 1.3. Using the power series representation of the Bessel function it immediately follows that B j = O(2 −2j ). Hence, for 0 < λ < 2, we obtain almost everywhere 1
or, when f satisfies a Hölder condition in L p -norm, we get for t → 0+
a.e..
Proof of Theorem 1.3.
Consider a smooth cut-off function ψ with ψ(u) = 1 for u ≤ 1/2 and = 0 for u ≥ 3/4. Then (2.1)
First consider the contribution given by the multiplier (m − 1)(1 − ψ). By the choice of ψ we have
Introduce χ ∈ C ∞ 0 such that χ(ξ) = 1 for |ξ| ≤ 1/2 and χ(ξ) = 0 for |ξ| ≥ 1, then (2.2)
This follows from the standard estimate: For all g ∈ S there holds
and hence also for the infimum over all g ∈ S. Set
and assume θ +1 < t ≤ θ . Since
we have
This implies the key relation (2.3)
for almost all x ∈ R n . But 
The estimate (2.2) and the definition of w(t) give
which is finite by hypothesis (1.9) (only the contribution j = 0 is needed here).
Now we estimate the contribution caused by T (mt−1)ψt f (x).
Set µ ≡ (m − 1)ψ and remember that µ = 0 for |ξ| ≥ 3/4 and µ(ξ) = m(ξ) − 1 for |ξ| ≤ 1/2. Recall the partition of unity from the assumptions of Theorem 1.3
h(2 j t|ξ|) = 1 for |tξ| < 1, 0 < t < 1.
Without loss of generality we may assume θ 0 = 1 and choose
In the last term we used that w is increasing. We begin to discuss the critical first sum on the right side of (2.5). It is clear that
. Now choose a non-decreasing function Φ ∈ C ∞ [0, ∞) such that Φ(|ξ|) = 1 for |ξ| ≥ 1/2 and Φ(|ξ|) = 0 for |ξ| ≤ 1/4 and set Φ ,j (|ξ|) = Φ(2 j θ |ξ|). Hence Φ ,j (|ξ|) = 1 for |ξ| ≥ (2 j+1 θ ) −1 and, therefore, we have
2). Therefore, we can continue the preceding estimate by
For the last estimates we used the dilation invariance of the integral conditions in (1.8), namely B N (m t ) = B N (m), t > 0, and
The second series on the right side of (2.5) is even easier to estimate, since
which is finite by (1.9) (for the simplification of the denominator we used that
Summarizing, in view of (2.1), we see that by the hypothesis (1.9) the estimates (2.5), (2.6) (clearly 0 ≥ 0) in combination with (2.2), (2.4) show that
< ∞ a.e., t → 0+, which proves Theorem 1.3 (a).
Concerning Part (b) observe that, in view of the above proof, we have only to estimate the last double sum in (2.6) conveniently. By the the smoothness of f the choice of θ 0 (j) yields 0 (j) j + 1 since 
Generalizations
We want to show that the above method to obtain rates for a.e. convergence also works in other settings. For this purpose note that recalling the methods of Section 2 one realizes that we have only needed control over norms of operators given via multipliers, some norm estimates for the rate of convergence of de La Vallée Poussin type means via the K-functional and characterizations of the K-functional. Concerning a characterization via moduli of smoothness based on (generalized) translations we have needed the special structure of R n . Apart from that R n did not appear once one has the required multiplier criteria.
We start by briefly describing the abstract setting concerning eigenfunction expansions given in [4] . For a Lebesgue measurable set E ⊂ R n and a nonnegative measure µ on E define the space L p (E, dµ), 1 < p < ∞, as the Banach space of all (Lebesgue) measurable functions on E with finite norm
Assume that there exists a sequence of projections (P k ) k∈N 0 , P k : L p → L p , being linear, bounded, and satisfying (i) P j P k = δ j,k P k , δ j,k being Kronecker's symbol (mutual orthogonality);
(ii) the sequence (P k ) is total, i.e., P k f = 0 for all k ∈ N 0 implies f = 0; (iii) the sequence (P k ) is fundamental, i.e., the linear span of the ranges
is dense:
Then, with each f ∈ L p one may associate its (formal) Fourier series expansion
Denote by P ⊂ L p the set of all "polynomials", i.e., those f ∈ X, for which only finitely many P k f = 0. Given a scalar-valued sequence m = (m k ) k∈N 0 , we define the linear operator T m :
In particular, employing the notation φ
and then take its closure in
is finite (on account of (iii) there is a unique extension of T m from P to L p ).
To ensure control over maximal functions, which were essentially used in the L p (R n )-case, we assume for some N ∈ N 0 the following property
where the (C, N ) k f denote the Cesàro means of order N of f ∈ L p . These are given by
Clearly, (3.1) implies the boundedness of the Cesàro means 
The latter estimate follows by a variant of the Second Theorem of Consistency -see [23, Lemma 3.8] . Recall φ γ c (u) = (u(u + c)) γ/2 and note that ρ(t) will, e.g., be specialized to 2 j φ γ c (t). One substitute of Lemma 1.2 reads as follows. |T m φ;t f |.
Then, for sufficiently smooth m and all f ∈ L p ,
In the special case ρ(t) = φ γ c (t), c = 0, γ = 1, the maximal function is described on P by sup t>0 | ∞ k=0 m(tk) P k f |.
Proof. As is well-known (cf. Part II of [4] )
Now take the supremum over t > 0 on the left hand side, then the L p -norm of this inequality to get the assertion by the hypothesis (3.1).
We point out that this simple derivation costs a certain trade-off concerning the size of the parameter N. But here we do not care for this aspect.
Similarly to [27] we define the (modified) K-functional in the present setting by
where γ > 0 and c ≥ 0. In essential it is shown in [26] that
where κ > N. Also norm estimates of the de La Vallée Poussin means by the K-functional easily follow. Let m be the smooth cut-off function from Example 1.4 (b) (i). Set
Thus all ingredients of Sections 1 and 2 are available up to a characterization of the K-functional involving moduli of smoothness with respect to generalized translations.
Theorem 3.3 Let f ∈ L p , 1 < p < ∞. Choose a positive sequence (θ ) ∈N 0 via t η for some fixed η, 0 < η < 1. If F (t) = 1 + | log t| 1+1/p+ε , ε > 0, and ∞ j=1 (j + 1) −1−ε B * j 2 j < ∞ , then, for every f ∈ L p , 1 < p < ∞ , we have T m φ,t f (x) − f (x) = o x (1)K γ (t, f ) | log K γ (t, f ) | 1+1/p+ε a. e., t → 0+,
substituted by some critical κ crit ∈ R + and would require a fractional calculuscf. [23] ).
(b) Estimates for the maximal function of the Cesàro or Riesz means have been established in many settings, in particular in connection with a.e. summability: E.g., for the Fourier-Bessel transform in [20] , for compact symmetric spaces of rank 1 in [3, §7] , for compact Riemannian manifolds in [9] , [10] , for some Lie groups in [11] .
