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ABSTRACT
A homeostatic need for sleep increases with time awake and decreases during sleep. When
the build up and recovery of sleepiness occurs sufficiently quickly, a person experiences two
sleep cycles, a nap as well as nighttime sleep, each day. To investigate the transition between
one and two sleep cycles per day, we consider the bifurcations of a previously developed model
for human sleep/wake dynamics. As the time constants related to the build up and recovery
of sleepiness are decreased, the system exhibits an incremental increase in the number of
sleep cycles per day. Using a one-dimensional map to represent the dynamics of the system,
we relate this map to a normal form for a piecewise continuous system which undergoes
a border collision bifurcation, and provide numerical evidence for period-adding behavior.
This analysis has implications for understanding the dynamics of the transition from napping
to non-napping behavior in early childhood.
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Sleep and wake behavior is known to differ with age. In particular, young children and
adolescents have qualitatively different sleep patterns than adults [1]. The general physi-
ological mechanisms by which sleep and wake behavior occur remain constant throughout
life, but the time scales that act on these systems can change. In particular, the build up
of sleepiness during wake and wakefulness during sleep occur more quickly in young chil-
dren. This is one of the contributing factors to a sleep pattern involving regular naps seen
in young children [2]. In this project, we will be interested in quantifying how the changes
in the build up of sleepiness during the wake and recovery during sleep affect the dynamics
of the sleep/wake cycle.
To understand how the build up and recovery of sleepiness affects the sleep/wake system,
we will consider a biological model that incorporates this factor of sleepiness [3]. Interesting
dynamics occur in this model for sleep/wake dynamics when the time constants for the
propensity for sleep are allowed to vary [4]. Decreasing these time constants is equivalent
to letting the build up and recovery of sleepiness occur more quickly. When these time
constants are decreased sufficiently, the system enters a state where two or more sleep cycles
per day can occur. Moreover, as the time constants decrease, the number of sleep cycles per
day increases in increments of one.
We would like to understand how the dynamics of the model for sleep/wake behavior
change as the time constants related to the build up of sleepiness during wake and wakefulness
during sleep are allowed to vary. As these parameters are decreased, that is, sleepiness builds
up faster during wake and recovery occurs more quickly during sleep, we expect to see an
increase in the number of sleep cycles per day. In particular, the system can enter a parameter
regime consistent with napping: one long nighttime sleep cycle and one shorter sleep cycle
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during the day. We would like to understand, mathematically, how the transition between
one sleep cycle per day and two sleep cycles per day occurs in the model.
To understand this transition, we will consider the time constants for sleepiness as bi-
furcation parameters. For this analysis, we will vary both the time constant for the build
up of sleepiness during wake and the recovery during sleep at the same rate. These time
constants do not decrease at the same rate throughout childhood [1], but for the purposes of
this analysis, we will vary them at the same rate to understand their combined effects on the
system. A similar investigation was done on the Borbély two-process model [5–7] in which
there is only one parameter describing the time constant for the build up and recovery of
sleepiness [8]. Therefore, by varying both of our time constants at the same rate, we are able
to drawn comparisons between the dynamics of this model with the dynamics of the Borbély
two-process model. This study will give insight both into how the homeostatic sleep drive
time constants affect the dynamics of this model for sleep/wake behavior as well as how the
dynamics of this model compare with other models for sleep/wake behavior.
We will look at the dynamics of the bifurcation of number of sleep cycles per day in
two different ways. The first technique is a map based approach for understanding the
bifurcation. We consider a one-dimensional map that describes the sleep onset phase as a
function of the sleep onset phase of the previous sleep cycle [9]. As the parameter of interest
decreases, the structure of the map varies. For some scaling factors on the time constants
for sleepiness, there is a qualitative change in the structure of the map that corresponds
to a qualitative change in the dynamics of the system, the number of sleep cycles per day.
These represent the bifurcation points of the system. Second, we will consider how the
qualitative behavior of the system changes with respect to these time constants. We will
consider how the number of sleep cycles per day changes with respect to these parameter
values. Together, these two ideas give a more complete understanding of the bifurcation
dynamics of the system.
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We will use the information determined through these two approaches to connect the
bifurcation in this model to the normal form of the border collision bifurcation. The bi-
furcations in this system closely follow the border collision bifurcation of piecewise-linear
discontinuous maps, but there are some differences caused by the more complex form of the
underlying map [10]. Relating this to a studied bifurcation structure will help us determine
additional properties of the underlying bifurcation of our system. With a more complete
understanding of the bifurcation, we can determine how the time constants for the build up
and recovery of sleepiness affect the system as a whole, and connect the dynamics of this
system to other sleep/wake models. We will see that the evolution of the bifurcation in this
model shows slightly different behaviors than the bifurcation seen in the Borbély two-process
model [8].
To help facilitate the understanding of the dynamics of this system and better connect this
sleep/wake model to other similar sleep/wake models, we will look at two different parameter
regimes that give qualitatively different behavior of the system. The first parameter regime
creates dynamics in which three states of wake and sleep behavior are observed: wake, rapid
eye movement (REM) sleep, and non REM (NREM) sleep. The second parameter regime
gives slightly simpler dynamics where the model does not distinguish between NREM and
REM sleep, and therefore, it can only enter wake and sleep. The two-state model is more
similar to other sleep/wake models such as the Borbély two-process model, so we expect more
similarities between the bifurcation dynamics of the two-state model and other sleep/wake
models [5–7]. Additionally, we will see that the bifurcation dynamics of the two-state model
are simpler than the bifurcation dynamics of the three-state model. Understanding the
dynamics of both systems can lead to a greater understanding of how REM sleep influences
the change in number of sleep cycles per day.
This work is broken down into seven chapters, including this introductory chapter. Chap-
ter 2 will give a detailed background on the model for sleep/wake behavior that we will be
considering. Chapter 3 will give a background on the typical border collision bifurcations of
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piecewise-linear maps relevant to this discussion as well as background on how we will nu-
merically analyze the bifurcation of the number of sleep cycles per day. Chapter 4 will detail
the bifurcation on the number of sleep cycles per day in the two-state model. Chapter 5
will detail the bifurcation on the number of sleep cycles per day in the three-state model.
Chapter 6 will detail the bifurcation on the structure of the sleep cycles in the three-state
model. Finally, Chapter 7 will give a conclusion of the results we have found and how they




This work explores the dynamics of a previously developed model to describe sleep/wake
dynamics [3, 11]. This model formalism aimed to create a biologically plausible model to
explain the human sleep/wake cycle based on the average firing rates of neuronal populations
known to be involved in the different stages of sleep and wake. This model has been able
to reproduce many characteristic behaviors of the human sleep/wake cycle including the
time spent in different sleep stages and the transitions between these stages [4]. Additional
work has been done with this model to demonstrate how perturbations from the entrained
sleep/wake cycle will eventually evolve back to the steady-state sleep/wake cycle [9].
This background chapter will give an overview of the physiological mechanisms associated
with sleep/wake behavior, the corresponding model and its general features, and finally how
the sleep/wake cycle becomes re-entrained after some initial desynchrony. Since we are
concerned with how the time constants for the propensity for sleep affect the dynamics of
the model, we will emphasize here how these parameters influence the dynamics of the model.
We will also highlight the previously developed tools we will use for part of our analysis of
the dynamics of the model.
2.1 Physiology
Sleep and wake states are driven by many different neuronal populations distributed
across several brain regions [12, 13] Neurons in the locus coeruleus (LC) and the dorsal
raphe (DR) promote wake. Neurons in the ventral lateral preoptic nucleus (VLPO) pro-
mote non rapid eye movement (NREM) sleep, while neurons in the laterodorsal tegmental
nucleus (LDT) and the pedunculopontine tegmental nucleus (PPT) promote rapid eye move-
ment (REM) sleep [12]. The interactions between the wake promoting and the NREM sleep
promoting neurons are mutually inhibitory, which leads to the flip-flop mechanism for the
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transition between sleep and wake [13]. The interactions between the wake promoting and
REM sleep promoting neurons are excitatory-inhibitory projections, based on the reciprocal
interaction hypothesis for REM sleep [14, 15]. Wakefulness, NREM sleep, and REM sleep
are classified by elevated firing rates of the respective neuronal populations. Based on the
inhibitory projections between the neuronal populations, only one neuronal group will ex-
perience an elevated firing rate at any given time, thereby limiting the system to be in only
one state, wake, NREM sleep, or REM sleep, at any given time.
Two other inputs to the sleep/wake system, the circadian rhythm and the homeostatic
sleep drive, influence the transitions between the different sleep and wake states. The
suprachiasmatic nucleus (SCN), a population of neurons modulated by an intrinsic circadian
rhythm of approximately 24 hours, projects to each neuronal population in the sleep/wake
network. This input drives the system to run on a 24 hour periodic time scale and determines
the typical timing of sleep and wake: wake occurs during the day when the SCN input is
high, and sleep occurs at night when the SCN input is low. The SCN neuronal population
has an excitatory input to the wake and REM sleep promoting neurons and an inhibitory
input to the NREM sleep promoting neurons [16–20]. The homeostatic sleep drive describes
the drive to sleep that increases with wake and decreases with sleep. This homeostatic sleep
drive modulates the time spent in each of these states. The biological mechanism for the
homeostatic sleep drive is not completely known, but it is believed to incorporate many
mechanisms, including the neuromodulator adenosine [21, 22]. Extracellular adenosine con-
centrations increase during wakefulness [23]. Adenosine promotes activity in the NREM
sleep promoting neuronal population both indirectly and possibly directly, causing sleep to
occur when the build up of adenosine becomes high [24–28]. Overall, when the homeostatic
sleep drive is high, it is easier for the system to transition into sleep and when it is low, it
is more difficult for the system to maintain sleep. If the build up of the homeostatic sleep
drive occurs more quickly, we expect the system to reach a state where it can transition to
sleep faster, which could eventually lead to multiple sleep cycles per day. Figure 2.1 details
6







Figure 2.1: Schematic for human sleep/wake network model. Arrows represent excitatory
projections while circles represent inhibitory projections. Boxes represent different neuronal
populations while triangles represent the other inputs to the system: the circadian rhythm
and the homeostatic sleep drive.
2.2 Mathematical Model for Describing Sleep/Wake Behavior
This model is a reduced version of a previously developed sleep/wake network model
for human sleep patterns [4, 11]. For this reduced model, we only consider four neuronal
populations: one for wake promoting neurons, one for NREM sleep promoting neurons, one
for REM sleep promoting neurons, and finally one for the SCN, which receives input from
the circadian oscillator. This model describes the average firing rate for each of these four
neuronal populations over time as well as the dynamics of the two additional inputs to the
system: the circadian rhythm and the homeostatic sleep drive.
2.2.1 Neuronal Population Firing Rate
All populations of neurons are modeled by their average firing rate, given by Equation 2.1,




i gi,XCi∞(FY i))− FX
τX
(2.1)
Here, the average firing rate FX evolves to its steady state value, determined by FX∞(·)
with time constant τX . The steady state function FX∞ depends on the sum of presynap-
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tic neurotransmitter concentrations, Ci∞(FY i), where FY i is the average firing rate of the
associated presynaptic population. For the reduced network, neurotransmitter release is as-
sumed to be instantaneous rather than a function of time to reduce the dimension of the
problem. Here, i = E (noradrenaline), G (GABA), or A (acetylcholine) denotes the neuro-
transmitters associated with wake, NREM sleep, and REM sleep, respectively. Each of these
neurotransmitter concentrations are weighted by gi,X where a positive value of gi,X indicates
an excitatory projection and a negative value of gi,X indicates an inhibitory projection [11].
The steady state neurotransmitter release function is given by Equation 2.2,
Ci∞(f) = tanh(f/γi) (2.2)
where f is the firing rate of the pre-synaptic neuronal population and γi controls the sensi-
tivity of release. Once again, i = E,G,A for the different neurotransmitters [11].
The steady state firing rate function, Equation 2.3, has a sigmoidal profile, which is
standard in firing rate models [29].
FX∞(c) = Xmax(0.5(1 + tanh((c− βX)/αX))) (2.3)
The steady state firing rate saturates for high levels of neurotransmitter concentrations,
so the average firing rate can only reach some maximal value, determined by Xmax. The
parameters βX and αX determine the half-activation threshold of the steady-state firing rate
and the sensitivity to the neurotransmitter release, respectively [11].
Overall, the firing rate of the neuronal populations will tend to FX,∞(·). This value will
be close to zero when that neuronal population is receiving primarily inhibitory inputs and
will be high when that neuronal population is receiving primarily excitatory inputs. Due
to the mutually inhibitory projects between the wake and NREM sleep promoting neuronal
populations, when one of these firing rates is high, the other will tend to a steady state near
zero.
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2.2.2 Homeostatic Sleep Drive
The homeostatic sleep drive models the propensity for sleep, which increases during
wake and decreases during sleep. While there is no known exact biological mechanism that
causes this homeostatic sleep drive, there are several relevant mechanisms that could explain
this phenomenon. In particular, the neuromodulator adenosine increases during wake and
decreases during sleep in this manner and is believed to modulate sleep behavior [21, 22].




H[FW − θW ]−
h
τhs
H[θW − FW ] (2.4)
where H is the Heaviside function, i.e., H(x) = 0 if x < 0 and H(x) = 1 if x ≥ 0. Here,
if FW > θW = 2 Hz, the system is in wake, otherwise the system is in either NREM or
REM sleep. This function increases towards hmax during wake then decreases back towards
0 during sleep, as shown in Figure 2.2(a) where the system begins in wake for a short period
of time before transitioning to the sleep state. The time constants τhw and τhs determine how
quickly the sleep drive increases or decreases to the transition point [11]. Time constants
were determined to simulate typical average human sleep/wake behavior with approximately
8 hours of sleep followed by 16 hours of wake each day.
Varying these time constants can greatly impact the overall dynamics of the system.
Decreases in τhs and τhw cause the homeostatic sleep drive h to reach its steady state values
of 0 or hmax more quickly. Large enough decreases in these time constants can lead to the
occurrence of multiple sleep cycles in one day. We are particularly interested in how the
dynamics of the system change when these time constants are reduced enough to increase
the number of sleep cycles per day. Under these conditions, a longer nighttime sleep cycle,
and a shorter nap in the middle of the day occurs. When two sleep cycles occur in one
24 hour period, the homeostatic sleep drive transitions between increasing and decreasing
four times per day, as opposed to twice (Figure 2.2(b)). Comparing the evolution of the
homeostatic sleep drive for different scaling factors on the time constants τhw and τhs, we
9
see that for shorter time constants, the slope of each branch of h is steeper (Figure 2.2).
This causes the homeostatic sleep drive to reach a high enough level to transition to sleep
in the middle of the day, creating a short nap cycle. This value for h is higher than the
value needed to transition to sleep during night; the circadian system promotes wake during
the day, so additional sleepiness is needed to force a nap at this time. Then, the circadian
dynamics of the model that drive the system to be awake during the day and asleep at night
cause the system to transition back to wake at a higher value of h than the typical morning
transition point. The homeostatic sleep drive then increases again until the sleepiness has
built up enough again to transition into the nighttime sleep episode.
For all simulations, we will vary the h time constants together by multiplying both τhw
and τhs by a scaling factor tsmult. This will allow us to only consider one parameter as our
bifurcation parameter and to draw comparisons to previous work in which τhw and τhw were
regarded as a single parameter [8].
Adenosine is believed to help modulate sleep behavior by varying the activation level for
the NREM sleep promoting neuronal population [25]. We model this mechanism by changing
the parameter of the half-activation threshold, βN , of the NREM sleep-promoting neuronal
population. Therefore, we adjust the steady-state firing rate of the NREM sleep promoting
neurons to depend on h as follows:
FN,∞(c) = Nmax(0.5(1 + tanh((c− βN(h))/αN))) (2.5)
where βN(h) = −k1h − k2 for some constants k1 and k2. During wake states, h increases,
causing βN(h) to decrease. This reduces the activation threshold, and causes the system to
transition into sleep despite the inhibition this state is receiving from the wake-promoting
neurons. During sleep states, h decreases, and the activation threshold of the sleep popula-
tion increases. With this increase, the small amount of inhibition received from the wake-
promoting neurons or SCN neurons is enough to force the NREM population to deactivate
and cause the system to transition back into wake [11].
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Figure 2.2: Time trace of the evolution of the homeostatic sleep drive, h over four days for
various values of the scaling factor tsmult on the time constants τhw and τhs: (a) tsmult = 1,
(b) tsmult = 0.5. System begins in the wake state with increasing h.
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2.2.3 Circadian Oscillator
The circadian drive, C(t), is modeled using a van der Pol-type circadian oscillator model
proposed by Forger et al. [30]. The circadian drive oscillates between ±1 with a period of
24 hours under normal light exposure. The circadian rhythm is described by Equation 2.6,



























The circadian oscillator is driven by the light input I. For this model we assume that the
light is at a constant 500 lux for 14 hours followed by 0 lux for 10 hours [9]. The dependence
on light is transformed to B(t) to account for the time-dependent sensitivity to light, given









= 60[α(I)(1− n)− βn] (2.9)
B̂(t) = G(1− n)α(I) (2.10)
B(t) = B̂(1− 0.4C)(1− 0.4xc) (2.11)
The SCN neuronal population firing rate is given by Equation 2.1 with X = SCN , and
input to the steady state firing response function fSCN∞(·) is described by the circadian
drive C(t) [11]. This input creates a rhythmic fluctuation of the firing rate of the SCN
neuronal population where the firing rate of the SCN neuronal population is high during the
day and low at night [31–33]. Because the SCN neurons excite the wake promoting neurons
and inhibit the NREM sleep promoting neurons, the system will tend to be awake during
light and asleep during dark, as is expected for adult humans on a typical sleep schedule.
All parameter values used for this model are given in Appendix A.
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2.3 Model Dynamics
This model produces sleep/wake patterns similar to those observed in human adults.
With the standard parameter regime, the model results in a periodic solution with ∼ 16
hours of wake followed by ∼ 8 hours of sleep [11]. During the sleep episodes, four REM
bouts occur, which is typical of adult human sleep behavior [34]. The duration of REM
bouts and time between REM bouts is within the range of standard sleep/wake behavior
[34]. Additionally, sleep onset occurs on the descending phase of the circadian oscillator, at
a phase near 0.79, where a phase of 0 corresponds to the trough of the circadian oscillator
and the minimum of the core body temperature. Then, wake onset occurs just after the
circadian minimum, at a phase of approximately 0.11 [9]. These phase relationships are
typical of normal sleep/wake patterns [35]. However, this model is deterministic, so it is not
able to capture the variability of sleep/wake patterns. It instead aims to produce typical
sleep/wake behavior. Typical behavior of the transitions between the different sleep and
wake states is shown in Figure 2.3.




























Figure 2.3: Time traces of the average population firing rate over a two day period for all
four neuronal populations. Wake is classified to occur when FW > θW = 2 Hz. NREM sleep
is classified to occur when FW < θW and FR is low. REM sleep is classified to occur when
FW < θW and FR is high.
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To look at slightly simpler dynamics, we can eliminate the REM sleep cycles by setting
the parameter βR = −0.3. This alters the activation threshold for FR so that the REM
population is unable to overcome inhibition to activate. By changing this one parameter,
the model no longer enters REM sleep, but the general dynamics of the model, such as time
spent in sleep and wake and circadian phase at these transitions, remain similar [9]. Typical
firing rate dynamics for the two-state model are shown in Figure 2.4. We will consider both
the two-state model with wake and NREM sleep and the three-state model with wake, REM
sleep, and NREM sleep for the analysis on the bifurcation of number of sleep cycles per day.




























Figure 2.4: Time traces of the average population firing rate over a two day period for all
four neuronal populations. Wake is classified to occur when FW > θW = 2 Hz, sleep is
classified to occur when FW < θW = 2 Hz.
2.4 One-Dimensional Maps for Sleep-Onset
To further understand the dynamics of the sleep/wake behavior, it is of interest to con-
sider when sleep onset occurs as a function of the previous sleep onset. To do this, we
construct a one-dimensional map that determines phase of sleep onset relative to the cir-
cadian oscillator as a function of the phase of sleep onset of the previous sleep cycle.The
phase of the circadian oscillator is zero at the trough, so if the sleep onset occurs when the
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circadian oscillator is at its minimum, we say that the sleep onset phase is zero. Similarly,
if the sleep onset phase occurs when the circadian oscillator is at its peak, we say that the
phase of sleep onset is 0.5.
These maps are useful for characterizing how the dynamics of the system will evolve
back to the steady state periodic orbit after some perturbation to the system where the sleep
onset and circadian phase become desynchronized. One such example of a perturbation is an
individual who stays up all night, and then goes to bed the next morning. This would cause
desynchronization between the sleep periods and the circadian oscillator. Following this
perturbation, the system will take some time to evolve back to the stable periodic solution
where the sleep onset and circadian rhythm are once again synchronized [9].
Similar one-dimensional maps for sleep onset have been computed for other sleep/wake
models such as the Borbély two-process model [8, 36, 37]. All of these maps are similar
in that they show the system will become re-entrained to a stable periodic solution after a
short period of time, and each map contains some sort of discontinuity. The discontinuity
implies that the process of re-entrainment of the system may be very different for slightly
different sleep onsets. For example, after missing an entire sleep cycle, one might nap in the
middle of the day or one might wait until a more typical bedtime to fall asleep again. The
algorithm for computing this map for the sleep/wake model under consideration has been
described in [9].
The map for the sleep onset phase as a function of the previous sleep onset phase is
shown in Figure 2.5. Intersections with the line y = x represent the steady-states of this
system. For this map, there is one steady-state occurring near Φ = 0.79. This steady-state
is stable since the slope of the map has magnitude less than one at the point of intersection.
Because this is a stable steady state, the system will tend back to a periodic orbit where
the sleep onset occurs at Φ = 0.79 every night. Moreover, the system typically converges
to the steady-state value within 5-6 days, depending on the initial condition. Each of the
different branches near the steady state correspond with a different number of REM bouts
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Figure 2.5: One-dimensional map for the re-entrainment dynamics for the sleep/wake model
for the three-state model, where REM sleep can occur.
each night. The steady state occurs on the branch that represents four REM bouts a night
[9].
To further understand the evolution of the system back to the steady state value, we
will consider an example of a system that begins in a desynchronized state. To construct
this example, we use initial conditions that cause the system to be in sleep in the middle
of the day. We then run the model over a several day period until the sleep onset and the
circadian phase are synchronized, and track the sleep onset phase of all subsequent sleep
cycles. The time trace shows the sleep onset relative to the firing rate of the SCN neuronal
populations shifting over the first several days of the simulation (Figure 2.6). The circadian
oscillator is plotted beneath the time trace of the average firing rates on the same time scale.
Again, the peak of the circadian oscillator corresponds to a phase Φ = 0.5 and the trough
of the circadian oscillator corresponds to a phase of Φ = 0. Initially, sleep onset occurs just
before the peak of the circadian oscillator when Φ = 0.37. The next sleep onset occurs just
before the trough of the circadian oscillator, Φ = 0.92. Beyond this, sleep onset occurs on
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Figure 2.6: Time traces of the average population firing rate over a five day period where
the sleep onset and the circadian oscillator are initially desychronized. Circadian oscillator
is plotted below firing rates.
Φ = 0.79. For reference, the phase of sleep onset of the third sleep cycle is Φ = 0.816,
the phase of the fourth sleep onset is Φ = 0.802, and the phase of the fifth sleep onset is
Φ = 0.796. This is the evolution of sleep onset phases predicted by the map. Figure 2.7
shows how the map predicts the re-entrainment between the circadian oscillator and sleep
onset for these initial conditions. As shown, when the initial phase of sleep onset is near
0.36, the phase of the circadian oscillator at the time of the next sleep onset will be near
0.9. Using the cobwebbing technique for successively iteration one-dimensional maps, the
phase of the next sleep onset should be near 0.8. Each iteration of sleep onset will have a
phase that is approaching Φ = 0.79, the stable steady state of the map, as seen in the time
traces of the sleep/wake model during re-entrainment (Figure 2.6). The sleep onset time and
the firing rate of the SCN neuronal population become synchronized after a few days with
sleep onset occurring when the firing rate of the SCN neuronal population is decreasing, at
a circadian phase of approximately Φ = 0.79.
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Figure 2.7: One-dimensional map for the re-entrainment dynamics for the sleep/wake model
for the three-state model, where REM sleep can occur. Red lines on top represent the
evolution of phases of sleep onset for the re-entrainment of the system given in Figure 2.6.
When βR = −0.3, the system does not enter into the REM sleep state, and the dynamics
of the map are simplified. The associated map for the phase of sleep onset as a function of
the phase of the previous sleep onset for the two-state model is shown in Figure 2.8.
Many features of the dynamics of this map are similar to those for the map for the
three-state model. There is still one stable steady state, this time occurring near Φ = 0.86.
However, the discontinuities in Figure 2.5 for each REM branch are not present in Figure 2.8
since this set of parameters does not produce REM sleep. The overall dynamics of this map
are slightly easier to understand since there are fewer discontinuities.
We can understand re-entrainment predicted by this map in the same way as for the
map for the three-state model. Given a system that begins in a desynchronized state, we
determine the sleep onset phase relative to the circadian oscillator, and the map predicts what
the phase of the circadian oscillator will be for the onset of the next sleep cycle. Application
of the cobwebbing technique predicts all subsequent sleep onset phases, and successive sleep
onset phase approaches the stable steady state near Φ = 0.86. Approaching this steady
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Figure 2.8: One-dimensional map for the re-entrainment dynamics for the sleep/wake model
for the two-state model, where REM sleep cannot occur.
state, the system will be in an entrainted 24-hour periodic orbit where the sleep onset occurs
at the same time every day.
Both of these maps are piecewise-smooth, and discontinuities in the maps introduce inter-
esting dynamics when considering bifurcations on these systems. We will see that decreases
in the time constants of the homeostatic sleep drive create changes in the structure of these
maps for sleep onset phase. Certain values of these time constants produce a qualitative
change in the structure of the map that corresponds to a qualitative change in the behavior
of the system. The remainder of this thesis will be concerned with understanding how the
dynamics of the system change when these time constants for the homeostatic sleep drive,




As we saw in Section 2.4, the one-dimensional map for the sleep onset phase as a func-
tion of the previous sleep onset phase is piecewise-continuous. In piecewise-continuous one-
dimensional maps, we can see a rich variety of bifurcation dynamics not seen in continuous
maps. In particular, we see border collision bifurcations as the fixed point of a map falls
off one of the branches of the map. Previous work has quantified bifurcations for piecewise-
linear maps that involve a simple dependence on the bifurcation parameter [10, 38]. As seen
in Figure 2.5 and Figure 2.8, the maps for this system are not piecewise-linear. Therefore, we
will be interested in connecting the bifurcations in our maps to the bifurcations of a simpler,




ν1x+ µ if x ≤ 0
ν2x+ (µ+ l) if x > 0
(3.1)
Without loss of generality, l = 0,±1. However, the cases we will be interested in for the
dynamics of our system are l = −1, 0. For l = −1 and 0 < µ < 1, there are no fixed points on
the map. Instead, the trajectory will bounce between the two branches in some fashion. We
will denote the two branches L and R for the left and right branches of the map, respectively.
Hence, if the map is such that the trajectory moves between the left and right branches with
each iteration, the pattern for the trajectory is {L,R}. For l = 0, a bifurcation occurs when
µ = 0. Depending on the structure of the map, the piecewise-continuous map may exhibit a
wide variety of bifurcation dynamics [10].
The next three sections will discuss relevant bifurcation scenarios for l = −1, the fourth
section will be concerned with the bifurcation dynamics when l = 0, and the last section of
this chapter will detail how we numerically observe the bifurcation in the sleep/wake system.
In general, the system undergoes a period-adding scheme, a period-incrementing scheme, or
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chaos [10, 38]. We will see that the behavior of the bifurcation depends on the slope of each
branch of the map, ν1 and ν2 [10].
3.1 Period-Incrementing Bifurcation
The canonical example for the period-incrementing bifurcation occurs when l = −1,
0 < ν1 < 1, and −1 < ν2 < 0 in Equation 3.1 [38]. In this case, for µ < 0, the system begins
with a stable fixed point on the left branch yielding a pattern of {L}. For 0 < µ < 1 we
no longer have any intersections between the map and the line y = x, so there are no fixed
points of the map. Instead the map produces trajectories that have patterns of the following
form {Ln,R} for n ∈ N. That is, the trajectory will spend n iterations on the left branch
of the map followed by one iteration on the right branch. For µ = 1, n = 0, and there is a
fixed point on the right branch. As µ → 0, n → ∞ and we see a homoclinic orbit converging
on the left branch. Each iteration will be on the left branch of the map, but there is no
fixed point. After an arbitrarily large number of iterations on the left branch, the system
would transition to one iteration on the right branch followed immediately by an arbitrarily
large number of iterations on the left branch, and so forth. Additionally, as µ increases, n
decreases. That is, if µn has a pattern of {L
n,R} and µm has a pattern of {L
m,R} where
n < m, then µn > µm [10, 38].
These different patterns will have regions of bi-stability. Neighboring patterns {Ln,R}
and {Ln+1,R} will have regions of parameter values µ where both of these periodic orbits
exist. Different initial conditions can lead to the different orbits in these regions of overlap.
Because of these regions of overlap, we cannot see any additional behavior of the trajectories;
all parameter values of µ lead to some pattern of {Ln,R} [10, 38].
We can view this type of bifurcation through a Devil’s staircase diagram. To do this,
we define the rotation number ρ. For an orbit of period k, with r of those iterates being on
the right branch, we define ρ = r/k. This will always be some number between 0 and 1.
The period-incrementing case, produces patterns of the form {Ln,R}, which have a rotation
number of ρ = (1)/(n+1). Therefore, if plotting ρ as a function of µ, results in a graph that
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is comprised of many horizontal branches that increase with µ. These branches will have
regions of overlap since this bifurcation produces regions of bi-stability. For values of µ in
these regions of overlap, ρ will take on values of 1/(n+ 1) and 1/(n+ 2). Since n decreases
as µ increases, ρ increases monotonically. Finally, since patterns in this region can only have
patterns of the form {Ln,R}, ρ forms a step type function where the graph is horizontal
almost everywhere [10, 38].
We can also see a period-incrementing type behavior, if 0 < ν1 < 1 and 1 < ν2. For
this case, patterns of the form {Ln,R} still exist for some values of µ. But when νn1 ν2 > 1,
these patterns become unstable, and chaotic behavior occurs. Thus, for values of µ such
that µ < µ1, some critical value of µ1, we will see the same period-incrementing behavior as
described above. After this point, we see chaotic behavior, which will be discussed further
in Section 3.3 [10].
3.2 Period-Adding Bifurcation
For the period-adding bifurcation scheme, we will consider the canonical example where
l = −1, 0 < ν1 < 1, and 0 < ν2 < 1 [38]. Once again, the system begins in a state
with a single fixed point for µ < 0. For 0 < µ < 1 there are no longer any intersections
between the map and the line y = x. Because of this loss of fixed point, we expect to see the
trajectory move between the left and right branches, in a stable pattern as observed in the
period-incrementing case. As in the period-incrementing case, there stable patterns of the
form {Ln,R}, but now there are also patterns of the form {L,Rn}. However, in this case,
there are no longer regions of bi-stability. Instead of overlap in the regions of parameters
that create these patterns, there is a gap between windows of parameter regions creating
these patterns. In these gap regions, there are no longer patterns of the form {Ln,R} or
{L,Rn}. One of the interesting features of this bifurcation is the evolution of patterns that
are formed in these gap regions [10, 38].
In the regions between these stable patterns of the form {Ln,R} or {L,Rn}, we see more
complicated, higher order patterns. These patterns are a concatenation of the neighboring
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patterns. For example, between the pattern {Ln,R} and {Ln+1,R} we see patterns such as




for m ∈ N.
This type of pattern, each of these predictable forms with arbitrarily many patterns
between them consisting of the concatenation of the given patterns, shows a strong resem-
blance to the well-known Farey sequence [39]. We refer to the complete family of orbits in
this bifurcation as a Farey tree. Between any two orbits of finite length, orbits of arbitrarily
large order can occur. This is one of the key features of the Farey tree: patterns take a
predictable form with arbitrarily many patterns between any two predicted patterns [10].
We summarize this behavior in a Devil’s staircase diagram as mentioned above in Sec-
tion 3.1. The Devil’s staircase diagram is computed with the rotation number, ρ, defined
by the number of iterates on the right branch divided by the total number of iterates in
the sequence, plotted against the bifurcation parameter. As described previously, ρ ∈ [0, 1]
and is monotonically increasing; larger values of µ lead to more iterates being on the right
branch. This Devil’s staircase diagram will also be horizontal almost everywhere and take
on a rational value at each of these branches. However, over a Cantor set of measure zero,
ρ will take on an irrational value where the map lies on a non-period invariant set. These
values occur between the patterns given by the Farey tree, and because of the structure of
the Farey tree, there are uncountably many transitions between patterns, giving rise to the
Cantor set. It is for these values, a set of measure zero, that the map is not horizontal, giving
these ‘jumps’ between the steps. We also note that, since there was no region of bi-stability
in this case, there are no regions of overlap between these horizontal branches [10, 38].
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While the period-adding and period-incrementing cases differ in the specific details of
the bifurcation, there are many similarities that will be useful for us in understanding the
transitions in our sleep/wake system. First, both cases show the patterns {Ln,R}. These
patterns will be of particular importance to our understanding of the sleep/wake system.
They also evolve to the same end state. The largest difference between these two cases
is the transition between these typical patterns. These transitions will be important in
understanding the details of our bifurcations, but the end results of the general behavior of
the system will remain the same.
3.3 Chaos
The last general behavior observed for l = −1 is chaos where no periodic orbits are found.
The canonical example of this case occurs when 1 < ν1 and 1 < ν2 < 2. Since the slope of
each of these branches is greater than one, intersections with the map and the line y = x
will result in unstable steady states. We will still have the same general behavior as before.
For µ < 0 there is one fixed point, however, in this case the fixed point is unstable. For
0 < µ < 1 there are no intersections with the map and the line y = x. Here, the trajectory
still alternates between the left and right branches of this map, but it will not do so in a
stable, repeating pattern [10].
We consider the same type of Devil’s staircase diagram as before, but it is less clear what
the rotation number ρ will be. Since the system is in a region of chaos, there is no stable
pattern to determine the number of iterates spent on the left and right branches respectively.
Also, different initial conditions can lead to wildly different trajectories since the system is in
a region of chaos. However, we can numerically estimate the number of iterates of the right
versus the left branch of the map to estimate the rotation number. Interestingly, we find the
same kind of behavior as was seen before. The rotation number still increases with µ, giving
the same flavor of behavior, but some additional properties, such as being horizontal almost
everywhere, are lost [10].
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While this is a typical example of chaos in this type of bifurcation, in general, if the
magnitude of either slope, ν1 or ν2, is greater than one, for certain parameter values µ the
system will be in a state of chaos. As mentioned in Section 3.1, with 0 < ν1 < 1 and 1 < ν2
we see a combination of period-incrementing behavior and chaotic behavior. Other maps in
which at least one of the slopes has a magnitude greater than one will lead to either purely
chaotic behavior or a combination of chaotic behavior and periodic orbits [10].
3.4 Piecewise-linear Continuous Maps
Finally, we will consider the normal form of the border collision bifurcation where l = 0.
Here, there is not a discontinuity in the map, but rather in its derivative. In this map,
the bifurcation occurs when µ = 0. For ν1 > 0, ν2 < −1, and µ > 0, we will have some
orbit, possibly stable or unstable, with a pattern of {Ln,R}, but the period of this orbit
does not depend on µ. The unstable patterns lead to chaotic behavior of the trajectory. As
ν2 is decreased, the period of the orbit increases. For 0 < ν1 < 1, a period-adding type
bifurcation occurs as ν2 is decreased. The period of the orbit increases incrementally by
one, but intermediate regions exhibit chaotic behavior. This differs from the period-adding
type bifurcation since between branches there are regions of chaos rather than regions of
higher order orbits. Also, this bifurcation differs from that in the piecewise-discontinuous
system because here we must vary the slope ν2 of one of the branches, not µ to produce the
period-adding type bifurcation.
However, this theory only holds for piecewise-linear systems. If the system is not piecewise-
linear, much more complex behavior may occur. For the linear case, there is only one behavior
for µ > 0, and varying ν2 produces a period-adding type bifurcation. With nonlinearities, it
is possible to see period-adding type behavior by just varying µ. Also, we may see different
conditions on the regions of stable periodic behavior or chaos with nonlinearities. However,
to our knowledge, there is no general theory for piecewise-continuous maps that are not
linear, so we cannot make any definitive claims of what is expected of nonlinear systems
[10].
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3.5 Pattern Detection Algorithm
In the context of the sleep/wake system, we expect the bifurcation of the one-dimensional
map for sleep onset phase to undergo a border collision bifurcation as the number of sleep
cycles per day increases. To quantify this bifurcation further, we will need to determine the
pattern of the number of sleep cycles per day to relate to the patterns seen in the different
types of border collision bifurcations. To do this, we will numerically determine the pattern
of sleep cycles per day for various parameter values. The rest of this section will detail how
we determine the stable pattern of sleep cycles per day for a numerical simulation of this
model.
For the original parameter values, one sleep cycle occurs every day. This is associated
with a pattern of {1, 1, 1, . . .} where each number represents the number of sleep cycles on a
given day. For lower values of tsmult, the scaling factor on the homeostatic sleep drive time
constants, we will see one longer nighttime sleep period followed by a shorter sleep period
during the day. This would be two sleep cycles per day, giving a pattern of {2, 2, 2, . . .}. Based
on previous work done on bifurcations in the number of sleep cycles per day for the Borbély
two-process model, we expect to see more complicated patterns such as {1, 2, 1, 2, . . .} in a
transition region between one sleep cycle per day and two sleep cycles per day [8]. This
corresponds to one day with one sleep cycle followed by one day with two sleep cycles. In
order to understand the transition between one sleep cycle per day and two sleep cycles
per day, we need to understand all possible patterns of number of sleep cycles per day the
system can undergo. To do this, we have constructed a numerical algorithm to detect these
patterns.
Because the system starts with some region of transient behavior and patterns can be
of any length, it is not sufficient to consider the number of sleep cycles per day as the
total number of sleep cycles over some large number of days divided by the total number of
days. In the limiting sense, this would give an accurate description of the average number of
sleep cycles per day, but this is not practical in a computational sense. Instead, we need a
26
method to detect a stable repeating pattern of the number of sleep cycles per day that does
not include the initial period of transient behavior and can account for a variable length
of the pattern. This will also give us the advantage of knowing the exact pattern such as
{1, 2, 1, 2, . . .} as opposed to simply the average number of sleep cycles per day.
To find patterns in the number of sleep cycles per day, we first ran the model simulation
over a long period of time, 80 days for the two-state model or 100 days for the three-state
model. Then, for each day, we determined the number of sleep cycles that started on that day.
This generated a sequence of length 80 or 100, respectively, which determined the number
of sleep cycles per day. We have made the following assumptions in order to correctly detect
the patterns. First, we would like to find the pattern with the lowest order. Here we consider
the order of the pattern to be the length of the pattern For example, {1, 1, 1, . . .} has a stable
repeating pattern of {1}, not {1, 1} with order equal to one and {1, 2, 1, 2, . . .} has a stable
repeating pattern of {1, 2} with order equal to two. Next, we assume that, depending on the
initial conditions, the system may undergo a state of transient behavior before reaching the
region of a stable pattern of number of sleep cycles per day. Because of potential transient
behavior, we do not require a stable pattern for the entire sequence of 80 or 100 days, but
only for the last portion of this sequence. However, we want to ensure that we have found
the full repeating pattern. For example, considering a pattern such as {1, 2, 1, 2, 1, 2, 2} over
only four days of the simulation may yield a pattern of {1, 2, 1, 2} sleep cycles per day. Thus,
it would appear that we have found a stable repeating pattern of {1, 2}, but this would be
misleading since it is only part of the pattern. To address this scenario, we require that the
stable repeating pattern exist for at least the last fourth of the trial, either 20 days or 25 days
for the two- or three-state model respectively. Additionally, we require that the detected
pattern be repeated at least three times. These conditions will not guarantee that we have
found the true repeating pattern, but we can never guarantee this with a numerical method.
For example {1200, 2}, 200 days of one sleep cycle per day followed by one day with two
sleep cycles, would be detected as a stable repeating pattern of {1} because we did not run
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the simulation far enough to detect the true pattern. However, requiring that the pattern
be repeated at least three times and be consistent for the last quarter of the sequence will
ensure that we correctly identify patterns of low order, i.e., patterns whose length is less
than or equal to six or eight for the two- or three-state models, respectively. Furthermore,
since the period of initial transient behavior is typically short we can likely correctly identify
patterns of higher order.
We will use the pattern detected to calculate the average number of sleep cycles per day.
This is calculated as the sum of the number of sleep cycles per day divided by the length
of the pattern. For example, the pattern {1, 2} has 3
2
sleep cycles per day and the pattern
{1, 2, 1, 2, 2} has 8
5
sleep cycles per day. If we do not find a stable pattern for the number
of sleep cycles per day, we compute the average number of sleep cycles per day as the total
number of sleep cycles divided by the number of days in the experiment.
We describe the pattern finding algorithm here briefly. We begin by letting the first
element of the sequence be the initial guess for the pattern. We then determine if every
subsequent element of the sequence has that same number. If not, we use the second number
in the pattern as the guess for the pattern, and repeat the process. We continue this process
of letting the next element become our new guess until we find a stable pattern, or the
number of elements in the sequence we are testing over becomes too small (i.e., we are
testing over less than one fourth of the total length of the pattern or the pattern could not
be repeated three times in the length of the sequence left). If a stable pattern of length one
is not found, we let our guess for the pattern be the first two elements of the sequence. We
then determine if this pattern is repeated for the rest of the sequence. If so, this is designated
to be the stable pattern. If not, we let our guess be the second and third element of the
sequence. Then we determine if this pattern continues for all subsequent elements of the
sequence. We continue eliminating the next element of the sequence and determining if that
pattern continues to the end of the sequence until we find a stable pattern or the length of
the resulting sequence becomes too small. If a stable pattern is still not found, we increase
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the number of elements in our guess by one and continue the same process as above. If a
stable pattern is not found before the length of the guess sequence is too large, (we cannot




BIFURCATIONS IN THE TWO-STATE MODEL
We will first consider the bifurcation in the number of sleep cycles per day for the two-
state model. We will analyze the transition from one sleep cycle per day to two sleep cycles
per day in several different ways. First, we will consider the change in the one-dimensional
map structure as the time constants τhw and τhs of the homeostatic sleep drive are decreased.
Next, we will consider the qualitative transition of the number of sleep cycles per day. Finally,
we will use these dynamics to connect this bifurcation to the period-incrementing bifurcation
scheme described by DiBernardo [10]. For all simulations, we will multiply both τhw and τhs
by the same scaling factor tsmult, and we will analyze the bifurcation with respect to this
single parameter.
4.1 Bifurcation in One-Dimensional Map
We begin by considering how the structure of the map changes as we vary the time
constants on the homeostatic sleep drive. The one-dimensional map describing the sleep
onset phase as a function of the previous sleep onset phase for the two-state model is shown
again here in Figure 4.1. As tsmult decreases from tsmult = 0.5 to tsmult = 0.4, the map
changes (Figure 4.2). As τhs and τhw decrease, the steady state moves to slightly lower phases
as the branch of the map with the fixed point moves down, (Figure 4.2(a), where tsmult = 0.5).
Then, when tsmult ≈ 0.45, this branch moves low enough to lose the intersection between the
map and the line y = x, thus, losing the steady state of the system (Figure 4.2(b)). Since
there is no longer a steady state, the system is no longer in a parameter regime with a single
sleep episode every day. For tsmult = 0.45, the system is in a parameter regime where two
sleep cycles occur every other day: a single nighttime sleep episode occurs every day with
an additional nap every other day. Because the phase of sleep onset is different for the nap,
the nighttime sleep period of the day with a nap, and the single nighttime sleep period of
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Figure 4.1: One-dimensional map for the re-entrainment dynamics for the sleep/wake model
for the two-state model, where REM sleep cannot occur.
the day without a nap, the phase of sleep onset as a function of the phase of the previous
sleep onset will never be constant. However, in this parameter regime, a stable three cycle
for phase of sleep onset appears; the phase of sleep onset as a function of the phase of the
sleep onset three sleep cycles ago will reach a stable steady state (Figure 4.3). Decreasing
tsmult further still continues to move this branch of the map down. As for tsmult = 0.45,
there are no stable steady states of the map (Figure 4.2(c)) where tsmult = 0.4. However,
tsmult = 0.4, produces a pattern of two sleep cycles every day. Once again, the phase of sleep
onset for the longer nighttime sleep cycle will not be predicted by the phase of the previous
sleep onset, the shorter nap, but a stable two-cycle appears. The phase of sleep onset will
be predicted by the phase of sleep onset two sleep cycles ago.
Overall, the parameter tsmult affects the map by moving the branch that can intersect
the line y = x down as tsmult is decreased. This does not seem to play a large role on the
other branch for 0.4 ≤ tsmult ≤ 0.5. From the original parameter set to tsmult = 0.5, there is
a decrease in the number of branches on the map as well as a change in the branches that





Figure 4.2: One-dimensional map for the re-entrainment dynamics for the sleep/wake model
for the two-state model. The parameter tsmult is varied for each panel: (a) tsmult = 0.5, (b)
tsmult = 0.45 and (c) tsmult = 0.4.
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Figure 4.3: Third return map for the re-entrainment dynamics for the sleep/wake model
for the two-state model where tsmult = 0.45 and there is a stable three cycle in sleep onset
phase.
of the map is largely unaffected. This suggests that the movement of the branch with the
stable steady state determines the overall dynamics of the bifurcation. We also note that the
slopes of each of the branches are not consistent across the entire branch, although the slope
of the branch with the steady state does not vary significantly. In particular, the slope of
the other branch is variable with portions of the branch exhibiting a slope less than one and
portions with a slope greater than one. Since the dynamics of the border collision bifurcation
largely depend on the slope of each of the branches, this change in slope may have a great
impact on the dynamics of the bifurcation. The details of how these maps connect to the
normal form of the border collision bifurcation will be discussed further in Section 4.3.
4.2 Bifurcation in the Number of Sleep Cycles Per Day
Next, we will focus on how the qualitative behavior of the system changes as we decrease
tsmult. To do this, first we will consider the time spent in sleep each day as a function of tsmult
and then consider the average number of sleep cycles per day as a function of tsmult. This
will allow us to connect patterns of sleep cycles per day to the pattern structures observed
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in the border collision bifurcation and better relate the overall bifurcation structure of this
system to the normal form of the border collision bifurcation.
4.2.1 Number of Sleep Cycles Per Day
To further understand the qualitative changes in the two-state model as tsmult is varied,
we have numerically simulated the sleep/wake model over several days for 0.1 ≤ tsmult ≤ 1.2.
As seen in Figure 4.4, as the scaling factor for the time constants tsmult is decreased, we move
Figure 4.4: Time spent in sleep as parameter tsmult is varied from 0.1 to 1.2 for the two-state
model. Blue region indicate sleep, white regions indicate wake.
from a region of one sleep cycle per day to two sleep cycles per day. In between these stable
patterns there is a small region of transient behavior where the number of sleep cycles per
day is not constant. This transition region occurs for approximately 0.42 < tsmult < 0.46.
For tsmult > 0.46 one sleep cycle occurs each day, and for tsmult < 0.42 two sleep cycles
occur each day. Near tsmult = 0.2 we begin to see a pattern of three sleep cycles per day
and near tsmult = 0.1 we begin to see a pattern of four sleep cycles per day. If tsmult were
decreased even further, patterns of five sleep cycles per day, then six sleep cycles per day
and so on would begin to emerge. In a similar fashion, increasing the scaling factor for the
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time constants tsmult will decrease the number of sleep cycles per day. Initially, increasing
tsmult causes the system to transition into a parameter regime producing one sleep cycle
every two days. Further increases of tsmult cause the system to transition into a parameter
regime where there is one sleep cycle every three days, and so on (data not shown).
This is typical of the border collision bifurcation, where changing the value of the bifur-
cation parameter incrementally increases the period of the cycle by one. Here, the system
transitions from one sleep cycle per day to two sleep cycles per day to three sleep cycles
per day and so on. This type of behavior has been noted in other sleep/wake networks. A
decrease in the homeostatic time constant of the Borbély two-process model also leads to
a border collision bifurcation where the number of sleep cycles per day increases in incre-
ments of one with regions of parameters giving variable numbers of sleep cycles per day [8].
However, the dynamics of the border collision bifurcation in this model are not the same as
those for the Borbély two-process model. The patterns of sleep cycles per day are different
between the two-state model and the Borbély two-process model, which will be discussed
further in Chapter 7.
Between the parameter regions associated with incremental addition of the number of
sleep cycles per day are small regions where the number of sleep cycles is not consistent every
night; this transition region is a characteristic trait of this type of bifurcation [10]. We focus
on understanding how the system transitions between one sleep cycle per day to two sleep
cycles per day in Section 4.2.2. The mechanism by which the system adds sleep cycles per
day will help classify the dynamics of the bifurcation of the two-state model in terms of the
normal form of the border collision bifurcation, as discussed in Section 4.3.
4.2.2 Devil’s Staircase Bifurcation Diagram
One of the key features of a border collision bifurcation is the transition region between
the cycles of different periods. As discussed in Chapter 3, depending on the underlying
structure of the map, we may see many different types of transitions between the number of
sleep cycles per day.
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To understand the transition region between one sleep cycle per day and two sleep cycles
per day, we will consider the sequence of the number of sleep cycles per day for many
parameter values. The method for determining this sequence is described in Section 3.5.
Before we lose the steady state on the one-dimensional map for sleep onset, we have a stable
pattern of {1, 1, 1, 1, . . .} since there is a stable pattern of one sleep cycle every night. After
the transition region, we have a stable pattern of {2, 2, 2, 2, . . .} since this a region where
there are two sleep cycles every 24 hours with one long nighttime sleep cycle and one shorter
sleep cycle during the day. In the transition region, we see the following types of patterns:
{1, 1, 1, 1, . . .}, {1, 2, 1, 2, . . .}, {1, 2, 2, 1, 2, 2, . . .}, . . . {2, 2, 2, 2, . . .} (4.1)
We will represent this type of pattern by
{1, 2n} n ∈ N (4.2)
That is, for some n ∈ N, there exists some value of tsmult such that there is a stable pattern
of one sleep cycle for one day followed by n days with two sleep cycles. We cannot detect
patterns of arbitrarily high order, so it is possible that this is only true for n ≤ N ∈ N, some
fixed maximum length of periodic orbits observed. However, as n → ∞ we get a pattern of
{1, 2∞}, which corresponds to a stable pattern of two sleep cycles every day.
Let tsmult,n be a scaling factor on the homeostatic sleep drive time constants such that
a stable pattern of {1, 2n} occurs and let tsmult,m be a scaling factor on the homeostatic
sleep drive time constants such that a stable pattern of {1, 2m} occurs. Then if n < m,
tsmult,n > tsmult,m. That is, lower values of tsmult lead to more days with two sleep cycles.
This pattern is summarized in the Devil’s staircase bifurcation diagram (Figure 4.5).
In this diagram, we plot the number of sleep cycles per day in the stable pattern ver-
sus the parameter value, tsmult. As described in Section 3.5, the pattern {1, 1, 1, . . .} has
ρ = 1 sleep cycle per day and the pattern {2, 2, 2, . . .} has ρ = 2 sleep cycles per day.
The transition patterns, such as {1, 2, 1, 2, . . .}, ρ = 3/2 = 1.5 sleep cycles per day, and
{1, 1, 2, 1, 1, 2, . . .}, ρ = 4/3 ≈ 1.33 sleep cycles per day, will always have between 1 and 2
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Figure 4.5: Number of sleep cycles per day as parameter tsmult is varied from 0.42 to 0.46 for
the two-state model. Black dots indicate that a stable pattern was found. Red dots indicate
that no stable pattern was found.
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sleep cycles per day. As tsmult decreases, the number of sleep cycles per day increases in
steps. All patterns of sleep cycles per day fall in the scheme of Equation 4.1, so the number
of sleep cycles per day will always take on a value of ρ = 2n−1
n+1
for the pattern {1, 2n}. This
results in the bifurcation diagram being horizontal almost everywhere in this range of tsmult,
one of the defining characteristics of the border collision bifurcations discussed in Chapter 3.
Most parameter values produce a stable pattern of sleep cycles per day that follows the
pattern {1, 2n}. However, the red points in Figure 4.5 represent values of tsmult for which
no stable pattern in the simulation was identified. In these cases, the number of sleep cycles
per day was calculated by adding the total number of sleep cycles in the simulation divided
by the total number of days. This provides an estimate for the true number of sleep cycles
per day since the simulation was run over a large number of days. We will refer to these
parameter values at which no stable pattern was found as unstable parameters. There are
many possible reasons that these unstable parameters exist. We will discuss four possible
explanations for these unstable parameters. First, they could be caused by an error in the
pattern detection algorithm. Next, they could be a result of numerical error of the model.
Third, they could be a result of the transient behavior of the system. Finally, these unstable
parameters could be a result of chaotic behavior in the system. Further explanations of each
of these cases is given below.
First, the unstable parameters may be a result of an error in the pattern detection
algorithm. For large n, patterns of the form {1, 2n} may not be detected by our pattern
finding algorithm since the pattern detection algorithm is only run over 80 days and we
require that any pattern be repeated at least three times. Because of this, patterns with
length greater than six could possibly not be detected by the algorithm. Thus, not all
unstable parameters are a result of a lack of stable pattern, but rather a result of the pattern
detection algorithm not being run over sufficiently many days to detect the true underlying
pattern. Since we expect patterns approaching {2} to have high order, this likely accounts
for many of the the unstable patterns approaching two sleep cycles per day, but not those
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parameter values which gave some number of sleep cycles per day between the expected
steps of ρ = 2n−1
n+1
.
Next, the unstable parameters could be a result of numerical error. The exact solution of
this system cannot be determined, so we compute the solution numerically. Small errors in
the computations could lead to the system not transitioning into the sleep or wake state at
the exact time it should, giving slight anomalies in the pattern. For example, if the system
were supposed to transition into sleep just before midnight, but the numerical simulation
caused the system to transition into sleep just after midnight some nights, the algorithm
would not detect a stable pattern for number of sleep cycles per day, even though this
pattern still exists. However, this likely does not account for most unstable parameters since
it is unlikely that the system is transitioning to sleep near the day mark for most parameter
values.
A third cause of the unstable parameters could be that the system is still in the transient
region. The system does not start in the steady state/orbit, but typically reaches this orbit
after some short period of transient behavior. It is possible that for these very small regions
of parameters near a large change in the qualitative behavior of the system, the dynamics
have not yet reached the stable pattern. Starting the simulation with a better set of initial
conditions or running the pattern detection algorithm over a larger number of days could
help correctly identify some of these patterns.
Finally, these unstable parameters could be a result of the system being in a chaotic
state. One possible behavior of a border collision bifurcation is chaos, which would lead to
no stable pattern being detected. If the system were in a state of chaos, we would not expect
to see a stable number of sleep cycles per day. However, chaotic behavior is not expected
in the normal form of the period-incrementing bifurcation. But, the maps for the two-state
system show deviations from the normal form of this type of bifurcation. The normal form
of this bifurcation assumes that the map is piecewise-linear and simpler dependence on the
bifurcation parameter [10, 38]. Our maps for the two-state model seem well approximated
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by the normal form of these maps for the most part. However, small deviations from this
normal form could lead to slight changes in the bifurcation structure. We will further discuss
the deviations from the normal form of the map and its connection to the overall bifurcation
of the number of sleep cycles per day in Section 4.3.
4.3 Relation to Border Collision Bifurcation of Piecewise-linear Maps
The behavior of the system most closely follows a border collision bifurcation with a
period-incrementing pattern. This is most clearly seen through the Devil’s staircase diagram
(Figure 4.5) where there are the typical steps of a period-incrementing bifurcation without a
complex transition regions between steps. Also, each of these steps corresponds to a stable
pattern of {1, 2n}. This fits well with the characteristic properties of a period-incrementing
bifurcation described in Section 3.1.
However, we do not see a region of overlap between these branches in Figure 4.5, as is
expected of the typical period-incrementing behavior. Since this bifurcation diagram was
constructed using a single set of initial conditions, we cannot detect regions of overlap from
this numerical construction of the diagram. One set of initial conditions cannot lead to two
distinct trajectories, so we would need to run this simulation over all initial conditions to
determine all possible trajectories. We have not been able to detect these regions of overlap in
our simulations, but we cannot be certain that these regions do not exist. Future work should
determine whether these regions of overlap exist, but have not yet been found numerically,
or if an absence of overlapping regions represents a difference between the normal form of
the period-incrementing border collision bifurcation and the structure of the bifurcation for
this model.
Not only are we lacking these regions of bi-stability, but there are small regions of pa-
rameter values between the branches for which no stable pattern of sleep cycles per day was
found. Such regions are not a feature of a typical period-adding bifurcation scheme. The
regions between these stable branches do not show stable, higher order patterns, typical of
the Farey tree sequence shown in a period-adding bifurcation. Instead, they are just regions
40
with no stable pattern. These are likely caused by the errors discussed in Section 4.2.2 and
not an underlying difference in the bifurcation structure. However, it is interesting that they
would not converge to a stable pattern; the theory suggests expect that this is part of the
region of bi-stability, and therefore, that they could converge to one of two stable patterns.
It is also of interest to note that the period-incrementing bifurcation arises from a map
with one of the slopes being negative and the other being positive. All maps of the two-
state model near the bifurcation point have a strictly positive slope at all points of the map
(Figure 4.2). This would typically correspond to the period-adding, not period-incrementing,
bifurcation. However, we also note that the slope of the left branch is not always strictly
less than one, which is required of the normal form for the typical period-adding or period-
incrementing bifurcation. In fact, the slope of the left branch near the discontinuity is much
greater than one. As we saw in Chapter 3, when both slopes are positive but one branch has
a slope greater than one, we can have a region of period-incrementing behavior followed by
a region of chaos. We clearly see the period-incrementing behavior, but high order patterns
are not properly detected by our algorithm. Therefore, it is possible that parameter values
near tsmult = 0.42, where no stable pattern was detected, correspond to a region of chaos
where there are no stable underlying patterns rather than a region where the high order
patterns are simply not detected. However, as seen in Section 3.3, we still expect the same
trend of number of sleep cycles per day to continue in the region of chaos; in regions of chaos,
as tsmult decreases, the average number of sleep cycles per day increases.
Since the slope of this branch is less than one for the majority of the branch, it is
possible that the portion of the map for which the slope is greater than one only influences
the dynamics of the trajectory for certain values of tsmult. That could create chaos for only
certain values of tsmult, when this steep portion of the branch has a large influence on the
trajectory. The parts of the map near the discontinuity with slope greater than one may
only play a role in the dynamics of the trajectory for parameter values near the transition
between typical branches. Thus, near these transitions, the system is dominated by the
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slope greater than one which gives rise to different bifurcation dynamics. This could create
a bifurcation which follows a period-adding scheme when the trajectory is dominated by the
portions of the map in which the slope is less than one, but exhibits chaotic behavior when
the system is largely influenced by the portion of the branch in which the slope is greater
than one.
The other important difference between our maps and the normal form of the border col-
lision bifurcation is the dependence of the pieces of the map on the bifurcation parameter.
Because the pieces of the map do not simply translate with tsmult, the dynamics of the bifur-
cation in the maps may be different from those predicted by the normal form. However, as
seen above, the structure of the bifurcation is largely reminiscent of the period-incrementing
bifurcation. This might suggest that the exact movement of the branches as a function of
the bifurcation parameter does not have a large influence on the underlying dynamics of the
bifurcation. Therefore, it seems likely that the more complex dependence on the pieces of
the map cause the exact parameter values over which each stable pattern occurs to change,
but the underlying bifurcation structure remains largely the same.
Overall, this behavior follows generally the pattern of a period-incrementing bifurcation,
but there are some subtle differences likely caused by the deviations from this map and
the normal form of the map. The largest sources of deviation likely come from the small
portion of the map that has a slope greater than one and the complicated dependence on the
parameter tsmult. However, we clearly see that the period-incrementing bifurcation structure




BIFURCATIONS IN THE THREE-STATE MODEL
We will now consider a similar bifurcation of the number of sleep cycles per day for the
three-state model. Following the analysis for the two-state model, we will consider how the
structure of the one-dimensional map for sleep onset phase changes with the time constants
on the homeostatic sleep drive, and the qualitative transition in number of sleep cycles per
day. As in the two-state model, as the scaling factor for time constants of the homeostatic
sleep drive, tsmult, is decreased, the number of sleep cycles per day increases in increments
of one. However, as we will see, the dynamics of this transition into multiple sleep cycles per
day is qualitatively very different from the transition to multiple sleep cycles per day in the
two-state model. In the three-state model, this transition appears to follow a period-adding
bifurcation structure. These differences, as well as the connection back to the normal form
of this border collision bifurcation, will be discussed in Section 5.3. The added dynamics of
REM sleep during each sleep period adds many complexities to the system. Chapter 6 will
focus on the bifurcation in the number of REM bouts per sleep cycle and how this affects
the dynamics of the system as a whole.
5.1 Bifurcation in One-Dimensional Map
The one-dimensional map describing the sleep onset phase as a function of the previous
sleep onset phase for the three-state model with the original parameter set is shown again
in Figure 5.1. We will now consider how decreasing the scaling factor on the homeostatic
sleep drive constants affects the dynamics of the map. Maps for various values of tsmult are
shown in Figure 5.2. Similar to the two-state model, decreasing tsmult tends to move the
branch with the stable steady state down until the stable steady state falls off of the map,
and we no longer have a stable pattern of one sleep cycle per day. However, we notice that
the time constants τhs and τhw seem to have a larger impact on the overall structure of the
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Figure 5.1: One-dimensional map for the re-entrainment dynamics for the sleep/wake cycle
for the three-state model, where REM sleep can occur.
map in the three-state model compared to the two-state model. The slopes of some of the
branches change significantly, and the number of these piecewise-smooth branches changes
with a decrease in tsmult. This is clearly seen by comparing Figure 5.1 with Figure 5.2(c).
In Figure 5.2(c) there is only one cusp between branches whereas in Figure 5.1 there are
three of these cusps. Furthermore, the slopes of some of these pieces of the map are clearly
different between the two maps.
There is also a change in stability of the fixed point before the loss of the fixed point.
When tsmult = 0.88 (Figure 5.2(a)) we still have intersections between the map and the line
y = x. However, there are now two intersections; both of these intersections occur on a
portion of the map where the magnitude of the slope is grater than one, so both of these
steady states are unstable. However, for tsmult = 0.88, the simulation produces only one
sleep cycle every day. The phase of sleep onset will remain near both of these steady states,
but never approach either one. This results in similar sleep onset phases between days, but
the exact timing between sleep cycles will shift slightly every night. The bifurcation that
results from the loss of stability of the fixed point is discussed in more detail in Chapter 6.
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Figure 5.2: One-dimensional map for the re-entrainment dynamics for the sleep/wake cycle
for the three-state model. The parameter tsmult is varied for each panel: (a) tsmult = 0.88,
(b) tsmult = 0.8 and (c) tsmult = 0.58.
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The bifurcation in the number of sleep cycles per day happens for slightly lower values of
tsmult, when there are no longer any fixed points, stable or unstable. When tsmult = 0.8,
there are no longer any intersections between the map and the line y = x (Figure 5.2(b)).
For this parameter value, we no longer have one sleep cycle every day, but rather some
combination of days with one sleep cycle and days with two sleep cycles. This is similar to
the two-state model. Before moving to a region of two sleep cycles per day in the three-state
model, there is some transition region with a pattern of one and two sleep cycles per day.
Finally, as we decrease tsmult further, in general, the portion of the map that used to contain
the fixed point moves further down and there are no fixed points on the map (Figure 5.2(c)).
As we continue to decrease tsmult, we will never again have an intersection with the map and
the line y = x. For tsmult = 0.58, the model produces a stable pattern of two sleep cycles
every day. The sleep onset phase of any given sleep cycle will be the same as the sleep onset
phase of two sleep cycles ago. This corresponds to two fixed points on the second return
map. That is, Φn+2 = Φn will be satisfied for two values of Φ corresponding to the phase of
the nap onset and the phase of the longer nighttime sleep onset. These fixed points will be
stable.
It is important to note that the slopes of these pieces of the map are not constant. For
the branches that form this cusp type behavior, portions of the branch have positive slope
while other portions have negative slope. Branches also typically have regions where the
magnitude of the slope is less than one and regions where the magnitude of the slope is
greater than one. This will make it more difficult to connect the dynamics of this map to the
normal form of this type of bifurcation, where we base our classification of the bifurcation on
the sign and magnitude of the slope of each branch. The connection between these maps and
the normal form of the border collision bifurcation, detailed in Chapter 3, will be discussed
further in Section 5.3.
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5.2 Bifurcation in Number of Sleep Cycles Per Day
As with the two-state model, the three-state model undergoes the same dynamics of
adding sleep periods in increments of one as the homeostatic sleep drive time constants are
decreased. However, the evolution of this bifurcation has more characteristics similar to
the period-adding bifurcation than the period-incrementing bifurcation seen in the two-state
model. The additional discontinuities in this map cause a change in stability of the fixed
points before the loss of the fixed point. This adds some complexity to the dynamics of this
bifurcation, but the underlying period-adding bifurcation structure is still evident.
5.2.1 Number of Sleep Cycles Per Day
To first understand how the number of sleep cycles per day increases as tsmult decreases,
we have computed the time spent in sleep over a four day period for a large range of values,
tsmult, shown in Figure 5.3. This is computed in the same way as Figure 4.4. Once again, as
Figure 5.3: Number of sleep cycles per day as parameter tsmult is varied from 0.3 to 1.1.
Blue region indicate sleep, white regions indicate wake.
tsmult is decreased, sleep cycles per day are added in increments of one, with some transition
dynamics between these stable patterns. In this diagram, for values of tsmult, approximately
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0.9 < tsmult < 1, there is one sleep cycle per day. For 0.45 < tsmult < 0.6 there are two
sleep cycles per day, and for 0.3 < tsmult < 0.325 there three sleep cycles per day. Further
decreases of tsmult would lead to more sleep cycles per day, with sleep cycles still being added
one at a time. We note, however, that there are large regions of tsmult for which there is not
a set number of sleep cycles per day. For example, for 0.6 < tsmult < 0.9, the model produces
between one and two sleep cycles per day. This region of transition is expected of the border
collision bifurcation, as seen in Chapter 3. We also note that near tsmult = 0.9, we still
have a stable pattern of one sleep cycle per day, but the time of sleep-onset varies slightly
each day. This variation causes the regions of sleep to not be consistent between days or for
nearby parameter values of tsmult. This is related to the bifurcation on the number of REM
bouts per sleep cycle, which will be discussed further in Chapter 6.
While the general behavior of the two-state model and the three-state model is similar,
there are many distinct differences in the patterns of time spent in sleep as tsmult is decreased.
The same general pattern of incrementally adding one sleep cycle per day exists in both
models, but the dynamics of this change appear to be very different. In comparing Figure 4.4
and Figure 5.3, we see many qualitative differences. The most obvious is the difference in the
range of parameter values over which certain dynamics are observed. The transition between
one sleep cycle per day and two sleep cycles per day occurs at different values of tsmult in
the two- and three-state models and the range of parameter values associated with this
transition region is much larger for the three-state model. However, these differences reflect
differences in the parameter regimes rather than the underlying structure of the dynamics
of the system. The more important difference is the manner in which sleep cycles are added.
In the two-state model, tongues of wake patterns appear in the larger sleep block as the
number of sleep cycles per day increases. Similar behavior is not observed in the three-state
model. We will use the difference in these transitions of time spent in sleep along with the
differences in the maps to further quantify the differences in the underlying structure of the
bifurcation. These differences and their connection to the normal form of the border collision
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bifurcation will be further discussed in Section 5.3.
5.2.2 Devil’s Staircase Bifurcation Diagram
To further classify this bifurcation, we will look at the bifurcation in terms of the number
of sleep cycles per day in the transition region between one and two sleep cycles per day.
The Devil’s staircase bifurcation diagram for the three-state model is shown in Figure 5.4.



























Figure 5.4: Number of sleep cycles per day as parameter tsmult is varied from 0.5 to 1. Black
dots indicate that a stable pattern was found. Red dots indicate that no stable pattern was
found.
We use the pattern detection algorithm described in Section 3.5 to find the stable patterns
of the number of sleep cycles per day. Once again, if a stable pattern is found, the number
of sleep cycles per day is calculated by dividing the number of sleep cycles by the number of
days in that stable pattern. If a stable pattern is not found, the number of sleep cycles per
day is calculated as the number of sleep cycles over the duration of the simulation divided
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by the total number of days in the simulation (100 days). In the limit we expect that this
average estimates the underlying pattern of sleep cycles.
As in the two-state model, the number of sleep cycles per day increases as tsmult decreases,
and increases are generally stepwise. However, the dynamics of this transition region are
clearly more complex compared to the two-state model. Clearly, not all of the branches
follow the pattern of {1, 2n} where n ∈ N denotes the number of consecutive days with two
sleep cycles, although these patterns still exist. In addition, there are patterns of the form
{1n, 2} for n ∈ N, patterns in which there are n days with one sleep cycle followed by one day
with two sleep cycles. These patterns produce stable branches both above and below ρ = 1.5
sleep cycles per day. The pattern {1, 2, 1, 2, . . .} has ρ = 1.5 sleep cycles per day. Patterns
of the form {1, 2n} have ρ ≥ 1.5 sleep cycles per day and patterns of the form {1n, 2} have
ρ ≤ 1.5 sleep cycles per day. Patterns of the form {1n, 2} have ρ = n+2
n+1
sleep cycles per day.
However, in the three-state system there are parameter values that produce a stable
pattern of sleep cycles that do not fall into a pattern of the form, {1, 2n} or {1n, 2}. For
example, several parameter values have ρ = 8/5 = 1.6 sleep cycles per day, which corresponds
to a pattern of
{(1, 2), (1, 2, 2), (1, 2), (1, 2, 2), . . .}. (5.1)
Clearly this does not fall into the above mentioned patterns. Other parameters give patterns
with ρ = 7/5 = 1.4 sleep cycles per day,
{(1, 2), (1, 1, 2), (1, 2), (1, 1, 2), . . .}, (5.2)
or ρ = 11/7 ≈ 1.5714 sleep cycles per day,
{(1, 2), (1, 2), (1, 2, 2), (1, 2), (1, 2), (1, 2, 2), . . .}. (5.3)
These more complex patterns generate values of ρ both above and below 1.5, where ρ = 1.5
corresponds to the pattern {1, 2} and larger values of ρ correspond to more days with two
sleep cycles. There appear to be arbitrarily many pattern sequences between any two of the
patterns of the form {1, 2n} and {1, 2n+1} or {1n+1, 2} {1n, 2}, although this is impossible to
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determine numerically.
For example, between {1, 2, 1, 2, . . .} and {1, 2, 2, 1, 2, 2, . . .} we can find sleep patterns of
the form
{(1, 2)n, (1, 2, 2)} or {(1, 2), (1, 2, 2)n} (5.4)
for n ∈ N. Letting {1, 2} = L and {1, 2, 2} = R, this corresponds to patterns of the form
{L,Rn} and {Ln, R} exist in a parameter region between the stable patterns of {L} and {R}.
As seen in Chapter 3, this is characteristic of the border collision bifurcation with a period-
adding scheme. This is a Farey tree pattern of sequences between one sleep cycle per day
and two sleep cycles per day. We will further discuss how this Devil’s Staircase bifurcation
diagram helps to classify the structure of this border collision bifurcation in Section 5.3.
It is interesting to note that there appear to be many more parameter values for which
the solution did not converge to a stable pattern of the number of sleep cycles per day in
the three-state model compared to the two-state model. Some of these unstable parameters
may be attributed to the same causes discussed in the two-state model: error in the pattern
detection algorithm, numerical error, transient behavior of the system, or chaotic behavior
of the system. However, there are likely additional causes for the unstable parameters in the
three-state model since these unstable parameters occur not only in the transition regions
between horizontal sections of the graph, but also within the stable branches. For example,
near tsmult = 0.9, most parameter values give a stable pattern of one sleep cycle per day,
but a few parameter values do not have a stable pattern, and so, on average, give a pattern
of slightly more than one sleep cycle per day. There are four likely reasons that there are
more unstable parameters in the three-state model as compared to the two-state model.
First, there are more parameters values in the three-state model which lead to patterns of
arbitrarily large order in this type of bifurcation. Second, these unstable parameters could be
on a set which does not produce a stable pattern, a characteristic trait of the period-adding
bifurcation. Third, during the bifurcation on the number of sleep cycles per day there is a
bifurcation on the number of REM bouts per sleep cycle which causes variability in sleep
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onset time. Finally, the cusps in the map for the three-state model introduce additional
complexities when comparing this map to the normal form, which assumes constant slope
on each branch.
First, there are arbitrarily many sequences between consecutive patterns of the form
{1, 2n} or {1n, 2} which have arbitrarily high periods. Such patterns would be impossible for
the pattern detection finding algorithm to detect given the fact that we ran this simulation
over a 100 day period. A stable pattern may have been detected in the pattern finding
algorithm if the simulation was run over sufficiently many days. Therefore, many unstable
parameters between stable branches could come from an underlying pattern of a very high
order. This is different from the two-state model, where we only expected sequences of
arbitrarily high order as the number of sleep cycles per day approached two.
Second, these unstable parameter values might be on a set corresponding to no stable
patterns. For the normal form of the period-adding bifurcation, no periodic orbit exists on
a set of measure zero of the parameter values. We do not expect to run the simulation on
one of the exact parameter values in this set of measure zero. However, it is possible that
for our map, which does not fit the normal form exactly, there is a larger set of parameter
values over which no periodic orbit exists. This is possible since there are many differences
between these maps and the normal form of the map, so the same behavior need not occur
in these different bifurcations. It is also possible that near the points where no periodic orbit
exists, nearby trajectories would take a long period of time to reach the stable orbit, so the
trajectory is still in the region of transient behavior.
Next, the number of REM bouts per sleep cycle also undergoes a bifurcation as the
number of sleep cycles per day changes. The number of REM bouts per sleep cycle can
lengthen or shorten the sleep cycles slightly. These slightly different sleep times could push
sleep onset just past the day mark, thereby losing a detectable stable pattern. The stable
pattern could still exist, but the bifurcation on the REM bouts shifts the timing on the sleep
cycles such that the pattern detection algorithm, based on the number of sleep cycles per
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day in a fixed 24 hour interval, can not detect it. For some of these unstable parameter
values, if the day mark was shifted to be in the middle of one of the wake periods, where a
slight variability in sleep onset phase would not impact the number of sleep cycles per day,
a stable pattern may have been found.
Finally, the map for the three-state model exhibits these cusp behaviors between different
branches. Thus, for every branch, part of the map has a slope with magnitude greater than
one. As seen before, a slope with magnitude greater than one typically causes the system to
experience chaos. For some unstable parameters, the pieces of the maps with a large slope
could have a larger influence on the dynamics of the trajectory, causing the system to no
longer have a stable pattern of number of sleep cycles per day. For such unstable parameters,
the system could be in a state of chaos where no stable pattern exists. The effects of the
more complex form of the map on the bifurcation are discussed further in Section 5.3.
5.3 Relation to Border Collision Bifurcation in Piecewise-linear Maps
From the numerical evidence discussed above, this bifurcation shares key features of the
period-adding bifurcation discussed in Chapter 3. This is most clearly seen in the forms of
patterns for the number of sleep cycles per day and the Devil’s staircase bifurcation diagram
in Figure 5.4. The three-state model includes the stable patterns of {1n, 2} and {1, 2n}
as well as concatenations of these patterns. Numerical evidence suggests that for any two
consecutive stable patterns, there exists a pattern between them of arbitrarily long length.
Since we have only computed the number of sleep cycles per day over a finite number of
parameter values tsmult, it is impossible to identify parameter values corresponding to every
pattern predicted by the Farey tree structure. However, numerical evidence suggests that the
existence of such patterns is possible. Additionally, we cannot detect patterns of arbitrarily
large order, so some higher order patterns may be missing from the Devil’s staircase diagram.
However, parameter values corresponding to many higher order patterns have been identified
between any two stable patterns, reflecting the Farey tree structure, a key feature of the
period-adding bifurcation.
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The Devil’s staircase diagram associated with the three-state model, (Figure 5.4), is hor-
izontal almost everywhere with jumps between the horizontal branches, consistent with the
general structure of the Devil’s staircase bifurcation diagram associated with a period-adding
bifurcation structure. There are some differences between this bifurcation diagram and the
Devil’s staircase bifurcation diagram associated with the normal form of the period-adding
bifurcation. In particular, there are unstable parameter values, which are not expected in
the normal form of this bifurcation. However, there are many possible explanations for these
unstable parameters, detailed in Section 5.2.2.
It is interesting to note that there are many differences between the maps given in Fig-
ure 5.2 and the maps associated with the normal form of the period-adding bifurcation.
These key differences were highlighted in Section 5.1. In the normal form of the period-
adding bifurcation, the slopes of both pieces of the map are between zero and one. This is
clearly not the case in the map for the three-state model since the cusps have slopes with
a magnitude greater than one, both positive and negative. Additionally, pieces of the map
near the vertical discontinuity have a large positive slope. This same feature was seen in the
maps of the two-state model. If this portion of the map with a large slope near the discon-
tinuity affects the bifurcation in the same ways, it is possible that this accounts for some of
the parameter values for which no stable pattern was found. When this portion of the map
with a slope greater than one affects the trajectory of the orbit, the system could be in a
state of chaotic behavior. It is possible that the cusps that have a slope of magnitude greater
than one create some of these mid-branch unstable patterns. As we will see in Chapter 6,
these cusps create a bifurcation in the number of REM bouts per sleep cycle. It is possible
that these cusps also create chaotic behavior, which is expected of maps whose pieces have
a slope greater than one. However, the rest of the map tends to have a slope less than one,
which could have a stabilizing effect on the trajectory. Thus, the trajectory will return to
nearby sleep onset phases in a relatively stable pattern, but chaotic behavior prevents this
from being entirely stable. Since we are only measuring the number of sleep cycles per day,
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the chaotic behavior would not have an overall impact on the bifurcation in the number
of sleep cycles per day. It has been observed in systems with border collision bifurcations
that experience chaos that there are parameter regimes where the trajectory will stay within
specific regions of the dependent variable, but it will not return to the same values of the
dependent variable [10]. Similar behavior may occur in the three-state model. Based on
numerical evidence, it is plausible that these cusps create chaos in the system, but the other
aspects of the map (i.e., large regions of the map with a slope less than one) preserve the
Farey tree structure for most parameter values.
We have also seen that the changes in the parameter tsmult produce substantial changes
in the map. In the normal form of the border collision bifurcation, each piece of the map
experiences translational movement as the bifurcation parameter is varied. This is clearly not
the case in the three-state model. Although there is translational change in the branch that
can contain the fixed point, similar motion is not observed in the other branch. Additionally,
the slopes of the branches, the number of cusps, and the slopes joining the cusps change
considerably as tsmult is varied. This creates many added complexities to the system. With
the slopes changing considerably, the system is more likely to be in a state of chaos for some
parameter values. For certain parameter values, more of the map has a slope greater than
one, which is more likely to induce chaotic behavior. So, perhaps for most parameter values,
this bifurcation follows a typical period-adding scheme, but some parameter values produce
chaos. It is difficult to assess the exact behavior of the system for parameters for which
no stable pattern was found, so these parameter values could be associated with regions of
chaos or regions of higher order patterns.
In comparing the two and the three-state models, it is clear that the bifurcations are
very different even though they both lead to adding a sleep cycle every day in increments of
one. It is difficult to determine the exact differences between these maps that lead to these
differences in the bifurcation. However, it is interesting to note that in the bifurcation of the
two-state model, the fixed point falls off the edge of the branch, clearly seen in Figure 4.2.
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However, for the three-state model, the fixed point falls off the map in a different way. It
does not fall off at the analogous discontinuity of the map, but rather at a cusp discontinuity
created by the additional branches caused by REM sleep. Qualitatively, this seems to be the
most drastic difference between the two bifurcations of the maps, so it could be the leading
cause of the major difference in the underlying structure of the bifurcation.
Even though there are many differences between these maps and the normal form of
the period-adding bifurcation, the three-state model seems to closely follow a period-adding
bifurcation scheme. Qualitatively, many aspects of the period-adding bifurcation are present
in this model, particularly the Farey tree sequence of patterns. Because of these important
qualitative similarities between these bifurcation structures, we will consider this to be a
period-adding bifurcation. However, there are additional nuances of this map that make the
bifurcation structure more complicated. Some of these additional nuances will be further
discussed in Chapter 6 where we consider the bifurcations related to the cusps of these maps.
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CHAPTER 6
BIFURCATIONS IN THE NUMBER OF REM BOUTS PER SLEEP CYCLE
Finally, we will consider the bifurcation on the number of REM bouts per sleep cycle in
the three-state model as the scaling factor on the homeostatic sleep drive time constants,
tsmult, varies. With the original parameter values, there are four REM bouts every sleep
cycle. As tsmult decrease, the model transitions into a region where some sleep cycles have
four REM bouts while others have five REM bouts. We are interested in understanding
how this transition in number of REM bouts occurs. This bifurcation occurs when the
fixed point lies on the cusp of the map. The map is continuous here, so we expect that
the dynamics of this border collision bifurcation may be different than the dynamics of the
previous bifurcations, in which we were considering the piecewise discontinuous aspects of
the maps. We also note that the system undergoes a bifurcation in the number of sleep cycles
per day as tsmult is decreased. The interaction between these two dynamics, the number of
sleep cycles per day and the number of REM bouts per sleep cycle, causes the properties of
each of these bifurcations to become more complicated.
6.1 Bifurcation in One-Dimensional Map
Before the bifurcation in the number of sleep cycles per day takes places in the three-state
model, there is a bifurcation in the number of REM bouts per sleep cycle. In the original
parameter regime, there are four REM bouts every sleep cycle. As we decrease the time
constants on the homeostatic sleep drive slightly, some sleep bouts have four REM bouts
while others have five. We are interested in understanding the dynamics of the map that
lead to this change in the number of REM bouts per sleep cycle. Maps for various values
of tsmult for which there is still only one sleep cycle per day, but a variable number of REM





Figure 6.1: One-dimensional map for the re-entrainment dynamics for the sleep/wake cycle
for the three-state model. The parameter tsmult is varied for each panel: (a) tsmult = 1, (b)
tsmult = 0.93, and (c) tsmult = 0.88.
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Decreasing tsmult moves the stable fixed point slightly so that it lies on the cusp between
the different branches (Figure 6.1). Since the magnitude of the slope is greater than one
on the cusp, the fixed point becomes unstable. This results in a qualitative change in the
behavior of the system. Each of the branches near the stable fixed point in the map for the
original parameter set correspond to a different number of REM bouts in the sleep cycle
(Figure 6.1(a)). For the original parameter values, the fixed point lies on the branch cor-
responding to four REM bouts per sleep cycle. The branch to the left of this corresponds
to five REM bouts per sleep cycle. As the time constants on the homeostatic sleep drive
decrease slightly, tsmult = 0.93, the stable fixed point falls on a portion of the map where
the slope is greater than one (Figure 6.1(b)). As seen in Chapter 5, this still corresponds to
a parameter regime where only one sleep cycle per day occurs. However, now the number of
REM bouts per sleep cycles changes; some sleep cycles have four REM bouts while others
have five. The sleep onset phase will no longer reach a stable steady state, but will instead
vary slightly each day, bouncing between the branches corresponding to four and five REM
bouts per sleep cycle. As the time constants on the homeostatic sleep drive decrease further,
tsmult = 0.88, there are now two intersections between the map and the line y = x (Fig-
ure 6.1(c)). Both of these fixed points are unstable since the magnitude of the slope of the
map is greater than one at both of these intersections. Because of this, the phase of sleep
onset will not reach a fixed point, but, as seen before in Chapter 5, there is still only one
sleep cycle per day. The two unstable fixed points lie on the branches that correspond to
four and five REM bouts per sleep cycle, respectively. Thus, the trajectory moves between
the branch corresponding to four and five REM bouts each sleep cycle, giving some pattern
of four and five REM bouts per sleep cycle. The structure of the maps for the bifurcation of
the number of sleep cycles per day shows that the fixed point falls off the map in such a way
that there is never a stable steady state of five REM bouts for every sleep cycle (Figure 5.2).
That is, the fixed point will never intersect the branch corresponding to five REM bouts per
sleep cycle where that branch has a slope less than one.
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For this case, when the bifurcation occurs, the slope of the map at the point(s) of intersec-
tion has a magnitude greater than one. This will be useful when considering the connection
between this bifurcation and the border collision bifurcation of the normal form of the sys-
tem since the slope of each piece of the map determines the structure of the bifurcation.
However, the slopes of these branches change with tsmult, and we are interested in how the
fixed point moves from a portion of the graph with a slope less than one to a portion of the
graph with a slope greater than one. This will make the exact unfolding of the bifurcation
slightly different then that of the normal form of the map. The details of this connection
are further discussed in Section 6.3.
6.2 Bifurcation in Number of REM Bouts Per Sleep Cycle
Next, we will focus on how the number of REM bouts per sleep cycle changes as tsmult
decreases. We will restrict our consideration to values of tsmult for which there is only one
sleep cycle per day. This will avoid the situation where the system exhibits shorter sleep
cycles with inherently fewer REM bouts per sleep cycle, which would disrupt the underlying
bifurcation in the number of REM bouts per sleep cycle. We will connect this bifurcation
back to the normal form of the border collision bifurcation for piecewise-continuous maps
and then use these observations along with the observations of the bifurcation on the number
of sleep cycles per day to better understand the dynamics of the bifurcation of this map as
a whole.
6.2.1 Number of REM Bouts Per Sleep Cycle
As discussed above, we do not expect to see the same type of bifurcation for the number of
REM bouts per sleep cycle as we did for the number of sleep cycles per day. The underlying
map structure is different since we are restricting our considerations to the continuous portion
of the map. The transition from four REM bouts per sleep cycle to some pattern of four
or five REM bouts per sleep cycle takes place, but we never see a value of tsmult for which
there are five REM bouts every night. This is due to the fact that the map evolves in such
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a way that the fixed point falls off the cusp rather than moving to the stable portion of the
branch with five REM bouts per sleep cycle.
As seen in Figure 5.3, near tsmult = 0.9 there is still clearly one sleep cycle per day.
However, the ‘fuzzy’ behavior of the stripes of time spent in sleep shows the slight variability
of sleep onset phase. This behavior was explained by the maps. There is no longer a stable
fixed point for these values of tsmult, but the sleep onset phase remains near the unstable fixed
point(s). This leads to a stable pattern of one sleep cycle per day, but a variable number of
REM bouts per sleep cycle and variable sleep onset phase as the system transition between
these branches. It is of interest to understand if the phase of sleep onset can be predicted
in some stable pattern of some higher order periodic orbit. If it did follow some higher
order orbit, the number of REM bouts per sleep cycle would follow a stable pattern. The
details of these patterns of four or five REM bouts per sleep cycle are described further in
Section 6.2.2. We will use the structure of the maps during this bifurcation on the number
of REM bouts per sleep cycle as well as the patterns of number of REM bouts per sleep
cycle to further understand the underlying dynamics of this bifurcation and its connection
to the normal form of the border collision bifurcation. Details of this connection are given
in Section 6.3.
6.2.2 Devil’s Staircase Bifurcation Diagram
We compute a bifurcation diagram similar to those given in Figure 4.5 and Figure 5.4,
shown in Figure 6.2. This diagram is computed using an approach similar to that described
in Section 3.5. Briefly, we apply the pattern detection algorithm to a sequence of the number
of REM bouts per sleep cycle instead of the number of sleep cycles per day. The number
of REM bouts per sleep cycle is calculated by the total number of REM bouts in a stable
pattern divided by the number of sleep cycles in that pattern. Once again, if no pattern was
found, the number of REM bouts per sleep cycle was calculated as the total number of REM
bouts in the simulation divided by the number of sleep cycles in the simulation.
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Figure 6.2: Number of REM bouts per sleep cycle as parameter tsmult is varied from 0.86 to
0.98. Black dots indicate that a stable pattern was found. Red dots indicate that no stable
pattern was found.
There are some similarities between Figure 6.2 and the Devil’s staircase diagrams for the
other bifurcations. First, as seen in previous bifurcations diagrams, this is a decreasing graph:
the number of REM bouts per sleep cycle increases as tsmult is decreased. Additionally, there
are stable branches on both sides of the middle pattern, in this case {4, 5, 4, 5, . . .} REM bouts
per sleep cycle. This is reminiscent of the patterns seen in the bifurcation of the number
of sleep cycles per day for the three-state model. The forms of the stable patterns in REM
bouts are similar to those in Figure 5.4. Patterns such as {4n, 5} and {4, 5n} exist as well
as some concatenations of these patterns. However, the stable upper pattern of {5, 5, 5, . . .}
is not reached, nor are more than five REM bouts per sleep cycle observed. This is, once
again, due to the fact that there is a bifurcation in the number of sleep cycles per day before
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the pattern of five REM bouts per sleep cycle is reached. Also, while many of the same
types of patterns observed in the number of sleep cycles per day in the three-state model
are also present in the number of REM bouts per sleep cycle, not all of the same patterns
are present. This may occur because the range of tsmult over which these patterns exist is
very small and, therefore, some patterns may not be detected in this numerical simulation.
We have only run the model over a finite number of parameter values, so some parameter
values for which a stable pattern exists are not tested. However, it is also possible that these
stable patterns do not exist. This bifurcation could lead to periods of chaotic behavior that
prevents some of these stable patterns from emerging. Or, the system could be in a region
where there is chaotic behavior for all parameter values, but over the first 100 days of the
simulation, a pattern is detected by the algorithm. For some infinite order pattern, there
could be, for example, a pattern of {4, 5} between day 20 and day 100 of the simulation,
but this pattern does not continue past day 100. The pattern detection algorithm would
still classify this as a pattern of {4, 5}, even though this is not the true underlying pattern.
The possibilities of the system being in a state of chaos and how this connects to the border
collision bifurcation are discussed further in Section 6.3.
The biggest difference between this bifurcation and the other two bifurcations discussed
previously is the range of parameter values for which a stable pattern was not found. Because
of these values, the number of REM bouts per sleep cycle does not appear to be strictly
increasing as tsmult decreases. Particularly, this is seen for the unstable parameter values
near the stable branches. Many of these red dots to the left of a stable branch have a lower
ρ value for the number of REM bouts per sleep cycle than the stable branch. However, the
value for the number of REM bouts per sleep cycle will not be exact when a stable pattern
was not found. The entire pattern, whether it was of too high an order to be detected
or it is of infinite order (i.e., does not exist), is not taken into account in determining the
average number of REM bouts per sleep cycle. Additionally, the region of transient behavior
is included in the calculation of the number of REM bouts per sleep cycle when no stable
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pattern is found. These introduce error in the average number of REM bouts per sleep
cycle in the stable pattern. It is still probable that the average number of REM bouts per
sleep cycle was monotonically increasing as tsmult decreased, but numerical error causes it to
appear otherwise. It is expected of all border collision bifurcations that the rotation number
ρ, here the number of REM bouts per sleep cycle, will be a strictly increasing or strictly
decreasing function of the bifurcation parameter. Although strictly decreasing behavior is
not observed in this bifurcation diagram, it is likely that this characteristic property of the
border collision bifurcation is still preserved, but with the numerical estimations of this
rotation number, it appears otherwise.
It is likely that some of the unstable parameters are due to the same factors that cause
unstable patterns in the two-state model. In particular, the pattern detection algorithm
is still limited to detecting lower order patterns, the system could still be in a period of
transient behavior, or the system could be in a state of chaotic behavior. It seems unlikely
that numerical error plays a large role in this scenario. We are considering the number of
REM bouts per sleep cycle, so there is no issue of where the day cutoff for the system is.
Thus, if numerical error were a large cause of these unstable parameters, it would have to be
enough error to change the number of REM bouts per sleep cycle, which would be a large
qualitative change in the behavior of the system. The transient behavior may still cause
some of the unstable parameters. It is plausible that the system is in a state of transient
behavior for a longer period of time near large qualitative changes in the pattern of REM
bouts per sleep cycle. However, it seems most likely that these unstable patterns are a
result of chaos. Furthermore, even some parameter values for which a stable pattern was
detected could be in a state of chaos. As mentioned above, the system could be in a state
of chaos but a pattern of REM bouts per sleep cycle existed for the last several days of the
simulation. Additionally, we are not tracking the timing of the REM bouts. Even if some
stable pattern of REM bouts per sleep cycle existed, the system could be in a state of chaos
where the timing of the REM bouts never returned to the same value. The features of the
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map which lead us to believe that the system undergoes a bifurcation with chaotic behavior
are discussed further in Section 6.3.
6.3 Relation to Border Collision Bifurcation in Piecewise-linear Maps
Clearly, the structure of this bifurcation will differ from that of the previous bifurcations.
For the bifurcations on the number of sleep cycles per day, we were concerned with the
interactions between the two branches of the map separated by a vertical discontinuity. The
bifurcation of the number of REM bouts per sleep cycle occurs because of the interactions
between the branch corresponding to four REM bouts per sleep cycle and the branch corre-
sponding to five REM bouts per sleep cycle. These branches meet at a cusp, so the map is
still a continuous function at this point, but its derivative is not continuous. This structure
will still produce a border collision bifurcation, but the dynamics are expected to be different
because this corresponds to a different normal form of the map.
This map is not of the same form as Equation 3.1 because each branch is not linear
and the structure of the map has a more complex dependence on the bifurcation parameter.
If this were the case, only one type of behavior, either chaos or a periodic orbits of some
fixed order, would exist for all values of tsmult for which there are intersections between the
map and the line y = x. However, there are many differences between our map and the
normal form. First, the slope of the branches corresponding to the four or five REM bouts
per night changes as tsmult decreases. As was shown in Section 3.4, a change in the slopes
of the branches causes a bifurcation in the system as well as the translational movement
of the branches. With changes in the slopes of the branches, the system might move from
regions of chaos to regions of periodic orbits where the period increases with decreases in
the bifurcation parameter. This could describe the behavior shown in the Devil’s staircase
bifurcation diagram (Figure 6.2). There are large regions of parameters in which no stable
patterns were found, which could be explained by chaos. However, in between these regions
of unstable parameters, there are regions of parameter values for which a stable pattern was
found, indicated by the few black horizontal branches.
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However, this is not a piecewise-linear system. It has been shown that nonlinearities
can have a great impact on the dynamics of the bifurcation, but there is no general theory
that explains these differences [10]. Thus, the nonlinearities of our map near the cusp point
will have an impact on the behavior of the trajectory. This makes it more difficult to say
anything definitive about the bifurcation of the number of REM bouts per sleep cycle, but
this is a border collision bifurcation and some of the properties predicted by the normal form
of this type of system are seen in our bifurcation. Overall, the bifurcation of the number of
REM bouts per sleep cycle only has a minor effect on the bifurcation of the number of sleep
cycles per day. This bifurcation seems to largely lead to chaotic behavior, but the number
of sleep cycles per day appears to follow a period-adding bifurcation. The instability caused
by the bifurcation of the number of REM bouts per sleep cycle affects the timing of some




Overall, we have seen that the number of sleep cycles per day in the two- and three-state
models and the number of REM bouts per sleep cycle each undergo a border collision bi-
furcation as the scaling factor on the homeostatic sleep drive time constants is decreased.
However, each of these border collision bifurcation produces qualitatively different bifurca-
tions. Each of these border collision bifurcations is related to behavior seen in the normal
form of a border collision bifurcation for a similar piecewise linear map. The bifurcations in
the two- and three-state models are qualitatively similar to the bifurcation of the number of
sleep cycles per day in the Borbély two-process model since they all lead to an incremental
increase of the number of sleep cycles per day. However, the bifurcation of the three-state
model differs from the other two bifurcations since the change in the number of REM bouts
per sleep cycle affects the structure of the bifurcation of the number of sleep cycles per day.
Overall, this work has shown that these time constants on the homeostatic sleep drive are
critical in inducing multiple sleep cycles per day, but a more biologically realistic model
would include changes in other parameter values as well as a more realistic scaling of these
times constants.
The number of sleep cycles per day increases in increments of one as the time constants
on the homeostatic sleep drive are decreased. Similar behavior has been observed in the
Borbély two-process model for sleep/wake behavior. The bifurcation in the Borbély two-
process model also follows from a border collision bifurcation as the one-dimensional map for
sleep onset phase is also piecewise continuous [8]. However, the structure of this bifurcation
is qualitatively different than either of the bifurcations on the number of sleep cycles per day
for the two- or three-state model. For the Borbély two-process model, it was reported that
in the transition region between one and two sleep cycles per day, the trajectory could have
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patterns of the form {1, 2n} or {1n, 2} only [8]. This is clearly different from the transition
regions in either the two- or three-state model. For the two-state model, the only patterns
that exist are of the form {1, 2n} and for the three-state model patterns of the form {1n, 2}
and {1, 2n} exist as well as higher order patterns between patterns of these forms. We
expect the bifurcation of our two-state model to fit more closely with the bifurcation of the
Borbély two-process model since both models can only exhibit two states, wake and sleep.
The Borbély two-process model does more closely resemble the bifurcation of the two-state
model, but in this model, they claim to see twice the number of patterns in this transition
region. It would be of interest to further explore the border collision bifurcation of the
Borbély two-process model, since this sequence of patterns, patterns of the form {1n, 2} and
{1, 2n} only is not expected with the typical border-collision bifurcations of the normal form
of a piecewise discontinuous map. More fully understanding the bifurcation in the Borbély
two-process model could help determine the connection between this model and the two-state
model.
One of the most important similarities between the two-state, three-state, and Borbély
two-process models is that the number of sleep cycles per day increases in increments of one
[8]. This behavior contrasts with that observed with period-doubling bifurcations [10]. As
the time constants on the homeostatic sleep drive decrease, any of these system can exhibit
any constant number of sleep cycles per day. Although other parameters may play a role in
determining the number of sleep cycles per day, this suggests that the time constants of the
homeostatic sleep drive are critical parameters in sleep/wake systems for inducing different
sleep patterns, such as those for young children who take naps every day, or different species
such as mice who exhibit polyphasic sleep patterns. Also, while the exact dynamics of the
transitions differ, each model also predicts that there can be patterns of sleep between one
and two sleep cycles per day. This is a key feature of the border collision bifurcation, which
occurs in all three of these models.
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While there are many similarities between the bifurcation dynamics of the two- and three-
state models, some key differences exist. The overall bifurcation dynamics are preserved
between these two cases; the number of sleep cycles per day increases in increments of one
as the time constants on the homeostatic sleep drive are decreased. However, the transitions
between these increments of sleep cycles differ drastically between the two cases. The two-
state model appeared to closely follow a period-incrementing bifurcation while the three-state
model appeared to follow a period-adding bifurcation. The three-state model could exhibit
many more patterns of sleep cycles per day as compared to the two-state model. However,
the more interesting difference between these two models was the instability created by the
bifurcation on the number of REM bouts per sleep cycle in the three-state model. Because
the number of REM bouts per sleep cycle also undergoes a bifurcation as the number of
sleep cycles per day was changing, additional instability was added to the dynamics. The
bifurcation of the number of REM bouts per sleep cycle was largely chaotic and, because
of this, the timing of the sleep cycles shifted slightly every sleep onset. This caused some
change in the pattern of sleep cycles per day in the transition region. The timing of sleep
cycles was shifted in such a way that the stable pattern of sleep cycles per day was lost. It
would appear that, without this bifurcation on the number of REM bouts per sleep cycle,
the bifurcation on the number of sleep cycles per day would more closely follow the typical
period-adding bifurcation.
Our analysis suggests that, for some parameter values, very small changes in the time
constants on the homeostatic sleep drive can lead to wildly different behavior in the system.
The bifurcation produces a large qualitative difference in the behavior of the system; a small
change in these parameter values could shift the behavior from one sleep cycle per day to two
sleep cycles per day, or some given pattern of one or two sleep cycles per day. However, for
parameter values far from the bifurcation values, small changes in these time constants lead
to almost no difference in the overall behavior of the system (e.g., Figure 4.4 and Figure 5.3).
Varying the original time constants, varying these by up to ten percent, 0.9 < tsmult < 1.1,
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has no effect on the time spent in sleep each day for either model. Thus, this model appears
robust to changes in these parameters for the current parameter regime. Similarly, there
is a reasonably large region of parameter values for both the two- and three-state model in
which a pattern of two sleep cycles per day is stable. This might indicate that, in the correct
parameter regime to describe toddler sleep, a pattern of two sleep cycles per day is stable
and robust to small changes in parameter values for the time constants on the homeostatic
sleep drive. However, in the transition region where the system is evolving between one sleep
cycle per day and two sleep cycles per day, very small changes in the time constants can lead
to very different patterns of sleep cycles per day. This might indicate that any pattern of
taking naps on some day but not on others is unstable in the biological sense. That is, the
body can easily shift from taking a nap every other day to taking a nap every three days, or
other such patterns.
This thesis has focused on bifurcations produced by varying both time constants of the
homeostatic sleep drive at the same rate. By considering one bifurcation parameter instead
of two, we reduced the dimension of the problem, and facilitated comparisons between the
dynamics of this model and the dynamics of the Borbély two-process model. However, this
assumption may not be biologically realistic. Research has indicated that the time constant
during wakefulness changes more dramatically than the time constant during sleep across
human development [1]. Therefore, future work could address how τhw affects the dynamics
of this system, or how a more biologically relevant scaling of both time constants affects the
dynamics of this system. This would allow a more realistic reflection of developmentally-
mediated changes in homeostatic time constants and their effect on sleep/wake behavior.
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APPENDIX - FULL EQUATIONS AND PARAMETERS
Full equations for sleep/wake model and all associated parameters.
A.1 Full equations for firing rate of neuronal populations
The firing rate equations for each of the neuronal populations are given in Equation A.1-
A.4.
F ′W =















The weights between the neuronal populations are given in Table A.1.





G -1.5 - -1
A 0.8 - 2.2
E - -1.5 -8
SCN 0.5 -0.1 0.8
The time constants for Equation A.1-A.4 are as follows:
τW = 23, τN = 10, τR = 1, τSCN = 0.5
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The steady-state neurotransmitter concentration release functions are given in Equa-
tion A.5-A.8.
CG,∞(f) = tanh(f/γG) (A.5)
CA,∞(f) = tanh(f/γA) (A.6)
CE,∞(f) = tanh(f/γE) (A.7)
CSCN,∞(f) = tanh(f/γSCN) (A.8)
The parameter γi, which controls the sensitivity of release of the neurotransmitter, for
Equation A.6-A.8 are as follows:
γG = 2.5, γA = 2.5, γE = 5, γSCN = 4
The steady state firing rate functions for each of the neural populations are given in
Equation A.9-A.12.
FW∞(c) = Wmax(0.5(1 + tanh((c− βW )/αW ))) (A.9)
FN∞(c) = Nmax(0.5(1 + tanh((c− βN)/αN))) (A.10)
FR∞(c) = Rmax(0.5(1 + tanh((c− βR)/αR))) (A.11)
FSCN∞(c) = SCNmax(0.5(1 + tanh((c− βSCN)/αSCN))) (A.12)
The parameters Xmax, αX , and βX for Equation A.9-A.12 are given in Table A.2.
Table A.2: Parameter values for the steady state firing rate functions
Postsynaptic Neuron Population (X)
W N R SCN
Xmax 6 5 5 7
αX 0.4 0.2 0.1 0.7
βX 0.4 −k1h− k2 0.8 or 0.3 -0.1
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A.2 Parameters for homeostatic sleep drive
Table A.3 gives parameter values used in Equation 2.4 and function βN(h) = −k1h− k2.







A.3 Parameters for circadian oscillator
Table A.4 gives parameter values used in Equation 2.6 through Equation 2.11.
Table A.4: Parameters for circadian oscillator and complementary equations
µ 0.23
τC 24.2
k 0.55
α0 0.05
I0 9500
p 0.5
βn 0.0075
G 33.75
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