Protein folding codes embodying local interactions including surface and secondary structure propensities and residue-residue contacts are optimized for a set of training proteins by using spin-glass theory. A screening method based on these codes correctly matches the structure of a set of test proteins with proteins of similar topology with 100% accuracy, even with limited sequence similarity between the test proteins and the structural homologs and the absence of any structurally similar proteins in the training set.
The ability to predict the native tertiary structure of a protein based solely on its amino acid sequence has long been a goal of computational biophysics. The roughness of a realistic free-energy landscape with its attendant numerous local minima combined with the large number of conformational degrees of freedom for a protein chain have led to attempts to create alternative energy functions in terms of reduced descriptions of the protein configuration. In previous work, we explored the use of associative memory Hamiltonians, a particular type of folding code introduced by Friedrichs and Wolynes (1) , which encodes correlations between the sequence of the target protein whose structure is to be determined and the sequences and structures of a set of "memory" proteins. Use of the associative memory formulation allowed us to apply the theory of spin glasses, whose relevance to protein folding has been explored (2-7), to create a nonslavishly realistic energy function for protein tertiary structure prediction optimized so as to facilitate rapid folding while avoiding local energy minima. We demonstrated the ability of an optimized associative memory Hamiltonian to correctly predict low-resolution structures of target proteins with low sequence similarity to the memory proteins by either a screening method or molecular dynamics with simulated annealing (8) .
This optimization methodology can be extended to a wide range of different approaches that seek to create simplified Hamiltonians by taking advantage of the data base of known protein structures. One type of Hamiltonian introduced by Eisenberg and coworkers (9) seeks to determine what amino acid sequences are compatible with a particular protein fold p= yP(Ai, C,), [1] where yP is a function of both the identity of residue i, Ai, and its context in the protein (e.g., surface accessibility, secondary structure, environmental polarizability), Ci. The values of {C,} are an explicit function of the protein configuration, providing the Hamiltonian's dependence on protein geometry. yP(Ai, C,) was calculated based on the frequency of occurrence of particular residues in each possible context. A profile Hamiltonian of this form is capable of encompassing local propensities to particular backbone configurations and multibody potentials such as protein-solvent interactions in a simple way. A major advantage of such a Hamiltonian is that it is easily amenable to dynamic programming techniques, since it is manifestly invariant to insertions and deletions (10) . It is not, however, able to generalize many of the specific two-body interactions such as disulfide and hydrogen bonds and salt bridges that give protein structures their specificity. Although their analysis was based on assumptions of statistical independence, which is problematic given the highly cooperative nature of protein folding, Luthy et al. (11) were able to demonstrate the ability of a profile Hamiltonian to distinguish the correctly folded state of a protein from a set of possible configurations.
Another type of Hamiltonian is a contact-potential Hamiltonian such as that analyzed by Miyazawa and Jernigan (12) NCc = y'C(Ai, Ci, Aj, Cj)u(r -rij), i~j [2] where yc is a function of both the identity of residues i and j and their environment in the protein structure, and u(r, -r,) is a unit step function equal to 1.0 when rij is less than some cutoff distance r. Miyazawa and Jernigan used a quasichemical approximation to derive the strength of the various interactions, neglecting many local interactions and propensities, and only roughly quantifying interactions of the protein with the solvent. Skolnick and Kolinski have shown (13) that, in spite of these limitations, with a modified version of Hamiltonian (Eq. 2) combined with exact knowledge of local backbone configuration it is possible to perform a lattice simulation that terminates with a correctly folded structure.
In this paper, we use spin-glass theory to optimize these two more traditional forms of Hamiltonians, both individually and in combination, for a set of training or example proteins. We then demonstrate the ability of the resulting Hamiltonians to predict the structures of a set of test proteins that exhibit only limited homology to the training set.
Spin Glasses and the Multiple-Minima Problem
For either molecular dynamics simulations or in vivo folding to yield the native state of a protein, it is necessary not only that the correct structure be stabilized by the various interactions but also that incorrect local minima be destabilized with respect to the native fold. Resolving, or even characterizing, this multiple-minima problem is difficult given the astronomically large number of possible conformations, even in proteins of small size.
The statistical mechanics of the multiple-minima problem in protein tertiary structure prediction can be understood heuristically by using theoretical methods originally applied to spin glasses (14) . Spin glasses are spin systems with random, frustrated interactions that, in the most general case, can compete with a simple nonfrustrated ordering interaction (e.g., ferromagnetism) (15) . Reflecting this is a competition between two different phase transitions: an ordering transition (e.g., spin alignment) when the nonfrustrated interactions dominate and there is a gap in the energy spectrum between ordered and disordered states, and a glass transition to a state of frozen-in disorder when the random interactions dominate. For protein folding, these two transitions would correspond to the transition from a liquid-like state to the native folded state (at temperature Tf) or to a glassy state (at temperature Tg) (8, 14) . The glass transition represents the transition to a state dominated by multiple minima; after the transition, the folded state is no longer kinetically accessible in the thermodynamic limit. Near the glass transition, the potential energy landscape becomes rough and folding kinetics become slow, nonexponential, and non-Arrhenius. Optimizing a particular protein folding Hamiltonian by maximizing the ratio of Tf/Tg allows structure prediction by using molecular dynamics simulations to be carried out at temperatures where trapping in local minima outside the folded state is unimportant.
Our previous analysis based on a random energy model indicated that Tf/Tg is maximized when R2 = AE2/8E2 is maximized, where BE is the width of the distribution of energy in the liquid-like states and AE is the average energy difference between these states and the correctly folded state (8) . This provides a mathematical formulation of how optimality in protein folding can be achieved by stabilizing the correctly folded state with respect to all alternatively folded states.
In general, optimization of AE2/6E2 represents a nonlinear problem, with possible multiple solutions. In the particular case when the Hamiltonian is linear with respect to a set of parameters {yi}, it is possible to express the energy of protein , in its native state by El = XikNyi, and in liquid-like state k by Ek = X1A yi One can then write AE and BE as AE = Ay and 6E2 = yBy, where A is a vector and B is a matrix given by Ai = AN -(Ak)k [3] Bij = (kAk)k -(A)k (Akk)k, [4] respectively, where the averages are over all of the liquid-like states k. Maximization of Tf/Tg leads to the explicit form for the optimal y: y = B-1A.
y can be optimized for a set of training proteins by averaging A and B over the training set. Once optimized, molecular dynamics can be used to generate the predicted structure of a given target protein. In this paper, however, we continue to use the screening method used by us and others (8, 9, (16) (17) (18) . As has been pointed out, there is both theoretical and empirical evidence that there are a limited number of structural motifs found in globular proteins (9, (19) (20) (21) (22) . The tertiary structure prediction problem accordingly can be transformed from the problem of choosing the native state from among the astronomically large number of possible configurations to the problem of selecting between a much smaller set of motifs. Finding the structural motif of lowest energy for a given target protein can be done exhaustively or by using a mean-field self-consistent approach (17) . This screening method can be related to lattice calculations, where the lattice is provided by the structures of known proteins (16) . As a test of this methodology, we calculate the energy of the target sequence in the configuration of a set of trial structures representing structurally different proteins contained in the Brookhaven National Laboratory Protein Data Bank (PDB), using the Genetics Computer Group (GCG)
BESTFIT alignments with default gap parameters to determine corresponding residues in the two proteins (23 Levitt (19) , except q scores emphasize similar regions in the two proteins rather than the portions that are different. A q score > 0.4 was interpreted as indicating structural similarity.
Results
Profile Hamiltonian. Various forms of the profile Hamiltonian (Eq. 1) were optimized. Because the purpose of this work is more exploratory than definitive, a simpler representation of the amino acid environment than that in ref. 9 was used. As distinguished from their 18 categories of secondary structure, neighborhood polarity, and buried sidechain surface area, we encoded two parameters-secondary structure (helix, sheet, turn, or coil) and side-chain surface accessibility (inside or outside)-yielding eight different environments. Secondary structures were defined using the program DSSP (24) , with 3-10 and ir helices classified as turns. Side-chain accessible surface area was calculated by using the algorithm of Richards (25) as implemented in MIDASPLUS (26) , with a residue side chain classified as outside if >15% of its side-chain surface area was accessible to solvent, compared with the surface area of the side chain in a Gly-Xaa-Gly tripeptide (27) . With side-chain surface accessibility not defined, energy contributions for glycines depended on secondary structure only. Energy contributions were defined relative to the residue in an inside coil state, resulting in a Hamiltonian with 136 adjustable parameters.
A set of 42 proteins 50-270 residues long selected from the PDB were used as training proteins (28, 29) . These proteins represented a range of tertiary folds, including a-helical proteins (e.g., sperm whale myoglobin; 5MBN), (-sheet proteins [e.g., mouse Fab fragment heavy chain; 3HFM(H)], and mixed proteins (e.g., chicken dehydrofolate reductase; 8DFR). We used the x-ray coordinates of a set of proteins 10-50%o larger than the training protein, including all possible translations along the sequence, to model the liquid-like states (8, 16) . A and B were averaged over the set of training proteins and used to calculate an optimal yP(Ai, Ci) listed at the top of Table 1 . Results are qualitatively similar to propensities observed by others (9, 30) , such as the correlation between surface propensity and hydrophobicity, the tendency of asparagines and glycines to be in turns, the a-helical propensity of arginine and methionine, and the p-sheet propensity of threonine and tyrosine.
Twenty-three test proteins were selected from the PDB data set, also 50-270 residues long, of various structural classes, so that a structurally homologous protein existed in the training set with maximum sequence similarity of <40%o identity based on GCG BESTFIT alignments. For our data base, this cutoff represented the start of the region where sequence similarity did not necessarily imply structural ho- This contact Hamiltonian showed similar capabilities to the profile Hamiltonian, also correctly predicting 20 of the 23 test proteins, failing not only for 2CRO and 2RHE but also for leech Eglin-C [2TEC(I)]. In contrast with the results from the profile Hamiltonian, the energy minima of the natively folded test proteins were lower than the incorrect prediction in all three cases, indicating that a more comprehensive screening method might have yielded better results. Results of screening method with a combination Hamiltonian, showing the test proteins, predicted structural homolog, sequence similarity of the two proteins as measured by percentage identity (% I) using GCG BESTFIT alignments, and the value of R = Ay/(yBy)1/2 of the predicted structure. All of the test proteins were correctly paired with a protein of similar structure, as defined by q > 0.4. Organisms used were Pseudomonas aeruginosa, Desulfovibrio vulgaris, Clostridium MP, Lactobacterium casei, and Escherichia coli. DHFR, dihydrofolate reductase. using earlier statistical treatments of known protein structures would be problematic, given their high degree of correlation. The techniques that we have developed based on spin-glass theory provide a simple way to optimize any particular combination of forms of interactions. Continued development of these techniques will allow even greater accuracy in structure prediction and give insight into the dominant interactions in folding.
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