Abstract. This paper proposes a new method for estimating the joint probability mass function of a pair of discrete random variables. This estimator is used to construct the joint entropy and the Shannon mutual information estimates of a pair of discrete random variables. Almost sure consistency and central limit Theorems are established. Our theorical results are validated by simulations.
1. Introduction 1.1. Motivation. Information Theory originates from Shannon (1948) . Today, its scope extends to a variety of scientific disciplines, including communications engineering, physics, statistics, economics, neuroscience, and bioengineering (see Cover & Thomas (1991) ).
At the heart of many information theoretic problems are joint entropy and mutual information. The former is interpreted, in information theory, as a measure of the randomness of a pair of random variables or as the uncertainty about the outcome of an experiment of two random variables taken together. It is related to statistical mechanics, topological dynamics and ergodic theory.
Mutual information characterizes the shared information between a pair of random variables. It is a fundamental quantity of interest in machine learning.
The importance of both joint entropy and mutual information can be seen through their appearance in several important theorems of information theory, although their applications extend to other fields. (Shannon (1948) ) has introduced the notion of entropy E Sh (p X ) of a random variable X, to quantify the expected information gained from observing a value of the random variable X. The expected information of observing two random variables X and Y is the joint entropy E(p (X,Y ) ) of the pair (X, Y ). (Shannon) Mutual Information (S.m.i.) quantifies the amount of information that is shared or redundant between the two variables. It is defined as
With the definition of entropy for discrete variables (see Cover & Thomas (1991) where p X,i , p Y,j and p i,j are the marginal and joint probability mass functions (p.m.f.'s) of X and Y . This definition can be easily extended to other types of random variables that may not have p.m.f.'s. The type of logarithm used determines the unit of measurement. In this work we use the natural logarithm. This means that the preceeding entropies are measured in the natural unit of information (nat).
Let give some properties :
(a) The pair (X, Y ) can never have more entropy than the sum of the entropy in each of them i.e.
In particular if X and Y are independent then E(p (X,Y ) ) = E Sh (p X ) + E Sh (p Y ).
Therefore E S.m.i. (p (X,Y ) ) ≥ 0 where the S.m.i. is zero if and only if X are statistically independent. Hence, the S.m.i. between X and Y can be regarded as a measure of dependence between these variables, or even better, a measure of the statistical correlation between X and Y . As noted by many authors, S.m.i. satisfies some of the desirable properties of a good measure of dependence [Granger and Lin (1994) ].
This idea is applied in statistical tests and makes the S.m.i. an important tool for measuring dependence between random variables which is an interesting and fundamental problem in statistics and very useful in times analysis.
(b) In the bivariate case, S.m.i can be treated as a special case of Kullback Leibler divergence measure : it is the Kullback Leibler divergence measure between the joint distribution p (X,Y ) and the product of marginal distributions p X p Y , i.e.
See Cover & Thomas (1991) and the references therein.
The basic construction of the proposed plug-in estimator is as follows (see Section 2 for a precise definition). First, given a pair (X, Y ) of discrete random variables with (p i,j ) (i,j) Results on consistency and asymptotic normality of the estimators for both Joint entropy and S.m.i of the pair (X, Y ) are given. The latter result is applied to statistic tests.
1.2. Bibliography and application. Before coming back to Joint entropy and Shannon mutual information estimation, we want to highlight some important applications of them. Indeed, both has proven to be useful in applications. Let us cite a few of them :
(a) The concept of joint entropy of a pair of random variables was proposed by Philippatos & Wilson (1972) in investment in two securities whose returns X and Y are discrete random variables taking values x i , i = 1, 2, · · · , r with p.m.f.'s P X,i and y j , j = 1, 2, · · · , s with p.m.f.'s P Y,j . Their theory has been proved useful by their empirical results.
(b) S.m.i heavily intervenes in communications engineering, physical and biological sciences (see Timme & Lapish (2018) ), and in several graphical model inference problems (e.g., the Chow-Liu tree (see Chow & Liu (1968) ), conditional independence testing (see Bishop (2006) ), sociology (see Reshef et al. (2011) ), computational biology (see Krishnaswamy et al. (2014) ), and computational neuroscience (see Rieke (1999) ), in pattern recognition, feature selection problems.
(c) S.m.i. has interesting properties such as data-processing inequality, invariance under one-to-one transformations and the chain rule (see Cover & Thomas (1991) ) . In the next subsection, we describe the different methods for estimation the S.m.i. and somes results in the literature.
1.3. Previous work. The estimation of the Shannon mutual information from samples remains an active research problem. Lately, in theoretical as well as practical fronts, there has a resurgence of interest in entropy and mutual information estimators (see Sricharan et al. (2013) , Jiao et al. (2014) , Singh et Pøczos (2017) , Singh and Póczos (2016) , Moon et al. (2017) , Han et al. (2015) , Gao et al. (2014) , Gao et al. (2015) , Gao et al. (2016a) , Gao et al. (2016b) , Angeliki & Dimitris (2009), Walters et al. (2009) , and some offer good results even for small samples (Khan et al. (2007) ).
S.m.i estimation has many applications including structure learning (see , independent subspace analysis (see Pál et al. (2010) ), forest density estimation (see Liu et al. (2012) ), clustering (see Lewi et al. (2006) ), and neuron classification (see Schneidman et al. (2003) ).
Before talking about estimation, let light up different methods for estimating S.m.i. In the literature, the estimation of S.m.i. is divided in three groups :
The first group is the "bins" method that discretizes the continuous data into different bins and estimates S.m.i. from the discretized data (see Bialed et al. (1991) , Strong et al. (1998) ). The second group is based on estimates of probability density functions, for example, the histogram estimator of Fraser & Swinney (1986) , the kernel density estimator (KDE) of Moon and al. (2018) , the B-spline estimator of Steuer (2004), and the wavelet estimator of Peter & Rangarajan (2008) . The third group operate by using the 3H-principe, i.e., by calculating the three (differential) entropies of X, Y and the pair (X,Y) and by adding them up using (1.1). One of the most popular estimations in this group is the k-nearest neighbors (kNN) estimator introduced in Singh et al. (2003) , which was extended to the Kraskov-Stogbauer-Grassberger (KSG) estimator (see Kraskov et al. (2004) . This estimator is further discussed in Pál et al. (2010) , Gao et al. (2017) , and recently in Gao et al. (2018) .
Another point is that many estimators for S.m.i. proposed in the literature were specifically designed for discrete variables or for continuous variables. However, most real problems are composed by a mixture of both.
Antos and Kontoyiannis (2001) defined estimator for S.m.i. of discrete random variables X and Y and showed that,
Deemat (2013), using the histogram method and under appropriate assumptions on the tail behavior of the random variables, showed that the S.m.i. estimate is consistent in probability, that is, for any ε > 0,
This result will also be established by Gao et al. (2017a) using the Kraskov-Stogbauer -Grassberger (KSG) method and with some regular and smoothness conditions on respectively the Radon-Nikodym derivatives of X and Y and on the joint p.d.f. p (X,Y ) and with assumptions on the joint differential entropy E(p (X,Y ) ). Gao et al. (2017) , using the Local Gaussian Density Estimation method, proved that the S.m.i. estimate is asymptotically unbiaised that is
Xianli et al. (2017) used the Jackknife approach of the kernel with equalized bandwidth to estimate the S.m.i for a pair of discrete random variables and mixed random variables (with neither purely continuous distributions nor purely discrete distributions).
By the k−nearest neighbors (K-NN) method, Gao et al. (2018) defined novel estimator for S.m.i. of mixture of random variables (X, Y ). They proved that the proposed estimator is asymptotically unbiaised :
Beknazaryan et al. (2019) studied the mutual information estimation for mixed pair random variables. They developpped a kernel method to estimate the mutual information between the two random variables. The estimates enjoyed a central limit theorem under some regular conditions on the distributions.
Our method falls down in the secong group and uses S.m.i. estimation of a pair of discrete random variables.
1.4. Overview of the paper. The article is organized as follows. In section 2, we define the associated random variable Z of the pair of randoms variables (X, Y ).
In section 3, we construct the empirical estimator of the associated random variable Z and go on in section 4 to establish consistency and asymptotic normality results of the plug-in joint entropy and S.m.i. estimator. Section 5 is devoted to the statistic tests of independence using S.m.i. In section 6 we provide a simulation study to assess the performence of our estimators and we finish by a conclusion in section 7.
Main contribution
We begin by introducing our procedure over which our results will hold. Let X and Y two discrete random variables taking values in the finite countable set X = {x i , i ∈ [1 : r]} and Y = {y j , j ∈ [1 : s]} both defined on (Ω, A, P).
In addition let Z a random variable taking values in
Here simple computations show that
We know that studying the joint distribution p (X,Y ) , of X and Y is tantamount to studying the distribution of the rs mutually exclusive values (x i , y j ) of the pair (X, Y ).
For that, we associate, to the pair (X, Y ), the single random variable Z such that for any possible joint values (x i , y j ) of the pair (X, Y ), we assign the single value z s(i−1)+j such that (2.1)
Conversely, by simple computions, we have that for any k ∈ [1 : rs],
where i = k+s−1 s
Here x denote the largest integer smaller than x.
Denote in the sequel
, (i, j) ∈ I × J we deduce those of the joint p.m.f.'s p i,j and marginals p.m.f.'s p X,i and p Y,j .
Then (2.1) and (2.2) mean that Table 1 summarizes all the possible values of (x i , y j ) of the pair (X, Y ) in the first column and in the last column, their joint p.m.f.'s p i,j , that we have denoted p Z,s(i−1)+j , with (i, j) ∈ I × J. Because the rows cover every possible joint assignment of values, the sum of their probabilities is equal to 1. This Table illustrates the main findings of this study.
From there, the marginals p.m.f.' s p X,i = P(X = x i ) and p Y,j = P(Y = y j ) and the conditionals p.m.f.' s p xi|yj = P(X = x i |Y = y j ) and p yj |xi = P(Y = y j |X = x i ) are expressed from p.m.f.'s of the random variable Z by
, and
Finally, entropies may be expressed in terms of p Z = (p Z,k ) k∈K . Therefore using (2.3), we can express the joint entropy and S.m.i of the pair (X, Y ) in terms of the Table 2 . Illustration of the case s = r and i = j.
We may give now the following remarks :
(a) For the special case where s = r and i = j ∈ {1, · · · , s}, data are of the form (x i , y i ) 1≤i≤s and
the preceeding results hold also.
(b) For most of univariate or multivariate entropies, we may have computation problems. So without loss of generality, suppose
If Assumption (2.7) holds, we do not have to worry about summation problems. This explain why Assumption 2.7 is systematically used in a great number of works in that topics, for example, in Hall (1987) , Singh and Poczos (2014) , Krishnamurthy et al. (2014) , and recently Ba et al. (2019), to cite a few.
In the sequel, we denote the following notations for the p.m.f.'s :
Estimation
We start by contructing an estimate of the p.m.f, p Z , from an i.i.d. copies of the random variable Z and from there we deduce that of p (X,Y ) , that of p X , and p Y .
p Z is not known. Consequently, E S.m.i (P (X,Y ) ) can not be calculated directly; instead, it needs to be estimated. Let Z 1 , · · · , Z n be n i.i.d. random variables from Z and according to p Z .
For a given k ∈ K, define the easiest and most objective estimator of p Z,k , based on the i.i.d sample
Now for a given (i, j) ∈ I × J, we deduce that an estimate of p (X,Y ) based on the i.i.d sample Z 1 , · · · , Z n , according to p Z is given by
And for fixed i ∈ I and j ∈ J, estimates of the m.p.m.f.'s p X,i and p Y,j from a sample Z 1 , Z 2 , · · · , Z n of i.i.d. random variables of size n according to p Z are also construct by
Before we state our main results we recal some results and introduce notations useful in the sequel.
Recall that, since for a fixed k ∈ K, n p (n) Z,k has a binomial distribution with parameters n and success probability p Z,k , we have
For a given k ∈ K, this empirical estimator p
And finally, by the asymptotic Gaussian limit of the multinomial law (see for example Lo et al. (2016), Chapter 1, Section 4), we have
, and Σ p Z is the covariance matrix which elements are :
We denote by a.s.
−→ the almost sure convergence and D the convergence in distribution. The notation d ∼ denote the equality in distribution.
Let state two Lemmaes that will be useful in the sequel.
, and σ
(3.8) is a direct application of (3.4) since we have (3.10) a X,n ≤ a Z,n and a Y,n ≤ a Z,n , ∀n ∈ N * , whereas (3.9) follows from (3.5).
From (3.5), we have the following Lemma. Denote 
Mains results
We are now ready to present asymptotic limit for the joint entropy and S.m.i. estimators of the pair (X, Y ) and based on an i.i.d sample Z 1 , Z 2 , · · · , Z n sized n according to p Z . Theorem 1 and Theorem 2 are about estimators of E( p Z,n ) and E S.m.i. ( p Z,n ). They state that these estimators are strongly consistent and asymptotically normal.
Theorem 1. Let p Z = (p Z,k ) k∈K the probability distribution defined in Section 2 and p Z,n = (p (n) Z,k ) k∈K be generated by i.i.d. sample Z 1 , · · · , Z n copies of a random variable Z according to p Z and given by (3.2). Then the following hold
Proof. The proof is similar to that of the Corollaries 2 and 3 in Ba et al. (2019) and is, therefore, omitted.
Theorem 2. Let p Z = (p Z,k ) k∈K the probability distribution defined in Section 2 and p Z,n = (p (n) Z,k ) k∈K be generated by i.i.d. sample Z 1 , · · · , Z n copies of a random variable Z according to p Z and given by (3.2). As n → ∞, the following hold
Proof. Let us start by proving (4.3).
Given Z 1 , Z 2 , · · · , Z n n i.i.d. randoms variables from Z according to p Z , we have
We have
The following consists of handling each of these two terms.
We have at first
Second, to give an upper bound of A (n) i,j , we first notice that, for n large enough, we have
, and similarly, we have also
Then we upperbound A (n) i,j by combining (4.8) and (4.9) and we get for n large enough (4.11) using the approximation log(1 + x) ≈ x. Hence Combining this with (4.7), we get
which proves (4.3).
Let prove (4.4). By going back to (4.5), we have that
i,j converges to 0 in probability as n tends to +∞.
Using (4.11), we get, for any (i, j) ∈ I × J,
By the Bienaymé-Tchebychev inequality, we have, for any fixed ε > 0 and for any
Now using (3.5), we get
, as n → +∞, which follows a centered normal law of variance σ
which ends the proof of Theorem 2.
In the special case where data are of the form (x i , y i ) i∈I , denote
We have Theorem 3. As n → ∞, the following hold
. (4.14)
5. Test for independence using S.m.i. S.m.i is an information theoretic measure of dependency between two random variables (see Cover & Thomas (1991) and Shannon (1948) ). Unlike correlation, which characterizes linear dependence, S.m.i is completely general. It can be viewed as a statistical test against a null hypothesis that two variables are statistically independent.
Let X and Y two discrete random variables. S.m.i of the pair X, Y ) possesses the following desirable properties. It is always nonnegative, i.e., E S.m.i. (p (X,Y ) ) ≥ 0, and equality holds if and only if the two variables are independent. Therefore we can construct an independence test based on the following hypotheses:
Tests based on asymptotic distributions require data with large sample size. For a random sample of n observations independent and identically distributed copies
Consider now the likelihood ratio test statistic of the null hypothesis of the independence of X and Y, namely
see Bishop (2006) . From classical statistical theory, under H 0 , γ 2 n is asymptotically chi-square distributed χ 2 (r−1)(s−1) with (r − 1)(s − 1) degrees of freedom, i.e. under H 0 , we have Given a significance level α, let χ 2 (r−1)(s−1) (α) be the (1 − α)th quantile of the Chi-squared distribution.
We reject the null hypothesis when
Simulation
In this section, we present a example to demonstrate the consistency and the asymptotic normality of the proposed joint entropy and Shannon mutual information estimators. For simplicity consider two discretes random variables X and Y having each one two outcomes x 1 , x 2 and y 1 , y 2 and such that Table 3 to define the probability distribution p Z , of Z. Now let Z 1 , Z 2 , · · · , Z n be an i.i.d. sample of size n from p Z and construct the joint entropy estimator E( p In each of these Figures, left panels represent plot of the proposed entropy estimator, built from sample sizes of n = 100, 200, · · · , 30000, and the true entropy of the pair (X, Y ) (represented by horizontal black line). We observe that when the sample sizes n increase, then the proposed estimator value converges almost surely to the true value. Middle panels show the histogram of the data and where the red line represents the plots of the theoretical normal distribution calculated from the same mean and the same standard deviation of the data. Right panels concern the Q-Q plot of the data which display the observed values against normally distributed data (represented by the red line). We observe that the underlying distribution of the data is normal since the points fall along a straight line. 
Construct the

Conclusion
This paper presented ongoing research on joint entropy and mutual information estimations of a pair of random variables. We have provided plug-in estimator of joint entropy and Shannon mutual information that are shown to approximate joint entropy and mutual information well. As well as asymptotic normality of estimators have been established. We also construct a test for independence based on the Shannon mutual information. 
