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REGULARITY EQUIVALENCE OF THE SZEGO¨ PROJECTION AND
THE COMPLEX GREEN OPERATOR
PHILLIP S. HARRINGTON, MARCO M. PELOSO AND ANDREW S. RAICH
Abstract. In this paper we prove that on a CR manifold of hypersurface type that satisfies
the weak Y (q) condition, the complex Green operator Gq is exactly (globally) regular if and
only if the Szego¨ projections Sq−1, Sq and a third orthogonal projection S
′
q+1 are exactly
(globally) regular. The projection S′q+1 is closely related to the Szego¨ projection Sq+1 and
actually coincides with it if the space of harmonic (0, q + 1)-forms is trivial.
This result extends the important and by now classical result by H. Boas and E. Straube
on the equivalence of the regularity of the ∂¯-Neumann operator and the Bergman projections
on a smoothly bounded pseudoconvex domain.
We also prove an extension of this result to the case of bounded smooth domains satisfying
the weak Z(q) condition on a Stein manifold.
Introduction
The goal of this article is to discuss the general principle that the combination of an
appropriate weighted theory, a Hodge decomposition, and the L2 regularity of ∂¯b (resp., ∂¯)
provides the tools to prove the equivalence of regularity in the Sobolev scale between the
complex Green operator (resp., the ∂¯-Neumann operator) and the Szego¨ projection (resp.,
the Bergman projection).
H. Boas and E. Straube first observed the equivalence of the regularity of the Bergman
projection and the ∂¯-Neumann operator on smooth, bounded pseudoconvex domains in Cn.
In [BS90] they proved the following theorem.
Theorem. (Boas and Straube) Let Ω be a smooth, bounded pseudoconvex domain in Cn.
Let 1 ≤ q ≤ n. Then the ∂¯-Neumann operator Nq on (0, q)-forms is exactly regular if and
only if the three Bergman projections Pq−1, Pq, and Pq+1 are exactly regular.
The corresponding statement holds with the words “exactly regular” replaced by the words
“globally regular”.
Recall that an operator is exactly regular if it preserves all L2 Sobolev spaces and is
globally regular it preserves C∞ functions (or forms).
In this paper in particular we address the question of whether such a theorem has a
counterpart in the case of the Szego¨ projection and the complex Green operator, (see Sections
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1 and 2 for precise definitions). One of the main results of this paper contains the following
theorem as a special case.
Theorem. Let Ω be a smooth, bounded pseudoconvex domain in Cn and let M denote its
boundary. Let Gq denote the complex Green operator and Sq the Szego¨ projection on (0, q)-
forms on M , 1 ≤ q ≤ n− 2. Then the operator Gq is exactly regular if and only if the three
Szego¨ projections Sq−1, Sq, and Sq+1 are exactly regular.
The corresponding statement holds with the words “exactly regular” replaced by the words
“globally regular”.
Specifically, in this paper we study the cases of the complex Green operator Gq on em-
bedded CR manifolds of hypersurface type that satisfy the weak Y (q) condition and the
∂¯-Neumann operator on domains in a Stein manifold that satisfy the weak Z(q) condition.
The required estimates and weighted theory are proven by the first and third authors
in [HR11] and [HR], respectively, and the results in this article can be thought of as a
consequence of the techniques of [BS90] and the estimates in [HR11, HR].
We write the paper from the point of view of CR manifolds of hypersurface type and only
indicate the changes that are needed to obtain the results for the ∂¯-Neumann operator on
weakly Z(q) domains in Stein manifolds.
Let M2n−1 ⊆ CN be a C∞ compact, orientable CR manifold N ≥ n. We say that M is of
hypersurface type if the CR-dimension of M is n− 1 so that the complex tangent bundle of
M splits into a complex subbundle and one totally real direction. The ∂¯b-complex on M is
obtained by restricting the de Rham complex on M to the conjugate of the complexification
of the complex subbundle.
WhenM is the boundary of a pseudoconvex domain, closed range of ∂¯b on L
2
p,q(M) for 0 ≤
p ≤ n and 0 ≤ q ≤ n−1 was proved by Shaw and Boas-Shaw [Sha85, BS86]. Independently,
Kohn also proved closed range for ∂¯b at all form levels and established the weighted theory
in [Koh86]. Nicoara generalized Kohn’s results to the case of CR manifolds of hypersurface
type [Nic06]. Harrington and Raich further generalized [Nic06] by investigating closed range
and the weighted theory for ∂¯b on (0, q)-forms for a fixed q (in this case, p is irrelevant
and they take p = 0 for simplicity). They called their condition weak Y (q) and developed
the most general version of it in [HR]. Condition Y (q) is well known to be the natural
generalization of strict pseudoconvexity for dealing with (0, q)-forms on M for a fixed q. See
also [ABZ06, Zam08] for conditions related to, but stronger than, weak Y (q).
The paper concludes with a discussion of how to adapt the argument for the ∂¯-Neumann
operator and Bergman projection on a smooth, bounded domain in a Stein manifold. The
argument follows the general argument for the complex Green operator and Szego¨ projection
with some minor (and well-known) modifications. Harrington and Raich [HR] develop the
L2 and weighted Sobolev theory (for −1
2
≤ s ≤ 1) under the hypotheses that Ω ⊂ M is
C3, bounded, and satisfies weak Z(q). In this paper, we discuss the generalization of the
weighted theory for s ≥ 1 when Ω is smooth and bounded. The L2 and weighted L2 theories
for ∂¯ on pseudoconvex domains in Stein manifolds are now classical and were established by
Ho¨rmander [Ho¨r65] and Kohn [Koh73].
The outline of the paper is as follows. We set our notation in Section 1, state the main
results in Section 2, and prove our results in Section 3. We conclude with a discussion of
Stein manifolds in Section 4.
2
1. Notation
Throughout the paper, we denote by M a smooth, compact, embedded and orientable CR
manifold of dimension 2n− 1 and hypersurface type. We refer to [Bog91] for the theory of
CR manifolds.
1.1. The Levi form and weak Y (q). Let T p,q(M) denote the collection of (p, q)-vectors
and Λp,q(M) the set of (p, q)-forms onM . The induced CR-structure has a local orthonormal
basis L1, . . . , Ln−1 for the (1, 0)-vector fields in a neighborhood U of each point x ∈M . Let
ω1, . . . , ωn−1 be the dual basis of (1, 0)-forms that satisfy 〈ωj, Lk〉 = δjk. Then L¯1, . . . , L¯n−1
is a local orthonormal basis for the (0, 1)-vector fields with dual basis ω¯1, . . . , ω¯n−1 in U .
Also, the tangent bundle T (U) is spanned by L1, . . . , Ln−1, L¯1, . . . , L¯n−1, and an additional
vector field T taken to be purely imaginary (so T¯ = −T ).
Since M is orientable, there exists a global, purely imaginary 1-form γ on M that annihi-
lates T 1,0(M)⊕ T 0,1(M) and is normalized so that 〈γ, T 〉 = −1.
Definition 1.1. The Levi form at a point x ∈M is the Hermitian form given by −〈γx, [L, L¯
′]〉
where L, L′ ∈ T 1,0x (U), and U is a neighborhood of x ∈M .
We remark that −〈γx, [L, L¯
′]〉 = 〈dγ, L ∧ L¯′〉 since γ annihilates T 1,0(M)⊕ T 0,1(M).
Recall that M is pseudoconvex if, for some orientation of γ, the Levi form is positive
semi-definite at all x ∈ M and strictly pseudoconvex if, for some orientation of γ, the Levi
form is positive definite at all x ∈M .
When q is fixed, strict pseudoconvexity is not necessary to prove 1/2 estimates for the
∂¯-Neumann operator. Instead, the optimal condition is Z(q) (see, e.g., [FK72, CS01]). M
is said to satisfy Z(q), 1 ≤ q ≤ n − 1, if the Levi form associated with M has at least
n − q positive eigenvalues or at least q + 1 negative eigenvalues. M is said to satisfy Y (q),
1 ≤ q ≤ n − 1, if M satisfies Z(q) and Z(n − 1 − q). The necessity of the symmetric
requirements for ∂¯b at levels q and n−1− q stems from the duality between (0, q)-forms and
(0, n− 1− q)-forms (see [FK72] or [RS08] for details).
Our definition of weak Z(q) follows [HR].
Definition 1.2. LetM ⊂ Cn be a smooth, compact, orientable CR manifold of hypersurface
type. We say that M satisfies weak Z(q) if there exists a real bivector Υ ∈ T 1,1(M) that
satisfies:
(i) |ω|2 ≥ (iω ∧ ω¯)(Υ) ≥ 0, for all ω ∈ Λ1,0(M);
(ii) µ1+ · · ·+µq− dγ(Υ) ≥ 0, where µ1, . . . , µn−1 are the eigenvalues of the Levi form in
increasing order;
(iii) infM{|q − Tr(Υ)|} > 0.
As above, M satisfies weak Y (q) at x if M satisfies weak Z(q) at x and weak Z(n − 1 − q)
at x.
Remark 1.3. In local coordinates, Υ may be identified with an (n− 1)× (n− 1) Hermitian
matrix (ajk) via Υ =
∑
j,k iajkL¯k ∧ Lj .
1.2. Weak Z(q) and the basic estimate. In this part, we provide motivation and com-
mentary on the weak Z(q) condition.
3
Let Ω ⊂ Cn be a smooth, bounded domain. Let Iq = {J = (j1, . . . , jq) : 1 ≤ j1 < · · · <
jq ≤ n}. For f, g ∈ L
2
0,q(Ω), define
(
f, g
)
t
=
∑
J∈Iq
∫
Ω
fJ(z)gJ(z)e
−t|z|2 dV (z)
and ‖f‖2t,L2(Ω) =
(
f, f
)
t
. Let ∂¯∗t be the L
2 adjoint of ∂¯ with respect to the (·, ·)t sesquilinear
product. Let bΩ be the boundary of Ω, ρ a defining function for Ω with |∇ρ| = 1 on bΩ,
and dσ be the induced surface area measure on bΩ. A classical version of the basic identity
(or Kohn-Morrey formula) is
(1) ‖∂¯f‖2t,L2(Ω) + ‖∂¯
∗
t f‖
2
t,L2(Ω) =
∑
J∈Iq
n∑
j=1
∫
Ω
∣∣∣∂fJ
∂z¯j
∣∣∣2e−t|z|2 dV + qt‖f‖2t,L2(Ω)
+
∑
K∈Iq−1
n∑
j,k=1
∫
bΩ
∂2ρ(z)
∂zj∂z¯k
ujKukKe
−t|z|2 dσ(z).
See [Str10, Proposition 2.4] for a proof. A closed range estimate for ∂¯ follows from this
identity if the boundary integral is positive and t > 0. If Ω is pseudoconvex (or at least the
sum of any q eigenvalues of the Levi form is nonnegative), then the boundary integral will
be positive.
When Ω is not pseudoconvex, then (1) is not necessarily a useful equality. For example, if
Ω is an annular region between two pseudoconvex domains, i.e., Ω = Ω1 \Ω2 where Ω1 ⊃ Ω2
and both domains are pseudoconvex, then near bΩ2, it is helpful to integrate the (
∂fJ
∂z¯j
, ∂fJ
∂z¯j
)t
terms by parts. If we set Ltj =
∂
∂zj
− tz¯j = e
t|z|2 ∂
∂zj
e−t|z|
2
and ρjk¯ =
∂2ρ
∂z∂z¯k
,
(2) ‖∂¯f‖2t,L2(Ω) + ‖∂¯
∗
t f‖
2
t,L2(Ω) =
∑
J∈Iq
n∑
j,k=1
∥∥LtjfJ∥∥2t,L2(Ω) − t(n− q)‖f‖2t,L2(Ω)
+
∑
I∈Iq−1
n∑
j,k=1
∫
bΩ
ρjk¯fjIfkIe
−t|z|2dσ −
∑
J∈Iq
∫
bΩ
Tr(ρjk¯)|fJ |
2e−t|z|
2
dσ +O(‖f‖2t,L2(Ω)),
Equation (2) works where bΩ is pseudoconcave since the eigenvalues of the Levi form are
nonpositive. We also need t < 0 for a closed range estimate.
The (q− 1)-pseudoconcave property stems from the idea that we do not have to integrate
by parts all of the (0, 1) vector fields. For example, if we arranged the eigenvalues of the
Levi form in increasing order and had a coordinate system where the jth coordinate was
associated with the jth eigenvalue of the Levi from (e.g., if the Levi form was diagonalizable),
then an effective identity would be a combination of (1) and (2). Certain (1, 0) and (0, 1)
vector fields appear and we do not subtract the full trace of the Levi form. In fact, we get
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a basic identity of the form
(3) ‖∂¯f‖2t,L2(Ω) + ‖∂¯
∗
t f‖
2
t,L2(Ω)
=
∑
J∈Iq
n∑
k=m+1
∥∥∥∂fJ
∂z¯k
∥∥∥2
t,L2(Ω)
+
∑
J∈Iq
m∑
j=1
∥∥LjfJ∥∥2t,L2(Ω) + t(q −m)‖f‖2t,L2(Ω)
+
∫
bΩ
[ ∑
I∈Iq−1
n∑
j,k=1
ρjk¯fjIfkIe
−t|z|2dσ −
m∑
j=1
ρjj¯|f |
2e−t|z|
2
]
dσ +O(‖f‖2t,L2(Ω)).
The sign of t depends on whether m > q orm < q, and this depends on how many eigenvalues
of the Levi form are negative. The only value that m is not allowed to take is m = q.
Zampieri’s (q−1)-pseudoconvexity is a condition that requires a vector bundle of dimension
m so that the boundary integral in (3) is always a positive term and m < q. In [HR11],
Harrington and Raich permitted the case m > q, which is useful when dealing with annular
regions.
In [HR], Harrington and Raich introduced a matrix Υ (relative to a choice of basis for
T p,q(M); see Remark 1.3) that governs the integration by parts. In the pseudoconvex convex
case, Υ is the 0 matrix (no integration by parts needed). In the pseudoconcave case, Υ = I,
the identity matrix, since every (0, 1) vector field needs to be integrated by parts. In the
(q−1)-pseudoconcave case (or weak Z(q) case with the definition from [HR11]), Υ is diagonal
and has the form
Υ =
(
Im 0
0 0
)
,
where Im is the m×m identity matrix. In looking at the basic identities, (1), (2), and (3),
Harrington and Raich observed three items in trying to form the matrix Υ:
i. We need 0 ≤ Υ ≤ I or the sum of the (0, 1) and (1, 0) vector fields may not be positive.
ii. Υ must be chosen so that the boundary integral is positive.
iii. Υ cannot cause the L2 norm of f that is multiplied by t to vanish. This is the t(q −
m)‖f‖2t,L2(Ω) term in (3).
Given the requirements on Υ = (Υjk¯), they formulated the weak Z(q) condition for domains
in a Stein manifold. In the case of an embedded CR manifold of hypersurface type, this
definition becomes Definition 1.2. The basic identity for a smooth, bounded pseudoconvex
domains Ω ⊂ Cn is then
‖∂¯f‖2t,L2(Ω) + ‖∂¯
∗
t f‖
2
t,L2(Ω) =
∑
J∈Iq
n∑
j,k=1
(
(δjk −Υ
k¯j)
∂fJ
∂z¯k
,
∂fJ
∂z¯j
)
t
+
∑
J∈Iq
n∑
j,k=1
(
Υk¯jLtjfJ , L
t
kfJ
)
t
+
∑
I∈Iq−1
n∑
j,k=1
∫
bΩ
ρjk¯fjIfkIe
−t|z|2dσ −
n∑
j,k=1
∫
bΩ
Υk¯jρjk¯|f |
2e−t|z|
2
dσ
+ 2Re
{∑
J∈Iq
n∑
j,k,ℓ=1
(
∂Υk¯j
∂z¯k
Υj¯ℓLtℓfJ , fJ
)
t
−
∑
J∈Iq
n∑
j,k,ℓ=1
(
∂Υk¯j
∂zj
(δkℓ −Υ
ℓ¯k)
∂fJ
∂z¯ℓ
, fJ
)
t
}
+
∑
J∈Iq
t
(
(q − Tr(Υ))fJ , fJ
)
t
+O(‖f‖2t,L2(Ω)),
5
where O(‖f‖2t,L2(Ω)) ≤ C(‖Υ‖C2(Ω¯)+ ‖Υ‖
2
C2(Ω¯)
)‖f‖t,L2(Ω). This identity includes (1), (2), and
(3) as special cases, as discussed above.
1.3. Norms. We follow the notation from [HR11, Section 3]. We set
(ϕ, φ)t =
∫
M
φϕ¯e−t|z|
2
dσ.
In particular, t = 0 is the standard, unweighted L2 inner product and has norm ‖ϕ‖2L2(M) =
(ϕ, ϕ)0.
We follow the setup for the microlocal analysis in [Rai10, HR11]. Since M is compact,
there exists a finite cover {Uν}ν so each Uν has a special boundary system and can be
parameterized by a hypersurface in Cn (Uν may be shrunk as necessary). To set up the
microlocal analysis, we need to define the appropriate pseudodifferential operators on each
Uν . Let ξ = (ξ1, . . . , ξ2n−2, ξ2n−1) = (ξ
′, ξ2n−1) be the coordinates in Fourier space so that ξ
′
is dual to the part of T (M) in the maximal complex subspace (i.e., T 1,0(M)⊕ T 0,1(M)) and
ξ2n−1 is dual to the totally real part of T (M), i.e.,the “bad” direction T . Define
C+ = {ξ : ξ2n−1 ≥
1
2
|ξ′| and |ξ| ≥ 1};
C− = {ξ : −ξ ∈ C+};
C0 = {ξ : −
3
4
|ξ′| ≤ ξ2n−1 ≤
3
4
|ξ′|} ∪ {ξ : |ξ| ≤ 1}.
Note that C+ and C− are disjoint, but both intersect C0 nontrivially. Next, we define smooth
functions on {|ξ| : |ξ|2 = 1}. Let
ψ+(ξ) = 1 when ξ2n−1 ≥
3
4
|ξ′| and suppψ+ ⊂ {ξ : ξ2n−1 ≥
1
2
|ξ′|};
ψ−(ξ) = ψ+(−ξ);
ψ0(ξ) satisfies ψ0(ξ)2 = 1− ψ+(ξ)2 − ψ−(ξ)2.
Extend ψ+, ψ−, and ψ0 homogeneously outside of the unit ball, i.e., if |ξ| ≥ 1, then
ψ+(ξ) = ψ+(ξ/|ξ|), ψ−(ξ) = ψ−(ξ/|ξ|), and ψ0(ξ) = ψ0(ξ/|ξ|).
Also, extend ψ+, ψ−, and ψ0 smoothly inside the unit ball so that (ψ+)2+(ψ−)2+(ψ0)2 = 1.
Finally, there exists a large constant A > 0 that depends on M (which allows the weighted
Sobolev theory to hold and whose existence is proven in [Rai10, HR11]) when we define, for
any t > 0,
ψ+t (ξ) = ψ
+(ξ/(tA)), ψ−t (ξ) = ψ
−(ξ/(tA)), and ψ0t (ξ) = ψ
0(ξ/(tA)).
Next, let Ψ+t , Ψ
−
t , and Ψ
0
t be the pseudodifferential operators of order zero with symbols ψ
+
t ,
ψ−t , and ψ
0
t , respectively. The equality (ψ
+
t )
2 + (ψ−t )
2 + (ψ0t )
2 = 1 implies that
(Ψ+t )
∗Ψ+t + (Ψ
0
t )
∗Ψ0t + (Ψ
−
t )
∗Ψ−t = Id.
We will also have use for pseudodifferential operators that “dominate” a given pseudodifferen-
tial operator. Let ψ be cut-off function and ψ˜ be another cut-off function so that ψ˜|suppψ ≡ 1.
If Ψ and Ψ˜ are pseudodifferential operators with symbols ψ and ψ˜, respectively, then we say
that Ψ˜ dominates Ψ.
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For each Uν , we can define Ψ
+
t , Ψ
−
t , and Ψ
0
t to act on functions or forms supported in Uν ,
so let Ψ+t,ν , Ψ
−
t,ν , and Ψ
0
t,ν be the pseudodifferential operators of order zero defined on Uν ,
and let C+ν , C
−
ν , and C
0
ν be the regions of ξ-space dual to Uν on which the symbol of each of
those pseudodifferential operators is supported. Then it follows that:
(Ψ+t,ν)
∗Ψ+t,ν + (Ψ
0
t,ν)
∗Ψ0t,ν + (Ψ
−
t,ν)
∗Ψ−t,ν = Id.
Let {ζν} be a partition of unity subordinate to the covering {Uν} satisfying
∑
ν ζ
2
ν = 1.
Also, for each ν, let ζ˜ν be a cutoff function that dominates ζν so that supp ζ˜ν ⊂ Uν . We
define
〈φ, ϕ〉t =
∑
ν
[(
ζ˜νΨ
+
ν,tζνφ
ν , ζ˜νΨ
+
ν,tζνϕ
ν
)
λ+t
+
(
ζ˜νΨ
0
ν,tζνφ
ν, ζ˜νΨ
0
ν,tζνϕ
ν
)
0
+
(
ζ˜νΨ
−
ν,tζνφ
ν , ζ˜νΨ
−
ν,tζνϕ
ν
)
λ
−
t
]
,
where
λ+ =
{
1 if TrΥ < q
−1 if TrΥ > q,
and
λ− =
{
−1 if TrΥ < n− 1− q
1 if TrΥ > n− 1− q.
Set
|‖ϕ|‖2t = 〈ϕ, ϕ〉t.
Let Λs be the pseudodifferential operator with symbol (1 + |ξ|2)s/2. We set the Sobolev
s-norm on W s(M) to be
‖ϕ‖2W s(M) =
∑
ν
‖ζ˜νΛ
sζνϕ
ν‖2L2(M).
It is shown in [Nic06, Rai10] that there exist constants ct, Ct > 0 so that
ct‖ϕ‖
2
L2(M) ≤ |‖ϕ|‖
2
t ≤ Ct‖ϕ‖
2
L2(M)
and an invertible pseudodifferential operator of order 0, Ft, so that
(4) 〈ϕ, φ〉t = (ϕ, Ftφ)0.
1.4. L2 theory for ∂¯b. In [HR11], Harrington and Raich established Kohn’s weighted theory
for ∂¯b. In particular, let ∂¯
∗
b,t be the L
2-adjoint of ∂¯b in 〈·, ·〉t, b,t = ∂¯b∂¯
∗
b,t + ∂¯
∗
b,t∂¯b, Hq,t the
projection of L20,q(M, e
−t|z|2) onto ker ∂¯b ∩ ker ∂¯
∗
b,t, and Gq,t be the relative inverse to b,t,
that is, the inverse on the orthogonal complement of kerb,t. When t = 0, we suppress the
subscript. We also know that ∂¯∗b − ∂¯
∗
b,t is an operator of order 0 from [Rai10, Lemma 3.7].
We have the Hodge decomposition
I = ∂¯b∂¯
∗
bGq + ∂¯
∗
b ∂¯bGq +Hq
and a similar Hodge decomposition for the weighted operators. Let Sq : L
2
0,q(M) → ker ∂¯b
be the Szego¨ projection. Since Sq is self-adjoint, it follows that kerSq = (RangeSq)
⊥. It is
also easily checked that Sq∂¯
∗
b = 0, so
Sq = ∂¯b∂¯
∗
bGq +Hq
7
and therefore Kohn’s formula
Sq = I − ∂¯
∗
b ∂¯bGq
holds. Since we do not know that Gq−1 exists as a continuous operator on L
2
0,q−1(M) (and
hence cannot commute Gq−1 with ∂¯b), we define
Sq−1 = I − ∂¯
∗
bGq∂¯b.
Then Sq−1 is a self-adjoint projection and hence is still an orthogonal projection. We will
continue to call Sq−1 a Szego¨ projection because if we had a Hodge theory for L
2
0,q−1(M),
then Sq−1 would agree with the Szego¨ projection as defined above. We also set
S ′q+1 = ∂¯bGq∂¯
∗
b .
The orthogonal projection S ′q+1 is not generically the Szego¨ projection because it annihilates
harmonic forms.
Every formula in this section has a weighted analog.
2. Statements of the Main Results
In what follows, we reserve t ≥ 0 for the weight λt(z) = e
−t|z|2 and s ≥ 0 for Sobolev
norms of order s (defined below).
2.1. CR manifolds of hypersurface type.
Theorem 2.1. Let M be a smooth, compact, embedded, CR manifold of hypersurface type
that satisfies weak Y (q) for some 1 ≤ q ≤ n− 2. Let s ≥ 0. If Gq is a continuous operator
on W s+20,q (M), then there exists a constant Cr so that, for every u ∈ C
∞(M),
‖Sq−1u‖W r(M) + ‖Squ‖W r(M) + ‖S
′
q+1u‖W r(M) ≤ Cr‖Gqu‖W r(M)
for 0 ≤ r ≤ s.
If Sq−1, Sq, and S
′
q+1 are continuous operators on W
s
0,q−1(M), W
s
0,q(M), and W
s
0,q+1(M),
respectively, then Gq is a continuous operator on W
s
0,q(M) and there exists a constant Cs so
that for every u ∈ C∞(M),
‖Gqu‖W s(M) ≤ Cs
(
‖Sq−1u‖W s(M) + ‖Squ‖W s(M) + ‖S
′
q+1u‖W s(M)
)
.
Corollary 2.2. Let M be a smooth, compact, embedded, CR manifold of hypersurface type
that satisfies weak Y (q) for some 1 ≤ q ≤ n − 2. Then Gq is exactly regular if and only if
Sq−1, Sq, and S
′
q+1 are exactly regular.
Proposition 2.3. Let M ⊂ CN be a smooth, compact, embedded, CR manifold of hypersur-
face type that satisfies weak Y (q). Let k ∈ Z be a positive integer. If u and Gqu are both in
W k+20,q (M) and u ⊥ Hq, then there exists a constant C > 0 so that
‖∂¯∗b ∂¯bGqu‖W k(M) + ‖∂¯b∂¯
∗
bGqu‖W k(M) + ‖∂¯bGqu‖W k(M) + ‖∂¯
∗
bGqu‖W k(M)
≤ C
(
‖Gqu‖W k(M) + ‖u‖W k(M)
)
.
Proposition 2.3 should be compared with [Str10, Lemma 3.2].
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2.2. Smooth, bounded domains in a Stein manifold. We have a similar group of results
for smooth, bounded domains in a Stein manifold.
Theorem 2.4. Let M be a Stein manifold and Ω ⊂ M a smooth, bounded domain that
satisfies weak Z(q) for some 1 ≤ q ≤ n − 1. Let s ≥ 0. If Nq is a continuous operator on
W s+20,q (Ω), then there exists a constant Cr so that
‖Pq−1u‖W r(Ω) + ‖Pqu‖W r(Ω) + ‖P
′
q+1u‖W r(Ω) ≤ Cr‖Nqu‖W r(Ω)
for all u ∈ C∞(Ω) and for 0 ≤ r ≤ s.
If Pq−1, Pq, and P
′
q+1 are continuous operators on W
s
0,q−1(M), W
s
0,q(M), and W
s
0,q+1(M),
respectively, then Nq is a continuous operator on W
s
0,q(M) and there exists a constant Cs so
that
‖Nq‖W s(Ω) ≤ Cs
(
‖Pq−1‖W s(Ω) + ‖Pq‖W s(Ω) + ‖P
′
q+1‖W s(Ω)
)
.
Corollary 2.5. Let M be a Stein manifold and Ω ⊂ M a smooth, bounded domain that
satisfies weak Z(q) for some 1 ≤ q ≤ n− 1. Then Nq is exactly regular if and only if Pq−1,
Pq, and P
′
q+1 are exactly regular.
Proposition 2.6. Let M be a Stein manifold and Ω ⊂ M a smooth, bounded domain that
satisfies weak Z(q) for some 1 ≤ q ≤ n − 1. Let k ∈ Z be a positive integer. If u and Nqu
are both in W k+20,q (M) and u ⊥ Hq, then there exists a constant C > 0 so that
‖∂¯∗∂¯Nqu‖W k(Ω) + ‖∂¯∂¯
∗Nqu‖W k(Ω) + ‖∂¯Nqu‖W k(Ω) + ‖∂¯
∗Nqu‖W k(Ω)
≤ C
(
‖Nqu‖W k(Ω) + ‖u‖W k(Ω)
)
.
In summary, we have generalized the approach of [BS90] in several ways.
First, we deal with the boundary analogue, that is, with the complex Green operator
and the Szego¨ projection. Second, we do not require pseudoconvexity and instead focus on
obtaining results for a fixed q, 1 ≤ q ≤ n. Third, we reduce the regularity hypotheses in the
relationship between the Szego¨ (resp., Bergman) projection and the complex Green (resp., ∂¯-
Neumann) operator. Finally, we wanted to establish that the regularity arguments are quite
general and require only an appropriate weighted Sobolev theory and Hodge-*decomposition.
We provide two examples where the first and third authors have established the necessary
ingredients.
3. Proof of Theorem 2.1 and Proposition 2.3
In [HR11], Harrington and Raich discussed how the regularity of Gq,t∂¯b and Gq,t∂¯
∗
b,t follows
from the regularity of Gq,t. We provide a proof of this fact for completeness.
Proposition 3.1. Let M be a smooth CR manifold of hypersurface type that satisfies the
hypotheses of Theorem 2.1. For each s ≥ 0, there exists Ts so that if t ≥ Ts then Gq,t∂¯b :
W s0,q−1(M)→W
s
0,q(M) and Gq,t∂¯
∗
b,t : W
s
0,q+1(M)→W
s
0,q(M) continuously.
Proof. We show that Gq,t∂¯
∗
b,t : W
s
0,q+1(Ω) → W
s
0,q(Ω) and Gq,t∂¯b : W
s
0,q−1(M) → W
s
0,q(M)
continuously. The cases s = 0 and s = 1 are proven in [HR, Theorem 1.2] (see also [HR,
Theorem 4.3]. We can adapt Harrington and Raich’s argument from [HR] for larger s.
Observe that
∂¯bΛ
sGq,tf = [∂¯b,Λ
s]Gq,tf + Λ
s∂¯bGq,tf
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and
∂¯∗b,tΛ
sGq,tf = [∂¯
∗
b,t,Λ
s]Gq,tf + Λ
s∂¯∗b,tGq,tf.
Implicit in [HR11] is the fact that if ǫ > 0, then for t large enough we have
|‖ΛsGq,tf |‖
2
t ≤ ǫ
(
|‖∂¯bΛ
sGq,tf |‖
2
t + |‖∂¯
∗
b,tΛ
sGq,tf |‖
2
t
)
+ Ct|‖Λ
s−1Gq,tf |‖
2
t .
Since f has smooth coefficients, by choosing t larger (if necessary), we can use a small
constant/large constant argument and estimate
|‖ΛsGq,tf |‖
2
t ≤ ǫ
(
|‖Λs∂¯bGq,tf |‖
2
t + |‖Λ
s∂¯∗b,tGq,tf |‖
2
t
)
+ Ct|‖Λ
s−1Gq,tf |‖
2
t .
Next, suppose that f = ∂¯∗b,tg for a (0, q+1)-form with smooth coefficients. Using induction
in s to control |‖Λs−1Gq,t∂¯
∗
b,tg|‖t, we have
(5) |‖ΛsGq,t∂¯
∗
b,tg|‖
2
t ≤ ǫ|‖Λ
s∂¯bGq,t∂¯
∗
b,tg|‖
2
t + Ct|‖Λ
s−1g|‖2t .
We now handle the term |‖Λs∂¯bGq,t∂¯
∗
b,tg|‖
2
t . Observe that [∂¯
∗
b,t,Λ
s] = O(Λs) + tO(Λs−1). We
adopt the convention that the constant implicit in the error terms is independent of t, and
we use Ct to represent constants depending on t. We estimate
|‖Λs∂¯bGq,t∂¯
∗
b,tg|‖
2
t
=
〈
ΛsGq,t∂¯
∗
b,tg, ∂¯
∗
b,tΛ
s∂¯bGq,t∂¯
∗
b,tg
〉
t
+
〈
[Λs, ∂¯b]Gq,t∂¯
∗
b,tg,Λ
s∂¯bGq,t∂¯
∗
b,tg
〉
t
≤
∣∣〈ΛsGq,t∂¯∗b,tg,Λs∂¯∗b,t∂¯bGq,t∂¯∗b,tg〉t∣∣
+O
(
|‖ΛsGq,t∂¯
∗
b,tg|‖t
(
|‖Λs∂¯bGq,t∂¯
∗
b,tg|‖t + Ct|‖Λ
s−1∂¯bGq,t∂¯
∗
b,tg|‖t
))
≤
∣∣〈ΛsGq,t∂¯∗b,tg,Λs∂¯∗b,tg〉t∣∣+ 12 |‖Λs∂¯bGq,t∂¯∗b,tg|‖t
+O
(
|‖ΛsGq,t∂¯
∗
b,tg|‖
2
t + Ct|‖Λ
s−1∂¯bGq,t∂¯
∗
b,tg|‖
2
t
)
.
Thus, using induction in s to estimate |‖Λs−1∂¯bGq,t∂¯
∗
b,tg|‖
2
t ,
|‖Λs∂¯bGq,t∂¯
∗
b,tg|‖
2
t ≤ 2
∣∣〈ΛsGq,t∂¯∗b,tg,Λs∂¯∗b,tg〉t∣∣+ C|‖ΛsGq,t∂¯∗b,tg|‖2t + Ct|‖Λs−1g|‖2t .
Next,〈
ΛsGq,t∂¯
∗
b,tg,Λ
s∂¯∗b,tg
〉
t
=
〈
Λs∂¯bGq,t∂¯
∗
b,tg,Λ
sg
〉
t
+O
(
|‖ΛsGq,t∂¯
∗
b,tg|‖t|‖Λ
sg|‖t + Ct|‖Λ
sGq,t∂¯
∗
b,tg|‖t|‖Λ
s−1g|‖t
)
.
Thus, by absorbing terms after a small constant/large constant argument, we have
|‖Λs∂¯bGq,t∂¯
∗
b,tg|‖
2
t ≤ C|‖Λ
sg|‖2t + C|‖Λ
sGq,t∂¯
∗
b,tg|‖
2
t + Ct|‖Λ
s−1g|‖2t .
Finally, by choosing ǫ sufficiently small in (5) to absorb the |‖ΛsGq,t∂¯
∗
b,tg|‖
2
t terms, we have
proven
|‖ΛsGq,t∂¯
∗
b,tg|‖
2
t ≤ ǫ|‖Λ
sg|‖2t + Ct|‖Λ
s−1g|‖2t .
The argument to prove
|‖ΛsGq,t∂¯bg|‖
2
t ≤ ǫ|‖Λ
sg|‖2t + Ct|‖Λ
s−1g|‖2t
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is similar, the only difference being that ∂¯∗b,t creates lower order terms that depend on t, but
those are handled with the induction hypothesis and the Ct|‖Λ
s−1g|‖2t term. This proves the
proposition. 
3.1. Proof of Proposition 2.3. Since C∞0,q(M) is dense in W
k
0,q(M), it suffices to show the
result for u ∈ C∞0,q(M). Our proof goes by induction. Since M satisfies weak Y (q), the k = 0
case was proved in [HR11]. Assume that the result holds for all ℓ′ so that 0 ≤ ℓ′ ≤ ℓ ≤ k−1.
Set Λsν = ζ˜νΛ
sζν . Then
‖∂¯bGqu‖
2
W ℓ+1(M) + ‖∂¯
∗
bGqu‖
2
W ℓ+1(M) =
∑
ν
(
‖Λℓ+1ν ∂¯bGqu‖
2
L2(M) + ‖Λ
ℓ+1
ν ∂¯
∗
bGqu‖
2
L2(M)
)
.
Examining one term from the sum (call it RHS), we first observe that ∂¯∗bΛ
ℓ+1
ν ∂¯bGqu and
∂¯bΛ
ℓ+1
ν ∂¯
∗
bGqu are both well-defined terms. For,
Λℓ+1ν u+ [∂¯
∗
b ,Λ
ℓ+1
ν ]∂¯bGqu+ [∂¯b,Λ
ℓ+1
ν ]∂¯
∗
bGqu
= Λℓ+1ν (∂¯b∂¯
∗
b + ∂¯
∗
b ∂¯b)Gqu+ [∂¯
∗
b ,Λ
ℓ+1
ν ]∂¯bGqu+ [∂¯b,Λ
ℓ+1
ν ]∂¯
∗
bGqu
= ∂¯∗bΛ
ℓ+1
ν ∂¯bGqu+ ∂¯bΛ
ℓ+1
ν ∂¯
∗
bGqu,
so we can make sense of the right-hand side in terms of ℓ + 2 derivatives of Gqu and ℓ + 1
derivatives of u, both well-defined quantities. We can use integration by parts to observe
RHS equals(
∂¯∗bΛ
ℓ+1
ν ∂¯bGqu,Λ
ℓ+1
ν Gqu
)
0
+
(
∂¯bΛ
ℓ+1
ν ∂¯
∗
bGqu,Λ
ℓ+1
ν Gqu
)
0
+O
(
‖Λℓ+1ν Gqu‖L2(M)(‖Λ
ℓ+1
ν ∂¯bGqu‖L2(M) + ‖Λ
ℓ+1
ν ∂¯
∗
bGqu‖L2(M))
)
=
(
Λℓ+1ν bGqu,Λ
ℓ+1
ν Gqu
)
0
+O
(
‖Λℓ+1ν Gqu‖L2(M)(‖Λ
ℓ+1
ν ∂¯bGqu‖L2(M) + ‖Λ
ℓ+1
ν ∂¯
∗
bGqu‖L2(M))
)
=
(
Λℓ+1ν (u−Hqu),Λ
ℓ+1
ν Gqu
)
0
+O
(
‖Λℓ+1ν Gqu‖L2(M)(‖Λ
ℓ+1
ν ∂¯bGqu‖L2(M) + ‖Λ
ℓ+1
ν ∂¯
∗
bGqu‖L2(M))
)
.
Using a small constant/large constant argument and the fact that Hqu = 0, we observe that
‖∂¯bGqu‖
2
W ℓ+1(M) + ‖∂¯
∗
bGqu‖
2
W ℓ+1(M) ≤ Cℓ+1
(
‖Gqu‖
2
W ℓ+1(M) + ‖u‖
2
W ℓ+1(M)
)
.
For ∂¯∗b ∂¯bGqu and ∂¯b∂¯
∗
bGqu, we also use induction and an integration by parts argument.
Since ∂¯b∂¯
∗
b ∂¯bGqu = ∂¯b(∂¯
∗
b ∂¯bGq + ∂¯b∂¯
∗
bGq + Hq)u = ∂¯bu, and u ∈ W
k+2
0,q (M), it follows that
[Λkν , ∂¯b]∂¯
∗
b ∂¯bGqu + Λ
k
ν ∂¯b∂¯
∗
b ∂¯bGqu = ∂¯bΛ
k
ν ∂¯
∗
b ∂¯bGq ∈ W
k+2
0,q (M). For the induction, the k = 0
case follows from [HR11]. Assume that the result holds for all ℓ′ so that 0 ≤ ℓ′ ≤ ℓ ≤ k − 1.
Therefore, since ℓ+ 1 ≤ k,
‖Λℓ+1ν ∂¯
∗
b ∂¯bGqu‖
2
L2(M)
=
(
∂¯bΛ
ℓ+1
ν ∂¯
∗
b ∂¯bGqu,Λ
ℓ+1
ν ∂¯bGqu
)
0
+O
(
‖Λℓ+1ν ∂¯
∗
b ∂¯bGqu‖L2(M)‖Λ
ℓ+1
ν ∂¯bGqu‖L2(M)
)
=
(
Λℓ+1ν ∂¯bu,Λ
ℓ+1
ν ∂¯bGqu
)
0
+O
(
‖Λℓ+1ν ∂¯
∗
b ∂¯bGqu‖L2(M)‖Λ
ℓ+1
ν ∂¯bGqu‖L2(M)
)
=
(
Λℓ+1ν u,Λ
ℓ+1
ν ∂¯
∗
b ∂¯bGqu
)
0
+O
(
‖Λℓ+1ν u‖L2(M)‖Λ
ℓ+1
ν ∂¯bGqu‖L2(M) + ‖Λ
ℓ+1
ν ∂¯
∗
b ∂¯bGqu‖L2(M)‖Λ
ℓ+1
ν ∂¯bGqu‖L2(M)
)
.
Using a small constant/large constant argument and the earlier part of the argument, we
may conclude that
‖∂¯∗b ∂¯bGqu‖
2
W ℓ+1(M) + ‖∂¯
∗
bGqu‖
2
W ℓ+1(M) ≤ Cℓ+1
(
‖Gqu‖
2
W ℓ+1(M) + ‖u‖
2
W ℓ+1(M)
)
.
A similar argument shows the bound for ∂¯b∂¯
∗
bGqu. 
3.2. Proof of Theorem 2.1. The idea of the proof is simple: the results follow immediately
by expressing Gq in terms of Sq−1, Sq, S
′
q+1, and weighted operators (that we know are
continuous onW s) and, conversely, by expressing Sq−1, Sq, S
′
q+1 in terms of Gq and weighted
operators.
Let s ≥ 0. From [HR11], we know that there exists Ts so that if t ≥ Ts, then all
of the weighted operators: Gq,t, ∂¯bGq,t, ∂¯
∗
bGq,t, Gq,t∂¯b, Gq,t∂¯
∗
b , I − ∂¯
∗
b,t∂¯bGq,t, Sq−1,t, S
′
q+1,t are
continuous in the W s-norm on their respective spaces. The continuity of I − ∂¯∗b,t∂¯bGq,t
trivially gives continuity of ∂¯∗b,t∂¯bGq,t. Also, the argument in [HR11, Section 6.6] implies the
continuity of ∂¯b∂¯
∗
b,tGq,t. Moreover, since
Hq,t = I − ∂¯
∗
b,t∂¯bGq,t − ∂¯b∂¯
∗
b,tGq,t,
it follows that Hq,t is continuous in W
s
0,q(M). Finally, to show that S
′
q+1,t is continuous in
W s0,q+1, we note that W
s+1
0,q+1(M) is dense in W
s
0,q+1(M) and let ϕ ∈ W
s+1
0,q (M). We then
observe that
|‖Λs∂¯bGq,t∂¯
∗
b,tϕ|‖
2
t =
〈
Λs∂¯∗b,t∂¯bGq,t∂¯
∗
b,tϕ,Λ
sGq,t∂¯
∗
b,tϕ
〉
t
+
〈
[∂¯∗b,t,Λ
s]∂¯bGq,t∂¯
∗
b,tϕ,Λ
sGq,t∂¯
∗
b,tϕ
〉
t
+
〈
Λs∂¯bGq,t∂¯
∗
b,tϕ, [Λ
s, ∂¯b]Gq,t∂¯
∗
b,tϕ
〉
t
.
Since ∂¯∗b,tϕ is ∂¯
∗
b,t-closed, it follows that ∂¯
∗
b,t∂¯bGq,t∂¯
∗
b,tϕ = ∂¯
∗
b,tϕ so that〈
Λs∂¯∗b,t∂¯bGq,t∂¯
∗
b,tϕ,Λ
sGq,t∂¯
∗
b,tϕ
〉
t
=
〈
Λs∂¯∗b,tϕ,Λ
sGq,t∂¯
∗
b,tϕ
〉
t
=
〈
Λsϕ,Λs∂¯bGq,t∂¯
∗
b,tϕ
〉
t
+
〈
Λsϕ, [∂¯b,Λ
s]Gq,t∂¯
∗
b,tϕ
〉
t
+
〈
[Λs, ∂¯∗b,t]ϕ,Λ
sGq,t∂¯
∗
b,tϕ
〉
t
.
It now follows that
|‖Λs∂¯bGq,t∂¯
∗
b,tϕ|‖
2
t ≤ Cs,t
(
|‖Λsϕ|‖t|‖Λ
s∂¯bGq,t∂¯
∗
b,tϕ|‖t + |‖Λ
sϕ|‖2t
)
.
Using a small constant/large constant argument and absorbing terms, we have the continuity
of S ′q+1,t in W
s
0,q+1(M).
We now express Sq−1, Sq, and S
′
q+1 in terms of Gq. For Sq, continuity in W
s follows from
the formula
Sq = I − ∂¯
∗
b ∂¯bGq
and Proposition 2.3.
Assume that Gq is exactly regular. Assume that g is a ∂¯b-closed (0, q − 1)-form. Then
following [Str10, Section 5.3] (with the zero-order pseudodifferential operator Ft defined in
(4) replacing the weight), we have
(Sq−1f, g)0 = (f, g)0 = 〈F
−1
t f, g〉t = 〈Sq−1,tF
−1
t f, g〉t
= (FtSq−1,tF
−1
t f, g)0 = (Sq−1FtSq−1,tF
−1
t f, g)0.
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Using the fact that Sq−1 = I − ∂¯
∗
bGq∂¯b, it follows that
Sq−1 = Sq−1FtSq−1,tF
−1
t = (I − ∂¯
∗
bGq∂¯b)FtSq−1,tF
−1
t
= FtSq−1,tF
−1
t − ∂¯
∗
bGq[∂¯b, Ft]Sq−1,tF
−1
t(6)
For S ′q+1, we first observe that by [HR11, (18)],
∂¯∗b,t(I − S
′
q+1,t) = ∂¯
∗
b,t − ∂¯
∗
b,t∂¯bGq,t∂¯
∗
b,t = ∂¯b∂¯
∗
b,tGq,t∂¯
∗
b,t +Hq,t∂¯
∗
b,t = Gq,t∂¯b∂¯
∗
b,t∂¯
∗
b,t = 0.
Next, observe that S ′q+1,t = S
′
q+1S
′
q+1,t, so we write
S ′q+1 = S
′
q+1,t + S
′
q+1 − S
′
q+1S
′
q+1,t = S
′
q+1,t + ∂¯bGq∂¯
∗
b (I − S
′
q+1,t)
= S ′q+1,t + ∂¯bGq
(
∂¯∗b − ∂¯
∗
b,t
)
(I − S ′q+1,t).(7)
We now express Gq in terms of Sq−1, Sq, and S
′
q+1. We write
Gq = Gq(∂¯b∂¯
∗
b + ∂¯
∗
b ∂¯b)Gq = (∂¯
∗
bGq)
∗(∂¯∗bGq) + (Gq∂¯
∗
b )(Gq∂¯
∗
b )
∗.
Also, from [HR11, (22)], we know that if ∂¯∗bφ = 0, then ∂¯
∗
bGqφ = 0, so ∂¯
∗
b (I − Sq) =
∂¯∗b ∂¯
∗
b ∂¯bGq = 0 means that
∂¯∗bGq = ∂¯
∗
bGqSq = ∂¯
∗
bGq
(
∂¯b∂¯
∗
b,tGq,t + ∂¯
∗
b,t∂¯bGq,t +Hq,t
)
Sq
= (I − Sq−1)∂¯
∗
b,tGq,tSq + ∂¯
∗
bGq∂¯
∗
b,t ∂¯bGq,tSq︸ ︷︷ ︸
=0
+∂¯∗bGqHq,tSq
= (I − Sq−1)∂¯
∗
b,tGq,tSq + ∂¯
∗
bGqHq,tSq.
Note that SqGq∂¯
∗
b = 0 since (SqGq∂¯
∗
b )
∗ = ∂¯bGqSq = 0. Also, ∂¯b = Sq∂¯b and Hq,t = SqHq,t
since Range(∂¯b) ⊂ ker(∂¯b) and ∂¯bHq,t = 0, respectively. Consequently,
Gq∂¯
∗
b = (I − Sq)Gq∂¯
∗
b
= (I − Sq)
[
Gq,t∂¯
∗
b,t∂¯b +Gq,t∂¯b∂¯
∗
b,t +Hq,t
]
Gq∂¯
∗
b
= (I − Sq)Gq,t∂¯
∗
b,tS
′
q+1 + (I − Sq)Gq,t∂¯b∂¯
∗
b,tGq∂¯
∗
b + (I − Sq)Hq,tGq∂¯
∗
b
= (I − Sq)Gq,t∂¯
∗
b,tS
′
q+1 + (I − Sq)Sq︸ ︷︷ ︸
=0
∂¯b∂¯
∗
b,tGq,tGq∂¯
∗
b + (I − Sq)Sq︸ ︷︷ ︸
=0
Hq,tGq∂¯
∗
b
= (I − Sq)Gq,t∂¯
∗
b,tS
′
q+1.
We also need to control (∂¯∗bGq)
∗ and (Gq∂¯
∗
b )
∗. If Tt is a continuous operator on L
2(M, e−t|z|
2
)
then we can compute its adjoint in L2(M) as follows:
(Ttf, g)0 = 〈Ttf, F
−1
t g〉t = 〈f, T
∗
t F
−1
t g〉t = (f, FtT
∗
t F
−1
t g)0,
and we observe that the adjoint of Tt is FtT
∗
t F
−1
t . We therefore compute
(∂¯∗bGq)
∗ = FtSqGq,t∂¯b(I − Sq−1)F
−1
t + FtSqHq,tGq∂¯bF
−1
t
and
(Gq∂¯
∗
b )
∗ = FtS
′
q+1∂¯b(I − Sq)F
−1
t .
We now investigate the harmonic projection Hq,t. From [HR11, p.156], we know that for
a (0, q)-form ϕ,
‖ϕ‖2W s(M) ≤ Ct
(
‖∂¯bϕ‖
2
W s(M) + ‖∂¯
∗
b,tϕ‖
2
W s(M) + ‖ϕ‖
2
W s−1(M)
)
.
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By density, this means that for any f ∈ L20,q(M),
‖Hq,tf‖
2
W s(M) ≤ Ct,s‖Hq,tf‖
2
L2(M) ≤ Ct,s‖f‖
2
L2(M).
Therefore, if t ≥ Ts+1, then Hq,t : L
2
0,q(M)→ W
s+1
0,q (M) and
‖∂¯∗bGqHq,tSqf‖W s(M) ≤ C‖GqHq,tSqf‖W s+1(M)
≤ C‖Hq,tSqf‖W s+1(M) ≤ Cs,t‖Hq,tSqf‖L2(M) ≤ Cs,t‖f‖L2(M),
so ∂¯∗bGqHq,tSq : L
2
0,q(M)→W
s
0,q−1(M). 
4. Stein Manifolds
Finally, we briefly indicate how to adapt the argument to prove our main result in the
case of a Stein manifold. We need the following result.
Theorem 4.1. Let M be an n-dimensional Stein manifold and Ω ⊂M be a bounded subset
with a smooth boundary satisfying weak Z(q) for some 1 ≤ q ≤ n − 1. Then there exists
t˜ > 0 such that for all t > t˜ and s ≥ −1
2
we have
(1) The weighted ∂¯-Neumann operator Nq,t exists and is continuous in W
s
0,q(Ω).
(2) The canonical solution operators to ∂¯ given by
∂¯∗tN
q
t : W
s
0,q(Ω)→W
s
0,q−1(Ω) and N
q
t ∂¯
∗
t :W
s
0,q+1(Ω)→ W
s
0,q(Ω) are continuous.
(3) The canonical solution operators to ∂¯∗t given by
∂¯N qt :W
s
0,q(Ω)→W
s
0,q+1(Ω) and N
q
t ∂¯ :W
s
0,q−1(Ω)→W
s
0,q(Ω) are continuous.
(4) For every f ∈ W s0,q(Ω) ∩ ker ∂¯ there exists u ∈ W
s
0,q−1(Ω) such that ∂¯u = f .
In [HR], Harrington and Raich proved Theorem 4.1 for −1
2
≤ s ≤ 1. Standard techniques
show that their arguments extend seamlessly to all s ≥ −1
2
.
The proofs of the results in Section 2.2 are now straightforward, given the proofs of Section
2.1 and [Str10, Section 5.3]. The general outline of the argument is contained in [Str10,
Section 5.3]. Our hypotheses allow us to prove closed range and Kohn’s weighted theory for
a fixed q, 1 ≤ q ≤ n− 1. Using the arguments from the proofs of the results in Section 2.1
with the weighted theory from Theorem 4.1, L2 theory from [HR], and the recognition that
the tangential derivatives control the Sobolev norms (so we can replace the Λk terms with
DTα), we can repeat the arguments above to prove the results in Section 2.2.
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