Abstract-There are several non-interoperable peer-to-peer (P2P) protocols available today with different functionalities. In order to exploit this functional diversity on mobile devices, we have developed a Plug-and-Play Application Platform (PnPAP). PnPAP provides autonomous, dynamic selection between multiple P2P protocols while ensuring the best available network connectivity. In this paper, we introduce methods for utilizing Session Initiation Protocol (SIP) in inter-PnPAP communications. This communication may include downloads of distributed P2P resources such as polymorphic protocol libraries or dynamic state-machine control modules. These components are then used to optimize connectivity management between heterogeneous wireless access networks. In addition, context information may be exchanged between mobile nodes in order to facilitate extended service availability, operability and quality. We analyze the feasibility of merged P2P and All-IP (including SIP) architecture through the novel use of a specialized SIP server and the leveraging of the emerging Instant Messaging capabilities of SIP. Preliminary measurement results from the prototype implementation on a Symbian platform and test-bed, with overhead and latency analysis, illustrate the feasibility of this approach.
I. INTRODUCTION
Peer-to-peer (P2P) technologies have been scrutinized recently by the academic community, the industry and the media. P2P challenges the client-server architecture as the defacto solution for business and marketing channels. While the benefits of P2P such as enriched content distribution among peer nodes have made it increasingly popular among regular Internet users, there have been many concerns about security and intellectual property rights violations. P2P is still a developing technology that needs improvements in many areas, especially in the area of mobile P2P communications [1] .
A natural evolutionary step from SMS and MMS services is the one-to-many method of sharing multimedia content between mobile devices. There is great potential here for the distribution of user-created, feature-rich content comprised of both real-time and streaming media components. Content may be shared through close-range ad-hoc networks as well as long-range, structured networks such as the Internet. In a desktop environment, P2P has already taken its place as a popular way to share content among Internet users. P2P technology has also been employed for real-time communication, in products such as Skype. However, in mobile devices, P2P is taking its first steps because the enabling technologies have only recently become available. P2P protocols have been mainly designed for desktop computers. Using these protocols on mobile handheld devices is a challenge and the diversity of these devices is a major issue.
One major step forward in meeting this challenge is the adoption of the Session Initiation Protocol (SIP) in third generation mobile handsets [2] . SIP has been chosen by the Third Generation Partnership Program (3GPP) as the signaling protocol of choice for 3G mobile devices and it provides many practical features for carrying important status information between nodes. This paper recognizes the role of SIP as an accepted, open standard that can be harnessed in a merged mobile P2P and All-IP architecture. We describe the usage of SIP signaling together with our novel Plug-and-Play Application Platform (PnPAP) to handle the diversity of P2P protocols and network connectivities, as illustrated in Fig. 1 .
II. PNPAP ARCHITECTURE
PnPAP [1] is an intelligent, middleware platform that offers a uniform interface to applications for their communication needs. Adding this type of middleware layer between applications and protocols satisfies the requirement for modularity. Using the Application Interface provided by PnPAP, applications can communicate with each other regardless of the services provided by lower level protocols. The platform controls the communication protocols dynamically, which means that new protocols can be downloaded and taken into use on the fly. Holistic Connectivity (HCon) is the part of PnPAP that controls the connectivities based on criteria such as the Quality-of-Service required by applications.
The PnPAP Engine is at the heart of the system. It reacts to requests received through the Application Interface and PnPAP Interface. If an application needs access to some 
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P2P protocol that the network engine does not have, it can get the required protocol from another PnPAP node through the PnPAP Interface. After installation of the new protocol, the application will have access to the desired network. At the heart of the PnPAP decision making process is a state machine [1] that executes images that can be reconfigured. These images can be described and sent over the network in XML format.
PnPAP nodes need to exchange protocols, status information and context information with each other. A protocol for connecting PnPAP nodes into a single backbone network is needed. It must be lightweight, guarantee interoperability with all mobile networks and have the ability to carry required information with minimal overhead. This paper focuses on the collaboration of PnPAP nodes through the PnPAP Interface. The first step is to analyze the requirements for the communication protocol using PnPAP communication scenarios.
III. PNPAP NODE COMMUNICATION SCENARIOS
PnPAP nodes need to find other PnPAP nodes. To meet this objective, PnPAP must have at least one common protocol that every PnPAP node supports. This common protocol is used to carry vital context information about nodes, e.g. available protocols and connectivities as well as status information about location, presence and battery charge. It can also be used to exchange P2P protocols and state machine images. Based on this context data, PnPAP nodes are able to meet the requirements that have been specified earlier in our PnPAP proposal [1] . We have identified some scenarios that depict specified features in order to establish requirements for collaboration between PnPAP nodes. We focus on analyzing the feasibility of SIP as the protocol-of-choice for connecting PnPAP nodes to a single backbone network.
As illustrated in Fig. 2 , scenario 1, the application on Node1 triggers a remote download to a specified node (Node2). PnPAP on Node1 then sends the download request to PnPAP on Node2. If OK, PnPAP on Node2 starts the download and notifies the requesting PnPAP Node1 about the situation. Scenario 2 in Fig. 1 illustrates the downloading of a new protocol from another PnPAP node. The application first requests a service from PnPAP on Node1. PnPAP in Node1 does not have the protocol to fulfill the required service but is aware of another node that does and requests it from Node2. PnPAP on Node2 then sends the protocol to Node1, thus making the service available to the application.
In scenario 3 ( Fig. 3 ), Node1 does not have a direct internet connection and uses Node2 as a gateway. Node1 only has a point-to-point (e.g. Bluetooth) connection to Node2. When an application on Node1 starts the search, PnPAP on Node1 forwards the search query to PnPAP on Node2. Node2 performs the normal search operation and notifies PnPAP on Node1 that the search operation is under way. PnPAP on Node2 then returns the search results to PnPAP on Node1. PnPAP on Node1 presents the results to the application just as if the search had been made by Node1. Scenario 4 (not shown) is a continuation of scenario 3 with essentially the same message flows. In this case, the application starts a download on Node1. When the application on Node1 starts the download, the PnPAP on Node1 forwards the download query to the PnPAP on Node2, which starts downloading the file while notifying PnPAP on Node1 that the operation is under way. PnPAP on Node2 then sends the file to PnPAP on Node1.
IV. USING SIP IN INTER-PNPAP COMMUNICATIONS
SIP has been discussed as one enabling technology for achieving Application Supernetworking, which means the flexible use of communication and connectivity protocols in unified session management [3] . Supernetworking includes efficient mobility and handoff management between heterogeneous wireless networks that also facilitate locationawareness [4] . In this type of a mixed and heterogeneous environment, All-IP solutions such as SIP are suitable for building a supernetwork of PnPAP peers. It allows the peers to obtain initial information from the SIP server that is then used to locate other peers and P2P protocols provided by the local operator. SIP Instant Messaging is used to convey both context information (CI) and lists of protocols available from other PnPAP peers. When a new protocol is required, it can be downloaded from a peer node and taken into use in a plugand-play manner. SIP can be used for signaling resource availability, whereas the transfer of a protocol can be done with any file transfer method (Scenario 2). In our prototype implementation, we have used HTTP. As a client-server based protocol, SIP allows users to register one or more current contact addresses with a permanent address known as the Address of Record or AoR (e.g. sip:alice@acompany.com) [5] . SIP servers rely on DNS to resolve SIP addresses and to locate other SIP servers [6] . Typically, commercial mobile operators will offer this ability to their customers through a SIP proxy-server that contains the binding of their AoR to one or more temporary locations of their own choosing. The REGISTER message is used for this purpose and a successful response from the SIP server contains a list of all the current contact addresses associated the AoR. The IETF SIMPLE Workgroup is currently designing a Presence and Instant Messaging system based on SIP. Active AoR bindings in the SIP server indicate user presence. Each individual message Inbox is also assigned an AoR.
A. Using SIP to find resources
Here, we present a novel way of leveraging the SIP server response to a REGISTER message to benefit PnPAP nodes. To give an example, if Alice attempted to bind her current contact address with the AoR named sip:PnPAPservices@acompany.com, the SIP server would normally refuse the request and return an error code. However, the mobile operator can return a successful code and include a list of resources available to the customer named Alice. This list includes, e.g., pointers to files containing protocols available from the operator. It also includes a URI for each currently available PnPAP node (Fig. 4.) . Note that no changes need be made to the standard SIP protocol to add this functionality. Only the User Agent Client (UAC) and Server (UAS) require modification. SIP servers that do not support this added PnPAP functionality will simply return an error code in the prescribed manner.
B. Using SIP for downloads and Context Information
The Instant Message (IM) capabilities of SIP can be used to convey both Context Information (CI) and commands between PnPAP nodes. For example, a PnPAP node can send an IM containing a download command along with such CI parameters as the name of the file to be downloaded, the various network interfaces available for the download and their status, battery lifetime, point in time for the download, billing information, etc. IMs can be used in steps 2 and 4 of Scenario 1 (Fig. 2) . Here, the status of the download and pertinent CI from the PnPAP node performing the download are contained in a return IM, as indicated by IM2 in Fig. 5 .
Note that the standard Session Description Protocol field in the SIP INVITE header also contains CI (i.e. the IP and port numbers, domain name and supported coders for voice and media) [7] . Both presence and location are considered to be a part of CI. SIP provides limited presence awareness. For example, a NOTIFY message can be sent to the sender of an IM when the receiver removes it from the Inbox [8] . Location can be roughly indicated by any of the contact addresses currently bound to the user's AoR and IP numbers found in INVITE headers.
IM can also be used to transfer binary files describing state machine images. This binary info can be sent in text form using MIME headers.
C. Finding New Protocol Images on Other PnPAP nodes
The list of URIs (contained in the response to the REGISTER message as shown in step 3 of Fig. 4) would normally contain the AoR(s) of other active PnPAP nodes. SIP INVITE messages can be used to contact these PnPAP peers to negotiate the establishment of logical connections to them. The connections can then be used to download new protocols with appropriate transport protocols. Note that a SIP proxy server run by a mobile operator would normally inject a record-route field in all forwarded SIP messages. This causes all subsequent responses to be routed back through that server. Any time the SIP server needs to preserve state in the session flow of SIP messages (e.g. when adding a user to a SIP conference call), SIP messages and responses need to be controlled and altered by the SIP servers along the paths between SIP clients. There are also examples of secure SIP transactions using "routeset" that require all SIP traffic in a given flow to traverse the same set of SIP servers.
It should be noted that, with suitable software, a private PnPAP node can also act as a SIP server, allowing it to accept REGISTER messages. This type of SIP server can provide lists of URIs over and above the URIs provided by the mobile operator. If this private SIP server is not located behind a firewall, it can act as a rendezvous point for multiple PnPAP nodes, thus allowing them to traverse NATs and firewalls.
D. SIP in Concert With P2P Protocols
We have shown how SIP can be used to help locate, download and retrieve files (e.g., DLL of a P2P protocol or a state machine image) as required by the PnPAP node. The PnPAP node can "bootstrap" P2P protocols by using SIP and SIP servers modified for use by the PnPAP overlay architecture.
Through acquisition of PnPAP URIs from REGISTER responses, as described above, a PnPAP node builds up a list of other active PnPAP nodes. This collection of PnPAP nodes forms a virtual PnPAP network, as was illustrated in Fig. 1 . SIP is used as the backbone protocol in this overlay network.
The P2P applications installed on a PnPAP device are designed to efficiently locate peers and content. SIP is used as a vehicle to locate the files for these applications, allowing them to be downloaded and installed on the PnPAP node.
Another difference between SIP and any "pluggable" P2P protocol is the naming convention. SIP is dependent upon domain names managed by DNS name servers. It uses the URI naming convention. A given P2P protocol may use it's own naming convention for files or users.
DNS servers can be used by PnPAP nodes to locate potential SIP servers by the use of SRV and NAPTR resource records.
E. SIP Messages for Given Scenarios
The following is an example of SIP message 2 (Register an AoR for PnPAP nodes) in This demonstrates how an initial REGISTER message, using the reserved AoR PnPAPservices@acompany.com at the SIP Registrar for PnPAP1, returns a list of Contacts. The list contains an AoR for each of the other PnPAP nodes in the PnPAP network as well as resource files offered by the operator.
F. Utilizing SIP Private Headers
The Private SIP header named P-Access-Network-Info contains information about the access technology being used by a PnPAP node [9] . For example, if allowed by the operator, Node1 in Scenario 1 (Fig. 2) can be informed by the SIP server of the Bluetooth interface available on Node2. Node1 can then choose to use it's own Bluetooth interface for the download command issued to Node2.
Other CI, such as alternate wireless interfaces on the device, their status and wireless cell location, could be passed on via the operator using Private headers. These fields and functions are defined by the 3GPP.
V. RESULTS AND DISCUSSION
We have implemented a PnPAP prototype for the Nokia Series 60 based on Symbian OS. The prototype provides basic functionalities, including a mobile file sharing application using the PnPAP API. DC++ protocol and GPRS connectivity are supported at this first stage. More features, including the communication between PnPAP engines, are to be implemented.
A. Preliminary test results
To provide preliminary data on the additional overhead introduced by the PnPAP architecture, we performed some measurements on the prototype. Table I shows the number of lines of code (LOC) for each component of the current PnPAP architecture including the mobile file sharing application. Sizes in bytes for each component are also given. The table shows that the application, in both cases, is the largest component. In a non-PnPAP application, the DC++ protocol and GPRS connectivity would have been implemented inside the application. So, a great number of LOCs are saved in the application, therefore foreshortening the application's development cycle. Table I shows that the sizes of PnPAP components remain adequately small in order to be able to download and install them on-the-fly, even on current mobile devices. End-user observable latencies related to dynamic protocol switch were measured on a Nokia 6600 phone using GPRS and are given in Table II . All tests were repeated one hundred times.
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One additional delay component, in comparison to a nonPnPAP approach, includes downloading the polymorphic DLL. We must note, however, that this approach makes the application package smaller, thereby making its download time shorter. DLLs need only be downloaded once. Delay is also caused by taking the DLL into use (i.e. loading it). This delay is evident each time the DLL is used.
We also measured if function calls to the protocol DLL would produce greater overhead than local function calls inside a DLL, e.g. an application. Results indicate that using a loaded DC++ DLL is practically no different in a delay sense than using a hard-coded protocol. We are thereby lead to a formula for the additional delay presented by our approach: load download total t t t + = (1) for the first time of using the DLL, and load total t t =
(2) for all the following usages.
VI. CONCLUSIONS
In this paper, we have demonstrated methods for harnessing SIP in mobile and autonomous peer-to-peer communication. Plug-and-play features using a novel middleware architecture called PnPAP have been introduced. Specific focus has been placed on elaborating the usage of SIP in interPnPAP communications. First, we analyzed communication scenarios and related requirements for the communication protocol using signaling diagrams. Then, a novel way of leveraging the SIP server response to a REGISTER message to benefit PnPAP nodes was introduced. Methods for using SIP to find resources, for file downloads, for transferring context information and for finding new protocol images on other peer nodes were discussed. Preliminary measurements from a prototype implementation on a Symbian platform and testbed and analysis of overhead and latency were used to illustrate the feasibility of this approach. It was seen that the overhead introduced, with respect to the current limitations of mobile handsets and networking technologies, is tolerable. Plug-and-play procedure latency was influenced by the use of GPRS connectivity. The PnPAP architecture utilizing SIP improves implementation efficiency and facilitates extended service availability, operability and quality.
