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Abstract
Categorical rings were introduced in [JiPi07], which we call 2-rings. In these notes we
present basic definitions and results regarding 2-modules. This is work in progress.
1 Introduction
Categorical rings were introduced by M.Jibladze and T.Pirashvili in [JiPi07]. We call those 2-rings.
The present set of notes contains basic results about 2-modules and this work is in progress.
Section 2 contains technical preliminaries, namely reminders on symmetric Picard categories as well
convenient references to previous works. In particular the developments in [Sch08] for symmetric
monoidal categories transpose well to symmetric Picard categories and a suitable tensor product
can be defined for the latter. Section 3 and 4 treat enrichments over symmetric Picard categories.
Those were introduced in [Dup08] and defined by means of multilinear maps. We also define them
using the tensor product. Section 5 contains expected examples of 2-rings and 2-enrichments.
Section 6 contains basic results regarding categories of A-modules for a 2-ring A. In particular
we show that A-modules are particular algebras for the endo-2-functor A⊗− of the 2-category of
symmetric Picard categories. A large appendix contains the more technical developments.
2 Preliminaries
A categorical group structure (A, j) consists of a monoidal category A and an assignment for
every object a of A of an object a• with an isomorphism ja : I → a• ⊗ a, (a• is an inverse of
a). We are concerned in this paper with symmetric Picard categories which are the categorical
groups (A, j) for which A has a symmetric monoidal structure and its underlying category is a
groupoid. SPC denotes the 2-category with objects symmetric Picard categories, arrows symmet-
ric monoidal functors and 2-cells monoidal natural transformations. There is a forgetful 2-functor
SPC → SMC forgetting the group structure where SMC denotes the 2-category with objects
symmetric monoidal categories, arrows symmetric monoidal functors, and monoidal natural trans-
formations as 2-cells. The 2-categorical properties of SPC are similar to those of SMC, the latter
2-category has been studied in different works in particular in [HyPo02] and in [Sch08]. We refer
the reader to this last work for basic notations, and more elaborate results. In this first section,
we describe briefly and compare the important properties of SMC and SPC.
The 2-category SMC admits an internal hom and the same holds for SPC which hom is
inherited from SMC. The following was mentioned in [Dup08] with a rather concise explanation.
Lemma 2.1 Given any two objects in A and B in SMC with B being a symmetric Picard category,
the internal hom [A,B] in SMC admits a symmetric Picard structure given pointwise by that of
B.
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We present a proof that relies on coherence results for categorical groups from [Lap83]. (This work
also contains references to earlier works on the topic.) Let us recall these. For a categorical group
A with family of isomorphisms ja : I → a•⊗a for each object a there is a unique way of extending
the assignment a 7→ a• into a functor Aop → A that makes the ja natural in a. It is an equivalence.
We will write it (−)• and write f• : b• → a• for the image of any arrow f : a→ b by this functor.
There is a coherence theorem stating that any pair of a and b of objects of A there is at most
one “canonical” arrow a→ b, those canonical arrows being the ones generated in an expected way
from the canonical arrows from the monoidal structures and the ja’s. Eventually Laplaza’s paper
also provides a combinatorial description of free categorical groups.
Let us recall also the following known facts for any symmetric Picard categories A and B. For
any symmetric monoidal functor (F, F 2, F 0) : A → B the component F 0 is determined by F 2.
Actually a monoidal structure on a functor F : A → B is given by a natural F 2a,b : Fa ⊗ Fb →
F (a⊗ b) in B satisfying the only axiom that
Fa⊗ (Fb⊗ Fc)
1⊗F2b,c

∼=
(Fa⊗ Fb) ∼= Fc
F2a,b⊗1

Fa⊗ F (b⊗ c)
F2a,b⊗c

F (a⊗ b)⊗ Fc
F2a⊗b,1

F (a⊗ (b⊗ c))
F (∼=)
F ((a⊗ b)⊗ c)
commutes for any objects a, b and c of A. Also any natural transformation σ : F → G : A → B
between monoidal functors is monoidal if it satisfies the only axiom that the diagram in B
Fa⊗ Fb
F2a,b //
σa⊗σb

F (a⊗ b)
σa⊗b

Ga⊗Gb
G2a,b
// G(a⊗ b)
commutes for any objects a,b of A.
Let us consider a symmetric Picard category (A, j). Since A is a groupoid, one has a functor
Aop → A which is the identity on objects and sends arrows to their inverses. The functor inv :
A → A is obtained by composing the previous functors and (−)• above. Let us denote by ! the
unique canonical arrow between two objects of A, when it exists.
Lemma 2.2 For any symmetric Picard category (A, j), the associated functor inv admits a sym-
metric monoidal structure where inv2 has component inv2a,b : a
• ⊗ b• → (a⊗ b)• in any (a, b) the
composite a• ⊗ b•
s // b• ⊗ a•
! // (a⊗ b)• (which is also a• ⊗ b•
! // (b⊗ a)•
s• // (a⊗ b)•
according to Lemma 7.1 in Appendix).
PROOF:See Appendix 7.2.
2.3 For any symmetric Picard category (A, j) one has a monoidal natural isomorphism I →
inv✷id : A → A which component in any object a is ja : I → a• ⊗ a.
PROOF:See Appendix 7.4.
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Now given objects A and B in SMC with (B, j) symmetric Picard, a group structure is obtained
on the hom [A,B] in SMC, which is a groupoid, as follows. The strict symmetric monoidal functor
[A,−] : [B,B]→ [[A,B], [A,B]] sends the monoidal transformation j : I → inv✷id : B → B of 2.3
to a monoidal transformation
I [A, I]
[A,j] // [A, inv✷id] [A, inv]✷[A, id] [A, inv]✷id : [A,B]→ [A,B].
which we define as the j on [A,B]. This is to say that F • for any symmetric monoidal F is the
composite
A
F // B
inv // B .
and the natural isomorphisms jF : I ∼= F •✷F are pointwise (jF )a : I → (Fa)
•⊗Fa. Then for any
monoidal σ : F → G : A → B one has that σ• : G• → F • is pointwise (σa)
•
: (Ga)
• → (Fa)•.
We will always consider that this is the chosen group structure on [A,B] when considered as an
object of SPC. This structure is determined by that of B.
One has a notion of strictness for arrows in SPC, which is different from the notion of strictness
in SMC. Let us consider any symmetric Picard categories A and B. For a symmetric monoidal
functor F : A → B one has the natural isomorphism
2.4
F (a•) ∼=a (Fa)
•
.
defined precisely in Appendix-7.5. A symmetric monoidal functor F : A → B is called a strict
arrow in SPC when it preserves strictly the monoidal structure and moreover preserves strictly
the isomorphisms j meaning that the natural isomorphism 2.4 is an identity or equivalently that
for any object a in A, F sends a• to (Fa)• and ja : I → a•⊗ a to jFa : I → (Fa)
•⊗Fa. We write
StrSPC for the sub-2-category of SPC with same objects, strict arrows and 2-cells inherited from
SPC.
The results from [Sch08] regarding SMC transpose rather straightforwardly to SPC as follows.
Given an arbitrary symmetric Picard category C, it happens that the isomorphism DA,B,C :
[A, [B, C]] → [B, [A, C]] defined in chapter 6 is also a strict arrow in SPC. For any arrow
F : A → [B, C] in SPC, its image F ∗ by D, called it “dual”, is strict in SPC if and only for
any object b of B, the arrow F ∗(b) : A → C is strict in SPC. For any objects A,B and C in SPC,
the arrow [A,−]B,C : [B, C]→ [[A,B], [A, C]] defined in chapter 8 is strict in SPC.
The hom 2-functor of SMC defined in chapter 9 induces by restriction a hom 2-functor
SPCop × SPC → SPC for SPC. The statements regarding the 2-naturality of D (chapter 10)
and the evaluation functors (chapter 11) still hold when replacing formally SMC by SPC. In
particular the evaluation functors are strict arrows in SPC.
Similarly to the case of the 2-category SMC, one has a tensor product in SPC. For any
symmetric Picard categories A and B, their tensor A ⊗ B satisfies the universal property of the
existence of a 2-natural isomorphism
2.5
SPC(A, [B, C]) ∼=C StrSPC(A⊗ B, C)
between 2-functors StrSPC → Cat in the argument C. Note that the 2-naturality in question
involves only strict morphisms in SPC. We briefly sketch a description of the above tensor A⊗B
by generator and relations. It is similar to that given with more details in [Sch08] for the tensor
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in SMC.
We consider a graph H with vertices the terms of the free {I, (−)•,⊗}-algebra over the set
Obj(A)×Obj(B), i.e. they are words of the formal language containing all pairs (a, b) – which we
write a⊗ b – for objects a of A and b of B, the one-symbol word I, the words X• for any vertex
X , and X ⊗ Y for any vertices X and Y . The set of edges of H consists of:
- The “canonical” edges for the symmetric monoidal structure which are the assX,Y,Z : X ⊗ (Y ⊗
Z) → (X ⊗ Y ) ⊗ Z, rX : X ⊗ I → X , lX : I ⊗X → X , sX,Y : X ⊗ Y → Y ⊗X for all vertices
X ,Y ,Z;
- Edges jX : I → X• ⊗X , one for each vertex X ;
- Edges γa,a′,b : (a⊗ b)⊗ (a′⊗ b)→ (a⊗ a′)⊗ b and δa,b,b′ : (a⊗ b)⊗ (a⊗ b′)→ a⊗ (b⊗ b′) indexed
by objects a,a′ of A and b,b′ of B;
- Edges a⊗ f : a⊗ b→ a⊗ b′ indexed by objects a of A and arrows f : b→ b′ of B;
- Edges f ⊗ b : a⊗ b→ a′ ⊗ b indexed by objects b of B and arrows f : a→ a′ of A;
- Edges X ⊗ p : X ⊗ Y → X ⊗ Z and p ⊗ X : Y ⊗X → Z ⊗X for any vertex X and any edge
p : Y → Z;
with the convention that edges above with different names are different.
Let us consider FG(H) the free groupoid on H, i.e its arrows are mere concatenations of edges
of H and their formal inverses. For any vertex X , one has two graph endomorphisms of H, namely
X ⊗ − and − ⊗X sending respectively an arbitrary edge f : Y → Z to X ⊗ Y → X ⊗ Z, resp.
Y ⊗X → Z⊗X . These two extend uniquely to endofunctors of FG(H) and we extend the notation
X ⊗ f and f ⊗X to denote the images of arrows of FG(H) by these functors.
The tensor A⊗B is the quotient of FG(H) by the congruence generated by the following rela-
tions ∼ on its arrows from 2.6 to 2.20 below.
For all edges X
t // Y and Z
s // W of H,
2.6
X ⊗W
t⊗W
%%LL
LL
LL
LL
LL
X ⊗ Z
X⊗s
99ssssssssss
t⊗Z %%KK
KK
KK
KK
KK
∼ Y ⊗W.
Y ⊗ Z
Y⊗s
99rrrrrrrrrr
2.7 Relations giving the coherence conditions for ass, r, l and s in A⊗ B.
These are the following.
- For any vertices X , Y , Z and T ,
X ⊗ (Y ⊗ (Z ⊗ T ))
∼
ass //
1⊗ass

(X ⊗ Y )⊗ (Z ⊗ T )
ass // ((X ⊗ Y )⊗ Z)⊗ T
X ⊗ ((Y ⊗ Z)⊗ T )
ass
// (X ⊗ (Y ⊗ Z))⊗ T.
ass⊗1
OO
- For any vertices X and Y ,
X ⊗ (I ⊗ Y )
ass //
1⊗l &&NN
NNN
NNN
NNN
∼
(X ⊗ I)⊗ Y
r⊗1xxppp
ppp
ppp
pp
X ⊗ Y.
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- For any vertex X ,
X ⊗ I
s //
r
##G
GG
GG
GG
G
∼
I ⊗X
l{{ww
ww
ww
ww
X.
- For any vertices X , Y and Z,
X ⊗ (Y ⊗ Z)
ass //
1⊗s

(X ⊗ Y )⊗ Z
s //
∼
Z ⊗ (X ⊗ Y )
ass

X ⊗ (Z ⊗ Y )
ass
// (X ⊗ Z)⊗ Y (Z ⊗X)⊗ Y.
s⊗1
oo
2.8 Relations for the naturalities of ass, r, l, and s in A⊗ B.
For instance, one has for any edge f : X → X ′ of H, and any vertices Y and Z,
X ⊗ (Y ⊗ Z)
assX,Y,Z //
∼
f⊗1

(X ⊗ Y )⊗ Z
(f⊗1)⊗1

X ′ ⊗ (Y ⊗ Z)
assX′ ,Y,Z
// (X ′ ⊗ Y )⊗ Z.
We will not write here the other relations. There are two more for the naturalities of assX,Y,Z in
Y and Z, one for that of lX in X , one for that of rX in X and two for those of sX,Y in X and Y .
For any object a in A and any arrows b
f // b′
g // b′′ in B,
2.9
a⊗ b
a⊗(g◦f) //
a⊗f ##H
HH
HH
HH
HH
∼
a⊗ b′′
a⊗ b′
a⊗g
::uuuuuuuuu
For any object b in B and any arrows a
f // a′
g // a′′ in A,
2.10
a⊗ b
(g◦f)⊗b //
f⊗b ##H
HH
HH
HH
HH
∼
a′′ ⊗ b
a′ ⊗ b
g⊗b
::uuuuuuuuu
For any objects a in A and b in B,
2.11 a⊗ idb ∼ ida⊗b
and
2.12 ida ⊗ b ∼ ida⊗b.
where idb, ida and ida⊗b above are the identities respectively at b in B, at a in A and at a⊗ b in
FG(H).
For any arrows f : a→ a′ in A and g : b→ b′ in B,
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2.13
a⊗ b
a⊗g

f⊗b //
∼
a′ ⊗ b
a′⊗g

a⊗ b′
f⊗b′
// a′ ⊗ b′.
2.14 Relations for the “naturalities” of γa,a′,b in a, a
′ and b and δa,b,b′ in a, b and b
′.
For instance by the relations for the “naturality” of γa,a′,b in b it is meant that for any objects a, a
′
in A and any arrow g : b→ b′ in B,
(a⊗ b)⊗ (a′ ⊗ b)
(1⊗g)⊗(1⊗g)

γa,a′,b //
∼
(a⊗ a′)⊗ b
1⊗g

(a⊗ b′)⊗ (a′ ⊗ b′)
γa,a′,b′
// (a⊗ a′)⊗ b′.
We will not write explicitly now the five other relations.
For any objects a in A and b, b′, b′′ in B,
2.15
(a⊗ b)⊗ ((a⊗ b′)⊗ (a⊗ b′′))
ass //
1⊗δa,b′,b′′

∼
((a⊗ b)⊗ (a⊗ b′))⊗ (a⊗ b′′)
δa,b,b′⊗1

(a⊗ b)⊗ (a⊗ (b′ ⊗ b′′))
δa,b,b′⊗b′′

(a⊗ (b⊗ b′))⊗ (a⊗ b′′)
δa,b⊗b′ ,b′′

a⊗ (b⊗ (b′ ⊗ b′′))
1⊗assb,b′ ,b′′
// a⊗ ((b ⊗ b′)⊗ b′′).
For any objects a in A and b, b′ in B,
2.16
(a⊗ b)⊗ (a⊗ b′)
δa,b,b′ //
sa⊗b,a⊗b′

∼
a⊗ (b⊗ b′)
1⊗sb,b′

(a⊗ b′)⊗ (a⊗ b)
δa,b′ ,b
// a⊗ (b′ ⊗ b).
For any objects a, a′, a′′ in A and b in B,
2.17
(a⊗ b)⊗ ((a′ ⊗ b)⊗ (a′′ ⊗ b))
ass //
1⊗γa′,a′′,b

∼
((a⊗ b)⊗ (a′ ⊗ b))⊗ (a′′ ⊗ b)
γa,a′,b⊗1

(a⊗ b)⊗ ((a′ ⊗ a′′)⊗ b))
γa,a′⊗a′′,b

((a⊗ a′)⊗ b)⊗ (a′′ ⊗ b)
γa⊗a′,a′′,b

(a⊗ (a′ ⊗ a′′))⊗ b
ass⊗1
// ((a⊗ a′)⊗ a′′)⊗ b.
For any objects a, a′ in A and b in B,
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2.18
(a⊗ b)⊗ (a′ ⊗ b)
γa,a′,b //
sa⊗b,a′⊗b

∼
(a⊗ a′)⊗ b
sa,a′⊗1

(a′ ⊗ b)⊗ (a⊗ b)
γa′,a,b
// (a′ ⊗ a)⊗ b.
For any objects a,a′ in A and b,b′ in B,
2.19
((a⊗ b)⊗ (a⊗ b′))⊗ ((a′ ⊗ b)⊗ (a′ ⊗ b′))
δa,b,b′⊗δa′,b,b′

∼
((a⊗ b)⊗ (a′ ⊗ b))⊗ ((a⊗ b′)⊗ (a′ ⊗ b′))
γa,a′,b⊗γa,a′,b′

(a⊗ (b⊗ b′))⊗ (a′ ⊗ (b⊗ b′))
γa,a′,b⊗b′

((a⊗ a′)⊗ b)⊗ ((a⊗ a′)⊗ b′)
δa⊗a′,b,b′rreeeeee
eeeee
eeeee
eeeee
eeeee
(a⊗ a′)⊗ (b ⊗ b′).
where the top arrow is the concatenation
assX⊗Y,Z,T //
ass−1
X,Y,Z
⊗1
// (1⊗sY,Z)⊗T // assX,Z,Y ⊗T // assX⊗Z,Y,T
−1
//
with the ass−1 being the formal inverses of edges ass and X, Y , Z and T standing respectively for
a⊗ b, a⊗ b′, a′ ⊗ b and a′ ⊗ b′.
2.20 Expansions of all relations above by iterations of X ⊗− and −⊗X for all vertices X.
Which means precisely that the set of relations ∼ is the smallest set of relations on arrows of
FG(H) containing the previous relations (2.6 to 2.19) and satisfying the closure properties that for
any relation f ∼ g : Y → Z that it contains and any vertex X , it contains also the relations
X ⊗ f ∼ X ⊗ g : X ⊗ Y → X ⊗ Z
and
f ⊗X ∼ g ⊗X : Y ⊗X → Z ⊗X .
The proofs that the above category A⊗B is a well defined symmetric Picard category and that
it satisfies the universal property 2.5, are similar to those in [Sch08] for the well definition and
universal property of the tensor product in SMC. We will therefore not replicate them. For any
objects A, B and C in SPC, one obtains an adjunction
En ⊣ Rn : [A⊗ B, C]→ [A, [B, C]]
in the 2-category SPC (in this case it is an equivalence) with Rn ◦ En = 1 and where the ar-
rows RnA,B,C are strict. The isomorphism 2.5 becomes 2-natural in A and B for a unique tensor
2-functor SPC × SPC → SPC.
There exists a free symmetric Picard category on one generator, which we shall write I, that
differs obviously from the “unit” for SMC written I and defined in [Sch08]-chapter 18, but that has
a very similar presentation by generators and relation. The only differences are the following. Its
set objects is now the free {I,⊗, (−)•}-algebra over one generator ⋆. It is a quotient of free groupoid
generated by the graph containing the usual canonical edges for the symmetric monoidal structures
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(the assX,Y,Z, rX , lX , sX,Y ) and moreover containing one edge jX : I → X•⊗X for each object X .
The relations on this free groupoid defining I are just those for the naturalities of the collections
ass, r, l and s, those expressing the coherence axioms for the symmetric monoidal structure, and
relations expressing the bifunctoriality of − ⊗ − : I × I → I. The universal property defining
I is that for any symmetric Picard category A, there exits a unique strict arrow v : I → [A,A]
such that v(⋆) is the identity arrow at A → A with its strict structure in SPC. One obtains with
similar proofs, similar results. Namely:
2.21 For any symmetric Picard category A, the dual v∗ : A → [I,A] of v : I → [A,A] has right
adjoint in SPC the evaluation at ⋆ functor ev⋆ : [I,A]→ A.
From this one can exhibit a kind of “symmetric monoidal closed 2-structure” on SPC in
the same way as done in [Sch08] chapters 19, 20 and 21 for SMC. Namely one can define the
canonical arrows A′A,B,C : (A ⊗ B) ⊗ C → A ⊗ (B ⊗ C), R
′
A : A → A ⊗ I, L
′
A : A → I ⊗ A
and SA,B : A ⊗ B → B ⊗ A in this case with respective inverse equivalences AA,B,C , RA, LA
and SB,A and satisfying the (strict) coherence axioms given in chapter 20. Eventually this 2-
categorical structure induces a symmetric monoidal closed structure on SPC/ ∼ where ∼ denotes
the congruence generated by the 2-cells of SPC.
3 SPC-categories, SPC-functors and SPC-natural transfor-
mations
SPC-categories, SPC-functors and SPC-natural transformations have been considered by M.Dupont
in his thesis [Dup08]. They are respectively bicategories with homs in SPC, and pseudo-functors
and pseudo-natural transformations with linear components, i.e with arrows and 2-cells in the
2-category SPC rather than in Cat. As such they obviously form a 2-category with a forgetful
2-functor to the 2-category of bicategories, pseudo-functors and pseudo natural transformations.
We start by recalling these notions which are actually slight (enriched) variations of the usual
notions of bicategories, pseudo-functors and pseudo-natural transformations.
By a n-linear natural transformation σ between n-linear maps F and G, written σ : F → G :
A1× ...×An → B we will mean a 2-cell of [A1, [A2, ..., [An,B]...]. Multi-linear maps and multilinear
natural transformation compose in an evident way, which can be justified by the 2-natural isomor-
phism DA,B,C : [A, [B, C]] ∼= [B, [A, C]] and the existence of a forgetful 2-functor SPC → Cat (see
[Sch08] chapter 6).
An enrichment (A, c, j , α, ρ, λ), over SPC also named an SPC-category and which we might
sometimes denote simply by A, consists of the following data:
- A small set with elements x,y,z... called the objects of A.
- A map A sending any pair x,y of objects to an object A(x, y) of SPC sometimes also written
Ax,y for convenience and called the hom of x and y.
- A collection of bilinear maps cx,y,z : Ay,z × Ax,y → Ax,z, the composition maps indexed by
objects x,y,z of A and we write g ◦ f for cx,y,z(g, f) for any objects g of Ay,z and f of Ax,y and
τ ∗ σ for cx,y,z(τ, σ) for any arrows τ of Ay,z and σ of Ax,y.
- A collection of objects 1x of Ax,x indexed by objects x of A;
- Collections of natural transformations αx,y,z,t, which are trilinear, indexed by objects x,y,z,t, and
ρx,y and λx,y both linear, as follows
3.1
(αx,y,z,t)h,g,f : h ◦ (g ◦ f)→ h ◦ (g ◦ f)
which lies in Ax,t for objects h in Az,t, g in Ay,z and f in Ax,y
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3.2
(ρx,y)f : f → f ◦ 1x
which lies in Ax,y for objects f in Ax,y;
3.3
(λx,y)f : f → 1y ◦ f
which lies in Ax,y for objects f in Ax,y; and those are subjects to the coherence axioms 3.4 and
3.5 below.
3.4 For any objects x, y, t and u of A, any objects f of Ax,y, g of Ay,z, h of Az,t and k of At,u,
the diagram in Ax,u
k ◦ (h ◦ (g ◦ f)))
(αx,z,t,u)k,h,g◦f //
k∗(αx,y,z,t)h,g,f

(k ◦ h) ◦ (g ◦ f)
(αx,y,z,u)k◦h,g,f

k ◦ ((h ◦ g) ◦ f)
(αx,y,t,u)k,h◦g,f
// (k ◦ (h ◦ g)) ◦ f
(αy,z,t,u)k,h,g∗f
// ((k ◦ h) ◦ g) ◦ f
commutes.
3.5 For any objects x, y, z in A and any objects f of A(x, y) and g of A(y, z) the diagram in
A(x, y)
g ◦ f
g∗(λx,y)f
yysss
ss
ss
ss
s (ρy,z)g∗f
%%KK
KK
KK
KK
KK
g ◦ (1y ◦ f)
(αx,y,y,z)g,1y,f
// (g ◦ 1y) ◦ f
commutes.
For any SPC-category A, its underlying bicategory is denoted A0.
Given two arbitrary SPC-categories A and B, a SPC-functor F : A → B consists of the fol-
lowing data.
- A map F sending objects of A to objects of B;
- Arrows Fx,y : Ax,y → BFx,Fy in SPC for each pair of objects x,y in A.
- A collection of bilinear natural transformations F 2x,y,z indexed by objects x,y,z of A with com-
ponents
(F 2x,y,z)g,f : Fy,z(g) ◦ Fx,y(f)→ Fx,z(g ◦ f)
in BFx,Fz for objects g in Ay,z and f in Ax,y.
- A collection of arrows F 0x : 1Fx → Fx,x(1x) in BFx,Fx indexed by objects x of A.
Those are subjects to the coherence axioms 3.6, 3.7 and 3.8 below.
3.6 For any objects x,y,z,t of A, and any objects f of Ax,y, g of Ay,z and h of Az,t the diagram
in B(Fx, F t)
Fz,th ◦ (Fy,zg ◦ Fx,yf)
(αFx,Fy,Fz,Ft)Fh,Fg,Ff//
1∗(F 2x,y,z)g,f

(Fz,th ◦ Fy,zg) ◦ Fx,yf
(F 2y,z,t)h,g∗1

Fz,th ◦ Fx,z(g ◦ f)
(F 2x,z,t)h,g◦f

Fy,t(h ◦ g) ◦ Fx,yf
(F 2x,y,t)h◦g,f

Fx,t(h ◦ (g ◦ f))
Fx,t((αx,y,z,t)h,f,g)
// Fx,t((h ◦ g) ◦ f)
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commutes.
3.7 For any objects x,y of A and any object f of Ax,y, the diagram in BFx,Fy
Ff
F (ρx,yf )

(ρFx,Fy)Ff // Ff ◦ 1Fx
1∗F 0x

F (f ◦ 1x) Ff ◦ F (1x)
(F 2x,x,y)f,1x
oo
commutes.
3.8 For any objects x,y of A and any object f of Ax,y, the diagram in BFx,Fy
Ff
F (λx,yf )

(λFx,Fy)Ff // 1Fy ◦ Ff
F 0y ∗1

F (1y ◦ f) F (1y) ◦ Ff
(F 2x,y,y)1y,f
oo
commutes.
Given two SPC-functors F,G : A → B a SPC-natural transformation (σ, κ) consists in a
family of arrows σx of BFx,Gx indexed by objects x of A together with a collection of linear natural
transformations κx,y indexed by objects x and y as follows
(κx,y)f : Gf ◦ σx → σy ◦ Ff
lies in BFx,Gy for objects f of Ax,y, and these satisfy the coherence axioms 3.9 and 3.10 below.
3.9 For any objects f in Ax,y and g in Ay,z, the diagram in BFx,Gz
(Gg ◦Gf) ◦ σx
(G2x,y,z)g,f∗σx// G(g ◦ f) ◦ σx
(κx,z)g◦f // σz ◦ F (g ◦ f)
Gg ◦ (Gf ◦ σx)
(αFx,Gx,Gy,Gz)Gg,Gf,σx
OO
1∗(κx,y)f

σz ◦ (Fg ◦ Ff)
(αFx,Fx,Fz,Gz)σz,Fg,Ff

1∗(F 2x,y,z)g,f
OO
Gg ◦ (σy ◦ Ff)
(αFx,Fy,Gy,Gz)Gg,σy,Ff
// (Gg ◦ σy) ◦ Ff
(κy,z)g∗1
// (σz ◦ Fg) ◦ Ff
commutes.
3.10 For any object x of A, the diagram in BFx,Gx
σx
(ρFx,Gx)σx
yysss
ss
ss
ss
s
(λFx,Gx)σx
%%KK
KK
KK
KK
KK
σx ◦ 1Fx
σx∗F
0
x

1Gx ◦ σx
G0x∗σx

σx ◦ F (1x) G(1x) ◦ σx
(κx,x)1x
oo
commutes.
10
We want to give alternative definitions of SPC-categories, SPC-functors and SPC-natural
transformations by means of commuting diagrams in SPC in a first instance without using the
tensor. They are obtained by replacing multilinear maps and multilinear natural transformations
from the previous definition by corresponding arrows and 2-cells in SPC. This yields the following.
One can define a SPC-category as a collection of objects A, with homs Ax,y in SPC as before,
with collections of arrows
- A(x,−)y,z : Ay,z → [Ax,y,Ax,z] in SPC, indexed by objects x, y, z of A with dual A−,y : Ax,y →
[Ay,z,Ax,z] written A(−, y);
- ux : I → Ax,x indexed by x, which are strict;
and collections of 2-cells:
- α′x,y,z,t in SPC, indexed by objects x, y, z and t of SPC as follows
3.11
Az,t
A(y,−)
''NN
NNN
NNN
NNN
N
A(x,−)
vvmmm
mmm
mmm
mmm
mm
[Ax,z,Ax,t]
[Ax,y ,−]

[Ay,z,Ay,t]
[1,A(x,−)]

[[Ax,y ,Ax,z], [Ax,y ,Ax,t]]
[A(x,−),1]
//
α′
/7gggggggggggggggggggggg
gggggggggggggggggggggg
[Ay,z, [Ax,y,Ax,t]]
- ρ′x,y and λ
′
x,y indexed by objects x and y respectively as follows
3.12 ρ′x,y :
Ax,y
A(x,−) //
id
[Ax,x,Ax,y]
[ux,1]

+3
Ax,y [I,Ax,y]ev⋆
oo
and
3.13 λ′x,y :
Ax,y
A(−,y) //
id
[Ay,y,Ax,y ]
[uy,1]

+3
Ax,y [I,Ax,y]ev⋆
oo
those satisfying coherence axioms 3.14 and 3.15 below
11
3.14 The 2-cells in SPC
At,u
A(x,−) //
id α
′
x,z,t,u

[Ax,t,
Ax,u]
[Ax,z,−] // [[Ax,z,Ax,t],
[Ax,z,Ax,u]]
[A(x,−),1] // [Az,t,
[Ax,z,Ax,u]]
id
[1,[Ax,y,−]]//
=
[Az,t,
[[Ax,y,Ax,z ],
[Ax,y,Ax,u]]]
[1,[A(x,−),1]]//
[Az,t,
[Ay,z,
[Ax,y,Ax,u]]]
id
At,u
A(z,−) //
id =
[Az,t,Az,u]
[1,A(x,−)] //
id [1,α
′
x,y,z,u]

[Az,t,
[Ax,z,Ax,u]]
[1,[Ax,y,−]]//
[Az,t,
[[Ax,y,Ax,z ],
[Ax,y,Ax,u]]]
[1,[A(x,−),1]]//
[Az,t,
[Ay,z,
[Ax,y,Ax,u]]]
id
At,u
A(z,−)
// [Az,t,Az,u]
[1,A(y,−)]
// [Az,t,
[Ay,z,Ay,u]][1,[1,A(x,−)]]
//
[Az,t,
[Ay,z,
[Ax,y,Ax,u]]]
and
At,u
=
A(x,−) //
id
[Ax,t,
Ax,u]
[Ax,y,−] //
[[Ax,y,
Ax,t],
[Ax,y,
Ax,u]]
[Ay,z,−] //
[[Ay,z,
[Ax,y,
Ax,t]],
[Ay,z,
[Ax,y,
Ax,u]]]
[α′x,y,z,t,1] 
[[A(x,−),1],1] //
id
[[Ax,y,
Ax,z ],
[Ax,y,
Ax,t]],
[Ay,z,
[Ax,y,
Ax,u]]]
[[Ax,y,−],1] //
[[Ax,z,
Ax,t],
[Ay,z ,
[Ax,y,
Ax,u]]]
[A(x,−),1]

At,u
id =
A(x,−) // [Ax,t,
Ax,u]
[Ax,y,−] //
[[Ax,y,
Ax,t],
[Ax,y,
Ax,u]]
[Ay,z,−] //
id =
[[Ay,z,
[Ax,y,
Ax,t]],
[Ay,z,
[Ax,y,
Ax,u]]]
[[1,A(x,−)],1] //
[[Ay,z,
Ay,t ],
[Ay,z,
[Ax,y,
Ax,u]]]
[A(y,−),1] //
id =
[Az,t,
[Ay,z ,
[Ax,y,
Ax,u]]]
id
At,u
A(x,−) //
id α
′
x,y,t,u

[Ax,t,
Ax,u]
[Ax,y,−] //
[[Ax,y,
Ax,t],
[Ax,y,
Ax,u]]
[A(x,−),1] //
[Ay,t,
[Ax,y,
Ax,u]]
[Ay,z,−] //
id =
[[Ay,z,
Ay,t ],
[Ay,z,
[Ax,y,
Ax,u]]]
[A(y,−),1] //
[Az,t,
[Ay,z ,
[Ax,y,
Ax,u]]]
id
At,u
A(y,−) //
id =
[Ay,t,
Ay,u ]
id
[1,A(x,−)] //
=
[Ay,t,
[Ax,y,
Ax,u]]
[Ay,z,−] //
[[Ay,z,
Ay,t ],
[Ay,z,
[Ax,y,
Ax,u]]]
id
[A(y,−),1] //
=
[Az,t,
[Ay,z ,
[Ax,y,
Ax,u]]]
id
At,u
A(y,−) //
id =
[Ay,t,
Ay,u ]
[Ay,z,−] //
[[Ay,z,
Ay,t ],
[Ay,z,
Ay,u ]]
id
[1,[1,A(x,−)]] //
=
[[Ay,z,
Ay,t ],
[Ay,z,
[Ax,y,
Ax,u]]]
[A(y,−),1] //
[Az,t,
[Ay,z ,
[Ax,y,
Ax,u]]]
id
At,u
id
A(y,−) //
α′y,z,t,u

[Ay,t,
Ay,u ]
[Ay,z,−] //
[[Ay,z,
Ay,t ],
[Ay,z,
Ay,u ]]
[A(y,−),1] //
[Az,t,
[Ay,z,
Ay,u ]]
id
[1,[1,A(x,−)]] //
=
[Az,t,
[Ay,z ,
[Ax,y,
Ax,u]]]
id
At,u
A(z,−)
// [Az,t,
Az,u] [1,A(y,−)]
//
[Az,t,
[Ay,z,
Ay,u ]] [1,[1,A(x,−)]]
//
[Az,t,
[Ay,z ,
[Ax,y,
Ax,u]]]
are equal.
3.15 The 2-cell
Ay,z
A(y,−)

id
ρ′

Ay,z
A(x,−) // [Ax,y,Ax,z]
[Ay,y,Ay,z]
[uy,1]
// [I,Ay,z]
ev⋆
OO
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is equal to
Ay,z
A(x,−)

id
=
Ay,z
id
A(x,−)

=
Ay,z
A(x,−)

id Ay,z
A(x,−)

=
id Ay,z
A(x,−)

[Ax,y,Ax,z]
id
id
[Ax,y,Ax,z]
[ev⋆,1]

id
[Ax,y,Ax,z]
[Ax,y,−]

α′x,y,y,z +3
[Ay,y,Ay,z]
[1,A(x,−)]

id
[Ay,y,Ay,z]
[uy,1]
[[I,Ax,y],
Ax,z]
[[uy,1],1]

[[Ax,y,Ax,y],
[Ax,y,Ax,z]]
[A(x,−),1]

[I,Ay,z]
ev⋆
[λ′x,y,1] +3 [[Ay,y,Ax,y],
Ax,z]
[A(−,y),1]

=(I)
[Ay,y,
[Ax,y,Ax,z]]
[uy,1]

=
id [Ay,y,
[Ax,y,Ax,z]]
[uy,1]

=(II) Ay,z
A(x,−)

[I,
[Ax,y,Ax,z]]
ev⋆

[I,
[Ax,y,Ax,z]]
ev⋆

[Ax,y,Ax,z]
id
[Ax,y,Ax,z]
id
[Ax,y,Ax,z]
id
[Ax,y,Ax,z]
id
[Ax,y,Ax,z].
Note: Equality (I) in the first of the pastings above is established in 7 in Appendix. The equality
(II) results straightforwardly from Lemma [Sch08]-11.2.
Let us justify the equivalence with the previous definition of SPC-category. For objects x, y
and z the arrows of SPC
A(x,−) : A(y, z)→ [A(x, y),A(x, z)]
correspond to the bilinear
cx,y,z : A(y, z)×A(x, y)→ A(x, z)
and for objects x, the objects 1x in Ax,x correspond to strict the strict arrows ux : I → Ax,x. The
trilinear 2-cells αx,y,z,t correspond to the 2-cells α
′
x,y,z,t and the linear natural transformations ρx,y
and λx,y correspond respectively to 2-cells ρ
′
x,y and λ
′
x,y in SPC.
For data as above, since the forgetful functors SPC(X,Y )→ Cat(X,Y ) are faithful, the equalities
of 2-cells of Axiom 3.14 given below are equivalent to the equality of natural transformations of
Axioms 3.4, and similarly Axiom 3.15 given below and 3.5 are equivalent.
Given two SPC-categories, a SPC-functor A → B consists of a map F sending objects of A to
objects of B, with a collection of arrows in SPC Fx,y : Ax,y → BFx,Fy indexed by objects x and y
of A and collections of 2-cells in SPC:
- F ′2x,y,z indexed by objects x, y, z and as follows
3.16
Ay,z
Fy,z //
A(x,−)

BFy,Fz
B(Fx,−)// [BFx,Fy ,BFx,Fz]
[Fx,y,1]

F ′2x,y,z
ow hhhhh
hhhh
hhhh
hhhh
hh
hhhh
hhhh
hhhh
hhhh
hhh
[Ax,y ,Ax,z]
[1,Fx,z ]
// [Ax,y ,BFx,Fz].
- F 0x indexed by objects x as follows
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3.17
I
ux //
uFx
!!C
CC
CC
CC
CC
CC
CC
CC
CC
Ax,x
Fx,x

F0x
7?xxxxxxxx
BFx,Fx
Those satisfy the coherence conditions 3.18, 3.19 and 3.20 below.
3.18 The 2-cells in SPC
[BFx,Fz,BFx,Ft]
[BFx,Fy,−]//
α′
Fx,Fy,Fz,Ft

[[BFx,Fy,BFx,Fz ],
[BFx,Fy,BFx,Ft]]
[B(Fx,−),1]

Az,t
A(y,−)

Fz,t // BFz,Ft
B(Fx,−)
99sssssssssssssB(Fy,−)// [BFy,Fz,BFy,Ft]
F ′2y,z,t
px jjjj
jjj
jjj
jjjj
jjj
jjj
jjj
jjj
jjj
jjj
jjjj
jjj
j
[1,B(Fx,−)]//
[Fy,z,1]

=
[BFy,Fz,
[BFx,Fy,BFx,Ft]]
[Fy,z,1]

[Ay,z,Ay,t ]
[1,Fy,t] //
[1,B(Fx,−)]
**UUU
UUU
UUU
UUU
UUU
UUU
U
[Ay,z,BFy,Ft]
[1,B(Fx,−)]//
[1,F ′2x,y,t ]

[Ay,z ,
[BFx,Fy,BFx,Ft]]
[1,[Fx,y,1]]// [Ay,z,
[Ax,y,BFx,Ft]]
[Ay,z,
[Ax,y,Ax,t]]
[1,[1,Fx,t]]
33ggggggggggggggggggggggggggg
and
BFz,Ft
B(Fx,−)// [BFx,Fz,BFx,Ft]
[Fx,z,1]

[Ax,y,−]//
F ′
2
x,z,t
~ 



















=
[[Ax,y,BFx,Fz ],
[Ax,y,BFx,Ft]]
[[Fx,y,1],1]//
[[1,Fx,z ],1]

[[BFx,Fy,BFx,Fz ],
[Ax,y,BFx,Ft]]
[B(Fx,−),1]//
[F ′2x,y,z,1]

[BFy,Fz,
[Ax,y,BFx,Ft]]
[Fy,z,1]

[Ay,z,BFx,Ft]
[Ax,y,−] //
=
[[Ax,y,Ax,z ],
[Ax,y,BFx,Ft]] [A(x,−),1]
// [Ay,z,
[Ax,y,BFx,Ft]]
Az,t
A(x,−) //
Fz,t
OO
A(y,−)
++WWWW
WWWW
WWWW
WWWW
WWWW
WWWW
WW [Ax,z,Ax,t]
[Ax,y,−] //
[1,Fx,t]
OO
[[Ax,y,Ax,z ],
[Ax,y,Ax,t]]
[A(x,−),1] //
[1,[1,Fx,t]]
OO
=
α′x,y,z,t

[Ay,z,
[Ax,y,Ax,t]]
[1,[1,Fx,t]]
OO
[Ay,z ,Ay,t]
[1,A(x,−)]
33ffffffffffffffffffffffffffff
are equal.
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3.19 The 2-cells
Ax,y
A(x,−)

Fx,y // BFx,Fy
B(Fx,−)

F ′
2
x,x,y
ow ffffff
fffff
fffff
fffff
ffff
fffff
fffff
fffff
fffff
fffff
1
xx
[Ax,x,Ax,y ]
[ux,1]

[1,Fx,y]
''OO
OOO
OOO
OOO
O
[BFx,Fx,BFx,Fy ]
[uFx,1]
[Fx,x,1]
vvmmm
mmm
mmm
mmm
m
[Ax,x,BFx,Fy ]
[ux,1] ((QQ
QQQ
QQQ
QQQ
QQ
[F0x,1]ks
ρ′
Fx,Fyks
[I,Ax,y ]
=
=
ev⋆

[1,Fx,y ] // [I,BFx,Fy ]
ev⋆

Ax,y
Fx,y
// BFx,Fy
and
Ax,y
id
A(x,−)

ρ′x,y

Ax,y
Fx,y // BFx,Fy
[Ax,x,Ax,y ]
[ux,1]
// [I,Ax,y ]
ev⋆
OO
are equal.
3.20 The 2-cells in SPC
Ax,y
A(−,y)

Fx,y // BFx,Fy
B(−,Fy)

(F ′2x,y,y)
∗
ow fffff
fffff
ffff
fffff
fffff
fffff
fffff
fffff
fffff
ffff
1
xx
[Ay,y,Ax,y ]
[uy,1]

[1,Fx,y ]
''OO
OOO
OOO
OOO
O
[BFy,Fy,BFx,Fy ]
[uFy,1]
[Fx,y,1]
vvmmm
mmm
mmm
mmm
m
[Ay,y,BFx,Fy ]
[uy,1] ((QQ
QQQ
QQQ
QQQ
QQ
[F0y ,1]ks
λ′
Fx,Fyks
[I,Ax,y ]
=
=
ev⋆

[1,Fx,y ] // [I,BFx,Fy ]
ev⋆

Ax,y
Fx,y
// BFx,Fy
and
Ax,y
id
A(−,y)

λ′x,y

Ax,y
Fx,y // BFx,Fy
[Ay,y,Ax,y ]
[uy,1]
// [I,Ax,y ]
ev⋆
OO
are equal.
One can also define the SPC-natural transformations, in a similar way. For this purpose, we
need some notation.
Let A be an arbitrary SPC-category. To give a strict arrow I → A(x, y) is equivalent to give
an arrow x → y of the underlying bicategory A0 and we might confuse the two. We therefore
define for any object z of A and any arrow f : x→ y of A0 the arrows
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3.21 A(f, 1) as the composite arrow in SPC
Ax,y
A(x,−)// [Ax,y,Ax,z]
[F,1] // [I,Ax,z ]
ev⋆ // Ax,z
and
3.22 A(1, f) as
Az,x
A(−,y)// [Ax,y,Az,y]
[F,1] // [I,Az,y]
ev⋆ // Az,y.
Given any arrows x
f // y
g // z h // t in A0, we define the two cells
3.23 c1f,y,z
Az,t
A(y,−) //
A(x,−)

[Ay,z,Ay,t]
[1,A(f,1)]

[Ax,z,Ax,t]
[A(f,1),1]
//
2:mmmmmmmmmmmm
mmmmmmmmmmmm
[Ay,z,Ax,t]
3.24 c2x,g,t
Az,t
A(g,1)

A(x,−)// [Ax,z,Ax,t]
[A(1,g),1]
u} ss
ss
ss
ss
s
ss
ss
ss
ss
s
Ay,t
A(x,−)
// [Ax,y,Ax,t]
and eventually
3.25 c3x,y,h
Ay,z
A(1,h) //
A(x,−)

Ay,t
A(x,−)

[Ax,y,Ax,z]
[1,A(1,h)]
//
2:mmmmmmmmmmmmm
mmmmmmmmmmmmm
[Ax,y,Ax,t]
which are obtained from the trilinear natural transformation 3.1
(αx,y,z,t)h,g,f : h ◦ (g ◦ f)→ (h ◦ g) ◦ f
by fixing one of its argument. For c1, c2 and c3 fix respectively f ,g and h.
Formally c1f,z,t is the composite
Az,t
α′x,y,z,t+3 [Ay,z, [Ax,y,Ax,t]]
[1,[f,1]]// [Ay,z, [I,Ax,t]]
[1,ev⋆] // [Ay,z,Ax,t]
(see 7.23 in Appendix), c2x,g,t it is the composite
Az,t
α′x,y,z,t// [Ay,z, [Ax,y,Ax,t]]
[g,1] // [I, [Ax,y,Ax,t]]
ev⋆ // [Ax,y,Ax,t]
and c3x,y,h is the image by ev⋆ of the composite
I
h // Az,t
α′x,y,z,t+3 [Ay,z, [Ax,y,Ax,t]]
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(see 7.26 in Appendix). By definition all 2-cells c1, c2 and c3 are identities when A is strict.
One has also for any objects x and y of A the 2-cell in SPC
3.26 r′x,y :
I
ux //
v
""E
EE
EE
EE
EE
EE
EE
EE
EE
EE
Ax,x
A(−,y)

5=ttttttttt
tttttt
tt
[Ax,y ,Ax,y ]
,
which according to Remarks 7.10 is determined by its value in ⋆ which is the linear natural trans-
formation
ρx,yf : f ◦ 1x → f
of 3.2, and corresponds by the bijection 7.16/7.18 in Appendix to the 2-cell ρ′x,y
Ax,y
A(x,−) //
id
[Ax,x,Ax,y ]
[ux,1]

+3
Ax,y [I,Ax,y ].ev⋆
oo
Similarly for any objects x and y of A one has the 2-cell in SPC
3.27 l′x,y :
I
uy //
v
""E
EE
EE
EE
EE
EE
EE
EE
EE
EE
Ay,y
A(x,−)

5=ttttttttt
t
tttt
tt
[Ax,y ,Ax,y ]
that corresponds to the linear natural transformation
(λx,y)f : 1y ◦ f → f
of 3.3 and which corresponds by the bijection 7.16/7.18 in Appendix to the 2-cell λ′x,y
Ax,y
A(−,y) //
id
[Ay,y ,Ax,y]
[uy,1]

+3
Ax,y [I,Ax,y ].ev⋆
oo
Given any strict arrow f˜ : I → Ax,y, with corresponding arrow f : x → y in A0, one has the
2-cell in SPC
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3.28 u1f :
I
uy //
f˜
""E
EE
EE
EE
EE
EE
EE
EE
EE
EE
Ay,y
A(f,1)

5=ttttttttt
tt
tttttt
[Ax,y ,Ax,y ]
which corresponds to the 2-cell ρf : f → 1y ◦ f : x→ y of A0. It is the pasting
=
I
uy //
v
CC
f˜
BBAy,y A(x,−)
//
A(f,1)
##
[Ax,y,Ax,y]
[f˜ ,1] // [I,Ax,y ]
ev⋆ // Ax,y
l′
KS
=
where the bottom identity 2-cell above is established in Lemma 7.11 in Appendix. Similarly one
has the 2-cell in SPC
3.29 u2f :
I
ux //
f˜
EE
EE
EE
EE
EE
EE
EE
EE
EE
E Ax,x
A(1,f)

5=ttttttttt
tttttttt
[Ax,y,Ax,y]
that corresponds the 2-cell
(λx,y)f : f → f ◦ 1x
and is the pasting
=
I
ux //
v
CC
f˜
BBAx,x A(−,y)
//
A(1,f)
##
[Ax,y ,Ax,y ]
[f˜ ,1] // [I,Ax,y]
ev⋆ // Ax,y
r′
KS
=
Given two SPC-functors F,G : A → B, a SPC-natural transformation (σ, κ) : F → G : A → B
consists of a collection of strict arrows σx : I → B(Fx,Gx) (or 1-cells σx : Fx → Gx in B0),
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indexed by objects x of A together with a collection of 2-cells κx,y in SPC for objects x,y of A as
follows
3.30
Ax,y
Fx,y //
Gx,y

BFx,Fy
B(1,σy)

BGx,Gy
5=ttttttttt
ttttt
tt
B(σx,1)
// BFx,Gy
and that satisfies the two coherence conditions 3.31, 3.32 and below.
3.31 For any object x, y and z in A, the 2-cells Ξ1, Ξ2, Ξ3, Ξ4, Ξ5, Ξ6, Ξ7 and Ξ8 below satisfy
the equality
Ξ2 ◦ Ξ1 = Ξ8 ◦ (Ξ7)
−1 ◦ Ξ6 ◦ Ξ5 ◦ Ξ4 ◦ (Ξ3)
−1
.
Ξ1 is
Ay,z
A(x,−)

Gy,z // BGy,Gz
G′
2
x,y,z

B(Gx,−)// [BGx,Gy,BGx,Gz]
[Gx,y,1]

[Ax,y,Ax,z]
[1,Gx,z]
// [Ax,y,BGx,Gz]
[1,B(σx,1)]
// [Ax,y,BFx,Gz]
Ξ2 is
[Ax,y,BGx,Gz]
[1,B(σx,1)]
((QQ
QQQ
QQQ
QQQ
Q
[1,κx,z]

Ay,z
A(x,−)// [Ax,y,Ax,z]
[1,Gx,z]
77nnnnnnnnnnnn
[1,Fx,z] ''PP
PPP
PPP
PPP
P
[Ax,y,BFx,Gz]
[Ax,y,BFx,Fz]
[1,B(1,σz)]
66mmmmmmmmmmmm
Ξ3 is
[BGx,Gy,BGx,Gz]
[1,B(σx,1)]
))RRR
RRR
RRR
RRR
RR
Ay,z
Gy,z // BGy,Gz
B(Gx,−)
77ooooooooooo
B(Fx,−) ''OO
OOO
OOO
OOO
[BGx,Gy,BFx,Gz]
[Gx,y,1]// [Ax,y,BFx,Gz]
[BFx,Gx,BFx,Gz]
[B(σx,1),1]
55llllllllllllll
c1B(σx,1),y,z
KS
Ξ4 is
[BGx,Gy,BFx,Gz]
[κx,y,1]

[Gx,y,1]
((RR
RRR
RRR
RRR
RR
Ay,z
Gy,z // BGy,Gz
B(Fx,−)// [BFx,Gy,BFx,Gz]
[B(σx,1),1]
55lllllllllllll
[B(1,σy),1] ))RR
RRR
RRR
RRR
RR
[Ax,y,BFx,Gz]
[BFx,Fy,BFx,Gz]
[Fx,y,1]
66mmmmmmmmmmmmm
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Ξ5 is
[BFx,Gy,BFx,Gz]
[B(1,σy),1]
))RR
RRR
RRR
RRR
RR
c2Fx,σy,Gz

Ay,z
Gy,z // BGy,Gz
B(σy,1) ''OO
OOO
OOO
OOO
B(Fx,−)
77ooooooooooo
[BFx,Fy,BFx,Gz]
[Fx,y,1]// [Ax,y,BFx,Gz]
BFy,Gz
B(Fx,−)
55llllllllllllll
Ξ6 is
BGy,Gz
B(σy,1)
$$J
JJ
JJ
JJ
JJ
κy,z

Ay,z
Gy,z
;;vvvvvvvvv
Fy,z ##H
HH
HH
HH
HH
BFy,Gz
B(Fx,−)// [BFx,Fy,BFx,Gz]
[Fx,y,1]// [Ax,y,BFx,Gz]
BFy,Fz
B(1,σz)
::ttttttttt
Ξ7 is
BFy,Gz
B(Fx,−)
))RRR
RRR
RRR
RRR
RR
Ay,z
Fy,z // BFy,Fz
B(1,σz)
77ooooooooooo
B(Fx,−) ''OO
OOO
OOO
OOO
[BFx,Fy,BFx,Gz]
[Fx,y,1]// [Ax,y,BFx,Gz]
[BFx,Fy,BFx,Fz]
[1,B(1,σz)]
55lllllllllllll
c3Fx,Fy,σz
KS
Ξ8 is
Ay,z
Fy,z //
A(x,−)

BFy,Fz
B(Fx,−)//
F ′2x,y,z

[BFx,Fy,BFx,Fz]
[Fx,y,1]

[Ax,y,Ax,z]
[1,F ]
// [Ax,y,BFx,Fz]
[1,B(1,σz)]// [Ax,y,BFx,Gz]
3.32 For any object x of A, the 2-cells
u2σx

F 0

I
u

u //
σx

Ax,x
Fx,x
// BFx,Fx
B(1,σx)
// BFx,Gx
20
and
u1σx

I
id
uGx //
σx
""
G0

BGx,Gx
B(σx,1) //
κ
$,Q
QQQ
QQQ
QQQ
QQ
QQQ
QQQ
QQQ
QQQ
BFx,Gx
I ux
// Ax,x
Gx,x
OO
Fx,x
// BFx,Fx
B(1,σx)
OO
are equal.
4 SPC-categories via the tensor
In this section we give definitions of SPC-categories and SPC-functors that rely on the tensor
product in SPC.
A SPC-category (A, u, c, α, ρ, λ) consists of the following data:
- As before: a small set of objects with a map sending any pair x,y of objects to an object Ax,y of
SPC;
- Collections of strict morphisms ux : I → Ax,x and cx,y,z : Ay,z⊗Ax,y → Ax,z indexed by objects
of A with collections of 2-cells αx,y,z,t, ρx,y and λx,y in SPC indexed by objects of A and as follows
4.1
(Az,t ⊗Ay,z)⊗Ax,y
A′ //
cy,z,t⊗1

Az,t ⊗ (Ay,z ⊗Ax,y)
1⊗cx,y,z

αx,y,z,t
ow ggggg
ggggg
ggggg
ggggg
gg
ggggg
ggggg
ggggg
ggggg
gg
Ay,t ⊗Ax,y
cx,y,t
''PP
PPP
PPP
PPP
PP
Az,t ⊗Ax,z
cx,z,t
wwnnn
nnn
nnn
nnn
n
Ax,t
4.2
Ax,y
R′ //
id
Ax,y ⊗ I
1⊗ux

ρx,y +3
Ax,y Ax,y ⊗Ax,xcx,x,y
oo
and
4.3
Ax,y
L′ //
id
I ⊗ Ax,y
uy⊗1

λx,y +3
Ax,y Ay,y ⊗Ax,ycx,y,y
oo
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Those satisfy the coherence Axioms 4.4 and 4.5 below.
4.4 For any objects x,y,z,t and u of A, the 2-cells
((At,uAz,t)Ay,z)Ax,y
A′ //
(cz,t,u⊗1)⊗1

=
(At,uAz,t)(Ay,zAx,y)
id
cz,t,u⊗1

=
(At,uAz,t)(Ay,zAx,y)
A′ //
1⊗cx,y,z

=
At,u(Az,t(Ay,zAx,y))
1⊗(1⊗cx,y,z)

(Az,uAy,z)Ax,y
A′ //
cy,z,t⊗1

Az,u(Ay,zAx,y)
1⊗cx,y,z

αx,y,z,uv
vv
vv
vv
vv
v
vv
v
vv
w vv
vv
vv
vv
vv
vv
vv
v
(At,uAz,t)Ax,z
A′ //
cz,t,u⊗1

At,u(Az,tAx,y)
1⊗cx,y,t

αx,z,t,uv
vv
vv
vv
vv
v
vv
v
vv
w vv
vv
vv
vv
vv
vv
vv
v
Ay,uAx,y
cx,y,u

Az,uAx,z
cx,z,u

id
=
Az,uAx,z
cx,z,u

At,uAx,t
cx,t,u

Ax,u
id
Ax,u
id
Ax,u
id
Ax,u
and
((At,uAz,t)Ay,z)Ax,y
A′⊗1//
(cz,t,u⊗1)⊗1

((At,u(Az,tAy,z))Ax,y
A′ //
(1⊗cy,z,t)⊗1

=
αy,z,t,u⊗1
vv
vv
vv
vv
vv
vv
v
vv
w vv
vv
vv
vv
vv
vv
vv
At,u((Az,tAy,z)Ax,y)
1⊗A′//
1⊗(cy,z,t⊗1)

At,u(Az,t(Ay,zAx,y))
1⊗(1⊗cx,y,z)

1⊗αx,y,z,t
ww
ww
ww
ww
ww
ww
w ww
ww
ww
ww
ww
w
w
(Az,uAy,z)Ax,y
cy,z,u⊗1

(At,uAy,t)Ax,y
cy,t,u⊗1

A′ // At,u(Ay,tAx,y)
1⊗cx,y,t

αx,y,t,uv
vv
vv
vv
vv
vv
vv
v
vv
v
v~ vv
vv
vv
vv
vv
vv
vv
At,u(Az,tAx,z)
1⊗cx,z,t

Ay,uAx,y
cx,y,u

id
=
Ay,uAx,y
cx,y,u

At,uAx,t
id
cx,t,u

=
At,uAx,t
cx,t,u

Ax,u
id
Ax,u
id
Ax,u
id
Ax,u
are equal. Note that the domains of the above 2-cells are equal since (1⊗A′)◦A′ ◦(A′⊗1) = A′ ◦A′
by Lemma [Sch08]-19.10.
4.5 For any objects x, y, z of A, the 2-cells
Ξ1 =
Ay,z ⊗Ax,y
R′⊗1

id
ρy,z⊗1

Ay,z ⊗Ax,y
cx,y,z // Ax,z
(Ay,z ⊗ I) ⊗Ax,y
(1⊗uy)⊗1
// (Ay,z ⊗Ay,y)⊗Ax,y
cy,y,z⊗1
OO
Ξ2 =
Ay,z ⊗Ax,y
1⊗L′

id
1⊗λx,y

Ay,z ⊗Ax,y
cx,y,z // Ax,z
Ay,z ⊗ (I ⊗ Ax,y)
1⊗(uy⊗1)
// Ay,z ⊗ (Ay,y ⊗Ax,y)
1⊗cx,y,y
OO
and
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Ξ3 =
(Ay,z ⊗ I)
⊗Ax,y
(1⊗uy)⊗1 //
A′

(Ay,z ⊗Ay,y)
⊗Ax,y
cy,y,z⊗1 //
A′

Ay,z ⊗Ax,y
cx,y,z
&&LL
LL
LL
LL
LL
LL
Ay,z ⊗Ax,y
R′⊗1
77ooooooooooo
1⊗L′ ''OO
OOO
OOO
OOO
O
= = Ax,z
Ay,z⊗
(I ⊗ Ax,y) 1⊗(uy⊗1)
// Ay,z⊗
(Ay,y ⊗Ax,y) 1⊗cx,y,y
//
αx,y,y,z}}}}}}}}}
:B}}}}}}}}}}
Ay,z ⊗Ax,y
cx,y,z
88rrrrrrrrrrrr
satisfy the equality Ξ1 = Ξ3 ∗ Ξ2
Let us justify the equivalence of the definitions of SPC-categories. We define the following bijec-
tive correspondence between data involved the definitions. Arrows A(x,−)y,z : Ay,z → [Ax,y,Ax,z]
and cx,y,z : Ay,z⊗Ax,y → Ax,z correspond via the adjunction 2.5. By Lemma [Sch08]-19.6 one has
a bijective correspondence between 2-cells of the kind αx,y,z,t and 2-cells α
′
x,y,z,t, the later being
images by Rn◦Rn of the first ones. The codomains of the 2-cells ρx,y and ρ
′
x,y are equal by Lemma
7.9, and these 2-cells correspond when are equal. The codomains of the 2-cells λx,y and λ
′
x,y are
equal by Lemma 7.8 and these 2-cells correspond when they are equal. For such corresponding
data, the proofs of the equivalence of Axioms 4.4 and 3.14 rely on the adjunction 2.5. The 2-cells of
Axiom 4.4 have images by Rn ◦Rn ◦Rn the two 2-cells of Axioms 3.14 and their common domain
is a strict arrow with strict images by Rn and Rn ◦Rn. Computation details are in Appendix in
7.27. The proof of the equivalence of Axioms 4.5 and Axioms 3.15 is similar. The 2-cells Ξ1 of
Axiom 4.5 has a strict domain and its image by Rn is ρ′ whereas the 2-cell Ξ3 ◦ Ξ2 has image by
Rn the second 2-cell of Axiom 3.15. Computation details are in Appendix in 7.28.
We have an alternative definition for the SPC-functors with the tensor in SPC.
Given two arbitrary SPC-categories A and B, a SPC-functor F : A → B consists of the
following data:
- A map F sending objects of A to objects of B;
- For any objects x,y of A, and arrow Fx,y : A(x, y)→ B(Fx, Fy) in SPC;
- Collections of 2-cells of SPC: the F 2x,y, indexed by pair of objects x,y of A and the F
0
x , indexed
by objects x of A, as follows
4.6
Ay,z ⊗Ax,y
Fy,z⊗Fx,y //
c

BFy,Fz ⊗BFx,Fy
c
F
2
x,y,zqy kkkk
kkk
kkk
kkk
kk
kkk
kkk
kkk
kkk
kkk
Ax,z
Fx,z
// BFx,Fz
and
I
ux //
uFx
!!C
CC
CC
CC
CC
CC
CC
CC
CC
Ax,x
Fx,x

F0x
7?xxxxxxxx
x
BFx,Fx
and that satisfy the coherence conditions 4.7, 4.8 and 4.9 below.
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4.7 For any objects x,y,z,t of A, the 2-cells
(Az,t ⊗ Ay,z)
⊗Ax,y
c⊗1 //
(Fz,t⊗Fy,z)⊗Fx,y

Ay,t ⊗Ax,y
c //
Fy,t⊗Fx,y

Ax,t
Fx,t

(BFz,Ft ⊗ BFy,Fz)
⊗BFx,Fy
F2y,z,t⊗1
19kkkkkkkkkkkkkkkk
kkkkkkkkkkkkkkkk
c⊗1
//
A′

BFy,F t ⊗ BFx,Fy
F2x,y,t
2:mmmmmmmmmmmmmmmm
mmmmmmmmmmmmmmmm c // BFx,Ft
id
BFz,Ft⊗
(BFy,Fz ⊗ BFx,Fy) 1⊗c
//
αFx,Fy,Fz,Ft
.6fffffffffffffffffffffffffffffffff
fffffffffffffffffffffffffffffffff
BFz,Ft ⊗ BFx,Fz
c
// BFx,Ft
and
(Az,t ⊗ Ay,z)
⊗Ax,y
c⊗1 //
A′

Ay,t ⊗ Ax,y
c // A
id
Az,t⊗
(Ay,z ⊗ Ax,y)
Fz,t⊗(Fy,z⊗Fx,y)

1⊗c
//
αx,y,z,t
.6eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee
eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee
Az,t ⊗ Ax,z
c //
Fz,t⊗Fx,z

Ax,t
Fx,t

BFz,Ft⊗
(BFy,F z ⊗ BFx,Fy) 1⊗c
//
1⊗F2x,y,z
19kkkkkkkkkkkkkkkk
kkkkkkkkkkkkkkkk
BFz,Ft ⊗ BFx,Fz
c
//
F2x,z,t
2:mmmmmmmmmmmmmmmm
mmmmmmmmmmmmmmmm
BFx,Ft
are equal.
4.8 For any objects x,y of A, the 2-cells
Ax,y
Fx,y //
R′

=
BFx,Fy
R′

id
Ax,y ⊗ I
1⊗u

Fx,y⊗1 // BFx,Fy ⊗ I
1⊗u

1⊗F0x
qy jjjj
jjj
jjj
jjj
jj
jjj
jjj
jjj
jjj
jjj
Ax,y ⊗Ax,x
c

Fx,y⊗Fx,x // BFx,Fy ⊗ BFx,Fx
F2x,x,y
qy jjjj
jjj
jjj
jjj
jjj
jjj
jjj
jjj
jjj
jjj
j
c

⇐
ρFx,Fy
Ax,y
Fx,y
// BFx,Fy
and
Ax,y
id
R′

ρx,y

Ax,y
F // BFx,Fy
Ax,y ⊗ I
1⊗ux
// Ax,y ⊗ Ax,x
c
OO
are equal.
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4.9 For any objects x,y of A, the 2-cells
Ax,y
F //
L′

=
BFx,Fy
id
L′

I ⊗ Ax,y
uy⊗1

1⊗Fx,y // I ⊗ BFx,Fy
uFy⊗1

F0x,y⊗1
qy jjjj
jjj
jjj
jjj
jj
jjj
jjj
jjj
jjj
jjj
Ay,y ⊗ Ax,y
c

Fy,y⊗Fx,y // BFy,Fy ⊗ BFx,Fy
F2x,y,y
qy jjjj
jjj
jjj
jjj
jjj
j
jjj
jjj
jjj
jjj
jjj
jj
c

⇐
λFx,Fy
A
Fx,y
// BFx,Fy
and
Ax,y
id
L′

λ

Ax,y
Fx,y // BFx,Fy
I ⊗ Ax,y
uy⊗1
// Ay,y ⊗ Ax,y
c
OO
are equal.
The adjunction 2.5 gives a bijective correspondence between 2-cells F 2 as in 4.6 and 2-cells
F ′
2
as in 3.16. For such coresponding data, it turns out that Axioms 3.18 and 4.7 are equivalent,
this is proved in 7.29 in Appendix, Axioms 3.19 and 4.8 are equivalent, this is proved in 7.30 in
Appendix, and Axioms 3.20 and 4.9 are equivalent, this is proved in 7.31 in Appendix.
We say that a SPC-category A as above, is strict if and only if the arrows A(x,−) are strict in
SPC and the 2-cells α, ρ, λ, or equivalently the 2-cells α′, ρ′ and λ′, are all identities. We have also
the notion of strict SPC-functors (F, F 0, F 2) : A → B: they are the ones for which the components
Fx,y : Ax,y → BFx,Fy are strict arrows in SPC and for which the 2-cells of the collections F 0 and
F ′
2
are identities. Note that for an F as above with A strict the F ′2 are identities if and only if
the F 2 are.
5 First examples
One-point enrichments are of particular interest and named 2-rings. As mentioned by M.Dupont
in his thesis [Dup08], they are also the categorical rings defined by Jibladze and Pirashvili [JiPi07],
those are also known to be the Ann-categories of [Qu87]. Given a 2-ring A, we shall write sim-
ply A for the hom A(∗, ∗) of its unique object ∗. Therefore the formal definition of a 2-ring
(A, c, u, α, ρ, λ), as a “weak” monoid in SPC, namely a Picard category A with a multiplication
c : A⊗A → A and a unit u : I → A (which are strict arrows!) and appropriate 2-cells α, ρ and λ,
is obtained by removing the subscripts x, y, z, ... from the definitions of SPC-categories. We shall
use the alternative definition of a 2-ring (A, c′, u, α′, ρ′, λ′) not using the tensor obtained similarly
by forgetting subscripts and where multiplication c′ : A → [A,A] denotes the unique arrow A∗,−.
The following definition of 2-rings can be obtained by written explicitly all linearity conditions
from the definition of enriched categories and functors. It is equivalent and very close to that of
Jibladze and Pirashvili [JiPi07] (for their categorical rings). Detailed explanations that the 2-rings
with their morphisms in the sense below are just one-point SPC-categories with their functors is
given in Appendix-7.33 and 7.34.
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Definition 5.1 A 2-ring consists of a symmetric Picard category (A, j), where A is denoted ad-
ditively (A,+, 0, ass, r, l, s), together with a functor A × A → A, denoted by a multiplication “.”,
an object 1 of A and natural isomorphisms
α˜a,b,c : (a.b).c→ a.(b.c),
ρ˜a : a.1→ a,
λ˜a : 1.a→ a,
ab,b′ : a.b+ a.b
′ → a.(b+ b′),
ba,a′ : a.b + a
′.b→ (a+ a′).b,
such that the data (A, ., 1, α˜, ρ˜, λ˜) defines a monoidal structure on A and the diagrams below from
5.2 to 5.11 commute for all possible objects of A.
5.2
a.b+ (a.b′ + a.b′′)
id+ab′,b′′

ass // (a.b+ a.b′) + a.b′′
ab,b′+id

a.b+ a.(b′ + b′′)
ab,b′+b′′

a.(b+ b′) + a.d
ab+b′,b′′

a.(b.(b′ + b′′))
a.ass
// a.((b+ b′) + b′′)
5.3
a.b+ (a′.b+ a′′.b)
id+ba′,a′′

ass // (a.b+ a′.b) + a′′.b
ba,a′+id

a.b+ (a′ + a′′).b
ba,a′+a′′

(a+ a′).b+ a′′.b
ba+a′,a′′

(a+ (a′ + a′′)).b
ass.b
// ((a+ a′) + a′′).b
5.4
a.b+ a.b′
ab,b′ //
s

a.(b+ b′)
a.s

a.b′ + a.b ab′,b
// a.(b′ + b).
5.5
a.b+ a′.b
ba,a′ //
s

(a+ a′).b
s.b

a′.b+ a.b
ba′,a
// (a′ + a).b
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5.6
(a.b+ a.b′) + (a′.b+ a′.b′)
∼=
ab,b′+a
′
b,b′

(a.b+ a′.b) + (a′.b+ a′.b′)
ba,a′+b
′
a,a′

a.(b+ b′) + a′.(b+ b′)
b+b′a,a′ ))TTT
TTT
TTT
TTT
TTT
(a+ a′).b+ (a+ a′).b′
a+a′
b,b′uujjjj
jjj
jjj
jjj
jj
(a+ a′).(b+ b′)
5.7
(a.b).c+ (a′.b).c
ca.b,a′.b//
α˜a,b,c+α˜a′,b,c

((a.b) + (a′.b)).c
ba,a′ .c // ((a+ a′).b).c
α˜a+a′,b,c

a.(b.c) + a′.(b.c)
b.ca,a′
// (a+ a′).(b.c)
5.8
(a.b).c+ (a.b′).c
ca.b,a.b′//
α˜a,b,c+α˜a,b′,c

((a.b) + (a.b′)).c
ab,b′ .c // (a.(b+ b′)).c
α˜a,b+b′,c

a.(b.c) + a.(b.c′)
ab.c,b.c′
// a.(b.c+ b.c′)
a.cb,b′
// a.((b+ b′).c)
5.9
(a.b).c+ (a.b).c′
a.bc,c′ //
α˜a,b,c+α˜a,b,c′

(a.b).(c+ c′)
α˜a,b,c+c′

a.(b.c) + a.(b.c′)
ab.c,b.c′
// a.(b.c+ b.c′)
a.bc,c′
// a.(b.(c+ c′))
5.10
(a+ b).1
1a,b

ρ˜a+b // a+ b
a+ b
tttttttttt
t
ttttttt
5.11
1.(a + b)
1a,b

λ˜a+b // a+ b
a+ b
tttttttttt
tttttttttt
Note that in the definition given in [JiPi07] inverses of maps ab,c and ab,c rather than the maps
themselves are considered and diagrams 5.2 and 5.4 are replaced by
27
5.12
a.(b+ b′) + a.(c+ c′)
ab,b′+ac,c′
**UUU
UUUU
UUUU
UUUU
U
a.((b+ b′) + (c+ c′))
ab+b′,c+c′
55jjjjjjjjjjjjjjj
a.∼=
(a.b+ a.b′) + (a.c+ a.c′)
∼=
a.((b+ c) + (b′ + c′))
ab+c,b′+c′ ))TTT
TTT
TTT
TTT
TTT
(a.b+ a.c) + (a.b′ + a.c′)
a.(b+ c) + a.(b′ + c′)
ab,c+ab′,c′
44iiiiiiiiiiiiiiii
and similarly diagrams 5.3 and 5.5 are replaced by
5.13
(a+ a′).c+ (b+ b′).c
ca,a′+cb,b′
**UUU
UUUU
UUUU
UUU
UU
((a+ a′) + (b+ b′)).c
ca+a′,b+b′
44jjjjjjjjjjjjjjj
∼=.c
(a.c+ a′.c) + (b.c+ b′.c)
∼=
((a+ b) + (a′ + b′)).c
ca+b,a′+b′ **TTT
TTT
TTT
TTT
TTT
(a.c+ b.c) + (a′.c+ b′.c)
(a+ b).c+ (a′ + b′).c′
ca,b+ca′,b′
44iiiiiiiiiiiiiiii
The definitions here and in [JiPi07] are indeed equivalent (To see this use for instance Lemma
[Sch08]-7.1.)
Definition 5.14 A morphism of categorical ring A → B consists of a functor H : A → B with a
symmetric monoidal structure between the symmetric categorical groups
H+ : (A,+, 0, ass, r, l, s)→ (B,+, 0, ass, r, l, s)
and a monoidal structure between the monoidal categories
H× : (A, ., 1, α˜, ρ˜, λ˜)→ (B, ., 1, α˜, ρ˜, λ˜)
such that the following diagrams
5.15
H(a).H(b) +H(a).H(b′)
H×
2
a,b
+H×
2
a,b′// H(a.b) +H(a.b′)
H+
2
a.b,a.b′
((QQ
QQQ
QQQ
QQQ
Q
H(a).(H(b) +H(b′))
H(a)
H(b),H(b′)
44iiiiiiiiiiiiiiii
H(a).H2+b,b′ **UUU
UUUU
UUU
UUUU
UU
H(a.b+ a.b′)
H(a).H(b+ b′)
H×
2
a,b+b′
// H(a.(b+ b′))
H(ab,b′ )
66mmmmmmmmmmmm
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and
5.16
H(a).H(b) +H(a′).H(b)
H×
2
a,b
+H×
2
a′,b// H(a.b) +H(a′.b)
H+
2
a.b,a.b′
((QQ
QQQ
QQQ
QQQ
Q
(H(a) +H(a′)).H(b)
H+
2
a,a′
.H(b) **UUU
UUU
UUUU
UUU
UUU
H(b)H(a),H(a′)
44iiiiiiiiiiiiiiii
H(a.b+ a′.b)
H(a+ a′).H(b)
H×
2
a+a′,b
// H((a+ a′).b)
H(ba,a′ )
66mmmmmmmmmmmm
commute for all possible objects involved.
The following is a crucial example of SPC-category.
Proposition 5.17 The 2-category SPC gets strictly enriched over itself, i.e. it admits a strict
enriched structure as follows. The hom map sends any pair A,B of objects to [A,B], the composition
maps are the [A,−]B,C : [B, C]→ [[A,B], [A, C]] and the unit arrows uA are the v : I → [A,A].
PROOF:See 7.37 in Appendix.
Let us make the following remark about the terminology. If SPC′ denotes just for the purpose
of this explanation the enriched structure of SPC over itself then for any A in SPC and any 1-cell
F : B → C in SPC, one has that:
- SPC′(A,−)B,C is [A,−]B,C : [B, C]→ [[A,B], [A, C]];
- SPC′(−, C)A,B is [−, C]A,B : [A,B]→ [[B, C], [A, C]];
- SPC′(1, F ) is [1, F ] : [A,B]→ [A, C];
- SPC′(F, 1) is [F, 1] : [B, C]→ [A, C].
The first two points results from the definitions. The other two points are the following lemma
proved in Appendix 7.39.
Lemma 5.18 For any A and any arrows F : B → C and F˜ : I → [B, C] strict with ev⋆(F˜ ) = F
the diagrams in SPC
[C,A]
[F,A] //
R′

[B,A]
[C,A]⊗ I
1⊗F˜
// [C,A]⊗ [B, C]
c
OO
and
[A,B]
[A,F ] //
L′

[A, C]
I ⊗ [A,B]
F˜⊗1
// [B, C]⊗ [A,B]
c
OO
both commute.
Given any SPC-category A, 2-rings are obtained by restriction of A to anyone of its points.
The particular case of the strict enriched structure on SPC yields a strict 2-ring structure on
[A,A] for any Picard category A.
Another important example of 2-ring is provided by the unit I of SPC.
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Proposition 5.19 The unit I of SPC admits a strict 2-ring structure with multiplication given
by LI : I ⊗ I → I (or v : I → [I, I]) and unit the identity at I.
PROOF:See Appendix 7.
6 Modules and their morphisms
Any 2-ring A yields a category A-mod of A-modules and their morphisms. Formally A-mod is the
category of SPC-functors A → SPC and SPC-natural transformations between them. In this
section we present alternative descriptions of A-modules and their morphisms. In particular we
show that the category A-mod is isomorphic to a category of T -algebras and their morphisms for
the doctrine T = A ⊗ − over SPC. Eventually we prove in Proposition 6.36 that the category
I −mod of modules over the unit 2-ring I is equivalent to SPC.
In this section A stand for a 2-ring with multiplication c′ : A → [A,A]/ c : A ⊗ A → A with
unit u : I → A and coherence 2-cell α′/α (3.11/4.1), ρ/ρ′ (4.2/3.12) and λ/λ′ (4.3/3.13).
Considering an arbitrary SPC-functor F : A → SPC, let us write M for the object F (⋆) of
SPC image by F of the unique point ⋆ ofA, ϕ′ for the arrow unique component F⋆,⋆ : A → [M,M]
of F , β′ for the 2-cell F ′
2
⋆,⋆,⋆ and γ
′ for the 2-cell F 0⋆ . Then one obtains the following first definition
of A-modules by rewriting the data 3.16 and 3.17 and Axioms 3.18, 3.19 and 3.20 with these new
notations.
A A-module M = (M, ϕ′, β′, γ′) consists of the following data in SPC: an objectM, with an
arrow ϕ′ : A → [M,M], called its action, and two 2-cells β′ and γ′ as follows
6.1
A
c′
%%JJ
JJ
JJ
JJ
JJ
ϕ′
xxppp
ppp
ppp
ppp
[M,M]
[M,−]

[A,A]
[1,ϕ′]

[[M,M], [M,M]]
[ϕ′,1]
//
β′
08iiiiiiiiiiiiiiiiii
iiiiiiiiiiiiiiiiii
[A, [M,M]]
6.2
I
u //
v
!!C
CC
CC
CC
CC
CC
CC
CC
CC
C A
ϕ′

γ′
7?vvvvvvvvv
v
v
v
v
[M,M]
and those satisfy the coherence axioms 6.3, 6.4 and 6.5 below.
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6.3 The 2-cells
[[M,M],
[M,M]]
[[M,M],−] //
α′
M,M,M,M

[[[M,M],
[M,M]],
[[M,M],
[M,M]]]
[[M,−],1]

A
c′

ϕ′ // [M,M]
[M,−]
;;vvvvvvvvvvvvv [M,−] // [[M,M],
[M,M]]
β′
qy jjjj
jjj
jjj
jjj
jjj
jjj
jjj
jjj
jjj
jjj
jjj
jjj
jjj
jjj
j
[1,[M,−]] //
[ϕ′,1]

=
[[M,M],
[[M,M],
[M,M]]]
[ϕ′,1]

[A,A]
[1,ϕ′] //
[1,c′]
**UUU
UUUU
UUUU
UUUU
UUUU
UUU
[A,
[M,M]]
[1,[M,−]] //
[1,β′]

[A,
[[M,M],
[M,M]]]
[1,[ϕ′,1]] // [A,[A,
[M,M]]]
[A, [A,A]]
[1,[1,ϕ′]]
44hhhhhhhhhhhhhhhhhhhhhhh
and
[M,M]
[M,−] // [[M,M],
[M,M]]
[ϕ′,1]

[A,−] //
β′
} 



















=
[[A, [M,M]],
[A, [M,M]]]
[[ϕ′,1],1] //
[[1,ϕ′],1]

[[[M,M],
[M,M]],
[A, [M,M]]]
[[M,−],1] //
[β′,1]

[[M,M],
[A, [M,M]]]
[ϕ′,1]

[A, [M,M]]
[A,−] //
=
[[A,A],
[A, [M,M]]]
[c′,1]
// [A, [A,
[M,M]]]
A
c′ //
ϕ′
OO
c′
++WWWW
WWWW
WWWW
WWWW
WWWW
WWWW
WWWW [A,A]
[A,−] //
[1,ϕ′]
OO
[[A,A],
[A,A]]
[c′,1] //
[1,[1,ϕ′]]
OO
=
α′

[A, [A,A]]
[1,[1,ϕ′]]
OO
[A,A]
[1,c′]
33fffffffffffffffffffffffffff
are equal.
6.4 The 2-cells in SPC
A
c′

ϕ′ // [M,M]
[M,−]

β′
ow ggggg
gggg
gggg
gggg
gggg
g
gggg
gggg
gggg
gggg
gggg
gg
1
xx
[A,A]
[u,1]

[1,ϕ′]
%%LL
LL
LL
LL
LL
[[M,M], [M,M]]
[v,1]

[ϕ′,1]
vvnnn
nnn
nnn
nnn
[A, [M,M]]
[v,1] ((PP
PPP
PPP
PPP
P
[γ′,1]ks =
[I,A]
=
=
ev⋆

[1,ϕ′] // [I, [M,M]]
ev⋆

A
ϕ′
// [M,M]
and
A
id
c′

ρ′

A
ϕ′ // [M,M]
[A,A]
[u,1]
// [I,A]
ev⋆
OO
are equal.
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6.5 The 2-cells in SPC
A
c′∗

ϕ′ // [M,M]
[−,M]

(β′)∗
ow ggggg
gggg
gggg
gggg
gggg
g
gggg
gggg
gggg
gggg
gggg
gg
1
xx
[A,A]
[u,1]

[1,ϕ′]
%%LL
LL
LL
LL
LL
[[M,M], [M,M]]
[v,1]

[ϕ′,1]
vvnnn
nnn
nnn
nnn
[A, [M,M]]
[v,1] ((PP
PPP
PPP
PPP
P
[γ′,1]ks =
[I,A]
=
=
ev⋆

[1,ϕ′] // [I, [M,M]]
ev⋆

A
ϕ′
// [M,M]
and
A
id
c′

λ′

A
ϕ′ // [M,M]
[A,A]
[u,1]
// [I,A]
ev⋆
OO
are equal.
We shall also denote by γ′′ for the 2-cell
6.6
M
ϕ′∗ //
id
[A,M]
[u,1]

γ′′ +3
M [I,M]ev⋆
oo
that corresponds to γ′ via the bijection 7.16/7.17.
Consider now a SPC-natural transformation between presheaves with domain a one point
category A
(σ, κ) : F → G : A → SPC.
Let us write M = (M, ϕ′, β′, γ′′) and N = (N , ψ′, β′, γ′′) for the two modules corresponding
respectively to F and G. The SPC-natural transformation σ has a unique component at the
unique object ⋆ of A, which is a strict arrow I → [M,N ] in SPC or equivalently an arrow
H :M→N . The collection κ consists of a unique 2-cell
6.7
A
ϕ′ //
ψ′

[M,M]
[1,H]

[N ,N ]
[H,1]
//
5=ttttttttt
ttttttttt
[M,N ].
32
which we name δ′. We obtain therefore the following definition of morphism of A-modules by
rewriting Axioms 3.31 and 3.32 with these new notations.
A morphism of A-module (H, δ′) : (M, ϕ′, β′, γ′) → (N , ψ′, β′, γ′) consists of an arrow H :
M→N in SPC with a 2-cell δ′ as in 6.7, those satisfying Axioms 6.8 and 6.9 below.
6.8 The 2-cells Ξ1, Ξ2, Ξ3, Ξ4, Ξ5, Ξ6, Ξ7 and Ξ8 in SPC below satisfy the equality
Ξ2 ◦ Ξ1 = Ξ8 ◦ Ξ7 ◦ Ξ6 ◦ Ξ5 ◦ Ξ4 ◦ Ξ3.
Ξ1 is
A
c′

ψ′ // [N ,N ]
β′

[N ,−] // [[N ,N ], [N ,N ]]
[ψ′,1]

[A,A]
[1,ψ′]
// [A, [N ,N ]]
[1,[H,1]] // [A, [M,N ]]
Ξ2 is
[A, [N ,N ]]
[1,[H,1]]
''OO
OOO
OOO
OOO
[1,δ′]

A
c′ // [A,A]
[1,ψ′]
88rrrrrrrrrr
[1,ϕ′] &&LL
LL
LL
LL
LL
[A, [M,N ]]
[A, [M,M]]
[1,[1,H]]
77ooooooooooo
Ξ3 is the identity
[[N ,N ], [N ,N ]]
[1,[H,1]]
))RRR
RRR
RRR
RRR
RR
A
ψ′ // [N ,N ]
[N ,−]
77ooooooooooo
[M,−] ''OO
OOO
OOO
OOO
[[N ,N ], [M,N ]]
[ψ′,1] // [A, [M,N ]]
[[M,N ], [M,N ]]
[[H,1],1]
55llllllllllllll
=
Ξ4 is
[[N ,N ], [N ,N ]]
[δ′,1]

[ψ′,1]
((QQ
QQQ
QQQ
QQQ
QQ
A
ψ′ // [N ,N ]
[M,−] // [[M,N ], [M,N ]]
[[H,1],1]
55kkkkkkkkkkkkkk
[[1,H],1] ))SSS
SSS
SSS
SSS
SS
[A, [M,N ]]
[[M,M], [M,N ]]
[ϕ′,1]
66mmmmmmmmmmmmm
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Ξ5 is the identity 2-cell
[[M,N ], [M,N ]]
[[1,H],1]
))SSS
SSS
SSS
SSS
SS
=A
ψ′ // [N ,N ]
[H,1] ''OO
OOO
OOO
OOO
[M,−]
77ooooooooooo
[[M,M], [M,N ]]
[ϕ′,1] // [A, [M,N ]]
[M,N ]
[M,−]
55kkkkkkkkkkkkkk
Ξ6 is
[N ,N ]
[H,1]
%%KK
KK
KK
KK
K
δ′

A
ψ′
<<xxxxxxxxx
ϕ′ ""F
FF
FF
FF
FF
[M,N ]
[M,−] // [[M,M], [M,N ]]
[ϕ′,1] // [A, [M,N ]]
[M,M]
[1,H]
99sssssssss
Ξ7 is the identity 2-cell
[M,N ]
[M,−]
))SSS
SSS
SSS
SSS
SSS
=A
ϕ′ // [M,M]
[1,H]
66nnnnnnnnnnnn
[M,−] ((PP
PPP
PPP
PPP
P
[[M,M], [M,N ]]
[ϕ′,1] // [A, [M,N ]]
[[M,M], [M,M]]
[1,[1,H]]
55kkkkkkkkkkkkkk
and Ξ8 is
A
ϕ′ //
c′

[M,M]
[M,−] //
β′

[[M,M], [M,M]]
[ϕ′,1]

[A,A]
[1,ϕ′]
// [A, [M,M]]
[1,[1,H]] // [A, [M,N ]].
6.9 The 2-cells in SPC
u2H

γ′

I
v

u //
H

A
ϕ′
// [M,M]
[1,H]
// [M,N ]
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and
=
I
id
v //
H
""
γ′

[N ,N ]
[H,1] //
δ′
$,Q
QQQ
QQQ
QQQ
QQ
QQQ
QQQ
QQQ
QQQ
[M,N ]
I u
// A
ψ′
OO
ϕ′
// [M,M]
[1,H]
OO
are equal.
From these first definitions of A-modules and A-module morphisms, one obtains immediately
the following simple other definitions involving multilinear maps and multilinear natural transfor-
mations.
A A-module (M, ϕ, β, γ) consists of a bilinear map ϕ : A ×M → M, which we write as a
multiplication ϕ(a,m) = a.m, with two natural transformations, β which is trilinear, and γ which
is linear, as follows.
6.10
β
a1,a2,m
: a1.(a2.m)→ (a1.a2).m
lies in M, for a1, a2 objects of A and m object of M.
6.11
γ
m
: m→ 1A.m
lies in M for m object of M.
Those satisfy the coherence conditions 6.12, 6.13 and 6.14 below.
6.12 For any objects a1, a2, a3 of A and m of M the diagram in M
a1.(a2.(a3.m)))
a1.β
a2,a3,m

β
a1,a2,a3.m// (a1.a2).(a3.a)
β
a1.a2,a3,m

a1.((a2.a3).m)
β
a1,a2.a3,m

(a1.(a2.a3)).mαa1,a2,a3 .m
// ((a1.a2).a3).m
commutes.
6.13 For any objects a of A and m of M the diagram in M
a.m
a.γ
m //
ρa.m
:
::
::
::
::
::
::
::
a.(1A.m)
β
a,1A,m
 







(a.1A).m
commutes.
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6.14 For any objects a of A and m of M the diagram in M
a.m
λa.m
:
::
::
::
::
::
::
::
γ
a.m // 1A.(a.m)
β
1A,a,m
 







(1A.a).m
commutes.
A A-module morphism (H, δ) : M → N consists of an arrow H : M → N in SPC with a
bilinear natural transformation
6.15
δa,m : a.H(m)→ H(a.m)
which lies in N for a object of A and m object of M
which satisfy the Axioms 6.16 and 6.17 below.
6.16 For any object m of M the following diagram in N
Hm
H(γ
m
)
//
γ
H(m)
7
77
77
77
77
77
77
7 H(⋆.m)
⋆.Hm
δ⋆,m
AA
commutes.
6.17 For any objects a1, a2 in A and m in M, the following diagram in N
a1.(a2.Hm)
β
a1,a2,m //
a1.δa2,m

(a1.a2).Hm
δa1.a2,m

a1.H(a2.m)
δa1,a2.m
// H(a1.(a2.m))
H(β
a1,a2,m
)
// H((a1.a2).m)
commutes.
Note that Axiom 6.17 is obtained from Axiom 6.9 by evaluation at the generator ⋆ since the com-
ponent in ⋆ of u2H is an identity. By Remark 7.10 Axioms 6.9 and 6.17 are equivalent.
Eventually we give definitions of A-modules and their morphisms using the tensor in SPC.
This will show that in which sense A-modules occur as algebras for the doctrine A⊗− over SPC.
A A-module (M, ϕ, β, γ) consists of a strict arrow ϕ : A ⊗M →M in SPC in with 2-cells β
and γ in SPC as follows
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6.18
(A⊗A)⊗M
A′ //
c⊗1

A⊗ (A⊗M)
1⊗ϕ

β
px hhhh
hhhh
hhhh
hhhh
hh
hhhh
hhhh
hhhh
hhhh
hh
A⊗M
ϕ
&&MM
MM
MM
MM
MM
M A⊗M
ϕ
xxqqq
qq
qq
qq
qq
M
and
6.19
M
L′ //
id
I ⊗M
u⊗1

γ +3
M A⊗Mϕ
oo
satisfying the coherence conditions 6.20, 6.21 and 6.22 below.
6.20 The 2-cells
((AA)A)M
A′ //
(c⊗1)⊗1

=
(AA)(AM)
id
c⊗1

=
(AA)(AM)
A′ //
1⊗ϕ

=
A(A(AM))
1⊗(1⊗ϕ)

(AA)M
A′ //
c⊗1

A(AM)
1⊗ϕ
β
|   
  
  
  
  
  
  
  
(AA)M
A′ //
c⊗1

A(AM)
1⊗ϕ
β
|   
  
  
  
  
  
  
  
AM
ϕ

AM
ϕ

id
=
AM
ϕ

AM
ϕ

M
id
M
id
M
id
M
and
((AA)A)M
A′⊗1 //
(c⊗1)⊗1

((A(AA))M
A′ //
(1⊗c)⊗1

=
α⊗1
  
  
  
  
|   
  
  
  
A((AA)M)
1⊗A′ //
1⊗(c⊗1)

A(A(AM))
1⊗(1⊗ϕ)
1⊗β
| 







(AA)M
c⊗1

(AA)M
c⊗1

A′ // A(AM)
1⊗ϕ
β
{ 







A(AM)
1⊗ϕ

AM
ϕ

id
=
AM
ϕ

AM
id
ϕ

=
AM
ϕ

M
id
M
id
M
id
M
are equal.
6.21 The 2-cells Ξ1 =
A⊗M
R′⊗1

id
ρ⊗1

A⊗M
ϕ //M
(A⊗ I) ⊗M
(1⊗u)⊗1
// (A⊗A)⊗M
c⊗1
OO
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Ξ2 =
A⊗M
1⊗L′

id
1⊗γ

A⊗M
ϕ //M
A⊗ (I ⊗M)
1⊗(u⊗1)
// A⊗ (A⊗M)
1⊗ϕ
OO
and
Ξ3 =
(A ⊗ I) ⊗M
(1⊗u)⊗1 //
A′

(A ⊗A) ⊗M
c⊗1 //
A′

A ⊗M
ϕ
%%LL
LL
LL
LL
LL
A ⊗M
R′⊗1
77nnnnnnnnnnnn
1⊗L′ ''PP
PPP
PPP
PPP
P = = M
A⊗ (I ⊗M)
1⊗(u⊗1)
// A ⊗ (A ⊗M)
1⊗ϕ
//
β
:B}}}}}}}}}}}}}}}}}
A ⊗M
ϕ
99rrrrrrrrrr
satisfy the equality Ξ1 = Ξ3 ◦ Ξ2.
6.22 The 2-cells Ξ1 =
A ⊗M
L′⊗1

id
λ⊗1

A ⊗M
ϕ // M
(I ⊗ A) ⊗M
(u⊗1)⊗1
// (A ⊗A) ⊗M
c⊗1
OO
Ξ2 =
A⊗M
=
ϕ //
L′

M
L′

id
γ

M
I ⊗ (A ⊗M)
1⊗ϕ
// I ⊗M
u⊗1
// A ⊗M
ϕ
OO
Ξ3 =
A ⊗M
L′ //
L′⊗1 &&MM
MM
MM
MM
MM
I ⊗ (A ⊗M)
u⊗1 // A ⊗ (A ⊗M) 1⊗ϕ // A ⊗M ϕ // M
(I ⊗ A) ⊗M
A′
77ooooooooooo
θ
KS
where the “canonical” 2-cell θ is defined in Appendix in 7.40 and has image by Rn an identity,
and
Ξ4 =
A ⊗M
L′⊗1 // (I ⊗ A) ⊗M
(u⊗1)⊗1//
A′

=
(A ⊗A) ⊗M
ϕ⊗1 //
A′

A ⊗M
ϕ
##G
GG
GG
GG
GG
M
I ⊗ (A ⊗M)
u⊗1
// A ⊗ (A ⊗M)
1⊗ϕ
//
β
=E




A ⊗M
ϕ
;;wwwwwwwww
satisfy the equality Ξ1 = Ξ4 ◦ (Ξ3)
−1 ◦ Ξ2.
With the previous definition of A-modules, a morphism of A-modules (H, δ) : (M, ϕ, β, γ) →
(N , ψ, β, γ) consists of an arrow H :M→N with a 2-cell δ in SPC
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6.23
A⊗M
1⊗H //
ϕ

A⊗N
u} sss
ss
ss
ss
s
ss
ss
ss
ss
ss
ψ

M
H
// N
that satisfy Axioms 6.24 and 6.25 below.
6.24 The 2-cells
A(AM)
1⊗(1⊗H)// A(AN )
1⊗ψ

β

 























(AA)M
1⊗H //
A′
99rrrrrrrrrr
c⊗1

(AA)N
c⊗1

A′
99ssssssssss
=
=
AM
ϕ

1⊗H // AN
δ
t| qqq
qq
qq
qq
q
qq
qq
qq
qq
qq
ψ

AN
ψ
xxqqq
qq
qq
qq
qq
M
H
// N
and
(AA)M
c⊗1

A′ // A(AM)
1⊗ϕ

1⊗(1⊗H)//
β
} 













A(AN )
1⊗ψ

1⊗δ
rrr
rrrr
r
u} rrr
rrrr
r
AM
ϕ

AM
ϕ

1⊗H // AN
δ
t| qqq
qq
qq
qq
q
qq
qq
qq
qq
qq
ψ

M
id
M
H
// N
are equal.
6.25 The 2-cells
γ

M
L′
//
1
!!
I ⊗M
u⊗1
// A⊗M ϕ
//M
H
// N
and
γ

N
L′ //
1
!!
I ⊗ N
u⊗1
// A⊗N
ψ //
δ
'H
HH
HH
HH
H
HH
HH
N
M
H
OO
L′
//
=
I ⊗M
u⊗1
//
1⊗H
OO
=
A⊗M ϕ
//
1⊗H
OO
M
H
OO
are equal.
To justify these new definitions let us consider again an arbitrary SPC-functor F : A → SPC
which defines a A-module M with multiplication ϕ′ : A → [M,M] and 2-cells β′ as in 6.1 and γ′
as in 6.2. The multiplication corresponds by adjunction 2.5 to a strict arrow ϕ : A ⊗M → M.
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According to the adjunction 2.5, Lemmas 7.21 and [Sch08]-19.6, the map Rn◦Rn defines a bijection
between the sets of 2-cells of the following kinds
(AA)M
A′ //
c⊗1

A(AM)
1⊗ϕ
qy jjjj
jjj
jjj
jjj
jjj
jjj
jjj
jjj
jjj
jjj
j
AM
ϕ
$$I
II
II
II
II
AM
ϕ
zzuu
uu
uu
uu
u
M
and
A
ϕ′ //
c′

[M,M]
[M,−] // [[M,M], [M,M]]
[ϕ′,1]
ow hhhhh
hhhh
hhhh
hhhh
hhhh
hhhh
hhhh
hhhh
hhhh
hhhh
h
[A,A] [A, [M,M]]
[1,ϕ′]
oo
and one has a 2-cell β corresponding to β′/F ′
2
∗,∗,∗ via the above bijection. Note then that β has
image by Rn the 2-cell F 2⋆,⋆,⋆ which we also write β
′′. One obtains a 2-cell γ as in 6.19 that is
equal to the 2-cell γ′′ according Lemma 7.8.
We are going to check that the points 6.26, 6.27, 6.28, 6.29, 6.30 and 6.31 below hold for a
SPC-functor F and the related data as above. Since the arrows domains of the 2-cells of the
equalities of Axioms 6.20, 6.21 and 6.22 are strict, it will result from the adjunction 2.5 that these
axioms are equivalent respectively to Axioms 4.7, 4.8 and 4.9 for the SPC-functor F .
6.26 The 2-cell
(A⊗A) ⊗A
(ϕ′⊗ϕ′)⊗ϕ′

c⊗1 // A⊗A
ϕ′⊗ϕ′

c // A
ϕ′

([M,M]⊗ [M,M])⊗ [M,M]
A′

c⊗1
//
β′′⊗1
08iiiiiiiiiiiiiiiiii
iiiiiiiiiiiiiiiiii
[M,M]⊗ [M,M]
c
//
β′′
3;nnnnnnnnnnnnn
nnnnnnnnnnnnn
[M,M]
id

[M,M]⊗ ([M,M]⊗ [M,M])
1⊗c
//
=
[M,M]⊗ [M,M]
c
// [M,M]
is the image by Rn of the first of the 2-cells of Axiom 6.20.
PROOF:See 7.41 in Appendix.
6.27 The 2-cell
(AA)A
c⊗1 //
A′

AA
c // A
id
A(AA)
α
.6eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee
eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee
1⊗c
//
ϕ′⊗(ϕ′⊗ϕ′)

AA
ϕ′⊗ϕ′

c // A
ϕ′

[M,M]⊗ ([M,M]⊗ [M,M])
1⊗β′′
08iiiiiiiiiiiiiiiiiiii
iiiiiiiiiiiiiiiiiiii
1⊗c
// [M,M]⊗ [M,M]
β′′
3;nnnnnnnnnnnnn
nnnnnnnnnnnnn
c
// [M,M]
is the image by Rn of the second 2-cell of Axiom 6.21
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PROOF:See 7.42 in Appendix.
6.28 The 2-cell
A
id //
R′

ρ

A
ϕ′ // [M,M]
A⊗ I
1⊗u
// A⊗A
c
OO
is the image by Rn of the 2-cell Ξ1 of Axiom 6.21.
PROOF:Immediate.
6.29 The 2-cell
A
=
ϕ′ //
R′

[M,M]
R′

id
ww
A⊗ I
1⊗u

ϕ′⊗1 // [M,M]⊗ I
1⊗γ′
s{ ooo
ooo
ooo
oo
ooo
ooo
ooo
oo
1⊗v

A⊗A
ϕ′⊗ϕ′
//
c

[M,M]⊗ [M,M]
β′′
s{ ooo
ooo
ooo
ooo
o
ooo
ooo
ooo
ooo
o
c

=
A
ϕ′
// [M,M]
is the image by Rn of the 2-cell Ξ3 ◦ Ξ2 of Axiom 6.21.
PROOF:See 7.44 in Appendix.
6.30 The 2-cell
A
id //
L′

λ

A
ϕ′ // [M,M]
I ⊗ A
u⊗1
// A⊗A
c
OO
is the image by Rn of the 2-cell Ξ1 of Axiom 6.22.
PROOF:immediate.
6.31 The 2-cell
A
=
ϕ′ //
L′

[M,M]
L′

id
ww
I ⊗A
u⊗1

1⊗ϕ′ // I ⊗ [M,M]
γ′⊗1
s{ ooo
ooo
ooo
oo
ooo
ooo
ooo
oo
v⊗1

A⊗A
ϕ′⊗ϕ′
//
c

[M,M]⊗ [M,M]
β′′
s{ ooo
ooo
ooo
ooo
o
ooo
ooo
ooo
ooo
o
=
c

A
ϕ′
// [M,M]
is the image by Rn of the 2-cell Ξ4 ◦ (Ξ3)
−1 ◦ Ξ2 of Axiom 6.22.
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PROOF:See 7.45 in Appendix.
Let us consider now two modules M and N with respective multiplications denoted by ϕ :
A ⊗M → M/ϕ′ : A → [M,M] and ψ : A ⊗ N → N/ψ′ : A → [N ,N ], with sets of coherence
two-cells for both written β/β′′/β′ and γ/γ′′/γ′, and an arrow H :M→N in SPC. A 2-cell δ as
in 6.23 corresponds by the adjunction 2.5 to a 2-cell δ′. For the above related data the equivalence
of Axioms 6.24 and 6.8 results form the two following points 6.32 and 6.33 below whereas the
equivalence 6.25 and 6.9 follows from Remark 7.10 and points 6.34 and 6.35.
6.32 The first of the 2-cell of 6.24 has image by Rn◦Rn the pasting Ξ2 ◦Ξ1 of 6.8, it has a strict
domain which has a strict image by Rn.
PROOF:See 7.46 in Appendix.
6.33 The image by Rn ◦Rn of the second 2-cell of Axiom 6.24 is the pasting Ξ7 ◦ Ξ6 ◦ Ξ5 ◦ Ξ4 ◦
Ξ3 ◦ Ξ2 ◦ Ξ1 of 6.8.
PROOF:See 7.47 in Appendix.
6.34 The first 2-cell of Axiom 6.9 has image by ev⋆ the first 2-cell of Axiom 6.25 and has a strict
domain.
PROOF:See 7.48 in Appendix.
6.35 The second 2-cell of Axiom 6.9 has image by ev⋆ the second cell of Axiom 6.25.
PROOF:See 7.49 in Appendix.
For any 2-ring A, a A-module M is said strict when the corresponding SPC-presheaf is strict
which is to say that its action ϕ′ : A → [M,M] is strict and the 2-cells β′ and γ′ are identities.
A few remarks are in order. Consider any A-module M. If its 2-cell γ′ is an identity then cer-
tainly its 2-cell γ′′ is also an identity. Conversely if the action ϕ′ is strict then for any m in M,
ϕ′∗(m) : A → M is strict, and the component ǫϕ′∗(m)◦u is an identity and from this fact one has
that if γ′′ is strict then also is γ′. If the 2-cells β are identities then certainly are the 2-cells β′.
Conversely if A is a strict 2-ring and the 2-cells β′ are identities then the 2-cells β also are.
Proposition 6.36 The forgetful functor I −Mod→ SPC is part of an equivalence of categories.
Its equivalence inverse factors as
SPC
∼= // I −Mods
inc // I −Mod
where the left functor is an isomorphism between SPC and the full sub-category I − Mods of
I −Mod generated by the strict modules and inc is the inclusion functor.
PROOF:One has a forgetful 2-functor I −Mod→ SPC and the result follows then from Lemmas
6.37, 6.38 and 6.40 below.
Lemma 6.37 Any object A of SPC admits a unique strict I-module structure, its multiplication
is given by the arrow ϕ′ = v : I → [A,A] (or equivalently ϕ = LA : I ⊗ A → A).
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PROOF:If A has a strict I-module structure with multiplication ϕ′ = v : I → [A,A] the 2-cell γ′′
(6.6) in this case being an identity one has that the composite
A
ϕ′
∗
// [I,A]
ev⋆ // A
in SPC is necessarily the identity at A. Actually there is a unique arrow f : A → [I,A] in SPC
with strict images in [I,A] – or equivalently such that f∗ is strict – and such that the composite
A
f // [I,A]
ev⋆ // A
is the identity and this arrow is v∗.
Now to establish that ϕ′ = v : I → [A,A] gives a strict I-module structure on A, it remains to
check that one has in this case an identity 2-cell β′ (6.1) which is the commutativity of the external
diagram in the pasting below
I
v
&&MM
MM
MM
MM
MM
MM
v //
v

[A,A]
[A,−]

[[A,A], [A,A]]
[v,1]

[I, I]
[1,v]
// [I, [A,A]]
where the top right diagram commutes according to Lemma [Sch08]-18.5and the bottom left also
does according to Lemma [Sch08]-18.8.
Lemma 6.38 For any I-module A and any arrow H : A → B in SPC there is a unique I-
module morphism from A to the strict I-module structure on the symmetric Picard category B
which underlying map in SPC is H. If the multiplication of A is given by ϕ′ : I → [A,A] this
morphism has 2-cell δ′ as in 6.7
I
v //
ϕ′

[B,B]
[H,1]
v~ vv
vv
vv
vv
v
v
v
[A,A]
[1,H]
// [A,B],
which is determined by its value in ⋆ by Remark 7.10 and such that
(δ′⋆)a = ⋆.Ha
id
Ha
H(γ
a
)
// H(ϕ′(⋆)(a)) .
PROOF:Let us write t× a for ϕ′(t)(a) for any objects t of I and a of A.
The coherence Axiom 6.16 for the pair H and δ′, with corresponding bilinear δ as in 6.15,
amounts to the commutativity of the diagram in B
Ha
H(γ
a
)
//
id
66
66
66
66
66
66
66
H(⋆× a)
⋆.Ha.
δ⋆,a
AA
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That the arrow H : A → B in SPC together with the 2-cell δ defined by the condition above
satisfies Axiom 6.17 amounts to the commutativity of the diagram in B
6.39
t1.(t2.Ha)
id
t1.δt2,a

(t1.t2).Ha
δt1.t2,a

t1.H(t2 × a)
δt1,t2×a
// H(t1 × (t2 × a))
H(β
t1,t2,a
)
// H((t1.t2)× a)
for all objects t1, t2 in I and a in A.
We prove this last point by induction on the structure of the objects t1 in I for arbitrary objects
t2 and a.
For t1 = I diagram 6.39 is the external diagram in the pasting
I
id
id
I
δI,a

H0
vvnnn
nnn
nnn
nnn
nnn
H(I)
H(ϕ′0t2×a)

H(ϕ′0a)
''PP
PPP
PPP
PPP
P
I
H0
99rrrrrrrrrrrr
δI,t2×a
// H(I × (t2 × a))
H(β
I,t2,a
)
// H(I × a)
in which all diagrams commute and in particular the bottom-right triangle since the natural trans-
formation β
−,t2,a
: −× (t2 × a)→ (−.t2)× a : I → A is monoidal.
For t1 = ⋆ diagram 6.39 is the external diagram in the pasting
⋆.(t2.Ha)
id
⋆.δt2,a

(⋆.t2).Ha
δ⋆.t2,a

⋆.H(t2 × a)
id
id
H((⋆.t2)× a)
H(t2 × a)
H(γ
t2×a
)
// H(⋆× (t2 × a))
H(β
⋆,t2,a
)
OO
where the bottom diagram commutes by the coherence Axiom 6.14 for the I-module A.
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For t1 = t
′
1 ⊗ t
′′
1 diagram 6.39 is the external diagram in the pasting
(t′1 ⊗ t
′′
1).(t2.Ha)
id
id
((t′1 ⊗ t
′′
1).t2).Ha
id
(t′1.(t2.Ha))⊗ (t
′′
1 .(t2.Ha))
id
t′1.δt2,a
⊗t′′1 .δt2,a

((t′1.t2).Ha)⊗ ((t
′′
1 .t2).Ha)
δt′1.t2,a
⊗δt′′1 .t2,a

(t′1.H(t2 × a))⊗ (t
′′
1 .H(t2 × a))
δt′
1
,t2×a
⊗δt′′
1
,t2×a

H((t′1.t2)× a)⊗H((t
′′
1 .t2)× a))
H2
(t′
1
.t2)×a,(t
′′
1
.t2)×a

H(t′1 × (t2 × a))⊗H(t
′′
1 × (t2 × a))
H2
t′1×(t2×a),t
′′
1×(t2×a)

H(((t′1.t2)× a)⊗ ((t
′′
1 .t2)× a))
H((ϕ′2
t′1.t2,t
′′
1 .t2
)
a
)

H((t′1 × (t2 × a))⊗ (t
′′
1 × (t2 × a)))
H((ϕ′2
t′1,t
′′
1
)
t2×a
)

H(β
t′1,t2,a
)⊗H(β
t′′1 ,t2,a
) 22eeeeeeeeeeeeeeeeeeeeeeeeee
H(((t′1.t2)⊗ (t
′′
1 .t2))× a)
id
H((t′1 ⊗ t
′′
1)× (t2 × a)) H(β
t′1⊗t
′′
1 ,t2,a
)
// H(((t′1 ⊗ t
′′
1 ).t2)× a)
where the middle diagram is commutative if the diagram 6.39 commutes for the values t1 = t
′
1 and
t1 = t
′′
1 and the bottom diagram commutes since the natural transformation β−,t2,a
: −×(t2×a)→
(−.t2)× a : I → A is monoidal.
For t1 = t
•, the diagram 6.39 is
t•.(t2.Ha)
id
t•.δt2,a

(t•.t2).Ha
δt•.t2,a

t•.H(t2 × a)
δt•,t2×a
// H(t• × (t2 × a))
H(β
t•,t2,a
)
// H((t•.t2)× a)
Note that according to Lemmas 7.7 and 7.6 the arrow δt•,a is
t•.Ha (t.Ha)• H(t× a)
• ∼=
(δt,a)
•
oo H((t× a)•)
H(∼=)
H(t• × a).
Therefore the left-bottom leg rewrites
1. t•.(t2.Ha)
t•.δt2,a// t•.H(t2 × a)
δt•,t2×a// H(t• × (t2 × a))
H(β
t•,t2,a
)
// H((t•.t2)× a)
2. t•.(t2.Ha)
id
(t.(t2.Ha))
• (t.H(t2 × a))
•
(t.δt2,a
)•
oo H(t× (t2 × a))•
(δt,t2×a
)•
oo ∼= H((t× (t2 × a))•) ...
...
H(∼=)
H(t• × (t2 × a))
H(β
t•,t2,a
)
// H((t•.t2)× a)
3. t•.(t2.Ha)
id
(t.(t2.Ha))
• (t.H(t2 × a))
•
(t.δt2,a
)•
oo H(t× (t2 × a))•
(δt,t2×a
)•
oo ∼= H((t× (t2 × a))•) ...
... H(((t.t2)× a)
•)
H(β
t,t2 ,a
•)
H(∼=)
H((t•.t2)× a)
4. t•.(t2.Ha)
id
(t.(t2.Ha))
• (t.H(t2 × a))
•
(t.δt2,a
)•
oo H(t× (t2 × a))•
(δt,t2×a
)•
oo H(((t.t2)× a))• ...
(H(β
t,t2,a
))•
oo
...
∼=
H(((t.t2)× a)
•)
H(∼=)
H((t•.t2)× a)
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In the derivation above arrows 2. and 3. are equal due to Lemma 7.7 and arrows 3. and 4. are
equal due to the naturality of the isomorphism 2.4.
The top-right leg of the diagram above rewrites
1. t•.(t2.Ha)
id
(t•.t2).Ha
δt•.t2,a// H((t•.t2)× a)
2. t•.(t2.Ha)
id
(t•.t2).Ha
id
(t.t2)
•
.Ha
δ(t.t2)
•,a// H((t.t2)• × a)
id
H((t•.t2)× a)
3. t•.(t2.Ha)
id
(t.t2)
•
.Ha
id
((t.t2).Ha)
•
H((t.t2)× a)
•
(δt.t2,a
)•
oo ∼= H(((t.t2)× a)•) ...
...
H(∼=)
H((t.t2)
•
× a)
id
H((t•.t2)× a)
Therefore the two legs above are equal when diagram 6.39 commutes for t1 = t.
Lemma 6.40 For any I-module A the unique I-module morphism from A to the strict I-module
structure on the symmetric Picard category A and which underlying map is the identity map 1A
at A in SPC – given by Lemma 6.38 – is invertible in I-mod.
PROOF:Let ϕ′ : I → [A,A] denote the multiplication of A, and t × a stand for ϕ(t)(a) for any
objects t of I and a of A. The 2-cell δ′ given by 6.38 for the morphism from A to the strict
I-module on A in SPC, is in this case of the form I
v

⇓
ϕ′
BB
[A,A]. Its inverse is therefore of the
expected form to be part of a module morphism from the strict I-module on A to the module A
with multiplication ϕ′.
Recall that the coherence Axiom 6.16 for the pair (1A, δ
′) as a morphism from A with multi-
plication ϕ′ to the strict I-module on A is the commutativity of the diagram in A
6.41
a
γ
a //
id
22
22
22
22
22
22
2 ⋆× a
⋆.a
δ⋆,a
DD
for any object a where the bilinear δ corresponds to δ′, whereas Axiom 6.17 amounts to the
commutation of the diagram in A
6.42
t1.(t2.a)
id
t1.δt2,a

(t1.t2).a
δt1.t2,a

t1.(t2 × a)
δt1,t2×a
// t1 × (t2 × a)
β
t1,t2,a
// (t1.t2)× a
for all objects t1, t2 in I and a in A.
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Axiom 6.16 for the pair (1A, δ
′−1) amounts the commutation for any object a in A of the
diagram
a
γ
a
4
44
44
44
44
44
44
id
⋆.a
⋆× a
δ−1⋆,a
CC
which does commute since diagram 6.41 does.
Axiom 6.17 for the pair (1A, δ
−1) is the commutation for any objects t1, t2 in I and a in A of
the diagram
t1 × (t2 × a)
β′t1,t2,a //
t1×δ
−1
t2,a

(t1.t2)× a
δ
−1
t1.t2,a

t1 × (t2.a)
δ
−1
t1,t2.a
// t1.(t2.a)
id
(t1.t2).a
which is equivalent to the commutation of the external diagram in the pasting
t1.(t2.a)
id
δt1,t2.a
wwooo
ooo
ooo
oo
t1.δt2,a

(t1.t2).a
δt1.t2,a

t1 × (t2.a)
t1×δt2,a ''OO
OOO
OOO
OOO
t1.(t2 × a)
δt1,t2×a

t1 × (t2 × a)
β
t1,t2,a
// (t1.t2)× a
in which the left diagram commutes by naturality of δ′t1 : v(t1) → ϕ
′(t1) : I → A and the right
diagram is diagram 6.42.
7 Appendix
This section contains various technical developments.
Section 2.
Lemma 7.1 In any symmetric Picard category the diagram
a• ⊗ b•
! //
s

(b ⊗ a)•
s•

b• ⊗ a•
!
// (a⊗ b)•
commutes for any objects a and b.
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PROOF:By definition the canonical arrow a• ⊗ b• → (b⊗ a)• is the only arrow f making the
diagram
(a• ⊗ b•)⊗ (b ⊗ a)
f⊗1 //
∼=

(b⊗ a)• ⊗ (b ⊗ a)
j

a• ⊗ ((b• ⊗ b)⊗ a)
1⊗(j⊗1)

a• ⊗ (I ⊗ a)
∼=

a• ⊗ a
j
// I
commute (see [Lap83]-p.310). In the following pasting all diagrams commute,
(a• ⊗ b•)⊗ (b⊗ a)
1⊗s

s⊗1 // (b• ⊗ a•)⊗ (b⊗ a)
!⊗1 //
1⊗s

(a⊗ b)• ⊗ (b⊗ a)
s•⊗1 //
1⊗s

(b ⊗ a)• ⊗ (b⊗ a)
j

(a• ⊗ b•)⊗ (a⊗ b)
s⊗1 // (b• ⊗ a•)⊗ (a⊗ b)
!⊗1 //
∼=

(a⊗ b)• ⊗ (a⊗ b)
j // I
b• ⊗ ((a• ⊗ a)⊗ b)
1⊗(j⊗1)
// b• ⊗ (I ⊗ b)
1⊗r
// b• ⊗ b
j
OO
and by the coherence theorem for symmetric monoidal categories the two left legs of the two dia-
grams above are equal.
7.2 Proof of Lemma 2.2.
PROOF:That the functor inv : A → A is monoidal result from points 7.3 that it is symmetric
amounts to Lemma 7.1.
7.3 In any symmetric Picard category the diagram
a• ⊗ (b• ⊗ c•)
ass //
1⊗s

(a• ⊗ b•)⊗ c•
s⊗1

a• ⊗ (c• ⊗ b•)
1⊗!

(b• ⊗ a•)⊗ c•
!⊗1

a• ⊗ (b ⊗ c)•
s

(a⊗ b)• ⊗ c•
s

(b⊗ c)• ⊗ a•
!

c• ⊗ (a⊗ b)•
!

(a⊗ (b ⊗ c))•
ass•
// ((a⊗ b)⊗ c)•
commutes for any objects a, b and c.
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PROOF:By the naturality of s, the lemma is equivalent to the commutation of the external diagram
in the pasting
a• ⊗ (b• ⊗ c•)
ass //
1⊗s

(a• ⊗ b•)⊗ c•
s⊗1

a• ⊗ (c• ⊗ b•)
s

(b• ⊗ a•)⊗ c•
s

(c• ⊗ b•)⊗ a•
!⊗1

ass // c• ⊗ (b• ⊗ a•)
1⊗!

(b⊗ c)• ⊗ a•
!

c• ⊗ (a⊗ b)•
!

(a⊗ (b ⊗ c))•
ass•
// ((a⊗ b)⊗ c)•
where the top diagram commutes according to the coherence for the symmetric monoidal structure
and the bottom theorem commutes according to the coherence theorem for the group structure.
7.4 Proof of Lemma 2.3.
PROOF:The collection j is natural by definition of the functor inv. That it is monoidal amounts
to the commutation of the diagram
I
∼=
ja⊗b // (a⊗ b)• ⊗ (a⊗ b)
!⊗1

(b• ⊗ a•)⊗ (a⊗ b)
s⊗1

(a• ⊗ b•)⊗ (a⊗ b)
∼=
I ⊗ I
ja⊗jb
// (a• ⊗ a)⊗ (b• ⊗ b)
for any objects a and b of A, which holds by definition of the arrow ! : I : (a⊗ b)• → b• ⊗ a• see
[Lap83] p.310.
7.5 Definition of the isomorphism 2.4.
49
The isomorphism 2.4 is defined pointwise in a as the only arrow in B making the diagram
I
F 0

jFa // (Fa)• ⊗ Fa
∼=⊗1
FI
F (ja) %%JJ
JJ
JJ
JJ
JJ
F (a•)⊗ Fa
F 2a•,a

F (a• ⊗ a)
commute.
Lemma 7.6 Given arrows A
F // B
G // C in SPC the diagram in C
(FG(a))•
∼=
∼=
F (G(a)•)
F (∼=)
FG(a•)
where all the ∼= are of type 2.4, is commutative.
PROOF:Consider the pasting of commutative diagrams below where all the ∼= are of type 2.4
I
(FG)0
!!
jFGa //
F 0

(FGa)• ⊗ FGa
∼=⊗1
vvmmm
mmm
mmm
mmm
m
∼=⊗1
((QQ
QQQ
QQQ
QQQ
QQ
F (Ga)
• ⊗ FGa
F (∼=)⊗1
//
F 2(Ga)•,Ga

FG(a•)⊗ FGa
F 2G(a•),Ga

(FG)2a•,a
yy
FI
FjGa
//
F (G0)

F ((Ga)
• ⊗Ga)
F (∼=⊗1)
// F (G(a•)⊗Ga)
F (G2a•,a)

FGI
FGja
// FG(a• ⊗ a)
Lemma 7.7 For any monoidal transformation σ : F → G : A → B where A and B are objects of
SPC, for any object a of A, the diagram in B
(Fa)•
∼=

(Ga)•
(σa)
•
oo
∼=

F (a•)
σa•
// G(a•)
where the ∼= denote isomorphisms of type 2.4, is commutative.
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PROOF:Consider the pasting of diagrams in B
I
jFa //
F 0

id
WWWW
WWWW
WWWW
WWWW
WWWW
WWWW
WWWW
WW (Fa)• ⊗ Fa
∼=⊗1

[(σa)
•]−1⊗σa
++
F (a•)⊗ Fa
F 2a•,a

σa•⊗σa
++
I
jGa //
G0

(Ga)
• ⊗Ga
∼=⊗1

FI
Fja //
σI
++WWWW
WWWW
WWWW
WWWW
WWWW
WWWW
WWWW F (a
• ⊗ a)
σa•⊗a
++WWWW
WWWW
WWWW
WWWW
WWWW
WW
G(a•)⊗Ga
G2a•,a

GI
Gja
// G(a• ⊗ a)
where the ∼= denote isomorphisms of type 2.4. All diagrams above commute apart from the one
consisting of the four dotted arrows. Since all arrows are invertible this last diagram commutes.
The result follows since tensoring with Fa is an equivalence B → B.
A few computational lemmas for SPC.
We present here a couple of results not stated in [Sch08].
Lemma 7.8 The 2-cells in SPC
A
L′ // I ⊗ A
U⊗1 // B ⊗A
τ +3 C
and
A
Rn(τ)∗+3 [B, C]
[U,1] // [I, C]
ev⋆ // C
are equal for any 2-cell τ : B ⊗A → C and U : I → B.
PROOF:The 2-cell τ ◦ (U ⊗ 1) ◦ L′ above rewrites successively
1. A
η∗ // [I, I ⊗ A]
ev⋆ // I ⊗ A
U⊗1 // B ⊗A
τ +3 C
2. A
η∗ // [I, I ⊗ A]
[1,U⊗1] // [I,B ⊗A]
[1,τ ] +3 [I,B ⊗A]
ev⋆ +3 C
3. A
η∗ // [B,B ⊗A]
[U,1] // [I,B ⊗A]
[1,τ ] +3 [I, C]
ev⋆ // C
4. A
η∗ // [B,B ⊗A]
[1,τ ] +3 [B, C]
[U,1] // [I, C]
ev⋆ // C
5. A
(Rn(τ))∗ +3 [B, C]
[U,1] // [I, C]
ev⋆ // C.
Lemma 7.9 The 2-cells in SPC
A
R′ // A⊗ I
1⊗U // A⊗ B
τ +3 C
and
A
Rn(τ) +3 [B, C]
[U,1] // [I, C]
ev⋆ // C
are equal for any 2-cell τ : A⊗ B → C and any arrow U : I → B.
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PROOF:The 2-cell τ ◦ (1 ⊗ U) ◦R′ above rewrites successively
1. A
η // [I,A⊗ I]
ev⋆ // A⊗ I
1⊗U // A⊗ B
τ +3 C
2. A
η // [I,A⊗ I]
[1,1⊗U ] // [I,A⊗ B]
[1,τ ] +3 [I, C]
ev⋆ // C
3. A
η // [B,A⊗ B]
[U,1] // [I,A⊗ B]
[1,τ ] +3 [I, C]
ev⋆ // C
4. A
η // [B,A⊗ B]
[1,τ ] +3 [A, C]
[U,1] // [I, C]
ev⋆ // C
5. A
Rn(τ) +3 [B, C]
[U,1] // [I, C]
ev⋆ // C
where in the above derivation arrows 1. and 2. are equal according to Corollary [Sch08]-11.2.
Remark 7.10 Any 2-cell σ : F → G : I → A with F strict in SPC is fully determined by
its component in ⋆ since F being strict the component at F of counit of the adjunction ǫF :
v∗ ◦ ev⋆(F )→ F is an identity and by naturality of ǫ one has the commutation of
v∗(F (⋆))
v∗(σ⋆) //
id
v∗(G(⋆))
ǫG

F σ
// G
in SPC.
Lemma 7.11 For any strict arrow F : I → A the diagram in SPC
I
v //
F

[A,A]
[F,1]

A [I,A]ev⋆
oo
commutes.
PROOF:The arrow
I
v // [A,A]
[F,1] // [I,A]
has dual
I
F // A
v∗ // [I,A].
Since the arrow F is strict it is equal to v∗ ◦ ev⋆(F ) and the result follows then from Lemma
[Sch08]-11.9.
Remark 7.12 Since the units of the adjunctions v∗ ⊣ ev⋆ are identities in SPC, one has a
bijection for any A and B between sets of 2-cells in SPC of the following kind
7.13
B
v∗
!!D
DD
DD
DD
D

A
F
??        
G
// [I,B]
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and
7.14
A
F //
G ""D
DD
DD
DD
D

B
[I,A]
ev⋆
==zzzzzzzz
sending any 2-cell Ξ of the type 7.13 to
B
v∗
!!D
DD
DD
DD
D
Ξ

A
F
??        
G
// [I,B]
ev⋆ // B
with inverse sending any 2-cell Ξ′ of type 7.14 to
A
F //
G ""D
DD
DD
DD
D
Ξ′

B
v∗
>
>>
>>
>>
>
ǫ

[I,A]
ev⋆zzz
==zzzz
id
A
We shall describe for any arrow ϕ : A ⊗M → M and U : I → A of SPC some bijections
between sets of 2-cells of the following kind:
7.15
IM
U⊗1 //
L
!!C
CC
CC
CC
CC
CC
CC
CC
CC
AM
ϕ

9A{{{{{{{{
M
7.16
I
U //
v
!!C
CC
CC
CC
CC
CC
CC
CC
CC
A
Rn(ϕ)

7?wwwwwwww
w
w
[M,M]
7.17
M
(Rn(ϕ))∗ //
v∗
!!C
CC
CC
CC
CC
CC
CC
CC
CC
[A,M]
[U,1]

8@yyyyyyyy
[I,M]
53
7.18
M
id
(Rn(ϕ))∗ // [A,M]
[U,1]

+3
M [I,M]
ev⋆
oo
and
7.19
M
L′ //
id
IM
U⊗1

+3
M AM
ϕ
oo
as follows.
- Since L is the image by En of v : I → [M,M] and the image by Rn of
IM
U⊗1 // AM
ϕ //M
is
I
U // A
Rn(ϕ) // [M,M]
the maps Rn/En define the bijection (and its inverse) between sets of 2-cells 7.15 and 7.16.
- 2-cells 7.16 and 7.17 correspond by duality.
- The bijection between sets of 2-cells 7.17 and 7.18 sends any 2-cell Ξ : v∗ → [j, 1] ◦ (Rn(ϕ))∗ to
M
(Rn(ϕ))∗ //
v∗
!!C
CC
CC
CC
CC
CC
CC
CC
CC
[A,M]
[U,1]

Ξ
8@xxxxxxxx
x
[I,M]
ev⋆
//M
which is as expected a 2-cell
id→ ev⋆ ◦ [U, 1] ◦ (Rn(ϕ))
∗
according to the adjunction 2.21. Its inverse sends any 2-cell Ξ : 1→ ev⋆ ◦ [U, 1] ◦ (Rn(ϕ))
∗
to the
pasting
M
id //
(Rn(ϕ))∗

Ξ

M
v∗ //
ǫ
&
EE
EE
EE
EE
[I,M]
[A,M]
[U,1]
// [I,M]
id
<<yyyyyyyyyyyyyyyyyy
ev⋆
OO
- Eventually 2-cells 7.18 and 7.19 are the same since their codomains arrows respectively ev⋆ ◦
[U, 1] ◦Rn(ϕ)∗ and ϕ ◦ (U ⊗ 1) ◦ L′ are equal according to Lemma 7.8.
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Lemma 7.20 The above bijection between sets of 2-cells 7.15/7.19 sends any Ξ : L→ ϕ◦(U ⊗1) :
IM →M to the pasting
IM
U⊗1 //
L
!!C
CC
CC
CC
CC
CC
CC
CC
CC
AM
ϕ

Ξ
9A{{{{{{{{
M
L′
OO
id
//
=
M
PROOF:According to Lemma 7.8, the above 2-cell A
L′ // IA
Ξ +3 A is
A
Rn(Ξ)∗+3 [I,A]
ev⋆ // A.
Consider then the image of the above 2-cell by the bijection 7.18 → 7.17, it is
[A,A]
(Rn(Ξ)∗

[U,1]
##H
HH
HH
HH
HH
A
v∗
!!C
CC
CC
CC
C
ǫ

A
v∗
//
Rn(ϕ)
==zzzzzzzzz
[I,A]
id
ev⋆
=={{{{{{{{
[I,A]
which is just (Rn(λ¯))
∗
: A → [I,A] since A
v∗ // [I,A]
ǫ +3 A is an identity 2-cell, which dual
has image by En the 2-cell λ¯.
Easy computation also gives the following.
Remark 7.21 For any arrows F : A → [B,X ] and G : X → [C,D] of SPC the arrow
(A⊗ B)⊗ C
En(F )⊗1 // X ⊗ C
En(G) // D
has image by Rn
A⊗ B
En(F ) // X
G // [C,D]
and has image by Rn ◦Rn the arrow
A
F // [B,X ]
[1,G]// [B, [C,D]].
Sections 3 and 4.
7.22 Proof of Equality (I) in second pasting of Axiom 3.15.
PROOF:To check the equality (I) of arrows, consider the derivation of equal composite arrows in
SPC for any arrows d : A → [A,A] and j : I → A.
1. [A,B]
[A,−] // [[A,A], [A,B]]
[d,1] // [A, [A,B]]
[j,1] // [I, [A,B]]
ev⋆ // [A,B]
2. [A,B]
[A,−] // [[A,A], [A,B]]
[d,1] // [A, [A,B]]
evj(⋆) // [A,B]
3. [A,B]
[A,−] // [[A,A], [A,B]]
[d∗,1] // [A, [A,B]]
D // [A, [A,B]]
evj(⋆) // [A,B]
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4. [A,B]
[A,−] // [[A,A], [A,B]]
[d∗,1] // [A, [A,B]]
[1,evj(⋆)]// [A,B]
5. [A,B]
[A,−] // [[A,A], [A,B]]
[1,evj(⋆)]// [A, [A,B]]
[d∗,1] // [A,B]
6. [A,B]
[evj(⋆),1]// [[A,A],B]
[d∗,1] // [A,B]
7. [A,B]
[ev⋆,1] // [[I,A],B]
[[j,1],1]// [[A,A],B]
[d∗,1] // [A,B]
where the equalities between arrows stand for the following reasons:
- 1. and 2. : by the naturality in A of the collection of arrows qA : A → [[A, C], C]
- 2. and 3. : Lemma [Sch08]-10.9;
- 3. and 4. : Lemma [Sch08]-11.9;
- 5. and 6. : Lemma [Sch08]-11.3;
- 6. and 7. : by the naturality of the collections of arrows q;
7.23 Definition of the 2-cell c1f :x′→x,y,z.
The domain of this 2-cell rewrites
1. Ay,z
A(x′,−)// [A
x′,y
,A
x′,z
]
[A
x′,x
,−]
// [[A
x′,x
,A
x′,y
], [A
x′,x
,A
x′,z
]]
[A(x′,−),1]// [Ax,y, [Ax′,x,Ax′,z ]]
[1,[f,1]] // [Ax,y, [I,Ax′,z ]] ...
...
[1,ev⋆] // [Ax,y,Ax′,z ]
2. Ay,z
A(x′,−)// [A
x′,y
,A
x′,z
]
[A
x′,x
,−]
// [[A
x′,x
,A
x′,y
], [A
x′,x
,A
x′,z
]]
[1,[f,1]] // [[A
x′,x
,A
x′,y
], [I,A
x′,z
]]
[1,ev⋆] // ...
... [[A
x′,x
,A
x′,y
],A
x′,z
]
[A(x′,−),1]// [Ax,y,Ax′,z ]
3. Ay,z
A(x′,−)// [A
x′,y
,A
x′,z
]
[I,−] // [[I,A
x′,y
], [I,A
x′,z
]]
[[f,1],1] // [[A
x′,x
,A
x′,y
], [I,A
x′,z
]]
[1,ev⋆] // ...
... [[A
x′,x
,A
x′,y
],A
x′,z
]
[A(x′,−),1]// [Ax,y,Ax′,z ]
4. Ay,z
A(x′,−)// [A
x′,y
,A
x′,z
]
[I,−] // [[I,A
x′,y
], [I,A
x′,z
]]
[[1,ev⋆] // [[I,A
x′,y
],A
x′,z
]
[[f,1],1] // [[A
x′,x
,A
x′,y
],A
x′,z
] ...
...
[A(x′,−),1]// [Ax,y,Ax′,z ]
5. Ay,z
A(x′,−)// [A
x′,y
,A
x′,z
]
[ev⋆,1] // [[I,A
x′,y
],A
x′,z
]
[[f,1],1] // [[A
x′,x
,A
x′,y
],A
x′,z
]
[A(x′,−),1]// [Ax,y,Ax′,z ]
6. Ay,z
A(x′,−)// [A
x′,y
,A
x′,z
]
[A(f,1),1]// [Ax,y,Ax′,z ].
In the previous derivation arrows 2. and 3. are equal according to Lemma [Sch08]-9.11and
arrows 4. and 5. are equal according to Lemma [Sch08]-11.3.
The codomain of c1f,y,z rewrites
Ay,z
A(x,−) // [Ax,y,Ax,z]
[1,A(x′,−)]// [Ax,y, [Ax′,x,Ax′,z]]
[1,[f,1]] // [Ax,y, [I,Ax′,z]]
[1,ev⋆] // [Ax,y,Ax′,z]
Ax,y
A(x,−)// [Ax,y,Ax,z]
[1,A(f,1)]// [Ax,y,Ax′,z]
Remark 7.24 For any arrows f : A → B and f˜ : I → [A,B] such that ev⋆(f˜) = f and any object
D in SPC, all the diagrams in the pasting below commute
[A,B]
[D,−] //
[f,B]

[[D,A], [D,B]]
[f˜ ,1]

evf
qq
qq
xxqqq
q
[D,B] [I, [D,B]].
ev⋆
oo
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The top left one commutes according to Corollary [Sch08]-11.6and the bottom right one does ac-
cording to the 2-naturality of the collection of arrows q.
7.25 Definition of the 2-cell c2x,g:y′→y,z.
Observe that the image by ev⋆ : SPC(I, [Ax,y′ ,Ax,y])→ SPC(Ax,y′ ,Ax,y) of
I
g˜ // Ay′,y
A(x,−)// [Ax,y′ ,Ax,y]
is equal to A(1, g) : Ax,y′ → Ax,y. Therefore according to Remark 7.24 the domain of this 2-cell
which is
Ay,z
A(x,−) // [Ax,y,Ax,z]
[Ax,y′ ,−]// [[Ax,y′ ,Ax,y], [Ax,y′ ,Ax,z]]
[A(x,−),1]// [Ay,y , [Ax,y′ ,Ax,z]]
[g,1] // [I, [Ax,y′ ,Ax,z]] ...
...
ev⋆ // [Ax,y′ ,Ax,z]
is equal to
Ay,z
A(x,−) // [Ax,y,Ax,z]
[A(1,g),1] // [Ax,y′ ,Ax,z]
The codomain of the 2-cell c2x,g:y′→y,z rewrites successively
1. Ay,z
A(y′−)// [Ay′,y,Ay′,z]
[1,A(x,−)]// [Ay′,y, [Ax,y′ ,Ax,z]]
[g,1] // [I, [Ax,y′ ,Ax,z]]
ev⋆ // [Ax,y′ ,Ax,z]
2. Ay,z
A(y′−) // [Ay′,y,Ay′,z]
[g,1] // [I,Ay′,z]
[1,A(x,−)]// [I, [Ax,y′ ,Ax,z]]
ev⋆ // [Ax,y′ ,Ax,z]
3. Ay,z
A(y′−)// [Ay′,y,Ay′,z]
[g,1] // [I,Ay′,z]
ev⋆ // Ay′,z
A(x,−)// [Ax,y′ ,Ax,z]
4. Ay,z
A(g,1) // Ay′,z
A(x,−)// [Ax,y′ ,Ax,z]
where in the above derivation arrows 2. and 3. are equal due to Lemma [Sch08]-11.2.
7.26 Definition of the 2-cell c3x,y,h:z→z′ .
The 2-cell
I
h // Az,z′
A(x,−)// [Ax,z,Ax,z′ ]
[Ax,y,−]// [[Ax,y,Ax,z], [Ax,y,Ax,z′ ]]
[A(x,−),1]// [Ay,z, [Ax,y,Ax,z′ ]]
has image by ev⋆
Ay,z
A(x,−)// [Ax,y,Ax,z]
[1,A(1,h)]// [Ax,y,Ax,z′ ]
which is the domain of c3x,y,h:z→z′ .
The 2-cell
I
h // Az,z′
A(y,−) // [Ay,z,Ay,z′ ]
[1,A(x,−)]// [Ay,z, [Ax,y,Ax,z′ ]]
has image by ev⋆
Ay,z
A(1,h) // Ay,z′
A(x,−)// [Ax,y,Ax,z′ ]
which is the codomain of c3x,y,h:z→z′.
7.27 Proof of the equivalence of Axioms 4.4/3.14.
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The first of the 2-cell of Axiom 4.4 decomposes as the product Ξ2 ◦ Ξ1 where Ξ1 is
((At,uAz,t)Ay,z )Ax,y
A′ // (At,uAz,t)(Ay,zAx,y)
1⊗cx,y,z// (At,uAz,t)Ax,z
αx,z,t,u+3 Ax,u
and Ξ2 is
((At,uAz,t)Ay,z )Ax,y
(cz,t,u⊗1)⊗1// (Az,uAy,z)Ax,y
αx,y,z,u+3 Ax,u
The 2-cell Ξ1 has a strict domain which image by Rn is strict since the arrows A
′, Rn(A′) and
c are strict. According to Lemma [Sch08]-19.6, the 2-cell Ξ1 has image by Rn ◦Rn
At,u ⊗Az,t
Rn(αx,z,t,u)+3 [Ax,z,Ax,u]
[Ax,y,−]// [[Ax,y,Ax,z ], [Ax,y,Ax,u]]
[A(x,−),1]// [Ay,z, [Ax,y,Ax,u]].
This 2-cell has again strict domain and its image by Rn is the 2-cell
At,u
α′ +3 [Az,t, [Ax,z,Ax,u]]
[1,[Ax,y,−]]// [Az,t, [[Ax,y,Ax,z ], [Ax,y,Ax,u]]]
[1,[A(x,−),1]]// [Az,t, [Ay,z, [Ax,y,Ax,u]]].
The image by Rn of Ξ2 is
(At,u ⊗ Az,t) ⊗Ay,z
cz,t,u⊗1// Az,u ⊗Ay,z
Rn(αx,y,z,u)+3 [Ax,y,Ax,u]
which has image by Rn the 2-cell
At,u ⊗ Az,t
cz,t,u // Az,u
α′x,y,z,u+3 [Ay,z, [Ax,y,Ax,u]]
which has image by Rn the 2-cell
At,u
A(z,−) // [Az,t,Az,u]
[1,α′x,y,z,u]+3 [Az,t, [Ay,z, [Ax,y,Ax,u]]].
The second 2-cell from Axiom 4.4 decomposes as Ξ5 ◦ Ξ4 ◦ Ξ3 where Ξ3 is
((At,uAz,t)Ay,z)Ax,y
A′⊗1 // (At,u(Az,tAy,z))Ax,y A
′ // At,u((Az,tAy,z))Ax,y)
1⊗αx,y,z,t+3 At,uAx,t c // Ax,u
Ξ4 is
((At,uAz,t)Ay,z )Ax,y
A′⊗1 // (At,u(Az,tAy,z))Ax,y
(1⊗cy,z,t)⊗1// (At,uAy,t)Ax,y
αx,y,t,u+3 Ax,u
and Ξ5 is
((At,uAz,t)Ay,z)Ax,y
αy,z,t,u⊗1+3 Ay,uAx,y
cx,y,u // Ax,u
The image by Rn ◦Rn ◦Rn of the 2-cell Ξ3 is
At,u
η // [Az,tAy,z ,At,u(Az,tAy,z )] Rn // [Az,t, [Ay,z,At,u(Az,tAy,z )]
[1,[1,Rn(A′)]]// ...
... [Az,t, [Ay,z, [Ax,y,At,u((Az,tAy,z)Ax,y)]]]
[1,[1,[1,1⊗αx,y,z,t]]]+3 [Az,t, [Ay,z, [Ax,y,At,uAx,t]]]
[1,[1,[1,cx,t,u]]]// [Az,t, [Ay,z, [Ax,y,Ax,u]]]
which rewrites
1. At,u
η // [Az,tAy,z,At,u(Az,tAy,z)]
[1,Rn(A′)]// [Az,tAy,z , [Ax,y,At,u((Az,tAy,z)Ax,y)]]
[1,[1,1⊗αx,y,z,t]]+3 ...
... [Az,tAy,z , [Ax,y,At,uAx,t]]
[1,[1,cx,t,u]]// [Az,tAy,z , [Ax,y,Ax,u]] Rn // [Az,t, [Ay,z, [Ax,y,Ax,u]]]
2. At,u
η // [(Az,tAy,z)Ax,y,At,u((Az,tAy,z)Ax,y)] Rn // [Az,tAy,z , [Ax,y,At,u((Az,tAy,z)Ax,y)]]
[1,[1,1⊗αx,y,z,t]]+3 ...
... [Az,tAy,z , [Ax,y,At,uAx,t]]
[1,[1,cx,t,u]]// [Az,tAy,z , [Ax,y,Ax,u]] Rn // [Az,t, [Ay,z, [Ax,y,Ax,u]]
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3. At,u
η // [(Az,tAy,z)Ax,y,At,u((Az,tAy,z)Ax,y)]
[1,1⊗αx,y,z,t]+3 [(Az,tAy,z)Ax,y,At,uAx,t]
[1,cx,t,u]// ...
... [(Az,tAy,z)Ax,y,Ax,u]
Rn // [Az,tAy,z, [Ax,y,Ax,u]] Rn // [Az,t, [Ay,z, [Ax,y,Ax,u]]]
4. At,u
η // [Ax,t,At,uAx,t]
[αx,y,z,t,1]+3 [(Az,tAy,z)Ax,y,At,uAx,t]
[1,cx,t,u]// [(Az,tAy,z)Ax,y,Ax,u] Rn // ...
... [Az,tAy,z , [Ax,y,Ax,u]]
Rn // [Az,t, [Ay,z , [Ax,y,Ax,u]]]
5. At,u
A(x,−) // [Ax,t,Ax,u]
[αx,y,z,t,1]// [(Az,tAy,z )Ax,y,Ax,u]
[Ax,y,−]+3 [[Ax,y, (Az,tAy,z)Ax,y ], [Ax,y,Ax,u]]
[η,1] // ...
... [Az,tAy,z , [Ax,y,Ax,u]]
Rn // [Az,t, [Ay,z , [Ax,y,Ax,u]]]
6. At,u
A(x,−) // [Ax,t,Ax,u]
[Ax,y,−]// [[Ax,y,Ax,t], [Ax,y,Ax,u]]
[[1,αx,y,z,t],1]+3 [[Ax,y, (Az,tAy,z)Ax,y ], [Ax,y,Ax,u]]
[η,1] // ...
... [Az,tAy,z , [Ax,y,Ax,u]]
Rn // [Az,t, [Ay,z , [Ax,y,Ax,u]]]
7. At,u
A(x,−) // [Ax,t,Ax,u]
[Ax,y,−]// [[Ax,y,Ax,t], [Ax,y,Ax,u]]
[Rn(αx,y,z,t),1]+3 [Az,tAy,z, [Ax,y,Ax,u]]
[Ay,z,−]// ...
... [[Ay,z,Az,tAy,z ], [Ay,z, [Ax,y,Ax,u]]]
[η,1] // [Az,t, [Ay,z , [Ax,y,Ax,u]]]
8. At,u
A(x,−) // [Ax,t,Ax,u]
[Ax,y,−]// [[Ax,y,Ax,t], [Ax,y,Ax,u]]
[Ay,z,−]// [[Ay,z, [Ax,y,Ax,t]], [Ay,z, [Ax,y,Ax,u]]] ...
...
[α′x,y,z,t,1]+3 [Az,t, [Ay,z , [Ax,y,Ax,u]]]
The image by Rn of the 2-cell Ξ4 is
(At,uAz,t)Ay,z
A′ // At,u(Az,tAy,z)
1⊗cy,z,t // At,uAy,t
Rn(αx,y,t,u)+3 [Ax,y,Ax,u]
which according to Lemma [Sch08]-19.6as image by Rn ◦Rn the 2-cell
At,u
α′x,y,t,u+3 [Ay,t, [Ax,y,Ax,u]]
[Ay,z ,−]// [[Ay,z ,Ay,t], [Ay,z, [Ax,y, Ax,u]]]
[A(y,−),1]// [Az,t, [Ay,z, [Ax,y,Ax,u]]].
The image by Rn ◦Rn ◦Rn of the 2-cell Ξ5 is
At,u
α′y,z,t,u +3 [Az,t, [Ay,z,Ay,u]]
[1,[1,A(x,−)]]// [Az,t, [Ay,z, [Ax,y,Ax,u]]]
7.28 Proof of the equivalence of Axioms 4.5 and 3.15.
PROOF:It is easy to check that the image by Rn of the 2-cell Ξ1 of Axiom 4.5 is A(x,−)y,z ∗ ρ
′
y,z
the first 2-cell of the Axiom 3.15.
The image by Rn of the 2-cell Ξ2 is
Ay,z
A(x,−) // [Ax,y,Ax,z]
[ev⋆,1]

id
[λ′,1]

[Ax,y,Ax,z]
[[I,Ax,y],Ax,z]
[[uy,1],1]
// [[Ay,y,Ax,y],Ax,z]
[A(−,y),1]
OO
The 2-cell Ξ3, namely
Ay,z ⊗Ax,y
R′⊗1 // (Ay,z ⊗ I)⊗Ax,y
(1⊗uy)⊗1// Ay,z ⊗Ay,y
αx,y,y,z+3 Ax,z
has image by Rn the 2-cell
Ay,z
R′ // Ay,z ⊗ I
1⊗uy // Ay,z ⊗Ay,y
Rn(αx,y,y,z)// [Ax,y,Ax,z]
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which is according to Lemma 7.9
Ay,z
α′x,y,y,z+3 [Ay,y, [Ax,y,Ax,z]]
[uy,1] // [I, [Ax,y,Ax,z]]
[ev⋆,1] // [Ax,y,Ax,z]
7.29 Equivalence of Axioms 4.7 and 3.18.
First let us remark that the two 2-cells of Axiom 3.18 have the same domain. This results from
the following sequence of equal arrows.
1. [BFx,Fz,BFx,Ft]
[BFx,Fy,−]// [[BFx,Fy,BFx,Fz ], [BFx,Fy,BFx,Ft]]
[B(Fx,−),1]// [BFy,Fz, [BFx,Fy,BFx,Ft]]
[Fy,z,1]// ...
... [Ay,z, [BFx,Fy,BFx,Ft]]
[1,[Fx,y,1]]// [Ay,z, [Ax,y,BFx,Ft]]
2. [BFx,Fz,BFx,Ft]
[BFx,Fy,−]// [[BFx,Fy,BFx,Fz ], [BFx,Fy,BFx,Ft]]
[B(Fx,−),1]// [BFy,Fz, [BFx,Fy,BFx,Ft]]
[1,[Fx,y,1]]// ...
... [BFy,Fz, [Ax,y,BFx,Ft]]
[Fy,z,1]// [Ay,z, [Ax,y,BFx,Ft]]
3. [BFx,Fz,BFx,Ft]
[BFx,Fy,−]// [[BFx,Fy,BFx,Fz ], [BFx,Fy,BFx,Ft]]
[1,[Fx,y,1]]// [[BFx,Fy,BFx,Fz ], [Ax,y,BFx,Ft]]
[B(Fx,−),1]// ...
... [BFy,Fz, [Ax,y,BFx,Ft]]
[Fy,z,1]// [Ay,z, [Ax,y,BFx,Ft]]
4. [BFx,Fz,BFx,Ft]
[Ax,y,−]// [[Ax,y,BFx,Fz ], [Ax,y,BFx,Ft]]
[[Fx,y,1],1]// [[BFx,Fy,BFx,Fz ], [Ax,y,BFx,Ft]]
[B(Fx,−),1]// ...
... [BFy,Fz, [Ax,y,BFx,Ft]]
[Fy,z,1]// [Ay,z, [Ax,y,BFx,Ft]].
In the above derivation arrows 3. and 4. are equal according to Lemma [Sch08]-9.11.
The 2-cell
(Az,t ⊗Ay,z)⊗Ax,y
(Fz,t⊗Fy,z)⊗1// (BFz,Ft ⊗ BFy,Fz)⊗Ax,y
1⊗Fx,y // (BFz,Ft ⊗BFy,Fz)⊗ BFx,Fy
αFx,Fy,Fz,Ft+3 BFx,Ft
has a strict domain and image by Rn
Az,t ⊗Ay,z
Fz,t⊗Fy,z // BFz,Ft ⊗BFy,Fz
Rn(α′Fx,Fy,Fz,Ft)// [BFx,Fy,BFx,Ft]
[Fx,y,1] +3 [Ax,y ,BFx,Ft]
which has a strict domain and image by Rn
Az,t
Fz,t // BFz,Ft
α′ +3 [BFy,Fz, [BFx,Fy ,BFx,Ft]]
[Fy,z,1]// [Ay,z, [BFx,Fy,BFx,Ft]]
[1,[Fx,y,1]]// [Ay,z, [Ax,y ,BFx,Ft]].
The 2-cell
(Az,t ⊗Ay,z)⊗Ax,y
F2y,z,t⊗1+3 BFy,Ft ⊗Ax,y
1⊗Fx,y // BFy,Ft ⊗ BFx,Fy
c // BFx,Ft
has image by Rn that rewrites
Az,t ⊗Ay,z
F2 +3 BFy,Ft
Rn(c⊗(1⊗Fx,y))// [Ax,y ,BFx,Ft]
Az,t ⊗Ay,z
F2 +3 BFy,Ft
B(Fx,−)// [BFx,Fy,BFx,Ft]
[Fx,y,1]// [BFx,Fy,BFx,Ft]
The image by Rn of this last arrow is
Az,t
F ′2 +3 [Ay,z,BFy,Ft]
[1,B(Fx,−)]// [Ay,z, [BFx,Fy,BFx,Ft]]
[1,[Fx,y,1]] // [Ay,z, [BFx,Fy,BFx,Ft]].
The 2-cell
(Az,t ⊗Ay,z)⊗Ax,y
c⊗1 // Ay,t ⊗Ax,y
F2x,y,t +3 BFx,Ft
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has image by Rn the 2-cell
Az,t ⊗Ay,z
c // Ay,t
F ′2 +3 [Ax,y ,BFx,Ft]
which has image by Rn
Az,t
A(y,−) // [Ay,z,Ay,t]
[1,F ′2x,y,t]+3 [Ay,z, [Ax,y,BFx,Ft]].
The 2-cell
Az,t ⊗ BFx,Fz
Fz,t⊗1 // BFz,Ft ⊗ BFx,Fz
cFx,Fz,Ft// BFx,Ft
has image by Rn the 2-cell
Az,t
Fz,t // BFz,Ft
B(Fx,−)// [BFx,Fz,BFx,Ft]
therefore according to Lemma 7.21 the 2-cell
(Az,t ⊗ Ay,z) ⊗ Ax,y
A′ // Az,t ⊗ (Ay,z ⊗ Ax,y)
1⊗F2x,y,z +3 Az,t ⊗ BFx,Fz
Fz,t⊗1// BFz,Ft ⊗ BFx,Fz
cFx,Fz,Ft // BFx,Ft
has image by Rn ◦Rn the 2-cell
Az,t
Fz,t // BFz,Ft
B(Fx,−)// [BFx,Fz,BFx,Ft]
[Ax,y,−]// [[Ax,y,BFx,Fz ], [Ax,y,BFx,Ft]]
[F ′2x,y,z,1]+3 [Ay,z, [Ax,y,BFx,Ft]].
According to Lemma 7.21 the 2-cell
(Az,t ⊗Ay,z)⊗Ax,y
A′ // Az,t ⊗ (Ay,z ⊗Ax,y)
1⊗cx,y,z// Az,t ⊗Ax,z
F2x,z,t +3 BFx,Ft
has image by Rn ◦Rn the 2-cell
Az,t
F ′2x,z,t +3 [Ax,z,BFx,Ft]
[Ax,y ,−] // [[Ax,y ,Ax,z], [Ax,yBFx,Ft]]
[A(x,−),1] // [Ay,z, [Ax,y ,BFx,Ft]].
7.30 Equivalence of Axioms 4.8 and 3.19.
PROOF:According to Lemma 7.9, the arrow
Ax,y
R′ // Ax,y ⊗ I
1⊗ux // Ax,y ⊗Ax,x
F 2x,x,y +3 Ax,y
is equal to
Ax,y
F ′2x,x,y+3 [Ax,x,BFx,Fy]
[ux,1] // [I,BFx,Fy]
ev⋆ // BFx,Fy.
Since the image by Rn of
Ax,y ⊗ BFx,Fx
Fx,y⊗1// BFx,Fy ⊗ BFx,Fx
c // BFx,Fy
is
Ax,y
Fx,y // BFx,Fy
B(Fx,−)// [BFx,Fx,BFx,Fy],
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the arrow
Ax,y
R′ // Ax,y ⊗ I
1⊗F 0x +3 Ax,y ⊗ BFx,Fx
Fx,y⊗1// BFx,Fy ⊗ BFx,Fx
c // BFx,Fy
is equal to
Ax,y
Fx,y // BFx,Fy
B(Fx,−)// [BFx,Fx,BFx,Fy]
[F 0x ,1] +3 [I,BFx,Fy]
ev⋆ // BFx,Fy
according to Lemma 7.9.
7.31 Equivalence of Axioms 4.9 and 3.20.
PROOF:The arrow
BFy,Fy ⊗Ax,y
1⊗Fx,y// BFy,Fy ⊗ BFx,Fy
c // BFx,Fy
has image by Rn
BFy,Fy
B(Fx,−)// [BFx,Fy,BFx,Fy]
[Fx,y,1]// [Ax,y,BFx,Fy]
which has dual
Ax,y
Fx,y // BFx,Fy
B(−,Fy)// [BFy,Fy,BFx,Fy].
Therefore according to Lemma 7.8, the 2-cell
Ax,y
L′ // I ⊗ Ax,y
F 0y⊗1 +3 BFy,Fy ⊗Ax,y
1⊗Fx,y// BFy,Fy ⊗ BFx,Fy
c // BFx,Fy
is equal to
Ax,y
Fx,y // BFx,Fy
B(−,Fy)// [BFy,Fy,BFx,Fy]
[F 0y ,1] +3 [I,BFx,Fy]
ev⋆ // BFx,Fy.
According to Lemma 7.8 the 2-cell
Ax,y
L′ // I ⊗ Ax,y
uy⊗1 // Ay,y ⊗Ax,y
F 2x,y,y // Ax,y
is equal to
Ax,y
(F ′2x,y,y)
∗
// [Ay,y,Ax,y]
[uy,1] // [I,Ax,y]
ev⋆ // Ax,y
Section 5.
We will need the following characterization of bilinear natural transformations.
Remark 7.32 For any symmetric monoidal functors F,G : A → [B, C] with respective underlying
functors F ′, G′ : A×B → C. Any 2-cell σ : F → G : A → [B, C] in SPC corresponds to a collection
of arrows σa,b : F
′(a, b) → G′(a, b) in C, natural in a and b and that satisfies the following two
conditions:
- For all objects a, a′, b and b′ of A the following diagram commutes
F ′(a, b) + F ′(a, b′)
σa,b+σa,b′

F∗2
b,b′a // F ′(a, b+ b′)
σa,b+b′

F ′(a′, b) + F ′(a′, b′)
F∗2
b,b′
′
a // F ′(a′, b+ b′);
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- For all objects a, a′, b and b′ of A the following diagram commutes
F ′(a, b) + F ′(a′, b)
σa,b+σa′,b

F 2
a,a′ b // F ′(a+ a′, b)
σa+a′,b

F ′(a, b′) + F ′(a′, b′)
F 2
a,a′ b′
// F ′(a+ a′, b′)
7.33 Proof that 2-rings in the sense of 5.1 are exactly one point SPC-categories.
PROOF:Let us start with a 2-ringA as defined in 5.1. Its corresponds to a one-point SPC-category
as follows. Since monoidal functors I → A are in one-to-one correspondence with objects of A,
the object 1 correspond to a strict arrow u : I → A in SPC. That the multiplication “.”, which
is already a functor A × A → A, defines an arrow ϕ′ : A → [A,A] in SPC corresponds to the
existence of the natural arrows ab,b′ and ba,a′ and the commutation of Diagrams 5.2, 5.3, 5.4, 5.5
and 5.6. Precisely for any object a of A, the multiplication on the left by a, defines a functor
a.− : A → A. That this one is monoidal corresponds to the existence of the arrows ab,b′ natural
in b and b′ and such that Diagrams 5.2 commute for all b, b′ and b′′. That the monoidal a.− is
symmetric corresponds to the commutation of 5.4 for all b and b′. That for any arrow f : a→ a′,
the natural transformation f.− : a.− → a′.− : A → A is monoidal for the structures described
previously on a.− and a′.− corresponds to the naturality in the argument a of the maps ab,b′ .
The assignments a 7→ a.− and (f : a → a′) 7→ (f.− : a.− → a′.−) define therefore a functor say
ϕ′ : A → SPC(A,A). The existence of a natural transformation (a.−) + (a′.−) → (a + a′).−
corresponds to the existence of arrows ba,a′ natural in b. This transformation is monoidal since
Diagrams 5.6 commute. Eventually that the collection of these arrows for all a and a′ defines
a symmetric monoidal structure on the above functor ϕ′ results from the the naturality of the
collection in the arguments a and a′ and the commutation Diagrams 5.3 and 5.5.
According to Remark 7.32, a 2-cell α′ in SPC as in 3.11 corresponds to a natural collection
of arrows α˜a,b,c : a.(b.c) → (a.b).c in A such that Diagrams 5.7, 5.8 and 5.9 commute. A 2-cell
ρ′ : 1→ ev⋆ ◦ [u, 1] ◦ϕ′ : A → A in SPC corresponds to a natural collection of arrows ρ˜a : a.1→ a
such that Diagrams 5.10 commute. Similarly a 2-cell λ′ : 1 → ev⋆ ◦ [u, 1] ◦ ϕ′∗ : A → A amounts
to a natural collection of arrows λ˜a : 1.a→ a such that Diagrams 5.11 commute.
Then the coherence conditions 3.14 and 3.15 for α′, ρ′ and λ′ above are equivalent to the co-
herence conditions for the associativity and unit laws of the monoidal category (A, ., I, α˜, ρ˜, λ˜).
7.34 Proof that 2-ring morphisms in the sense of 5.14 are exactly SPC-functors.
PROOF:According to the two observations below the result becomes clear after inspection of Ax-
ioms 3.18, 3.19 and 3.20.
Observe first that according to Remark 7.32 a 2-cell
A
H

ϕ′ // [A,A]
[1,H]
##H
HH
HH
HH
HH
[A,B]
B
ϕ′
//
BJ


[B,B]
[ϕ′,1]
;;vvvvvvvvv
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in SPC is the same thing than a collection of arrows Ξa,b : Ha.Hb → H(a + b) natural in a and
b and satisfying the conditions that for any objects a, b, c of A, the two diagrams in B below
commute
7.35
H(a).H(b) +H(a).H(c)
H(a)
H(b),H(c)//
Ξa,b+Ξa,c

H(a).(H(b) +H(c))
H(a).H2b,c// H(a).H(b+ c)
Ξa,b+c

H(a.b) +H(a.c)
H2a.b,a.c
// H(a.b+ a.c)
H(ab,c)
// H(a.(b + c))
7.36
H(a).H(c) +H(b).H(c)
H(c)H(a),H(b)//
Ξa,c+Ξb,c

(H(a) +H(b)).H(c)
H2a,b.H(c) // H(a+ b).H(c)
Ξa+b,c

H(a.c) +H(b.c)
H2a.c,b.c
// H(a.c+ b.c)
H(ca,b)
// H((a+ b).c)
where we write the ϕ′ as products. Also according to Remark 7.10 in Appendix any 2-cell
A
H

I
u
??
u
?
??
??
??
+3
B
in SPC is fully determined by its component at the generator ⋆ which is an arrow 1B → H(1A)
if 1A and 1B denote the images u(⋆), and conversely every such arrow corresponds to a 2-cell as
above in this way.
7.37 Proof of Proposition 5.17.
PROOF:That there are identity 2-cells 3.11 amounts to the fact that the diagram in SPC
[C,D]
[B,−]
vvnnn
nnn
nnn
nnn
n
[A,−]
))SSS
SSS
SSS
SSS
SSS
[[B, C], [B,D]]
[1,[A,−]]

[[A, C], [A,D]]
[[A,B],−]

[[B, C], [[A,B], [A,D]] [[[A,B], [A, C]], [[A,B], [A,D]]
[[A,−],1]
oo
commutes for any objects A, B, C and D. Such a diagram involves only strict arrows in SPC and
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its underlying diagram in Cat is
SPC(C,D)
Post
uujjjj
jjj
jjj
jjj
jj
Post
**UUU
UUUU
UUUU
UUUU
UU
SPC([B, C], [B,D])
SPC(1,[A,−])

SPC([A, C], [A,D])
Post

SPC([B, C], [[A,B], [A,D]]) SPC([[A,B], [A, C]], [[A,B], [A,D]])
SPC([A,−],1)
oo
which commutes according to Lemma [Sch08]-9.10.
One has identity 2-cells ρ′ since for any objects A and B in SPC the composite
[A,B]
[A,−] // [[A,A], [A,B]]
[v,1] // [I, [A,B]]
ev⋆ // [A,B]
which is strict and has underlying functor that is an identity, hence is an identity in SPC.
One has identity 2-cells λ′ since the composite
[A,B]
[−,B] // [[B,B], [A,B]]
[v,1] // [I, [A,B]]
ev⋆ // [A,B]
is the identity at [A,B] as shown below. The arrow [A,B]
[−,B] // [[B,B], [A,B]]
[v,1] // [I, [A,B]] is
v∗ since it has dual
I
v // [B,B]
[A,−] // [[A,B], [A,B]]
that is v according to Lemma [Sch08]-18.5. One concludes since ev⋆ ◦ v∗ = 1.
7.38 Proof of Proposition 5.19
PROOF:That one has an identity 2-cell 3.11 amounts to the commutation of the diagram
I
v
$$H
HH
HH
HH
HH
v
yyss
ss
ss
ss
ss
[I, I]
[I,−]

[I, I]
[1,v]

[[I, I], [I, I]]
[v,1]
// [I, [I, I]].
This diagram commutes since the arrow
I
v // [I, I]
[I,−] // [[I, I], [I, I]]
[v,1] // [I, [I, I]]
is
I
v // [[I, I], [I, I]]
[v,1] // [I, [I, I]]
according to Lemma [Sch08]-18.5, which is equal to
I
v // [I, I]
[1,v] // [I, [I, I]].
65
according Lemma [Sch08]-18.8.
One has an identity 2-cell ρ′ since the composite I
v // [I, I]
ev⋆ // I is the identity.
One has also an identity 2-cell λ′ since the composite
I
v∗ // [I, I]
ev // I
is an identity according to Lemma [Sch08]-18.4.
7.39 Proof of Lemma 5.18.
PROOF:According to Lemma [Sch08]-11.4, the diagram in SPC
[I, [A,B]]
ev⋆ //
[−,[A,C]]

[A,B]
q

[[[A,B], [A, C]], [I, [A, C]]
[1,ev⋆]
// [[[A,B], [A, C]], [A, C]]
commutes, therefore also does the diagram
[[A,B], [A, C]]
[F˜ ,1] //
ev⋆ ''OO
OOO
OOO
OOO
[I ′[A, C]]
ev⋆

[A, C].
From this and according to Corollary [Sch08]-11.6all diagrams in the pasting below
[B, C]
[F,C] //
[A,−]

[A, C]
[[A,B], [A, C]]
[F˜ ,1]
//
evFooooo
77ooooo
[I, [A, C]]
ev⋆
OO
commute and according to Lemma 7.9 the commutation of the external diagram above is equivalent
to the commutation of the first diagram of the Lemma.
In the pasting
[C,A]
[C,F ] //
[−,B]

[C,B]
[[A,B], [C,B]]
[F˜ ,1]
//
evFooooo
77ooooo
[I, [C,B]]
ev⋆
OO
the top-left diagram commutes according to Corollary [Sch08]-11.8and we have already seen that
the bottom-left diagram commutes. The commutation of the external diagram above is equivalent
to the commutation of the second diagram of the Lemma according to Lemma 7.8.
Section 6.
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7.40 Definition of the 2-cell θ from Axiom 6.22.
PROOF:The arrows
A⊗M
L′⊗1 // (I ⊗ A)⊗M
A′ // I ⊗ (A ⊗M)
is strict and, as shown below, it has the same image by Rn as the arrow L′ : A⊗M→ I⊗(A⊗M).
The 2-cell θ corresponds then via the adjunction 2.5 to the identity 2-cell.
The image by Rn of L′A is
A
η // [M,AM]
[1,η∗] // [M, [I, I(AM)]]
[1,ev⋆] // [M, I(AM)].
The arrow A′ ◦ L′ ⊗ 1 above as image by Rn that rewrites
1. A
L′ // IA
Rn(A′) // [M,I(AM)]
2. A
η∗ // [I,IA] ev⋆ // IA
Rn(A′) // [M,I(AM)]
3. A
η∗ // [I,IA]
[1,Rn(A′)] // [I, [M,I(AM)]] ev⋆ // [M,I(AM)]
4. A
Rn(Rn(A′))∗ // [I, [M,I(AM)]] ev⋆ // [M,I(AM)]
5. A
η // [M,AM]
[−,I(AM)] // [[AM,I(AM)], [M,I(AM)]]
[η,1] // [I, [M,I(AM)]] ev⋆ // [M,I(AM)]
6. A
η // [M,AM]
[1,η∗] // [M, [I,I(AM)]] D // [I, [M,I(AM)]] ev⋆ // [M,I(AM)]
7. A
η // [M,AM]
[1,η∗] // [M, [I,I(AM)]]
[1,ev⋆] // [M,I(AM)]
where in the above derivation the equalities between arrows hold for the following reasons:
- 4. and 5. by definition of A′ since its image by Rn ◦Rn is in this case
I
η // [AM, I(AM)]
[M,−] // [[M,AM], [M,I(AM)]]
[η,1] // [A, [M,I(AM)]] that has dual
A
η // [M,AM]
[−,I(AM)]// [[AM,I(AM)], [M,I(AM)]]
[η,1] // [I, [M,I(AM)]] ;
- 5. and 6. by Lemma [Sch08]-10.8;
- 6. and 7. by Lemma [Sch08]-11.9.
7.41 Proof of 6.26.
PROOF:The first of the 2-cells of Axiom 6.20 can be decomposed as the composite Ξ2 ◦ Ξ1 where
Ξ1 is
((AA)A)M
A′ // (AA)(AM)
1⊗ϕ // (AA)M
β +3M
and Ξ2 is
((AA)A)M
(c⊗1)⊗1// (AA)M
β +3M.
The 2-cell of 6.26 decomposes as Ξ4 ◦ Ξ3 where Ξ3 is
(A⊗A)⊗A
β′′⊗1 +3 [M,M]⊗A
1⊗ϕ′ // [M,M]⊗ [M,M] c // [M,M]
and Ξ4 is
(AA)A
c⊗1 // AA
β′′ +3 [M,M].
The 2-cell Ξ3 has a strict domain and an easy computation gives that its image by Rn is
A⊗A
β′′ +3 [M,M]
[M,−] // [[M,M], [M,M]]]
[ϕ′,1] // [A, [A, [M,M]]].
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According to Lemma 7.8 the 2-cell Ξ1 has an image by Rn with a strict domain and has image by
Rn ◦Rn the 2-cell
AA
Rn(β) +3 [M,M]
[M,−] // [[M,M], [M,M]]
[ϕ′,1] // [A, [M,M]].
Therefore the 2-cell Ξ1 has image by Rn the 2-cell Ξ3.
An easy computation shows that the 2-cell Ξ2 has image by Rn
(AA)A
c⊗1 // AA
Rn(β) +3 [M,M]
which is Ξ4.
7.42 Proof of 6.27.
PROOF:The second 2-cells of Axiom 6.20 can be decomposed as the composite Ξ3 ◦Ξ2 ◦Ξ1 where
Ξ1 is
((AA)A)M
A′⊗1 // (A(AA))M
A′ // A((AA)M)
1⊗β +3 AM
ϕ //M
Ξ2 is
((AA)A)M
A′⊗1 // (A(AA))M
(1⊗c)⊗1// (AA)M
β +3M
and Ξ3 is
((AA)A)M
α⊗1 +3 AM
ϕ //M.
The 2-cell of 6.27 decomposes as Ξ6 ◦ Ξ5 ◦ Ξ4 where Ξ4 is the 2-cell
(AA)A
A′ // A(AA)
1⊗β′′ +3 A⊗ [M,M]
ϕ′⊗1// [M,M]⊗ [M,M]
c // [M,M],
Ξ5 is
(AA)A
A′ // A(AA)
1⊗c // AA
β′′ +3 [M,M]
and Ξ6 is
(AA)A
α +3 A
ϕ′ // [M,M].
The 2-cell Ξ1 has image by Rn the 2-cell
(AA)A
A′ // A(AA)
Rn(A′)// [M,A((AA)M)]
[1,1⊗β]+3 [M,AM]
[1,ϕ] // [M,M]
The 2-cell
Ξ7 = A(AA)
Rn(A′)// [M,A((AA)M)]
[1,1⊗β]+3 [M,AM]
[1,ϕ] // [M,M]
has a strict domain and according to Lemma [Sch08]-19.6its image by Rn is
Ξ8 = A
ϕ′ // [M,M]
[M,−] // [[M,M], [M,M]]
[β′′,1] // [AA, [M,M]].
The 2-cell
Ξ9 = A(AA)
1⊗β′′ +3 A⊗ [M,M]
ϕ′⊗1 // [M,M]⊗ [M,M]
c // [M,M]
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has also a strict domain and its image by Rn is Ξ8, therefore Ξ7 = Ξ9 and Rn(Ξ1) = Ξ7 ∗ A′ =
Ξ9 ∗A′ = Ξ4.
The image by Rn of Ξ2 is
(AA)A
A′ // A(AA)
1⊗c // AA
Rn(β) // [M,M]
which is Ξ5.
Eventually the image by Rn of Ξ3 is trivially Ξ6.
To prove 6.29, we shall use the following lemma.
Lemma 7.43 For any objects A, B, C and D, any 2-cell C
τ +3 [D,A] of SPC and any c ∈ C,
the 2-cells in SPC
[A,B]
[D,−] // [[D,A], [D,B]]
[τ,1] +3 [C, [D,B]]
evc // [D,B]
and
[A,B]
[evc,1] // [[C,A],B]
[τ∗,1] +3 [D,B]
are equal.
PROOF:According to Lemma [Sch08]-11.9, The first of the 2-cell rewrites
1. [A,B]
[D,−] // [[D,A], [D,B]]
[τ,1] +3 [C, [D,B]]
D // [D, [C,B]]
[1,evc] // [D,B]
according to Lemma [Sch08]-10.9,
2. [A,B]
[C,−] // [[C,A], [C,B]]
[τ∗,1] // [D, [C,B]]
and this last arrow has dual
D
τ∗ +3 [C,A]
[−,B] // [[A,B], [C,B]]
[1,evc] // [A,B],B].
One the other hand the dual of the second 2-cell of the lemma rewrites
1. D
τ∗ +3 [C,A]
[evc,1]
∗
// [[A,B],B]
2. D
τ∗ +3 [C,A]
evc // A
q // [[A,B],B]
3. D
τ∗ +3 [C,A]
[−,B] // [[A,B], [C,B]]
[1,evc] // [[A,B],B]
where in the above derivation arrows 2. and 3. are equal by Corollary [Sch08]-11.4.
7.44 Proof of 6.29.
PROOF:The 2-cell from 6.29 decomposes as ζ2 ◦ ζ1 where ζ1 =
A
R′ // A⊗ I
1⊗γ′ +3 A⊗ [M,M]
ϕ′⊗1 // [M,M]⊗ [M,M]
c // [M,M]
and ζ2 =
A
R′ // A⊗ I
1⊗u // A⊗A
β′′ +3 [M,M].
We show below that the image by Rn of the 2-cell Ξ2 is ζ1 whereas the image by Rn of Ξ3 is ζ2.
The image by Rn of the 2-cell Ξ2 rewrites
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1. A
η // [A,AM]
[γ,1] +3 [M,A⊗M]
[1,ϕ] // [M,M]
2. A
η // [M,AM]
[1,ϕ] // [M,M]
[γ,1] +3 [M,M]
3. A
ϕ′ // [M,M]
[γ,1] +3 [M,M]
According to Lemma 7.43 and since the 2-cell γ is ev⋆ ∗ (γ′), the 2-cell 3. above is
A
ϕ′ // [M,M]
[M,−] // [[M,M], [M,M]]
[γ′,1] +3 [I, [M,M]]
ev⋆ // [M,M].
This last 2-cell is actually ζ1. To check this use Lemma 7.21 and the fact that the image by Rn of
the arrow
A⊗ [M,M]
ϕ′⊗1 // [M,M]⊗ [M,M]
c // [M,M]
is
A
ϕ′ // [M,M]
[M,−] // [[M,M], [M,M]].
The image by Rn of the 2-cell Ξ3 is A
R′ // A⊗ I
1⊗u // A⊗A
Rn(β) +3 [M,M] which is ζ2.
7.45 Proof of 6.31.
PROOF:The 2-cell Ξ2 rewrites
A⊗M
ϕ //M
id
ϕ′∗

γ′′

M
[A,M]
[u,1]
// [I,M]
ev⋆
OO
which image by Rn is the 2-cell
A
ϕ′ // [M,M]
id
[1,ϕ′∗]

[1,γ′′]

[M,M]
[M, [A,M]]
[1,[u,1]]
// [M, [I,M]].
[1,ev⋆]
OO
On the other hand the 2-cell
A
L′ // I ⊗ A
1⊗ϕ′ // I ⊗ [M,M]
γ′⊗1 +3 [M,M]⊗ [M,M]
c // [M,M]
rewrites
1. A
ϕ′ // [M,M]
L′ // I ⊗ [M,M]
γ′⊗1+3 [M,M]⊗ [M,M]
c // [M,M]
2. A
ϕ′ // [M,M]
[−,M] // [[M,M], [M,M]]
[γ′,1] +3 [I, [M,M]]
ev⋆ // [M,M]
3. A
ϕ′ // [M,M]
[1,γ′∗] +3 [M, [I,M]]
D // [I, [M,M]]
ev⋆ // [M,M]
4. A
ϕ′ // [M,M]
[1,γ′∗] +3 [M, [I,M]]
[1,ev⋆] // [M,M]
5. A
ϕ′ // [M,M]
[1,γ′′] +3 [M,M].
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In the above derivation the equality between arrows hold for the following reasons:
- 1. and 2. by Lemma 7.8,
- 2. and 3. by Lemma [Sch08]-10.8(which can be improved to take 2-cells into account),
- 3. and 4. by Lemma [Sch08]-11.9.
By definition of the 2-cell θ, the 2-cell Ξ3 has image by Rn an identity 2-cell. Eventually it is
rather straightforward that 2-cell Ξ4 has image by Rn
A
L′ // I ⊗ A
u⊗1 // A⊗A
β′′ +3 [M,M]
since the 2-cell β′′ is Rn(β).
7.46 PROOF of 6.32
PROOF:The 2-cell
(AA)M
1⊗H // AAN
β +3 N
has a strict domain
1⊗H // A
′
// 1⊗ψ // ψ //
and has image by Rn
AA
β′′ +3 [N ,N ]
[H,1] // [M,N ]
which is image by Rn is Ξ1. The 2-cell
(AA)M
c⊗1 // AM
δ +3 N
has image by Rn the 2-cell
AA
c // A
δ′ +3 [M,N ]
which image by Rn is Ξ2.
7.47 Proof of 6.33.
PROOF:According to Lemma 7.21, the 2-cell
(AA)M
A′ // A(AM)
1⊗δ +3 AN
ψ // N
has image by Rn ◦Rn the 2-cell Ξ4. According to Lemma 7.21, the 2-cell
(AA)M
A′ // A(AM)
1⊗ϕ // AM
δ +3 N
has image by Rn ◦Rn the 2-cell Ξ6. Eventually the 2-cell
(AA)M
β +3M
σ // N
has image by Rn ◦Rn the 2-cell Ξ7.
7.48 Proof of 6.34.
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PROOF:The 2-cell
u2H : H → [1, H ] ◦ v : I → [M,N ]
has image by ev⋆ an identity 2-cell and the 2-cell
I
γ′ +3 [M,M]
[1,H] // [M,N ]
has image by ev⋆ the 2-cell
M
γ +3M
H // N
7.49 Proof of 6.35.
PROOF:The arrow H : I → [M,N ] is strict has image by the functor ev⋆ the arrow H :M→N .
The 2-cell
I
γ′ +3 [N ,N ]
[H,1] // [M,N ]
has image by ev⋆ the 2-cell
M
H // N
γ +3 N .
The 2-cell
I
u // A
δ′ +3 [M,N ]
has image by ev⋆ = SMC(1, ev⋆) ◦D the 2-cell
M
Rn(δ)∗+3 [A,N ]
[u,1] // [I,N ]
ev⋆ // N
which is according to Lemma 7.8
M
L′ // I ⊗M
u⊗1 // A⊗M
δ +3M
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