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Conservation laws in a quantum many-body system play a direct role in its dynamic behavior.
Understanding the effect of weakly breaking a conservation law due to coherent and incoherent errors
is thus crucial, e.g., in the realization of reliable quantum simulators. In this work, we perform exact
numerics and time-dependent perturbation theory to study the dynamics of symmetry violation in
quantum many-body systems with slight coherent (at strength λ) or incoherent (at strength γ)
breaking of their local and global symmetries. We rigorously prove the symmetry violation to be a
divergence measure in Hilbert space. Based on this, we show that symmetry breaking generically
leads to a crossover in the divergence growth from diffusive behavior at onset times to ballistic or
hyperballistic scaling at intermediate times, before diffusion dominates at long times. More precisely,
we show that for local errors the leading coherent contribution to the symmetry violation cannot be
of order lower than ∝ λt2 while its leading-order incoherent counterpart is typically of order ∝ γt.
This remarkable interplay between unitary and incoherent gauge-breaking scalings is also observed
at higher orders in projectors onto symmetry (super)sectors. Due to its occurrence at short times,
the diffusive-to-ballistic crossover is expected to be readily accessible in modern ultracold-atom and
NISQ-device experiments.
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I. INTRODUCTION
Symmetries play a quintessential role in nature, from
being the progenitors of different phases of matter1–3 to
manifesting conservation laws in and out of equilibrium.4
The group-theoretic notion of symmetries, i.e., defining
symmetry as invariance under a group transformation,
has become a cornerstone in the development of modern
physics.5 Symmetries are also used to simplify a physical
problem by reducing its effective Hilbert space based on
what symmetry sectors the relevant physics takes place
in (see glossary in Sec. II B for our nomenclature). These
sectors involve global or local, as well as both continuous
or discrete symmetries, and are manifestations of conser-
vation laws. In the case of continuous symmetries, the
associated conservation laws are formalized in Noether’s
theorem, which asserts an equivalence between them and
the continuous symmetries in a physical system. As an
example, the Fermi– and Bose–Hubbard models6,7 host a
global U(1) symmetry, which translates into the conser-
vation of particle number. Nevertheless, this equivalence
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2is not restricted to continuous symmetries, as their dis-
crete counterparts can also endow the system with con-
served quantities. For example, coordinate inversion (P),
charge conjugation (C), and time reversal (T) are dis-
crete symmetries equivalent to the conservation of spa-
tial, charge, and time parities, respectively.5,8 Whereas
(continuous and discrete) global symmetries give rise to
the conservation of global charge, local symmetries lead
to local charges being conserved. A prime example is
gauge invariance,9,10 which is known as Gauss’s law in
quantum electrodynamics, and forms the principal prop-
erty of gauge theories. By default, conservation of local
charges leads to conservation of the global charge, but
the converse is not necessarily true.
Given the richness afforded to physics by symmetries,
a fundamental question is the effect of weakly breaking
an underlying symmetry of a model on its subsequent
dynamics. Even though traditionally studied in systems
with weak integrability breaking, prethermalization has
recently been generalized to nonintegrable systems with
perturbative coherent breaking of global11,12 and local
symmetries.13,14 Interestingly, in the case of weak break-
ing of the local gauge symmetry in a lattice gauge theory
of N matter sites, a prethermalization staircase arises in
the dynamics of the gauge violation (see Sec. II A for defi-
nition), composed of prethermal plateaus at timescales ∝
λ−s, with s = 0, 1, 2, . . . , N/2 and λ the strength of gauge
invariance-breaking unitary errors. This rich prethermal
behavior has the property of delaying the timescale of
full gauge violation exponentially in system size, and it
can also be observed in other local observables.13,14 Also
in case of slight breaking of global symmetries, the equi-
librating dynamics is strongly affected. This can occur
when conservation laws due to, e.g., integrability are per-
turbatively broken.15–23 In this case, the initial equili-
bration to a generalized Gibbs ensemble11,24–31 (GGE)
steady state is replaced by thermal equilibrium at a later
timescale ∝ λ−2, with λ the strength of the perturbative
integrability-breaking term, as can be shown by kinetic
Boltzmann-like equations that can be derived through
employing time-dependent perturbation theory starting
from the GGE steady state.32,33 This behavior is not re-
stricted to quenched systems, but can also be seen in
weakly interacting driven models.34,35 As these examples
illustrate, coherent errors can drastically change the dy-
namical properties of a quantum many-body system.
Going beyond unitary closed-system dynamics, deco-
herence has been a central topic of research in quan-
tum many-body physics.36,37 Its mitigation is a nec-
essary capability to achieve reliable quantum comput-
ers, because these devices rely on the principles of su-
perposition and entanglement, and are therefore par-
ticularly sensitive to interactions with the environment.
Examples abound such as 1/f -noise in superconduct-
ing quantum interference devices (SQUIDs) that con-
stitutes a dominant adverse effect on superconduct-
ing qubits,38–43 CMB-photon noise in superconducting
cryogenic detectors,44 and thermomechanical motion in
microwave cavity interferometers.45 In open quantum
many-body systems, the effects of decoherence have
been studied on light-cone dynamics and the spread of
correlations,46–51 and in a recent experiment52 a ballistic-
to-diffusive crossover in quantum transport has been ob-
served due to environmental noise in a 10-qubit network
of interacting spins. Moreover, the effect of decoherence
on weakly driven quantum many-body systems have also
been studied in the context of long-time steady states
in the presence of approximately conserved quantities,
where it is shown that a GGE state can also arise.53,54
Therefore, like their coherent counterparts, incoherent
symmetry-breaking errors due to decoherence can funda-
mentally change the properties and behavior of a physical
system.
From a technological point of view, in modern
ultracold-atom experiments that aim to quantum-
simulate a given target model,55–57 it is of critical im-
portance to reliably implement certain conservation laws
due to both local and global symmetries. As global sym-
metries define the fixed points of renormalization-group
flow, they decisively influence quantum phase diagrams.
For example, particle-number conservation in the form
of a global U(1) symmetry is crucial in the transition
between the superfluid and Mott-insulator phases in the
Bose–Hubbard model,58–61 a paradigm phase transition
of cold-atom experiments.62 Similarly, local gauge sym-
metries have fundamental consequences such as mass-
less photons and a long-ranged Coulomb law,63,64 but
their realization in quantum simulators requires careful
engineering—in contrast to fundamental theories of na-
ture such as quantum electrodynamics or quantum chro-
modynamics, in quantum devices they are not given by
fundamental laws. This has recently generated a surge of
research investigating unitary errors in lattice gauge the-
ories that compromise gauge invariance, including ways
of protecting against them.65–83 As these examples high-
light, the existence of coherent and incoherent symmetry-
breaking errors in realistic setups necessitates a rigorous
understanding of their influence on the dynamics of quan-
tum many-body systems. Particularly relevant is to see if
such errors are controlled insomuch that one may extract
the ideal theory dynamics despite their presence.
In this paper, we investigate the effect of experimen-
tally motivated incoherent global and local symmety-
breaking errors on the dynamics of quantum many-body
systems. We demonstrate that the symmetry violation—
the expectation value of the symmetry generator or its
square, which has been often used in the past to esti-
mate the effects of errors—is a rigorous divergence mea-
sure in Hilbert space that quantifies the deviation of
the state from the target symmetry sector. We exploit
this insight to show, using exact numerics and rigorous
proofs in time-dependent perturbation theory, the exis-
tence of a diffusive-to-ballistic crossover in the dynamics
of the symmetry violation as a result of competition of
these errors with their coherent counterparts. These re-
sults extend and generalize upon the findings presented
3in Ref. 84, which considered quenches from a separable
gauge-invariant initial state in a Z2 gauge theory. By pre-
senting a thorough analysis of various sources of errors
and various different model scenarios, our results provide
a guideline for quantum-simulation experiments on noisy
intermediate-scale quantum (NISQ) devices that aim to
realize target models with a given symmetry.
The rest of the paper is organized as follows. In Sec. II,
we define the symmetry violation, clarify our nomencla-
ture in a short glossary, and provide a summary of our
main results. In Sec. III, we rigorously explain the phys-
ical meaning of the symmetry violation by equating it
with a divergence measure in Hilbert space and by relat-
ing it to the decrease of the overlap between states that
differ only by a symmetry transformation. Our findings
and conclusions are then illustrated on three main mod-
els: the extended Bose–Hubbard model in Sec. IV, the
Z2 lattice gauge theory in Sec. V, and the U(1) quantum
link model in Sec. VI. We conclude and discuss possible
future directions in Sec. VII. Appendix A contains our
detailed derivations in time-dependent perturbation the-
ory that explain the various scalings seen in our exact
diagonalization results. Appendix B provides details on
our numerical implementation.
II. PREAMBLE
Before entering in the details of our work, we define
in this section our main figure of merit, the symmetry
violation, we provide a short glossary for nomenclature
clarity, and we present a concise summary of our main
findings.
A. Definition of symmetry violation
The motivation behind our work is the assessment of
quantum many-body systems in modern experimental
settings where realistically coherent and incoherent errors
will always be present at least to a perturbative degree.
These errors may break target local and global symme-
tries, which may or may not be desired in the experiment,
but where a thorough understanding of their effects on
the dynamics is nevertheless advantageous. These effects
can be qualitatively and quantitatively studied by cal-
culating dynamics of the symmetry violation and other
relevant observables.
The symmetry violation ε is defined as the expecta-
tion value of a (local or global) symmetry generator85
with respect to a target symmetry sector (see glossary in
Sec. II B), or the square of this expectation value, and
is often used to estimate the effect of slightly breaking
a symmetry.65–83 To formalize its definition, let us con-
sider a many-body model described by the Hamiltonian
H0 with a local symmetry generated by the operators
Gj , with j a lattice-site index (for the local gauge sym-
metries considered below, matter particles reside on the
lattice sites and gauge fields on the links in between). The
eigenvalues of Gj are the local charges gj , and a given
combination of them on the lattice classifies a gauge-
invariant sector g = {g1, g2, . . . , gN}. We select a tar-
get gauge-invariant sector gtar = {gtar1 , gtar2 , . . . , gtarN },
and call a given state gauge-invariant or symmetric iff
Gjρ0 = gjρ0, ∀j. We prepare the system in an initial
state ρ0, which may be gauge-invariant or not. Gauge
invariance restricts dynamics within a gauge sector, and
so in case ρ0 lies in a given gauge-invariant sector g, then
the system will remain in this sector for all times if the
dynamics is solely due to H0, because due to the gauge
invariance of the latter, [H0, Gj ] = 0, ∀j. In the presence
of unitary or incoherent gauge-breaking errors, the gauge
violation generically will spread across various gauge sec-
tors g, and can in general be quantified as
ε(t) =
1
N
∑
j
Tr
{
ρ(t)
[
Gj − gtarj
]2}
, (1)
where ρ(t) is the density matrix of the time-evolved sys-
tem at time t. The motivation behind this measure lies
in the assumption that the system is desired to reside
within the target gauge-invariant sector gtar. Thus, any
coherent or incoherent errors during the preparation of
ρ0 or the subsequent dynamics that take the system away
from gtar will make ε as defined by Eq. (1) nonzero.
Much the same way, this definition can be extended to
the case of global-symmetry models, with the only caveat
being that there the deviation is across global-symmetry
sectors, each of which consists of all states with a given
fixed value of the global charge (see glossary in Sec. II B).
We select a target global-symmetry sector defined by the
total global charge gtar. The system is prepared in an ini-
tial state ρ0 which may be in the target sector gtar or not.
The global symmetry is generated by the operator G, and
we denote the Hamiltonian of the global-symmetry model
as H0, i.e., [H0, G] = 0. The initial state ρ0 is said to be
symmetric iff Gρ0 = gρ0. Consequently, the symmetry
violation becomes
ε(t) =
1
N2
Tr
{
ρ(t)
[
G− gtar
]2}
. (2)
The normalization with N2 is chosen since G typically is
an extensive quantity such as the total particle number,
see, e.g., Eq. (9) below.
B. Glossary
Symmetry sectors and symmetric states. In case
of a local symmetry, a state ρ is said to be gauge-invariant
or symmetric iff Gjρ = ρGj = gjρ, ∀j where Gj are
the local-symmetry generators of the gauge group at
matter sites j with eigenvalues gj that depend on the
gauge symmetry of the model. A given set of values
g = {g1, g2, . . . , gN} constitute a gauge-invariant sector.
In the case of a global symmetry, a state ρ0 is symmetric
4iff Gρ = ρG = gρ, where G is the generator of the global
symmetry, and its eigenvalue g denotes the global charge
of the corresponding symmetry sector. As a concrete ex-
ample, in the Bose–Hubbard model G can be chosen as
the total particle number. In this case, a given symmetry
sector g would consist of all Fock states |n1, n2, . . . , nN 〉
where the individual on-site particle numbers nj sum to∑N
j=1 nj = g.
Target symmetry sector. In an experiment, it is of-
ten desired to prepare the system and restrict its dynam-
ics within a given symmetry sector in a local- or global-
symmetry model. This is called the target symmetry
sector. The symmetry violation measures how far off a
state ρ is from this target symmetry sector.
Gauge-invariant supersector. Whereas both local
and global symmetries have sectors, in our nomencla-
ture only local symmetries have supersectors. A given
supersector α is the set of all gauge-invariant sectors
g = {g1, g2, . . . , gN} that have a total violation α with
respect to the target gauge-invariant sector gtar. This
definition can be formalized as
∑N
j=1(Gj − gtarj )pρ = αρ,
with p = 1 for the Z2 LGT and p = 2 for the U(1) QLM.
In the case of the Z2 LGT discussed in Sec. V and a target
gauge-invariant sector gtar = 0, a gauge-invariant super-
sector can be defined by the set of gauge-invariant sectors
g each carrying M violations with respect to gtar = 0.
For notational brevity, these supersectors are then de-
noted by M and the projectors onto them by PM , with
each then being a sum of all projectors onto the con-
stituent sectors; cf. Eq. (18).
C. Summary of main findings
The main result of our work is the crossover in the
short-time dynamics of the symmetry violation from a
diffusive spread through symmetry sectors caused by in-
coherent errors to a ballistic spread caused by coherent
errors. Formally, we consider a system ideally described
by a Hamiltonian H0, which has either a local or global
symmetry generated by the local or global operators Gj
or G, respectively, with j indicating a site in the as-
sociated lattice. In practice, these symmetries will be
compromised in an experiment without unrealistic fine-
tuning and isolation from the environment. We repre-
sent the coherent errors by the Hamiltonian λH1, with λ
their strength, while we model decoherence (dissipation
and dephasing) using a Lindblad master equation with
the coupling strength to the environment denoted by γ
(see further below for the specific terms used).
We prepare the system in an initial state ρ0 and quench
at t = 0 with H0 + λH1 in the presence of decoherence.
We demonstrate that the symmetry violation yields a
divergence measure for the quantum state across sym-
metry sectors, enabling us to identify an increase as ta
with diffusive (a = 1), ballistic (a = 2), and hyperballis-
tic scaling (a > 2). As we elaborate in detail below, the
leading order of incoherent contributions to the symme-
try violation is ∝ γt. The leading order of the coherent
contribution depends on the structure of H1 and ρ0. If
ρ0 is symmetric or is a generic eigenstate of H0, then the
coherent contribution cannot be of an order lower than
∝ λ2t2. If ρ0 is neither symmetric nor a generic eigen-
state of H0, then theoretically the leading order of the
coherent contribution can be ∝ λt, but we find this to
happen only in two rather pathological cases and one en-
gineered (artificial) case. The first pathological scenario
is when ρ0 is the ground state of H0 + λiH
′
1 with λi 6= 0
and H ′1 a highly nonlocal Hamiltonian, and the second is
when H ′1 is local but H1 is highly nonlocal. If H1 = H
′
1,
the contribution ∝ λt vanishes identically to zero, and
then the order of the coherent contribution cannot be
lower than ∝ λt2. We find this also to be the case if
H ′1 and H1 are both local, or mildly nonlocal, but not
equal. One may also get the scaling ∝ λt by artificially
engineering the initial state in a common eigenbasis of
H0 and the symmetry generator to be an arbitrary su-
perposition of eigenstates degenerate with respect to H0
but not with respect to the symmetry generator. Con-
versely, one can also construct specific combinations of
initial state and coherent gauge breaking that result in
hyperballistic expansion across symmetry sectors.
Therefore, it is shown that in quantum many-body
systems with small coherent and incoherent symmetry
breaking, a crossover from diffusive to ballistic spread
takes place in the short-time dynamics of the symmetry
violation and certain other observables. The crossover
time is t ∝ γ/λ2 (or t ∝ γ 13 /λ 23 in case of hyperballis-
tic spread) for initial states that reside in a symmetry
sector or are generic (possibly unsymmetric) eigenstates
of H0, and t ∝ γ/λ for unsymmetric initial states that
are not eigenstates of H0. Our work presents an exten-
sion to and generalization of Ref. 84, which has studied
this crossover in a Z2 lattice gauge theory starting in a
gauge-invariant initial product state. Qualitatively, we
find that our main findings are similar for systems with
breakings of local or of global symmetries.
III. MEANING OF THE SYMMETRY
VIOLATION
In this section, we imbue the symmetry violation with
mathematical and physical meaning, as a divergence
measure across symmetry sectors in case of local or global
symmetries, as well as the overlap between states that
differ only by a symmetry transformation. This section
generalizes the discussion of Ref. 84, which considered
local gauge symmetries, and provides further details.
5A. Symmetry violation as a divergence measure in
Hilbert space
We follow a similar reasoning as in Ref. 86, where a
measure for divergence in Hilbert space has been defined
in the context of many-body localization.87 We first con-
sider gauge-symmetry models, and start by defining the
mean-square displacement across the gauge sectors,
D(2)gtar(t) =
∑
g
d2(g,gtar) Tr
{
ρ(t)Pg
}
, (3)
where Pg is the projector onto gauge-invariant sector
g, and gtar is the target gauge-invariant sector (see
Sec. II A). Using the definition d2(g,gtar) = [g − gtar]2,
we can rewrite this expression as
D(2)gtar(t) = Tr
{
ρ(t)
∑
g
Pg
[
g − gtar
]2}
=
∑
j
Tr
{
ρ(t)
[
Gj − gtarj
]2}
(4)
=
∑
j
〈[Gj − gtarj ]2〉.
By comparison with Eq. (1), we obtain
ε(t) =
1
N
D(2)gtar(t). (5)
Thus, commonly used measures of gauge violation, in
U(1) as well as Z2 gauge theories,
13,14,70,77 rigorously de-
fine a mean-square displacement across gauge sectors as
encapsulated in Eq. (4). One can immediately apply ex-
actly the same reasoning to global symmetries, where
only g needs to be replaced by the scalar g representing
the global-charge sector (and analogously for gtar and
gtar).
In this sense, ε(t) ∝ γt is associated with a diffu-
sive spreading of the wavefunction across gauge (global-
charge) sectors in local- (global-) symmetry models, with
diffusion constant ∝ γ, while ε(t) ∝ λ2t2 is indicative of a
ballistic spreading, a characteristic property of coherent
quantum dynamics.
B. Symmetry violation as overlap between
gauge-transformed states
We can further understand the gauge violation as
quantifying how fast the overlap diminishes between
states that differ only by a gauge transformation. Let
us again begin by considering the case of local symme-
try. By definition, a gauge-invariant state should be
oblivious to a local gauge transformation generated by
a unitary U(φ) =
∏N
j=1 e
iφjGj , with φ = {φ1, . . . , φN}
and φj arbitrary and independent angles. To quantify
by how much gauge-breaking errors compromise gauge
invariance, one can use the overlap between the state of
interest and the transformed state, which for a pure state
reads C = | 〈ψ(t)|U(φ) |ψ(t)〉 |2. The rate with which the
overlap reduces under a gauge transformation is
ηj = −1
2
∂2C
∂φ2j
= 〈G2j 〉 − 〈Gj〉2, (6)
which is nothing else but the variance of the local
Gauss’s-law generator Gj .
For a homogeneous system, and assuming without re-
striction of generality gtar = 0, definition (1) yields
ηj = ε − 〈Gj〉2. For the Z2 gauge theory considered
below, where G2j = 2Gj , we further have ηj = ε(2 − ε)
[upon normalizing ε by adding an inconsequential factor
of 1/2 in Eq. (1)].
Thus, the sensitivity of a state towards a gauge trans-
formation is related to the gauge violation ε. For small
gauge violations in a homogeneous Z2 gauge theory, both
even coincide (apart from an inconsequential factor of
2), as they do in a homogeneous U(1) gauge theory with
〈Gj〉 = 0. This insight lends further physical motivation
for ε as a good measure of gauge violation. As a side
note, for mixed states, ηj is given by the quantum Fisher
information of the Gauss’s-law generator, which for ther-
mal states, e.g., can be measured through linear-response
susceptibilities88 or engineered quench dynamics.89
Again, these considerations can be immediately
adapted to global symmetries. In this case, the unitary
transformation is defined as U(φ) = eiφG and the rate of
change is η = − 12 ∂
2C
∂φ2 = 〈G2〉−〈G〉2. For translationally-
invariant systems with gtar = 0 and 〈G〉 = 0, using defi-
nition (2) this relation becomes η = N2ε.
IV. EXTENDED BOSE–HUBBARD MODEL
In this section, we numerically evaluate the interplay of
coherent and incoherent breakings of a global symmetry.
To this end, we consider the paradigmatic example of the
extended Bose–Hubbard model90–92 (eBHM).
A. Model and quench protocol
The eBHM considered here is defined on a one-
dimensional spatial lattice with N sites and assuming
periodic boundary conditions, and is described by the
Hamiltonian
H0 =−
N∑
j=1
(
J1a
†
jaj+1 + J2a
†
jaj+2 + H.c.
)
+
U
2
N∑
j=1
nj(nj − 1) +W
N∑
j=1
njnj+1, (7)
where aj is the bosonic annihilation operator at site j sat-
isfying the canonical commutation relations [aj , al] = 0
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4<latexit sha1_base64="V8VYv79UdpdggZ yVClkGiZ575uk=">AAAB6HicdZDLSgNBEEVr4ivGV9Slm8YguBomMaLLgBuXCZgHJEPo6d QkbXoedPcIYcgXuHGhiFs/yZ1/Y08yARW90HA5VUVXXS8WXGnH+bQKa+sbm1vF7dLO7t7+ QfnwqKOiRDJss0hEsudRhYKH2NZcC+zFEmngCex605us3n1AqXgU3ulZjG5AxyH3OaPaoF Z9WK449qWTiTi2szI5qeakArmaw/LHYBSxJMBQM0GV6ledWLsplZozgfPSIFEYUzalY+wb G9IAlZsuFp2TM0NGxI+keaEmC/p9IqWBUrPAM50B1RP1u5bBv2r9RPvXbsrDONEYsuVHfi KIjkh2NRlxiUyLmTGUSW52JWxCJWXaZFMyIawuJf+bTs2uXti1Vr3SqOVxFOEETuEcqnAF DbiFJrSBAcIjPMOLdW89Wa/W27K1YOUzx/BD1vsXijmMtg==</latexit> 1<latexit sha1_base64="KJIxlImNCgZaHYe48+/x+gb21gU=">AAAB6HicdZDLSsNAFIZ PvNZ6q7p0M1gEVyGpii4Lbly2YC/QhjKZnrRjJxdmJkIJfQI3LhRx6yO5822ctCmo6A8DP985hznn9xPBlXacT2tldW19Y7O0Vd7e2d3brxwctlWcSoYtFotYdn2qUPAIW5prgd1EIg1 9gR1/cpPXOw8oFY+jOz1N0AvpKOIBZ1Qb1HQHlapjXzq5iGM7S1MQtyBVKNQYVD76w5ilIUaaCapUz3US7WVUas4Ezsr9VGFC2YSOsGdsRENUXjZfdEZODRmSIJbmRZrM6feJjIZKTUP fdIZUj9XvWg7/qvVSHVx7GY+SVGPEFh8FqSA6JvnVZMglMi2mxlAmudmVsDGVlGmTTdmEsLyU/G/aNds9t2vNi2q9VsRRgmM4gTNw4QrqcAsNaAEDhEd4hhfr3nqyXq23ReuKVcwcwQ9 Z71+FrYyz</latexit>
(a)
N   1<latexit sha1_base64="7ImcwNZRtXxj9B pMIzG7RPhTSgM=">AAAB6nicdZDLSsNAFIZP6q3WW9Slm8EiuDEkVdFlwY0rqWgv0IYymU 7aoZNJmJkIJfQR3LhQxK1P5M63cdKmoKI/DPx85xzmnD9IOFPadT+t0tLyyupaeb2ysbm1 vWPv7rVUnEpCmyTmsewEWFHOBG1qpjntJJLiKOC0HYyv8nr7gUrFYnGvJwn1IzwULGQEa4 Pubk68vl11nXM3F3Idd2EK4hWkCoUaffujN4hJGlGhCcdKdT030X6GpWaE02mllyqaYDLG Q9o1VuCIKj+brTpFR4YMUBhL84RGM/p9IsORUpMoMJ0R1iP1u5bDv2rdVIeXfsZEkmoqyP yjMOVIxyi/Gw2YpETziTGYSGZ2RWSEJSbapFMxISwuRf+bVs3xTp3a7Vm1XiviKMMBHMIx eHABdbiGBjSBwBAe4RleLG49Wa/W27y1ZBUz+/BD1vsXiruNQg==</latexit> N<latexit sha1_base64="YXvQHFkCLtWLpc RWdY2xWap43HM=">AAAB6HicdZDLSgNBEEVr4ivGV9Slm8YguBpmoqLLgBtXkoB5QDKEnk 5N0qbnQXePEEK+wI0LRdz6Se78G3uSCajohYbLqSq66vqJ4Eo7zqdVWFldW98obpa2tnd2 98r7By0Vp5Jhk8Uilh2fKhQ8wqbmWmAnkUhDX2DbH19n9fYDSsXj6E5PEvRCOox4wBnVBj Vu++WKY184mYhjO0uTEzcnFchV75c/eoOYpSFGmgmqVNd1Eu1NqdScCZyVeqnChLIxHWLX 2IiGqLzpfNEZOTFkQIJYmhdpMqffJ6Y0VGoS+qYzpHqkftcy+Fetm+rgypvyKEk1RmzxUZ AKomOSXU0GXCLTYmIMZZKbXQkbUUmZNtmUTAjLS8n/plW13TO72jiv1Kp5HEU4gmM4BRcu oQY3UIcmMEB4hGd4se6tJ+vVelu0Fqx85hB+yHr/ArGhjNA=</latexit>Matter-site<latexit sha1_base64="BJbXY NWhLQdLZO4HALZ0wO 6GD0g=">AAAB8nicdZ DLSsNAFIYn9Vbrrer SzWAR3BiSiuiy4MaNU MFeoA1lMj1ph04uzJ wIJfQx3LhQxK1P4863 cdKmoKI/DPx85xzmn N9PpNDoOJ9WaWV1bX2 jvFnZ2t7Z3avuH7R1 nCoOLR7LWHV9pkGKCF ooUEI3UcBCX0LHn1z n9c4DKC3i6B6nCXghG 0UiEJyhQb1bhgjqTA uEQbXm2BdOLurYztIU xC1IjRRqDqof/WHM0 xAi5JJp3XOdBL2MKRR cwqzSTzUkjE/YCHrGR iwE7WXzlWf0xJAhDW JlXoR0Tr9PZCzUehr6 pjNkONa/azn8q9ZLM bjyMhElKULEFx8FqaQ Y0/x+OhQKOMqpMYwr YXalfMwU4yYHXTEhLC +l/5t23XbP7fpdvda oF3GUyRE5JqfEJZekQ W5Ik7QIJzF5JM/kxU LryXq13hatJauYOSQ/ ZL1/AUlhkTM=</lat exit> index<latexit sha1_base 64="cSdeI52UjSkz4phe00HjZIjlRzI=">A AAB7HicdZDNSsNAFIVv/K31r+rSzWARXIUk IrosuHFZwbSFNpTJZNIOnUzCzEQsoc/gxoU ibn0gd76NkzYFFT0wcPjuvcy9J8w4U9pxPq 2V1bX1jc3aVn17Z3dvv3Fw2FFpLgn1ScpT2 QuxopwJ6mumOe1lkuIk5LQbTq7LeveeSsVS caenGQ0SPBIsZgRrg3wmIvowbDQd+8IphRz bWZqKuBVpQqX2sPExiFKSJ1RowrFSfdfJdF BgqRnhdFYf5IpmmEzwiPaNFTihKijmy87Qq SERilNpntBoTr9PFDhRapqEpjPBeqx+10r4 V62f6/gqKJjIck0FWXwU5xzpFJWXo4hJSjS fGoOJZGZXRMZYYqJNPnUTwvJS9L/peLZ7bn u3XrPlVXHU4BhO4AxcuIQW3EAbfCDA4BGe4 cUS1pP1ar0tWlesauYIfsh6/wL/DY7A</la texit>
a†N 1a1 +H.c.
<latexit sha1_base64="owQ84S4ZN7Q2tw zNIytGR3M7xeI=">AAACCHicbVA9SwNBEN2L3/EramnhYhAE8biLgpaCjZUomERI4jG3mc TFvQ9258RwpLTxr9hYKGLrT7Dz37iJKdT4YODx3gwz88JUSUOe9+kUJianpmdm54rzC4tL y6WV1ZpJMi2wKhKV6MsQDCoZY5UkKbxMNUIUKqyHN8cDv36L2sgkvqBeiq0IurHsSAFkpa C0AUF+uuv3r5pt6HZRcwj8nSbhHeUnrnD7Qansud4QfJz4I1JmI5wFpY9mOxFZhDEJBcY0 fC+lVg6apFDYLzYzgymIG+hiw9IYIjStfPhIn29Zpc07ibYVEx+qPydyiIzpRaHtjICuzV 9vIP7nNTLqHLZyGacZYSy+F3UyxSnhg1R4W2oUpHqWgNDS3srFNWgQZLMr2hD8vy+Pk1rF 9ffcyvl++agyimOWrbNNts18dsCO2Ak7Y1Um2D17ZM/sxXlwnpxX5+27teCMZtbYLzjvXy MvmLk=</latexit>
a†1a2 +H.c.
<latexit sha1_base 64="n1HUnVvWg4GpmZxte9HflEC4K6I=">A AACBHicbVA9SwNBEN3zM8avqKXNYhAE4biL gpYBm5QRTBSSeMxtJnFx74PdOTEcKWz8KzY Witj6I+z8N25iCk18MPB4b4aZeWGqpCHP+3 Lm5hcWl5YLK8XVtfWNzdLWdtMkmRbYEIlK9 FUIBpWMsUGSFF6lGiEKFV6Gt2cj//IOtZFJ fEGDFDsR9GPZkwLISkFpFwL/ut2Ffh81h6B y2Ca8p7zmCncYlMqe643BZ4k/IWU2QT0ofb a7icgijEkoMKbleyl1ctAkhcJhsZ0ZTEHcQ h9blsYQoenk4yeGfN8qXd5LtK2Y+Fj9PZFD ZMwgCm1nBHRjpr2R+J/Xyqh32sllnGaEsfh Z1MsUp4SPEuFdqVGQGlgCQkt7Kxc3oEGQza 1oQ/CnX54lzYrrH7mV8+NytTKJo8B22R47Y D47YVVWY3XWYII9sCf2wl6dR+fZeXPef1rn nMnMDvsD5+MbNDWXHw==</latexit>
a2a3 +H.c.
<latexit sha1_base64="PaaFxCqiW0yYuP cIg6HheK5N1KE=">AAAB+3icbVBNS8NAEN3Ur1q/Yj16CRZBEELSCnoseOmxgv2ANoTNdt Mu3WzC7kRaQv6KFw+KePWPePPfuG1z0NYHA4/3ZpiZFyScKXCcb6O0tb2zu1ferxwcHh2f mKfVropTSWiHxDyW/QArypmgHWDAaT+RFEcBp71ger/we09UKhaLR5gn1IvwWLCQEQxa8s 0q9uvYb1wPgc4ga9nEzn2z5tjOEtYmcQtSQwXavvk1HMUkjagAwrFSA9dJwMuwBEY4zSvD VNEEkyke04GmAkdUedny9ty61MrICmOpS4C1VH9PZDhSah4FujPCMFHr3kL8zxukEN55GR NJClSQ1aIw5RbE1iIIa8QkJcDnmmAimb7VIhMsMQEdV0WH4K6/vEm6ddtt2PWHm1qzXsRR RufoAl0hF92iJmqhNuoggmboGb2iNyM3Xox342PVWjKKmTP0B8bnD64Xk4M=</latexit>
a4 +H.c.
<latexit sha1_base64="sIFohkytUjeCds 9A98xRM8Rqbsw=">AAAB+HicbVBNS8NAEN3Ur1o/GvXoZbEIghCSWtBjwUuPFewHtCFstt t26WYTdidiDf0lXjwo4tWf4s1/47bNQVsfDDzem2FmXpgIrsF1v63CxubW9k5xt7S3f3BY to+O2zpOFWUtGotYdUOimeCStYCDYN1EMRKFgnXCye3c7zwwpXks72GaMD8iI8mHnBIwUm CXSVC77AN7hKzhUGcW2BXXcRfA68TLSQXlaAb2V38Q0zRiEqggWvc8NwE/Iwo4FWxW6qea JYROyIj1DJUkYtrPFofP8LlRBngYK1MS8EL9PZGRSOtpFJrOiMBYr3pz8T+vl8Lwxs+4TF Jgki4XDVOBIcbzFPCAK0ZBTA0hVHFzK6ZjoggFk1XJhOCtvrxO2lXHu3Kqd7VKvZrHUUSn 6AxdIA9dozpqoCZqIYpS9Ixe0Zv1ZL1Y79bHsrVg5TMn6A+szx/CD5J0</latexit>
a†N 1a1 +H.c.
<latexit sha1_base64="owQ84S4ZN7Q2tw zNIytGR3M7xeI=">AAACCHicbVA9SwNBEN2L3/EramnhYhAE8biLgpaCjZUomERI4jG3mc TFvQ9258RwpLTxr9hYKGLrT7Dz37iJKdT4YODx3gwz88JUSUOe9+kUJianpmdm54rzC4tL y6WV1ZpJMi2wKhKV6MsQDCoZY5UkKbxMNUIUKqyHN8cDv36L2sgkvqBeiq0IurHsSAFkpa C0AUF+uuv3r5pt6HZRcwj8nSbhHeUnrnD7Qansud4QfJz4I1JmI5wFpY9mOxFZhDEJBcY0 fC+lVg6apFDYLzYzgymIG+hiw9IYIjStfPhIn29Zpc07ibYVEx+qPydyiIzpRaHtjICuzV 9vIP7nNTLqHLZyGacZYSy+F3UyxSnhg1R4W2oUpHqWgNDS3srFNWgQZLMr2hD8vy+Pk1rF 9ffcyvl++agyimOWrbNNts18dsCO2Ak7Y1Um2D17ZM/sxXlwnpxX5+27teCMZtbYLzjvXy MvmLk=</latexit>
a†1a2 +H.c.
<latexit sha1_base 64="n1HUnVvWg4GpmZxte9HflEC4K6I=">A AACBHicbVA9SwNBEN3zM8avqKXNYhAE4biL gpYBm5QRTBSSeMxtJnFx74PdOTEcKWz8KzY Witj6I+z8N25iCk18MPB4b4aZeWGqpCHP+3 Lm5hcWl5YLK8XVtfWNzdLWdtMkmRbYEIlK9 FUIBpWMsUGSFF6lGiEKFV6Gt2cj//IOtZFJ fEGDFDsR9GPZkwLISkFpFwL/ut2Ffh81h6B y2Ca8p7zmCncYlMqe643BZ4k/IWU2QT0ofb a7icgijEkoMKbleyl1ctAkhcJhsZ0ZTEHcQ h9blsYQoenk4yeGfN8qXd5LtK2Y+Fj9PZFD ZMwgCm1nBHRjpr2R+J/Xyqh32sllnGaEsfh Z1MsUp4SPEuFdqVGQGlgCQkt7Kxc3oEGQza 1oQ/CnX54lzYrrH7mV8+NytTKJo8B22R47Y D47YVVWY3XWYII9sCf2wl6dR+fZeXPef1rn nMnMDvsD5+MbNDWXHw==</latexit>
a2a3 +H.c.
<latexit sha1_base64="PaaFxCqiW0yYuP cIg6HheK5N1KE=">AAAB+3icbVBNS8NAEN3Ur1q/Yj16CRZBEELSCnoseOmxgv2ANoTNdt Mu3WzC7kRaQv6KFw+KePWPePPfuG1z0NYHA4/3ZpiZFyScKXCcb6O0tb2zu1ferxwcHh2f mKfVropTSWiHxDyW/QArypmgHWDAaT+RFEcBp71ger/we09UKhaLR5gn1IvwWLCQEQxa8s 0q9uvYb1wPgc4ga9nEzn2z5tjOEtYmcQtSQwXavvk1HMUkjagAwrFSA9dJwMuwBEY4zSvD VNEEkyke04GmAkdUedny9ty61MrICmOpS4C1VH9PZDhSah4FujPCMFHr3kL8zxukEN55GR NJClSQ1aIw5RbE1iIIa8QkJcDnmmAimb7VIhMsMQEdV0WH4K6/vEm6ddtt2PWHm1qzXsRR RufoAl0hF92iJmqhNuoggmboGb2iNyM3Xox342PVWjKKmTP0B8bnD64Xk4M=</latexit>
a4 +H.c.
<latexit sha1_base64="sIFohkytUjeCds 9A98xRM8Rqbsw=">AAAB+HicbVBNS8NAEN3Ur1o/GvXoZbEIghCSWtBjwUuPFewHtCFstt t26WYTdidiDf0lXjwo4tWf4s1/47bNQVsfDDzem2FmXpgIrsF1v63CxubW9k5xt7S3f3BY to+O2zpOFWUtGotYdUOimeCStYCDYN1EMRKFgnXCye3c7zwwpXks72GaMD8iI8mHnBIwUm CXSVC77AN7hKzhUGcW2BXXcRfA68TLSQXlaAb2V38Q0zRiEqggWvc8NwE/Iwo4FWxW6qea JYROyIj1DJUkYtrPFofP8LlRBngYK1MS8EL9PZGRSOtpFJrOiMBYr3pz8T+vl8Lwxs+4TF Jgki4XDVOBIcbzFPCAK0ZBTA0hVHFzK6ZjoggFk1XJhOCtvrxO2lXHu3Kqd7VKvZrHUUSn 6AxdIA9dozpqoCZqIYpS9Ixe0Zv1ZL1Y79bHsrVg5TMn6A+szx/CD5J0</latexit>
Staggered
<latexit sha1_base64="cxNtN rwAuib0c6vCAfwwmo 6WeaE=">AAAB8HicdZ DLSsNAFIYn9Vbrrer SzWARXIUkIrosuHFZ0 V6kDWUyOUmHziRhZi KU0qdw40IRtz6OO9/G SZuCiv4w8POdc5hz/ iDjTGnH+bQqK6tr6xv VzdrW9s7uXn3/oKPS XFJo05SnshcQBZwl0N ZMc+hlEogIOHSD8VV R7z6AVCxN7vQkA1+QO GERo0QbdH+rSRyDhH BYbzj2uVMIO7azNCVx S9JApVrD+scgTGkuI NGUE6X6rpNpf0qkZpT DrDbIFWSEjkkMfWMTI kD50/nCM3xiSIijVJ qXaDyn3yemRCg1EYHp FESP1O9aAf+q9XMdX fpTlmS5hoQuPopyjnW Ki+txyCRQzSfGECqZ 2RXTEZGEapNRzYSwvB T/bzqe7Z7Z3o3XaHp lHFV0hI7RKXLRBWqia 9RCbUSRQI/oGb1Y0n qyXq23RWvFKmcO0Q9Z 71/f9JBm</latexit >
(b)
Domain wall<latexit sha1_base64="PXOR+ 5FHwJeFbgFJ4nuJx2 Wxp3I=">AAAB8nicdZ DLSsNAFIYn9Vbrrer SzWARXIUkIros6MJlB XuBNJTJdNIOnUuYmS gl9DHcuFDErU/jzrdx 0qagoj8M/HznHOacP 04Z1cbzPp3Kyura+kZ 1s7a1vbO7V98/6GiZ KUzaWDKpejHShFFB2o YaRnqpIojHjHTjyVV R794TpakUd2aakoijk aAJxchYFF5LjqiAD4 ixQb3huedeIei53tKU xC9JA5RqDeof/aHEG SfCYIa0Dn0vNVGOlKG YkVmtn2mSIjxBIxJaK xAnOsrnK8/giSVDmE hlnzBwTr9P5IhrPeWx 7eTIjPXvWgH/qoWZS S6jnIo0M0TgxUdJxqC RsLgfDqki2LCpNQgr aneFeIwUwsamVLMhLC +F/5tO4PpnbnAbNJp BGUcVHIFjcAp8cAGa4 Aa0QBtgIMEjeAYvjn GenFfnbdFaccqZQ/BD zvsXDXCRDA==</lat exit>
Markovian bath<latexit sha1_base64="6P8LzjxO2jHjpa mcrmwOktUOx5c=">AAAB9XicbVA9TwJBFHyHX4hfqKXNRmJiRe7OQksSGxsTTARM4CTvlj 3YsLd32d3DEML/sLHQGFv/i53/xgWuUHCSTSYz7+XNTpgKro3rfjuFtfWNza3idmlnd2// oHx41NRJpihr0EQk6iFEzQSXrGG4EewhVQzjULBWOLye+a0RU5on8t6MUxbE2Jc84hSNlR 5vUQ2TEUdJQjSDbrniVt05yCrxclKBHPVu+avTS2gWM2moQK3bnpuaYILKcCrYtNTJNEuR DrHP2pZKjJkOJvPUU3JmlR6JEmWfNGSu/t6YYKz1OA7tZGzD6WVvJv7ntTMTXQUTLtPMME kXh6JMEJOQWQWkxxWjRowtQaq4zUroABVSY4sq2RK85S+vkqZf9S6q/p1fqfl5HUU4gVM4 Bw8uoQY3UIcGUFDwDK/w5jw5L86787EYLTj5zjH8gfP5A2Bgkl8=</latexit>
Markovian bath<latexit sha1_base64="6P8LzjxO2jHjpa mcrmwOktUOx5c=">AAAB9XicbVA9TwJBFHyHX4hfqKXNRmJiRe7OQksSGxsTTARM4CTvlj 3YsLd32d3DEML/sLHQGFv/i53/xgWuUHCSTSYz7+XNTpgKro3rfjuFtfWNza3idmlnd2// oHx41NRJpihr0EQk6iFEzQSXrGG4EewhVQzjULBWOLye+a0RU5on8t6MUxbE2Jc84hSNlR 5vUQ2TEUdJQjSDbrniVt05yCrxclKBHPVu+avTS2gWM2moQK3bnpuaYILKcCrYtNTJNEuR DrHP2pZKjJkOJvPUU3JmlR6JEmWfNGSu/t6YYKz1OA7tZGzD6WVvJv7ntTMTXQUTLtPMME kXh6JMEJOQWQWkxxWjRowtQaq4zUroABVSY4sq2RK85S+vkqZf9S6q/p1fqfl5HUU4gVM4 Bw8uoQY3UIcGUFDwDK/w5jw5L86787EYLTj5zjH8gfP5A2Bgkl8=</latexit>
Figure 1. (Color online). Initial product states prepared at
half-filling (gtar = N/2), as used in the dynamics of the ex-
tended Bose–Hubbard model in the presence of coherent and
incoherent errors. Green (red) arcs exemplify coherent pro-
cesses preserving (breaking) global U(1) symmetry. In this
work, we use chains of N = 6 sites with periodic bound-
ary conditions for this model. (a) A staggered product state
where odd sites are empty and each even site contains one
hard-cose boson. (b) A domain-wall product state where the
left half of the lattice has a hard-core boson at each site and
the right half of the chain is empty.
and [aj , a
†
l ] = δj,l. The eBHM is nonintegrable at finite
nonzero values of J1, J2, U , and W . Generically, it has
two integrable points: the atomic limit of J1 = J2 = 0
and the free-boson limit of U = W = 0.93 In our case, we
additionally impose a hard-core constraint on the bosons,
through which the term ∝ U does not play any role in
the dynamics, so we can remove it from the Hamiltonian
in Eq. (7) (formally, the hard-core constraint amounts
to setting U = ∞). This leads to another integrable
point at J2 = 0, where the eBHM becomes equivalent to
the XXZ model.93 To avoid any effects due to integra-
bility breaking, we therefore set J1 = 1, J2 = 0.83, and
W = 0.11 in our numerics, although we have checked
that other generic values of these parameters yield the
same conclusions. In all our results for the eBHM we use
a periodic chain with N = 6 sites.
The eBHM conserves the total particle number because∑
j [H0, a
†
jaj ] = 0. This translates to the eBHM hosting
a global U(1) symmetry. In a realistic experiment, the
implementation of this model will suffer from coherent
and incoherent errors that in the best case slightly break
this symmetry. The coherent errors are described by a
Hamiltonian λH1, where λ denotes the strength of these
errors, and dynamics in the presence of decoherence is
modeled by the Lindblad master equation94,95
ρ˙ =− i[H0 + λH1, ρ]
+ γ
∑
j
(
LjρL
†
j −
1
2
{
L†jLj , ρ
})
, (8)
where Lj = aj are the jump operators describing the dis-
sipation of our system with the environment, and γ is
the environment-coupling strength. Below, we test vari-
(a)
(b)
(c)
Figure 2. (Color online). Quench dynamics of the symmetry
violation in the closed (γ = 0) extended Bose–Hubbard model
in the presence of unitary symmetry-breaking errors λH1 and
starting in a symmetric initial state. The staggered initial
product state shown in Fig. 1(a) is used for (a) and (b), while
the domain-wall product state in Fig. 1(b) is used as the initial
state in (c). System size is N = 6 sites, and periodic boundary
conditions are assumed. H1 is composed of single-body terms
in (a), while it is a two-body error in (b) and (c). Generically,
the initial increase of symmetry violation is ∝ (λt)2 (a,c),
while specific combinations of initial state and error terms can
increase the order of the short-time behavior, to λ2t4 in the
case of panel (b). Within our simulation times, the maximal
value of the violation in all cases is ∝ λ2, which is the same
order in λ at which the violation grows at short times.
ous examples of initial state and terms for H1.
In the following, we prepare our system in an initial
state ρ0 and solve Eq. (8) for the dynamics of the sym-
metry violation
ε(t) = Tr
{Gρ(t)}, G = 1
N2
[ N∑
j=1
a†jaj − gtar
]2
, (9)
where gtar = N/2 indicates the target half-filling sector.
7B. Symmetric initial state
Let us first prepare our system in the staggered initial
product state shown in Fig. 1(a). This state is symmetric
because it lies in the half-filling sector: Gρ0 = 0. The
subsequent time evolution of the symmetry violation in
Eq. (9) without decoherence under the unitary errors
λH1 = λ
N∑
j=1
(
aj + a
†
j
)
, (10)
is shown in Fig. 2(a). The error term in Eq. (10) would
describe, e.g., the coupling of the system to another in-
ternal state (call its associated annihilation operator b),
which is occupied by a condensate that we assume to
be evenly spread across the entire lattice.59 Then, a Rabi
flop between the two states gives H1 =
∑
j
(
b†aj+a
†
jb
) ≈∑
j
(〈b〉∗aj + 〈b〉a†j). Without restriction of generality,
we set the phase of the condensate to 0. Thus, we get
H1 = 〈b〉
∑
j
(
aj +a
†
j
)
, thereby achieving Eq. (10) by ab-
sorbing 〈b〉 in the definition of the unitary-error strength
λ. The short-time scaling in Fig. 2(a) is ∼ (λt)2. As
we show in Sec. A 1 through time-dependent perturba-
tion theory (TDPT), this is the lowest order of coherent
contributions to the symmetry violation in the case of a
symmetric initial state.
However, one can engineer the initial state or coherent
error to make higher orders the leading contributions. As
an example, we consider the same initial state shown in
Fig. 1(a), but consider the two-body unitary errors
λH1 = λ
N∑
j=1
(
ajaj+1 + a
†
ja
†
j+1
)
. (11)
Similarly to the motivation behind the error term of
Eq. (10), one can imagine immersing an optical lattice
into a condensate of biatomic molecules, where bonding
∝ ajaj+1 gives a molecular annihilation operator m.58
Then, a term that drives the coupling to the molecu-
lar condensate is H1 =
∑
j
(
m†ajaj+1 + a
†
ja
†
j+1m
) ≈
〈m〉∑j (ajaj+1 + a†ja†j+1), which by absorbing 〈m〉 into
the definition of λ, we achieve the error term in Eq. (11).
When ρ0 is the staggered initial state of Fig. 1(a), the
coherent contribution λ2t2 Tr{GH1ρ0H1} to the symme-
try violation is finite in case of the unitary errors in
Eq. (10), but vanishes in case of the unitary errors of
Eq. (11). The reason is that the staggered initial occupa-
tion yields H1ρ0 = 0. As shown in Sec. A 1, the next lead-
ing contribution ∝ λ2t4 Tr{GH1H0ρ0H0H1} now domi-
nates, where it does not vanish because H0 induces tun-
neling processes that can bring bosons on adjacent sites,
allowing H1 to act on ρ0 without destroying it. This is
exactly what we see in Fig. 2(b). Such an increase of
the mean-square displacement with a power of t larger
than 2 is a hallmark of hyperballistic expansion, and sets
the crossover timescale to t ∝ (γ/λ2) 13 in the presence of
decoherence (see below).
(a)
(b)
Figure 3. (Color online). Quench dynamics of the symmetry
violation in the N = 6-site open eBHM starting in a staggered
initial product state and in the presence of the single-body
unitary errors of Eq. (10) at strength λ. The coupling to the
environment is at strength γ with the jump operator Lj = aj
at each site. (a) Symmetry violation over time with fixed
λ at various values of γ. (b) Symmetry violation over time
with fixed γ at various values of λ. Note how decoherence,
regardless the value of λ, takes the symmetry violation to
its maximal value g2tar/N
2 = 1/4 at long-enough times. A
diffusive-to-ballistic crossover occurs at t ∝ γ/λ2 where the
symmetry violation goes from a diffusive spread ∼ γt for t .
γ/λ2 to ballistic spread ∼ λ2t2 for t & γ/λ2.
Nevertheless, the short-time scaling ∼ λ2t4 is not a
generic feature of the unitary errors of Eq. (11), but is
rather a combination of such errors and the fact that we
start in the staggered initial state. Indeed, if we consider
these same pairing errors but instead start in, say, the
domain-wall initial state shown in Fig. 1(b), then the
leading coherent contribution to the symmetry violation
is again ∝ λ2t2, as shown in Fig. 2(c). The reason is
that a domain-wall initial state already has bosons on
adjacent sites, and thus H1 can act on it nontrivially.
In what follows, we take ρ0 as the staggered initial state
and include decoherence through jump operators L†j . We
consider first in Fig. 3 the unitary errors of Eq. (10). As
can be shown in TDPT (see Appendix A 2), the leading
incoherent contribution to the symmetry violation in case
of a symmetric initial state is ∝ γt∑j Tr{GLjρ0L†j}. As
such, at times t . γ/λ2, the symmetry violation shown
in Fig. 3 scales diffusively ∼ γt, before being overtaken
by the ballistic spread ∼ λ2t2 due to the leading coher-
ent contribution. Note that the maximal value ≈ 1/4
reached by the symmetry violation in the steady-state
due to decoherence is larger than that due to purely co-
herent symmetry breaking.
We now consider the same staggered initial state but
use the unitary error terms of Eq. (11). The only qualita-
8(a)
(b)
Figure 4. (Color online). Same as Fig. 3 but for the two-
body error of Eq. (11). The initial state can play a nontrivial
role in the short-time dynamics of the symmetry violation.
In this case, the crossover is from diffusive to hyperballistic
spread and occurs at t ∝ (γ/λ2) 13 . This behavior is qualita-
tively different from the case of the single-body unitary errors
in Eq. (10), and is due to the fact that H1 in Eq. (11) anni-
hilates ρ0 when it acts on it: H1ρ0 = 0, which leads to the
contribution ∝ λ2t2 vanishing, and thus the next leading or-
der ∝ λ2t4 sets in for t & (γ/λ2) 13 . Decoherence allows the
symmetry violation to reach its maximal value of 1/4 that
unitary errors alone cannot achieve.
tive difference here is that the diffusive scaling ∼ γt due
to incoherent errors is overtaken by hyperballistic spread
∼ λ2t4, due to the leading coherent contribution, at a
crossover time t ∝ (γ/λ2) 13 . Again here in the presence
of decoherence the symmetry violation attains its maxi-
mal value of 1/4, even though in the purely unitary case
it does not.
C. Multiple quantum coherences
In order to further quantify the effects of deco-
herence especially in the late-time dynamics of our
quenches, we analyse multiple quantum coherences
(MQC). These are experimentally accessible quantities
that have been used to study quantum coherences in
nuclear magnetic resonance imaging,96,97 as well as de-
coherence effects on correlated spins98 and many-body
localization.99,100 Moreover, they have also been con-
nected to multipartite entanglement101 and out-of-time-
ordered correlators,101,102 and they have been measured
in trapped-ion experiments.103
Let us call ∆g the difference in global charge between
two global-symmetry sectors. The associated MQC is
(a)
(b)
Figure 5. (Color online). Multiple quantum coherences I∆g
(solid blue curves) at fixed coherent- and incoherent-error
strengths λ and γ (see gray boxes for exact values), respec-
tively, in the quench dynamics of the extended Bose-Hubbard
model starting in the staggered initial state of Fig. 1(a). For
reference, we also show the symmetry violation (solid red
curve) as well as the MQCs in the purely coherent case (γ = 0;
same color but dotted lines). In (a) the coherent errors are
single-body terms given by Eq. (10). Decoherence compro-
mises all I∆g>0, causing them to settle into steady-state val-
ues lower than those in the purely coherent case. However, I0
does not deviate much from its coherent steady-state value,
suggesting that decoherence does not affect quantum coher-
ences within each sector much. In (b) the coherent errors
are the two-body terms given by Eq. (11). Even though I0
behaves the same as in the case of single-body errors, I∆g>0
here are nonzero only in the case of even ∆g and settle into
steady-state values larger than those in the purely coherent
case.
then defined as
I∆g = Tr
{
ρ†∆gρ∆g
}
, (12a)
ρ∆g =
∑
g
Pg+∆gρPg, (12b)
where Pg is the projector onto the sector of global charge
g.
In Fig. 5, we show the MQC for various ∆g for both
unitary errors in Eqs. (10) and (11) at fixed λ and γ. For
the single-body coherent errors of Eq. (10), we see that
odd values of ∆g give rise to a finite MQC as shown in
Fig. 5(a). This behavior is plausible, as in this case a
first-order process in H1 removes or adds a single boson
on a given site j. We see that the MQC is dominated
by processes within the same sector (corresponding to
∆g = 0). Whereas the symmetry violation (red curve)
starts at t = 0 to grow ∼ γt, the MQCs, being measures
of quantum coherences between global-symmetry sectors,
do not show any scaling related to incoherent processes
9(a)
(b)
Figure 6. (Color online). Starting in the unsymmetric ground
state ρ0 of H0 + λiH1 with H1 given in Eq. (10). (a) Quench
dynamics of the symmetry-violation change in the case of a
closed eBHM chain with N = 6 matter sites. Since ρ0 is
unsymmetric, the leading coherent contribution to the sym-
metry violation is ∝ λt2. Note here that the steady-state
value is ∝ λ rather than ∝ λ2 as in Fig. 2 when the initial
state is symmetric. (b) Decoherence brings about a diffusive-
to-ballistic crossover at an earlier timescale γ/λ < γ/λ2 than
the case of a symmetric initial state.
at early times. Rather, their growth is ∼ (λ2t2)∆g. As
can be expected in case of decoherence,84 the I∆g with
∆g > 0 show a decrease at t ≈ 1/γ as compared to the
steady-state value of the purely coherent case. In con-
trast, I0 exhibits an increase in its values after an initial
decrease, finally settling at roughly the coherent steady-
state value. This behavior suggests that even though de-
coherence compromises coherences between different sec-
tors, those within the same sector are not affected much
by the decoherence studied here.
By changing H1 to Eq. (11), the above picture changes,
as shown in Fig. 5(b). First, MQCs due to odd ∆g are
identically zero, as there can be no coherent processes be-
tween sectors differing by an odd number of bosons—H1
as per Eq. (11) removes or adds two neighboring bosons
simultaneously. Furthermore, due to the staggered oc-
cupation of ρ0, the MQCs scale ∼ (λt2)∆g. Whereas I0
behaves the same as in the case of the single-body er-
ror, I∆g>0 behave fundamentally differently in case of
the two-body error in Eq. (11). Interestingly, at t ≈ 1/γ
they begin to decrease in value, but at later times they
increase again and settle at a value larger than that of
their purely coherent dynamics, represented by dotted
lines in Fig. 5. This suggests that decoherence populates
sectors that cannot be populated by H1 alone. Indeed,
in the case of purely unitary dynamics with only coher-
ent errors as in Eq. (11), we have checked that 〈Pg〉 = 0
identically for odd g. In the case of decoherence, how-
ever, 〈Pg〉 acquire nonzero values, and this allows then,
through H1, coherence within and between sectors with
odd global charges, but separated by an even ∆g. This
is quite counterintuitive in that decoherence here seems
to help in building up quantum coherences by allowing
access to previously inaccessible sectors.
D. Unsymmetric initial state
We have so far considered only initial states lying in
the half-filling sector. Let us now consider an initial state
ρ0 that is unsymmetric, i.e.,
[G, ρ0] 6= 0. In particular,
we consider ρ0 to be the ground state of the Hamiltonian
H0 + λiH1, where λi = 0.1 is the prequench strength
of the error term and H1 is given by Eq. (10). Such a
scenario may arise when aiming at adiabatically prepar-
ing the ground state of H0 in the presence of errors. As
has been done until now, we quench ρ0 with H0 + λH1
in the presence of decoherence under the jump operators
Lj = aj .
The ensuing dynamics of the change in symmetry vi-
olation |∆ε| is shown in Fig. 6. In the case of no deco-
herence (γ = 0), shown in Fig. 6(a), |∆ε| ∼ λt2 at short
times rather than λ2tn (even n ≥ 2) as in the case of
a symmetric initial state; cf. Figs. 2–4. As explained in
Sec. A 1 through TDPT, the coherent contribution to the
symmetry violation∝ λt2, given by Eq. (A5f) always van-
ishes when the initial state is symmetric or an eigenstate
of H0, but not when ρ0 is unsymmetric yet not an eigen-
state of H0 as in the case of Fig. 6. Moreover, the contri-
bution∝ λt in Eq. (A5d) completely vanishes in this case,
since the errors H1 in preparing ρ0 are the same as those
in the subsequent dynamics (see Appendix A 1). Note
how, consequently, the steady-state value at which |∆ε|
settles is ∝ λ. Upon introducing decoherence (γ > 0)
in Fig. 6(b), a diffusive-to-ballistic crossover at t ∝ γ/λ
occurs taking the spread of the symmetric violation from
diffusive ∼ γt to ballistic ∼ λt2. Note that the diffusive-
to-ballistic crossover here occurs at an earlier timescale
than that in the case of a symmetric initial state. Finally,
as in the case of a symmetric initial state, the symmetry
violation reaches its maximal value of g2tar/N
2 = 1/4 also
when ρ0 is unsymmetric.
V. Z2 LATTICE GAUGE THEORY
In this Section, we present results that supplement
those on a Z2 gauge theory presented in Ref. 84 in var-
ious ways: by studying the effect of decoherence under
different Lindblad operators including those for particle
loss; by starting in various initial states including gauge-
noninvariant ones; by investigating the effect of dissipa-
tion and dephasing set at different environment-coupling
strengths; by analyzing the addition of energy-penalty
terms on the dynamics; and by adding further results on
MQCs under decoherence.
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Figure 7. (Color online). Symmetric initial product states
used in the dynamics of the Z2 LGT in the presence of co-
herent errors. (a) A staggered product state where odd mat-
ter sites are empty and each even matter site contains one
hard-cose boson, with the electric fields along links pointing
from odd to even matter sites, thereby satisfying Gauss’s law
at each local constraint. (b) A “domain-wall” product state
where the left half of the lattice has a hard-cose boson at each
site and the right half of the chain is empty. The electric fields
along the links are oriented such that Gauss’s law is satisfied
at each local constraint.
A. Model and quench protocol
A recent experiment76 has employed a Floquet setup
to successfully implement a building block of the Z2 LGT
described by the Hamiltonian104–106
H0 =
N∑
j=1
[
Ja
(
a†jτ
z
j,j+1aj+1 + H.c.
)− Jfτxj,j+1], (13)
where N is the number of matter sites, aj is the anni-
hilation operator of a hard-core boson at site j obey-
ing the canonical commutation relations [aj , al] = 0 and
[aj , a
†
l ] = δj,l(1 − 2a†jaj), and the Pauli matrix τx(z)j,j+1
represents the electric (gauge) field at the link between
matter sites j and j + 1. The first term of Eq. (13) rep-
resents assisted matter tunneling and gauge flipping at
strength Ja, which, e.g., forms the essence of Gauss’s law
in quantum electrodynamics. The electric field’s energy
is given by Jf . In this work, we adopt periodic boundary
conditions, which means our effective system size is 2N ,
and we set Ja = 1 and Jf = 0.54 throughout our paper,
even though we have checked that our conclusions are
not restricted to these values.
Gauge invariance is embodied in local conservation
laws, the generators of which are
Gj = 1− (−1)jτxj−1,j(1− 2a†jaj)τxj,j+1, (14)
where [H0, Gj ] = 0, ∀j. As discussed above, the eigenval-
ues gj of Gj are known as local charges, and a set of their
values g = {g1, g2, . . . , gN} defines a gauge-invariant sec-
tor (see Sec. II A). A gauge-invariant supersector M is
defined as the set of gauge-invariant sector that satisfy∑
j gj = 2M (see Sec. II B).
In the implementation of the Z2 LGT without un-
realistic fine-tuning, coherent error terms emerge with
[H1, Gj ] 6= 0. Here, inspired by the effective coherent
errors of the building block of Ref. 76, we assume the er-
rors to have the form of unassisted matter tunneling and
gauge flipping, which can be formalized as
λH1 =λ
N∑
j=1
[(
c1a
†
jτ
−
j,j+1aj+1 + c2a
†
jτ
+
j,j+1aj+1 + H.c.
)
+ a†jaj
(
c3τ
z
j,j+1 − c4τzj−1,j
)]
. (15)
The strength of these errors is given by λ, and the coef-
ficients c1...4 depend on a dimensionless driving parame-
ter χ that is tunable in the experiment of Ref. 76. The
specific expressions for these coefficients can be found in
Appendix B. Just as in the joint submission,84 we show
here results for χ = 1.84, but we have also checked that
our results hold for various values of χ within the range
found in the Floquet setup of Ref. 76.
As for the case of a global symmetry discussed above,
the system is prepared in an initial state ρ0, which at
t = 0 is quenched by H0 +λH1 and decoherence is turned
on. The subsequent dynamics is computed using the
Lindblad master equation
ρ˙ =− i[H0 + λH1, ρ]
+ γ
N∑
j=1
(
Lmj ρL
m†
j + L
g
j,j+1ρL
g†
j,j+1
− 1
2
{
Lm†j L
m
j + L
g†
j,j+1L
g
j,j+1, ρ
})
, (16)
where Lmj and L
g
j,j+1 are the jump operators coupling
the matter and gauge fields, respectively, to the environ-
ment at strength γ. We are interested in dynamics of the
gauge violation, supersector projector, electric field, and
staggered boson number, given respectively by,
ε(t) = Tr
{Gρ(t)}, G = 1
N
∑
j
[
Gj − gtarj
]
, (17)
〈PM (t)〉 = Tr
{
ρ(t)PM
}
, PM =
∑
g;
∑
j gj=2M
Pg, (18)
mx(t) =
1
N
∣∣∣Tr{ρ(t)∑
j
τxj,j+1
}∣∣∣, (19)
nstag(t) =
1
N
∣∣∣Tr{ρ(t)∑
j
(−1)ja†jaj
}∣∣∣. (20)
Note that the form of the gauge violation in Eq. (17) is
specific for the Z2 LGT. It is a special case of Eq. (1)
using g2j = 2gj and dropping an irrelevant factor of 2.
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Figure 8. (Color online). (a) Full unitary dynamics of the quench scenario illustrated in Fig. 7(a). Two prethermal plateaus
at timescales λ−1 and Jaλ−2 (see insets) appear as explained numerically and analytically through a Magnus expansion in
Refs. 13 and 14. (b) Complementary results to those of the joint submission Ref. 84, where here we fix γ and scan λ. The
conclusion remains the same, with the gauge violation exhibiting diffusive scaling ε ∼ γt at short times for sufficiently small
λ, and ballistic scaling ∼ (λt)2 at sufficiently large λ, with the timescale of the crossover from the former to the latter being
t ∝ γ/λ2. Upper inset shows the second (and final in the case of N = 4 matter sites) prethermal timescale getting compromised
at smaller values of λ at which γ = 10−6 dominates. Lower inset shows that the first prethermal timescale is more resilient
than the second, as its timescale persists for smaller values of λ. (c,d) Same as (b) but for the supersector projectors P2 and
P4. As we can see, the crossover from the diffusive to ballistic regime is again at t ∝ γ/λ2, but whereas P2 shows the same
scaling orders as ε, P4 ∼ γ2t2 in the diffusive regime and P4 ∼ λ4t4 in the ballistic regime. (e,f) Influence of gauge violation
on local observables. As exemplified by (e) the staggered particle density and (f) the electric field, the dynamics is practically
indistinguishable from the decoherence-free model before the timescale ∝ γ−1. Note how the electric field shows no diffusive
behavior at the onset as the gauge violation and supersector projectors do. This is because the corresponding correction γtLρ0
to the unitary part of the density matrix makes a vanishing contribution to the electric field, as explained in Sec. A 2.
B. Quench dynamics
As shown in Ref. 84, the coexistence of unitary and
incoherent gauge-breaking processes leads to competing
timescales due to λ > 0 and γ > 0 in the Z2 LGT.
While incoherent gauge-breaking processes yield a single
timescale 1/γ, coherent errors can generate a sequence or
staircase of prethermal plateaus with timescales Js−1a /λ
s
with s = 0, 1, 2, . . . , N/2.13,14 These coherent timescales
arise due to unitary dynamics in a gauge theory as a re-
sult of resonances between different gauge-invariant sec-
tors coupled throughH1, as can be shown through a Mag-
nus expansion.14 In the case of the initial states shown in
Fig. 7 with N = 4 matter sites, this means two plateaus
at timescales 1/λ and Ja/λ
2 (the one at timescale ∝ λ0
does not appear in this case13), at which maximal vio-
lation is attained; see Fig. 8(a) for the staggered initial
product state shown in Fig. 7(a).
The picture changes significantly when γ > 0; see
Fig. 8(b). When λ = 0 in this case, the gauge viola-
tion accumulates diffusively as ε ∼ γt until it reaches a
maximal value of unity at t ≈ 1/γ. This gauge violation
due to purely incoherent gauge-breaking processes shows
no signatures of prethermalization. The picture starts
to change for λ > γ, as then the prethermal plateau at
timescale ∝ 1/λ can still appear unaffected by the deco-
herence, which becomes dominant for t & 1/γ; see lower
inset of Fig. 8(b). The effects of decoherence on the sec-
ond plateau, which in the purely unitary case appears at
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timescale ∝ Ja/λ2, are more prominent as can be seen in
the upper panel of Fig. 8(b). This plateau survives only
when λ2/Ja & γ as then the final prethermal timescale
∝ Ja/λ2 appears earlier than the decoherence timescale
of /γ.
It is interesting to examine again the short-time scaling
of the gauge violation for finite λ in Fig. 8(b). The be-
havior concurs with the conclusions of Ref. 84, where we
observe the diffusive scaling ε ∼ γt for t . γ/λ2, while
for later times t & γ/λ2 the violation is dominated by
coherent errors and ε ∼ (λt)2. Intriguingly, we thus find
in general two regimes where incoherent errors dominate
at finite λ: the first at evolution times t . γ/λ2 and the
second for t & 1/γ. At intermediate times, the coher-
ent gauge-breaking processes dominate when λ > γ, and
both prethermal plateaus appear for N = 4 matter sites
when λ2 > γJa.
Let us now again look at the dynamics of the super-
sector projectors in the presence of decoherence. This is
shown for the projectors onto the supersectorsM = 2 and
M = 4 in Fig. 8(c,d). Congruent to the conclusions of
the joint submission,84 we get the same short-time scal-
ing for the supersector projectors P2 and P4, with the
crossover from the diffusive regime where 〈P2〉 ∼ γt and
〈P4〉 ∼ γ2t2 at t . γ/λ2 to the ballistic regime where
〈P2〉 ∼ λ2t2 and 〈P4〉 ∼ λ4t4 at t & γ/λ2. The deteriora-
tion of the first prethermal timescale can also be observed
in these quantities, and that of the second prethermal
plateau is observed in 〈P4〉. The larger λ is, the greater
the integrity of the prethermal plateaus, with the first
plateau exhibiting greater resilience as it survives smaller
values of λ than its second counterpart. Interestingly, at
long times t & 1/γ, both projectors relax to the values
〈P2〉 ≈ 0.125 and 〈P4〉 = 〈P0〉 ≈ 0.75, meaning that
〈P2〉/〈P4〉 = 〈P2〉/〈P0〉 = 6, which is equal to the ra-
tio of number of gauge sectors in each supersector. This
generally does not happen in the case of no decoherence
(γ = 0), but in the presence of decoherence at any γ > 0,
the long-time limit will ascribe to this behavior. This
is due to the fact that the gauge violation has fully dif-
fused in the space of gauge sectors, occupying an equal
distribution among all of them.
We also include the dynamics of the staggered boson
number in Fig. 8(e) [recall that the total boson number is
conserved sinceH0 andH1 both have global U(1) symme-
try, and there is only dephasing on the matter fields] and
the electric field in Fig. 8(f). One cannot discern any dif-
fusive behavior at early times in these observables (even
by looking at the deviation from the fully unitary case).
A deeper reason may be that these local observables are
not related to a divergence measure through the gauge
sectors, contrary to the gauge violation (see Sec. III A).
The leading-order (in γ) correction to the unitary part of
the density matrix is γtLρ0 makes a vanishing contribu-
tion to both of these observables as discussed in Sec. A 2.
In the quench dynamics of the joint submission84 and
Fig. 8, we have focused on λ > 0. For completeness, we
show in Fig. 9 the effect of γ on the dynamics of gauge vi-
(a)
(b)
Figure 9. (Color online). Dynamics of (a) the gauge violation
and (b) the staggered matter field for λ = 0 at various val-
ues of the environment-coupling strength γ (see legend). The
behavior is qualitatively similar to that of Figs. 8(a,e), re-
spectively, albeit here there is no signature of the prethermal
plateaus in the gauge violation since λ = 0.
olation and staggered boson number, considering quench
dynamics for the same initial state as in Fig. 7(a) but
for λ = 0. The gauge violation [Fig. 9(a)] spreads diffu-
sively in the gauge sectors scaling as ε ∼ γt at short times
before settling into a maximal-violation steady state at
t ≈ 1/γ. The staggered boson number [Fig. 9(b)] be-
haves much the same way as in the case of λ > 0 in
Fig. 8(e): it deviates from the purely coherent dynamics
at t ≈ 1/γ, with its temporal average decaying ∼ (γt)−1
at late times.
C. Variations of jump operator
So far, we have included dissipation in the gauge fields
as governed by the jump operator Lgj,j+1 = τ
z
j,j+1. To
corroborate the generality of our results, we study the
effect of a different dissipative jump operator Lgj,j+1 =
τ−j,j+1 at various values of γ in the presence of co-
herent gauge-breaking terms at strength λ = 10−4Ja.
We show the associated gauge-violation and supersector-
projector dynamics in Fig. 10. The qualitative picture
is unchanged, and we see that the diffusive-to-ballistic
crossover is also at t ∝ γ/λ2, with scaling ∼ γt (∼ γ2t2)
in the diffusive regime and scaling ∼ λ2t2 (∼ λ4t4) in the
ballistic regime in the short-time dynamics of the gauge
violation and 〈P2〉 (〈P4〉).
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(a)
(b)
(c)
Figure 10. (Color online). Same as Fig. 1 of Ref. 84 but with a
different jump operator on the gauge links. Quench dynamics
of (a) the gauge violation, (b) supersector projector P2, and
(c) supersector projector P4 in the open Z2 LGT starting in
the gauge-invariant initial state of Fig. 1(a), in the presence
of the unitary gauge-breaking errors of Eq. (15) at strength
λ = 10−4Ja, and coupling to the environment at strength γ
with the jump operators Lmj = a
†
jaj and L
g
j,j+1 = τ
−
j,j+1 on
matter sites and gauge links, respectively. The diffusive-to-
ballistic crossover is again at t ∝ γ/λ2.
D. Other initial states
Furthermore, our conclusions remain unaltered for
other initial states. Whereas in the joint submission
Ref. 84 and hitherto in this paper our initial state
has been the staggered product state in Fig. 7(a), in
Fig. 11 we show the gauge-violation and supersector-
projector dynamics for the “domain-wall” product state
in Fig. 7(b). Again, here we include coherent gauge-
breaking terms at strength λ = 10−4Ja and study the
effects of decoherence at various values of the environ-
ment coupling γ, with the jump operators Lmj = a
†
jaj
and Lgj,j+1 = τ
z
j,j+1. The qualitative picture is identical
to that of Fig. 1 in Ref. 84 and Fig. 11.
(a)
(b)
(c)
Figure 11. (Color online). Same as Fig. 10 but starting
in the gauge-invariant “domain-wall” initial product state of
Fig. 7(b) and with Lgj,j+1 = τ
z
j,j+1.
E. Multiple quantum coherences
In the Z2 LGT, the MQC are a generalization of those
given in Eq. (12), and read
I∆g = Tr
{
ρ†∆gρ∆g
}
, (21a)
ρ∆g =
∑
g
Pg+∆gρPg, (21b)
where now they measure quantum coherences between
gauge-invariant sectors and not just supersectors as in
the case of the eBHM (see Sec. IV C). Since the deviations
between sectors are vectors, the MQC spectra
Fφ =
∑
∆g
I∆ge
−i∑j φj∆gj (22)
depend on N angles φ = {φ1, φ2, . . . , φN}. In the joint
submission Ref. 84, we provide results for the MQC and
their spectra, for a given choice of angles, at λ = 10−4Ja
and γ = 10−6Ja. Let us now look at these results but
with no decoherence, i.e., λ = 10−4Ja and γ = 10−6Ja.
The corresponding results are shown in Fig. 12. In
the absence of decoherence, the MQC over evolution
time and settle at a steady-state value at long times
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(a)
(b) (c) (d)
(e) (f) (g)
(h) (i) (j)
Figure 12. (Color online). Same as Fig. 2 of Ref. 84 but with
no decoherence, and additionally showing the MQC spectra
at different angles. (a) Dominant MQC. (b-j) MQC spectra,
with rows from top to bottom F (φ1, 0, φ3, 0), F (φ1, φ2, 0, 0),
and F (0, φ2, φ3, 0), and columns from left to right tJa = 10
4,
tJa = 10
5, and tJa = 10
6. Unsurprisingly, in the absence
of decoherence, there is no decay of the intensities, and the
bandwidth of the MQC spectra increases with time, in con-
trast to the case of decoherence in Fig. 2 of Ref. 84, where
decoherence diminishes the spectrum.
[Fig. 12(a)], in contrast to the case with decoherence of
Ref. 84, where their temporal averages decay ∼ (γt)−1 at
t > γ−1. The spectrum also behaves fundamentally dif-
ferently. Whereas in the case with decoherence the spec-
trum almost vanishes for t & γ−1, in the closed-system
case it is maximal in this temporal regime.
Our choice of the MQC-spectrum angles in the main
text is neither special nor unique. Due to symmetry, we
have
F (φ1, 0, φ3, 0) = F (0, φ2, 0, φ4), (23a)
F (φ1, φ2, 0, 0) = F (0, 0, φ3, φ4), (23b)
F (0, φ2, φ3, 0) = F (φ1, 0, 0, φ4). (23c)
(a) (b) (c)
(d) (e) (f)
Figure 13. (Color online). Same as Fig. 2(c-e) of Ref. 84 but
for different angles of the MQC spectrum, where again λ =
10−4Ja and γ = 10−6Ja. We show F (φ1, φ2, 0, 0) at evolution
times (a) t = 104/Ja, (b) t = 10
5/Ja, and (c) t = 10
6/Ja, and
we show F (0, φ2, φ3, 0) at evolution times (d) t = 10
4/Ja,
(e) t = 105/Ja, and (f) t = 10
6/Ja. The results show that
decoherence diminishes the spectrum, in agreement with the
conclusion from Fig. 2(c-e) of the joint submission.
For completeness, we show in Fig. 13 for the MQC
spectra F (φ1, φ2, 0, 0) and F (0, φ2, φ3, 0) in the pres-
ence of gauge-breaking coherent and incoherent errors
at strengths λ = 10−4Ja and γ = 10−6, where the initial
state is that of Fig. 7(a) and the dynamics is governed by
Eq. (16). Similarly to their counterpart F (φ1, 0, φ3, 0),
both F (φ1, φ2, 0, 0) and F (0, φ2, φ3, 0) diminish in the
presence of decoherence.
It is interesting to compare these findings to the dy-
namics of the MQC with a different jump operator. As
such, we again start in the staggered initial state of
Fig. 7(a) and set the jump operator Lgj,j+1 = τ
−
j,j+1.
Once again, we set λ = 10−4Ja and γ = 10−6Ja, with
Lmj = a
†
jaj . (The dynamics of the gauge violation and
supersector projectors for this quench protocol are shown
in Fig. 10.) The corresponding MQC results are shown
in Fig. 14. Unlike the case of Lgj,j+1 = τ
z
j,j+1 (see
Fig. 2 of Ref. 84), the MQC do not decay to zero when
Lgj,j+1 = τ
−
j,j+1, but rather saturate at finite steady-
state values. This behavior depends on the fixed point of
the Liouvillian superoperator. Indeed, we have checked
(not shown) that when the “domain-wall” product state
shown in Fig. 7(b) is the initial state, the MQC take on
the same steady-state values as those shown in Fig. 14.
F. Variations of relative strength of incoherent
errors
Let us now investigate the effect of turning on the de-
phasing and dissipation at different strengths γm and γg,
respectively. The Lindblad master equation generalizes
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(a)
(b) (c) (d)
(e) (f) (g)
(h) (i) (j)
Figure 14. (Color online). Same as Fig. 2 of Ref. 84 but
with Lgj,j+1 = τ
−
j,j+1 and including additional angles for the
MQC spectra. (a) Dominant MQC. (b-j) MQC spectra, with
rows from left to right F (φ1, 0, φ3, 0), F (φ1, φ2, 0, 0), and
F (0, φ2, φ3, 0) and columns from left to right tJa = 10
4,
tJa = 10
5, and tJa = 10
6. In contrast to the case of
Lgj,j+1 = τ
z
j,j+1 as in Fig. 2 of Ref. 84, here the MQC do
not decay to zero, but rather saturate at finite steady-state
values. This behavior depends on the fixed points of the Li-
ouvillian superoperator.
to
ρ˙ =− i[H0 + λH1, ρ]
+
N∑
j=1
[
γm
(
Lmj ρL
m†
j −
1
2
{
Lm†j L
m
j , ρ
})
+ γg
(
Lgj,j+1ρL
g†
j,j+1 −
1
2
{
Lg†j,j+1L
g
j,j+1, ρ
})]
. (24)
Interestingly, the dephasing strength γm has little effect
on the short-time dynamics of the gauge violation, which
at short times t . γg/λ2 scales as ε ∼ γgt, and at in-
termediate times γg/λ
2 < t . 1/λ scales as ε ∼ (λt)2
due to the dominance of coherent gauge-breaking terms.
In fact, it can be shown in TDPT (see Sec. A 2) that
the contribution to the gauge violation due to dephasing
at short times vanishes. However, we find that both γm
and γg have a significant effect on the later timescale at
which decoherence dominates at maximal violation, with
this timescale being roughly 1/max{γg, γm}, as can be
seen in the lower insets of Fig. 15(a,b). In particular, de-
phasing incurs a nonperturbative effect on the prethermal
plateaus, as shown in the lower inset of Fig. 15(a).
(a)
(b)
Figure 15. (Color online). Dynamics of the gauge-invariance
violation at different environment-coupling strengths γm for
the dephasing on matter fields and γg for the dissipation
on gauge links, with fixed strength λ = 10−4Ja of coherent
gauge-breaking processes. (a) Gauge violation at various val-
ues of γm for fixed value of γg = 10
−10Ja. (b) Gauge violation
at various values of γg for a fixed value of γm = 10
−10Ja. Dis-
sipation clearly shows an effect on the gauge violation at short
times, whereas dephasing does not. However, at late times de-
phasing also has a clear effect on the prethermal plateaus, as
shown in the lower inset of (a).
G. Dynamics under gauge protection
Recently, several theoretical works have proposed
to use gauge protection to suppress processes driv-
ing the system out of its initial gauge-invariant
sector,65–69,71–75,77,80–83 and the principle has been
demonstrated experimentally for a U(1) gauge theory.78
The basic idea is to introduce a suitable energy-penalty
term, which for a Z2 gauge theory reads
V HG = V
∑
j
Gj , (25)
where V controls the protection strength. For suffi-
ciently large V , the associated gauge violation due to
H1 is suppressed by (λ/V )
2, and the ensuing dynam-
ics is perturbatively close to a renormalized version of
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the ideal gauge theory.77,80 Using as quench Hamilto-
nian H = H0 +λH1 +V HG, and numerically solving the
respective Lindblad master equation
ρ˙ =− i[H0 + λH1 + V HG, ρ]
+ γ
N∑
j=1
(
Lmj ρL
m†
j + L
g
j,j+1ρL
g†
j,j+1
− 1
2
{
Lm†j L
m
j + L
g†
j,j+1L
g
j,j+1, ρ
})
(26)
at fixed values of γ and λ, we obtain the gauge-violation
dynamics shown in Fig. 16. We find that a finite V sup-
presses only coherent contributions to the gauge viola-
tion, but not incoherent ones. This finding is not sur-
prising as the dissipative errors in our work are modelled
by a Markovian Lindblad master equation that couples
states regardless of their energy differences, and which is
thus oblivious to energy penalties.
Interestingly, for intermediate values of the protection
strength (V = Ja at λ = 10
−2Ja), we see that after
going from diffusive (ε ∼ γt) at t . γ/λ2 to ballistic
(ε ∼ λ2t2) dynamics at t & γ/λ2, the gauge violation
again exhibits diffusive behavior before settling into a
maximal-violation steady state at t ≈ 1/γ. The larger
V is, the shorter is the intermediate ballistic regime. At
sufficiently large V , coherent errors are almost completely
suppressed and the ballistic regime vanishes, with the
gauge violation scaling as ε ∼ γt for all times t . 1/γ.
H. Dynamics under particle loss
Until now, within Sec. V we have considered only de-
phasing in the matter fields in order to allow for the
conservation of particle number, thereby enabling us to
achieve larger system sizes (see Appendix B for further
details). Here, we consider also dissipation in the matter
fields. In particular, we will choose Lmj = aj while also
using Lgj,j+1 = τ
z
j,j+1 and fixing λ = 10
−4Ja. Again, we
consider the initial state in Fig. 7(a) for N = 2 matter
sites (here, N = 4 matter sites is numerically intractable
for the evolution times we need to reach in our calcula-
tions), and solve Eq. (16) for λ = 10−4Ja using several
values of γ. The corresponding results for the gauge-
violation dynamics are shown in Fig. 17(a). For ease of
comparison, we repeat these results for the case of de-
phasing on matter fields with jump operators Lmj = a
†
jaj
in Fig. 17(b), just as in all the results before this point.
Aside from the absence of a second prethermal plateau
due to the halved matter-site number, the results are very
similar to those in Fig. 1(b) of Ref. 84, and the qualita-
tive behavior is identical: the gauge violation displays a
crossover from diffusive scaling ε ∼ γt to ballistic scaling
ε ∼ λ2t2 at t ∝ γ/λ2 when γ < λ. As such, we can con-
clude that our results in Ref. 84 are general, and are not
restricted by considering only dephasing in the matter
fields.
(a)
(b)
Figure 16. (Color online). Using the setup of Fig. 7(a) un-
der decoherence, we add a protection term77 V HG = V
∑
j Gj
such that the coherent quench is actuated byH0+λH1+V HG,
which suppresses only the coherent gauge-breaking errors, but
has no effect on the gauge violation due to Markovian deco-
herence. (a) At fixed λ = 10−2Ja and γ = 10−6Ja (blue
curves), we see that at large enough protection strength V ,
the diffusive scaling ε ∼ γt seen at short times emerges again
before the maximal violation is reached, and, in some cases,
after the ballistic scaling ε ∼ (λt)2 has appeared at intermedi-
ate times. For reference, we also show the gauge violation for
λ = 0 and γ = 10−6Ja (red curve), which exhibits only scal-
ing ε ∼ γt before saturating at its maximal value for t & 1/γ.
At nonzero λ and without energy protection, the gauge viola-
tion scales ε ∼ γt only at early times t . γ/λ2 before scaling
ε ∼ (λt)2 at intermediate times t & γ/λ2, and finally reaching
the maximal violation at t ∝ min{λ−N/2, γ−1}. (b) The same
as panel (a) but for λ = 10−1Ja.
I. Decoherence starting from equilibrium
Aside from quench dynamics, we also study the ef-
fect of decoherence through jump operators Lmj = a
†
jaj
and Lgj,j+1 = τ
z
j,j+1 on the ground state of an LGT
with N = 4 matter sites and periodic boundary condi-
tions. For this aim, we prepare our system in the ground
state of H0, and switch on decoherence at t = 0 accord-
ing to the Lindblad master equation (16) with λ = 0.
Such a scenario may occur, e.g., when variational state
preparation107 is used to achieve a good approximation
to a gauge-invariant initial ground state, which is then
stored in the quantum computer and thus subjected to
decoherence. As we do not project the ground state into
the target gauge-invariant sector gtar, the gauge viola-
tion at t = 0 starts at a finite nonzero value. At t > 0,
it grows as ε ∼ γt at short times until the system set-
tles into a maximal-violation steady state at t ≈ 1/γ, as
shown in Fig. 18(a).
It is also instructive to investigate the projectors onto
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(a)
(b)
Figure 17. (Color online). Dynamics of gauge violation in the
Z2 LGT with N = 2 matter sites in the presence of dissipation
in the gauge fields with jump operators Lgj,j+1 = τ
z
j,j+1 and (a)
dissipation in the matter fields with jump operators Lmj = aj
and (b) dephasing in the matter fields with jump operators
Lmj = a
†
jaj , just as in all the results for the Z2 LGT before
now. Coherent gauge breaking is at strength λ = 10−4Ja.
The behavior is qualitatively identical whether the matter
fields are subjected to dephasing or dissipation. The fact
that we have only N = 2 matter sites here brings about only
a single prethermal plateau instead of two as in the case of
N = 4 matter sites.13,14
the three relevant gauge-invariant supersectors PM=0,2,4
(the supersector projectors PM with odd M are of zero
norm in the half-filling global-symmetry sector of the Z2
LGT). Figure 18(b) shows the three projectors that give
rise to nonzero expectation values in the case of N = 4
matter sites. Interestingly, the steady-state expectation
values are proprotional to the number of gauge-invariant
sectors within the associated supersector. Indeed, for
N = 4 matter sites, the supersector P2 contains six differ-
ent gauge sectors, while the two supersectors represented
by P0 and P4 each contains a single gauge-invariant sec-
tor. As shown in the inset, 〈P2〉 ≈ 0.75, 〈P0〉 = 〈P4〉 ≈
0.125, and thus 〈P2〉/〈P0〉 = 〈P2〉/〈P4〉 = 6. This
indicates that with decoherence the system evolves at
late times into a steady state where the gauge violation
has spread into an equal distribution over all gauge sec-
tors. This is qualitatively and quantitatively identical
to the behavior of these projectors at late times in the
quench dynamics with decoherence shown in Fig. 1(c,d)
of Ref. 84, despite here the initial state and dynamic pro-
cess being fundamentally different. Hence, in these re-
sults decoherence erases the memory of the initial state.
For completeness, we additionally present the associated
results for the MQC intensity I{2,2,2,2} in Fig. 19(a) and
staggered particle density in Fig. 19(b). Starting at its
ground-state value, each of these observables shows a de-
(a)
(b)
Figure 18. (Color online). (a) Time evolution of gauge-
invariance violation after starting in the ground state of the Z2
LGT and switching on decoherence with strength γ at t = 0.
Note that the ground state of H0 is not gauge-invariant, a
consequence of the fact that different gauge-invariant sectors
of H0 have energy overlaps. Similarly to the case of quench
dynamics, the gauge violation at short times scales ∼ γt be-
fore plateauing at its maximal value. (b) Projectors onto the
three accessible gauge-invariant supersectors. Their steady-
state expectation values are proportional to the number of
constituent gauge-invariant sectors.
(a)
(b)
Figure 19. (Color online). Same scenario as in Fig. 18: we
start in the ground state of H0 and switch on decoherence at
t = 0. Running averages of the (a) MQC intesity I∆g={2,2,2,2}
and (b) staggered boson number are shown. Unlike the gauge
violation and supersector projectors, these observables show
no trace of diffusive behavior at short times, but they decay
∼ (γt)−1 due to decoherence for t & 1/γ.
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(a)
(b)
Figure 20. (Color online). Gauge violation over evolution
time after starting in the (gauge-noninvariant) ground state of
H0 and quenching withH0+λH1 with Markovian decoherence
through jump operators Lmj = a
†
jaj and L
g
j,j+1 = τ
z
j,j+1. (a)
In the case of γ = 0 (no decoherence), the pre-onset and
final prethermal plateaus appear and the violation at early
times scales ∼ λ2t2, because ρ0 is the ground state of H0.
(b) When decoherence is turned on, a diffusive-to-ballistic
crossover appears at timescale ∝ γ/λ2 taking the violation
from a diffusive spread ∼ γt to a ballistic scaling ∼ λ2t2.
(a)
(b)
Figure 21. (Color online). Same as Fig. 20 but with λi = 0.1,
and thus ρ0 is the ground state of H0 + λiH1. The initial
state ρ0 is again gauge-noninvariant, but not a ground state
of H0. This makes the leading order of coherent contribution
∝ λt2, which identically vanishes in the case of λi = 0 of
Fig. 20. This therefore leads to a crossover from a diffusive
spread ∼ γt to a ballistic scaling ∼ λt2 at an earlier timescale
t ∝ γ/λ < γ/λ2. Note here in the purely coherent case (a)
how there are three prethermal plateaus instead of just two
as in the case of Fig. 20.
cay ∼ (γt)−1 in its temporal average at a time t ≈ 1/γ.
The electric field (not shown) behaves also qualitatively
the same.
A more interesting scenario is starting in ground state
of H0 + λiH1, which may become relevant in situations
where a pre-quench state-preparation protocol is already
subject to gauge-breaking errors. Not only is the initial
state here gauge-noninvariant, the presence of H1 allows
for a competition between coherent errors and their in-
coherent counterparts due to decoherence.
We first consider the case when λi = 0, i.e., we have
managed to prepare the system in the ground state of
the ideal gauge theory without any coherent errors, but
we shall assume that upon quenching, unitary errors
λH1 will be present. This scenario may appear when
the preparation follows one protocol, e.g., a variational
principle,107 while the quench dynamics is studied with
another, e.g., an analog quantum-simulation scheme.
The ensuing dynamics of the gauge-violation change is
shown in Fig. 20(a) for the case without decoherence but
with finite λ > 0. The gauge violation grows ∼ λ2t2 at
early times, with all lower-order coherent contributions
vanishing identically as rigorously explained in Sec. A 1
through TDPT. The gauge violation exhibits the pre-
onset and final plateaus at timescales ∝ 1 and ∝ Ja/λ2,
respectively, but the onset plateau at timescale ∝ 1/λ,
prominent in the case of gauge-invariant states, is miss-
ing here. Maximal violation occurs at the final prether-
mal timescale ∝ Ja/λ2. Upon introducing decoherence
through jump operators Lmj = a
†
jaj and L
g
j,j+1 = τ
z
j,j+1
in Fig. 20(b) at fixed λ, a crossover emerges at t ∝ γ/λ2
from a diffusive spread ∼ γt in the gauge violation to
a ballistic spread ∼ λ2t2, similarly to the generic be-
havior we find when starting in a gauge-invariant initial
state. Moreover, decoherence compromises the prether-
mal plateaus, with its effect more apparent on the later
plateaus.
On the other hand, when λi 6= 0, i.e., when ρ0 is
gauge-noninvariant but also not the ground state of H0,
a lower-order coherent contribution ∝ λt2 that vanishes
in the case of λi = 0, now becomes finite, and thus the
gauge-violation change scales ∼ λt2 at early times in the
case of no decoherence, as shown in Fig. 21(a). Inter-
estingly, here we find all three prethermal plateaus: pre-
onset at timescale t ∝ 1, onset at t ∝ 1/λ, and final at
t ∝ Ja/λ2. By switching on decoherence through jump
operators Lmj = a
†
jaj and L
g
j,j+1 = τ
z
j,j+1 at a fixed values
of λ, we see that a crossover appears where the gauge-
violation difference goes from a diffusive scaling ∼ γt to
a ballistic spread ∼ λt2 at the timescale t ∝ γ/λ. As
expected, decoherence also compromises the prethermal
plateaus in this case.
VI. U(1) QUANTUM LINK MODEL
To further demonstrate the generality of our findings,
we now study the gauge-violation dynamics in the U(1)
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(a)
(b)
Figure 22. (Color online). A system with N = 2 matter
sites and periodic boundary conditions, prepared in a gauge-
invariant initial state with zero bosons and a Ne´el configura-
tion of the electric field is quenched with H0 + λH1 in the
presence of decoherence through jump operators Lmj = σ
z
j
and Lgj,j+1 = τ
−
j,j+1 both at environment-coupling strength
γ. Decoherence compromises the prethermal plateaus, and in
fact leads the violation to a maximal value not attained by
the coherent errors is alone. This is due to the absence of
resonance between a few of the gauge-invariant sectors in the
U(1) QLM, which does not have an analog in the Z2 LGT.
This maximal value depends on the fixed points of the Liouvil-
lian superoperator. The short-time dynamics is qualitatively
the same as in the generic case of the Z2 LGT when the ini-
tial state is gauge-invariant: a diffusive-to-ballistic crossover
arises at t ∝ γ/λ2 where the gauge violation goes from a
diffusive spread ∼ γt to a ballistic spread ∝ λ2t2.
quantum link model (QLM) given by69,78,108,109
H0 =
N∑
j=1
[
− J(σ−j τ+j,j+1σ−j+1 + H.c.)+ µ2σzj ], (27)
where the Pauli matrix σ+j is the creation operator of a
particle on site j, while the Pauli matrix τ+j,j+1 (τ
z
j,j+1)
on link j, j+1 represents the gauge (electric) field. Here,
we consider a lattice of N = 2 matter sites and periodic
boundary conditions. The Gauss’s-law generator is
Gj =
(−1)j
2
(
τzj−1,j + σ
z
j + τ
z
j,j+1 + 1
)
. (28)
and has eigenvalues gj = −1, 0, 1, 2. This model has been
the subject of recent ultracold-atom experiments.78,110
We calculate the quench dynamics of this model in the
presence of decoherence through jump operators Lmj =
σzj and L
g
j,j+1 = τ
−
j,j+1, both at environment-coupling
strength γ, by solving the Lindblad master equation (16)
with
λH1 = λ
∑
j
(
σ−j σ
−
j+1 + σ
+
j σ
+
j+1 + τ
x
j,j+1
)
, (29)
which describes unassisted matter tunneling and gauge
flipping, and we consider the jump operators Lmj = σ
z
j
and Lgj,j+1 = τ
+
j,j+1, although we have checked that other
choices of the jump operators yield the same qualitative
picture. Moreover, the gauge-invariant initial state ρ0
has zero matter particles and a Ne´el configuration of the
electric field. In our numerics, we have set J = 1 and
µ = 0.05, though we have checked that our conclusions
are independent of this particular choice of parameters.
The ensuing time evolution of the gauge violation is
shown in Fig. 22. Focusing first on the long-time dy-
namics, we again see how decoherence compromises the
prethermal plateau, but, more dramatically than in the
case of the Z2 LGT, it drives the gauge violation to a
larger value. This is because the U(1) QLM has a larger
number of gauge-invariant sectors (due to an eigenvalue
gj having four possible values) some of which do not have
resonances through H1 with one another—unlike the Z2
LGT, here the value of gj restricts the possible values
that gj−1 and gj+1 can take. In the presence of deco-
herence, resonances between these gauge-invariant sec-
tors are facilitated, and this is what leads to a larger
long-time violation compared to the purely unitary-error
case. Furthermore, as can be seen in Fig. 22, the short-
time dynamics and the diffusive-to-ballistic crossover are
identical to those for the Z2 LGT and the eBHM, further
validating the generality of our results. Indeed, as we rig-
orously show in Sec. A through TDPT, our conclusions
are valid for any many-body system with local of global
symmetries.
VII. CONCLUSIONS AND OUTLOOK
In this work, we have considered the dynamics of quan-
tum systems where a symmetry is slightly broken, with
special focus on the interplay between coherent and dis-
sipative errors. To obtain a general unifying picture, we
have performed extensive numerical studies and analyt-
ical derivations, considering a broad range of scenarios
including dynamics starting from initial product states
and from ground states, as well as a variety of mod-
els with global symmetries [global U(1) symmetry in
an extended Bose-Hubbard model corresponding to to-
tal particle-number conservation] and local symmetries
[Z2 and U(1) gauge symmetries corresponding to Gauss’s
law].
From these, several generic features emerge. First,
the symmetry violation—the expectation value of the
symmetry generator—generically reveals a short-time
crossover from diffusive to ballistic or even hyperballistic
mean-square displacement across symmetry sectors. Sec-
ond, for purely coherent errors interference effects can
prevent the symmetry violation to reach its theoretical
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maximum, even in the long-time limit. Decoherence can
lift these interference effects. As a consequence, the dy-
namics typically is dominated by decoherence at early
and late times, while it is dominated by coherent errors
in an intermediate time window. Third, the MQC is a
powerful tool to reveal this complex interplay by quanti-
fying the coherence between symmetry sectors encapsu-
lated in the quantum state. Counterintuitively, we find
situations where the addition of decoherence to coherent
errors can increase the MQCs.
Our findings will be highly relevant for quantum simu-
lation experiments on NISQ devices. They illuminate the
general behavior with which the dynamics of a quantum
many-body system under slight symmetry breaking de-
teriorates from the ideal model with intact conservation
laws. These enable to estimate, e.g., target time scales
that experimental technology needs to achieve in order
to observe desired phenomena.
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Appendix A: Time-dependent perturbation theory
In our results, we have seen that the symmetry violation transitions from diffusive behavior ε ∼ γt at short times
to ballistic behavior ε ∼ λmtn with integers m ≥ 1 and even n ≥ 2 at intermediate times. To put these numerical
results on an analytic footing, we rigorously derive here the corresponding scalings in time-dependent perturbation
theory (TDPT).77,111 Let us first rewrite Eqs. (8) and (16) in the concise form
ρ˙ = (S + γL)ρ, (A1a)
Sρ =− i[H, ρ], (A1b)
Lρ =
N∑
j=1
(
LjρL
†
j −
1
2
{
L†jLj , ρ
})
. (A1c)
where, without loss of generality, we have used the jump operators Lj without distinguishing between those acting
on matter or gauge fields as that is inconsequential in the following derivations. Accordingly, the exact solution to
Eq. (A1a) is
ρ(t) = e(S+γL)tρ0. (A2)
The Taylor expansion of this solution is
ρ(t) =
∞∑
n=0
(S + γL)n t
n
n!
ρ0
=
{
1 +
∞∑
n=1
[
Sn + γ
n−1∑
m=0
SmLSn−m−1 + γ2
n−1∑
m=1
n−m−1∑
k=0
Sn−m−k−1LSkLSm−1 +O(γ3)
]
tn
n!
}
ρ0. (A3)
1. Coherent terms
It is important to recall here that γ is not the only perturbative parameter in this problem, because there are
coherent errors at perturbative strength λ encapsulated within the unitary processes of S. In the case of γ = 0, one
can show that the leading order in gauge violation scales as ε ∼ (λt)2 at short times t . 1/λ when starting in a
symmetric state or a generic eigenstate of H0, or as ε ∼ λt2 when starting in an unsymmetric state that is also not
an eigenstate of H0. This can be seen by considering the first- and second-order (in S) terms of Eq. (A3) for γ = 0.
If we were to write S = S0 + λS1, where S0 contains all the processes due to H0 while S1 all those due to H1, the
corresponding approximate density matrix would be
ρ(t) ≈
[
1 + tS0 + 1
2
t2S20 + λtS1 +
1
2
λt2
(
S0S1 + S1S0
)
+
1
2
λ2t2S21
]
ρ0. (A4)
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Employing for convenience the symmetry-violation operator G [see Eqs. (9) and (17)], it is straightforward to derive
Tr
{Gρ0} = 0 for all ρ0 in target symmetry sector, (A5a)
tTr
{GS0ρ0} = −itTr{[G, H0]ρ0} = 0, ∀ρ0, (A5b)
t2 Tr
{GS20ρ0} = −t2 Tr{GH0H0ρ0 − 2GH0ρ0H0 + Gρ0H0H0} = 0, ∀ρ0, (A5c)
λtTr
{GS1ρ0} = −iλtTr{[G, H1]ρ0}, (A5d)
λt2 Tr
{GS0S1ρ0} = −λt2 Tr{GH0[H1, ρ0]+ [ρ0, H1]H0G} = 0, ∀ρ0, (A5e)
λt2 Tr
{GS1S0ρ0} = −λt2 Tr{GH1[H0, ρ0]+ [ρ0, H0]H1G}. (A5f)
In the Eqs. (A5) that identically vanish for any initial state ρ0, we have used the cyclic property of the trace, and the
fact that [H0,G] = 0. The remaining term in Eq. (A4) makes the following contribution to the symmetry violation:
1
2
λ2t2 Tr
{GS21ρ0} = −12λ2t2 Tr{GH1H1ρ0 − 2GH1ρ0H1 + Gρ0H1H1} 6= 0 in general. (A6)
In case ρ0 is symmetric, then Eqs. (A5d) and (A5f) vanish since Gρ0 = ρ0G = const. × ρ0, which means that
the leading nonvanishing coherent contribution to the gauge violation is, at lowest order, ∝ λ2t2 due to Eq. (A6).
This is shown numerically in Fig. 1(b) of Ref. 84, and also in, e.g., Figs. 8, 10, and 11 of this work for the Z2 LGT,
Fig. 22 for the U(1) QLM, and in Figs. 2(a,c) and 3 for the eBHM. Note how in Figs. 2(b) and 4 the leading coherent
contribution to the gauge violation is ∝ λ2t4 rather than ∝ λ2t2. This is due to a special interplay between the
staggered symmetric initial state shown in Fig. 1(a) and the two-body error term of Eq. (11). In that case, since ρ0
is symmetric, Eq. (A6) reduces to λ2t2 Tr{GH1ρ0H1}. Moreover, H1ρ0H1 vanishes as H1 removes or adds bosons on
two adjacent sites simultaneously, while ρ0 has a staggered boson occupation. The next leading term in the Taylor
expansion of the density matrix, ∝ λ2t4H1H0ρ0H0H1, does not vanish since H0 actuates tunneling, leading to H0ρ0H0
containing filled adjacent sites.
In case ρ0 is unsymmetric, then theoretically Eq. (A5d) does not vanish in general. However, our numerical
investigations suggest that this happens in one artificial and two pathological cases. The first pathological case is
when ρ0 is an eigenstate of a highly nonlocal Hamiltonian that does not commute with G. The second is when H1 is
itself highly nonlocal and does not commute with either ρ0 or G. Usually in modern experimental setups the coherent
gauge-breaking errors in the preparation of ρ0 and during the dynamics are local. Our numerical checks reveal that
in such realistic situations the coherent contribution ∝ λt usually vanishes. Indeed, when the unitary errors in the
preparation of ρ0 and during the dynamics are due to the same term H1, then Eq. (A5d) vanishes identically. Let ρ0
be the ground state of H0 + λiH1 with λi 6= 0, while the unitary quench dynamics is actuated by H0 + λH1. One can
derive
λtTr
{[G, H1]ρ0} = λtTr{G[H1, ρ0]} = λ
λi
tTr
{G[H0 + λiH1, ρ0]} = 0, (A7)
where we have invoked Eq. (A5b). This is why the leading coherent order in such a case is ∝ λt2, as can be seen
in Fig. 6 for the eBHM and Fig. 21 for the Z2 LGT. Thus, when ρ0 is unsymmetric due to generic experimental
preparation errors H1, the nonvanishing leading coherent contribution to the symmetry violation is ∝ λt2 due to
Eq. (A6).
To illustrate the artificial case, let us assume we are in a common eigenbasis of H0 and G. Then if in this eigenbasis
there are eigenstates that are degenerate with respect to H0 but not to G, then an arbitrary superposition of these
eigenstates, itself still an eigenstate of H0, is no longer an eigenstate of G, thereby possibly leading to a finite
contribution ∝ λt due to Eq. (A5d). Realistically, such a state seems difficult to prepare in experiment. Moreover,
when ρ0 is an eigenstate of H0, no matter how artificially engineered, Eq. (A6) completely vanishes by noting the
cyclic property of the trace and that [H0, ρ0] = 0. Therefore, when the initial state is a generic eigenstate of H0, the
leading coherent contribution to the gauge violation is ∝ λ2t2, i.e., the same as that for a symmetric initial state.
This is indeed what we see in Fig. 20.
In order to explain the short-time scalings of the supersector projectors in the ballistic regime in Figs. 8, 10, and 11
of this work and Fig. 1(c,d) of Ref. 84 in the case of the Z2 LGT, let us focus on the case of a symmetric initial state,
as is used in these aforementioned results. If we replace G with P2 in Eqs. (A5b)–(A6), we will arrive at the same
conclusions since [G,P2] = [H0,P2] = 0, and because P2 includes violations, with respect to the target gauge sector
gtar = 0, due to first-order processes in H1, meaning that λ
2t2 Tr
{P2H1ρ0H1} 6= 0 in general, which explains its
ballistic behavior ∼ λ2t2 at early times.
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For the same reasons, it is also found that Eqs. (A5b)–(A5f) will all hold if we replace G with P4, but differently,
we would get λ2t2 Tr
{P4H1ρ0H1} = 0, because H1ρ0H1 does not involve any second-order processes in H1, and the
(super)sector M = 4 includes only such processes (this order could become nonzero for a less localized H1 that breaks
four local symmetry generators simultaneously). For similar reasons, coherent terms ∝ λ3 cannot involve second-order
processes in H1 on both sides of ρ0 at the same time (the associated terms would be H1H1H1ρ0, H1H1ρ0H1, and
their Hermitian conjugates), and their contribution to 〈P4〉 vanishes. Thus, for the error terms considered in this
work the nonvanishing leading-order coherent contribution for P4 at early times is λ4t4 Tr
{P4H1H1ρ0H1H1}/24 6=
0 in general, which explains its scaling ∼ λ4t4 in the ballistic regime.
2. Leading incoherent terms
In the presence of decoherence, the dominant correction to the unitary part of the density matrix at leading order of
γ is γtLρ0, as can be seen for n = 1 (and, consequently, m = 0) in Eq. (A3). The contribution to the gauge violation
ε [see Eq. (17)] at short times due to the term γtLρ0 is
γtTr
{GLρ0} = γt∑
j
Tr
{
GLjρ0L†j −
1
2
GL†jLjρ0 −
1
2
Gρ0L†jLj
}
6= 0 in general, (A8)
regardless of whether ρ0 is symmetric or not. Indeed, the term γtLρ0 involves only incoherent gauge-breaking
processes, and its contribution will lead to diffusive scaling ∼ γt in the gauge violation. This diffusive behavior will
dominate over the leading-order coherent gauge breaking ∝ λ2t2 for evolution times t . γ/λ2 in case of a symmetric
initial state or a generic eigenstate of H0, as shown in Fig. 1(b) of Ref. 84 and Figs. 8, 10, 11, 15, 17, and 20 in case
of the Z2 LGT, Fig. 22 for the U(1) QLM, and Fig. 3 for the eBHM. In the case of a generic (i.e., not pathological
or artificial; see discussion in Sec. A 1) unsymmetric initial state, the diffusive scaling ∼ γt will dominate over the
leading-order coherent contribution ∝ λt2 for t . γ/λ, as seen in Fig. 6 for the eBHM and Fig. 21 for the Z2 LGT.
However, this crossover time can be made even earlier, such as in the case of hyperballistic scaling ∝ λ2t4 shown in
Fig. 4, where it becomes t ∝ (γ/λ2) 13 . By replacing G with P2 in Eq. (A8), it is straightforward to see that the same
dominant incoherent contribution to P2 is also ∝ γt, and it will therefore show diffusive scaling ∼ γt at early times.
Replacing G with the supersector projector P4 in Eq. (A8), we see that when ρ0 is symmetric or a generic eigenstate
of H0, P4 cannot scale ∼ γt in the diffusive regime. We will come back to this later. However, if ρ0 is unsymmetric
(but not a generic eigenstate of H0 or another observable commuting with G) with finite support in the supersector
M = 2, then P4 can show diffusive behavior ∼ γt at early times.
We can also explain from Eq. (A8) why when dissipation and dephasing have different environment-coupling
strengths γg and γm, respectively, the gauge violation at short times scales diffusively as ε ∼ γgt, with dephas-
ing having no effect as shown in Fig. 15. In the case of dephasing, Lmj = a
†
jaj does not create a violation in the
system because
[G, a†jaj] = [Gl, a†jaj] = 0, ∀j, l, and so the associated contribution γmt∑j Tr{Ga†jajρ0aja†j} = 0,
where we recall that ρ0 lies in the target symmetry sector gtar = 0. As such, the only remaining contribution from
Eq. (A8) is γgt
∑
j Tr
{GLgj,j+1ρ0Lg†j,j+1}, which does not vanish in general, because ∃l : [Gl, Lgj,j+1] 6= 0 in the case
of dissipation. The supersector projector 〈P2〉 exhibits the same behavior as the violation.
In contrast, the term γtLρ0 in the Taylor expansion of Eq. (16) leads to a vanishing contribution to 〈P4〉 because
Tr
{P4Lm(g)j ρ0Lm(g)†j } = 0 as the jump operators drive the system into the supersector M = 2. As discussed in
Sec. A 1, this is similar to the reason why Tr
{P4H1ρ0H1} = 0, as it involves first-order processes in H1, which drive
the system into the supersector M = 2, and thus 〈P4〉 cannot show scaling ∼ λ2t2 either.
It is important to note here that leading-order (in γ) corrections to the density matrix in Eq. (A3) also include
terms that are quadratic in time, and involve the term γt2(LS + SL)ρ0, which can be rewritten as
γt2(LS + SL)ρ0 =
[
γt2(LS0 + S0L) + γλt2(LS1 + S1L)
]
ρ0. (A9)
The purely incoherent gauge-breaking term γt2(LS0 + S0L)ρ0 in Eq. (A9) on the gauge violation ε will always be
dominated by that ∝ γt, which so far we have seen is a generic feature of the symmetry violation in presence of
decoherence. As such, generically we will not see scaling ∼ γt2 in the gauge violation.
3. Mixed terms
We now shift our attention to the component of Eq. (A9) where unitary and incoherent gauge-breaking processes
mix: γλt2(LS1 + S1L)ρ0. For this contribution to dominate over that ∝ γt, we must have t > 1/λ, which is anyway
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beyond the perturbative regime as then prethermalization kicks in. Automatically this means that in generic situations
the contribution ∝ γλt2 will not dominate over any of the (hyper)ballistic scalings that dominate over γt after the
crossover time in the gauge violation.
4. Higher-order incoherent terms
We have thus far understood why the dominant scaling in the gauge violation is ε ∼ γt at times t . γ/λ2, beyond
which we see in the ED results that the gauge violation scales as ε ∼ λ2t2 up until evolution times t ≈ 1/λ for a
symmetric initial state. We also understand why the latter scale is not compromised by terms ∝ γt2 or ∝ γλt2.
One remaining term that merits investigation is γ2t2L2ρ0 as it pertains to the supersector projector P4, to which its
contribution is
1
2
γ2t2 Tr
{P4L2ρ0}
=
1
2
γ2t2
∑
j
Tr
{
P4L
(
Ljρ0L
†
j −
1
2
L†jLjρ0 −
1
2
ρ0L
†
jLj
)}
=
1
4
γ2t2
∑
j,l
Tr
{
P4
(
2LlLjρ0L
†
jL
†
l − LlL†jLjρ0L†l − Llρ0L†jLjL†l − L†lLlLjρ0L†j − Ljρ0L†jL†lLl + L†jLjρ0L†lLl
)}
,
which is nonzero in general. This becomes the dominant incoherent contribution to P4, because it involves terms with
second-order violating processes (quadratic in jump operators) on each side of ρ0. This explains exactly why 〈P4〉
exhibits the scaling 〈P4〉 ∼ γ2t2 at times t . γ/λ2 before scaling as 〈P4〉 ∼ λ4t4 for t & γ/λ2 for γ . λ, as shown in
Fig. 1(d) of Ref. 84 and Figs. 8, 10, and 11 of this work for the Z2 LGT.
Finally, we note that even though the contribution ∝ γ2t2 to the gauge violation does not necessarily vanish, it will
always be dominated by that ∝ γt in generic situations.
Appendix B: Numerics specifics
In this Appendix we provide details pertaining to our numerical implementation. First we provide the exact
expressions we used for the coefficients cn in H1 of Eq. (15), which read
c1 =
∑
k>0
N (χ)
k
[J−k−1(χ)J−k−2(χ) + Jk(χ)Jk+1(χ)− Jk−1(χ)Jk−2(χ)− J−k(χ)J−k+1(χ)], (B1a)
c2 =
∑
k>0
N (χ)
k
[J−k+1(χ)Jk−2(χ) + J−k(χ)Jk−1(χ)− Jk+1(χ)J−k−2(χ)− Jk(χ)J−k−1(χ)], (B1b)
c3 =
∑
k>0
N (χ)
k
[J 2k−1(χ) + J 2k−2(χ)− J 2−k−1(χ)− J 2−k−2(χ)], (B1c)
c4 =
∑
k>0
N (χ)
k
[J 2−k+1(χ) + J 2−k(χ)− J 2k+1(χ)− J 2k (χ)], (B1d)
where Jq(χ) is the qth-order Bessel function of the first
kind and we use a normalization factor N (χ) to ensure
that
∑4
n=1 cn = 1, in order to make the strength of the
unitary gauge-breaking term independent of χ, and solely
dependent on λ.
1. Implementational details
All results presented in this work have been calcu-
lated using our in-house exact diagonalization toolkit
LaGaDyn,112 where we have also performed benchmarks
with QuTiP.113,114
We solve Eq. (16) by rewriting it as
˙˜ρ =Mρ˜, (B2)
where we have matricized the equation of motion such
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Figure 23. (Color online). Same as Fig. 1 of Ref. 84 but
showing the raw signal rather than its temporal average. The
qualitative picture is unaltered. The fluctuations in the raw
signal are completely suppressed at times t & 1/γ.
that ρ˜ is a flattened version of the density matrix ρ where
the latter’s columns in left-to-right order are stacked on
top of each other, and M is the corresponding Lind-
bladian superoperator encapsulating all relevant unitary
and incoherent processes from Eq. (16) in the resulting
H⊗H space, where H is the Hilbert space of our model
of interest.115 For the time evolution, we solve
ρ˜(t) = eMtρ˜0, (B3)
using our exact exponentiation routine. We opt to use
the latter instead of common methods based on itera-
tive solutions of ordinary differential equations in order
to be able to reliably achieve the large evolution times
displayed in our results.
As mentioned in the main text, for numerical feasibil-
ity we have chosen in the main results to turn on only
dephasing rather than dissipation on the matter fields.
This leads to retaining a global U(1) symmetry in the
form of particle-number conservation, because both H0
and H1 also conserve it. Taking into account the hard-
core boson constraint and staying in the half-filling sector
allows for reducing the number of states in the system’s
Hilbert space H from 22N to ` = 2N( NN/2). However, our
dynamics of Eq. (B3) is not solved in H (whose size is
`× `), but rather in H⊗H (whose size is `2 × `2).
2. Running average versus raw signal
In this work and Ref. 84, all results have shown the run-
ning temporal average A(t) =
∫ t
0
dsA(s)/t of all quanti-
ties A(t). This is done in order to suppress fluctuations
in the raw signal A(t), which are prominent especially
in the case of purely unitary dynamics. For comparison,
we provide in Fig. 23 the raw data of the gauge-violation
dynamics from Fig. 1(b) of Ref. 84 in the Z2 LGT with
coherent and incoherent gauge-invariance breaking. As
can be seen, the qualitative picture remains exactly the
same. We see that decoherence itself behaves similar to
the running average in that it fully suppresses fluctua-
tions for times t & 1/γ. That may be seen as another
instance of the effect of diffusion, in contrast to oscilla-
tions that are typical of coherent wave-like dynamics.
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