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Abstract
Let W (t), 0 ≤ t ≤ T , be a Brownian motion in Rd, d = 2, 3. We say
that x is a cut point for W if x = W (t) for some t ∈ (0, T ) such that W [0, t)
and W (t, T ] are disjoint. In this work, we prove that a.s. the Minkowski
content of the set of cut points for W exists and is finite and non-trivial.
1 Introduction
Let W (t) be a Brownian motion taking values in Rd. We say that t ∈ (0, T ) is
a cut time and that Wt is a cut point for the path W [0, T ] up to time T > t if
W [0, t) ∩W (t, T ] = ∅. It was first shown by Dvoretsky, Erdo˝s, and Kakutani [4]
that if d ≥ 4, then all points visited by W are cut points for W [0,∞). If d = 1,
then cut points are the same as points of increase or decrease, and it was first
shown in [5] that there are a.s. no such points. If d = 2, 3, the typical point is not
a cut point, but as shown first in [1], with probability one there are cut points.
This result was improved in [10], where it was shown that with probability one
the set of cut points in W [0, 1] (or in W [0,∞) for d = 3) has box and Hausdorff
dimension δ = δd := d−η, where η = ηd = ξ+(d−2) and ξ = ξd is the intersection
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exponent, which satisfies1
P[W [0, 1− 2] ∩W [1 + 2, 2] = ∅]  ξ,  ↓ 0.
That paper did not establish the value of the exponent. For d = 2, it was shown
in [14, 15] that ξ2 = 5/4, proving a prediction made by Duplantier and Kwon
[6]. The value of the intersection exponent is not known for d = 3, although it is
known rigorously [2, 11] that 1/2 < ξ3 < 1, and numerical simulations [3] suggest
a value around .58. In this paper, we make a significant improvement on these
results by establishing the existence and nontriviality of the Minkowski content
for the set of cut points.
Let us describe our result precisely. For the remainder of this paper, d will
always be either 2 or 3, and ξ, η, δ will be as in the previous paragraph. We write
Γ for the set of (continuous) curves γ : [0, tγ]→ Rd and Γx,y for the set of such
curves with γ(0) = x, γ(tγ) = y. Unless stated otherwise, we assume that the
time duration tγ <∞. If γ ∈ Γ, let
T = Tγ := {t ∈ [0, tγ] : γ[0, t) ∩ γ(t, tγ] = ∅} and A = Aγ := γ(T ) (1.1)
denote sets of cut times and cut points of γ, respectively. Let e = (1, 0) or (1, 0, 0)
be the unit vector whose first component equals one. Let µ = µ0,e stand for
the Brownian path measure on Γ0,e (see Section 2 for definition and intuition)
corresponding to Brownian paths from 0 to e. If d = 2, µ is an infinite measure
while it is finite for d = 3. However, although µ is infinite for d = 2, as we will
see, if V is any closed set disjoint from {0, e}, µ[{A ∩ V 6= ∅}] < ∞, i.e., the
mass of the set of paths for which there are cut points in V is finite. The result
in [10] implies that µ-almost everywhere (that is, except on a set of curves of
µ-measure zero), dimh(A) = δ. We will give a similar but stronger result about
the Minkowski content of A.
Minkowski content is a natural way to define (random) “fractal” measures
on random fractal sets. For every compact set A ⊂ Rd, define the δ-dimensional
Minkowski content of A by
Contδ(A) = lim
r→∞
Contδ(A; r), (1.2)
where
Contδ(A; r) = e
r(d−δ) Vol
{
z : dist(z, A) ≤ e−r}, (1.3)
provided that the limit exists. Here Vol stands for the d-dimensional volume
(Lebesgue measure) in Rd.
1Sometimes ξ/2 is called the intersection exponent; in this paper, we will always refer to ξ as
the intersection exponent.
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We now express Contδ(A; r) in an alternative way which is easier to analyze.
Let Is(z) = Is(z;A) be the indicator function of {dist(z, A) ≤ e−s}, and let
Js(z) = e
ηs Is(z),
Js,V =
∫
V
Js(z) dz, and , JV = lim
s→∞
Js,V , (1.4)
provided that the limit exists. It is immediate by definition that Contδ(A; r) =
Jr,Rd and (if the limits exist) Contδ(A) = JRd . The cut-point Green’s functions
(one- and two-point) is defined by (provided the limits exist)
Gcut(z) = lim
s→∞
µ[Js(z)] (1.5)
and
Gcut(z, w) = lim
s→∞
µ [Js(z) Js(w)] , (1.6)
respectively. Here we write µ[X] for the integral of X with respect to µ. For
x1, . . . , xn we define
dist(x1, . . . , xn) = min
j 6=k
|xj − xk|.
Here | · | is the Euclidean norm. Let D denote the set of closed dyadic cubes V in
Rd of the form
V =
[
k1
2n
,
k1 + 1
2n
]
× · · · ×
[
kd
2n
,
kd + 1
2n
]
,
for integers n, k1, . . . , kd, such that {0, e} ∩ V = ∅. If V ∈ D, then for z, w ∈ V ,
|z − w| ≤ √3 dist[0, e, z, w].
Theorem 1.1. There exist u, c > 0 such that if e−b = dist(0, z, e) > 0, then the
limit in (1.5) exists. Furthermore, if s ≥ b+ 1,
µ [Js(z)] = G
cut(z) [1 +O(e(b−s)u)], (1.7)
where for some constant cd > 0 depending only on the dimension d,
Gcut(z) = cd|z|−η |e− z|−η. (1.8)
Theorem 1.2. There exists u, c > 0 such that if V ∈ D and z, w ∈ V with
|z − w| = e−b > 0, the limit in (1.6) exists. Furthermore, if s ≥ b+ 1, 0 ≤ ρ ≤ 1,
µ [Js(z) Js+ρ(w)] = G
cut(z, w) [1 +O(e(b−s)u)]. (1.9)
Moreover, there exists cV <∞ such that
Gcut(z, w) ≤ cV |z − w|−η. (1.10)
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We could establish the limit for all z 6= w, but this is all that we will need,
and it makes the proof slightly easier to restrict to z, w ∈ V ⊂ D.
Theorem 1.3. Suppose d = 2, 3 and V is a compact subset of Rd such that
∂V has zero (d − )-Minkowski content for some  > 0. Then, with probability
one the Minkowski content Contδ(Aγ ∩ V ) exists and equals JV (see (1.4) for its
definition). Moreover,
E [Contδ(Aγ ∩ V )] = E[JV ] =
∫
V
Gcut(z) dz.
In particular, with probability one, this holds for all V ∈ D. Moreover, if V ∈ D,
E
[
Contδ(Aγ ∩ V )2
]
= E[J2V ] =
∫
V
∫
V
Gcut(z, w) dz dw <∞.
Using the definition of JV , we see that ν(V ) := Contδ(Aγ ∩ V ) is additive in
the sense that if V ∈ D is subdivided into V1, . . . , V2d , the dyadic squares of half
the side length, then
ν(V ) = ν(V1) + · · ·+ ν(V2d).
Given this and standard measure-theoretic results, we see (except for a set of
curves of µ-measure zero) that ν can be uniquely extended to a (random) finite
compactly supported Borel measure on Rd such that for all Borel sets U,U ′,
E [ν(U)] =
∫
U
Gcut(z) dz and E [ν(U)ν(U ′)] =
∫∫
U×U ′
Gcut(z, w) dz dw.
Restricted to a fixed V ⊂ D, since E[ν(U)2]  E[ν(U)]2 for all U ⊂ V , we
must have that ν is non-atomic on V ; this follows by fixing an arbitrary ε > 0
and use a union bound and Chebyshev’s inequality to prove that for all δ-sized
squares in a bounded region the probability that the ν-mass of some square is
larger than ε goes to zero as δ → 0. Varying V , we see that ν is non-atomic on
Rd.
The derivation of Theorem 1.3 from (1.5), (1.6), and the estimates on the
Green’s function is essentially the same as that followed in [12, 13] where the
Minkowski content of the Schramm-Loewner evolution (SLE) path is established.
We do this in Section 4.3 where we give a general result showing that very sharp
estimates on Green’s function convergence give results about Minkowski content.
As in [12, 13], the hard work is to establish the result about the Green’s function;
in our case, this is Theorems 1.1. and 1.2.
To prove these theorems, it suffices to show that there exists c, u > 0 such
that if s ≥ b+ 1 and 0 ≤ ρ ≤ 1,
|eρη E[Is+ρ(z)]− E[Is(z)]| ≤ cE[Is(z)] e(b−s)u, (1.11)
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|eρη E[Is(z) Is+ρ(w)]− E[Is(z) Is(w)]| ≤ cE[Is(z) Is(w)] e(b−s)u, and (1.12)∣∣e2ρη E[Is+ρ(z) Is+ρ(w)]− E[Is(z) Is(w)]∣∣ ≤ cE[Is(z) Is(w)] e(b−s)u. (1.13)
We will now briefly outline the idea for the proofs of (1.11) – (1.13). Let us
write Bk(z) for the closed ball of radius ek about z with boundary ∂Bk(z). Choose
large s and let us write B = B−s(z). If γ is a curve from 0 to e that intersects B,
we can decompose γ as
γ = γ− ⊕ ω ⊕ γ+
where γ− is γ stopped at the first visit to ∂B; γ+ is γ after the last exit from ∂B;
and ω is the piece that connects γ− and γ+. We start by choosing γ−, γ+ to be
independent Brownian motions starting at 0, e, respectively, conditioned so they
reach ∂B (this conditioning is not needed if d = 2); we then condition on the event
that γ+ ∩ γ− = ∅; finally, given (γ−, γ+) we consider the ratio of the measure of
the set of paths ω with the property that γ has a cut point contained in B−s−ρ to
the measure of those that have a cut point in B. If s is large, then this ratio should
depend only on the part of (γ−, γ+) near B and this conditional distribution
should be very close to a (appropriately scaled) distribution corresponding to
Brownian paths conditioned not to intersect.
Similarly to get (1.12) and (1.13) we decompose paths that first visit Bs(z)
and then visit Bs(w) as
γ = γ− ⊕ ω− ⊕ γ∗ ⊕ ω+ ⊕ γ+,
where γ− is γ stopped at the first visit to Bs(z); γ+ is γR after the last exit from
Bs(w); γ∗ is an excursion between ∂Bs(z) and ∂Bs(w); and ω−, ω+ are the paths
that connect. (This representation is unique only if there is a single excursion.
But in our case this will be true with very high probability.) We start by choosing
(γ−, γ∗, γ+) and then conditioning that the three paths are mutually disjoint. If s
is large (so that e−s is small compared to |z − w|), we can hope that the paths
near z and w look like independent samples from this invariant measure. If this is
true (with sufficiently good error estimate), then we can get our result.
The main technical tool to establish this is the invariant measure on Brownian
motions conditioned on creating a cut point and the exponential convergence to
this invariant measure.
The choice of µ0,e is just a convenience; since the convergence is almost
everywhere with respect to this measure, our result immediately implies results
about Brownian measures such as Wiener measures and Brownian bridges. In [8],
a version is needed for Brownian excursions in two dimensions; see Section 4.4 for
the relevant statement.
The motivation for proving this result is more than just curiosity about
Brownian paths. Random walk paths often appear in lattice statistical models and
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weights are often given in terms of the number of points in particular exceptional
sets. When taking continuum limits of such models it is important to know not
just the geometric object but also the limit of these occupation measures. This
enables, for example, analysis of “near critical” behavior as a perturbation of the
continuum critical object. The particular question in this paper arose, indeed, in
the analysis of a different model, percolation.
Thanks to the connection between planar Brownian motion and SLE6 [14, 15,
16], the scaling limit of macroscopic pivotal points of critical planar percolation
locally looks like 2D Brownian cut points. In [7], a natural pivotal measure was
constructed as the scaling limit of the counting measure on pivotal points of the
critical site percolation on the triangular lattice. In our paper, Theorem 1.3 for
d = 2 provides another natural measure supported on macroscopic pivotal points.
The equivalence of these two constructions is proved in [8]. Since the Minkowski
content definition is more intrinsic and explicit to work with, this article provides
an important input to a program of the first and fourth author on the conformal
structure of uniform random planar maps based on dynamical percolation, which
is governed by a Poisson point process with the pivotal measure as its intensity.
We start this paper by discussing the relevant facts about Brownian path
measures. This gives path decompositions that allow one to view a Brownian
motion going near a point as two independent Brownian motions, the “past” and
the “future”. The next section reviews facts about convergence to the stationary
distribution for pairs of Brownian motions conditioned not to intersect. We also
adapt these results to pairs of Brownian motions approaching a point. The proofs
of the main estimates are done next, followed by a general discussion of how the
results on Minkowski content follow from them. The final subsection discusses
Brownian excursions in the upper half-plane of R2.
Acknowledgements: the authors would like to thank Dapeng Zhan for
comments and suggestions on a previous version of the draft, especially regarding
the cut-point Green’s function.
2 Brownian path measures
It is more convenient to view Brownian motion as a (not necessarily probability)
measure on paths. Here we define the measures µDx,y for domains D such that ∂D
is a finite union of disjoint spheres (we will consider the domains both “inside”
and “outside” of the spheres.). Such domains D are sufficient for our purpose, but
we remark that the measure can also be defined for other domains D, provided
the domain boundary is sufficiently smooth. If D = Rd, we write just µx,y.
These measures are supported on Γx,y the set of curves γ(t), 0 ≤ t ≤ tγ, with
γ(0) = x, γ(tγ) = y. They will be finite measures except for the case D = R2.
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The points x, y will be distinct and may be either interior or boundary points of
D (or one of each). The definitions are slightly different for interior and boundary
points. We write pt(x) = (2pit)
−d/2 e−|x|
2/2t for the density of Brownian motion at
time t. We write σ for surface measure on spheres (area if d = 3 and length if
d = 2).
If µ is a positive measure, we write ‖µ‖ for its total mass and µ# = µ/‖µ‖
for the probability measure obtained by normalization if ‖µ‖ <∞. To specify a
finite (strictly) positive measure µ it suffices to give the ordered pair (µ#, ‖µ‖). If
γ ∈ Γx,y we write γR ∈ Γy,x for the reversal of γ:
γR(t) = γ(tγ − t), 0 ≤ t ≤ tγ.
If µ is a measure on Γ we write µR for the corresponding measure on reversed
paths,
µR(C) = µ{γ : γR ∈ C}.
Remark 2.1. We will be integrating a number of measure-valued functions. These
can be defined in a straightforward way as follows. First we define a metric on the
space of curves, e.g. we say that the distance between γ1 : I1 → C and γ2 : I2 → C
for finite intervals I1, I2 ⊂ R is given by infψ supt∈I1(|γ1(t)−γ2(ψ(t))|+ |ψ(t)− t|),
where the infimum is over all increasing bijections ψ : I1 → I2. Then we use the
Prokhorov metric to give a measure on probability measures P on curves, which
then generates a metric on finite measures by considering a finite measure as an
element of P×(0,∞), with the second coordinate representing the total mass of the
measure. We will not give the details here but only remark that the random walk
counterpart of the path measure we are going to define below is straightforward.
Let µx,y,s be the measure of total mass ps(y−x) whose corresponding probability
measure µ#x,y,s is the Brownian bridge measure. We can write
µx,y =
∫ ∞
0
µx,y,s ds
where the integral is the limit of a Riemann sum. If d = 3, this is a finite measure
of total mass
G(x, y) =
∫ ∞
0
pt(x, y) dt =
1
2pi |x− y| ,
while it is an infinite measure for d = 2. If D ⊂ Rd and x, y ∈ D, then µDx,y is
µx,y restricted to curves that stay in D. If d = 2, and Brownian motion exits the
domain D with probability 1, then µDx,y is finite with the total mass given by the
Green’s function GD(x, y) normalized so that
GD(0, y) = − 1
pi
log |y|,
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when D is the unit disk. The measures satisfy reversibility, µDy,x = [µ
D
x,y]
R.
Let µx,∂D denote the measure of a Brownian motion started from x stopped
when it reaches ∂D (restricted to the event that the path leaves D), then
µx,∂D =
∫
∂D
µDx,y σ(dy).
Note that ‖µx,∂D‖ is the probability that a Brownian motion starting at x exits D.
If x ∈ D, y ∈ ∂D, we define µDx,y by saying that if V ⊂ ∂D, then µx,∂D restricted
to paths that exit D at V , is given by
∫
V
µDx,y σ(dy).
We can also find µDx,y for x ∈ D, y ∈ ∂D as a limit. Let ny denote the inward
unit normal at y into D. Then
µDx,y = lim
↓0
1
2
µDx,y+ny x ∈ D, y ∈ ∂D.
Note the factor of 2. For example, if D is the unit disk for d = 2 and |y| = 1, then
‖µ0,y−ny‖ = −
1
pi
log(1− ) ∼ 
pi
,
while ‖µD0,y‖ = 1/2pi. The boundary to interior point measure is obtained by
reversing paths:
µDy,x =
[
µDx,y
]R
= lim
↓0
1
2
µDy+ny ,x, x ∈ D, y ∈ ∂D.
This also allows us to define the boundary to boundary measure,
µDy,x = lim
↓0
1
2
µDy+ny ,x = lim↓0
1
42
µDy+ny ,x+nx , x, y ∈ ∂D.
If ∂1, ∂2 are disjoint subsets of ∂D, we write
µD∂1,∂2 =
∫
∂1
∫
∂2
µDx,y σ(dx, dy).
The measure 2µD∂1,∂2 is often called excursion measure for excursions between ∂1
and ∂2 in D.
The Brownian path measures are reversible, i.e., µy,x[C] = µx,y
[{γ : γR ∈ C}] .
They are also translation invariant and satisfy the following scaling property. If
r > 0, and fr(z) = rz, then we define fr ◦ γ to be the image reparametrized
appropriately, i.e.,
tfr◦γ = r
2 tγ and fr ◦ γ(t) = fr(γ(t/r2)) = r γ(t/r2).
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If we define fr ◦ µ by fr ◦ µ[C] = µ [{γ : fr ◦ γ ∈ C}], then
fr ◦ µx,y = rd−2 µrx,ry. (2.1)
The advantage of using Brownian path measures instead of usual Wiener
measure or Brownian bridge measure, is that it allows for “decomposition” of the
path from both directions. We will give the important decompositions. They are
versions of the strong Markov property or “last-exit decomposition”, which are is
the strong Markov property on the reversed path. For ease, we assume that all of
our boundary components are spheres.
• Let D be a ball in Rd (allowing D = Rd) and S a sphere in D. Let D1, D2
denote the components of D \ S. Then if x ∈ D1, y ∈ Di, i = 1, 2,
µDx,y = µ
D1
x,y +
∫
S
[
µD1x,ζ ⊕ µDζ,y
]
σ(dζ),
µDx,y = µ
D1
x,y +
∫
S
[
µDx,ζ ⊕ µDiζ,y
]
σ(dζ), and
µDx,y = µ
D1
x,y +
∫
S
∫
S
[
µD1x,ζ1 ⊕ µDζ1,ζ2 ⊕ µDiζ2,y
]
σ(dζ1, dζ2).
In each of these formulas, the integral term represents µx,y restricted to
curves that intersect S (notice that if y /∈ D1, then µD1x,y = 0). The three
integral terms represent decompositions based on: the first visit to S; the
last visit to S; and both the first and last visits to S, respectively.
• Let S1, S2 be disjoint spheres in Rd and let D be the component of Rd \ (S1∪
S2) whose boundary includes both S1 and S2. Let Dj be the component of
Rd \ S3−j that contains Sj. Then if x ∈ S1, y ∈ S2,
µx,y =
∫
S1
∫
S2
[
µD1x,ζ1 ⊕ µDζ1,ζ2 ⊕ µζ2,y
]
σ(dζ1, dζ2)
=
∫
S1
∫
S2
[
µx,ζ1 ⊕ µDζ1,ζ2 ⊕ µD2ζ2,y
]
σ(dζ1, dζ2).
The first of these expressions is obtained by decomposing γ ∈ Γx,y as
γ = γ1 ⊕ γ∗ ⊕ γ2 where γ∗ is the first excursion from S1 to S2 in D. The
second uses a similar decomposition where γ∗ is the last such excursion.
• Let S1, S2, D be as above and assume that S3, S4 are spheres in D such that
every path from S1 to S2 in D must go through S3 and then S4 in that order.
Let D′ denote the component of D \ S4 that contains S1 on its boundary.
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Let D0 denote the component of D \ (S3 ∪ S4) that contains both S3 and
S4 on its boundary. Then if ζ1 ∈ S1, ζ2 ∈ S2,
µDζ1,ζ2 =
∫
S3
∫
S4
[
µD
′
ζ1,ζ3
⊕ µD0ζ3,ζ4 ⊕ µDζ4,ζ2
]
σ(dζ3, dζ4).
This is obtained by writing an excursion γ in D from S1 to S2 as γ =
γ1 ⊕ γ∗ ⊕ γ2 where γ∗ is the first excursion between S3 and S4 in D0.
• Let S1, S2, S3, S4, D be as above, let D3 be the domain bounded by S1 and S3
and let D4 be the domain bounded by S4 and S2. Then if ζ1 ∈ S1, ζ2 ∈ S2,
µDζ1,ζ2 =
∫
S3
∫
S4
[
µD3ζ1,ζ3 ⊕ µDζ3,ζ4 ⊕ µD4ζ4,ζ2
]
σ(dζ3, dζ4). (2.2)
Here we write γ = γ1 ⊕ γ∗ ⊕ γ2 uniquely where γ1 is an excursion from S1
to S3 in D3 and γ
2 is an excursion from S4 to S2 in D4.
We will need an invariance under inversion that is true for d = 2, 3. Let Bt be
a Brownian motion with B0 6= 0, and define
Yt =
Bσ(t)
|Bσ(t)|2 , where
∫ σ(t)
0
ds
|Bs|2 = t.
As in the introductory section we write Bk(·) for balls in the exponential scale
and omit the center when it is clear from context. We write Tk for the hitting
time of ∂Bk.
Proposition 2.2. Suppose d = 2, 3 and Bt is a standard Brownian motion with
0 < |B0| < ek. Then the distribution of
Ys, 0 ≤ s ≤ σ−1(Tk),
is the same as that of a Brownian motion starting at B0/|B0|2, stopped at time
T−k, conditioned that T−k <∞. Here the ball Bk in the definition of Tk is centered
at the origin.
Note that if d = 2 then P[T−k < ∞] = 1 so we do not need to make the
conditioned statement. It is necessary for d = 3.
Proof. This uses the representation of a d-dimensional Brownian motion as the
product of a Bes(d) process for the radial part and an independent spherical part.
The corresponding fact about Bessel processes for d = 2, 3 is well known and
follows from an standard Itoˆ’s formula calculation (see for instance [20, Prop 1.1
(ii)] or [21, Theorem 3.6]).
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If d = 2, the path measure µx,y is infinite. However, if we restrict to a particular
set of paths, we often get a finite measure. The following two lemmas are examples
of this that will be important to us.
Lemma 2.3. If d = 2 and x, y are distinct points, let C = Cx,y denote the
set of paths γ(t), 0 ≤ t ≤ tγ, such that γ does not make make two closed loops
contained in the annulus A = Ax,y = {z : |x − y| ≤ |z − w| ≤ 2 |x − y|} where
w = (x+ y)/2. To be more precise, C is the set of curves such that there do not
exist 0 < t1 < t2 < t3 < t4 < tγ such that γ[t1, t2] ⊂ A, γ[t3, t4] ⊂ A and such that
w is not in the unbounded component of either R2 \ γ[t1, t2] or R2 \ γ[t3, t4]. Then
c′ := µx,y[C] <∞ and does not depend on x, y.
The geometric significance of the event C is as follows. Suppose γ1, γ2 are
curves starting outside 4B and stopped at ∂B. Let x, y ∈ ∂B be the terminal
points. If γ˜ ∈ Γx,y \ C, there exist s < t such that γ˜(s) ∈ γ2, γ˜(t) ∈ γ1. In
particular, the concatenation γ = γ1 ⊕ γ˜ ⊕ [γ2]R has no cut points in B.
Proof. The fact that µx,y[C] is independent of x, y follows from translation invari-
ance and scaling, so we may assume that x = (−1, 0), y = (1, 0). For each path
we consider the excursions between 2∂B and 4∂B, that is, let τ0 = σ1 = 0 and
τ1 = min{t : |γ(t)| = 4},
and for k ≥ 2,
σk = min{t ≥ τk−1 : |γ(t)| = 2}, τk = min{t ≥ σk : |γ(t)| = 4}.
Let Uk be the set of curves from x to y such that τk <∞, τk+1 =∞. Let q > 0
be the probability that a Brownian motion starting on 2∂B makes two loops in
A before reaching 4∂B. Then µx,y[U0 ∩ C] ≤ µx,y[U0] ≤ G4B(x, y) and for k > 0,
µx,y[Uk ∩ C] ≤ (1− q)k−1 max|z|=2 G4B(z, y) ≤ c (1− q)k−1.
Lemma 2.4. Suppose d = 2 and V is a compact subset of R2 disjoint from {0, e}.
Then
µ [{γ : Aγ ∩ V 6= ∅}] <∞.
Proof. Let B0,Be denote closed balls about 0 and e of radius less than 1 that
do not intersect V . Consider C, the set of curves γ such that there do not exist
0 < t1 < t2 < t3 < t4 such that
• γ[t1, t2] ⊂ Be and disconnects e from infinity, and
• γ[t3, t4] ⊂ B0 and disconnects 0 from infinity.
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We claim that if γ ∈ Γ0,e \C, then Aγ ∩V = ∅. To see this, let t− be the first time
that γ hits γ[t3, t4] and t+ the last time that γ hits γ[t1, t2]. Then γ(t−) = γ(t′)
for some t3 ≤ t′ ≤ t4 and γ(t+) = γ(t′′) for some t1 ≤ t′′ ≤ t2. In particular, there
are no cut times in (t−, t3) and there are no cut times in (t2, t+), which implies
that there are no cut times in (t−, t+). But (γ[0, t−] ∪ γ[t+, tγ ]) ∩ V = ∅. Arguing
similarly as Lemma 2.3, we see that µ[C] <∞.
The following lemma will be used in the proof of Proposition 3.1.
Lemma 2.5. There exists c < ∞ such that the following holds. Suppose γ˜1, γ˜2
are two curves connecting the boundary components of the annulus {1 < |z| < ek},
ending at x, y ∈ B respectively. Consider the set C ′ ∈ Γx,y of curves γ such that
the following two facts hold:
• γ ∩ ∂Bk 6= ∅.
• There does not exist 0 < t− < t+ < tγ such that γ(t−) ∈ γ˜2, γ(t+) ∈ γ˜1.
Then µx,y[C
′] ≤ ce−k(d−1)/2 where c does not depend on x, y.
Proof. When d = 2, C ′ is a subset of the event C from Lemma 2.3, hence by that
lemma we are actually dealing with an event of µ-measure bounded from above by
a fixed constant. Moreover, by Beurling estimate on the part of the path between
first visits to 2∂B and ∂Bk and on the part of the path between last visits to ∂Bk
and 2∂B, we see that both the probability for the first part (of the path) to reach
∂Bk without hitting γ˜2 and the probability for the second part to reach 2∂B from
∂Bk without hitting γ˜1 are O(e−k/2). The claim then follows by combining the
two observations above.
When d = 3 we can use a much easier estimate: if x, y ∈ ∂B, then the µx,y
measure of curves that touch ∂Bk is O(e−k), regardless of the exact position of x
and y.
3 Invariant measure for non-intersecting Brow-
nian paths
In [9] and [11], a quasi-invariant probability measure was introduced for pairs of
Brownian motions in 2 or 3 dimensions conditioned not to intersect. To be more
precise, let X ∗ denote the collection of ordered pairs (γ1, γ2), where γj : [0, tj ]→ Rd
with γj(0) = 0, |γj(tj)| = 1, |γ(t)| < 1 for t < tj, and γ1(0, t1] ∩ γ2(0, t2] = ∅.
Similarly, let X ∗k denote the collection of such ordered pairs where the paths start
at ∂B−k. If γ¯ ∈ X ∗, then we obtain γ¯k ∈ X ∗k by considering the paths starting at
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their first visit to ∂B−k. The quasi-invariant probability measure Q∗ on X ∗ may
be defined by finding a consistent family of measures Q∗k on X ∗k .
The quasi-invariance can be stated as following. Suppose (γ1, γ2) have distri-
bution Q∗ and independent Brownian motions are started at γ1(t1), γ2(t2), and
stopped when they reach ∂Ba for some a > 1. Let (γ˜1, γ˜2) be the paths obtained
by concatenating the original paths with these Brownian motions. Then the
probability that γ˜1(0, t˜1] ∩ γ˜2(0, t˜2] = ∅ is e−aξ, and conditioned on this event, if
we use Brownian scaling so that the concatenated paths are in X ∗, the conditional
distribution on the curves is Q∗.
Let us review the important facts for our paper. Suppose V1, V2 ⊂ B−n and
let xj ∈ Vj for x1 6= x2. Let W j be independent Brownian motions starting at
xj and let T
j
−k be the first time that the paths reach ∂B−k where k ≤ n − 1.
Let Λjk = Vj ∪W j[0, T j−k] and let Ak be the event Ak = {Λ1k ∩ Λ2k = ∅}. Let
Q˜k = Q˜k(V1, V2, x1, x2) be the probability measure on X ∗k induced by the measure
of the paths W 1[T 1−k, T
1
0 ],W
2[T 2−k, T
2
0 ] conditioning on the event A0. Let
∆k = e
k
(
dist[W 1(T 1−k),Λ
2
k] ∧ dist[W 2(T 2−k),Λ1k]
)
.
We now list some properties about non-intersecting Brownian motions.
• There exists 0 < c1 < c2 <∞ such that
c1 P[An−1] e−nξ ≤ P[A0] ≤ c2 P[An−1] e−nξ.
• There exist c > 0, λ > 0 such that if x1, x2 ∈ ∂B−n,
P[An−1] ≥ c∆λn.
• (Separation lemma) There exists c > 0 such that
P[∆k ≥ 1/10 | Ak] ≥ c.
• (Separation at beginning) There exists c > 0 such that if x1, x2 ∈ ∂B−n and
∆n ≥ 1/10, then conditioned on the event A0, the probability that
W j[0, T j0 ] ∩ B−n ⊂ {z : |xj − z| ≤ e−n/10}, j = 1, 2,
is at least c.
• There exist universal constants c, u > 0 such that the following holds.
Let Qn/2 denote the probability measure on X ∗n/2 induced by the paths
conditioned on the event A0. Then,∥∥Qn/2 −Q∗n/2∥∥TV < c e−nu. (3.1)
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The first four bullets were proved in [10] as part of the proof of Hausdorff
dimension of the cut points. For the last bullet, in [9] and [11] the measure Q∗
was constructed and it was shown that the total variation distance goes to zero
uniformly, but the estimate was not exponential. For the exponential rate see [16]
for d = 2 and [19] for d = 3. These later papers actually treat a slightly more
general situation, but a particular case of them gives the marginal distribution
on one path, and the distribution of the second path given the first path, is
determined as an h-process. These arguments could be simplified somewhat in
our case. Let us summarize the main idea.
Let us write ∂k = ∂B−k. Consider Brownian motions W 1,W 2 starting on ∂n.
We will consider the conditional distribution on W 1[0, T 10 ],W
2[0, T 20 ] given A0. We
consider this as a probability measure on ordered pairs of curves γ¯ = (γ1, γ2). Let
γ¯k = (γ
1
k, γ
2
k) be the curves stopped at time T
j
−k. We write γ¯k =j γ¯
′
k if the pairs
of paths agree from their first visit to ∂j+k to their first visit to ∂k. If γ, γ¯ have
different starting points on ∂n, we find a coupling so that at each k, if γ¯k =j γ¯
′
k,
then, except for an event of probability O(e−αk), we have γ¯′k−1 =j+1 γ
′
k−1, where
the implicit constant in O(e−αk) is uniform. This (combined with the separation
lemmas) can be used to find a u and to construct a coupling so that, except for an
event of probability O(e−un) we have γ¯0 =n/2 γ¯′0. While in principle a particular
value of u for which this works can be found, we only need the existence of a
positive u.
As a corollary of (3.1), we get that there exists a universal u and a c =
c(V1, V2, x1, x2)  P[An−1] such that
P[A0] = c e
−ξn [1 +O(e−un)].
where the error term is uniform.
We will need a slight variant of this proposition where the Brownian motions
tend to a point in Rd rather than to infinity. The results follow almost immediately
given invariance of (time changes of) Brownian paths in d = 2, 3 under inversion,
see Proposition 2.2.
Let us first consider the set of paths “started at infinity stopped when they
reach the sphere of radius one about the origin”. These are the same (up to a
linear translation in time and we will use appropriate equivalence classes) as the
reversal of Brownian motions (excursions) started uniformly on the unit sphere
conditioned to never return to the sphere. Let Yk denote the set of curves of
infinite time duration starting on Bk and going to infinity, never returning to Bk.
Let mk(x) for x ∈ ∂Bk denote the probability measure on Yk corresponding to the
reversal of Brownian motion from infinity stopped upon hitting Bk, conditioned
on hitting Bk at x. For d = 3, we let mk(x) be the measure of total mass ek
whose normalized version is that obtained from the same procedure. Under this
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definition, if j ≤ k, observe that the following provides a consistent definition of
the measures mj
mj =
∫
∂Bk
[
mk(x)⊕ µR
d\Bj
x,∂Bj
]
σ(dx).
In other words, given γ that ends at x ∈ ∂Bk, we start a Brownian motion at x,
stop it when it reaches ∂Bj and then concatenate that with the path. Again, this
is an equality “up to a linear translation in time”. If d = 3, it can happen that
the Brownian motion does not reach Bj, in which case we kill the path. In other
words, if we let fr(x) = e
r x, we have the following scaling rule
fr ◦mj = e−rmr+j (d = 3).
There is a similar measure on Zk which is defined as the subset of Yk × Yk
corresponding to nonintersecting paths. The probability measure Q∗ induces a
measure qk on Zk. We normalize so that ‖q0‖ = 1; in this case, it is essentially
the same as the measure Q which we introduce below. For other k, we normalize
so that ‖qk‖ = ekξ e−2k(d−2) = ekη e−k(d−2). If j < k, to get qj from qk we do as
before:
• Choose (γ1, γ2) from qk, and let x, y be the endpoints.
• Start independent Brownian motions at x, y; stop them when they reach Bj ;
concatenate these with the original paths; and kill the process if one of the
paths does not reach Bj or if the concatenated paths intersect.
• Then the measure restricted to pairs that have not been killed is qj.
Let J be the set of doubly infinite curves γ : (−∞,∞)→ Rd with γ(t)→∞
as t→ ±∞. We consider two such curves the same if they are time translates of
each other. Let Jk be the set of such curves that intersect Bk; in this case there
is a first and last intersection, and hence we can write γ uniquely as
γ = γ1 ⊕ ω ⊕ γ2,
where [γ1]R, γ2 are curves from ∂Bk to infinity that do not return to Bk. Let
J k ⊂ Jk be the set of such curves that have a cut point in Bk. We define the
measure pik on J k as follows:
• Choose (γ1, γ2) from qk, and let x, y be the endpoints.
• Choose ω from µx,y and then restrict the measure to curves γ = γ1⊕ω⊕γ2 ∈
J k.
Note that if j ≤ k, we can also get pij by changing the second bullet to
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• Choose ω from µx,y and then restrict the measure to curves γ = γ1⊕ω⊕γ2 ∈
J j.
We get the following properties.
• There exists c∗ such that
‖pik‖ = c∗ eηk. (3.2)
Note that here the factor of e−k(d−2) cancels for d = 3 because of the scaling
rule for µx,y.
• If f(x) = ek−j x, then f ◦ pij = eη(j−k) pik.
We now consider paths of finite length. Let X̂k denote the set of ordered pairs
of curves γ¯ = (γ1, γ2) starting in Bck and ending at their first visit to ∂B; let Xk be
the set of such ordered pairs of curves that start on ∂Bk. Let X denote the set of
ordered pairs of curves γ¯ = (γ1, γ2) starting at ∞ and ending at their first visit to
∂B. For each γ¯ ∈ X̂k, there is a unique γ¯(k) ∈ Xk obtained by starting the curves
at their first visits to ∂Bk. If γ¯1, γ¯2 ∈ X̂k, we write γ¯1 =k γ¯2 if γ¯(k)1 = γ¯(k)2 , that is,
if the curves agree starting at the first visits to ∂Bk. There is a natural bijection
between Xk and X ∗k obtained from inversion as in Proposition 2.2 (being careful
about the time change). Let Qk (resp. Q) denote the probability measure on
Xk (resp. X ) induced from Q∗k (resp. Q∗). As a slight abuse of notation, for any
j > 0 and x ∈ Rd, we will also write Qk and Xk for the corresponding measures
and sets of curves from ∂Bk−j(x) to ∂B−j(x) obtained by Brownian scaling and
translation.
If γ¯ = (γ1, γ2) ∈ X̂k with terminal points x1, x2 ∈ ∂B, and a > 0, let µγ¯,a
denote µx1,x2 restricted to those curves ω such that there exists a cut point of
γ1⊕ω⊕ [γ2]R contained in B−a. Let Φa(γ¯) = ‖µγ¯,a‖. We write Φ(k)a (γ¯) = Φa(γ¯(k))
where γ¯(k) is the truncated version as above. Note that Φ
(k)
a ≥ Φa. Lemma 2.5
implies that there exists c > 0 such that if k ≥ 1, then
Φa(γ¯) ≤ Φ(k/2)a (γ¯) ≤ Φa(γ¯) + c e−k(d−1)/4. (3.3)
See Figure 1 for an illustration. As a consequence of (3.3),
Q [Φa] ≤ Qk/2 [Φa] ≤ Q [Φa] + c e−k(d−1)/4.
We state what we have derived as a proposition.
Proposition 3.1. For k ≥ 1 and Q a probability measure on X̂k, let Qk denote
the measure induced on Xk by Q. Then there exists c > 0 such that if a ≥ 1/10
(see (3.2) for the definition of c∗),∣∣Q[Φa]− c∗ e−aη∣∣ ≤ c [e−k(d−1)/4 + ‖Qk/2 −Qk/2‖TV ] .
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Bk
Bk/2
B
ω
γ1
γ2
Figure 1: We further decompose γ1 and [γ2]R at first entry of Bk/2. Under the
conditioning and restriction, excluding an exceptional set with fast-decaying measure
(with the help of Lemma 2.5), ω stays in Bk/2. This implies that in this case, if there is
a cut point of “blue-green-blue” part of the path on the segment ω, it is a global cut
point of γ1 ⊕ ω ⊕ [γ2]R as well. This implies the second inequality of (3.3).
The condition a ≥ 1/10 is only needed for d = 3 to guarantee that Φa is
uniformly bounded.
Suppose V1, V2 ⊂ {|z| ≥ ek} with m < k, and xj ∈ Vj. Let W 1t ,W 2t be
independent Brownian motions starting at x1, x2 and, as before, let Γ
j = Vj ∪
W j[0, T j0 ], where T
j
0 is the time at which W
j first hits B. If d = 3, it is possible
that T j0 = ∞. Conditioned on {T 10 , T 20 < ∞}, let Qm denote the probability
measure on Xm obtained by considering γ¯(m).
The following proposition is a variant of (3.1) after a spatial inversion (see
Proposition 2.2 for more details on the inversion).
Proposition 3.2. There exist u, c > 0 such that for all m < k and all V1, V2, x1, x2
as above,
‖Qm −Qm‖TV ≤ ceu(m−k).
Note that although the form is slightly more general than (3.1), when applying
Propositions 3.2 we will simply take m = k/2. This corresponds to the measure
of the blue parts of the path in Figure 1.
Before we end this section we state without proof the following observation
which will be implicitly recalled repeatedly in the next section.
Observation 3.3. Suppose W 1,W 2 are independent Brownian motions starting
from 0, e respectively and dist(0, e, z) = e−b. For ease we will assume that
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|z| = e−b ≤ |z − e|. Let T j−s be the first time that W j reaches ∂B−s(z). Let As be
the event
As = {T 1−s, T 2−s <∞,W 1[0, T 1−s] ∩W 2[0, T 2−s] = ∅}.
(Note that when d = 3,
P[T 1−s, T
2
−s <∞] =
c
|z| |z − e| e
−2s
while this probability is always 1 when d = 2.) Then there exists cz such that
P[As] = cz e
−sη [1 +O(eu(b−s))].
4 Proofs
4.1 Proof of Theorem 1.1
Let us fix z and write
Λk = {γ ∈ Γ0,e : dist(z, γ) ≤ e−k} and Θk = {γ ∈ Γ0,e : dist(z,Aγ) < e−k}.
Note that Λk,Θk decrease with k and Θk ⊂ Λk. We will use conditional probability
notation µ[A | B] = µ[A ∩B]/µ[B] even though µ is not a probability measure.
To prove (1.7), it suffices to show that there exist c∗, c′, u andm (all independent
of z) such that if dist(0, z, e) ≥ e−b, then for k ≥ m and 1 ≤ a ≤ 2,∣∣µ[Θk+b+a | Λ]− c∗ e−aη∣∣ ≤ c′ e−uk (4.1)
where Λ = Λb+k(z). Indeed if we write fj = fj(z) = log µ[Jj(z)], then the above
implies that for 1 ≤ a ≤ 2, k ≥ m,
|fk+b+a − fk+b| ≤ c e−uk
(here c (and all other constants below) depends only on c′, u and η). By summing
we see this holds for all a ≥ 1 for a different constant c and by exponentiating we
see that for j ≥ k ≥ m+ 1,
µ[Jj+b] = µ[Jk+b] [1 +O(e
−uk)],
in other words, µ[Jk] is a Cauchy sequence. This confirms (1.7), hence (1.5).
We now prove (4.1). Let B = B−b−k(z). Any path in Λ can be written as
γ = γ1 ⊕ ω ⊕ γ2 where γ1 is γ stopped at the first visit to S = ∂B, which we
denote by x; γ2 is the reversal of γR stopped at the first visit to S, which we
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denote by y; and ω is chosen from µx,y. In other words, µ restricted to Λ can be
written as ∫
S
∫
S
[
µD0,x ⊕ µx,y ⊕ µDy,e
]
σ(dx, dy),
where D = Rd \B.
For 1 ≤ a ≤ 2, let us consider this measure further restricted to curves
γ ∈ Θb+k+a. We start by considering γ1, γ2. A necessary condition for γ ∈ Θb+k+a
is (γ1, γ2) ∈ X˜ where X˜ is the collection of ordered pairs of nonintersecting curves
starting outside B ending at ∂B. We let ν# denote the probability measure on X˜
obtained by normalizing the measure∫
S
∫
S
[
µD0,x × µDy,e
]
σ(dx, dy)
restricted to (γ1, γ2) ∈ X˜ . Then (4.1) follows by applying Propositions 3.1 and
3.2 with the appropriately rescaled version of ν#.
We now prove the second claim (1.8). Consider µ0,∞, the path measure between
0 and infinity, defined in the following manner. More precisely, let K > 0 and
write
µ0,∞ =
∫
S
µ0,ζ ⊕ νDζ,∞ σ(dζ),
where S = {|z| = K}, σ is the surface measure on S, and νDζ,∞ is the excursion
measure on {|z| > K} from ζ to infinity, defined as the limiting measure of
Brownian motion from (1 + )ζ conditioned to avoid {|z| < K} before hitting
{|z| = L}, as  → 0 and L → ∞ (when d = 3 we can consider the infinite
Brownian motion conditioned to avoid {|z| < K} directly), with total measure
reweighed by 1/K.It is easy to check that the definition is consistent for any
choice of K and that µ0,∞ satisfies the same scaling property as µ0,e in (2.1).
Now, let φ be the inversion map on Rd with respect to the circle/sphere
{|y − e| = 1} and consider the path measure µ0,∞ defined by the pushforward
of µ0,e by φ, which is supported on paths from 0 to infinity. By the inversion
invariance of the trace of Brownian motion, the law of the trace (and hence the set
of cut points thereof) induced by µ0,∞ and µ0,∞ are the same up to multiplication
by a deterministic constant.
Under this setup, the first claim (1.7) still follows. In this case, thanks to the
scale property and rotation invariance of µ0,∞, we know that the corresponding
cut-point Green’s function is given by
Gcut0,∞(z) = c|z|−η
for some c > 0. Taking into consideration the covariant derivative, we obtain
(1.8), the explicit formula of Gcut(z).
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4.2 Proof of Theorem 1.2
We fix z, w ∈ V ∈ D, with |z − w| = e−b. Note that |z|, |w|, |z − e|, |w − e| ≥
e−b/
√
3 > e−b−1. Let Λk and Θk be as before. We define Θ′k = {γ : dist(w,Aγ) ≤
e−k} and Λ′k = {γ : dist(w, γ) ≤ e−k}. As in the previous subsection, to prove
(1.9), it suffices to show, through a coupling with the invariant measure from
Section 3, that there exist c′, u and m (all independent of z and w) such that if
dist(0, z, w, e) ≥ e−b, then for k ≥ m and 1 ≤ a, a′ ≤ 2,∣∣∣µ [Θb+3k+a ∩Θ′b+3k+a′ | Λb+3k ∩ Λ′b+3k]− c2∗e−(a+a′)η∣∣∣ ≤ c′ e−3uk. (4.2)
We will write B1 = B−(b+3k)(z), B2 = B−(b+3k)(w), B′1 = B−(b+3k+a)(z), B′2 =
B−(b+3k+a′)(w), S1 = ∂B1, S2 = ∂B2 and D for the unbounded domain bounded
by S1 and S2.
We start with the decomposition of paths.
Let V = {γ ∈ Γ0,e : ∃s < t such that γ(s) ∈ B1, γ(t) ∈ B2} and V ′ =
{γ ∈ Γ0,e : ∃s < t such that γ(s) ∈ B2, γ(t) ∈ B1}. We can focus on V, which is
sufficient due to symmetry.
A path γ ∈ V can be written as γ = γ1 ⊕ ω1 ⊕ γ∗ ⊕ ω2 ⊕ γ2 where:
• γ1 is γ stopped at the first visit to S1; we denote the endpoint by x.
• γ2 is the reversal of γR stopped at the first visit to S2, which we denote by
y;
• γ∗ is an excursion in D starting on S1 ending on S2; we let x′, y′ denote the
initial and terminal vertices of γ∗;
• ω1 ∈ Γx,x′ , ω2 ∈ Γy′,y.
This decomposition is not necessarily unique. For a given γ, the number of such
decompositions is the number of excursions from S1 to S2 in D that are contained
in the path. However, if γ ∈ V \ V ′, the decomposition is indeed unique. We will
see that paths in V ∩ V ′ will form an exceptional set of smaller measure, and are
hence negligible.
We now define a new measure µ˜ through the concatenation of paths described
in the bullet points above and show that for our purpose it will not differ too much
from µ in Lemma 4.1. Thus, later in this section, instead of sampling directly
from µ we will sample from µ˜. The advantage of using µ˜ instead of µ is that we
do not have to worry about the uniqueness of the decomposition.
Let µ˜ be the law of γ = γ1 ⊕ ω1 ⊕ γ∗ ⊕ ω2 ⊕ (γ2)R constructed as follows:
• First choose γ1, γ2, γ∗ independently from the measures:
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– Brownian motion started at 0 stopped upon reaching S1 (for d = 3,
restricted to the event that it reaches the ball).
– Brownian motion started at e stopped upon reaching S2 (for d = 3,
restricted to the event that it reaches the ball).
– the excursion measure in D from S1 to S2, i.e.,∫
S1
∫
S2
µDx′,y′ σ(dx
′)σ(dy′),
respectively.
• Restrict this measure to (γ1, γ∗, γ2) satisfying
γ1 ∩ γ∗ = γ1 ∩ γ2 = γ∗ ∩ γ2 = ∅. (4.3)
• Given (γ1, γ∗, γ2), and hence (x, y, x′, y′), choose ω1, ω2 independently from
µx,x′ and µy′,y, respectively.
In contrast, to sample µ restricted to V correctly, we need to sample ω1
according to µ
Rd\B2
x,x′ . In this case, γ
∗ is specified as the first excursion from S1
to S2. Write V˜ for the support of µ˜. It is immediate that restricted to V˜, µ is
dominated by µ˜, and agrees with µ˜ on the set of paths that has only one excursion
between S1 and S2.
Let V̂ be the set of paths in V˜ such that in the decomposition, ω1 contains a
cut point of γ contained in B′1 and ω
2 contains a cut point of γ contained in B′2
(if the decomposition is not unique, we require this to be true for at least one of
the decompositions). To further sample V̂ from V˜ , we do the following.
• When choosing ω1, ω2, restrict to paths such that ω1∩B′1 6= ∅ and ω2∩B′2 6= ∅.
If d = 2 we also restrict to paths such that ω1 does not disconnect B
′
1 from
∂B−b−2k(z) and ω2 does not disconnect B′2 from B−b−2k(w). Again, note
that if γ ∈ V̂ , then ω1, ω2 satisfy this.
• We now view
γ = γ1 ⊕ ω1 ⊕ γ∗ ⊕ ω2 ⊕ (γ2)R,
and restrict to paths such that ω1 contains a cut point of γ contained in B′1
and ω2 contains a cut point of γ contained in B′2.
This is not exactly correct, in that paths that have a cut point in B′1, then have a
cut point in B′2, and then later have another cut point in B
′
1 and then a later a
cut point in B′2 are double counted. However, as we are going to see in Lemma 4.1
below, the µ˜-measure of the collection of these problematic paths is exponentially
smaller than the total mass of V̂ .
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Lemma 4.1. There exists c (which may depend on V but is otherwise independent
of z and w) such that
c−1 e−(b+6k)η ≤ µ˜[V̂ ] ≤ c e−(b+6k)η. (4.4)
Moreover, there exists u > 0 such that the µ˜-measure of paths γ ∈ V̂ such that at
least one of the following four events occur is less than c e−(b+6k)η−k/2:
γ1∩B−(b+k)(w) 6= ∅, γ2∩B−(b+k)(z) 6= ∅, ω1 6⊂ B−(b+2k)(z), and ω2 6⊂ B−(b+2k)(w).
(4.5)
Note that if neither the third nor the fourth event in (4.5) happens, then the
choice of γ∗ is unique. Hence, it is indeed okay to replace µ by µ˜, incurring an
error only of order O(e−k/2). The exclusion of the first and second event in (4.5)
will be useful in the proof of Proposition 4.2.
Proof of Lemma 4.1. It takes two steps to obtain (4.4). We first consider Brown-
ian motion starting at 0 and e stopped upon reaching the ball of radius e−b about
ẑ, where ẑ is the midpoint of z and w. The probability that the paths reach
the ball with no intersection is comparable to e−bη, where the implicit constant
satisfies the same dependencies as the constant c in the statement of the lemma.
The excursion γ∗ can be decomposed and its beginning and ending parts can
be thought of as two paths – one (after reversal) going from ∂B(z, e−b−1) to S1
and the other going from ∂B(w, e−b−1) to S2. The probability that they reach
S1 (resp. S2) and Brownian motions (i.e. γ1 and the reversal of γ2) also get to S1
and S2 without intersection is comparable to [e
−3kη]2. This concludes the proof of
(4.4).
The probability that the Brownian motion starting at 0 also hits B−(b+k)(w) is
comparable to e−k if d = 3, and if d = 2, by a Beurling estimate, the probability
is comparable to e−k/2 that it reaches there without intersecting a path from
∂B−(b+k)(w) to S1. A similar argument holds for ω1, ω2. The factor e−k/2 can be
changed to e−k if d = 3 but we do not need the stronger estimate.
We now continue sampling. In choosing γ1, γ2 and γ∗, we further decompose
the curves as follows:
γ1 = γ̂1 ⊕ γ˜1, γ2 = γ˜2 ⊕ γ̂2, γ∗ = γ∗− ⊕ γ̂∗ ⊕ γ∗+,
where (the text in brackets refers to its illustration in Figure 2)
• γ̂1 (blue) is γ1 stopped at the first visit to ∂B−(b+k)(z);
• γ˜1 (red) is γ1 started at the first visit to ∂B−(b+k)(z);
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• [γ̂2]R (blue) is [γ2]R stopped at the first visit to ∂B−(b+k)(w);
• [γ˜2]R (red) is [γ2]R started at the first visit to ∂B−(b+k)(w);
• γ∗− (red, normal+broad brush) is γ∗ stopped at the last visit to ∂B−(b+k)(z)
before the first visit to ∂B−(b+k)(w), or, in other words, the reversal of [γ∗]R
started at the first visit to ∂B−(b+k)(z) after the last visit to ∂B−(b+k)(w);
• γ∗+ (red, normal+broad brush) is γ∗ started at the first visit to ∂B−(b+k)(w);
• γ̂∗ (blue) is an excursion from ∂B−(b+k)(z) to ∂B−(b+k)(w) in V , the un-
bounded domain whose boundary is Rd \ (∂B−(b+k)(z) ∪ ∂B−(b+k)(w)).
We let γ¯z = (γ
′
1, [γ
−]R) be the pair of paths (both in broad red brush in Figure 2)
obtained by discarding the part of γ˜1 and [γ˜∗−]
R before their respective first visit
to ∂B−(b+2k)(z) and define γ¯w = (γ+, [γ′2]R) similarly.
B−b−k(z)
B−b−2k(z)
B−b−k(w)
B−b−2k(w)
0 e
B1
B1 = B−b−3k(z), B′1 = B−b−3k−a(z) B2 = B−b−3k(w), B′2 = B−b−3k−a′(w)
B2
γ̂1
γ˜1
ω1
γ̂2
γ˜2
ω2γ
∗
+
γ̂∗
γ∗−
B′1 B′2
γ′1
γ− γ
+
γ′2
Figure 2: A typical sample from µ˜[·|V̂]. Note that except on a set with very small
measure, ω1 and ω2 stay in B−b−2k(z) and B−b−2k(w), respectively. As in the proof of
Theorem 1.1, this implies that the cut points of γ′1 ⊕ ω1 ⊕ γ− and γ+ ⊕ ω2 ⊕ γ′2 are
also global cut points of γ. This allows us to compare the measure in (4.2) with two
independent copies of the invariant measure for nonintersecting Brownian motions.
We now state and prove the two-point coupling result, which, along with
Propositions 3.1 and 3.2, proves (4.2) and in turn (1.9).
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Proposition 4.2. Let Q′k denote the measure on (γ¯z, γ¯w) induced as above. Then
the total variation distance between Q′k and Qk × Qk (see the paragraph below
(3.2) for the convention of notation) is less than ce−uk, where u is universal and
c may depend on V .
Proof. In order to select (γ1, γ∗, [γ2]R) we first choose γ̂1, γ̂∗, γ̂2 independently
from the following distributions.
• γ̂1 is a Brownian motion starting at 0 stopped when it reaches ∂B−(b+k)(z);
• γ̂∗ is an excursion from ∂B−(b+k)(z) to ∂B−(b+k)(w);
• [γ̂2]R is a Brownian motion starting at e stopped when it reaches ∂B−(b+k)(w).
In the first and third bullet for d = 3 we restrict to paths which reach the sets.
Note that here we are selecting from finite measures. We further restrict to the
paths such that γ̂1, γ̂∗, [γ̂2]R are mutually disjoint. At this point we have a finite
measure on triples of paths and we can normalize it to make it a probability
measure.
Given (γ̂1, γ̂∗, [γ̂2]R) we now choose γ˜1, γ˜2, γ∗−, γ
∗
+ independently from the fol-
lowing distributions.
• γ˜1 is a Brownian motion starting at the endpoint of γ̂1 stopped when it
reaches B−(b+3k)(z), i.e.,B1.
• [γ˜2]R is a Brownian motion starting at the endpoint of [γ̂2]R stopped when
it reaches B−(b+3k)(w), i.e., B2.
• γ∗− is the reversal of a Brownian motion starting at the initial point of γ̂∗
stopped when it reaches B−(b+3k)(z). We restrict to such paths that do not
reach B−(b+3k)(w) before B−(b+3k)(z).
• γ∗+ is a Brownian motion starting at the endpoint of γ̂∗ stopped when it
reaches B−(b+3k)(w).
After selecting the paths we then restrict to paths such that γ1, γ∗, γ2 are mutually
disjoint. Finally, we normalize to make this a probability measure.
After normalizing, by conditioning we have a probability measure on the triplet
(γ̂1, γ̂∗, [γ̂2]R). This is obtained by first choosing as before; then weighting each
path by the probability that after choosing as γ˜1, γ˜1, γ∗−, γ
∗
+, no intersection is
created; and then normalizing to make this a probability measure. Let us write P
for the probability measure on paths obtained that way. Then we can describe
our process as a two-step process:
• Choose (γ̂1, γ̂∗, [γ̂2]R) according to P .
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• Given (γ̂1, γ̂∗, [γ̂2]R), choose γ˜1, γ˜1, γ∗−, γ∗+ as above conditioned so that the
paths γ1, γ∗, γ2 are pairwise disjoint.
By using Lemma 4.1, we can see that, except for an event of probability
O(e−k/2) under the measure P ,
γ̂1 ∩ B−b−k(w) = ∅, γ̂2 ∩ B−b−k(z) = ∅.
Also, for fixed (γ̂1, γ̂∗, [γ̂2]R), if we put the extra conditioning that
γ˜1 ∪ γ∗− ⊂ B−(b+1)(z) γ˜2 ∪ γ∗+ ⊂ B−(b+1)(w),
then the probability measure is only changed by a factor of O(e−αk) for some α > 0.
In other words, we can do two independent versions of the “one-point” invariant
measure for nonintersecting Brownian motions. This finishes the proof.
To prove the second claim (1.10) it suffices to show that µ[Js(z)Js+ρ(w)] ≤
CV |z −w|−η as s→∞. For |z −w| asymptotic to the size of V , this follows from
what we have already discussed. For |z − w| = e−b small, we argue as follows:
we first stop the path and reversed path from 0 and e when they reach B−b+1(ẑ)
and B−b+2(ẑ), respectively, where ẑ is the midpoint of z and w. (The choice of
different radii is just for the convenience of not having to deal with the distance
between the hitting points.) The probability the paths reach B−b+i(ẑ), i = 1, 2,
without an intersection then gives a factor bounded from above by cV e
−bη. After
this, we redo the argument in this subsection with 0 and e replaced by where the
paths hit ∂B−b+i(ẑ) resp., conditioning on the nonintersection above.
4.3 Existence of Minkowski content
In this section, we first give a general proof of the existence of Minkowski content
as a random Borel measure given the sharp Green’s function estimates and some
mild assumptions. Then we apply this general result to Brownian cut points and
show Theorem 1.3.
Suppose µ is a σ-finite measure on compact subsets A of Rd and that K ⊂ Rd
is a compact set (in our case K = {0, e}). We will consider conditions under
which there exists a Borel measure ν = νA such that ν(K) = 0 and for all dyadic
cubes V with V ∩K = ∅,
ν(V ) = Contδ(V ∩ A).
Here, 0 < δ < d and we write η = d− δ (as in earlier sections). We write µ[X] for
the integral of X with respect to µ.
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Proposition 4.3. Suppose µ is a σ-finite measure on compact subsets A of Rd
and that K ⊂ Rd is compact. Suppose that for every compact set V ⊂ Rd with
V ∩K = ∅, we have
µ [{A : A ∩ V 6= ∅}] <∞. (4.6)
Suppose 0 < δ = d− η < d. Suppose U, V are compact subsets of Rd disjoint from
K with V ⊂ int(U) and such that for some  > 0,
Contd−(∂V ) = 0. (4.7)
Let Is(z) = 1{dist(z,A)≤e−s}, Js(z) = eηs Is(z), and
Js,V =
∫
V
Js(z) dz.
Suppose the following holds for z 6= w ∈ U .
• The limits
Gcut(z) = lim
s→∞
µ [Js(z)] , and
Gcut(z, w) = lim
s→∞
µ [Js(z) Js(w)] ,
exist and are finite. Moreover, G is uniformly bounded on U .
• There exist c, ρ0, u > 0 such that for 0 ≤ ρ ≤ ρ0,
Gcut(z) ≤ c, Gcut(z, w) ≤ c |z − w|−η,∣∣µ[Js(z)]−Gcut(z)∣∣ ≤ c e−us,∣∣µ[Js(z) Js+ρ(w)]−Gcut(z, w)∣∣ ≤ c |z − w|−η e−us. (4.8)
Then the limit JV = lims→∞ Js,V exists both almost µ-everywhere and in L2.
Moreover, JV = Contδ(V ∩ A),
µ [JV ] = lim
s→∞
µ [Js,V ] =
∫
V
Gcut(z) dz, and
µ
[
J2V
]
= lim
s→∞
µ
[
J2s,V
]
=
∫
V
∫
V
Gcut(z, w) dz dw.
Proof. We fix U, V as in the statement of the proposition, write Js = Js,V , and
allow constants to depend on U, V . The result is the same if we restrict to
µ˜ = µ 1{A∩U 6=∅}, which is a.s. a finite measure by (4.6). Hence we can normalize
this to make it a probability measure. So without loss of generality we will assume
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that µ is a probability measure and use P,E notation. We assume 0 ≤ ρ ≤ ρ0.
Note that (4.8) implies that
|µ [(Js+ρ(z)− Js(z)) (Js+ρ(w)− Js(w))]| ≤ c |z − w|−η e−us.
Since
(Js+ρ − Js)2 =
∫
V
∫
V
[Js+ρ(z)− Jz(s)] [Js+ρ(w)− Js(w)] dw dz,
we see that
E
[
(Js+ρ − Js)2
] ≤ c e−us ∫
V
∫
V
|z − w|−η dw dz ≤ c e−us.
Using this we can see that for every 0 < ρ ≤ ρ0, the sequence Jnρ converges in
both L2 and µ-almost everywhere to a limit JV,ρ. Also, since
eρηJnρ ≥ Js ≥ e−ρη J(n+1)ρ, nρ ≤ s ≤ (n+ 1)ρ,
we can let ρ → 0 and prove that Js → JV almost everywhere and in L2. Since
the convergence is in L2, we have
E [JV ] = lim
s→∞
E [Js,V ] =
∫
V
G(z) dz, and
E
[
J2V
]
= lim
s→∞
E
[
J2s,V
]
=
∫
V
∫
V
G(z, w) dz dw.
Recall that
Contδ(A ∩ V ; s) = lim
s→∞
sη Vol{z : dist(z,A ∩ V ) ≤ e−s}.
In particular,
|Js − Contδ(A ∩ V ; s)| ≤
∫
dist(z,∂V )≤e−s
Js(z) dz.
Therefore for s sufficiently large,
E [|Js − Contδ(A ∩ V ; s)|] ≤ cVol{z : dist(z, ∂V ) ≤ e−s} ≤ c′e−s
where  comes from (4.7), and hence by Markov’s inequality and the Borel-Cantelli
lemma, for all sufficiently large s,
|Js − Contδ(A ∩ V ; s)| ≤ c e−s/2.
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Therefore,
Contδ(A ∩ V ) = lim
s→∞
Contδ(A ∩ V ; s) = lim
s→∞
Js = JV .
It follows from the construction that if V is a dyadic cube with V ∩K = ∅
and is subdivided into V1, . . . , V2d , then
JV =
2d∑
j=1
JVj .
We can extend V to dyadic cubes that intersect K. We can cover V \K by
dyadic cubes V1, V2, . . . , contained in V \K whose interiors are disjoint. Set
ν(V ) =
∞∑
j=1
ν(Vj) and ν(K) = 0.
This retains countable additivity. Standard arguments extend ν to a Borel measure
on Rd.
Proof of Theorem 1.3. Applying Proposition 4.3 to our case, we have already
proved the theorem for V disjoint from {0, e}. Hence it suffices to deal with
the case where V intersects 0 and/or e and show that in this case Contδ(V ∩ T )
is µ-a.s. finite. Without loss of generality we may assume V ⊂ B(0, e−1). Let
An = {e−n−1 < |z| ≤ e−n} and write
Jn = sup
m∈[n,∞)
emη
∫
An
1{dist(z, T ) ≤ e−m} dz.
We now consider µ0,∞ defined at the end of Section 4.1. Note that µ0,∞ is
the concatenation of µ0,u (for u uniformly sampled from the unit sphere) and an
excursion path, and that adding the excursion path only decreases the number of
cut points inside the unit disk. Hence all upper bound estimates for µ0,e (up to
multiplication by a deterministic constant) hold for µ0,∞. In particular, we have
µ0,∞[J
2
1] <∞.
By the scaling property of µ0,∞ and conformal invariance of Brownian path
measures, we have
µ[J
2
n] ≤ ce−3qn for some q > 0.
Therefore, µ[Jn ≥ e−qn] ≤ ce−qn, and hence, µ-a.s., Jn ≤ e−qn for all sufficiently
large n. This in turn ensures the µ-a.s. finiteness of the content.
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4.4 Half-plane excursions in C
We have chosen to concentrate on the path measure µ0,e so far for convenience.
In [8], we need the corresponding results for half-plane excursions in C which
we state now. Since the existence of the limit defining Minkowski content is an
almost sure property, it is immediate to see that this limit also exists for locally
absolutely continuous measures. A half-plane excursion is a complex Brownian
motion “started at 0 going to infinity staying in the upper half-plane H”; one way
to construct this is as an h-process with the harmonic function h(z) = Im(z).
Here let us write P for the probability measure on half-plane excursions.
This is a probability measure on curves γ : (0,∞) → H with γ(0+) = 0 and
limt→∞ γ(t) =∞. This curve is transient, and hence we can talk about cut times
and cut points. Given a compact set U ⊂ H, on the event A∩U 6= ∅ let x, y∈ ∂D
be the first and last visit to U by γ respectively. Then the segment of γ between
x and y has the law of µx,y conditioned to stay in H.
Let A ⊂ H denote the set of cut points. As before, for z ∈ H we let
Js(z) = e
5s/4 1{dist(z,A) ≤ e−s} and Js,V =
∫
V
Js(z) dz.
By Theorem 1.3 and the discussion around it, we immediately have the following.
Theorem 4.1. Suppose V is a compact subset of H such that for some  > 0,
the (2− )-dimensional Minkowski content of ∂V is zero. Then with probability
one, the limit JV = lims→∞ Js,V exists and gives the (3/4)-dimensional Minkowski
content of A ∩ V . In particular, with probability one, this holds simultaneously
for every V which is a closed dyadic square contained in H.
For z, w ∈ H, z 6= w, the following limits exist
GcutH (z) := lim
s→∞
E[Js(z)] and GcutH (z, w) := lim
s→∞
E[Js(z)Js(w)].
For any compact set V ⊂ H, there exists a constant cV > 0 such that GcutH (z, w) ≤
cV |z − w|−5/4 for z, w ∈ V with z 6= w.
Moreover, {JV } extends to a non-atomic random Borel measure m on H such
that for all Borel sets U,U ′ ⊂ H,
E [m(U)] =
∫
U
GcutH (z) dz and E [m(U)m(U ′)] =
∫∫
U×U ′
GcutH (z, w) dz dw.
While we do not know the function GcutH (·) exactly, we can give its asymptotics
up to a multiplicative constant by using the exact value of the half-plane Brownian
intersection exponent [14]. This can be stated in various ways.
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Theorem 4.2. Let W 1,W 2 be independent Brownian motions starting at 1 +
i,−1 + i, respectively, and for n ∈ N let
T jn = inf{t ≥ 0 : |W j(t)| = en}.
Then there exists c such that as n→∞,
P[W 1[0, T 1n ] ∩W 2[0, T 2n ] = ∅, W 1[0, T 1n ],W 2[0, T 2n ] ⊂ H] ∼ c e−10n/3.
It is straightforward to show that
P[W 1[0, T 1n ],W
2[0, T 2n ] ⊂ H] ∼ c e−2n,
so one can view this theorem as stating that the probability that the paths do
not intersect given that W 1[0, T 1n ],W
2[0, T 2n ] ⊂ H is comparable to e−4n/3.
The following hold for x, y > 0 and z ∈ H,
GcutH (x+ i)  (x+ 1)−10/3,
GcutH (y(x+ i)) = y
−5/4GcutH (x+ i)  y−5/4 (x+ 1)−10/3 and
GcutH (z)  [Im(z)]−5/4 [sin(arg z)]10/3.
The first of these results follows from Theorem 4.2, the second follows from scaling
of the first, and the third is a reformulation of the second.
If D is a simply connected domain and z, w are distinct boundary points. Let
f : H → D be a conformal transformation with f(0) = z, f(∞) = w. Then we
can define the excursion measure between z and w in D to be the law of the
image of the half-plane Brownian excursion (with time changed appropriately).
The cut points of the image curve (denoted by AD) are exactly the image of the
cut points of the original curve. We therefore get the analog of Theorem 4.1 for
excursions in any domain. Let mD be the measure on D induced by the cut points.
By Theorem 4.1, with probability 1, the pushforward f ◦m of the measure m in
Theorem 4.1 under f equals |(f−1(ζ))′|3/4mD(dζ) a.s.
We also get the existence of the Green’s functions
GcutD (ζ; z, w) := lim
s→∞
e5s/4 P[dist(AD, ζ) ≤ e−s].
The function GcutD (ζ; z, w) satisfies the scaling rule
GcutD (ζ; z, w) = |(f−1)′(ζ)|3/4GcutH (f(ζ)).
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