Abstract-We look at a single point in the feature space, two classes, and L classifiers estimating the posterior probability for class ! 1 . Assuming that the estimates are independent and identically distributed (normal or uniform), we give formulas for the classification error for the following fusion methods: average, minimum, maximum, median, majority vote, and oracle.
INTRODUCTION
CLASSIFIER combination has received considerable attention in the past decade and is now an established pattern recognition offspring. Recently, the focus has been shifting from practical heuristic solutions of the combination problem toward explaining why combination methods and strategies work so well and in what cases some methods are better than others.
Let D ¼ fD 1 ; . . . ; D L g be a set (pool/committee/ensemble/ team) of classifiers. By combining the individual outputs, we aim at a higher accuracy than that of the best classifier. There is a consensus among the researchers in classifier combination that the major factor for a better accuracy is the diversity in the classifier team and, so, the fusion method is of a secondary importance (see [10] ). However, a choice of an appropriate fusion method can improve further on the performance of the ensemble.
This study was inspired by a recent publication by Alkoot and Kittler [1] where classifier fusion methods are experimentally compared. Here, we look at a theoretical backup of some of the results. Let < n be the feature space. As in [1] , we make the following assumptions:
1. All classifiers produce soft class labels. We assume that d j;i ðxÞ 2 ½0; 1 is an estimate of the posterior probability P ð! i jxÞ offered by classifier D j for an input x 2 < n , i ¼ 1; 2; j ¼ 1; . . . ; L. 2. There are two possible classes ¼ f! 1 ; ! 2 g. We consider the case where, for any x, d j;1 ðxÞ þ d j;2 ðxÞ ¼ 1, j ¼ 1; . . . ; L. 3. A single point x 2 < n is considered and the true posterior probability is P ð! 1 jxÞ ¼ p > 0:5. Thus, the Bayes-optimal class label for x is ! 1 and a classification error occurs if label ! 2 is assigned. 4. The classifiers commit independent and identically distributed errors in estimating P ð! 1 jxÞ. Two distributions of d j;1 ðxÞ have been discussed in [1] : a normal distribution with mean p and variance 2 ( varied between 0.1 and 1) and a uniform distribution spanning the interval ½p À b; p þ b (b varied from 0.1 to 1).
Simple fusion methods are the most obvious choice when constructing a multiple classifier system [4] , [5] , [11] , [13] , [14] , i.e., the support for class ! i , d i ðxÞ, yielded by the team is
where F is the chosen fusion method. Here, we study the fusion methods compared in [1] , except the product, i.e., F stands for
majority vote For the majority vote, we first "harden" the individual decisions by assigning class labels D j ðxÞ ¼ ! 1 if d j;1 ðxÞ > 0:5, and D j ðxÞ ¼ ! 2 if d j;1 ðxÞ 0:5, j ¼ 1; . . . ; L. Then, the class label most represented among the L (label) outputs is chosen.
The reason to leave the product out was that it did not fit easily within the theoretical framework proposed here. We have added an abstract fusion model, called the oracle. In this model, if at least one of the classifiers produces the correct class label, then the team produces the correct class label too. Oracle is usually used in comparative experiments.
The rest of the paper is organized as follows: Section 2 formalizes the relationship between the probability of error of the team, the parameters of the distributions (b and ), the true posterior probability p, and the number of classifiers L. Section 3 reproduces part of the experiments from [1] and Section 4 concludes the study.
PROBABILITY OF ERROR FOR THE SELECTED FUSION METHODS

The Two Distributions
Denote by P j the output of classifier D j for class ! 1 , i.e., P j ¼ d j;1 ðxÞ and letP
be the fused estimate of P ð! 1 jxÞ. By assumption 2, the posterior probability estimates for ! 2 are 1 À P j , j ¼ 1; . . . ; L. The same fusion method F is used to find the fused estimate of P ð! 2 jxÞ,
We regard the individual estimates P j as independent identically distributed random variables, such that P j ¼ p þ j , with probability density functions (pdf) fðyÞ; y 2 < and cumulative distribution functions (cdf) F ðtÞ; t 2 <. Then,P 1 is a random variable too with a pdf fP 1 ðyÞ and cdf FP 1 ðtÞ. The single classifier, the average, and the median fusion models will result inP 1 þP 2 ¼ 1. The higher of the two estimates determines the class label. The oracle and the majority vote make decisions on the class label outputs and we can stipulate thatP 1 ¼ 1;P 2 ¼ 0 if class ! 1 is assigned andP 1 ¼ 0;P 2 ¼ 1 for class ! 2 . Thus, it is necessary and sufficient to haveP 1 > 0:5 to label x in ! 1 (the correct label). The probability of error, given x, denoted P e , is P e ¼ P ðerrorjxÞ ¼ P ðP 1 0:5Þ ¼ FP for the single best classifier, average, median, majority vote, and the oracle. For the minimum and the maximum rules, however, the sum of the fused estimates is not necessarily one. The class label is then decided by the maximum ofP 1 andP 2 . Thus, an error will occur if tpami@computer.org, and reference IEEECS Log Number 112423.
1. We note that since P 1 and P 2 are continuous-valued random variables, the inequalities can be written with or without the equal sign, i.e.,P 1 > 0:5 is equivalent toP 1 ! 0:5, etc.
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for the minimum and the maximum. Two distributions of the P j 's are considered:
. Normal distribution, Nðp; 2 Þ. We denote by ÈðzÞ the cumulative distribution function of Nð0; 1Þ.
2 Thus, the cumulative distribution function for the normal distribution considered here is
t>pþ b:
In [1] , the distributions are "clipped" so that all P j s were in ½0; 1, as illustrated in Fig. 1 . In the simulation process from the original distributions, negative values of P j were replaced by 0s and values above 1 were replaced by by 1s. Thus, the true distributions examined in [1] are as tabulated in Tables 1 and 2. A theoretical analysis with the clipped distributions is not straightforward. The clipped distributions are actually mixtures of a continuous random variable in the interval (0,1) and a discrete one taking values 0 or 1. This results in the "jumps" of the respective cumulative functions F ðtÞ, as shown in Tables 1 and 2 .
We can offer the following argument for using the original distributions. Suppose that p is not a probability but the amount of support for ! 1 . The support for ! 2 will be again 1 À p. In estimating p, we do not have to restrict P j s within the interval ½0; 1. For example, a neural network (or any classifier for that matter) trained by minimizing the squared error between its output and the zeroone (class label) target function produces an estimate of the posterior probability for that class (cf. [2] ). Thus, depending on the parameters and the transition functions, a neural network output (that approximates p) might be greater than 1 or even negative. We take the L values (in <) and fuse them by (2) and (3) to getP 1 . The same rule applies, i.e., ! 1 is assigned by the team ifP 1 >P 2 . Then, we calculate the probability of error P e as P ðP 1 P 2 Þ. This calculation does not require in any way that P j s are probabilities or are within the unit interval. Therefore, the original (nonclipped) distributions of the estimates P j can be used.
Clipping the distributions may have affected the calculation of the empirical error rate in [1] . For example, for large bs, many of the P j s will be either 0s or 1s. If there are indices j 1 and j 2 such that P j1 ¼ 1 and P j2 ¼ 0, then both the minimum and the maximum will produce a tie, and the random tie break will induce bias in P e . This can explain some discrepancy with the results from our study (relegated to Section 4). For small b and , however, where P j s are mostly or entirely in ½0; 1, we shall expect compatible results.
Single Classifier
Since FP 1 ðtÞ ¼ F ðtÞ, the error of a single classifier for the normal distribution is
and for the uniform distribution,
Minimum and Maximum
These two fusion methods are considered together because, as shown below, they are identical for c ¼ 2 classes and any number of classifiers L, where P j and 1 À P j are the estimates by classifier D j for P ð! 1 jxÞ and P ð! 2 jxÞ, respectively. Substituting F ¼ max in (2), the team's support for ! 1 iŝ P 1 ¼ max j fP j g. Therefore, the support for ! 2 isP 2 ¼ max j f1 À P j g. A classification error will occur if
For the minimum fusion method, an error will occur if
which proves the equivalence. Notice that the assumption of independence has not been used for this equivalence, nor have the types of the distributions ofP j s.
2. Available in tabulated form or from any statistical package. The probability of error for minimum and maximum is
where F s ðtÞ is the cdf of the random variable s ¼ max þ min . For the normally distributed P j s, j are also normally distributed with mean 0 and variance 2 . However, we cannot assume that max and min are independent and analyze their sum as another normally distributed variable because these are order statistics and min max . We have not attempted a solution for the normal distribution case.
For the uniform distribution, we follow an example taken from [8] , where the pdf of the midrange ð min þ max Þ=2 is calculated for L observations. We derived F s ðtÞ to be
Noting that t ¼ 1 À 2p is always negative,
Average
The average fusion method
. The probability of error for this case is
The calculation of P e for the case of uniform distribution is not that straightforward. We can assume that the sum of L independent variables will result in a variable of approximately normal distribution. The higher the L, the more accurate the approximation. Knowing that the variance of the uniform distribution for P j . Then,
Median and Majority Vote
These two fusion methods are pooled because they are identical for the current setup. Since only two classes are considered, we restrict our choice of L to odd numbers only. An even L is inconvenient for at least two reasons. First, the majority vote might tie. Second, the theoretical analysis of a median which is calculated as the average of the (L=2) and (L=2 þ 1) order statistics is cumbersome.
For the median fusion method,
Then, the probability of error is
where F m is the cdf of m . From the order statistics theory [8] ,
where F ðtÞ is the distribution of j , i.e., Nð0; 2 Þ or uniform in ½Àb; b. We can now substitute the two cdf, to obtain the respective P e .
for the normal distribution
. for the uniform distribution
The majority vote will assign the wrong class label, ! 2 , to x if at least Lþ1 2 classifiers vote for ! 2 . The probability that a single classifier is wrong is given by (8) for the normal distribution and (9) for the uniform distribution. Denote this probability by P s . Since the classifiers are independent, the probability that at least Lþ1 2 are wrong is calculated by the binomial formula
By substituting for P s from (8) and (9), we recover (25) and (26) for the normal and the uniform distribution, respectively.
The Oracle
The probability of error for the oracle is 
For the normal distribution
and for the uniform distribution
Table 3 displays in a compact form the results for the two distributions, the single classifier, and the six fusion methods.
ILLUSTRATION EXAMPLE
A direct comparison between the errors in Table 3 is hardly possible, except for the single classifier and the oracle, where the preference is known anyway. In this section, we reproduce part of the experiments from [1] . Fig. 2 plots the classification error of the single classifier and the team, calculated by the respective equations for normally distributed P j s. The top two plots depict P e against for a fixed p ¼ 0:6 and the bottom two plots depict P e against p for a fixed ¼ 0:3. Fig. 3 displays the results for uniformly distributed P j s. The top two plots depict P e against b for a fixed p ¼ 0:6 and the bottom two plots depict P e against p for a fixed b ¼ 0:8. (The fixed values are the same as in [1] .) The results can be summarized as 1. Expected results. These are well-documented in the literature on classifier combination.
a. The individual error is higher than the error of any of the fusion methods. b. The oracle model (an abstraction) is the best of all. For L ¼ 9, the oracle error rate is approximately zero. c. The more classifiers we have in the team, the lower the error. Recall that the classifiers are assumed to be independent, which can hardly be achieved in real problems.
More interesting findings from this example.
a. The average and the median/vote methods have approximately the same performance for normally distributed P j but are different for the uniform distribution, the average being the better of the two. b. Contrary to some experimental evidence published elsewhere, the average method is outperformed by the minimum/maximum method. This observation is based on the uniform distribution model only. Unfortunately, the theoretical calculation of P e for the minimum/maximum method in the case of normally distributed P j s is not easy, and we cannot draw a parallel with the average in this case.
Alkoot and Kittler's experimental results [1] differ from our results. For example, they found a threshold value for b, where minimum, maximum, and product change from the best to the worst fusion methods, even worse than the single classifier. Such change of behavior was not found here and the discrepancy can be attributed to the clipped-distributions effect. Also, we used L ¼ 9 classifiers instead of L ¼ 8 to avoid ties in the majority vote method, which explains the differences in the results. It should be noted that for small b and , i.e., when the distributions did not need to be clipped or the probability outside ½0; 1 was small, the two sets of results are similar.
CONCLUSIONS
Six simple classifier fusion methods have been studied theoretically: minimum, maximum, average, median, majority vote, and the oracle, together with the single classifier. We give formulas for the classification error at a single point in the feature space x 2 < n under the following conditions: two classes f! 1 ; ! 2 g; each classifier gives an output P j as an estimate of the posterior probability P ð! 1 jxÞ ¼ p > 0:5; P j are i.i.d coming from a fixed distribution (normal or uniform) with mean p. The formulas for P e were derived for all cases, except for minimum and maximum fusion for normal distribution. It was shown that minimum and maximum are identical for c ¼ 2 classes, regardless of the distribution of P j s and so are the median and the majority vote for the current set up. An illustration example was given, reproducing part of the experiments in [1] . Minimum/maximum fusion was found to be the best for uniformly distributed P j s (and did not participate in the comparison for the normal distribution). It can be noted that for c classes, it is not enough that P ð! 1 jxÞ > 1 c for a correct classification. For example, let c ¼ 3 and let P ð! 1 jxÞ ¼ 0:35; P ð! 2 jxÞ ¼ 0:45, and P ð! 3 jxÞ ¼ 0:20. Then, although P ð! 1 jxÞ > 1 c , the class label will be ! 2 . Therefore, only P 1 ; . . . ; P L are not enough and we also need to specify conditions for the support for the other classes. Conversely, P ð! 1 jxÞ > 0:5 is sufficient but not necessary for a correct classification, and the true classification error can only be smaller than P e . We have confined the comparative study to c ¼ 2 because the analysis of the relative performance of the fusion methods when c > 2 requires making hypotheses about more variables. Our results differ at some places from the empirical findings in [1] . For example, we found that the minimum/maximum method is consistently better than the other fusion methods for the uniform distribution, whereas Alkoot and Kittler find a change of ranking for a certain b. This discrepancy in the results can be explained by the clipped-distribution model adopted in [1] .
It is claimed in the literature that combination methods are less important than the diversity of the team. However, given a set of classifiers, the only way to extract the most of it is to pick a good combination method. Indeed, for normally distributed errors, the fusion methods gave very similar performance, but, for the uniformly distributed error, the methods differed significantly, especially for higher L. For example, the top right plot in Fig. 3 shows that, for b ¼ 0:5, P e for a single classifier of 40.0 percent can be reduced to 26.7 percent by the median or majority vote, 14.9 percent by the average, and 6.7 percent my the minimum or maximum fusion. This example comes in support of the idea that combination methods are also relevant in combining classifiers. Similar studies can be carried out for distributions other than normal or uniform. Typically, we have little knowledge of the behavior of the classifier outputs and, so, the normal distribution is a natural choice.
At this stage, theoretical results (including this study) rely on numerous assumptions [4] , [12] . Building a general theoretical framework for classifier fusion is a fascinating perspective, but it has to start somewhere. The lack of a more general theory is an indirect indication of the difficulties encountered. Indeed, even simple models lead to elaborate derivations under restrictive assumptions. This correspondence should be considered as a step toward this more general framework.
The most restrictive and admittedly unrealistic assumption is the independence of the estimates. It is recognized that "independently built" classifiers exhibit positive correlation [7] , and this is attributed to the fact that difficult parts of the feature space are difficult for all classifiers. Ensemble design methods such as ADAboost or arcing [3] , [9] try to overcome this unfavorable dependency by enforcing diversity. However, it is difficult to measure or express this diversity in a mathematically tractable way [6] . While statistical independence is rigorously defined, how are patterns of dependency expressed? Conceptualizing and quantifying diversity between classifier outputs is a challenging task on its own and will add a whole new dimension to classifier fusion.
