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COMPARATIVE ASSESSMENT OF MOBILE NAVIGATION
APPLICATIONS USING 2D MAPS AND AUGMENTED
REALITY INTERFACES
SUMMARY
Navigation has always been a problem for people, when they visit a location which they
have not been before. Especially in universities with big campuses, new comers and
guests need a guide for finding their way and getting to know the environment. Most
of the universities provide guidance with signposts and web based maps. However,
these tools are not the most user friendly ways of providing guidance service to
people. In order to provide a better service for guidance purposes, mobile solutions
should be developed. Since, nowadays, almost everyone carries a smart phone, mobile
applications are useful tools to reach to the people and provide service.
Mobile navigation applications are effective tools for helping people to find their
way and explore their environment. The most popular navigation applications in
the market are capable of navigating people to their destination as well as providing
extra functionalities to help users to get familiar with their surroundings and to access
information about locations that are in users’ preferences. The main disadvantage of
these applications are the weak GPS accuracy, which may confuse the users. Another
disadvantage of these applications is that they do not have the detailed map of every
area on the earth, which disables the users to use the applications if the roads or the
pavements around them are not presented on the map. Therefore, there is a need for
guidance service specialized for such areas.
The main challange for the mobile applications is to provide user-friendly interfaces,
which also reveals a good user experience. In the design process of applications,
developers should not only consider usability issues, but also consider the user
satisfaction among the interaction between the user and the application. The type and
quality of interaction that an application provides may take it to the top listings in the
application stores, or may make people not even notice it.
This thesis focuses on the user experience of mobile navigation applications by
providing two types user interaction styles. The first type of user interaction style
examined in the thesis provides guidance service with a 2D map interface. 2D map
interfaces present a satellite map of earth and shows locations with 2D content, such as
pinpoints, images, text to the users. This type of interface provides a bird’s eye view
of an area. The route information is shown to the user using lines on the map. Users’
interaction with this interface may include finger gestures or voice commands. Users
can manage the map by tilting, rotating, viewing, zooming in, and zooming out using
fingers. The second type of user interaction examined in the thesis is the Augmented
Reality (AR) browser interface. An AR interface enhances the real vision of the user
with the digital information in order to provide new functionalities or more detailed
information about what user sees. AR applications has been categorized as marker
based and location based applications. In the scope of this thesis only the location
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based AR applications were examined. The location-based AR applications have been
known as the AR browser applications with which users can browse or discover their
environment. AR browsers use device’s camera to access the real world image and
show any digital media, such as, 2D images, text, videos, 3D models, onto the live
camera view of the device. Users can explore their environment by browsing points of
interests in such applications, without using any finger gestures.
Another important contribution of this thesis is the guidance method called waypoint
approach implemented in the AR interface, where users can get to their target location
by following a series of waypoints displayed one after another onto the camera view.
These interaction styles were implemented into two mobile navigation applications,
which were intended to serve to visitors and newcomers of Istanbul Technical
University for guidance purpose. The comparison of these two interfaces in terms
of user experience was carried out by developing one sample application for each
interface and conducting a field test and applying couple of questionnaires. Two groups
of 10 participants were asked to follow two consequent routes. The first group took the
first route guided by 2D map interface followed by the second route by AR interface
and the second group took the first route guided by the AR interface followed by the
second route by the 2D maps interface. Participants were ased to think aloud during
the tests. After each test, participants were asked to answer NASA TLX and Post
Study System Usability Questionnaires. The NASA TLX questionnaire was useful
to compare these interfaces in terms of mental and physical workload, frustration, and
performance of the participants. The PSSUQ were used to analyze these two interfaces
in terms of user satisfaction, usefulness, information quality, and interface quality. In
addition, participants’ route completion times were also recorded.
The results of the user experience tests revealed that the application with 2D map
interface outperformed the AR based application in terms of all criteria. Participants
travalled the routes in shorter times with the 2D map interface. The NASA TLX results
showed that the 2D map interface was less demanding both mentally and physically,
caused less frustration and required less effort from the participants. According to
the PSSUQ results 2D map interface was more satisfactory for the users than the AR
interface. In terms of degree of exploration of the environment, AR interface was found
to be more useful. Participants stated that the combination of these two interfaces
would be an improvement on top of the existing solutions, which is one of the future
research ideas of these thesis. The user preferences may be also included in such
systems. Moreover, instead of using smartphone, using optical head-mounted device
could also create a whole new type of interaction.
Both of the interfaces were also evaluated according to their usage of resources, such
as GPU load, CPU load, and battery power. It was observed that the AR interface was
more CPU and GPU power demanding since it uses camera and sensors of the device
more intensely and frequently. Because of high ratio of usage of CPU and GPU, the
AR interface consumed the battery power faster than the 2D map interface.
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2 BOYUTLU HARI˙TA VE ARTIRILMIS¸ GERÇEKLI˙K TABANLI
MOBI˙L NAVI˙GASYON UYGULAMALARININ
KIYASLAMALI DEG˘ERLENDI˙RI˙LMESI˙
ÖZET
I˙nsanlar daha önce görmedikleri bir yeri ziyaret ettiklerinde hem o yer hakkında daha
ayrıntılı bilgi almak için hem de o yer içinde navigasyon hizmeti almak için yardımcı
araçlara ihtiyaç duyarlar. Özellikle büyük ve kalabalık kentlerde, büyük kampüslü
üniversitelerde ve turistik yerlerde bu tür araçlara ihtiyaç duyulmaktadır. Günümüzde
özellikle üniversitelerde bu tür yönlendirme ve tanıtma hizmetleri genellikle yön
tabelaları ve kiokslar ile verilmektedir. Fakat insanların bu tür araçlara her an
ulas¸amamaları ve bu araçları bulmak için de ayrı bir çaba sarfetmeleri gerektikleri
için daha iyi çözümlere ihtiyaç duyulmaktadır.
Günümüzde neredeyse bütün insanların sürekli beraberlerinde bulundurdukları akıllı
telefonlar insanlara en kolay s¸ekilde hizmet sunulabilecek platformlar haline
gelmis¸lerdir. Mobil rehber uygulamaları da insanların daha rahat eris¸ebilecekleri ve
yeni gittikleri bir ortama uyum sag˘lamalarına yardımcı olabilecek uygulamalardır.
Bu tür uygulamalar navigasyon hizmeti dıs¸ında insanların çevrelerini tanımalarına
yardımcı olabilecek özellikler içerebilmektedir. Günümüzde en yaygın kullanılan
mobil navigasyon uygulamaları insanları istedikleri yere ulas¸tırmak adına dijital bir
harita üzerinde yol, mesafe, zaman ve yönlendirme bilgilerini yazı veya görsel
arayüz elemanlarıyla kullanıcılara sunmaktadır. Ayrıca insanlar bu uygulamalar
sayesinde çevrelerinde bulunan yerleri görebilir ve bu sayede bulundukları yere daha
iyi tanıyabilirler. Bu tür uygulamaların en büyük dezavantajı GPS sinyalinin bazı
zamanlarda anlık da olsa hatalı veri vermesidir. Yanlıs¸ bir GPS verisi uygulamada
kullanıcının yerinin yanlıs¸ gösterilmesine ve dolayısıyla kullanıcıda kafa karıs¸ıklıg˘ına
sebep olabilmektedir. Yaygın olarak kullanılan navigasyon uygulamalarının bir dig˘er
dezavantajı ise yeryüzündeki bütün cadde, sokak, ve kaldırım bilgilerini kapsamıyor
olmalarıdır. Dolayısıyla bölgelere özel çözümlere de ihtiyaç duyulmaktadır.
Mobil uygulamaların gelis¸tirilmesinde kullanıcı dostu arayüzlerin gelis¸tirilmesi en
çok odaklanma gerektiren konulardan biridir. Kullanıcı dostu arayüzler kullanıcıların
uygulamadan daha olumlu deneyimler elde etmelerine sebep olabilmektedir. Bir
uygulamanın vaat ettig˘i özelliklerinin hatasız çalıs¸ması ne kadar önemli ise
uygulamanın kullanıcı ile olan etkiles¸iminin kullanıcıda memnuniyet olus¸turabilmesi
de o kadar önemlidir. Bu yüzden kullanıcı-uygulama etkiles¸imi insanların bir
uygulamayı kullanmayı tercih etmelerinde önemli bir faktördür.
Bu tezde mobil navigasyon uygulamalarında kullanılan iki farklı kullanıcı etkiles¸imi
türü ele alınmıs¸tır ve bu etkiles¸im türlerini gerçekleyen iki örnek uygulama üzerinde
kullanıcı deneyimi kars¸ılas¸tırılması yapılmıs¸tır. I˙lk kullanıcı etkiles¸imi türü olarak 2
boyutlu harita arayüzü ele alınmıs¸tır. Bu arayüzlerde uydu haritaları yer almaktadır.
Uydu haritaları dünyanın kus¸ bakıs¸ı görüntülerini içerir. Bu harita üzerinde konumlar
2 boyutlu içerikler ile gösterilir, örnek olarak resimler, yazılar, ve noktalar vb.
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Kullanıcıya yol bilgisi bu harita üzerine çizilmis¸ çizgi görselleri ile sunulur. Kullanıcı
bu tür bir harita arayüzü ile parmak hareketleri veya ses komutları yolu ile etkiles¸imde
bulunabilir. Kullanıcılar sürükleme, döndürme, yakınlas¸tırma, uzaklas¸tırma ve
eg˘me eylemlerini parmak hareketleri ile gerçekles¸tirerek haritayı yönetebilirler.
Dig˘er kullanıcı etkiles¸imi türü olarak Artırılmıs¸ Gerçeklik (AG) tarayıcısı arayüzü
sunulmus¸tur. AG gerçek dünyadaki çevrenin dijital ses, görüntü, grafik ve GPS
verileriyle zenginles¸tirilerek o çevre veya nesne hakkında daha fazla bilgi sunmaya
olanak sag˘layan bir teknolojidir. AG uygulamaları is¸aret ve konum tabanlı olmak üzere
iki kategoriye ayrılır. Bu tez kapsamında sadece konum tabanlı AG uygulamalarına
deg˘inilmis¸tir. Konum tabanlı AG uygulamaları aynı zamanda AG tarayıcıları olarak
da adlandırılmaktadırlar. AG tarayıcı uygulamaları sayesinde kullanıcılar etraflarını
tarayabilir veya kes¸fedebilirler. Bu tür uygulamalar cihazın kamera görüntüsünü
kullanır. Bu görüntüye eris¸im sag˘ladıktan sonra görüs¸ açısı içerisindeki yerler ile ilgili
dijital içerikler kamera görüntüsünün üzerine bindirilerek görüntülenir. Kullanıcıda
eklenen dijital içeriklerin gerçekte var oldug˘u hissi uyandırılır. Bu dijital içerikler iki
boyutlu resim, yazı, video veya üç boyutlu modeller olabilirler. Kullanıcılar sadece
telefonları istedikleri bölgeye dog˘ru tutarak o bölge hakkında veya o bölgede bulunan
binalar hakkında daha fazla bilgi edinebilirler.
Bu çalıs¸manın bir dig˘er önemli katkısı ise AG tarayıcı arayüzlerinde gerçeklenebilecek
navigasyon yöntemidir. Bu etkiles¸im türü ile navigasyon ara noktalar yaklas¸ımı ile
gerçekles¸tirilebilir. Bu yaklas¸ımda kullanıcının gitmek istedig˘i konuma varmasını
sag˘layacak bir dizi ara nokta hesaplanır. Hesaplanan ara noktalar kullanıcıya olan
yakınlıkları baz alınarak sıra ile kamera görüntüsü üzerinde gösterilir ve kullanıcı
her noktaya vardıg˘ında bir sonraki ara nokta görünür hale gelir. Ayrıca herhangi bir
ara noktanın kullanıcının görüs¸ alanı dıs¸ında olması halinde kullanıcıyı o noktaya
yöneltecek yönlendirme görselleri de sunulmus¸tur. Radar arayüzü elemanı da
kullanıcıya çevresindeki ilgi noktalarını tepeden bir görüs¸ ile gözlemleyebileceg˘i
yardımcı bir arayüz elemanı olarak sunulmus¸tur.
Bu iki etkiles¸im türünün örneklendig˘i iki mobil uygulama gelis¸tirilmis¸tir. Bu uygu-
lamalarda I˙stanbul Teknik Üniversitesi’ne yeni gelen ög˘rencilere veya ziyaretçilere
rehberlik hizmeti vermek amaçlanmıs¸tır. Bu uygulamalar ile kullanıcılar hem
istediklere yere yön bilgisi alabilir, hem de çevrelerindeki veya kampüste yer alan
dig˘er binalar ile ilgili daha ayrıntılı bilgiye eris¸ebilirler. Bu uygulamalar kullanılarak
bu iki etkiles¸im türünün kullanıcı deneyimi açısından kars¸ılas¸tırılması yapılmıs¸tır.
20 kis¸i ile yapılan saha çalıs¸masında kullanıcılardan birbirini takip eden iki yolu bu
uygulamaları kullanarak takip etmeleri istenmis¸tir. Kullanıcılar onar kis¸ilik iki gruba
ayrılmıs¸tır. Birinci gruptan ilk yolu 2 boyutlu harita arayüzü ile, ikinci yolu ise
AG arayüzü ile takip etmeleri istenmis¸tir. I˙kinci gruptan ise ilk yolu AG arayüzü,
ikinci yolu ise 2 boyutlu harita ara yüzü ile takip etmeleri istenmis¸tir. Kullanıcılardan
deneylere bas¸lamadan önce demografik formunu doldurmaları istenmis¸tir. Bu form
ile kullanıcıların bu arayüzlere as¸inalıkları ög˘renilmeye çalıs¸ılmıs¸tır. Deney sırasında
kullanıcılardan sesli düs¸ünmeleri ve uygulamalar hakkındaki bütün düs¸üncülerini
ve deneyimlerini sesli bir s¸ekilde dile getirmeleri istenmis¸tir. Kullanıcıların
her iki arayüz ile rotaları ne kadar sürede tamamladıkları kaydı da tutulmus¸tur.
Kullanıcılardan testleri tamamladıktan sonra NASA TLX ve Çalıs¸ma Sonrası Sistem
Kullanılabilirlik soru anketlerini (Post Study System Usability Questionnaires)
doldurmaları istenmis¸tir. NASA TLX soru anketi ile arayüzlerin ne kadar fiziksel ve
zihinsel is¸ yükü talep ettig˘i, kullanıcılarda tükenmis¸lik veya hayal kırıklıg˘ı hissi yaratıp
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yaratmadıg˘ı, ve kullanıcıların performansları deg˘erlendirilmis¸tir. PSSU anketi ile bu
iki arayüz kullanıcı memnuniyeti, kullanıs¸lılık, bilgi kalitesi, arayüz kalitesi bas¸lıkları
altında kıyaslanmıs¸tır.
Yapılan anketler ve test sırasında elde edilen veriler incelendig˘inde 2 boyutlu harita
arayüzünün her açıdan daha iyi olarak nitelendirildig˘i gözlemlenmis¸tir. Katılımcıların
2 boyutlu harita arayüzü ile rotaları daha kısa sürede tamamladıkları gözlemlenmis¸tir.
NASA TLX anketinin sonuçları 2 boyutlu harita arayüzünün kullanıcıdan daha az
fiziksel ve zihinsel is¸ yükü talep ettig˘ini göstermis¸tir. Fiziksel is¸ yükünün sebebi olarak
kullanıcıların AG arayüzünde ok yönlendirmesini görebilmek için telefonu sürekli göz
hizasında tutmalarından kaynaklanan kol yorulmaları gösterilmis¸tir. AG arayüzünün
fazla zihinsel is¸ yükü gerektirmesinin sebebi olarak ise hatalı GPS verisinden
kaynaklanan yönlendirmelerin ara ara kaybolması ve el titremelerinden kaynaklanan
ok görselinin ekranda titremesinin kullanıcıda kafa karıs¸ıklıg˘ına sebep olması
gösterilmis¸tir. PSSU anketi sonuçlarında da 2 boyutlu harita arayüzü kullanıcıları daha
çok tatmin eden arayüz olarak öne çıkmıs¸tır. 2 boyutlu harita arayüzünün kullanıcıların
daha as¸ina oldug˘u ve ög˘renmesi kolay bir arayüz oldug˘u kullanıcılar tarafından
belirtilmis¸tir. AG arayüzünde bulunan radar özellig˘inin kullanıcılara navigasyon
esnasında dog˘ru yolda kalmalarına yardımcı oldug˘u ve kaybolduklarında tekrar dog˘ru
yola yönelmelerine yardımcı oldug˘u belirtilmis¸tir. Kullanıcılara her iki uygulamanın
çevreyi tanımalarında ne kadar etkili oldug˘u sorulmus¸ ve kullanıcıların çog˘unlug˘u AG
arayüzüne sahip uygulamada çevre ile daha fazla etkiles¸ime geçilebildig˘ini belirterek
AG arayüzünü seçmis¸lerdir.
Ayrıca bu iki arayüz kaynak kullanımı açısından da kars¸ılas¸tırılmıs¸tır. GPU ve
CPU is¸lemcilerini ne kadar yog˘un kullandıklarına ve pil gücünü ne kadar hızlı
tükettiklerine dair deg˘erlendirme yapılmıs¸tır. Sonuçlara bakıldıg˘ında AG arayüzüne
sahip uygulamanın cihazın sensörlerini ve kamerasını daha yog˘un bir s¸ekilde
kullandıg˘ı için cihazın grafik ve ana is¸lemcisini daha fazla mes¸gul ettig˘i görülmüs¸tür.
Dolayısıyla pil gücünü daha hızlı bir s¸ekilde tükettig˘i de gözlemlenmis¸tir.
I˙leriki çalıs¸malarda bazı kullanıcılar tarafından da öne sürülen bu iki arayüzün
biles¸iminden olus¸acak üçüncü bir tür arayüz gelis¸tirilmesi ve kullanıcılar üzerinde test
edilmesi planlanmaktadır. Ayrıca kullanıcıların tercihlerine göre içerik sunulabilecek
bir arayüz gelis¸tirilmesi planlanmıs¸tır. Son olarak akıllı telefonlar yerine akıllı gözlük
cihazlarında navigasyon hizmeti sag˘layacak bir arayüz gelis¸tirilmesi amaçlanmaktadır.
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1. INTRODUCTION
Current mobile navigation applications have plenty of features including not only the
route information but also other useful information about the surroundings of the users.
In most of the today’s navigation applications, the provided route information includes
traffic congestion, estimated time and distance to a destination, visual representation
of the route and directional information. Moreover, most of these applications provide
information about the surroundings, which may include textual or visual representation
of name or other details of the buildings, avenues, streets, restaurants and all the other
places that might be helpful for the user in exploring the environment. Within these
two common features, navigation service of these applications is the main motivating
reason for the users to decide on using these applications. Therefore, mobile navigation
applications are essential for people to figure out how to get from one point to another
in any environment without getting lost. Teevan et al. [1] stated that the most common
reason for performing a local search was to get directions to their target location (52%),
followed by the desire to go somewhere (43%), to get a phone number of a place (28%)
and to choose a specific place to visit (21%). Although the main reason of preferring
these applications is to get navigational services, people also use them to get to know
the environment, which they have not been before. Therefore, in the development
process of these applications, the main focus should not only be given to showing the
right path with as much clear directions as possible but also taking the elements of
exploration and discovery into account.
In order to increase the quality of services provided by these applications, the user
interfaces and interaction styles of these interfaces should be well-designed. Since
the mobile navigation applications are mostly used by the users when they are
driving or walking, these applications should not demand all of the users’ attention,
which, otherwise, could cause accidents. Thus, user interfaces should provide simple
interaction with the application and require low number of actions for a task, such
as, choosing a destination from the menu and following the route. This brings other
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important factors that should be taken into account in the development process of
mobile navigation applications, which are the type of user interaction provided by the
application and user friendly interface design. Different interaction types may create
different effects on the degree of exploration of the environment and user’s satisfaction
while using the application, both of which are needs to be investigated and constituting
the main aim of this study.
Thanks to today’s advanced hardware and software technology of mobile devices,
various user interaction styles can be provided for a mobile navigation application.
The most popular navigation applications provide navigation services by using 2D
digital map and have common user interactions such as rotating, tilting, zooming, and
viewing the map by tapping, dragging, pinching and many other gestures (Fig. 1.1) [2].
In recent years, another type of user interface proposing navigation services with the
Augmented Reality (AR) technology have become popular both in industry and in
research area. In the scope of mobile navigation applications, the AR user interfaces
require less number of user actions to access necessary information about the route and
the environment, because users do not need to use gestures as in 2D map interfaces.
In AR interfaces, all the information is overlayed onto the live camera view of the
phone in various digital media formats, such as, texts, images, videos, 3D models etc.
Moreover, these information adapt themselves to the movements of the device, which
eliminates the need of using gestures.
Figure 1.1 : Gestures of 2D mobile navigation applications (from left to right: tilting,
rotating, viewing, zooming in, zooming out) [2]
In this thesis comparison of these two interfaces in terms of usability and degree
of accomplishment in a navigation and exploration task is presented. The
proof-of-concept system is proposed as a campus guide application to be used within
the vicinity of Istanbul Technical University (ITU)1. The first application offers
navigation functionality and features to explore the area, whose interface design was
1http://www.itu.edu.tr
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inspired from the existing Google Maps2 application. The second application is an
Augmented Reality (AR) browser application, which displays the buildings in the
campus onto the live camera view of the smartphone as Points Of Interests (POI)
and provides navigation by the proposed waypoint approach. By this approach the
application displays arrows as waypoints directing the user to any destination. By
conducting user experiments in the field tests, the usability of these two interfaces
and efficiency of these two guidance approaches were investigated. Lastly,both of the
interfaces were compared in terms of resource usage, such as, GPU and CPU load,
battery power usage.
In Section 2, studies in the literature about navigation systems, augmented reality
technology and augmented reality browser interfaces were discussed in detail together
with the limitations of mobile navigation applications. The definition of user
experience and user studies conducted on navigation applications are also presented
in this section.
In Section 3, the shortest path calculation method that is proposed for the use in
mobile navigation applications is presented. Afterthat, the 2D map and AR Browser
interfaces for mobile navigation applications are explained together with the proposed
applications for each interface.
In Section 4, the experiments that were conducted to test the two proposed mobile
applications in navigation tasks were explained in detail with their results.
In section 5, the thesis is concluded by summarizing the whole thesis and presenting
the future plans.
2http://www.maps.google.com
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2. LITERATURE REVIEW
2.1 Navigation Systems
Navigation systems allow people to find their route and explore their surroundings
easily and quickly in the places they have not visited before without losing too much
time and energy [3]. The terms “navigation” or “wayfinding” can be defined as route
planning and moving to a desired destination. People use their stored knowledge and
navigational aids to perform a navigation task, which includes several steps as shown
in Fig. 2.1. Firstly, people try to find out their location and orientation. Secondly,
people try to orient themselves to the direction of the destination and plan the route.
Lastly, they follow the route to arrive to their destination. In all of these steps, people
use their knowledge and abilities together with the navigation aids [4]. The efficiency
of this process for the people highly depends on the type and features of the navigation
aid. People commonly use paper maps, mobile navigation apps, signposts, and other
types of guides for the task of navigation. Apart from wayfinding, these navigation
tools can also be used for goal-oriented search tasks, or as exploration task of an
area [5]. The degree of satisfaction that a person gets from these navigation tools
depends on the usability and capabilities of these tools, all of which have their own
advantages and disadvantages for specific contexts. For example, paper maps of cities
are good in showing the whole city plan with interest points, routes and all the other
information at the same time. However, this type of tools can not calculate the shortest
or alternative route to a destination, or suggest something to user. Moreover, it can
also be hard for the people to find a specific place in a crowded map and follow
a route. In order to support people in a better way, mobile solutions, which track
interactions, use environmental data, and adapt to the present situation, are required [6].
In today’s mobile technology, mobile navigation applications can track user’s physical
location and provide navigation service as well as information about user’s immediate
surroundings as the user moves from one location to another.
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Figure 2.1 : Stages of navigation for a person [4].
These properties of mobile navigation applications create challanges in design
and evaluation of these products, which is a highly popular research subject in
human-computer interaction area [7].
There are several types of interfaces among mobile navigation applications. The most
popular ones, such as, Google Maps1, Apple Maps2, Yandex Maps3 (Fig. 2.2), present
information about user location, route, and surroundings through 2D maps. There are
also interfaces, which use 3D maps. Additionally, the combination of 2D and 3D maps
are also available. Each of these interfaces have been studied in the research area in
terms of usability. In [8], it is claimed that users are confused especially when the route
has a complex shape of intersection when using applications with 2D maps interfaces
because they provide navigation service with only symbolic representation. In [9],
switching very frequently between the environment and the small mobile phone screen
in 2D map interfaces is considered as a disadvantage of this type of interfaces. It is
also claimed that the process of associating the information provided by the map with
the surrounding world could cause a large cognitive load. Besides these disadvantages,
mobile navigation applications that currently dominate the market provide navigation
services with a 2D map interface. As an alternative to solve the problems of 2D
maps interfaces, augmented reality (AR) technology has been studied in the context
of navigation [10] [11].
1https://www.google.com/maps/about/
2http://www.apple.com/ios/maps/
3https://yandex.com/maps/
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(a) Google Maps application. (b) Apple Maps application. (c) Yandex Maps application.
Figure 2.2 : Screenshots from the most popular navigation applications.
Especially universities with huge campuses welcome thousands of new students and
visitors every year, and to help people find their route without getting lost, most of
the universities have guidance signs located at different points around the campus.
However, this kind of guidance causes extra burden for the people because they have
to spend time and energy to find those signs, and also it is almost impossible to go
somewhere in a campus by just following the signs [11–15]. There are also some
universities, which have their own software for providing campus maps and indoor
building information to help people navigate around the campus [15–17]. However, all
of them provide these information through web-based interfaces, which is not as much
helpful as mobile solutions for the people to get navigational assistance. To overcome
this issue, different mobile solutions using mobile sensors (e.g., Global Positioning
System (GPS), digital compass and orientation sensors) were developed, which are
easier for the people to get access. Most of the existing mobile navigation applications
use a 2D map interface, which presents interactive items overlayed onto the map to
provide information. This kind of interface allows users to see their surroundings from
a bird’s-eye view [12–14]. However, most popular navigation applications like Google
Maps and Apple Maps lack information on indoor routes, which can shorten the route
for the users, and also the satellite maps of these services do not clearly show the roads
and pavements in an area covered by the trees, which may create difficulty for the users
to see the route visually [14].
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In [14], the basic requirements for pedestrian navigation were determined by
conducting a user experience test in a campus environment on a mobile navigation
application, which uses a 2D digital map interface showing buildings with icons and
providing only the shortest route for any building in the campus. The requirements are
presented as the following:
• Building entrances: Different entrances of a building could make the route shorter
or longer.
• Building icon representation: Showing buildings with icons onto the map makes
finding a specific building difficult.
• Coloured routes: Showing sheltered and unsheltered routes with different color
could help users to differentiate the routes.
• Travel prediction information: Providing estimated time and distance to a target
location could help users on their decisions on whether to take the route or not.
• Accurute indoor location: Showing user’s location inside the buildings should be
provided.
• Route choices: Alternative route choices could be beneficial.
The results of the experiments conducted in [14] showed that users had difficulty
to find a specific building in group of buildings’ icons, which implies that a search
functionality is crucial for such an application. Moreover, weak GPS signals occuring
when the user enters a building or walks under tree, caused problems for the users and
this was also the case in this study when the users passed through a forest area. Overall,
the proposed mobile navigation application with 2D digital map interface in this study
met these requirements.
In order to get more help and benefit from the navigation applications, the interaction
styles of applications play an important role. By using advantages of recent
technologies, navigation applications can provide rich content to the users.
2.2 Augmented Reality
The technology of AR not only carries the experience with the real world to a higher
level by allowing to see more than what actually exists by combining the real world
with the virtual data provided but also enhances our perception of what is being called
“reality”. AR combines the real physical world view with various media contents such
as images, 3D models, animations and sounds etc., which the users cannot directly
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detect with their own senses in order to enhance the perception of the user among
the environment or the objects. In an AR setup, users can see the virtual and real
objects coexisting in the same space [10, 18–21]. What makes AR different is the way
that the digital information is presented. It uses the world itself as a user interface,
which provides a highly natural environment for the users. With this representation,
AR may completely change the way in which the information is accessed. Moreover,
it minimizes the extra mental effort that a user has to spend when switching his/her
attention back and forth between real world tasks and a mobile screen [22, 23].
The AR technology has been adding simplicity to several fields, such as, tourism [24],
education [25], industrial and military applications [21], medical applications [26],
games [27], maintenance and repair [28], and almost all the other sectors of life [11,
19,29]. Azuma mentioned that AR can be used as a navigation aid for the people [19].
He considered paper maps and 2D maps problematic in terms of association that people
set between what they see in the real environment around them and the markings on
the 2D maps. This association can be difficult to perform if landmarks are not easily
recognizable. He claimed that once the user’s position and orientation are known,
an AR system performs the association step automatically, yielding easier navigation.
Since the study of Feiner et. al. [29], mobile AR applications have been one of the
attractive research topics in academia and they showed that AR technology can guide
the people to explore an area or a city not familiar to them.
Currently available smart phones provide all the necessary features for any type of
AR applications; a camera, a relatively fast internet connection, GPS and motion
sensors, and a digital compass. AR applications are commonly categorized into
two classes: geo-location based AR and marker based AR. The marker based AR
applications perform detection and recognition of special markers (like QR codes)
using the device’s camera [3, 23]. After recognizing any digital content like photos,
3D models, videos are shown on top of the marker, which also adds interactivity to
the experience [30] as shown in Fig. 2.3, in which markers are used to augment 3D
building model on top of the building plan drawn on real paper.
The geo-location based AR applications, which are also known as AR Browsers, use
the GPS and motion sensors of a mobile device and enrich the camera view of the
device with digital information specific to the geo-localized point of interests [3]. The
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Figure 2.3 : Example of a marker-based AR application [30].
digital information shown on top of the camera feed can be user-created annotations
or graphics related to the visible point of interests, which are usually maintained by
web services [23]. This type of applications are particularly useful for guiding and
exploration tasks such as in Fig. 2.4.
Figure 2.4 : Example of a geo-location based AR application [31].
In order to have an idea of how AR browser applications affect people’s way of
exploring an area, in [23], authors presented the results of a survey study about user
experience and acceptance of publicly available mobile AR browser applications. They
found that users;
• view new perspectives on places with AR browser applications
• acquire relevant information in the right place and at the right time
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(a) Wikitude AR Browser app. (b) Layar AR Browser app.
Figure 2.5 : The most popular AR browser applications.
• access user-centered content about certain places or objects
• efficiently make decisions while being mobile
• develop a good conception of the information related to their surroundings
with AR browser applications.
AR browser applications are useful in providing digital information associated
with geographical locations, such as, buildings, businesses, public transportations,
restaurants etc. In AR browser applications, as location-based AR applications, POIs
are displayed onto the camera view by using virtual information bubbles with text
and images or any other media content such as 3D models or animations. These
applications use phone’s camera, GPS, compass and motion sensors to relate the digital
content with the real world objects in order to provide much detailed information about
that location [3, 24, 32]. There are couple of commercial AR applications available,
such as, Wikitude4 and Layar5, each of which enables displaying POIs on the camera
view (Fig. 2.5).
One of the important differences between AR browsers and 2D map applications or
paper maps is that non-AR applications provide a top down exocentric view of the
environment whereas the AR browsers add digital location-related information to an
egocentric view of the real world [5].
4http://www.wikitude.com
5http://www.layar.com
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Currently available AR browsers show the location of the POIs, but they generally do
not provide navigation to those POIs [5]. In this thesis, a solution to this problem called
“waypoints approach” will be presented.
2.3 Limitations in Mobile Navigation Applications
There are several limitations in mobile navigation applications. The most important
one is the quality and correctness of GPS signal data, which is a problem of all
types of navigation applications. The low quality of GPS signal directly effects the
users’ experience since the location information becomes erroneous, which can cause
confusion for the users or mislead the users during a navigation task. The other
limitations, which are special for AR navigation applications, are the stabilization of
augmentations of POIs and lack of standard content structure among augmentations,
both of which are mentioned in the following subsections.
2.3.1 Problems of AR browser applications
One of the main problems of currently available AR browsers is that they only support
content structured in their specific format. Therefore, there is no shared database that
can be used in all AR browsers. This causes separation of content, which prevents
people from accessing all the worldwide content created by the users or the companies.
Therefore, standardized formats, architecture, and protocols should be developed to
create a common content structure [32].
Another problem is the augmented POI visual stabilization. In [33], results of a
survey study about people’s usage of AR browsers revealed that jitter behaviour and
consequent inaccuracy in the placement of the augmentations affects usability of the
applications and user experience negatively.
2.3.2 Problems of using GPS
The common problem of location aware mobile applications is weak GPS accuracy.
A GPS receiver determines its position by listening radio signals from navigation
satellites [22]. Regular GPS receivers measure user’s position typically within 30
meters. In order to provide as much accuracy as possible, GPS receivers require direct
line-of-sight to a sufficent number of satellites, in other words, in open areas GPS
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works at its best. However, GPS is often misleading, when inside urban areas, canyons
and near hills [22, 34].
In a location-aware application called CityViewAR [24], the same problem is
mentioned especially when the users try to look at a nearby virtual building at a
distance within the error range. In [3], an AR navigation application was tested in
a park area covered by trees. The GPS error due to the signal strength weakened by the
coverage of trees and clouds was mentioned as significant since it caused bad results
during tests and high errors in device positioning during the environment discovering.
It is concluded in the study that navigation based on GPS coordinates is not found
accurate enough to provide turn-by-turn navigation in the covered areas.
Possible solutions to the GPS problem have been also mentioned in some studies.
In [22] differential GPS is proposed to get better accuracy. In differential GPS method,
the mobile GPS receiver also gets signals from another GPS receiver and a radio
transmitter at a fixed location on the earth, which broadcasts corrections depending on
the difference between the stationary GPS antennas and computed positions. Another
proposed solution mentioned in [35] is using differential GPS and distribution of Radio
Technical Commission for Maritime Services (RTCM) correction data over a GPRS
connection from an internet server to the mobile devices together with applying a
Kalman filter to reduce the noise when the user is moving.
As mentioned before GPS receiver requires open air for as mush accurate GPS data as
possible, thus, in indoor environments it is not possible to use GPS signal. However,
in indoor environments instead of using GPS alternative technologies can be used,
for example, integration of inertial navigation systems and Wi-Fi [36] or Beacon [37]
based technologies.
2.4 User Studies on Navigation Applications
User Experience (UX) field is one of the most important subjects in human-centered
product development. The studies that focuses on evaluating user experience of a
product can reveal design or implementation faults in the product as well as some
future ideas that could possibly take the product in higher levels. Therefore, conducting
user experience test is perhaps the most important step of a product development.
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A recent International Organization for Standardization (ISO) standard [38] defines
UX as “person’s perceptions and responses resulting from the use and/or anticipated
use of a product, system or service. User experience includes all the users’ emotions,
beliefs, preferences, perceptions, physical and psychological responses, behaviours
and accomplishments that occur before, during and after use. User experience
is a consequence of brand image, presentation, functionality, system performance,
interactive behaviour and assistive capabilities of the interactive system, the user’s
internal and physical state resulting from prior experiences, attitudes, skills and
personality, and the context of use. Usability, when interpreted from the perspective of
the users’ personal goals, can include the kind of perceptual and emotional aspects
typically associated with user experience. Usability criteria can be used to assess
aspects of user experience.”. Any feedback from the users during or after the
development process of an application carries significance since it determines user
acceptance, user experience and the quality of the product [39].
UX refers to the experience that a person senses from the interaction with a product in
specific conditions [23, 40]. UX literature covers not only usability elements but also
pleasure, appeal and aesthetics elements [41]. Providing pleasurable user experience
has become the main goal in the design of interactive systems, hence, the effort in
UX has focused in removing usability and functionality problems in order to eliminate
all possible negative factors to provide positive user satisfaction that exceeds users’
expectations [23].
A user’s experience and interaction with a product is affected by the user’s personality
and culture, social factors and the conditions in which the user uses the product
(Fig.2.6). The user’s values, prior experiences, expectations, emotions and the
product’s influential factors such as mobility and adaptivity influence the experience
that revealed from user-product interaction [40].
Evaluation of user experience in AR applications is quite rare, which makes evaluating
the end users’ experience of AR applications increasingly important [23]. Moreover,
there are just a few researches that study the user experience of mobile navigation
applications. Therefore, getting benefit of this absence of work, the applications
presented in this thesis were exposed to user experience tests.
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Figure 2.6 : Influencing factors of user’s experience and interation with a
product [40].
In order to capture user experience, there are several methods, such as, interviews,
observation, surveys or questionnaires, diaries, storytellings, and prototyping [40]. In
[42], authors stated that for the long-term use, surveys, diaries and storytelling have
been considered as effective tools to get written information about users’ experiences.
Moreover, observation and questionnaires are beneficial methods to get information
about users’ experiences from non-verbal expressions, which is important since the
users may not be aware of their experiences or be capable to express them verbally [40].
On the other hand, field studies can identify issues of perception of data among users
presented by the device, and having no social comfort when using the device in public.
Moreover, field studies can also reflects the problems of mobile usage in the language
of the situation rather than simply device usability [7].
In this section, researches about usability and user experience of mobile navigation
applications having different user interaction styles are discussed.
In [14], problems of providing navigation in university campuses by signposts or
other non-mobile solutions are presented. Authors also focused on gathering the
requirements for a mobile pedestrian navigation system, which was also mentioned
in Section 2.1. After defining requirements and examining existing mobile navigation
applications, such as Google Maps, they proposed a new mobile navigation application
called QUT Nav6. The application provides a 2D digital map of the campus using
6https://www.qut.edu.au/research/our-research/student-topics/navigation-with-a-smart-phone
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Apple Maps and walking directions to any building located at the campus. The
walking directions are calculated using Dijkstra’s shortest path algorithm. Moreover,
information about buildings, such as geo-location information, images, opening hours,
number of floors, were also provided in the application. Authors also conducted a user
experience test with 8 users to evaluate the application and to find out the requirements
of pedestrian navigation. The test was composed of a field test, a questionnaire and
a semi-structured interview. The results specified the important design features and
things that needs to be considered for better user interaction in mobile navigation
applications. The results of the test were as follows:
• The orientation of the map should be manipulated based on the direction that the
user is looking.
• Providing shortest and sheltered route as walking route options is important.
• GPS accuracy improvement may be needed.
• The zoom and pan features of the map must be available.
• Presenting different building entrances is important.
• Alternative routes should be displayed with different colors.
• Building icons should be differentiated with their names or alphabetical letters.
• The users should be able to preview the entire route whenever they want.
• User preferences should be taken into account since they have an effect on walking
choices.
Lee et al. [24] proposed to use a 2D digital map and an AR browser mobile interface
combined in one application supported by panoramic photographs to inform the
tourists about the original view of the buildings, which were damaged by an earthquake
in Chirstchurch city. This study is important since exploration of an area with different
interfaces is also investigated in this thesis. The presented application had an automatic
switching mode between 2D digital map and AR browser interfaces based on the
orientation of the device. In the 2D digital map interface, POIs were overlayed on
the 2D map of the city with specific icons. The user’s location and orientation were
also shown on the map. In the AR view, the application showed POIs as floating icons
overlayed on the live camera view of the device. The user experience test including an
online survey and a formal user study in the field was conducted on 42 participants.
The online survey results showed that AR interface was more useful and fun to use.
The field test results showed that the overall experience with the AR interface was
qualified better than the map interface. Moreover, users mentioned that AR interface
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was more helpful to remember the buildings and streets. The users were also asked
for what features they would like to have in a future version of the application and
the common feedbacks were mostly about having more information and content about
the POIs, having a navigation service, and capability of sharing content. Except the
content sharing all the other features were implemented in the applications proposed
in this thesis.
Another application developed by Mulloni et. al. [43] provided a 2D digital map
interface together with an AR browser interface within an application having a
switching mode between them to offer navigation service. In the application, the user
is directed with voice commands and arrows displayed dynamically based on the user’s
movement and orientation. The application was tested with 9 people in a real-world
navigation task looking at the differences in usage of map and AR interfaces. The
results presented in the paper state that the participants with previous AR experience
took advantage of AR interface where which turn to take was unclear, or when the
signs with the street names were not visible. For the other participants, map view
was more familiar and capable enough to make them decide which turn to take. The
users mentioned that the map view gave a better overview of the route and the arrow
stabilization in the AR view was not good enough causing misleading. The usage of
AR interface was found mostly useful at crossings of the route where users tried to
decide, which direction they need to turn, whereas they used 2D digital map interface
mostly when they walked straight.
In a similar study [5], three different applications, one with a 2D map interface
developed using Google Maps Application Program Interface (API), another one with
an AR browser interface, a modified version of Layar AR browser, and the last one with
the combination of these two interfaces, were compared in terms of user experience for
a navigation task. In all of the applications there was no functionality as providing the
shortest route information to the POIs. Only the distance information to a selected POI
was provided within a text in map view and a radar component in AR view. The user
experience test presented in the paper included a field test to evaluate performance,
user satisfaction and navigation behavior in an outdoor navigation task, following with
a questionnaire on different usability aspects and workload and a short interview to get
the users’ feelings. Users reported that when using AR interface they walked into dead
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ends since they did not know there was a building or other obstacles blocking the most
direct path between the POIs. Users evaluated AR+Map interface as the most preferred
choice, the fastest interface and experienced the least number of errors. Users found
radar overview in the AR interface a useful orientation aid. The AR interface was found
to require more attention from the users. Several participants reported in the tests that
the best advantage of the map interface was the ability to show the users the overview
of their surroundings and their location in relation to the surroundings. However, users
also reported that they could not be able to see the paths clearly because of the trees
or shelters covering the road image on the map or the paths being not provided on
the satallite image of the map. The GPS accuracy and compass input issues were
reported as negative effects on the user experience in all of the three interfaces. The
main problem for AR interfaces was defined as the poor sensor data and the resulting
shakiness of the virtual objects in the interface, which made it difficult to properly
locate and navigate to the targets. Finally, the authors concluded that no interface was
better than the other because of their specific disadvantages.
Froehlich et al. [44] presented different methods for displaying users’ location on a
mobile device using a list view, map view, radar, and AR view. The results showed
that the radar view is the worst for selection and search tasks, and that users who are
not good at reading maps generally preferred the AR view. One disadvantage of AR
view mentioned in the study was that the user had to physically turn around to browse
the surroundings for points of interests. The authors in the study did not evaluated the
navigation performance of these interfaces.
In [3], a mobile navigation application having a combined 2D map and AR view
interface was proposed. The work presented that the map view gave better precision
and reliability compared to the AR interface. The application calculated the shortest
path with Dijkstra’s algorithm. The main problem mentioned in the field test was the
erroneous GPS accuracy, which was actually one of the problems that is found in the
AR browser application proposed in this thesis.
What distinguishes our study from the ones in the literature is the way of providing
navigation service. To be more specific, AR interfaces in the literature borrowed either
the 2D digital map interfaces for navigation purpose or only showed points of interests
and expected the users to walk towards them. However, in our study, AR browser
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interface not only shows the point of interests but also displays arrows as waypoints to
guide the users their destination.
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3. MOBILE NAVIGATION APPLICATIONS
In this chapter, the proposed shortest path calculation method and the two developed
mobile navigation applications are mentioned. In Section 3.1, the shortest path feature,
that is deployed in both of the developed applications, is explained in detail. Following
Section 3.2 presents a guideline for a 2D mobile navigation application and details of
the functionalities of the mobile application developed for the ITU campus. In the last
subsection of this chapter, Section 3.3, a guideline for an AR browser application is
presented together with the details of the functionalities of the AR browser application
developed for the ITU campus.
3.1 Shortest Path Calculation
In both of the proposed applications, the shortest path offered to the user is calculated
by using Dijkstra’s shortest path algorithm. For the implementation of this algorithm
Liang’s [45] method is used as a reference. The algorithm uses a weighted graph,
which includes nodes, edges and weights of each edges. The graph was created using
Google Earth1 software. To define nodes of the graph, pins are put onto the campus
image for every building in the campus, and walkable areas between the buildings.
Afterwards the edges are specified and distance between each node is defined as the
weights of the edges. A small part of the graph is shown in Fig. 3.1, where the red
lines show edges corresponding to the walkable paths for the users.
The nodes are stored in an array with their descriptions, and the edges are stored using
an integer array, which has the index of the source node, followed by the index of the
target node and the distance between the nodes as weights of the edges. The nodes
created in Google Earth were exported and then parsed to extract and store the name,
latitude and longitude information of each node to be used to construct these arrays.
By using the coordinates of nodes, distance between two nodes are calculated using
Haversine Formula [46] and then stored as weight of the edges. Haversine formula as
1http://www.earth.google.com
21
Figure 3.1 : Representation of nodes and edges in the graph created in Google Earth
program.
defined in Eq. (3.1)-(3.6) gives the distance between two coordinates pos1(lat1, long1)
and pos2(lat2, long2). It presumes a spherical Earth with radius 6376.5 (3.1). In order
to convert lat1, long1 and lat2, long2 from degrees, minutes, and seconds to radians,
each value is multiplied by pi/180. It calculates the changes in latitude and longitude
as in Eq. (3.2) and (3.3) respectively. Next, it uses Eq. (3.4), (3.5),(3.6) to calculate the
great-circle distance between two points, that is, the shortest distance over the earth’s
surface.
R = earth′sradius = 6376.5 (3.1)
∆lat =
lat2 ·pi
180
− lat1 ·pi
180
(3.2)
∆long =
long2 ·pi
180
− long1 ·pi
180
(3.3)
a = sin2(
∆lat
2
)+ cos(lat1)cos(lat2) · sin2(∆long
2
) (3.4)
c = 2 · arcsin(√a) (3.5)
d = R · c (3.6)
where,
• lat : Latitude
• long : Longitude
• ∆lat : change in latitude
• ∆long: change in longitude
• a : the square of the half of the straight line distance between two points
• c : the great circle distance in radians
• d : distance
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All edges in this graph are bidirectional. Therefore, when an edge is defined from A
to B, another edge is also needed to be defined from B to A. When the user wants to
get to a target from his/her current position, finding the source node requires an extra
calculation because user’s position is defined with the corresponding GPS data and it
may not be the same with any of the nodes in the graph. Therefore, when the user
wants to walk or drive from his/her current position to a target destination, the source
node in the algorithm is chosen by finding the closest node to the user’s position. In
order to find the closest node to the user’s position, distance between user’s position
and all the nodes are again calculated using Haversine Formula.
After constructing the graph and specifying the node that is closest to the user,
Dijkstra’s algorithm [45] was implemented to find the shortest path from a source
node to a target node. The shortest path between two nodes is defined as the path
with the minimum total weights. The algorithm is known to be a single-source
shortest path algorithm because it finds the shortest path from the source node to
all the other nodes. The pseudo code of the Dijkstra’s Shortest Path Algorithm:
function SHORTESTPATH(source)
Let V denote the set of vertices in the graph and v denotes any of the vertices in
V;
Let T be a set that contains the vertices whose paths to source are known;
Initially T contains source vertex with cost[source] = 0;
while sizeo f T ≤ n do
find v in V - T with the smallest cost[u] + w(u,v) value among all u in T;
add v to T and set cost[v] = cost[u] + w(u,v);
end while
end function
The algorithm returns the nodes of the path from source to destination node that were
used to display route information in the applications [45]. The intermediate nodes are
used to show waypoints in AR browser application and used to draw the path in the 2D
digital map application.
23
3.2 Interface Design Using 2D Map
Today the market of mobile navigation applications is dominated by the applications
with 2D map interface, where a map of earth is displayed on the screen with other
location specific information. The map can be a satellite view of the earth or can be
a road map as shown in Fig. 3.2. Since there is no direct relation between what the
users see on the phone screen and what they see on their surroundings in this type
of interfaces, users need to do mapping with the reality. In [47], authors stated that
due to the small screens of mobile devices, which cannot show the whole map, a user
needs to pan and zoom a lot to understand the directions and distances between the
relevant objects in an area. However, once the user apply a zoom or pan action, the
geo-applications perform a complete redraw of the map, which causes lose of mental
link between the user and the display. In order to help the users to do this mapping,
locations on the map are shown to the users by additional information such as, specific
visuals like icons, pins, texts etc. The applications with 2D map interface help users
not only for navigation purposes but also serve as a tool for exploring the area by
displaying online or offline content to the user about a location. Users can interact
with these interfaces by using finger gestures, such as, rotate, zoom, drag, etc. which
helps users to manage the map. User’s position and orientation are shown mostly by
a circle and an arrow. The 2D map interface allows users to see a wide area from bird
eye’s view.
Today the most famous mobile navigation applications with 2D map interface are
Google Maps, Apple Maps, and Yandex Maps, all of which also provide APIs for
developers to use their map into their application. One of the main disadvantage of
these APIs is that they do not cover all the roads or pavements on the earth. However,
they allow developers to manipulate the map to develop location specific applications.
3.2.1 Application for ITU campus and provided functionalities
In order to provide navigation service with a 2D map application, a mobile application
was developed, namely “ITU Guide”. ITU Guide was developed as an effort to provide
navigation service and also other informative features to help the new visitors easily
adapt themselves to the ITU campus. The application was developed by using Google
Map API.
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Figure 3.2 : Map types of 2D mobile navigation applications (left:normal, middle:
hybrid, right:terrain) [48].
The main functionalities provided by the application are the following:
1. Navigation service
2. Location search functionality
3. Visualising group of related buildings
4. Providing detailed information about each building
5. Map controls
In the following subsections 3.2.1.1, 3.2.1.2, 3.2.1.3, 3.2.1.4, 3.2.1.5, guidelines of
each of the main functionalities are presented with detailed explanation. In addition,
implementation of the functionalities is also mentioned and showed with screenshots.
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3.2.1.1 Navigation service
• The application shall check whether the GPS signal of the mobile device of
the user is enabled or not.
– The application shall warn the user with a popup message if the GPS
signal is not enabled.
– The application shall allow users to enable GPS signal without leaving
the application.
– The application shall warn the user with a popup message if GPS signal
becomes unavailable or turned off.
In order to allow a user to use the navigation service, the location service of the user’s
smartphone must be enabled, since the location service in a smartphone enables the
GPS transmission between satellites and the smartphone. Therefore, the application
should check whether the location service of the smartphone is enabled or not and
prompt the user to enable the service when it is disabled. The ITU Guide application
checks the state of the location service when the application first starts. Moreover, if
the location service is disabled for some reason during the usage of the application,
a dialog message pops up to ask the user to enable the service (Fig. 3.3). If a user
chooses to answer “No” on the dialog message shown in Fig. 3.3, the user will not be
able to see his/her current position on the 2D map and use the navigation functionality.
Figure 3.3 : Checking whether the location service is enabled.
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• The application shall have a separate page for navigation service.
– The application shall provide a list of locations to be chosen by the
users for specifying source and target locations.
– The application shall give necessary warning messages in case that a
user chooses same location for both source and target locations.
As in most of the existing navigation applications, there should be a specific page
where users can specify the source and the target locations in order to navigate. In the
ITU Guide application, there is a navigation screen, which has buttons for choosing the
source and target locations from a list of locations (Fig. 3.4(a)). When the user taps
on the button next to the label “From:” or “To:”, a list pops up showing all the points
of interests located in the campus and user can choose one from the list (Fig. 3.4(b)).
Moreover, there are exceptional situations such as, users can choose same location
for both source and target (Fig. 3.5(a)), or the user could forget to choose source or
target location (Fig. 3.5(b)). In such cases, if the user taps on the “CALCULATE
ROUTE” button, the application displays necessary warning messages. If the user
does not provide any input that will cause such exceptions as in Fig. 3.5(c), then the
application displays the route on the map. There is also a switch button displayed with
two down-up sided arrows, which is aimed to help the users to replace the source and
target locations.
(a) Navigation screen. (b) List of locations.
Figure 3.4 : Navigation interface of ITU Guide 2D map application.
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(a) Exception of choosing
same location for source and
target locations.
(b) Exception of missing user
input.
(c) Example of a correct
choice for source and target
locations.
Figure 3.5 : Examples of user inputs in navigation screen of ITU Guide 2D map
application.
• The application shall provide navigation information from a source location
to a target location.
– The application shall display route information with a line visual
overlayed onto the map showing the path for the user to follow.
– The application shall provide estimated remaining time and distance
information.
– The application shall update the estaimated remaining time and distance
information as the user changes his/her position.
– The application shall update the route visual when the user go off the
original path.
– The application shall warn the user when s/he arrive at the target
location.
– The application shall have a button to allow user to cancel the
navigation.
In order to provide guidance to a user during navigation, there should be different
interface components presenting necessary information, such as route information,
time and distance information. As in most of the 2D map navigation applications, ITU
Guide application also presents route information by a line visual overlayed onto the
2D map. The route displayed to the user is composed of the waypoints returned from
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the shortest path algorithm. The application connects the waypoints with a colored line.
The remaning time and distance information are also provided by textual user interface
components (Fig. 3.6(a)). Estimated distance is calculated by simply subtracting the
distance that the user has moved from the total distance of the route. Estimated time
information is calculated by assuming the stable velocity for the user and by dividing
distance to velocity. The user can see the route to a target location from either his/her
position or another building. When the navigation starts, the map gets oriented to the
direction that the user should follow and the target location is pointed with a green
flag icon. Moreover, when the user starts walking, the route line, estimated time and
distance information get updated automatically. If the user gets lost or goes off the
route, then the route is calculated again according to the user’s new position. On arrival
to the target location, a pop up message becomes visible to warn the user that s/he has
arrived to the destination (Fig. 3.6(b)). User can also cancel the navigation operation
by tapping on the cross icon.
(a) Route information. (b) Arrival message.
Figure 3.6 : Information provided during navigation.
3.2.1.2 Location search
Searching for a point of interest is one of the most important features in navigation
applications. Searching for a location is not only a part of the navigation activity but
also an important feature for exploring an area.
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• The application shall provide search functionality for searching any building
located in the campus.
– The user shall be able to type name of the building to make a search.
– The application shall search and display related building names at the
same time user types the building name.
– The application shall display the requested building with a marker.
– The application shall highlight the requested building visual displayed
on the map.
In ITU Guide, an auto-complete textbox is provided to allow users to enter the name
of the location that they are searching for (Fig. 3.7(a)). As the user types the
location name, the application traverses the list of locations and displays the most
similar location names as suggestions. The location that has been typed by the user is
displayed by a marker. The marker visual includes the name and a short description
of the location. When the user finishes typing the location name and taps on the
related suggestion, the result location becomes visible on the map as highlighted by
transparent green color covered by a red line (Fig. 3.7(b)).
(a) Searching for a location. (b) Search result.
Figure 3.7 : Location search functionality.
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3.2.1.3 Visualising group of related buildings
• The application shall allow users to display related buildings in groups.
– The users shall be able to choose predefined groups of buildings from
the menu.
– The application shall display selected group of buildings with a specific
group icon.
– The application shall display each building with a marker.
– The application shall highlight each building visual displayed on the
map.
Displaying related buildings in groups is a functionality developed for the purpose
of helping users to explore and remember the buildings in the campus. For the ITU
campus eight groups were defined as academic buildings, cafes and restaurants, sport
facilities, administrative buildings, technocities, social services, dormitories, and gates.
Once the user selects a group from the menu (Fig. 3.8(a)), s/he will see all the buildings
in the group highlighted on the map (Fig. 3.8(b)).
(a) Menu for selecting a loca-
tion group.
(b) Group of related buildings
highlighted on the map.
Figure 3.8 : Functionality of displaying related buildings in groups.
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3.2.1.4 Detailed information about each building
• The application shall have a separate page in order to provide detailed
information about a building.
– The application shall provide a picture of the building.
– The application shall provide name of the building as the page title.
– The application shall provide contact information of the building.
– The application shall provide a button to directly make a call to the
building.
∗ The application shall copy the telephone number of the building
to the default call application of the user’s smartphone once the
user click on the call button in the building detail page.
– The application shall provide a button to directly access website of the
building.
∗ The application shall open the website of the building in the
default web browser application of the user’s smartphone once
the user click on the website button in the building detail page.
– The application shall provide a button to let the user switch from the
building detail page to the navigation page.
∗ The application shall copy the building name to the target location
field in the navigation page once the user click on the navigation
button in the building detail page.
Once the user taps on a building marker, a page of that building becomes visible. In
this building page, name, a clear picture, and contact information of the building are
provided. The contact information of a building includes post address, contact email
address, fax number and contact telephone number of the building. There are also three
buttons that allow users to call the contact telephone number of the building by copying
the number to the default call application of the smartphone, to access the website of
the building and to switch to the navigation page by copying the name of the building
to the target location part of the navigation screen (Fig. 3.9).
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Figure 3.9 : Detailed building page.
3.2.1.5 Map controls
• The application shall provide a 2D digital satallite map of campus together
with button and touch controls for the user to manage the map.
– The application shall allow users to zoom-in and zoom-out to the map
using both buttons and pinch gestures.
– The application shall have a button to allow user to center the map
around the user’s location.
– The application shall allow users to rotate the map using fingers with
rotate gesture.
– the application shall allow users to drag the map using finger(s) with
drag gesture.
• The application shall display user location and orientation on the map.
– The application shall update the visual of user location as s/he moves.
As being the basis of the 2D map applications, 2D satallite map of the earth is provided
in the application by using Google Maps Android API2. The Google Maps Android
API provides four types of map visuals, such as normal, hybrid, terrain and earth.
In this application hybrid type map is used because it displays roads, sideways and
buildings all together with the clearest way. Zoom and map orientation controls are
also available in the interface. Users can also manage the map using finger gestures
such as rotate, drag, and pinch.
2https://developers.google.com/maps/documentation/android-api/
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The 2D map interface shows the user location with a blue dot, which is updated on
the map as the user moves. Moreover, on this blue dot a small arrow shows which
direction the user is currently looking at (Fig. 3.10).
Figure 3.10 : User location and orientation visual.
3.3 Interface Design Using AR Browser
AR browser applications are mostly used for browsing items in a shop or in a catalog,
or browsing touristic places on a visit to an unfamiliar city. In order to fully understand
mobile AR browsers, some basic AR concepts are explained:
Reality view: It represents the live video feed from the mobile phone’s camera. The
video is similar to that of the regular camera application in the phone. The video is
utilized in the creation of the real world surrounding of the user to overlay the virtual
object, which in combination creates the augmented view.
Tracking and registration: They refer to the method for overlaying the virtual object
with 3-dimensional coordinates in the reality view. Object tracking is done either with
location sensors such as GPS and compass, or image recognition system or sometimes
it is done using both systems.
Point Of Interest (POI): It refers to a single data item, which is associated with
geographic location, Longitude, Latitude, Altitude (LLA) or visual markers to be
rendered by the AR application.
Virtual object: It refers to the digital content such as 3-dimensional model,
2-dimensional image, icon or text, that can be rendered by the AR application and
overlaid on the reality view.
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Channels, Layers and Worlds: All are the final publication of a related POI and
associated virtual objects, which most of the time provide access to all the contents of
a single content publisher, or in other words those can be web applications that can be
browsed using AR browser.
As any other generic browsers, AR browsers also use Hypertext Transfer Protocol
(HTTP) agents and consume content from the web. Generic browsers have
standardized mark-up languages like XML, XHTML and CSS, which give them the
ability to render and consume any web content regardless of their origin application.
The lack of generally agreed standardised mark-up languages in AR browsers prevents
them from rendering and consuming the same web content. It means that when
a developer or content provider wants to publish something, the content has to be
targeted for only one specific AR browser. For example, in this study, an AR browser
application is developed using Wikitude SDK, thus, the content of the application
(format of the POI data) has to be in the same format that Wikitude uses.
This kind of commercial applications typically have four parts in common (see Fig.
3.11):
1. A live camera view showing the real world image
2. 2D or 3D virtual overlays of POIs superimposed onto the live camera view
3. A radar view showing POIs within a range and user’s sight
4. An information area for providing detailed information, such as address and
distance about a POI
GPS, compass and accelerometer sensors are generally used for finding user position
and orientation. Therefore, current AR browser applications can be unreliable in
unsuitable environments, where there are too many high tower buildings, sheltered
roads, or forests because of nearby buildings or atmospheric factors affecting the GPS
accuracy. Compass readings can be affected by metals close by, and accelerometer
sensors can suffer from dirt. Research [49] has shown that combination of camera
video tracking with other mobile sensors, which is called hybrid systems, can be more
accurate in tracking user’s location and orientation. However, neither hybrid tracking
nor advanced sensors, e.g., gyroscopes, are the norm yet for AR browser applications.
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Figure 3.11 : Features of typical AR Browser applications.
In navigation tasks, this type of interface can help users by eliminating the need for
making a mapping with reality as in 2D map interfaces, since the users can already
see the real image on their smartphone screen. However, most of the AR browser
applications do not have turn-by-turn navigation, which is one of the basic necessary
components all navigation applications should provide.
3.3.1 Application for ITU campus and provided functionalities
In order to investigate the effects of using AR browser interface in navigation tasks,
a mobile application called Augmented Reality ITU (ARITU) has been developed
using Wikitude SDK3 to provide guidance service in ITU campus. By using this
SDK, any type of information can be easily augmented onto the camera view of the
smarthphones. The developed application simply displays predefined interest points
in the campus by blue boxes overlayed onto the live camera view of the smartphone.
Predefined interest points includes all the buildings and others important places, e.g.
parks, located in the campus.
The main functionalities proposed by this application are:
1. POI representation
2. Radar and range controls
3. Navigation service
3http://www.wikitude.com/products/wikitude-sdk/
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4. Location search functionality
5. Visualising group of related buildings
6. Providing detailed information about each building
In the following subsections 3.3.1.1, 3.3.1.2, 3.3.1.3, 3.3.1.4, 3.3.1.5, 3.3.1.6,
guidelines of each of the main functionalities are presented with detailed explanation.
In addition, implementation of the functionalities is also mentioned and showed with
screenshots.
3.3.1.1 POI representation
• The application shall request all the POIs information from the web server
once the application is started by the user.
– The application shall display all the POI visuals onto the live camera
view of the user’s device once the web server sends the POIs
information.
The POIs information used by the application are stored on a web server and requested
at the start of the application. The POI information includes; building name, building
description, latitude and longtitude coordinates of the building entrance. An example
of POI structure is shown in Fig. 3.12. Once the application recieves the POIs, it
displays them onto the live camera view.
Figure 3.12 : POI structure.
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• The application shall represent the POIs with blue boxes.
– The application shall display name of the POI on the blue boxes.
– The application shall calculate the distance between the user location
and all the other POIs.
– The application shall display the distance information for each POI on
the blue boxes.
– The application shall manage POIs’ orientation on the screen according
to the user’s movement.
The application displays the POIs as shown in Fig. 3.13. The operation of overlaying
blue boxes onto the camera view is handled by the Wikitude SDK. The name of
the POIs and direct distance information are also provided on the blue boxes. The
sensitivity of blue boxes towards the movements of the smartphone caused by the hand
movements is quite high and managed by the Wikitude SDK.
Figure 3.13 : POIs representation.
3.3.1.2 Radar and range controls
• The application shall have a radar user interface component to show POIs
orientation around the user.
– The application shall highlight the field of vision of the user’s phone
camera on the radar.
In order to help users to see their orientation according to other POIs, a radar
component is provided. The radar component shows the user POIs with white dots
and highlights the user’s field of vision (Fig. 3.14).
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Figure 3.14 : Radar interface component.
• The application shall have a slider user interface component to allow users to
specify distance range from their location.
– The application shall display the distance range information once the
user change the slider value.
– The application shall calculate which POIs are located in the specified
distance range.
– The application shall display only the POIs located in the specified
distance range.
For the cases of having too many POIs on the screen, users might want to eliminate the
POI visuals that are too far from them. In such cases the slider component can be used
to specify distance range (Fig. 3.15). If the distance of a POI to the user is shorter than
the specified range, the POI stays visible both on the screen as a blue box and on the
radar as a white dot.
Figure 3.15 : Defining distance range for filtering POIs.
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3.3.1.3 Navigation service by waypoint approach
• The application shall check whether the GPS signal of the mobile device of
the user is enabled or not.
– The application shall warn the user with a popup message if the GPS
signal is not enabled.
– The application shall allow users to enable GPS signal without leaving
the application.
– The application shall warn the user with a popup message if GPS signal
becomes unavailable or turned off.
The application checks if the the location services of the smartphone is enabled or not
and if it is not, it displays a pop up message that asks the user to enable the location
service (Fig. 3.16).
Figure 3.16 : Checking whether the location service is enabled.
The main difference between this application and the previous application which uses
2D digital map interface is that this interface uses the camera of the phone and the
route information is provided using a first-person view.
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• The application shall have a navigation button to be visible once a POI is
selected in order to start navigation to the POI.
– The application shall display only the selected POI on the radar.
– The application shall display the first waypoint once the navigation
button of a POI is clicked by the user.
– The application shall display an arrow directing the user to the visible
waypoint if the waypoint is out of user’s field of vision.
– The application shall display the successor waypoint once the user
arrives to the currently visible waypoint.
– The application shall display remaining time and distance to the current
visible waypoint.
– The application shall update remaining time and distance to the current
visible waypoint as the user changes his/her position.
– The application shall keep the target POI box always visible during the
navigation.
– The application shall recalculate the waypoints when the user go off the
original path.
– The application shall warn the user when s/he arrive at the target
location.
– The application shall have a button to allow user to cancel the
navigation.
Waypoint approach: Waypoint approach is one of the main contribution of this thesis.
In this interface the route is displayed to the user as a series of waypoints represented
by red arrows (Fig. 3.18(a)), which are shown to the user in the same way of POIs, as
2D overlays onto the live camera view. A series of waypoints from a source location to
a target location is defined by the shortest path algorithm, which returns all the nodes
as waypoints from source to target location. Since the application has already the
coordinates of all the waypoints specified during the creation of the map for shortest
path algorithm in Sec. 3.1, the application simply gets the coordinates of the waypoints
and displays them onto the live camera view with an arrow. The distance information
to the visible waypoint is also presented to the user with textual information. Once
the user gets close enough to the first waypoint, it disappears and the next waypoint
becames visible and this process continues until the user arrives to the destination. If
the new visible waypoint is not in the field of vision of the user, s/he gets directed with
a small green arrow to the new waypoint (Fig. 3.18(b)).
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For example, consider the graph in Fig. 3.17, where the user’s position is in the range
of waypoint “S” (shown with red circle), so the waypoint “S” will be the start node. Let
us assume user want to walk to waypoint “T” (shown with green circle), so the shortest
path algorithm does the calculation and returns the waypoints (shown with blue circles)
which constitute the route. As mentioned before, each of these blue circles represents
real world coordinates. When the user starts the navigation, application will display
the first waypoint with a red arrow, in this case the blue waypoint with label “1”. After
the user get close enough to this waypoint, it gets disappear and the next waypoint
(blue waypoint with label “2”) becomes visible. Then the user is directed to the blue
waypoint with label “2” and starts walking towards it. Once again when the user get
close enough to the second waypoint, its disappears and the next waypoint, in this case
blue waypoint with label “3”, becomes visible. After the user arrives to the coordinates
represented by the blue waypoint with label “3”, which is also the last waypoint before
the target destination, it gets disappear and the user is directed to the direction of target
waypoint with label T.
Figure 3.17 : Illustration of waypoint approach.
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(a) Target and waypoint repre-
sentation.
(b) Arrow directing to the new
waypoint.
Figure 3.18 : AR Browser application navigation service.
3.3.1.4 Location search
• The application shall provide search functionality for searching any building
located in the campus.
– The application shall provide a dropdown list including a list of all the
buildings in the campus.
– The user shall be able to choose any building from the dropdown list.
– The application shall display the POI visual of the requested building
and remove all the other POI visuals among other buildings.
– The application shall display only the requested building on the radar.
In the ARITU application, there is a sliding menu which contains the user interface
components for location search functionality (Fig. 3.19). Firstly, the user taps to a
button which shows a list of all the POIs in the campus and after user selects a location,
only the blue box of the selected POI stays visible in the camera view and the radar
view. If the searched POI is not located in the user’s field of vision, then the user is
directed to the POI visual using a green arrow.
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Figure 3.19 : Location search functionality.
3.3.1.5 Visualising group of related buildings
• The application shall provide a menu in order to allow users to display
buildings in groups.
• The users shall be able to choose predefined groups of buildings from the
menu.
• The application shall display POI visuals of only the selected group of
buildings.
• The application shall display only the selected group of buildings on the
radar.
The application provides a list of buttons for each predefined group of locations (Fig.
3.19). Once the user taps on any group, the POI visuals of the selected group stays
visible on the screen and the radar. There are eight groups, which cover all the POIs
located in the campus, which are academic buildings, cafes and restaurants, sport
facilities, administrative buildings, technocities, social services, dormitories, and gates
(Fig. 3.20).
3.3.1.6 Detailed information about each building
• The application shall have a separate page in order to provide detailed
information about a building.
– The application shall provide name of the building.
– The application shall provide contact information of the building, such
as, telephone number, email address, fax number.
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Figure 3.20 : Displaying academic buildings in group.
A user can select any POI by tapping on blue boxes to see the short description about
the building as in Fig. 3.21. If user wants to learn more information about the selected
POI, then s/he may tap on the “More” button, which opens another page containing
more detailed information about the building, such as, contact information.
Figure 3.21 : Detailed building information.
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4. EXPERIMENTS AND RESULTS
In order to observe users’ experiences using the two proposed applications, a user
experiment was designed. The methods that were applied in the experiment were
questionnaires, think aloud, and observation. Observation method was chosen for
gathering user experience from non-verbal expressions because the users may not be
aware of their experiences, or be capable to express themselves verbally. Questionnaire
method was chosen in order to get quantitative data from the trials. Think aloud method
was used in order to get information about the experience qualitatively that could be
possibly forgotten after the test was completed. Two realistic navigation scenarios
were defined so that it enabled testing of the features of the applications. Moreover,
they made it possible to evaluate user experience in the real environment. The test
atmosphere was designed to be as natural as possible for the test users and users were
left alone on their decisions during the navigation tasks.
4.1 Experimental Conditions
Both applications were developed for Android smartphones and tested with a Nexus
5 mobile device. The user experience tests were conducted with two groups of
participants consisting of 10 people each. They were asked to follow predefined routes
unfamiliar to them. Two successive routes were defined (Fig. 4.1). First group of
the participants were asked to follow the first route (699 meters) with the 2D map
interface and the second route (307 meters) with the AR browser interface. Conversely,
second group of the participants were asked to follow the first route with the AR
browser interface and the second route with the 2D map interface. By doing this,
the potential effect of task familiarity on the results was intended to be eliminated. The
participants were given a demographic form before each trial. The demographic form
was used to get gender, age, education level, technology use and other information
about the participants (See Appendix A.1). The participants were instructed to think
aloud during the tests. After each route was completed the participants were asked
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to fill out two questionnaires about the interface they used. The first questionnaire
was called NASA Task Load Index (TLX) [50] form, which consisted of six questions
with a Likert scale of 1 to 21 (1: the lowest, 21: the highest) (See Appendix A.2).
It is applied to the participants to obtain information about how much mental and
physical workload and frustration they felt for the given task. The second questionnaire
was the Post Study System Usability Questionnaire (PSSUQ) [51], which had 19
questions and measured the overall user satisfaction with the applications, usefulness
of the applications, information quality and interface quality of the applications (See
Appendix A.3). Apart from these data, the route completion time for each task was
also recorded for each participant.
Figure 4.1 : Two consecutive paths for navigation tasks.
4.2 Demographic information of participants
The user experience tests were conducted with two groups of randomly chosen
participants consisting of 10 people each (7 female, 13 male) from ages 23 to 37,
average of 27.15. The demographic information of the first group is shown in Table
4.1. In the first group, there are 4 female and 6 male participants. Moreover, the
demographic information of the second group is shown in Table 4.2 and in the second
group, there are 3 female and 7 male participants. All the participants in both groups
have at least a bachelor degree.
The answers to the question related to the purposes of usage of 2D mobile navigation
applications (Fig. 4.2) showed that participants mostly use these applications for
searching a place (16 out of 20 participants) and getting walking/driving directions
(15 out of 20 participants). They also use these type of applications for sharing their
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Table 4.1 : Group 1 personal and educational information.
Subject # Age Gender Education
4 26 Female Industrial Product Design (Graduate)
5 30 Female Industrial Product Design (PhD)
7 27 Male Environmental Engineering (PhD)
8 26 Male Mechatronics Engineering (Graduate)
10 23 Male Computer Engineering (Bachelor)
13 24 Female Computer Engineering (Graduate)
17 32 Female Industrial Product Design (Graduate)
18 24 Male Mechanical Engineering (Bachelor)
19 26 Male Computer Engineering (Bachelor)
20 26 Male Computer Engineering (Graduate)
Avg: 26.4
location with someone else (6 out of 20 participants) and as a tool for exploring an area
(7 out of 20 participants).
Table 4.2 : Group 2 personal and educational information.
Subject # Age Gender Education
1 26 Male Mechatronics Engineering (Graduate)
2 27 Male Mechatronics Engineering (Graduate)
3 37 Male Industrial Product Design (Graduate)
6 28 Female Industrial Product Design (PhD)
9 27 Male Computer Engineering (PhD)
11 28 Male Mechatronics Engineering (Graduate)
12 26 Female Architecture (Graduate)
14 26 Female Computer Engineering (Graduate)
15 26 Male Computer Engineering (Graduate)
16 28 Male Computer Engineering (Graduate)
Avg: 27.9
Figure 4.2 : Number of participants and their purposes of navigation applications
usage.
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Demographic form results showed that participants have experience with only 2D
mobile navigation applications and their frequency of usage of these type of interface
is shown in Fig. 4.3. 65% of the participants stated that they use mobile navigation
applications less than 3 times in a typical week, whereas 15% of the participants use
navigation applications 3-5 times in a typical week. Moreover, 10% of the participants
stated that they use navigation applications often (more than 5 times) in a typical week.
Lastly, only two participants (10%) stated that they do not use navigation applications
generally in a typical week.
Figure 4.3 : Frequency of 2D navigation applications usage.
As can be seen in Fig. 4.4, 70% of the participants have heard the AR technology
but only one of them has used an AR application. Moreover, 25% of the participants
have not heard the AR technology before. It is notable that having no AR experience,
participants learned and got used to the AR browser interface more quicker than
expected in the experiments.
4.3 Results
In this section, task completion times and questionnaire results are presented.
4.3.1 Results of route completion times
Overall time spent by the two groups with the two interfaces are summarized in Table
4.3. Overall route completion times show that for the first route, Group 1 performed
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Figure 4.4 : Experience of AR technology.
better by using 2D map application, which took almost half of the time that Group 2
spent on this route with the AR interface. In addition, for the second route, Group 2
performed better by using again the 2D map application. It is apparent that no matter
which route was used users spent less time with the 2D digital map interface to arrive
to the destination than with the AR browser interface.
Table 4.3 : Mean route completion times.
Group # Route 1 (699 m.) Route 2 (307 m.)
Group 1 with 2D map 6.2 min. with AR 6.8 min.
Group 2 with AR 9 min. with 2D map 5.8 min.
4.3.2 Results of NASA TLX questionnaire
The results of NASA TLX questionnaire are presented in Fig. 4.5, which states that
for each of the six metrics the one with the lower score is better than the other one.
The scale for each metric is from 1 (low but better) to 21 (high but worse). NASA
TLX scores are calculated by taking average of participants scores for each of the
metrics for the two interface. The results showed that the application with the 2D map
interface (6.8 / 21) demanded less mental workload than the AR application (7.15 /
21). The reason for a difference of 0.35 points was that the participants used their
intuition more with the AR interface to find the target. The application with the 2D
map interface demanded less physical workload (4.6 / 21) than the application with
the AR browser interface (9.2 / 21) since they needed to hold the phone always at the
eye level to see the arrow and other information. Moreover, it was found out that AR
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browser interface (7.95 / 21) caused negative feelings such as more stress, irritation
etc. than the 2D map interface (6.8 / 21) because of the low stabilization of the arrow
caused by hand movements and frequent GPS signal fluctuations. In terms of temporal
worload, which was about how much time pressure the users felt due to the given tasks
and whether the interfaces put the users in rush or not, the AR interface (5.2 / 21) was
evaluated worse than the 2D map interface (4.45 / 21) since some of the participants
felt in rush to catch the updates on the arrow and experienced panic because of low
stabilization of the arrow thinking that they might miss an update. The results also
showed that the participants spent less effort to achieve the tasks with the 2D map
interface (6.35 / 21) compared to the AR browser interface (7.1 / 21) since with the 2D
application some of the participants looked the route only couple of times especially
when they got close to the turning points, but with the AR application participants were
always in the interaction with the application. Lastly, participants evaluated themselves
more successful with the 2D map interface (3.15 / 21), since they arrived to the target
location easier using the 2D digital map interface compared to their performance with
the AR browser interface (4.35 / 21).
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Figure 4.5 : NASA TLX questionnaire results.
4.3.3 Results of PSSUQ questionnaire
The results of PSSUQ is presented in Fig. 4.6. In terms of user satisfaction, PSSUQ
results showed that the 2D digital map interface (70.02% of user satisfaction) is better
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than AR browser interface (65.73% of user satisfaction). The reason that the users were
less satisfied with the AR browser interface was due to the longer task completion
times and the amount of the frustration they felt with the interface. In terms of
interface quality, both interfaces were evaluated with almost same scores (68.09%).
Moreover, 2D digital map interface was scored as 70.53% in terms of usefulness while
AR browser interface was scored as 65.17% because the 2D digital map interface
was easier to learn since it looked more familiar and ordinary than the AR browser
interface, and also it was considered as more effective in the navigation tasks the
participants executed. Considering the information quality scores, because of the color
choices (for some participants) and the low stabilization of the arrows the participants
experienced with the AR browser interface (64.90%), the 2D digital map interface
(70.27%) was preferred. However, the radar feature of the AR browser interface was
found useful by the participants since it helped them to stay on the right path during
the navigation and also to get back on the right path when they got lost.
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Figure 4.6 : PSSUQ results.
The PSSUQ also allows participants to express their comments and suggestions about
the interfaces. Four participants complained about the blurry image of the map in the
2D map application, which is caused by the Google’s service provider. Participants
stated that because of the blurry map image, they could not identify the roads,
pavements and the environment efficiently. Four test subjects suggested that audio
warning would be useful in both of the applications in the cases of being lost or arrival
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to the turning points. Almost all the subjects agreed on the usefulness of route updates
as they change their position. One user stated that the remaining distance and time
information in both interfaces is useful for understanding whether she is on the right
path or not. Couple of the participants expressed their feelings about the AR interface
that they felt socially uncomfortable because with the AR interface they needed to hold
the phone at the eye level and they thought that they may invade personal space of other
people and disturbe them. Three participants stated that user preferences for choosing
alternative routes should be included in the applications. The green arrow in the AR
interface, which redirects the user if s/he goes off the route, was stated to be beneficial
to the participants.
Participants also commented about the degree of exploration of the environment with
the two interfaces. Two of the participants stated that they focused too much on
the arrows in the AR interface that they could not even see the real camera view
behind the arrows, thus, they found 2D map interface more useful for exploring the
environment. On the other hand, eight participants stated that having the camera view
on the application screen enabled them to easily memorize the route and explore the
environment.
The participants were also asked which interface they would prefer to use and as shown
in Fig. 4.7 ten participants stated that they would prefer 2D map interface, whereas
nine participants stated that the AR browser interface would be their choice. Only
one participant stated that he only prefers the combination of these two interfaces. In
addition to him, three participants also suggested that the combination of these two
interfaces would be more useful. In addition, one participant stated that “If I need to
be hurry, I would choose 2D map interface. Otherwise, the AR interface is more fun
to use.”.
A seven degree scale (1: the lowest, 7: the highest) was provided to the participants
to evaluate the degree of exploration they felt with the two interfaces. The answers
showed that the AR interface helped them more to explore the area while walking
since users were keeping their eyes on the screen almost all the time and the average
degree of exploration score given to AR interface was 4.95, whereas, average degree
of exploration score of 2D map interface was 4.8 because of the blurry satellite image
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Figure 4.7 : Participants preferences among interfaces.
of the 2D map. Moreover, the search places feature was mentioned as more useful in
the AR browser interface especially when the POIs were overlapping.
4.82D Map interface
4.95AR interface
0 1 2 3 4 5 6 7
Figure 4.8 : Degree of exploration.
4.3.4 Outcomes of think aloud method
Besides the questionnaires, the thoughts of the participants stated during the
experiments were also examined. In the AR interface trials (10 trials), most of the
participants (7 out of 10) stated that they felt pain in their arms because of the holding
position of the smartphone, which was also cause of feeling inconvenience for other
people for some of the participants since they thought that other people could be
disturbed. Some of the test subjects mentioned that the radar component in the AR
browser interface was helpful for finding the initial orientation and also for finding
the right direction when they got confused or lost. Some of the participants stated
that showing waypoints on the radar would be useful. Four participants suggested that
the combination of the two interfaces would be most useful. Moreover, participants
stated that they had to look at the arrow all the time, which was tiring and might
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pose danger while walking. The blue boxes showing the target POI were mentioned
as useful especially when they had difficulty to decide towards which direction they
needed to walk. The jitter of the arrow was also a problem for four of the participants
since it caused confusion and eyestrain. Lastly, participants suggessted that it would
be better if the application warn the users when they got close to the stairs or vehicle
roads.
In the 2D map interface trials (10 trials), users mentioned that there should be arrows
or audio warnings for directing the users on the corners. In the 2D map interface, the
map orients itself according to the user’s orientation, which was considered as useful
by the participants. Some of the participants suggested that buildings’ name should be
visible on the map all the time to explore the environment in a better way. It is also
stated that once the users need to walk accross a vehicle road, the route visual could
change its color to a more attractive one. They also stated that the arrow, which shows
the orientation of the user in the 2D digital map interface appeared and disappeared
too much, which caused confusion about the direction to be followed. Moreover, in
both of the interfaces, when the GPS signal shows the user’s location wrongly even for
a moment, some of the participants got confused and felt anxious.
4.3.5 Comparison in terms of consumption of resources
Both applications were tested with a LG Nexus 5 smartphone1. The technical
specifications of the device is given in Table 4.4. The resource consumption of the
two interfaces were compared using Trepn Profiler application2. The Trepn Profiler is
a diagnostic tool designed to measure and profile the power consumption of Android
applications on mobile devices. The Trepn Profiler also allows to track power, CPU,
memory, and network usage to better understand and optimize application power
performance. It also save the results in a spreadsheet to ease the analysis of the data.
By using the Trepn application, GPU load, CPU load and consumed battery power
metrics were measured for both of the interfaces (Fig. 4.9). Before running Trepn
application, all the applications that are running on the smartphone were stopped to
eliminate their effect on the collected data and the device was fully charged. Firstly,
1http://www.lg.com/us/cell-phones/lg-D820-Sprint-Black-nexus-5
2https://developer.qualcomm.com/software/trepn-power-profiler
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Table 4.4 : Test device’s technical specifications.
OS Android 6.0.1
Technology CDMA, GSM, LTE
2.26 GHz Quad-Core Processor
Processor Qualcomm R© SnapdragonTM 800
MSM8974 Chipset
RAM 2 GB
800 MHz/1900 MHz (CDMA)
Network 1900 MHz (LTE)
850/900/1800/1900 MHz (GSM)
850/1900/2100 MHz (UMTS)
Dimensions 5.43" (H) x 2.72" (W) x 0.34" (D)
Display 4.95" (1920 x 1080) Full HD IPS Display
Battery Capacity 2,300 mAh
Total Internal Memory 16 GB eMMC
Rear-Facing Camera 8 MP OIS Rear-Facing Autofocus Camera
Rear-Facing Camera Resolution 3280 x 2464 pixels
Trepn application were started to profile the application with 2D interface. After using
the 2D interface in a navigation task for one minute, profiling was stopped and the
results were saved in a spreadsheet. Secondly, Trepn application were started again
to profile the AR application and after using the AR application for one minute in a
navigation task, profiling was stopped and results were saved in a spreadsheet.
Figure 4.9 : Trepn application interface.
The comparison of the two interfaces in terms of resource consumption is shown in Fig.
4.10. According to GPU usage data of both interfaces (Fig. 4.10(a)), it is obvious that
AR interface used GPU more intensely than the 2D map interface. While average GPU
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load of AR interface was found as 58.03 %, average GPU load of 2D map interface
was found much lower as 16.11 %. In terms of CPU usage (Fig. 4.10(b)), AR interface
used the resources again more intensely having average CPU load as 28.82 % than the
2D map interface having average CPU load 17.31 %. Lastly, in terms of battery power
usage (Fig. 4.10(c)), AR interface was found to be draining the battery more than
the 2D interface. The average battery consumption of the AR interface was found as
4896.40 W and for the 2D map interface the average battery consumption was found
as 3298.69 W.
4.3.6 Discussion
It can be said that the number of test subjects are still inadequate to create a statistically
significant statement such as one of the interfaces is better than the other one. However,
all of the user feedbacks and questionnaire results have contributed enough to reveal the
significant number of interface faults, advantages and disadvantages of the interfaces
and users’ behaviour. Although task completion times of the participants were
not affected too much by their personality, occupation, or previous experience, the
comments and feedbacks of the participants were highly subjective. For example, there
were participants who completed tasks in almost similar times, but their opinions about
the interfaces were contradicting. Therefore, it is observed that in order to evaluate
different interfaces, observation in field has to be supported with other methods such
as short interviews, questionnaires, etc. In the conducted experiments, questionnaires
were more helpful for gathering data than the field observations and think aloud
method.
It is observed that users’ previous experience among navigation applications affected
their performance. By looking into individual task completion times, it is observed that
the participants, who use navigation applications 3-5 times and more than 5 times in
a typical week, performed better than the participants who use navigation applications
less than 3 times in a typical week.
Using 2D map interface, participants spent less time to arrive to target locations
because most of the participants were less engaged with this interface during the tasks.
Some of the participants looked the route only couple of times during the experiments.
The strategy, that most of the participants applied on the tasks in which they used 2D
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(a) GPU load (%).
(b) CPU load (%).
(c) Battery usage (uW).
Figure 4.10 : Resource consumption of the two interfaces.
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map interface, is that they looked to the route information at the beginning and after
that they took their attention away from the application, and once they got close to a
corner, they looked back to the application to see which direction to turn. On the other
hand, with the AR interface, most of the subjects were focusing on the arrow, which
prevented them from walking with normal speed. As a result they were faster with the
2D map interface.
Since all of the participants were using an AR application for first time in their life, they
were more cautious during the tasks, which caused more mental workload for them.
Apart from having no previous AR experience, participants used their intuition more
with the AR interface because only information they got was the arrow and the radar,
thus, they mentioned that additional bird eye view of the area or combination of these
two interfaces could provide more confidence for this interface. The 2D map interface
was also mentally demanding because participants had to make mapping between what
they see on the application screen and on their real environment. The GPS errors during
the experiments also caused confusion for the users but they handled the situation better
with the 2D map interface since the whole route stays visible all the time during the
navigation. However, in the tasks with the AR interface, some of the participants
stopped walking when a misplacement of the arrow caused by GPS error occured.
Moreover, since the users had to hold the phone always at the eye level to see the
arrow with the AR interface, they felt more pain on their arms. In short, because of
the jitter of the arrow caused by both hand movements and occasional GPS errors,
feeling of low control over the application and more physical workload, AR interface
was more frustrating and requiring more effort than the 2D map interface. However,
almost all of the participants liked the idea of integrating real image into the application
and showing augmentations on top of the real image.
Participants stated that the 2D map interface was more familiar and, therefore, easy to
learn and use. However, the blurry map image in the 2D map interface was the most
important problem for the participants. There are not too much difference between the
two interfaces in terms of usefullness, information quality, interface quality and user
satisfaction, but in all of these metrics 2D map interface was observed as better than
the AR interface. This result can also be seen on the user preferences among the two
interfaces, where ten users prefered 2D map interface, nine users prefered AR interface
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and one user prefered combination of the two interfaces. The context of usage of the
application was also important in determining which interface to use.
Degree of exploration with the two interfaces was found to be almost similar. Since
the real environment can also be seen during the usage of the application in the AR
interface, participants were always aware of their environment. With the 2D map
interface, having a bird’s eye view of the area was helpful for the participants to explore
the area.
The resource consumption results show that AR interface was using GPU and CPU
more than the 2D map interface, which also cause high battery power usage. The
reason that AR interface use GPU more intensely than the 2D map interface is that AR
interface use the camera of the device and overlays augmentations on top of the camera
view, which requires tracking and management of the augmentation’s position on the
screen in reaction to the movements and the orientation of the device. Calculating
augmentations’ position on the screen in each frame cause also more CPU workload.
Battery power consumption was found to be higher in AR interface because it uses
camera of the device and also uses sensors of device more often than the other interface
to be able to respond to the movements of the device rapidly in determining positions
of the augmentations on the screen.
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5. CONCLUSION
Mobile navigation applications are essential for people to explore an area and find their
way in unfamiliar environments. The degree of exploration of an area and efficieny
of navigation service are directly related to the interaction style of the applications.
Currently available navigation applications in the market provides such services with
2D map interfaces in which a bird-eye view of the earth is provided to users. These
types of applications provides navigation by overlaying route visual (e.g., a 2D line)
on the 2D map and other information such as remaining time and distance. There are
some disadvantages in such applications. First of all, although the 2D map in these
applications is the top down representation of the real world, users still need to make
mapping between what they see on the screen and what they see on their environments.
Moreover, most of the available applications do not cover all the pavements and
roads on the earth. Therefore, location specific applications are also necessary and
a navigation application with 2D map interface for ITU campus was implemented in
this study.
In order to provide an alternative to the currently available navigation applications,
a different paradigm called Augmented Reality (AR) was also implemented. AR
enhances the real vision of the user with the digital information. AR has just been
used for touring purposes but not yet accepted by the people completely. The AR
applications used for touring purposes are called AR browsers. In this study, an AR
browser application was implemented for navigation purposes within the ITU campus.
Both of the developed applications provide navigation services together with other
functionalities, such as, searching a POI located in the campus, getting detailed
information about a POI and displaying group of related buildings, e.g., academic
buildings, sport facilities etc. The navigation functionality in both of the applications
uses the same shortest path algorithm called Dijkstra. The implementation started with
creating a graph of all the walkable areas in the campus. This was done by defining
nodes and edges by using Google Earth software. The distance between the nodes,
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which are also weights of the edges of the graph, were calculated usign Haversine
formula. The algorithm returns the waypoints from the start node to the target node.
The 2D map interface displays the route by combining the waypoints with 2D lines.
On the other hand, in the AR interface, since there is not a 2D map, the waypoints are
shown to the user with a red arrow one by one. Once the user get close enough to the
first waypoint, the arrow showing the first waypoint disappears and the arrow of the
next waypoint becomes visible. This process continues until the user reaches the target
location.
These two applications were compared in terms of user experience by conducting an
experiment using a navigation scenario. The results of the experiment revealed the
advantages and disadvantages of both interfaces. Specifically, using 2D digital map
interface participants spent less time to arrive to target locations. Moreover, in terms
of physical and mental workload, the 2D digital map interface was less demanding.
User satisfaction was found to be higher with the 2D digital map interface since the
participants found it simple and functional for the given tasks. However, the degree
of exploration was found higher with the AR interface, since the environment was
always visible to the users. In addition to the experiments, both of the interfaces were
evaluated according to usage of resources, such as, GPU and CPU load, battery power.
It was observed that AR interface was using GPU and CPU more intensely than the 2D
map interface, which cause high usage of battery power.
As a future work, the combination of these two interfaces will be implemented, which
was actually suggested by some of the participants. With this new interface, displaying
the point of interests according to users’ preference will be also provided. Additionally,
indoor navigation will also be integrated into the applications, which will also help us
to use the shortcut paths located indoor. In addition, the resulting application will be
tested with a glass type head mounted device.
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APPENDIX A  
Demographics Form 
DEMOGRAPHICS FORM 
Demografik Form 
For the following items, please select the ones that is appropriate for you or fill in the blank. 
Your personal information is needed only for research purposes and will not be used or shared 
for any other purposes. 
Thanks. 
Lütfen size uygun seçeneklerden birini seçiniz ve boşlukları doldurunuz. Kişisel bilgileriniz sadece araştırma 
amaçlı kullanılacaktır ve başka hiçbir amaç için kullanılmayacak ve paylaşılmayacaktır. 
Teşekkür ederiz. 
  
Personal Information 
Kişisel Bilgiler 
Subject ID:  
Age: 
Yaşınız: 
  
Gender: 
Cinsiyetiniz: 
 Female (Kadın) 
 Male (Erkek) 
Your level of education: 
Eğitim seviyeniz: 
 High school graduate or 
equivalent (lise mezunu) 
 Bachelor's degree (lisans) 
 Graduate degree (yüksek lisans) 
 PhD degree (doktora) 
 Prefer not to answer 
(cevaplamak istemiyorum) 
You are currently: 
Siz şuan: 
 a student (öğrencisiniz) 
 employed (çalışıyorsunuz) 
 not both (hiçbiri) 
If you are a Bachelor/Master/PhD student, please 
provide name of your institution: 
Eğer öğrenci iseniz üniversitenizin ismini belirtiniz: 
  
and name of your department: 
ve bölümünüz: 
  
If you are currently working in a company, please 
provide your current position: 
Eğer bir şirkette çalışıyorsanız çalıştığınız pozisyonu 
belirtiniz:  
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Do you own a smartphone? 
Akıllı telefon sahibi misiniz? 
 Yes (Evet) 
 No (Hayır) 
 
Map/Navigation Application Usage 
Harita/Navigasyon Uygulaması Kullanımı 
Have you ever used any mobile 
map/navigation application? (If yes, 
please provide name of the app) 
Daha önce hiç mobil harita/navigasyon 
uygulaması kullandınız mı? (Eğer 
kullandıysanız uygulamanın ismini 
belirtiniz) 
  
 Yes (name of the app:______________)  
      Evet (uygulamanın adı: ____________________) 
 No 
      (Hayır) 
If yes, how many times do you use the 
app in a typical week? 
Bir önceki soruya cevabınız "evet" ise, 
tipik bir haftada kaç defa kullanıyorsunuz? 
 Less than 3 times (3 den az) 
 3-5 times (3 ile 5 arası) 
 5+ times (5 den fazla) 
For what purpose(s) do you use the 
app?  
Hangi amaçla bu uygulamayı 
kullanıyorsunuz? 
 Searching for a place (Bir yer arama) 
 Getting walking/driving directions (Yürüme/araç 
navigasyonu) 
 Exploring an area (Bir bölgeyi keşfetme) 
 Sharing your location (Konumunuzu paylaşma) 
 Other: ___________________________ 
     Diğer:    __________________________________ 
  
Augmented Reality (AR) Browser Usage 
Have you ever heard about Augmented 
Reality (AR) technology? 
Daha önce artırılmış gerçeklik teknolojisini 
duydunuz mu? 
 Yes (Evet) 
 No (Hayır) 
If yes, Have you ever used an AR 
Browser app? (If yes, please provide 
name of the app) 
Bir önceki soruya cevabınız "evet" ise, 
herhangi bir artırılmış gerçeklik tarayıcısı 
uygulaması kullandınız mı? Kullandıysanız 
ismini belirtiniz. 
 Yes (name of the app: ______________) 
     Evet (uygulamanın ismi:____________________) 
 No (Hayır) 
If you used an AR Browser app, what 
was/were your purpose(s)? 
Bir önceki soruya cevabınız "evet" ise, 
uygulamayı kullanım amacınızı belirtiniz. 
 Searching for a place (Bir yer arama) 
 Getting walking/driving directions (Yürüme/araç 
navigasyonu) 
 Exploring an area (Bir bölgeyi keşfetme) 
 Sharing your location (Konumunuzu paylaşma) 
 Other: ___________________________ 
     Diğer:    __________________________________ 
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APPENDIX B 
 
NASA Task Load Index Form 
 
Mental Demand       How mentally demanding was the task? 
 
 
 
Very Low Very High 
 
 
Physical Demand How physically demanding was the task? 
 
 
 
Very Low Very High 
 
Temporal Demand How hurried or rushed was the pace of the task? 
 
 
 
Very Low Very High 
 
Per formance How successful were you 
in accomplishing what 
you were asked to do? 
 
 
 
Perfect Failure 
 
Effort How hard did you have 
to work to  accomplish 
your level of 
performance? 
 
 
Very Low Very High 
 
Frustration How insecure, 
discouraged, irritated, 
stressed, and annoyed 
wereyou? 
 
 
 
Very Low Very High 
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APPENDIX C 
 
Post Study System Usability Questionnaire (PSSUQ) 
 
1. Overall, I am satisfied with how easy it is to use this system. 
 
Map 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
          
AR 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
 
COMMENTS: 
2. It was simple to use this system. 
 
Map 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
          
AR 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
 
COMMENTS: 
3. I could effectively complete the tasks and scenarios using this system. 
 
Map 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
          
AR 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
 
COMMENTS: 
4. I was able to complete the tasks and scenarios quickly using this system. 
 
Map 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
          
AR 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
 
COMMENTS: 
5. I was able to efficiently complete the tasks and scenarios using this system. 
 
Map 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
          
AR 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
 
COMMENTS: 
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6. I felt comfortable using this system. 
 
Map 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
          
AR 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
 
COMMENTS: 
 
7. It was easy to learn to use this system. 
 
Map 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
          
AR 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
 
COMMENTS: 
 
8. I believe I could become productive quickly using this system. 
 
Map 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
          
AR 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
 
COMMENTS: 
 
9. The system gave error messages that clearly told me how to fix problems. 
 
Map 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
          
AR 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
 
COMMENTS: 
 
10. Whenever I made a mistake using the system, I could recover easily and 
quickly. 
 
Map 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
          
AR 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
 
COMMENTS: 
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11. The information (such as on-line help, on-screen messages and other 
documentation) provided with this system was clear. 
 
Map 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
          
AR 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
 
COMMENTS: 
 
12. It was easy to find the information I needed. 
 
Map 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
          
AR 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
 
COMMENTS: 
 
13. The information provided for the system was easy to understand. 
 
Map 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
          
AR 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
 
COMMENTS: 
 
14. The information was effective in helping me complete the tasks and scenarios. 
 
Map 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
          
AR 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
 
COMMENTS: 
 
15. The organization of information on the system screens was clear. 
 
Map 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
          
AR 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
 
COMMENTS: 
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16. The interface of this system was pleasant. 
 
Map 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
          
AR 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
 
COMMENTS: 
 
17. I liked using the interface of this system. 
 
Map 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
          
AR 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
 
COMMENTS: 
 
18. This system has all the functions and capabilities I expect it to have. 
 
Map 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
          
AR 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
 
COMMENTS: 
 
19. Overall, I am satisfied with this system. 
 
Map 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
          
AR 
Interface 
Strongly 
Agree 
1 2 3 4 5 6 7 
Strongly 
Disagree 
 
COMMENTS: 
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