c q (ω) as in the Hodge decomposition. Since M is Kähler, there exists a real (q − 1, q − 1) form f q,ω such that (1) c q (ω) − Hc q (ω) = √ −1 2π ∂∂f q,ω , and f q,ω is unique up to a ∂∂-closed form.
Definition 1.1. Let F q : H 0 (M, T (M )) −→ C. The Bando-Futaki invariant is defined as
Each F q,ω is well-defined on the Lie algebra of holomorphic vector field and independent of the choice of the Kähler form in the Kähler class Ω. This property was proved by Bando [1] and can also be found in Futaki's book [6] . In particular, when q = 1, F 1 is known as the Futaki invariant.
The main focus of this paper is stated as follows. A summary of the proof is as follows. The first step is to find the potential forms f q,ω for 1 ≤ q ≤ n. In order to do this, we can either compute elementary symmetric polynomials by using the curvature tensors of the hypersurface in terms of local coordinates. Then we find the extra holomorphic forms so the global potentials f q,ω can be expressed explicitly. We can also compute c q (M ) by iterating the following formula given c 1 (T (M )) [17, 12] and c q (T (M ) ⊕ T (M ) ⊥ ). The second step is to evaluate the Bando-Futaki invariants with two methods after f q,ω is known. One method is through direct computation using Lemma 2.2 in [12] . Another method [11] , which is used in this paper, is to take the contraction of equation (1) with the vector field X. Then we can write it as a∂-equation of (q − 1, q − 1)-forms, ∂[−qP q (∇X, Θ, · · · , Θ) + qµ q θω q−1 − i(X)∂f q,Θ ] = 0, where θ is the Hamiltonian function of ω,P q is the polarization of the q-th elementary symmetric polynomial, and µ q is shown as a constant. By Hodge decomposition, we have −qP q (∇X, Θ, · · · , Θ) + qµ q θω q−1 − i(X)∂f q,Θ = ψ q +∂ϕ q , where ψ q is the harmonic part and∂ϕ q is the exact part. We can show ψ q = C(q)ω q−1 and that C(q) is a constant. Furthermore, we prove that Using the same method as above, we can compute the Bando-Futaki invariants on complete intersections.
Bando-Futaki invariants
The following setting and results are adopted from [16] and [12] . Let Z = [Z 0 , · · · , Z n ] be the homogeneous coordinate of CP n . Without loss of generality, assume we work on the coordinate chart (U 0 = {Z ∈ CP n |Z 0 = 0}, z), where z = (z 1 , · · · , z n ) = (
). Under this coordinate system, the Fubini-Study metric is
where |z| 2 = n i=1 |z i | 2 . Then restrict the coordinate system on M . Let f be the defining function of M ∩ U 0 , where
and since the Bando-Futaki invariants are independent of the choice of Kähler forms in the Kähler class, we adopt (n + 1 − d)ω as the Kähler form on M for computational convention. In order to compute the curvature form of M with respect to the metricg ij , it is critical to find the inverse matrix.
Lemma 2.1. Using the same notation as abovẽ
Proof. Considerg ij as a matrix A ij . Sinceg ij is a matrix of a linear combination of matrices δ ij , a iāj , z i z j , a i z j , andz iāj pointwise, then its adjoint matrix (transpose of its cofactor matrix) and the inverse matrix are also linear compination of δ ij , a iāj ,z i z j , a i z j , andz iāj pointwise using the relation
then there exists functions η 1 , · · · , η 5 due to (4) such that
where S n−2 are all permutations of {2, · · · , n} − {i}. Using the formulas in [12] 
we can obtain the coefficients η 1 , · · · , η 5 by solving the following linear equation system
. Thereforẽ
The following Lemma is important for computing higher order Chern forms of the hypersurface M and for evaluating the Bando-Futaki invariants.
Lemma 2.2. The curvature form of the hypersurface is
Proof.
where
Plugging (7), (8) , and (9) in (6), we obtain the coefficient of the third term of the curvature
by simplifying it using the inverse matrix defined in Lemma 2.1 and formula (5).
The Ricci curvature of a hypersurface was shown in [12, 16] . It is also directly followed from the previous Lemma.
Remark 2.1. Given the conditions of Theorem 1.1, the Ricci curvature on the hypersurface is
and the formula
We can find the extra holomorphic function [12, Lemma 2.1] such that
is globally defined.
We have two methods to compute elementary symmetric polynomials in the following Lemma. 
Proof. Method 1:
The q-th Chern polynomial is given by [9, page 402 , 417]
iq .
Then we can deduce a formula from it:
where Θ form. So, we only need to compute Θ
iq for each q and use (10) to iterate the result.
Claim 2.1.
Proof of the claim: Prove by induction. First, j = 3, by direct calculation
Secondly, by hypothesis, the statement is true for j − 1. Therefore, using Lemma 2.2
Claim 2.2.
Proof of the claim. By induction, when j = 2, we can compute it directly by Lemma 2.2. That is
Suppose the statement is true for j − 1. By claim 2.1, Lemma 2.2, and the assumption, we have
Then we can use (10) with Claim 2.2 to obtain Lemma 2.3. However, the computation gets complicated when the order gets higher. We present an alternative method below.
Method 2:
The holomorphic tangent space can be decomposed as T
and the q-th Chern form on the restricted bundle
In order to confirm c q (
, recall that the curvature form is independent of the choice of basis. Let e = {
is a basis spending T 1,0 (M ) over U , and N is normal to T 1,0 (M ). Let
Since e ′ i = h ij e j , we have (Θ e ′ ) ij = h ik (Θ e ) kℓ h ℓj , and
Therefore, c q (Θ e ) = c q (Θ e ′ ). On the other hand, apply another connection on the bundle Then we have det(Θ + I) = det(Θ ′ + I) det(Θ ′′ + I).
In particular, let E = T 1,0 (M ) ⊥ and F = T 1,0 (M ), we can show c q (Θ e ′ ) = c q (Θ), where Θ is the curvature corresponding to the connection
Proof of the claim. Under coordinate U , we can compute the connection matrix θ e ′ by
More clear, we have
, where D ′ is the connection comparable to the metric on T (M ) ⊥ and D ′′ is the connection comparable to the metric on T (M ), it corresponds to its connection matrix θ, where
where Θ 0 = Θ is the curvature with respect to connection
Further computation results in the following:
Using the formula of the difference of the two q-th Chern forms with respect to two different connections [9, p. 406], we can compute
is the polarization of the q-th elementary symmetric polynomial P q (Θ). However, we can deduce the follwoing formula from [9, page 403]
By definition, we have
We have
The next step is to compute the curvature of the line bundle
Sublemma 2.1. Given the conditions of Theorem 1.1, c 1 (
2 We use ηij = η j i to denote the i, j-th entry of the connection matrix η = η
where a i = ∂z 1 ∂z i and i = 0.1. We can solve
for i = 2, · · · , n. We obtain a vector N normal to T 1,0 (U ), where
Let L U = {φN |∂φ| U = 0}.
Claim 2.4. L is the holomorphic normal vector bundle over
Proof of the claim: Let
Zα for k = i, α, and we can solve
Furthermore, we can write the normal vector in terms of the homogeneous coordinate
where z ∈ U α,i , since
which is holomorphic, so it satisfies
Therefore, L is a holomorphic vector bundle over M .
We denote
It satisfies θ α,i = θ β,j + dg α,i;β,j g −1 α,i;β,j , if z ∈ U α,i ∩ U β,j = ∅. Thus, the curvature for the normal bundle is
2π ∂∂ξ) q−k−1 , and
However, there is an obstacle to evaluating the q-th Bando-Futaki invariant by direct computation:
where i(X)w = − √ −1 2π∂ θ. So, we use the method [11] in the rest of this section. First, take the inner derivative on both sides of (1):
Since M is a hypersurface and is compact, Hc q ((n + 1 − d)ω) is proportional to ω q by Lefschetz hyperplane theorem for q ≤ n − 2/2 and Serre duality for n − 1 − q ≥ n/2.
M |△ϕ = 0}, and Ω q M is the sheaf of sections of ∧ q T * (M ). For q = (n − 1)/2, since M is a connected manifold, dim(H n−1 (M, C)) = 1 = dim(H n−1 (M )). Since w n−1 ∈ H n−1,n−1 (M ), by Hodge decomposition theorem, we get dim(H n−1,n−1 (M )) = 1. Since M is compact, Hc n−1 ((n−1+d)ω) is also proportional to w n−1 . Let Hc q ((n − 1 + d)ω) = µ q ω q where µ q is a constant for each q. By Lemma 2.3, we actually get
Take the inner derivative of ω q :
More precisely, we can express a holomorphic vector field
over CP n with n k=0 λ k = 0. If we restrict the vector field in the coordinate U 0 , theñ
If we restrict it on M ∩ VX
then we have
Then the q-th Chern form is defined by its elementary invariant polynomial P q (Θ) or, more clearly, by its polarizationP as
By Hodge Decomposition Theorem,
where ψ is the harmonic part of the left-hand side and ϕ q is of 2(q − 1) − 1 form. Since the right hand side is of (q − 1, q − 1) form, ϕ q is of (q − 1, q − 2) form. More precisely, by Lefschetz hyperplane theorem and the argument above, C(q) is a constant such that
Solving for C(q) and proving that
are the next two steps to finish the theorem. In order to evaluate C(q), it is necessary to express P q (∇X, Θ, · · · , Θ) explicitly.
Lemma 2.4. Formularize the covariant derivative of the polarization of the elementary polynomial
P q as the following:
Proof. According to the polarization given on [9, page 403],
we can then deduce
and P j (Θ) = c j ((n + 1 − d)ω) is the j-th Chern form of the hypersurface. To formularize E j , we have the following: Sublemma 2.2. The iterative formula of the tail part ofP q (∇X, Θ, · · · , Θ) is
Proof. (17) and (18) can each be proved by induction. First, we can obtain (17) by plugging the result of Claim 2.1, the curvature form in Lemma 2.2, and the assumption for j − 1 in the following
Equation (18) follows directly from applying induction on (17).
Sublemma 2.3.
Write the tail form in previous sublemma explicitly.
Proof. When j = 2, with direct computation we get
where θ is defined in (13) , and ∆θ = div(X). The sublemma follows from induction and the previous sublemma.
Recall the proof for Lemma 2.4. Plug (19) into (16) and sum them up. The first coefficient is computed directly from the relation
We need the following formulas to get the second coefficient.
where 0 ≤ k ≤ q. We omit the details for computing the coefficients.
Lemma 2.5. The Hodge decomposition of equation (14) can be computed as follows:
Proof. First, let us recall that
Then, combine the above result with Lemma 2.4 and (12), and use Theorem 4.1 in [11] divX − X(ξ) − (n − d + 1)θ = −κ to get formula (10).
Lemma 2.6.
Proof. Let
holomorphic vector field with (q − 1, q − 1) valued forms, where
We are going to show that
Claim 2.5.
If the claim is true, then Lemma 2.6 follows directly.
Proof of the claim. First, we need two formulas for the claim:
Proof of (23). Since M is Kähler, apply the covariant derivation on the curvature form,
Then (23) follows directly.
Furthermore, we have (22) when q = 2:
Recall the formula for the q-th Chern form,
Proof of (24). Prove by induction, using (25). When q = 2,
Assume it is true for 2 ≤ k ≤ q − 1,
Substituting (23), and (24) in (22), we have
Finally, the q-th Bando-Futaki invariant is
the q-th Bando-Futaki invariant can be written as
This proves the theorem.
Chen and Tian's holomorphic invariants
The holomorphic invariants were introduced by Chen and Tian [4] . We prove that they are the Futaki invariants. . Define
These new holomorphic invariants are independent of the choices of the Kähler metrics in the Kähler class [ω] , which were shown in [4] . There exists a constant α, such that αω ∈ c 1 (M ). Therefore, there exists a smooth real valued function f over M , such that Ric(ω)−αω = √ −1 2π ∂∂f . Take inner derivative on both sides, we have
where β is a constant. We need the following two formulas
for 1 ≤ j ≤ k + 1, and
where c is a constant and ∆θ
The new holomorphic invariants are
By applying (27), (28), (29), the invariants become
One can see that the Kähler form is normalized when we choose α = 1. These holomorphic invariants are then simply the Futaki invariants. The generalized energy functionals introduced in the same paper are the nonlinearizations of these holomorphic invariants. As we can see, the Futaki invariant can have different nonlinearizations.
Higher order K-energy Functionals
In 1986, Mabuchi first introduced K-energy as the nonlinearization of the Futaki invariant [13] . The critical point of the K-energy functional is the Kähler-Einstein form. K-energy are studied to understand the stability of Kähler manifolds by Tian [16, 17, 18] , Phong, and Sturm [14, 15] . Furthermore, Lu [12] provided the K-energy in an explicit formula for the hypersurface in the projective spaces. Phong and Sturm [15] formularized it on complete intersections using the Deligne pairing technique. Moreover, Bando and Mabuchi constructed higher-order K-energy functionals [2] , which are considered as nonlinearizations of the Bando-Futaki invariants [2] . (cf. Theorem 2 of Weinkove's [20] ) However, we can remove Weinkove's assumption, which states that the qth-Chern form is in the same cohomology class as µ q [ω q ] where ω is the Kähler form and µ q . Most importantly, he [20] formularized higher order K-energy as a generalization of Tian's formula of K-energy [16] . Bando and Mabuchi's proof [2] is discussed in detail in the following proof concerning the independence of the choice of paths of higher order K-energy functionals in the Kähler class by using Mabuchi's method [13] . where V = M ω n 0 . The independence of path choosing in the Kähler class for K-energy functionals was proved Mabuchi [13] , and for the higher order K-energy functionals was proved by Bando and Mabuchi [2] when 1 ≤ q ≤ n. Recently, Weinkove gave an alternative derivation of the proof by using Bott-Chern forms.
Let us re-prove the argument of Bando-Mabuchi in detail. To the reader's convention, we restate and clarify as follows. 
