We investigate two classes of generalized nonsmooth semi-infinite optimization problems in this paper, that is, the generalized convex semi-infinite optimization problem and the generalized Lipscitz semi-infinite optimization problem. Their first order necessary optimality conditions are obtained using either the differentiability properties of the optimal value functions or the bounds for the directional derivatives of the optimal value function.
Introduction
In recent years, there has been an increasing interesting in research for (generalized) semi-infinite optimization, see Lôpez and Still [1] , since various engineering problems can be modelled as (generalized) semi-infinite optimization problems, e. g., design problems, time-minimal heating or cooling of a ball and reverse Chebyshev approximation, see for instance [9] . In this paper, we consider generalized semi-infinite optimization problems in the following form: Denote the feasible set of the problem (1.1) by S = {x ∈ R n | g(x, y) ≤ 0, y ∈ Y(x)}. It can be seen from the above that the feasible set can be written in the following equivalent form
In order to study the optimality conditions of semi-infinite optimization, we need to know the differentiable properties of the function v(x). So our results are closely related to the differentiable properties of the optimal value function.
The optimization problem defined by ( generalized nonsmooth semi-infinite optimization problem (in short, a GNSIO problem). In the literature, there are many researches on optimality conditions for semi-infinite optimization problems. A necessary first-order condition of the Fritz-John type has been given recently by Jongen-Rückmann [2] without any regularity conditions on the lower-level problem. Rückmann and Shapiro [3] and Stein and Still [4] studied the first-order optimality conditions for generalized semi-infinite optimization. A common assumption considered above is that all involved functions appearing in those optimization problems are smooth. Worldwide there have been about thirty papers on the generalized semi-infinite optimization problems, for details to see the review [1] . To the best of our knowledge, there is no study that, like ours, considers generalized nonsmooth semi-infinite optmization problems. Based on this, in this paper, we study two classes of generalized nonsmooth semi-infinite optimization problems. As an extension to the GSISO problems studied by Rückmann and Shapiro [3] , we present the first order necessary optimality conditions for GNSIO problems which contain convex or locally Lipschitz functions under weaker assumptions.
The remaining part of this paper is as follows. In Section 2, we show some notation and basic assumptions that are used in this paper. In Section 3, we present the first-order necessary optimality condition for generalized convex semi-infinite optimization problems (in short, GCSIO problems). In Section 4, we present the first-order necessary optimality condition for generalized Lipschitz semi-infinite optimization problems (in short, GLSIO problems).
Preliminaries
In this section, we introduce the notation and the basic assumptions used throughout this paper. As is well known, for a 
and Lipschitz function's support function is f
The support function is very useful and plays an important role in nonsmooth optimization problems and convex analysis, see Aubin [6] and Xia et al. [7] . In the following, we give some basic assumptions that are used in the rest of the paper.
Assumption A1. The following assumptions hold:
. . , q, all are finite real-valued convex with respect to x for every y; In the latter case, if x 0 is a local minimizer of (1.1), then the standard first order necessary optimality condition takes the form 0 ∈ ∂f (x 0 ). Therefore, we assume from now on that v(x 0 ) = 0 at the point being considered, x 0 ∈ S. We denote the set of active constraints at x ∈ R n by
According to Assumptions A1 and B, the sets Y(x) are compact for all x near x 0 . Since v(x 0 ) = 0, the set of active constraints
is nonempty.
First-order necessary optimality condition for GCSIO problems
Firstly we define the set-valued mapping Y(·) as follows:
. . , q, are convex in x for every fixed y and strictly concave in y for every fixed x. This set-valued mapping will be used later.
In this section, we consider the following generalized convex semi-infinite optimization problem
where f is a finite-valued convex function, g(x, y) is convex in x for every fixed y and strictly concave in y for every fixed x and the mapping Y(x) is defined as above.
The following two constrained qualifications will be used in this paper, for details see [8] .
Strong Slater Constraint Qualification (SSCQ):
We say that the constraint set satisfies a strong Slater assumption (SSA in short) if
Basic Constraint Qualification Condition (BCQC):
A constraint set S is said to be satisfy BCQC at x if
where N S (x) is the normal cone at x of S and
where J x (y) is the index set of active constraints of Y(x).
According to the above assumptions and constraint qualifications, we present the following main results. 
Proof. Since v(x)
According to the condition of Proposition 3.1, one has that
. Furthermore, we have, from Th 23.7 of Reference [10] , that [5] . one has that ∂v(x 0 ) is nonempty and convex. This implies that
. 
This implies that BCQC holds. 
,
Proof. According to the property (3.1), one has that the constraint-set {x|v(x) = max y∈Y(x) g(x, y) ≤ 0} satisfies the Basic Constraint Qualification at x 0 . From Th 4.4.2 in Reference [8] , one has that x 0 is the optimal solution of the problem (3.1). In consequence, one obtains that
Letting λ l = µµ l , we have the conclusion of the theorem. 
Proposition 3.2. Consider the optimization problem
where A(x 0 ) is a set of multipliers at x 0 . 
Proof. The Lagrange function for the problem (3.2) is of the form
L(x, y, α) = g(x, y) − q i=1 α i h i (x, y).
According to the hypotheses of this theorem, L(x, y, α) is convex in
Moreover, we have
From (2) of Proposition 3.2, this implies that
where
From Th 2.3.2 in Reference [8] , it follows that A(x 0 ) is compact. By the well-known Farkas lemma, it follows that 0 ∈ Ω ,
i. e.,
First-order necessary optimality condition for GLSIO problems
In the above section, we studied the optimality condition for GCSIO problems. In this section, as the extension of the results for the GCSIO problems, we consider the following generalized Lipschitz semi-infinite optimization
In order to show our main results, we first give the following definition which is used later. 
where X is an open set and Y is a compact set, see [10] .
Now we present the following results for the GLSIO problems by using the above assumptions and constraint qualifications. 
Proof. Y(x)
Hence, it follows that
which implies that 
, y) is closed and bounded, we have from V3.3.3(ii) in [8] that
From the definition of v (x 0 ; d), we have that
Hence, for any given ε = 1 k > 0, there exists t ε > 0, such that for any t ∈ (0, min{t ε ,
It is easy to see that 
when y k is close enough to y * . Furthermore, one has that
Consequently, one has that
Therefore, According to Proposition 4.1, we have the opposite inclusion relationship and the demonstration is completed.
We now give the following two definitions that will be used in the optimization problem, is bounded, for details see [12] . Proof. It is easy to obtain from Th 1.14 of Reference [12] .
