A vast amount of audio features have been proposed in the literature to characterize the content of audio signals. In order to overcome specific problems related to the existing features (such as lack of discriminative power), as well as to reduce the need for manual feature selection, in this article, we propose an evolutionary feature synthesis technique with a built-in feature selection scheme. The proposed synthesis process searches for optimal linear/ nonlinear operators and feature weights from a pre-defined multi-dimensional search space to generate a highly discriminative set of new (artificial) features. The evolutionary search process is based on a stochastic optimization approach in which a multi-dimensional particle swarm optimization algorithm, along with fractional global best formation and heterogeneous particle behavior techniques, is applied. Unlike many existing feature generation approaches, the dimensionality of the synthesized feature vector is also searched and optimized within a set range in order to better meet the varying requirements set by many practical applications and classifiers. The new features generated by the proposed synthesis approach are compared with typical low-level audio features in several classification and retrieval tasks. The results demonstrate a clear improvement of up to 15-20% in average retrieval performance. Moreover, the proposed synthesis technique surpasses the synthesis performance of evolutionary artificial neural networks, exhibiting a considerable capability to accurately distinguish among different audio classes.
Introduction
Due to the drastically increased amount of multimedia data available in the Internet and in various public and personal databases, the development of efficient indexing and retrieval methods for large multimedia databases has become a widely studied research topic. Scientific fields, such as digital signal processing (DSP) and computer science (particularly machine learning), provide efficient and mathematically well-defined methods for data mining and knowledge discovery from specific observations or databases [1] . One of the major research foci in the field is concentrated around content-based classification using supervised learning methods. In these, a dataset together with its perceived class labels, known as "ground truth," is used to train a classifier, so that it can learn to discriminate among the individual classes in the training dataset. This enables the classifier to classify new, previously unseen data items with a certain degree of accuracy. Once successful such methods can be applied to several application areas, such as advanced database browsing, query-by-example retrieval, highlight-spotting from movies and/or sport events, speaker recognition, and so on.
In general, whenever machine learning techniques are to be applied to data classification or clustering tasks, certain features need to be extracted from the data. The features can be numerical or nominal scalars or vectors describing specific characteristics of the data such as, in the case of audio signals, tonality or fundamental frequency (FF). Because the data classification and mining methods are strongly dependent on the extracted features, their quality and discriminative capability have an obvious influence on overall classification performance. Unfortunately, despite the enormous number of different audio feature extraction methods available in the literature, the features have limitations and drawbacks in describing the data content, so that the current audio classifiers cannot really compete with the human auditory perception system. As will be shortly reviewed, such a lack of semantic representation, the "semantic gap," has led to developing several promising techniques to obtain more power of discrimination from the extracted lowlevel features. The related work in this field is presented in the following section, which focuses on the two most important feature enhancement methods in the literature, feature selection and feature synthesis (also known as feature generation/construction/transformation).
Related work
Generally in machine learning, it is desirable to work with low-dimensional feature vectors (FVs) to reduce computational complexity, and also to avoid the socalled curse of dimensionality phenomenon [2] , which basically states that in high-dimensional representations the available data become too sparse for any decent statistical or structural analysis. In a feature selection scheme, the FV dimensionality is lowered by selectively choosing an expressive and compact set of features among a possibly much larger original set. Evolutionary algorithms, such as genetic algorithms (GAs) [3] and genetic programming (GP) [4] , are encountered in several feature selection approaches in the literature (see, e.g., [5, 6] ). Recently, another population-based stochastic optimization algorithm, particle swarm optimization (PSO) [7] , was used by Ramadan and Abdel-Kader [8] . They applied PSO to features extracted by discrete cosine transform and discrete wavelet transform. The face-recognition results were comparable to GA-based feature selection but with the benefit of fewer features. Another PSO-based feature selection approach was presented by Chuang et al. [9] in which an improved binary particle swarm optimization was applied to a set of gene expression data classification problems. The highest classification accuracy was obtained in 9 out of the 11 tested gene expression problems. It was also reported that the average classification accuracy obtained by a K-nearest neighbor classifier was increased by 2.85% when compared to the previously published methods. Other types of classifiers, such as support vector machines (SVM) [10, 11] and back-propagation networks [12] , have also been tested with PSO-based feature selection in varying types of classification problems. Finally, in [13] , a survey of several other feature selection methods was presented, leading the authors to conclude that "applying first a method of automatic feature construction yields improved performance and a more compact set of features." Hence, research for generating completely new (or modified) features has gained more attention during the past few years.
To date, several feature generation approaches have been proposed [14] , which have shown improvements over many types of classification problems. In one of the pioneer works, Markovitch and Rosenstein [15] proposed a framework for feature generation based on a grammar consisting of feature construction functions (such as arithmetic and logic operators). In their research, new features were iteratively constructed using decision trees, while the evaluation of the framework was done using the Irvine repository of (symbolic) classification problems. Improved classification results were obtained with several tested classifiers when applying them with the original and constructed feature sets (FS). However, such grammar-based methods lack the ability to generalize across more concrete and realistic cases, where, instead of symbols, the input data consists of raw signals. The challenge with signals is that there are no "universally good" features available; rather one has to manually choose and extract a specific set of features among the huge amount of existing possibilities. Thus, it can never be guaranteed that the selected features truly represent the optimal set of features for the problem at stake. To address the issue, a fascinating and rather recent idea of automatic feature generation has proven to be a promising approach, as it allows going beyond the limitations of human imagination in producing new transformations and (artificial) features.
Automated feature generation approaches are generally based on a "trial and attempt" type of methodology, meaning that stochastic searching and optimization algorithms are commonly applied. In [16] , a combination of both feature selection and generation was proposed based on a modified GA. The algorithm was applied for the feature transformation process, and an inductive learner was used to evaluate the constructed features on an interpretation of chromatography time series. It was confirmed that one can significantly improve the learning performance when using the constructed features instead of the original time series data. The term "feature synthesis" was first used by Krawiec and Bhanu [17] in the context of object recognition. They applied linear GP to encode potential recognition procedure synthesis solutions, expressed in terms of elementary operations. The training consisted of co-evolving feature extraction procedures, each being a sequence of elementary image processing and feature extraction operations. The recognition accuracies obtained were comparable to those achieved by standard methods. Bhanu et al. [18, 19] continued the work in the context of face expression recognition, where a Gabor-wavelet representation was used for primitive features and linear/nonlinear operators were selected among 37 different options to synthesize new features. Each individual in the applied GP algorithm was represented by a binary tree, each of which corresponded to a single composite operator (consisting of several primitive operators). The operator selection was tuned using a Bayesian classifier, and the operator yielding the best classification accuracy was used in synthesizing new FVs for each image in the database. Improved classification accuracy with fewer features was obtained compared to results obtained using the original set of primitive features in the expression recognition task. The work was expanded in [20] , where co-evolutionary processing was added to the approach to enable using several sub-populations in the GP algorithm. In this case, the final FVs were formed by combining the composite features synthesized by each individual subpopulation. The obtained classification results for synthetic aperture radar images showed occasional improvements compared to the primitive features; as before, fewer features were required to obtain comparable recognition rates. However, the authors also conclude that ". . . it is still very important to design effective primitive features. We cannot entirely rely on CGP (co-evolutionary GP) to generate good features."
Probably the first audio feature generation system was one proposed by Pachet and Zils [21] . Their approach uses GP as the core feature generation algorithm in an extractor discovery system (EDS) framework, to explore large operator function space and to automatically discover new high-level audio features. The search is guided by specific heuristics, which enable applying knowledge representation schemes about signal processing functions as part of the feature generation process. More recently, Pachet and Roy [22] applied the same EDS framework, where analytical features (AF) were also introduced. These represent a large subset of all possible audio DSP functions, and are expressed as a functional term consisting of basic operators. The main idea in [22] is to apply genetic transformations in order to improve the current population of the (first random) AFs, while the fitness of each AF is evaluated using an SVM classifier. The idea of EDS bears some similarities to the framework proposed in [15] and some other feature generation approaches, but differs in providing operator knowledge (such as function patterns and heuristics) within the process. As a result, improved classification results compared to common audio features were obtained with the AFs in several challenging classification tasks. The authors also participated to the research made in [23] with AFs proposing a method to improve search performance involved in feature generation tasks. The applied algorithm is a variant of simulated annealing, guided by the so-called spin patterns, which are statistical properties of the feature space. Three audio classification problems were evaluated using the generated features, and significant improvements in execution time were reported when the results were compared to those obtained with features searched using GA, as described in [22] .
Generally in audio signal processing, ad hoc domainspecific features have also gained considerable attention during the past few years, mainly applied to specific audio classification problems. For example, Mörchen et al. [24] constructed a large set of features by applying cross products between several existing short-and longterm (obtained by several aggregation methods) feature functions, resulting in approximately 40,000 audio features in total. It was shown that some of the constructed features could indeed improve music classification performance relative to conventional features. Another such example was presented by Mierswa and Morik [25] , where method trees consisting of ad hoc features for a given audio signal were introduced. The trees were automatically generated with GP by combining elementary feature extraction methods. To do this, an additional complexity constraint was applied to keep the computational processing feasible. Improvements were reported in music genre classification accuracy over approaches with traditional audio features. Furthermore, in [26] the same approach was applied to speech emotion recognition with comparable results.
Considering potential drawbacks and uncertainties in the previously proposed feature generation approaches, an important issue relates to the computational time and complexity required for the synthesis process. More specifically, generating new FVs with high dimensionality may be laborious and time-consuming; for example, in [20] , a separate subpopulation needed to be generated for each new generated feature. However, despite the increasing amount of computation required, also highdimensional representations should be considered when striving to generate efficient new FVs. The individual feature search method, introduced in [23] , provides a significant contribution to the field in decreasing computation time with respect to GP (by an order of magnitude). Due to the somewhat constrained set of experiments, however, eventually the method shows particularly significant differences to traditional GP mainly at the initial stage of the search, whereas the fitness difference becomes less significant as the search goes on. The allowed search space size in general plays an important role, as it may become too large to be explored efficiently (and throughout). For example, in the case of the AF proposed in [22] , it was said that "the space of 'reasonable size' AFs is huge" (as it should be to allow capturing a sufficient collection of DSP functions), and, later, that "eventually the EDS framework reaches the fringe of the space, although it certainly does not explore all of it." Now, depending on the case, such partial exploration might cause some lack of performance to the generated features, which is addressed in this article by applying two dedicated techniques for converging towards the global optimum of the parameter search space. The EDS framework applied and discussed in [22] uses several heuristics as a vital component to guide the search. These may complicate the system implementation and, in some cases, cause additional uncertainty or fuzziness (due to stochastic behavior) to the process. Considering the combined feature selection and feature generation methods proposed so far, a separate feature selection scheme is generally required as a part of the main system topology, whereas the approach proposed in this article provides feature selection as a built-in property within the underlying PSO algorithm. This makes the overall design and implementation of the method easier, and possibly decreases the number of adjustable parameters. Finally, in some cases (e.g., in [20] or in [24] with most of the cases), it was demonstrated that the generated features cannot always improve the final classification results, which is an issue worth taking into a deeper discussion in order to discover valid reasoning for such synthesis behavior. It could be that the search for the optimal synthesis parameters in a high-dimensional solution space gets trapped into a local optimum, ultimately yielding deficient synthesis results. Another reason could be that the evaluation of the feature quality does not correlate with the actual performance obtained using the features. The problem might also relate to the manually selected dimension for the synthesized FV, which may serve as an apparent source of sub-optimality. Nonetheless, in the previously proposed feature generation approaches, the dimensionality issue is only rarely considered and discussed. In [22, 27] , separate classification experiments with different FS dimensions are performed and compared. Automatic, simultaneous, and on-going search and optimization regarding to output FV dimensionality, however, is a novel property provided by the synthesis technique proposed in this article.
The proposed feature synthesis technique
In this article, we aim to overcome the mentioned problems by proposing an evolutionary feature synthesis (EFS) technique based on PSO. The technique is applied for audio feature selection and synthesis. The main motivation for the work is to provide improved contentbased audio classification and retrieval performance. To motivate the selection of PSO instead of the generally applied GA (or its derivatives), a comparison of the two algorithms, based on [9] , is provided in Table 1 . In short, the main advantage of PSO over GAs is that the algorithm provides more profound intelligent background [28] , and it can be performed more easily than GAs [28] . Also, the computation time of PSO is usually less than for GAs, because all the particles in PSO tend to converge to the best solution rather quickly [29] . The synthesis approach presented in this article provides the ability to apply any fitness measure found appropriate for the final feature task at hand (such as classification). Furthermore, we apply a multi-dimensional extension of the basic PSO algorithm (MD PSO, [30] ) to allow dynamic output FV dimensions. This avoids the need of fixing the dimension of the solution space (corresponding to the dimensionality of the synthesized vector) in advance, which is a property not considered in the audio feature generation methods published before.
In order to better avoid the problem of premature convergence related to the traditional PSO, a recent technique, the fractional global best formation (FGBF) suggested in [31] , is also adopted within the proposed synthesis approach. A preliminary work was presented in [32] , in which the performance improvement provided by the approach was tentatively verified in the context of images. Furthermore, in this article, a heterogeneous particle behavior approach, recently proposed by Engelbrecht [33] , is considered. The approach provides further assistance for the particle swarm to converge to the global optimum of the search space by altering the particle velocity update rules. Hence, finally, as a combination of all the PSO extensions, in this study we propose applying an MD PSO algorithm with FGBF and heterogeneous particle behaviors for audio feature synthesis. To the best of the authors' knowledge, we are not aware that such an approach (or PSO in general) should have been proposed earlier in the audio feature generation field. Table 1 Comparison of GA and PSO as search algorithms
The rest of the article is organized as follows. The low-level audio features considered in this research are described in "Low-level audio features" section, whereas in "Evolutionary optimization techniques" section, the underlying evolutionary optimization technique, the MD PSO, is introduced in detail. "EFS and selection" section presents an overview and technical details of the proposed feature synthesis approach, and the experimental results with comparative evaluations are shown and discussed in "Experimental results" section. Finally, "Conclusion" section concludes the article and discusses topics for future research.
Low-level audio features
In order to provide some important background information for the ultimate goal of this study, i.e., improving the audio retrieval performance, we start by introducing the applied original (low-level) audio features and the extraction procedures preceding the actual feature synthesis process. As mentioned in "Introduction" section, audio features play an essential role in content-based classification and retrieval tasks, so that selecting and extracting the "correct" features for the problem at hand is of utmost importance. Thus, the major focus is on synthesizing new features from the low-level audio features most typically used in the literature. This provides us a solid "baseline" FSs and allows us to demonstrate the effectiveness of the proposed synthesis technique.
Two separate audio feature extraction approaches are used to evaluate the performance of the feature synthesis with different types of features. In order to detect specific temporal signal characteristics, the considered audio clips are processed in short time frames of 40-ms duration. The first approach extracts segment-based features, while the second one is based on the so-called "bag-of-frames" approach [34] , where the features are extracted directly from the short-time frames. The details of the extraction methods are provided in the following sections.
Segment features
The segment features are extracted based on the method introduced in [35] . The energy levels of the audio frames are computed, and then compared to the average energy level of the whole audio signal to detect and discard silent audio frames. In the second phase, seven audio FSs (specified on the left column of Table 2 ) are extracted from the non-silent frames, and consecutive non-silent frames are merged to form distinct audio segments. Hence, theoretically, an audio signal with no silent sections would be considered as a single segment. However, due to some background noise or environmental acoustics, occasional non-silent frames may occur in the middle of a silent section. To filter out such noisy frames in the process, an empirically determined threshold of five consecutive frames was set as a minimum duration for a signal segment. Finally, the actual audio segment features are formed by computing the mean (μ) and standard deviation (σ) statistics of each FS (including also the STAT features, i.e., means of means, etc.) over the formed segments. Thus, as an example, an audio signal consisting of four separate segments is represented by four corresponding segment FVs of each FS. For a more detailed description of the segment feature extraction, the reader is referred to [35] .
Key-frame features
In the second feature extraction approach, the features are extracted directly from the short time frames. Due to this, the frames are first Hamming-windowed to avoid sharp discontinuities at the frame edges. Because there are many frames already in a single audio clip, a specific key-frame extraction method, proposed in [36] , is applied to reduce the most redundant frames. Such redundancy occurs because many audio classes, such as music or speech, contain similar and almost identical sounds (such as common vowels or same notes of an instrument). In short, the main idea in the frame reduction approach is to partition the extracted frame features into distinct clusters (based on their similarity/distance between each other) and to select only one or few keyframes from each cluster to represent its corresponding sound. For this, a minimum spanning tree clustering algorithm is applied, which is detailed in [36] . As an outcome of the procedure, the overall amount of frames is S_AUDIO includes the following segment features (μ,σ): tristimulus, smoothness, spectral spread, spectral roll-off, RMS amplitude, inharmonicity, spectral crest, loudness, noisiness, power, odd-to-even ratio, and sub-band powers of six frequency bands. c K_AUDIO includes the following key-frame features: irregularity (two versions), tristimulus, smoothness, spectral spread, zero-crossing rate, spectral roll-off, loudness, flatness (linear and decibel scale), tonality, noisiness, RMS amplitude, inharmonicity, spectral crest, odd-to-even ratio, spectral slope, FF, skewness, kurtosis, spectral skewness, spectral kurtosis, and 7-band sub-band powers.
significantly decreased, whereas most of the feature description power is still maintained. The three frame-level FSs used in this study are listed on the right column of Table 2 .
The extracted features of Table 2 represent an inclusive set of common audio features found from the literature. The feature implementations are based on a publicly available "LibXtract" library [37] , although some of the segment features, such as dominant BER and segment FF, are extracted as described in [35] . The dimensions of the extracted FSs/vectors are also given in parenthesis for all sets in Table 2 . For example, taking the mean and standard deviation of the 13th-order segment MFCC features results to a 26-dimensional FV.
The feature values of each segment/key-frame-as well as their corresponding ground truth class labels and clip indices (describing from which audio file a particular FV is extracted from)-are stored in a single plain text file, so that the actual audio files are not needed anymore after the feature extraction phase. For specific definitions and formulas for the extracted features, the reader is referred to the audio signal processing literature (see, e.g., [38] [39] [40] ).
Evolutionary optimization techniques
In this section, the PSO algorithm, its multi-dimensional extension, and the FGBF technique are introduced. The adaptation of heterogeneous particle behaviors within the MD PSO process is discussed in detail at the end of the section.
MD PSO
PSO was first introduced by Kennedy and Eberhart [7] . The PSO algorithm is a population-based optimization technique, in which a swarm of particles propagates in a pre-defined search space. Each individual particle, p, of the swarm represents a potential solution to an underlying optimization problem, in which the particles are evaluated using a proper fitness function, F p ½ . The PSO algorithm is specifically designed for solving nonlinear optimization problems. Due to the diversity associated with randomly distributed particles, the algorithm is capable of searching the best solution among several local minima. After the initialization phase of the algorithm, where the particle randomization is performed, the particles are evaluated and moved iteratively in the search space. In order to eventually converge to the global optimum of the search space, each particle p holds in its memory both social and cognitive terms, where the former corresponds to the best position found so far by the entire swarm (the global best) and the latter stands for the best position found by the particle p itself (personal best). As will be shortly seen, both the social and cognitive terms contribute in a stochastic manner to the particle position at the next iteration round.
An MD PSO algorithm was proposed in [30] . The algorithm allows the particles to make inter-dimensional jumps and visit any dimension, d, within a given range,
Thus, in order to provide improved fitness scores, the MD PSO searches for the global best solution among several search spaces with different dimensions. The particle navigation among the dimensions is controlled by a separate dimensional PSO process, which is interleaved with the regular positional update process. For this, each particle keeps also track of its personal (and the global) best dimension (from which the best fitness value so far has been achieved).
In a MD PSO process, the components of each particle p at iteration round t in a swarm of P particles are presented as, 
After computing the fitness score of each particle position with the applied fitness function , the following update equations are used for the personal best position and
8 < : dimension of particle p for iteration t + 1: and
Furthermore, for each dimension d 2 D min ; D max ½ , the global best particle position is updated aŝ
and, finally, the global best dimension is updated aŝ
where, in both (3) and (4), p 2 1; P ½ . The particle positions within the current dimension d p (t) are updated after each iteration as shown in (5), where w(t) is a so-called inertia weight, c 1 and c 2 are pre-determined constants, r 1 and r2 are vectors of uniformly distributed random variables, that is r 1;j ; r 2;j $ U 0; 1 ð Þ; 8j 2 1;
Þworks as a clamping operator that limits the elements of vector z between the specified values Z min and Z max . Typical PSO parameters [41] were used in this study, that is, the inertia weight was linearly decreased from 0.9 to 0.4, and c 1 and c 2 were both set to 2. The limiting values for the particle position, velocity, and dimensional velocity, X, V, and VD, respectively, were empirically set into proper values, as will be discussed later in "Experimental results" section. Note that the new par-
ð Þ after the positional update, whereas the dimension may change afterwards in the dimension update process defined in (6) , which is performed at the end of each iteration round. The b•c operator in (6) stands for a floor function, and r 1 and r 2 are now scalar uniformly distributed random variables; otherwise the update is performed similarly to the positional updates. For an interested reader, the pseudo-code and further details of the MD PSO are provided in [30] .
FGBF algorithm
In some cases, the (MD) PSO algorithm suffers from the so-called premature convergence problem, meaning that the global best particle traps into a local minimum in the search space. This is especially true in high-dimensional and multi-modal search spaces, which are often encountered in real-world applications. The problem is mainly caused by the loss of diversity, meaning that all the particles are clamped too close to each other in the search space. A recent method called FGBF [31] has been proposed to tackle this problem by exploiting the potential of individual particle elements of each particle position. The idea in the technique is to evaluate a separate fitness score for each particle element, in order to form an artificial global best (aGB) particle by combining the best elements found from the entire swarm. The formed aGB particle is then applied whenever it surpasses in fitness the regular global best particle,ŷ d t ð Þ, of the swarm. For MD PSO, this means that a separate aGB particle needs to be assigned for each search space dimension,
However, in this case the aGB particle of a particular dimension can be also formed by combining particle elements from dimensions other than the current one. This is demonstrated in Figure 1 , where elements from three different particles from separate dimensions, Figure 1 An illustration of the formation of an aGB particle dimension of 4. Elements of three different particles, a, b, and c, having the dimensions of 2, 6, and 3, respectively, are brought together and combined in the formation process. Note that several elements can be taken from a single particle. ð Þ p;j t ð Þ , are combined to form the aGB particle. Such an approach increases the probability of finding an aGB particle with a higher fitness score than the existingŷ d t ð Þ solution for the dimension d at stake. For the sake of clarity, pseudo-code for the FGBF approach within the MD PSO algorithm is shown in Algorithm 1. a. Assign the best elements into the aGB solution: aGB
Algorithm 1 Pseudo-code of the FGBF algorithm in MD PSO
Let j ½ ¼ arg min p2 1;P ½ F x d p t ð Þ p;j t ð Þ h i ,d j t ð Þ ¼ x d b j ½ t ð Þ b j ½ ;j ; j 2 1; d ½ : b. If F aGB d t ð Þ Â Ã < Fŷ d t ð Þ Â Ã À Á , then y d t ð Þ ¼ aGB d t ð Þ: 3. Re-evaluate:ŷd t ð Þ ¼ arg min d Fŷ d t ð Þ Â Ã :
Heterogeneous particle behaviors
As proposed recently by Engelbrecht [33] , variation of the particle behaviors, i.e., the velocity update rules, is another efficient way to enhance the convergence ability of the swarm in highly multi-modal problems. In addition to the particle velocity update equations (5) and (6), four other update models are introduced in this section. The models are extended to be used with the MD PSO approach so that the corresponding dimensional update rules are changed accordingly. Whenever a particle seems to get stuck into a local optimum, a new behavior model is assigned to it in a random manner. As well, the initial behaviors are chosen randomly for each particle.
Cognitive-only MD PSO model
In the cognitive-only MD PSO model [42] , as the name suggests, the social termsŷ jd p t ð Þ t ð Þ andŷd t ð Þ of the particles (i.e., the latter terms of (5) and (6) with the c 2 coefficients) are removed from the velocity update equations. This leads to broader particle exploration as interaction among particles ceases. This, instead, causes every particle to become an independent hill-climber in the search space. Thus, whenever the particle position is updated using this model, the (artificial) global best particle position is not considered in the update process.
Social-only MD PSO model
Like the previous model, in the social-only velocity rules [42] , the cognitive terms y d p t ð Þ p;j t ð Þ and yd p t ð Þ of the particles (i.e., the former terms of (5) and (6) with the c 1 coefficients) are removed from the velocity update equations. Such a behavior provides faster particle exploitation, as now the entire swarm becomes a single stochastic hill-climber.
Barebones MD PSO
The Barebones PSO was suggested in [43] , and in this model the velocity update rule is replaced by
where σ ¼ y
Þ, so that the velocity ends up being the new position of the particle, sampled from the described Gaussian distribution N . Similarly, for the particle dimensional velocity, the following equation is applied
where σ ¼ yd p t ð Þ Àŷd t ð Þ . Again, the dimension velocity is considered as the actual new dimension, i.e.,
Note that the clamping operation is still applied to the obtained positions, so that the set limiting values are not exceeded.
In the positional point of view, the Barebones MD PSO facilitates an initial exploration, because at first the personal best positions are far away from the global best solution, causing large deviations to the Gaussian distribution. However, as more iterations are performed, the deviation approaches to zero, causing the behavior to focus on exploitation of the average of the personal best and global best positions.
Modified barebones MD PSO
A modified version of the Barebones, also suggested in [43] , is defined as
and for dimensional update, similarly, as,
; σ ; else:
Such a modification increases the exploration during the initial stages of the search process (compared to regular Barebones), as now 50% of the time the focus is on the personal best solutions. As the process converges, the behavior will turn to exploitation, when all of the personal best solutions converge towards the global best solution.
As mentioned, each particle obtains its starting behavior randomly among the introduced models (including the regular one), after which the behavior is changed whenever a particle cannot improve its fitness score for the last ten consecutive iteration rounds. The whole idea here is that a new behavior model may help the particle to step out from a possible local optimum, and hence eventually provide improvements to the particle fitness score.
EFS and selection
As earlier discussed, the motivation behind proposing the EFS technique is to obtain enhanced audio features, so that audio classification and retrieval performance can be improved. In this section, we will describe the proposed feature selection and synthesis technique in detail. It will be shown that, with a proper encoding scheme (encapsulating several linear/nonlinear operators and the selected original features with their weights), the MD PSO particles can perform an evolutionary search towards finding the optimal synthesis parameters and output vector dimension. For this, a proper fitness measure is to be designed, which maximizes the overall classification (or retrieval) performance. The fitness functions applied in this study for evaluating the particle swarm performance during the synthesis procedure are introduced at the end of the section.
Definition of the main objectives
In an ideal case, a feature synthesis system, also called here as a feature synthesizer, receives as its input a specific set of (low-level) audio features, selects the most representative and appropriate subset among them, combines and modifies the features by applying a proper set of transformation operators and feature weights, and finally produces a set of new and descriptive features in an optimal dimension with respect to the fitness function assigned for the problem. Such an ideal feature synthesis operation (for the purpose of clustering) is demonstrated in Figure 2 , where two-dimensional features of a 3-class dataset are successfully synthesized into clearly distinct clusters, enabling a much easier classification and/or retrieval task compared to the original feature distribution. Note that, unlike in the figure, the proposed feature synthesis approach allows the output dimension to differ from the original dimension.
Changing the output dimensionality makes the approach somewhat similar to SVM, which attempt to transform the original features into a higher dimension to enable linear separation. However, a drawback with SVMs is their high dependency on the applied kernel function and the corresponding internal parameters, which may not fit to the problem at hand properly. This phenomenon is demonstrated in Figure 3 , where two successful sample feature synthesizers are presented for a two-class classification problem. The upper case corresponds to an SVM with a polynomial kernel in a quadratic form. It is indeed capable of performing a proper transformation from 2D to 3D, enabling thus a linear separation between the two classes. However, in the lower case, a sinusoid with a proper angular frequency, ω, needs to be applied instead for satisfactory class discrimination. Hence, it can be seen that searching for the correct transformation (instead of applying a fixed kernel) is of paramount importance, and this is actually considered as one of the main motivations for designing the feature synthesis scheme proposed in this article.
In light of the above discussion, the main objectives of the proposed EFS technique are to perform a proper feature selection among the original features, search for the optimal operators and feature weights for the synthesis process, and search for the optimal output FV dimension among a defined dimension range.
Overview of the proposed feature synthesis system
To meet the aforementioned objectives, an evolutionary search procedure is performed. For each new synthesized feature (meaning a specific single feature in the generated output FV), the system, with a specified synthesis depth value K, 1. selects K + 1 original features f 0 ,. . .,f K , , 2 scales the selected features with proper weights w 0 ; . . . ; w K , 3. selects K operators, θ 1 ; . . . ; θ K , to be applied over the selected and scaled features, and 4. bounds the output with a nonlinear operator (here tangent hyperbolic is applied).
Now, suppose that θ n f a ; f b ð Þ, where n 2 1; K ½ , stands for performing a specific operator θ n over the features f a and f b . Then, a formula for synthesizing a new feature s j can be defined as
that is, first the operator θ 1 is applied to the weighted features f 0 and f 1 , after which the operator θ 2 is applied to the result of the first operation and the weighted feature f 2 , and so on. Finally, the operator θ K is applied to the result of all the previous operations and the weighted feature f K . With the details provided in "Encoding of the particles" section, the dimension of the synthesized FV, s , along with the rest of the parameters in (11) are simultaneously optimized within the applied MD PSO search process. In this article, the term "evolutionary" refers both to the underlying computing technique, the MD PSO, as well as to the nature of the feature synthesis process itself, which can be performed in one or several runs. The idea here is that each new run can further synthesize the features generated at the previous run and, hopefully, further increase their discrimination power. A block diagram of the overall synthesis process is illustrated in Figure 4 , where R synthesis runs are performed. The total number of runs, R, can either be determined in advance or adaptively, in which case the fitness evaluation results are monitored after each run, and the process is stopped after no significant improvement is obtained anymore. Whether there should be more than a single set of features to be synthesized, an individual feature synthesizer will be evolved for each FS. This is done in order to decrease the computational time needed for the overall processing, as this enables synthesizing the FSs in parallel by separate processes.
In a sense, the proposed EFS technique can be seen as a generalized form of artificial neural networks (ANN). Considering the four system steps listed above, a singlelayer perceptron (SLP) classifier performs only steps 2 and 4, as neither feature nor operator selection is involved in the process. Instead, SLP does add a bias value to its weighted features, which can be mimicked also in our approach by inserting an additional constant value of 1 at the end of each original input FV (which the synthesizer can then select and scale among the other selected features). However, as no notable performance gain was witnessed by performing such an action, in the end the bias encoding is not considered in the proposed EFS technique. For further comparison, note that in the SLP topology the output layer dimension is fixed, whereas in the EFS the output dimension is (as mentioned) optimized within the set range. Also notice that performing several consecutive EFS runs corresponds to a multi-layer perceptron (MLP), or, in fact, any feed-forward ANN type. Similarly to SLP, the MLP does not include feature selection, and it also performs with fixed operator and output dimension. An important difference between the MLP and EFS approaches is that in the EFS technique the fitness of the synthesized FV is evaluated after each run, whereas in MLPs only the final fitness score in the output layer is considered, as the intermediate network layers are "hidden."
Encoding of the particles
Recalling the PSO definitions introduced in "MD PSO" section, the position of a d p (t)-dimensional particle p at Thus, referring to the previously introduced four system steps, each such element must contain the following: K + 1 indices for selecting the original features, K + 1 feature weights, and K operators in an encoded form to synthesize the corresponding output feature. For this, the positional elements of each particle in the particle swarm are encoded in a vector form of length 2 K + 1, including K + 1 "A-type" and K "B-type" components. These define the corresponding synthesis parameters as follows:
where the b•c and d•e operators correspond to the floor and ceiling mathematical integer functions, respectively. The value ranges for the components can be defined based on the input FV dimension, F, and the total number of operators available, Θ, as A n 2 0; F and B n 2 ½ 0; Θ ½ . The weight values are limited to 0 ≤ w n < 1.
To give an example of the particle encoding scheme, Figure 5 presents a 6D particle p with the corresponding synthesis process. Note that only the synthesis process of the first element of the output FV at run r, FV(r), is shown in detail, although a similar process is performed for all the output vector elements. For simplicity, the synthesis depth value, K, is set to 3, meaning that only K + 1 = 4 features, f 0 ,. . .,f 3 , are selected from input FV(r -1). Thus, as demonstrated in the figure, each of the particle elements includes 2K + 1 = 7 encoded synthesis components, A 0 ,. . ., A 3 and B 1 ,. . .,B 3 . The dimension of the input FV (which may either refer to the original FV consisting of a specific set of low-level features, or to an output FV from a previous EFS run, r -1) is F = 8. As the total number of operators is set to Θ = 5, the value ranges for the two component types can be defined as A n 2 0; 8 and B n 2 ½ 0; 5 ½ . In Figure 5 , the selected features obtained by the underlying MD PSO process are the 7th, 3rd, 1st, and again the 3rd element of the input FV, while the corresponding operators are selected as '+' , 'min' , and 'Ã' Thus, performing the synthesis process as given in (11), the first element of the output FV is obtained by
where f n ½ stands for the nth element of the input FV. Considering again the similarities of the EFS technique and an SLP classifier, it can be noticed that by setting Figure 5 An example of a particle encoding in a 6D feature space with a synthesis depth set to K = 3, an input FV dimension of F = 8, and the number of operators defined as Θ = 5.
K + 1 = F, discarding the feature selection as f n ¼ f n ½ , and setting each operator θ n to '+' , the two approaches become identical. Similarly, by performing several runs with such synthesis parameters corresponds to an MLP approach with a one-to-one analogy between the number of hidden layers and the number of runs performed. In this sense, it can be stated that a regular feed-forward ANN is a special case of the proposed EFS approach.
The fitness measures
Proper designing of the applied fitness measure plays an essential role in the feature synthesis process. The design is dependent on the intended use of the features, as the measured fitness value should highly relate to the objective of the synthesis process. Traditionally in content-based classification and retrieval scheme, specific similarity measures, such as Euclidean distance, are applied to measure the distances between the FVs of a classified (or queried) item and each item belonging to the database. In a retrieval case, the performance can be evaluated using the average precision (AP) metric, or the so-called average normalized modified retrieval rank (ANMMR), which is defined in the MPEG-7 standard [44] .
As the main goal of the research is to improve audio retrieval performance by the means of feature synthesis, an intuitive approach for constructing a proper fitness function [Á] for the task would involve computing either the average retrieval precision (AP) or the ANMMR values. However, neither option would be computationally feasible for large databases, as they both require conducting a separate batch query (i.e., selecting each item in the database as a query item one by one, performing a separate query for each of them, and finally taking the mean of the obtained retrieval results) for every fitness evaluation during the synthesis process. Therefore, in this article, we concentrate on obtaining a maximal discrimination between the features of different database classes, which should in turn result in improved retrieval performance. To achieve this we propose two alternative ways to form the fitness function, described in the following sections.
Discrimination measure
First, a measure for evaluating the discrimination capability provided by the synthesized features is proposed. The measure is based on two widely used criteria in clustering:
Compactness: the database items of one cluster should be similar and close to each other in the feature space, and Separation: different clusters and their centroids should be distinct and well separated from each other.
Suppose the different labels of an L-class database are denoted as l 0 ; . . . ; l LÀ1 , and the corresponding class centroids as μ 0 ; . . . ; μ LÀ1 . Then, the following discrimination measure (DM) can be defined over a set of synthesized FVs, S = {s}, DM S ½ ¼ FP S ð Þ þ δ mean l n ð Þ=δ min l n ; l m ð Þ; where
The terms of (14) are defined as follows: FP(S) stands for the number of false positive FVs occurring among the synthesized FVs S, meaning that those FVs are actually located in closer proximity to some other class centroid than their own, δ mean l n ð Þis the average intra-class distance, and δ min l n ; l m ð Þ corresponds to the minimum centroid distance among all the classes. Thus, the discrimination measure, DM[S], strives for minimizing the intra-cluster distance, while maximizing the shortest inter-cluster distance. Ideally, each synthesized feature is in the closest proximity of its own class centroid, thus leading to a high discrimination among classes as illustrated in Figure 2 . However, minimizing the DM does not always lead to improved retrieval results. This is due to the fact that query items located at the outskirt of their own classes may be actually situated in closer proximity to some other FV located on the outskirt of its corresponding (wrong) class. Thus, in order to improve not only the feature discrimination in the feature space, but also the audio retrieval performance, next we propose applying a similar methodology that is utilized in feed-forward ANNs.
Target vector assignment
In the second approach, the idea is to assign a binary synthesizer target vector for each class, and let the underlying optimization algorithm to search for the proper synthesis parameters producing the desired output. The actual fitness value is then obtained by comparing the obtained and desired output vectors in a mean square error (MSE) sense. However, as the output dimension of the EFS is not fixed in advance, a separate target vector is generated for each dimension d 2 D min ; D max ½ , resulting to a complete target matrix. For producing the matrix, a so-called error correcting output code [45] analogy is applied, which suggests two criteria for generating proper binary target matrices:
Row separation: The target vectors should be well separated from each other in the terms of Hamming distance.
Column separation: Also the columns of the target matrix should be well separated from each other in the terms of Hamming distance.
Large row separation allows the synthesized vectors to differ somewhat from the actual target vectors without losing the discrimination between different classes. The reasoning for large column separation follows from the fact that each column in the target matrix can be seen as an individual binary classification task (between the classes having a value 1 and the classes having a value −1 in a specific column). Because of the varying similarity between two arbitrary audio classes, some of such binary classifications are likely to become much easier than others. Hence, as the same target vectors are nonetheless applied to any given input classes, it is also beneficial to keep the binary classification tasks as different as possible by maximizing the column separation.
To generate a binary matrix with maximal row and column separation, the following matrix generation procedure is used: The procedure generates new columns until the matrix is rotated back to its original order, resulting into a high column separation. Simultaneously, the row separation is greatly increased compared to the regular 1-of-L coding section. However, in practice it was observed that for distinct classes it is often easiest to find a synthesizer that discriminates a certain single class from the others, and, therefore, sparing the 1-of-L coding section at the beginning of the matrix generally improves the synthesis results. For the vector dimensions d < D max , only the first d elements of the target vectors are considered. This yields identical target vector elements between the vectors of different length, allowing the FGBF algorithm to combine particle position elements from different dimensions (refer to FGBF algorithm).
For clarification of the procedure, a target matrix for a 4-class database is demonstrated in Figure 6 , where the maximum dimension is set to D max = 10, and the minimum number of bits needed to represent the L = 4 classes is b min = 2. The empty entries of the matrix correspond to values −1, and T l n ½ stands for a target vector for class l n . As illustrated in this example, the generated matrix follows the provided algorithm with its 1-of-L coding section for the first L elements, followed by the elements created by the shifted rows of 2-bit row number representations.
By applying the definitions given above, the fitness value for the jth elements of all the synthesized FVs, S j , can be computed as
where T l n ½ j denotes the jth element of the target vector of class l n , and s j is the jth element of a single synthesized output vector belonging to class l n . The overall fitness score F S ½ can then be formed by adding the fractional fitness scores F j S j Â Ã together and applying normalization with respect to the number of dimensions. However, due to an observation that the first L vector elements, having the 1-of-L encoding, are usually the easiest ones to synthesize (and thus mainly favored in the dimension search by the MD PSO algorithm), the first L vector elements are handled separately in the summation process. Thus, for the dimensions d > L, the normalizing divisor is strengthened by an additional power parameter α > 1, which is to moderately increase the probability of converging into higher output vector dimensions whenever found beneficial. As a result, the overall fitness function F S ½ can be formulated as
in which it is assumed that D min > L. 
Experimental results
The EFS technique proposed in this article was tested with several audio classification and retrieval experiments using two separate audio databases. The first database consists of six distinct classes, while the second one was created by adding another six classes to the first database to form a more challenging 12-class database. The contents of the two databases are shown in Table 3 , where the class numbers ranging from 1 to 6 belong to the basic database of 6 classes, and the extended database with 12 classes includes also the class numbers ranging from 7 to 12. The audio class samples are collected from a few different data sources; the speech classes (class nos. 1 and 7) are derived from the TIMIT a database, the music classes (class nos. 5, 6, and 12) are from the RWC Music Database b and another music collection at Tampere University of Technology (TUT), the "general" audio sounds (class nos. 4, 9, 10, and 11) were purchased from the StockMusic.com webpage, c and, finally, the singing and whistling samples (class nos. 2, 3, and 8) are self-recorded and produced at TUT. The reasoning for two separate databases is to evaluate the scalability of the proposed feature synthesis system to more complex and difficult classification and retrieval tasks (i.e., to those cases where good features are truly needed).
In the experiments shown in this section, unless stated otherwise, the following parameters and settings were used for the EFS: the depth of the synthesis was set to K = 7, meaning that 7 operators and K + 1 = 8 features were chosen for the synthesis process of each output vector element, and the total number of operators, listed in Table 4 for features f a and f b , was set to Θ = 18. Similarly, the parameters for the MD PSO algorithm were set as follows: the swarm size was set to P = 600 particles, 1,500 iterations were used, the dimension ranges for the basic and extended databases were set as D min ; D max ½ ¼ (16) was determined separately for the key-frame and segment features as α = 1.15 and α = 1.3, respectively, as these values were found out to yield the best trade-off between the computational cost caused by higher dimensionality and the possible lack of performance caused by reduction of the synthesized FV dimension.
In this study, separate "training sets" were considered for both databases. The training sets were formed by random selection, such that 45% of the audio clips of each class from both databases were included to them. Analogous to supervised machine learning, extracted features of these training sets were then used in searching the most suitable synthesis parameters for the corresponding databases, after which the found parameters were applied in synthesizing the features of the whole data. Thus, after the parameter search process, the resulting EFS system may synthesize new features for the rest of the (unseen) data without further optimization processes. The final obtained synthesized features were tested with multiple evaluations, demonstrating their enhanced discrimination capabilities over the original FSs.
Performance evaluations on feature discrimination
We will first concentrate on evaluating the feature DM of the original and synthesized FSs. The DM was given in (14) , and the obtained results for the original and synthesized segment-and key-frame-level audio features of low-level audio features are shown in Table 5 . Recall that the higher the DM value, the more the features are mixed up with each other in the feature space (indicating less discrimination). As expected, it can be seen that discriminating the features of the extended 12-class database is significantly more challenging than those with the basic database. However, after performing the feature synthesis procedure with the found synthesis parameters, substantial DM improvements were obtained for all the FSs. Note that, due to the stochastic nature of the underlying optimization approach, ten separate EFS evaluations were performed for all the FSs, and the obtained mean (μ) and standard deviation (σ) values are also reported. The rest of the synthesis results presented in this section conform to the same protocol.
As the DM as such is not an intuitive measure of fitness for the FSs, we will concentrate on demonstrating the audio retrieval performances obtained with different FSs. Recall, however, that in general the usage of new synthesized features is not by any means restricted to merely retrieval purposes. Instead, as long as a proper fitness function can be designed, the EFS technique can be applied to basically any task requiring feature improvement. To show an example, a rather obvious application is demonstrated, in which a K-means classifier is applied. The algorithm was first run with the formed training sets to compute the class centroids, after which the unseen (55%) test data samples were classified according to their closest class centroid. The classification error (CE) results obtained with the synthesized features for the both databases were compared to the errors associated with the original FSs. The results, shown in Table 6 , indicate clearly improved classification performance obtained by the new synthesized features.
Performance evaluations on audio retrievals
For evaluating the audio retrieval performance, the metrics, ANMRR and AP, introduced in "The fitness measures" section were applied. In our approach, we first compute (using Euclidean distance) the distances between the first FV of a query item and all the FVs of a particular database item from which we take the minimum distance (normalized by the vector length) and store it. Second, we take the next FV of the query item and continue similarly with all the query item FVs. Finally, before moving to the next database item, we take the sum of all the obtained minimum distances to obtain a single distance value between the queried item and the database item (which is used to rank that query item). In order to provide some baseline results, the ANMRR and AP values obtained by using a batch query and the originally extracted audio features are shown in Table 7 . As expected, for both the segment-and the key-framebased FSs, the retrieval performance deteriorates considerably as the database size increases from the basic 6-class database to the extended 12-class database. Like in the results shown in Tables 5 and 6 , the segment MFCC features seem to provide the best performance among the original FSs. Table 4 The list of operators used in the feature synthesis process for features f a and f b
Next, a standard SLP classifier was trained with the MD PSO approach (by the methods described in [30] ), in order to compare the proposed EFS technique with neural network-based approaches. Similar to EFS, an SLP can be treated as a feature synthesizer, in which case the original audio features are propagated through the network and the output layer dimensionality is set equal to the total number of classes, L. We call the resulting output vector a class vector, as it indicates the class designated for a particular input FV. The corresponding ANMRR and AP values obtained with these vectors are shown in Table 8 . Compared to the values obtained with the original features, a clear improvement can be observed with nearly all the FSs, excluding some of the segment features of the extended database. As mentioned in "Low-level audio features" section, this is most probably due to the fact that, because of the nature of the segment-based features, the total number of FVs per an audio clip is considerably less for segment features than for key-frame features. Hence, because the FV dimensionality is highly decreased during the SLP synthesis process (to L), the extended database is extremely complicated for an SLP classifier to learn with such a limited amount of data. In contrast, the basic database is well learned by the SLP, as an AP of nearly 90% is achieved with the segment-based MFCC features. We will now demonstrate the significance of the additional properties associated with the EFS technique germane to SLPs. In the first demonstration, the feature selection property is enabled and applied to the input FVs, so that only K + 1 = 8 original features are included into the actual synthesis process. The output FV dimensionality is fixed to L, and only the '+' and '-' operators are included in the synthesis process in order to mimic the behavior of typical neural networks (the subtraction operation is also needed to compensate with SLP weights, which are limited to [−1,1]). Such arrangements make the EFS similar to an SLP classifier (with the exception of additional feature selectivity). The retrieval performance obtained with these settings is shown in Table 9 , from where it can be seen that, excluding the MFCC features, the results are fairly comparable to those obtained with the SLP classifier. This is a result worth noting as only eight features were selected among the original input FVs. Such a reduction in the number of original features (without significant performance loss) suggests that at least some of them may not be essential to attain optimal discrimination capability.
In the next phase, the fixed output dimensionality of the synthesis method was changed so that the optimal dimensionality found using the underlying MD PSO algorithm was used in the synthesis process. All the operators shown in Table 4 were included to the process to provide the synthesizer more possibilities for modifying the features. After the changes, a significant improvement in the retrieval performance was obtained, as shown in Table 10 . Hence, optimizing the output FV dimension (and applying several operators in the synthesis process) significantly enhances the retrieval performance. However, it should be noted that retrieval performance obtained with the original segment-based MFCC features of the extended database could not be improved either by the SLP classifiers or by the EFS experiments made so far. We believe this indicates that the MFCC features need to be treated as a whole and that selecting only few of them may decrease the overall retrieval performance. However, in this instance the performance drop is limited and clear performance improvements relative to key-frame-based MFCC features are still achieved. Also key-frame LPC + LPCC features show only minor improvements in AP values, which implies that certain audio features are not as synthesizable as others or that different types of arithmetic or logic operators may be required to achieve significant improvements in discrimination performance.
Finally, several consecutive EFS runs were performed to see whether the obtained synthesis results can be further improved (see Figure 4 in "Overview of the proposed feature synthesis system" section). Retrieval performance associated with certain synthesized FSs improved over several runs (<25), whereas some other features could not be enhanced notably. More generally, the segment-based features were more suitable for consecutive EFS runs, as retrieval performance of the keyframe features remained rather stable during the runs. A graphical presentation of the experiments is shown in Figure 7 , where the evolution of both the AP results and the synthesized FV dimensions over 25 synthesis runs are shown for several FSs and for both databases (L = 6/ L = 12). For simplicity, those FSs unable to demonstrate Table 9 The retrieval performance statistics obtained using the EFS technique with fixed output dimension and only two operators Table 11 . The most significant observation concerns the behavior of the extended database segment features (upper right plots in Figure 7) , where major improvements can be seen with all the shown FSs. Moreover, the dimensionality of the "S_AUDIO" FV could be reduced to only 13. Also note that now the AP performance of the synthesized segment-based MFCC features surpasses the original features after the second EFS run. However, in the case of key-frame features (the lower plots), the improvement is more moderate, stating that these features have not as much additional potential to be found by repeating the synthesis process, or at least such potential could not be found in the experiments using the applied MD PSO and EFS parameters.
Comparative evaluations and discussion
In order to provide some additional comparative results, an MLP classifier was trained using the MD PSO algorithm as described in [30] . In this approach, a specific architecture space (AS) with lower and upper limits for the number of neurons for each network layer is specified, from which the applied optimization algorithm searches for the optimal network structure for synthesizing new features. Two different ASs were experimented, specified by the limiting vectors Figure 7 The consecutive EFS runs performed for basic (left) and extended (right) databases. It can be seen that the AP results generally improve during the couple of first runs. The segment features seem to improve over several runs, whereas the performance level obtained by key-frame features saturates more quickly. Note that satisfactory solutions can also be found with low FV dimensions.
, where the fixed input and output layers F and L correspond to the number of input features and database classes, respectively. These settings correspond to performing two (AS1) and three (AS2) consecutive EFS runs. For this reason, the number of MD PSO iterations were set to 2 * 1500 ¼ 3000 and 3 * 1500 ¼ 4500 , respectively, in order to have a fair comparison. Both ASs were separately searched with the MD PSO algorithm and the best network configuration was used to generate the corresponding MLP class vectors from the original features. The obtained retrieval performance measures are shown in Table 12 , where also the AS number (1 or 2) yielding the better result is shown in parenthesis. The MLP classifier performs notably well with the segment-based MFCC features for the basic database, whereas its performance falls below the EFS results with the extended database. This result suggests that regular neural networks can succeed as synthesizers with rather small and simple databases. Also, as no feature selection is performed, the MLP can utilize the original MFCCs as a whole, which may ease the synthesis process. On the other hand, when it comes to the key-frame-based MFCC feature performance, the difference is not as significant. This suggests that the content and nature of the original FV indeed has an effect on the synthesis process output both with ANNs and EFS.
Strictly speaking, performing several EFS runs in a row is analogous to concatenating several SLP classifiers such that the output class vector of a previous SLP is considered as an input vector for the next one. To see whether such an arrangement makes a difference in retrieval performance, Figure 8 shows the evolution of AP values of ten concatenated SLP classifiers trained with the MD PSO. The obtained results are shown also numerically for all FSs in Table 13 . Compared to single SLP evaluations, no significant improvements were achieved by concatenating the SLP classifiers. Rather, retrieval performance begins to decrease either immediately or after two or three SLP classifiers. This leads to a conclusion that, at least with the databases and parameters used in our study, SLP (as a feature synthesizer) achieves its best performance almost right away, whereas the proposed EFS framework can improve its performance over several additional synthesis runs. Moreover, in most cases the EFS results are clearly better than those obtained with MLPs, which supports the EFS approach of performing the fitness evaluation after every run.
Finally, the evaluation shown in Figure 7 was repeated for segment-based features so that every EFS run was repeated three times, with only the best synthesis solution (i.e., the one maximizing the retrieval performance in the training dataset) being used. This was done in order to demonstrate the full potential of the EFS technique; in this way the occasional sub-optimal solutions (caused by the stochastic nature of the search process) can be reduced efficiently. Note that unless grid computing with parallel processes can be used, the processing time would be three times longer. Hence, such a demonstration is more about providing an idea of EFS's potential than a practical application. Nevertheless, Figure 9 shows additional improvements in AP scores, especially in the case of the extended 12-class database where performance increases notably. With the basic database, the optimal performance level (in the sense of AP values) is reached after 5-7 runs. Note that improved retrieval performance was also obtained using lower FV dimensions than the original ones, which is an attractive property considering the computational requirements for processing the vectors. For example, the dimensionality of the synthesized vectors can significantly be decreased for STAT and S_AUDIO features. However, the best FV dimensions found may vary depending on the FS. Specifically, it was observed that synthesizing the 26-dimension MFCC features of the extended database into a lower dimensionality (and yet obtain improved retrieval performance) is a challenging task. Nonetheless, allowing a dynamic output FV dimensionality is an advantage, as specific applications (or classifiers) requiring synthesized features may have strict computational (or other) constraints on the FS dimensions. Such requirements can be met with the EFS technique by setting the output dimension range equal to the requested one, or by setting it to a single specific value. Furthermore, by allowing the output vector dimension vary during the synthesis process, the most suitable FV dimension can be found concurrently in a single experiment, obviating the need to perform separate experiments with different (fixed) FV dimensions.
Computational complexity
Considering the computational complexity of the SLP, MLP, and EFS approaches, the most important factor is the number of particles and iterations applied to the underlying MD PSO algorithm. Their selection is influenced by the number and identity of the FV dimensions synthesized (i.e., database size, feature extraction approaches, and the original FSs). In the case of EFS, the synthesis depth, K, is another important factor, as in every particle element the synthesis process consists of K -1 input features. There is usually a trade-off between computation time and performance attained, so that the parameters affecting processing time should be set depending on the specific task. The structure of the proposed feature synthesis technique is particularly designed for parallel computing, so that grid computing d was utilized in computing the results. Here, each FS was processed on its own, as shown in Figure 4 . With the applied MD PSO and EFS parameters, the computational time of a single EFS run varied between 30 min (segment features of the basic database) and 3.5 h (key-frame features of the extended database). The corresponding computation times for the SLP and MLP classifiers trained with MD PSO were more or less the same. However, it should be kept in mind that once the synthesis (or network) parameters are found, features of any previously unseen data can be synthesized afterwards with no need for any further search or training processes.
Conclusions
A method for transforming and modifying traditional audio features by an evolutionary optimization algorithm is proposed, one that improves feature discrimination as Table 13 The best retrieval performances obtained by ten consecutive SLP classifiers Figure 9 The consecutive EFS runs with three repetitive optimization performances within each run. Significant further improvements were obtained to the AP results also with low output FV dimensions.
well as audio classification and retrieval performance. The process, EFS, is a generalized form of feed-forward neural networks. In addition to traditional ANNs, the EFS technique provides (1) numerous linear/nonlinear attribute operators, (2) a built-in feature selection scheme, and (3) dynamic output (layer) dimension.
The experimental results obtained from clustering, Kmeans classification, and several audio retrieval tasks demonstrate the ability of the technique to provide substantial improvements compared with the original features. It was also shown that the audio retrieval performance can be further improved by performing several synthesis runs, whereas comparable performance could not be achieved using concatenated SLP evaluations. Based on these experiments, the synthesis approach appears capable of producing more descriptive/ discriminative (artificial) features than those designed and selected by humans (i.e., the traditional low-level audio features).
The underlying optimization algorithm used to discover the optimal feature synthesis parameters is based on PSO, extended in our study by the addition of three properties previously introduced in the literature. First, an MD PSO was applied, which enables optimizing the output FV dimension during the synthesis process. Second, an FGBF technique was used to increase the probability of converging to the global optimum of the search space and third, the heterogeneous particle behavior was addressed via the swarm in order to avoid local optima in the fitness function surface.
In this study, the optimization of output vector dimension was considered only with respect to classification and retrieval performance. As a result, the best output vector dimension found by the EFS was usually higher than that of the original FS. This may be an important aspect for certain applications where there is considerable post-processing for the output vectors. However, an appropriate upper limit for the output vector dimensionality can be determined and tuned to the specific problem to be solved. Some of the experiments using the basic 6-class database suggest that when it comes to discriminating features of a relatively small and distinguishable database, the EFS technique may not be worth implementing. However, with the larger and more overlapping (in terms of the pre-determined data classes) 12-class database, regular neural networks were not able to achieve as significant improvements to the retrieval performance as those obtained with the EFS.
In general, the EFS framework can be used in any such tasks in which it is applicable to take advantage of enhanced feature discrimination. For example, contentbased classification and knowledge mining are suitable venues for the proposed framework, as are those in which the quality and description power of the applied features play an essential role. In future research, the synthesis performance may be enhanced by experimenting with other optimization techniques (such as simulated annealing and GAs) or by optimizing the mathematical operators used. This would require analyzing operator selection during the synthesis process so that some statistical conclusions could be drawn about the selection behavior. A similar analysis could be applied, with caution, to the selection of the original features in order to avoid using "vain" (or very rarely selected) features. Unlike general feed-forward ANNs, where regular gradient-descent training methods (such as back-propagation) are designed to minimize fixed and differentiable fitness functions (such as MSE), the EFS technique can be used to minimize any types of fitness functions. In this way, the optimization tasks can be attuned to the specific goals of the research, such as audio retrieval, as closely as possible. Designing additional fitness functions for particular problems is thus one of the main advantages of the proposed feature synthesis scheme. Such issues will be addressed in future research. Competing interests Toni Mäkinen is a PhD student at the Tampere University of Technology (TUT), from where he receives salary. In order to graduate, scientific publications are required. The TUT will gain financially from the graduation itself in the future, but not separately from any specific publication (such as this one). The authors thus declare that they have no competing interests.
