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1. INTRODUCTION
If one thinks to extend the Multiplicative Ergodic Theorem [1, 2] to an
inﬁnite dimensional space, one could expect that the only change will be
the possible existence of inﬁnitely many Lyapunov exponents. However,
the spectral theory of bounded linear operators shows that things are not
that simple.
Let T be a bounded linear operator of the Banach space E. The
essential spectral radius ρess(T ) is the smallest number r0 such that any
λ in the spectrum of T with modulus larger than r is an isolated eigen-
value of ﬁnite (algebraic) multiplicity. We note Nussbaum’s formula [3]:
ρess(T )= lim
n→∞(inf{‖T
n −K‖ |K ∈L(E) is compact})1/n
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for the essential spectral radius, giving the smallest disk containing the
Browder essential spectrum. There is thus no hope to ﬁnd Lyapunov
exponents smaller than the essential spectral radius. The most satisfac-
tory situation is when the cocyle is measurable and consists of compact
operators, and a Multiplicative Ergodic Theorem was proved by Man˜e´ in
this context (see [4]). The theorem was then improved by Thieullen [5] for
“quasi-compact” measurable cocycles; Thieullen introduced a measurable
index of compactness similar to the essential spectral radius.
On the other hand, if we consider continuous cocycles (see [6]), we
can obtain an exponential splitting corresponding to the different growth-
rates of vectors in E. It was then proved by Sacker and Sell [7] that, under
some recurrence properties in the base space, for numbers θ larger than a
similar uniform index of compactness, θ is not in the dynamical spectrum
if, and only if, there are no nonzero vectors with positive and negative
shifted orbits uniformly bounded (see Theorems 1 and 2). The correspond-
ing expanding subspaces are moreover ﬁnite dimensional.
The aim of this work is to study the relations between the (measur-
able) Lyapunov spectrum and the dynamical spectrum (corresponding to
the usual spectrum for bounded linear operators). We prove in particular
that
• The uniform index of compactness is equal to the supremum of
the measurable ones. The supremum is moreover attained for some
invariant, ergodic Borel probability measure (Theorem 5).
• The boundary points of the compact intervals of the dynamical
spectrum correspond to Lyapunov exponents for invariant, ergodic
Borel probability measures (Theorem 5).
These are generalizations of results appearing in [8, 9].
2. SKEW-PRODUCT FLOWS
2.1. Cocycles and Skew-Product Flows
Let φ : X → X be a homeomorphism of the compact metric space
X, (E,‖.‖) a (real) Banach space and x →Φ(x) a mapping from X into
L(E), continuous in the norm topology of L(E). We construct from these
objects a mapping (n, x) → Φ(n, x), deﬁned for n a nonnegative integer
and x ∈X by
Φ(0, x)= id, Φ(n, x)=Φ(n−1, φx)Φ(x).
Then x →Φ(n, x) is continuous for each n, and the cocycle identity
Φ(n+m,x)=Φ(n,φmx)Φ(m,x),
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holds. We will indifferently refer to x →Φ(x) and x →Φ(n, x) as a cocycle.
(It would be more precise to say continuous semicocycle, but we will use
the shorter terminology.)
We will allow ourselves to use the word “vector” to refer either to ele-
ments of E or to elements (x, v) of X×E. In the latter case, words like
“norm”, “normalized”, “bounded”, etc. refer only to the v component.
The deﬁnition of Φ(n, x) is motivated by the following construction:
Given φ:X→X and Φ :X→L(E), we deﬁne the semidirect product map-
ping π of X ×E to itself by π(x, v)= (φx,Φ(x)v). It is then easy to see
that πn(x, v)= (φnx,Φ(n, x)v). We will refer to π as a linear skew-product
semiﬂow ( skew-product ﬂow for short), having in mind the applications to
differential equations.
If – and only if – each Φ(x) is invertible, π is also invertible; the deﬁ-
nition of Φ(n, x) can then be extended to negative n in such a way that
the cocycle identity and the relation between πn and Φ(n, x) continue to
hold. In the applications we have in mind, E will be inﬁnite dimensional
and the Φ(x), although bounded, will almost never have bounded inverses.
For this reason, we need to write all formulas in terms of the Φ(n, x) for
nonnegative n, although this will sometimes make them less transparent
than one might wish.
With this in mind we deﬁne a negative continuation of a vector (x0, v0)
– or sometimes of the vector v0 at x0 – to be the sequence of vec-
tors (x−1, v−1), (x−2, v−2), . . . such that π(x−n, v−n) = (x−n+1, v−n+1) for
n=1,2, . . . In other words
• φx−n =x−n+1, i.e., x−n =φ−nx0,
• Φ(x−n)v−n =v−n+1.
A given vector may or may not admit a negative continuation; if it does,
its negative continuation may or may not be unique. If Φ(x) is invertible
for all x, then every vector (x0, v0) has a unique negative continuation,
namely π−n(x0, v0).
Remark 1. If π = (φ,Φ) is a continuous-time skew-product ﬂow
that is continuous in norm, i.e., each map (t, x) → Φ(t, x) ∈ L(E) is
continuous, then each operator Φ(t, x) is invertible and the cocycle iden-
tity holds for negative times also. In this setting, we hence usually work
with strongly continuous skew-product ﬂows, i.e., those with each map
(t, x, v) →Φ(t, x)v∈E continuous (see [10, Remark 6.2]).
We introduce now a useful device: If Φ(n, x) is a cocycle, then so is
Φθ(n, x) deﬁned by Φθ(n, x) := e−nθΦ(n, x) for every real number θ . We
will refer to Φθ as the cocycle Φ shifted by θ and also consider the shifted
semidirect product mapping πθ . However, when we will consider properties
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of a negative continuation we will always have in mind “of the unshifted
cocycle”.
3. SUBBUNDLES AND HYPERBOLIC SPLITTINGS
We want now to give a precise deﬁnition of hyperbolicity. To do this,
some preliminary concepts are needed: Let X and E be as before; let E be
a subset of X×E and Y a compact subset of X. We deﬁne the ﬁber E(x)
of E over x by
E(x) :={v∈E | (x, v)∈E}.
A subset E of X×E will be called a subbundle over Y if, for each y ∈Y ,
(1) the ﬁber E(y) is closed in E,
(2) E(y) has a closed complement F(y) in E, i.e., E =E(y)⊕F(y).
We will also write the direct sum as a Whitney sum: Y × E =
E ⊕F .
We will moreover say that the splitting Y × E = E ⊕ F is continuous
if, denoting by P(y) the projection onto E(y) along F(y), the mapping
y →P(y) is norm continuous from Y into L(E). In the applications we
have in mind we are mostly interested in one of the subbundles, say E ; we
will abuse language in this case and say that the subbundle E is continuous
over Y , without referring to F .
Let π = (φ,Φ) be a skew-product ﬂow. A subbundle E over Y is called
π -invariant if
(1) Y is φ-invariant, i.e., φ(Y )=Y ,
(2) Φ(y)E(y)⊂E(φy) for all y ∈Y ,
(3) Φ(y)F(y)⊂F(φy) for all y ∈ Y (F denotes the complementary
subbundle of E in Y ×E).
Let:
• The forward θ -bounded set B+θ (E) be the set of all vectors (x, v) in
E such that Φθ(n, x)v is uniformly bounded for n= 0,1,2, . . . ; we
refer to such an (x, v) as a θ -contracting vector. (It might be better
to say “forward θ -bounded vector” instead of “θ -contracting vec-
tor”. “Contracting” is, however, shorter, and we will see later that,
in the case of greatest interest to us, the terminology is justiﬁed.)
• The backward θ -bounded set B−θ (E) be the set of all vectors (x, v)
in E admitting a negative continuation (x−n, v−n) in E with
enθv−n uniformly bounded for n = 1,2, . . . ; such an (x, v) is a
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θ -expanding vector. (As is traditional in this area, “expanding” is
to be understood as meaning “contracting backwards”.)
• The θ -bounded set Bθ (E) be B+θ (E)∩B−θ (E); an (x, v) in Bθ (E) is a
θ -bounded vector.
• O(E) be the set of trivial vectors, i.e., the set of vectors (x, v) in E
such that v=0.
We will often write, e.g., Bθ for Bθ (X ×E), B instead of B0 or B(π) to
clarify what we have in mind.
We say that the skew-product ﬂow π admits a hyperbolic splitting
(or an exponential dichotomy) over Y if there exist continuous, π -invariant
subbundles Eu and E s over Y such that
(1) Y ×E=Eu ⊕E s ;
(2) dim(Eu(y))<∞ for all y ∈Y ;
(3) the restriction of Φ to Eu is invertible (and hence Φ(y)Eu(y)=
Eu(φy));
(4) there exist positive constants c, β such that
‖Φ(n, y)v‖  c e−nβ‖v‖ for all n0, (y, v)∈E s ,
‖Φ(−n, y)v‖  c e−nβ‖v‖ for all n0, (y, v)∈Eu. (1)
The subbundles E s and Eu are called the stable and unstable subbundles
respectively.
Remark 2. We stress that the ﬁnite dimensionality of the unstable
subbundle is a strong condition and is part of our deﬁnition of a hyper-
bolic splitting. In this case, we can replace condition (1) by the following
equivalent one:
‖Φ(n, y)v‖  c e−nβ‖v‖ for all n0, (y, v)∈E s ,
‖Φ(n, y)v‖  c−1 enβ‖v‖ for all n0, (y, v)∈Eu.
We cannot obtain a Multiplicative Ergodic Theorem without such proper-
ties (see Theorem 3, more precisely the deﬁnition of the measurable index
of compactness). Moreover, the Sacker–Sell characterization of hyperbolic-
ity (Theorem 1) only works in this context.
4. EXPONENTIAL SPLITTINGS
4.1. Index of Compactness
Let (M,d) be a metric space. We denote by BM(v, r) the open ball of
radius r in M and centered at v∈M. Following Kuratowski [11] we deﬁne
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for every bounded subset Y of M a number α(Y ) as the inﬁmum of all
reals r > 0 such that Y can be covered by a ﬁnite number of open balls
with centers in Y and radius r. We note the following properties of α:
• α(Y )=0⇔Y is compact.
• If E is a real normed space then dim(E) = ∞ if, and only if,
α(BE(0,1))=1.
Let (E,‖.‖) be a real normed space and A ∈ L(E). We deﬁne the
index of compactness 
(A) of A by 
(A) := α(A(BE(0,1))). We note that

(A)‖A‖ and that A is a compact operator on a Banach space E if, and
only if, 
(A)=0 (see [3] for properties of 
).
We deﬁne the (logarithmic) index of (uniform asymptotic) compact-
ness κ(π)∈ [−∞,+∞) of the skew-product ﬂow π = (φ,Φ) by
κ(π) := lim inf
n→+∞
1
n
log sup
x∈X


(
Φ(n, x)
)
, (2)
and also
κess(π) := lim inf
n→+∞
1
n
log sup
x∈X
inf{ ‖Φ(n, x)−K‖ |K ∈L(E) compact }.
The number κess(π) will be called the essential (logarithmic) index of (uni-
form asymptotic) compactness. The Subadditive Lemma [12, Theorem 4.9]
yields, e.g.,
κ(π)= lim
n→+∞
1
n
log sup
x∈X


(
Φ(n, x)
)= inf
n1
1
n
log sup
x∈X


(
Φ(n, x)
)
.
We also introduce a number μ(π) deﬁned as the inﬁmum of all reals ζ
such that ‖Φζ (n, x)‖ is bounded over n=0,1, . . . and x ∈X.
Proposition 1. Let E be a Banach space, A a bounded, linear operator
in E and π a skew-product ﬂow over the compact metric space X. Then
(1) 
(A) inf{‖A−K‖ |K ∈L(E) is a compact operator};
(2) κ(π)κess(π)μ(π).
Proof. The proof follows from standard properties of the Kuratowski
functional α.
We do not know examples with κ(π)<κess(π). However, we can prove
that κ(π)= κess(π) under some assumptions on the Banach space E (see
Lemma 1).
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4.2. The Sacker–Sell Theorem
The result below was proved by Sacker and Sell [7, Theorem B, p. 28]
for strongly continuous, continuous-time cocycles over a ﬂow. We recall
that a homemorphism φ of the compact metric space X is one-sided topo-
logically transitive if there exists a dense orbit {φn(x) |n0} in X.
Theorem 1. (Sacker–Sell). Suppose that the skew-product ﬂow
π = (φ,Φ) satisﬁes the following condition over the compact metric space X:
(H1) φ:X→X is one-sided topologically transitive.
Then the system π = (φ,Φ) admits a hyperbolic splitting over X if, and only
if, B(π)=O and limn→∞ supx∈X 
(Φ(n, x))=0.
It may at ﬁrst seem surprising that it sufﬁces to assume
lim
n→∞ supx∈X


(
Φ(n, x)
)=0,
rather than the apparently stronger condition κ(π)< 0, i.e., the exponen-
tial falloff with n of supx 
(Φ(n, x)). In fact, however, the two hypotheses
are equivalent: The mapping n → log supx 
(Φ(n, x)) is subadditive, so
lim
n→∞
1
n
log sup
x


(
Φ(n, x)
)= inf
n
1
n
log sup
x


(
Φ(n, x)
)
.
Thus, if there exists one n0 such that supx 
(Φ(n0, x))<1, then supx 
(Φ(n,
x)) falls off exponentially with n.
Sacker and Sell ﬁrst proved the theorem for a ﬁnite-dimensional Banach
space [13–15]. In order to treat the inﬁnite-dimensional case, some compact-
ness conditions (smoothing properties) are needed to prove the invertibility
of Φ acting on the (ﬁnite-dimensional) unstable subbundle. Some assumption
like (H1) is necessary, even in the ﬁnite-dimensional case: A diffeomorphism
f of a compact manifold M is often called quasi-Anosov if the bounded set
B(df )(x) of the differential df is trivial for all x ∈M. In the 1970s the follow-
ing question arose: is a quasi-Anosov diffeomorphism Anosov? This question
has a positive answer in dimension two as shown by Man˜e´ [16], but the answer
is deﬁnitely no in general: Franks and Robinson [1] have exhibited a counter-
example in dimension three. However, it became clear that a quasi-Anosov
diffeomorphism satisfying some recurrence conditions is Anosov [13, 16, 18].
Remark that assumption (H1) is replaced by the following ones in the
work of Sacker and Sell [7, Theorems D and F]:
(H2) The compact metric space X is connected and the union of the
minimal sets of φ is dense in X.
(H3) X is connected and φ is chain recurrent on X.
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In particular, (H2) holds true if the periodic points of φ are dense in X.
From the probabilistic point of view, we can replace (H1) by the following
stronger condition [12, Theorem 5.16]:
(H4) There exists a φ-invariant, ergodic Borel probability measure
on X giving nonzero measure to every nonempty open subset
of X.
If recurrence properties as (H1), (H2), (H3) or (H4) do not hold, we can
nevertheless decompose the space X into ﬁnitely many compact, invariant
Morse sets over each of which the skew-product ﬂow π admits a hyper-
bolic splitting [7, Theorem E].
It is possible to generalize Theorem 1 in the direction of Theorem 2
below, using the shifted systems πθ . This approach was adopted by Chow
and Leiva [19] for continuous-time cocycles.
4.3. Dynamical Spectrum and Exponential Splitting
Let φ be a homeomorphism of the compact metric space X and
π = (φ,Φ) a continuous skew-product ﬂow over X. We deﬁne a subset
Res (π) of the reals, the resolvent set of π , by
Res (π) :={θ ∈R |πθ admits a hyperbolic splitting over X}.
The dynamical spectrum Σ(π) (or Sacker–Sell spectrum) is deﬁned as the
complement of the resolvent set in the reals, i.e., Σ(π) :=R\Res (π). An
interval of the kind (−∞, a] will be conventionally empty if a=−∞. We
stress that “hyperbolic splitting” means, in particular, that the unstable
bundle is ﬁnite-dimensional. It is easy to see that the resolvent set Res (π)
is an open subset of the reals, and hence, the dynamical spectrum Σ(π) is
closed.
Theorem 2. (Bounded Sets and Exponential Splittings). Let (E,‖.‖)
be an inﬁnite-dimensional (real) Banach space, π a continuous skew-prod-
uct ﬂow over the compact metric space X and suppose φ : X → X is one-
sided topologically transitive. Assume that Σ(π) = ∅, Σ(π) = (−∞,μ(π)].
Then there exist numbers μ(π)=:μ1 λ1 >μ2 λ2 > · · ·>μj  λj > · · ·>
κ+  κ(π) (μj ↘ κ+ if we have (countably) inﬁnitely many such numbers)
and families of nontrivial, continuous, π -invariant subbundles {Hj }, {Ĥk} of
X×E such that
(1) Φ(x)Hj (x)=Hj (φx) for all x and j ;
Φ(x)Ĥk(x)⊂ Ĥk(φx) for all x and k.
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(2) 1 dim
(Hj (x)
)=: dj < ∞ for all x and j . In particular, the
dimension does not depend on x.
(3) Ĥ1 :=X×E, Ĥj =Hj ⊕ Ĥj+1 for all j .
(4) Σ(π)= (−∞, κ+]∪
⋃
j [λj ,μj ].
(5) Σ(π |Hj )= [λj ,μj ], Σ(π |Ĥk)=Σ(π)∩ (−∞,μk] for all j, k
and, if there are p < ∞ subbundles Hj , then Σ(π |Ĥp+1) =
(−∞, κ+].
(6) The restriction of π to Hj is invertible and there is a constant
c>0 such that for all x and j ,
‖Φ(n, x)v‖  c enμj ‖v‖ for all v∈Hj (x), n0,
‖Φ(−n, x)v‖  c e−nλj ‖v‖ for all v∈Hj (x), n0,
‖Φ(n, x)|Ĥk(x)‖  c enμk for all n0, all k.
If there are p<∞ subbundles Hj , then
‖Φ(n, x)|Ĥp+1(x)‖ c enκ+ for all x, all n0.
(7) θ ∈Res (π)⇔ θ >κ(π) and Bθ (π)=O.
We also note that
μ(π)= lim
n→∞
1
n
log sup
x∈X
‖Φ(n, x)‖.
Proof. See [10, Section 6.3, 19]. A direct proof of the theorem–not
assuming Theorem 1 – can be found in [20].
Remark 3. We will prove later in Section 5.2, using Lyapunov expo-
nents, that κ+ =κ(π) if we have inﬁnitely many compact intervals [λj ,μj ]
in the dynamical spectrum Σ(π) (see Corollary 2).
We will call the family {Hj } of Theorem 2 the exponential splitting
associated to the skew-product ﬂow π and denote it by S(π) := {Hj =
Hλj ,μj (π)} to specify the characterizations of the family. The number
κ+(π) :=κ+ will be called the dynamical index of compactness of the skew-
product ﬂow π .
We have clearly κ(π) κess(π) κ+(π) (see Proposition 1). We prove
below that, under some assumptions on the Banach space E, we always
have κ(π) = κess(π). We do not know, however, if κess(π) < κ+(π) is
possible.
Lemma 1. (Compact approximations of the identity). Let E be a
Banach space such that there are a sequence of linear operators j on E
and a positive constant B such that
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(1) ‖j‖B for all j ,
(2) I −j is compact for all j ,
(3) D :={v∈E |jv→0} is dense in E.
Let moreover A be a bounded, linear operator on E. Then
inf
K
‖A−K‖B 
(A),
where the inﬁmum is taken over all compact operators K ∈L(E). In partic-
ular, κ(π)=κess(π) for every skew-product ﬂow π on E.
Proof. To see this, take a positive ; by deﬁnition of 
(·), there are
vectors v1, v2, . . . , vn in E such that
A(BE(0,1))⊂
n⋃
i=1
BE(vi, 
(A)+ ).
We can now choose vectors w1,w2, . . . ,wn in D such that
‖vi −wi‖< 2B for i =1, . . . , n.
Therefore, we can ﬁnd some integer j0 = j0() such that for all j  j0 and
all i:
‖jvi‖‖jwi‖+‖j(vi −wi)‖< 2 +B ·

2B
 .
We now claim that ‖jA‖B(
(A)+ )+  for all j  j0. Indeed, if v ∈
BE(0,1) we can assume that Av∈BE(vi, 
(A)+ ) and hence
‖jAv‖‖j(Av−vi)‖+‖jvi‖<B(
(A)+ )+  for all j  j0.
However, (I −j)A is a compact operator for every j and thus
inf
K
‖A−K‖‖A− (I −j)A‖=‖jA‖B(
(A)+ )+ 
for all j  j0. The claim follows since  is arbitrary.
Such compact approximations of the identity are discussed by
Holschneider [21] and Baladi and Holschneider [22], where it is proved, e.g.,
that
κ(π)=κess(π) = lim
n→∞
1
n
log sup
x
lim sup
j
‖jΦ(n, x)‖
= lim
n→∞
1
n
log sup
x
lim inf
j
‖jΦ(n, x)‖.
A compact approximation of the identity as in Lemma 1 exists in the fol-
lowing spaces (see [22, Lemma 4]):
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(1) The spaces Hs(Tn), s > 0, of Sobolev mappings deﬁned on the
n-dimensional torus Tn.
(2) The closure in the space Cr (Tn) of C∞(Tn), r0.
The following corollary can be found in [23], where completely con-
tinuous skew-product ﬂows are considered, and in [19].
Corollary 1. (Dynamical spectrum). The dynamical spectrum Σ(π) of
the system π is exactly one of the following sets:
(1) Σ(π)=∅;
(2) Σ(π)= (−∞,μ(π)];
(3) Σ(π)= (−∞, κ+(π)]∪
⋃
j [λj ,μj ], where μ(π)=μ1 λ1 >μ2 
λ2> · · ·>μj λj > · · ·>κ+(π)κess(π)κ(π), and μj ↘κ(π)=
κ+(π) if we have inﬁnitely many such numbers.
Remark that the spectrum of a compact operator on a Banach space
can be equal to {0}; so, Σ(π)=∅ is possible if the base space X is trivial.
Remark 4. Our deﬁnition of a hyperbolic splitting is relatively restric-
tive and hence the interval (−∞, κ(π)] is always contained in the dynam-
ical spectrum Σ(π). In particular, if we have a “hyperbolic splitting”
with inﬁnite dimensional expanding subspaces, we do not consider this
as “hyperbolic”. In order to generalize this concept, it is however essen-
tial that the restriction of Φ(n, x) to ran(I − P(x)) is invertible from
ran(I −P(x)) into ran(I −P(φnx)); but ran(I −P(x)) need not be ﬁnite-
dimensional. Such a concept appears in [24] and could produce numbers
θ ∈ (−∞, κ(π)]∩ R˜es (π) for the corresponding resolvent set R˜es (π).
5. LYAPUNOV EXPONENTS AND MULTIPLICATIVE ERGODIC
THEOREMS
5.1. Lyapunov Exponents
Let π = (φ,Φ) be a continuous skew-product ﬂow over the compact
metric space X. If the dynamical index of compactness κ+(π) is smaller
than the maximal expansion μ(π), we obtain a nontrivial exponential
splitting S(π) = {Hj =Hλj ,μj (π)} as discussed in Theorem 2. We deﬁne
Lyapunov exponents for x ∈X and v∈E \ {0} as follows:
λ+(x, v) := lim sup
n→+∞
1
n
log ‖Φ(n, x)v‖,
λ+(x, v) := lim inf
n→+∞
1
n
log ‖Φ(n, x)v‖.
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We can also deﬁne the following Lyapunov exponents for x ∈ X and
v∈B−(x)\ {0} with negative continuation (x−1, v−1), (x−2, v−2), . . . :
λ−(x, v) := lim sup
n→−∞
1
n
log ‖vn‖,
λ−(x, v) := lim inf
n→−∞
1
n
log ‖vn‖.
If there is no such sequence (x−n, v−n) then we set λ−(x, v) :=−∞.
It is then clear from construction of the exponential splitting that all
the above Lyapunov exponents lie in the dynamical spectrum. More pre-
cisely (a proof can be found in [10, Theorem 6.48, Corollary 6.49, 25, 26]):
Proposition 2. Let j0 be the minimal index j such that v has a non-
trivial component in Hj (x) and k0 the maximal k such that v has a nontriv-
ial component in Hk(x) (assuming that both indices do exist). Then
λj0  λ+(x, v)λ+(x, v)μj0 ,
λk0  λ−(x, v)λ−(x, v)μk0 .
In particular, if (x, v) belongs to ﬁnitely many Hj ’s,
λ±(x, v), λ±(x, v)∈ [λj ,μj ] if, and only if, v∈Hj (x)\ {0}.
5.2. The Multiplicative Ergodic Theorems of Thieullen and Man˜e´
Let now ν be a φ-invariant Borel probability measure on X. We can
consider for a continuous cocycle the pointwise analogue of the uniform
quantities characterizing the cocycle (see Section 4.1):
κ(x) := κ(π)(x) := lim inf
n→+∞
1
n
log

(
Φ(n, x)|E),
μ(x) := μ(π)(x) := lim sup
n→+∞
1
n
log ‖Φ(n, x)|E‖.
The Subadditive Ergodic Theorem [27, Chapter 2] yields
κν(x) := κ(x)= lim
n→+∞
1
n
log

(
Φ(n, x)|E),
μν(x) := μ(x)= lim
n→+∞
1
n
log ‖Φ(n, x)|E‖
for ν-a.e. x ∈X. The number κν(x) will be called the measurable index of
compactness. We deﬁne N (x) :=⋂∞n=1 Φ(n,φ−nx)E for x ∈X. If Φ(x) is
injective for all x ∈ X, then every v ∈ N (x) has a unique inverse image
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under Φ(n,φ−nx) and we can consider orbits going to −∞ in time.
If μν(x) > κν(x) on a set of positive measure, we obtain Multiplicative
Ergodic Theorems on this set of positive measure. They were ﬁrst proved
by Man˜e´ [4] for compact cocycles (see also [28, p. 263 ff.]); the general
case is due to Thieullen [5]. We formulate the result here in a special case.
Theorem 3. (Multiplicative Ergodic Theorem). Let X be a compact
metric space, φ:X →X a homeomorphism, ν a φ-invariant Borel probabil-
ity measure on X and E a (real) Banach space. Let Φ be the cocycle over
φ generated by the continuous mapping Φ:X→L(E). We moreover suppose
that Φ(x) is injective for all x∈X. Then there exist a φ-invariant Borel sub-
set Yν (i.e. φ(Yν)=Yν) of full measure (i.e. ν(Yν)= ν({x | κν(x)<μν(x)})),
pν ∈ N ∪ {+∞}, measurable functions λ1ν(x), λ2ν(x), . . . , λpνν (x), families of
measurable subbundles Vjν , V̂jν such that for all x ∈Yν and j =1, . . . , pν (if
pν =+∞ we do not claim the existence, e.g., of a number λpνν ; we simply
mean that there are inﬁnitely many numbers λjν(x)):
(1) μν(x) = λ1ν(x) > λ2ν(x) > · · · > λpνν (x) > κν(x) (if pν = +∞,
λ
j
ν(x)↘κν(x));
(2) λjν(φx)=λjν(x), Vjν (φx)=Vjν (x), V̂jν (φx)= V̂jν (x);
Φ(x)Vjν (x)=Vjν (φx), Φ(x)V̂jν (x)= V̂jν (φx);
(3) dim(Vjν (x))<∞;
(4) V̂1ν (x)=E, V̂jν (x)=Vjν (x)⊕ V̂j+1ν (x);
(5) if v ∈ Vjν (x)\{0} then v ∈ N (x) and lim
n→±∞
1
n
log ‖Φ(n, x)v‖ =
λjν(x);
(6) lim
n→+∞
1
n
log ‖Φ(n, x)|V̂j+1ν (x)‖ = λj+1ν (x) (if pν is ﬁnite, we
deﬁne λpν+1ν :=κν);
(7) lim sup
n→+∞
1
n
log ‖Φ(−n, x)v‖>−λjν(x) if v∈N (x)∩ V̂j+1ν (x).
Remark that, if we suppose ν ergodic, the Lyapunov exponents
and the measurable index of compactness are φ-invariant functions and
thus constant. Thieullen’s Theorem was generalized by Schaumlo¨ffel [29],
Schaumlo¨ffel and Flandol [30].
If the generator Φ(x) of the cocycle is not injective, we can not expect
an exponential splitting, even in ﬁnite dimensions. However, we can prove
an analogous theorem with a ﬂag decomposition of the state-space E (see
[5, Theorem 2.3]). More precisely Thieullen showed:
Theorem 4. (Multiplicative Ergodic Theorem). Let X be a com-
pact metric space, φ : X → X a homeomorphism, ν a φ-invariant Borel
122 Voutaz
probability measure on X and E a (real) Banach space. Let Φ be the
cocycle over φ generated by the continuous mapping Φ : X → L(E). Then
there exist a φ-invariant Borel subset Yν of full measure (i.e. φ(Yν) = Yν
and ν(Yν) = ν({x | κν(x) < μν(x)})), pν ∈ N ∪ {+∞}, measurable functions
λ1ν(x), λ
2
ν(x), . . . , λ
pν
ν (x), families of measurable subbundles Vjν such that for
all x ∈Yν and j =1, . . . , pν:
(1) μν(x) = λ1ν(x) > λ2ν(x) > · · · > λpνν (x) > κν(x) (if pν = +∞,
λ
j
ν(x)↘κν(x));
(2) λjν(φx)=λjν(x), Vjν (φx)=Vjν (x), Φ(x)Vjν (x)=Vjν (φx);
(3) E=V1ν (x)⊃V2ν (x)⊃· · ·⊃Vpν+1ν (x) and
codim (Vjν (x))< codim (Vj+1ν (x))<∞;
(4) lim
n→+∞
1
n
log ‖Φ(n, x)v‖=λjν(x) if v∈Vjν (x)\Vj+1ν (x);
(5) lim
n→+∞
1
n
log ‖Φ(n, x)|Vjν (x)‖=λjν(x) and, if pν is ﬁnite,
lim
n→+∞
1
n
log ‖Φ(n, x)|Vpν+1ν (x)‖=κν(x).
Remark 5. Proof of Theorem 4 is based on the construction of an
enlarged state-space E˜ by choosing
E˜ :=
{
v˜= (vk)k1 ∈EN
∣∣∣∣ sup
k1
‖vk‖<+∞
}
,
equipped with the supremum norm. Pick a sequence (αk)k1 of positive
reals and deﬁne a skew-product ﬂow π˜ over φ by
Φ˜(x)˜v := (Φ(x)v1, α1v1, α2v2, . . . ), (x, v˜)∈X× E˜.
Each operator Φ˜(x) is injective. The sequence (αk) can be chosen in such
a way that the Lyapunov exponents of π and π˜ agree [5, Lemma 4.2].
More precisely, (αk) can be chosen such that
lim inf
n→∞
1
n
log

(
Φ˜(n, x)
)
 lim inf
n→∞
1
n
log
 (Φ(n, x))
 lim sup
n→∞
1
n
log
 (Φ(n, x)) lim sup
n→∞
1
n
log

(
Φ˜(n, x)
)
,
lim inf
n→∞
1
n
log ‖Φ˜(n, x)‖ lim inf
n→∞
1
n
log ‖Φ(n, x)‖
 lim sup
n→∞
1
n
log ‖Φ(n, x)‖ lim sup
n→∞
1
n
log ‖Φ˜(n, x)‖,
lim inf
n→∞
1
n
log ‖Φ˜(n, x)˜v‖ lim inf
n→∞
1
n
log ‖Φ(n, x)v1‖
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 lim sup
n→∞
1
n
log ‖Φ(n, x)v1‖ lim sup
n→∞
1
n
log ‖Φ˜(n, x)˜v‖.
We can apply Theorem 3 to the system (X, ν, π˜, E˜) and obtain a set Yν of
full measure in {x |κν(x)<μν(x)} with a corresponding ﬂag decomposition
E˜ = V̂1ν (x)⊃ V̂2ν (x)⊃· · · for all x ∈Yν . The theorem follows projecting the
spaces on E.
5.3. Lyapunov and Dynamical Spectra
Let now π = (φ,Φ) be a continuous skew-product ﬂow with nontriv-
ial exponential splitting S(π)= {Hj :=Hλj ,μj (π) | 1 j p}. According to
Theorem 2 (Bounded Sets and Exponential Splittings) there are π -invariant,
continuous subbundles Ĥj of X×E such that
Ĥ1 =X×E, Ĥj =Hj ⊕ Ĥj+1 for j =1, . . . , p. (3)
Let ν be a φ-invariant, ergodic Borel probability measure on X; if Φ(x) is
injective for all x, Theorem 3 (Multiplicative Ergodic Theorem) gives us ν-con-
tinuous subbundles Vjν , V̂jν , a Borel subset Yν of full measure in X, an integer
pν such that
V̂1ν =Yν ×E, V̂jν =Vjν ⊕ V̂j+1ν for j =1, . . . , pν (4)
and corresponding Lyapunov exponents λjν . Let θj be in Res (π), θj <λj
and kj =kj (ν) be the integer such that
max{κν, λkj+1ν }  μj+1 <θj <λj λkjν , if j <p,
max{κν, λkp+1ν }  κ+(π)<θp <λpλkpν , if p is ﬁnite.
The measurable subbundles are then the traces on Yν of the continuous
subbundles (see [10, Proposition 8.10]).
Proposition 3. For all 1 j p we have:
(1) V̂kj+1ν (x)= Ĥj+1(x) for all x ∈Yν;
(2)
⊕
 :λν∈[λj ,μj ]
Vν (x)=Hj (x) for all x ∈Yν .
In particular, the sum of the dimensions of the Vν (x) does not depend
on the measure ν.
(3) If, moreover, p is ﬁnite, then
⊕
 :λν∈(κν ,κ+(π)]
Vν (x)⊕ V̂pν+1ν (x)= Ĥp+1(x) for all x ∈Yν .
(Last formula can also be interpreted for p=+∞.)
124 Voutaz
Corollary 2. Let π be a continuous skew-product ﬂow with inﬁnitely
many compact intervals [λj ,μj ] in the dynamical spectrum Σ(π). Then
μj ↘κ(π)=κ+(π).
Proof of Corollary 2. By Theorem 3, the Lyapunov exponents λjν con-
verge to κν  κ(π)ν-a.s. for any invariant, ergodic Borel probability mea-
sure ν. Therefore, in view of Proposition 3, it is impossible that the μj ’s
converge to a number larger than κ(π): We would get Lyapunov expo-
nents accumulating at a number larger than κν .
Remark 6.
(i) We obtain a similar result if we do not suppose ν ergodic.
(ii) We also get a similar result in the framework of Theorem 4
and Corollary 2 remains valid: the subbundles Vjν giving the ﬂag
decomposition are such that
Ĥj (x)=Vkjν (x)=Hj (x)⊕Vkj+1ν (x) for all x ∈Yν .
(iii) If the Banach space E is ﬁnite-dimensional and the
skew-product ﬂow π invertible, then we have
μj = supλν, λj = inf λν,
where  runs over all integers k with λkν ∈ [λj ,μj ] and ν over
the φ-invariant, ergodic Borel probability measures on X; the
extrema are moreover attained. (A similar result holds for sepa-
rable Hilbert spaces and continuous cocycles with values in the
algebra of compact operators, see [8, 9 or 10, Theorem 8.15].)
Applying this result to the restriction of the skew-product ﬂow
to the subbundles Hj we ﬁnd a similar result in the context of
Theorems 3 and 4. It is moreover proved in [10, Theorem 8.15]
that μ(π)= supλν in the Hilbert-space framework cited above.
We generalize this result below to the Banach space setting and
prove moreover that the supremum is attained.
Theorem 5. Let φ be a homeomorphism of the compact metric space
X and Φ :X →L(E) a continuous map generating a skew-product ﬂow π
over X. We moreover suppose that Φ(x) is injective for all x ∈X. We have
then
κ(π)= supκν, (5)
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where the supremum is taken over the φ-invariant, ergodic Borel probability
measures ν on X. Moreover, the number κ+(π) appearing in Theorem 2 sat-
isﬁes
κ+(π)= supλν, (6)
where the supremum is taken over the φ-invariant, ergodic Borel probability
measures ν on X and the Lyapunov exponents λν of the system (π, ν) such
that λν κ+(π). The suprema (5) and (6) are moreover attained.
We note that similar results are obtained if we do not suppose that all
maps Φ(x) are injective (see Theorem 4 and Remark 5).
Corollary 3. We have in particular:
μ(π)= supμν,
where the supremum is taken over the φ-invariant, ergodic Borel probability
measures ν on X, and μν is the largest Lyapunov exponent of (π, ν) (or the
measurable index of compactness κν if there are no Lyapunov exponents).
The supremum is moreover attained.
Proof of Theorem 5. We follow the general strategy of [8, 9]. We ﬁrst
prove that κ+(π)= supλν . Restricting the dynamics to invariant subspaces
if necessary, we can assume without loss of generality that κ+(π)=μ(π)>
−∞. First note that, by Theorem 2,
μ(π)= lim
n→∞
1
n
log sup
x∈X
‖Φ(n, x)‖.
Moreover, the largest Lyapunov exponent μν with respect to an ergodic
measure ν is given for a point x in a set Yν of full measure in X by
μν = lim
n→∞
1
n
log ‖Φ(n, x)‖μ(π).
We now construct an ergodic probability measure ν such that
μν =μ(π). The strategy is to construct a measure η on the compactiﬁca-
tion of a “projective bundle” X×P(E) to be deﬁned, and to obtain ν as the
projection of η on X.
We ﬁrst projectivize the vector space E, identifying lines through the
origin in E. We get a space P(E), and equip this space with the strongest
topology making the projection from E to P(E) continuous. We then put
on X :=X×P(E) the product topology. In this way, X becomes a metriz-
able topological space.
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The ﬁrst idea is to “scalarize” the cocycle Φ: Since Φ(x) is injective
for x ∈X, we can deﬁne a scalar-valued function f on X by
f (x, v) := log ‖Φ(x)v‖, where v∈ v with ‖v‖=1.
Note that f ∈C(X ,R).
The next step is to “projectivize” the homeomorphism φ of X; we
deﬁne a map ψ on X as follows:
ψ(x, v) := (φx,Φ(x)v).
Each map Φ(x) is linear, so maps lines to lines in E and is thus deﬁned
– and continuous – on P(E); so ψ ∈C(X ). Let us observe that
ψn(x, v)= (φnx,Φ(n, x)v) for n1.
We now choose points xn∈X, vn∈vn∈P(E) with ‖vn‖=1, n1, such
that
‖Φ(n, xn)vn‖ 12 supx∈X
‖Φ(n, x)‖.
Let βP(E) denote the Stone–Cˇech compactiﬁcation of P(E) (see [6,
§V.6]). We denote by Cb(X ,R) the space of bounded continuous functions
on X and deﬁne βX :=X × βP(E). Since Cb(X ,R)∗ =M(βX ), the space
of regular Borel measures on βX , we can deﬁne a probability measure ηn
on βX by
ηn(g) := 1
n
n−1∑
j=0
g
(
ψj (xn, vn)
)
, g∈Cb(X ,R). (7)
By passing to a subsequence if necessary we can assume that (ηn) con-
verges in the weak-star topology to some Borel measure η. So,
ηn(g)−→η(g) for all g∈Cb(X ,R).
It is important to note that f is not necessarily bounded on X .
Claim 1. The function f represents a well-deﬁned element f β in the
space L1(βX , η) and
η(f β)μ(π).
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Proof of the Claim. We ﬁrst remark that X has full measure in βX .
Therefore, f can be viewed as an ηn- or η-measurable function f β on βX .
However, f β is ηn-integrable for all n1 and
ηn(f
β)= 1
n
n−1∑
j=0
log
‖Φ(j +1, xn)vn‖
‖Φ(j, xn)vn‖ .
We thus obtain
ηn(f
β)= 1
n
log ‖Φ(n, xn)vn‖−→μ(π).
We deﬁne for each N 1 a function fN on X by fN :=max{f,−N};
fN ∈ Cb(X ,R) and has thus a unique continuous extension f βN to βX . If
we let M be M := log supx ‖Φ(x)‖<∞, then
f β(x, v)f βN(x, v)M for (x, v)∈X and N 1.
However, since f βN ∈C(βX ,R),
η(f
β
N)= limn→∞ηn(f
β
N) limn→∞ηn(f
β)=μ(π).
On the other hand, f βN ↘ f β pointwise on X , i.e., η-almost every-
where on βX . So, by the Monotone Convergence Theorem, f β ∈L1(βX , η)
and
η(f β)= lim
N→∞
η(f
β
N)μ(π).
Let ψβ be the unique continuous extension of ψ to βX . Remark that
η is ψβ -invariant since η(g ◦ψ)= η(g) for all g ∈ Cb(X ,R). The Birkhoff
Ergodic Theorem gives a subset βXη of full measure in βX such that, for
each point ξ in βXη,
f β(ξ) := lim
n→∞
1
n
n−1∑
j=0
f β
(
(ψβ)j (ξ)
)
exists and η(f β)=η(f β).
Let p (respectively, p˜) be the projection of X onto X (respectively,
P(E)) and let pβ :βX →X (respectively, p˜β :βX →βP(E)) be the contin-
uous extension of p (respectively, p˜) to βX . We deﬁne measures ν and ν˜
on X and each ﬁber βX (x)=βP(E), respectively, by
ν :=pβ∗ η, ν˜ := p˜β∗ η.
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Note that ν is φ-invariant since η is ψβ -invariant and that Xη :=βXη ∩X
is a set of full η-measure in βX . Decomposing ν into ergodic components
if necessary, we can suppose without loss of generality that ν is ergodic.
The Multiplicative Ergodic Theorem for ν and π gives a subset Yν of full
measure in X such that
lim
n→∞
1
n
log ‖Φ(n, x)‖=μν for all x ∈Yν .
So, if (x, v)∈Yη :=p(Xη)∩Yν × p˜(Xη) and v∈ v with ‖v‖=1, then
μν  lim
n→∞
1
n
log ‖Φ(n, x)v‖= lim
n→∞
1
n
n−1∑
j=0
f β
(
ψj (x, v)
)
= f β(x, v). (8)
The argument below is the main difference with [10, Theorem 8.15].
Denoting the product measure on βX by ν ⊗ ν˜, we remark that Yη is a
subset of full (ν ⊗ ν˜)-measure in βX . The measure η is moreover abso-
lutely continuous with respect to ν ⊗ ν˜ since
η(Z)2 (ν ⊗ ν˜)(Z) for every Borel subset Z of βX .
Hence, by the Radon–Nikody´m Theorem, there is a nonnegative
function a∈L1(βX , ν ⊗ ν˜) such that
∫
Z
g dη=
∫
Z
g ·a d(ν ⊗ ν˜)
for every Borel subset Z of βX , whenever the measurable function g is
such that
∫
Z g dη exists. Moreover, (ν ⊗ ν˜)(a)= 1 and thus, since f β μν
on a set of full (ν ⊗ ν˜)-measure,
μ(π)η(f β)=η(f β)= (ν ⊗ ν˜)(f β ·a)μν · (ν ⊗ ν˜)(a)=μν.
The supremum in κ+(π)= supλν is therefore attained.
The proof of κ(π)= supκν is similar and we only sketch it. Let 2E be
the set of all nonempty bounded subsets of E. We can put on 2E a vector
space structure by deﬁning
F +G :={u+v |u∈F, v∈G},
tF :={tu |u∈F }, t ∈R, F,G∈2E.
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Let 2Ec be the subspace of relatively compact sets in 2
E ; the Kuratowski
function α deﬁnes a norm on the quotient space 2E/2Ec since α(F )= 0,
F ∈2E , if and only if F is relatively compact in E. The next step is to pro-
jectivize the normed space (2E/2Ec , α), identifying lines through the origin
in 2E/2Ec . We get a space P(2
E/2Ec ) and we consider the projective bundle
X :=X×P(2E/2Ec ).
We claim that we can suppose without loss of generality that
α(Φ(x)F )>0 whenever α(F )>0, x ∈X, F ∈2E . (9)
To prove this, consider if necessary the extension Φ˜ of Φ as in Remark 5.
We ﬁrst note that
sup
i∈N
α(Fi)α
(
∏
i∈N
Fi
)
, where Fi ∈2E for all i. (10)
To see this, we deﬁne for  > 0 a number r by r := α(
∏
i Fi)+ . There
exist then a positive integer k and vectors u˜(j) = (u(j)1 , u(j)2 , . . . ) ∈
∏
i Fi ,
1 j k, such that
∏
i∈N
Fi ⊂
k⋃
j=1
BE˜(˜u
(j), r)=
k⋃
j=1
∏
i∈N
BE(u
(j)
i , r)⊂
∏
i∈N
k⋃
j=1
BE(u
(j)
i , r).
Each set Fi can thus be covered by ﬁnitely many balls of radius not
exceeding r and with centers in Fi . Therefore,
sup
i
α(Fi) r
and (10) follows if we let  tend to zero.
Let F ∈ 2E be such that α(FN) > 0; then, by Tychonoff’s Theorem,
α(F )>0 and we thus get from (10) for x ∈X:
α
(
Φ˜(x)FN
)
=α (Φ(x)F ×α1F ×α2F ×· · · )α(F ) sup
i
αi >0,
from which (9) follows. We can hence deﬁne a function f on X by
f (x,F) := logα (Φ(x)F ) , where F ∈F with α(F )=1.
Note that f ∈C(X ,R) and Φ(x)∈L(2E/2Ec , α) for x ∈X.
We deﬁne as above a continuous mapping ψ on X by
ψ(x,F) := (φx,Φ(x)F)
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and choose points xn ∈X, n1, such that
α (Φ(n, xn)B)
1
2
sup
x∈X

 (Φ(n, x)) .
Here, B denotes the unit ball in E. The proof can be completed as above,
working with the Stone–Cˇech compactiﬁcation of P(2E/2Ec ). We simply
note the following fact used in step (8):

 (Φ(x))= sup
α(F )=1
α (Φ(x)F ) .
The upper bound follows from α(B)=1 and the deﬁnition of 
; in order
to prove the lower bound, it is sufﬁcient to note that, given  >0, F ∈2E
can be covered by a ﬁnite number k of balls Bj of radius r :=α(F )+ 
and centered in uj ∈F , 1 j k. Hence,
Φ(x)F ⊂
k⋃
j=1
Φ(x)Bj =
k⋃
j=1
(
Φ(x){uj }+Φ(x)(rB)
)
and we get
α (Φ(x)F ) max
1jk
{
α
(
Φ(x){uj }
)+ rα (Φ(x)B)
}= r
 (Φ(x)) .
Therefore, if we let  tend to zero and suppose α(F )>0,
α(Φ(x)F )
α(F )

 (Φ(x))
and the claim follows.
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