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A NEW BASIS FOR THE REPRESENTATION
RING OF A WEYL GROUP
G. Lusztig
Introduction and statement of the main result
0.1. Let W be a Weyl group. Let RW be the (abelian) category of finite dimen-
sional representations of W over Q and let KW be the Grothendieck group of RW .
Note that KW has a Z-basis IrrW consisting of the irreducible representations ofW
up to isomorphism. (We often identify a representation ofW with its isomorphism
class.)
In [L1] I introduced a class of irreducible objects of RW denoted by SW (later
called special representations). In [L3] I introduced a class CW of (not necessar-
ily irreducible) objects of RW called “cells” (later these objects were called the
constructible representations of W ). In [L5] I showed that the objects in CW are
precisely the representations of W carried by the various left cells of W . In this
paper we introduce a class CW of objects of RW which includes both SW and CW .
The representations in CW are called new representations. The main result of this
paper is that the new representations form a Z-basis of the Grothendieck group
KW (see Theorem 0.6). If W is of type A we have CW = IrrW , but for other
irreducible W , this is not the case.
0.2. Following [BL] we define an involution iW : IrrW −→ IrrW as follows. Assume
first that W is irreducible. If W is not of type E7 or E8 then iW is the identity.
If W is of type E7, iW interchanges the two irreducible representations of degree
512 and is the identity on all other irreducible representations. If W is of type E8,
iW acts trivially outside the set consisting of the four irreducible representations
of degree 4096; iW interchanges the two irreducible representations of degree 4096
which take the calue 512 on a reflection; iW also interchanges the two irreducible
representations of degree 4096 which take the calue −512 on a reflection. If W is
a product
∏
iW (i) of irreducible Weyl groups W (i) then we can identify IrrW =∏
i IrrW (i) and we define iW to be
∏
i iW (i).
Let sgnW ∈ IrrW be the sign representation of W . We define an involution
i˜W : IrrW −→ IrrW by E 7→ iW (E)⊗ sgn.
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0.3. Let E 7→ aE , E 7→ bE be the two functions IrrW −→ N defined in [L4, 4.1].
We have aE ≤ bE , see [L1]. Recall from [L1] that SW consists of all E ∈ IrrW such
that aE = bE . Now let I ⊂ S and let WI be the subgroup of W generated by I.
Let E1 ∈ IrrWI and let a = aE1 ∈ N. For any E ∈ IrrW such that the multiplicity
(E : IndWWI (E1)) is > 0 we have aE ≥ a, see [L1, Lemma 4]. Following [L3] we
define
JWWI (E1) = ⊕E(E : Ind
W
WI
(E1))E
where E runs over the irreducible representations of W such that aE = a. More
generally if E′ ∈ RWI , we set J
W
WI
(E′) = ⊕E1∈IrrWI (E1 : E
′)JWWI (E1) where
(E1 : E
′) is the multiplicity of E1 in E
′. Note that JWWI (E
′) is an object of RW
well defined up to isomorphism.
0.4. In this subsection we assume that W is irreducible.
Recall that IrrW is partitioned into subsets called families, see [L4, 4.2]. For
any family c let RW,c be the category of all E ∈ RW which are direct sums of
irreducible representations in c. Let nc = ♯(c).
As in [L4, §4] we attach to c a finite group Gc and an imbedding c −→ M(Gc)
where M(Gc) is the set of pairs (x, ρ) where x ∈ Gc is defined up to conjugacy
and ρ is an irreducible representation over C of the centralizer Z(x) of x in Gc.
Let M0(Gc) be the image of this imbedding. For (x, ρ) ∈ M0(Gc) let Ex,ρ be the
corresponding representation in c.
We set XW = ⊔cXW,c where c runs over the families in IrrW and for any family
c the subset XW,c of RW,c is defined as follows.
If nc /∈ {4, 11, 17} then XW,c consists of the unique special representation in c.
In the remainder of this subsection we assume that nc ∈ {4, 11, 17}. Then W is
of type G2, F4 or E8, c is uniquely determined and Gc is a symmetric group Sm
with m equal to 3, 4 or 5 (for type G2, F4, E8 respectively).
Let A be the set of irreducible representations of Gc = Sm (up to isomorphism)
other than the sign representation. Let A′ be the set of representations of Sm
(up to isomorphism) which are induced by the unit representation of a subgroup
of Sm which is 6= {1} and is a product of symmetric groups. We have a unique
bijection A↔ A′, ρ↔ ρ˜ with the property that for any ρ ∈ A, ρ appears in ρ˜ with
multiplicity 1. For ρ ∈ A, we have (1, ρ) ∈ M0(cgc) so that E1,ρ is defined; we
set E˜ρ = ⊕ρ′∈AE
⊕(ρ′:ρ˜)
1,ρ′ where (ρ
′ : ρ˜) is the multiplicity of ρ′ in ρ˜. By definition,
XW,c = {E˜ρ; ρ ∈ A}.
For example, ifW is of type G2 then nc = 4 and XW,c consists of V, V ⊕ǫ1 where
V is the special representation in c and ǫ1 is a one dimensional representation in
c described in [L4, 4.8].
If W is of type F4 then nc = 11 and XW,c consists of
121, 121 ⊕ 93, 121 ⊕ 93 ⊕ 62, 121 ⊕ 9
⊕2
3 ⊕ 62 ⊕ 13
(we use the notation of [L4, 4.10] for the irreducible representations in c).
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If W is of type E8 then nc = 17 and XW,c consists of
4480, 4480⊕ 5670, 4480⊕ 5670⊕ 4536, 4480⊕ 5670⊕2 ⊕ 4536⊕ 1680,
4480⊕ 5670⊕2 ⊕ 4536⊕2 ⊕ 1400⊕ 1680,
4480⊕ 5670⊕3 ⊕ 4536⊕3 ⊕ 1400⊕2 ⊕ 1680⊕3 ⊕ 70
(we use the notation of [L4, 4.13.2] for the irreducible representations in c with
subscripts omitted).
0.5. We define the class CW of representations (said to be new representations)
of W by induction on |W |. If |W | = 1, CW consists of the unit representation.
Assume now that |W | ≥ 2. If W is not irreducible we write it as W =
∏
iW (i)
withW (i) irreducible. By the induction hypothesis CW (i) is defined. By definition
CW consists of the representations of W of the form ⊠iEi where Ei ∈ CW (i).
Assume now that W is irreducible. Then CW consists of
(i) the representations of W of the form JWI (E
′) or i˜W (JWI (E
′)) for various
I $ S, E′ ∈ CWI ,
(ii) the representations in XW .
Note that there may be overlap between (i),(ii) above. This completes the induc-
tive definition of CW .
From the definitions we see that:
(a) Any representation in CW is a direct sum of irreducible representations in
a fixed family of W .
(b) Any special representation of W is in CW .
(c) Any constructible representation of W is in CW .
We state our main result.
Theorem 0.6. The representations in CW form a Z-basis of the Grothendieck
group KW .
For the proof we can assume that W is irreducible. If W is of type A, the
theorem is immediate: we have CW = IrrW . If W is of type B or D, we can
view the objects of IrrW in a fixed family as the points of a certain subset of a
symplectic F2-vector space with a certain distinguished basis. This point of view
has been used in [L4] where the symplectic F2-vector space was interpreted as the
set of unipotent representations of a classical group over a finite field corresponding
to a fixed two-sided cell of W . In that picture the constructible representations
appear as certain Lagrangian subspaces of the symplectic vector space and the
representations in CW appear as certain isotropic (not necessarily Lagrangian)
subspaces of the symplectic vector space; a representation in CW decomposes into
irreducible representations with multiplicities 1 represented by the points of the
corresponding isotropic subspace. (This point of view has also been used in [L3,
§11].) In this way, the proof of the theorem can be reduced (for type B or D) to the
verification of a property of isotropic subspaces in a certain based symplectic F2-
vector space, see Theorem 1.10. If W is of exceptional type, CW can be explicitly
computed (see 2.1 where the theorem is verified).
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0.7. Assume thatW is irreducible. IfW is of exceptional type, then the transition
matrix between the basis IrrW and the basis in 0.6 for KW is unitriangular (for
suitable orderings). In a sequel to this paper we will show that the same is true for
W of type B or D. In any case we construct an explicit bijection CW
∼
−→ IrrW such
that for E ∈ Cw the image of E under this bijection is an irreducible representation
appearing with multiplicity 1 in E (see 1.10(b) for type B,D and §2 for exceptional
types).
0.8. An object of RW is said to be positive if the corresponding module over the
J-ring attached to W admits a basis in which the canonical basis elements of the
J-ring act with entries inN. It is well known that any constructible representation
of W is positive (a property of left cells in W ). The fact that any special represen-
tation of W is positive is proved in [L6] in the case of classical Weyl groups and
in [L7] for general Weyl groups. We conjecture that any representation in CW is
positive.
0.9. Notation. For two integers a, b we set [a, b] = {z ∈ Z; a ≤ z ≤ b}; this is
empty unless a ≤ b.
1. A study of isotropic subspaces in a
certain based symplectic F2-vector space
1.1. Let d ≥ 0 and let V be an F2-vector space endowed with a basis (ei)i∈[1,2d]
and a symplectic form (, ) : V × V −→ F2 such that (ei, ej) = 1 if i − j = ±1,
(ei, ej) = 0 if i− j 6= ±1. Note that (, ) is nonsingular.
For e ∈ V we set e⊥ = {x ∈ V ; (x, e) = 0}. If d ≥ 1 and i ∈ [1, 2d] we consider
the vector space Vi = e
⊥
i /F2ei; let πi : e
⊥
i −→ Vi be the obvious map. Now Vi
inherits from V a symplectic form (, ) and a basis (eik)k∈[1,2d−2] given by
(a) eik = πi(ek) if k ∈ [1, i − 2], e
i
k = πi(ek+2) if k ∈ [i, 2d − 2], e
i
i−1 =
πi(ei−1 + ei+1) if 1 < i < 2d.
This defines on Vi a structure of the same kind as that of V .
Let Id be the set of all intervals I = [a, b] ⊂ [1, 2d] such that ♯(I) is odd; for
[a, b] ∈ Id we set e[a,b] =
∑
j∈[a,b] ej ∈ V .
If d ≥ 2 and i ∈ [1, 2d], [a′, b′] ∈ Id−1, we set e
i
[a′,b′] =
∑
j∈[a′,b′] e
i
j ∈ Vi.
Assume that [a, b] ∈ Id is such that (e[a,b], ei) = 0 (that is, a < i < b or i < a−1
or b+ 1 < i or a = b = i). From (a) we deduce:
(b) If a < i < b then πi(e[a,b]) = e
i
[a,b−2]. If i < a−1 then πi(e[a,b]) = e
i
[a−2,b−2].
If i > b+ 1 then πi(e[a,b]) = e
i
[a,b]. If a = b = i then πi(e[a,b]) = 0.
Now let [a′, b′] ∈ Id−1 and let i ∈ [1, 2d]. The following holds:
(c) If a′ < i < b′ + 2 then π−1i (e
i
[a′,b′]) = {e[a′,b′+2], e[a′,b′+2] + ei}. If i ≤ a
′
then π−1i (e
i
[a′,b′]) = {e[a′+2,b′+2], ei + e[a′+2,b′+2]}. If i ≥ b
′ + 2 then π−1i (e
i
[a′,b′]) =
{e[a′,b′], e[a′,b′] + ei}.
1.2. We define a family F(V ) of subspaces of V by induction on d. If d = 0, F(V )
consists of {0}. Assume now that d ≥ 1 so that F(Vi) is defined for i ∈ [1, 2d]. A
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subspace X of V is said to be in F(V ) if either X = 0 or if for some i ∈ [1, 2d]
and some X ′ ∈ F(Vi) we have X = π
−1
i (X
′). By induction on d we see that all
subspaces in F(V ) are isotropic.
For example, if d = 1, F(V ) consists of {0}, {e1}, {e2}.
If d = 2, F(V ) consists of
{0}, {e1}, {e2}, {e3}, {e4}, {e1, e4}, {e2, e[1,3]}, {e2, e4}, {e1, e3}, {e3, e[2,4]}.
For any X ∈ F(V ) let α(X) = {I ∈ Id; eI ∈ X}. We show:
(a) Let X ∈ F(V ) and let [a, b] ∈ α(X) be such that a < b. Then there exists i
such that a < i < b, ei ∈ X.
We must have d ≥ 1. We argue by induction on d. If d = 1 there is nothing to
prove. Assume that d ≥ 2. Assume that the conclusion of (a) does not hold. We
can find j ∈ [1, 2d] andX ′ ∈ F(Vj) such thatX = π
−1
j (X
′). By our assumption we
have j ≤ a or b ≤ j. We cannot have j = a since that would imply (ej , e[a,b]) = 1
contradicting ej ∈ X, e[a,b] ∈ X . Similarly we cannot have j = a − 1 or j = b or
j = b+1. Thus, j < a−1 or b+1 < j. From 1.1(b) we see that πj(e[a,b]) = e
j
[a−2,b−2]
(if j < a − 1) and πj(e[a,b]) = e
j
[a,b] (if b + 1 < j). By the induction hypothesis
we can find h such that a − 2 < h < b − 2, ejh ∈ X
′ (if j < a − 1) or a < h < b,
ejh ∈ X
′ (if b + 1 < j). From 1.1(a) we have eh+2 ∈ X (if j < a + 1) and eh ∈ X
(if b+ 1 < j). This proves (a).
1.3. We show:
(a) Let X ∈ F(V ), i ∈ [1, 2d] be such that ei ∈ X so that X
′ = πi(X) ⊂ Vi is
defined. We have X ′ ∈ F(Vi).
We argue by induction on d ≥ 1. If d = 1 we have X ′ = {0} and the result
is obvious. Assume that d ≥ 2. We can find j ∈ [1, 2d] such that ej ∈ X and
X = π−1j (Y ) where Y ∈ F(Vj). If i = j there is nothing to prove. Assume now
that i 6= j. Since X contains ei, ej we have (ei, ej) = 0 hence |i − j| ≥ 2. Hence
πj(ei) = e
j
h for some h ∈ [1, 2d− 2]; also e
j
h ∈ Y . We have πi(ej) = e
i
h′ for some
h′ ∈ [1, 2d]. Let Vi,j = (e
⊥
i ∩ e
⊥
j )/(F2ei + F2ej) = (Vi)h′ = (Vj)h. The last two
descriptions of Vi,j define F(Vi,j) in two ways (which actually coincide). Let
ρ : {v ∈ Vj ; (v, e
j
h) = 0} −→ {v ∈ Vj ; (v, e
j
h) = 0}/F2e
j
h = Vi,j
ρ′ : {v ∈ Vi; (v, e
i
h′) = 0} −→ {v ∈ Vi; (v, e
i
h′) = 0}/F2e
i
h′ = Vi,j
be the obvious maps. By the induction hypothesis we have ρ(Y ) ∈ F(Vi+j). Now
X ′ = ρ′−1(ρ(Y )) Hence X ′ ∈ F(Vi). This proves (a).
We show:
(b) If X ∈ F(V ) then there exists X˜ ∈ F(V ) such that X ⊂ X˜ and dim X˜ = d.
We argue by induction on d. For d = 0 there is nothing to prove. Assume that
d ≥ 1. Note that the subspace of V spanned by e1, e3, . . . , e2d−1 is in F(V ). Hence
if X = 0 the result holds. Assume now that X 6= {0}. We can find i ∈ [1, 2d]
and X ′ ∈ F(Vi) such that X = π
−1
i (X
′). By the induction hypothesis we can find
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X˜ ′ ∈ F(Vi) such that X
′ ⊂ X˜ ′, dim X˜ ′ = d − 1. Let X˜ = π−1i (X˜
′). We have
X ⊂ X˜ , X˜ ∈ F(V ), dim X˜ = d. This proves (b).
1.4. We show:
(a) {eI ; I ∈ α(X)} is a basis of the vector space X.
We argue by induction on d. If d = 0 there is nothing to prove. Assume that
d ≥ 1. If X = 0 there is nothing to prove. Thus we can assume that X 6= 0. We
can find i ∈ [1, 2d] and X ′ ∈ F(Vi) such that X = π
−1
i (X
′). By the induction
hypothesis {eiI′ ; I
′ ∈ α(X ′)} is a basis of X ′. For any I ′ ∈ α(X ′), the set π−1i (e
i
I′)
contains a unique element of the form eI (see 1.1(c)) and we have eI ∈ X so that
I ∈ α(X). The elements eI thus obtained together with ei clearly span X . Since
the number of these elements equals dim(X ′) + 1 = dim(X), they must form a
basis of X . Conversely, if I ∈ α(X) then πi(eI) ∈ X
′ is of the form eiI′ for some
I ′ ∈ α(X ′) or is 0 (see 1.1(b)); hence eI is part of the basis described above. This
proves (a).
1.5. Assume that d ≥ 1. Let X ∈ F(V ), X 6= {0}. Let i be the smallest number
in ∪I∈α(X)I. Let j be the smallest number in [1, 2d] such that ej ∈ X . We have
i ≤ j. We show:
(a) For any h ∈ [i, j], we have [h, h˜] ∈ α(X) for a unique h˜ ∈ [h, 2d]; moreover
we have j ≤ h˜.
Assume first that i = j. If [j, b] ∈ α(X), j < b then (e[j,b], ej) = 1 contradicting
the fact that ej , e[j,b] are both contained in the isotropic subspace X . Thus (a)
holds in this case. In particular (a) holds when d = 1 (in this case we have i = j).
We argue by induction on d ≥ 1. As we have seen the result holds when d = 1.
We now assume that d ≥ 2. We can assume that i < j. Let X ′ = πj(X). By
1.3(a) we have X ′ ∈ F(Vj). Moreover we have X
′ 6= 0 hence i′, j′ are defined
for X ′ in the same way as i, j are defined for X . We have [i, b] ∈ α(X) for some
b > i. From 1.2(a) we see that there exists j1 such that i < j1 < b, ej1 ∈ X . By
the minimality of j we must have j ≤ j1. Thus we have i < j < b. By 1.1(b) we
have πj(e[i,b]) = e[i,b−2] ∈ X
′. This implies that i′ ≤ i. If i′ < i then ej[i′,c] ∈ X
′
for some c ∈ [i′, 2d− 2]; using 1.1(c) we deduce that π−1j (e
j
[i′,c]) contains e[i′,c′] for
some c′ hence [i′, c′] ∈ α(X) so that i′ ≥ i. Thus we have i′ = i.
By the induction hypothesis, the following holds:
(b) For any k ∈ [i, j′], we have [k, k1] ∈ α(X
′) for a unique k1; moreover
j′ ≤ k1.
If j′ ≤ j − 2 then π−1j (ej′) contains ej′ . Hence ej′ ∈ X so that j
′ ≥ j by the
minimality of j; this is a contradiction. Thus we have j′ ≥ j − 1.
Let k ∈ [i, j − 1]. Then we have also k ∈ [i, j′] hence k1 is defined as in (b).
We have ej[k,k1] ∈ X
′ hence from 1.1(c) we deduce that e[k,k1+2] ∈ X (we use that
k < j ≤ j′+1 ≤ k1+1 < k1+2); we have j < k1+2. Assume now that e[k,k2] ∈ X
with k ≤ k2 ≤ 2d. Then k < k2 (by the minimality of j) hence we have either
k < j < k2 or j > k2 + 1. If j > k2 + 1 then from 1.1(b), we have e
j
[k,k2]
∈ X ′
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hence by (b), k2 = k1 hence j > k1 + 1 contradicting j < k1 + 2. Thus we have
k < j < k2 and from 1.1(b) we have e
j
[k,k2−2]
∈ X ′ hence by (b), k2 − 2 = k1.
Next we assume that k = j. In this case we have [k, k] ∈ α(X). Moreover if
[k, k′] ∈ α(X) with k ≤ k′ ≤ 2d then we cannot have k < k′ (since if k < k′ we
would have (ek, e[k,k′]) = 1 contradicting the fact that ek, e[k,k′] are both contained
in the isotropic subspace X). This proves (a).
We show:
(c) Assume that j < 2d and that i ≤ h < j. Then h˜ in (a) satisfies h˜ > j.
Assume that h˜ = j, so that [h, j] ∈ α(X). Since h < j we have (e[h,j], ej) =
(ej−1, ej) = 1. This contradicts the fact that e[h,j], ej are contained in the isotropic
subspace X . This proves (c).
(d) Assume that j < 2d. Then for any k ∈]j + 1, 2d] we have [j + 1, k] /∈ α(X).
Assume that [j + 1, k] ∈ α(X). We have (e[j+1,k], ej) = (ej+1, ej) = 1. This
contradicts the fact that e[j+1,k], ej are contained in the isotropic subspace X .
This proves (d).
1.6. For X ∈ F(V ) and j ∈]1, 2d] we set αj(X) = {I ∈ α(X); j ∈ I}. We define
fX : [1, 2d] −→ N by fX(j) = ♯(αj(X)) ∈ N. We define φX : [1, 2d] −→ {0, 1} by
φX(j) = fX(j)(fX(j)+1)/2 mod 2 that is φX(j) = 1 if fX(j) ∈ (4Z+1)∪(4Z+2),
φX(j) = 0 if fX(j) ∈ (4Z) ∪ (4Z+ 3). We set
Φ(X) =
∑
j∈[1,2d]
φX(j)ej ∈ V.
We show:
(a) Assume that d ≥ 1, i ∈ [1, 2d] and X = π−1i (X
′) where X ′ ∈ F(Vi). Then
Φ(X) ∈ e⊥i and Φ(X
′) = πi(Φ(X)); here Φ(X
′) is defined like Φ(X) but in terms
of Vi instead of V .
Assume first that i = 1. If I ∈ α(X), then by the proof of 1.4(a) we have I ⊂ [3, 2d]
or I = {1}. Hence ♯(I ∈ α(X); 2 ∈ I) = 0 so that the coefficient of e2 in Φ(X) is
0. Thus, (Φ(X), e1) = 0. Similarly, if i = 2d, the coefficient of e2d−1 in Φ(X) is 0
so that (Φ(X), e2d) = 0. Next we assume that 1 < i < 2d. Then the coefficient of
ei−1 in Φ(X) is equal to the coefficient of ei+1 in Φ(X). (An equivalent statement
is:
♯(I ∈ α(X); i−1 ∈ I) ∈ (4Z+1)∪(4Z+2)↔ ♯(I ∈ α(X); i+1 ∈ I) ∈ (4Z+1)∪(4Z+2).
This follows from the fact that for I ∈ α(X) we have i + 1 ∈ I ↔ i − 1 ∈ I.) It
follows that (Φ(X), ei) = 0.
We see that Φ(X) ∈ e⊥i in all cases. Hence πi(Φ(X)) ∈ Vi is well defined.
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Assume that 1 < i < 2d. We have
πi(Φ(X)) =
∑
j∈[1,2d];j−i6=±1
φX(j)πi(ej) + φX(i− 1)πi(ei−1 + ei + ei+1)
=
∑
j∈[1,2d];j≤i−2
φX(j)e
i
j +
∑
j∈[1,2d];j≥i+2
φX(j)e
i
j−2 + φX (i− 1)e
i
i−1
=
∑
j∈[1,2d−2];j≤i−2
φX(j)e
i
j +
∑
j∈[1,2d−2];j≥i
φX(j + 2)e
i
j + φX(i− 1)e
i
i−1 = Φ(X
′).
For the last equality we note that when j ∈ [1, 2d− 2] we have
φX(j) = φX′(j) if j ≤ i− 1;φX(j + 2) = φX′(j) if j ≥ i.
(It is enough to show that fX(j) = fX′(j) if j ≤ i−1, fX(j+2) = fX′(j) if j ≥ i.
If j < i we have a bijection [a′, b′] 7→ [a′, b], αj(X
′) −→ αj(X) where b = b
′ + 2 if
i < b′ + 2 and b = b′ if i ≥ b′ + 2; if j ≥ i we have a bijection [a′, b′] 7→ [a, b′ + 2],
αj(X
′)
∼
−→ αj+2(X) where a = a
′ + 2 if i ≤ a′ and a = a′if i > a′, see 1.1(c). )
Next we assume that i = 1. We have
πi(Φ(X)) =
∑
j∈[3,2d]
φX(j)πi(ej) =
∑
j∈[3,2d]
φX(j)e
i
j−2
=
∑
j∈[1,2d−2]
φX(j + 2)e
i
j = Φ(X
′).
For the last equality we note that when j ∈ [1, 2d−2] we have φX(j+2) = φX′(j).
(It is enough to show that fX(j + 2) = fX′(j). We have a bijection [a
′, b′] 7→
[a′ + 2, b′ + 2], αj(X
′)
∼
−→ αj+2(X), see 1.1(c).)
We now assume that i = 2d. We have
πi(Φ(X)) =
∑
j∈[1,2d−2]
φX(j)πi(ej) =
∑
j∈[1,2d−2]
φX(j)e
i
j = Φ(X
′).
For the last equality we note that when j ∈ [1, 2d− 2] we have φX(j) = φX′(j).
(It is enough to show that fX(j) = fX′(j). We have a bijection [a
′, b′] 7→ [a′, b′],
αj(X
′)
∼
−→ αj(X), see 1.1(c).) This proves (a).
Let V˜ = ∪X∈F(V )X ⊂ V . We show:
(b) We have Φ(X) ∈ X; in particular, Φ(X) ∈ V˜ .
We argue by induction on d. For d = 0 there is nothing to prove. Assume that
d ≥ 1. Let i, X ′ be as in (a). By the induction hypothesis we have Φ(X ′) ∈ X ′.
Using this and (a) we see that πi(Φ(X)) ∈ X
′ hence Φ(X) ∈ X . This proves (b).
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1.7. We show:
(a) The map Φ : F(V ) −→ V˜ is injective.
We argue by induction on d ≥ 0. For d = 0 the result is obvious. We now assume
that d ≥ 1. Let X ∈ F(V ), X ′ ∈ F(V ) be such that Φ(X) = Φ(X ′). Let i (resp.
i′) be the smallest number in ∪I∈α(X)I (resp. in ∪I∈α(X′)I). Let j (resp. j
′) be
the smallest number in [1, 2d] such that ej ∈ X (resp. ej′ ∈ X
′). We have i ≤ j,
i′ ≤ j′. From 1.5(a) we have
Φ(X) = ei mod F2ei+1 +F2ei+2 + . . . ,
Φ(X ′) = ei′ mod F2ei′+1 + F2ei′+2 + . . . ;
since Φ(X) = Φ(X ′) it follows that i = i′.
Assume that j 6= j′. We can then assume that j < j′. From 1.5 we see that the
sequence
fX(i), fX(i+ 1), fX(i+ 2), . . . , fX(j), fX(j + 1)
is 1, 2, 3, . . . , j − i, j − i+ 1, j − i and that the sequence
fX′(i), fX′(i+ 1), fX′(i+ 2), . . . , fX′(j), fX′(j + 1)
is 1, 2, 3, . . . , j − i, j − i+ 1, j − i+ 2. Since Φ(X) = Φ(X ′), the sequence
φX (i), φX(i+ 1), φX(i+ 2), . . . , φX(j), φX(j + 1)
coincides with the sequence
φX′(i), φX′(i+ 1), φX′(i+ 2), . . . , φX′(j), φX′(j + 1).
Hence
(
1× 2
2
,
2× 3
2
, . . . ,
(j − i)(j − i+ 1)
2
,
(j − i+ 1)(j − i+ 2)
2
,
(j − i)(j − i+ 1)
2
)
= (
1× 2
2
,
2× 3
2
, . . . ,
(j − i)(j − i+ 1)
2
,
(j − i+ 1)(j − i+ 2)
2
,
(j − i+ 2)(j − i+ 3)
2
)
(equality of sequences of integers modulo 2). In particular we have
(j − i)(j − i+ 1)/2 = (j − i+ 2)(j − i+ 3)/2) mod 2.
This is clearly impossible. Thus j 6= j′ leads to a contradiction. We see that
j = j′ so that ej ∈ X , ej ∈ X
′. It follows that there exist Y ∈ F(Vj), Y
′ ∈ F(Vj)
such that X = π−1j (Y ), X
′ = π−1j (Y
′). By 1.6(a) we have Φ(Y ) = πj(Φ(X)),
Φ(Y ′) = πj(Φ(X
′)) hence Φ(Y ) = Φ(Y ′). By the induction hypothesis we have
Y = Y ′. Hence X = X ′. This proves (a).
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1.8. We show:
(a) Let x ∈ V˜ . Then the property (∗) below holds:
(∗) there exists a sequence x = x0, x1, . . . , xn = 0 in V such that for i ∈ [0, n−1]
we have xi + xi+1 = ej for some j ∈ [1, 2d] with (ej , xi) = (ej , xi+1) = 0.
We argue by induction on d. For d = 0 there is nothing to prove. Assume that
d ≥ 1. We can assume that x 6= 0. Let X ∈ F(V ) be such that x ∈ X . We can
find i ∈ [1, 2d] and X ′ ∈ F(Vi) such that X = π
−1
i (X
′). Let x¯ = πi(x) ∈ X
′.
By the induction hypothesis we can find a sequence x¯ = x¯0, x¯1, . . . , x¯n = 0 in Vi
such that for h ∈ [0, n− 1] we have x¯h + x¯h+1 = e
i
j for some j ∈ [1, 2d− 2] with
(eij , x¯h) = (e
i
j , x¯h+1) = 0. We can lift this to a sequence x = x0, x1, . . . , xn in e
⊥
i
in such a way that for h ∈ [0, n− 1] we have
(i) xh + xh+1 = ej for some j ∈ [1, 2d]− {i} such that (ej , xh) = (ej , xh+1) = 0
or
(ii) xh + xh+1 = ei−1 + ei + ei+1 and 1 < i < 2d, (ei−1 + ei + ei+1, xh) =
(ei−1 + ei + ei+1, xh+1) = 0.
We fix h ∈ [0, n − 1]. Assume that (i) does not hold. Then (ii) holds. We have
(ei−1, xh) = (ei+1, xh) (since (ei, xh) = 0).
Case 1. We have (ei−1, xh) = (ei+1, xh) = 0. We consider the four term
sequence xh, xh + ei−1, xh + ei−1 + ei+1, xh + ei−1 + ei + ei+1 = xh+1.
Case 2. We have (ei−1, xh) = (ei+1, xh) = 1. We consider the four term
sequence xh, xh + ei, xh + ei + ei−1, xh + ei−1 + ei + ei+1 = xh+1.
In both cases we replace xh, xh+1 in the sequence x0, x1, . . . , xn by the four
term sequence above (that is we insert two new terms between xh, xh+1). We do
this for each h ∈ [0, n − 1] for which (i) does not hold. We obtain a sequence
x = x′0, x
′
1, . . . , x
′
m in V which satisfies (∗) except that x
′
m is 0 or ei (and not
necessarily 0). If x′m = 0 then we see that (∗) holds. If x
′
m 6= 0 we add another
term to the sequence namely x′m+1 = 0. Then the new sequence satisfies (∗). This
proves that (∗) holds. This proves (a).
We now state a converse of (a). (This result is not used in the sequel.)
(b) Let x ∈ V be such that x satisfies (∗). Then x ∈ V˜ .
It is enough to show:
(c) If x ∈ V, x′ ∈ V˜ , j ∈ [1, 2d] satisfy x + x′ = ej, (ej , x) = (ej , x
′) = 0 then
x ∈ V˜ .
By [L2, 3.6] there exists X ∈ Fd(V ) such that x
′ ∈ X, ej ∈ X, x ∈ X . In particular
we have x ∈ V˜ . This completes the proof of (b).
1.9. Let F be the abelian group consisting of functions V˜ −→ Z. For x ∈ V˜
let ψx ∈ F be the characteristic function of x. For X ∈ F(V ) let ΨX ∈ F
be the characteristic function of X . Let F ′ be the subgroup of F generated by
{ΨX ;X ∈ F(V )}. We show:
(a) F = F ′.
We argue by induction on d. If d = 0 the result is obvious. Assume now that
d ≥ 1. For x ∈ V˜ let N(x) ∈ N be the minimum value of n in 1.8(∗). We
A NEW BASIS FOR THE REPRESENTATION RING OF A WEYL GROUP 11
prove that ψx ∈ F
′ by induction on N(x). When N(x) = 0 we have x = 0 and
ψx = Ψ{0} ∈ F
′. Thus we can assume that N(x) ≥ 1. We can find x′ ∈ V˜
and j ∈ [1, 2d] such that x + x′ = ej , (x, ej) = 0, N(x
′) = N(x) − 1. Let
y = πj(x) ∈ Vj . By the induction hypothesis on d, the characteristic function of y
is a Z-linear combination of characteristic functions of subsets Y in F(Vj). Since
π−1j (y) = {x, x
′}, it follows that ψx+ψx′ is a Z-linear combination of functions of
the form ΨX with X = ψ
−1
j (Y ) for various Y ∈ F(Vj). Thus ψx+ψx′ ∈ F
′. Since
ψx′ ∈ F
′ by the second induction hypothesis we see that ψx ∈ F
′. This proves (a).
Theorem 1.10. (a) {ΨX ;X ∈ F(V )} is a Z-basis of F .
(b) Φ : F(V ) −→ V˜ is a bijection.
By 1.9(a), the set {ΨX ;X ∈ F(V )} generates the free abelian group F . Let
N = ♯{ΨX ;X ∈ F(V )}, N
′ = ♯(V˜ ) = rank(F ′). By 1.7(a), we have N ≤ N ′ hence
(a) follows and N = N ′. Using N = N ′ and 1.7(a) we see that (b) holds. This
completes the proof.
1.11. For δ ∈ {0, 1} let V δ be the subspace of V with basis {ei; i ∈ [1, 2d], i = δ
mod 2}. We have V = V 0 ⊕ V 1. We show:
(a) Let X ∈ F(V ). We set X0 = X ∩ V 0, X1 = X ∩ V 1. Then X = X0 ⊕X1.
We argue by induction on d. If X = 0 the result is obvious. Hence the result holds
when d = 0. Assume now that d ≥ 1. We can assume that X 6= 0 hence we can
find i ∈ [1, 2d] and X ′ ∈ F(Vi) such that X = π
−1
i (X
′). Now the decomposition
Vi = V
0
i ⊕ V
1
i is defined just like for V and by the induction hypothesis we have
X ′ = X ′0⊕X ′1 where X ′0 = X ′∩V ′0, X ′1 = ⊕(X ′ ∩V ′1. Let πδi : V
δ ∩ e⊥i −→ V
δ
i
be the restriction of πi : e
⊥
i −→ Vi. If i = δ mod 2 then p
δ
i : V
δ −→ V δi is
surjective with one dimensional kernel spanned by ei. If i = δ + 1 mod 2 then
pδi : V
δ ∩ e⊥i −→ V
δ
i is an isomorphism. Let X˜
δ = (πδi )
−1X ′δ. We have X˜δ ⊂ Xδ
hence X˜0 ⊕ X˜1 ⊂ X . If i = δ mod 2 we have dim X˜δ = dimX ′δ + 1; if i = δ + 1
mod 2 we have dim X˜δ = dimX ′δ. Thus, dim(X˜0⊕X˜1) = dimX ′0+dimX ′1+1 =
dimX ′ + 1 = dimX . It follows that X˜0 ⊕ X˜1 = X and X˜δ = Xδ for δ ∈ {0, 1}.
Thus X0 ⊕X1 = X and (a) is proved.
Note that in the setup of (a), X is determined by either X0 or X1. Indeed, we
have X1 = {x ∈ V 1; (x,X0) = 0}, X0 = {x ∈ V 0; (x,X1) = 0}.
2. Exceptional Weyl groups
2.1. In this section we assume thatW is irreducible, of exceptional type. Let c be
a family of W . Let CW,c be the set of all E ∈ CW which are direct sums of various
E′ ∈ c. Recall that nc = ♯(c). We have nc ∈ {1, 2, 3, 4, 5, 11, 17}. By computing
CW,c in each case we see that ♯(CW,c) = nc. We form an nc×nc matrix Mc whose
columns are indexed by c and whose rows are indexed by CW,c and whose entries
give the multiplicities of the various E ∈ c in the various objects of CW,c.
We number the rows of Mc as r1, r2, . . . , rnc (from up to down). For each
i ∈ [1, nc] we mark one entry equal to 1 of the row ri by 1 . Now associating
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to the row ri (i ∈ [1, nc]) the column containing the marked entry 1 of ri gives
a bijection between the set of rows and the set of columns, hence a bijection
c
∼
−→ CW,c; moreover our matrix Mc is uni-triangular. This proves Theorem 0.6 in
our case.
We now describe the matrix Mc with the marked entries 1 in each case. (We
will also specify which rows are in XW,c, which rows are constructible and which
rows are of neither of these types; we say that they are “intermediate”).
If nc = 1, then Mc is the 1× 1 matrix with entry 1 and r1 is special.
If nc = 2 (so that W is of type E7 or E8) we order c using its bijection with
{(1, 1), (1, ǫ)} in [L4, 4.12, 4.13] (ordered from left to right); then Mc is
(
1 0
1 1
)
with r1 special and r2 constructible.
If nc = 3 we order c using its bijection with {(1, 1), (g2, 1), (1, ǫ)} in [L4, 4.10,
4.11, 4.12, 4.13] (ordered from left to right); then Mc is

 1 0 01 1 0
1 0 1


with r1 special and r2, r3 constructible.
If nc = 4 (so that W is of type G2) we order c using its bijection with
{(1, 1), (1, r), (g2, 1), (g3, 1)} in [L4, 4.8] (ordered from left to right); then Mc is


1 0 0 0
1 1 0 0
1 1 1 0
1 0 1 1


with r1, r2 in XW,c, r3, r4 constructible.
If nc = 5 (so that W is of type E6, E7 or E8) we order c using its bijection
with {(1, 1), (1, r), (g2, 1), (g3, 1), (1, ǫ)} in [L4, 4.11, 4.12, 4.13] (ordered from left
to right); then Mc is 

1 0 0 0 0
1 1 0 0 0
1 1 1 0 0
1 0 1 1 0
1 2 0 0 1


with r1 special, r2 intermediate, r3, r4, r5 constructible.
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If nc = 11 (so that W is of type F4) we write the elements of c (notation of [L4,
4.10]) in the order
121, 93, 62, 13, 161, 92, 44, 61, 43, 41, 12
(from left to right); then Mc is:


1 0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0 0
1 2 1 1 0 0 0 0 0 0 0
1 1 1 0 1 0 0 0 0 0 0
1 0 1 0 1 1 0 0 0 0 0
1 2 1 1 1 0 1 0 0 0 0
1 1 0 0 1 0 1 1 0 0 0
1 0 0 0 1 1 0 1 1 0 0
1 1 1 0 2 1 0 0 0 1 0
1 0 1 0 1 2 0 0 1 0 1


Here r1 to r4 are in XW,c, r5, r6 are intermediate, r7 to r11 are constructible.
If nc = 17 (so that W is of type E8) we write the elements of c (with notation
of [L4, 4.13.2] with subscripts omitted) in the order
4480, 5670, 4536, 1680, 1400, 70, 7168, 5600, 3150, 4200, 2688, 2016,
448, 1134, 1344, 420, 168
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(from left to right); then Mc is:


1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 2 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
1 2 2 1 1 0 0 0 0 0 0 0 0 0 0 0 0
1 3 3 3 2 1 0 0 0 0 0 0 0 0 0 0 0
1 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0
1 2 2 1 1 0 1 1 0 0 0 0 0 0 0 0 0
1 1 1 0 0 0 1 1 1 0 0 0 0 0 0 0 0
1 1 1 0 1 0 1 1 0 1 0 0 0 0 0 0 0
1 2 2 1 1 0 2 2 0 1 1 0 0 0 0 0 0
1 1 1 0 0 0 2 1 1 1 1 1 0 0 0 0 0
1 3 3 3 2 1 1 2 0 0 0 0 1 0 0 0 0
1 2 1 1 0 0 1 2 1 0 0 0 1 1 0 0 0
1 1 0 0 0 0 1 1 1 1 0 0 0 1 1 0 0
1 0 0 0 0 0 1 0 1 1 0 1 0 0 1 1 0
1 1 1 0 1 0 1 1 0 2 0 0 0 0 1 0 1


Here r1 to r6 are in XW,c, r7 to r10 are intermediate, r11 to r17 are constructible.
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