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Введение. Наблюдаемость наряду с устойчивостью, управляемостью, стабилизируемостью 
яв ляется фундаментальным структурным свойством динамических систем. Суть задачи наблю-
даемости заключается в выяснении вопроса о возможности однозначного восстановления теку щих 
(или начальных) состояний системы по данным наблюдений. В литературе [1–6] для линейных 
нестационарных систем изучаются различные понятия наблюдаемости, а именно полная, диф-
фе ренциальная, равномерная, аппроксимативная, равномерно-точечная наблюдаемость, на блю -
да емость в специальных классах разрешающих операций и др. Среди указанных типов на блю-
да емости особо выделяют [1–5] равномерную наблюдаемость, наличие которой по зволяет для 
сис темы формировать управления типа обратной связи. Заметим, что системы в ка но ни че ской 
форме Фробениуса [3] обладают свойством равномерной наблюдаемости. Другими слова ми, 
свой ство равномерной наблюдаемости является необходимым условием существования канони-
ческих форм Фробениуса для систем наблюдения. Отметим также, что в классической постанов ке 
понятие равномерной наблюдаемости определяется только для систем наблюдения с достаточно 
гладкими выходными функциями, например для систем наблюдения класса ( 1)n -  [3].
На примере систем наблюдения в форме Шварца можно показать, как исходя из знания вы-
ходной функции и специальным образом построенных ее квазипроизводных можно в момент 
времени t определить в этот же момент времени состояние системы, что важно для построения 
управлений типа обратной связи.
В данной работе, продолжающей исследования [3-13], получены необходимые и достаточные 
условия приводимости линейных нестационарных систем наблюдения со скалярным выходом 
к форме Шварца [14-16] с помощью непрерывно дифференцируемой группы преобразований. 
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Общая концепция исследования линейных систем управления-наблюдения, основанная на клас-
сификации их относительно действия различных групп преобразований, изложена в [3], а реали-
зация этой концепции достаточно полно разработана в [4, 7-13].
1. Системы наблюдения в форме Шварца. Рассмотрим на отрезке  0 1[ , ]T t t=  линейную не-
стационарную систему обыкновенных дифференциальных уравнений 
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где ( )x t  - n-вектор-столбец состояний, а )(tH  – ( )n n× -матрица в форме Шварца:
 
0
1
2
1
0 ( ) 0 0 0
1 0 ( ) 0 0
0 1 0 0 0
( ) .
0 0 0 0 ( )
0 0 0 1 ( )
n
n
h t
h t
H t
h t
h t
-
-
 
 
 
 
=  
 
 
  
 



     


 (2)
Здесь ( )ih t  − непрерывные на T  функции. Присоединим к системе (1) скалярный выход 
 0 1( ) ( ), [ , ].ny t x t t T t t= ∈ =  (3)
Cистему наблюдения (1), (3) назовем системой наблюдения в форме Шварца и для удобства 
изложения отождествим ее с парой 0( , ),H c  где ( )0 0, 0, , 1 .c =   Заметим, что выходные 
функции ( ),y t t T∈  системы (1), (3), вообще говоря, являются только непрерывно дифферен-
цируемыми функциями. Так как понятие равномерной наблюдаемости [3, 4] определено для 
линейных систем наблюдения, множество выходных функций которых ( 1)n -  раз непрерывно 
дифференцируемо, то в общем случае к системе наблюдения (1), (3) нельзя применить опреде-
ление равномерной наблюдаемости. Вместе с тем несложно показать, что состояние ( )x t  систе-
мы (1) в момент времени t T∈  можно однозначным образом определить по выходной функции 
( ),y t t T∈  следующим образом:
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Следовательно, можно утверждать, что для систем наблюдения в форме Шварца 0( , )H c  су-
ществует взаимно-однозначное соответствие между состоянием ( )x t  системы (1) в момент t T∈  
и n-вектор-функцией, специальным образом построенной (4) по выходной функции ( ),y t t T∈ . 
Подчеркнем, что в отличие от классического определения равномерной наблюдаемости [3, 4] 
здесь не требуется ( 1)n -  раз непрерывная дифференцируемость выходных функций.
Опишем понятия и конструкции, которые будут использованы в дальнейшем.
2. Квазидифференцируемость. Пусть m – целое неотрицательное число. Обозначим через 
( )m T  совокупность всех нижнетреугольных матриц ( )P t  размера (( 1) ( 1))m m+ × +  с непрерыв-
ными на Т элементами ( )k ip t  ( , = 0,1, , )i k m , удовлетворяющими условию 
 ( ) 0 ( ), ( = 0,1, , ).k kp t t T k m≠ ∈   
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Выберем какую-либо матрицу ( )P t  из множества ( )m T . Квазипроизводные 
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порядка 0,1, ,m  относительно матрицы ( )P t  для непрерывной функции :w T → определяются 
по следующим рекуррентным правилам [17]:
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Предполагается, что операции дифференцирования в формулах (5) выполнимы и приводят 
к непрерывным функциям. Семейство всех непрерывных функций, обладающих непрерывными 
квазипроизводными относительно заданной матрицы ( )mP T∈ , обозначим через ( )mPC T .
Ясно, что всякая m раз непрерывно дифференцируемая функция квазидифференцируема 
по единичной матрице. Однако легко указать примеры, когда не дифференцируемая в обычном 
смысле функция m раз квазидифференцируема по некоторой матрице ( )mP T∈ .
В литературе квазидифференцируемость активно применяется при исследовании различных 
краевых задач для дифференциальных уравнений, в теории неосцилляции, при факторизации 
дифференциальных уравнений, в том числе при разложении Пойа – Маммана и т. д.
Несложно заметить, что все выходные функции ( ),y t t T∈  системы (1), (3) имеют непрерывные 
квазипроизводные 
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относительно (( 1) ( 1))n n+ × + -матрицы 
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которая, очевидно, принадлежит множеству ( )n T . 
Л е м м а 1. Все выходные функции системы (1), (3) в форме Шварца имеют непрерывные ква-
зипроизводные ( )kQ y t
 
порядка ( 0,1, , )k k n=   относительно матрицы ( )Q t  вида (6), удовлетворя-
ют квазидифференциальному уравнению ( ) = 0,nQ y t  
а координаты ( )ix t  состояний системы (1) 
равны соответствующим квазипроизводным: ( ) ( ),  ( 1,2, , ).n ii Qx t y t i n
-= = 
Таким образом, в случае системы наблюдения в форме Шварца 0( , )H c  без труда находится 
матрица ( )nQ T∈  и квазипроизводные выходных функций ( ),y t t T∈  системы (1), (3), по кото-
рым довольно просто определяются состояния системы наблюдения.
3. Равномерная наблюдаемость. Пусть на отрезке 0 1= [ , ]T t t  задана линейная нестационар-
ная система наблюдения 
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в которой ( )n n× -матрица ( )A t  и n-вектор-строка ( )c t  непрерывны на T. Отождествим каждую та-
кую систему (7) с парой ( , )A c , а множество всех их обозначим через nΣ . Приведем обобщение 
классического определения равномерной наблюдаемости [3].
Систему (7) назовем равномерно наблюдаемой на T, если существует такая матрица 
( ),nP T∈  что при любом 0 nx ∈  выходные функции 0( ) = ( , )y t y t x  имеют непрерывные квази-
производные ( ) ( = 0,1, , 1)kP y t k n −
 
относительно матрицы ( )P t  и отображение
 ( )0 1 1( ) ( ), ( ), , ( )nP P Px t y t y t y t−→   
инъективно для каждого t T∈ . 
Следуя [4], приведем ряд понятий и утверждений. Пусть ( )P t  – заданная матрица из множе-
ства ( )n T . Говорят, что система наблюдения (7) имеет P-класс ( 1)n − , и при этом будем писать 
( , ) { , 1},A c P n∈ −  если каждая выходная функция этой системы имеет непрерывные квазипроиз-
водные до порядка ( 1)n −  включительно.
Л е м м а 2. Система (7) имеет P-класс ( 1)n −  тогда и только тогда, когда существуют и не-
прерывны n-вектор строки ( )ks t , определяемые формулами 
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Составим из строк ( )ks t  ( = 0,1, , 1)k n −  матрицу наблюдаемости 
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Можно показать, что для любого решения ( )x t  системы (7) и соответствующего ему выхода 
( )y t  выполняется равенство 
 ( ) = ( ) ( ),PY t S t x t  
где ( )Y t   – столбец, образованный элементами 
0 1 1( ), ( ), , ( ).nP P Py t y t y t−
Обозначим через ( , )nP A c  семейство всех матриц ( )P t  из множества ( )n T , относительно ко-
торых все выходные функции системы (7) ( 1)n −  раз непрерывно квазидифференцируемы. Для 
любой матрицы ( , )nP P A c∈  определим матрицу наблюдаемости ( )PS t  по формулам (8). 
Те о р е м а 1. Система наблюдения ( , )A c  класса { , 1}P n −  равномерно наблюдаема на T тогда 
и только тогда, когда ранг ( )PS t n=  при каждом t T∈ . 
Из теоремы 1.3 монографии [4] следует, что условия равномерной наблюдаемости системы (7) 
не зависят от выбора матрицы ( , )nP P A c∈ .
При использовании техники квазидифференцирования возникает нетривиальная проблема 
на хождения хотя бы одного элемента ( )P t  множества ( )n T , относительно которого выходные 
функции системы наблюдения ( 1)n −  раз квазидифференцируемы. Как показано выше, эта проб-
лема довольно просто решается для систем наблюдения в форме Шварца. Поэтому если исход-
ную систему наблюдения (7) можно преобразовать с помощью подходящей замены переменных 
к системе в форме Шварца, то выходные функции системы (7) будут иметь непрерывные квази-
производные порядка 0,1, ,n  относительно матрицы ( )Q t  вида (6).
Пусть n  – совокупность всех невырожденных при каждом t T∈  ( )n n×  матриц ( ),G t  принад-
лежащих классу 1( , )n nC T × . Действие группы n  на паре ( , )A c  из nΣ  зададим по правилу 
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Символом ( , )A cO  обозначим орбиту системы ( , ) nA c ∈Σ  относительно группы n . Говорят, что 
система (7) обладает формой Шварца, если в множестве ( , )A cO  существует система ( )0,H c , где 
( )H t  – матрица вида (3).
Поскольку множество всех выходных функций пары ( , )A c  инвариантно относительно дей-
ствия группы n , то если система ( , )A c  имеет P-класс ( 1)n - , то такой же P-класс имеет и любая 
система орбиты ( , )A cO . Поэтому если в орбите ( , )A cO  содержится система в форме Шварца, то 
каждая выходная функция ( )y t  пары ( , )A c   n раз квазидифференцируема относительно матрицы (6) 
и удовлетворяет однородному квазидифференциальному уравнению ( ) = 0nQ y t . Следовательно, 
наличие в орбите ( , )A cO  пары в форме Шварца позволяет сравнительно просто решить вопрос 
о квазидифференцируемости выходных функций и равномерной наблюдаемости системы ( , )A c .
Сказанное выше приводит к необходимости исследования вопроса о возможности преобра-
зования системы ( , )A c  к форме Шварца, т. е. к вопросу о наличии в орбите ( , )A cO  хотя бы одной 
пары 0( , )H c . Как показывают примеры, это бывает не всегда. 
Отметим, что если в орбите ( , )A cO  пары ( , )A c  существует форма Шварца, то, вообще говоря, 
она не является единственной. Например, если 3n =  и для системы ( , )A c  существует форма 
Шварца
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то у этой системы имеется множество форм Шварца
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∫  С – произвольная постоянная. Других форм Шварца, кроме ука-
занных, в данном случае нет.
З а м е ч а н и е. Если предположить, что 0 ( ) 1h t ≡ , то при 2,3,4n =  форма Шварца единственна. 
4. Существование формы Шварца для систем наблюдения со скалярным выходом. По-
лучим условия существования формы Шварца в орбите пары ( , )A c . Предположим, что для систе-
мы (7) форма Шварца существует. Это значит, что найдется такая матрица nG∈  , что 
 
1 1 0( )( ) ( ) ( ) ( ) = ( ), ( ) ( ) = .dG tG t A t G t G t H t c t G t c
dt
- --  (9)
Анализ соотношения (9) показывает, что для существования формы Шварца ( )0,H c  необхо-
димо выполнение условий 
 
1( , )nc C T R∈   и  ( ) 0, .c t t T≠ ∈  
Считая их выполненными, определим функции ( )i jb t  и n-вектор функции ( )( ) 1,2, ,ip t i n=   
по правилу
 
1
10 1 1 1
( ) ( )
( ) ( ) , ( ) , ( ) ( ) ( ) ( ),
( ) n n
c t dp t
b t c t p t b t p t A t p t
c t dt
  ′= = = + 
 
  
 
1
1 1
1
, 1 1 1 2
, 1
( )( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( ) , ( ) , ,
( )
n n
n n n n
n n
dp t
p t A t b t p tdp t dtb t p t A t b t p t p t
dt b t
-
-
+ -
= + - =    
 ( )1 , 1
( )
( ) ( ) ( ) ( ), 1,2, , ,in i n j i j
dp t
b t p t A t p t j i
dt
+ - + -
  ′= + = 
 
  (10) 
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1 , 1 , 1
1
1 , 1
1
1
1 ,
( )
( ) ( ) ( ) ( ) ( ) ,
( )( ) ( ) ( ) ( )
( ) ,
( )
ii
n i n i i n i n k k
k
ii
i n i n k k
k
i
n i n i
dp t
b t p t A t b t p t
dt
dp t
p t A t b t p t
dt
p t
b t
+ - - + - + -
=
+ - + -
=
+
+ - -
= + -
+ -
=
∑
∑
 
  
 ( )1,2, , 1 .i n= -  
Далее по матрицам систем наблюдения ( , )A c  и 0( , )H c  построим дифференциальное уравнение 
 
( ) = ( ) ( ) ( ) ( ) ( )dG t H t G t G t A t t T
dt
- ∈  (11)
относительно ( )n n× -матрицы ( )G t , которая подчиняется условию
 
0 ( ) = ( ) ( ).c G t c t t T∈  (12)
Обозначим через ( )iq t  ( = 1,2, , )i n  строки матрицы ( )G t . Несложно убедиться, что соотноше-
ния (11), (12) равносильны при = 1,2, , 1i n -  уравнениям
1
1 1 2 1 2
( ) ( )
( ) = ( ), ( ) = ( ) ( ) ( ) ( ), ( ) = ( ) ( ) ( ) ( ),n nn n n n n n n
dq t dq t
q t c t q t q t A t h t c t q t q t A t h t c t
dt dt
-
- - - - -+ - + -  
 
1
1 2
( )
( ) = ( ) ( ) ( ) ( ) ( 3,4, , 1),n in i n i n i n i
dq t
q t q t A t h t q t i n
dt
- +
- - + - - ++ - = -   
 1 1 0 2( ) ( ) ( ) ( ) ( ) = 0 ( ).q t q t A t h t q t t T+ - ∈  
С помощью метода ортогонализации Грамма – Шмидта запишем матрицу ( )G t  в виде произ-
ведения ( ) = ( ) ( )oG t G t G tD  ортогональной непрерывно дифференцируемой матрицы ( )oG t  и верх-
нетреугольной непрерывно дифференцируемой матрицы ( )G tD . Пусть 1 1( ), ( ), , ( )n np t p t p t-   со-
ответственно первая, вторая, ,n -я строки матрицы ( )oG t′  (штрих означает транспонирование), 
а ( )i jg t  – элементы матрицы ( )G tD . Очевидно, функции ( )ip t  и ( )i jg t  удовлетворяют соотно-
шениям 
 ( ) 0, ( ) = 1, ( ) ( ) = 0 ( , = 1,2, , ; ).i i i i jg t p t p t p t i j n i j′≠ ≠   
Используя разложение ( ) = ( ) ( )oG t G t G tD , представим равенство (9) следующим образом:
 
0 1' ( ) ( )( ) ( ) ( ) ( ) = ( ) ( ) , ( ) ( ) = ( ).oo o o
dG t dG t
G t A t G t G t G t H t c t G t c G t
dt dt
D -
D D D
 ′ + + 
   
Анализ равенства 0 1( ) ( ) = ( )oc t G t c G t-D  приводит к соотношениям
 
1 1
1( ) 0, ( ) = ( ) ( ) , ( ) = ( ) .n nc t p t c t c t g t c t
- -≠       
Положим 
' ( )( ) = ( ) ( ) ( )oo o
dG t
B t G t A t G t
dt
 ′ + 
 
 и обозначим через ( )i jb t  элементы этой матрицы. 
Если для системы ( , )A c  существует форма Шварца, то, учитывая свойства матрицы ( )oG t , можно 
рекуррентно определить функции ( )i jb t , ( )ip t  по формулам (10). Функции ( ) ( = 0,1, , 1),ih t i n -  
определяющие форму Шварца, последовательно выражаются через элементы матрицы ( ),G tD  
диагональные элементы которой равны
 
1, 1
, 1
( )1
( ) = , ( ) = .
( ) ( )
i i
n n i i
i i
g t
g t g t
c t b t
- -
-   
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Исходя из равенства наддиагональных элементов матриц ( ) ( )B t G tD  и 
( )( ) ( ) dG tG t H t
dt
D
D +  полу-
чаем дифференциальные уравнения для определения остальных неизвестных элементов матри-
цы ( ).G tD
Справедлива
Те о р е м а 2. Система ( , )A c  обладает формой Шварца, если функции ( )ip t  ( = 1,2, , )i n  не-
прерывно дифференцируемы на T, функции ( ) ( = 1,2, , ; , 1, , )i jb t i n j i i n= +   
( 2)n -  раза непре-
рывно дифференцируемы и выполняются условия , 1( ) 0  ( = 1,2, , ),  .i ib t i n t T- ≠ ∈
Формы Шварца тесно связаны с каноническими формами Фробениуса ( )0 0,A c , 
( )0 , 1 1 , 1( ) ( )
n
i j n j i i jA t t+ - == d + d a  ( i jd  - символ Кронекера), которые широко используются в мате-
матической теории систем [1, 3, 4]. Например, для систем пятого порядка форма Шварца ( )0,H c  
преобразуется к канонической форме Фробениуса с помощью следующей матрицы:
 
2
0 0 0 0 0 1
0 1 0 1
0 1 2
1 0 ( ) ( ) ( ) ( ) ( ) ( )
0 1 0 ( ) ( ) 2 ( ) ( )
( ) 0 0 1 0 ( ) ( ) ( ) ,
0 0 0 1 0
0 0 0 0 1
h t h t h t h t h t h t
h t h t h t h t
G t h t h t h t
 - + +
 
+ - - 
 = + + 
 
 
 
 
 
 
 
при этом функции, определяющие каноническую форму Фробениуса, находятся по формулам
 4 4 3 0 1 2 3( ) ( ), ( ) ( ) ( ) ( ) ( ),t h t t h t h t h t h ta = a = + + +   
 ( )0 1 22 4 0 1 2
( ) ( ) ( )
( ) 3 2 ( ) ( ) ( ) ( ) ,
dh t dh t dh t
t h t h t h t h t
dt dt dt
a = - - - - + +   
 ( )
2 2
0 1 0 1
1 4 0 2 3 0 12 2
( ) ( ) ( ) ( )
( ) 3 ( ) 2 ( ) ( ) ( ) ( ) ( ) ,
d h t d h t dh t dh t
t h t h t h t h t h t h t
dt dtdt dt
 a = + + + - - + 
 
  
 
3 2
0 0 2 0 0
0 2 0 4 0 2 33 2
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ).
d h t dh t dh t d h t dh t
t h t h t h t h t h t h t
dt dt dtdt dt
 
a = - + + - - +  
 
 
Заметим, что несмотря на неединственность формы Шварца, из всех таких форм, находящихся 
в орбите O( ),A c , получается одна и та же каноническая форма Фробениуса.
5. Существование формы Шварца для равномерно наблюдаемых систем. Пусть на отрез-
ке 0 1[ , ]T t t=  задана линейная нестационарная равномерно наблюдаемая система ( ),A c  класса n. 
Для такого класса систем существует непрерывно дифференцируемая невырожденная при каж-
дом t T∈  матрица наблюдаемости ( )S t , строки которой находятся по рекуррентным формулам 
 
( )0 1
( )
( ) ( ), ( ) ( ) ( ) 0,1, , 1 ,ii i
ds t
s t c t s t s t A t i n
dt
+= = + = -  
а полный инвариант пары ( ),A c  относительно действия группы n   равен 
 ( )1 2( ), ( ), , ( )nf t f t f t =  
1( ) ( ).ns t S t
-  
Те о р е м а 3. Форма Шварца для равномерно наблюдаемых систем ( ),A c  класса n существу-
ет тогда и только тогда, когда ( ) ( )1 , 1,2, , .iif C T R i n-∈ =   
Например, для системы третьего порядка функции 0 1 2( ), ( ), ( )h t h t h t , определяющие форму 
Шварца, находятся по формулам
 2 3 0 2 1 3( ) ( ), ( ) ( ) ( ) 2 ( ),h t f t h t f t h t f t= = - -   
 
0 0 0
2
3 3
1 3 1 3 2 3 32
( ) ( )
( ) exp ( ) ( ) ( ) ( ) 2 ( ) exp ( ) ,
t t t
t t t
d f df
h t f d C f f f f f d d
dtdt
     τ τ
 = - τ τ + τ + τ τ - - τ - ξ ξ τ              
∫ ∫ ∫  
где С – произвольная постоянная. Коэффициенты же канонической формы Фробениуса в данном 
случае имеют вид
 
2
2 3
2 3 1 2 3 0 1 2
( ) ( )
( ) ( ), ( ) ( ) 2 ( ), ( ) ( ) .
df t d f t
t f t t f t f t t f t
dt dt
a = a = - a = - +
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