The aim of this work is to establish the existence of infinitely many solutions to gradient elliptic system problem, placing only conditions on a potential function H, associated to the problem, which is assumed to have an oscillatory behaviour at infinity. The method used in this paper is a shooting technique combined with an elementary variational argument. We are concerned with the existence of upper and lower solutions in the sense of Hernández.
Introduction
We prove the existence of infinitely many solutions for the following problem:
−∆ p u = f(x, u, v), −∆ q v = g (x, u, v) in Ω, u = v = 0 on ∂Ω.
(1.1)
We assume that Ω is a smooth bounded domain of R N , N ≥ 1, p, q > 1, and f, g : Ω × R 2 → R be given functions which we specify later. The prototype model (1.1) turns up in many mathematical settings as non-Newtonian fluids, population evolution, reaction-diffusion problems, porous media, and so forth. Much attention has been given to the existence of solutions of systems (1.1), by using different approaches. When (1.1) does not have a variational structure, we can notice the existence results obtained in [3, 4] . More recently, in [1] , we derived the solvability of problem (1.1), under some lower limit conditions associated to F and G, where When the system has a variational structure, that is, f = ∂H/∂u and g = ∂H/∂v, the existence of solutions for (1.1) can be established via variational approaches, under appropriate conditions (cf. [5, 6, 7, 11] ). An interesting result in this direction was obtained in [2] . By using variational methods, the authors show how the changes in the sign of (∂H/∂u)(x, ·, ·) and (∂H/∂v)(x, ·, ·) lead to multiple positive solutions of the system. The goal of this paper is to show that the same approach in [1] can be applied to deal with the question of existence of infinitely many solutions for the following gradient system:
(1.3)
Placing only some lower limit conditions on the potential function H associated to (1.3), which is assumed to have an oscillatory behaviour at infinity.
Main result
We make the following assumptions:
∀u ∈ R, ∂H ∂u (u, ·) is an increasing function on R, (2.1)
we have
where ε = 1, −1 and µ p,q = min(µ p ,µ q ) such that µ p and µ q are the following constants:
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The method used in this paper is a shooting technique combined with an elementary variational argument. We will be concerned with the existence of a sequence of negative subsolutions {(u 0n ,v 0n )} n and a sequence of nonnegative supersolutions {(u 0 n ,v 0 n )} n , in the sense of Hernández's definition [7] , which are both of class C 1 and satisfy
(2.10)
Construction of a sequence of super-subsolutions
] is a weak sub-supersolution for the Dirichlet problem (1.3), if the following conditions are satisfied:
Similar definitions can be found in Diaz and Herrero [8] . For all M > 0, we note thatĤ
Notice that if H satisfies assumption (2.5) then the same holds forĤ. 
3) and such that for all n ∈ N we have
5) and such that for all n ∈ N we have
Proof. We only prove (a); the proof of (b) is similar.
(1) Let a fixed real d > 0. Under the hypothesis (2.5), there exists some number µ > 0 such that 
that is,
Thus, from (2.3) and (3.11), we get
Hence, from (3.8) and (3.14), we obtain
satisfies (3.18), and
96 A multiplicity result for a quasilinear gradient elliptic system Thus, from (3.18), we have
This is the conclusion of Proposition 3.2.
Remark 3.3. We observe that
(3.21)
Consequently,
Construction of a sequence of supersolutions
and that for all n ∈ N we have
Then, there exists some n 0 ∈ N such that for all n ≥ n 0 the following problem:
Proof. Assume that (d n ) n and (m n ) n , the sequences defined in Proposition 3.2, satisfy (3.23).
Step 1. We define the functions
Now, we consider the initial value problem
where m 1/p n > d n−1 . Since problem (3.27 ) is equivalent to the system
with initial conditions
it follows that the existence of a solution u n of (3.27) and its continuity on the same maximal interval are standard facts (see [1] ). We set
Hence, from (3.23), we get
By (3.32) there exists
Hence, we can denote
and hence u n can be continued as a solution to t n . Accordingly, multiplying (3.27) by u n , we obtain 
Integrating again (3.38) on [a, t n ], we deduce that
Then we obtain
It follows from Proposition 3.2 and Remark 3.3 that for all n ≥ n 0 , we have
This implies that t n > (b + a)/2. Hence we obtain a contradiction. This shows that, there exits a sequence {u n } n satisfying for all n ≥ n 0 ,
(3.42)
Step 2. We note by {û n } n the following functions such that
It is a trivial matter to claim that the sequence {û n } n satisfies
moreover, we have 
Proof. Let (d n ) and (m n ) be as defined in Proposition 3.2. We study three cases. Case 1. We suppose that for all n ∈ N, we have (a) From (3.50) and Proposition 3.4, there exist some n 0 ∈ N and some sequence (û n ) n such that, for all n ≥ n 0 , we havê
(3.52) (b) From (3.51), there exists a sequence (t n ) n≥n 0 such that
Consequently, the sequence (û n ,t n ) n satisfies the result. Case 3. Assume that for all n ∈ N,
Then from Proposition 3.4, for all n ≥ n 0 there exists 
(3.60)
We denote by u 0 n and v 0 n the functions such that for all x ∈ Ω with x = (x 1 ,x 2 ,...,x N ),
(3.62)
Thus the result follows.
Construction of a sequence of subsolutions
Similar to the construction of a sequence of supersolutions we can prove the following proposition. 
Proof of Theorem 2.2
We closely follow an argument introduced in [11] . We define the functional
by setting
3)
Proof. We argue as in [10] . By minimization of the functional associated with truncated system (1.3). The validity of a weak comparison principle (see [11] ) gives the regularity of solutions. Consider the following problem:
where
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Minimization of the functional φ associated to (4.5)
Denote by φ the functional associated to (4.5)
It is easy to show that there exist some constants M 1 > 0 and M 2 > 0 such that
Hence, the functional φ is weakly lower semicontinuous. It follows from a standard theorem in the calculus of variations (see Vainberg [9] ) that φ attains its minimum at (u, v) solution of problem (4.5) , that is,
Weak comparison principle
We show, for example, that u ≤ u 0 . From (4.7), we denote by U and V the functions associated to u and v. Then we have 11) multiplying (4.11) by (u − u 0 ) + and integrating over Ω, we obtain
(4.12)
Denote by Ω + the set
104 A multiplicity result for a quasilinear gradient elliptic system
(4.14)
By the monotonicity of
This ends the proof of Claim 4.1.
Proof of Theorem 2.2. We are in position to build a sequence {(u n , v n )} n of solutions of (1.3) such that max sup (1.3). We get a solution (u 1 , v 1 ) in C 1,σ (Ω), for some σ > 0, of (1.3), with
(4.17)
Step 1. Let (ϕ, ψ) ∈ W 0 1,p × W 0 1,q be positive in Ω, such that ϕ = 1 and ψ = 1 on Ω 0 ⊂ = Ω, ϕ = ψ = 0, ∂ϕ/∂ν < 0, and ∂ψ/∂ν < 0, where ν is the outer normal to ∂Ω. Moreover, from (2.5) there exists some positive sequence ( Step 2. Select a number, say s 1 , such that
Thus, since
Iterating this argument, we construct the required sequence of solutions of problem (1.3) such that max max
In completely similar way we construct a sequence {(u n ,v n )} n of solutions of problem (1.3) satisfying min inf
Hence, Theorem 2.2 is proved.
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