Abstrac-We consider the issue of protection in very large networks displaying randomness in topology. We employ random graph models to describe such networks, and obtain probabilistic bounds on several parameters related to reliability. In particular, we take the case of random regular networks for simplicity and consider the lengkh of primary and backup paths in terns of the number of hops First, for a randomly picked pair of nodes, we derive a lower bound on the average distance between the pair and discuss the tightness of the bound. In addition, noting that primary and protection paths form cycles, we obtain a lower bound on the averap length of the shortest cycle around the pair. Fmally, we show that the protected connections of a dven maximum finite length are rare. We then generalize our network model so that different degrees are allowed according to some arbitrary distribution, and show that the second moment of d e w over the first moment is an important shorthand for behavior of a network. Notably, we show that most of the results in regular networks carry over with minor modifications, which signlcantly broadens the scope of networks to which our approach applies. We present as an example the case of networks with a powerlaw degree distribution.
. length of the shortest path between the pair length of the shortest cycle including the pair. which represents the snm of the lengths of primary and backup . probability that we can establish protected connections within a finite length bound using path or link protection in terms of the size and the degree distribution of the network.
To this e 4 we first employ a random regular graph model, where the degree of each node is the same, for simplicity of exposition Then we extend the graph model so as to deal with ~~t w o r k s of ahitmy degree distributions and obtain generalized results applicable to a much wider family of networks.
Most work on the robustness of networks is concerned with the bandwidth efficiency of protection schemes in terms of the capacity devoted solely to backup p w s e s (e.g., [lS]). The speed of restoration is also considered 1161, sometimes jointly with capacity [SI. Some other considerations are transparenq, flexibility, and vulnerability [ 1 I].
In this paper, we are concerned with the length of paths in terms of the number of hops. While this parameter is less widely considered than bandwidth efficiency, it is important in several contexts. For instance, in optical networks, backup paths must remain within a moderate range for optical signal quality reasons. Also, path length indirectly affects efficiency and speed, i.e., a longer protection path requires a larger amount of resources, time and management complexity.
If we use path protection to protect the network against link (node) failure, then we have to establish a backup path which is link (n0de)disjoint from source to destination. By Menger's theorem, the existence of such path between any two nodes is guaranteed in any edge (vertex)-red&t graph [17] . We see that the primary and backup paths form a cycle along the source and the destination Also in link protectioR the backup path around the failed I& together with the failed link itself, form a cycle. In light of these observations, the distribution and length of cycles in the graph are of natural interest.
By studying these parameters, we can obtain an analytical sense of how networks will measure if they grow in the way described by such random graph models, which may be an interesting problem in its own. Also, we can use the knowledge of those parameters to choose or evaluate which protection schemes are more appropriate in such large-scale networks. This study can fiuther contribute to designing protection mechanisms that take advantage of the topological properties of networks [6] . This paper is organized as follows: Section I1 considers the case of random regnlar networks, Section In generalizes the results to the case of networks of arbitmy degree distributions, Section IV presents as an example the case of networks with a power-law degree distribution, and Section V concludes with a snmmaq of the results and a discussion of further w o k 11. REGULAR NETWORKS In this sectio~ we consider random regular networks, where each node has the same degree. This model, though seemingly too restrictive, can provide simplicity to our expositio& hut also enough insight for results applicable to general netwolks. In the next sectio& we will find that many of the results can over, with minor modifications, to netwolks with arbittary degree distributions.
A. Random Regular Graph Model
We represent each network hy a graph, where each vertex corresponds to a node in the network and each edge to a link.
By n we denote the d e r of vertices and by d the common degree of eveq vertex, where 3 5 d 5 n -1, and we assume that d n is even. Then we can think of the set of all possible d-regular graphs on those n vertices. We turn this set into a probability space by assigning the same probability to each element of the set. In other words, we get a d-random graph G(n, d) by picking an element uniformly at random among all possible d-regular graphs.
We here present the configuration model, which is a standard method for constructing random regular graphs uniformly [9] , [20]. Let V be the set of vertices [n] corresponding to n places along the horizontal axis. For each place in V , we intmdnce d vertices and call this two-dimensional set of dn
simply ignoring the second coordinate, we obtain a multigraph n(F) where each pair in the conliguration is considered an edge (see Fig. 1 ). However, this is not an ordismy graph because it allows loops around the same vertex and multiple edges between two vertices, which, in other words, are cycles of length 1 and 2, respectively. In particular, if r ( F ) lacks those loops and multiple edges, it is a simple graph which is d-regnular. Note that each simple d-regular graph corresponds to precisely (d!)n configurations. Hence, if we choose a configuration uniformly at random, conditioned on it being a simple graph we get G(n, d) as desired. 
(seeFig. 2). Note thac intheprobability space of the pair selection, Pr(L 5 k) is the probability that we pick another node t among those nodes within k hops of s. Hence,
Note that this argument is independent of the selection of a graph and thus the above inequality holds for every d-regular graph. Therefore,
where we assume that n is large. For comparison Let us consider a related result by Newman et al. [14] . They give an asymptotic heuristic estimate of the typical length e of the shortest path between two randomly chosen nodes as follows:
They also note that this approximation may not be c o m t if all the vertices are not reachable from a randomly chosen vertex.
and hence, we can expect that the above approximation becomes tight as n tends to infinity.
Comparing this to the lower bound (I), we find that our lower bound matches the existing estimate for large n, and this may be viewed as an indication of its tightness.
C. Shortest Cycle
Recall that cycles are of OUT interest because p r i m and backup patbs together form a cycle in a graph. In this section we also consider a randomly picked pair of nodes, and now we define the random variable X as the length of the shortest cycle including the pair. Now we define an event Y k that the pair is on a kcycle (cycle of length k), i.e., there exists a kcycle through the two nodes. Then by the definition of X, X 5 k implies the pair is on a certain cycle no longer than k and we obtain the following inequality: 1) such nodes, but some of them may overlap and therefore where we used the union bound for an upper bound Therefore, we can lowehonnd E(X) as follows:
where m is an integer, 4 5 m 5 n. Note in (3) that for each k larger than m, we replaced k Pr(X = k ) by m Pr(X = k ) to get a lower bound, and that (4) follows from (2). Since in ( 
where the expectation and probability conditioned on z k are over the probability space of pair selection.
Let us consider how we can maximize the conditional probability Pr(Yklzk = j ) , i.e., the probability that the pair is on a k-cycle given that the graph has a celtain number of k-cycles. If we assume there is a total of n nodes,
3
(number of pair selections on k-cycle) Pr(YklZk = j ) =
(7)
In order to calculate the maximum number of pair selectiom (3 Fig. 3 . Lower Bound on E@) with resped to m for n = 10, WO strictly less than that of the previous case. Hence, we get the maximum number of pair selections when the two cycles share no or only one vertex. Note that by repeating this argument, the result easily extends to the case of more than two cycles. That is, if we have j cycles of length k, by assuming all the cycles are disjoint, we can maximize the number of pair selections on a k-cycle, which is given by j c ) . Hence, it follows from (6) and (7) that
Now, recall that as discussed in Section 11-A, we have an
Therefore.
(9)
Combining ( 5 ) and (9), we obtain which is valid for any m, 4 5 m 5 n. We can calculate this lower bound numerically for various m. In Fig. 3 , we notice that the bound grows until some value of m, where we obtain the tightest lower bound, and then it starts to decrease as rn on a kcycle, we first take the case or two cycles. ~f the two cycles are disjoint, i.e. they share no vertex, the number of such selections is Z G ) . We obtain the same result when there is only one vertex shared by the two cycles. However, if the two cycles sbare j vertices, where 2 5 j 5 k -1, then the number of pair selections on a k q c l e is 2 ( 3 -(i), whch is further grows.
We can collect these lower bounds for each n, which Fig.  4 plots with respect to logn, for n up to 1030. Interestingly, those bounds are shown to grow almost linearly with log n, which is in tnm congruent to the lower bound (Eq. 
Let us suppose that m = clogn for a constant c > 0, where we can infer, by examining the value of m that gives the tightest lower bound for each n in Fig. 3 , that the madmum may occur when m is approximately order of logn. Then, conclude that the best case is when B = e(logn), which is the tightest lower bound on E(X).
We also notice that since the tightest lower bound occurs when c Y &, the resulting bound is approximately 2 log,-, n. Therefore, the lower bound on the shottest cycle turn out to be roughly twice the lower bound on the sholtest path we obtained for regnlar graphs.
D. Pmbability of Short Cycle
Suppose we want to maintain the path lengths below a cenain level in terms of the number of hops, for the reasons mentioned in Section I. Let a finite number I , , , denote the maximum length of the paths allowed, and we want to compute the probability that we can protect the trafiic using only such paths.
n2
= m --. Fig. 5 ). Let us call a cycle with this property a protection cycle.
Let C denote the set of all possible protection cycles including the pair and consider E(lCl), i.e., the expected nnmber of protection cycles. If, for any cycle c, we define an indicator random variable I, taking 1 if c exists, and 0,
CE C cE C Note that any cycle of length k arises from a set of k edges in the corresponding configuration. Then we call such a set of k edges a k-cycle on the two
It is easy to see from the construction procedures of C (n, d) that for any k-cycle on W , the probability that it is contained in a random conliguration is given by the same expression, 
Where k = (Imoz + a) , .... 21maz. Therefore, using (13) and (14), we obtain
If we consider the probability that there exists at least a protection cycle along the pair of nodes, it is bounded from above by E(lCl), which is a union bound including all passible protection cycles, and from below by the probability that there exists a cycle of length 3 on W . Hence, 1
In the case of link protection, if we assume that there is a link between s and t, in order to e n s m that traffic between the pair is recoverable by the link protection scheme, there must exist a cycle not exceeding (Imnz + 1) around the pair.
In exactly the same manner, we can calculate the expected number of such cycles around the pair. Hence, in the link protection case, we can bound the probability that there exists at least OE protection cycle of length within a finite bound as follows:
Note from the results above that, for both path and link protection schemes, the probability that we find a backup path of finite length decays in the order of 5. In other words, in the random netwolks described by the configuration model, it is highly unlikely to find a backup path within a finite range as the size of network grows very large.
GENERAL NETWORKS
In this sectio~ we present an extended version of the configuration model, by which we can overcome the limitation that the degree must be the same over all nodes. Then we show that most of our results for regular graphs carry over to more general networks based on the extended model. Fig. 6 ).
A. Extended Graph Model
Choose two vertices randomly from W to make a pair. Continue this ytil we exhaust all the vertices, which is guaranteed because m is even Hence, we obtain a random perfect matching, which we again name a random configuration. Project the two-dimensional set onto the horizontal axis by simply ignoring the vertical coordinate. Agairs the resulting graph may have self-loops around the same vertex or multiple edges between two vertices. Hence, we say the graph we constrncted is a random multigraph with the given degree distribution, and if we condition that there are no self-loops or multiple edges, then we obtain a random (simple) graph as desired.
Note that in this model, by setting the minimum degree to be at least three, we can restrict ourselves to considering vertices of degree no less than three. Let us jumfy this exclusion in the context of protection in communication networks. For a node of degree one, there is only one link connecting the node to the network. Hence, if the link fails, there is no way but to simply fix the failed link to recover the connection. Also, it is easy to see that we cannot establish two linkdisjoint paths starting or ending at a node of degree one. Hence, we do not need to consider nodes of degree one explicitly in both Link and path protection. 
B. Distribution of the Number of Cycles
We recall that the number of k-cycles in random regular graphs is asymptotically Poisson distributed. Interestingly, this property canies over to the case of gened networks based on the extended model. Let the distribution of degree D be given as in (15) and denote the resulting graph by C,(n, D). Then we obtain the following theorem: Proofoutline: Details of the proof are omitted for lack of space but can be found in [IO] . This is an extension of the proof of the distribution of short cycles in random regular graphs [9] . First, consider a random multigraph with the given degree distribution By conditioning on the number of nodes with degree d, and using the strong law of large numbers, we can calculate each factorial moment. Averaging the results based on the degree distribution, we can show that each factorial moment converges a.u.s. to that of the desired joint Poisson random variables. Since Zi's are independent, the distributions remain unchanged after conditioning 2 1 = ZZ = 0. Hence, the 0 Note that the above theorem holds only for fixed-length cycles. For length k which grows with n, we show that the e x p s i o n of E ( Z k ) for fixed k is an upper bound on E ( Z k ) ,
i.e., result for a simple graph follows. Proof outline: A full derivation is omitted due to space limitations but also can be found in [lo]. Even for k = k(n), by Considering the conesponding twodimensional set, we can calculate the mean number of k-cycles exactly in a closedf o q which is, however, complicated. Applying Stirling's formula, we obtain a simpler asymptotic expression, and we can show that the desired inequality finally reduces to the logsum inequality.
o We see that the crucial characteristic here is the second moment of degree over the first moment, {E(D~)/E(D)}, which plays the Same role as the degree in regular graphs (see Theorem 2.2). As we will see later, this parameter also has a crucial impact on the length of path and cycle.
C. Shortest Path
Throughout the remainder of this section, we consider a large network represented by a random graph G,(n, D ) , which is generated by the extended configuration model with suJ3i-ciently large n and the given degree distribution D satisfying the properties discussed in Section 111-A. 
and ifn >> E(D) and E(D2) >> E(D), this reduces to Interestingly, the second moment of degree over the first moment is also crucial here. As we increase the variance of degrees while maintaining the same mean degree, we have shorter i. On the other hand as pointed out in [14], two random graphs with completely different distributions of degrees, but the same value of the second moment of degree over the first moment, will have asymptotically the same mean path length.
D. Shortest Cycle
As before, we now consider a randomvariable X , defined to be the length of the shortest cycle including a randomly picked pair of nodes. We will show that the procedures for deriving a lower bound on E(X) for regular graphs apply here with slight modifications, which is expected because we can see that most of the previous results do not depend on the fact that graphs are regular. For comprehensiveness, we recast important steps in the derivation but also for conciseness, we omit details if there is M major change compared with the case of regular If we let Y k be the event that the pair is on a k-cycle, i.e., there exists a k q c l e around the pair, then for any integer 'm, 4 S m < n , &PPhs. m Also, we have the same expression as in (8) It is very interesting to see that, since it is multiplied by a negative value, as {E(D~)/E(D)} increases we have a smaller bound on E(X). Note that this fact is consistent with the results in the previous two sections: a lager value of {E(Dz)/E(D)} yields sholter i (Eq. (17)) and more cycles (Theorem 3.1). This obsewation meets OUI expectation that, as the number of cycles increases, the length of the shortest cycle including a pair of nodes as well as the distance between the pair decmses.
Heme, the second moment of degree over the first moment should be dealt with as a special parameter that determines the asymptotic behavior of both the average length of paths and cycles, and the average number of cycles in random graphs.
E. Finite Length cycle
Let a finite number l , , , denote the maximum length of the paths allowed, and let us compute bounds on the probability that we can protect the network using only such paths. Agaiq if there is no major change in the argument compared with the case of regular graphs, we omit details and present only impttant steps.
For path protection, we define a pmtection cycle as before.
i.e., a cycle consisting of a primary and a backup path, each of which does not exceed l,,,, from s to t. To compute the probability that there exists at least one protection cycle. we consider E(lC1) where C denotes the set of all possible protection cycles including the pair. Similarly as in regular graphs, we can calculate E(lC1) by counting the number of appropriate cycles in the two-dimensional set of the extended confignrdtion model. A full derivation can be found in [IO] .
Owing to space limitations we present only the result here.
If we consider the probability that there exists at least one protection cycle dong the pair of nodes, it is bounded fmm above by E( IC[), which is a union bound including all possible protection cycles, and from below by the probability that there exists a cycle of length 3 on W . Therefore,
Now, for link protectioq assume there is a link between s and t. To ensure that traEic between the pair is recoverable by the link protection scheme, there must exist a cycle not exceeding (Imaz + 1) mund the pair. As in path protectioq we calculate the expected nnmber of such cycles around the pair and bound the probability that there exists at least one protection cycle of length within a finite bound as follows:
< Pr(3protection cycle) -Note from the results above that also in random graphs of a general degree distribution the probability that we find a backup path of finite length decays in the order of 5 for both path and link protection schemes. In other words, it is highly unlikely to find a backup path within a finite range as the size of the network grows very large.
IV. EXAMPLE: POWER-LAW DEGREE DISTRIBUTION
In this section, we take as an example the case of networks with a power-law degree distribution, which is often used as a description of large complex networks. Our aim here is not to discuss the validity of the power-law model, but to illustrate the flexibility and usefulness of OUT method by applying it to an existing model that is commonly used.
A = n 1 / ( * -I ) , and c is a n o d z i n g constanf given by c = E: : ; . k-*. Note that this distribution is different from a strict power-law distribution in that nodes of degree below three are ignored for the kasons discussed in Section ID-A. Also, this analysis is approximate -the degree constraint of our model is not precisely satisfied since here the maximum degree is a function of n, although the probability of such nodes decays significantly. Within the best of our knowledge, the overall effect of the unbounded maximum degree in graphs with a gened degree distribution is not known precisely.
For networks of this degree distribution, Fig. 7 plots with respect to logn the parameters that we have considered. We choose three different a's around the experimental values in [6] . In particular, Fig. 7(a) shows the second momnt of degree over the first moment of degree, which as we have discussed above closely relates to the average number of cycles as well as the average pathkycle length We find that the value of the second moment of degree over the first moment increases with n, but decreases with a. In Fig. 7@) , we plot the asymptotic heuristic estimate of typical distance, L (Eq. (16)), and the lower bound on the expected length of the shortest cycle including a randomly picked pair of nodes, E(X) (Eq. (20) ).
Here we see that as we discussed before, those two parameters decrease as {E(D~)/E(D)} increases for the same n.
One may notice that those parameters produce surprisingly small values for the size of the network. Recall that the second moment of degree over the first moment is a crncial parameter that determines the asymptotic behavior of a network. For cycle length, this parameter corresponds exactly to the degree in a regnlar network (see (20) and (10)). For instance, if a = 2. 6 and n = lolo, the network shows the characteristics of a regnlar graph with degree 825. This large value results partly from the fact that we ignore the nodes of degree less than three, and if we calculate the pameter again including the nodes of degree one and two, we now have 345, still a large value.
Hence, we conclude that this propem of high-connectivity and short pathkycle lengths is an inherent characteristic of networks with a power-law degree distribution Note, however, that we do not intend to suggest that the power-law distribution is appropriate for large-scale networks in practice, nor that OUT approach is limited to power-law distributed netwoh. Rather, we have shown that our approach is applicable to estimating the length of backup paths in general networks of arbitrary degree distributions.
V CONCLUSIONS
We have investigated the issue of protection in large-scale random networks by deriving several bounds on the parameters related to protection in terms of network parameters, such as size and degree. We first considered random regular networks described by the coniiguration model, and derived bounds on the mean path and cycle length and also the probability of finite-length protected connections. We then extended these results to general networks with arbitrary degree distributions. We presented the distribution of the nnmber of fixed-length cycles and derived an upper bound on the mean number of cycles of non-finite length. We found the second moment of degree over the first moment is a crucial parameter for the asymptotic behavior of a network.
The main contributions of this study are the following. First, we took an analytical approach toward the study of netwotk protection by bringing the concept of randomness into uetwork topologies. Our approach is cmcial to understanding the relation between reliability metrics, such as ~~e~t i~i t y and length of backup paths, and basic network parameters, such as degree distribution and netwolk sue, for large networks. In addition, we established analytical results for the length of backup paths for path and link-based protection schemes. These results, though MI complete yet, allow us to understand the applicability of standard protection preplanned approaches.
Finauy, we developed a unified framework for studying the issue of robustness in very general networks with arbitrary degree distributions.
There are several topics for furlher research. Our results indicate that both the shortest path and cycle between a pair of nodes may scale logarithmically with the size of the network.
A formal analysis of the validity of this claim would be useful.
FuRhemore, we may extend our network model to allow time variability of networks that are evolving dynamically, which may provide an analytical tool for developing or evaluating specific algorithms or protocols for protection. The network model may be also modified to allow some dependency on proximity or localization, for instance to satisfy Rent's d e [5] , or to explain transitivity or clustering in a network [13] .
