An accurate parametric macromodeling method which builds the parameterized frequency behavior of systems from fre quency data samples is presented. The method aims to calcu late parametric sensitivity responses of the model with respect to design parameters over the entire design space. A judiciously chosen interpolation scheme is used to parameterize state-space matrices such that parametric sensitivities can be computed an alytically. The modeling capability of the proposed method is validated by a pertinent numerical example.
Introduction
The use of parametric macromodels as an approximation of complex systems for design space explomtion, design optimiza tion etc., is becoming increasingly important because of their efficiency in terms of reduction in computation time with re spect to the original complex system. It is equally important that these parametric macromodels can accurately calculate the parametric sensitivity responses over the entire design space of interest, implying that this information could be used in dif ferent stages of the design process such as sensitivity analysis, gradient-based design optimization etc.
One of the most common approaches in calculating local sen sitivities is the adjoint variable method [1, 2] .The main attrac tiveness of this approach is that sensitivity information can be obtained from at most two systems analyses regardless of the number of designable parameters. However, these methods in volve the calculation of system matrix derivatives, which are most frequently estimated by means of finite difference approx imations.
In recent years, there has been ongoing research on paramet ric macromodeling based on the interpolation of systems [3, 4] . These methods interpolate a set of frequency dependent uni variate models, called root macromodels, over the parameter space, yielding a complete parametric macromodel. As an ex tension of these methods, some techniques have been presented in [5, 6] , where instead of interpolating the root macromod els, the corresponding state-space matrices are interpolated to obtain a parametric macromodel. These methods allow a pa rameterization of both poles and residues, thereby providing an improved modeling capability as compared to [3, 4] . This paper proposes a parametric macromodeling technique, which builds parametric sensitivity responses efficiently and ac curately over the entire design space of interest. With a proper choice of the interpolation scheme, i.e. at least continuously differentiable, the state-space matrices are parameterized as in [5, 6] to build parametric sensitivity macromodels which are able to describe parametric sensitivities analytically. Pertinent numerical results validate the proposed parametric macromod eling approach.
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Parametric Sensitivity Macromodeling
The macromodeling lJIocess starts with a set of data sam ples {(s' §)k,H(s,9)kh�]t which depends on frequency and several other design parameters. From these data samples, fre quency dependent rational models in pole-residue form are built for all grid points in the design space by means of the Vector Fitting (V F) technique [7] , yielding the rational model
The rational model in (1) has N p poles with a! k , C� k and d g k representing poles, residues and the constant term respec tively at the design point 9k = (g i!) , ... , 9 i�) ). A pole-flipping scheme is used to enforce strict stability [7] and passivity en forcement can be accomplished using one of the robust stan dard techniques [8, 9] resulting in stable and passive rational univariate macromodels called root macromodels.
Each of these root macromodels Rg k (s), corresponding to a specific design space point 9ko is converted from a pole-residue form into a state-space form:
The state-space matrices Agk, Bgk, Cgk, Dgk in (2) are param eterized with the help of different interpolation schemes which are at least continuously differentiable over rectangular grids. The continuous differentiability of the interpolation scheme en sures that the derivatives are smooth and sufficiently accurate. Here we have investigated two different interpolation schemes, namely Cubic Spline (CS) interpolation and Piecewise Cubic Hermite Interpolation (PCHIP) which are briefly described in the sequel.
Cubic Spline (CS) Interpolation In this method a cubic spline polynomial s i (x) is built for each interval Xi � X � Xi +!, i = 1, ... , n of the input-output data set (Xi, Yi)f = l . The coef ficients of each of these polynomials are calculated by impos ing the first and second order derivative continuity at the data points along with a not-a-knot end condition [10] . Once these coefficients are computed, the derivatives of the overall spline interpolation function can be calculated analytically in terms of its coefficients. If the data to be interpolated happen to be ma trices, each entry of the matrices is independently interpolated.
The univariate CS interpolation can be extended to higher dimensions by means of a tensor product implementation [10] .
Piecewise Cubic Hermite Interpolation (pCHIP) The PCHIP method is a monotonic shape preserving interpolation scheme. As in the CS interpolation, each data interval is mod eled by a cubic polynomial with additional constraints to pre serve the monotonicity locally [ 11] . An extension to higher dimension can be performed by a tensor product implementa tion [10] . As in the CS interpolation case, the derivatives are calculated analytically. Since PCHIP is a bounded interpola tion scheme it works better for non-smooth datasets, whereas CS could result in overshoots or oscillatory behavior. How ever, PCHIP is only continuous in the first derivatives, unlike CS which is continuous in the second derivatives, which effects the smoothness of the derivatives obtained from PCHIP [1 1].
Parametric Sensitivity Macromodels
The set of root macromodel state-space matrices Ajjk' Bjjk' Cjjk, Djjk is interpolated entry-wise and the multivariate mod els A(9), B(9), C(g), D(g) are built, yielding a parametric macromodel over the entire design space, R(s,9) = C(9)(sl -A(g))-l B(9) + D(9).
(3)
A parametric macromodel of sensitivity responses is obtained by differentiating (3) with respect to the design parameters g, i.e.:
In (4), f jj R( s, 9) is a function of the parameterized matrices, A(9), B(9), C(g), D(9) and their derivatives, computed effi ciently and analytically using the CS and PCHIP interpolation schemes. A schematic of the proposed method is shown in Fig. 1 .
Numerical Example
A coaxial cable is modeled with cross section shown in Fig.  2 . The relative permittivity Erel of the dielectric is chosen equal to 2.5. The impedance matrix Z (s, a, L) of the model is cal culated analytically [12] as a function of the radius of the inner conductor a and the length L, in addition to frequency, on a grid of 150 x 15 x 15 samples (jreq, a, L). The corresponding ranges of these parameters are shown in Table 1 .
Parameter
Min Max
Length (L) 100mm 110mm been computed by means of the derivatives (4) of the trivariate macromodel and the analytical model computed from [12] . The accuracy of the model and its derivatives for the two interpola tion methods are measured in terms of the weighted rms-error defined as:
ERM S(9) = 2: f � 12: :: �1Iwz i(s,g)( �(S k,9) -Zi(Sk,9))1 2 P 2 Ks
In (5) P is the number of ports, Ks is the number of frequency samples and wZi = IZi(S k,9)1-1 is the weighting function for the error. The worst case rms-error over the validation grid is chosen to assess the accuracy and the quality of the parametric sensitivity macromodels
Ettw; = m�ERMs(9), 9 E validation grid
The maximum weighted rms-error calculated from (6) for the model and its sensitivities is tabulated in Fig .9 shows the rms-error distribution of the parametric macromodel using the CS interpolation scheme with respect to the analytical model of [12] over the complete design space. Table 2 . We note that a good accuracy is achieved by both interpolation methods, but the CS scheme leads to a lower average error, probably due to the continuity of the second derivatives.
Conclusions
This paper presents a new macromodeling technique for ac curately calculating parametric sensitivity responses from fre quency sampled data. The parameterization of the model and calculation of the parametric sensitivities is based on the inter polation of state-space matrices with a judicious choice of the 114 interpolation scheme. The proposed method has been validated using a pertinent numerical example, thereby demonstrating its modeling capability.
