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at a fixed point x. For practical purposes, a randomly weighted estimator of the density
function is also constructed and investigated.
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1. Introduction
Survival data appear in medical research, industrial life-testing, and other studies, in which the interest focuses on the
time to occurrence of a particular event. Examples of such an event are the failure of an electric equipment, the recurrence
of a particular disease, etc. These survival data are typically observed in an incomplete way, due to the presence of a number
of events which potentially censor the event of interest. Withdrawals from a clinical trial, deaths unrelated to the disease
under study, individuals still alive at the end of a following-up, and so on, are examples of censoring issues. Censored cases
report incomplete observations of the survival time since one only knows that the time-to-event is greater than an observed
(censoring) time. In this paper, we consider the random censorship model from the right. Let X1, X2, . . . and Y1, Y2, . . . be
two sequences of random variables. We regard X1, X2, . . . as survival times (or failure times), having a common unknown
distribution function F(·) and density function f (·). Let the survival times Xi be censored from the right by the censoring
times Yi, with a common distribution function G(·), so one is only able to observe
Zi = min(Xi, Yi) := Xi ∧ Yi and δi = I(Xi ≤ Yi),
where I(·) denotes the indicator function. In this random censorship model, we assume that the survival times {Xi} are
independent of the censoring times {Yi}. Following the convention in the survival literature, we assume that both Xi and Yi
are nonnegative randomvariables. In contrast to statistics for complete data, we observe only the pairs (Z1, δ1), . . . , (Zn, δn),
and the estimators are based on these pairs.
∗ Corresponding author at: Department of Mathematics, Tongji University, Shanghai 200092, PR China.
E-mail addresses: hyliang83@yahoo.com (H.-Y. Liang), jacobo@uvigo.es (J. de Uña-Álvarez).
0047-259X/$ – see front matter© 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmva.2008.11.001
1220 H.-Y. Liang, J. de Uña-Álvarez / Journal of Multivariate Analysis 100 (2009) 1219–1231
The Kaplan–Meier estimators of the distribution functions F and G are defined, respectively, by
Fˆn(x) = 1−
n∏
i=1
[
1− δ(i)
n− i+ 1
]I(Z(i)≤x)
, Gˆn(x) = 1−
n∏
i=1
[
1− 1− δ(i)
n− i+ 1
]I(Z(i)≤x)
,
where Z(1) ≤ Z(2) ≤ · · · ≤ Z(n) denote the order statistics of Z1, Z2, . . . , Zn, and δ(i) is the concomitant of Z(i).
There is an extensive literature on the Kaplan–Meier estimator Fˆn(x) for censored independent observations. We refer to
papers by Breslow and Crowley [1], Foldes and Rejto [2] and Gu and Lai [3]. Martingale methods for analyzing properties of
Fˆn(x) are described in themonograph by Gill [4]. However, the censored dependent data appear in a number of applications.
For example, repeated measurements in survival analysis follow this pattern, see [5] or [6]. In the context of censored time
series analysis, Shumway et al. [7] considered (hourly or daily) measurements of the concentration of a given substance
subject to some detection limits, thus being potentially censored from the right. Other applications include toxicological
and agricultural studies [8,9]. Ying and Wei [10], Lecoutre and Ould-Saïd [11] and Cai [12,13] studied the convergence of
Fˆn(x) for dependent data.
Under the right censorship model with independent failure and censoring times, kernel density estimation was studied
byMielniczuk [14], Diehl and Stute [15], Xiang [16], Lo et al. [17]and Sun and Zhu [18]. Linearwavelet density estimationwas
discussed by Xue [19], while nonlinear wavelets were investigated by Li [20] and Rodríguez-Casal and de Uña-Álvarez [21].
There are a few papers dealing with density estimation for dependent data under a censoring model. Cai [13] and Liebscher
[22] derived rates of strong convergence in kernel density estimation when the failure times form a stationary α-mixing
sequence.
Up to now, to the best of our knowledge, there have been no results available for a Berry–Esseen type bound of the kernel
density estimator, however, for the case in which the observations exhibit some kind of dependence. In this paper, we study
the kernel estimator of the density function based on censored datawhen the survival and censoring times form a stationary
α-mixing sequence. Specifically, a Berry–Esseen type bound is derived for the kernel density estimator at a fixed point x. For
practical purposes, a randomly weighted estimator of the density function is also constructed and investigated. The random
weighting method can be used to construct confidence limits for the density, see e.g. [19].
In what follows, {(Xk, Yk) =: ξk, k ≥ 1} is assumed to be a stationary α-mixing sequence of random vectors. Recall that
the sequence {ξk, k ≥ 1} is said to be α-mixing if the α-mixing coefficient
α(m) := sup
k≥1
sup{|P(A ∩ B)− P(A)P(B)| : A ∈ F ∞m+k, B ∈ F k1 }
converges to zero asm→∞, where F ml denotes the σ -algebra generated by ξl, ξl+1, . . . , ξm with l ≤ m.
Among various mixing conditions used in the literature, α-mixing is reasonably weak and has many practical
applications; see, e.g., [12], or [23], page 99, for more details. In particular, the stationary autoregressive-moving average
(ARMA) processes, which are widely applied in time series analysis, are α-mixing with exponential mixing coefficient,
i.e., α(k) = O(ρk) for some 0 < ρ < 1.
The organization of the paper is as follows. The basic assumptions and main results are listed in Section 2. In Section 3,
some preliminary lemmas are given. The proofs of the main results and preliminary lemmas are provided in Sections 4 and
5, respectively.
In what follows, let C, C1, . . . and c denote generic finite positive constant, whose value is unimportant and may change
from line to line. Φ(y) represents the standard normal distribution function. All limits are taken as the sample size n tends
to∞, unless specified otherwise.
2. Main results
In what follows, let H = 1 − (1 − F)(1 − G) be the distribution function of Zi and τH = inf{x : H(x) = 1} ≤ ∞ is the
smallest upper bound for the support of H.
We introduce
fn(x) = 1nhn
n∑
i=1
K
(
Zi − x
hn
)
δi
1− G(Zi) , (2.1)
where 0 < hn → 0 are bandwidths and K is some kernel function. When G is known, (2.1) can be used to estimate the
common density of the lifetimes. However, inmost practical cases G is unknown, andmust be replaced by the Kaplan–Meier
estimator Gˆn, so the kernel estimator of the density f is defined by
fˆn(x) = 1nhn
n∑
i=1
K
(
Zi − x
hn
)
δi
1− Gˆn(Zi)
. (2.2)
In order to formulate our main results, we now list some assumptions.
(A1) Let α(n) = O(n−λ) for some λ > (2+ δ)/δ and 0 < δ ≤ 1.
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(A2) For all integers j ≥ 1, the conditional distribution Xj+1, given X1 = x1, has a density fj(·|x1); and for all x ∈ R,
fj(x2|x1) ≤ M0 for x1, x2 ∈ U(x) and someM0 > 0, where U(x) represents a neighborhood of x.
(A3) The kernel K is a bounded function with K(t) = 0 for |t| > 1, ∫ 1−1 K(t)dt = 1.
(A4) For positive integer l ≥ 1, the kernel K satisfies ∫ 1−1 t jK(t)dt = 0 (j = 1, . . . , l− 1).
(A5) Let p = pn and q = qn be positive integers with p+ q ≤ n, qp−1 ≤ c for n large enough, and phn → 0.
Remark 2.1. Conditions (A1)–(A5) are used commonly in the literature. For example, Zhou and Liang [24] and Cai [12] used
(A2),which is similar to the Assumption 2.2 ofMasry [25,26] for deconvolution estimator ofmultivariate density ofα-mixing
process; (A3) and (A4) were assumed in [22]; (A5) was used by Cai [12].
Let γln → 0 (l = 1, 2, 3), where γ1n = qp−1[1 + h−δ/(2+δ)n u(p)], γ2n = pn−1, γ3n = np−1α(q), u(n) = ∑∞j=n αδ/(2+δ)(j),
σ 2n (x) = nhnVar(fn(x)), σ 2(x) = f (x)1−G(x)
∫ 1
−1 K
2(t)dt .
Our main results are as follows.
Theorem 2.1. Suppose that (A1)–(A3) and (A5) are satisfied. Let f and G have bounded derivative in a neighborhood of x with
f (x) > 0 for x < τH , then for 0 < 2β < δ
sup
y
|P((nhn)1/2[fn(x)− Efn(x)] ≤ yσn(x))− Φ(y)| = O(an),
where an = γ 1/31n + γ 1/32n + γ 1/43n + h−(1+β)δ/(2+δ)n γ β2n + h−δ/(2+δ)n u(q)→ 0.
Theorem 2.2. Let the assumptions of Theorem 2.1 be satisfied. Then
sup
y
|P((nhn)1/2[fˆn(x)− Efn(x)] ≤ yσn(x))− Φ(y)| = O(an + (hn log log n)1/4).
Corollary 2.1. Under the assumptions of Theorem 2.1, if (A4) holds and f has bounded derivative of order l in the neighborhood
of x with f (x) > 0 for x < τH , then
sup
y
|P((nhn)1/2[fˆn(x)− f (x)] ≤ yσ(x))− Φ(y)| = O(bn),
where bn = an + (hn log log n)1/4 + phn + n1/2hl+1/2n .
Remark 2.2. (i) Note that σ 2(x) is unknown when f (x) or G(x) are unknown, thereby, Corollary 2.1 cannot be used for
the purpose of statistical inference (for instance, confidence intervals construction and hypotheses testing). Onemay be
tempted to replace σ 2(x) by its plug-in version σˆ 2n (x) = fˆn(x)1−Gˆn(x)
∫ 1
−1 K
2(u)du. This replacement affects the rate given in
Corollary 2.1 in the way discussed below.
(ii) Assume that for all integers j ≥ 1, the joint density fj(·, ·) of (X1, X1+j) exists on R, and fj(x, y) ≤ C1 for any
x, y ∈ [0, τH ] : |x − y| < η for some η > 0, and that f has a bounded derivative of order l on [0, τH ]. Then, under
(A1), (A3) and (A4), Liebscher [22] proved that sup0<x≤τ |fˆn(x) − f (x)| = O(Bn) a.s. for any 0 < τ < τH , where
Bn =
√
(nhn)−1 log n+ (n1−λ log nλ+1 log log2 n)1/(λ+2)h−1n + hln → 0. Hence, according to (4.7) we have
sup
0<x≤τ
|σˆ 2n (x)− σ 2(x)| = sup
0<x≤τ
∣∣∣∣∣ fˆn(x)1− Gˆn(x) − f (x)1− G(x)
∣∣∣∣∣
∫ 1
−1
K 2(u)du
≤
sup
0<x≤τ
{[1− G(x)]|fˆn(x)− f (x)| + f (x)|Gˆn(x)− G(x)|}
[1− G(τ )][(1− G(τ ))− sup
0<x≤τ
|Gˆn(x)− G(x)|]
∫ 1
−1
K 2(u)du
= O
(
Bn +
√
log log n/n
)
a.s.
Then, from Corollary 2.1 it follows that, for xwith f (x) > 0 and 0 < x ≤ τ
sup
y
∣∣∣∣∣P
(
(nhn)1/2[fˆn(x)− f (x)]
σˆn(x)
≤ y
)
− Φ(y)
∣∣∣∣∣
≤ sup
y
{∣∣∣∣∣P
(
(nhn)1/2[fˆn(x)− f (x)]
σ(x)
≤ σˆn(x)
σ (x)
y
)
− Φ
(
σˆn(x)
σ (x)
y
)∣∣∣∣∣+
∣∣∣∣Φ ( σˆn(x)σ (x) y
)
− Φ(y)
∣∣∣∣
}
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= sup
y
|P((nhn)1/2[fˆn(x)− f (x)] ≤ yσ(x))− Φ(y)| + O(|σˆ 2n (x)− σ 2(x)|)
= O(bn + Bn +
√
log log n/n) a.s.
This result can be used to construct confidence intervals for f (x).
When f or G are unknown, Corollary 2.1 cannot be used for the purpose of statistical inference (as discussed). In order to
approximate the distribution of (nhn)1/2[fˆn(x)− f (x)] in practice, we propose to use randomly weighted method (cf. [19]):
taking a sequence of i.i.d. random variablesw1, w2, . . . ,which satisfy
(W) E(w1) = 1, Var(w1) = 1, E|w1|3 <∞, {wi} independent of {(Zi, δi)}.
Now, we can define the following randomly weighted estimator of fˆn(x)
fˆ ∗n (x) =
1
nhn
n∑
i=1
K
(
Zi − x
hn
)
δiwi
1− Gˆn(Zi)
.
We use the distribution of (nhn)1/2[fˆ ∗n (x)− fˆn(x)] to approximate the distribution of (nhn)1/2[fˆn(x)− f (x)]. The next result
gives an approximation rate.
Theorem 2.3. Let the assumptions of Corollary 2.1 and condition (W ) be satisfied. Assume that n−(λ−3)h−(λ+1)n (log n)1++λ =
O(1) for any  > 0. Put σ ∗2n (x) = nhnVar∗(fˆ ∗n (x)). Then
sup
y
|P∗((nhn)1/2[fˆ ∗n (x)− fˆn(x)]/σ ∗n (x) ≤ y)− Φ(y)| = O((nhn)−1/2) a.s.,
sup
y
|P((nhn)1/2[fˆn(x)− f (x)]/σ(x) ≤ y)− P∗((nhn)1/2[fˆ ∗n (x)− fˆn(x)]/σ ∗n (x) ≤ y)| = O(bn) a.s.,
sup
y
|P((nhn)1/2[fˆn(x)− f (x)] ≤ y)− P∗((nhn)1/2[fˆ ∗n (x)− fˆn(x)] ≤ y)| = O(dn) a.s.,
where dn = bn + (log n/nhn)1/2. Here and hereafter P∗, E∗ and Var∗ represent the conditional probability, conditional mean
and conditional variance when (Z1, δ1), . . . , (Zn, δn) are given, respectively.
Remark 2.3. (i) When one uses the distribution of (nhn)1/2[fˆ ∗n (x) − fˆn(x)]/σ ∗n (x) and (nhn)1/2[fˆn(x) − f (x)]/σˆn(x),
respectively, to approximate N(0, 1), the approximation rate of the former is faster than that of the latter, see
Theorem 2.3 and Remark 2.2(ii). Moreover, in the iid case, the approximation rate for (nhn)1/2[fˆn(x) − f (x)]/σ(x) is
given by (nhn)−1/2 + n1/2hl+1/2n + h1/4n , see Theorem 1.2 in [18], which is poorer than that obtained for the randomly
weighted estimator under dependence.
(ii) By using Theorem 2.3 one can construct confidence intervals for f (x) similarly as in [19].
3. Some preliminary lemmas
We observe that
(nhn)1/2[fn(x)− Efn(x)]
σn(x)
= 1
σn(x)
√
nhn
n∑
i=1
{
K
(
Zi − x
hn
)
δi
1− G(Zi) − E
(
K
(
Zi − x
hn
)
δi
1− G(Zi)
)}
:=
n∑
i=1
Vni = Sn. (3.3)
Let k = [n/(p+ q)], then Sn = S ′n + S ′′n + S ′′′n , where
S ′n =
k∑
m=1
ynm, S ′′n =
k∑
m=1
y′nm, S
′′′
n = y′nk+1,
ynm =
km+p−1∑
i=km
Vni, y′nm =
lm+q−1∑
i=lm
Vni, y′nk+1 =
n∑
i=k(p+q)+1
Vni,
km = (m− 1)(p+ q)+ 1, lm = (m− 1)(p+ q)+ p+ 1, m = 1, 2, . . . , k.
Lemma 3.1. Suppose that (A1)–(A3) and (A5) are satisfied and h−δ/(2+δ)n u(q)→ 0. If f and G are continuous in a neighborhood
of x with f (x) > 0 for x < τH , then σ 2n (x)→ σ 2(x). Further, if f and G have bounded derivative in the neighborhood of x, then
|σ 2n (x)− σ 2(x)| = O(phn + γ 1/21n + γ 1/22n + h−δ/(2+δ)n u(q)).
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Lemma 3.2. Suppose that the assumptions (A1)–(A3) and (A5) are satisfied. If f and G are continuous in a neighborhood of x,
then E(S ′′n )2 = O(γ1n), E(S ′′′n )2 = O(γ2n) and
P(|S ′′n | ≥ γ 1/31n ) = O(γ 1/31n ), P(|S ′′′n | ≥ γ 1/32n ) = O(γ 1/32n ).
Lemma 3.3. Set s2n =
∑k
m=1 Var(ynm). Then under the assumptions of Lemma 3.2 we have |s2n − 1| = O(γ 1/21n + γ 1/22n +
h−δ/(2+δ)n u(q)).
Let ηnm,m = 1, 2, . . . , k be independent random variables with the same distribution as ynm for m = 1, 2, · · · , k. Put
Hn =∑km=1 ηnm.
Lemma 3.4. Under the assumptions of Theorem 2.1, we have
sup
y
|P(Hn/sn ≤ y)− Φ(y)| = O(h−(1+β)δ/(2+δ)n γ β2n).
Lemma 3.5. Under the assumptions of Theorem 2.1, we have
sup
y
|P(S ′n ≤ y)− P(Hn ≤ y)| = O(γ 1/43n + h−(1+β)δ/(2+δ)n γ β2n).
Lemma 3.6. Suppose that (A1)–(A3) are satisfied and n−(λ−3)h−(λ+1)n (log n)1++λ = O(1) for some  > 0. If f and G have
bounded derivative in a neighborhood of x with f (x) > 0 for x < τH , then
1
nhn
n∑
i=1
K 2
(
Zi − x
hn
)
δi
(1− G(Zi))2 − σ
2(x) = O(hn + (log n/nhn)1/2) a.s.
and σ ∗2n (x)− σ 2(x) = O(hn + (log n/nhn)1/2) a.s.
4. Proofs of main results
Proof of Theorem 2.1. According to Lemmas A.1 and 3.2 we find
sup
y
|P((nhn)1/2[fn(x)− Efn(x)] ≤ yσn(x))− Φ(y)| = sup
y
|P(S ′n + S ′′n + S ′′′n ≤ y)− Φ(y)|
≤ sup
y
|P(S ′n ≤ y)− Φ(y)| + γ 1/31n /
√
2pi + γ 1/32n /
√
2pi + P(|S ′′n | > γ 1/31n )+ P(|S ′′′n | > γ 1/32n )
= sup
y
|P(S ′n ≤ y)− Φ(y)| + O(γ 1/31n + γ 1/32n ). (4.4)
From Lemmas 3.3–3.5 it follows that
sup
y
|P(S ′n ≤ y)− Φ(y)| ≤ sup
y
|P(S ′n ≤ y)− P(Hn ≤ y)| + sup
y
|Φ(y/sn)− Φ(y)| + sup
y
|P(Hn ≤ y)− Φ(y/sn)|
= O(γ 1/43n + h−(1+β)δ/(2+δ)n γ β2n)+ O(|s2n − 1|)
= O(γ 1/43n + h−(1+β)δ/(2+δ)n γ β2n + γ 1/21n + γ 1/22n + h−δ/(2+δ)n u(q)). (4.5)
Therefore, (4.4) and (4.5) yield that
sup
y
|P((nhn)1/2[fn(x)− Efn(x)] ≤ yσn(x))− Φ(y)|
= O(γ 1/31n + γ 1/32n + γ 1/43n + h−(1+β)δ/(2+δ)n γ β2n + h−δ/(2+δ)n u(q)) = O(an). 
Proof of Theorem 2.2. Let Hn(x) = n−1∑ni=1 I(Zi ≤ x). Then
Hn(x) = 1− [1− Fˆn(x)][1− Gˆn(x)]. (4.6)
Since α(n) = O(n−λ) for λ > (2+ δ)/δ ≥ 3, Lemmas A.5 and A.6, together with (4.6), imply that
sup
0≤x≤τ
|Gˆn(x)− G(x)| = O(
√
log log n/n) a.s., (4.7)
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where τ < τH . Note that
√
nhn[fˆn(x)− Efn(x)]
σn(x)
=
√
nhn[fˆn(x)− fn(x)]
σn(x)
+
√
nhn[fn(x)− Efn(x)]
σn(x)
. (4.8)
While, from (4.7) and Lemma 3.1 we have
E
∣∣∣∣∣
√
nhn[fˆn(x)− fn(x)]
σn(x)
∣∣∣∣∣ ≤ C√nhn
n∑
i=1
E
{∣∣∣∣K (Zi − xhn
)∣∣∣∣ |Gˆn(Zi)− G(Zi)|[1− G(Zi)][1− Gˆn(Zi)]δi
}
≤ C(h−1n log log n)1/2E
∣∣∣∣K (X1 − xhn
)∣∣∣∣
= C(h−1n log log n)1/2hn
∫ 1
−1
|K(t)|f (x+ hnt)du
= O(√hn log log n). (4.9)
Hence, in view of Theorem 2.1, (4.8) and (4.9), by using Lemma A.1 we obtain that
sup
y
|P((nhn)1/2[fˆn(x)− Efn(x)] ≤ yσn(x))− Φ(y)| ≤ sup
y
|P((nhn)1/2[fn(x)− Efn(x)] ≤ yσn(x))− Φ(y)|
+ (hn log log n)
1/4
√
2pi
+ P
(√
nhn|fˆn(x)− fn(x)|
σn(x)
> (hn log log n)1/4
)
= O(an + (hn log log n)1/4). 
Proof of Corollary 2.1. By using Lemma A.1 we have
sup
y
|P((nhn)1/2[fˆn(x)− f (x)] ≤ yσ(x))− Φ(y)| ≤ sup
y
∣∣∣∣∣P
(
(nhn)1/2[fˆn(x)− Efn(x)]
σn(x)
≤ σ(x)y
σn(x)
)
− Φ
(
σ(x)y
σn(x)
)∣∣∣∣∣
+ sup
y
∣∣∣∣Φ (σ(x)yσn(x)
)
− Φ(y)
∣∣∣∣+ (nhn)1/2|Efn(x)− f (x)|σ(x) . (4.10)
Note that
sup
y
∣∣∣∣Φ (σ(x)yσn(x)
)
− Φ(y)
∣∣∣∣ = O(|σ 2n (x)− σ 2(x)|) and (4.11)
|Efn(x)− f (x)| = |hln(l!)−1
∫ 1
−1
t lK(t)f (l)(x+ θhnt)dt| = O(hln), (4.12)
where 0 < θ < 1 and f (l) is derivative of order l of f . Therefore, from (4.10)–(4.12) and using Lemma 3.1 and Theorem 2.2
we obtain that
sup
y
|P((nhn)1/2[fˆn(x)− f (x)] ≤ yσ(x))− Φ(y)| = O(an + (hn log log n)1/4 + phn + n1/2hl+1/2n ). 
Proof of Theorem 2.3. Note that E∗ fˆ ∗n (x) = fˆn(x). Hence
sup
y
|P∗((nhn)1/2[fˆ ∗n (x)− fˆn(x)]/σ ∗n (x) ≤ y)− Φ(y)| = sup
y
|P∗((nhn)1/2[fˆ ∗n (x)− E∗ fˆ ∗n (x)]/σ ∗n (x) ≤ y)− Φ(y)|.
Set V ∗ni = 1√nhn {K(
Zi−x
hn
)
δiwi
1−Gˆn(Zi) − E
∗K( Zi−xhn )
δiwi
1−Gˆn(Zi) }, then {V
∗
ni, 1 ≤ i ≤ n} are independent random variables conditionally
on {(Zi, δi), 1 ≤ i ≤ n} and (nhn)1/2[fˆ ∗n (x)− E∗ fˆ ∗n (x)] =
∑n
i=1 V
∗
ni.
Note that n−(λ−3)h−(λ+1)n (log n)1++λ = O(1) implies that n−(1−3/λ)h−(1+1/λ)n (log n)1+(1+)/λ = O(1), further log n/nhn =
n−(1−3/λ)h−(1+1/λ)n (log n)1+1/λ+/λ ·n−3/λh1/λn (log n)−(1+)/λ → 0. Therefore, by using Berry–Esseen inequality (cf. [27], page
154, Theorem 5.7), (4.7) and Lemma 3.6 we have
sup
y
|P∗((nhn)1/2[fˆ ∗n (x)− fˆn(x)]/σ ∗n (x) ≤ y)− Φ(y)|
≤ C
σ ∗3n
n∑
i=1
E∗|V ∗ni|3 ≤
C
(nhn)3/2σ ∗3n
n∑
i=1
∣∣∣∣K (Zi − xhn
)
δi
1− Gˆn(Zi)
∣∣∣∣3
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≤ C
(nhn)3/2σ ∗3n
n∑
i=1
K 2
(
Zi − x
hn
)
δi
(1− Gˆn(Zi))2
≤ C
(nhn)3/2σ ∗3n
n∑
i=1
K 2
(
Zi − x
hn
) ∣∣∣∣ 1
(1− Gˆn(Zi))2
− 1
(1− G(Zi))2
∣∣∣∣ δi
+ C
(nhn)1/2σ ∗3n
· 1
nhn
n∑
i=1
K 2
(
Zi − x
hn
)
δi
(1− G(Zi))2
≤
C sup
0≤u<τH
|Gˆn(u)− G(u)|
(nhn)1/2σ ∗3n
· 1
nhn
n∑
i=1
K 2
(
Zi − x
hn
)
δi
(1− G(Zi))2 + O((nhn)
−1/2)
= O((nhn)−1/2) a.s.
Therefore, the first conclusion of Theorem 2.3 is proved. This, together with Corollary 2.1, yields the second conclusion of
Theorem 2.3.
Next, we prove the third conclusion of Theorem 2.3. We observe that
sup
y
|P((nhn)1/2[fˆn(x)− f (x)] ≤ y)− P∗((nhn)1/2[fˆ ∗n (x)− fˆn(x)] ≤ y)|
≤ sup
y
|P((nhn)1/2[fˆn(x)− f (x)]/σ(x) ≤ y)− Φ(y)
−P∗((nhn)1/2[fˆ ∗n (x)− fˆn(x)]/σ ∗n (x) ≤ y)− Φ(y)| + sup
y
|Φ(y/σ ∗n (x))− Φ(y/σ(x))|.
By inequality supy |Φ(ηy)− Φ(y)| ≤ 1√2pie (|η − 1| + |η−1 − 1|) and Lemma 3.6 we have
sup
y
|Φ(y/σ ∗n (x))− Φ(y/σ(x))| ≤
1√
2pie
{|σ ∗2n (x)− σ 2(x)|/[σ ∗n (x)σ (x)]}
= O(hn + (log n/nhn)1/2) a.s.,
which, together with the second conclusion of Theorem 2.3, yields the third conclusion of Theorem 2.3. 
5. Proof of preliminary lemmas
Proof of Lemma 3.1. Set Zni = 1√nhn K(
Zi−x
hn
)
δi
1−G(Zi) . Then σ
2
n (x) = nhnVar(fn(x)) = Var(
∑n
i=1 Zni). Let the definition of
k, km, lm be as in Section 3, and
T ′n =
k∑
m=1
tnm, T ′′n =
k∑
m=1
t ′nm, T
′′′
n = t ′nk+1,
tnm =
km+p−1∑
i=km
Zni, t ′nm =
lm+q−1∑
i=lm
Zni, t ′nk+1 =
n∑
i=k(p+q)+1
Zni,
Then
∑n
i=1 Zni = T ′n + T ′′n + T ′′′n and
σ 2n (x) = Var(T ′n)+ Var(T ′′n )+ Var(T ′′′n )+ 2Cov(T ′n, T ′′n )+ 2Cov(T ′n, T ′′′n )+ 2Cov(T ′′n , T ′′′n ). (5.13)
Step 1. We first estimate Var(T ′n), Var(T ′′n ), Var(T ′′′n ). Obviously
Var(T ′n) =
k∑
m=1
km+p−1∑
i=km
Var(Zni)+ 2
k∑
m=1
∑
km≤i<j≤km+p−1
Cov(Zni, Znj)+ 2
∑
1≤i<j≤k
Cov(tni, tnj) := I1n + 2I2n + 2I3n. (5.14)
Since f and G are continuous in a neighborhood of x, from (A3) and Lemma A.2 we have
|I3n| ≤ 1nhn
∑
1≤i<j≤k
ki+p−1∑
s=ki
kj+p−1∑
t=kj
∣∣∣∣Cov(K (Zs − xhn
)
δs
1− G(Zs) , K
(
Zt − x
hn
)
δt
1− G(Zt)
)∣∣∣∣
≤ C
nhn
∑
1≤i<j≤k
ki+p−1∑
s=ki
kj+p−1∑
t=kj
αδ/(2+δ)(t − s)×
∥∥∥∥K (Zs − xhn
)
δs
1− G(Zs)
∥∥∥∥
2+δ
∥∥∥∥K (Zt − xhn
)
δt
1− G(Zt)
∥∥∥∥
2+δ
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≤ C
nhn
k−1∑
i=1
ki+p−1∑
s=ki
∥∥∥∥K (Zs − xhn
)
δs
1− G(Zs)
∥∥∥∥2
2+δ
k∑
j=i+1
kj+p−1∑
t=kj
αδ/(2+δ)(t − s)
≤ Ckp
nhn
∥∥∥∥K (Z1 − xhn
)
δ1
1− G(Z1)
∥∥∥∥2
2+δ
∞∑
j=q
αδ/(2+δ)(j)
= Ckp
nhn
{
hn
∫ 1
−1
|K(t)|2+δ f (x+ hnt)[1− G(x+ hnt)]1+δ dt
}2/(2+δ)
u(q)
= O(h−δ/(2+δ)n u(q)).
Since K(·) is supported on [−1, 1] and f (·) is bounded in neighborhood of x, by using (A2) we have
|I2n| ≤ 1nhn
k∑
m=1
km+p−2∑
i=km
km+p−1∑
j=i+1
∣∣∣∣Cov(K (Zi − xhn
)
δi
1− G(Zi) , K
(
Zj − x
hn
)
δj
1− G(Zj)
)∣∣∣∣
≤ C
nhn
k∑
m=1
km+p−2∑
i=km
km+p−1∑
j=i+1
{
E
∣∣∣∣K (Xi − xhn
)
K
(
Xj − x
hn
)∣∣∣∣+ (EK (Zi − xhn
)
δi
1− G(Zi)
)2}
= C
nhn
k∑
m=1
km+p−2∑
i=km
km+p−1∑
j=i+1
{∫ ∫ ∣∣∣∣K (x1 − xhn
)
K
(
x2 − x
hn
)∣∣∣∣ f (x1)fj−i(x2|x1)dx1dx2
+
(∫
K
(
u− x
hn
)
f (u)du
)2}
≤ C
nhn
kp2h2n
{∫ 1
−1
∫ 1
−1
|K(t)K(u)|dtdu+
(∫ 1
−1
K(u)f (x+ hnu)du
)2}
= O(phn).
Note that
Var(Zni) = 1nhn
{
E
[
K 2
(
Zi − x
hn
)
δi
(1− G(Zi))2
]
−
[
E
(
K
(
Zi − x
hn
)
δi
1− G(Zi)
)]2}
= 1
nhn
{∫
K 2
(
u− x
hn
)
f (u)
1− G(u)du−
[∫
K
(
u− x
hn
)
f (u)du
]2}
= 1
n
{∫ 1
−1
K 2(t)
f (x+ hnt)
1− G(x+ hnt)dt − hn
[∫ 1
−1
K(t)f (x+ hnt)dt
]2}
= O(n−1), (5.15)
which yields that I1n =∑km=1∑km+p−1i=km Var(Zni) = O(n−1kp). Therefore
Var(T ′n) = O(n−1kp+ phn + h−δ/(2+δ)n u(q)) = O(1). (5.16)
Similarly
Var(T ′′n ) = O
(
n−1kq+ n−1hnkq2 + n−1kqh−δ/(2+δ)n u(p)
)
= O(qp−1[1+ qhn + h−δ/(2+δ)n u(p)]) = O(γ1n), (5.17)
Var(T ′′′n ) =
n∑
i=k(p+q)+1
Var(Zni)+ 2
∑
k(p+q)+1≤i<j≤n
Cov(Zni, Znj)
≤ O([n− k(p+ q)]n−1)+ O(n−1hnp2)
= O(pn−1[1+ phn]) = O(γ2n). (5.18)
Step 2. We estimate σ 2n (x). We observe that
Var(T ′n)+ Var(T ′′n )+ Var(T ′′′n ) =
n∑
i=1
Var(Zni)+ 2An (5.19)
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and
|An| =
∣∣∣∣∣ ∑
1≤i<j≤k
Cov(tni, tnj)+
∑
1≤i<j≤k
Cov(t ′ni, t
′
nj)+
k∑
m=1
∑
km≤i<j≤km+p−1
Cov(Zni, Znj)
+
∑
k(p+q)+1≤i<j≤n
Cov(Zni, Znj)+
k∑
m=1
∑
lm≤i<j≤lm+q−1
Cov(Zni, Znj)
∣∣∣∣∣
= O (h−δ/(2+δ)n u(q)+ n−1kqh−δ/(2+δ)n u(p)+ phn + n−1hnp2 + n−1hnkq2)
= O(h−δ/(2+δ)n u(q)+ phn)→ 0. (5.20)
From the arguments in (5.15) we see that
∑n
i=1 Var(Zni) → f (x)1−G(x)
∫ 1
−1 K
2(t)dt = σ 2(x), which, together with (5.13) and
(5.17)–(5.20), follows that σ 2n (x)→ σ 2(x).
Further, since f and G have bounded derivative in the neighborhood of x, from (A3) we find∣∣∣∣∣ n∑
i=1
Var(Zni)− σ 2(x)
∣∣∣∣∣ =
∣∣∣∣∣
∫ 1
−1
K 2(t)
f (x+ hnt)
1− G(x+ hnt)dt − hn
(∫ 1
−1
K(t)f (x+ hnt)dt
)2
− f (x)
1− G(x)
∫ 1
−1
K 2(t)dt
∣∣∣∣∣
=
∣∣∣∣∣
∫ 1
−1
K 2(t)
(1− G(x))[f (x+ hnt)− f (x)] + f (x)[G(x+ hnt)− G(x)]
[1− G(x+ hnt)][1− G(x)] dt − hn
(∫ 1
−1
K(t)f (x+ hnt)dt
)2∣∣∣∣∣
= O(hn). (5.21)
Therefore
|σ 2n (x)− σ 2(x)| =
∣∣∣∣∣
(
n∑
i=1
Var(Zni)− σ 2(x)
)
+ 2An + 2Cov(T ′n, T ′′n )+ 2Cov(T ′n, T ′′′n )+ 2Cov(T ′′n , T ′′′n )
∣∣∣∣∣
= O
(
hn + h−δ/(2+δ)n u(q)+ phn + γ 1/21n + γ 1/22n + γ 1/21n γ 1/22n
)
= O(phn + γ 1/21n + γ 1/22n + h−δ/(2+δ)n u(q)). 
Proof of Lemma 3.2. Clearly S ′′n = σ−1n (x)(T ′′n − ET ′′n ), S ′′′n = σ−1n (x)(T ′′′n − ET ′′′n ). Hence from Lemma 3.1 we have
E(S ′′n )
2 = σ−2n (x)Var(T ′′n ) = O(γ1n), E(S ′′′n )2 = σ−2n (x)Var(T ′′′n ) = O(γ2n).
Therefore, Lemma 3.2 is proved. 
Proof of Lemma 3.3. LetΓn =∑1≤i<j≤k Cov(yni, ynj). Then s2n = E(S ′n)2−2Γn. Note that ES2n = 1, therefore from Lemma3.2
we have
|E(S ′n)2 − 1| = |E(S ′′n + S ′′′n )2 − 2E[S ′n(S ′′n + S ′′′n )]| = O(γ 1/21n + γ 1/22n ).
On the other hand, similarly to the estimate for I3n in the proof of Lemma 3.1, Γn = O(h−δ/(2+δ)n u(q)). Thus |s2n − 1| ≤
|E(S ′n)2 − 1| + 2|Γn| = O(γ 1/21n + γ 1/22n + h−δ/(2+δ)n u(q)). 
Proof of Lemma 3.4. Note that s2n = Var(Hn). Therefore, by Berry–Esseen inequality (cf. [27], page 154, Theorem 5.7) for
r > 2 there exists some constant C > 0 such that
sup
y
|P(Hn/sn ≤ y)− Φ(y)| ≤ C
k∑
m=1
E|ηnm|r/srn.
Next, we use Lemma A.3 to estimate
∑k
m=1 E|ηnm|r . Taking r = 2(1 + β), τ = δ − 2β , then r + τ = 2 + δ and
λ > r(r + τ)/2τ = (1 + β)(2 + δ)/(δ − 2β) ≥ (2 + δ)/δ. Note that 0 < 2β < δ implies β < (1 + β)δ/(2 + δ),
so by using Lemma A.3 we have
k∑
m=1
E|ηnm|r =
k∑
m=1
E|ynm|r =
k∑
m=1
E
∣∣∣∣∣km+p−1∑
i=km
Vni
∣∣∣∣∣
2(1+β)
≤ C
k∑
m=1
pβ km+p−1∑
i=km
E|Vni|2(1+β) +
(
km+p−1∑
i=km
‖Vni‖22+δ
)1+β
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≤ C
k∑
m=1
pβ(nhn)−(1+β) km+p−1∑
i=km
∫ ∣∣∣∣K (u− xhn
)∣∣∣∣2(1+β) f (u)[1− G(u)]1+2β du
+
 1
nhn
km+p−1∑
i=km
(∫ ∣∣∣∣K (u− xhn
)∣∣∣∣2+δ f (u)[1− G(u)]1+β du
)2/(2+δ)1+β
≤ Ck{pβ(nhn)−(1+β)phn + [(nhn)−1ph2/(2+δ)n ]1+β}
= O(h−(1+β)δ/(2+δ)n γ β2n).
Lemma 3.3 implies s2n → 1, so the conclusion of Lemma 3.4 is verified. 
Proof of Lemma 3.5. Assume that ϕ(t) and ψ(t) are the characteristic function of S ′n and Hn, respectively. By Esseen
inequality (cf. [27], page 146, Theorem 5.3), for any T > 0
sup
y
|P(S ′n ≤ y)− P(Hn ≤ y)| ≤
∫ T
−T
∣∣∣∣ϕ(t)− ψ(t)t
∣∣∣∣ dt + T sup
y
∫
|u|≤ CT
|P(Hn ≤ u+ y)− P(Hn ≤ y)|du
:= D1n + D2n.
According to Lemma A.4 we have
|ϕ(t)− ψ(t)| =
∣∣∣∣∣E exp
(
it
k∑
m=1
ynm
)
−
k∏
m=1
E exp(itynm)
∣∣∣∣∣
≤ C |t|α1/2(q)
k∑
m=1
‖ynm‖2
≤ C |t|α1/2(q)
k∑
m=1
E
∣∣∣∣∣km+p−1∑
i=km
Vni
∣∣∣∣∣
2

1/2
and using (A2), similarly to the estimate for I2n in the proof of Lemma 3.1 we obtain that
E
∣∣∣∣∣km+p−1∑
i=km
Vni
∣∣∣∣∣
2
=
km+p−1∑
i=km
EV 2ni + 2
∑
km≤i<j≤km+p−1
EVniVnj
= O(n−1p+ n−1hn · p2) = O(n−1p).
Therefore D1n = O(T (np−1α(q))1/2) = O(γ 1/23n T ). On applying Lemma 3.4 we have
sup
y
|P(Hn ≤ u+ y)− P(Hn ≤ y)| ≤ sup
y
|P(Hn/sn ≤ (u+ y)/sn)− Φ((u+ y)/sn)|
+ sup
y
|P(Hn/sn ≤ y/sn)− Φ(y/sn)| + sup
y
|Φ((u+ y)/sn)− Φ(y/sn)|
= O(h−(1+β)δ/(2+δ)n γ β2n)+ O(|u|/sn).
Hence D2n = O(h−(1+β)δ/(2+δ)n γ β2n + 1/T ). Choosing T = γ−1/43n , then
sup
y
|P(S ′n ≤ y)− P(Hn ≤ y)| = O(γ 1/43n + h−(1+β)δ/(2+δ)n γ β2n). 
Proof of Lemma 3.6. Set ξni = 1nhn K 2( Zi−xhn ) δi(1−G(Zi))2 . Here,we use LemmasA.7 andA.8. From (A3)we have |ξni| = O(1/nhn),
and
Eξ 2ni ≤
1
(nhn)2
E
{
K 4
(
Zi − x
hn
)
δi
(1− G(Zi))4
}
= 1
(nhn)2
∫
K 4
(
u− x
hn
)
f (u)du
(1− G(u))3 = O(n
−2h−1n ).
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From (A2), for i 6= jwe have
|Cov(ξni, ξnj)| ≤ 1
(nhn)2
∫ ∫
K 2
(
t − x
hn
)
K 2
(
u− x
hn
)
1
(1− G(t))(1− G(u)) [f (t, u, j− i)− f (t)f (u)]dtdu|
= O(n−2).
Therefore, according to Lemma A.8 we find
Dm = max
1≤j≤2m
Var
(
j∑
i=1
ξni
)
≤ Cm{(nhn)−2/λn−2(1−1/λ) + n−2h−1n } = O(mn−2h−1n ).
Choosing m = [(n3h−1n (log n)1+)1/(2λ)] and note that n−(λ−3)h−(λ+1)n (log n)1++λ = O(1) implies m(log n/nhn)1/2 = O(1).
Hence from Lemma A.7 we have
P
(∣∣∣∣∣ n∑
i=1
(ξni − Eξni)
∣∣∣∣∣ ≥ M(log n/nhn)1/2
)
≤ 4 exp
{
−M
2 log n
nhn
[
C
(
nm−1 ·mn−2h−1n +
1
3
(nhn)−1 ·mM(log n/nhn)1/2
)]−1}
+ C
nhn ·M(log n/nhn)1/2 nα(m)
≤ 4n−2 + C[n(log n)1+/2]−1
for some largeM > 0, which follows from the Borel–Cantelli lemma that
n∑
i=1
(ξni − Eξni) = O((log n/nhn)1/2) a.s. (5.22)
From the arguments in (5.21) we find |∑ni=1 Eξni − σ 2(x)| = O(hn), which, together with (5.22), yields that
1
nhn
n∑
i=1
K 2
(
Zi − x
hn
)
δi
(1− G(Zi))2 − σ
2(x) = O(hn + (log n/nhn)1/2) a.s.
We observe that
σ ∗2n (x) =
1
nhn
Var∗
(
n∑
i=1
K
(
Zi − x
hn
)
δiwi
1− Gˆn(Zi)
)
= 1
nhn
n∑
i=1
K 2
(
Zi − x
hn
)
δi
[1− Gˆn(Zi)]2
= 1
nhn
n∑
i=1
K 2
(
Zi − x
hn
){
1
[1− Gˆn(Zi)]2
− 1[1− G(Zi)]2
}
δi + 1nhn
n∑
i=1
K 2
(
Zi − x
hn
)
δi
[1− G(Zi)]2 .
Hence, in view of (A3), (4.7) and (5.21) we obtain that, for some τ < τH
|σ ∗2n (x)− σ 2(x)| ≤
sup
0≤u≤τ
|Gˆn(u)− G(u)|
nhn
n∑
i=1
K 2
(
Zi − x
hn
)
δi
(1− G(Zi))2
+
∣∣∣∣∣ 1nhn
n∑
i=1
K 2
(
Zi − x
hn
)
δi
[1− G(Zi)]2 − σ
2(x)
∣∣∣∣∣
= O((log log n/n)1/2))+ O(hn + (log n/nhn)1/2)
= O(hn + (log n/nhn)1/2) a.s. 
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Appendix
In this section, let {Xi, i ≥ 1} be a stationary α-mixing sequence with mixing coefficient α(k).
Lemma A.1. Let X and Y be random variables, then for any a > 0
sup
y
|P(X + Y ≤ y)− Φ(y)| ≤ sup
y
|P(X ≤ y)− Φ(y)| + a√
2pi
+ P(|Y | > a).
The proof of Lemma A.1 can be found in [28].
Lemma A.2 ([29], Corollary A.2, p. 278). Suppose that X and Y are random variables such that E|X |p <∞, E|Y |q <∞, where
p, q > 1, p−1 + q−1 < 1. Then
|EXY − EXEY | ≤ 8‖X‖p‖Y‖q
{
sup
A∈σ(X),B∈σ(Y )
|P(A ∩ B)− P(A)P(B)|
}1−p−1−q−1
.
Lemma A.3 ([30], Theorem 2.2). Let r > 2. Suppose that EXn = 0, and that there exist τ > 0 and λ > r(r + τ)/2τ
such that α(n) = O(n−λ) and E|Xi|r+τ < ∞. Then for any given  > 0, there exists constant C = C(r, δ, , λ) such
that E|∑ni=1 Xi|r ≤ C{n∑ni=1 E|Xi|r + (∑ni=1 ‖Xi‖2r+τ )r/2}.
Lemma A.4 ([31]). Let p and q be positive integers. Set ηl = ∑(l−1)(p+q)+pj=(l−1)(p+q)+1 Xj for 1 ≤ l ≤ k. If s > 0, r > 0 with
1/s+ 1/r = 1, then there exists constant C > 0 such that∣∣∣∣∣E exp
(
it
k∑
l=1
ηl
)
−
k∏
l=1
E exp(itηl)
∣∣∣∣∣ ≤ C |t|α1/s(q) k∑
l=1
‖ηl‖r .
Lemma A.5 ([13]). Let Fˆn(x) be the Kaplan–Meier estimator of the common distribution F(x) of {Xi, i ≥ 1} in the censored setup.
Suppose that the α-mixing coefficient of ξk (as defined in the Introduction) satisfies α(k) = O(k−γ ), for some γ > 3. Then, for
any T ∈ (0, τH), we have supx∈[0,T ] |Fˆn(x)− F(x)| = O((ln ln(n)/n)1/2) a.s.
Lemma A.6 ([32]). Set Fn(x) = 1n
∑n
i=1 I(Xi ≤ x). Then, if α(k) = O(k−γ ), for some γ > 3, lim supn→∞{( n2 ln ln(n) )1/2 supx∈R|Fn(x)− F(x)|} = 1 a.s.
Lemma A.7 ([33], Proposition 5.1). Assume that EXi = 0 and |Xi| ≤ S < ∞ a.s. (i = 1, 2, . . . , n). Then, for n,m ∈ N , 0 <
m ≤ n/2, for  > 0,
P
(∣∣∣∣∣ n∑
i=1
Xi
∣∣∣∣∣ > 
)
≤ 4 exp
{
− 
2
16
(
nm−1Dm + 13Sm
)−1}
+ 32 S

nα(m),
where Dm = max1≤j≤2m Var(∑ji=1 Xi).
Lemma A.8 ([34], Lemma 2.3). Assume α(k) ≤ C1k−γ , for some γ > 1. Let sup1≤i,j≤n,i6=j |Cov(Xi, Xj)| =: R∗(n) < ∞ be
satisfied. Moreover, let Rm(n) <∞ for some m, 2γ /(γ −1) < m ≤ ∞, where Rm(n) = sup1≤i≤n(E|Xi|m)1/m, for 1 ≤ m <∞,
and R∞(n) = sup1≤i≤n essw∈Ω |Xi|. Then
Var
(
n∑
i=1
Xi
)
≤ n{C2(γ ,m)(Rm(n))2m/(γ (m−2))(R∗(n))1−m/(γ (m−2)) + R22(n)}
holds with C2(γ ,m) := 20γ−40γ /mγ−1−2γ /m C1/γ1 .
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