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New approach to computing the amplitudes of multi-particle processes in renormalizable quan-
tum field theories is presented. Its major feature is a separation of the renormalization from the
computation. Within the suggested approach new computational rules are formulated. According
to the new rules, the amplitudes under computation are expressed as a sum of effective Feynman
amplitudes whose vertexes are the complete amplitudes of the processes involving not more than
four particles, and the lines are the complete two-point functions. The new rules include prescrip-
tions for computing the combinatorial factors by each amplitude. It is demonstrated that due to
these prescriptions the combinatorial factors by the amplitudes that are divergent in the ultraviolet
in four space-time dimensions vanish. Because of this, the computations within the new approach
do not involve the ultraviolet renormalization.
I. INTRODUCTION
Physics at the LHC is predominantly the physics of
multi-particle processes. Substantial efforts have been
invested in developing the techniques for computing the
amplitudes of such processes (see, e.g., [1] and [2]). One
of the difficulties in organizing such computations is in
keeping track of all the necessary renormalizations.
In this paper we present a new approach for comput-
ing the multi-particle amplitudes. Its major feature is a
separation of the renormalization from the computation.
The idea is that the renormalization is needed only for
computing the basic processes involving not more than
four particles. After computing the basic amplitudes, it
should be possible to compute the multi-particle ampli-
tudes combining the basic ones, and this combination
should not involve any renormalization.
Let us compare the new approach to the well-known
approach of effective action [3]. Within the effective ac-
tion approach, the connected amplitudes are constructed
not from the bare action of the model, but from the ef-
fective action, which is the generating functional of the
one-particle irreducible amplitudes.
The effective action involves nonlocal effective ver-
texes, and the connected amplitudes are composed from
the effective vertexes with tree graphs. These tree graphs
are generated with the inversion of the Legendre trans-
form. The edges of the graphs correspond to exact prop-
agators. There are infinite sequence of the effective ver-
texes ordered by the number of external legs of the cor-
responding one-particle irreducible amplitudes. The UV
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renormalization is needed only for computing the effec-
tive vertexes and the exact propagators.
In contrast, within the new approach, the connected
multi-particle amplitudes are composed not from the
bare action, or from the effective action, but from a non-
local functional of fields which is the generating func-
tional of connected amplitudes with the number of ex-
ternal legs bounded from above. The exact form of this
bound is related to properties of the bare action of the
model. In the case of the renormalizable field theories
in four space-time dimensions, the connected amplitudes
used as effective vertexes involve not more than four ex-
ternal legs.
To stress the difference between the new approach and
the approaches employing various actions, we call it the
inaction approach, and the generating functional of the
effective nonlocal vertexes of the new approach, the in-
action functional. The inaction functional is a nonlocal
polynomial of the fields.
Like in the effective action approach, the UV renormal-
ization is needed within the inaction approach only for
computing the inaction functional and the exact propa-
gators. Also, like in the effective action approach, there
is a procedure for composing the multi-particle connected
amplitudes from the vertexes of the inaction functional
and the exact propagator. This procedure is parallel to
the inverse Legendre transform of the effective action ap-
proach. We call it the quantum transform. A crucial
difference between the effective action and the inaction
approaches is that the quantum transform generates not
only the tree graphs, but also graphs with loops. There-
fore non-trivial momentum integrations appear as an out-
come of the quantum transform.
The above comparison can be summarized as follows:
the inaction functional is simpler than the effective ac-
tion, but the quantum transform is more involved than
ar
X
iv
:1
40
1.
71
02
v3
  [
he
p-
th]
  1
7 N
ov
 20
14
2the inverse Legendre transform. In comparison with the
bona fide perturbation theory based on the bare action,
the nonlocal inaction functional is more involved than the
bare action, but the quantum transform is in some sense
(see below) simpler than the conventional Feynman rules.
So, the inaction approach lies somewhere in between the
bona fide perturbation theory and the effective action
perturbation theory.
Now we describe the general idea behind the quan-
tum transform. The starting point in deriving the quan-
tum transform is the Dominicis-Englert duality between
the bare action and the generating functional of con-
nected Green’s functions [4]. In particular, this duality
implies that if the generating functional W (J) of con-
nected Green’s functions is given, the bare action func-
tional S(φ) correponding to this W (J) can be expressed
in terms of W (J) (here φ denotes the multicomponent
field of the model, and J , its source).
Next, one can express restrictions on the models one
considers in the form of the equation PS(φ) = 0, where P
is a projector acting in the linear space of field function-
als. Substituting in this equation the expression of S(φ)
in terms of W (J) one obtains what we call an inaction
equation for connected amplitudes.
The inaction equation can be solved for the part of
the generating functional of connected amplitudes in the
range of the projector P . The part of this generating
functional in the kernel of P is used to parameterise
the theory. We called it above the inaction functional.
Within the inaction approach, the inaction functional
can vary without restrictions inside the kernel of P . The
solution yields the part of the generating functional of
connected amplitudes in the range of P as the above
quantum transform of the inaction functional.
The quantum transform depends on the projector P .
Requiring the physical results to be independent of the
choice of P leads to a particular formulation of the renor-
malization group equations.
The inaction approach was suggested in [5]. In that
paper, the approach was considered for φ4. In particu-
lar, it was demonstrated that the evolution of the scalar
mass described with the inaction renormalization group
equation develops a Landau pole in the running scalar
mass.
In [6] the inaction formulation was extended to gauge
theories. In unpublished notes [7], a possibility to use
the inaction approach beyond perturbation theory is dis-
cussed.
In this paper we consider a particular version of the
inaction approach geared to description of multi-particle
processes. It results from a particular choice of the pro-
jector annihilating the bare action of the theory. Namely,
in this paper, the projector nullifies all powers of the
fields up to the fourth power inclusively. So, the inaction
equation PS(φ) = 0 is satisfied for any model which bare
action is a polynomial of the fields of the fourth power.
Accordingly, the inaction functional is a nonlocal poly-
nomial of the fields of the fourth power, and the quantum
transform expresses the connected amplitudes involving
more than four particles in terms of the inaction func-
tional.
The quantum transform in this case can be represented
as a sum of Feynman amplitudes whose propagators are
the exact propagators of the model, and the vertexes are
the connected amplitudes with not more than four exter-
nal legs. It implies certain rules for computing the com-
binatorial weight with which an amplitude contributes to
the transform.
As mentioned above, loop amplitudes appear in the
quantum transform. By construction, the quantum
transform is UV finite for the exact propagator and inac-
tion functional corresponding to a renormalizble theory.
Practically, it is of importance to know the mechanism
by which this UV finiteness is maintained.
Surprisingly, the simplest possible mechanism of this
finiteness seems to be in action here: The combinatorial
weights for UV dangerous amplitudes which we were able
to check are simply zero.
We stress that this fact is not proven as of this moment.
Below we detail the rules for computing the combinato-
rial weights appearing in the quantum transform, and
give examples of disappearance of some UV dangerous
amplitudes.
Assuming that this convenient feature holds generally,
we have the following rules for computing the multi-
particle amplitudes: First, the propagators and the am-
plitudes involving not more than four particles are com-
puted with the standard methods up to desired accuracy.
Next, the later are taken to be the vertexes, and the for-
mer, the lines of the effective Feynman rules for com-
puting the multi-particle amplitudes. Last, all the UV
divergent amplitudes are thrown away.
We conclude that the quantum transform is simpler
than the Feynman rules, because it generates less ampli-
tudes (the UV divergent amplitudes do not appear).
The paper is organized as follows. In the next sec-
tion, we describe the quantum transform. In the third
section, we describe the combinatorial rules for comput-
ing the weights of individual Feynman amplitudes in the
quantum transform. In the fourth section, we give an ex-
ample of disappearance of the UV dangerous amplitudes
in the quantum transform. In the last section, we discuss
and summarize the results.
II. THE QUANTUM TRANSFORM
The exponential of the generating functional of con-
nected Green’s functions W (J) is expressed in terms of
the bare action S(φ) by the functional Fourier transform:
eW (J) = N
∫
Dφ e−S(φ)+iJφ. (1)
Here N is the normalization defined by the condition
W (0) = 0. S(φ) is UV divergent, while W (J) is UV
finite.
3Then the exponential of the bare action is expressed
in terms of W (J) with the inverse Fourier transform:
e−S(φ) = N ′
∫
DJ eW (J)−iJφ, (2)
where N ′ is another normalization factor which we do
not need to specify.
We assume that J is the source for the deviation of the
field from the vacuum value, and, consequently, there is
no term linear in J in the expansion of W (J) in powers
of the source:
W (J) = −1
2
JDJ + W¯ (J). (3)
Here D is the matrix of exact propagators, and W¯ is
the generating functional of connected Green’s functions
with more than two external legs.
With the standard functional tricks (see [5]), we
rewrite the right hand side of Eq. (2) as follows:
e−S(φ) = N¯e−
1
2φD
−1φTeA(φ). (4)
Here N¯ is yet another normalization factor,
T ≡ e− 12 δδφD δδφ (5)
is the T -product, and A(φ) ≡ W¯ (−iD−1φ) is the gener-
ating functional of connected amplitudes with more than
two external legs.
We expressed the bare action in terms of connected
amplitudes and exact propagator:
−S(φ) = log N¯ − 1
2
φD−1φ+ log TeA(φ). (6)
The last term in the right hand side, if expanded in pow-
ers of A, generates connected Feynman amplitudes whose
propagators are (−D), and vertexes, A(φ). This is a form
of the Dominicis-Englert duality [4].
We now define a projector P acting in the linear space
of functionals of the fields. Let the arbitrary functional
belonging to this space be
F (φ) =
∑
n≥0
∫
dx1 . . . dxnFn(x1, . . . , xn)φ(x1) . . . φ(xn).
(7)
Then P is defined as follows:
PF (φ) =
∑
n>4
∫
dx1 . . . dxnFn(x1, . . . , xn)φ(x1) . . . φ(xn).
(8)
This means that P drops the first five terms in the ex-
pansion of F in powers of φ.
In this paper, we consider bare actions that are polyno-
mials in the fields of the fourth power. That is PS(φ) =
0. Thus, acting on both sides of Eq. (6) with P gives the
following inaction equation:
P log TeA(φ) = 0. (9)
It will be convenient to further transform this equation.
To make this transformation, we notice that
PT−1(1− P ) = 0. (10)
Here
T−1 ≡ e 12 δδφD δδφ , (11)
and indeed T−1T = TT−1 = 1. The meaning of this
equation is that both T -product and the inverse T -
product T−1 keep the kernel of P intact. Indeed, the
kernel of P consists of the field polynomials of the fourth
power, and any polynomial of the fourth power is trans-
formed to another polynomial of the fourth power by the
action of T and T−1. Eq. (10) implies that
PT−1(1− P ) log TeA(φ) = 0. (12)
Now, adding the last equation to Eq. (9) we obtain
the desired form of the inaction equation:
PT−1 log TeA(φ) = 0. (13)
This equation is equivalent to Eq. (9), but it is preferable
to the latter equation because in the linear approximation
in A its left hand side is just PA instead of PTA of Eq.
(9).
To understand the character of the restriction Eq. (9)
imposes on A(φ), it is useful to consider an analogous
equation in a finite-dimentional case. So, we assume for
a moment that A is a vector of a finite-dimensional linear
space, and consider an equation
PA = Φ(A), (14)
where P is any projector acting in our analog finite-
dimensional space, and Φ is any smooth vector-valued
mapping of our space to the range of P such that Φ(A) ≈
0 in the linear approxiamation at small A.
In this finite-dimentional analog of our situation, by
the implicit function theorem, Eq. (14) suffices to de-
termine the part of A in the range of P , V ≡ PA, as a
function of the part of A in the kernel of P , I ≡ A− V ,
at least at small I:
V = Q(I). (15)
The mapping Q maps the kernel of P to its range, and
can be determined from the recursive eqution
V = Φ(I + V ), (16)
which is implied by Eq. (14) and the definitions of I and
V .
Now, using this finite-dimensional analogy, we return
to our case: A is the generating functional of connected
amplitudes; I ≡ (1− P )A is the inaction functional (the
generating functional of connected amplitudes with not
more than four particles involved); V ≡ PA is the vertex
4functional (the generating functional of connected ampli-
tudes with more than four particles involved). Further-
more, V = Q[I] expresses V in terms of I (the square
brackets are to recall that the argument of Q is now a
functional). We call Q the quantum transform. Practi-
cally, Q is determined from the recursive equation
V = Φ[I + V ], (17)
where
Φ ≡ P (1− T−1 log T exp). (18)
To clarify the notations in Eq. (18), let us write down
the leading term in the expansion of Φ[A] in powers of
A:
P (1− T−1 log T exp)[A]
≈ P (A− T−1 log (1 + TA+ 1
2
TA2)
)
≈ V − PT−1(TA+ 1
2
T (A2)− 1
2
(TA)2
)
=
1
2
PT−1
(
(TA)2 − TA2). (19)
Notice how the first two terms in the third line are can-
celed against each other to yield the last line.
In a particular renormalizable model, the inaction
functional I spans a finite dimensional surface parameter-
ized with the renormalized couplings of the model. This
physical surface is immersed into the infinite-dimensional
kernel of P . If we confine I to this surface, and compute
V in the standard way in terms of the renormalized cou-
plings, V and I taken at particular values of the couplings
satisfy the recursive equation (17).
Our strategy is to consider the recursive equation (17)
as an equation for V depending parametrically on I. It
is technically convenient to allow I to vary arbitrarily
inside the kernel of P . In this way, we will obtain V =
Q[I] defined (at least, formally) for arbitrary I belonging
to the kernel of P . The physical results are restored
by restricting the quantum transform Q to the physical
surface.
Our approach in this paper is perturbative: we expand
Q[I] in powers of I. To this end, it is convenient to
introduce an auxiliary small parameter λ and consider
the dependence of V on λ defined from the equation
V (λ) = Φ[λI + V (λ)]. (20)
We take that V (0) = 0 because it corresponds to I = 0,
which implies vanishing of the couplings, and, conse-
quently, vanishing of V . (This choice is consistent be-
cause Φ[0] = 0.) Therefore, the expansion of V (λ) in
powers of λ may start from a linear term. But, because
the leading term in expansion of Φ[A] in powers of A
starts from the quadratic term, Eq. (19), the first deriva-
tive in λ of V vanishes at zero λ, and the expansion of
V (λ) in powers of λ starts from a quadratic term.
In obtaining this leading quadratic term, we can ne-
glect V (λ) in the right hand side of Eq. (20), because it
contributes starting only from the cubic term. Using Eq.
(19) we obtain for the leading term of the expansion of
V (λ) in powers of λ the following expression:
V2 =
λ2
2
PT−1
(
(TI)2 − TI2). (21)
Here the subscript 2 in the left hand side denotes the
order in λ.
The expression T−1
(
(TI)2−TI2) involved above in V2
can be simplified as follows:
T−1
(
(TI)2 − TI2) = T−1(TI)2 − I2. (22)
Here in the second term the operations T−1 and T have
canceled against each other.
A partial cancellation is also possible for the first term
in the right hand side of Eq. (22). To make it, recall the
definition of T−1-product, Eq. (11). Starting from this
definition it is straightforward to demonstrate a familiar
property of T -products:
T−1A1A2 = el12(T−1A1)(T−1A2), (23)
where the operation l12 generates a line joining the ver-
texes A1 and A2:
l12A1A2 ≡ (A1
δφ
)D(
A2
δφ
). (24)
Here a T -product of arbitrary functionals is expressed
as a joining T -product of the functionals obtained from
the original ones with the T -product. If we visualise A1
and A2 as two vertexes, the above representation of a
T -product corresponds to classifying the lines appearing
in the T -product into three classes: starting and ending
on one and the same Ai, and joining between them.
Later we will use a generalization of Eq. (23) to a
product of more than two functionals:
T−1
∏
i
Ai = exp (
∑
i<j
lij)
∏
i
T−1Ai. (25)
Returning to simplification of the right hand side of
Eq. (21), we apply Eq. (23) to the first term of the right
hand side of Eq. (22) to obtain that
V2 =
λ2
2
P (el12 − 1)I1I2
∣∣
I1=I2=I
. (26)
The last step in the simplification is to expand the ex-
ponential in the right hand side in powers of l12, take
into account that I is a polynomial of fields of the fourth
power, and that P suppresses the first four powers of the
fields. Each l12 reduces the power in fields by two. There-
fore, we have that only the term linear in l12 contributes:
V2 =
λ2
2
Pl12I1I2
∣∣
I1=I2=I
. (27)
Visually this amplitude can be represented as a graph
with two vertexes I and a single edge l12 joining them.
5Notice that this graph contributes with the weight 1/2,
which equals the standard symmetry factor for this
graph. The latter is the inverse of the order of the auto-
morphism group of this graph, which includes the only
nontrivial element permuting the two vertexes with one
another [8].
With V2 known we can compute V3.To this end, we
can replace V (λ) with V2 in the right hand side of Eq.
(20) and retain the term cubic in λ. The result will be
representable as a sum of graphs with three vertexes I
and less than four edges D.
It can be shown by induction that Vn≥2 is representable
as a sum of graphs of n vertexes I and less than 2(n− 1)
edges.
The combinatorial weights with which the graphs ap-
pear in Vn are to be determined. The next section de-
scribes the rules for computing them.
In what follows, we do not show explicitly the auxiliary
parameter λ. For example, Eq. (27) will be written as
V2 =
(
l12I1I2
∣∣
I1=I2=I
)
/2.
III. THE COMBINATORIAL WEIGHTS
We explained above that the recursive equation (17)
can be used to determine V as a power series in I, and
the expansion starts from the second power. Here we
give the rules to compute the terms of this expansion,
V =
∞∑
k=2
Vn, Vn = O(I
n). (28)
For uniformity of notation, in the following we use
V1 ≡ I. Our next task is to determine the n-th order
in the expansion of Φ[
∑∞
i=1 Vi] in powers of an auxiliary
parameter λ taking that each Vi ∝ λi.
Expanding the exponential and the logarithm in the
definition of Φ, and using Eq. (17), we obtain that Vn is
a sum of terms, each term is a product of Vi with i ranging
from 1 to n− 1. Notice that the term proportional to Vn
does not appear in the expansion because of the presence
of the identity operation in the brackets of the right hand
side of Eq. (18).
Each term of this expansion is marked with a dou-
ble partition of n: first time because of the expansion
of the logarithm, and the second time, of the exponen-
tial. These double partitions can be marked with lists of
lists of integers representing the partitions. For example,
consider a term in the expansion of V6 corresponding to
the partitions t = {{2, 2, 1}, {1}}: it corresponds to the
second term in the expansion of the logarithm in the pow-
ers of (T (exp
∑
i Vi) − 1), and, more specifically, to the
appearance of the product PT−1[(T (V 22 /2)V1)(TV1)] in
this term. In the following, the upper level entries in the
list t will be called subpartitions. For example {2, 2, 1}
and {1} a the two subpartitions of the above partition t.
The double partition may be visualized as a two-level
tree. See the tree corresponding to the above double
partition on Fig. 1.
FIG. 1. a: The tree corresponding to the double partition
t = {{2, 2, 1}, {1}}; dark edges are related to the expansion
of the logarithm and the light ones, to the expansion of the
exponential of Eq. (18). b: A complete tree extending the
tree on the left.
A tree obtained from another tree with shuffling the
branches does not give a separate contribution. To avoid
double counting, we will always place “heavier” branches
to the left from the lighter ones, like on Fig. 1.
In this way we obtain
Vn =
∑
t∈T2[n], t6={{n}}
Z2(t)PT
−1
L(t)∏
i=1
TVt[[i]]. (29)
Here n > 1, summation runs over the set T2[n] of all dou-
ble partitions of n excluding the partition {{n}}, which
is the double partition of n with no actual partitions on
both levels. Z2(t) is a rational coefficient we detail later
(its subscript reminds that it is related to a double parti-
tion of an integer). L(t) is the length of the first partition,
i.e. the number of branches of the two-level tree attached
to the root (for the partition from Fig. 1, L(t) = 2), and
t[[i]] is the i-th element of the partition (for the partition
from Fig. 1, t[[1]] = {2, 2, 1}, and t[[2]] = {1}).
The last unexplained object in the right hand side of
Eq. (29) is VL under the product, where L is a list of
integers. It is
VL ≡
∏
i∈L
V
p(i,L)
i , (30)
where the product is over the distinct elements of the list
L, and p(i, L) is the number of times the integer i enters
the list L.
The coefficient Z2(t) in Eq. (29) is
Z2(t) =
(−1)L(t)(L(t)− 1)!∏
s∈t p(s, t)!
L(t)∏
i=1
zt[[i]];
1
zL
≡
∏
i∈L
p(i, L)!.
(31)
Here L(t) is the length of the double partition t, the
product in the denominator runs over the distinct sub-
partitions s of t, p(s, t) is the number of times s enters t,
and the notations in the definition of zL are the same as
in Eq. (30).
We now point out that both T -product and T−1-
product in Eq. (29) generate lines of the Feynman am-
plitudes, and there is a partial cancellation between the
6amplitudes which lines come from these two T -products.
The outcome of these partial cancellation is that the lines
appear only between Vt[[i]] and Vt[[j]] with i 6= j.
To express the above, we introduce a new operation
Tt depending on the tree t labeling the terms of the sum
in Eq. (29). To introduce it, for each Vt[[i]] under the
product in Eq. (29) we temporarily introduce its own set
of fields φi. Then Tt is defined as follows:
Tt ≡ exp
( ∑
1≤i<j≤L(t)
δ
δφi
D
δ
δφj
)
. (32)
After application of the variational derivatives, which
generate lines of the diagrams joining different Vt[[i]], the
fields are set back to the initial value, φi = φ. We stress
that this new operation is a tool to express the fact that
all the Feynman graphs appearing in the right hand side
of Eq. (29) and containing edges starting and ending at
one and the same vertex Vt[[i]] are cancelled against each
other.
The outcome of these considerations is the following
formula for Vn:
Vn =
∑
t∈T2[n], t 6={{n}}
Z2(t)PTt
L(t)∏
i=1
Vt[[i]]. (33)
Here the subsequent application of the two operations T ,
T−1 in Eq. (29) has been replaced with the application of
the single operation Tt depending on the double partition
(or two-level tree) t.
Now we can use Eq. (33) recursively to determine Vn
in terms of V1 ≡ I. This is possible because there are
products of Vi with i < n in the right hand side of this
equation, and for each Vi with i > 1 we can again use
the representation of Eq. (33).
The outcome of this recursion is the following repre-
sentation:
Vn =
∑
t∈T [n]
Z(t)TtI
n. (34)
The summation here runs over the set T [n] of complete
trees of successive partitions of the integer n. By com-
plete we mean that at the bottom of the partition there
are only units, and there is no possibility of further par-
titioning. Each iteration adds two levels of the partition
as it was above with the first iteration representing Vn
as a sum of products of Vi with i < n. An example of a
complete tree extending the one on the left part of Fig.
1 see on the right part of Fig. 1. It marks a term in the
sum representing V6.
In Eq. (34), the factors Z(t) are the products of Z2(t
′)
over all two-level sub-trees t′ ⊂ t:
Z(t) ≡
∏
t′⊂t,t′∈T2
Z2(t
′). (35)
For example, the complete tree on the right part of Fig.
1 contains three two-level sub-trees: the one on the left
part of Fig. 1, and two trees on a lower level representing
two ways of the double partitioning of 2. Corresponding
factorization of Z(t) for this tree is (1/2)(-1/2)(1/2). To
give a definition, a two level sub-tree t′ ⊂ t is a sub-tree
of t with a root on an even level of t consisting of all
the edges of t located between the two subsequent levels
and descending from the root of t′. (By the level we mean
here the subset of the vertexes of the tree including all the
vertexes at a fixed distance from the root; this distance
is the number of the level; the root is the only vertex at
the zero level.)
The operation Tt for the case of complete trees is de-
fined in analogy with the factor Zt above:
Tt ≡
∏
t′⊂t,t′∈T2
PTt′ , (36)
where Tt′ is defined in Eq. (32).
Each term in the sum of Eq. (34) is a sum of Feyn-
man amplitudesA(g) corresponding to graphs g = (V,L),
where V is the set of vertexes and L is the set of edges
of the graph g:
TtI
n =
∑
g∈Gn
C[t, g]A(g). (37)
Here Gn is the set of graphs with the number of vertexes
|V | = n, and the number of edges |L| restricted in a
certain way (see below). No edge of g ∈ Gn can start
and end on the same vertex. No vertex of g ∈ Gn has
more than 4 incident edges.
The amplitudes A(g) are defined as follows:
A(g) ≡
[∏
l∈L
( δ
δφl1
D
δ
δφl2
) ∏
v∈V
I(φv)
]
|φv=φ. (38)
Here the first product runs over the edges of g, l1 and l2
are the vertexes joined by the edge l; the second product
runs over the vertexes of g; the field argument of each I
is labeled with a vertex; after taking all the variational
derivatives all the fields are set to the common value φ.
Because of the involvement of the operation P in the
definition of Tt of Eq. (34), the expansion of A(g) in pow-
ers of the fields should start from the fifth power. This
is achieved by restricting the number of edges of g ∈ Gn.
Indeed, the amplitude A(g) of Eq. (38) is a polynomial
in fields whose power is 4n− 2|L|. The concrete form of
this last restriction depends on the presence of the three-
point vertexes in I. If three point vertexes are present,
expansion of V in the fields starts from the fifth power,
overwise it starts from the sixth power. To simplify the
presentation, we assume from this point on that the in-
action functional I contains only four-point vertexes. In
this case, the number of edges should not exceed 2n− 3.
Substituting representation Eq. (37) in Eq. (34) and
changing the order of summation, we finally obtain
Vn =
∑
g∈Gn
C(g)A(g). (39)
7The combinatorial factor C(g) is defined as follows:
C(g) ≡
∑
t∈T [n]
Z(t)C[t, g]. (40)
Here the summation runs over the set T [n] of all the
complete trees of partitions of the integer n.
We now discuss the combinatorial factor C[t, g] of Eq.
(37). Like the conventional symmetry factor (see, e.g.,
[8]), C[t, g] is inverse proportional to the size of the finite
group of automorphisms of g, |Aut(g)|. But it is not
proportional to n!, which is the number of ways to label
the n vertexes of g. Because the graphs g appear in our
case via the action of the operation Tt depending on the
complete tree t, not all of the possible labelings of the
vertexes of g contribute to C[t, g]. The number of the
contributing labelings is N(t, g) ≤ n!. As a result,
C[t, g] =
N(t, g)
|Aut(g)| , (41)
where N(t, g) is the number of contributing labelings of
the graph g depending on t.
To define N(t, g) of Eq. (41), we consider labelings
of the vertexes of g with the terminating vertexes of the
complete tree t (the number of terminating vertexes of
t coincides with the number of vertexes of g). Now we
give the criteria for determination of the labelings that
do not contribute to N(t, g).
As discussed above, each complete tree defines a set
of two-level sub-trees. The criteria are related to this
set. To check them, for each two-level sub-tree t′ ⊂ t,
consider its completion inside t, t′c ⊂ t (t′c consists of all
the edges of t descending from the root of t′). It defines
a subgraph g′ ⊂ g as the set of vertexes labeled by the
terminating vertexes of t′c, and all the edges of g joining
these vertexes. A labeling does not contribute to N(t, g)
if there is a two-level sub-tree whose subgraph g′ contains
too many lines: |L(g′)| > 2n′−3, where n′ is the number
of vertexes in g′. This is the first criterion.
The second and the last criterion involves a two-level
partition of the vertexes of the above g′ related to a two-
level sub-tree t′ ⊂ t. To define this partition, consider
an edge l ∈ t′ on the first level of t′. It defines a subset
of the vertexes V ′l ⊂ V (g′) labeled by the terminating
vertexes of t′c descending from the lower end point of the
edge l. These subsets form a partition of the vertexes
of g′. In turn, consider an edge el ∈ t′ originating from
the lower end point of an edge l. As above, it defines a
subset of vertexes V ′el ⊂ V ′l . At fixed l, the subsets V ′el
form a partition of V ′l . A labeling does not contribute to
N(t, g) if there is a two-level sub-tree containing a first
level edge l and second level edges el 6= e′l attached to l
such that the subgraph g′ contains edges joining vertexes
from Vel to vertexes from Ve′l .
Next we apply the above rules to compute the lead-
ing and the next-to-leading order of the quantum trans-
form applied to an inaction functional not containing the
three-point vertexes.
IV. THE LEADING AND NEXT-TO-LEADING
ORDERS
In the leading order of the perturbation theory under
description, there are two graphs in G2: with no lines
and with a single line joining the two vertexes; due to
the above rules, only the graph with a single line con-
tributes, and its combinatorial weight is 1/2. This result
was already obtained in Section II, Eq. (27). It was ob-
tained there without a use of the general rules described
in the preceding Section. This agreement constitutes a
check of the above rules.
FIG. 2. Graphs and threes of the third order; numbers on the
graph panes are |Aut(g)| of Eq. (41), on the tree panes, the
Z(t) factors of Eq. (40).
In the third order, there are 7 graphs and 7 complete
trees shown on the panes of Fig. 2 along with the compo-
nents of the 7-dimensional “vectors” |Aut(g)| and Z(t).
N(t, g) of Eq. (41) is in this case the following 7 by 7
matrix:
N(t, g) =

6 0 0 0 0 0 0
6 0 0 0 0 0 0
6 2 0 0 0 0 0
6 4 4 2 2 2 0
6 4 4 2 2 2 0
6 6 4 6 4 4 6
6 6 6 6 6 6 6

.
Here, for example, the first row corresponds to the tree
on the first tree pane of Fig. 2, and the first column, to
the graph on the first graph pane of Fig. 2.
The rules for computing the combinatorial weights
have been put on a computer. By now, the combinatorial
weights are computed up to the sixth order of perturba-
tion theory. This computation will be described in a
separate paper. The ultimate result of this computation
for V can be described as follows.
V is given with the following formula:
V =
∑
g∈G4
A(g)
|Aut(g)| , (42)
where the amplitude A(g) is defined in Eq. (38) and
|Aut(g)| is the size of the group of automorphisms of the
graph g. The summation runs over the set of graphs G4
defined as follows.
Any graph g ∈ G4 is connected, has the number of
vertexes |V (g)| and the number of edges |L(g)| restricted
8by the inequality 2|V (g)| − 3 ≥ |L(g)|. On top of that,
the scaling dimension of any one-particle irreducible sub-
graph g′ ⊂ g ∈ G4 is negative at the space-time dimension
4 and propagator scaling dimension -2.
A scaling dimension of a one-particle irreducible sub-
graph g′ at space-time dimension d and scaling dimension
of the propagator -2 is dl(g′)−2|L(g′)|, where l(g′) is the
number of loops of g′ and |L(g′)| is its number of edges.
The subscript on G4 is the space-time dimension. We
stress that namely G4 appears in Eq. (42), which singles
out 4 as the preferable dimension of the space-time.
V. DISCUSSION
It is remarkable in Eq. (42) that not only the discon-
nected graphs have not appeared in it, but also all the
connected graphs UV divergent namely in 4 space-time
dimensions have completely canceled out.
We conclude from this that a substantial part of renor-
malizability is of combinatoric origin. If we would start
with the projector removing, say, not the five first terms
in Eq. (8), but four (corresponding to the φ3 theory), we
would obtain that the preferable space-time dimension
is 6. This reproduces the well known power counting
conditions for renormalizable theories.
The results obtained in the paper do not change the
standard approach to renormalization of the amplitudes
with four or less particles involved: one should consider
convergence of the relevant Feynman integrals in this
case. But beyond that, for multi-particle amplitudes,
combinatorics suffices to demonstrate their UV finiteness.
We stress again that we reproduced the power count-
ing rules from combinatorics alone, without considering
Feynman integrals.
In conclusion, we have given above new rules for com-
puting the multi-particle amplitudes as series in products
of the basic amplitudes involving not more than four par-
ticles. Ultraviolet divergences do not appear in the ex-
pansion. As a by-product, we have found a combinatorial
determination of the space-time dimension.
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