We investigate the con uence property, that is, the property of a language to contain, for any two words of it, one which is bigger, with respect to a given quasi order on the respective free monoid, than each of the former two. This property is investigated mainly for regular and context-free languages. As a consequence of our study, we give an answer to an old open problem raised by Haines concerning the e ective regularity of the sets of subwords. Namely, we prove that there are families with a decidable emptiness problem for which the regularity of the sets of subwords is not e ective.
Introduction
The investigation of the possibilities to obtain languages of nite words from in nite words, or conversely, constitutes an important aspect of the investigation of the combinatorial structures of formal languages. There are several classical ways to associate a set of nite words to an in nite word: one can take the set of all nite pre xes or nite factors of it or the set of all nite words which are not pre xes of it, AG], AFG], Ber] , MP]. Conversely, for a language of nite words, one can associate in nite words considering the notions of limit Ei] or adherence BoN].
As is easy to see, a language L obtained by taking all nite factors (or pre xes) of an in nite word has the following property: for any two words u; v 2 L there is a word w 2 L (w is not neccessarily di erent from u and v) such that both u and v are factors of w. From this, there naturally arises the problem of investigating this property for arbitrary languages and, moreover, for arbitrary quasi orders on the free monoid (instead of the factor partial order). We call this property con uence (from the name of a similar property for binary relations) and we investigate it mainly for regular and context-free languages. As a consequence of our study, we give an answer to an open problem raised by Haines in Ha] . While the concept of wellquasi-ordering has been frequently discovered, see, for instance, ER], Hi], Kr1] , Ha] ( Kr2] gives a complete account on this), Haines seems to have been the rst to prove that both sets, of subwords and of superwords, of any language are regular. Since it may happen that the two sets are not e ectively regular, there naturally arises the problem of investigating when it is possible to nd regular expressions of them. Van Leeuwen vL] solved the problem for superwords and gave a method to nd the set of subwords of any context-free language. It remained open whether or not there are families with a decidable emptiness problem for which the regularity of the sets of subwords is not e ective. We give here a positive answer to this problem.
The paper is organized as follows. After giving the basic de nitions in the next section, we prove in section 3 that the con uence problem w.r.t. the factor partial order is decidable for regular languages.
In section 4 we prove that the con uence problem w.r.t. the pre x partial order is decidable for context-free languages. The same problem for the factor partial order is undecidable. Some other undecidability results about contextfree languages as well as some general undecidability results concerning the con uence property are presented. We mention that Bea1], Bea2], and BeaN] contain results which are related to our sections 3 and 4.
In section 5 we deal with terminating relations. Section 6 contains the answer to Haines' question, that is the existence 1 of families of languages having a decidable emptiness problem but for which the regularity of the sets of subwords is not e ective. The proof of this result relies heavily on two facts: the decidability of the con uence problem w.r.t. the subword partial order of regular languages and a general con uence property of languages, as proved in section 3.
In the last section, we give some results concerning closure properties.
De nitions
For an alphabet , we denote by the free monoid generated by and by , the empty word, its identity. The free semigroup generated by is denoted by + .
A right-in nite word over is a word which is unbounded from the right and it is viewed as a function : Z + ?! from the set of positive integers into the free monoid generated by . Analogously, a left-in nite word is a function : Z ? ?! . The set of all right-(left-)in nite words is denoted by ! ( ! ). For a nite word w 2 , jwj denotes the length of w and we put w ! = www : : : 2 ! and ! w = : : : www 2 ! .
A bi-in nite (two-sided) word is an in nite word without any end. We can de ne a bi-in nite word as a function : Z?! or, in fact, as an equivalence class of the set Z with respect to the equivalence relation de ned for ; 2 Z by if and only if there is an integer k such that for any n 2 Z; (n) = (n + k). We denote by ! ! the set of all bi-in nite words over .
For an in nite word 2 ! ! ! ! , we denote by Fact( ) the set of all nite factors of , for 2 ! , Pref( ) denotes the set of all nite pre xes of , and for 2 ! , Suf( ) denotes the set of all nite su xes of . u f v i there are w; z 2 such that v = wuz; subword: u s v i u = a 1 a 2 : : :a n ; n 0; a i 2 ; 1 i n; v = v 1 a 1 v 2 a 2 : : :v n a n v n+1 ; v i 2 ; for 1 i n + 1:
(Notice that what we call here a factor and a subword is called sometimes a subword and a scattered subword, respectively.)
The down-set of L w.r.t. , denoted down (L), is the set down (L) = fw 2 j w u for some u 2 Lg:
is the set of all pre xes of words in L, etc. The down-operator down is monotone and idempotent.
Examples
1. The regular language L 1 = a b is con uent w.r.t. none of the partial orders p ; f , or s since, for any nonempty w 1 2 a ; w 2 2 b , there is no word in L 1 which contains both w 1 and w 2 as factors, subwords, or pre xes, respectively. 2. The context-free language L 2 = fa n b n j n 0g is con uent w.r.t. f because, for any a n b n ; a m b m 2 L 2 , we have, for any p maxfm; ng, a n b n f a p b p ; a m b m f a p b p ; and a p b p 2 L 2 . It follows that L 2 is con uent w.r.t. s too. But, since there is no word in L 2 which has as pre xes both ab and a 2 b 2 , L 2 is not con uent w.r.t. p . Notice that also is not con uent w.r.t. p , for any alphabet ; j j 2. 3. Consider two morphisms g; h : ?! and the associated equality set E(g; h) = fw 2 + j g(w) = h(w)g:
Because E(g; h) is closed under concatenation, it follows that it is con uent w.r.t. both partial orders f and s .
In fact, this a particular case of a more general result: if a language L satis es L = L + , then L is con uent w.r.t. any quasi order which is an extension of f .
Con uence of regular languages
For a quasi order on we de ne the following families of languages: F r = fL jL = down (Pref( )); for some 2 ! g; F l = fL jL = down (Suf( )); for some 2 ! g; F bi = fL jL = down (Fact( )); for some 2 ! ! g; F = F r F l F bi :
The following lemma establishes a connection between the property of a language of being con uent w.r.t. f and of belonging to the family F f . Lemma 3.1. A language L is in the family F f if and only if the following conditions are ful lled:
Proof. Suppose rst that L 2 F f . This is equivalent to the fact that there exists an in nite word 2 ! ! ! ! such that L = Fact( ). The conditions (i) and (ii) are obviously ful lled.
Let us prove now (iii). For, take x; y 2 L. Then x; y 2 Fact( ) and there is w 2 Fact( ) = L such that x f w; y f w. Consequently, L is con uent w.r.t. f .
For the converse part, suppose that L is a language satisfying (i), (ii), and (iii). We construct an in nite word following the algorithm below:
1. Write L as a totally ordered in nite set (the order being arbitrary) L = fu 1 ; u 2 ; u 3 ; : : : g: 2. De ne inductively the nite words v n , for all n 1; as follows: (a) v 1 = u 1 , (b) For any n 2, supposing that v 1 ; v 2 ; : : : ; v n?1 are de ned, take v n as the word of L having the property that u n?1 f v n and v n?1 f v n (v n exists since L is con uent w.r.t. f by (iii)).
3. Since v n f v n+1 , it follows that v n+1 is obtained from v n by adding some (possibly empty) words at its ends. Thus, the limit = lim n!1 v n is well de ned and in nite since L is in nite.
4. Depending on the direction(s) in which the sequence (v n ) n 1 extends unboundedly, can be a left-, right-, or bi-in nite word. (As we will see in a moment, all the three cases are possible.)
Let us prove that L = Fact( ).
If w 2 L, then w = u n , for some n 1 and so w f v n ; v n 2 Fact( ). Thus, w 2 Fact( ).
Conversely, for w 2 Fact( ), since we supposed that the sequence (v n ) n 1 grows unboundedly to the left (respectively, to the right, in both directions) if is left-(respectively, right-, bi-) in nite, there must be an n 1 such that v n contains w as a factor. As v n 2 L and L = down f (L), w must be in L and our equality is proved.
As mentioned above, all the three cases are indeed possible. For instance, as it is easy to prove, the language L 1 = a ba = Fact(ba ! ) 
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The following lemma states that, when deciding the con uence property, one may work with the down-set of a language instead of the language itself.
Lemma 3.5. For a quasi order on , any language L is con uent w.r.t. if and only if the down-set of L, down (L), is con uent w.r.t. .
Proof. Suppose that L is con uent w.r.t and take x; y 2 down (L). It follows that there exist two words u; v 2 L such that x u and y v. As L is con uent w.r.t , there is a word w 2 L such that u w and v w.
Since is transitive, we get x w; y w. Now, because is re exive, L down (L), so w 2 down (L) and therefore down (L) is con uent w.r.t. .
Conversely, suppose that down (L) is con uent w.r.t and take x; y 2 L. As x; y 2 down (L), we can nd w 2 down (L) such that x w and y w. By the de nition of down (L), there must be a word z 2 L such that w z. But now x z; y z, so L is con uent w.r.t. as claimed.
Theorem 3.6. It is decidable whether or not an arbitrary regular language is con uent w.r.t. f .
Proof. Obviously, the problem of con uence w.r.t f is decidable for nite languages. (In fact this is decidable for any quasi order for which it can be decided whether or not two arbitrary words are related by .) Now, by Lemma 3.2, Corollary 3.3, and Lemma 3.4, it follows that it is decidable whether or not an arbitrary regular language L belongs to the family F f .
But, by Lemma 3.1, an in nite language L with L = down f (L) is in the family F f if and only if it is con uent w.r.t. f . Since L and down f (L) are simultaneously con uent w.r.t. f (Lemma 3.5), using the fact that the niteness problem is decidable for regular languages, our result follows.
Notice that it is possible to prove in a similar way that it is decidable whether or not an arbitrary regular language is con uent w.r.t. p but we will prove in the next section a more general result, namely that this problem is decidable for context-free languages.
The context-free case
We prove in this section that, rather unexpectedly, the con uence problem w.r.t. p is decidable for context-free languages. The same problem for f is undecidable.
We state rst a result similar to Lemma 3.1 for the pre x order instead of the factor one. 
Proof. The proof is similar to the one of Lemma 3.1 with the di erence that (using the same notations as in the algorithm there) in this case, for all n 1, v n is a pre x of v n+1 , and so the in nite word obtained using the algorithm is always a right-in nite one. Consequently, the family F f is replaced by F r p .
The following result seems to be well-known but, for the sake of the completeness, we present a very short proof. We may state now Theorem 4.3. It is decidable whether or not an arbitrary context-free language is con uent w.r.t. p .
Proof. Since the property in discussion is decidable for nite languages, we may restrict the problem to in nite languages. Using Lemma 3.5, we may further restrict our family of languages to those which are closed under taking pre xes. (Notice that down p (L) is e ectively context-free for L contextfree.) But now, by Lemma 4.1, for an in nite context-free language L with L = down p (L), L belongs to the family F r p if and only if L is con uent w.r.t. p . Finally, the former problem is decidable by Lemma 4.2 and, using the fact that the niteness problem is decidable for context-free languages, our decidability result follows.
Remark. Notice that for any family of languages closed under mirror operation (and the families of regular and context-free languages have this property) all results proved for the pre x order hold true also for the su x order by left-right duality.
Lemma 4.4. Let Claim. L 3 is con uent w.r.t. f if and only if either L 1 L 2 or else card(L 1 ) = 1 and L 2 = ;.
Because (#L 2 ##) + is con uent w.r.t. f (see the observation in example 3, section 2), it follows by Lemma 3.5 that down f ((#L 2 ##) + ) is also con uent w.r.t. f . Now, down f (L 3 ) is con uent w.r.t. f and, using again Lemma 3.5, we get that L 3 is con uent w.r.t. f .
Suppose now that card(L 1 ) = 1 and L 2 = ;. If we put L 1 = fwg, then L 3 = f#w#g 8 and it is obvious that L 3 is con uent w.r.t. f since any singleton is. One implication is proved.
For the other one, suppose that L 3 is con uent w.r.t. f and L 1 6 L 2 . Take u 2 L 1 ? L 2 . Suppose now that L 2 6 = ; and take v 2 L 2 . Since L 3 in con uent w.r.t. f , there is a w 2 L 3 such that #u# f w and #v## f w. Because of the three symbols # in the second word, we must have w 2 (#L 2 ##) + and put w = #w 1 ###w 2 ## : : :#w n ##; n 1; w i 2 L 2 ; 1 i n: From #u# f w, we get that u = w i , for some 1 i n. Thus u 2 L 2 , a contradiction. Consequently, L 2 = ; and L 3 = #L 1 #.
Suppose that card(L 1 ) 2 and take u; v 2 L 1 ; u 6 = v. Using again the con uence of L 3 w.r.t. f , we nd w 2 L 3 with #u# f w and #v# f w. If w = #x#, then u = x = v, a contradiction. Consequently, card(L 1 ) = 1 (L 1 6 = ; because L 1 6 L 2 ) and our claim is proved.
We give now an algorithm for deciding whether or not L 1 L 2 .
1 Decide whether or not L 2 = ; (the emptiness problem is decidable for L). L(x) = fba i k : : :ba i 1 cx i 1 : : :x i k j k 1; 1 i j n; 1 j kg; L(y) = fba i k : : :ba i 1 cy i 1 : : : y i k j k 1; 1 i j n; 1 j kg; Remark. Notice that the statement of Theorem 4.10 holds for an extention of the partial order s , namely for the so-called Parikh quasi order, de ned as follows: u P v i all letters of u appear, in some order, in v.
It follows from above that, in particular, the con uence problem w.r. Proof. Suppose that is a terminating quasi order on and L is a language con uent w.r.t. . We may suppose that L is non-empty since any empty language satis es our property. Thus, there exists a word, say x 1 , in L. If there is no y 2 L; y 6 = x 1 , such that x 1 y, then we choose x L = x 1 . Then, for any y 2 L, since L is con uent, there is w 2 L such that x L w; y w. But, we must have x L = w by the choice of x L . So y x L and we are done. If there is a x 2 2 L ? fx 1 g such that x 1 x 2 then we use the same reasoning with x 2 instead of x 1 . Since is terminating, after a nite number n 1 of steps we nd x n 2 L such that for no y 2 L; y 6 = x n , x n y. It follows as above that x L = x n is the word looked for. If there is another one, say x 0 L , we have x L x 0 L and x 0 L x L . As is antisymmetric, x L = x 0 L so x L is unique.
The converse implication is trivial. The problem of con uence w.r.t. a terminating partial order seems to be easier than the problem for a non-terminating one. Indeed, we show that for the inverses of all the three relations considered above, the con uence problem is decidable for a very large family of languages. Suppose that x L = a 1 a 2 : : : a n ; a i 2 , 1 i n. Then our gsm's are:
a= 8a a 1 = a 2 = a 3 = a n?1 = an=# g p :
a= 8a6 =an a= 8a6 =a 3 a= 8a6 =a 2 a= 8a6 =a 1
? 6 a= 8a6 =a 1 a= 8a a 1 = a 2 = a 3 = a n?1 = an=# a= 8a6 =a 2 a= 8a6 =a 3 a= 8a6 =an g f :
Notice that all states are nal for both g p and g f so each of them maps any word into a unique one. Moreover, g p (g f ) outputs at most one symbol which is # and this only in the case when the input contains a 1 a 2 : : :a n as a pre x (factor, respectively).
a= 8a6 =a 1 a= 8a a 1 = a 2 = a 3 = a n?1 = an=# g s :
a= 8a6 =a 2 a= 8a6 =a 3 a= 8a6 =an
Notice that if a 1 a 2 : : : a n appears as a subword of y 2 L, then we may suppose that a 1 appears as the rst occurrence of a 1 in y, a 2 appears as the rst occurrence of a 2 after one of a 1 , and so on and so forth. The converse is obvious and it follows that g s works as required.
7. Now, for any L 2 L, g (L) 2 ff g; f ; #g; f#gg and L is con uent w.r.t. if and only if g (L) = f#g. Corollary 5.4. For any partial order 2 f p ; f ; s g and any full trio L such that L contains only recursive languages and the emptiness problem is decidable for L, it is decidable whether or not an arbitrary language in L is con uent w.r.t. .
Proof. Both conditions in Theorem 5.3 are ful lled because: (i) any full trio is closed under gsm mappings and (ii) the set of minimal length words L min can be e ectively computed for any language L 2 L by deciding rst whether or not L = ; and in the case L = ; set L min = ; while for L 6 = ; compute e ectively L min (possible because L is recursive). The result is proved.
As a direct consequence of Corollary 5.4 we get Corollary 5.5. For any partial order 2 f p ; f ; s g, it is decidable whether or not an arbitrary context-free language is con uent w.r.t. .
The regularity of down-sets
Haines Ha] proved the following theorem concerning the down-sets w.r.t. s and s . In what follows, we give a generalization of this result. We neeed some de nitions. A quasi order on is monotone if for any x; y; u; v 2 , x y implies uxv uyv; is well quasi order if it is well founded and each set of pairwise incomparable elements in is nite. L is -closed if x 2 L and x y imply y 2 L.
We will use the following generalization of Myhill-Nerode theorem from EHR]. We can prove now the theorem concerning the regularity of down-sets.
Theorem 6.3. For any monotone well quasi order on and any language L , both sets down (L) and down (L) are regular.
Proof. Since down (L) is -closed, the regularity of the set down (L) follows from Theorem 6.2.
In order to show that down (L) is also regular, it is enough to prove that its complement down (L) is regular. We claim that
If this equality were proved, then, in virtue of the rst part of our theorem, down (L) would be proved to be regular.
The inclusion of the left-hand member into the right-hand one is by the de nition of down and the re exivity of . For the converse inclusion, suppose that there is a word
It follows that there must be two words u 2 down (L) and v 2 L such that w u and w v. Then u w v and so, being transitive, u v.
But now u 2 down (L) \ down (L) = ;, which is absurd. Our proof is complete.
Notice that the result of Haines concerning the regularity of the sets of subwords and superwords follows from Theorem 6.3 and the following restricted form of Higman's theorem. For a simple proof of Theorem 6.4, see Lo].
Theorem 6.4 (Higman, Hi] ). If L is a language such that any two words in L are incomparable w.r.t. the subword partial order s , then L is nite.
Haines raised also the following problem: when is it possible to nd effectively the regular sets down s (L) and down s (L)? It is easy to see that if it is possible to nd e ectively the two sets for all languages in a family L, then L has a decidable emptiness problem. Van Leeuwen vL] proved that for the superword partial order s the converse statement practically holds. It remained open whether or not there are families of languages for which the emptiness problem is decidable but the regularity of the sets of subwords is not e ective. In what follows, we give a positive answer to this problem and construct a wide range of families having these properties.
The following theorem is very important for our purpose. Claim 3. It is decidable whether or not L = R#mi(R).
Proof of Claim 3. Since the languages R#mi(R) and L are contextfree, we obtain by Theorem 6.6 that the down-sets down s (R#mi(R)) and down s (L) are e ectively regular. As the equivalence problem is decidable for regular languages, using Claim 2, we are done.
Consequently, it is decidable whether or not R is con uent w.r.t. s and the proof is concluded.
The result in Theorem 6.7 can be extended to the context-free case.
Corollary 6.8. It is decidable whether or not an arbitrary context-free language is con uent w.r.t. s .
Proof. Take an arbitrary context-free language L. By Lemma 3.5, L is con uent w.r.t. s if and only if down s (L) is con uent w.r.t. s . By Theorem 6.6, the down-set down s (L) is e ectively regular and thus its con uence w.r.t. s can be decided by Theorem 6.7.
Remark. Since, by Theorem 4.3 and Corollary 6.8, the con uence problem w.r.t. any of the partial orders p and s is decidable for context-free languages, it follows that the result in Lemma 4.4 cannot be extended for any partial order such that either f or f . In this sense, Lemma 4.4 characterizes the factor partial order f .
We can prove now our result concerning the e ective regularity of the sets of subwords. We denote, for a language L, by alph(L) the set of all letters which appear in words of L.
Theorem 6.9. Le L be a family of languages such that the emptiness problem is undecidable for languages in L. Construct the family L 0 of languages It is easy to see from the pictures that the three gsm's work as required.
Using again Theorem 6.3, we obtain a closure result which covers also the part concerning s in Corollary 7.2. Theorem 7.3.Any full trio is closed under the down-operators down and down , for any monotone quasi order .
Proof. Any full trio contains all regular languages. Consequently, the result follows from Theorem 6.3.
Conclusion
We have investigated the con uence property. As proved in Lemma 3.5, for any quasi order , a language L is con uent w.r.t. if and only if its downset down (L) is con uent w.r.t. . On the other hand, for any monotone well quasi order , the down-set down (L) of any language L is regular, as proved in Theorem 6.3. It follows that, for any monotone well quasi order such that the con uence problem w.r.t. is decidable for regular languages, the e ectiveness of this regularity for a certain family of languages L implies the decidability of the con uence problem w.r.t. in L. Therefore, the con uence property is suitable for nding families for which the regularity of down-sets w.r.t. is not e ective (as in Theorem 6.9).
There are two general problems which should be investigated (or their restrictions to some particular quasi orders): Problem 1. When does the decidability of the con uence problem entail the e ectiveness of the regularity of down-sets? Problem 2. Find general conditions which are equivalent to the e ectiveness of the regularity of down-sets (as, for instance, the one by van Leeuwen for s in Theorem 6.5).
