We obtain structural results for non-Markovian optimal stopping problems in discrete time when the decision maker is risk averse and has partial information about the stochastic sequences generating the costs. Time consistency is ensured in the problem by the aggregation of a sequence of conditional risk mappings, and the framework allows for model ambiguity. A reflected backward stochastic difference equation is used to characterise the value function and optimal stopping times.
Introduction

Problem description and related work
In this paper we are interested in a general non-Markovian finite-horizon optimal stopping problem for a decision maker who is risk averse and has partial information about the stochastic sequences generating the costs. Motivated by applications to dynamic, data-driven decision making, we aim for a flexible approach which allows the probability model to be ambiguous (for example, coming from numerical weather predictions which depend on unknown physical parameters) and which makes minimal assumptions on the measures of risk aversion used. The set of non-negative integers T = {0, 1, 2, . . .} is the discrete time parameter set. We have a probability space (Ω, F, P) and a filtration G = {G t } t≥0 of sub-σ-algebras of F. Given a sequence of essentially bounded random variables h = {h t } t≥0 on (Ω, F, P), we are interested in solving an optimal stopping problem for h where the partial information available to the decision maker is given progressively according to G, and where a dynamic measure of risk aversion is used which generalises the usual sequence of conditional expectations with respect to G, {E[·|G t ], t ≥ 0}.
We distinguish between sample risk (that is, the decision maker's uncertainty as encoded by a given probabilistic model P) and model risk, also known as ambiguity (which corresponds to the decision maker's uncertainty about the probabilistic model P itself). Under sample risk only, in the case of full information (when the sequence h = {h t } t≥0 is adapted to G and is therefore observable), related work includes [1, 2, 3, 4, 5] . In the case of partial information, a common framework is that of partially observable Markov decision process (POMDPs), in which h t = h(X t , Y t ) with (X, Y ) a Markov process and G is the filtration generated by Y only [6, 7, 8, 9] .
Risk measures can account for both ambiguity and sample risk and can be used in POMDPs [6] . However in the presence of ambiguity this creates a potential issue related to filtering. To illustrate this point, if {ρ G t } t≥0 is the usual sequence of conditional expectations with respect to G, then the conditional expectation E[h(X t , Y t )|G t ] depends on the filter distribution of X at time t, A → E[1 {Xt∈A} |G t ] for measurable sets A. Since the filter state is defined with respect to a fixed probability measure P, this approach may be unsuitable when the probability model P is itself ambiguous. While robust filters have been defined for general risk measures including in non-Markovian settings [6, 10, 11, 12] , structural results similar to those established for POMDPs have, to the best of our knowledge, been obtained only in the setting of parametric model ambiguity and under a specific measure of risk [13] .
In this paper we obtain structural results for general non-Markovian, risk-averse optimal stopping problems under partial information, in a framework allowing for ambiguity. The optimal stopping problems are defined using aggregated conditional risk mappings, which are dynamic measures of risk constructed iteratively from conditional risk mappings. Section 2 collects necessary preliminaries, while Section 3 presents the main results. Besides the stopping cost described above by h = {h t } t≥0 , we also allow intermediate costs described by a sequence of (essentially) bounded random variables c = {c t } t≥0 on (Ω, F, P). The value function for the stopping problem, which is the sequence of optimal values over time, satisfies a backward recursion formula, and is the unique solution to a particular reflected backward stochastic difference equation. The partial information setting and use of aggregated conditional risk mappings distinguishes our contribution on reflected backward stochastic difference equations from [3] , for example, which assumes time-consistent conditional risk mappings and full information. We also provide necessary and sufficient conditions for a stopping time to be optimal in this setting, extending results in [4, 5] .
Preliminaries
Conditional risk mappings are static measures of risk with respect to the σ-algebras {G t } t∈T . The definition we use, and some further properties which conditional risk mappings may enjoy, are presented below. Although they generalise the usual conditional expectations, they are not necessarily time consistent, and examples of time-inconsistent conditional risk mappings can be found in [4, 14] .
Below, the definition of aggregated conditional risk mapping (see for example [14, 15, 16, 17, 18] ) is first weakened to account for partial information and extended to information sets dependent on stopping times. Elementary martingale theory is then presented, without requiring time consistency of the conditional risk mappings, in order to establish properties of the optimal stopping value function. Proofs are given only where these are not available in the literature.
Set G = t≥0 G t and let L ∞ G denote the set of essentially bounded random variables on (Ω, G, P). We will use the superscript G where appropriate to emphasise the role of partial information. All inequalities below will be interpreted in the almost sure sense.
Conditional locality: for every W and Z in L ∞ F and A ∈ G t ,
Note that conditional locality is not an additional requirement but instead follows from the properties of normalisation, conditional translation invariance and monotonicity (cf. [ 
For each t ∈ T we refer to ρ G t as a conditional risk mapping. A G-conditional risk mapping is said to be:
• Convex if it satisfies:
• Coherent if it is convex and satisfies:
Conditional positive homogeneity: ∀ W ∈ L ∞ F and λ ∈ L ∞ Gt with λ ≥ 0,
• Subadditive if it satisfies:
• Time consistent if it satisfies:
• Recursive if it satisfies:
Recursivity: For every X ∈ L ∞ F and t ≥ 0,
We note some relations among the above properties. Time consistency and recursivity are equivalent under the hypotheses of normalisation, monotonicity and conditional translation invariance [4] . Further, for every G-conditional risk mapping, any two of the following properties implies the remaining third (see [20, 4] ):
• Conditional convexity • Conditional positive homogeneity
• Subadditivity
Consequently, coherence implies subadditivity. Finally, a G-conditional risk mapping is said to be strongly sensitive if it satisfies:
The strong sensitivity and monotonicity properties are sometimes jointly called the strict (or strong) monotonicity property.
Aggregated conditional risk mappings
We next construct aggregated conditional risk mappings which account for partial information. Below s, t denote elements of T with s ≤ t:
Note that in contrast to the one-step conditional risk measures ρ t of [18] , whose respective domains would be L ∞ G t+1 in this context, here the domain of each ρ t is L ∞ F . We refer to {ρ G t } t≥0 as the generator of the aggregated risk mapping {ρ G s,t }.
The recursive definition of ρ G s,t allows us to write
and also to expand ρ G s,t as
Additionally, if W r ∈ G r for r = s, . . . , t then,
For notational simplicity we sometimes write W s:t = (W s , . . . , W t ) for tuples of length t − s + 1 (with W s:s = W s ), and use the component-wise partial order W s:t ≤ W s:t ⇐⇒ W r ≤ W r , r = s, . . . , t. If α and β are real-valued random variables then we write αW s:t + βZ s:t = (αW s + βZ s , . . . , αW t + βZ t ).
The aggregated risk mapping {ρ G s,t } of Definition 2 has the equivalent properties of time consistency and recursivity, even though the underlying G−conditional risk mapping may not. This follows from [18, Theorem 1] and the following lemma:
The aggregated G-conditional risk mapping has the following properties:
Conditional locality:
Further, it inherits the following properties from its generator where applicable:
Conditional positive homogeneity:
Proof. The proof follows by expanding the recursive definition of ρ G s,t and using the properties of its generator. Note that in order to prove the property of conditional convexity, we use both the monotonicity and conditional convexity properties of the generator. For example,
Just as for conditional risk mappings, the conditional locality property for aggregated risk mappings has the following equivalent form:
Martingales for aggregated conditional risk mappings
In the remainder of the paper T ≥ 1 will be a given and fixed integer. Let T G be the set of finite-valued G-stopping times and for each τ ∈ T G define
T ] , with 0 ≤ t ≤ T , denote the set of G-stopping times with values in {t, t + 1, . . . , T }. We close this section by presenting elementary martingale theory for aggregated conditional risk mappings for use in Section 3 (see also [4, 2] ).
Aggregated martingales and a Doob-type decomposition.
Let
and a c-extended {ρ G s,t } martingale if it has both these properties. Note that we use the convention
The case s = t and the converse implication that a c-extended {ρ G s,t }-submartingale satisfies the one-step property are both trivial and thus omitted.
The processes {A t } t≥0 and {M t } t≥0 are defined recursively as follows,
Proof. Proved in the same way as Lemma 5.1 of [2] .
We now introduce a reflected backward stochastic difference equation (RBS∆E), which is a class of equations relevant to optimal stopping problems and studied systematically in [3] for finite-state processes. Given a sequence {W t } T t=0 , define ∆W t+1 = W t+1 −W t for t = 0, . . . , T −1 and ∆W T +1 := 0. We also set (W t ) − = max(0, −W t ).
, which is natural for general (infinite state) backward stochastic difference equations -see [21] . Note also that the driver is a function of the mappings ω → ∆M t+1 (ω) and ω → c t (ω) and not the realised values of these random variables.
Optional stopping properties.
In order to construct the optimal stopping problem, we must extend the aggregated risk mapping of Definition 2 to stopping times. First let τ ∈ T G be a bounded stopping time. For sequences
Given another bounded stopping time ς ∈ T G , define the aggregated cost 
and therefore
The following lemma shows that the recursive property in Definition 3 extends to stopping times. Lemma 2.3. If ς,ς and τ are bounded stopping times in T G such that ς ≤ς ≤ τ , then for all
Proof. Since τ is bounded, without loss of generality we may assume that τ ∈ T G [0,T ] . Furthermore, by (2.4) it suffices to prove for all 0 ≤ t ≤ T that
By decomposing {ς ≥ t} into the disjoint events {ς = t} and {ς ≥ t + 1} we have
If t < T and if (2.6) holds with t + 1 in place of t then using conditional translation invariance we get
and we conclude using backward induction.
The following lemma demonstrates the optional stopping property of c-extended {ρ G s,t }submartingales (supermartingales, martingales).
Lemma 2.4 (Optional Stopping). For all bounded ς and τ in T
Proof. We only show the result for c-extended {ρ G s,t }-submartingales {W t } t≥0 . Using (2.4) it suffices to take ς = t and show for every 0 ≤ t ≤ T ,
Using (2.3) we see that (2.7) holds when t = T . Suppose then that (2.7) is true with t + 1 in place of t, where t < T , and proceed by backwards induction. For τ ∈ T G [0,T ] , on {τ > t} we have
while the case {τ = t} is trivial.
. If ς and τ are bounded stopping times in T G such that ς ≤ τ and
then for allς ∈ T G satisfying ς ≤ς ≤ τ we have 
giving the required result.
3 Risk-averse optimal stopping under partial information 
Optimal stopping problems without intermediate costs
In the following, t, k will be such that 0 ≤ t ≤ T and 0 ≤ k ≤ T − t. Let h = {h t } t≥0 be a sequence in L ∞ F , and {ρ G s,t } be an aggregated G-conditional risk mapping. For any τ ∈ T G [t,T ] , define ρ G t,τ (0, . . . , 0, h τ ) according to the forward recursion (2.3) and consider the following riskaverse optimal stopping problem on [t, T ]:
T ] is said to be optimal for (3.1) if
Also, defining the random variableV T t (h) by backward induction as follows:
We expectV T t (h) to equal the optimal stopping value function (3.1) almost surely (cf. [1, 4, 5] ); however to the best of our knowledge this remains to be proven, since h may not be adapted to G (however see [2] ) and the conditional risk mapping {ρ G t } t≥0 is not necessarily time consistent.
Theorem 3.1. For each t = 0, . . . , T we have
is optimal for (3.1),
the process {V
s,t }-martingale from time t to τ t for t = 0, . . . , T :
Proof. Claims 1 and 2 are trivially true for t = T . Suppose that they hold for t + 1, . . . , T with t < T . By (3.2) and Lemma 2.2 we see that
Defineτ t analogously to τ t usingV T (h),
On {τ t = t} we have
while on {τ t > t}, using the inductive hypothesis for claims 1 and 2 with the facts thatτ
Thus by (3.5) above we have ρ G t,τt (0, . . . , 0, hτ t ) =V T t (h) ≤ V T t (h) almost surely, establishing claims 1 and 2 by backward induction.
We have already noted that {V T t (h)} T t=0 , and therefore
. For 0 ≤ t ≤ T , we use the optional stopping result (cf. Lemma 2.4) with τ t defined by (3.3) to get,
as required. It also follows from (3.6) that V T t (h) = ρ G t,τt 0, . . . , 0, V T τt (h) , and then Lemma 2.5 completes the proof.
The following result shows that {V T t (h)} T t=0 satisfies a reflected backward stochastic difference equation (cf. Definition 4). Proof. This follows from the backward induction formula (3.2), Theorem 2.1 and Lemma 3.1 below.
Lemma 3.1. Let {A t } T t=0 be the unique G-predictable increasing process in the decomposition of {V T t (h)} T t=0 according to Theorem 2.1. Then for all t = 0, . . . , T − 1,
Proof. According to Theorem 2.1, for t = 0, . . . , 
Optimal stopping problems with intermediate costs
We now extend the risk-averse optimal stopping problem to include a sequence of non-observable intermediate costs c
The following result is proved in the same way as Theorem 3.1:
For each t = 0, . . . , T we haveV T t (c, h) = V T t (c, h) and the stopping time
10)
is optimal for (3.8). Furthermore, {V T t (c, h)} T t=0 has the c-extended {ρ G s,t }-submartingale properties:
We have the following extension of Theorem 3.2. Proof. Existence: Define the sequence {A t } T t=0 by,
Letτ t ∈ T G [t,T ] be the stopping time defined bȳ
Since A is increasing (3.12) gives V t ≤ ρ G t c t + V t+1 , and from the induction hypothesis (3.13) and (2.2) we get
and
We now claim that Remark 3.1. We make a further remark here on the role of partial observability. Equation (3.18) establishes that the sequence of partially observable stopping costs h may be made observable simply by applying the evaluation ρ G to this sequence, yielding the G-adapted sequence ρ G (h) = {ρ G t (h t )} t≥0 , and that this does not change the optimal stopping problem. It is not difficult to see, however, that the same does not hold true for the intermediate costs c. Indeed, if {ρ G t } t≥0 is subadditive then it follows from (3.9) that counterexamples can be constructed with
. We aim to return to this issue in future work. The following result further characterises optimality for the stopping problem (3.8). 
is optimal for (3.8).
(b) If ρ G is strongly sensitive then the following are equivalent for a given stopping time τ * ∈ T G [t,T ] :
(i) τ * is optimal for (3.8).
(ii) V τ * = ρ G τ * (h τ * ) and the c-extended martingale property holds from time t up to τ * :
and τ t ≤ τ * ≤τ t with τ t andτ t defined by (3.10) and (3.21) respectively.
Proof. (a): The proof of Theorem 3.4 shows that V T t (c, h) = ρ G t,τt c t , . . . , cτ t−1 , hτ t , whence follows optimality ofτ t .
(b): We prove (i) ⇐⇒ (ii), (ii) =⇒ (iii) and (iii) =⇒ (i).
T ] is optimal for (3.8). The result is true for t = T so suppose henceforth that t < T . Using the optimality of τ * and the fact that
On the other hand, Theorem 3.3 shows that
From (3.23) and (3.24) we have
25)
and we apply Lemma 2.5 to get (3.22) . We now assume strong sensitivity of ρ G in order to show that V τ * = ρ G τ * (h τ * ). We have
so that strong sensitivity of ρ G implies
Multiplying both sides by 1 {τ * =t+1} and again applying the local property we have
Proceeding inductively we have V τ * = ρ G τ * (h τ * ) almost surely. 
28)
show that τ * is optimal for (3.8).
(ii) =⇒ (iii): It follows from V τ * = ρ G τ * (h τ * ) and the definition of τ t in (3.10) that τ * ≥ τ t . We now show τ * ≤τ t , which is trivial when t = T so we assume that t < T . In this case it suffices to show {τ * > s} ⊆ {τ t > s} for all s = t, . . . , T − 1.
From (3.22) we have
Since A is increasing, (3.12) then gives 1 {τ * >t} ∆A t+1 = 0 and therefore {τ * > t} ⊆ {τ t > t} by (3.21) . Also, (3.29)-(3.30) and strong sensitivity give 1 {τ * >t} ρ G t+1,τ * (c t+1 , . . . , c τ * −1 , V τ * ) = 1 {τ * >t} ρ G t+1,τ * (c t+1 , . . . , c τ * −1 , ρ G τ * (h τ * )), (3.31) and noting that 1 {τ * >t+1} = 1 {τ * >t+1} 1 {τ * >t} we get from equation (3.31),
. . , c τ * −1 , ρ G τ * (h τ * )), and we can proceed inductively to conclude that {τ * > s} ⊆ {τ t > s} for all s = t, . . . , T − 1. 
and (3.32) is true. Using this with V τ * = ρ G τ * (h τ * ) we get (3.28), which shows that τ * is optimal for (3.8).
Remark 3.2. Some statements of Theorem 3.5-(b) remain true if ρ G is not strongly sensitive. These include the sufficient conditions for optimality (b)-(ii) =⇒ (b)-(i) and (b)-(iii) =⇒ (b)-(i), and the martingale property for optimal stopping times (3.22) . We note that the strong sensitivity of (linear) expectations is also utilised in the proofs of necessary conditions for optimality of stopping times in, for example, Proposition 6.20 of [4] and Theorem 1.2 of [22] .
