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P R E FA C E
Crystals, when used in common language this word refers either to fabulous and precious
materials such as gemstones or to valuable glasses widely known for their optical and
acoustical properties. However, within science the meaning of the word crystal is different.
An ideal crystal is an infinite repetition in a periodic way of the building blocks of which it
is composed. Because of this repetitive character, a crystal is inherently highly symmetric
which can lead to beautiful optical properties as they are present for example in quartz,
amethyst and diamond.
When different crystal structures are formed of the same building block, these struc-
tures are called polymorphs. Many polymorphs, e.g. diamond vs. graphite as two poly-
morphs of carbon, are essentially stable in different conditions. However, there are exam-
ples of crystal structures that can transform into another crystal structure with time or
because of changing the temperature or pressure. When this happens within the crystal
itself it is called a solid-solid polymorphic transition.
There is one particular solid-solid transition that played a major role in European his-
tory. It was in 1812 that Napoleon led his Grande Armée in a battle with the Russian
empire at Russian soil. In the early months of the war, he gained ground and reached
Moscow. This, however, did not lead to a capitulation since the city was abandoned by
all leaders and delegates. Then winter came, which had a drastic effect on all members
of the army, from soldier to general. Due to the extremely low temperatures, tin pest, a
solid-solid polymorphic transition, occurred which caused the tin buttons of the uniforms
to become grey and to fall apart. This resulted in a huge loss of morale and moreover
caused all people involved to keep their mantles closed in the freezing cold instead of
being able to fight. Eventually, retreat was the only option.
Within this thesis solid-solid polymorphic transitions play a major role. All crystals
studied in this thesis are molecular crystals in which the building blocks are not ions or
atoms but molecules. The most well known molecular crystal is ice, which consists of
water molecules. Other widely known examples are drugs such as aspirin and paraceta-
mol. The molecular crystals studied in this thesis are used as model compounds to gather
information about challenging topics within a pharmaceutical environment. These topics
are solid-solid polymorphic transitions, characterization of different polymorphic forms
and crystal structure prediction.
For the study of these topics I have been using the computer as main tool. With the
computer it is possible to assume certain interactions between and within the molecules
of which the crystals are composed and then zoom in at the molecular level. This is
an interesting contrast with experimental techniques in which no assumptions about
the molecular interactions have to be made, but in which it is usually very difficult to
zoom in at the molecular scale when analysing results. In this way, computer simulations
and experiments are complementary to each other and as a reader you will notice the
description of experimental techniques and references to experimental results throughout
the thesis.
1
2 preface
Tin pest is a solid-solid polymorphic transition that can occur at low temperatures and causes α-tin
or white-tin (left side of the figure) to change into β-tin or grey-tin (right side of the figure). Tin pest
is attributed to be one of the causes for Napoleon’s retreat from Moscow in 1812.
1I N T R O D U C T I O N
This chapter forms an introduction of several concepts and topics that will be used in the
thesis. Most notably, it describes the concept of crystals, polymorphism and polymorphic
transitions. This chapter does not aim for completeness of the treated topics. Its purpose
is to give a basic overview and references to the scientific literature for readers that want
to explore the concepts further. The chapter finishes with an outline of the thesis.
3
4 introduction
1.1 crystal structures and molecular crystals
Although the word ‘crystal’ usually refers to a gem or other precious material, which
are inorganic crystals composed of ions, the first crystallographic thoughts have been for-
mulated on the topic of the most well-known molecular crystal, snow, which is a crystal
composed of water molecules (H2O) and date from 1611. The famous Johannes Kepler
noticed, while walking on the Charles Bridge in Prague, a snow flake falling on his coat
and wondered about the origin of the six-cornered snowflakes. This series of thoughts
brought him via pomegranates, honeycombs and reflections on closed packing to ‘A New
Year’s Gift or On the Six-Cornered Snowflake’, which he dedicated to a friend.[1].
Since these first reported thoughts about crystalline objects, the field of crystallogra-
phy, coming from two Greek words κρυσταλλoς (krustallos - ice, crystal) and γραφιν
(graphein - to write), has evolved into a combination of physics, chemistry and mathe-
matics. This combination is reflected in the definition of an ideal crystal:1 “an infinite
repetition of identical groups of atoms. A group is called the basis. The set of mathemati-
cal points to which the basis is attached is called the lattice.”[3] The simplest example of
a basis is a single atom. The simplest example of a lattice is a 2D square lattice. This basis
and lattice together then form a 2D-crystal.
The crystals studied in this thesis are three dimensional, therefore their corresponding
lattices are defined through three lattice vectors with lengths (a,b, c), which are separated
by three angles (α,β,γ). When classifying the different lattices in which crystal structures
can exist on the basis of the lattice vectors, there is a distinction in seven crystal systems:
triclinic, monoclinic, orthorhombic, tetragonal, cubic, hexagonal and trigonal.[3, 4].
Within these crystal systems there are 14 distinct lattices that fill space, these lattices are
called Bravais lattices. Combined with the 32 crystallographic point groups that describe
symmetry operations leaving at least one point of the lattice fixed and with glide and
screw operations, the translations arising from the Bravais lattices lead to 230 different
space groups that describe the crystal by a set of symmetry operations that transform the
crystal onto itself.[4, 5]
All crystals studied in this thesis belong to the category of molecular crystals. This
means that the basis consists of molecules instead of atoms, ions or polymers. Since
the thoughts by Kepler, many crystal structures of molecular crystals have been stud-
ied. From 1965 onwards a group of scientists in Cambridge collect crystal structures in a
database that later was named the Cambridge Structural Database (CSD)[6]. At the time
of writing this thesis, the CSD contains more than 800,000 crystal structures. Interestingly,
these structures are highly unevenly distributed amongst the 230 space groups. Approx-
imately ten space groups occur within 1% of the structures or more and P21/c and P-1
together represent more than 50 % of the full database.[7] For a historical overview of
the diversity of crystallography, a recent paper by Aminoff and Ewald Prize winners
prof. dr. Aloysio Janner and prof. dr. Ted Janssen[8], can be consulted.
1 Please note that in Ref. 2 a crystal is defined differently as: “a material is a crystal if it has essentially a sharp
diffraction pattern”. This definition refers to the experimental concept of diffraction in order to include aperiodic
crystals of which quasicrystals form an example. Quasicrystals are perfectly ordered but not periodic, they are
beyond the scope of this thesis.
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1.2 polymorphism
Polymorphism is a phenomenon in which the same chemical compound exhibits different
crystal forms.[2] It is thought to be first described in a trinity of memories by Mitscher-
lich, two of which possess the beautiful title ’Sur la relation qui existe entre la forme
cristalline et les proportions chimiques’[9–11]. Mitscherlich’s work was about inorganic
crystals. The first reported occurrence of polymorphism for a molecular crystal is from
approximately a decade later, 1832, by Wöhler and Liebig [12]. They studied two poly-
morphs of benzamide. A further treatment of the history of polymorphism in molecular
crystals can be found in Ref. 13.
Polymorphism can be classified according to certain criteria. For example when the
different crystal structures contain different molecular conformations, the compound ex-
hibits conformational polymorphism.[14] Polymorphism in which the crystal structures
contain the same molecular conformation belong to the class of packing polymorphism.
For an account of the prevalence of polymorphism in molecular crystals, a survey of the
CSD has been made[15].
The importance of polymorphism is related to the structure-property relationship. This
relationship states that different structures can bring along different properties and since
polymorphs differ not in their chemical constituents, but only in their crystal struc-
tures they are a prime class of materials to study this relationship. A striking example
of different properties corresponding to different polymorphs are the polymorphs of
5-methyl-2-[(2-nitrophenyl)amino]-3-thiophenecarbonitrile, the so-called ROY molecule.
This name refers to the different colours (Red, Orange and Yellow) of the 10 different
polymorphic forms that have been found so far.[16] Figure 1.1 shows the different poly-
morphs and their differences in colour and shape. This is an example of conformational
polymorphism[14], which is mostly reflected in the value of the torsional angle θ.
While ROY is academically very interesting because of the high number of different
polymorphic forms, polymorphism in molecular crystals can also have profound effects
on different industries. For example within the food-industry, the production of choco-
late is highly dependent on obtaining the correct polymorphic form of cacao butter (CB).
Although CB is a mixture of different triacylglycerols, its specific composition gives “CB
a thermal and structural behaviour similar to that of a pure compound”.[17] More exam-
ples of commercial or industrial importance of polymorphism can be found in Ref. 13
(Section 1.5, Chapter 8 (dyes) and Chapter 9 (high energy materials) and references
therein). However, in one specific industry, polymorphism is so relevant that it is treated
separately in Section 1.4.
1.3 thermodynamics
The free energy of a system at a specified temperature and pressure, is given by the Gibbs
free energy (G)
G = H− TS, (1.1)
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Figure 1.1: The ten known different polymorphic forms of ROY alongside the molecular diagram.
Clearly visible are the different colors and shapes of the different polymorphs. The crystal
structures of seven polymorphs have been fully resolved. Reprinted with permission from
Ref. 16, Copyright 2010 American Chemical Society.
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Figure 1.2: A schematic overview of the difference between a monotropic polymorphic pair (left
side) and an enantiotropic polymorphic pair (right side). Shown are the development of
enthalpy (H) and free energy (G) as a function of temperature for the two polymorphic
forms and the liquid of a compound. The transition temperature in the enantiotropic case
is the point where G(form-1) and G(form-2) cross. In the monotropic case this crossing
point lies above the melting temperature of the compound.
in which H is the enthalpy, T is the temperature and S is the entropy. The enthalpy is
given by:
H = U+ PV , (1.2)
in which U is the internal energy of the system, P is the pressure and V the volume.
Different polymorphs, in principle, have different Gibbs free energies for the same tem-
perature and pressure. The relationship of the Gibbs free energies between the polymor-
phic forms is another criterion upon which polymorphic compounds can be classified. If
at a specific pressure2 one polymorphic form is thermodynamically stable at all tempera-
tures below its melting point, the compound exhibits monotropic polymorphism, see the
left side of Figure 1.2. Contrarily, if the thermodynamic stability of the crystal changes
below the highest melting point, the compound exhibits enantiotropic polymorphism
and there is a well-defined transition temperature.[13, 19], see the right side of Figure 1.2.
Ostwald [20], was the first to recognise this difference in polymorphic relations, although
the terminology is of later date.
It is generally assumed that the temperature dependence of the enthalpy is much
weaker than the explicit dependence of the TS-term. Since both T and S can only ob-
tain values > 0, at 0 K the most stable polymorph is assumed to have the lowest internal
energy. The concept of metastable polymorphs refers to the existence of a polymorphic
form at a temperature and pressure at which another polymorph is more thermodynam-
ically stable, i.e., has a lower Gibbs free energy. The observation of such a metastable
polymorph implies that there are kinetic barriers which should be surmounted in or-
der to transform to the more stable form. Diamond vs. graphite is a typical example of
2 Normally, this is taken to be atmospheric pressure, for a treatment on the subtleties of the pressure influence,
please see Ref. 18.
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such a metastable state. A thorough discussion on aspects of thermodynamics within
polymorphism of molecular crystals can be found in Refs 21 and 22.
When assessing the relative stability of different molecular crystals, e.g. in the context
of crystal structure prediction (CSP) see Chapter 7, it is a commonly used strategy to treat
potential energies at 0 K instead of free energies. This is an approximation made because
of the heavy computational costs involved in calculating the free energy. Nyman and Day
[23] show for an extensive set of crystal structures that taking the entropy contribution
to the free energy into account on the basis of harmonic phonon frequencies leads to a
re-ranking of polymorphic stability in approximately 1 out of 10 cases. This implies that
neglecting the entropy when computationally evaluating polymorphic stability comes at
a price.
1.4 pharmaceutical context
Many drugs are formulated in a crystalline form, either because of the usage of a crys-
talline active pharmaceutical ingredient (API) or through the usage of crystalline excip-
ients. Therefore there is an influence of polymorphism within a pharmaceutical context
and it is threefold; polymorphism can affect the thermodynamic properties of the formu-
lated drugs and thereby affect the bio-availability for the human body, it can affect the
excipients and therefore the tableting properties and it can affect patents corresponding
to the different drugs. This section will briefly describe these three aspects. The foun-
dation of this section originates from Chapter 7 of Ref. 13 and it is complemented by
examples from other literature sources.
Excipients are substances that make it possible to obtain a drug in which the API can
be incorporated. Because many excipients exhibit polymorphism[19], the different poly-
morphic forms of either the excipient or the API can give rise to different morphologies of
the crystals (see for a general example Figure 1.1). These morphologies can influence the
tabletting properties and the processability in a production process. Moreover, excipients
can either promote[24] or inhibit[25] a conversion from one polymorph of the API to an-
other. Depending on the objective to obtain a stable or preserve a metastable polymorph,
respectively, both effects of the excipients can be useful.
Solubility and dissolution rate of the API are properties that can differ for different
polymorphic forms[26]. Based on the targeted amount of adsorbed drug to obtain the
right bioavailability, the different polymorphic forms therefore should be prescribed in
different doses.[27] In general, the most stable polymorphic form is the least soluble
one. This might be a problem when the corresponding solubility behaviour does not
lead to the desired bioavailability. In this case, targeting the production of a metastable
polymorphic, amorphous or semi-solid form could be an option to increase the solubility.
However, consistently producing the same metastable, amorphous or semi-solid form
during a drug production process and during the scale-up involved in the development
process could ultimately turn out to be an extremely challenging task. In fact, Ritonavir,
a drug to treat AIDS, is an infamous example of possible drastic consequences arising
from the sudden occurrence of a more thermodynamically stable polymorphic form.[28–
30] The original formulation, semi-solid gel capsules, was not saturated with respect to
the known polymorph, Form I, and was successfully available for patients. However, in
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mid-1998, more than a year after entrance of the drug at the market, newly manufac-
tured capsules failed dissolution tests due to the precipitation of a new thermodynam-
ically more stable polymorph, Form II, with respect to which the original formulation
was 400 % supersaturated. With the appearance of Form II, it was tremendously diffi-
cult to manufacture Form I and Form II arose in all different sites of the pharmaceutical
company producing the drug. Eventually, an enormous amount of time and effort was
needed to understand all related aspects and to regain the control of the obtained poly-
morphic forms and solubility of the produced drugs. Ritonavir was finally re-approved
in 1999 upon a reformulation. In the meantime numerous patients were affected by the
unavailability of this drug and the damage for the company involved was very large.
The case of Ritonavir is an example of a so called ‘disappearing polymorph’[31, 32],
which can be described as a polymorph which after nucleation of a more stable crystal
form can no longer be obtained in the same regular way of production as before. In
such cases the presence of seed crystals of the stable polymorph inhibit the possibility to
obtain the metastable one. It is practically impossible to remove all seeds, which includes
the microscopically small ones, from a large production plant. This is a major reason why
pharmaceutical companies do pre-production polymorph screening to thoroughly test if
the polymorphic form formed so far is the thermodynamically stable one. During such
a screening many polymorphic forms can be found, which is in line with the famous
quote from Walter McCrone stating that “It is at least this author’s opinion that every
compound has different polymorphic forms and that, in general, the number of forms
known for a given compound is proportional to the time and money spent in research on
that compound.”[33]
Another example of the influence of polymorphism on the bioavailability of a drug is
synthetic thyroxine (T4), which is used by millions of people who suffer from thyroid dis-
orders. In 2004 it was officially stated by three medical associations, together representing
more than 4600 clinical endocrinologists, that different brands of T4 are not equivalent in
terms of bioavailability.[34] Recently, Mondal and Mugesh [35] showed that there could
very well be a relation between this inequivalence and the different solubility of two
newly reported polymorphs of T4.
Laws about patents differ from country to country and a full treatment of this topic is
therefore beyond the scope of this thesis. However, a section titled ‘Pharmaceutical con-
text’ would not be complete without mentioning the issues concerning polymorphism
and litigations. Especially fruitful soil for these litigations are drugs for which at first
a patent is granted for a particular crystal formulation, while later the same or another
company discovers a robust way of preparing a different polymorphic form with bene-
ficial properties regarding processability. Upon such a new discovery, a new patent can
be applied for and is sometimes granted. If the crystal form described within the expired
patent is a disappearing polymorph, the production of this drug can become very diffi-
cult for other companies that are now allowed to produce it. Failures of this production
can then be explained, depending on the perspective of the company, as a proof of the
invalidity of the original patent or oppositely as an infringement on the newly granted
one. Chapter 10 of Ref. 13 and Ref. 32 can serve as a start for further reading.
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Figure 1.3: The desirable form of chocolate consists of CB in the metastable form V (top side of
figure), while the stable form VI (bottom side of the figure) is much less suitable as a del-
icacy because its higher melting point, lower brittleness and different optical properties.
Figure reproduced with permission from Ref. 39, copyright 2005 John Whiley & Sons.
1.5 polymorphic transitions
Polymorphic transitions are phase transitions in which one polymorph transforms into
another one. The driving force for these transitions is the free energy difference between
the polymorphic forms involved. According to Ostwald [36] once a metastable poly-
morph has formed, it will not turn directly into the thermodynamically stable polymorph
but with intermediate steps through the closest lower-lying metastable polymorphs, this
rule of thumb is called ’Ostwald’s rule of stages’.
Polymorphic transitions can occur either within solution[37, 38] or within the solid
state itself. The latter category is called solid-solid polymorphic transitions. A classic ex-
ample of this category is the degradation of chocolate over time, which can correspond
to a solid-solid polymorphic transition from the metastable form V of CB to the sta-
ble form VI.[39] (see Figure 1.3). Influence on the occurring of solid-solid polymorphic
transitions can be obtained by changing temperature[40], pressure[41], pressure increase
rate[42], flow of gas[43] and grinding[44]. A specifically spectacular class of polymor-
phic transitions are the mechanically responsive ones[45], in which crystals can jump up
high in the air through heating (thermosalient crystals)[46] or light stimuli (photosalient
crystals)[47]. These polymorphic transitions could potentially be useful in the context of
mechanical actuators.
The classification and description of enantiotropic solid-solid polymorphic transitions
is a disputed topic within the scientific literature[48–52]. At the heart of the dispute is
the description of some transitions as being ‘martensitic’. A martensitic transition “has
the characteristics that it leads to a change in crystal structure accompanied by a macro-
scopic change of shape of the transformed region, the phase change is athermal, diffu-
sionless and involves the simultaneous, co-operative movement of atoms over distances
less than an atomic diameter”.[53] The opposite to this is diffusion limited reconstructive
growth of the new polymorphic form within the old polymorphic form.[50]. Another is-
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sue surrounding this discussion is the usage of the terms first and second order phase
transitions[54] referring to the lowest order of the derivative of the free energy that con-
tains a discontinuity at the transition temperature. This classification has its origin in
the phase transitions of inorganic and metallic substances. Though as observed by Bran-
del et al. [40], there are “some insufficiencies of the conventional framework of phase
transition theories (mainly derived from inorganic systems) as soon as molecular crys-
tals are concerned.” These insufficiencies are related to the extra degrees of complexity
when going from inorganic systems to molecules that can change conformation from
one polymorph to the other or perhaps during a polymorphic transition. The result of
this complexity is that solid-solid polymorphic transitions within molecular crystals are
not yet fully understood when regarded at the molecular scale. This is, for example, il-
lustrated in a transition within venlafaxine, an anti-depressant, from form I to form III
upon heating. A single crystal of venlafaxine preserved its shape during this transition in
which molecules have to move over surprisingly large distances.[55] One of the aims of
this thesis is to understand some aspects occurring at the molecular scale of solid-solid
polymorphic transitions within molecular crystals.
1.6 amino acid crystals
Proteins are built of twenty different naturally occurring amino acids. The study of amino
acid crystals was originally a tool to help solve crystal structures of proteins. Later it was
realised that the study of amino acid crystals could also aid in understanding intermolec-
ular interactions[56], for example by studying the Young’s moduli of molecular solids[57].
In a similar context, it has recently been proposed that amino acid crystals could function
well as substrates for organic molecular beam epitaxy.[58] Some amino acids are essential
(e.g. methionine and phenylalanine), which means that they should be part of human nu-
trition because of the incapability of our bodies to synthesize them in vivo. In this thesis,
amino acid crystals function as model compounds, since their size and functional groups
are comparable to pharmaceutical ingredients.
The first amino acid crystal structure determination with atomic resolution was in 1939
by Albrecht and Corey [59]. They found that the molecules within glycine crystals are in
the zwitterionic form, in which a proton has transferred from the cooh-acid group to the
nh2 amino-group (see Figure 1.4). This was found to be a general aspect of amino acid
crystals. Glycine is a non-chiral molecule. All other natural amino acids, which are termed
proteinogenic amino acids, are chiral and in nature only the L-enantiomers are found. In
2015 the list of crystallographically solved proteinogenic amino acids was completed by
the discovery of l-lysine.[60] Amino acids with a hydrophobic side-group form hydrogen
bonded bilayers with four distinct hydrogen bond patterns.[61]
Polymorphism within amino acid crystals was already recognised in 1931 on the basis
of lattice parameters and space groups of two polymorphs of glycine by Bernal [62]. L-
phenylalanine forms a very recent example of discovered polymorphism.[63] Görbitz has
made an analysis of all available crystal structures of amino acids in the CSD which
were available in November 2013.[56] Solid-solid polymorphic transitions are studied for
many amino acid crystals, for example glycine[64, 65], dl-aminobutyric acid[66], dl-
norvaline[67–69], L-serine[42], and amino acid co-crystals[70].
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Figure 1.4: The conformation of a norleucine molecule.
1.6.1 dl-norleucine
In this thesis dl-norleucine, an α-amino acid with a linear side chain consisting of four
carbon atoms (see Figure 1.4), is used as a model compound to study solid-solid polymor-
phic transitions. The polymorphism of dl-norleucine was proposed in 1953 by Mathieson
[71]. He described the room temperature α-polymorph and predicted another polymorph
with a similar but different structure. Dalhus and Görbitz [72] described this polymorphic
form more than 40 years later and termed it the β-polymorph. It was obtained by cooling
of the α-polymorph. Some ten years later Coles et al. [73] determined the third polymor-
phic form of dl-norleucine: the γ-polymorphic form. They also showed the enantiotropic
relationship between the three forms, since the γ-polymorph is the stable form at high
temperatures. When going from low temperatures to the melting point, the order of sta-
bility of the polymorphic forms is β - α - γ, this from alphabetical perspective somewhat
strange order is a direct consequence of the above described chronology of the discovery
of the polymorphic forms. This is a general aspect of nomenclature of polymorphic forms
and can sometimes lead to confusion.
When considering the different polymorphs from a structural perspective, there are
many similarities. All three consist of hydrogen-bonded bilayers which are connected
in two dimensions and which are separated by hydrophobic regions: the tails of the
molecules. For the low temperature transition from the β to the α polymorphic form,
every second bilayer has to shift over a half a unit cell in both directions of the hydrogen-
bonded network. For the high temperature transition from the α to the γ polymorphic
form, again each second bilayer has to undergo these two shifts, however, in this trans-
formation also a change of the molecular conformation takes place. The shifts result in a
different orientation of the molecules at the interfaces of bilayers, as can be seen by the
colour-coding in Figure 1.5. Table 1.1 gives an overview of the crystallographic properties
of the different polymorphic forms. The transition temperature of the β ↔ α transition
is described as being ‘extraordinarily variable’[73], which directly shows that this is an
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Figure 1.5: The different polymorphic forms of dl-norleucine shown along the b-axis. The uniformly
coloured molecules are coloured per chirality and as a result of the shifts of every second
bilayer the alignment of different bilayers with respect to each other changes.
interesting transition from an academic perspective, and the transition temperature of the
α↔ γ is 390 K[73].
The enantiotropic character of the three polymorphic forms of dl-norleucine together
with the high similarity of the polymorphic forms, makes the compound a very suitable
object for the study of solid-solid polymorphic transitions. Both experimental studies[50,
73] and computational studies[74–77] have been performed. In this thesis we will con-
centrate on the dynamics of the polymorphic forms at different temperatures and the
characteristics of the β↔ α polymorphic transition at the molecular scale.
1.7 experimental techniques
This section forms a very brief account of different methods that are suitable to study
molecular crystals and polymorphic characteristics of them. X-ray diffraction[78] is the
most suitable technique to reveal crystal structures, since it intrinsically depends on
constructive interference arising from the long-range periodicity within crystals. X-ray
diffraction studies can either be done on single crystals or on powders. A full single crys-
tal study is more time consuming and, generally, gives more detailed information, such as
the molecular conformation, than a powder study since a powder study is an average over
all measured orientations. The diversity of measured orientations can be severely limited
by preferential orientation. Powder diffraction patterns of different polymorphic forms,
generally, consist of different peaks and therefore they are particularly useful in situa-
tions when it is difficult to obtain single crystals. Solid-state nuclear magnetic resonance
(SSNMR)[79] is a technique which is sensitive to the environment of nuclear spins. It can
therefore be used to obtain information about different polymorphic forms since their
atoms, normally, have different atomic environments as a result of a change in molecular
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Table 1.1: Lattice parameters of the three known polymorphs of dl-norleucine at different tempera-
tures [73]. Z denotes the amount of molecules in the unit cell and Z’ denotes the amount
of molecules in the asymmetric unit.
Polymorph β-form α-form γ-form
Space group C2/c P21/c C2/c
CSD entry DLNLUA04 DLNLUA03 DLNLUA05
Temperature (K) 198 385 395
a (Å) 31.2955(9) 16.5130(8) 34.171(3)
b (Å) 4.7266(1) 4.7740(2) 4.819(3)
c (Å) 9.8803(3) 9.9245(4) 9.836(7)
β (◦) 91.870(2) 102.338(3) 101.06(3)
V per molecule (Å3) 182.6 191.1 198.7
Z/ Z’ 8/1 4/1 8/1
conformation or crystal packing. Moreover, with SSNMR long-range periodicity is not
required for obtaining signal and therefore it can be used for disordered crystals as well.
The assignment of the different SSNMR peaks can be far from trivial and often Density
Functional Theory (DFT) calculations determining the chemical shifts based on either the
crystal as a whole[80] or on fragments consisting of molecules[81] can be highly desirable.
In order to obtain a full crystal structure determination from SSNMR, crystal structure
prediction (CSP) can be helpful.[82]
When X-ray or SSNMR results are obtained as a function of temperature, it is possi-
ble to show polymorphic transitions with these techniques for example by following the
temperature dependence of the lattice parameters (X-ray) or by observing discontinuous
changes in SSNMR chemical shifts. To obtain information on the quantitative aspects of
the energetic relationship between different polymorphic forms from these techniques
is, however, difficult. A technique which is much more suitable to do so, is differential
scanning calorimetry (DSC) in which the temperature of a reference sample and of the
sample of study is kept equal during a heating or cooling profile by adapting the heat
flow. The integration of the heat flow as a function of time gives the enthalpy of the
occurring polymorphic or other phase transitions (e.g melting of the compound).[19] Fi-
nally, for subtle polymorphic transitions and also for visually observing the mechanisms
behind polymorphic transitions, thermal stage polarization microscopy is a very suitable
technique. Because of the usage of polarized light, this technique can be used to observe
changes in polarization colours in the sample upon discontinuous transitions which arise
from a polymorphic transition. Moreover, the usage of microscopy gives the possibility
to observe the mechanical behaviour of a single crystal during the polymorphic transi-
tion, whether it remains on its location, delaminates or even jumps. For further reading
about experimental techniques to study polymorphism and polymorphic transitions in
molecular crystals, Chapter 4 of Ref. 13 could serve as a starting point.
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1.8 why modelling?
In this thesis computational modelling in various ways is the technique of study of solid-
solid polymorphic transitions and polymorphic forms within molecular crystals. To an-
swer the question ‘Why modelling?’, the following quote coming from the press release
on the Nobel Prize in Chemistry 2013 awarded to Martin Karplus, Michael Levitt and
Arie Warshel, might be of much interest: “Today the computer is just as important a
tool for chemists as the test tube. Simulations are so realistic that they predict the out-
come of traditional experiments.” In this way, modelling can be used as a computational
microscope[83].
The combination of experimental and modelling results, makes it possible to obtain
information on the molecular scale and to try to understand molecular aspects of dif-
ferent polymorphic forms and polymorphic transitions. For all experimental techniques
mentioned in the previous section it is extremely difficult to obtain insights on processes
occurring at the molecular scale during the polymorphic transitions. It is one of the aims
of this thesis to help in this understanding.
1.9 outline of this thesis
The outline of this thesis is as follows. In the next chapter a brief introduction to the used
computational methods is given. Chapters 3, 4 and 5 form a trinity in which various as-
pects of the β and α polymorphic forms of dl-norleucine and the solid-solid polymorphic
transition between them are discussed. In Chapter 3 the dynamics of the two forms at dif-
ferent temperatures are described and also some partial phase transitions are discussed,
all results obtained in this chapter are from molecular dynamics (MD) simulations. Chap-
ter 4 studies cooperative movement in the occurrence of the partial phase transitions and
tries to elucidate the underlying mechanism with the help of MD simulations. This chap-
ter also calculates the energy barriers involved for the full polymorphic transition and
which path in going from β to α is the most likely. Moreover, within this chapter some
DSC and X-ray diffraction results are presented and the link with the modelling results
is discussed. To which size the cooperative movement within the phase transitions con-
tinues and a more detailed picture of the underlying mechanisms of the polymorphic
transition, are the subjects of Chapter 5.
Chapter 6 introduces a new method to calculate intermolecular and interaction ener-
gies on the basis of electron densities obtained within the crystal structure. This method
is called q-GRID and can form a helpful tool to understand crystal structures and also to
form input for crystal nucleation predictions and morpholody calculations. In Chapter 7
q-GRID has been used in order to rank putative crystal structures. This chapter forms a
description of the participation of the Radboud University Nijmegen to the sixth blind
test of organic crystal-structure prediction methods[84].

2C O M P U TAT I O N A L M E T H O D S
This chapter serves as an introduction to the computational methods used within this
thesis. In Section 2.1 the different approaches towards energy calculations are briefly de-
scribed. Section 2.2 treats the different simulation techniques in which the energy calcu-
lations are used. Completeness of the treated topics is not an aim of this chapter. Readers
who would like to obtain a more complete picture about molecular modelling can find
extensive overviews of various aspects of molecular simulation and statistical mechanics
in the form of Refs. 85 and 86.
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2.1 energy calculations
Almost all computational methods of molecular systems depend one way or another
on energy calculations. A major distinction in the different methods is the absence or
presence of the explicit treatment of electrons within the system. Coarsely phrased, this
treatment can be done in two ways, either by explicitly taking the wave function character
of the electrons into account or by applying a functional on the electron density. The
former approach leads to time consuming calculations and in particular a strong scaling
of the computational time with system size. Therefore, typically, wave function based
methods are only used for small systems, such as a gas phase molecule in vacuum. Within
this thesis no wave function based methods are used. The latter approach is called density
functional theory (DFT) and will be briefly explained in Section 2.1.2, because it will be
used in Chapters 6 and 7.
When electronic effects are implicitly taken into account, the accuracy of the energy
calculation is expected to suffer. However, in cases where many evaluations of the energy,
such as in simulating dynamics, are necessary, this might be the best trade-off between
computational time and obtained accuracy. For this approach, mostly classical force fields
are used, they are introduced in Section 2.1.1, because they are used in Chapters 3, 4, 5
and 7.
Classical force fields can readily be used for an analysis of interactions between regions
of interest within a molecular system, e.g. interactions between pairs of molecules within
a molecular crystal. In the case of DFT this is intrinsically more difficult since a decompo-
sition of the energy over molecular pairs is not trivial. In order to do so, a partitioning of
electron density can be useful. This topic is introduced in Section. 2.1.3, since Chapter 6
describes a new way of partitioning electron density within the crystalline state.
2.1.1 Classical force fields
In classical force fields the electrons of the molecular system are treated in an implicit
way. Their properties are incorporated in parameters attributed to other constituents of
the molecular system of interest. In all force fields used within this thesis interactions
depend on the atomic positions, which are modelled as point-like particles. Since within
these force fields all sites belong to one specific atom, these force fields are termed all-
atom force fields. This is in contrast with force fields in which there are more sites than
atoms (e.g. Ref. 87) or force fields where some atoms grouped together form one site, they
are called united-atom force fields and an example is GROMOS[88]. For tests regarding
the performance of several classical force fields in the context of molecular systems, please
see Refs. 89–91
The determination of the force field parameters can roughly be differentiated in three
distinct ways:[92] (i) fitting of the parameters to a test set of experimental macroscopic
data such as sublimation enthalpies, (ii) aiming for a physical description of the parame-
ters on an elemental or atom-type level by fitting these parameters to experimental data
or ab initio calculations and (iii) by fitting of the parameters to an extensive set of ab ini-
tio calculations for a specific system of interest. All three strategies have advantages and
disadvantages. For (i) the accuracy of properties of systems which resemble the test set
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close enough can be high, however, the physical meaning of single parameters has dis-
appeared, which makes it very tricky and in principle unadvisable to change individual
parameters of the force field. For (ii) single parameters can be tuned at a higher level of
theory and also the transferability of this type of force fields is higher, however, it comes
at the cost of accuracy. Method (iii) is the most accurate one, but transferability of such a
force field is either completely absent or very small.
The force field mostly used in this thesis is amber[93], which is originally developed
for proteins and nucleic acids. It is constructed through method (ii) and its functional
form is
E = Ebonded + Enon-bonded
with Ebonded given by,
Ebonded =
∑
bonds
Kr(r− req)
2 +
∑
angles
Kθ(θ− θeq)
2 +
∑
dihs
V
2
[1+ cos(nφ− γ)], (2.1)
where Ebonded describes energy terms that are present within one specific molecule and
is composed of bonds, angles and dihedrals of which ‘dihs’ is an abbreviation. The force
constants of the harmonic bond and angle potential are Kr and Kθ, respectively, while
their equilibrium values are req and θeq and the values of the bonds and the angles are r
and θ. The dihedral potential is a cosine-function of the dihedral angle φ and the param-
eters corresponding to each independent dihedral-type are V , n and γ. All parameters
in the three terms depend on the types of the atoms involved in the bond (2 atoms in-
volved), the angle (3 atoms) or the dihedral (4 atoms). In total, within amber there are 40
different atom types which depend on the element and the chemical environment within
the molecule.
The Enon-bonded is given by
Enon-bonded =
N∑
j=1
∑
i<j
[
Aij
R12ij
−
Bij
R6ij
+
qiqj
Rij
]
(2.2)
and is a summation which, in principle, runs over all pairs of atoms in the system, both
within the same and within different molecules. The indices i and j refer to the atoms
within the system and Rij is the distance between them. The coefficients Aij and Bij
belong to a Lennard-Jones potential. They originate from combination rules belonging to
parameters for each atom type. The third term in the above sum is the Coulombic energy
between atoms and is described by point charges qi and qj together with  the dielectric
constant. The charges are generally determined separately from the force field. There are
many different ways to obtain the point charges and in this thesis the am1-bcc[94, 95]
method, which is based on a semi-empirical quantum calculation of the molecule of
interest in the gas phase, has predominantly been used. Atoms within one molecule
separated by one bond (bonds, 1-2 interactions) and two bonds (angles, 1-3 interactions)
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are excluded from the sum. Atoms separated by three bonds (dihedrals, 1-4 interactions)
are scaled with a factor of 12 for the Lennard-Jones part and of
5
6 for the electrostatic part.
A sum over all pairs of atoms scales as O(N2), with N the number of atoms in the sys-
tem. This can rapidly become time consuming and therefore different techniques are used
to mitigate this problem. Cut-off radii are suitable for the steeply decreasing R−6 and
R−12 terms. Contrarily, a direct summation over full space of the long-range Coulomb
potential diverges, which makes every truncation in real space erroneous. However, this
can be circumvented by splitting the potential in a short-ranged real-space term and a
short-ranged reciprocal-space term, a technique which is termed Ewald summation.
2.1.2 Density Functional Theory (DFT)
When applying the Born-Oppenheimer approximation, the energy of a system can be
quantum mechanically studied by a Hamiltonian of the form H = T +U+ V , in which
T denotes the kinetic energy of the electrons, U the Coulomb interaction between the
electrons and V is an energy term linked to the external potential, coming from the nuclei
and possible external fields, which influences the electrons. Two fundamental theorems
about this Hamiltonian by Hohenberg and Kohn [96] form the foundation of modern
DFT: (i) the external potential is unique for the ground state of the electron density and
(ii) there exists an energy functional which depends on the electron density and obtains
the ground state energy of the system as its minimum, this minimum is the ground state
electron density. An extra demand for (ii) is that the electron density is normalized such
that the density integrated over all space equals the total number of electrons in the
system.
Determining the functional mentioned in (ii) is a delicate issue. In order to alleviate
the issue, Kohn and Sham [97] introduced a decomposition, T = TKS + R, in which TKS
is the kinetic energy term corresponding to non-interacting electrons having the same
electron density as the real electrons and R is the rest term. In this Kohn-Sham formal-
ism, the unknown functional corresponds to a sum of the so-called exchange, correlation
and R terms, together written as EXC(ρ), in which ρ is the electron density. An approxi-
mation for the exact functional which is based on the local density and is derived from
the homogeneous electron gas theory is the local density approximation (LDA). Other
approximations both depend on the value of the density and the gradient of the density,
they are termed generalized gradient approximations (GGA) and fulfil certain demands
corresponding to the true density functional (e.g. the long-range decay of interaction ener-
gies). For a basic and brief introduction into DFT, please see Refs. 98, 99; a comprehensive
overview of electronic structure methods can be found in the book by Kohanoff [100].
Van der Waals interactions
In both LDA and GGA, the non-local van der Waals interactions are poorly described.
In recent years, different techniques have been developed to introduce the dispersion
interactions, which are particularly relevant for complexes of small molecules and also
for molecular crystals. One class of techniques consists of a posteriori correcting the energy
of a DFT calculation with the help of an extra term Edisp. The dominant term of the Edisp
2.1 energy calculations 21
is an atom-atom pairwise interaction which falls of as R−6ij , where Rij is the distance
between atoms i and j. There is a series of implementations by Grimme [101–103] coined
‘DFT-D’ and also an implementation by Tkatchenko and Scheffler [104] coined ‘TS’. The
other class is the treatment of the non-local aspect of van der Waals interactions within
the EXC itself, see for example Ref. 105. For reviews considering this topic, readers are
referred to Refs. 106 and 107.
2.1.3 Partitioning electron density
The study of interactions between pairs of molecules within a molecular crystal can be
helpful in understanding the composition of such a crystal at the molecular scale and fur-
thermore it can be used as input to calculate crystal growth rates[108], morphologies[109]
and nucleation rates[110]. Within classical force fields the partitioning of the total energy
over these interactions is quite straightforward since the interacting sites within classical
force fields clearly belong to specific molecules. However, within the electronic structure
methods this partitioning is not straightforward, because it is the electron density and
the energy of the full crystal that is obtained. In this case it is not a priori clear to which
molecule a certain point in space belongs and which part of the total energy belongs to
that point.
Chapter 6 describes a new method to obtain intermolecular interaction energies on
the basis of the electron density as it is obtained within the crystal, i.e. the density is
the output of a periodic DFT-calculation. This is in contrast with other methods such as
PIXEL[111, 112] and CrystalExplorer[113], that use the calculated electron density belong-
ing to a gas phase monomer together with the space group symmetry operators in order
to determine intermolecular interaction energies within a crystalline environment. Analy-
sis of intermolecular interactions within molecular crystals at a qualitative level is another
approach and an example of such a technique is Hirschfeld surface analysis[114, 115].
Within Chapter 6 the partitioning of the electron density over the different molecules
is done with the help of a Bader analysis[116, 117]. Such an analysis determines zero
flux surfaces of the electron density, these are surfaces which are not crossed by gradient
vectors of the electron density. When gradient vectors are followed, the lines curved out
are named gradient paths. They end at local maxima (attractors) of the electron density,
which within a molecule are the different nuclei. The region in space in which all gra-
dient paths terminate at the same attractor, defines the basin of the attractor. Basin and
attractor are by construction together bound by a zero flux surface and the region of
space inside this surface is within Bader analysis the definition of an atom. The nuclei of
neighbouring atoms are linked by a path along which the electron density is a maximum
as compared to all other paths linking the nuclei. Along this bond path a bond critical
point (BCP) is located. A BCP is a second order saddle point which has a minimum of
electron density in the direction along the bond path and maximums in the two perpen-
dicular directions. It is possible to directly obtain an interaction energy on the basis of
the obtained BCPs through the Espinosa-Molins-Lecomte relationship instead of on the
electron density in all space, however as is convincingly argued by Spackman [118] these
energies are unreliable.
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2.2 simulation techniques
Although the different ways of calculating energies described in Section 2.1 can be used
as a stand-alone tool to analyse a particular system or rank a set of different systems, in
general the energy calculation is an integral part of a simulation technique. In this section,
three different simulation techniques used in this thesis are briefly introduced: NEB, MD
and steered MD. The first is a method to find the minimum energy path on a potential
energy surface and is described in Section 2.2.1. Molecular Dynamics (MD) can introduce
temperature effects and clearly describes the dynamics of a system (Section 2.2.2). Finally,
steered MD allows one to force a system to cross an energy barrier that would take too
much simulation power to cross naturally, it is introduced in Section 2.2.3.
2.2.1 Nudged Elastic Band (NEB) calculations
The minimum energy path (MEP) between two minima located on a potential energy
surface, typically, determines the dominant characteristics of the statistics of transitions
between the two minima. The Nudged Elastic Band (NEB) method, is an approach to
calculate the MEP which consists of a set of N images which are connected through
springs.[119] The forces acting on the images are
FNEBi = F
⊥
i + F
||
i (2.3)
F⊥i = Fi −
(
Fi · τˆi
)
τˆi (2.4)
F||i =
(
k[(Ri+1 −Ri) − (Ri −Ri−1)] · τˆi
)
τˆi, (2.5)
in which the total force is decomposed in a force perpendicular to (Eq. 2.4) and parallel
with (Eq. 2.5) the band of N images with positions Ri, this band is defined by the normal-
ized local tangent τˆi. For different possibilities to define this tangent, please see Ref. 120.
The force perpendicular consists of the force corresponding to the unmodified potential
energy surface, Fi, minus the component of this force along the band. The force parallel
is the component of the spring force along the band, obtained from a spring between the
images with spring constant k. The combination of these two forces ‘nudges’ the band
of images towards the MEP, to which it converges upon an iterative optimization of the
band.
To obtain a better estimate of the energy of the transition state, which is the maximum
along the MEP and therefore is a saddle point, it can be useful to let the highest energy
image climb along the band without the influence of the spring force by inverting the
component of the unmodified force along the band.[121] Equation 2.3 then becomes for
this specific climbing image,
FNEBimax = Fimax − 2(Fimax · τˆimax)τˆimax . (2.6)
This adaptation of NEB is named climbing-image NEB. A later modification of NEB
made it possible to incorporate the changes of the simulation cell within the forces.[122]
Because of the input of the two minima in the NEB-method, it is a double-ended search
method.
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2.2.2 Molecular Dynamics (MD)
Within NEB calculations, temperature does not play a role since it is a static 0 K method.
A technique in which temperature does play a role is the Molecular Dynamics (MD)
method. Within MD simulations an iterative solution of Newton’s equations of motion is
the central strategy. Because Newton’s equations are classical in nature, this also holds
for MD simulations. The starting point is:
Fi = miai = mi
dvi
dt
= −∇E, (2.7)
in which Fi is the force on a particle i, which is the product of the mass of the particle
(mi) and the acceleration of the particle (ai). The acceleration is the time derivative of the
velocity (vi). The force acting on the particle can be calculated from the gradient of the
potential (E) if this force is independent of the path taken by the particle to arrive at its
position. When this criterion is fulfilled the force is termed a conservative force, the name
refers to the conservation of mechanical energy in that case.
Typically, MD simulations make use of classical force fields (Section 2.1.1) to calculate
the energies and forces involved. Force fields consist of analytical functions of the posi-
tions of the particles and therefore the calculation of the forces is computationally cheap
since this can also be done analytically. When one wants to directly treat the electrons in
the system, it is possible to combine MD with a modified DFT-evaluation (Section 2.1.2) of
the forces, a technique termed ab initio MD[98]. Due to high computational costs involved,
ab initio MD is only suitable for small systems and short time scales.
After obtaining the forces and thereby the accelerations for a specific position of all par-
ticles, one can integrate the equations. A specific way to do this is the Verlet-algorithm[86,
92],
ri(t+∆t) ≈ 2ri(t) − ri(t−∆t) + ai(t)∆t2, (2.8)
in which ∆t is the time step of integration and ri is the position of particle i. Hence,
in principle, it is possible to do a MD simulation on the basis of the coordinates of all
particles at a time t = 0 and t = −∆t, however, in practice it is more common to initialize
the positions and the velocities of the particles. In that case, one can use
ri(t−∆t) ≈ ri(t) −∆tvi(t) +
∆t2
mi
Fi(t), (2.9)
to calculate the positions at t = −∆t from the initial velocities. The local error in the
position of the Verlet-integrator is of the order of ∆t4.
A definition of the instantaneous temperature of a system of N particles studied with
MD is coming from equipartition and is given by
T(t) =
N∑
i=1
miv
2
i (t)
kBNf
, (2.10)
with Nf the number of degrees of freedom and kB is Boltzmann’s constant. Within the
Verlet-algorithm,
v(t) ≈ r(t+∆t) − r(t−∆t)
2∆t
, (2.11)
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which is an approximation with a local error of the order of ∆t2.
The simplest version of MD is a system in which the number of particles (N), the
volume of the system (V) and the total energy of the system (E) are constant. This is a
NVE ensemble. To mimic experimental situations it might actually be more realistic to do
simulations within aNVT ensemble, which can be obtained in a stochastic way[123] or by
recording the dynamics of a new ‘thermostat particle’[124]. Other options are simulations
at constant pressure (P), the NPT [125] ensemble or at a constant chemical potential (µ),
for a recent implementation of such an ensemble see Ref. 126.
There are two ways to study properties of interest of a system with the help of MD.
The first one is the sampling of a discrete time average which gives information about
the equilibrium value of a property (a),
A =
1
M
M∑
n=1
a(n∆t). (2.12)
Within MD simulations this property can either be a static aspect of the system (e.g. the
radial distribution function) or a dynamic aspect (e.g. the diffusion coefficient). The other
way is the observation of a rare and interesting process within the trajectories visited
during the MD simulation when the starting conditions are out of equilibrium. Because
of the dynamical nature of the method, the process of evolution into equilibrium can be
followed in time at an atomic scale, which can provide more insight than solely through
experimental observations. Within this thesis both ways of obtaining information from
MD simulations are used, the study of lattice parameters as a function of temperature
is an example of the former and the observation of partial polymorphic transitions is an
example of the latter.
2.2.3 Steered MD
The study of interesting phenomena within regular MD simulations is limited by the
accessible time scales which are on the order of nanoseconds or microseconds of total
simulated time, since the time step ∆t cannot be made too large in order to keep the nu-
merical errors during integration acceptable. When energy barriers encountered during
processes of interest (e.g. the folding or unfolding of a protein, or a solid-solid polymor-
phic transition) are significantly higher than the amount of accessible thermal energy,
kBT , it can become extremely difficult or even practically impossible to simulate the pro-
cess during a regular MD simulation. For these kind of situations, enhanced sampling
methods can be very useful. Within these methods a modified version of the potential is
used to generate the forces acting on the particles of the system.
A common way of incorporating this modification is to introduce a so-called collective
variable that discriminates between the systems of interest. An example of a collective
variable is the end-to-end distance of a polypeptide, which can be in a folded or an
unfolded state. Steered MD[127] is an enhanced sampling method based on a moving
bias working on a collective variable, λ. It modifies the potential as a function of time,
E(λ, t) = E0 +
k
2
(λ− λ0 − vt), (2.13)
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in which E0 is the unmodified potential and k the spring constant with which the system
is pulled towards a value for the collective variable of λ0 + vt at a speed v.
If the spring constant is stiff enough, it can force the system to move into a state with
a specific value for the collective variable which corresponds to the state of interest. By
doing so the spring performs work on the system and this work can be related to the
free energy difference (∆F) between the begin and end state of the system through the
Jarzynski equation[128],
e−β∆F =
〈
e−β∆W
〉
, (2.14)
with β = 1/(kBT) and ∆W the work that is performed during a single steered MD
realization of the process of interest. Obtaining an accurate estimate of the ensemble
average (〈〉) of different steered MD realizations is challenging, although approximations
based on cumulant expansions are available.[129, 130].

3D Y N A M I C S O F T H E α A N D β P O LY M O R P H S O F D L - N O R L E U C I N E
AT D I F F E R E N T T E M P E R AT U R E S : S L I D I N G T O A PA RT I A L P H A S E
T R A N S I T I O N
The enantiotropically-related α and β polymorphs of dl-norleucine are an interesting
probe for polymorphism in molecular crystals. We present the results of quantitative
Molecular Dynamics simulations of these two polymorphs at both stable and metastable
temperatures. Because of a fully flexible force field we can judge the differences in crystal
and molecular properties between the polymorphs. In simulations of the β polymorph at
350 K we observe partial phase transitions which we could follow with the help of specif-
ically designed distance parameters. The transitions are exclusively occurring along b’.
This indicates a possible transformation mechanism in which first shifts of bilayers oc-
cur in this direction, followed by shifts along a’. The transformed lattice parameters and
molecular properties behave identically with temperature for the two polymorphs. Con-
sequently, the polymorphs only differ in the orientation of the molecular bilayers, which
explains the ease of transitions between them. The partial transitions consist of different
types which differ in the number of interfaces involved and in the amount of distortion
of the crystal. At the timescale of the simulations we did not observe a full polymorphic
phase transition.
This chapter has been published as:
Joost A. van den Ende and Herma M. Cuppen, “Dynamics of the α and β polymorphs of
dl-norleucine at different temperatures: sliding to a partial phase transition”, Crystal Growth &
Design, 14, 3343 (2014), dx.doi.org/10.1021/cg5002804
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3.1 introduction
Many molecular compounds exhibit polymorphism: the ability to crystallize in different
crystal structures. These so-called polymorphs can have different macroscopic properties
like solubility, color, magnetic properties and electrical conductivity[13]. Crystallization,
especially from solution, does not always lead to the thermodynamically most stable
polymorph. According to Ostwald’s rule of stages, when leaving an unstable state a
system does not seek out the most stable state, but rather the nearest metastable state
which can be reached with loss of free energy[36]. For industrial purposes, however, one
wants to produce a stable polymorph to guarantee that the production process remains
stable.
Amino acids where the R-group is an n-alkane are known to exhibit interesting enan-
tiotropic polymorphism, polymorphism in which the relative stability of the polymorphs
changes with temperature. A majority of the different polymorphs of these compounds
consists of tightly-packed bilayers of hydrogen bonded amino and acid groups. These bi-
layers are separated by van der Waals bonded, unbranched hydrophobic side chains. The
high similarity between the polymorphs allows solid-solid transitions, which have been
observed experimentally. In the present chapter, we specifically focus on dl-norleucine
(2-aminohexanoic acid) and we will use it as a reference system for the temperature de-
pendence of characteristics of molecular crystals.
The first report of polymorphism in dl-norleucine was made by Mathieson [71]. He
described the room-temperature α-polymorph and predicted another polymorph with a
slightly different structure. He further noticed the similarity between dl-norleucine and
dl-methionine. The predicted polymorph was later described by Dalhus and Görbitz [72]
as the β-polymorph which they obtained at cryogenic temperature. In the present chap-
ter we will study the dynamic behavior of these two polymorphs by means of Molecular
Dynamics simulations. We will not include the γ-polymorph which is stable above 390
K[50, 73]. Anwar and co-workers[74–77] already presented Molecular Dynamics studies
of the different polymorphs of dl-norleucine in metastable and stable conditions, where
they mainly focused on the β and the α-polymorph as well. Experimentally, the transi-
tion itself is not very well characterized: the crystallographic and molecular differences
between the α and β polymorph at the temperature of co-existence are unknown. More-
over, the order of the transition, the amount of hysteris and the transition temperature are
unclear. According to Coles et al. [73] “both the transition temperature and the transition
behaviour are extraordinarily variable”.
Here we present a quantitative study of different properties of the β and α-polymorphs
of dl-norleucine obtained by Molecular Dynamics simulations. The aim of this work is to
understand the enantiotropic behavior of the two polymorphs and their transitions and
to quantify the frequency of occurring by performing a large set (> 20) of simulations for
each condition. It is the first rigorous study with fully flexible molecules which allows
us to assess the importance of torsional motion. We will specifically focus on how the
properties depend on temperature.
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Figure 3.1: The β and α polymorphs shown along b’ (left panels) and along a’ (right panels).
Molecules within a single unit cell are colored according to their atom type. All other
molecules are colored following chirality: R-molecules in yellow and S-molecules in blue.
The different colors show the differences in packing of the bilayers for the polymorphs.
3.2 α and β forms
The β[72] and α[131] forms of dl-norleucine both consist of hydrogen bonded bilayers
packed in monoclinic space groups. The hydrogen bonds connect the amino and the
acid groups of opposing molecules in the bilayers. This leads to an alignment of the
unbranched hydrophobic side chains which are van der Waals bonded. C2/c, with Z = 8
containing two bilayers in the unit cell, is the space group of the β polymorph. The α
polymorph, which is stable at room temperature, has space group P21/a with Z = 4
and one bilayer in the unit cell. The two space groups have different conventions on the
choice of the unit cell. To ease the comparison of the two structures, we have chosen to
redefine the axes: (a’,b’,c’) = (c,b,-a-c) for the β polymorph which transforms the space
group to I2/a and (a’,b’,c’) = (a,b,2c) for the α polymorph. Values of lattice vectors and
complementary information of the two crystal structures are listed in Table 3.1.
The differences between the β and α polymorph are dominated by shifts between bilay-
ers by approximately a’/2 in the a’-direction (due to a changing β’ angle) and by exactly
b’/2 in the b’-direction, as was first recognized by Mathieson [71]. For dl-norleucine this
is shown in Figure 3.1 in which the chirality of uniformly colored molecules is depicted
by their color: R-molecules in yellow and S-molecules in blue. Due to the shifts, there is
a significant difference in the in-plane distances between molecules of the same chirality
in opposing bilayers. Based on these differences we define two distance parameters in
Section 3.3.3. The three torsional angles that describe the n-butyl group φ1 (C(1)-C(2)-
C(3)-C(4)), φ2 (C(2)-C(3)-C(4)-C(5)) and φ3 (C(3)-C(4)-C(5)-C(6)) have similar values for
both polymorphs, as can be seen in Table 3.1.
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Table 3.1: Structural information and distance parameters of the two different polymorphs. a’, b’, c’,
β’, and V refer to the used unit cell. Sp. Gr. is an abbreviation of space group, T is the
temperature of the structure determination and V is the volume of the unit cell. DP1 and
DP2 are defined in Section 3.3.3.
Polymorph
β[72] α[131]
T (K) 120 296
Sp. Gr. C2/c (I2/a) P21/a
a’ (Å) 9.851 9.907
b’ (Å) 4.717 4.737
c’ (Å) 32.366 32.764
β’ (◦) 106.35 104.68
V (103Å3) 1.4432 1.4874
φ1 (◦) 172.3 174.1
φ2 (◦) 177.9 177.8
φ3 (◦) 174.6 174.3
DP1 (Å) 2.70 3.69
DP2 (Å) 5.85 4.11
Figure 3.2: An overview of the structure of a norleucine molecule and nomenclature for the atoms.
3.3 methodology
3.3.1 Force field
The amber force field is applied to describe both the inter- and intramolecular inter-
actions in the system[93]. Point charges at the atomic sites are determined using the
am1-bcc procedure[94]. This method has been validated by comparing results of amber
calculations in conjunction with am1-bcc charges to both ab initio and experimental
results[95]. This validation leads to good agreement and is one of the advantages to
use am1-bcc charges in combination with amber over other charge determination pro-
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Table 3.2: Atom descriptions, types and atomic charges1
Atom Atom Charge (e)
descr. type
O(1) O2 -0.7568
O(2) O2 -0.7568
N(1) N3 -0.8376
H(1) H 0.4428
H(2) H 0.4428
H(3) H 0.4428
C(1) C 0.9356
C(2) CT -0.0715
H(4) HP 0.0887
C(3) CT -0.0974
H(5) HC 0.0862
H(6) HC 0.0862
C(4) CT -0.0884
H(7) HC 0.0277
H(8) HC 0.0277
C(5) CT -0.0804
H(9) HC 0.0477
H(10) HC 0.0477
C(6) CT -0.0941
H(11) HC 0.0357
H(12) HC 0.0357
H(13) HC 0.0357
1 For numbering see Figure 3.2.
cedures like RESP-fitting from gas-phase Hartree-Fock data. An additional disadvan-
tage of the latter method is that the stable state of amino acids in the gas phase (neu-
tral, non-zwitterionic) does not coincide with the stable form in the crystal structure
(zwitterion)[132]. The am1-bcc charges and atom types are obtained with the help of
the antechamber program[133]. For the α and β polymorph, these charges are identi-
cal. Symmetry equivalent atoms have the same charges. Table 3.2 shows the atoms, atom
types and charges.
3.3.2 Molecular dynamics
Molecular Dynamics (MD) simulations are performed with dl_poly_4.05[134]. In this
version a bug related to the shift of van der Waals forces and energies has been fixed.
Versions before this release shifted either to wrong forces or wrong energies depending
on the method chosen (direct calculation and tabulated calculation, respectively) when
the van der Waals shift was turned on. The input files for dl_poly are obtained with
dl_field[135] and gdis[136]. To allow full flexibility in both volume and shape changes of
the simulation cell, we perform simulations in the anisotropic isothermal-isobaric (NPT)
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ensemble[137], which is an adaption of the Parrinello-Rahman method[125]. Time con-
stants for the thermostat and barostat are set to 0.04 and 0.4 ps, respectively. For the
non-bonded long-range interactions a cut-off radius of 10 Å is applied in combination
with Ewald summation (precision factor of 10−6)[138] for the electrostatics. For the van
der Waals forces and energies, a shift has been applied through the option ‘vdw shift’. In
all simulations the pressure was set to 1 atmosphere. A time step of 0.5 fs was used; for
which no drift in the conserved quantity was observed. Statistics and trajectory files have
been obtained for each 0.05 ps and 0.5 ps, respectively.
An equilibration procedure consisting of three steps has been applied to get well-
equilibrated structures. First the system is simulated for 50 ps in a NVT ensemble at
10 K, to adapt the internal structure of the molecules to the force field. Any potential
energy due to artificial conformational stress is released in this way. The next step is to
gradually impose thermal influences on the system in the same confined way, by simulat-
ing for another 50 ps at a temperature corresponding to the experimental characterization
of the polymorphs (β 120 K and α 298 K). To adapt the system further to the force field,
the simulation cell can change both volume and shape in the final step consisting of a
50 ps run in the NPT ensemble at the same temperature as in the second step. Once the
positions and scaled velocities are obtained from the equilibration procedure, production
runs of 500 ps are performed. Simulations are performed at 4 different temperatures: 120,
200, 298, and 350 K. The simulation cell consists of 240 molecules, 3× 5× 2 unit cells
(29.55× 23.59× 64.73 Å for β and 29.72× 23.69× 65.53 Å for α) containing 4 interfaces of
bilayers.
3.3.3 Properties
During the simulations several characteristics are recorded as a function of time. Seven
properties are based on the size and shape of the simulation cell: V, a’, b’, c’, α’, β’, and
γ’. These can be directly compared to the experimentally determined values given in
Table 3.1. The torsional angles φ1, φ2 and φ3 give information about the conformation
of the molecules in the crystal structure.
As mentioned in Section 3.2, the structural difference between β and α is related to a
shift of a bilayer by b’/2 in the b’-direction and by approximately a’/2 in the a’-direction.
These shifts have a pronounced effect on the in-plane distances between molecules of
the same chirality in opposing bilayers. We exploit this effect in the construction of two
distance parameters, which are a measure of the nearest neighbor distances in the b’c’-
plane (DP1) and the a’c’-plane (DP2). Figure 3.3 shows an illustration of the calculation of
these distance parameters. The in-plane distance between the last C atoms of the alkane
tails are taken for DP1 or the in-plane distance between the penultimate C atoms for DP2
are determined for each n⊥ nearest neighbor pairs of molecules with the same chirality
and in opposing bilayers. n⊥ is the number of unit cells perpendicular to the plane,
n⊥ = 3 for the b’c’-plane (DP1) and n⊥ = 5 for the a’c’-plane (DP2) for the simulation
cell used. Averages are taken for each interface of bilayers.
The values of DP1 and DP2 for the experimental crystal structures are given in Ta-
ble 3.1. The values show that the distance parameters can indeed be applied to distin-
guish the two polymorphs. Coles et al. [73] solved the structure of the γ-polymorph of
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dl-norleucine by means of X-ray crystallography and they concluded that this polymorph
is similar to the β-polymorph in terms of positioning of the bilayers, but that the φ1 tor-
sional angle is different (-67.9 ◦). We see that this structure has indeed similar values to
β for DP1 and DP2, 1.79 and 5.83, respectively.
DP1 and DP2 are designed such that they can be applied to other amino acids with simi-
lar structures as well. The polymorphs of dl-aminobutyric acid[66], dl-norvaline[69] and
dl-methionine[139, 140] consist of similar bilayers as the polymorphs of dl-norleucine.
In the case of dl-norvaline and dl-methionine the natural transformations of DP1 and
DP2 are also able to distinguish the polymorphs (DP1/DP2 4.22/4.66 (α-polymorph) and
3.11/7.59 (β-polymorph) for the highest set of occupancies of dl-norvaline, 3.38/4.26 (α-
polymorph) and 2.87/5.63 (β-polymorph) for dl-methionine in which DP2 measures S-S
in plane distances). In the case of dl-aminobutyric acid the existence of multiple space
groups and occupancies within one polymorph makes it complicated to define a natural
transformation of DP1 and DP2.
Figure 3.3: Illustration of the way to calculate DP1 (b’c’-plane) (left panel: a and c) and DP2 (a’c’-
plane) (right panel: b and d). In each panel a reference molecule with chirality R, the R-
molecules in the opposing bilayer, and a neighboring S-molecule are shown. R-molecules
are colored yellow and S-molecules are colored blue. For each reference molecule the
closest n⊥ (3 for DP1, 5 for DP2) 2D in-plane distances are averaged for each interface
as a function of time. For reasons of clarity the used C-atoms for the in-plane distance
determination are depicted in black and they are connected through dotted lines. The
H-atoms in the molecules are omitted.
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Table 3.3: Average values of the properties obtained by Molecular Dynamics simulations at the stable
temperatures, their time standard deviation and their relative difference in percentage with
respect to the experimental structures.
β α
120 K 298 K
mean std rel. err. mean std rel. err.
a’ (Å) 10.32 0.02 4.7 10.32 0.02 4.2
b’ (Å) 4.60 0.01 -2.5 4.66 0.01 -1.6
c’ (Å) 32.28 0.05 -0.3 32.84 0.09 0.2
α’ (◦) 90.00 0.17 0.0 89.99 0.31 0.0
β’ (◦) 102.31 0.23 -3.8 101.21 0.32 -3.3
γ’ (◦) 90.00 0.15 0.0 90.01 0.24 0.0
V (103Å3) 1.497 0.002 3.7 1.550 0.005 4.2
φ1 (◦) 178.9 0.8 184.3 1.6
φ2 (◦) 175.0 0.9 180.0 2.2
φ3 (◦) 174.9 0.7 176.3 2.1
DP1 (Å) 2.64 0.02 3.44 0.03
DP2 (Å) 6.26 0.02 4.33 0.05
3.4 results
3.4.1 Simulations at stable conditions
Production runs of the β and α polymorph were performed at 120 and 298 K, compa-
rable to the temperatures at which their properties were experimentally determined. A
comparison between simulations and experiments allows us to assess the quality of our
applied force field. Table 3.3 summarizes the average properties obtained in this way. The
standard deviations and relative differences with respect to the experimental structures
are given as well. A very good agreement with the experimental properties is obtained:
all remain within 5 % of the experimental values. The DP1 and DP2 properties and the
three torsional angles cannot be directly compared to the values given in Table 3.1, since
these were not directly measured experimentally, but calculated afterwards from the crys-
tal structure. These crystal structures do not contain any thermal fluctuations. In reality,
one would expect to obtain values that deviate from the values in Table 3.1, especially at
high temperature. The deviations of DP1 and DP2 remain relatively small, such that both
distance parameters do not loose their descriptive powers.
The values for DP1, DP2 and the three torsional angles are double averages in the
sense that they are first averaged over all molecules in the simulation cell and then they
are averaged over time. The standard deviations given in Table 3.3 refer to the standard
deviations during the time averaging (time std). They are therefore a good measure for
the stability of the system. Since these all remain rather low, it is clear that the system
stays stable during the simulation. Visual inspection confirms this. Standard deviations of
DP1, DP2 and the three torsional angles over all molecules at a given time (system std) can
give some information on the fluctuations in the system. The system standard deviation
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of the torsional angles is on average 11.2◦ but can be as high as 37◦ for an individual
snapshot of the simulation of the α polymorph at 298 K, whereas the time standard
deviation ranges between 0.7 and 2.2◦. We will come back to this in Section 3.4.3 where we
will discuss the dependence on temperature of the studied characteristics. The torsional
angle φ1 of the α polymorph is on average larger than 180◦ in the MD simulations
whereas it has a deviation from 180◦ in the opposite direction in the experimentally
determined structure. The system standard deviation for this particular angle ranges
however between 11 and 26◦, which means that the direction of the deviation is really
undetermined.
Because of the good agreement for both polymorphs between simulations and experi-
ments, we trust the applied force field and point charge set to give a good description of
the system.
3.4.2 Phase transitions
Starting with the equilibrated structures, Molecular Dynamics simulations are performed
at metastable conditions. The α polymorph is simulated at 120 and 200 K and the β
polymorph is simulated at 298 and 350 K. Each combination is repeated with 20 different
seeds resulting in 20 different trajectories. No transitions have been observed for the low
temperature simulations with a time step of 2 fs. Only the simulations at 350 K resulted
in partial transformations. For this reason we have increased the number of trajectories
to 60 for these conditions. These trajectories are all obtained with the standard time step
of 0.5 fs.
Figure 3.4 shows the angles of the simulation cell and the values of DP1 and DP2 for
the four different interfaces in the simulation cell as a function of time for four typical tra-
jectories. In 25.0± 5.6 % of the cases nothing happens and all parameters remain constant
as can be seen in panels a, e and i. In the remaining cases shifts occur along b’. This can
either be at a single interface (46.7± 6.4 %) or at multiple interfaces. In 15.0± 4.6 % of the
cases shifts occur at two interfaces, in 10.0± 3.9 % three interfaces are involved, and in
3.3± 2.3 % of the cases shifts occur at all four interfaces. Furthermore, the occurrence of a
shift can be reversible: in 35.0± 6.2 % of the cases, one or more interfaces that have been
affected by a shift, go back to the original orientation corresponding to the β polymorph.
Interestingly, in 10.0± 3.9 % of the cases two interfaces are effected simultaneously. In
total we have observed 75 forward and 21 backward shifts along interfaces. 14 of these
shifts occurred simultaneously with a shift along another interface. A movement along
b’, i.e., a change in DP1, is always accompanied by a small change in DP2 (Figure 3.4 j, k
and l). This does not correspond to a full shift along a’, but to small distance changes. A
full transition in this plane would correspond to values well below 5. Our results indicate
that a full shift along a’ is much less likely than a full shift along b’. Hence, a full transi-
tion is probably initiated by shifts along b’ after which shifts along a’ could follow. With
the dimensions of our used simulation cell and at the simulated time scale we did not
observe a full transition in any of the 60 simulated trajectories. Earlier MD-simulations
were also not able to capture the shifts along a’. [74–77]
Molecular Dynamics simulations in which a partial transition from β to αwas observed
to occur at 340 K were reported for the first time by Tuble et al. [74]. Judging by Figures 4
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Figure 3.4: The angles of the simulation cell (a-d), DP1 (e-h) and DP2 (i-l) as a function of time for
four different typical situations in the 60 different simulations of the β polymorph at
350 K. In the first column (a, e and i) no fundamental changes appear. In the second
column (b, f and j) two simultaneous shifts of interfaces occur. In the third column (c,
g and k) one interface is temporarily affected by a shift. The fourth column (d, h and l)
shows a rare case in which a simultaneous shift of two interfaces is accompanied by a
severe distortion of the simulation cell. The arrows in panels f, g and h correspond with
the snapshots shown in Figures 3.5, 3.6 and 3.7, respectively.
and 5 in Ref. 74 we suspect that they did not start their simulations from an equilibrated
system, which might have aided the observed transition for the β polymorph at 340 K.
However, a different force field together with the shake algorithm[141] and an older
version of dl_poly were used, which makes the two studies not completely comparable.
In an appendix we discuss the importance of the equilibration procedure for our used
force field by contrasting results of non-equilibrated systems to equilibrated ones.
Figures 3.5, 3.6 and 3.7 show snapshots of the simulated cell and a replication of
it in the c’ direction to illustrate the occurring shifts in three typical cases. The shifted
interfaces are highlighted in cyan and the arrows above these interfaces indicate the
relative movement of the bilayers that are part of the interface. The arrows in Figure 3.4
(f, g and h) indicate to which times these snapshots correspond. For clarity only the R
molecules are plotted.
Cancelling simultaneous shifts
Because of the strong hydrogen-bonded backbone in the center of the bilayer, one expects
shifts to occur at two interfaces simultaneously due to a moving bilayer that participates
in two interfaces. Figures 3.4 (b, f and j) and 3.5 illustrate this particular behavior. In
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a 15 ps
b 100 ps
c 250 ps
Figure 3.5: Snapshots of the b’c’-plane of the simulation cell and a periodic image in the c’ direction
corresponding to the arrows in Figure 3.4 f. For reasons of clarity only R-molecules are
shown. At 15 ps (a) no shifts appeared yet and all interfaces possess β character. At 100
ps (b) cooperative movement of the middle two bilayers leads to two interfaces having
α character (highlighted in cyan) and two interfaces having β-character. At 250 ps (c) a
shift of the right most bilayer has kept the number of interfaces with a certain character
equal, but the interfaces with the same character are now neighbors. The arrows above
the shifted interfaces indicate the relative movement of the bilayers defining the interface.
a 50 ps 
b 200 ps 
c 350 ps 
Figure 3.6: Snapshots of the b’c’-plane of the simulation cell and a periodic image in the c’ direction
corresponding to the arrows in Figure 3.4 g. Again, the shifted interfaces are highlighted
in cyan and only R-molecules are shown. At 50 ps (a) no shifts appeared yet and all
interfaces possess β character. At 200 ps (b) due to a shift of the right most bilayer and a
rearrangement of the molecules of the other bilayers, one interface possesses α character.
This interface is highlighted in cyan. At 350 ps (c) the same bilayer has shifted back and
the whole crystal possesses β character again.
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a 160 ps
b 240 ps
Figure 3.7: Snapshots of the b’c’-plane of the R-molecules in the simulation cell and a periodic image
in the c’ direction corresponding to the arrows in Figure 3.4 h. Shifted interfaces are
highlighted in cyan. At 160 ps (a) the simulation cell is still monoclinic. At 240 ps (b)
a shift of two interfaces has occurred through the rearrangement of a majority of the
molecules in the crystal. This leads to a strong distortion of the cell (Figure 3.4 d). The
sign of the distortion of the α’ angle is determined by the orientation of the relative
movement of the bilayers of the shifted interfaces, indicated by the arrows above the
shifted interfaces. This drastic disturbance of the crystal could be an artefact of the limited
size of the simulation cell in combination with the NPT ensemble.
Figure 3.5 (a) the snapshot at 15 ps is shown; all interfaces are still in the initial β orien-
tation. At 100 ps (Figure 3.5 b) the simultaneous shift of interfaces 1 and 3 has occurred
because of a cooperative sliding of the two bilayers in between. As a result of the shifts,
two interfaces possess α-character. At 250 ps another simultaneous shift of interface 1
back and interface 2 forth has occurred because of the sliding of the single bilayer which
is positioned at the right side of the simulation cell. Figure 3.5 (c) shows the resulting
effect of two neighboring interfaces having α and two neighboring interfaces having β
character. The movement of a single bilayer causes two neighboring interfaces to shift
simultaneously, while moving interfaces more distance apart are caused by a number of
neighboring bilayers moving together.
Single bilayer shifts
In the majority of occurring shifts, however, interfaces move one by one in time. Fig-
ures 3.4 (c, g and k) and 3.6 show this behavior. At 50 ps (Figure 3.6 a) all interfaces
are still in the initial β orientation. At 200 ps (Figure 3.6 b), due to the movement of the
right most bilayer one interface has α character and goes back to β-character, which is
shown in the snapshot at 350 ps (Figure 3.6 c). When only a single interface shifts, the
movement of a bilayer is accompanied by the rearrangement of the molecules of all the
other bilayers in such a way that they gradually compensate for this shift. To accommo-
date this rearrangement, the α’ angle deviates from 90◦. A second shift along one of the
interfaces may allow the rearrangement and therefore the deviation of the α’ angle, to
disappear (Figure 3.4 c). When two interfaces shift simultaneously, this deviation is, gen-
erally, indeed much less (Figure 3.4 b) and the α’ angle is only affected at the time of the
transition.
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Non-cancelling simultaneous shifts
There are a few exceptions to the above. In this case the slides at the two interfaces
occur in the same direction simultaneously and therefore do not cancel each other. This
can be seen from the arrows in Figure 3.7. These arrows and the arrows in Figures 3.5
and 3.6 indicate the relative motion of the end groups at the interface during the shift.
In Figure 3.5, the movements at the two interfaces cancel and the bilayers move as a
whole. In Figure 3.7, the movement of the two interfaces is in the same direction and as
a consequence the deviation in the α’ angle is significant as can be seen in both Figures
3.4 (d) and 3.7 (b). The sign of the distortion is determined by the direction of the net
relative motion of the bilayers. Since in Figures 3.6 (b) and 3.7 (b) this is in the opposite
direction, the distortion is in the opposite direction as well. The behavior described in this
paragraph, in which the crystal as a whole is severely rearranged in a short time span,
could be an artifact of the limited size of the simulation cell in combination with the
NPT-ensemble. From the 14 shifts occurring simultaneously with a shift along another
interface, 6 belong to this category.
3.4.3 Temperature dependence
Because of the enantiotropic behavior of dl-norleucine, it is interesting to study the tem-
perature dependence of some of the crystal and molecular properties. This could lead
to the identification of the processes that govern the change of relative thermodynamic
stability with temperature. In this section we study the temperature dependence of the
lattice vectors, volume, torsional angles φ1, φ2 and φ3 and rotational frequency of the
methyl group. For the study of the β-polymorph at 350 K we have analyzed a trajectory
for which no transitions appeared.
Lattice vectors
Figures 3.8 (a) shows that the cell axes behave almost identically for the two different
polymorphs as a function of the temperature. The same holds for the angle β’ and the
volume of the simulation cell, as is shown in Figures 3.8 (e) and (c). This is an indication
that the different experimental values for the cell axes of the two polymorphs are due
to the temperature at which they were determined and that they are not intrinsically
different for the polymorphs. Moreover, while the a’ and b’ axes remain almost constant as
a function of the temperature, the c’-axis and β’-angle increase and decrease, respectively.
The net result is a growth in volume of the simulation cell, which is a result of thermal
expansion. The α’ and γ’ angles both remain 90 degrees (monoclinic).
The gradual thermal growth of the volume of the unit cell of dl-norleucine (only a few
percent in more than 170 K in the simulations (Figure 3.8 c) and the experiments (Table
3.1)) contrasts with the behaviour of dl-norvaline (more than 5 % volume change in only
20 K[69]). The absence of a distinct volume change between the β and the α polymorphs
is probably related to the highly similar molecular conformations in the polymorphs
reported in the next paragraph, which also contrast with the case of dl-norvaline, which
has a shorter side chain by one CH2-group, in which side-chain disorder shifts with the
transition.
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Since the volumes of the different polymorphs behave identically as a function of tem-
perature, the polymorphic transition between β and α could be continuous. As has been
stated earlier in the introduction, experimentally the transition is not understood in de-
tail. Since we observe only partial phase transitions it is not possible to draw strong
conclusions about the existence of hysteresis or the importance of cooperative motion
between bilayers. Further studies of these phenomena are needed to fully characterize
the transition.
Torsional angles
Figure 3.8 (f) shows the values of the average system standard deviation of the three
torsional angles of the carbon atoms, φ1, φ2 and φ3, as a function of the temperature
for the two polymorphs. For the α polymorph at 120 K, the production run at 200 K is
taken as an extra equilibration step. With this extra step, the occurrence of extra disorder
due to freezing of thermal fluctuations could be prevented. All three standard deviations
grow with the temperature, which can be interpreted as an increasing flexibility of the
molecule arising from more available thermal energy. Interestingly, the region of highest
flexibility in the carbon chain changes as a function of the temperature. At the lower
three temperatures, the molecules are most flexible around φ2, which could be related
to the disorder observed in this torsional angle in dl-norvaline[69]. At 350 K, however,
the highest flexibility is reached for φ3 at the end of the chain. Since in this region of the
molecule there is contact with an opposing bilayer, this enantiotropic effect could be a
sign of a diminishing interaction between bilayers, which could be a precursor of a tran-
sition between the two polymorphs at this or at higher temperatures. The mean values of
the torsional angles are shown in Figure 3.8 (d). They increase slightly with the temper-
ature. Comparable to the cell parameters, there are no explicit differences in the system
standard deviation and the mean values of the torsional angles between the polymorphs.
Hence, both the molecular flexibility and the cell parameters are similar for the two poly-
morphs. This could be an explanation for the easily observable transformations between
the polymorphs. The difference between α and β is in the orientation of the molecules
within the crystal, and no (anisotropic) expansion/shrinking is required.
Energy
The sum of the van der Waals and Coulomb energies is a measure for the (temperature-
dependent) crystallization energy of the different polymorphs. The absolute values of this
quantity for the β and α polymorphs are 99.0± 0.4 kJ/mol and 89.3± 0.7 kJ/mol at 120
K and 298 K, respectively. These estimates are comparable to the reported experimental
value of the enthalpy of sublimation of 115 kJ/mol measured at 455 K[142], considering
that this is a temperature at which the γ-polymorph is thermodynamically stable. Figure
3.8 (b) plots these energies as a function of temperature. This quantity again behaves
identically as a function of temperature for both polymorphs, which would mean that no
potential energy is released during the transition. From our simulations we do not have
information about the free energy release, which would be required to study the order of
the phase transition.
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Figure 3.8: Cell axes a’, b’ and c’ (a) , angle β’ (e), volume (c), Coulomb + van der Waals energy (b),
the mean values of the torsional angles φ1, φ2 and φ3 (d) and average system standard
deviation (sstd) of the torsional angles (f) as a function of temperature for the α and
β polymorph. In all panels filled symbols denote the α polymorph and open symbols
denote the β polymorph. In (a) and (b) the error bars are within the size of the symbols.
Rotation of methyl group
The rotation of the methyl group is an interesting property, since the bilayer interactions
are determined by the methyl group till a large extent. To study this rotation we per-
formed extended runs of 75 ps with sampled trajectories at 0.01 ps for 200, 298, and
350 K and of 750 ps with sampled trajectories at 0.1 ps for 120 K. As has been stated
earlier, in the case of β at 350 K we have taken a trajectory in which there were no
signs of a transition in order to characterize the rotational behavior for this polymorph
instead of a mixture of polymorphs. Figure 3.9 plots the rotation frequency as a func-
tion of inverse temperature for the two polymorphs. Both data sets can be fitted by an
Arrhenius law with an activation barrier of 15 kJ/mol which is in good agreement with
the experimentally found barriers of 8–12 kJ/mol for dl-norvaline[67] and 12.6 kJ/mol
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for dl-norleucine[143]. At the lowest studied temperature, 120 K, there is no rotation of
the methyl group for the α polymorph, which is probably caused by the length of the
sampled trajectories. For the differences between the polymorphs, the methyl group is
an important region of the molecule. However, the high similarity of the rotational fre-
quencies seems to indicate that the enantiotropic behavior within dl-norleucine is not
connected to the rotational behavior.
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Figure 3.9: Rotational frequency of the methyl group as a function of inverse temperature for both
polymorphs. The activation barrier of the Arrhenius fit is 15 kJ/mol.
3.5 conclusions
In this chapter we present quantitative Molecular Dynamics simulations of the α and
β polymorphs of dl-norleucine at stable and metastable temperatures. To analyze the
results we have defined several parameters related to properties of the crystal, the indi-
vidual molecules or the orientation of the molecular bilayers with respect to each other.
Especially, the distance parameters of the last category are able to distinguish between
the polymorphs of dl-norleucine and those of related alpha amino acid crystals. The
agreement between experimental data and the simulations at stable temperatures show
that the applied fully flexible force field is suitable to describe the system.
The results at metastable conditions lead to two important insights. First of all, the
metastable simulations for the β polymorph at 350 K have resulted in partial phase tran-
sitions in approximately 75% of the simulated cases. These partial transitions always
occurred along b’ and never along a’. This is a strong indication that transitions from β
to α are initiated by shifts of bilayers along b’, which can be followed by shifts along a’
afterwards. A shifting bilayer, in general, affects two interfaces simultaneously. However,
in the majority of the observed partial phase transitions only one interface was affected.
This is possible due to rearrangements of the other bilayers, resulting in a distortion of
the crystal which is observed by a deviation of the α’ angle from 90◦. A shift back of a
single interface to its β polymorph conformation can result in the disappearance of this
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deviation. Without any rearrangements, there are two possibilities: a shift of one bilayer
influencing two neighboring interfaces and the simultaneous shift of neighboring bilayers
influencing interfaces a distance apart. In both situations, there is no build-up of stress in
the crystal and therefore its structure is maintained. At the timescale of the simulations,
500 ps, we did not observe a full polymorphic transition of a single crystal.
Moreover, the simulations show the high similarity among the polymorphs over a
wide temperature range (120-350 K). The lattice parameters of the transformed unit cell,
the rotational motion of the methyl group and the torsional angles φ1, φ2 and φ3 all
behave identically as a function of temperature for the two polymorphs. The polymorphs
only differ in the orientation of the molecular bilayers with respect to each other. This
offers a possible explanation for the ease of the enantiotropic transformations between
α and β and could indicate that these transformations are continuous in nature. The
lack of a simulation of a complete transformation, however, suggests that the situation is
more complex than the classical textbook case, since the transition needs to occur in two
directions.
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3.6 appendix : equilibration
In this appendix we discuss the importance of the equilibration procedure for the results
of the Molecular Dynamics simulations, especially at metastable conditions. Starting MD
simulations from an experimental structure without any equilibration procedure can lead
to artificial dynamics due to an excess of potential energy. This can be observed in Fig-
ure 3.10 which plots the time evolution of the cell angles, DP1 and DP2 for the four
different interfaces for the α polymorph at 120 K. At this temperature the α polymorph
is not stable and we see that indeed the structure changes to a more β-like structure. DP1
moves to lower values, representative of β, for two of the interfaces, while DP2 increases
to high β values for all interfaces. The angles of the unit cell change, however, drasti-
cally at the same time. The unit cell is no longer completely monoclinic, and the β’ angle
crosses 90 ◦. We believe that this phase transition from α to β is induced by the potential
energy present in the structure, which aids the crossing of the energy barrier between
the two polymorphs. Since the molecules are fully flexible in these simulations, the ef-
fect is particularly strong because most potential energy will arise from intramolecular
contributions. This transition is always observed at the beginning of the simulation when
starting from non-equilibrated structures. Twenty independent runs (time step of 2 fs)
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with well-equilibrated structures, obtained by the recipe described in Section 3.2, never
lead to a phase transition under these conditions (α polymorph at 120 K).
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D L - N O R L E U C I N E P R O C E E D T H R O U G H N U C L E AT I O N ?
dl-norleucine is a molecular crystal exhibiting two enantiotropic phase transitions. The
high temperature α ↔ γ transition has been shown to proceed through nucleation and
growth [Mnyukh et al., J. Phys. Chem. Solids, 1975, 36, 127]. We focus on the low tem-
perature β ↔ α transition in a combined computational and experimental study. The
temperature dependence of the structural and energetic properties of both polymorphic
forms is nearly identical. Molecular Dynamics simulations and nudged elastic band cal-
culations of the transition process itself, suggest that the transition is governed by coop-
erative movements of bilayers over relatively large energy barriers.
This chapter has been published as:
Joost A. van den Ende, Mireille M. H. Smets, Daniël T. de Jong, Sander J. T. Brugman,
Bernd Ensing, Paul T. Tinnemans, Hugo Meekes, and Herma M. Cuppen, “Do solid-to-
solid polymorphic transitions in dl-norleucine proceed through nucleation?”, Faraday Discus-
sions 179, 421 (2015), dx.doi.org/10.1039/C4FD00214H
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4.1 introduction
The occurrence of polymorphism in molecular crystals, i.e., the ability of a compound
to crystallise in different crystal structures, can have important implications in different
areas of industry ranging from the food industry[39] to the production of dyes and phar-
maceutical products.[13] Since the crystal structure determines several properties such
as dissolution rate and solubility of the manufactured product, control over the obtained
polymorph and its stability is desired. Transformations between polymorphic forms can
be divided in two categories: solvent mediated[37] and solid-to-solid transformations. Ex-
amples of the latter category are transformations induced by temperature[144], gas[43],
large pressures[41], or grinding[44].
Most strategies to inhibit or induce solid-to-solid transformations are empirical in na-
ture. In the case of transformations in which the parent and daughter phase have similar
structures, there is an ongoing debate whether the transformation mechanism involves a
cooperative movement of molecules or occurs through nucleation and growth.[50–52]
dl-norleucine (2-aminohexanoic acid) is an example of a molecular crystal that exhibits
interesting enantiotropic polymorphism, i.e., polymorphism in which the relative thermo-
dynamic stability of the forms changes as a function of temperature in a reversible way.
The different polymorphic forms all consist of tightly packed molecular bilayers which
are strongly connected by hydrogen bonds between the amino and acid groups. These
molecular bilayers are mutually van der Waals bonded by unbranched hydrophobic side
chains.
Mathieson [71] predicted polymorphism to exist for dl-norleucine (dl-nle) based on
X-ray diffraction measurements. More recent determinations of the polymorphic forms
β[72] (stable at low temperatures), α[131] (stable at room temperature), and γ[73] (stable
at high temperature) confirmed and extended his ideas. The β and α forms consist of
highly similar structures in which the molecular conformations are nearly identical.[145]
Figure 4.1 shows the structure of both polymorphs projected along the b and a axes.
The molecules are coloured according to their handedness: R-norleucine is yellow and
S-norleucine is blue. The difference between the forms is in the relative position of the
bilayers.
The temperature of the α↔ γ transition is well defined. The α and the γ polymorphic
forms differ both in the molecular conformation and in the relative position of the bilayers.
The relative position of the bilayers is similar for the γ and the β polymorphic forms, their
differences are dominated by a change in molecular conformation. The α↔ γ transition
is accompanied by cracking of the crystals due to a discontinuity in the density at the
transition.[50, 73] In contrast, the transition from the β to the α form is reported to be
‘extraordinarily variable’ both in behaviour and in transition temperature.[73] It is still
an open question which processes govern the onset of the low temperature transition
and whether this solid-to-solid transition can be described by a nucleation-and-growth
mechanism or not.
A distinct difference between polymorphic transitions occurring through a nucleation-
and-growth mechanism and those occurring through a displacive mechanism is the effect
of defects on the occurrence of the transition.[50] When the transitions proceed through a
nucleation-and-growth mechanism, they can be induced by defects that can act as centres
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Figure 4.1: An overview of the structures of the α and β polymorphic form of dl-norleucine.
The molecules are coloured according to their chirality: R-molecules in yellow and S-
molecules in blue. The dotted lines depict the distance parameters (DP1 and DP2) which
are averaged in-plane distances between molecules of the same chirality in opposing
bilayers.
of nucleation. Contrarily, for transitions with a displacive character, a defect acts as an
obstacle for the transition and has the capability to hinder it. The nucleation-and-growth
characteristics of the α ↔ γ transition have convincingly been proven on the basis of
these arguments by Mnyukh et al. [50].
Recently, some of us have reported that both the lattice parameters and the potential
energies of the α and β polymorphic form behave identically as a function of tempera-
ture in a Molecular Dynamics (MD) simulations study. (Chapter 3) We conclude that the
difference in volume between the experimentally obtained structures[72, 131] is a con-
sequence of thermal expansion and not of differences between the polymorphic forms
themselves. This continuous behaviour of the crystal properties, suggests the possibility
of a transition without a clear nucleation centre which is in accordance with earlier mod-
elling studies on this transition.[74–77] Furthermore, the MD simulations from Chapter 3
showed partial phase transitions from the β to the α polymorphic form, which result in
an intermediate structure.
This chapter tries to pin down the mechanism that governs the poorly understood β↔
α transition by means of a further computational and experimental characterisation of the
polymorphic forms and the solid-to-solid polymorphic transition. We use single crystal
X-ray diffraction to verify computational results concerning the lattice parameters of the
two polymorphic forms. From differential scanning calorimetry results and simulations
we deduce energetic properties of the polymorphic forms. To study the mechanism of
the transition we use MD simulations with different sizes of the simulation cell. Finally,
nudged elastic band calculations are used to probe the energy landscape of the transition.
The outline of the chapter is as follows. Section 4.2 introduces the properties of the
polymorphic forms α and β. In Section 4.3 we describe our insights concerning the tran-
sition mechanism between the polymorphic forms. The main findings and conclusions
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of these two sections are written in Section 4.4, followed by the used methodology in
Section 4.5.
4.2 polymorphic properties
4.2.1 Structural properties
Discontinuous behaviour of lattice vectors, angles and/or volume of a crystal as a func-
tion of temperature is a sign of a first order phase transition[51, 52], which typically
occurs through a nucleation-and-growth mechanism. In this chapter we combine exper-
imental (single crystal X-ray diffraction) and modelling (MD simulations) results of the
temperature dependence of the lattice parameters of β and α dl-nle. The usage of MD
allows for the study of a polymorphic form even in its metastable regime where experi-
mentally this form might be inaccessible because of its limited lifetime.
Along the lines of Chapter 3, we have determined the values of the lattice parameters
through MD simulations for both the α and β polymorphic forms at a number of temper-
atures between 120 and 350 K. Figure 4.2 shows the behaviour of all three lattice vectors,
the monoclinic angle and the volume as a function of temperature. For the α polymor-
phic form we have doubled the unit cell in the c direction to have the same number of
molecules in the unit cell as β and to make the forms easily comparable. As one can see,
the cell parameters behave identically for the α and β polymorphic form. This implies
that all these five properties and their derivatives with respect to temperature, depend on
the temperature in a continuous way, thereby allowing the possibility of a transition gov-
erned by a displacive mechanism. Notably, the thermal expansion is almost only affecting
the c-axis, which is perpendicular to the bilayers, and the β-angle.
These results can be compared with the experimental lattice parameters of dl-nle de-
termined using single crystal X-ray diffraction (SCXRD). The results of such a measure-
ment on a good quality single crystal with a clear α → β transition is shown in Figure
4.2. The α phase unit cell was found above 253 K and the β unit cell was found upon
cooling for temperatures between 253 K and 113 K. When the crystal was heated again,
the β phase was retained until room temperature. However, after leaving the crystal at
room temperature for about 60 hours the crystal had spontaneously transformed to the
α polymorph.
From Figure 4.2 it is clear that the lattice parameters and the thermal expansion of α
and β are very similar to the results of the MD simulations, apart from an offset. No clear
discontinuity is observed in the volume of the unit cell nor in the cell parameters. The
inset of the panel for the c-axis shows the results of another measurement of the same
single crystal with smaller increments in the temperature region of the transition. One can
see that only for one specific temperature (253 K) both polymorphic forms were assigned
to the obtained diffraction pattern. For this particular crystal, the transition was quite
fast and a clear transition temperature could be identified. For other crystals this was not
always the case. Typically, there is a temperature regime where diffraction peaks of both
phases are present, which indicates coexistence of the α and β phase. This temperature
regime can be quite large (even up to 100 K). Subsequent measurements of the same
crystal resulted in similar lattice parameters as a function of temperature, but the amount
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of disorder in the layer stacking upon cooling and the temperature region of the phase
transition varied from crystal to crystal. In some measurements extra peaks were visible
that indicate disorder in the layer stacking or a super cell in the c-direction perpendicular
to the layers. In other cases the reflections showed severe streaking. Besides, in some
crystals, no signs of a phase transition were visible down to 173 K. In summary, the
behaviour of the crystals of dl-norleucine is extremely variable and the α↔ β transition
remains difficult to characterise.
The large similarity between the experimental and simulation results, both quantita-
tively and qualitatively, is reassuring. The fact that in both cases no discontinuities are
observed and that the MD simulations reproduce the anisotropy of the thermal expan-
sion tells us that the MD simulations and the applied force field are accurate and this
gives confidence that we can use the atomistic information from the simulations to learn
more about the mechanism of the transformation.
4.2.2 Energetic properties
To assess whether the relative experimental stability of the polymorphic forms could
be represented by our computational description of the system (see Section 4.5.4), we
performed a 0 K geometry optimization. The minimal energies of the three polymorphic
forms are: -93.5 kJ/mol for β, -92.3 kJ/mol for α and -84.6 kJ/mol for γ. The order β <
α < γ agrees with the experimental stability order. The energy difference between the β
and α polymorphic form (1.2 kJ/mol) is lower than the available thermal energy at room
temperature (2.5 kJ/mol). The difference in energy between the α and γ polymorphic
form is clearly higher with 7.7 kJ/mol. Particularly, the small energy difference between
the β and α polymorphic form in combination with the large hysteresis in transition
temperature, suggests the presence of a relatively large energy barrier for this transition.
Besides the geometry optimization, we have studied the enthalpy of the polymorphic
forms as a function of temperature by means of MD simulations. Figure 4.3 shows the
dependence of the enthalpy on temperature. Again, these values are identical for the β
and α polymorphic forms at all temperatures. Combined with the information depicted
in Figure 4.2, we conclude that the difference in relative orientation of the molecular
bilayers with respect to each other is not a source for an observable enthalpy difference
between the polymorphic forms. Moreover, this implies that transitions from β to α or vice
versa, can occur without a net discontinuity in the enthalpy. An energy barrier between
the two phases might still exist.
The heat capacity at constant pressure (Cp) can be obtained from the temperature
dependence of the enthalpy. Not surprisingly, these are similar for both polymorphic
forms: Cp(α) = Cp(β) = 5.6× 102 J/(molK). From this, one can obtain the difference in
entropy over the temperature range:
S(Tf) − S(Ti) =
∫Tf
Ti
Cp
T
dT ≈ Cp ln Tf
Ti
= 6.0× 102 J/molK,
for both polymorphic forms, in which Ti = 120 K and Tf = 350 K. Since, the reversible
polymorphic transition occurs in this temperature range, there must be a finite difference
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show identical behaviour in their dependence on temperature. The error bars denote the
standard deviation of the enthalpy during the simulation, they overlap for both poly-
morphic forms because the enthalpies show identical behaviour. Crosses denote β and
circles denote α. The inset shows the 1.2 kJ/mol lattice energy difference between the
polymorphic forms.
in absolute entropy between the two polymorphic forms at 120 K. An estimate of this
difference obtained from a calculation of the crossing of the Gibbs free energies, is:
S(α, Ti) − S(β, Ti) = (H(α) −H(β))/Ttrans ≈ 4 J/molK,
in which Ttrans is approximated by 300 K. Indeed, the transition is driven by a small en-
tropic difference and moreover, this difference has a very small temperature dependence.
The energetic resemblance of the polymorphic forms is confirmed by differential scan-
ning calorimetry (DSC) results. Certain single crystals show several small exothermic
peaks between 254 K and 242 K during cooling (Figure 4.4), which suggests a very small
enthalpy change upon transforming from the α to the β polymorph. For these crystals
no peak is observed during the heating process. However, the occurrence of the small
peaks upon subsequent cooling indicates that the backward transition must have taken
place. The peaks occur typically at slightly different temperatures and have different in-
tensities (~ 0.02 kJ/mol). Several other crystals show no peak during the cooling and
subsequent heating of the crystal below 383 K. In powdered samples of similar weight,
which intrinsically contain more defects than single crystals, no enthalpy change is ob-
served. Moreover, after the single crystal undergoes the α→ γ transformation, no peaks
were observed in the DSC measurements around 250 K, most probably due to cracking of
the crystal, which results in more defects. These are arguments against a nucleation-and-
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Figure 4.4: Three DSC measurements of a single crystal (0.1 mg) between 383 K and 223 K with a
heating rate of 2 K/min. Several small peaks indicating the α→ β transition are visible
during cooling between 252 K and 244 K (see inset). During heating no peak is observed.
growth mechanism for the α ↔ β transition, since in such a mechanism the probability
of transitions increases with the amount of defects. On the other hand, the α↔ γ transi-
tion of dl-nle is clearly observed at 391 K during heating as a strong endothermic peak
with a small hysteresis (~ 2 K) both in powders and single crystals. It has an enthalpy of
transition of 4.8 ± 0.2 kJ/mol in a powdered sample (which is identical to the enthalpy
reported in Ref. 146) and 4.6 ± 0.4 kJ/mol in a single crystal, compared to ~ 0.1 kJ/mol
for the α→ β transition of a single crystal.
4.3 transition mechanism
The β and α polymorphic forms differ from each other by a shift of each second bilayer
over a/2 and b/2, as is depicted in Figure 4.1. In earlier work we have exploited this
difference by introducing two two-dimensional average distance parameters: one in the
bc plane (DP1) and one in the ac plane (DP2). Only distances between molecules of the
same chirality are included. For interfaces between the bilayers at the alkane end which
have α character, DP1 is roughly 3.5 (high) and DP2 4.5 (low) at 350 K. Interfaces with β
character typically have DP1 and DP2 values of 3 (low) and 6.5 (high), respectively. The
distance parameters are schematically depicted in Figure 4.1. In Chapter 3 we were able
to simulate shifts of individual interfaces from the β (low-high) to an intermediate (high-
high) form. Shifts in the perpendicular directions towards (low-low) were never observed
(see Figure 4.8), suggesting an anisotropy in the energy barriers related to this sliding. To
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Figure 4.5: The time evolution of the two distance parameters during a simulation of the β-
polymorphic form at 350 K for the four interfaces of the simulation cell. The changes
in DP1 show the partial phase transition along b in which two interfaces are affected.
Due to a high sampling frequency of the trajectories, intermediate values for DP1 can be
distinguished. A snapshot of the system at intermediate DP1 is shown in Figure 6 for
52.95 ps.
extend our insight in the transition mechanism, we present simulations monitored at a
higher sampling rate, simulations with different sizes of the simulation cell, and results
obtained with the nudged elastic band method[147, 148] to probe the different barriers.
4.3.1 Thermally induced partial phase transitions using MD
One of the observations made in Chapter 3 is that the interfaces between bilayers change
rather independently of each other. In most of the cases, shifts of bilayers only affected
one interface and the extra stress due to a structural mismatch was counteracted by a
change in the angle of the simulation cell. Shifts of one bilayer could also result in a
change of the local rearrangements of the interfaces on both sides, in which case no
volume or angle change of the simulation cell was observed. Since the interfaces can
change their character in terms of DP1 and DP2 rather independently, a change of one
interface in the simulation cell –which typically has four interfaces– can be seen as a first
step in the partial phase transition from β to the intermediate (high-high) form.
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Figure 4.5 shows the change in DP1 and DP2 parameters for such a partial phase
transition. In this case, two interfaces are affected, which gives no effective volume change.
In previous simulations, the sampling rate was too low to observe intermediate values
of DP1. Here we have increased the sampling rate by a factor of ten, which allows us to
actually track the transition. Since DP1 and DP2 are parameters depending on an average
distance parameter, an intermediate value is not very descriptive. Since it can be the result
of a nucleus of molecules which made the full shift and a remaining group of molecules
which still needs to follow, or it could be that all molecules are half way, suggesting a
cooperative mechanism without a clear centre of nucleation.
Figure 4.6 shows a frame of the MD simulation at 52.95 ps, which is halfway the partial
phase transition shown in Figure 4.5. As one can see, there is no clear centre of nucleation
of the transition. All molecules of the most right bilayer move together along the two
interfaces in a cooperative manner. This indicates the possible displacive character of the
mechanism, at least at the studied length scale of approximately 24 Å.
Figure 4.6: A snapshot of the bc-plane of the MD-simulation halfway (52.95 ps) the partial phase
transition that is depicted in Figure 4.5. There is no clear centre of nucleation of the
partial phase transition, since all the molecules in the interfaces (highlighted in cyan) on
both sides of the up moving most right bilayer of the simulation cell are halfway between
β and α-character. Shown are the R-molecules in the simulation cell projected along a.
The simulation cell is replicated in the c-direction and in the b-direction.
4.3.2 Simulation cell size dependence
To study the influence of the size of the simulation cell on the occurrence of the partial
phase transitions, we have performed MD simulations with 14 different simulation cell
sizes. For a full treatment of the methodology, we refer to Section 4.5.4. The dimensions
are changed along all three directions of the crystal, leading to a change in the size of
the bilayers themselves or in the number of bilayers. For all cases periodic boundary
conditions are applied and hence the observed size effects are not due to edge effects
because the interactions continue over the boundaries of the simulation box. The inverse
size dependence of the number of observed partial phase transitionss for the a-direction
(Figure 4.7 a) and the b-direction (Figure 4.7 b) is clearly visible. Again, all partial phase
transitions occurred along b. When the cell size is enlarged along c, the number of bilay-
ers grows. This explains the growing number of shifts in Figure 4.7 c. However, when
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the transitions are normalised to the number of bilayers, the inverse size dependence is
retained (Figure 4.7 d).
A distinct difference between transitions governed by a nucleation-and-growth mech-
anism and those having a displacive character, is the dependence on the size of the
crystal.[50] The rate of nucleation will increase with size, since there are more possible
sites to nucleate, while cooperative motion is harder when more molecules are involved
in this cooperative movement. Therefore, the diminishing number of partial phase tran-
sitions as a function of the size of the simulation cell could point towards a displacive
character of the transition. An alternative explanation for the inverse size dependence
of the occurrence of the partial phase transitions would be the ratio between the size of
the simulation cell and the critical nucleus of the transition in a nucleation-and-growth
mechanism. If the simulation cell is too small to sustain the full critical nucleus size, a
partial phase transition resulting from a full grown nucleus would be severely hindered.
However, the gathering of a few molecules in the process to reach the critical nucleus
should be observable, which we never did in our simulations.
4.3.3 Energy barriers of bilayer shifts
The full scheme of possible transitions for interfaces to go from β character (low-high)
to α character (high-low) is depicted in Figure 4.8: a direct mechanism in which both
shifts occur simultaneously, and two mechanisms in which the transitions occur in a
two step fashion with (high-high) and (low-low) as the two possible intermediate forms.
By conventional Molecular Dynamics simulations, we have only been able to simulate
directly the transition from (low-high) to (high-high), i.e., a slide along b. This section
presents Nudged Elastic Band calculations (NEB) which give the forward and backward
energy barriers for all five processes to check whether the slide along b is indeed the most
likely transition pathway. For details on the exact usage, we refer to Section 4.5.4.
NEB provides several evaluations of the system along the minimum energy path as well
as the transition state structure, given an initial and a final structure. The initial structure
in this case is the β form. Because of the implementation of NEB in lammps[149], it is only
possible to perform these calculations within the NVT ensemble, and hence no volume
changes during the process can be accounted for. For this reason, we have chosen to look
at transitions involving the shift of one bilayer, affecting two interfaces instead of a shift
of one interface which is accompanied by rearrangements and a volume change of the
simulation cell. This is very similar to the process presented in Section 4.3.1 and hence the
results on the (low-high) to (high-high) transition for both cases are directly comparable.
The resulting barriers for all back- and forward transitions are calculated by dividing
the total energy barrier by the number of molecules in one bilayer and are summarised
in Figure 4.8. One can see that starting from β the (low-high) to (high-high) transition
has indeed the lowest barrier (0.8 kJ/mol), compared to the other possible end states,
(low-low, 1.3 kJ/mol) and (high-low, 1.7 kJ/mol). This explains why the shift towards the
(high-high) state is the only one which we could probe with MD simulations (denoted in
orange in Figure 4.8).
The use of a fixed simulation cell is a severe limitation in determining the precise values
of the energy barriers involved in the shifting of the bilayers. Therefore, the absolute
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Figure 4.7: The number of partial phase transitions in the MD simulations are plotted for different
sizes as a function of the number of lattice parameters a, b, and c in the simulation cell
(panels a-c). In panel d the number of partial phase transitions is normalized to the
number of interfaces through a division by c and plotted against c. An increase of a or
b (panels a and b) leads to a decrease of the occurrence of partial phase transitions. The
same decrease takes place as a function of c after the normalization (panel d). These
results suggest a displacive character of the partial phase transition.
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Figure 4.8: A schematic overview of the shifts along b (DP1) and a (DP2) and their energy barri-
ers in kJ/mol dl-norleucine molecules obtained from Nudged Elastic Band calculations.
Starting from the β-polymorphic form (low-high) a bilayer has been shifted first along
b and then along a or vice versa or shifted along b and a simultaneously. The end state
is (high-low) in which 2 out of the 4 interfaces possess α-character. The transitions from
(low-high) to (high-high), which could be probed directly in MD simulations, are de-
picted in orange. This process has indeed the lowest energy barrier. The most likely path
from (low-high) to (high-low) goes via (low-low).
values of the barriers should not be taken to strict. This could be the reason for the
difference in the value of the barrier to (high-high) when compared to the 3.0 kJ/mol
obtained with a transition path sampling study.[77] However, the relative sizes of the
energy barriers related to the different shifts can be deduced from these results and can
point at the most likely transition.
Contrary to our earlier suggestion based on the observed partial phase transitions that
a transition from β to α would proceed with a shift along b followed with a shift along
a (Chapter 3), the most likely mechanism for the transition proceeds in the reverse order.
The two-independent-shifts picture still holds, but the (low-low) conformation is the most
likely intermediate structure, since the process involving the (low-low) conformation has
the lowest maximum energy barrier (1.3 kJ/mol) along all three possible pathways which
end in the (high-low) conformation. The second step from (low-low) to (high-low) has a
much smaller barrier of 0.1 kJ/mol. Please note that the state (high-low) has α-character
for 2 out of the 4 simulated interfaces of bilayers, which means that it is not completely
the α polymorphic form.
4.4 conclusions
This chapter is a contribution to the debate about the possible mechanisms governing
solid-to-solid polymorphic transitions in molecular crystals. The possibility or impossi-
bility of cooperative motion to be such a mechanism instead of nucleation and growth
of the new phase, is at the heart of this debate. We have studied both computationally
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and experimentally the low temperature enantiotropic β ↔ α polymorphic transition of
the amino acid dl-norleucine. We observe an identical behaviour in the temperature de-
pendence of the lattice parameters for both polymorphs, both with X-ray diffraction mea-
surements and in Molecular Dynamics simulations. The same identical behaviour of the
two polymorphic forms is found for the temperature dependence of the enthalpy as ob-
tained from MD simulations. These similarities in enthalpy are confirmed by differential
scanning calorimetry measurements that show only very small peaks upon cooling and
no peaks upon heating up to the α↔ γ transition temperature. This identical behaviour
in the properties of the polymorphic forms might point to a concerted or cooperative
mechanism.
The congruence between experimental and computational results both in energetic and
structural properties, shows the relevance of MD simulations used as a computational
microscope to study the transitions on a molecular level. In MD simulations at a high
sampling frequency of the trajectories, we did not observe a clear centre of nucleation
when zooming in at a partial phase transition along the b-axis. There was also no sign of
a centre of nucleation in our simulations with different sizes of the simulation cell. On
the basis of nudged elastic band calculations we obtained the most likely mechanism of
the transition, which is first sliding along the a-axis followed by a shift along the b-axis.
In summary, the answer to the question of the title of this chapter is two-fold. For the
high-temperature transition α↔ γ, the answer is definitely “yes" as is proven by Mnyukh
et al. [50]. This chapter studies the other, β↔ α, polymorphic transition of the compound
at lower temperatures. On the basis of our findings we conclude that it is very likely that
the polymorphic transition proceeds through a cooperative mechanism with an energy
barrier instead of through nucleation and growth.
4.5 methodology
4.5.1 Materials
dl-norleucine (98% pure) was purchased from Alfa Aesar and recrystallised by vapour
diffusion from an ethanol/water mixture to form single crystals.
4.5.2 Differential scanning calorimetry (DSC)
A Mettler Toledo DSC822e calorimeter in combination with a Julabo FT900 immersion
cooler, a TSO 801RO Sample Robot and STARe software 11.0 were used for differential
scanning calorimetry measurements. Powder samples and single crystals of dl-norleucine
have been investigated with this method using heating and cooling rates of 2 to 10 K/min
in the temperature range of 223 to 423 K. Samples of a few milligrams were sealed
in an aluminium pan (40 µL) and the heat flow was measured in comparison to an
empty reference pan. The calorimeter was calibrated with the melting points of indium
(Ton = 429.5 K and ∆H = −28.13 J/g) and zinc (Ton = 692.85 K and ∆H = −104.77 J/g),
both supplied by Mettler Toledo.
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4.5.3 Single crystal X-ray diffraction (SCXRD)
A dl-norleucine single crystal of (0.6x0.2x0.1 mm) was annealed at 383 K for at least
15 min to ensure only the α polymorph was present at the start of the measurements.
The crystal was mounted on a goniometer head. Scans for unit cell determination were
collected on a Nonius KappaCCD diffractometer in φ and ω scan mode using Mo-Kα
radiation and a graphite monochromator. The scans were measured at various tempera-
tures during cooling between room temperature and 113 K with a cooling rate of 5 K/min.
In addition, at each temperature one scan was collected to observe the changes in the di-
rection perpendicular to the layers of the crystal in more detail during the transition of
the α to the β form of dl-norleucine. The unit cell was determined from the scans using
the Nonius EvalCCD program suite software[150] and either the α or the β form, or both
were chosen. All α unit cells were converted from standard setting P21/c to a P21/a unit
cell with a doubling in the direction perpendicular to the bilayers (c-direction). The β
unit cells were converted from a C2/c to an I2/a setting, so that the orientation of the
molecules with respect to the cell axes of both α and β were comparable.
4.5.4 Computational Settings
Force Field.
The same computational settings for the force field and charges as in Chapter 3 are
used. In summary, this means the amber force field[93] in combination with am1-bcc
charges[94, 95]. For the non-bonded interactions a cutoff of 10 Å and an Ewald summa-
tion with a precision factor of 10−6 were used.
Structures and optimization.
lammps[149] was used to obtain the minimal energies of the different polymorphic
forms. The experimentally determined structures (DLNLUA01[131], DLNLUA02[72], and
DLNLUA05[73]) were minimised with a convergence of 3.5× 10−2 kJ/(mol Å) through
an appoximated second order method (hftn). To make the cell parameters of the two poly-
morphic forms easily comparable the same conversion of the settings of the unit cells as
described in Section 4.5.3 was used.
Molecular Dynamics.
For a general overview of the issues involved when using MD simulations for studies of
molecular crystals we refer to Nemkevich et al. [91]. All MD simulations have been per-
formed with dl_poly_4.05[134] with input files generated with the help of dl_field[135]
and gdis[136]. The anisotropic isothermal-isobaric (npt) ensemble[137] has been applied
with a barostat and thermostat parameter of 0.4 and 0.04 ps, respectively, to simulate at
a constant pressure of 1 atm. An integration timestep of 0.5 fs was used. Statistics and
trajectories have been recorded every 0.05 and 0.5 ps, respectively. After a three step equi-
libration process (nvt @ 10 K, nvt @ 120 K (β) or 298 K (α), npt @ same temperature), 500
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ps simulations between 120 and 350 K were performed. All the settings are in accordance
with Chapter 3.
For the study of the thermal dependence of the polymorphic properties, the simula-
tion cell consisted of 3x5x2 unit cells containing 240 molecules. To study the transition
mechanism, 20 different trajectories of 500 ps of the β polymorphic form were simulated
at 350 K. This was done for 14 different sizes of the simulation cell: 2x5xc and 3x5xc with
c ranging from 1 to 4, 3x6x1, 3x6x2, 3x7x1, 4x5x1, 5x5x1, and 5x5x2 unit cells. For the sys-
tems 2x5xc the cutoff radius had to be decreased to 9.8 Å. The occurence of partial phase
transitions was followed with the help of two specifically designed distance parameters,
which probe the shifts along the planes and are explained in Section 3.3.3.
Nudged Elastic Band.
The nudged elastic band calculations[147, 148, 151] are performed in lammps[149]. The
14 replicas are connected with a spring constant of 25 kJ/(mol Å2). The time step used
in the damped dynamics for the minimisation of the replicas was 0.5 fs. The starting
structure (denoted as (low-high) in Figure 4.8) was a minimised frame of a trajectory
without a partial phase transition of an MD simulation of the β polymorphic form at
350 K. From there the other initial structures were obtained by shifting over b/2, a/2 and
b/2+a/2. In total 12 atoms were connected between the replicas. The atoms (Cα, Cδ, and
C) were part of four molecules. These molecules formed two pairs which were located in
two interfaces of bilayers. The replicas were minimised with a convergence of the global
force vector of 0.8 kJ/(mol Å). The obtained total energy barrier was divided by 60, the
number of molecules in one bilayer.
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5E N E R G Y B A R R I E R S A N D M E C H A N I S M S I N S O L I D - S O L I D
P O LY M O R P H I C T R A N S I T I O N S E X H I B I T I N G C O O P E R AT I V E
M O T I O N
Understanding solid-solid polymorphic transitions within molecular crystals on the molec-
ular scale is a challenging task. It is, however, crucial for the understanding of transitions
that are thought to occur through cooperative motion, which offer an interesting perspec-
tive for future applications. In this chapter, we study the energy barriers and mechanisms
involved in the β → α dl-norleucine transition at the molecular scale by applying dif-
ferent computational techniques. We conclude that the mechanism of the transition is a
cooperative movement of bilayers through an intermediate state. The results indicate that
local fluctuations in the conformations of the aliphatic chains play a crucial role in keep-
ing the cooperative mechanism sustainable at large length scales. We have characterized
the intermediate state.
This chapter has been published as:
Joost A. van den Ende, Bernd Ensing and Herma M. Cuppen, “Energy barriers and mech-
anisms in solid-solid polymorphic transitions exhibiting cooperative motion”, CrystEngComm
18, 4420 (2016), dx.doi.org/10.1039/c5ce02550h
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5.1 introduction
When a molecular compound is able to crystallize in multiple crystal structures, it ex-
hibits polymorphism[13]. The different crystal structures are called polymorphic forms.
These polymorphic forms can have different properties, which is especially relevant in a
pharmaceutical context, e.g. the recent discovery of the effect of polymorphism on the sol-
ubility of thyroxine[35]. Control of polymorphic forms is challenging, which is reflected
by severe difficulties in obtaining a desired polymorphic form[31, 32] in certain cases.
A part of this challenge is contained in understanding polymorphic transitions within
the solid state[51]. Inhibiting these transitions could extend the shelf-life of pharmaceuti-
cal polymorphic forms. On the other hand solid-solid polymorphic transitions can lead
to spectacular and potentially useful mechanical responses[45]. If these responses occur
under the influence of heating or cooling, one speaks of thermosalient materials.
Polymorphic transitions are driven by a free energy difference. If the relative stability of
different polymorphic forms changes reversibly as a function of temperature, one speaks
of enantiotropically related polymorphic forms. In the case of transformations in which
the parent and daughter phase have similar structures, there is an ongoing debate on
whether the transformation mechanism is martensitic or occurs through nucleation and
growth [50–52]. A martensitic transition is a first-order displacive and cooperative solid-
to-solid transition that proceeds without atom diffusion and with homogeneous lattice
deformation [45, 152]. A true martensitic transition with fully concerted motion would
result in an instantaneous transition. For many thermosalient materials that are thought
to exhibit cooperative phase transitions, the transition is indeed fast (in the millisecond
range) and the near instantaneous transition releases a considerable amount of free en-
ergy that is converted into mechanical work. To date, most information on transitions in
molecular crystals is inferred from X-ray structures before and after the phase transition.
Such an approach does not consider the transition mechanism involved and, e.g., ignores
the possibility of the transition pathways deviating from the direct line between the initial
and final structure.
The α ↔ β polymorphic transition of dl-norleucine[71] serves as an excellent model
system to study phase transitions in molecular crystals that exhibit martensitic behaviour.
The α[131] and β[72] polymorphic forms are very similar. The conformation of the
molecule forming the asymmetric unit is the same in both phases, which are composed of
hydrogen-bonded bilayers being linked together by weakly van der Waals bonded side
chains. The difference lies in the orientation of the bilayers with respect to each other.
This is visualized by the two different colors in Figure 5.1, which differentiate between
the D and L enantiomer. Within the two forms the relative orientations are different, the
difference being a shift of half a unit cell in both the a and the b-direction. Hence, the
transition might involve two shifts in perpendicular directions, which results in three dif-
ferent routes as schematically depicted in Figure 5.2: one direct route and two routes with
intermediate states (I1 and I2). Using Molecular Dynamics simulations we have observed
these two intermediate states. Layers easily slide along the b-directions starting from both
the α form leading to I1 (unpublished results) or β form resulting in I2.
In a previous study we employed Nudged Elastic Band (NEB) calculations to assess
the most likely mechanism (Chapter 4). The only constraints were the initial and final
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Figure 5.1: Overview of the β (top side of the figure) and α (bottom side of the figure) polymorphic
forms. Shown are the ac and the bc-plane. Molecules coloured per element are part of
the unit cell. Uniformly coloured molecules are of the same chirality. On the interfaces
of the hydrogen-bonded bilayers this colouring helps to note the differences between the
polymorphic forms, which consist of shifts in both the b and the a-direction.
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Figure 5.2: A schematic overview of the three possible routes, direct and along a and b, that lead to
a transition from the β to the α polymorphic form. The most likely route as obtained
from Chapter 4 is depicted in orange.
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configurations for each of the five paths in the figure and the method is allowed to freely
probe different routes between them. The most likely mechanism turned out to be a
two-step cooperative mechanism through I1, indicated in orange in Figure 5.2 and we
obtained barriers for all steps.
At this point, we would like to stress that Figure 5.2 is only a schematic representation.
It does not say anything about the mechanism of these shifts, which can either occur
through cooperative motion or by a spreading mechanism where individual molecules
move one at a time in a “zipper”-like fashion. Moreover, it does not say anything about
the exact route of these shifts, they roughly progress along a or b but can also extend in
the two perpendicular directions. For instance, in the Molecular Dynamics simulations,
we observe that intermediate state I2 is formed through a shift not only along b but with
a minor a component as well. I1 was not characterized to the same extent.
A few questions, however, remain. Since the barriers obtained were only for a particu-
lar simulation cell size, it is unclear how these barriers scale with cell size and whether
all different routes exhibit the same scaling behaviour. If this scaling behaviour would
simply be linear in the number of molecules involved, a continuation to macroscopic
scales would result in enormous energy barriers at experimental length scales. The coop-
erative mechanism has to break down at some point. Moreover, these calculations were
performed on the potential energy surface and we know that for polymorphic transitions
the free energy is critical.
In the present chapter, we will address this scaling behaviour and whether we can
see the cooperative mechanism break down for larger cell sizes. We will further perform
dynamics simulations which include temperature and entropy effects and look in more
detail at the exact mechanism of transition, i.e., beyond the schematics of Figure 5.2.
Characterizing I1 is one of the objectives of this chapter.
5.2 β and α polymorphic forms
As mentioned in Section 5.1, the β and α polymorphic forms of dl-norleucine are very
similar, the molecular conformations are nearly identical[145] and both forms consist of
hydrogen bonded bilayers of alternating chiral opposing D and L molecules, as is shown
in Figure 5.1. In order to facilitate the comparison between the two polymorphic forms,
we have used non-standard settings for the lattice parameters as compared to the orig-
inally determined structures: for α P21/a and for β I2/a. Table 5.1 shows the lattice
parameters at 200 K as obtained from MD simulations (Chapter 3) for the two polymor-
phic forms. Clearly visible is the high similarity of all cell parameters and therefore of the
volume of the two different polymorphic forms. This is in contrast with the mechanically
responsive materials exhibiting thermosalient behaviour, which are known to undergo
large anisotropic changes[45] in the cell. However, the β→ α transition can be used as a
model system to calculate the energy barriers of the phase transition through molecular
simulation because of the high similarity between the polymorphic forms.
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Table 5.1: Unit cell information of the β and α polymorphic forms obtained by MD simulations
(Chapter 3) at T = 200 K.
Polymorph β α
a(Å) 10.30 ± 0.02 10.31 ± 0.02
b(Å) 4.64 ± 0.01 4.63 ± 0.01
c(Å) 32.53 ± 0.07 32.55 ± 0.07
β(◦) 102.02 ± 0.26 102.01 ± 0.26
V(Å3) 1520 ± 4 1520 ± 4
5.3 results
The starting coordinates of our simulations are shown in Figure 5.3. They originate from
a snapshot of an MD simulation of the β polymorphic form at 350 K in which no partial
or full phase transitions have been observed. All calculations have been performed with
periodic boundary conditions (PBC) and therefore mimic infinite crystals. This means that
“scaling with size” refers to scaling with the amount of independent molecules within the
simulation cell or bilayer and not to scaling with the number of molecules in a crystal,
which is infinite. When studying the transition from β to α, our aim is to determine the
energy barriers involved in the transition, the scaling behaviour of these energy barriers
as a function of simulation cell size, the followed route (direct or via an intermediate
state), and the mechanism that is governing the transition. To study this last characteristic
it is important that the application of the simulation method does not a priori favour one
mechanism over another. Therefore, we have only constrained 2D distances between one
or two molecular pairs for the input of the simulations (see Figures 5.4 and 5.3). These
molecular pairs are part of both sides of an interface of bilayers. By using atomic distances
between one or two specific molecular pairs, there is no cooperativeness assumed in the
mechanisms underlying the phase transition within the length scale of the periodic box.
Neighbouring molecules within or outside the bilayer are not biased and also the motion
within a molecule is not forced to be cooperative, therefore the mechanism for transitions
is not predetermined.
5.3.1 Nudged Elastic Band calculations
The Nudged Elastic Band (NEB) method[147] is a technique through which the minimum
energy path of a certain process can be studied at 0 K. This is done by constructing a
band of images and minimizing their energy perpendicular to the band while along the
band the images are connected through springs. Convergence of this method leads to the
minimum energy path (MEP). In this chapter we use NEB calculations to probe energy
barriers involved in the β → α solid-solid polymorphic transition of dl-norleucine. In
particular, we study the scaling of the energy barriers with the size and shape of the
bilayers, which gives information about the molecular mechanism of the transition.
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Figure 5.3: An overview of the atoms involved in the NEB, depicted as orange spheres, within the
3× 5× 2 simulation cell. Within the NEB calculations, the third bilayer from the left
is shifted, schematically shown by the black arrow. Alongside this shift multiple images
are constructed. The atoms that are connected with springs between these images are the
orange spheres. The shift of this bilayer affects the two interfaces of which the bilayer is
a part. For the steered MD the biasing is done directly on equivalent atom-atom distance
components between one or two molecular pairs. In this way either one or two interfaces
can be affected. The plane shown is the ac-plane.
By changing the size of the studied simulation cells we probe the influence of finite-
size effects on the transition. The calculations are performed at three different sizes: 6×
5× 2, 3× 10× 2, and 6× 10× 2. In this way, the scaling of the energy barriers can be
studied in comparison with our earlier performed NEB results using 3× 5× 2 [31.13 Å×
23.25 Å× 66.32 Å] cells (Chapter 4) through a doubling of the independent molecules in
both directions (a and b) within the bilayer, separately and simultaneously. This allows
the study of the relative importance of these two directions. Moreover, with the larger
simulation cell sizes, the distance between periodic images becomes larger, which could
lead to a change in the mechanism governing the transitions. All studied cell sizes contain
four bilayers. The description of the sizes refers to the number of crystalline unit cells
which are located within a simulation cell.
Table 5.2 shows the energy barriers for the four different studied simulation cell sizes.
The bold-face values in the second column indicate the barriers normalized to the number
of molecules in the affected interfaces. The table shows that the 3× 10× 2 cell and the
6× 5× 2 cell give the same results and hence the barriers scale isotropically. This is a
first sign of the mechanism being cooperative. A 1D or 2D “zipper” mechanism would
result in a more anisotropic scaling behaviour. We further see that for most routes the
barrier scales linearly with the number of molecules affected. The routes β→ I1, I1 → β,
I2 → α, and α → I2 deviate from this perfect linear scaling behaviour and in all four
cases the proportionality appears to decrease with the number of molecules. For now, we
first consider the consequences of this linear scaling and we return to these deviations
towards the end of the section.
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Figure 5.4: A norleucine molecule in the conformation belonging to the β and α polymorphic forms.
The indicated Cα, Cδ and C are being used in the NEB and steered MD calculations.
Table 5.2: Energy barriers in kJ/mol obtained by NEB calculations for the different simulation cell
sizes. The bold-face values are normalized by the number of molecules in the affected
interfaces.
3x5x2 6x5x2 3x10x2 6x10x2
β→ α 104.0 0.87 205.6 0.86 205.6 0.86 411.2 0.86
β→ I1 75.2 0.63 139.0 0.58 138.2 0.58 270.5 0.56
I1 → α 7.7 0.06 14.9 0.06 14.9 0.06 29.5 0.06
β→ I2 46.0 0.38 89.5 0.37 89.5 0.37 177.5 0.37
I2 → α 100.2 0.83 186.0 0.78 185.0 0.77 354.5 0.74
α→ β 95.3 0.79 186.9 0.78 187.0 0.78 374.1 0.78
α→ I1 50.4 0.42 99.7 0.41 99.7 0.42 199.9 0.42
I1 → β 24.8 0.21 40.5 0.17 39.8 0.17 73.0 0.15
α→ I2 92.0 0.77 168.0 0.70 166.7 0.69 319.2 0.66
I2 → β 47.2 0.39 92.3 0.38 92.3 0.38 182.9 0.38
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A consequence of linear scaling is that the most likely route remains the same for all
sizes. This would be via I1. On this route the highest and therefore rate limiting energy
barrier is lower than the direct shift of the bilayer in both directions (the diagonal in
Figure 5.2) or the route through I2. Although the most likely route is through I1, a shift
along b has the lowest energy barrier starting from β and similarly for α. This agrees
with the findings of unbiased molecular modelling studies, Refs. 74–77 and Chapter 3,
that only observe shifts along this direction.
Another consequence of the linear scaling is that the overall barrier of the transition
becomes very large. Although the amount of available thermal energy scales linearly with
the number of molecules as well, all this thermal kinetic energy needs to accumulate to
movement in the same direction in order to induce a transition. This accumulation will
become increasingly less likely for larger systems.
Indeed earlier Molecular Dynamics simulations (Chapter 4) showed that the β ↔ I2
transitions become less frequent with increasing simulation cell size. The present results
which show linear isotropic scaling, triggered a reanalysis of these Molecular Dynamics
simulations. In these simulations, no bias was applied and only shifts along b (β ↔ I2)
could be observed. For simulations that showed multiple shifts within the simulation
time, we determined the shifting rate per bilayer. These are plotted in Figure 5.5 as a
function of molecules in the bilayers. The circle is the rate based on a single shift. Mul-
tiple points can be observed for 40 and 60 molecules in the bilayer, which is because of
variation in c length. The disagreement for 60 molecules in the bilayer could perhaps be
explained by a lack of statistics since they are based on a small number of transitions.
This does, however, not hold for 40 molecules in the bilayer and here this disagreement
has to indicate that the scaling is not completely isotropic, when increasing the c length.
Let us now assume that the shifts can be described by an Arrhenius law
Rshifts = ν exp
(
−
Eact
RT
)
, (5.1)
with the prefactor ν which is expected to range between 1011 and 1013 s−1, T the simu-
lation temperature, which in this case is 350 K, R the gas constant, and Eact the activation
energy barrier per mole. Assuming linear scaling of the activation barrier with the num-
ber of molecules in the bilayer, this expression can be transformed into
Rshifts = ν exp
(
−
Epm
RT
n
)
, (5.2)
where Epm is the activation energy per molecule and n the number of molecules in the
bilayer. Hence, the logarithm of the rate versus n should yield a straight line with an
intercept of lnν and a slope of −EpmRT . Using our NEB results in Table 5.2 we can make an
estimation for the slope
−
Epm
RT
= −
0.37kJ/mole
350R
= −0.13. (5.3)
The solid line in Figure 5.5 shows the result of a fit of Eq. 5.2 to the data points (crosses)
using both the slope and intercept as free parameters. The circle, not included in the fit,
shows an acceptable agreement with the fitted line. Here the prefactor is found to be
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Figure 5.5: β↔ I2 shifting rate obtained from MD simulations (Chapter 4) with different simulation
cell sizes as a function of number of molecules in a bilayer. The solid and dashed lines
are results of fits of Eq. 5.2 to the data crosses (see text for details). The circle is based on
a single transition.
ν = 4.5 · 1011 s−1 in accordance with the expected range and the slope is -0.11, in very
close agreement with the NEB results. The NEB results give a higher value since these are
obtained with constant volume. In the Molecular Dynamics simulations, one of the cell
angles changes during the transition, which should be the energetically favorable path.
This is in accordance with experimental thermal stage microscopic observation where in
some cases the crystal is found to “wobble” during the transition, but the cell parameters
before and after the transition are again the same, see Ref. 153 and Chapter 4. The dashed
line in Figure 5.5 shows the fit with only the prefactor as a free parameter and −EpmRT =
−0.13. In this case the prefactor results in ν = 2.1 · 1012 s−1.
The obtained expression of the shifting rate allows us to make an estimation of time
scales involved, a system with 300 molecules will slide roughly every 5 minutes from β
to I2 or back. For a system of 620 molecules, a single shift takes already longer than the
lifetime of the Universe. Since the barrier for the full transition to α is higher than for β↔
I2, the scaling is even more dramatic. Clearly, the possibility of a cooperative motion has
to break down at some point. Considering a transition temperature of roughly 350 K and
the obtained barrier from the NEB calculations, for the rate limiting β → I1 transition, a
system of 180 molecules transforms in roughly 3 minutes. This is smaller than the largest
system studied here using NEB calculations which has 240 molecules in a single interface.
At this point, we return to the deviations from the linear scaling and show several
snapshots along the transition path β to I1 –the rate limiting route– for the largest simu-
lation cell. These are shown in Figure 5.6 and include the initial β form, two intermediate
images and the coordinates belonging to the transition state. Focusing on the hydrogen-
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bonded part of the bilayer, full cooperative motion can be observed, since this part moves
gradually and concerted from β to the transition state. This movement further continues
after the transition state. The aliphatic tails of the norleucine molecules show, however,
some deviations from the concerted motion. In the first image along the path, a modula-
tion in the orientation of the tails can be observed: the aliphatic tails show more disorder.
The length scale of this modulation is smaller than the simulation cell and hence not a
direct consequence of the periodic boundary conditions. In the next image, a widening
of the space between the bilayers can be observed, despite the simulation cell being con-
stant in volume. The modulation also appears to have changed. The final image shows
the transition state. In the following NEB images, which are not shown here, the motion
of the bilayer continues while the disorder in the aliphatic chains gradually decreases
and also the gap between the layers decreases. From these images we can draw three
conclusions: (1) the transition also involves movement in the c direction, (2) the transi-
tion is cooperative for the hydrogen-bonded part of the bilayers, and (3) modulations in
the aliphatic chains play a role. The cooperative aspect of the mechanism leads to lin-
ear scaling of the energy barriers with system size. However, the role of the observed
modulations becomes increasingly important with system size, since longer wavelength
modulations will become available. This will result in a lowering of the barrier. We would
like to emphasize that these conclusions do not include any temperature effect and are
purely based on the potential energy surface. We expect that the modulations will be-
come increasingly important for higher temperatures, since more phonon modes will be
excited.
5.3.2 Steered MD
To treat the effect of temperature and allow the simulation cell to change during the the
polymorphic transition, we use steered Molecular Dynamics (MD) simulations[127]. This
is a technique in which a moving harmonic restraint is added to the potential of an MD
simulation and this restraint forces the system to follow a process of interest, which is
in this chapter the β → α solid-solid polymorphic transition. The process takes place at
a finite temperature and because of the restraint, proceeds within a limited amount of
computational time. In contrast to NEB calculations, obtaining information about the bar-
rier using this technique is not straightforward, however, it will allow us to test whether
our conclusions based on the potential energy surface still hold at elevated temperatures
where fluctuations become increasingly important and might change the relative impor-
tance of the different routes in Figure 5.2.
We will steer the transition from β to α in one direction, either along a or b, and
record the effect on the transition along the perpendicular direction. On the basis of the
NEB results we expect steering in the a direction to result in a full transition, since it
takes the system over the rate limiting barrier. Steering along b, on the other hand, is not
expected to lead to a full transition. The effect of slow and fast steering is considered,
and steering of one interface or two interfaces simultaneously, leading to eight different
settings. Table 5.3 shows the results of 160 steered MD simulations, 20 for each setting.
The results confirm the picture from the NEB results. Steering in the a direction leads to
multiple shifts along b. Contrarily, shifting in b, does not result in extra shifts in the a
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-TS-I1
Figure 5.6: Serie of images from β to the transition state on the way towards I1 (β-TS-I1). The
uniformly coloured orange molecules are a guide to the eye.
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Table 5.3: The percentages of full phase transitions, after steering along either the a or b direction.
1pair 2pair
Sim. time a b a† b
50-5-50 ps 95 % 0 % 5 % (100 %) 0 %
100-10-100 ps 100 % 0 % 45 % (100 %) 0 %
† The values in parentheses refer to the percentage of simulations in which a full transition occurred in one of the
two affected interfaces.
direction. Only one of the 20 short simulations in which two interface were shifted along
a simultaneously, resulted in a full transition of both steered interfaces. However, all
simulations resulted in a full transition in one of the two affected interfaces. For several
simulations, also transitions in other interfaces occurred. This is not surprising since shifts
along b were found to occur during unbiased simulations at this temperature as well.
We have visually inspected the trajectories of the steered MD simulations to study
the mechanism of the partial phase transitions. In all 8× 20 = 160 cases, the transition
occurred in a cooperative way, which was not forced a priori since the steering at 2(4) pairs
of atomic distances within a single(double) molecular pair could have induced phase
transitions in different ways. Here, we will show a typical case and zoom in on the
transition mechanism. To probe the movement of bilayers with respect to each other, 1D
distances between molecules of the same chirality can be determined. Figure 5.7 shows
the time evolution of such 1D distances for one particular interface from one simulation
of the (1pair - a - 100-10-100)-category, see Table 5.3. The steered MD simulations force
the a distance of one particular pair of molecules to gradually change in time. Figure 5.7
shows that the average of this 1D distance over the full layer changes abruptly around
45 ps. At the same time, the distance between the layers, indicated by the 1D distance in
c, increases lightly. Along the b direction, not much movement can be observed. Figure 5.8
shows snapshots of this process, corresponding to the three solid symbols in the top panel
of Figure 5.7. The movement along a is not the full a/2. In the top snapshot, the closest
contact (in this projection) between a C in one bilayer is the Cδ of a molecule in the
opposing layer. For the bottom snapshot, it is a C of the same molecule, even after the
shift. This change in local environment is accommodated by a change in the c distance.
Figure 5.7 shows that this c distance remains after the transition.
Around 95 ps, a spontaneous transition in the b direction occurs, which completes the
full transition towards α. Again this is a well-defined transition and snapshots during
the transition indicate that it is cooperative. A substantial distance change in c can be
observed as well as a small change in a, adding up to a full shift over a/2. This small
change in a is visualized in Figure 5.9 in which snapshots in the ac-plane are shown.
Close inspection of the trajectory indicates that these changes in a, do not change the
relative orientation of the layers in the a direction. The increase in 1D distance parameter
corresponding to c is caused by the changes in the simulation cell which change the
direction of the lattice vector c and therefore influences the projection along this vector.
Apparently, this only occurs for the I1 → α and not for the β→ I1 transition.
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Figure 5.7: Time evolution of the 1D distance parameters within a typical steered MD run in the
vicinity of the two transitions, β→ I1 around 45 ps in the top panel and I1→ α around
95 ps in the bottom panel.
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Figure 5.8: Snapshots corresponding to the filled symbols in the top panel of Figure 5.7, the top panel
is at 40, the middle at 44 and the bottom at 50 ps. The uniformly coloured molecules in
orange are a guide to the eye. The plane shown is the ac-plane.
5.3 results 75
Figure 5.9: Snapshots corresponding to the filled symbols in the bottom panel of Figure 5.7, the top
panel is at 90.5, the middle at 95.5 and the bottom at 102.5 ps. The uniformly coloured
molecules in orange are a guide to the eye. The plane shown is the ac-plane.
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In principle, it is possible to use steered MD to determine the free energy profile of a
process through the usage of the Jarzynski equation[128], 〈exp (−βW)〉 = exp(−β∆F), in
which 〈〉 means averaging over an ensemble of different realizations, β = 1/(kBT) and W
is the work performed by the spring. However, to fully exploit this equation, (i) a good
estimate of the average is required and (ii) one needs to use a stiff spring constant[130],
which implies a close following by the spring of the steered variable. We have chosen not
to use the Jarzynski equation for two reasons: requirement (i) is computationally expen-
sive because it requires many different realizations, but more importantly requirement
(ii) limits the choice of the steering variable to including more pairs and it could therefore
force the transition to become cooperative. This would make it impossible to study the
transition mechanism itself.
5.4 discussion & conclusions
Both in the NEB and in the steered MD calculations, the most likely route to go from
the β to the α polymorphic form is by first shifting along a and then over b. We have
characterized the intermediate state and found that the first movement mainly involves
shifting over a, but requires some widening of the layers as well. In the second step, the
layers also move in the a and c direction.
Linear and isotropic scaling of the energy barriers with simulation cell size is a clear
indication for a cooperative mechanism, instead of through a nucleation and growth
mechanism or a 1D or 2D “zipper”-like mechanism. We have observed this linear scaling
to a large extent and indeed found the transition rate to scale exponentially with the
number of molecules involved in the cooperative motion. The consequence of this is that
a size limit for a fully concerted mechanism is easily reached and for this particular
system, we estimate it to be around 180 molecules, which is roughly 10 × 10 molecules in
one side of the interface and 10× 10 molecules in the other side. This small number might
explain why experimentally part of the crystal is found not to transform over the course
of several hours[153]. For these cases, the onset of a possible transition might require
more than 180 molecules to move concertedly. One could imagine that the amount of
molecules required is dictated by the local defect density. The NEB calculations show
that modulations in the conformations of the aliphatic tails can substantially lower the
transition energy barrier, stretching the 180 molecule limit. Although we expect these
modulations to be more important at higher temperatures since phonon modes are more
populated, we could not confirm this hypothesis using the steered molecular dynamics
simulations for two main reasons. Since the simulations are performed at a temperature
of 350 K, the aliphatic tails exert some thermal motion and it is hence hard to discern
the role of additional fluctuations in the transition from snapshots of the trajectory. The
second reason is the relatively small system size. The influence of the modulations only
became apparent in the NEB calculations of the largest system size. The statistical study
we aimed at for this chapter, is too computationally demanding to perform on these
simulation cell sizes. We believe, however, that the conclusions from the steered MD
remain intact even for this larger cell sizes: the transition occurs through I1 and also its
characterization will not change. In a future study we aim to focus more on the possible
role of these fluctuations in polymorphic transitions in general.
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To keep large simulation cells computationally affordable, coarse-grained models are
often applied. These are models in which not all atoms are simulated but a more approx-
imate description of the system is used. Our results show the risk of such an approach
since local conformational disorder cannot be picked up, but this disorder might be the
reason why cooperative mechanisms are still sustainable at longer length scales. Long
biased simulations with large simulation cells could settle this issue. Another possible
outcome could be a mechanism where the formation of a nucleus of the new phase
through cooperative motion, which then grows through propagation in a wave-like man-
ner through the crystal. At the length scale of the initial size of the cluster, classical
nucleation theory and the cooperative mechanism could naturally come together. In this
process defects might hamper the propagation.
To conclude, we like to reiterate the danger of extracting information about transition
mechanisms on the basis of structural information of the initial and final phases. In this
way, intermediate forms will be neglected, with an incomplete picture of the solid-solid
polymorphic transition as a result. Moreover, energy barrier issues can be easily over-
looked.
5.5 simulation methods
The force field, amber[93], and specific settings chosen to study the β → α solid-solid
polymorphic transition of dl-norleucine are the same as in Chapters 3 and 4.
5.5.1 Nudged Elastic Band calculations
In our earlier work considering partial phase transitions in the bc-plane, we showed that
a transition in which one interface is affected results in a change in the shape of the
simulation cell (Figure 3.6), while during a transition in which two interfaces are affected
the shape of the cell only temporarily changes (Figure 3.5). This has implications for the
modelling, since the used implementation of NEB only allows for calculations at constant
volume and shape of the simulation cell. We have therefore chosen to perform the NEB
calculations on a shift of one full bilayer affecting two interfaces, see the black arrow in
Figure 5.3.
All NEB calculations are done with lammps[149]. For all sizes two pairs of molecules
are selected. Both pairs are situated within a neighbouring interface of bilayers. Within
these four molecules, three atoms (Cα, Cδ, and C) are used for the springs with a force
constant of 25 kJ/(mol Å2) between the 14 NEB images spanning the transition path
between the stable β and α structures, see also Figure 5.3. From the initial image, the
end images are constructed by a shift of one bilayer over b/2, a/2 or b/2+a/2, which
affects two interfaces of bilayers. The 12 images in between are constructed as a linear
interpolation and are provided as input for the calculations. All 14 images are optimized
before starting the NEB-calculations, except for the 3×5×2 case. Convergence criteria are
based on the global force vector and are therefore different per size: 3× 5× 2: 0.8 kJ/(mol
Å), 6× 5× 2: 2.3 kJ/(mol Å), 3× 10× 2: 2.3 kJ/(mol Å), and 6× 10× 2: 4.5 kJ/(mol Å).
The timestep for the ‘quickmin’ damped dynamics minimizer[154] is 0.5 fs. A climbing
image[148] stage of the calculation has not been performed. However, since the objective
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is to study trends as a function of simulation cell size, we do not expect this to severely
influence our conclusions.
Effectively, the studied sizes correspond to replicas of the starting coordinates in the
multiples: 2× 1× 1, 1× 2× 1, and 2× 2× 1.
5.5.2 Steered Molecular Dynamics simulations
All steered MD[127] calculations are done with lammps[149] after it has been interfaced
with plumed[155]. Similar to the NEB calculations, the moving restraint is applied to
the Cα, Cδ, and C atoms of pairs of molecules of which both members of the pair
belong to the same interface of bilayers. However, in the case of steered MD there are two
pronounced differences with respect to the NEB. Instead of shifting over b/2 or a/2, the
Cartesian y and z-components of the distances within the pairs are used as a probe for
the crystallographic b and a-direction. Steering occurs over 2.5 Å for the y-distance and
over 5.0 Å for the z direction, which are approximations of b/2 and a/2. When steering
over z, the distances taken into account are Cα-Cα and Cδ-Cδ, when steering over y
the restraint works on Cα-Cα and C-C distances. Another pronounced difference is
the study of both single affected interfaces, which is achieved by steering on one pair of
molecules, and double affected interfaces, which is achieved by steering on two pairs of
molecules. This gives a total of four different set-ups for the steered MD, all beginning
with the starting coordinates as shown in Figure 5.3. Moreover, we use two lengths of
time to steer: 50 ps with 5 ps afterwards for a linear decrease of the spring constant at the
same position of the spring followed by 50 ps without any spring influence and the same
procedure with 100 ps, 10 ps and 100 ps, respectively. Springs corresponding to Cartesian
components of the Cα-Cα distance have a force constant of 250 kJ/(mol Å2) and springs
corresponding to either Cδ-Cδ or C-C have a force constant of 100 kJ/(mol Å2). Stiffer
springs resulted in decomposition of the hydrogen-bonded bilayers, since only one pair
of molecules is steered per interface.
The temperature is 350 K in all cases, which is a temperature where the β polymor-
phic form is metastable and the α polymorphic form is stable. To describe the thermal
fluctuations for each setting, 20 different trajectories are generated through usage of dif-
ferent starting velocities. The simulations are performed in the NPT ensemble[125] at
atmospheric pressure and with a characteristic time scale for the barostat of 400 fs and
for the thermostat of 40 fs. The timestep of integration is 0.5 fs.
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6q - G R I D : A N E W M E T H O D T O C A L C U L AT E L AT T I C E A N D
I N T E R A C T I O N E N E R G I E S F O R M O L E C U L A R C RY S TA L S F R O M
E L E C T R O N D E N S I T I E S
We present a new method to calculate lattice and intermolecular interaction energies
for molecular crystals from electron densities obtained within the crystalline environ-
ment: q-GRID. The electron density is partitioned over a grid, and each grid point is
assigned to a specific molecule. Intermolecular interaction energies are calculated as a
sum of Coulomb interactions between grid points and nuclei of pairs of molecules and
analytical dispersion and repulsion contributions. An advantage of this method is that
the interactions within a molecule are automatically excluded. After a description of the
new method and the computational setup, three test cases representing different classes
of molecular crystals are presented: anthracene, isonicotinamide, and dl-methionine. For
the polymorphic compounds, q-GRID is able to obtain the correct ranking of the poly-
morphic stability. Calculated lattice energies, as a sum of intermolecular interactions, are
in good agreement with sublimation enthalpies. The code of q-GRID is made publicly
available.
This chapter has been published as:
Niek J.J. de Klerk, Joost A. van den Ende, Rita Bylsma, Peter Grancˇicˇ, Gilles A. de Wijs,
Herma M. Cuppen, and Hugo Meekes, “q-GRID: a new method to calculate lattice and
interaction energies for molecular crystals from electron densities”, Crystal Growth & Design,
16, 662 (2016), dx.doi.org/10.1021/acs.cgd.5b01164
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6.1 introduction
With the rapidly increasing computer power in recent years, energy calculations have
become an important tool for chemists. In many studies involving crystallization, the
total cohesive energy of the crystal is the desired property. A prime example stressing
the importance of calculating the energy accurately are the blind tests on crystal struc-
ture prediction[156]. Here the energy difference between different crystal structures is
relatively small in comparison to the crystallization energy. This requires very accurate
energy calculations. The past few blind tests have shown that investing many CPU-hours
in density functional theory (DFT) calculations to construct a tailor-made force field[157]
pays off with respect to general force fields (e.g., Ref. 93). DFT calculations on periodic
systems are becoming more and more routine. A difficulty is the need to incorporate dis-
persion corrections. Many different techniques to do this have been developed; see, for
instance, Refs. 102, 158–160.
To identify packing motifs within crystal structures, the crystallization energy is often
partitioned into different contributions assigned to pairs of molecules. This is shown by
the widespread usage of methods such as Hirschfeld surface analysis[114, 115] and the
PIXEL method[111, 112]. Hirschfeld surface analysis is a method to assign regions within
a crystal structure to molecules on the basis of approximated electron distributions of the
atoms in the molecules. After the assignment, a visual analysis of intermolecular inter-
actions within the crystal can be made on the basis of distance measures or properties
such as “curvedness” or “shape index”[115]. The PIXEL method calculates intermolecu-
lar interaction energies as a sum of different energy terms based upon the unperturbed
electron density of gas phase molecules which are placed in the crystal structure accord-
ing to the space group symmetry. The energy terms are composed of a scaled sum of
Coulomb, polarization, dispersion and repulsion terms. Lattice energies obtained with
PIXEL differ approximately 10% from experimental sublimation enthalpies[161], which
is a good agreement considering the many differences between the idealized temperature-
less calculations and the difficult temperature dependent measurements that are involved.
Other methods are force field or DFT calculations on isolated pairs of molecules. Both
these methodologies have a significant error margin[109, 162], making it difficult to in-
terpret the results obtained, especially when determining the stability order of different
polymorphic forms.
A method to calculate intermolecular interaction energies based on the electron density
within the crystal is the (distributed) multipole method[163], in which electric multipoles
are fitted to an electron density, either experimentally or computationally obtained. Af-
ter the multipoles have been determined the atom-atom interactions are calculated to
determine the intermolecular interaction energies. This method has been used on many
different types of crystal, for example, hydrogen bonded crystals[164], crystals involving
halogen bonds[165] and polymorphic systems[166]. But when the electron density is ob-
tained from DFT calculations the results of the multipole method depend on the used
basis set, DFT-functional and partitioning scheme [167]. The large influence of the DFT
parameters is caused by partitioning the electron density over the atoms, making the
method sensitive to small perturbations in the electron density.
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The interaction strength between the individual molecules in a crystal is not merely
an intuitive tool to try to understand the crystal structure. It is necessary information
for several applications such as morphology prediction[109], nucleation simulations[110],
and crystal growth simulations[108]. Crystal growth and nucleation simulations have
been applied to show how anisotropy in the interactions can explain the growth of needle-
shaped crystals[108, 168]. Moreover, it has been shown that it is important to make the
error in the intermolecular interaction energies as small as possible since small differences
can have strong influence on the results[109].
When considering the methods to calculate intermolecular interaction energies men-
tioned above, we see that they either make quite crude approximations when calculating
intermolecular interaction energies, or require calculations on the isolated molecules that
form the molecular pairs. To obtain more reliable intermolecular interaction and lattice
energies, a method is needed that takes the small differences between different crystal
structures into account. This is of specific importance for polymorphic compounds. The
results of force fields show that using (a limited number of) atom-atom potentials is too
simplistic to accurately describe intermolecular interaction energies. A combination of
classical force fields with ab initio calculations for one- and two-body terms enhances the
precision of lattice energies.[169–171] However, the treatment of the ab initio terms can
form a problem when the conformation of the molecules changes from the gas phase
to the crystalline environment. The results obtained with DFT calculations on isolated
dimers show the importance of the effects of neighboring molecules in the crystal[162].
A new generation of force fields includes polarization and aims to account for this.[172]
Another option is to carefully parametrize the force field at the cost of transferability, see,
for example, Refs. 157 and 161.
We propose a new method to calculate both intermolecular and lattice energies. In this
method the molecular electronic densities within the crystal are considered as the essen-
tial entities; hence no approximation using isolated molecules is required. In this way,
we circumvent the polarization problem, and moreover we can use the obtained energy
terms without any scaling. The electron density is partitioned on a grid and each grid
point is assigned to a molecule. Electrostatic interactions between grid points and nuclei
are then calculated and these are the most fundamental outcome of the method; hence
the name q-GRID. Analytical dispersion and repulsion contributions on the basis of the
nuclear positions are added to this. The electron density could be obtained either experi-
mentally or computationally. In the test cases presented in this chapter, the densities are
obtained with DFT-D2[102].
Within this chapter, the newly proposed q-GRID method is described in Section 6.2.
This is followed by an overview of the computational details and setup of the calcula-
tions in Section 6.3. A set of three test cases is presented in Section 6.4. The molecular
crystals that have been studied are anthracene, isonicotinamide, and dl-methionine. They
form representatives of three different classes of molecular crystals. Anthracene is a van
der Waals bonded crystal, and isonicotinamide is a hydrogen-bonded crystal known to
form in five different polymorphic forms. The last test case, dl-methionine, might be
considered as extra challenging since it is a case of conformational polymorphism and
it is not straightforward to treat a zwitterionic system such as this naturally occurring
amino acid from an isolated molecule perspective.[173] Evaluation of the q-GRID results
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ideally should be done by a comparison to highly accurate intermolecular interactions
between pairs of molecules. Unfortunately, we have only been able to do this evaluation
for anthracene and were forced to compare the results with experimentally and compu-
tationally determined lattice energies for isonicotinamide and dl-methionine. The article
finishes with a discussion on the q-GRID method and conclusions (Sections 6.5 and 6.6).
6.2 the q-grid method
As mentioned before, we use the electron density in the crystal to calculate intermolecu-
lar interaction energies directly. To describe intermolecular interactions, we only calculate
the van der Waals and Coulomb interactions between molecules. Our proposed method
sums over the full charge distribution, effectively avoiding the multipole expansion, and
therefore treats the induced dipoles and multipoles in a more direct way than multipole
methods. Hydrogen bonding is incorporated in this scheme through the precise descrip-
tion of the electron density, thus we do not need to introduce an extra energy term for
it.
The q-GRID method can be divided into four steps (shown graphically in Figure 6.1).
First, an electron density grid is needed, which can be obtained either experimentally,
or by theoretical calculations (e.g., using vasp). Second, each grid point is assigned to a
molecule. Third, periodic boundary conditions (PBCs) are applied to make the molecules
fully connected. Finally, the intermolecular interaction energies are calculated.
We use Bader’s atoms in molecules (AIM) scheme[116] to partition the electron density
among the atoms. Based on covalent radii we determine for each atom to which molecule
it belongs and thereby we effectively change the AIM approach into a molecules in a crys-
tal (MIC) scheme. In this approach, indirectly, the zero flux surfaces between molecules
are used as dividing surfaces, thus introducing strict borders between molecules. This
implies neglecting significant overlap of the electron density of different molecules, but
we expect that this assumption can be made; for van der Waals crystals, this already has
been shown by Berland et al. [174]. We are aware that the Bader analysis can have con-
vergence problems[175], but obtaining neutral molecules is an easy test for convergence
in most cases. Therefore, we consider the Bader analysis a reliable tool for partitioning of
electron density over different molecules, which makes it possible to compare the influ-
ence of different computational methods on the electron density distribution within the
crystal.
After the Bader analysis is performed, we have a precise description of the electron
density and the shape of the molecular electron cloud. This allows us to describe the
Coulomb interaction between molecules A and B in terms of electrostatic nucleus-nucleus
(ZiZj), nucleus-grid point (Ziql and qkZj), and grid point-grid point (qkql) interactions:
ECoulombAB =
1
4pi0
NA∑
i=1
NB∑
j=1
ZiZj
Rij
+
NA∑
i=1
nB∑
l=1
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+
nA∑
k=1
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j=1
qkZj
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+
nA∑
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nB∑
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qkql
Rkl
 (6.1)
where N is the number of nuclei in each molecule, n is the number of grid points for
each molecule, Z is the (effective) core charge for each atom, q is the electron density
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(I) Obtain electron density grid.
(II) Assign each grid point to a molecule.
(III) Apply PBC to make the molecules fully
connected.
(IV) Calculate the interaction energy between
molecules.
Figure 6.1: Four steps of the q-GRID method.
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at a grid point, and R is the distance between two charges. The core charge Z depends
on whether an all-electron or a valence-electron calculation is performed; in the case of
a valence-electron calculation, the core charge is replaced by the negative value of the
valence charge of the atom.
The Coulomb energy described in Eq. 6.1 is the most fundamental property of the
method. To approximate the total energy between the interacting molecules, in the q-
GRID method van der Waals interactions are approximated by a functional form similar
to the ones used in force fields:
EC6AB = −
NA∑
i=1
NB∑
j=1
√
C6,iC6,j
R6ij
(6.2)
EC12AB =
NA∑
i=1
NB∑
j=1
1
2 (R
vdw
i + R
vdw
j )
6
√
C6,iC6,j
R12ij
(6.3)
where N represents the number of nuclei in each molecule, Rij is the distance between
the nuclei, C6 are the C6-coefficients, and Rvdw are the van der Waals radii. To make
the method self-consistent, the same C6 values are used as in the DFT-D2 calculations
that were applied for the electron density calculation. Since the repulsion term is already
included in the DFT-D2 method through the exchange-correlation contribution, the C12
coefficients are constructed from the C6 and Rvdw, both given by Grimme [102].
Using Eqs. 6.1-6.3 the intermolecular interaction energy between two molecules (EinterAB )
is given by
EinterAB = E
Coulomb
AB + E
C6
AB + E
C12
AB (6.4)
And the total intermolecular interaction energy (Elattice, per mole of molecules) of the
crystal is
Elattice =
1
2
1
M
∑
~g
M∑
i=1
M∑
j=1
j6=i
if ~g=~0
Einterij,~g (6.5)
where ~g are all lattice vectors that are taken into account,M is the number of molecules in
each unit cell and the factor of 12 corrects for double counting. The condition j 6= i if ~g = ~0
leaves out the interactions within a molecule from the calculation. We define the sum of
all interactions within a molecule as the monomer energy.
6.3 setup
Crystal structures of the test systems were taken from the Cambridge Structural Database
(CSD)[6]. Optimization of the atomic positions and lattice parameters (keeping the space-
group symmetry fixed) was performed using the crystal09 software package[176] at
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the DFT-D2 level using the B3LYP functional with an added Grimme potential and the
6-31G** basis set. After optimization a valence electron density grid was obtained by
performing a single point run with the Vienna Ab Initio Simulation Package (vasp)[177]
(because the density grids obtained with crystal09 were not charge neutral1). In princi-
ple, all DFT calculations could have been done with vasp. However, the usage of crys-
tal09 was part of the chronological development of the method and our learning process
involved.
In the vasp calculations, the interactions between valence electrons and atomic cores
(including core electrons) were described with the projector augmented wave (PAW)
method[178, 179]. Standard PAW data sets as provided by vasp were used. The plane
wave kinetic energy cutoff was 400 eV, and the functional was PBE. For both the crys-
tal09 and vasp calculations, a moderate k-point mesh was used (usually 4× 4× 4).
For this study, the valence electron charge density was calculated on a grid with 20
points/Å using vasp. vasp calculates the so-called compensation charge density when
determining a density grid, unlike crystal09, which discretizes the direct density. In
the interstitial region, the compensation charge density is just the valence charge density.
Inside the PAW spheres, the true valence charge density is approximated by a soft charge
density whose electrostatic (ES) potential is described by the same multipole expansion
(see Ref. 179 for details). Hence it reproduces the correct ES potential on neighboring
molecules, and moreover it ensures charge neutrality when using a discrete grid.
The density grid obtained in this way was used for the calculation of intermolecular
interaction energies with the method described in Section 6.2. For the partitioning of the
electron density, we used the near-grid method of Tang et al. [175] as implemented in the
Bader program[180, 181]. We added routines to the Bader program to construct molecules
based on the atomic positions and to calculate the interactions between the molecules.
Interactions were calculated up to 1 unit cell distance, unless stated otherwise.
For the calculations of grid point-grid point and nucleus-grid point interactions mes-
sage passing interface-routines (MPI-routines) were implemented so the calculations could
be performed on parallel processors. Calculations were performed on a cluster of 48 AMD
Opteron 6176 2.3 GHz processors running on Ubuntu Linux.
Please note that the full geometry optimization as described in the first paragraph of
this section is not an inherent step of the q-GRID method. Depending on the objective of
the study, a choice can be made at which level the optimization takes place: for example
only hydrogen atoms or no optimization at all. In the development of the q-GRID method,
we have chosen for optimization of both the atomic positions and the lattice parameters.
6.3.1 Speeding up
For the Bader analysis to converge, a very dense grid is needed; in this study a grid with
20 points/Å in each of the three crystallographic directions has been used. Such a dense
grid leads to a number of grid points on the order of 106 for a typical unit cell, which
would require around 1012 interactions to be calculated.
1 Crystal09 v2.0.1 User’s manual states about the charge density file (p. 164): “The sum of the density values divided
by the number of points and multiplied by the cell volume (in bohr, as printed in the output) gives a very rough
estimate of the number of electrons in the cell.”
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To make the calculation time feasible, we decreased the number of grid points with an
approach similar to the one used in the PIXEL method[182], in which neighboring grid
points are combined within a [−n1,n1]× [−n2,n2]× [−n3,n3] region. In order to retain
as much of the original electron density representation as possible, the new position of
the combined points (rnew) is determined by the weighted average of their old positions
(rijk), with the charge at each point (qijk) being the weighting factor:
rnew =
1
qcomb
n1∑
i=−n1
n2∑
j=−n2
n3∑
k=−n3
qijkrijk (6.6)
where qcomb is the sum of the charges which are to be combined.
In principle, the number of grid points could decrease by a factor of 27 for n1 = n2 =
n3 = 1. However, at the edges of the molecules, only neighboring grid points that belong
to the same molecule are combined; neighbors belonging to different molecules are not
combined. In this way, the Bader surface of the molecules will stay intact, and only points
closer to the nuclei will be part of a coarser description. Moreover, in practice this means
that the reduction in the number of grid points is around a factor of 20.2
This approach significantly decreases the number of grid points, while keeping a pre-
cise partitioning at the edges of the molecules. The reduction in calculation time of the
interaction energies is around a factor of 400, thus reducing calculation times from days
to minutes on a cluster with 48 cores.
6.4 results
To test the performance of the q-GRID method, calculations on three different types
of molecular crystal were performed. A van der Waals bonded crystal (anthracene), a
hydrogen-bonded polymorphic system (isonicotinamide) and an amino acid exhibiting
conformational polymorphism (dl-methionine).
Since an intermolecular interaction energy cannot be determined experimentally, the
lattice energy (Eq. 6.5) is used for comparison with experimental values of the sublima-
tion enthalpy. By definition the sublimation enthalpy and the lattice energy differ by PV .
Moreover, Eq. 6.5 does not account for changes in zero point energy, in kinetic energy, and
in conformational energy between the gas and crystal phase. The combination of the first
two of these effects can be approximated by a 2RT ≈ 5 kJ/mol reduction of the absolute
value of the lattice energy to obtain an estimate for the sublimation enthalpy[183, 184].
However, many parameters in empirical force fields, including the dispersion corrections
in DFT-D2, are obtained from a fitting procedure that is based on room temperature
structure information and is often scaled with respect to experimental sublimation en-
thalpies and energies, directly leading to a thermal influence on the force field. Further-
more, experimental sublimation enthalpies for a specific compound vary heavily between
different publications in the literature; these variations can be larger than the reported er-
ror margins, for example, anthracene in Ref. 185. These variations can be due to the
2 Because at the edges of molecules not all neighbours belong to the same molecule, not all neighbours can be
combined. We chose to combine the gridpoints which belong to the same molecule as the middle gridpoint (n1 =
n2 = n3 = 0), and in a later step combine the gridpoints which belong to other molecules.
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Table 6.1: Comparison of intermolecular interaction and lattice energies (in kJ/mol) obtained with
different methods for anthracene.a
force fields [188] QM methods [162]
interaction Ref. 189 Refs. 190, 191 SCS-MP2 B2-PLYP-D3 q-GRID
AB [000] -28.6 -25.8 -28.15 -30.97 -25.3
AA [010] -14.9 -20.9 -16.82 -22.08 -19.4
AB [001] -6.5 -7.3 -5.48 -7.89 -8.1
AA [001] -4.4 -3.8 -2.48 -4.68 -5.5
AA [101] -3.3 -2.7 -2.42 -2.11 -1.3
AA [100] -2.7 -1.5 -0.82 -1.31 -0.9
lat. energy -104.5 -102.7 -96.68 -110.54 -97.6
a The experimental sublimation enthalpy is 101.9 ±1.3 kJ/mol [186].
inherently difficult experimental determination of the sublimation enthalpy in which im-
purities, defects, different polymorphic forms, conformational energy changes, possible
dissociation of molecules and the amount of measured process gases are possible sources
of variation from one measurement to another. Because of all these considerations, the
lattice energies reported in this chapter are not corrected when compared with the exper-
imentally determined sublimation enthalpies. Please note that this does not influence the
stability ranking for different polymorphic forms obtained within a particular method.
6.4.1 Anthracene
Anthracene is a van der Waals bonded crystal for which only one crystal form is known;
its experimental sublimation enthalpy is 101.9 ± 1.3 kJ/mol [186]. We used the crystal
structure of CSD reference code ANTCEN09[187] as a starting point for our calculations.
In Table 6.1, the intermolecular interaction energies and lattice energies obtained with
force fields[188] and quantum mechanical methods (QM-methods)[162] are compared
with the q-GRID method; the interacting dimers are shown in Figure 6.2.
Sancho-Garcia et al. [162] used different quantum mechanical methods (among others:
Møller-Plesset perturbation theory (SCS-MP2) and DFT with two- and three-body dis-
persion interactions (B2-PLYP-D3)) to determine the interaction energies between dimers.
They used a large basis set (def2-QZVP) to avoid the basis set superposition error (BSSE).
Grancˇicˇ et al. [188] tested different force fields, which in general are computationally
much less intensive than the quantum mechanical methods, by probing both dimer and
crystal properties of anthracene. They showed that the isoPAHAP[190, 191] force field,
which is fitted to a set of SAPT(DFT) calculations, performs very well. This is reflected in
the agreement between lattice energy and sublimation enthalpy. The Dreiding[189] force
field lies also within 2.5 kJ/mol of the sublimation enthalpy, but other force-fields show
larger errors[188]. Considering the lattice energy, the q-GRID method differs approxi-
mately -4 kJ/mol from the sublimation enthalpy. This might be an indication that the
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Table 6.2: Different energy terms involved in the leading intermolecular interactions as calculated
with the q-GRID method.a
Interaction EinterAB E
Coulomb
AB E
C6
AB E
C12
AB
AB [000] -25.3 -1.5 -27.4 3.5
AA [010] -19.4 -3.7 -17.7 2.0
AB [001] -8.1 -0.7 -8.5 1.1
AA [001] -5.5 0.3 -6.8 1.0
AA [101] -1.3 0.2 -1.5 0.0
AA [100] -0.9 0.2 -1.1 0.0
a All energies are denoted in kJ/mol.
Figure 6.2: Interacting dimers in the anthracene crystal, reproduced (with modifications) from
Sancho-Garcia et al. [162]. Adapted with permission, copyright 2013 American Institute
of Physics
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Table 6.3: Convergence behaviour of the lattice energy and the separate contributions of which it is
composed as a function of the number of unit cells in each direction which are taken into
account.a
size Elattice ECoulomb EC6 EC12
1× 1× 1 -97.6 -7.3 -102.6 12.3
2× 2× 2 -99.4 -7.3 -104.4 12.3
3× 3× 3 -99.6 -7.3 -104.7 12.3
4× 6× 3 -99.7 -7.2 -104.8 12.3
a All energies are denoted in kJ/mol.
choice to neglect the 2RT correction is an appropriate one. Gavezzotti has also performed
calculations on anthracene with the PIXEL method (-104.2 kJ/mol) and the AA-CLP clas-
sical force field (-101.9 kJ/mol)[161].
It is not possible to determine intermolecular interaction energies experimentally. How-
ever, SAPT(DFT), on which isoPAHAP is based, is a highly accurate ab initio method for
the determination of interaction energies. Therefore, we consider the isoPAHAP results
as leading. With the q-GRID method, we have the best overall agreement for the two
strongest interactions with respect to the other methods. Furthermore, q-GRID and the
other methods reproduce the order of the interaction energies as obtained with isoPA-
HAP. Table 6.2 shows the different energy terms of which EinterAB is composed.
Table 6.3 shows the convergence behaviour of the lattice energy and the constituent
terms as a function of the studied system size. Taking into account interactions up to 1
unit cell distance is not sufficient for good convergence of the lattice energy due to the not
yet converged EC6 term. One would perhaps expect this to happen for the ECoulomb term,
which has a R−1 dependence; however within anthracene this term is not as important as
the EC6 term. Interestingly, taking more unit cells into account brings the lattice energy
closer to the experimental sublimation enthalpy. Please note that the main objective of q-
GRID is to calculate interactions between pairs of molecules. The leading intermolecular
interactions, which are shown in Table 6.1, are all contained within the smallest size.
6.4.2 Isonicotinamide
For isonicotinamide, five different crystal forms are known (CSD reference codes EHOWIH01
to EHOWIH05)[192–194], to which we will refer as forms I to V. The large number
of crystal forms is caused by the many different hydrogen bond-motifs that isonicoti-
namide can make with its N-, O- and NH2-groups. The combination of hydrogen bond-
ing, electrostatic- and van der Waals interactions makes this a challenging system, and
therefore a good system to test the performance of the q-GRID method. In principle,
there are differences between the molecular conformations in the different polymorphic
forms. These are small, however, and therefore we expect isonicotinamide to be a case of
“conformational adjustment” instead of “conformational change”[14]. Hence, energetic
differences between the molecular conformations are not taken into account.
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Table 6.4: Lattice energies (in kJ/mol) obtained using crystal09 the q-GRID method and the ex-
perimental stability ranking[193, 194, 197] at room temperature for the various forms of
isonicotinamide.a
Z ′ CRYSTAL09 q-GRID method stability ranking
form I 1 -171.8 -98.9 1
form II 2 -168.7 -95.0 3
form III 1 -170.7 -97.3 2
form IV 3 -169.1 -94.8 4
form V 1 -169.2 -96.1
a The experimental sublimation enthalpy is 99.9 (±4.9) kJ/mol[195, 196]. Z′ denotes the number of molecules in
the asymmetric unit.
The experimental sublimation enthalpy of isonicotinamide is 99.9 ± 4.9 kJ/mol[195,
196]; it is unknown for which form this was measured. In Table 6.4, the lattice energies
obtained with the q-GRID method are presented.
The lattice energies obtained with the q-GRID method compare very well to the ex-
perimental value; the differences are between -1.0 and -5.1 kJ/mol, and for only one of
the forms the lattice energy lies outside the experimental uncertainty. Although the dif-
ference in lattice energy between the forms is small, the stability ranking of forms I, II,
III, and IV corresponds to the experimental stability ranking at room temperature, which
can be obtained from the combined information of Li et al. [193], Eccles et al. [194], and
Kulkarni et al. [197]. Form V is reported to transform toward form I upon grinding.[194]
The obtained stability ranking states that this is a transition from a metastable towards a
stable polymorphic form. The lattice energies calculated using crystal09 are obtained by
subtracting the optimized monomer energy in a large fixed box (40 Å× 40 Å× 40 Å) from
the energy of the full crystal. The stability ranking is quite well reproduced. However, the
absolute values of the lattice energy are much larger than the sublimation enthalpy. This
is partially due to the basis set superposition error and perhaps the specific settings used.
The usage of the option “MOLSPLIT” within crystal09 resulted in similar results for the
lattice energy.
In Figure 6.3 the strongest symmetrically inequivalent intermolecular interactions are
shown for each form. For all forms the number of interactions with similar highest
strength equals Z ′ (see Table 6.4). Our calculations show that the dimer in which the
amide groups point directly to each other, which is only present in Form I, has an in-
teraction energy of -47.7 kJ/mol. The strongest interactions in the other forms consist of
dimers that lead to structural chains and they have interaction energies between -29.4
and -33.2 kJ/mol. These dimers look very similar but are slightly different because of val-
ues of Z ′ higher than 1 and because of differences between the unit cells of the different
forms. Unfortunately, to the best of our knowledge there are no calculated interaction
energies reported for this compound in the literature, so we are unable to verify our re-
sults in that regard. The decomposition in the three different energy terms of the leading
intermolecular interactions is shown in Table 6.5.
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Figure 6.3: Strongest intermolecular interactions for each form of isonicotinamide. The dimer shape
in form I is clearly the strongest. The other forms possess interactions with a similar
strength and configuration of the dimers.
Table 6.5: A decomposition of the leading interaction energies, which are depicted in Figure 6.3.a
interaction EinterAB E
Coulomb
AB E
C6
AB E
C12
AB
form I dimer 1 -47.7 -53.5 -15.6 21.4
form II dimer 2 -30.1 -26.5 -11.8 8.1
form II dimer 2 -29.4 -25.9 -12.2 8.7
form III dimer 1 -29.7 -24.8 -10.3 5.5
form IV dimer 1 -30.8 -26.4 -11.7 7.3
form IV dimer 2 -29.7 -26.6 -11.8 8.7
form IV dimer 3 -29.4 -24.8 -10.5 5.9
form V dimer 1 -33.2 -30.4 -13.0 10.2
a Changes between the interaction energies come from all three energy terms.
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Kulkarni et al. [197] showed that the solvent has a large effect on which form of isoni-
cotinamide crystallizes and that the amide-connected dimer structure (form I) crystallizes
preferentially when amide-connected dimers are present in solution.3 Moreover, they
showed that the other metastable forms are only found when amide-connected dimers
are absent from the solution. This can be explained with the intermolecular interaction en-
ergies shown in Figure 6.3, since it costs much more energy to break an amide-connected
dimer than the energy gain of formation of a dimer that can be incorporated in a chain-
like structure.
An important step in the q-GRID method is averaging over grid points (as described
in Section 6.3.1), since this allows for a very dense electron density grid for the Bader-
analysis, while making the interaction calculation computationally feasible. Isonicoti-
namide Form I has a small unit cell which allows for testing the influence of grouping
grid points. The difference between a calculation without grouping and with grouping
of n1 = n2 = n3 = 1 was found to be 0.1 kJ/mol (0.1%) in the lattice energy, and
with n1 = n2 = n3 = 2, the difference became 0.3 kJ/mol (0.3%). The largest differ-
ence in intermolecular interaction energy was 0.2 kJ/mol (0.4%) and 0.6 kJ/mol (1.3%)
for n1 = n2 = n3 = 1 and n1 = n2 = n3 = 2, respectively. When considering that
calculation times decreased from days to minutes compared with n1 = n2 = n3 = 0, we
deemed the introduction of such a small error acceptable.
6.4.3 dl-methionine
The racemic crystal of the naturally occurring amino acid methionine is found in at
least two different polymorphic forms. This was first recognized by Mathieson[139]. Both
polymorphic forms, β stable at temperatures below 326 K and α stable above this tem-
perature, consist of hydrogen bonded bilayers, which can be generated from a single
molecule (Z ′ = 1). The differences between them are twofold: a shift of each bilayer
with respect to its two neighbors and a conformational change in the side chain of the
molecule. Hence, dl-methionine is an example of a compound exhibiting conformational
polymorphism[14] and is therefore an interesting test case for the q-GRID method.
As input for the calculations, recently published redeterminations[56, 70] (CSD refer-
ence codes DLMETA07 and DLMETA08) have been used. For the α polymorphic form[70],
the structure was reported to be slightly disordered along the side chain with an occu-
pancy factor of the minor orientation of 0.0491. For the optimization of the structure, only
the positions of the major orientation are taken, which is reported to worsen the R-factor
to 0.0568.[70] This value is still much better than the other entries for the α polymorphic
form in the CSD. Due to the zwitterionic nature of methionine and the expected impor-
tance of long-range contributions to the interaction energy, the set of unit cells used were
2× 5× 3 for α and 3× 5× 1 for β, which ensured that all interactions within the first
22 Å are taken into account. The grid of electron densities contained negative values
close to the sulfur nucleus. Please remember that the charge density in the vicinity of the
nuclei is not the physical charge density but a soft “pseudo” charge density constructed
3 These authors swapped the numbering for form I and form II, our form I is their form II and vice versa.
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Table 6.6: An overview of the lattice energies and its components and conformational energy differ-
ence of the α and the β forms of dl-methionine.a
polymorphic form α β α−β
Elattice -150.7 -156.4 5.7
ECoulomb -136.3 -138.2 1.8
EC6 -82.6 -86.7 4.0
EC12 68.2 68.4 -0.2
conformational energy -1.5
total 4.2
a All reported values are in kJ/mol.
to yield the correct electrostatic potential at larger distances. Therefore, these negative
densities are a consequence of using the compensation charge density.
The results of the lattice energies and the components of which they are composed
obtained using q-GRID for the two forms are presented in Table 6.6. To make statements
about the relative stability of the forms, the energetic difference between the conforma-
tions needs to be added to the differences in lattice energies. To obtain this energy, a
single point calculation of a single molecule of the two forms after an optimization of the
H-atoms was done; these calculations were performed using crystal09[176]. Table 6.6
shows that the lattice energy is lower and the conformational energy of the molecule
is higher in the β polymorph. The sum of these contributions makes the β polymorph
approximately 4.2 kJ/mol more stable than the α polymorph. This order of stability is
expected since the β polymorph is the most stable one at low temperatures[144]. It is not
straightforwardly possible to compare the lattice energy to the sublimation enthalpy of
dl-methionine, 134± 8 kJ/mol[185], since the methionine molecules in the gas phase are
in the neutral form and have to undergo an internal change from their zwitterionic form
upon sublimation. However, the neutral form is energetically more stable and this inter-
nal change will decrease the crystallization energy. For a related amino acid, l-alanine, it
is shown that the zwitterionic form is unstable in the gas phase in a B3LYP DFT calcula-
tion and that it therefore is not possible to obtain an estimate for the conversion energy
of this compound.[198]
Figure 6.4 shows the molecular interaction energies as a function of the distance be-
tween the molecules. As one would expect, at short distances there are some large at-
tractive and repulsive interactions, while at larger distances the interaction energies go to
zero. The differences in intermolecular interaction energies between the α and the β form
are mainly dominated by the strongest attractive interactions which are highlighted in the
rectangular boxes. The sum of these interactions is -148.4 kJ/mol for α and -153.5 kJ/mol
for β.
This directly indicates that the strongest attractive interactions form the majority of
the total interaction energy and that the lattice energy difference between the forms (5.7
kJ/mol) is dominated by the difference in these strong short range interaction energies
(5.1 kJ/mol). The strongest intermolecular interactions are depicted in Figures 6.5 and
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Figure 6.4: Molecular interactions within distances of 30 Å for the α and β form of dl-methionine.
The rectangular boxes highlight the strongest attractive interactions, which are depicted
in Figures 6.5 and 6.6.
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Figure 6.5: Molecules involved in the strongest attractive interactions (depicted in the rectangular
boxes in Figure 6.4) are shown for the α polymorph. To visualize the differences between
them, dimers 1 and 2 are shown from two perspectives, while dimer 3 is only shown
from one perspective.
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Figure 6.6: Molecules involved in the strongest attractive interactions (depicted in the rectangular
boxes in Figure 6.4) are shown for the β polymorph. To visualize the difference between
them, dimers 1 and 3 are shown from two perspectives, while dimer 2 is only shown
from one perspective.
Table 6.7: Decomposition of the leading interaction energies which are depicted in Figures 6.5 and
6.6.a
Interaction EinterAB E
Coulomb
AB E
C6
AB E
C12
AB
α dimer 1 -62.4 -58.2 -21.0 16.7
α dimer 2 -44.1 -50.2 -15.2 21.3
α dimer 3 -41.9 -53.8 -14.3 26.2
β dimer 1 -59.3 -55.4 -23.0 19.1
β dimer 2 -49.0 -60.4 -14.2 25.7
β dimer 3 -45.2 -44.6 -20.7 20.2
a Changes between the interaction energies come from all three energy terms.
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6.6, these figures also clearly show the conformational differences between the two forms.
Interestingly, the order of the dimer motifs based on their interaction strength changes
between α and β. For β, the widest dimer is ranked at the second place, while for α it is
ranked third. The decomposition in the three different energy terms is shown in Table 6.7.
6.5 discussion
The results presented in the previous section show the capabilities of the q-GRID method
for three different classes of molecular crystals. In all cases, the lattice energies agree
well with the experimentally obtained sublimation enthalpies. In the polymorphic cases
(isonicotinamide and dl-methionine), this resulted in a correct prediction of the stability
order of the different forms. This shows that the q-GRID method is applicable to various
kinds of molecular crystals without the need for any scaling of the energies involved,
which is another major difference compared with methods based on the electron density
distribution of isolated molecules, see for example Refs. 111 and 113. Moreover, in these
isolated molecule methods, approximations need to be made to treat the overlapping
electron densities when placing molecules in the crystal; these are automatically avoided
within q-GRID. The only adjustable parameters in the method are the number of unit
cells up to which interactions are calculated, in order to be sure about the convergence
of lattice energies, and the level of grouping of the grid points, which can lead to a sig-
nificant reduction of calculation time but also slightly reduces the accuracy. The q-GRID
method is not yet applicable to determine lattice energies of ionic crystals or crystals with
a permanent dipole in their unit cells, due to the long-range behavior of the ion-ion and
dipole-dipole interactions. Because the q-GRID method bears some resemblance to the
methods developed by Yu et al. [199] and Krogel et al. [200], which partition DFT energies
over atomic centers in order to calculate properties such as surface and defect energies
in inorganic crystals, the energy partitioning described by them might be helpful in the
further development of the q-GRID method.
Up to now, we have not thoroughly tested the influence of the functional, basis set,
or other computational settings on the q-GRID method. For the multipole method,[167]
a strong influence was found, which is mostly likely caused by a different partition-
ing of the charge over the atoms inside the interacting molecules, which determines the
multipoles on the individual atom sites. The q-GRID method only partitions electron
density over molecules. This not only involves fewer boundaries, but the boundaries be-
tween molecules are also much better defined, and we can take advantage of the charge
neutrality of the molecules. We therefore expect the DFT settings to have a minor influ-
ence on the final q-GRID results. Indeed, we have performed a q-GRID calculation on a
PBE-D2 optimized anthracene crystal structure. For this calculation, the obtained lattice
energy was 1.1 kJ/mol lower (-96.5 kJ/mol) than for the B3LYP-optimized structure, and
the largest absolute deviation for an individual contribution was 0.5 kJ/mol. It would
also be interesting to investigate how well the q-GRID method works for experimentally
determined electron densities. For multipole-methods, these kind of studies have been
performed[164–166].
For this proof-of-principle study of the q-GRID method, we have chosen to use a sim-
ple expression for the dispersion and repulsion interactions, a modification of the DFT-D2
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implementation of dispersion interactions. This is based on (empirical) atom-atom inter-
actions, which was easily implemented in our code. However, such a simple potential
might not be applicable to more complex systems, and it might be necessary to replace
Eqs. 6.2 and 6.3 with other descriptions for the dispersion energy.[106]
With q-GRID, the lattice energy of molecular crystals can be obtained in a straightfor-
ward way, due to the avoidance of the calculation of the monomer energy of the constitut-
ing molecules in the evaluation of Eq. 6.5. This is an advantage of q-GRID in comparison
with most periodic calculations in which both the total energy of the crystal and of the
isolated molecules has to be determined in order to know the lattice energy.
The main difference between the q-GRID method and other methods is that we use
the molecular electron density obtained within the crystal to calculate the intermolecular
interaction energies. This means that the deformations in the electron density caused
by all the neighboring molecules are taken into account, and the precise shape of the
molecular electron cloud in the crystal is used during our calculations. The good results
obtained with our (relatively simple) method show the importance of this effect and that
for calculations of lattice and interaction energies this effect indeed must be taken into
account.
6.6 conclusion
In this chapter, we present a new method to calculate lattice energies and intermolecular
interaction energies between molecules in a crystal based on the electron density within
the crystal. With the help of a Bader analysis, the electron density within the crystal
is partitioned over molecules. The molecular interaction energies consist of a Coulomb
interaction and atom-atom repulsion and dispersion terms between the molecules. In
this way, a calculation of the monomer energy of the molecules is avoided in a natural
way. Despite the simplicity of the q-GRID method, the calculated lattice energies for the
three compounds in this chapter (anthracene, isonicotinamide and dl-methionine) cor-
respond well with experimental sublimation enthalpies. Moreover, for the polymorphic
compounds, q-GRID predicts the correct order of stability. Since the lattice energies were
determined by summing the molecular interaction energies, we are confident that also the
latter energies are of high quality. These intermolecular energies are important for pre-
dicting crystal nucleation and growth rates. The absence of scaling of the different energy
terms during the calculation of intermolecular interaction energies makes q-GRID easily
applicable to many types of systems. With grouping of grid points of the electron density,
calculation times remain within reasonable limits, while at the same time convergence
of the Bader-analysis is ensured. For these reasons, we consider the q-GRID method to
be a significant improvement on the other methods available to calculate intermolecular
interaction energies and lattice energies for molecular crystals.
appendix
The source code of the q-GRID method and a brief manual are publicly available at:
http://www.theochem.ru.nl/qGRID/
A list of leading intermolecular interaction energies (in human-readable) and all interac-
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tion energies (in machine-readable format) and a comparison of the different dimers of
INA can be found in the supporting info of the publication corresponding to this chapter,
which is located at: dx.doi.org/10.1021/acs.cgd.5b01164
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7R A D B O U D U N I V E R S I T Y N I J M E G E N C O N T R I B U T I O N T O T H E
S I X T H B L I N D T E S T O F O R G A N I C C RY S TA L - S T R U C T U R E
P R E D I C T I O N M E T H O D S
This chapter describes the participation of a team from the Radboud University Nijmegen
to the sixth blind test of organic crystal-structure prediction methods. The goal of this
blind test is to predict crystal structures on the basis of 2D molecular diagrams. Within
our predictions we have concentrated on the ranking of putative structures. In our pri-
mary ranking we have used q-GRID to determine lattice energies. In the secondary rank-
ing we have used a crystal graph, the intermolecular interactions within the crystal, to
predict nucleation rates on the basis of kinetic Monte Carlo calculations. We have par-
ticipated with three targets (XXII, XXIII and XXV). For the rigid molecule XXII we have
correctly predicted the crystal structure.
This chapter is a modified version of part of the supplementary information of the paper:
Anthony M. Reilly, Rita Bylsma, Herma M. Cuppen, Joost A. van den Ende, René de
Gelder, Daniël T. de Jong, Niek J. J. de Klerk, Hugo Meekes, Gilles A. de Wijs, Colin R.
Groom et al., “Report on the sixth blind test of organic crystal-structure prediction methods”,
Acta Crystallographica Section B 72, 439 (2016), dx.doi.org/10.1107/S2052520616007447
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7.1 introduction
The crystal structure of a material can influence its properties. To predict the properties
of a material on the basis of the crystal structure can therefore be an important asset in
the route towards manufacturing materials with desired properties. A good first starting
point for this purpose would be the ability to predict the most likely crystal structure
for a given compound. Ever since the landmark paper of Gavezzotti [201] in 1994 with
the descriptive title ‘Are crystal structures predictable?’ followed by the first word of the
paper ‘No’, progress in the field of crystal structure prediction has been made. Nonethe-
less, there are questions remaining and a particular one is ‘Why do we not find more
polymorphic forms in experiment?’[202], given the plethora of likely crystal structures
found by a typical CSP.
The general outline of a crystal structure prediction of molecular crystals can be di-
vided in three steps, the determination of the molecular conformation or conformations
that are being used within the CSP, the generation of multiple thousands crystal struc-
tures and thirdly, the ranking of the crystal structures to determine which are most likely
to be experimentally observed. With evolving computer powers over the years, all steps
have become more high-level in terms of computational techniques. For the determi-
nation of the molecular conformation, ab initio calculations of the gas phase molecule
are common. When generating crystal structures from these molecular conformations,
choices have to be made with respect to the amount of space groups taken into account,
the flexibility of the molecule during the optimization, the level of energetic evaluation
during the optimization and the generation of the crystal structures themselves in either
a random way or through the usage of a genetic algorithm. Then, in the final step it
is customary to perform a more involved and refined energetic or other evaluation of
the crystal structures obtained so far to eventually obtain a final ranking. For a tutorial
review on the topic of CSP of organic compounds, please see Ref. 203.
The discrepancy between the number of experimentally observed polymorphs and the
number of low-energy structures in a CSP probably results both from experiment and
prediction[202]. Experimentally it can be simply due to the limited number of conditions
that have been tried. Within the prediction there are many approximations made which
can have a deteriorating effect on the outcome. To name two of them, it is custom to
calculate potential energies instead of free energies at the temperature of observation, see
Section 1.3, which can lead to a wrong picture of the energy landscape of polymorphs.[23]
Another important issue is the treatment of the nucleation and growth when the crystals
are being formed. Most predictions immediately assume perfect crystal structures and
therefore completely neglect this kinetic aspect of the formation of the crystal, which
nevertheless can be of significant importance.[204]
To assess the level of CSP performances within the scientific community, the Cam-
bridge Crystallographic Data Centre (CCDC) periodically organises a blind test of or-
ganic crystal-structure prediction methods. At the time of writing this thesis, the sixth
blind test was just finished.[84, 205–209] The structure of such a blind test is (i) the collec-
tion of experimentally determined and unpublished crystal structures, (ii) the provision
of the 2D molecular diagrams from the compounds that have been crystallised to the par-
ticipants of the test, (iii) a time period, e.g. one year, in which the participants have time
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Figure 7.1: The five targets in the sixth blind test of organic crystal-structure prediction methods.
The numbering of the targets is a continuation of the previous blind tests.
to predict crystal structures based on the 2D diagram, and after that time period, (iv) the
evaluation of the predicted crystal structures by comparing to the experimentally deter-
mined ones. Over the years, the quality of the predictions has increased, which was also
reflected by the increasing difficulty in terms of flexibility and multi-component character
(e.g. co-crystals and salts) of the target compounds.
This chapter is the description of the participation of a team from the Radboud Univer-
sity Nijmegen in the sixth blind test of organic crystal-structure prediction methods. The
targets of the sixth blind test are shown in Figure 7.1. They belong to different categories.
For target XXIII the existence of five known polymorphic forms was given as input to the
participants, while for the other targets only one polymorphic known was experimen-
tally known. Within the participation we use two distinct ways to rank putative crystal
structures. Firstly, the q-GRID method (Chapter 6) is used to calculate a lattice energy
and secondly a classical force field is used to study the nucleation rates of the different
structures. The outline of this chapter is as follows. In Section 7.2 our goal within the
participation of the blind test and some remarks about our background as participating
team are described. Section 7.3 describes the followed procedure to generate our predic-
tions. The results of the predictions in the stage of submission, i.e. no comparison to the
experimental structures has been done at this stage yet, are shown in Section 7.4 . Finally,
within Section 7.5 we briefly comment on the results of this comparison and draw some
conclusions with respect to our participation in the blind test.
7.2 goal and background
Our primary goal for the participation in the sixth blind test of organic crystal structure
prediction (CSP) methods was to focus on the ranking of possible structures rather than
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on the structure generation. Our forte is understanding the impact of anisotropic inter-
actions on crystal growth and we aimed at including this aspect in the ranking rather
than basing it purely on thermodynamic energies. A limitation of these energies is the
unavoidable self energy component, within this context defined as the intramolecular en-
ergies of the molecules in the crystal, which is a complication when comparing the results
of crystal structures obtained with different stoichiometries of the constituting molecules
and also when comparing to experimental sublimation enthalpies. To surpass this limita-
tion, we have exploited a newly developed method which calculates lattice energies as a
sum of intermolecular interaction energies on the basis of the electron density within the
crystal structure itself: q-GRID (Chapter 6).
Another approach to rank the generated crystal structures is to take the kinetic path-
way of formation of the crystal into account. Information about this kinetic pathway
can be obtained from interactions between pairs of molecules. These interactions are ex-
tracted from the generated crystal structures and form the input of a kinetic Monte Carlo
procedure[110, 210] that predicts which crystal structures are the most likely to form.
During the past year, we have experienced the challenging aspects of CSP in its first
step: structure generation. Due to our limited experience and the time constraints cor-
responding to the test, we were unfortunately not able to perform the final analysis (q-
GRID and kinetic Monte Carlo procedure) at the level that we initially had aimed for and
we have not included targets XXIV and XXVI in our submission, because of issues with
charge that our q-GRID method cannot treat at the moment (target XXIV) and issues of
size and flexibility (target XXVI).
7.3 procedure
The isolated molecular structures were optimized with Density Functional Theory using
Molpro[211] in a two-step fashion: first at a B3LYP/6-31+G(d) level and secondly at a
B3LYP/6-311+G(d,p) level of theory. The resulting output file was subsequently used to
calculate the electrostatic potential (ESP) on the van der Waals surfaces, to generate ESP
atomic point charges using Molden [212].
Crystal structures were generated randomly by an adapted version of upack[213]. The
adaptations are outlined in Section 7.3.3. For each compound 5000 structures are cre-
ated with Z ′ = 1 for each of the following nineteen space groups: C2, C2/c, C2/m, Cc,
P1, P-1, P21, P21212, P212121, P21/c, P21/m, P2/c, Pbca, Pbcn, Pc, Pca21, Pccn, Pna21,
and Pnma. Additionally, for target XXV we created 9999 Z ′ = 2 structures in each of
the five space groups P21/c, P1, P1, P212121, and P21. All generated crystal structures
were then optimized in four steps with respect to their lattice energies determined by
different force fields, first using a simple Lennard Jones force field, which is present in
upack, followed by the more accurate Generalized Amber Force Field (GAFF) [93, 214]
with a cut-off of 25 Å. For each force field, the molecules were flexible throughout the op-
timization procedure. First a steepest descent algorithm was applied with as convergence
criterion an energy change of less than 0.01 kJ/mol and secondly a conjugate gradients
algorithm which was considered to be converged when the root mean square value of
the energy derivatives was less than 0.0005 kJ/mol. The conjugate gradients optimization
was followed by a clustering step as implemented in upack.
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The resulting structures from upack were then imported into Platon[215] to obtain
their actual space group and to generate more conventional CIF files. Finally, a clustering
procedure was applied on the basis of computed powder X-ray diffraction patterns using
the program IsoQuest [216] which is based on cross-correlation functions [217]. The
2θ range was set to 30.00 degrees and the width weighting, l, was set to 2.00 for all
target structures. The initial list of unique structures was then ranked according to lattice
energy. This list forms the basis of our primary ranking and serves as input for the two
final ranking approaches mentioned in the introduction. A detailed flow chart of the
procedures used is shown in Figure 7.2.
7.3.1 q-GRID ranking
The structures with the strongest binding lattice energies were re-ranked by a better
description of their charge distribution within the crystalline environment. For this re-
ranking we used the newly developed method q-GRID (Chapter 6). In q-GRID the elec-
tron density within the crystalline environment is partitioned over grid points which
are assigned to the different molecules in the crystal. The electron density within the
crystalline environment is calculated using DFT-D2[218] geometry optimizations with
vasp[177], using the PBE-functional. Intermolecular interaction energies of pairs of molecules
are then calculated as a Coulomb sum between grid points and nuclei and analytic dis-
persion and repulsion contributions are added to this. Lattice energies can be obtained
by summation over the interaction energies. For more details concerning the method we
refer to Chapter 6. With the help of Mercury[219] we compared several structures before
and after the optimization and this lead to the conclusion that this procedure is indeed
a form of re-ranking rather than an adaptation of the crystal structure, since the overlap
between the crystal structures was 15 out of 15 for standard settings of the crystal pack-
ing similarity tool. The number of structures on the top of the original list taken for this
procedure, differed per target and will be mentioned in the corresponding sections.
7.3.2 Monty ranking
As mentioned in the introduction, a different perspective on the CSP challenge is the
study of the kinetic pathway of formation of hypothetical structures. In other words,
which structures are expected to show up in a crystallisation essay? To obtain an alter-
native ranking with this perspective in mind, we performed kinetic Monte Carlo (kMC)
calculations on our primary list of structures in order to determine critical cluster sizes
for nucleation as a function of driving force. The program used for this procedure is
monty[110, 210] which has recently been adapted to incorporate more general criteria to
determine critical cluster sizes. The input for the kMC simulations is formed by a crystal
graph which describes the interactions between pairs of molecules in the proposed crys-
tal structure up to a certain cut-off. In principle, these graphs could have been obtained
with q-GRID which we expect to give a better description of the intermolecular interac-
tions than force-fields. However, due to time constraints we have generated the graphs
from the applied force field in the crystal structure generation step by the usage of the
Hartman-Perdok module in Cerius[220].
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Different crystal structures experience different driving forces in the same crystallisa-
tion condition, because of their different chemical potentials, as is illustrated in Figure 1
of the paper by Deij et al. [110]. To compare structures within the same crystallisation con-
dition, a shift of the driving force corresponding to the difference in chemical potentials
can be applied, which for example can be approximated by taking the difference of the
heat of dissolution. Since this is an experimental property, we cannot take the same ap-
proach in this CSP test and we have chosen the difference in lattice energies as calculated
by the obtained crystal graphs as the applied shift. However, since we are working with
classical force fields this approximation is quite crude and moreover the experimental
driving force is unknown.
We have chosen to rank only the first 10 structures of the re-ranked list on the basis
of the lowest critical nucleus size in a shifted critical nucleus size vs. driving force plot
and the rest of the structures on the basis of an unshifted critical nucleus size vs. driving
force plot. For this unshifted part of the list we combined the rankings at ∆µ/kT = 1 and
∆µ/kT = 3, which are driving force values at which reasonable critical nucleus sizes occur.
Finally, original structures from which the graph could not successfully be calculated are
added to the bottom part (high rankings) of the list.
7.3.3 upack adjustments
In version 10 (2012) of upack[213] the use of pair lists for non-bonded interactions is es-
sential for stable convergence. These lists are only updated when a significant change of
any geometric parameter is observed. In our adjusted version, this pair list is changed ev-
ery step of the energy minimizations (steepest descent and conjugate gradients). With this
conservative approach, the risk at diverging optimizations is smaller. For the generation
of coordinate files (i.e. isolated molecules in upack) one has to define certain dihedrals.
In the original version of upack one has to define dihedrals with H-atoms or without
H-atoms. Combinations are not possible. We adjusted the program such that these com-
binations are possible. In this way, coordinate files can be more easily constructed.
Minimizations in the original version of upack were continued for structures within an
energy window of 30 kJ/mol. In our methodology we continued the minimizations for
all structures. In this way, we do not accidentally lose feasible crystal structures.
7.4 results
7.4.1 Target XXII
The GAFF parameters were found to be not completely suitable to accurately describe
the five-membered ring of this compound, which resulted in a large self energy. We there-
fore manually changed the equilibrium angles within this ring to those obtained by the
ab initio optimized molecule. The six-membered ring forms a ‘tent’-like structure, the
angle of which was set to be variable by setting the torsional energy terms concerning
this ‘tent’ to zero. The similarity limit for the IsoQuest procedure was set to 97%. The
primary top 100 structures are found within an energy range of 8 kJ/mol. The top 25
of this primary list was reranked by the q-GRID method. Figure 7.3 shows the result of
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Figure 7.2: Flowchart of the used procedures. After several optimizations in a classical force field,
structures were re-ranked through a detailed analysis of the electron density within the
generated crystal structures (q-GRID) or kinetic Monte Carlo calculations (Monty) on the
pathway of formation of these structures.
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Figure 7.3: q-GRID reranking results for the energies of the top 25 structures of target XXII. There is
no clear correlation between the UPACK and the q-GRID energies
this reranking. Evidently, there is not a clear correlation between the two rankings which
makes the choice for the top 25 merely a choice governed by feasibility limitations and
time constraints instead of by chemical considerations concerning accuracy. The differ-
ence in absolute values of the energies between the two methods, is the self-energy of the
molecule. This is incorporated in the upack-energy, but naturally avoided in the q-GRID
energy which therefore calculates the lattice energy in a direct way.
7.4.2 Target XXIII
We have chosen to limit ourselves to the Z ′ = 1 structures for this target molecule. Three
rotatable bonds were identified (blue bonds in Figure 7.4). For each rotatable bond, the
corresponding dihedral was randomly assigned and its force constant is set to zero, such
that more flexibility is introduced. Structures generated in the space groups Pnma and
C2/m were constantly rejected. We have therefore chosen to remove these two space
groups for the CSP of this target structure. The similarity limit for the IsoQuest proce-
dure was set to 95%. The primary top 100 structures are found within an energy range of
25 kJ/mol. From the top 25 of this list we have performed a q-GRID analysis for 10 of the
structures. We have decided to put these 10 structures ranked on their q-GRID energy on
the top of list, which is merely an arbitrary choice.
7.4.3 Target XXV
In the crystal structure generation stage, we have encountered many failed attempts when
both independent molecules of the co-crystal were randomly placed in the crystal struc-
ture. We therefore defined a non-existent bond between the two molecules to keep the
two molecules together during the generation stage. During optimization, this bond was
removed again and the molecules were found to move with respect to each other in some
cases. In this way, the structure generation is more efficient, but we obviously might miss
plausible structures. We manually generated three different asymmetric units for the gen-
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Figure 7.4: Target XXIII. The three blue colored bonds indicate that the corresponding dihedral an-
gles were randomly assigned. The compound can rotate freely about these bonds.
eration, as can be seen in Figure 7.5. The complete procedure was performed in GAFF
and three rotatable bonds were defined (blue bonds in the figure). For this compound,
Z ′ > 1 structures could also exist. The similarity limit for the IsoQuest procedure was set
to 99%. The primary top 100 structures were found within an energy range of 15 kJ/mol.
Z ′ = 1 structures with space group P-1 were found most in the primary top 100, which
is in agreement with similar structures from the CSD. The top 100 contains only Z ′ = 1
structures.
Because the ratio of the molecules in the crystal is unknown, we also modelled 3000
Z ′ = 1 structures with a 1:2 ratio in the same nineteen space groups as before, starting
from two different asymmetric units, shown in Fig 7.6. The similarity limit for the Iso-
Quest procedure was set to 99%. The primary top 100 structures are found within an
energy range of 20 kJ/mol with higher energies than structures with a 1:1 ratio. In this
case, also P-1 structures are found most in the top 100.
Because the asymmetric unit for 1:2 structures has a different self energy than the
1:1 structures, the energies cannot be straightforwardly compared. However, within the
q-GRID methods this comparison is possible because it determines the lattice energy
while naturally avoiding the calculation of the self energy. Unfortunately, due to time
constraints we were not able to perform q-GRID calculations on Target XXV.
7.4.4 Computing times
Table 7.1 shows the cpu-hours spent for the different parts of the calculation. The hard-
ware used are computer clusters with either IntelTM XeonTM or AMD OpteronTM proces-
sors and with clock speeds ranging from 2.2 to 2.6 GHz.
7.5 conclusions
After the evaluation by the organizing CCDC of our submitted crystal structures through
a comparison with the experimentally determined ones, it turned out that we only made
a correct prediction for target XXII. This target belongs to the category ‘rigid molecules’
and is designed to be the least difficult to predict. For targets XXIII and XXV we did not
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Figure 7.5: Target XXV. The three blue colored bonds indicate that the corresponding dihedral an-
gles were randomly assigned. Three different asymmetric units were constructed for the
generation stage.
Figure 7.6: Target XXV. Two constructed asymmetric units (1:2 ratio) for the generation stage.
Table 7.1: The CPU time used in hours for the CSP.
XXII XXIII XXV
Ab initio 12 50 38
upack 330 3825 5750
vasp 8381 3098 -
q-GRID 418 204 -
monty 600 600 600
Total 9741 7777 6388
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submit a correct crystal structure as prediction. In this section we will briefly describe for
each target what are the specific outcomes within the context of the Blind Test and this
will be followed by some conclusions.
In our primary ranking based on the lattice energies as determined within the q-GRID
method, the correct crystal structure is placed on rank 9 and has a lattice energy of -
95.1 kJ/mol. The ranking implies that within our submitted list there are eight different
crystal structures that have a more binding lattice energy than the experimentally deter-
mined one, the strongest lattice energy obtained is -98.8 kJ/mol. In the secondary ranking
the correct structure is placed at at rank 90, this is due to a failure of creating the crys-
tal graph corresponding to the experimental structure. It therefore does not reflect the
performance of the kinetic Monte Carlo calculation.
In all predictions of Target XXIII we did not generate a correct molecular conforma-
tion corresponding to one of the three polymorphs that was mentioned to have Z ′ = 1.
Therefore, in hindsight, we should have invested more time in generating the correct con-
formations of the molecule. Moreover, the energies of the experimental crystal structures
are not very favourable within the adapted GAFF, which might be caused by ‘overflex-
ing’ the molecule through implementing the three dihedral angles without restraint in
rotating them.
For Target XXV the experimental crystal structure has a very favourable lattice energy.
However, the correct 1:1 orientation of former and coformer as it is present within this
structure was not used as one of the three 1:1 starting conformations. To be able to do
predictions for co-crystals, we need to improve in our understanding of the usage of
upack to enable predictions with random orientations of the molecules with respect to
each other.
Overall, we have learned an enormous amount by participating in the sixth blind test of
organic-crystal structure prediction methods. The challenge to predict crystal structures
from 2D molecular diagrams has helped us in improving our methods, q-GRID and
Monty, since we were forced to go beyond model compounds with modest sizes to the
realistic targets that were part of the test. To improve on our obtained results, one correct
prediction at ranking 9, we need to improve these methods further. For q-GRID we strive
to implement more accurate ways of modelling the dispersion and repulsion terms in
order to do so.
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S U M M A RY
Molecular crystals are widely available in our lives, from ice covered roads to chocolate
and from sugar to paracetamol. Some of these compounds have the ability to form mul-
tiple crystal structures, this is called polymorphism. Polymorphism in molecular crystals
is the subject of study of this thesis. Through a computational approach phase transitions
within the solid state between polymorphic forms and energy landscapes considering ex-
isting and putative crystal structures are being explored. The background for this study
is the relevance of polymorphism in different industries, e.g. the food and pharmaceutical
industry.
With different crystal structures come different properties, these might be beneficial or
malicious with respect to the desired product properties. Another challenging aspect is
the occurrence of polymorphic transitions, which means a change from a crystal structure
into another crystal structure. In the vast majority of cases, such a transformation starts
from a thermodynamically less stable structure and ends in a thermodynamically more
stable structure. An effect of such a transition is a decrease of solubility of the molecular
compound, which can have a highly deteriorating effect when it comes to the efficacy of
a drug and therefore can determine the shelf life of the drug.
The mechanisms behind solid-solid polymorphic transitions within molecular crystals
are not yet well understood. A computational study that allows to zoom in at the molec-
ular scale might enhance our knowledge. Within this thesis the amino acid dl-norleucine
has been chosen as a model compound to study solid-solid polymorphic transitions. dl-
norleucine possesses interesting polymorphic behaviour occurring within its three known
polymorphic forms. The forms are enantiotropically related in pairs, which means that all
three of them are the thermodynamically stable form in a specific temperature range. The
room temperature α polymorphic form can transform into the high temperature γ poly-
morphic form or to the low temperature β polymorphic form. Interestingly, the α ↔ γ
transition shows very different behaviour than the β↔ α transition.
Chapter 1 forms an introduction to some concepts used in this thesis. Chapter 2 de-
scribes briefly some computational aspects of the methods used within this thesis. It
starts with a description of the different ways in which energies of systems are calcu-
lated, either through classical force fields based on atomic positions or on the density
functional theory (DFT) evaluation of the electron density. When this last method is used,
it is not trivial to partition the total energy of a crystal over the constituting molecules. A
way to do that is the Bader-analysis and this is also described in Chapter 2. The calculated
energies can serve as input for different simulation methods. Nudged Elastic Band (NEB)
calculations are useful to determine a minimum energy path (MEP) through iteratively
optimizing a band of images that connects one minimum and another. The maximum of
the MEP is the saddle point. Molecular Dynamics (MD) simulations can be used to study
dynamical aspects of a system. The technique iteratively solves Newton’s equations of
motion and therefore introduces temperature. When the waiting time for an interesting
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event to occur is too long, it is possible to bias a system through an adapted potential. A
way to do this, is by imposing a moving restraint, this technique is called steered MD.
The β ↔ α transition within dl-norleucine is the topic of Chapters 3, 4 and 5. These
polymorphic forms are highly similar since they both consist of 2D hydrogen bonded
networks between the amino and the acid groups of the molecules that form bilayers.
Moreover, the molecular conformation is the same within the two polymorphic forms.
Their difference is within the orientation of the bilayers with respect to each other, shifts
over a/2 and b/2 bring the polymorphic forms over to each other. Within Chapter 3 MD
simulations are described at stable and metastable temperatures for both polymorphic
forms. The results for stable temperatures show the validity of the chosen force field and
other computational settings, because of the agreement with experimental results. The
results at metastable temperatures show two interesting aspects. Firstly, the finding that
at different temperatures many properties (a, b, c, β, V , H) behave identically for the both
polymorphic forms. This shows that the difference between the polymorphic forms is
indeed only formed by the shift of the bilayers with respect to each other. Secondly, that
through the simulations at 350 K of the β polymorphic form, partial phase transitions
could be studied with the help of specifically designed 2D distance parameters. These
partial transitions have been classified. All partial transitions are shifts along b. This sug-
gests that a full polymorphic transition might start with a shift along b and then a shift
along a.
However, the NEB calculations presented in Chapter 4 show that the MEP is actually
first sliding along a and then along b. The lowest energy barrier starting from β is the
slide along b which would be expected based on the results of Chapter 3, but the rate
determining barrier is higher along that route. The MD simulations performed with dif-
ferent simulation cell sizes, together with the higher used sampling rate within one cell
size point at a cooperative behaviour instead of a nucleation-and-growth mechanism gov-
erning the polymorphic transition. No observation of a forming nucleus has been made.
Moreover, in this chapter MD simulations at multiple different metastable conditions are
directly confronted with experimental results both from a structural and energetical point
of view, the observed agreement results in more confidence about the computational set-
tings. The experiments described in Chapter 4 show that the β ↔ α transition is highly
variable in behaviour.
Chapter 5 focuses further on the mechanism of the polymorphic transition and the scal-
ing of the involved energy barriers with the amount of molecules in the simulation cell.
In this chapter, it is shown both by temperatureless NEB calculations and steered MD
simulations that the most likely route for the full polymorphic transition is first shifting
along a and then along b. The NEB calculations are performed at four different simulation
cell sizes and show in first approximation a linear and isotropic scaling with the amount
of molecules involved in the sliding. This is a strong suggestion for a cooperative mech-
anism, since a 1D or 2D-zipper mechanism would involve different scaling behaviour.
From this linear scaling an estimate, with the help of an Arrhenius law, has been made
how large the domains of cooperatively moving molecules can be, this is roughly 180
molecules. In this respect defects within the crystal can help the start of the transition,
since it will be a limit to the size of the domains. Another factor that might play a role
when temperature is taken into account are the modulations of the aliphatic sidechains
summary 125
of the molecules, these are probably the cause for deviations from the linear scaling of
the energy barriers at the larger simulation cell sizes.
The last two chapters of the thesis are not related to solid-solid polymorphic transi-
tions. The focus within these chapters lays on the interactions between molecules in a
crystal, which can be used for purposes such as morphology and nucleation rate predic-
tion. Chapter 6 describes q-GRID, a newly developed method to describe intermolecular
interaction energies of molecular crystals. Within q-GRID an electron density distribution
as directly obtained within the crystal is partitioned over the different molecules through
a Bader-analysis. On the basis of the value of the electron density on the grid points
and of the nuclear charges, a Coulomb interaction is calculated. This electrostatic inter-
action is being summed with empirical dispersion and repulsion contributions based on
the nuclear positions, to obtain an intermolecular interaction energy. Three test cases for
the method are the chemically and crystallographically different molecular compounds:
anthracene, isonicotinamide and dl-methionine. For anthracene the ranking of the inter-
molecular interaction energies of the benchmark isoPAHAP method is best reproduced
by q-GRID when compared with two other quantum mechanical methods and a generic
force field. For the other two polymorphic test cases q-GRID was able to obtain the correct
stability ranking.
This stability ranking is obtained from the summation of the intermolecular interac-
tion energies from a central molecule with all its neighbours till a certain cut-off radius,
this is a direct estimate of the lattice energy in which the intra molecular energy of the
compound does not have to be evaluated. Within Chapter 7 this lattice energy has been
used in order to rank putative structures generated within the context of the sixth blind
test on organic crystal-structure prediction methods. This chapter describes the participa-
tion of the Radboud University Nijmegen to the blind test. For three of the five possible
targets predictions have been made. Within this sixth blind test it was possible to gener-
ate two distinct rankings, the primary ranking has been based on the lattice energy as
described above and the secondary ranking on nucleation rate predictions. These nucle-
ation rates were calculated with kinetic Monte Carlo simulations on the basis of a crystal
graph coming from a classical force field. In this way a new perspective in the field of
crystal structure prediction has been introduced. For target XXII, a rigid small molecule,
a correct prediction has been made.
The research described in this thesis is a computational study of a specific solid-solid
polymorphic transition within the domain of molecular crystals combined with a new
perspective on intermolecular interaction energies inside and outside the field of crystal
structure prediction. It shows the ability of computational modelling to zoom in at a
molecular scale in occurring processes and in understanding crystal structures from an
energetic point of view.

S A M E N VAT T I N G
Moleculaire kristallen komen op allerlei plaatsen en momenten in ons leven voor, van
met ijs bedekte wegen tot chocolade en van suiker tot paracetamol. Vele van de mole-
culen waaruit deze kristallen zijn opgebouwd, kunnen in verschillende kristalstructuren
bestaan, dit heet polymorfie. Polymorfie in moleculaire kristallen is het onderwerp van
dit proefschrift waarin met behulp van computersimulaties fase-overgangen binnen de
vaste stof tussen verschillende polymorfen en energielandschappen van bestaande en
voorspelde kristalstructuren bestudeerd worden. De achtergrond van deze studie is het
belang van polymorfie in verschillende sectoren, zoals bijvoorbeeld binnen de voedsel-
productie en de farmacie.
Verschillende kristalstructuren kunnen verschillende eigenschappen hebben, deze kun-
nen het moeilijker of juist makkelijker maken om een product aan de gewenste eigen-
schappen te laten voldoen. Een ander punt van aandacht is het voorkomen van polymorfe
overgangen, dit zijn overgangen van de ene kristalstructuur in een andere. Voor vrijwel
alle polymorfe overgangen geldt dat de overgang begint in een thermodynamisch minder
stabiele structuur en eindigt in een thermodynamisch meer stabiele structuur. Een effect
van een dergelijke overgang is een vermindering van oplosbaarheid van het molecuul,
wat een duidelijk negatief effect teweeg kan brengen wanneer het gaat om de werking
van een medicijn. Op deze wijze kan een polymorfe overgang de houdbaarheidsdatum
van een medicijn bepalen.
De mechanismes die verantwoordelijk zijn voor polymorfe overgangen binnen de vaste
stof, zijn nog niet goed bekend. Een computationale studie van deze overgangen die
het mogelijk maakt om in te zoomen op de moleculaire schaal zou het inzicht in deze
mechanismes kunnen vergroten. Binnen dit proefschrift is het aminozuur dl-norleucine
gekozen als een model om polymorfe overgangen binnen de vaste stof te bestuderen.
dl-norleucine vertoont interessant polymorf gedrag met een drietal bekende polymorfen.
Deze polymorfen zijn paarsgewijs op een enantiotrope wijze aan elkaar gerelateerd, dat
betekent dat alle drie de vormen in een specifiek temperatuurgebied de meest stabiele
vorm zijn. Op kamertemperatuur is de α-polymorf de meest stabiele structuur, deze
kan op hoge temperaturen overgaan in de γ-polymorf en op lage temperaturen in de
β-polymorf. Interessant daarbij is het enorme verschil in eigenschappen van de α ↔ γ
en de β↔ α overgang.
Na een inleidend hoofstuk over enkele concepten die in dit proefschrift worden ge-
bruikt, beschrijft hoofdstuk 2 in het kort enkele computationale aspecten van de metho-
des die later zijn gebruikt. Dit hoofdstuk begint met een beschrijving van verschillende
manieren waarop energieën kunnen worden berekend. Dit kan door middel van klas-
sieke krachtvelden die op basis van atoomposities functioneren of door middel van een
zogenaamde dichtheids functionaal theorie (DFT) evaluatie van de elektronen dichtheid
binnen het bestudeerde systeem. Wanneer deze laatste methode wordt gebruikt is het
niet triviaal om de totale energie te verdelen over de moleculen waaruit het kristal be-
staat. Een manier om dat te doen, is het toepassen van een Bader-analyse, een methode
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die kort wordt beschreven in hoofdstuk 2. De berekende energieën kunnen vervolgens
dienen als informatie voor verschillende simulatiemethoden. De nudged1 elastieke band-
methode (NEB) is nuttig om het minimale energie pad (MEP) te bepalen. Dit wordt
bereikt door op een iteratieve wijze een verbonden keten van replica’s van het systeem
die loopt van een minimum naar een ander minimum te optimaliseren in energie. Het
maximum van het MEP is het zadelpunt. Moleculaire dynamica (MD) simulaties kunnen
worden gebruikt om dynamische aspecten van een systeem te bestuderen. Deze tech-
niek lost stapsgewijs in de tijd Newton’s bewegingsvergelijkingen op en op deze wijze
introduceert MD temperatuur in het systeem. Wanneer de tijd die het duurt alvorens
een interessant fenomeen gebeurt te lang wordt om op een redelijke termijn te kunnen
simuleren, is het mogelijk om een systeem met behulp van een aangepaste potentiaal te
dwingen te veranderen. Een manier om dit te doen is het toepassen van een bewegende
veer, deze techniek heet gestuurde MD.
De β ↔ α overgang van dl-norleucine is het onderwerp van hoofdstukken 3, 4 and
5. Deze polymorfen lijken erg op elkaar omdat ze allebei bestaan uit 2D netwerken be-
staande uit waterstofbruggen tussen de amino en zuur groepen van de moleculen die
dubbellagen vormen. Verder geldt dat de moleculaire conformatie hetzelfde is binnen de
twee polymorfen. Het verschil tussen de polymorfen bevindt zich in de oriëntatie van de
dubbellagen ten opzichte van elkaar. Een schuif over a/2 en over b/2 transformeert de
ene vorm in de andere. In hoofdstuk 3 zijn MD simulaties beschreven op stabiele en meta-
stabiele temperaturen. De resultaten voor de stabiele temperaturen tonen de geschiktheid
van het gekozen krachtveld en de overige computationele parameters aan omdat de re-
sultaten goed overeenkomen met experimentele waardes. De resultaten op metastabiele
temperaturen laten twee interessante aspecten zien. Allereerst dat op verschillende tem-
peraturen vele eigenschappen (a, b, c, β, V , H) zich op identieke wijze gedragen voor de
beide polymorfen. Dit laat zien dat het verschil tussen de polymorfen inderdaad alleen
bestaat uit de schuif tussen de dubbellagen ten opzichte van elkaar. Daarnaast geldt dat
voor simulaties op 350 K de β polymorf partiële polymorfe overgangen zijn waargeno-
men. Deze zijn gevolgd met behulp van specifiek ontwikkelde 2D afstandsparameters.
Deze partiële overgangen zijn geclassificeerd. In alle gevallen treedt er een schuif langs b
op, dit suggereert dat een volledige overgang zou kunnen beginnen met deze schuif en
dat daarna een schuif langs a plaats zou kunnen vinden.
Echter, de NEB berekeningen uit hoofdstuk 4 laten zien dat het MEP bestaat uit eerst
schuiven langs a en dan langs b. De laagste energiebarrière startende vanuit β is een
schuif langs b wat overeenkomt met de waarnemingen in de MD simulaties uit hoof-
stuk 3. Maar de energiebarrière behorende bij de snelheidsbepalende stap is hoger langs
die route. De MD simulaties uitgevoerd met verschillende simulatie cel groottes samen
met de hoger gebruikte frequentie van het bekijken van trajecten wijzen op een coöpe-
ratief effect in plaats van nucleatie en groei als mechanisme dat de polymorfe overgang
bewerkstelligt. Er is namelijk geen vormende nucleus waargenomen. Ten slotte beschrijft
dit hoofdstuk MD simulaties op diverse metastabiele temperaturen die direct worden
vergeleken met experimentele resultaten zowel vanuit energetisch als vanuit een geome-
trisch perspectief. De overeenkomst tussen de simulaties en de experimentele resultaten
1 ‘To nudge’ betekent in het Engels subtiel vervormen.
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verhogen het vertrouwen in de gemaakte computationele keuzes. De experimenten be-
schreven in hoofdstuk 4 laten zien dat de β↔ α overgang hoogst variabel is in gedrag.
Hoofstuk 5 focust verder op het mechanisme achter de polymorfe overgangen en de
schaling van de energiebarrières met het aantal moleculen in de simulatie cel. Het blijkt
dat zowel bij de temperatuurloze NEB berekeningen als bij de gestuurde MD simulaties
de meest waarschijnlijke route voor de volledige overgang bestaat uit eerst een schuif
langs a en dan een schuif langs b. De NEB berekeningen zijn uitgevoerd op vier verschil-
lende groottes van de simulatiecel en in een eerste benadering zijn de energiebarrières
op een lineaire en isotrope wijze gerelateerd aan het aantal moleculen dat schuift. Dit is
een sterke suggestie voor coöperatief gedrag omdat een 1D of 2D-rits mechanisme ander
schalingsgedrag met zich mee zou brengen. Vanuit deze lineaire schaling kan met behulp
van een Arrhenius plot een afschatting worden gemaakt van de maximale grootte van do-
meinen van coöperatief bewegende moleculen, deze schatting is grofweg 180 moleculen.
Vanwege dit aspect kunnen defecten helpen bij het induceren van een overgang, omdat
deze de limiet van een domeingrootte kunnen bepalen. Een andere factor die een rol kan
spelen wanneer temperatuur in ogenschouw wordt genomen is de modulatie van de zij-
ketens van de norleucine moleculen, deze zijn waarschijnlijk de oorzaak voor afwijkingen
van de lineaire schaling bij het gebruik van grotere simulatiecellen.
De laatste twee hoofdstukken van dit proefschrift gaan niet over polymorfe overgan-
gen binnen de vaste stof. De focus binnen deze hoofdstukken ligt op de interactie tussen
moleculen in een kristal, deze interacties kunnen worden gebruikt voor morfologie en
nucleatiesnelheidvoorspellingen. Hoofdstuk 6 beschrijft q-GRID, een nieuw ontwikkelde
methode om intermoleculaire interacties binnen moleculaire kristallen te beschrijven. In
q-GRID wordt een elektronendichtheid die binnen het kristal is berekend met behulp van
een Bader-analyse verdeeld over de verschillende moleculen. Op basis van de waarde van
de elektronendichtheid op de gridpunten en op basis van de posities van de kernen van
de atomen wordt vervolgens een Coulomb interactie uitgerekend. Hierbij worden empi-
rische dispersie en repulsie contributies opgeteld om tot een intermoleculaire interactie
energie te komen. Een drietal scheikundig en kristallografisch verschillende moleculaire
kristallen worden als test gebruikt: antraceen, isonicotinamide en dl-methionine. Voor
antraceen reproduceert q-GRID het beste de ranglijst van energieën van de zeer precieze
isoPAHAP berekeningen wanneer de methode wordt vergeleken met twee andere quan-
tummechanische methodes en een algemeen krachtveld. Voor de overige twee polymorfe
systemen was q-GRID in staat om de correcte stabiliteitsvolgorde te beschrijven.
Deze stabiliteitsvolgorde is verkregen door het sommeren van de intermoleculaire in-
teractie energieën rondom een centraal molecuul, dit is een directe afschatting van de de
kristallisatie-energie waarbij de energie binnen het molecuul niet hoeft te worden uitge-
rekend. In hoofdstuk 7 is deze afschatting gebruikt om voorspelde kristalstructuren te
rangschikken. Deze structuren zijn gegenereerd in het kader van de zesde blinde proef
van organische kristalstructuurvoorspellingsmethodes. Dit hoofdstuk beschrijft de deel-
name van de Radboud Universiteit Nijmegen aan deze blinde proef. Voor drie van de vijf
moleculen die voorspeld konden worden zijn voorspellingen ingezonden. Binnen deze
zesde proef was het mogelijk om twee verschillende ranglijsten in te sturen. De primaire
ranglijst was gebaseerd op de kristallisatie-energie en de secundaire ranglijst op basis van
voorspelde nucleatiesnelheden. Deze zijn uitgerekend met behulp van een kristalgraaf uit-
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gerekend met een klassiek krachtveld. Op deze wijze is er een nieuw perspectief in het
wetenschapsgebied van de kristalstructuurvoorspelling geïntroduceerd. Voor molecuul
XXII, uit de categorie rigide en kleine moleculen, is een correcte voorspelling gedaan.
Het onderzoek in dit proefschrift is een computationale studie van een specifieke po-
lymorfe overgang van een moleculair kristal binnen de vaste stof gecombineerd met een
nieuw perspectief op intermoleculaire interactie energieën binnen en buiten het weten-
schapsgebied der kristalstructuurvoorspelling. Het proefschrift toont de mogelijkheid om
met computersimulaties in te zoomen op de moleculaire schaal gedurende interessante
fenomenen en bij het begrijpen van kristalstructuren vanuit een energetisch perspectief.
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