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Abstract
For k ≥ 1 and a graphG let νk(G) denote the size of a maximum k-edge-colorable subgraph of
G. Mkrtchyan, Petrosyan and Vardanyan proved that ν2(G) ≥
4
5
· |V (G)|, ν3(G) ≥
7
6
· |V (G)|
for any cubic graph G [12]. They were also able to show that if G is a cubic graph, then
ν2(G)+ν3(G) ≥ 2 · |V (G)| [3] and ν2(G) ≤
|V (G)|+2·ν3(G)
4
[12]. In the first part of the present
work, we show that the last two inequalities imply the first two of them. Moreover, we show
that ν2(G) ≥ α ·
|V (G)|+2·ν3(G)
4
, where
α = 16
17
, if G is a cubic graph,
α = 20
21
, if G is a cubic graph containing a perfect matching,
α = 44
45
, if G is a bridgeless cubic graph. We also investigate the parameters ν2(G)
and ν3(G) in the class of claw-free cubic graphs. We improve the lower bounds for ν2(G)
and ν3(G) for claw-free bridgeless cubic graphs to ν2(G) ≥
35
36
· |V (G)| (n ≥ 48), ν3(G) ≥
43
45
· |E(G)|. On the basis of these inequalities we are able to improve the coefficient α for
bridgeless claw-free cubic graphs.
In the second part of the work, we prove lower bounds for νk(G) in terms of
νk−1(G)+νk+1(G)
2
for k ≥ 2 and graphs G containing at most 1 cycle. We also present the corresponding
conjectures for bipartite and nearly bipartite graphs.
Keywords:
Cubic graph, Bridgeless cubic graph, Claw-free cubic graph, Claw-free bridgeless cubic
graph, Tree, Unicyclic graph, Pair and triple of matchings, Edge-coloring, Parsimonious
edge-coloring
1. Introduction
In this paper graphs are assumed to be finite, undirected and without loops, though they
may contain multi-edges.
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The set of vertices and edges of a graph G will be denoted by V (G) and E(G), respec-
tively. Sometimes we will denote |V (G)| by n. The degree of a vertex u of G is denoted by
dG(u). Let ∆(G) be the maximum degree of a vertex of G. A graph is cubic if every vertex
has degree 3.
A matching in a graph is a set of edges without common vertices. A matching which
covers all vertices of the graph is called a perfect matching. A k-factor of a graph is a
spanning k-regular subgraph. In particular, the edge-set of a 1-factor is a perfect matching.
Moreover, a 2-factor is a set of cycles in the graph that covers all its vertices. We will denote
the smallest possible number of odd cycles in a 2-factor of a cubic graph G by o(G).
A part of this paper works with subclass of cubic graphs, which are called claw-free cubic
graphs. A graph is claw-free if it has no induced subgraph isomorphic to K1,3.
A graph G is called k-edge colorable, if its edges can be assigned k colors so that adjacent
edges receive different colors. A subgraphH of a graphG is calledmaximum k-edge-colorable,
if H is k-edge-colorable and contains maximum number of edges among all k-edge-colorable
graphs. If H is a k-edge-colorable subgraph of G and e /∈ E(H), then we will say that e is
an uncolored edge with respect to H . If it is clear from the context with respect to which
subgraph an edge is uncolored, we will not mention the subgraph.
By a classical result due to Shannon [16, 19, 21], we have that cubic graphs are 4-edge-
colorable. It is an interesting and useful problem to investigate the sizes of subgraphs of
cubic graphs that are colorable only with 1, 2 or 3 colors.
For k ≥ 1 and a graph G let
νk(G) = max{|E(H)| : H is a k-edge-colorable subgraph of G}.
The resistance r3(G) of a cubic graph G is the minimum of number of edges that have
to be removed from G in order to obtain a 3-edge-colorable graph. Note that r3(G) =
|E(G)| − ν3(G).
Albertson and Haas [1, 2], Steffen [17, 18] and Mkrtchyan et al. [12] investigated the
lower bounds for νk(G)
|V (G)|
in cubic graphs. As a result, in [12] an interesting relation between
ν2(G) and ν3(G) is proved, which states that for any cubic graph G
ν2(G) ≤
|V (G)|+ 2 · ν3(G)
4
.
Observe that when G contains a perfect matching (ν1(G) =
|V (G)|
2
), in particular, when G is
a bridgeless cubic graph, the above-mentioned inequality can be written as
ν2(G) ≤
ν1(G) + ν3(G)
2
.
The lower bounds for νk(G)
|V (G)|
in cubic graphs has been investigated in [4, 9, 13, 14, 22]
when k = 1, and for regular graphs of high girth in [6]. This lower bounds has also been
investigated in the case when the graphs need not be cubic [7, 11, 15].
In the present work we give short proofs of main results of Mkrtchyan et. al. [12].
We also prove lower bounds for ν2(G) in terms of |V (G)| and
|V (G)|+2·ν3(G)
4
in the following
sub-classes of cubic graphs:
2
1. (a) cubic graphs
(b) cubic graphs containing a perfect matching
(c) bridgeless cubic graphs
2. (a) claw-free cubic graphs
(b) claw-free bridgeless cubic graphs
In some cases our lower bounds are best-possible.
In the second part of the work, we investigate 2 conjectures for bipartite and nearly
bipartite graphs. Recall that a graph G is bipartite, if V (G) can be partitioned into 2 sets
V1 and V2, such that any edge of G joins a vertex from V1 to a vertex from V2. G is nearly
bipartite, if G contains a vertex w, such that G− w is bipartite. Our conjectures state:
Conjecture 1.1. For any k ≥ 2 and a nearly bipartite graph G,
νk(G) ≥
⌊
νk−1(G) + νk+1(G)
2
⌋
.
Conjecture 1.2. For any k ≥ 2 and a bipartite graph G,
νk(G) ≥
νk−1(G) + νk+1(G)
2
.
Our main results state that these conjectures are true for graphs G containing at most
1 cycle.
Terms and concepts that we do not define, can be found in [8, 23].
2. Inequalities and bounds for cubic graphs
First we formulate a proposition that will be helpful for our presentation of results. It
has been applied already for bridgeless cubic graphs in [18]. Here we state and prove it for
general graphs.
Proposition 2.1. For any graph G
ν2(G) ≥
2
3
· ν3(G).
Proof. Let (H,H ′, H ′′) be a triple of edge-disjoint matchings of G with |H|+ |H ′|+ |H ′′| =
ν3(G) and |H| ≥ |H
′| ≥ |H ′′|. Then ν2(G) ≥ |H|+ |H
′| ≥ 2
3
ν3(G).
In [12] Mkrtchyan, Petrosyan and Vardanyan proved that
Theorem 2.1. For any cubic graph G
(1) ν2(G) ≥
4
5
· |V (G)|,
(2) ν3(G) ≥
7
6
· |V (G)|,
(3) ν2(G) + ν3(G) ≥ 2 · |V (G)|,
3
(4) ν2(G) ≤
|V (G)|+2·ν3(G)
4
.
The proofs of (1) and (2) of Theorem 2.1 given in [12] are long. Here we show that (3)
and (4) imply (1) and (2).
Theorem 2.2. For every cubic graph G
ν2(G) ≥
4
5
· |V (G)|.
Proof. The claim follows immediately by a linear combination of inequality (3) of Theorem
2.1 and Proposition 2.1: add the former with coefficient 2
3
to the latter.
Theorem 2.3. For every cubic graph G
ν3(G) ≥
7
6
· |V (G)|.
Proof. Due to (3) of Theorem 2.1, we have
ν2(G) + ν3(G) ≥ 2 · |V (G)|.
(4) of Theorem 2.1 states:
ν2(G) ≤
|V (G)|+ 2 · ν3(G)
4
.
So, we have:
|V (G)|+ 2 · ν3(G)
4
+ ν3(G) ≥ 2 · |V (G)|,
or
|V (G)|+ 2 · ν3(G) + 4 · ν3(G) ≥ 8 · |V (G)|,
hence,
ν3(G) ≥
7
6
· |V (G)|.
The proof of Theorem 2.3 is complete.
The following graph on 6 veritices is a tight example for the inequality in Theorem 2.3
(Figure 1).
Inequality (4) of Theorem 2.1 provides an upper bound for ν2(G) in terms of
|V (G)|+2·ν3(G)
4
.
Here we address the problem of finding a lower bound for ν2(G) in terms of the same
expression. We investigate this problem in the class of cubic graphs, the class of cubic
graphs containing a perfect matching and the class of bridgeless cubic graphs.
Our first result states:
4
Figure 1: An example attaining the bound of Theorem 2.3.
Theorem 2.4. For any cubic graph G
ν2(G) ≥
16
17
·
|V (G)|+ 2 · ν3(G)
4
.
Proof. The claim follows immediately by a linear combination of inequality (3) of Theorem
2.1 and Proposition 2.1: add the former with coefficient 5
17
to the latter with coefficient 12
17
.
The Sylvester graph on 10 vertices is a tight example for this inequality (Figure 2).
Figure 2: An example attaining the bound of Theorem 2.4.
For cubic graphs containing a perfect matching, we are able to improve the proved lower
bound. The proof of this result requires the following auxiliary lemma.
Lemma 2.1. For any cubic graph G containing a perfect matching
ν2(G) ≥
5
6
· n.
Proof. Let F be a perfect matching of G, and let o(F¯ ) be the number of odd cycles in
the 2-factor G − F . A 2-edge-colorable subgraph of G can be obtained by taking F and a
maximum matching in G− F . Hence, we have
ν2(G) ≥
n
2
+
n− o(F¯ )
2
.
Since the length of each odd cycle of G− F¯ is at least 3, we have
o(F¯ ) ≤
n
3
.
Hence,
ν2(G) ≥
n
2
+
n
3
=
5
6
· n.
The proof of Lemma 2.1 is complete.
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We are ready to prove the main theorem for the class of cubic graphs containing a perfect
matching.
Theorem 2.5. For any cubic graph G containing a perfect matching
ν2(G) ≥
20
21
·
|V (G)|+ 2 · ν3(G)
4
.
Proof. The claim follows immediately by a linear combination of Lemma 2.1 and Proposition
2.1: add the former with coefficient 6
21
to the latter with coefficient 15
21
.
The graph from Figure 3 attains the bound of Theorem 2.5.
Figure 3: An example attaining the bound of Theorem 2.5.
Petersen theorem states that any bridgeless cubic graph contains a perfect matching [23].
Hence, one can claim that
ν2(G) ≥
20
21
·
|V (G)|+ 2 · ν3(G)
4
for this class of graphs. It turns out that no bridgeless cubic graph can attain this bound.
In other words, we are able to improve the coefficient 20
21
in this class.
Our proof will require the following proposition, which is easy to see to be true. It
implicitly makes use of the fact, that there is no a bridgeless cubic graph G with r3(G) = 1
[17, 18].
Proposition 2.2. Let G be a bridgeless cubic graph.
(1) If r3(G) ≤ 2, then
ν2(G) =
|V (G)|+ 2 · ν3(G)
4
.
(2) If r3(G) is odd, then
ν2(G) <
|V (G)|+ 2 · ν3(G)
4
.
Our main result states:
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Theorem 2.6. For any bridgeless cubic graph G
ν2(G) ≥
44
45
·
|V (G)|+ 2 · ν3(G)
4
.
Proof. If n ≤ 10, then it is known that r3(G) ≤ 2. Hence, (1) of Proposition 2.2 implies that
G satisfies the statement of the theorem. Thus without loss of generality, we can assume
that n ≥ 12.
Steffen in [18] proved that ν2(G) ≥
11
12
· n when n ≥ 12. Then the claim follows imme-
diately by a linear combination of this inequality and Proposition 2.1: add the former with
coefficient 12
45
to the latter with coefficient 33
45
.
We are not able to exhibit a bridgeless cubic graph attaining this bound. Moreover, we
suspect that
Conjecture 2.1. For any bridgeless cubic graph G
ν2(G) ≥
52
53
·
|V (G)|+ 2 · ν3(G)
4
.
Using the results of [5], we can show that this conjecture holds for any bridgeless cubic
graph with |V (G)| ≤ 26. In [5] it is shown that any connected non-3-edge-colorable bridgeless
cubic graph G contains a vertex w such that G−w is Hamiltonian. One can easily see that
this implies that r3(G) ≤ 2. Hence, ν2(G) =
|V (G)|+2·ν3(G)
4
due to (1) of Proposition 2.2.
The coefficient 52
53
is best-possible in the above conjecture, as the graph from Figure 4
attains it. The graph has 28 vertices and it is constructed as follows: we take 3 vertex
disjoint copies of Petersen graph without a vertex (see left of Figure 4) and connect them
according to the right of Figure 4.
Figure 4: An example attaining the bound of Conjecture 2.1.
Note that all these coefficients 44
45
, 52
53
are very close to 1, and there are also a vast
number of graphs for which mentioned coefficient is 1, i.e. ν2(G) =
|V (G)|+2·ν3(G)
4
. So,
it is an interesting problem to characterize the class of bridgeless cubic graphs G with
ν2(G) =
|V (G)|+2·ν3(G)
4
.
We suspect that
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Conjecture 2.2. It is NP-hard to test whether a given bridgeless cubic graph G satisfies
ν2(G) =
|V (G)|+2·ν3(G)
4
.
3. Inequalities and bounds for claw-free cubic graphs
This section deals with lower bounds of ν2(G) and ν3(G) in the class of claw-free cubic
graphs. We show that there exist substantial improvements for most of the inequalities
proved in the previous section. On the other hand, we demonstrate that some of them
cannot be improved.
Before we formulate the new inequalities let us give some definitions.
Definition 3.1. A subgraph of G is called a diamond if it is isomorphic to K4 − e.
Definition 3.2. In graph G a string of diamonds is a maximal sequence D1, D2, ..., Dk
of diamonds in which, for every i ∈ {1, 2, ..., k − 1}, Di has a vertex adjacent to a vertex in
Di+1.
Definition 3.3. A connected claw-free cubic graph in which every vertex is in a diamond
is called a ring of diamonds.
Definition 3.4. Replacing a vertex v with a triangle in a cubic graph is to replace
v with three vertices v1, v2, v3 forming a triangle so that if e1, e2, e3 are three edges incident
with v, then e1, e2, e3 will be incident with v1, v2, v3 respectively.
If a graph G is obtained from the graph H by replacing all vertices of H with a triangle,
then we will write G = H△.
We are ready to state the characterization of simple claw-free bridgeless cubic graphs
proved by Sang-il Oum in [10].
Theorem 3.1 ([10]). A graph G is a simple 2-edge-connected claw-free cubic if and only if
either
(i) G is isomorphic to K4, or
(ii) G is a ring of diamonds, or
(iii) G can be built from a 2-edge-connected cubic graph H by replacing some edges of H
with strings of diamonds and replacing each vertex of H with a triangle.
Let us also recall the following classical result of Sumner:
Proposition 3.1. ([20]) If G is a connected claw-free graph of even order, then G has a
perfect matching.
We are ready to improve the lower bound for ν2(G) in the class of claw-free cubic graphs.
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Theorem 3.2. For any claw-free cubic graph G
ν2(G) ≥
5
6
· |V (G)|.
Proof. If G is not connected, then by proving the inequality for each connected component
we will prove it for G. So, we can assume that G is connected. Proposition 3.1 implies that
G has a perfect matching. Hence, by Lemma 2.1, the above inequality holds.
Note that the lower bound on ν3(G) for general cubic graphs from Theorem 2.3 cannot
be improved for claw-free cubic graphs because the tight example from Figure 1 is claw-free.
Also, note that the inequality from Theorem 2.5 cannot be improved for claw-free cubic
graphs, as the tight example is a claw-free graph as well.
Below we improve the lower bound for ν3(G) in the class of claw-free bridgeless cubic
graphs. First, we will state a theorem which holds for every claw-free bridgeless graph, but
we will not give a proof of it, as later in the paper we will prove a much better result with
a small restriction on the graph size.
Theorem 3.3. For any claw-free bridgeless cubic graph G
ν2(G) ≥
29
30
· |V (G)|.
Theorem 3.4. For any claw-free bridgeless cubic graph G
ν3(G) ≥
43
45
· |E(G)|.
Proof. Recall that (4) of Theorem 2.1 was stating that ν2(G) ≤
|V (G)|+2·ν3(G)
4
. Using this
result and Theorem 3.3 we can easily deduce the statement of this theorem as follows:
29
30
|V (G)| ≤ ν2(G) ≤
|V (G)|+ 2 · ν3(G)
4
,
29
30
|V (G)| ≤
|V (G)|+ 2 · ν3(G)
4
.
After some basic calculations we will get
43
30
|V (G)| ≤ ν3(G),
which is the same as
43
45
|E(G)| ≤ ν3(G).
The proof of the theorem is complete.
We observe that Theorem 3.4 is best-possible in a sense that there is a graph attaining
the bounds of this theorem. An example of such a graph is P△, where P is the Petersen
graph.
For the proof of our next result, we will require some lemmas.
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Lemma 3.1. Let G′ be a cubic graph, and assume that G is a cubic graph obtained from
G′ by replacing one of edges of G′ with a string of diamonds. Then
r3(G) = r3(G
′).
Proof. Assume that the string of diamonds of G that has replaced the edge a of G′ contains
exactly k diamonds. Then we have
|E(G)| = |E(G′)|+ 6k.
Taking into account that
r3(G) = |E(G)| − ν3(G) and r3(G
′) = |E(G′)| − ν3(G
′),
it suffices to show that
ν3(G) = ν3(G
′) + 6k.
It is easy to prove that
ν3(G) ≥ ν3(G
′) + 6k,
hence, we will only show that
ν3(G) ≤ ν3(G
′) + 6k.
Let (H,H ′, H ′′) be a triple of edge disjoint matchings of G, such that their union forms
a maximum 3-edge-colorable subgraph of G. Observe that the string itself contains 6k + 1
edges of G. Now, if at least one of these edges of G does not belong to H ∪H ′ ∪H ′′, then
the restrictions of these matchings to G′ (H ∩ E(G′), H ′ ∩ E(G′), H ′′ ∩ E(G′)) will form a
3-edge-colorable subgraph of G′ (Figure 5), hence,
ν3(G
′) ≥ |(H ∪H ′ ∪H ′′) ∩ E(G′)| ≥ ν3(G)− 6k,
or
ν3(G) ≤ ν3(G
′) + 6k.
Thus, without loss of generality, we can assume that all 6k + 1 edges of the string of G
belong to H ∪H ′ ∪H ′′. Assume that the first edge of the string belongs to H ′′ (Figure 6).
Then, one can easily see that the string should be colored as on Figure 6. This coloring is
unique up to flipping of edges of H and H ′ in the diamonds of the string.
Consider the restrictions of matchings of H , H ′ and H ′′ to G′, and add the edge a to H ′′
(Figure 6). Observe that these new matchings will form a 3-edge-colorable subgraph of G′,
hence,
ν3(G
′) ≥ |(H ∪H ′ ∪H ′′) ∩ E(G′)| = (ν3(G) + 1)− 6k − 1 = ν3(G)− 6k,
or
ν3(G) ≤ ν3(G
′) + 6k.
The proof of the lemma is complete.
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G′
G
H
H ′′
HH
′′
H
H
H ′′
H ′′ H
H
H ′′
HH
′
H ′
H ′
H ′
H ′
H ′ H ′′
H ′ H ′′
a
Figure 5: Restrictions of matchings form a 3-edge-colorable subgraph of G′.
G′
G
H ′′
H
H ′′
H
H ′′ H
H
H ′′
H ′′
H ′′
H ′′
H ′′
H
H
H ′
H ′
H ′
H ′
H ′
H ′
a
Figure 6: All edges of the string belong to the matchings.
Lemma 3.2. (See the proof of Lemma 3.4 from [18]) Let G′ be a bridgeless cubic graph,
and assume that G is a bridgeless cubic graph obtained from G′ by replacing one of vertices
of G′ with a triangle. Then
r3(G) = r3(G
′).
Lemma 3.3. [18] If G is a bridgeless cubic graph with at least 16 vertices, then
r3(G) ≤
|V (G)|
8
.
Lemma 3.4. Let G be any claw-free bridgeless cubic graph with n ≥ 48. Then
r3(G) ≤
|V (G)|
24
.
Proof. If r3(G) ≤ 2, then
r3(G) ≤ 2 ≤
|V (G)|
24
.
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Thus, without loss of generality, we can assume that r3(G) ≥ 3. If G contains multi-edges,
then repeatedly remove the vertices of G adjacent to multi-edges and join the 2 degree-
two vertices with an edge (Figure 7). We claim that the resulting graph G′ contains no
multi-edges and |V (G′)| ≥ 84.
G′G
A2
C
D
A
B
Figure 7: A multi-edge in G.
If it contains a multi-edge, then one can easily see that r3(G) = 0 (G is 3-edge-colorable),
which violates our assumption that r3(G) ≥ 3. Hence, G
′ is simple. Consider the Theorem
3.1. As r3(G) ≥ 3, we have that the theorem works from point (iii). Let H be the corre-
sponding 2-edge-connected graph H . Lemmas 3.1 and 3.2 imply that 3 ≤ r3(G
′) = r3(H).
Let us show that |V (H)| ≥ 28. If |V (H)| ≤ 26, then [5] implies that there is a vertex w
of H such that H − w is Hamiltonian. One can easily see that this implies that r3(H) ≤ 2
contradicting our assumption. Hence, |V (H)| ≥ 28, which implies that |V (G′)| ≥ 3·28 = 84.
Thus, without loss of generality, we can assume that our initial graph G is simple.
Similarly, one can show that G contains no string of diamonds. Thus, due to Theorem
3.1, there is a 2-edge-connected graph H such that G = H△. As |V (G)| ≥ 48, we have
|V (H)| ≥ 16, hence, due to Lemma 3.3, we have
r3(G) = r3(H) ≤
|V (H)|
8
=
|V (H△)|
24
=
|V (G)|
24
.
The proof of the lemma is complete.
Theorem 3.5. For any claw-free bridgeless cubic graph G with n ≥ 48
ν2(G) ≥
35
36
· |V (G)|.
Proof. Due to Lemma 3.4
ν3(G) = |E(G)| − r3(G) ≥
3 · |V (G)|
2
−
|V (G)|
24
=
35 · |V (G)|
24
,
hence,
ν2(G) ≥
2
3
· ν3(G) ≥
2
3
·
35|V (G)|
24
= 35 ·
|V (G)|
36
,
when |V (G)| ≥ 48.
The proof of the theorem is complete.
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Theorem 3.6. For any claw-free bridgeless cubic graph G with n ≥ 48
ν2(G) ≥
140
141
·
|V (G)|+ 2 · ν3(G)
4
.
Proof. From Theorem 3.5 we have
36 · ν2(G) ≥ 35 · n,
hence,
141 · ν2(G) ≥ 35 · n+ 105 · ν2(G) = 35 · n + 70 ·
3
2
· ν2(G) ≥ 35 · n+ 70 · ν3(G).
The last inequality follows from Proposition 2.1. Then,
141 · ν2(G) ≥ 35 · (n+ 2ν3(G)).
The final result we can write in the following form:
ν2(G) ≥
140
141
·
n+ 2 · ν3(G)
4
.
The proof of the theorem is complete.
We were unable to find a claw-free bridgeless cubic graph attaining the bound of the
previous theorem. Moreover, we suspect that
Conjecture 3.1. For any claw-free bridgeless cubic graph G
ν2(G) ≥
164
165
·
|V (G)|+ 2 · ν3(G)
4
.
The bound presented by the previous conjecture is tight, in a sense, that there is a graph
attaining it. That example is obtained from the graph from Figure 4 by replacing all its
vertices with triangles.
4. Inequalities and bounds for trees and unicyclic graphs
In the previous 2 sections, we have presented some bounds for ν2(G) in terms of
|V |+2·ν3(G)
4
.
If a graph G has a perfect matching (ν1(G) =
|V |
2
), we have
|V |+ 2 · ν3(G)
4
=
ν1(G) + ν3(G)
2
.
Hence, one may wonder whether a bound for ν2(G) can be proved in terms of
ν1(G)+ν3(G)
2
in some interesting graph classes. In the present section, we address a generalization of
this question. More precisely, we aim to bound νk(G) in terms of
νk−1(G)+νk+1(G)
2
for k ≥ 2.
Conjectures 1.1 and 1.2 present the main statements that we have tried to prove. In the
present section, we verify these conjectures for trees and unicyclic graphs (graphs containing
exactly 1 cycle).
First, we prove some lemmas that will be helpful later in the section.
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Lemma 4.1. Let G be a graph, and let e = (u, v) ∈ E(G). Assume that dG(u) = 1. Then
for any k ≥ 1, there is a maximum k-edge-colorable subgraph Hk of G, such that e ∈ E(Hk).
Proof. Let Hk be any maximum k-edge-colorable subgraph of G. If e ∈ E(Hk), then we
are done. Thus, we can assume that e /∈ E(Hk). Since Hk is a maximum k-edge-colorable
subgraph of G and dG(u) = 1, there is an edge e
′ ∈ E(Hk), such that e
′ is incident to v.
Consider the subgraph H ′k of G defined as follows: E(H
′
k) = (E(Hk)\{e
′}) ∪ {e}. Observe
that H ′k is k-edge-colorable, e ∈ E(H
′
k) and |E(H
′
k)| = |E(Hk)|, hence H
′
k is a maximum
k-edge-colorable subgraph of G containing e. The proof of the lemma is complete.
Lemma 4.2. Let k ≥ 1, G be a connected graph, and let e = (u, v) ∈ E(G) be a bridge of G.
Assume that there is a maximum k-edge-colorable subgraph Hk of G, such that e ∈ E(Hk).
Then
νk(G) = νk(G1e) + νk(G2e)− 1.
Here G1 and G2 are the components of G− e, and G1e, G2e are the supergraphs of G1 and
G2, respectively, that satisfy the equalities E(G1e) = E(G1)∪{e} and E(G2e) = E(G2)∪{e}.
Proof. Let H(1) and H(2) be the restrictions of Hk in the graphs G1e and G2e, respectively.
Clearly, these subgraphs are k-edge-colorable. We claim that H(1) and H(2) are maximum
k-edge-colorable subgraphs of G1e and G2e, respectively. Assume that |E(H
(1))| < νk(G1e).
Then, by Lemma 4.1, there is a maximum k-edge-colorable subgraph H ′(1) containing e.
Consider the subgraph H ′k of G defined as follows:
E(H ′k) = (E(Hk)\E(H
(1))) ∪ E(H ′(1)).
Observe that H ′k is k-edge-colorable and |E(H
′
k)| > |E(Hk)| contradicting the choice of Hk.
Similarly, one can prove that H(2) is a maximum k-edge-colorable subgraphs of G2e.
We have the following chain of equalities:
νk(G) = |E(Hk)|
= |E(H(1))|+ |E(H(2))| − 1
= νk(G1e) + νk(G2e)− 1.
The proof of the lemma is complete.
Our first theorem in this section verifies Conjecture 1.1 for graphs with at most 1 cycle.
Theorem 4.1. For any k ≥ 2 and a graph G containing at most 1 cycle,
νk(G) ≥
⌊
νk−1(G) + νk+1(G)
2
⌋
.
Proof. We will prove the theorem by induction on n. The statement of the theorem is trivial
when n = 1, 2. Assume that it is true for all graphs having at most 1 cycle and less than
n vertices, and consider a graph G with n vertices and containing at most 1 cycle. Clearly,
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we can assume that G is connected and ∆(G) ≥ 3 (the statement of the theorem is true for
cycles and paths).
Let T be a tree defined as follows: if G is a tree, then T = G, otherwise T = G/C. Here
C is the only cycle of G, and T is the tree obtained from G by contracting C to a vertex
vC . View T as a rooted tree. The root of T is any of its vertices, if G = T , and is the vertex
vC , otherwise. Below, we will speak about children, grand-children of vertices of G. This
relationship will be viewed from the perspective of the tree T .
Let us show that, without loss of generality, we can assume that there is no vertex of G
with degree 2 that is adjacent to a vertex of degree 1. On the opposite assumption, consider
a vertex z of degree 2 that is adjacent to a vertex y of degree 1. Observe that since k ≥ 2,
we have νi(G) = 1 + νi(G − y) for i = k, k + 1 and νk−1(G) ≤ 1 + νk−1(G − y). Thus, we
will have:
νk(G) = νk(G− y) + 1
≥
⌊
νk+1(G− y) + νk−1(G− y)
2
⌋
+ 1
=
⌊
νk+1(G− y) + 1 + νk−1(G− y) + 1
2
⌋
≥
⌊
νk+1(G) + νk−1(G)
2
⌋
.
Here the inequality follows from induction hypothesis applied to G−y. Thus, we can assume
that no vertex of G that has degree 2 is adjacent to a vertex of degree 1.
Next, let us show that all vertices of G with degree at least 3 lie on C-the unique cycle of
G. On the opposite assumption, consider a vertex x of degree at least 3 that does not lie on
the cycle and it has no children, grand-children, etc. that are of degree at least 3. Observe
that all the children of x are of degree 1. We will consider some cases.
≥ k + 1
x
G′
Figure 8: dG(x) ≥ k + 2
k
e
x
G′
E ′
Figure 9: dG(x) = k + 1
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Case 1: dG(x) ≥ k + 2. Then G can be represented as on Figure 8.
It can be easily seen that in this case there is an edge e adjacent to x such that νi(G) =
νi(G− e) for i = k − 1, k, k + 1. Hence, we have:
νk(G) = νk(G− e)
≥
⌊
νk+1(G− e) + νk−1(G− e)
2
⌋
=
⌊
νk+1(G) + νk−1(G)
2
⌋
.
Here the inequality follows from induction hypothesis applied to the components of G− e.
Case 2: 3 ≤ dG(x) = k+ 1. Then G can be represented as on Figure 9. Here E
′ denotes
the edge-set of the component of G− e containing x.
We have
νk−1(G) ≤ νk−1(G
′) + |E ′| − 1,
νk(G) = νk(G
′) + |E ′|,
νk+1(G) = νk+1(G
′e) + |E ′|.
It is easy to see that νk+1(G
′e) ≤ νk+1(G
′) + 1, hence, by induction hypothesis, we have
⌊
νk−1(G
′) + νk+1(G
′e)− 1
2
⌋
≤
⌊
νk−1(G
′) + νk+1(G
′)
2
⌋
≤ νk(G
′).
The last inequality, in its turn, implies:
νk(G) = νk(G
′) + |E ′|
≥
⌊
νk−1(G
′) + νk+1(G
′e)− 1
2
⌋
+ |E ′|
≥
⌊
νk+1(G) + νk−1(G)
2
⌋
.
Case 3: 3 ≤ dG(x) = k. Then G can be represented as on Figure 10. Here E
′ denotes
the edge-set of the component of G− e containing x.
We have the following equalities:
νk−1(G) = νk−1(G
′) + |E ′|,
νk(G) = νk(G
′e) + |E ′|,
νk+1(G) = νk+1(G
′e) + |E ′|.
It is easy to see that νk−1(G
′) ≤ νk−1(G
′e), hence, by induction hypothesis, we have
⌊
νk−1(G
′) + νk+1(G
′e)
2
⌋
≤
⌊
νk−1(G
′e) + νk+1(G
′e)
2
⌋
≤ νk(G
′e).
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k − 1
e
x
G′
E ′
Figure 10: dG(x) = k
≤ k − 2
e
x
G′
E ′
Figure 11: dG(x) ≤ k − 1
The last inequality, in turn, implies:
νk(G) = νk(G
′e) + |E ′|
≥
⌊
νk−1(G
′) + νk+1(G
′e)
2
⌋
+ |E ′|
=
⌊
νk+1(G) + νk−1(G)
2
⌋
.
Case 4: 3 ≤ dG(x) ≤ k−1. Then G can be represented as on Figure 11. Here E
′ denotes
the edge-set of the component of G− e containing x. We have the following equalities:
νk−1(G) = νk−1(G
′e) + |E ′|,
νk(G) = νk(G
′e) + |E ′|,
νk+1(G) = νk+1(G
′e) + |E ′|.
By induction hypothesis, we have
νk(G
′e) ≥
⌊
νk−1(G
′e) + νk+1(G
′e)
2
⌋
.
Hence,
νk(G) = νk(G
′e) + |E ′|
≥
⌊
νk+1(G
′e) + νk−1(G
′e)
2
⌋
+ |E ′|
=
⌊
νk+1(G
′e) + |E ′|+ νk−1(G
′e) + |E ′|
2
⌋
=
⌊
νk+1(G) + νk−1(G)
2
⌋
.
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The considered cases imply that all vertices of G with degree at least 3 lie on C. If there
is a vertex x of G lying on C with dG(x) ≥ k + 2, then G can be represented as on Figure
12.
≥ k
x
Figure 12: dG(x) ≥ k + 2
≤ k − 1
x
Figure 13: dG(x) ≤ k + 1
Observe that there is an edge e of C that is incident to x and νk+1(G) = νk+1(G − e).
Moreover, for any edge f of C that is incident to x, νi(G) = νi(G − f) for i = k − 1, k.
Hence we have:
νk(G) = νk(G− e)
≥
⌊
νk+1(G− e) + νk−1(G− e)
2
⌋
=
⌊
νk+1(G) + νk−1(G)
2
⌋
.
Here the inequality follows from induction hypothesis applied to the components of G− e.
Thus, we can assume that for any vertex x of G lying on C, we have dG(x) ≤ k + 1.
Then G can be represented as on Figure 13.
Let us show that νk+1(G) = |E(G)|, that is, G is (k + 1)-edge-colorable. Consider the
colors {1, 2, ..., k, k + 1}. Color the edges of the cycle C with colors 1, 2, 3. Observe that
at each vertex of C only 2 colors will be present. Hence at each vertex of C there will be
missing k − 1 colors. Since each vertex x of C is adjacent to at most k − 1 vertices lying
outside C, we can extend the edge-coloring of C, to a (k + 1)-edge-coloring of G.
Define xk−1 and xk as the minimum number of edges of C, that one needs to remove
from G in order to obtain a (k − 1) or k-edge-colorable subgraph of G, respectively. We
have:
νk−1(G) = |E(G)| − xk−1,
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νk(G) = |E(G)| − xk,
νk+1(G) = |E(G)|.
Observe that the inequality
νk(G) ≥
⌊
νk+1(G) + νk−1(G)
2
⌋
that we need to prove, is equivalent to
xk ≤
⌈xk−1
2
⌉
. (1)
Let us show that the latter inequality is true. Let Jk−1 be a subgraph of C, such that
G − E(Jk−1) is (k − 1)-edge-colorable and |E(Jk−1)| = xk−1. Observe that ∆(Jk−1) ≤ 2,
hence
ν1(Jk−1) ≥
⌊
|E(Jk−1)|
2
⌋
=
⌊xk−1
2
⌋
.
Let Mk−1 be a maximum matching of Jk−1. Then G− (E(Jk−1)\Mk−1) is k-edge-colorable,
hence
xk ≤ |E(Jk−1)\Mk−1|
≤
⌈
|E(Jk−1)|
2
⌉
=
⌈xk−1
2
⌉
.
The proof of the theorem is complete.
Remark 4.1. For any k ≥ 2, there is an infinite sequence of graphs G containing 1 cycle,
such that
νk(G) =
⌊
νk−1(G) + νk+1(G)
2
⌋
.
Proof. Let k ≥ 2 be a fixed integer. For a positive integer l ≥ 2 consider the graph G from
Figure 14. G contains one cycle of length l. Every vertex lying on that cycle (denoted by
Cl) is of degree k + 1. It is incident to 2 edges lying on the cycle and k − 1 other edges,
whose the other endpoints are degree of 1.
It can be easily checked that
νk−1(G) = l · (k − 1),
νk(G) = l · (k − 1) +
⌊
l
2
⌋
,
νk+1(G) = |E(G)| = l · (k − 1) + l,
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k − 1
Cl
Figure 14: The infinite sequence of graphs.
hence
νk(G) =
⌊
νk−1(G) + νk+1(G)
2
⌋
.
The proof of the remark is complete.
Our next theorem verifies Conjecture 1.2 for bipartite graphs with at most 1 cycle.
Theorem 4.2. For any k ≥ 2 and a bipartite graph G containing at most 1 cycle,
νk(G) ≥
νk−1(G) + νk+1(G)
2
.
Proof. The proof of this theorem is identical to that of Theorem 4.1, with the exception
that inequality (1) should be replaced with
xk ≤
xk−1
2
.
The latter can be proved in a similar way, by taking into account that if C is not the odd
cycle, then
ν1(Jk−1) ≥
|E(Jk−1)|
2
=
xk−1
2
.
The proof of the theorem is complete.
Corollary 4.1. For any k ≥ 2 and a tree T
νk(T ) ≥
νk−1(T ) + νk+1(T )
2
.
Combined with the classical theorem of Ko¨nig, Corollary 4.1 implies:
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Corollary 4.2. If T is a tree containing a perfect matching and ∆(T ) = 3, then
ν2(T ) ≥
3n− 2
4
.
Remark 4.2. For any k ≥ 2, there is an infinite sequence of bipartite graphs G containing
1 cycle, such that
νk(G) =
νk−1(G) + νk+1(G)
2
.
Proof. Consider the sequence of graphs G from Remark 4.1 when l is even. Observe that
νk(G) =
νk−1(G) + νk+1(G)
2
.
The proof of the remark is complete.
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