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Abstract
This paper explores spaces of splines satisfying boundary conditions using the long exact sequence for relative homology. We
relate them to the boundary complex of ∆, where ∆ is a planar simplicial complex which triangulates a pseudomanifold. In this
case, there is a natural relationship between the Hilbert polynomials (which measure the dimension of Crk (∆̂) for k  0) of the
spline modules.
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1. Introduction
Let ∆ be a connected finite simplicial complex which is supported on |∆| ⊂ R2, so that ∆ and all of its links
are pseudomanifolds. Henceforth, the phrase ‘simplicial complex’ means a simplicial complex with these properties
(unless specified otherwise). Let (∆)0, (∆)i , and (∆)0i denote the sets of interior faces, i-dimensional faces and
i-dimensional interior faces, respectively. Also, let r ≥ 0 be an integer and let R = R[x, y, z]. Define the following
spaces of splines:
Crk (∆) := {F : |∆| → R | F is continuously differentiable of order r and F |σ is a polynomial in R[x, y] of degree at
most k for all σ ∈ (∆)2}
and
Cr (∆̂) := {F : |∆̂| → R | F is continuously differentiable of order r and F |̂σ ∈ R for all σ ∈ (∆)2},
where ∆̂ is the join of ∆ (embedded in the plane z = 1) with the origin in R3. Note that Cr (∆̂) is a finitely generated
graded R-module, whose kth graded piece is exactly Crk (∆̂).
The main purpose of this paper is to use homological algebra to obtain results involving the Hilbert polynomial of
the spline module. In particular, we explore the space of splines satisfying conditions on the boundary of the simplicial
complex ∆, and show how its Hilbert polynomial compares to the Hilbert polynomial of Cr (∆̂).
Billera, in [1], introduced the use of homological algebra in spline theory. Further explorations in this direction
were conducted by Billera and Rose, in [2,3], as well as Schenck and Stillman, in [4,5]. For other approaches to
the study of spline spaces, see Alfeld and Schumaker, in [6,7], Chui and Wang, in [8], Haas in [9], or Yuzvinsky
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in [10]. In the next section, we recall the homology theory which has been used and some previous results. We also
define the Hilbert polynomial and give some of its properties which will be used to obtain the desired conclusion.
In Section 3, we obtain a formula by using the long exact sequence obtained from the usual short exact sequence in
relative homology.
2. Preliminaries
Throughout this paper, all∆ should be considered as simplicial complexes supported in R2, though the definitions
and examples can be extended to higher dimensions.
Definition 2.1. Let R be a ring. A complex F of R-modules on (∆)0 consists of the following:
(a) For each σ ∈ (∆)0, an R-module F(σ ) and
(b) for each i ∈ {0, . . . , d}, an R-module homomorphism
∂i :
⊕
σi∈(∆)0i
F(σi ) −→
⊕
σi−1∈(∆)0i−1
F(σi−1)
such that ∂i−1 ◦ ∂i = 0.
Example 2.2. For R = R[x, y, z] and ∆ embedded in R2, fix an integer r ≥ 0 and let Iτ be generated by lτ , the
homogenization of the linear form vanishing on τ ∈ (∆)01. Define the complex J [∆], whose maps are induced from
the usual relative simplicial boundary operators onR[∆], as follows:
J (σ ) = 0 for σ ∈ (∆)2
J (τ ) = I r+1τ for τ ∈ (∆)01
J (v) =
∑
v∈τ
I r+1τ for v ∈ (∆)00.
Example 2.3. Define the complex R/J [∆] defined on (∆)0 as the quotient of the complex R[∆] (which computes
relative homology with R coefficients) and the complex J [∆] as defined above. Again the maps are induced from the
usual simplicial boundary maps.
Given a complex F of R-modules on (∆)0,
0 −→
⊕
σ∈(∆)2
F(σ ) ∂2−→
⊕
τ∈(∆)01
F(τ ) ∂1−→
⊕
v∈(∆)00
F(v) −→ 0
let H∗(F) denote the homology of the complex F . Since ∆ is two-dimensional, for a short exact sequence of
complexes on (∆)0:
0 −→ A −→ B −→ C −→ 0
the corresponding long exact sequence in homology is:
0 −→ H2(A) −→ H2(B) −→ H2(C) −→ H1(A) −→ · · · −→ H0(C) −→ 0.
We recall some results of previous work applying homological algebra to study spline theory. The first lemma relates
the second homology module of the quotient complex R/J [∆] with the spline space of a simplicial complex. The
second lemma describes H1(R/J [∆]) and H0(R/J [∆]).
Lemma 2.4 (See [1]). Let ∆ be a connected finite simplicial complex. If R/J [∆] is the complex defined in
Example 2.3, then Cr (∆̂) is isomorphic to the module H2(R/J [∆]).
Lemma 2.5 (See [5]). The R-module H1(R/J [∆]) has finite length, and H0(R/J [∆]) = 0.
Now, for a finitely generated graded module M over the polynomial ring R = R[x, y, z] there is a polynomial
(the Hilbert polynomial) HP(M, t) ∈ Z[t] such that dimR Ml = HP(M, l) for l  0 (See [11], Theorem 1.11). The
Hilbert polynomial satisfies some key facts (See [11]).
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Lemma 2.6. If 0 → M → M0 → M1 → · · · → Mk → 0 is an exact sequence of finitely generated graded modules
over R then HP(M, t) =∑ki=0(−1)iHP(Mi , t).
Lemma 2.7. If M and N are finitely generated graded R-modules then
HP(M ⊕ N , t) = HP(M, t)+ HP(N , t).
Lemma 2.8. If M is a finitely generated graded R-module of finite length, then
HP(M, t) = 0.
The proofs of Lemmas 2.6 and 2.7 are simple exercises and are well known facts for the Hilbert polynomials. The
reason that Lemma 2.8 is true is because a module of finite length vanishes in high degree. Hence, the dimension of
the high degree pieces are zero which causes its Hilbert polynomial to also be zero.
3. Splines satisfying conditions on ∂∆
Splines have been defined and studied as globally defined Cr functions across the interior of a simplicial complex
∆; thus far, we have placed no conditions on ∂∆. This is why the use of simplicial homology relative to the boundary is
well suited to the problem. Throughout this section, we want to consider splines that are globally defined Cr functions
across the interior and which vanish on the boundary of a simplicial complex. We can get a handle on these new
splines by forming a new chain complex that involves all the faces of ∆; i.e. both interior and boundary faces:
R/J [∆b] : 0 −→
⊕
σ∈(∆)2
R/J (σ ) ∂2−→
⊕
τ∈(∆)1
R/J (τ ) ∂1−→
⊕
v∈(∆)0
R/J (v) −→ 0.
Notice that ∆ has the same two-dimensional faces as (∆)0, but (∆)1 = (∆)01 ∪ (∂∆)1 and similarly for (∆)0. The
top homology module of this complex will be denoted by Cr (∆̂b) and is the space of splines vanishing on ∂∆. Our
goal is to find a formula relating HP(Cr (∆̂)), discovered by Alfeld and Schumaker in [6], and HP(Cr (∆̂b)).
When using relative simplicial homology, there is a short exact sequence of complexes. In this case, it takes the
following form:
R/J [∂∆] : 0 →
⊕
τ∈(∂∆)1
R/J (τ ) →
⊕
v∈(∂∆)0
R/J (v)
↓ ↓ ↓
R/J [∆b] :
⊕
σ∈(∆)2
R →
⊕
τ∈(∆)1
R/J (τ ) →
⊕
v∈(∆)0
R/J (v)
↓ ↓ ↓
R/J [∆] :
⊕
σ∈(∆)2
R →
⊕
τ∈(∆)01
R/J (τ ) →
⊕
v∈(∆)00
R/J (v).
Thus, we have the following long exact sequence in homology:
0 → Cr (∆̂b)→ Cr (∆̂)→ H1(R/J [∂∆])→ H1(R/J [∆b])→ H1(R/J [∆])
→ H0(R/J [∂∆])→ H0(R/J [∆b])→ 0.
This sequence can be simplified by showing that H0(R/J [∂∆]), H0(R/J [∆b]), and H1(R/J [∆b]) are all modules
of finite length (by Lemma 2.5, H1(R/J [∆]) is a finite length module).
Lemma 3.1. The module H0(R/J [∂∆]) is of finite length.
Proof. The complexR/J [∂∆] has the following form:
R/J [∂∆] : 0 →
⊕
τ∈(∂∆)1
R/J (τ ) ∂1→
⊕
v∈(∂∆)0
R/J (v)→ 0.
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In particular, H2(R/J [∂∆]) = 0 since ∂∆ is one-dimensional.
So, we have the following exact sequence:
0 → H1(R/J [∂∆])→
⊕
τ∈(∂∆)1
R/J (τ ) ∂1→
⊕
v∈(∂∆)0
R/J (v)→ H0(R/J [∂∆])→ 0.
Fix v˜ ∈ (∂∆)0, by a change of coordinates, we may assume v˜ satisfies
√
J (v˜) = 〈x, y〉. Let P be a codimension 2
prime ideal. To obtain our result, we will localize at P . Recall that localization is an exact functor and commutes with
finite sums. Thus, we have the following exact sequence:
0 → H1(R/J [∂∆])P →
⊕
τ∈(∂∆)1
(R/J (τ ))P ∂1→
⊕
v∈(∂∆)0
(R/J (v))P → H0(R/J [∂∆])P → 0.
Notice, if J (v) 6⊆ P then (R/J (v))P = 0. Thus, if P 6= √J (v) for any v ∈ (∂∆)0 then⊕v∈(∂∆)0(R/J (v))P = 0
which forces H0(R/J [∂∆])P = 0.
Suppose P = √J (v˜). In this case, the exact sequence takes on the form:
0 → H1(R/J [∂∆])P →
⊕
τ∈(∂∆)1
(R/J (τ ))P ∂1→(R/J (v˜))P → H0(R/J [∂∆])P → 0.
Also, note that (R/J (τ ))P = (R/ lr+1τ )P 6= 0 iff lτ ∈ P . Since we are working with simplicial complexes, there exist
τ1, . . . , τm ∈ (∂∆)1, with m ≥ 2 so that (R/J (τi ))P 6= 0 for i = 1, . . . ,m. Since (R/J (v))P = 0 for all v 6= v˜, this
forces the map
⊕m
i=1(R/J (τi ))P
∂1→(R/J (v˜))P to be surjective. So, again we have H0(R/J [∂∆])P = 0.
Therefore, H0(R/J [∂∆])P = 0 for any codimension 2 prime ideal. Hence, H0(R/J [∂∆]) must be supported on
the ideal 〈x, y, z〉 which means that H0(R/J [∂∆]) is a finite length module. (See [11], Corollary 2.17). 
Corollary 3.2. H0(R/J [∆b]) is a finite length module.
Proof. By the long exact sequence in homology prior to Lemma 3.1, H0(R/J [∂∆]) surjects onto H0(R/J [∆b]).
Since H0(R/J [∂∆]) vanishes in high degree, H0(R/J [∆b]) must also. 
We immediately have the following:
Corollary 3.3.
HP(H1(R/J [∂∆])) =
∑
τ∈(∂∆)1
HP(R/J (τ ))−
∑
v∈(∂∆)0
HP(R/J (v)).
This is a key result because the Hilbert polynomial of R/J (τ ) and R/J (v) are known. First, by definition,
J (τ ) = I r+1τ , where Iτ is a principal ideal generated by a linear polynomial. Thus, HP(R/J (τ )) = HP(R) −
HP(R(−r − 1)) =
(
t+2
2
)
−
(
t+2−r−1
2
)
. Second, Schenck and Stillman in [4], found a free resolution for R/J (v),
which gives a formula for HP(R/J (v)).
Lemma 3.4. Suppose J (v) has the form 〈(x+a1y)r+1, . . . , (x+an y)r+1〉 with ai 6= a j if i 6= j . Let α(v) = b r+1n−1c,
s1(v) = (n − 1)α(v)+ n − r − 2, and s2(v) = r + 1− (n − 1)α(v) then HP(R/J (v)) =
(
t+2
2
)
− n
(
t+2−r−1
2
)
+
s1(v)
(
t+2−r−1−α(v)
2
)
+ s2(v)
(
t+2−r−2−α(v)
2
)
.
(Note, there is a typo when defining s2 in Theorem 3.1 of [4], the second + should be a −. Nonetheless, the proof is
correct.)
The final ingredient is the following:
Proposition 3.5. The module H1(R/J [∆b]) has finite length.
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Proof. To see this, we will be considering the chain complex R/J [∆b]. Our strategy will be to apply a localization
argument at a prime ideal P and show that H1(R/J [∆b])P vanishes unless P is 〈x, y, z〉.
First, if we localize at any prime ideal P where lτ 6∈ P for every τ ∈ (∆)1 then ⊕τ∈(∆)1(R/J (τ ))P =⊕
τ∈(∆)1(R/ l
r+1
τ )P = 0. As a consequence, (ker ∂1)P = 0 which forces H1(R/J [∆b])P = 0. Thus, we must
consider a prime P that contains lτ for some τ ∈ (∆)1.
Suppose P has codimension 1. Then we can assume P = 〈l〉 where  ∈ (∆)1. In this case, (R/J (τ ))P = 0 for
all τ 6⊆ V (l). We also have (R/J (v))P = 0 for every v ∈ (∆)0, since J (v) 6⊆ 〈l〉. So, the localized complex is of
the form:
0 →
n⊕
i=1
RP →
⊕
τ j⊆V (l)
(R/J ())P → 0.
Hence, (ker ∂1)P = ⊕τ j⊆V (l)(R/J ())P and we need to show that ∂2 is surjective. For this, consider a generator,
µ j of
⊕
τ j⊆V (l)(R/J ())P . That is, µ j = (0, . . . , 1, . . . , 0)t with a 1 in the j th position and the rest zeros.
Suppose that σi is a triangle with boundary edges τ j , τk , and τn with τ j ⊆ V (l) and τk, τn 6⊆ V (l). Let
γ = (0, . . . , 1, . . . , 0)t with a 1 in the i th position and the rest zeros be an element in⊕ni=1 RP . Since, τk, τn 6⊆ V (l),
we have that ∂2(γ ) = (0, . . . , ∂2(σi ), . . . , 0)t = µ j ∈⊕τ j⊆V (l)(R/J ())P which means ∂2 is surjective. Therefore,
H1(R/J [∆b])P = 0.
We finally consider the case when P is a codimension 2 prime ideal. By an earlier observation, 〈lτ 〉 must be
contained in P for some edge τ of ∆. So, since codimension 2 prime ideals correspond to points, we can assume
P = 〈l1 , l2〉. There are two cases to consider. First, suppose V (P) = v˜ is a vertex of the simplicial complex ∆.
If v˜ is an interior vertex, then we are done since H1(R/J [∆]) is of finite length and H1(R/J [∆b])P is equal to
H1(R/J [∆])P in this situation.
So, we assume that v˜ is on the boundary of ∆. Here, we will have (R/J (v))P = 0 for all v 6= v˜ and
(R/J (τ ))P = 0 for τ where v˜ 6⊆ V (lτ ).
We may suppose that τ1, . . . , τk are all edges which contain v˜. The localized complex will have the following form:
0 →
k−1⊕
i=1
RP →
k⊕
i=1
(R/J (τi ))P ⊕
⊕
v˜ 6⊆τ
(R/J (τ ))P → (R/J (v˜))P → 0.
Suppose γ = (g1, . . . , gk)t ∈⊕ki=1(R/J (τi ))P is an element of H1(R/J [∆b])P so that ∂1(γ ) =∑ki=1 gi ∈ J (v˜).
γ is only defined up to (α1lr+1τ1 , . . . , αkl
r+1
τk
)t , so fix a representative for γ in
⊕k
i=1 RP . There exists ai , for
i = 1, . . . , k so that∑ki=1 gi = ∑ki=1 ai lr+1τi . Consider ψ = (−a1lr+1τ1 + a2lr+1τ2 , a3lr+1τ3 , . . . , aklr+1τk )t ∈ ⊕k−1i=1 RP
and notice that ∂2(ψ) = (a2lr+1τ2 , a1lr+1τ1 + a3lr+1τ3 , a4lr+1τ4 , . . . aklr+1τk , 0)t = φ and ∂1(φ) =
∑k
i=1 ai lr+1τi . Also, we
have the following short exact sequence of complexes with γ − φ ∈ ker ∂1:
J [∆b]P : 0 →
k⊕
i=1
RP → J (v˜)P
↓ ↓ ↓
R[∆b]P :
k−1⊕
i=1
RP
∂2→
k⊕
i=1
RP
∂1→ RP
↓ ↓ ↓
R/J [∆b]P :
k−1⊕
i=1
RP →
k⊕
i=1
(R/J (τi ))P → (R/J (v˜))P .
Note that H1(R[∆b]) = 0 since the localized simplicial complex has no holes and from this we know that
ker ∂1 = image ∂2. So, there exists some element G ∈ ⊕k−1i=1 RP with ∂2(G) = γ − φ. This implies that
γ = φ + ∂2(G) ∈ image ∂2. Hence, H1(R/J [∆b])P = 0 and this is equivalent to saying that H1(R/J [∆b]) is
a finite length module. 
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Now, we combine the results in this section with those in the previous sections to obtain a formula for comparing
the Hilbert polynomials of splines that satisfy boundary conditions with splines having no restrictions on the boundary.
Theorem 3.6. Let r ≥ 0 be an integer and R = R[x, y, z]. If ∆ is a connected finite planar simplicial complex then
HP(Cr (∆̂b)) = HP(Cr (∆̂))−
∑
τ∈(∂∆)1
HP(R/J (τ ))+
∑
v∈(∂∆)0
HP(R/J (v)).
The salient fact here is the module H1(R/J [∂∆]) is not of finite length, but by Lemma 3.4 we know its Hilbert
polynomial. We conclude with an example to illustrate the result. Note, this example was computed using code written
for Macaulay2. The code takes an abstract simplicial complex, embedding information, and the desired order of
smoothness and builds a matrix, such that Cr (∆̂b) is the kernel of the matrix. (This is similar to the associated matrix
for Cr (∆̂) introduced by Billera and Rose.) Then we use Macaulay2 commands to find the Hilbert polynomial.
Example 3.7. Below, we give a simplicial complex ∆ and a table with various r values demonstrating Theorem 3.6.
r HP(Cr (∆̂b)) HP(Cr (∆̂)) −∑τ∈(∂∆)1 HP(R/J (τ )) ∑v∈(∂∆)0 HP(R/J (v))
0 4t2 − 3t + 1 4t2 + 3t + 1 −6t − 6 6
1 4t2 − 18t + 19 4t2 − 6t + 7 −12t − 6 18
2 4t2 − 33t + 66 4t2 − 15t + 26 −18t 40
3 4t2 − 48t + 140 4t2 − 24t + 58 −24t + 12 70
4 4t2 − 63t + 243 4t2 − 33t + 103 −30t + 30 110
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