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ANALYSIS AND OUTPUT TRACKING DESIGN FOR THE DIRECT
CONTACT MEMBRANE DISTILLATION SYSTEM
MOHAMED GHATTASSI ∗, TAOUS-MERIEM LALEG† , AND JEAN-CLAUDE VIVALDA†
Abstract. This paper discusses the mathematical properties of a recently developed mathemat-
ical model of a direct contact membrane distillation system. The model consists of two-dimensional
advection diffusion system coupled at the boundary. A semi-group framework is used to analyze the
model. First, the infinitesimal generator operator and its properties are studied. Then, existence and
uniqueness of the solutions are investigated using the theory of operators. Some regularity results
of the solution are also established. A particular case showing the diagonal property of the prin-
cipal operator is studied. However, based on this new partial differential model we formulated our
problem of output tracking design for the parabolic distillation system. Using a partial boundary
measurement, we first propose an extended state observer to estimate both system state and the
disturbance. Then we design a servomechanism and thereafter an output feedback controller. Thus
by some regularity for the reference signal and the disturbance vanish, we prove the exponential
decay of the output tracking error. Moreover, we show the performance of the control strategy in
presence of the measurement noise.
Key words. Direct Contact Membrane Distillation System, Well-Posedness Criteria, distur-
bance rejection, disturbance rejection control.
1. Introduction. The access to drinking water is getting more and more prob-
lematic as a result of the limited natural freshwater resources. The potable water
demand is increasing due to the rapid population growth and to impacts of climate
change. As a consequence, many countries rely on desalination to address their potable
water demand. Indeed, desalination has been recognized as one of the most promising
approaches to reduce water shortage in arid regions through the production of fresh
water from seawater and saline groundwater. Among conventional yet innovative wa-
ter desalination technologies is membrane distillation (MD). MD has great potential
for sustainable high quality water supply. It is a low energy and effective method
for water treatment and desalination. It consists of a separation process driven by
temperature gradient, where hot salt water is circulated in one side (the feed side)
of a hydrophobic porous membrane, while cold-fresh stream is circulated in the other
side (the permeate side), thus creating a difference of partial pressure between the two
sides of the membrane that constitutes the main driving force of the process. There
are different configurations for MD system such as Direct Contact Membrane Distil-
lation (DCMD), Air Gap Membrane Distillation (AGMD), Sweeping Gas Membrane
Distillation (SGMD) and Vacuum Membrane Distillation (VMD). For more details
about the MD technology and its configurations, the reader can refer to [16, 17, 6]
and references therein. Many studies have been conducted recently by engineers to
propose accurate mathematical models of MD systems and to develop efficient model-
based control and monitoring strategies [15, 24, 22]. An accurate mathematical model
will also allow the optimization of the system to increase its efficiency. Among the
proposed MD models is a system of two dimensional advection diffusion equations
coupled at the boundary. This dynamical model has been proposed for the DCMD
configuration and has been validated experimentally in [7].
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The aim of this paper is to study and analyze the mathematical properties of
the DCMD model describing heat transfer in the DCMD process and given by a
two dimensional advection diffusion parabolic system coupled at the boundary. The
framework of semigroup theory has been considered. Using some classical arguments
for the analysis of partial differential equations (PDEs), the model operator is shown
to be m-dissipative. Moreover, it is proven that for any initial conditions, the solution
of the system tends to an equilibrium as time tends to infinity. In particular, we will
show that this operator is diagonal in the co-current configuration, if some additional
conditions on thermal conductivity and flow rate are satisfied. It is worth to point our
that systems of advection-diffusion equations represent an important class of PDEs
that arise in many problems of science and engineering. In this context, there exists
some papers that have been devoted to the study of the reaction-advection-diffusion
systems for linear and nonlinear cases, see [3, 21, 4] and references therein. The au-
thors study the well-posedness and the blow-up of the solution for a class of nonlinear
reaction-advection-diffusion system. The systems studied in these work present an
internal coupling. On the other hand based on this new model, we will develop an
output feedback to track the temperature of the 2D parabolic system using some
boundary measurements. This kind of system will be treated for the first time in
our work. However, there are some techniques used for the control design problem of
the parabolic systems in the multidimensional case. Among the backstepping tech-
nique, we refer the reader to the pioneering work of Thomas Meurer and and his
collaborators [19, 20]. It should be noted that in the beginning, we started to see
this control problem based on this method but, in our model this technique presents
some limitations, because our operator is self-adjoint only for some particular values
of thermal conductivity and flow rate coefficients suddenly, we are oriented towards
the Active disturbance rejection control (ADRC) method. This new technique needs
only an analytic semigroup operator. Moreover, ADRC a powerful solution proposed
to deal with control problems for systems subject to external disturbances. The main
idea is to provide an effective estimation of the disturbance, which is incorporated in
the control law to allow an efficient decoupling of the actual disturbance. The topic
has been well covered in finite dimensional systems, for example, [11, 5]. However,
there are also some studies that investigate the ADRC for PDEs. For example, this
technique has been proposed for wave equation in [12, 13]. Then we explored it for
parabolic equations by Bao-Zhu Guo [10, 14, 27]. In [10] an unknown input type state
observer has been proposed to stabilize an unstable one dimensional heat equation
with external disturbance and boundary uncertainty, which has been combined to a
backstepping control. In [14], the authors considered the boundary output tracking
for a one dimensional heat equation with external disturbance. A design of an ob-
server to estimate the disturbance is proposed and a servo system which consists of
an output feedback boundary control law has been derived. Recently, in [27], the
authors extended the performance output tracking for a boundary controlled multi-
dimensional heat equation with external disturbance and unknown internal nonlinear
uncertainty. In this work, we propose an extension of this method for the system of
parabolic equation weakly coupled at the boundary by one side control in order to
track the temperature at the output of the feed and the permeate, respectively.
This paper is organized as follows. In section 2 we describe a mathematical model
for the heat transfer in the DCMD systems. Section 3 formulates the problem using
the framework of operator theory; where we prove that the operator related to the
DCMD system is m-dissipative. The proof of the existence and uniqueness for the
solution of the DCMD elliptic system is established in section 4. In section 5 the co-
2
current DCMD case is presented and it is shown that under some additional conditions
the operator is diagonal. Moreover, in section 6, we formulate the output tracking
problem for the DCMD system based on the ADRC technique. Finally, in section 7
we address some natural open questions arising after our study.
2. Mathematical modeling of heat transfer in DCMD process. The
model geometry consists of a feed inlet boundary B1, feed outlet boundary B3, per-
meate inlet boundary B4, permeate outlet boundary B6. In this module, the vapor
generated in the feed solution (warm sea water) is forced to pass through the mem-
brane dry pores to the permeate side (cold water), following thermodynamics rules.
Hereafter, we outline the equations describing the evolutions of the temperatures in
the feed and permeate rooms of the devices, more details can be found in [7] or [24].
We denote by f(t, x, y) the temperature of the warm water and by p(t, x, y) the
temperature of the cold water at time t and at the point of coordinates (x, y); we
denote also by Ωf and Ωp the rectangles [0, `] × [0, L] and [δm + `, δm + 2`] × [0, L]
respectively (here δm denotes the membrane thickness, see Fig. 1).
The mathematical model for the evolution of the temperatures in the device
involves a diffusion and a convection term. The equations write, see [24]
∂tf(t, x, y) = αf∆f(t, x, y)− βf ∂yf(t, x, y) for t ≥ 0 and (x, y) ∈ Ωf(1)
∂tp(t, x, y) = αp∆p(t, x, y)− βp ∂yp(t, x, y) for t ≥ 0 and (x, y) ∈ Ωp .(2)
The coefficients αf , βf and αp are positive and are assumed to be constant, they
depend on the thermal conductivity and on the densities of the fluids (see [24] );
specifically they are defined as follows
αf =
κf
ρf Cf
, αp =
κp
ρp Cp
.
Here κk, ρk and Ck, (k ∈ {p, f}) denote respectively the thermal conductivity of fluid,
liquid density of fluid and specific heat capacity of fluid. The coefficients βf > 0 and
βp denote the velocities of the flow in the feed and permeate side respectively. The
velocity βp in the permeate is negative in the counter-current case, Fig. 1 (a) and
positive for the co-current presentation, Fig. 1 (b). The boundary conditions are a
mix of Dirichlet, von Neumann and Robin conditions, they are:
On the boundary B1.
(3) f(t, x, 0) = Tf for every 0 ≤ x ≤ `
On the boundary B2.
(4) ∂xf(t, 0, y) = 0 for every 0 ≤ y ≤ L
On the boundary B3.
(5) ∂yf(t, x, L) = 0 for every 0 ≤ x ≤ `
On the boundary B4.
(6)
p(t, x, L) = Tp for every `+ δm ≤ x ≤ 2`+ δm, Fig. 1 (a)
p(t, x, 0) = Tp for every `+ δm ≤ x ≤ 2`+ δm, Fig. 1 (b)
On the boundary B5.
(7) ∂xp(t, 2`+ δm, y) = 0 for every 0 ≤ y ≤ L
3
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(b) Co-current presentation
Figure 1. Schematic of the device
On the boundary B6.
(8)
∂yp(t, x, 0) = 0 for every `+ δm ≤ x ≤ 2`+ δm Fig. 1 (a)
∂yp(t, x, L) = 0 for every `+ δm ≤ x ≤ 2`+ δm, Fig. 1 (b)4
Figure 2. Temperature evolution from feed (f) to permeate (p) in DCMD
On the interfaces If ane Ip.
kf∂xf(t, `, y) = −
(
Jλ+ km
δm
f(t, `, y)− km
δm
p(t, `+ δm, y)
)
(9)
kp∂xp(t, `, y) = −(Jλ+ km
δm
f(t, `, y)− km
δm
p(t, `+ δm, y))(10)
The surface temperature on the feed side of the membrane equals the feed temperature
f and the surface temperature on the permeate side of the membrane equals the bulk
temperature p of the condensing fluid. Nevertheless, the process is known to suffer
from temperature polarization as depicted in figure 2 causing a decrease in permeate
fluxes [1].
The term J denotes the permeate flux through the membrane; the mass transport
mechanism in the membrane pores is governed by three basic mechanisms known
as: Knudsen diffusion, molecular diffusion and Poiseuille flow, the reader is referred
to [22, 24] and [16, Chapter 10] for more details. The term λ is the latent heat of
water, these terms depend on the temperature; the product J λ is very small (about
10−6 ) and will be neglected in the sequel. the terms kf , kp and km are thermal
conductivity coefficients.
As this model does not take into account the physical phenomena inside the
membrane, we shall rewrite it in such a way that the two unknown functions f and
p are defined on the same domain. To this end, one make the following change
of unknown function: p˜(t, x, y) = p(t, 2` + δm − x, y) where (x, y) ∈ [0, `] × [0, L].
Hereafter, the partial differential equations as well as the boundary conditions are
rewritten with the unknown functions f and p˜. For the sake, of readability, we keep
the notation p(t, x, y) (instead of p˜), moreover, without loss of generality, we assume
that ` = 1. The rest of the paper will examine the counter current case. However,
the findings remain true for the co-current process. The domain of definition of the
PDE’s is Ω := (0, 1)× (0, L), the considered advection diffusion system writes
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(11)

∂tf(t, x, y)− αf∆f(t, x, y) + βf∂yf(t, x, y) = 0, t ≥ 0, (x, y) ∈ Ω
∂tp(t, x, y)− αp∆p(t, x, y)− βp∂yp(t, x, y) = 0 t ≥ 0, (x, y) ∈ Ω
f(t, x, 0) = Tf t ≥ 0, 0 ≤ x ≤ 1,
∂xf(t, 0, y) = 0 t ≥ 0, 0 ≤ y ≤ L,
∂yf(t, x, L) = 0 t ≥ 0, 0 ≤ x ≤ 1,
p(t, x, L) = Tp t ≥ 0, 0 ≤ x ≤ 1,
∂xp(t, 0, y) = 0 t ≥ 0, 0 ≤ y ≤ L,
∂yp(t, x, 0) = 0 t ≥ 0, 0 ≤ x ≤ 1,
∂xf(t, 1, y) = −γf (f(t, 1, y)− p(t, 1, y)) t ≥ 0, 0 ≤ y ≤ L,
∂xp(t, 1, y) = γp (f(t, 1, y)− p(t, 1, y)) t ≥ 0, 0 ≤ y ≤ L,
f(0, x, y) = f0(x, y) (x, y) ∈ Ω,
p(0, x, y) = p0(x, y) (x, y) ∈ Ω .
Here the constants γf and γp are respectively equal to km(δmkf )−1 and km(δmkp)−1.
Tf , Tp, f0 and p0 are the initial data of the system.
Remark. A simplification of the DCMD model has been proposed in [7] under
appropriate physical assumptions. Indeed, the vertical thermal diffusivity for the con-
sidered geometry has been neglected, the width ` being sufficiently small compared to
the length L. This assumption is based on the fact that the horizontal diffusivity is
dominant.
∂tf(t, x, y)− αf∂xxf(t, x, y) + βf∂yf(t, x, y) = 0, t ≥ 0, (x, y) ∈ Ω
∂tp(t, x, y)− αp∂xxp(t, x, y)− βp∂yp(t, x, y) = 0 t ≥ 0, (x, y) ∈ Ω
f(t, x, 0) = Tf t ≥ 0, 0 ≤ x ≤ 1,
∂xf(t, 0, y) = 0 t ≥ 0, 0 ≤ y ≤ L,
p(t, x, L) = Tp t ≥ 0, 0 ≤ x ≤ 1,
∂xp(t, 0, y) = 0 t ≥ 0, 0 ≤ y ≤ L,
∂xf(t, 1, y) = −γf (f(t, 1, y)− p(t, 1, y)) t ≥ 0, 0 ≤ y ≤ L,
∂xp(t, 1, y) = γp (f(t, 1, y)− p(t, 1, y)) t ≥ 0, 0 ≤ y ≤ L,
f(0, x, y) = f0(x, y) (x, y) ∈ Ω,
p(0, x, y) = p0(x, y) (x, y) ∈ Ω .
To study the advection diffusion system (11), we shall place ourselves in the framework
of operators theory.
3. The operator related to the membrane distillation system. First, we
introduce the domain of the operator: consider the space E which is the set of pairs
(f, p) in
[
H1(Ω) ∩ C1(Ω¯)]2 such that
• f(x, 0) = p(x, L) = 0 for every x ∈ (0, 1) ;
• ∂xf(0, y) = ∂xp(0, y) = 0, for every y ∈ (0, L) ;
• ∂yf(x, L) = ∂yp(x, 0) = 0, for every x ∈ (0, 1) ;
• ∂xf(1, y) = −γf
(
f(1, y)− p(1, y)), for every y ∈ (0, L) ;
• ∂xp(1, y) = γp
(
f(1, y)− p(1, y)) for every y ∈ (0, L) .
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The space H1(Ω)×H1(Ω) is equipped with the product topology, so the norm of an
element (f, p) ∈ H1(Ω)×H1(Ω) is defined by
(12) ‖ (f, p) ‖2 =
∫
Ω
f2 +
∫
Ω
|∇f |2 +
∫
Ω
p2 +
∫
Ω
|∇p|2 .
On L2(Ω)× L2(Ω), we consider the following inner product:
(13)
〈
(f, p), (g, q)
〉
:= αpγp
∫
Ω
f(x, y)g(x, y) dxdy + αfγf
∫
Ω
p(x, y)q(x, y) dxdy ;
notice that this inner product induces the product topology on L2(Ω) × L2(Ω) . We
denote by H1bc the closure of E in
[
H1(Ω)
]2 ; from the Poincaré’s inequality, the
induced norm on H1bc defined by (12) is equivalent to the following one
(14) ‖(f, p)‖2H1bc = αf
∫
Ω
‖∇f‖2 + αp
∫
Ω
‖∇p‖2, (f, p) ∈ H1bc .
We then denote by A0 the operator whose domain is given by
D(A0) :=
{
(f, p) ∈ H1bc | (∆f,∆p) ∈
[
L2(Ω)
]2 }
and which is defined by
A0(f, p) =
(
αf∆f, αp∆p
)
.
We introduce also the operator B0, whose domain is the one of A0 and which is
defined by
B0(f, p) =
(−βf∂yf, βp∂yp) ;
finally we define operator A, related to system (11) by
A = A0 +B0 .
3.1. The operator A0. In this section, we shall prove that the operator A0 is,
as the laplacian operator, self adjoint and m-dissipative. The proof is analogous to
the one which shows these classical properties of the laplacian operator (see e.g. [25]).
We begin by the following proposition.
Proposition 1. The embedding operator from H1bc to
[
L2(Ω)
]2 is compact.
Proof. We denote by J the embedding H1bc ↪→
[
L2(Ω)
]2 From the elementary
theory of Fourier series we know that the family (ϕα)α∈N2 defined by
ϕα =
2√
L
sin(α1pi x) sin
(α2pi
L
y
)
, α := (α1, α2) ∈ N2,
is an orthonormal basis for L2(Ω). In this proof, we need the notation ‖α‖2 = α21 + α22
for a multi-index α ∈ N2. Let (f, p) ∈ H1bc. Then
‖f‖2L2(Ω) =
∑
α∈N2
∣∣∣ 〈f, ϕα〉 ∣∣∣2
and
‖f‖2H1(Ω) =
∑
α∈N2
(
1 + ‖α‖2) ∣∣∣ 〈f, ϕα〉 ∣∣∣2 .
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From the above formulas it follows that if m ∈ N, and if Jm ∈ L(H1bc, L2(Ω)) is
defined by
Jm(f, p) =
∑
α∈N2,‖α‖26m
〈f, ϕα〉ϕα +
∑
α∈N2,‖α‖26m
〈p, ϕα〉ϕα ,
then, as
∑
α∈N2
‖α‖2|〈f, ϕα〉|2 ≥ m
∑
α∈N2
‖α‖2>m
|〈f, ϕα〉|2 and
∑
α∈N2
‖α‖2|〈p, ϕα〉|2 ≥ m
∑
α∈N2
‖α‖2>m
|〈p, ϕα〉|2 ,
we have
‖J (f, p)− Jm (f, p) ‖2L2(Ω) 6
1
1 +m‖ (f, p) ‖H1bc ,
and so
lim
m→∞ Jm = J .
Since the dimension of Ran(Jm) is finite, this implies that J is compact (see [25,
Proposition 12.2.2]).
Theorem 2. The operator A0 is self-adjoint and diagonalizable.
Proof. Take (f, p) and (g, q) in D(A0); integrating two times by parts, we obtain
∫
Ω
∂2f
∂x2
(x, y)g(x, y)dxdy =
∫ L
0
∂f
∂x
(1, y) g(1, y)dy −
∫ L
0
f(1, y) ∂g
∂x
(1, y) dy
+
∫
Ω
f(x, y) ∂
2g
∂x2
(x, y) dxdy
= γf
∫ L
0
(
g(1, y)p(1, y)− f(1, y)q(1, y))dy
+
∫
Ω
f(x, y)∂
2g
∂x2
(x, y) dxdy ,(15)
and ∫
Ω
∂2f
∂y2
(x, y)g(x, y)dxdy =
∫
Ω
f(x, y)∂
2g
∂y2
(x, y) dxdy .(16)
Analogous computations lead to
∫
Ω
∆p(x, y) q(x, y)dxdy = γp
∫ L
0
(
f(1, y)q(1, y)− g(1, y)p(1, y)) dy
+
∫
Ω
p(x, y) ∆q(x, y) dxdy .
(17)
8
So we have
〈A0(f, p), (g, q)〉 = αpγpαfγf
∫ L
0
(
g(1, y)p(1, y)− f(1, y)q(1, y)) dy
+ αpγpαf
∫
Ω
f(x, y) ∆g(x, y) dxdy
+ αfγfαpγp
∫ L
0
(
f(1, y)q(1, y)− g(1, y)p(1, y))dy
+ αfγfαp
∫
Ω
p(x, y) ∆q(x, y) dxdy
= αpγp
∫
Ω
f(x, y)
(
αf∆g(x, y)
)
dxdy
+ αfγf
∫
Ω
p(x, y)
(
αp∆q(x, y)
)
dxdy
=
〈
(f, p), A0(g, q)
〉
,
which shows that the operator A0 is symmetric. We shall now show that A0 is self-
adjoint; to do this, it is enough to prove that A0 is onto, the proof is almost the same
as in [25, Proposition 3.2.4 ].
Take (u, v) ∈ [L2(Ω)]2, we have to prove the existence of (f, p) in D(A0) such
that
A0 (f, p) = (u, v) .
First notice that the mapping
(g, q) −→
∫
Ω
u g +
∫
Ω
v q
is a bounded linear functional on H1bc. By the Riesz representation theorem, there
exists (f, p) ∈ H1bc such that〈
(f, p), (g, q)
〉
H1bc
=
〈
(u, v), (g, q)
〉
[L2(Ω)]2 ;
the inner product in the left-hand member of this equality being the one related to the
norm defined by (14). Denoting by D(Ω) the space of smooth functions with compact
support in Ω, we notice that, as D(Ω)×D(Ω) ⊂ H1bc, the above equality can also be
written for any g, q ∈ D(Ω); so, in the sense of distributions, we have〈
(f, p), (g, q)
〉
H1bc
=αf
∫
Ω
(∇f) · (∇g) dxdy + αp
∫
Ω
(∇p) · (∇q) dxdy
=− αf 〈∆f, g〉D′,D − αp〈∆p, q〉D′,D .
This equality is true for every (g, q) ∈ [D(Ω)]2, so we have
−αf∆f = u, in D′(Ω), −αp∆p = v, in D′(Ω).
Since, (u, v) ∈ [L2(Ω)]2, we obtain that
αf∆f ∈ L2 (Ω) , αp∆p ∈ L2 (Ω) .
Thus (f, p) ∈ D(A0) and
A0 (f, p) = (u, v) ,
9
hence A0 is onto and we can conclude that A0 is a self adjoint.
Finally, according to Proposition 1, the embedding J : H1bc ↪→ [L2(Ω)]2 is com-
pact, therefore A−10 = J ◦ A−10 is compact and hence, by Proposition [25, Theorem
3.2.12], A0 is diagonalizable with an orthonormal basis (ϕk, ψk) of eigenvectors and
the corresponding sequence of eigenvalues (λk) satisfies and lim|k|→∞ λk =∞.
3.2. The operator A. In this section we shall prove that A is m-dissipative
with respect to the inner product defined in (13); the proof is in the same spirit as
the proof of [23, Theorem 3.2]. We shall see first that A is dissipative.
Proposition 3. For every t ∈ [0, 1], the operator A0 + tB0 is dissipative; more-
over, the operator A0 is m-dissipative.
Proof. Take (f, p) ∈ D(A0), we compute first
〈
A0(f, p), (f, p)
〉
: integrating by
parts, we get∫
Ω
∂2f
∂x2
f =
∫ L
0
[
∂f
∂x
(x, y) f(x, y)
]x=1
x=0
dy −
∫
Ω
(
∂f
∂x
)2
dxdy
= −γf
∫ L
0
f(1, y)
(
f(1, y)− p(1, y)) dy − ∫
Ω
(
∂f
∂x
)2
dxdy .
On the other hand∫
Ω
∂2f
∂y2
f =
∫ 1
0
[
∂f
∂y
(x, y) f(x, y)
]y=1
y=0
dx−
∫
Ω
(
∂f
∂y
)2
dxdy
= −
∫
Ω
(
∂f
∂x
)2
dxdy .
An analogous computation leads to∫
Ω
(∆p)p dxdy = γp
∫ L
0
p(1, y)
(
f(1, y)− p(1, y))dy − ∫
Ω
|∇p|2dxdy
So, we have
〈
A0(f, p), (f, p)
〉
[L2(Ω)]2 = αpγpαf
∫
Ω
(∆f)f dxdy + αfγfαp
∫
Ω
(∆p)p dxdy
= −αpγpαfγf
∫ L
0
f(1, y)
(
f(1, y)− p(1, y))dy
− αpγpαf
∫
Ω
|∇f |2 dxdy
+ αfγfαpγp
∫ L
0
p(1, y)
(
f(1, y)− p(1, y)) dy
− αfγfαp
∫
Ω
|∇p|2 dxdy
= −αpγpαfγf
∫ L
0
(f(1, y)− p(1, y))2 dy
− αfαp
∫
Ω
(
γp|∇f |2 + ϕf |∇p|2
)
dxdy
(18)
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On the other hand
〈B0(f, p), (f, p)〉 = −αpγpβf
∫
Ω
(∂yf)f dxdy + αfγfβp
∫
Ω
(∂yp)p dxdy
= −αpγpβf2
∫ 1
0
(
f2(x, 1)− f2(x, 0))dx
+ αgγfβp2
∫ 1
0
(
p2(x, 1)− p2(x, 0)) dx
= −αpγpβf2
∫ 1
0
f2(x, 1) dx− αfγfβp2
∫ 1
0
p2(x, 0) dx .(19)
Inequalities (18) and (19) prove that A0 + tB0 is dissipative for every t ∈ [0, 1];
moreover, we have seen that A0 is onto, this proves that A0 is self-adjoint, as A0 is
dissipative, we can conclude that A0 is m-dissipative.
Now, as in the proof of the previous theorem, we shall prove that there exists δ > 0
such that, if A0 + t0B0 (here t0 ∈ [0, 1]) is m-dissipative, then A0 + tB0 is also m-
dissipative for every t ∈ [0, 1] such that |t− t0| ≤ δ. To this end, we need the following
proposition.
Proposition 4. If the operator A0 + t0B0 (t0 ∈ [0, 1]) is m-dissipative , then the
operator B0
(
I−(A0 + t0B0)
)−1 is bounded, the bound being independent from t0 .
Proof. Notice that if A0 + t0B0 is m-dissipative, I−(A0 + t0B0) is invertible. We
denote the inverse
(
I−(A0 + t0B0)
)−1 by R(t0) and we take (f, p) in [L2(Ω)]2. We
seek for an upper bound for ‖B0R(t0)(f, p)‖. Let (u, v) = R(t0)(f, p), so that we have
f = u− αf∆u+ t0βf ∂u
∂y
, p = v − αp∆v − t0βp ∂v
∂y
.(20)
Now
‖B0R(t0)(f, p)‖2 = ‖B0(u, v)‖2
= αpγp
∫
Ω
β2f
(
∂u
∂y
)2
dxdy + αfγf
∫
Ω
β2p
(
∂p
∂y
)2
dxdy
≤M
(
γp
∫
Ω
(
∂u
∂y
)2
dxdy + γf
∫
Ω
(
∂p
∂y
)2
dxdy
)
(21)
with M = max(αpβ2f , αfβ2p).
We shall rewrite these two integrals; first we have∫
Ω
(
∂u
∂y
)2
dxdy =
∫ 1
0
[
u(x, y) ∂u
∂y
(x, y)
]y=L
y=0
dx−
∫
Ω
u
∂2u
∂y2
dxdy
= −
∫
Ω
u
∂2u
∂y2
dxdy
= − 1
αf
∫
Ω
u
(
u− αf ∂
2u
∂x2
+ t0βf
∂u
∂y
− f
)
dxdy from (20) .(22)
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Now, we have∫
Ω
u
∂2u
∂x2
dxdy =
∫ L
0
[
u(x, y)∂u
∂x
(x, y)
]x=1
x=0
dy −
∫
Ω
(
∂u
∂x
)2
dxdy
= −γf
∫ L
0
u(1, y)
(
u(1, y)− v(1, y))dy − ∫
Ω
(
∂u
∂x
)2
dxdy ;(23)
on the other hand ∫
Ω
u
∂u
∂y
dxdy = 12
∫ 1
0
u2(x, 1) dx .(24)
Substituting equalities (23) and (24) into (22), we get
(25)
∫
Ω
(
∂u
∂y
)2
dxdy =− 1
αf
∫
Ω
u2dxdy − γf
∫ L
0
u(1, y)
(
u(1, y)− v(1, y))dy
−
∫
Ω
(
∂u
∂x
)2
dxdy − t0βf2αf
∫
u2(x, L) dx+ 1
αf
∫
Ω
uf dxdy
≤− 1
αf
∫
Ω
u2dxdy − γf
∫ L
0
u(1, y)
(
u(1, y)− v(1, y))dy
+ 1
αf
∫
Ω
u fdxdy
≤− 1
αf
∫
Ω
u2dxdy − γf
∫ L
0
u(1, y)
(
u(1, y)− v(1, y))dy
+ 12αf
∫
Ω
(u2 + f2)dxdy
≤− γf
∫ L
0
u(1, y)
(
u(1, y)− v(1, y)) dy + 12αf
∫
Ω
f2dxdy .
An analogous computation shows that∫
Ω
(
∂v
∂y
)2
dxdy ≤ γp
∫ L
0
v(1, y)
(
u(1, y)− v(1, y)) dy + 12αp
∫
Ω
p2dxdy .(26)
Substituting (25) and (26) into (21), we get
‖B0R(t0)(f, p)‖2 ≤Mγp
(
−γf
∫ L
0
u(1, y)
(
u(1, y)− v(1, y)) dy + 12αf
∫
Ω
f2dxdy
)
+Mγf
(
γp
∫ L
0
v(1, y)
(
u(1, y)− v(1, y)) dy + 12αp
∫
Ω
p2dxdy
)
= −Mγfγp
∫ L
0
(
u(1, y)− v(1, y))2dy +M ( γp2αf
∫
Ω
f2dxdy + γf2αp
∫
Ω
p2dxdy
)
≤M ′‖(f, p)‖2[L2(Ω)]2 ,
where M ′ = max
(
M
2α2f
,
M
2α2p
)
.
We have proved that the operator B0R(t0) is bounded, moreover its norm is less
than or equal to
√
M ′, which is a bound independent from t0.
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We are now ready to prove the main result of this section.
Theorem 5. Operator A is m-dissipative with respect to the inner product (13).
Proof. Assume that A0 + t0B0 is m-dissipative (with t0 ∈ [0, 1]), a simple com-
putation shows that we can write
I−(A0 + tB0) = I−(A0 + t0B0) + (t0 − t)B0
=
(
I +(t− t0)B0R(t0)
)(
I−(A0 + t0B0)
)
.(27)
The bounded operator I +(t − t0)B0R(t0) is invertible if ‖(t − t0)B0R(t0)‖ < 1, and
this inequality is true if |t − t0| < 1/
√
M ′. Thus, if t satisfies this inequality, we can
conclude from (27) that I−(A0 + tB0) is invertible. Moreover as, from Proposition 3,
we know that A0 + tB0 is dissipative (for every t ≥ 0), we can conclude that A0 + tB0
it is m-dissipative for every t ∈ [0, 1] and such that |t − t0| ≤ 1/
√
M ′ . Observe now
that A0 + t0B0 is m-dissipative with t0 = 0 (cf Prop. 3), since any point of [0, 1]
can be reached from 0 by a finite number of step of length 1/
√
M ′, we conclude that
A = A0 +B0 is m-dissipative.
4. Existence and uniqueness of the solution of system (11). In order to
ensure the existence of a solution to system (11) appropriate regularity assumptions
on the initial datum are required. We next sharpen the regularity of this data.
4.1. The operator A with inhomogeneous boundary conditions. In this
section, we consider the following systems of partial differential equations
(28)

αf∆f(x, y)− βf∂yf(x, y) = 0, (x, y) ∈ Ω
− αp∆p(x, y) + βp∂yp(x, y) = 0 (x, y) ∈ Ω
f(x, 0) = Tf 0 ≤ x ≤ 1,
∂xf(0, y) = 0 0 ≤ y ≤ L,
∂yf(, x, L) = 0 0 ≤ x ≤ 1,
p(x, L) = Tp 0 ≤ x ≤ 1,
∂xp(0, y) = 0 0 ≤ y ≤ L,
∂yp(x, 0) = 0 0 ≤ x ≤ 1,
∂xf(1, y) = −γf
(
f(1, y)− p(1, y)) 0 ≤ y ≤ L,
∂xp(1, y) = γp
(
f(1, y)− p(1, y)) 0 ≤ y ≤ L .
If Tf = Tp = 0, this system writes A(f, p) = 0 with A the operator defined above; in
this case the unique solution of the system is (f, p) ≡ (0, 0) because the m-dissipative
operator A : D(A) → [L2(Ω)]2 is invertible. In the general case, we shall use some
tools from the theory of boundary control systems (see e.g. [25, Chap. 10]). In
system (28), we shall regard Tf and Tp as boundary controls, and we introduce the
following spaces and operators:
• the solution space Z is defined as those pairs (f, p) ∈ H2(Ω)×H2(Ω) satisfying
the following homogeneous boundary conditions:
– for every 0 ≤ y ≤ L, ∂xf(0, y) = ∂xp(0, y) = 0 ;
– for every 0 ≤ x ≤ 1, ∂yf(, x, L) = ∂yp(x, 0) = 0 ;
– for every 0 ≤ y ≤ L, ∂xf(1, y) = −γf (f(1, y)− p(1, y)) , and ∂xp(1, y) =
γp (f(1, y)− p(1, y)) .
• the state space X is the space L2(Ω)× L2(Ω) ;
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• the input space U is the space L2(0, 1)× L2(0, 1) .
Notice that Z ⊂ X with continuous embedding. We consider the operator L : Z→ X
defined as
L(f, p) =
(
αf∆f − βf∂yf, αp∆p+ βp∂yp
)
and the operator G : Z→ U defined as
G(f, p) =
(
f(·, 0), p(·, L)) .
Operator L is obviously bounded, this is true also for operator G
Lemma 6. The linear operator G : Z→ U is bounded.
Proof. Consider the function F defined for x ∈ [0, 1] as
F (x) =
∫ L
0
f2(x, y)dy,
we have
F (0) = F (x)−
∫ x
0
dF (ξ)
dξ dξ
= F (x)− 2
∫ x
0
(∫ L
0
f(ξ, y)∂xf(ξ, y) dξ
)
dy
≤ F (x) + 2
∫ 1
0
(∫ L
0
|f(ξ, y)| |∂xf(ξ, y)|dξ
)
dy
≤ F (x) +
∫ 1
0
(∫ L
0
f2(ξ, y) dξ
)
dy +
∫ 1
0
(∫ L
0
(∂xf)2(ξ, y) dξ
)
dy .
By integrating this inequality with respect to x on the interval [0, 1], we obtain
F (0) ≤
∫ 1
0
F (x) dx+
∫
Ω
f2dxdy +
∫
Ω
(∂yf)2dxdy
which reads
‖f(·, 0)‖L2(0,1) ≤ 2‖f‖2L2(Ω) + ‖∂xf‖2L2(Ω)
and so we have
‖f(·, 0)‖L2(0,1) ≤ 2‖f‖H2(Ω) .
Clearly, the same inequality is true for p, which proves that G is a bounded operator.
Now we have.
Proposition 7. The operators Gand L satisfy the following properties.
1. G is onto;
2. KerG is dense in X ;
3. −L restricted to KerG is onto;
4. Ker(−L) ∩KerG = {0} .
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The two first points are obvious. As regards the third point, notice first that
KerG ⊂ D(A) moreover, given (u, v) ∈ X, we know that there exist (f, p) ∈ D(A)
such that A(f, p) = (u, v). In order to prove that the pair (f, g) is in KerG, we
have to show that f and p are in H2(Ω). The proof of the regularity of the weak
solution of an elliptic equation is a classical result (see e.g. [8] or [2]) but this result
assumes Dirichlet or Neumann boundary conditions. In [9], M. Faierman proves the
regularity of the weak solution of an elliptic equation Mq = r where M is an elliptic
operator defined on a rectangle R and where, as for the system considered in this
paper, the boundary conditions are of mixed type: Dirichlet, Neumann of Robin.
More specifically, under the condition that r ∈ L2(R), Faierman proves that q is in
H2(R). This proof is intended for an elliptic equation whose unknown function f
takes its values in R while, in this paper, our unknown is a couple of functions (f, p) ;
nevertheless, it suffices to adapt slightly the reasoning of Faierman to prove that f
and p are in H2(Ω).
Proposition 8. If both functions u and v are in L2(Ω), the unique pair (f, p) ∈
D(A) such that A(f, p) = (u, v) belongs to H2(Ω)×H2(Ω) .
Proof. Hereafter, we treat only the case of f , the reasoning for p being the same
than for f . First, we define two extensions of f : f1 on Ω1 = [−1, 1]× [0, L] and f2 on
Ω2 = [0, 2]× [0, L] as follows
f1(x, y) =
{
φ1(x)f(x, y) if 0 ≤ x ≤ 1
φ1(−x)f(−x, y) if −1 ≤ x ≤ 0
f2(x, y) =
{(
1− φ1(x)
)
f(x, y) if 0 ≤ x ≤ 1
−(1− φ1(2− x))f(2− x, y) + 2f(1, y) if 1 ≤ x ≤ 2
where φ1 is a C∞ function such that
φ1(x) =
{
1 if x ≤ 1/4
0 si 3/4 ≤ x ≤ 1
and 0 ≤ φ1(x) ≤ 1 for all x ∈ R. Notice that f1 is defined as in [9] but the definition
for f2 (as well as the notations) differs slightly from the one adopted in this paper.
First, it is easily shown that fi ∈ H2(Ωi) (i = 1, 2), then we shall show that f1 and f2
can be regarded as weak solutions to some PDE’s. We begin with function f2: take
ψ2 ∈ H1(Ω2) such that ψ2(x, 0) = 0 for 0 ≤ x ≤ 2, first notice that we have
(29) αf (∇f2)(∇ψ2) + βf (∂yf2)ψ2 = αf (∇f)
(∇(φ2ψ2))+ βf (∂yf)(φ2ψ2)
− αf (∂xφ2)(∂xf)ψ2 + αf (∂xφ2)f(∂xψ2)
where φ2(x) := 1−φ1(x). Integrating by parts and taking into account that A(f, p) =
(u, v), we obtain the following equality
(30)
∫
Ω
αf (∇f) · (∇ψ2) dxdy +
∫
Ω
βf (∂yf)ψ2 dxdy
= −
∫
Ω
uψ2 dxdy + αf
∫ L
0
∂xf(1, y)ψ2(1, y) dy
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from this equality and (29), and taking into account that φ2(1) = 1, and (∂xφ2)(0) =
(∂xφ2)(1) = 0, we obtain∫
Ω
αf (∇f2) · (∇ψ2) dxdy +
∫
Ω
βf (∂yf2)ψ2 dxdy
= −
∫
Ω
(φ2u+ αf (∂xφ2)(∂xf))ψ2 dxdy
+ αf
∫ L
0
∂xf(1, y)ψ2(1, y) dy +
∫
Ω
∂xφ2f (∂xψ2) dxdy
= −
∫
Ω
(φ2u+ αf (∂xφ2)(∂xf))ψ2 dxdy + αf
∫ L
0
∂xf(1, y)ψ2(1, y) dy
+ αf
∫ L
0
[
(∂xφ2)fψ2
]x=1
x=0dy − αf
∫
Ω
(
(∂xxφ2)f + (∂xφ2)(∂xf)
)
ψ2dxdy
= −
∫
Ω
(φ2u+ g2)ψ2 dxdy + αf
∫ L
0
(∂xf)(1, y))ψ2(1, y) dy
where g2 is the function defined as
g2(x, y) := αf
(
∂xxφ2(x) f(x, y) + 2∂xφ2(x)∂xf(x, y)
)
.
From this formula, we deduce that,
(31)
∫
Ω2
αf (∇f2) · (∇ψ2) dxdy +
∫
Ω2
βf (∂yf2)ψ2 dxdy = −
∫
Ω2
(φ2u+ g2)∗ψ2 dxdy
+ 2αf
∫
Ω2
(∂yf)(1, y)(∂yψ2)(x, y) dx dy
where
(φ2u+ g2)∗ :=
{
(φ2u+ g2)(x, y) if (x, y) ∈ Ω
−(φ2u+ g2)(2− x, y) if (x, y) ∈ [1, 2]× [0, L].
Due to the second integral in the right-hand member in (31), function f2 cannot be
regarded as the weak solution of a PDE, nevertheless, we can apply the method of
difference quotients. In the proof of [8, Th. 1, p. 329], an open set V ⊂ V¯ ⊂ Ω3 is
fixed and a smooth cutoff function θ is chosen (θ is equal to 1 on V and to 0 outside
an open set W such that U ⊂ W ⊂ W¯ ⊂ Ω3); then function ψ2 in equality (31) is
taken to be equal to
ψ2(x, y) =
1
h2
(
θ2(x− h, y)(f(x, y)− f(x− h, y)− θ2(x, y)(f(x+ h, y)− f(x, y)) .
With this choice of ψ2, the second integral in the right-hand member of (31) is zero
and it follows that we can argue as in the proof of [8, Th. 1, p. 329].
To prove the boundary regularity, we can still proceed as in [8], in this case also, we
do not have to take care of the second integral in the right-hand member of (31). To be
more precise, consider a point (x0, 0) of the edge [0, 2]×{0} of Ω2 with 1/4 ≤ x0 ≤ 7/4.
Denote by Ur the half ball Ur = B(x0, r) ∩R2+ where, as usual, B(x0, r) denotes the
open ball of radius r centered at x0 and R2+ =
{
(x, y) ∈ R2 | y > 0}; moreover r is
16
chosen small enough in order that B(x0, 2r) does not intersect the edge [0, 2]× {L}.
Select a smooth cutoff function σ satisfying{
σ ≡ 1 on B(x0, r), σ ≡ 0 on R2 rB(x0, 2r)
0 ≤ σ ≤ 1 .
Let h > 0 be small and write
(32) ψ2(x, y) := −D−h1 (σ2Dh1Ka)
where, for any function K, Dh1K denotes the difference quotient
Dh1K(x, y) :=
K(x+ h)−K(x)
h
.
With this choice of ψ2, it is easily seen that the second integral in the right-hand
member of (31) vanishes. Thus we can argue exactly as in the proof of [8, Th.4, p.
336] in order to establish the following estimate∫
U
‖Dh1∇f2‖2dxdy ≤ C ,
which proves the result. We treat the regularity near the piece of boundary [1, 2]×{L}
in the same way and we notice that we do not have to worry about the corner since
f2 is zero in some neighborhoods of the edges {1} × [0, L] and {2} × [0, L].
The case of f1 is slightly simpler, take ψ1 in H1(Ω1) and such that ψ1(x, 0) = 0
for −1 ≤ x ≤ 1, we have where g3 is defined similarly as g1. We obtain for f1 a
formula analogous to (29), from this formula and (30), we get∫
Ω
αf (∇f1) · (∇ψ1) dxdy +
∫
Ω
βf (∂yf1)ψ1 dxdy = −
∫
Ω
(φ1u+ g1)ψ1 dxdy ;
notice that in this case, as φ1(1) = 0, we do not have to deal with a term like the
second integral in the right-hand member of (31). From this equality, we deduce∫
Ω1
αf (∇f1) · (∇ψ1) dxdy +
∫
Ω1
βf (∂yf1)ψ1 dxdy = −
∫
Ω1
(φ1u+ g1)∗ψ1 dxdy ;
here g1 and (φ1u + g1)∗ are defined analogously as g2 and (φ2u + g2)∗. These com-
putations show that f1 is a weak solution of the following problem:
αf∆f1 − βf∂yf1 = (uφ1 + g1)∗ on Ω1
f1 = 0 on ∂Ω1 r Γ1
df1
dν = 0 on Γ1
here, as usual, dfi/dν denotes the normal derivative and Γ1 is the edge of the rectangle
Ω1 defined as Γ1 = [−1, 1] × {L}. Classical results (see e.g. [8]) allow us to assert
that f1 is in H2loc(Ωi). Concerning the regularity up to the boundary, we can argue
exactly as in in [8, Th. 4, p. 336]; thus, function f1 is in H2(Ω1). Consider now the
function f1 + f2 restricted to Ω, this function is in H2(Ω) and is equal to f , thus we
proved that f ∈ H2(Ω).
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Take now (f, p) in Ker(−L) ∩ KerG, (f, p) belongs to D(A), so L(f, p) = (0, 0)
implies A(f, p) = (0, 0) which in turn implies (f, p) = (0, 0) because A is injective.
This achieve the proof of Theorem 7.
Thus, we can apply [25, Proposition 10.1.2]: there exist a unique operator B ∈
L(U,X−1) such that
L = A+BG .
Here A denotes the restriction of L to KerG and is thus identical to the operator A
defined in section 3; X−1 denotes the completion of the space X with respect to the
norm ‖(u, v)‖−1 = ‖A−1(u, v)‖ .
Operator A is m-dissipative, therefore, it is the generator of a contraction semi-
group. Moreover from equalities (18) and (19), we obtain〈
A(f, p), (f, p)
〉
[L2(Ω)]2 ≤ −
(‖∇f‖2 + ‖∇p‖2)
from the Poincaré’s inequality,we have∫
Ω
(‖∇‖2 + ‖∇p‖2) dxdy ≥ C ∫
Ω
(f2 + p2) dxdy ,
which implies that A ≤ −C I . Denoting by Tt the semigroup generated by A, we
thus have ‖Tt‖ ≤ e−Ct . As A is the generator of a strongly continuous semigroup, for
every T > 0, (f0, p0) ∈ Z, and (u, v) ∈ U such that G(f0, p0) = (u, v), the equation
d(f, p)
dt = L(f, p) = A(f, p+BG(u, v),
(f(0), p(0)) = (f0, p0)
admits a unique solution (f, p) such that (f, p) ∈ C([0, T ];Z)∩C1([0, T ];X). Moreover
as Tt is exponentially stable, we have limt→∞(f(t), p(t)) = (f∞, p∞) where (f∞, p∞) is
the unique solution of the equation BG(f0, p0) = −A(f∞, p∞). Thus, we have proved
that, given any pair of initial conditions (f0, p0) and any pair of input temperatures
(Tf , Tp), there exists a unique solution to system (11) which tends exponentially
towards an asymptotic state (f∞, p∞) as t tends to infinity.
5. Co-current operator. In this section, we consider a DCMD model with co-
current; the equations modeling this device are the same as (11) except for the sign
of βp : they write
(33)

∂tf(t, x, y)− αf∆f(t, x, y) + βf∂yf(t, x, y) = 0, t ≥ 0, (x, y) ∈ Ω
∂tp(t, x, y)− αp∆p(t, x, y) + βp∂yp(t, x, y) = 0 t ≥ 0, (x, y) ∈ Ω
f(t, x, 0) = Tf t ≥ 0, 0 ≤ x ≤ 1,
∂xf(t, 0, y) = 0 t ≥ 0, 0 ≤ y ≤ L,
∂yf(t, x, L) = 0 t ≥ 0, 0 ≤ x ≤ 1,
p(t, x, 0) = Tp t ≥ 0, 0 ≤ x ≤ 1,
∂xp(t, 0, y) = 0 t ≥ 0, 0 ≤ y ≤ L,
∂yp(t, x, L) = 0 t ≥ 0, 0 ≤ x ≤ 1,
∂xf(t, 1, y) = −γf (f(t, 1, y)− p(t, 1, y)) t ≥ 0, 0 ≤ y ≤ L,
∂xp(t, 1, y) = γp (f(t, 1, y)− p(t, 1, y)) t ≥ 0, 0 ≤ y ≤ L,
f(0, x, y) = f0(x, y) (x, y) ∈ Ω,
p(0, x, y) = p0(x, y) (x, y) ∈ Ω .
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Introducing the following change of variables
g(t, x, y) = f(t, x, y)e−
βf
2αf
y
, q(t, x, y) = p(t, x, y)e−
βp
2αp y .(34)
we then have
∂xxg(t, x, y) = ∂xxf(t, x, y) exp
(
− βf2αf y
)
,
∂yg(t, x, y) =
(
∂yf(t, x, y)− βf2αf f(x, y)
)
exp
(
− βf2αf y
)
,
∂yyg(t, x, y) =
(
∂yyf(t, x, y)− βf
αf
∂yf(t, x, y)
)
exp
(
− βf2αf y
)
+
β2f
4α2f
g(t, x, y) ,
and so
(
αf∆f(t, x, y)− βf∂yf(t, x, y)
)
exp
(
− βf2αf y
)
= αf∆g(t, x, y)−
β2f
4αf
g(t, x, y) .
Similar computations lead to
(
αp∆p(t, x, y)− βp∂yp(t, x, y)
)
exp
(
− βp2αp y
)
= αp∆q(t, x, y)−
β2p
4αp
q(t, x, y) .
Regarding the boundary conditions, we have
g(t, x, 0) = Tf
∂xg(t, 0, y) = 0
∂yg(t, x, L) = − βf2αf g(t, x, L)
q(t, x, 0) = Tp
∂xq(t, 0, y) = 0
∂yq(t, x, L) = − βp2αp q(t, x, L)
∂xg(t, 1, y) = −γf
(
g(t, 1, y)− q(t, 1, y)e
(
− βf2αf +
βp
2αp
)
y
)
∂xq(t, 1, y) = ∂xp(t, 1, y)e−
βp
2αp y = γp
(
e
(
βf
2αf
− βp2αp
)
y
g(1, y)− q(1, y)
)
.
We assume that the flow velocities can be adjusted in such a way that
(35) βf2αf
= βp2αp
.
Under the change of unknown functions (34) and with the assumption (35), sys-
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tem (33) becomes
(36)

∂tg(t, x, y)− αf∆g(t, x, y) +
β2f
4αf
g(t, x, y) = 0, t ≥ 0, (x, y) ∈ Ω
∂tq(t, x, y)− αp∆q(t, x, y) +
β2p
4αp
q(t, x, y) = 0 t ≥ 0, (x, y) ∈ Ω
g(t, x, 0) = Tf t ≥ 0, 0 ≤ x ≤ 1,
∂xg(t, 0, y) = 0 t ≥ 0, 0 ≤ y ≤ L,
∂yg(t, x, L) = − βf2αf g(t, x, L) t ≥ 0, 0 ≤ x ≤ 1,
q(t, x, 0) = Tp t ≥ 0, 0 ≤ x ≤ 1,
∂xq(t, 0, y) = 0 t ≥ 0, 0 ≤ y ≤ L,
∂yq(t, x, 0) = − βp2αp q(t, x, 0) t ≥ 0, 0 ≤ x ≤ 1,
∂xg(t, 1, y) = −γf (g(t, 1, y)− q(t, 1, y)) t ≥ 0, 0 ≤ y ≤ L,
∂xq(t, 1, y) = γp (g(t, 1, y)− q(t, 1, y)) t ≥ 0, 0 ≤ y ≤ L,
g(0, x, y) = g0(x, y) := f0(x, y)e
(
− βf2αf y
)
(x, y) ∈ Ω,
q(0, x, y) = q0(x, y) := p0(x, y)e
(
− βp2αp y
)
(x, y) ∈ Ω .
We shall prove no that the operator, denoted by A˜, and related to this system
is diagonalizable. The spaces related to this operator will be slightly different from
the ones related to operator A. First, we introduce the space E˜ defined as the set of
those pairs (g, q) in
[
H1(Ω) ∩ C1(Ω¯)]2 such that
• g(x, 0) = q(x, 0) = 0 for every x ∈ (0, 1) ;
• ∂xg(0, y) = ∂xq(0, y) = 0, for every y ∈ (0, L) ;
• ∂yg(x, L) = − βf2αf g(x, L)for every x ∈ (0, 1) ;
• ∂yq(x, L) = − βp2αp q(x, L) for every x ∈ (0, 1) ;
• ∂xg(1, y) = −γf
(
g(1, y)− q(1, y)), for every y ∈ (0, L) ;
• ∂xq(1, y) = γp
(
g(1, y)− q(1, y)) for every y ∈ (0, L) .
As section 3, the space H1(Ω) × H1(Ω) is equipped with the product topology,
making it an Hilbert space whose norm is defined by (12). On L2(Ω) × L2(Ω), we
consider again the inner product given by (13). We denote then by H˜1bc the closure
of E˜ in
[
H1(Ω)
]2 ; recall that the induced norm on H˜1bc is also defined by (14).
The operator A˜ is then defined as follows: its domain is given by
D(A˜) :=
{
(g, q) ∈ H˜1bc | (∆g,∆q) ∈
[
L2(Ω)
]2 } ;
and, for every (g, q) ∈ D(A˜),
A˜(g, q) =
(
αf∆g −
β2f
4αf
g, αp∆q −
β2p
4αp
)
.
Using similar arguments as in section 3.1, we can prove that A˜ is m-dissipative and
diagonalizable; moreover reasoning as in section 4, we can prove that, given an initial
condition in D(A˜), system (36) has a unique solution and that this solution converges,
as t→∞, towards the solution (g∞, q∞) of the equation B˜G˜(g0, q0) = −A˜(g∞, q∞).
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6. Output Tracking for 2D Direct Contact Membrane Distillation. In
this section, we are interested in the problem of performance output tracking for the
DCMD system. The aim of this part is to propose an output feedback law in presence
of unknown disturbance. We use the active disturbance rejection control (ADRC)
method. We start our analysis by the co-current configuration, The counter-current
configuration will be briefly discussed in the conclusion. The system (33) can be
written in the matrix form
(37)

∂tw(t, x)− α∆w(t, x) +B.∇w(t, x) = 0 t > 0 x ∈ Ω,
∂w(t, x)
∂ν
=Mw(t, x) t > 0 x ∈ Γ4,
∂w(t, x)
∂ν
= u(t) t > 0 x ∈ Γ3,
∂w(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
∂w(t, x)
∂ν
= d(t) t > 0 x ∈ Γ1,
w(0, x) = w0(x) x ∈ Ω,
w(t, x) = ym(t, x) t > 0 x ∈ Γ1,
yr(t, x) = w(t, x) t > 0 x ∈ Γ3,
where Γ1 = (0, 1) × {0}, Γ2 = {0} × (0, L), Γ3 = (0, 1) × {L} and Γ4 = {1} × (0, L),
w(t, x) =
[
f(t, x), p(t, x)
]T , with the input u(t) = [u1(t, x), u2(t, x)]T , as well as the
unknown disturbance d(t). B =
[
0 βf
0 βp
]
, α =
[
αf 0
0 αp
]
,M =
[
γf −γf
−γp γp
]
, and ym
is the measured output, yr the performance output signal to be regulated. The system
(37) is discussed on the boundary space HΓi = [L2(Γi)]2, for all i ∈ {1, 2, 3, 4}. We
denote by Hms = [Hm(Ω)]2 the Sobolev space of order m and HmsΓi = [Hm(Γi)]2 the
Sobolev space of order m on the boundary for all i ∈ {1, 2, 3, 4}. Now, we give some
boundary estimation on the error system. Our goal is to design an output feedback
control for uncertain system (37) to reject the external disturbance and to achieve
output tracking:
‖e(t)‖HΓ3 = ‖yr(t)− r(t)‖HΓ3 −→ 0 as t→∞,
where r is a reference signal. The idea in this section consists to propose a feedback
law based on the heat flux at the output of the feed and the permeate in order
to obtain the desire output temperature. This desired temperature design the well
running temperature of the DCMD system. The input temperature of the system Tf
and Tp in (33) are the measurements of the system. However, the system is suffered
to an unknown input heat flux disturbance d(t) in the input of the system.
6.1. State observer design. We now design an extended state observer (ESO)
that can estimate not only the the state w(t, x) of the controlled system (37) but also
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the disturbance d(t). The ESO is designed as follows;
(38)

∂twˆ(t, x)− α∆wˆ(t, x) +B.∇wˆ(t, x) = 0 t > 0 x ∈ Ω,
∂wˆ(t, x)
∂ν
=Mwˆ(t, x) t > 0 x ∈ Γ4,
∂wˆ(t, x)
∂ν
= u(t, x) t > 0 x ∈ Γ3,
∂wˆ(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
wˆ(t, x) = ym(t, x) t > 0 x ∈ Γ1,
wˆ(0, x) = wˆ0(x) x ∈ Ω.
The error w˜(t, x) = wˆ(t, x)− w(t, x) is governed by
(39)

∂tw˜(t, x)− α∆w˜(t, x) +B.∇w˜(t, x) = 0 t > 0 x ∈ Ω,
∂w˜(t, x)
∂ν
=Mw˜(t, x) t > 0 x ∈ Γ4,
∂w˜(t, x)
∂ν
(t, x) = 0 t > 0 x ∈ Γ3,
∂w˜(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
w˜(t, x) = 0 t > 0 x ∈ Γ1,
w˜(0, x) = w˜0(x) x ∈ Ω.
Now, we give some boundary estimation on the error system.
Lemma 9. Let us assume w˜0 ∈ X, the system (39) admits a unique solution
w˜ ∈ C(0,∞;X) and there exists δ0 > 0 such that
‖w˜(t)‖X 6 e−δ0t‖w˜0‖X, ∀t > 0.
Moreover, for any τ > 0 there exists M0 > 0 depending on τ and δ0 > 0 such that
(40)
∥∥∂w˜
∂ν
∥∥
HΓ1
6M0e−δ0t‖w˜0‖X,
∥∥w˜∥∥HΓ3 6M0e−δ0t‖w˜0‖X, ∀t > τ.
Proof. Let introduce the operator
A˜ = ∆φ+B.∇φ, ∀φ ∈ D (A˜) ,
and
D(A˜) = {φ ∈ Z; ∂φ
∂ν
∣∣
Γ4
=Mφ; ∂φ
∂ν
∣∣
Γ2
= ∂φ
∂ν
∣∣
Γ3
= φ|Γ1 = 0
}
From section 4, by [23, Theorem 2.7 p.211] it is easy to show that A˜ generates an
analytical semigroup S˜(t) which implies that (39) admits a unique solution
w˜ = S˜w˜0 ∈ C(0,∞;X).
Now, we show that the semi-groupS˜ is exponentially stable. Indeed, we introduce the
following Lyapunov function
V0(t) =
1
2αpγp
∫
Ω
w˜1(t, x)dx+
1
2αfγf
∫
Ω
w˜2(t, x)dx.
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Differentiating V0 along the solution of (39) and using Green’s formula and Poincarée
inequality we deduce that there exists δ > 0 such that
V˙0(t) 6 −δV0(t),
which give the exponential stability of S˜,i.e.
(41) ‖w˜(t)‖X = ‖S˜(t)w˜0‖X 6 e−δt‖w˜0‖X.
Therefore, S˜(t) is an analytic semigroup, see [23], from any positive integer m, we
have S˜(t)w˜0 ∈ D(A˜) for all t > 0 and there exists a constant C > 0 such that
(42) ‖A˜S˜(t)‖ 6 C
t
, ∀t > 0.
So, we obtain A˜mS˜(t)w˜0 =
(A˜S (t/m))m w˜0, by (42) it follows that
‖∆mw˜(t, .)‖X = ‖A˜mw˜(t, .)‖X = ‖(A˜S(t/m))mw˜0‖X
6 C
mmm
tm
‖w˜0‖X.
Moreover, by using the Sobolev embedding theorem, there exists C1 > 0 such that
‖w˜(t)‖H2ms 6 C1 (‖∆mw˜(t)‖X + ‖w˜(t)‖X)
6
(
C1C
mmm
tm
+ C1M0e−µt
)
‖w˜0‖X.
The Sobolev trace theorem implies that
(43)
∥∥∂w˜(t)
∂ν
∥∥
HΓ3
6 C3‖w˜‖H2ms ,
∥∥∂w˜(t)
∂ν
∥∥
HΓ1
6 C3‖w˜‖H2ms ,
for some constant C3 > 0. Therefore, by (40) we get
‖∆mw˜(t)‖X = ‖A˜mw˜(t)‖X = ‖A˜mS˜(t)w˜0‖X
= ‖S˜(t− τ)A˜S˜(τ)w˜0‖X
6Me−µ(t−τ)‖A˜S˜(t)w˜0‖X.
for any τ > 0. Finally, from (43) and the Sobolev embedding theorem, it follows the
estimates in (40).
6.2. Servomechanism. We design a servomechanism for system (37) in term
of the reference signal r(t, x).
(44)

∂tv(t, x)− α∆v(t, x) +B.∇v(t, x) = 0 t > 0 x ∈ Ω,
∂v(t, x)
∂ν
=Mv(t, x) t > 0 x ∈ Γ4,
v(t, x) = r(t) t > 0 x ∈ Γ3,
∂v(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
v(t, x) = wˆ(t, x) t > 0 x ∈ Γ1,
v(0, x) = v0(x) x ∈ Ω.
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The error tracking is given by
(45)
e(t, x) = yr(t, x)− r(t, x) = w(t, x)|Γ3 − v(t, x)|Γ3
=
(
w(t, x)|Γ3 − wˆ(t, x)|Γ3
)
+
(
wˆ(t, x)|Γ3 − v(t, x)|Γ3
)
.
Let us consider now the error equation η(t, x) = v(t, x)− wˆ(t, x) between the state of
servo-system and the state observer
(46)

∂tη(t, x)− α∆η(t, x) +B.∇η(t, x) = 0 t > 0 x ∈ Ω,
∂η(t, x)
∂ν
=Mη(t, x) t > 0 x ∈ Γ4,
∂η(t, x)
∂ν
= ∂v(t, x)
∂ν
− u(t, x) t > 0 x ∈ Γ3,
∂η(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
η(t, x) = 0 t > 0 x ∈ Γ1,
η(0, x) = η0(x) x ∈ Ω.
We assume that the output feedback control law
(47) u1(t, x) =
∂v1(t, x)
∂ν |Γ3
, u2(t, x) = 0.
Then, system (46) becomes
(48)

∂tη(t, x)− α∆η(t, x) +B.∇η(t, x) = 0 t > 0 x ∈ Ω,
∂η(t, x)
∂ν
=Mη(t, x) t > 0 x ∈ Γ4,
∂η(t, x)
∂ν
=
(
0, ∂v2(t, x)
∂ν
)
t > 0 x ∈ Γ3,
∂η(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
η(t, x) = 0 t > 0 x ∈ Γ1,
η(0, x) = η0(x) x ∈ Ω.
Now, we state the well posedness and boundeness of the solution to system (44).
Lemma 10. Suppose that r ∈W 1,∞(0,∞,HΓ3), v0 ∈ X, then, system (44) admits
a unique solution v ∈ C(0,∞;X) which is uniformly bounded for all t > 0, i.e.
supt>0 ‖v(t)‖X < +∞. Moreover, for r ∈ H1(0,∞,HsΓ3) we have limt→∞ ‖v(t)‖X =
0.
Proof. In order to give the well posedness we separate the servo system (44) into
tow subsystem ρ1 and ρ2 described respectively by
(49)

∂tρ1(t, x)− α∆ρ1(t, x) +B.∇ρ1(t, x) = 0 t > 0 x ∈ Ω,
∂ρ1(t, x)
∂ν
=Mρ1(t, x) t > 0 x ∈ Γ4,
ρ1(t, x) = r(t, x) t > 0 x ∈ Γ3,
∂ρ1(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
ρ1(t, x) = 0 t > 0 x ∈ Γ1,
ρ1(0, x) = ρ10(x) x ∈ Ω,
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and
(50)

∂tρ2(t, x)− α∆ρ2(t, x) +B.∇ρ2(t, x) = 0 t > 0 x ∈ Ω,
∂ρ2(t, x)
∂ν
=Mρ2(t, x) t > 0 x ∈ Γ4,
ρ2(t, x) = 0 t > 0 x ∈ Γ3,
∂ρ2(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
ρ2(t, x) = ym(t) t > 0 x ∈ Γ1,
ρ2(0, x) = ρ20(x) x ∈ Ω,
First,we introduce the Dirichlet map Λ1 ∈ L(HΓ3 ;H
1
2
s ) see [18, pages 188 ]
−α∆z +B.∇z = 0 t > 0, x ∈ Ω,
∂z
∂ν
=Mz t > 0, x ∈ Γ4,
z = r(t, x) t > 0, x ∈ Γ3,
∂z
∂ν
= 0 t > 0, x ∈ Γ2,
z = 0 t > 0, x ∈ Γ1,
for r ∈W 1,∞(0,∞;HΓ3) then z ∈W 1,∞(0,∞;H
1
2
s ). Moreover, we have
‖z(t)‖
H
1
2
s
6 C1‖r(t)‖HΓ3 ‖zt(t)‖H 12s 6 C2‖rt(t)‖HΓ3 , t > 0.
From the Sobolev embedding theorem, it follows that
(51) ‖zt(t)‖X 6 C2‖r(t)‖X, t > 0.
Now, by the Dirichlet map Λ1 we introduce v¯1(t, x) = ρ1(t, x)−z(t, x), then v¯1 satisfies
∂tv¯1(t, x)− α∆v¯1(t, x) +B.∇v¯1(t, x) = −zt(t, x) t > 0 x ∈ Ω,
∂v¯1(t, x)
∂ν
=Mv¯1(t, x) t > 0 x ∈ Γ4,
v¯1(t, x) = 0 t > 0 x ∈ Γ3,
∂v¯1(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
v¯1(t, x) = 0 t > 0 x ∈ Γ1,
v¯1(0, x) = v¯01(x) x ∈ Ω,
can be written as
(52) ∂tv¯1(t, .) = A¯v¯1(t, .) +B1zt(t, .),
where B1 = −I and the operator A¯ is given by
A¯ = ∆φ+B.∇φ, ∀φ ∈ D(A¯),
and
D(A¯) = {φ ∈ Z; ∂φ
∂ν
∣∣
Γ4
=Mφ; ∂φ
∂ν
∣∣
Γ2
= 0;φ|Γ1 = φ|Γ3 = 0
}
.
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It is easy to show that A¯ generates an exponentially stable C0-semigroup eA¯. Then us-
ing (51) and (52) it follows that the system (49) has a unique solution ρ1 ∈ C(0,∞;X).
Moreover, using [26, Lemma 1.1], we conclude that
(53) lim
t→∞ ‖ρ1(t)‖X = 0.
By the same argument we introduce Λ2 : L(HsΓ1 ;H
1
2
s ). Then
(54)

−α∆y +B.∇y = 0 x ∈ Ω,
∂y
∂ν
=M.y x ∈ Γ4,
y = 0 x ∈ Γ3,
∂y
∂ν
= 0 x ∈ Γ2,
y = ym(t) x ∈ Γ1,
with ym ∈W 1,∞(0,∞;HsΓ1), then y ∈W 1,∞(0,∞;H
1
2
s ). Finally, the system (50) has
a unique solution, ρ2 ∈ C(0,∞;X) and by [26, Lemma 1.1], we have
(55) lim
t→∞ ‖ρ2(t)‖X = 0.
From (53) and (55), we have
(56) lim
t→∞ ‖v(t)‖X = 0.
This finish the proof.
Lemma 11. Let us assume η0 ∈ X, the system (39) admits a unique solution
η ∈ C(0,∞;X) such that
‖η(t)‖X 6 e−t‖η0‖X + C‖v(t)‖X, ∀t > 0.
for a constant C > 0. Moreover, for any τ > 0 there exist M0 > 0 depending on τ
and δ0 > 0 such that
(57)∥∥∂η
∂ν
∥∥
HΓ1
6M0e−δ0t‖η0‖X + C1‖v(t)‖X,
∥∥η∥∥HΓ3 6M0e−δ0t‖η0‖X + C1‖v(t)‖X,
for all t > τ and for a positive constant C1.
Proof. The proof is similar to the proof of Lemmas 9 and 10
Now, we are able to give an asymptotical estimation of the disturbance d(t). From
the error system it follows
∂w˜
∂ν
(t, x) = ∂wˆ
∂ν
(t, x)− ∂w
∂ν
(t, x) = ∂wˆ
∂ν
(t, x)− d(t) ∀t > 0, x ∈ Γ1.
Consequently, from (40) and (57) then it follows thus the disturbance can be estimated
by
(58) d ≈ ∂wˆ
∂ν
, for a large value of t.
26
6.3. Control design and closed-loop system. Now, we analyze the perfor-
mance output tracking to the closed loop system of (37). Using the feedback law (47),
the closed loop is given by
(59)

∂tw(t, x)− α∆w(t, x) +B.∇w(t, x) = 0 t > 0 x ∈ Ω,
∂w(t, x)
∂ν
=Mw(t, x) t > 0 x ∈ Γ4,
∂w(t, x)
∂ν
=
(
∂v1(t, x)
∂ν
, 0
)
t > 0 x ∈ Γ3,
∂w(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
∂w(t, x)
∂ν
= d(t) t > 0 x ∈ Γ1,
∂twˆ(t, x)− α∆wˆ(t, x) +B.∇wˆ(t, x) = 0 t > 0 x ∈ Ω,
∂wˆ(t, x)
∂ν
=Mwˆ(t, x) t > 0 x ∈ Γ4,
∂wˆ(t, x)
∂ν
=
(
∂v1(t, x)
∂ν
, 0
)
t > 0 x ∈ Γ3,
∂wˆ(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
wˆ(t, x) = ym(t, x) t > 0 x ∈ Γ1,
∂tv(t, x)− α∆v(t, x) +B.∇v(t, x) = 0 t > 0 x ∈ Ω,
∂v(t, x)
∂ν
=Mv(t, x) t > 0 x ∈ Γ4,
v(t, x) = r(t) t > 0 x ∈ Γ3,
∂v(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
v(t, x) = wˆ(t, x) t > 0 x ∈ Γ1,
w(0, x) = w0(x) x ∈ Ω,
wˆ(0, x) = wˆ0(x) x ∈ Ω,
v(0, x) = v0(x) x ∈ Ω
Theorem 12. Let r ∈ W 1,∞(0,∞,HΓ3), for any initial value (w0, wˆ0, v0) ∈ X3,
the closed-loop system (59) admits a unique solution (w, wˆ, v) ∈ C(0;∞;X3) such that
1.
sup
t>0
(‖wˆ(t)‖X + ‖w(t)‖X + ‖v(t)‖X) < +∞, ∀t > 0
2. There exists a constant M depending on the initial data (w0, wˆ0) and µ > 0
such that
‖w(t)− wˆ(t)‖X ≤Me−µt, ∀t > 0,
and for any τ > 0 we have
‖e(t)‖X ≤M1e−µ1t, ∀t > 0, ∀t > 0,
where M1 depending on the initial data (w0, wˆ0, v0) and a constant µ1 > 0.
3. Moreover, for r ∈ H1(0,∞,HΓ3) we have the asymptotically stability of sys-
tem (59)
(60) lim
t→∞ (‖wˆ(t)‖X + ‖w(t)‖X + ‖v(t)‖X) = 0.
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Proof. Let w˜(t, x) = wˆ(t, x) − w(t, x) and η(t, x) = v(t, x) − wˆ(t, x), then the
closed loop system (59) is equivalent to
(61)

∂tw˜(t, x)− α∆w˜(t, x) +B.∇w˜(t, x) = 0 t > 0 x ∈ Ω,
∂w˜(t, x)
∂ν
=Mw˜(t, x) t > 0 x ∈ Γ4,
∂w˜(t, x)
∂ν
(t, x) = 0 t > 0 x ∈ Γ3,
∂w˜(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
w˜(t, x) = 0 t > 0 x ∈ Γ1,
∂tη(t, x)− α∆η(t, x) +B.∇η(t, x) = 0 t > 0 x ∈ Ω,
∂η(t, x)
∂ν
=Mη(t, x) t > 0 x ∈ Γ4,
∂η(t, x)
∂ν
(t, x) =
(
0, ∂v2(t, x)
∂ν
)
t > 0 x ∈ Γ3,
∂η(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
η(t, x) = 0 t > 0 x ∈ Γ1,
∂tρ2(t, x)− α∆ρ2(t, x) +B.∇ρ2(t, x) = 0 t > 0 x ∈ Ω,
∂ρ2(t, x)
∂ν
=Mρ2(t, x) t > 0 x ∈ Γ4,
ρ2(t, x) = 0 t > 0 x ∈ Γ3,
∂ρ2(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
ρ2(t, x) = 0 t > 0 x ∈ Γ1,
w˜(0, x) = w˜0(x) x ∈ Ω,
η(0, x) = η0(x) x ∈ Ω,
ρ2(0, x) = ρ20(x) x ∈ Ω,
and 
∂tρ1(t, x)− α∆ρ1(t, x) +B.∇ρ1(t, x) = 0 t > 0 x ∈ Ω,
∂ρ1(t, x)
∂ν
=Mρ1(t, x) t > 0 x ∈ Γ4,
ρ1(t, x) = r(t, x) t > 0 x ∈ Γ3,
∂ρ1(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
ρ1(t, x) = ym(t, x) t > 0 x ∈ Γ1,
ρ1(0, x) = ρ10(x) x ∈ Ω
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Thus system (61) becomes
(62)

∂tη(t, x)− α∆η(t, x) +B.∇η(t, x) = 0 t > 0 x ∈ Ω,
∂η(t, x)
∂ν
=Mη(t, x) t > 0 x ∈ Γ4,
∂η(t, x)
∂ν
(t, x) =
(
0, ∂ρ12(t, x)
∂ν
+ ∂ρ22(t, x)
∂ν
)
t > 0 x ∈ Γ3,
∂η(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
η(t, x) = 0 t > 0 x ∈ Γ1,
∂tρ2(t, x)− α∆ρ2(t, x) +B.∇ρ2(t, x) = 0 t > 0 x ∈ Ω,
∂ρ2(t, x)
∂ν
=Mρ2(t, x) t > 0 x ∈ Γ4,
ρ2(t, x) = 0 t > 0 x ∈ Γ3,
∂ρ2(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
ρ2(t, x) = 0 t > 0 x ∈ Γ1,
η(0, x) = η0(x) x ∈ Ω,
ρ2(0, x) = ρ20(x) x ∈ Ω.
System (66) can be rewritten as follows
(63) d
dt
(η(t, .), ρ2(t, .)) = A (η(t, .), ρ2(t, .)) + B
∂ρ1(t, .)
∂ν
Now, we need to show that Bv1 =
(
0, ∂v12(t,.)∂ν |Γ1
)
, for all v = v1 + v2 ∈ A¯, is an
admissible operator for eA¯t.
A = (α∆φ−B.∇φ, α∆ψ −B.∇ψ) , ∀ (φ, ψ) ∈ D(A),
and
(64)
D(A) =
{
(φ, ψ) ∈ Z; ∂φ
∂ν
∣∣
Γ4
=Mφ; ∂φ
∂ν
∣∣
Γ2
= 0;φ|Γ1 = 0;
∂φ(t, x)
∂ν Γ3
=
(
0, ∂ψ2(t, x)
∂ν
)
Γ3
∂ψ
∂ν
∣∣
Γ4
=Mψ; ∂ψ
∂ν
∣∣
Γ2
= 0;ψ|Γ1 = ψ|Γ3 = 0
}
.
Let
A∗ = (α∆η +∇. (Bφ) , α∆ψ +∇. (Bψ)) , ∀ (φ, ψ) ∈ D(A∗),
(65)
D(A∗) =
{
(φ, ψ) ∈ Z; ∂φ
∂ν
∣∣
Γ4
=M∗φ; ∂φ
∂ν
∣∣
Γ2
= 0;φ|Γ1 = 0;φ|Γ3 =
(
0, ψ2|Γ3
)
∂ψ
∂ν
∣∣
Γ4
=M∗ψ; ∂ψ
∂ν
∣∣
Γ2
= 0;ψ|Γ1 = ψ|Γ3 = 0
}
.
M∗ =
[
γf −γp
γf −γp
]
, B is an observation operator for the adjoint semigroup eA∗t.
So we use to fact that B∗A∗ is bounded from Z to H2Γ1 . The adjoint problem is given
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by
(66)

∂tη
∗(t, x)− α∆η∗(t, x)−∇. (Bη∗(t, x)) = 0 t > 0 x ∈ Ω,
∂η∗(t, x)
∂ν
=M∗η∗(t, x) t > 0 x ∈ Γ4,
η∗(t, x) = (0, ρ∗22(t, x)) t > 0 x ∈ Γ3,
∂η∗(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
η∗(t, x) = 0 t > 0 x ∈ Γ1,
∂tρ
∗
2(t, x)− α∆ρ∗2(t, x)−∇. (Bρ∗(t, x)) = 0 t > 0 x ∈ Ω,
∂ρ∗2(t, x)
∂ν
=M∗ρ∗2(t, x) t > 0 x ∈ Γ4,
ρ∗2(t, x) = 0 t > 0 x ∈ Γ3,
∂ρ∗2(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
ρ∗2(t, x) = 0 t > 0 x ∈ Γ1,
η∗(0, x) = η∗0(x) x ∈ Ω,
ρ∗2(0, x) = ρ∗20(x) x ∈ Ω.
We need to show that for every τ∗ there exists C = Cτ∗ such that∫ τ∗
0
∫
Γ1
ρ∗2
2(t, x)dtdx 6 C
(‖ρ∗20‖2X + ‖η∗0‖2X) ,
By the Sobolev embedding theorem and the trace theorem, we deduce that B is
admissible for eAt.
From Lemmas 9 and 11 for any τ > 0, there exist M1 and M2 depending on w˜01
and µ0 and µ1, µ2 > 0
(67) ‖w˜(t)‖X + ‖η(t)‖X 6M1e−µ1t, t > 0,
(68) ‖w˜(t)‖HΓ3 + ‖η(t)‖HΓ3 6M2e−µ2t, t > τ.
The (w, wˆ, v)-system is well-posed and admits a unique solution. From Lemma 9,
(67) and (68) we conclude claim 1. Moreover, claim 2 follow from (67) and (68). So,
we have e(t, x) = y0(t, x)− r(t, x) = −w˜(t, x)|Γ3 − η(t, x)|Γ3 , then the claim 3 follows
from (68). Finally, by Lemma 10 and (67), estimate (60) holds as well.
Now, we discuss the the performance of our tracking problem for some noise measure-
ment σ.
Proposition 13. Suppose that r ∈ H1(0,∞,HΓ3), assuming ym = w(t, x)|Γ1 +
σ(t) where σ is the noise σ ∈W 2,∞(0,∞,HΓ1). Then, for (w0, wˆ0, v0), the closed-loop
system (59) admits a unique solution (w, wˆ, v) ∈ C(0,∞;X3). The output tracking is
robust with respect to σ. In addition, for any fixed τ > 0, there exists two constants
M > 0 which depend only on initial value and a constant µ > 0 such that
‖e(t)‖X ≤M
(
e−µt + ‖σ‖W 2,∞(0,∞,HΓ1 )
)
, ∀t > 0.
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Proof. Let w˜(t, x) = wˆ(t, x) − w(t, x) then the error of of estimation is governed
by
(69)

∂tw˜(t, x)− α∆w˜(t, x) +B.∇w˜(t, x) = 0 t > 0 x ∈ Ω,
∂w˜(t, x)
∂ν
=Mw˜(t, x) t > 0 x ∈ Γ4,
∂w˜(t, x)
∂ν
(t, x) = 0 t > 0 x ∈ Γ3,
∂w˜(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
w˜(t, x) = σ(t, x) t > 0 x ∈ Γ1,
w˜(0, x) = w˜0(x) x ∈ Ω.
Now, in order to show the well posedness of (w˜, η, v)-well process as previously by
introducing the Dirichlet map Λ3 ∈ L(HΓ3 ;H
1
2
s ), Λ3(σ) = z where is the solution of
−α∆z +B.∇z = 0 x ∈ Ω,
∂z
∂ν
=M.z x ∈ Γ4,
∂z
∂ν
= 0 x ∈ Γ3,
∂z
∂ν
= 0 x ∈ Γ2,
z = σ x ∈ Γ1,
we have σ ∈ W 2,∞(0,∞;HΓ1) then it follows that z ∈ W 2,∞(0,∞;H1/2s ) and for all
t > 0 we have
‖z(t)‖H1/2s 6 C1‖σ(t)‖HΓ1 , ‖zt(t)‖H1/2s 6 C2‖σt(t)‖HΓ1 .
Then, we can deduce there exist C > 0
‖zt(t)‖L2(Ω) 6 C‖σ‖W 2,∞(0,∞;HΓ1 ), ∀t > 0.
Thus, using the Dirichlet map Λ3 and introducing the new variable w¯(t, x) = w˜(t, x)−
z(t, x), system (69) becomes
∂tw¯(t, x)− α∆w¯(t, x) +B.∇w¯(t, x) = −∂tz t > 0 x ∈ Ω,
∂w¯(t, x)
∂ν
=Mw¯(t, x) t > 0 x ∈ Γ4,
∂w¯(t, x)
∂ν
(t, x) = 0 t > 0 x ∈ Γ3,
∂w¯(t, x)
∂ν
= 0 t > 0 x ∈ Γ2,
w¯(t, x) = 0 t > 0 x ∈ Γ1,
w¯(0, x) = w¯0(x) x ∈ Ω.
We know that A˜ defined in the proof of Lemma 9 generates our analytic semigroup
S˜(t), thus w¯0 ∈ X, the mild solution of (69) given by
w¯(t, x) = S(t)w¯0 −
∫ t
0
S(t− s)zs(s, .)ds.
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Using the parabolic regularity and then nonhomogenous parabolic equation see [25],
we can deduce
‖w¯(t)‖Z 6 C
(
e−µ0t‖w¯0‖L2(Ω) + ‖σ‖W 2,∞(0,∞;HΓ1 )
)
, ∀t > 0,
where C > 0, then by trace theorem, it follows that
‖w¯(t)‖HΓ1 6 C1
(
e−µ0t‖w¯0‖L2(Ω) + ‖σ‖W 2,∞(0,∞;HΓ1 )
)
, ∀t > 0,
Thus finished the proof.
7. Conclusion and comments. In this paper, a mathematical analysis of a
system of two dimensional advection diffusion equations coupled at the boundary has
been provided. This system of equations models the heat transfer in direct contact
membrane distillation process. A new formulation of the problem based on semi
group framework is introduced. Moreover, the well-posedness criteria for the system
is provided using the operator theory. The co-current case has been also analyzed
where it has been shown that the operator is diagonalizable. However, based the
ADRC, we designed a feedback law for the DCMD system. The performance output
exponentially tracks the reference signal is also showed. Moreover, we discussed the
the robustness to the measurement noise. Finally, investigating the ADRC for this
kind of parabolic system in order to track the membrane temperature it will be a
difficult and interesting open question.
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