Theoretical and computational details of the method are presented.
INTRODUCTION
Many scattering and radiation problems are concerned with finding solutions of Helmholtz's equation, Au + k2u = 0, Im k 1 0, in an exterior domain. Finite element methods and finite difference methods are the most popular numerical methods for solving elliptic partial differential equations. But for Helmholtz's equation, there is a fundamental difficulty in using these methods. The difficulty is that the region of interest is of infinite extent and any solution must satisfy the radiation condition at infinity. Integral equation methods avoid these difficulties. The integral equation is solved only on the boundary, and it satisfies the radiation condition automatically. Therefore, the integral equation approach is widely recognized as the best approach for solving exterior problems for Helmholtz's equation. Let the solutions of the exterior Dirichlet problem be expressed as a double layer potential, which is the classic way to solve Laplace's equation. Using this method for Helmholtz's equation, it will break down for certain values of k, Kleinman and Roach [7] , and Schenk [8] solved the problem from different points of view. For more references, see [4] and [9] .
Much of the work done uses a finite element fran~ework in solving the integral equation.
The resulting numerical methods are quite flexible for a large variety of surfaces, but often they converge slowly. They also lead to relatively large linear systems which must be solved by iteration. Lin [lo] solved the exterior Dirichlet problem for Helmholtz's equation in three dimensions. He reformulated the problem as an integral equation, based on the approach of Brakhage and Werner [l] , and solved it using a global Galerkin method.
To overcome the nonuniqueness problem arising in integral equations for the exterior boundaryvalue problems for Helmholtz's equation, Jones [5] suggested adding a series of outgoing waves to the free-space fundamental solution. In this paper, we use the Jones modified integral equation approach. To this date, there are no numerical results obtained for the Jones method. As a first step towards this direction, we solve the exterior Dirichlet problem for the modified integral equation, using the same global Galerkin method used by Lin [lo] . We restrict ourselves to regions with smooth boundaries.
When the surface and the boundary function are sufficiently smooth, our method leads to quite small linear systems and converges quickly. This method can be modified later to solve the exterior Neumann problem, which is currently under preparation.
The paper begins with definitions, properties, and an introduction to the Jones method. Smoothness results of the integral operator are summarized in Section 3. The spherical harmonics which are the basis functions of our method are defined in Section 4, and the related approximation results are stated there. The Galerkin method is defined in Section 5, and the rates of convergence are derived by using smoothness results in Section 3. The practical implementation of the numerical method is covered in Section 6. Numerical examples are given in Section 7. The accuracy of the Galerkin coefficients on the unit sphere is given in Section 8.
DEFINITIONS AND PRELIMINARY RESULTS
Let S be a closed bounded surface in !I?3 and assume it belongs to the class of C2. Let D.._ , D+, denote the interior and exterior of S, respectively.
The exterior Dirichlet problem for Helmholtz's equation is The function spaces we are working with are L2(S) and C(S), the square-integrable Lebesgue measurable functions and the continuous functions on S, respectively. The associated norms are llfllz = (J, lf(d12 d%)li2 t f E L2(S),
Integral Equation Formulation
The exterior Dirichlet problem is first reformulated as an integral equation. The solution is represented as a modified double layer potential, based on the modified fundamental solution (see [9] ).
The series of radiating waves is given by X(A, q) = ilc 2 2 ~nm~~)(WI)Y,m ( j$ hb?(4d)%m (;) . Here hi') denote the spherical Hankel function of the first kind and of order n, where hi') = j, + QJ,, Here by Y;L", n = -m? . . . , m, we denote the linearly independent spherical harmonics of order m
As in 191, here we assume D_ to be a connected domain containing the origin, and we choose n ball 13 of radius R and center at the origin such that B c D-. On the coefficients anm, we impose the condition that the series x(p, q) is uniformly convergent in p and in q in any region IpJ, lq/ > R+E, E > 0, and that the series can be two times differentiated term by term with respect to any of the variables with the resulting series being uniformly convergent.
We also assume that the series x is a solution to the Helmholtz equation satisfying the Sommerfeld radiation condition for jp(, IqI > R. By letting A tend to a point p E S, we obtain the following integral equation:
PE s Q
where I$ = -eikrfit* /r -4xx(p, q). We denote the above integral equation by
where IC,u(p) = l p(q) & (e -*=~(p,q~) dcq.
(2.7)
By the ~sumptions on the series xfp, Q), the kernel ?e is continuous on S x S, and hence, li' is compact from C(S) to C(S) and L2( 5') to L'(S). The following existence and uniqueness theorem is known. Furthermore, Kleinman and Roach [ll] gave an explicit form of the coefficient unm that minimizes the upper bound on the spectral radius (see [12] ). If B is the exterior of a sphere radius R with center at the origin, then the optimal coefficient for the Dirichlet problem was given by This choice of the coefficient minimizes the condition number, and (2.7) is uniquely solvable for the sphere and the perturbation of the sphere, but it does not satisfy the condition in Theorem 2.1. Further, Kieinman and Kress [12] state that with a minor modification of the coefficient unm for the sphere: you obtain a coefficient for spherical domains which will minimize the condition number. So they are restricted to surfaces which are given parametrically by These are perturbation of spheres. Kleinman and Roach [ll] gave the following coefficient choice for the perturbatio1~ of the sphere:
However. there were no explicit coefficient choices given for the ellipsoid. Therefore, we obtained a coefficient choice for a special category of ellipsoids by numerical experimentation. These were the ellipsoids of revolution around the a-axis, where we chose R = x2+y2+z2. Theresults were reasonable.
SMOOTHNESS OF THE INTEGRAL OPERATOR K
Sllloothlless results of the double layer operator was proven by Lin 113,141. We know that the series x can be differentiated term by term with respect to any of the variables and that the resulting series is uniformly convergent.
So the second derivative of the series is continuous on !R3 \ B where B = {x : 1x1 < R}. Furthermore, the series x is a solution to the Helmholtz equation satisfying the Sommerfeld radiation condition for 1x1, lyl > R, when B = {CC : 1x1 < R} is contained in D.
By Theorem 3. 
SPHERICAL HARMONICS AND APPROXIMATION THEORY

THE GALERKIN METHOD
We change the variable of integration in (2.6), converting it to a new integral equation defined on U. The Galerkin method is applied to this new equation, using spherical polynomials to define t,he approximating subspaces. m : U -A,: S, nz at least differentiable, for which the following properties are satisfied.
and
where
All of our numerical examples have been for starlike regions D with respect to the origin; but the numerical method is not restricted to such regions. For starlike regions, we assume that a general point of S, p = m(q), is given by
where the function R is a continuous positive function on U. If R E C'+'T~(U), then (5.1) is satisfied. Change the variable of integration on (2.6) to obtain the new equation over U,
The notation "^" will denote the change of variable from S to U, as in (5.2). The operator (-27r + ri')-l exists and is bounded on C(U) and L2(U). Let X = L2(U), Q: = -2n, and let an approximating subspace of spherical potynomiais of degree I N be denoted by XN. The dimension of XN is dN = (N-t-l)*: and we let {hi,. . . , hd} denote the basis of spherical harmonics given in (4.3). Galerkin's method for solving (5.4) is given by
The solution is given by
J=l
The convergence of PN to p in L*(S) is straightforward.
We know PlvjIi -) fi for all fi E L2(U), 
The Approximation of True Solutions
Given CAN an apprOXimate SOhItiOn of (2.71, we define the approximate solution UN of (2.1) using the integral (2.4).
tl~(A) = s AED,. s
To show the convergence of UN(A), we need the following lemma. The authors of this paper have not ascertained this fact as yet.
IMPLEMENTATION OF GALERKIN'S METHOD
Most of the work of this method is in the setup of the linear system (5.6) and in the evaluation of UN. And in both cases, the most costly step is the numerical integration of surface integrals, hq 4XrvA
This increased the accuracy, particularly for A near S.
Calculation of the Galerkin Coefficients
The coefficients (khj , hi) are fourfold integrals with a singular integrand. To calculate l?'hj, we first rotate the surface S such that ?j is not a singular point internal to the integration region [O,n] x [0,27r] . (For details, see [19] .) Then we use (63) to evaluate the integral k/&j. The integral (k/z,, hi) is evaluated using (6.2). Because the Galerkin coefficients (I?hj, hi) depend only on the surface S, we calculate them separately. say for N < ZVmax, and they are stored in a disk, in a form for rapid retrieval by the main program used in solving (2.1). Let NINTI denote Af in (6.3) for calculating k!ij+ NINTE denote Ai in (6.2) for calculating (l?iLj.h;), and NINT denote h1 in (6.2) for calculating UN. For convenience, we chose NINT = NINTI in all numerical examples.
Let NDEG denote the degree of the approximate spherical harmonics;
recall that the number d of basis functions equals to (NDEG + 1)'. In most cases, we only added five terms from the series. According to Jones [5] , this is sufficient to remove the first five interior Neumann cigenvalues and obtain unique solutions at the same time. We used double precisions for all calculations. The graphing was done in MAPLE and Microsoft EXCEL. EXAMPLE 1. The unit sphere, S = U, is shown in Figure 1 .
Here we used the coefficient (2.8), which satisfies Theorem 2.1. But as we do not have a similar coefficient choice for the perturbation of the sphere and because the coefficient choice (2.9) gives better solutions (see Table 2 ), in all other examples, we used the coefficient (2.9), which does not satisfy Theorem 2.1. According to Kleinman and Kress [12] , the coefficient (2.9) ensures not only unique solvability for the sphere and the perturbation of the sphere, but also minimizes the norm of the modified integral operator and minimizes the condition number of the integral equations.
Kow we added 13 terms from the series. and obtained Table 2a .
As we can see from Table 2a , the results are worse compared to Table 2 . Therefore, we increased the integration nodes, and obtained Table 2b . We can see from Table 2b that when you increase the integration nodes, the accuracy is even better than in Table 2 , where only five terms from the series were used. Thus, we can add more than five terms and still obtain good results if we increase the number of integration nodes. But as more terms and increasing of integration nodes increases the CPU time considerably (this will be discussed later more extensively), we decided to add only a few terms, only five in other cases of the sphere.
From Tables 3-5, we see that for the points away from the boundary, there is much greater Now we look at the cease of k = 15, given in Table 6a . We use NINTI = 32 in calculating the Galerkin coefficients (&h,, h,) before. The errors are printed in the column Absolute Error.
From Tables Ga and 6b . we see that to obtain similar accuracy as in the previous tables, we need to increase the integration nodes. This is due to the following fact: the kernel function involves sin kr and cos kr, and these trigonometric functions are much more oscillatory when k becomes large. Therefore, in this case, we must increase the integration nodes to achieve the SiuTle accuracy.
REMARK.
We picked NINTE < NINTI, because the integrand of (hi, J?ihj) is smoother than the iutegrand of kh,.
We also pick NINTE > (NDEG f 1). Table 7a and as a modified double layer potential in Table 7b . As we can see from the above tables, the accuracy in Table 7a is quite poor as expected, compared to Table 7b . Thus, the modified integral equation approach is a viable option for solving integral equations.
We obtained these eigenvalues by solving the following equation:
For more details on how to find these eigenvalues for a sphere, see [4, 8] . Also, to find the zeros of the spherical Bessel fullctions, see [ZZj. Furthermore, from the above tables, we see that the further the points are away from the boundary. the smaller the absolute error. This is shown in Figure 2 . The coefficient (2.9) was used with O(E) zero as most of the perturbations were very small and only a few terms were added from the series x. For more details, see [11, 12] . S, the perturbation of a sphere given by the above equation, has the following shape (Figure 3 ).
Four terms were used for all the examples for the perturbation of the sphere. The graphing was clone using spherical coordinates.
For all the examples for the perturbation of the sphere, only four terms were used. For this particular shape, some numerical results are given in Table 8 . Tables 9-14 are for similar shapes with different wave numbers.
A perturbation of the sphere is shown in Figure 3 , where A = 3, E = 1, and Q = 90000. A cross-section view of the form (in polar coordinates) is shown in Figure 4 . Now we added ten terms from the series, and we obtained similar results. When we increased the illte~ration nodes to NINTI = 16, NINTE = 16, the accuracy was similar to NINTI = 16, NINTE = 8. But when we increased the integration nodes to NINTI = 32, NINTE = 16, the accuracy was worse. This is because O(E) depends on k, A, and E, so the number of terms added from the series affects the value of it (see (2.9)). So when we increased the terms from five to ten, O(E) should have changed accordingly. As we used the same O(E) = 0, the accuracy does not improve when you increase the nodes. Therefore, we decided to add only a few terms, only four in the case of the perturbation of the sphere with O(e) = 0.
From Tables 8 and 9 , we changed the k and A. Then we obtained a new shape.
For the perturbations of the sphere, similar to the case of the sphere, the error decreases, when we choose points away from the boundary. This is shown in Figure 5 .
EXAMPLE 3. Here we choose special ellipsoids of the form x2/A2+y2/A2 +z2/C2 = 1. In the first example, we chose the ellipsoid x2 + y2 + (~12)~ = 1 where R = Jz" + y2 + t2 = Jl + 3(cos e>2.
These are called the ellipsoids of revolution around the z-axis.
As there is no constant radius for the ellipsoid, R was chosen to vary according to the points on the boundary of the ellipsoid, and this choice was made by numerical experimentation. For each case, we used five terms from the series. The analogous coefficient choice does not work well for the general ellipsoid. A special ellipsoid given by x2 + y2 + z2/4 = 1 is shown in Figure 6 . Now we look at the shape given by x2 + y2 + (z/1.5)* = 1. Figure 7 shows that, for the special ellipsoid, the absolute error decreases when the points are away from the boundary. Coh~hfENTs. Few terms from the series were added in all our experiments. This is because in numerical calculations, it is inefficient to add the full series. So we allow only a finite number of the coefficients unm to be different from zero.
According to Jones (51, this is sufficient to ensure uniqueness for the modified integral equations in a finite range of wave numbers k. In practical applications, one is usually concerned with a finite range of k, so this is not a serious drawback. For the case of the ellipsoid, when you increase the k, you get reasonable results, but we need a large amount of nodes to get good results. In order to use a large amount of nodes, we need a considerably high amount of CPU time. For all calculations, we used ALPHA 2100 (5/300 Nhz). The programs for the Bessel functions were taken from the Naval Surface Warfare Center (NS~VC) library of mathen~atics subroutines.
From the above examples, we see that the error is affected by the boundary S, NINTI, NINTE, boundary data, and k.
The role of k is more significant for ill-behaved boundary shapes. If we want to obtain more accuracy, we must increase the number of integration nodes for calculating the Galerkin coefficients (k/t,, 1~~). Here we give some idea of the cost of calculating the Galerkin coefficients. When NINTI or NINTE is doubled, the CPU time increases by four times (see Table 18 ).
Some of the increased cost comes from the complex number calculations, which is an intrinsic property of the Helmholtz equation. Furthermore. any integration method is affected by k, due to the oscillatory behavior of the fundamental solution eikr /T. Also, the CPU time depends on the number of terms added from the series. Calling subroutines from the Naval Surface Warfare Center (NSWC) may have increased the CPU time further.
As we see from Table 19 , the more terms you add, the more CPU time increases. Therefore, in order to eliminate more interior Neumann eigenvalues, we need a more powerful computer which would decrease the CPU time considerably. Table 18 . NDEG = 7, k = 5, five terms from the series were added. Table 19 . NINTI = 32, NINTE = 16, NDEG = 7. k = 5.
THE ACCURACY OF THE GALERKIN COEFFICIENTS ON THE UNIT SPHERE
Here, we obtained the true Galerkin coefficients (Khj, hi) explicitly on the unit sphere, and compared it with the approximate Galerkin coefficients. This gave us an idea of the accuracy of the Galerkin coefficients which are affected by k and the integration nodes.
Let (I E the unit sphere with center at 0, and let A be outside the unit sphere. 
+~~(k)h~(k)) + 2Kik2a,,h!:)(k)~~')'(k)j p(p),
where p E Let hi, h, S (when A coincides with p which is the intersection of OA and the circle). Also, see [7] . And we noted that (Ir'hj, hi) = 0 for all i and j. This also can be derived from the fact that I< = 0 on the sphere with anm chosen as in (2.01). (See 1121.) Thus, the matrix formed by the Galerkin coe~ciellts is a zero matrix on the sphere (see (8.4)). Let NINTI and NINTE be defined as in the previous section. The errors are printed in Table 20 .
From Table 20 , we see that if the integration nodes are increased, the accuracy is much improved. For k = 10, we have similar accuracy. Now we look at k = 15. From Table 21 , we see t,hat. the accuracy of the Galerkin coefficients for NINTI = 16 is poor for deghi = 0 case. But for NINTI = 32, the accuracy is better. 
