Introduction
In this paper, we want to study subanalytic sets in rigid analytic geometry. Let us fix an ultrametric , field K. With this we mean an algebraically closed field which is complete with respect to a non-trivial non-archimedean rank-one valuation. The norm will be denoted by |·|; the valuation ring by [DvdD] . Lipshitz [Lip] was the first to develop a theory in the rigid analytic case. Working with a larger class of sets, however, he derived some properties about subanalytic sets as well (see also [LR] ).
We present here a theory of a restricted class of subanalytic sets in rigid analytic geometry (called strongly subanalytic sets), the restriction being rather natural, since it is a sort of compactness requirement, which occurs also in the real case but is superfluous in the p-adic case, since the space ZNp itself is compact.
We introduce the following function D: R2 --+ R by
We will use this function to describe rigid subanalytic sets. Let us give some more precise definitions. Let A be a reduced affinoid algebra and M = Sp A the corresponding affinoid variety. (See Section 1 for a short overview on rigid analytic geometry.) Consider the algebra A«D» of (affinoid) strongly D-functions. This is the smallest K-algebra of functions from M to K, containing A We call now a subset S of M globally semianalytic (globally strongly D-semianalytic, respectively) if its is a finite union of sets of the form where gi, hi ~ A (gi, hi ~ A «D», respectively) and i, ~ {, }, for i ~ I, and where I is a finite index set. The class of all globally (strongly D-) semianalytic subsets of M forms a Boolean algebra on M. We also introduce some more local (for the Grothendieck topology on M) notions (called semianalytic, respectively strongly D-semianalytic sets), see (1.3).
We are now interested in the nature of the image of a semianalytic set under a projection map. It turns out that this, in general, is no longer semianalytic; for a counterexample, which is similar to Osgood's example in the real case, see [Sch 1, Chapter III, 4.3.4] . We therefore have to introduce the notion of a subanalytic set as a projection of a semianalytic set. However, we are not able to study this general kind of subanalytic sets. In [Lip] a theory is developed to tackle this kind of sets by introducing a more general kind of sets. We restrict ourselves to the study of (globally) strongly subanalytic sets, that is projections along the R"'-variables of a (globally) semianalytic set T c M x Rm, but with the describing functions of T overconvergent in the Rm-variables. This overconvergency condition is in a certain sense a relative compactness requirement. Namely, we will prove in a subsequent paper that each strongly subanalytic set is exactly the image of a semianalytic set under a proper map (see [Sch 2, Theorem 2.5]). The compactness requirement also appears in the theory of real subanalytic sets (see for instance [BM] [BGR, Section 7 .2] for more details. We want to point out that an affinoid subdomain of a reduced affinoid variety is automatically reduced (see [BGR, 7.3 Further on we will introduce the notion of a G-basic subset, where G is a K-subalgebra of F(A). We will always take the supremum norm on each K-subalgebra G of F(A). (1) Note that in the definition of G-basic subsets also the case of equalities is included. Take namely for hi the zero element, so that |gi(x)| 0 is equivalent to gi(x) = 0.
EXAMPLES OF K-SUBALGEBRAS OF F(A
(2) The intersection of two G-basic subsets is again a G-basic subset. The difference of two G-basic subsets is globally G-semianalytic. Hence the set of globally G-semianalytic subsets forms a Boolean algebra.
(1.3.2) In case G equals A (or A«D»), we call B a basic subset (or strongly D-basic subset, respectively) of Sp A and we call S globally semianalytic (or globally strongly D-semianalytic, respectively) in Sp A. In the sequel we will define other types of basic subsets and to each of these corresponds the notion of a globally semianalytic subset of that type, but we will not mention this on every occasion. ( Proof. See [Rob] , but for a elaborated proof see also [Wei] . Proof. The proposition follows without any difficulty from the Algebraic Quantifier Elimination (1.3.4.1) in the same way as in [DvdD] or [Lip] . Just replace all the (finitely many) coefficients which appear in all the describing polynomials by new variables, apply (1.3.4.1) and then substitute back all the coefficients in the corresponding variables. n (1.3.5) Let W c Sp A x Rm be a strongly rational domain in the Rm-direction. By this we mean that there exist fi ~ A«Y» with (fo,...,h)A«Y» = (1), and where Y = (Y,, .... Ym), such that Hence, C = AY, f/f0&#x3E; is the affinoid algebra of W, where we have written f = ( fl, ... , fs) (see [BGR, 6.1.4.] (2) We prefer here the functional definition of these notions, whereas in [DvdD] or [Lip] (1.3.8.1) We call S (rigid) strongly subanalytic (globally strongly subanalytic, respectively) in M, if there exist an n and a T c M x R", with T strongly semianalytic in the R"-direction (globally strongly semianalytic in the R"-direction, respectively), such that S = 03C0(T), where M x Rn M is the canonical projection on the first factor.
( Proof. As in [DvdD] or [Lip] . We now adopt the notations and terminology of (2.1) and of (2.3) for our d and N of above. We take for à the set of all indices i with lil d. Choose 03C0 E p, such that for K = (03C0dN-1,. .., 03C0d, x) as defined in (2.1), we have that for each i~0394, the functions ~i(Y/03BAd-1) remain overconvergent and of norm strictly less than one, and such that 03B4 InldN. Hence, if we define for each i~0394 and j ~ J, the functions then we have that 03A6ij ~ A«Y» «03A6ij~A«D»«Y», respectively) and |03A6ij| 1.
Let us call 03C0j = 03BA|j| and define for each j ~ J, where the Vj = (Vij)i~0394
are a set of variables and j is defined in (2.3). Then from (4) of (2.3) and (2) The point now is that Ê is not strongly basic in the T variables, since the gk, hk are not overconvergent in T. We will overcome this problem by using the f -T fo, which are overconvergent in Y and T, in order to make also the remaining functions overconvergent (even polynomial) in T, by dividing these functions by Weierstrass polynomials, which we will obtain from (3.4).
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