Abstract -Significant work has been conducted in developing techniques for multi-objective problem (MOP) optimizations. This paper investigates the use of a Mendel-like dominance scheme for improving the efficiency of a MOP genetic algorithm. This paper shows, for the selected MOP test suite, that the mendelian GA outperforms a simple GA.
I. Introduction
The use of evolutionary computational methods, which includes genetic algorithms, has been shown to provide useful solutions to otherwise unsolvable optimization problems by mimicking the process of evolution as put forth by Darwin [l] . These genetic algorithms (GAS) use a population of potential solutions and probabilistic methods to improve those solutions via the evolutionary process. This process includes mating, mutation, and selection (Le. survival of the fittest). The computational processes of mating, mutation, and selection attempt to model the respective biological processes and thus achieve what nature accomplishes automaticallyselection and survival of the best solutions.
There are numerous multi-objective GAS referenced in literature [2] , [3], [4] including the MOGA, NPGA, NSGA, NSGA-11, MOMGA, and MOMGA-11. However, none of them explicitly deal with the principles set forth by Mendel in his work on dominant and recessive genes This paper furthers the work conducted in [7] which established the groundwork for using mendelian dominance and a more accurate model of meiosis in a mendelian multi-objective simple genetic algorithm (MMOSGA). The authors in 171 showed that mendelian dominance produced a better solution set for the given test suite. The test suite used was chosen because of its wide acceptance in literature as a fair evaluator of multi-objective evolutionary algorithms (MOEAs) [2] . Further, the authors put forth two conjectures, given, concerning the use of dominance in MOEAs. The research presented in this paper addresses the applicability of these statements. The use of k dominance tables for MOPS containing k objective functions improves PFbom of the MMOSGA. This paper extends the previous work by incorporating richer models of meiosis and dominance. Preliminary results indicate that the improved meiotic model provides some improvement while the improved dominance model performs about the same as the original MMOSGA. This paper is organized as follows. First, a brief review of meiosis and Mendel's laws is presented. Then, the implementation details for the improved algorithm is discussed in detail. The paper ends with a presentation of the experiments and results as well as a conclusion that includes recommendations for further work.
Cell Division and Dominance
As stated earlier, meiosis is the process by which gamete cells are produced. Specifically, it is the process by which homologous diploid chromosomes are separated into four gamete cells [8]. This two-step process results in cells with half of the original number of chromosomes. Mendel's laws determine how a diploid chromosome (and multiploid chromosomes in general) map to the phenotype domain through dominant and recessive traits.
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A. Meiosis
Numerous sources exist that provide a detailed explanation of meiosis [9] , [8] . The level of detail provided here is not meant to be an exhaustive treatment of meiosis but rather sufficient to establish the necessary context for relating to a computational genetic algorithm. The process of meiosis takes place in two steps. In step one, homologous chromosomes undergo DNA replication. During this process, crossover can occur which provides for genetic diversity. In step two, the cells divide again and the chromosomes split. However, there is no replication in this stage so the resulting cells have half of the original chromosomal content. Figure 1 illustrates this process. Each of the chromosomes shown in Figure 1 are strings of genes consisting, for example, of AbCDeFG/abCDEf G for one set of chromosomes and mNO/MNo for the other set relating to the large and small chromosome sets in Figure 1 respectively. For this example, an upper case letter denotes a dominant gene while a lower case letter denotes a recessive gene. Continuing with this example, the individual with these genes generally manifests the dominant A trait but would manifest the recessive b trait. The final product of the meiosis process is gamete [B] or sex cells (on the right of Fig. 1 ). In the reproductive process, the gamete cells from one parent combine with those from another parent to form a new individual (not shown). The traits (phenotype) of the new individual are determined by the combination of the parents' chromosomes and the dominant/recessive gene specification.
B. Mendel's Laws
From a historical perspective, Mendel's work provides a sound method for biologists to track hereditary changes across generations [9]. The motivation is to take advantage of the ability to track changes by incorporating dominant trait information as a means of steering population convergence. Mendel's first law-Law of Segregationstates that, during meiosis when the chromosomes separate to form the gametes, every gene is completely uninfluenced by the others [6]. This means that offspring from homozygous parents, one with two dominant genes (AA) and the other with two recessive genes (aa), manifest the dominant trait in a ratio of three to one (Le., AA, Aa, aA, and aa). The individuals with gene combinations of Aa and aA are known as heteroaygow [9] , [8]. Mendel's second law-Law of Independent Assortmentstates that characteristics are inherited independently of each other [6] . This means that one set of genes (for example, specifying eye color) is independent of any other set (for example, genes that specify hair color). Mendel's second law is not universally applicable as was first thought. Linkage [5] causes groups of some characteristics to be tmnsmitted together. However, this work as yet does not take this into account.
C. Crossover and Dominance Schemes
In the simple genetic algorithm, chromosomes are haploid and crossover, in that context, occurs when two individuals are mated to produce an offspring. For multiple chromosomes (multiploidy), crossover occurs in a single individual as part of the meiosis process (shown in Figure 1) . Genotype dominance is normally viewed as a binary relationship where the dominant gene completely dominates the recessive gene. However, partial dominance and co-dominance are also possible [lo] . Here, a form of partial dominance is used to combine the diploid chromosomes.
Mendelian Multi-Objective GA
This section details the enhancements to the mendelian algorithm from our previous work [7] . The two main improvements are: first, a more realistic crossover method is implemented. Second, multiple dominance tables are used. The improved crossover method (results from this algorithm are referred to as 'Improved') allows the diploid chromosome (made up of A and B) to have a crossover point at any location within the chromosome. The original version (with results from this version referred to as 'Original') allowed crossover only at the input variable boundaries. The multiple dominance table algorithm (with results referred to as 'Multi-DT') provides a dominance table (DT) for each objective function. The generation of the intermediate haploid chromosome G for each individual is more complex and is described at the end of Section III-A.2. It should be noted that the convergence behavior of this algorithm is similar to that of the population-based incremental learning which maintains population statistics [I11 The data structure of the simple GA is augmented with a diploid chromosome structure for the mendelian algo- exerted by the DT is described in Section III-A.l and the process used to update the DT is given in Section III-A.2. The derived chromosome G for each population member is then used in the fitness function calculations.
A.l DT Pressure
The DT is only used when there are different values in the diploid chromosomes at a given locus. Continuing with the example in Figure 2 , locus 2 of both A and B holds a value of 0. This means that the allele in locus 2 of G has a value of 0 regardless of the DT weight or value at that locus. However, because the values differ in locus 3 of A and B, the value for G in this locus is a function of the value t 3 of the table and the weight of that table value (w3, not shown in Figure 2 ). For instance, if the value for t 3 is a one and w3 is 60.0 then there is a 60% probability (using a uniform distribution function) that the allele in locus 3 of G is a one.
A.2 Update Process
The DT is updated after the fitness values of each member of the new population is calculated. This update process is used to reinforce building block material from individuals with better fitness values. Individuals are chosen randomly, two at a time without replacement, from the new population and their fitnesses compared.
If neither individual dominates the other, no changes are made to the weights. If one individual dominates the other, then the weights are updated at the loci where the alleles of the G chromosomes differ. A more detailed explanation of this process is given in [7] .
Once the table weight updates are complete for the population, the final step is carried out on the DT. The max value for table weights is limited to 100%. Therefore, any values above that at the completion of processing are clamped to 100%. The minimum value is specified to be 40%. If any table weights are less than 40% at the end of processing, the algorithm inverts the table value and sets the weight to 60%. This process allows good building blocks to be identified and used to reinforce future generations.
B. Selection and Mating
The algorithm uses a ( p , A) approach to population generation The use of the random number T allows for phenotype exploration by not tying the decision outcome to a deterministic process. As the DT locus weights increase, the amount of exploration is reduced. Once the genotype values G are determined, the phenotype fitness value for each individual is calculated.
For multiple DTs, the new population of N individuals is partitioned into k sets where k is the number of objective functions. Once an individual is placed in set i
, its haploid chromosome G is generated using the process described above with the i t ' ' DT. The algorithm proceeds as before with objective fitness evaluation. The dominance tables are updated (as described in Section III-A.2) with individuals from the appropriate population partition set.
IV. Experiments and Results
A number of appropriate, unconstrained numerical
MOPs were meticulously selected [la], [13] Figure 4 . Two dimensional phenotypical domain MOPs are used here for ease of presentation and to provide critical insight to MMOSGA performance. This research concentrates on four minimization MOPs and one maximization MOP (MOP3) in a standard test suite. MOPl exhibits the property of a convex pareto front, MOP2 displays a concave pareto front and uniformity of points, MOP3 exhibits a disconnected pareto front of 2 sections and nonuniformity of points, MOP4 also exhibits a disconnected pareto front but of 4 sections and nonuniformity of points, whereas MOP6 was selected for its property of scalability of the problem as well as its disconnected pareto front of 4 sections and nonuniformity of points [12] . For the results presented in this paper 10 runs of each algorithm were executed for the purpose of statistical comparison. Each run consisted of 10 epochs with 20 generations per epoch. The population size N was set at 100 individuals. Also, the chromosome length 1 was specified to be 24 bits total. Therefore, for a genotype domain of dimension 3 each chromosome is allotted 8 bits. Normally, MOEAs are executed until some stopping condition is met [14] . In this case it was desired to compare the performance of two algorithms under the same set of operating parameters. Using fixed epochs and fixed generations allows the various algorithms to be compared and evaluated.
A. Metrics
In order to quantitatively compare the performance of the MOEAs in this paper, statistical analysis of the experimental results and associated observations are presented. Since no single metric can represent total performance of an MOEA, a set of appropriate metrics is used to measure the performance in the phenotype domain and Pareto Front Density. This last metric is used to measure the proximity of points to one another and is used to address Conjecture 1.
The metric that measures the density of PFknownpoints is given by the formula in Equation 2. The mendel algorithm used for this data used the single dominance table.
MOP2 MOP6
In Equation 2 cg is the center of gravity of the points in The Generational Distance metric represents how "far" points in P F k n o w n are from points in PF,,, and is de- The Overall Nondominated Vector Generation (ONVG) metric measures the total number of nondominated vectors found during MOEA execution and is defined as:
ONVG AI P F k n o w n I . 
B. Results and Analysis
The results for DT pressure indicate that the DT provides localized pressure on the Pareto Front. These results for MOP2 and MOP6 are shown in Table I . The However, the emphasis for this part of the research is on the tendency of one algorithm to outperform another. The results for the ONVG metric are shown in Figure 5 . The results for the spacing metric are presented in Figure 6 . It is noted that the all three Mendelian GA versions achieve similar or better results €or each of the MOPs tested in terms of this metric. The results for Generational distance are presented in Table 11 . Table 111 . The cardinality of the total front is also given. The Multi-DT algorithm provides for a better exploration of the other sections of the Pareto Front. 
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V. Conclusions
For the three metrics Generational Distance, Spacing and Overall Nondominated Vector Generation considered, each of the the Mendelian GA versions statistically out-performs the baseline algorithm due to better gene expression. Figure 5 shows the considerable improvement in the number of Pareto front points found. While the data shown is only for a limited number of test MOPs, these results show promise for more complex MOPs.
The improved meiotic crossover provided a significant performance benefit while the use of multiple DTs resulted in little or no performance improvement. However, a more flexible combination mechanism that allowed random size building blocks to be used from the DTs might allow a much better exploration of the entire Pareto Front, especially for those MOPs that have disjoint Pareto optimal solution sets.
In Section III-A.2 a fixed table weight update value was used. An area that requires more investigation is the use of a relative update weight value. This value would be a function of the fitnesses of the two population members. There are other MOPs that could be explored including constrained MOPs, NP Complete Problems, and real world applications using the MMOSGA.
The performance evaluation of the MMOSGA is limited. Future experimental work must include other robust MOEAs in order to determine comparative effect iveness .
