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A long period of linear growth in the spectral form factor provides a universal diagnostic of
quantum chaos at intermediate times. By contrast, the behavior of the spectral form factor in
disordered integrable many-body models is not well understood. Here we study the two-body
Sachdev-Ye-Kitaev model and show that the spectral form factor features an exponential ramp, in
sharp contrast to the linear ramp in chaotic models. We find a novel mechanism for this exponential
ramp in terms of a high-dimensional manifold of saddle points in the path integral formulation of
the spectral form factor. This manifold arises because the theory enjoys a large symmetry group.
With finite nonintegrable interaction strength, these delicate symmetries reduce to a relative time
translation, causing the exponential ramp to give way to a linear ramp.
Introduction.—Among the many characteristics of
quantum chaotic systems [1], random-matrix-like energy
levels provide a particularly universal signature [2–9]. In-
deed, it is widely accepted that random-matrix-like en-
ergy levels can be taken to define quantum chaos. This
definition is a good one because it gives a simple uni-
versal characterization and because many systems that
are intuitively chaotic in fact exhibit random-matrix-like
energy levels.
Such a characterization of quantum chaos is well-
established for single-body systems [10–14] and, more
recently, for a variety of many-body systems [15–25].
However, the crossover between single-body chaos and
many-body chaos is less well understood. In this pa-
per, we address this problem by characterizing the energy
level statistics of a many-body model composed of non-
interacting fermions filling random matrix single-particle
energy levels. This is a necessary first step to studying
how full many-body chaos is established in a weakly in-
teracting gas with chaotic single-particle dynamics.
Focusing on infinite temperature in a system of N Ma-
jorana fermions, we formulate our analysis in terms of
the many-body spectral form factor (SFF) [7, 16]. If the
microscopic timescale is J−1, then at early time of order
J−1, the spectral form factor is controlled by the den-
sity of states of the system and is not sensitive to single-
particle level correlations. At times long compared to
J−1 but not scaling with N , we find that the spectral
form grows exponentially with time, a feature we call an
exponential ramp. This should be contrasted with the
linear ramp observed for conventional many-body chaos.
At times of order N or longer, the spectral form factor
shows a plateau [26], but we do not study this regime
in our work. A prototype of the SFF of disordered in-
tegrable system is shown in Fig. 1. We note that [26]
appeared shortly before our work and studies the same
problem, though mostly using different techniques.
The infinite temperature SFF is given by the disorder
average of the magnitude squared of the trace of the time
π/� � ��
�-�/�
�
�(�)
FIG. 1. The normalized spectral form factor of the two-body
SYK (SYK2) model . The blue solid (red dashed) line rep-
resents the numerical (theoretical) curve of the spectral form
factor. The theoretical curve is given by Eq. (33), and the
numerical data is drawn from N = 200 SYK2 model averaged
over 104 samples. The deviation at large JT is due to the
mass of soft modes being suppressed at JT ∼ N .
evolution operator,
SFF(T ) = 〈|Tr[U(T )]|2〉disorder. (1)
We compute this quantity for a system of real fermions
with single-particle energy levels given by the eigenvalues
of a random antisymmetric Hermitian matrix. Note that
the single-particle eigenvalues come in plus-minus pairs
and the system can be taken to be time-reversal invariant.
We choose to call this many-body system the two-body
Sachdev-Ye-Kitaev model (SYK2), but it has appeared
under a variety of names in the literature [16, 27–38].
Our analysis is based on a path integral formulation of
the SFF involving two replicas of the system with identi-
cal randomness. In the large N limit and for times short
compared to N , the resulting path integral may be an-
alyzed via saddle point and steepest descent methods.
The action governing the SFF is formulated in terms of
fields depending on two times, and the resulting theory
possesses a very large symmetry group. We find that
the theory exhibits a time-dependent pattern of symme-
try breaking leading to a vacuum manifold of replica-
nondiagonal solutions which yield an exponential ramp,
log SFF =
JT
pi
logN + · · · . (2)
ar
X
iv
:2
00
6.
15
15
2v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  2
6 J
un
 20
20
2The remainder of this paper is organized as follows.
We first setup the general path integral formalism for
the SFF with arbitrary q-body SYK interactions. Then
we analyze the q = 2 case in detail. By using saddle point
analysis, we obtain both the slope and the novel exponen-
tial ramp. The exponentially growing vacuum manifold
explains the corresponding exponential ramp. Finally,
we comment on the effects of weak interactions that ul-
timately restore the linear ramp. We also provide an ex-
plicit evaluation of the SFF of the SYK2 model restricted
to time-translation invariant fluctuations in the Supple-
mental Material [39], and obtain consistent results.
Model and path integral.—We consider the SYK model
and represent the SFF via a path integral. The Hamilto-
nian of the SYKq model with general q-body interaction
is
H[ψ] = iq/2
∑
1≤j1<...<jq≤N
Jj1j2...jqψ
j1ψj2 ...ψjq , (3)
where ψi, i = 1, ..., N represents the Majorana fermions
and satisfy the anticommutation relation {ψi, ψj} = δij ,
and Jj1...jq is a Gaussian variable (the disorder) with
mean zero and variance 〈J2j1...jq 〉 = J
2(q−1)!
Nq−1 . We ana-
lyze this model using large N to control the calculation.
The SFF can be thought of as the thermal partition
function with imaginary temperature which translates
into conventional real time. We are interested in the
following normalized SFF,
g(T ) ≡ 〈|Z(iT )|
2〉disorder
〈|Z(0)|2〉disorder , (4)
where Z and T represent the partition function and the
time, respectively. The norm |Z(iT )|2 = Z(iT )Z(iT )∗ is
to make the SFF real. The partition function is repre-
sented as a Grassman path integral,
Z(iT ) =
∫
Dψ exp
∫
dt
[
− 1
2
ψ∂tψ + iH[ψ]
]
. (5)
Thus the path integral representation of the SFF [22] is
g(T ) =
∫
DψLDψR exp
∫ [
− 1
2
ψα∂tψα + i(HL −HR)
]
,
HL = H[ψL], HR = H[ψR]. (6)
It is straightforward to integrate out the Gaussian
random variable Jj1j2...jq and get the effective ac-
tion. In terms of the bilocal field Gαβ(τ1, τ2) =
1
N
∑
i ψ
i
α(τ1)ψ
i
β(τ2), and the self-energy Σαβ(τ1, τ2), the
effective action is given by
g(T ) =
∫
DGDΣ expN
[1
2
Tr log(∂t − iΣˆ)
+
1
2
∫
dt1dt2(iΣαβGαβ − J
2
q
(−1)α+βGqαβ)
]
,(7)
where a hat above a variable signals a matrix represen-
tation, (Σˆ)αβ ≡ Σαβ . Due to the antiperiodic boundary
�� ω
�� ω
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FIG. 2. The contours used to evaluate Eq. (12). The integral
picks up the difference between the two contours going above
and below the branch cut, which is twice the imaginary part
of the saddle point solution.
conditions on the fermions, both Gαβ and Σαβ are an-
tiperiodic under time shifts by T .
In the case of the SYK2 model, i.e., q = 2, we can
further integrate out G to get
g(T ) =
∫
DΣ expN
[1
2
Tr log(∂t − iΣˆ)
− 1
4J2
∫
(−)α+βΣ2αβ(t1, t2)
]
. (8)
Owing to the nice large-N structure in Eq. (8), we use
saddle point approximation to evaluate the path integral
in the following.
The slope.—The equation of motion from Eq. (8) is
(i∂t + Σ¯)αγ ∗ (−)γ+βΣ¯γβ = J2δαβ (9)
where A ∗ B ≡ ∫ dtA(t1, t)B(t, t2) is a matrix product
in time arguments, which are also suppressed. Assuming
time-translation symmetry and going to frequency space,
the replica-diagonal solution is given by
Σ¯(ω) =
{
1
2 (ω −
√
ω2 − 4J2), ω > 2J
1
2 (ω − i
√
4J2 − ω2σz), 0 < ω < 2J
(10)
where σµ denote Pauli matrices, and the solution for
ω < 0 can be obtained through the relation Σ¯(−ω) =
−Σ¯(ω)T . Actually, there are four solutions for Eq. (9) at
each frequency, however one can show that above choice
Eq. (10) is the dominant one [39].
Since T and J are the only dimensionful quantities
in the problem, the T dependence in the SFF must be
through JT . Hence, to access time derivatives, one can
also differentiate Eq. (8) with respect to J ,
dSsaddle
d(J−2)
= −N
4
∫
dt1dt2
∑
α,β
(−)α+βΣ¯αβ(t1, t2)2. (11)
The right hand side can be evaluated to leading order in
N by plugging in the saddle-point solution. The equation
of motion, Eq. (9), then implies∫
dt1dt2
∑
α,β
(−)α+βΣ¯αβ(t1, t2)2 = iT
∑
α
∂tΣ¯αα(t)|t→0+ ,
3Consider first the limit T =∞,∑
α
Σ¯αα(t)|T=∞ =
∫ ∞
−∞
dω
2pi
eiωt
∑
α
Σ¯αα(ω). (12)
The frequency space integrand has a branch cut from
−2J to +2J , as indicated in Eq. (10). The integral is
defined by taking Σ¯11(ω) to be above the branch cut and
Σ¯22(ω) below the branch cut. For t > 0, the integrand
goes to zero in the upper half of the complex plane, and
we can extend the integral to cover the contour shown in
Fig. 2. As a result, Equation (12) is equal to the integral
of the discontinuity over the branch cut, i.e.,
i
∑
α
Σ¯αα(t)|T=∞ =
∫ 2J
−2J
dω
2pi
eiωt
√
4J2 − ω2 (13)
= J2
2J1(2Jt)
2Jt
sgn(t), (14)
where J1 is a Bessel function of the first kind.
For finite T , the antiperiodic boundary condition can
be accounted for by summing over translates,∫
dt1dt2
∑
αβ
(−1)α+βΣαβ(t1, t2)2 (15)
= TJ2∂t
∑
k
(−1)k 2J1(2J(t+ kT ))
2J(t+ kT )
sgn(t+ kT )|t=0+ ,
This formula can be manipulated to get
d log g(T )
dT
= ∂T
−N
2
∑
k 6=0
(−1)k
k
2J1(2JkT )
2JkT
sgn(k). (16)
By taking into account of the initial condition of normal-
ized SFF, i.e., g(0) = 1, this can be massaged into the
final form
log g(T ) = −N log 2−N
∞∑
k=1
(−1)k
k
2J1(2JkT )
2JkT
. (17)
For JT  1, the alternating sum in Eq. (17) evaluates
to [39] log g(T ) = −N J2T 28 . While for large JT  1 we
expect the sum goes to zero as T−3/2.
Spontaneous symmetry breaking.—The leading order in
N saddle point analysis explains the slope of the SFF.
The exponential ramp of the SFF is due to fluctuations
around saddle point. In particular, due a time-dependent
pattern of symmetry breaking, there are a growing num-
ber of fluctuations which are not suppressed at large N .
The equation of motion Eq. (9) has a very peculiar
symmetry [39]. Namely, at the fixed frequencies ±ω, it
is invariant under an SU(2) conjugation,
Σˆ(±ω)→ U†±ωΣˆ(±ω)U±ω, (18)
where U±ω denotes an SU(2) matrix and U±ω are related
by Uω = σzU
∗
−ωσz. Note that the SU(2) transforma-
tion at −ω is locked to the transformation at ω. From
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FIG. 3. The discrete jumps of the spectral form factor from
the theory Eq. (33) and the numerics. The spectral form
factor is divided by the continuous saddle point value to make
the jumps visible.
the saddle point solution Eq. (10), it is clear that the
SU(2) symmetry is not broken for |ω| > 2J ; while for
0 < |ω| < 2J , the SU(2) symmetry is spontaneously bro-
ken to O(2).Thus, for each pair of frequencies |ω| < 2J ,
the vacuum manifold is SU(2)/O(2) ∼ S3/S1 ∼ S2.
Due to the antiperiodic boundary conditions, the allowed
Matsubara frequencies are ωn =
npi
T with odd integer n,
and the vacuum manifold is the tensor product of each
pair of Matsubara frequency in |ωn| < 2J , i.e., (S2)⊗[ JTpi ],
[JTpi ] denotes the nearest integer to
JT
pi .
A convincing evidence of the vacuum manifold
(S2)⊗[
JT
pi ] is from the fact that the size of this manifold is
fundamentally discontinuous in JT , jumping every time
JT crosses a half-multiple of pi. This can be seen from the
discrete jumps of the SFF plotted in Fig. (3), where the
Ssaddle has been subtracted to make the jumps visible.
The ramp.—The vacuum manifold (S2)⊗[
JT
pi ] increases
exponentially as time increases, leading to an exponen-
tial ramp. Especially, the zero mode fluctuation in each
dimension of the vacuum manifold S2 is
√
N times big-
ger than a massive mode. This implies the leading order
behavior of the ramp is given by
g(T ) ∝ N JTpi . (19)
To make this more rigorous, we now calculate the sad-
dle point fluctuation at JT  1. By varying around the
saddle point, Σ¯(ω¯)→ Σ¯(ω¯) + δΣ(ω1, ω2), ω¯ = ω1+ω22 , the
effective action at quadratic order is
δS
N
=
1
4J2T 2
∑
α,β,ω1,2
Kαβ(ω1, ω2)|δΣαβ(ω1, ω2)|2,(20)
where the sum is running over two contours α, β = 1, 2
and two Matsubara frequencies ω1,2, and the kernel is
given by
Kαβ(ω1, ω2) = (−)α+β − 1
J2
Σ¯αα(ω1)Σ¯ββ(−ω2). (21)
When α 6= β and −2J < ω1 = ω2 < 2J , the expres-
sion becomes zero because of the vacuum modes. At the
naive quadratic order, this means the volume of the sad-
dle point diverges. But to higher orders in the action, we
4know that the vacuum manifold is not an infinite plane,
but rather a S2 with surface area 4pi(J2− ω24 ). This is as
opposed to an area of 2piN J
2 if we had ignored the Tr log
term in Eq. (8). So including the saddle point fluctua-
tions, the SFF is given by
g(T ) = e−Ssaddle
∫
DΣe−δS (22)
= e−Ssaddle
∏
<α,β,ω1,2>
Kαβ(ω1, ω2)
−1/2 (23)
×
0<ω<2J∏
ω1=ω2=ω
N
4pi(J2 − ω24 )
2piJ2
. (24)
where in the second line we integrate over the massive
Gaussian fluctuations and properly normalize it by di-
viding a free theory, e.g., a theory without the Tr log
term in Eq. (8). The angle brackets in the product mean
exclusion of zero modes. The last factor is to account
for the zero modes, which span over the vacuum mani-
fold (S2)⊗[
JT
pi ]. Since the saddle point action has already
been evaluated in the previous sections, our goal is to
evaluate the following quantity,
F = log
∏
<α,β,ω1,2>
Kαβ(ω1, ω2)
−1/2 (25)
= −1
2
∑
<α,β,ω1,2>
logKαβ(ω1, ω2). (26)
While it is unclear how to exactly evaluate F , one can
prove that it converges [39], and solve it in the JT  1
limit.
Evaluation of Eq. (25).—At JT  1 limit, the dis-
creteness of Matsubara frequency is small, so the fol-
lowing decomposition is a good approximation, F =
δF − 12
∑
α,β
∫
ω1,ω2
logKαβ(ω1, ω2), in which δF is the
difference between the sum and the integral,
δF ≡ F + 1
2
∑
α,β
∫
ω1,ω2
logKαβ(ω1, ω2). (27)
Fortunately, it can be shown that the integral∑
α,β
∫
ω1,ω2
logKαβ(ω1, ω2) actually vanishes [39].
Therefore all the contributions come from δF , i.e.,
from the difference between the sum and the integral.
In particular, the soft modes near zero modes domi-
nate the contribution. Namely, for ω1,2 = ω ± Ωk2 and|ω| < 2J , soft modes for small Ω dominate δF . The
spacing between Σ¯(ω) of adjacent Matsubara modes is
δΣ¯(ω) = 2∂ωΣ¯(ω) =
pi
T (1± i ω√4J2−ω2 ), which has a mag-
nitude of
∆(ω) ≡ |δΣ¯(ω)| = pi
T
2J√
4J2 − ω2 . (28)
We cut off the sum at any integer M such that 1M 
JT and cut off the integral at M +1/2, and approximate
the inverse kernel as linear functions in Ω within this
region. The difference is thus
δF = −2× 2× 1
2
× (29)
∑
0<ω<2J
(
M∑
k=1
log
k∆(ω)
J
−
∫ M+ 12
0
log
u∆(ω)
J
du
)
,(30)
where Ωk =
2kpi
T and k is an integer. In the first line, we
include two factors of two from the two contours α 6= β
and from both the positive and negative values of k in
the sum, respectively.
For JT  1, using the Stirling’s approximation for the
sum, we have
δF ≈
∑
0<ω<2J
log
∆(ω)
2piJ
=
JT
pi
log
e
4JT
. (31)
The mass of soft modes is proportional to 1JT , and leads
to the JT factor insides the logarithm.
Combining with the essential factor from the vacuum
manifold, i.e.,
∑
0<ω<2J
logN
4pi(J2 − ω24 )
2piJ2
≈ JT
pi
log
32N
e2
, (32)
where the discrete sum is approximated by an integral,
we have the SFF at JT  1,
log g(T ) + Ssaddle =
JT
pi
(
log
N
JT
+ log
8
e
)
. (33)
The JT factor insides the logarithm indicates that the
exponential ramp terminates at JT ∼ N . This correc-
tion is due to the soft mode as we have seen from δF
in Eq. (31). At time scales JT  N , the soft mode is
as important as the zero mode, and these fluctuations
together gives the plateau in the SFF as shown in Fig. 1.
Discussion.—Besides providing a novel explanation of
the exponential ramp, the symmetry structures can also
help to understand the transition to a linear ramp. As a
many-body chaotic Hamiltonian features a linear ramp,
it is natural to expect that a finite interaction strength
will explicitly break the SU(2) symmetry at each fre-
quency down to a residual relative time translation [22]
that is defined by Ua ≡ eiωaσz , where a is a frequency-
independent parameter. To see this, one can consider,
for example, the equation of motion from Eq. (7),
Gˆ(ω) = [iω1ˆ− iΣˆ(ω)]−1, (34)
iΣαβ(ω) = (−1)α+β
[
J22Gαβ(ω)
+J2q 2piδ
(
ω −
q−1∑
j=1
ωj
) q−1∏
j=1
Gαβ(ωj)
]
, (35)
where we have kept the q = 2 part as well, i.e., J2 and
Jq represent the effective interaction strengths of SYK2
5and SYKq models, respectively. It is apparent that at
any finite Jq the above equation of motion is only invari-
ant under the relative time translation Ua. Consequently,
the vacuum manifold is reduced from (S2)⊗[JT/pi] down
to a ∈ S1 with the identification a = a+ 2T . And it in-
creases linearly in time (i.e., the circumference increases
linearly in time), in sharp contrast to the exponential in-
crease for the q = 2 case, causing a transition from an
exponential ramp to a linear ramp [39].
Conclusions.—In this paper, we studied the spectral
form factor (SFF) of the quadratic SYK model, and
found an interesting exponential ramp in sharp contrast
to the linear ramp in chaotic models. This exponen-
tial ramp can be understood as arising from a high-
dimensional manifold of saddle points, which result from
a huge number of delicate symmetries present in the
quadratic SYK model. Because the SFF in the quadratic
SYK model is ultimately equivalent to that of a Gaus-
sian random matrix theory, our result not only implies
that all noninteracting disordered systems feature an ex-
ponential ramp, but also gives a universal explanation
for this phenomena. Moreover, our mechanism also indi-
cates that a dramatic change of manifolds underlines the
single-to-multiparticle chaos transition in the SFF when
nonintegrable interactions are turned on. It is interesting
to explore this transition in the path integral language in
more detail, which we leave as future work.
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6SUPPLEMENTAL MATERIAL
A. More Details on Equation (16)
The slope portion of the SFF is given by Eq. (16), reproduced here in integrated form:
log g(T ) = −N
∞∑
k=1
(−1)k
k
2J1(2JkT )
2JkT
sgn(k)−N log 2. (S1)
where we fix the integration constant by requiring g(0) = 1. This infinite sum is absolutely convergent since it goes
with k as k−5/2. It can also be approximated well in the large or small JT limits. In general for any function f ,
we can write,
∑∞
k=1
(−1)k
k f(k) =
∑∞
i=0
∑∞
k=1
(−1)k
k f
(i)(0)k
i
i! = limx→0
∑∞
i=0 ∂
i
x log
1
1+e−x
f(i)(0)
i! . For a slow-varying
function like f(k) = 2J1(2JkT )2JkT , JT  1, this last series converges quickly. It gives
log g(T ) = −N J
2T 2
8
. (S2)
B. The symmetry of the action
For reference, here’s the action again:
S = N
(
1
2
log det(∂tδαβ − iΣαβ)− 1
4J2
∫
dτ1dτ2(−1)α+βΣαβ(τ1, τ2)q
)
. (S3)
Let’s also write down the symmetry transformations again:
Σαβ(ω) Σαβ(−ω)(
eiθ 0
0 e−iθ
) (
e−iθ 0
0 eiθ
)
(
cos θ i sin θ
i sin θ cos θ
) (
cos θ i sin θ
i sin θ cos θ
)
(
cos θ sin θ
− sin θ cos θ
) (
cos θ − sin θ
sin θ cos θ
)
The Tr log term has to remain invariant under this transformation, because traces are always invariant under conju-
gation. We just need to worry about the Σ2 term.
The Σ2 term is proportional to
SΣ2 = TrσzΣ(ω)σzΣ
T (−ω) (S4)
Where all traces and matrix multiplication are over αβ indices. The σzs are to enforce the signs. The transpose (not
Hermitian conjugate, but transpose) is because we are squaring each element of the matrix rather than multiplying
Σ12 by Σ21. If we conjugate Σ(ω) and Σ(−ω) by U+ and U− respectively we get
S′Σ2 = TrσzU+Σ(ω)U
†
+σzU
∗
−Σ
T (−ω)UT− (S5)
Using cyclicity of the trace we can turn this into
S′Σ2 = TrΣ(ω)U
†
+σzU
∗
−Σ
T (−ω)UT−σzU+ (S6)
If U+ = σzU
∗
−σz this works out to just
S′Σ2 = TrσzΣ(ω)σzΣ
T (−ω) (S7)
as desired.
7C. Goldstone modes
There are two zero modes given by
δ1Σ(ω) =
(
0 i
−i 0
)
δ1Σ(−ω) =
(
0 −i
i 0
)
δ2Σ(ω) =
(
0 1
1 0
)
δ2Σ(−ω) =
(
0 1
1 0
) (S8)
In a purely quadratic expansion around a saddle point, a zero mode multiplies the action by a factor of infinity. This
is because in a purely quadratic theory, a zero mode implies an infinite line of saddle points. But for this theory, we
know non-perturbatively that the saddle points are given by
Σ(ω) =
ω2 + i cosφ√J2 − ω24 eiθ sinφ√J2 − ω24
e−iθ sinφ
√
J2 − ω24 ω2 − i cosφ
√
J2 − ω24

Σ(−ω) =
−ω2 + i cosφ√J2 − ω24 e−iθ sinφ√J2 − ω24
eiθ sinφ
√
J2 − ω24 −ω2 + i cosφ
√
J2 − ω24
 (S9)
Knowing the non-perturbative solution means that we can cut off the divergent integral due to the compact space
of saddle points. We know that the sphere has surface area proportional to J2, N times more than what we would
expect from a massive mode. That’s why each of these spheres gives a factor of N .
D. Convergence of the quantity F
IR convergence
When we have |ω| < 2JT , |Σ(ω)| = J . This means that for ω1 − ω2 small, and |ω1|, |ω2| < 2J , we can have a very
large contribution to the product when α 6= β and Σαα = Σββ . But for any finite JT , there are only O(J2T 2) terms
with ω1, ω2 within any δω << J of each other satisfying |ω| < 2J . This is a finite product, so can’t give a divergent
answer for any given JT .
UV convergence
The issue of UV convergence is a little more complicated. For large ω we have Σ(ω)αα ≈ (−1)1+αJ2/ω. This means
that the log of our product is in the UV limit
log Volume ratio ≈
∑
α,β,ω1,ω2
(−1)α+β J
2
ω1ω2
(S10)
This sum is not absolutely convergent. However, there is a cancellation if we impose any finite UV cutoff (for instance
a Lattice cutoff). This is the cancellation between +ω and −ω, or alternatively between one contour and the other.
Either of these cancellations is enough to cure UV divergences.
E. Vanishing of the integral
Is there an infinitely differentiable f from R to C such that
∫∞
−∞ f
k(x)dx = 0 for all positive integers k? One might
suspect the only answer is zero, which is true for discrete sums. But for integrals, one can plug in f(x) = 1/(x+ i)2.
We can run our contour around the upper half of the complex plane, and then use Cauchy’s integral theorem to show
that this will indeed give zero for any k.
From there, we can go further. For any polynomial P such that P (0) = 0 we have
∫∞
−∞ P (f(x))dx = 0. And finally,
for any function F such that F (f(x)) is analytic on either the top or bottom half of the complex plane and goes
8FIG. S1. The sum of the contours on the left, where the two contours each cross over the branch cut, is equal to the sum of
contours on the right.
to zero sufficiently fast
∫∞
−∞ F (f(x))dx = 0. And, of course, this logic works just as well for double integrals and
functions of two variables.
We have a whopping five problems when we try to apply this logic to our infinite sum of logs.
1. Σαα isn’t analytic, it has a branch cut between ω = −2J and ω = 2J and switches branches at ω = 0.
2. It isn’t clear that our function goes to zero fast enough.
3. log(z) isn’t analytic, it has a singularity at z = 0, and a branch cut coming out of it.
4. Some of the entries in the sum have been deleted because they are zero modes.
5. We have a discrete sum which isn’t technically an integral.
Firstly, the discontinuity turns out not to matter. This is because for the wormhole solution the 11 and 22 Σs choose
opposite signs for the square root. This means that we can just switch contours (perfectly fine when performing a
sum) and still have a function analytic along the contour, which the branch cut of Σ now either entirely above or
entirely below it.
The second issue is resolved by a cancellation. Let’s look at a specific ω1 and let ω2 vary.
log
(
1− 1J2 Σαα(ω1)Σββ(ω2)
)
goes to zero as Σαα(ω1)/ω2 as ω2 goes to infinity. This isn’t quite fast enough that
we can loop around without changing the integral. But since Σ11(ω1) = −Σ22(−ω1), we can close both loops in the
complex plane at once.
The third issue is solved by the fourth. We have manually deleted every term that touches the singularity. So
evaluating the sum is just a matter of evaluating the difference between the sum and the integral near these deletions.
The fifth issue isn’t an issue at all for |ω| > 2J, JT  1. In this case the function varies slowly enough that you can
replace the sum with an integral with impunity. It is only near the branch cut that we need to be careful. Fortunately,
even near the branch cut we can evaluate the difference between the sum and integral exactly for JT  1.
F. Transition to linear ramp
As discussed in the main text, the vacuum manifold shrinks a lot for nonvanishing interactions. There is still the
isolated saddle point where the two contours are uncorrelated. This point no longer has zero action, and instead takes
negative action for small T , dominating the path integral. It is also invariant under the time-translation symmetry.
There are also the wormhole solutions. They are also found along the original manifold of SU(2) solutions. They all
have zero action, and spontaneously break the relative time-translation symmetry.
There will be a transition to chaos which occurs at a time long enough for G to exponentially decay. We can
estimate the transition for Jq  J , where . What is the decay rate? Well, at some ωcrit in the complex plane, the
solution to the Schwinger-Dyson equation becomes singular. The decay rate is given by Imωcrit
To first order in J2q , we can treat the new SD equation as
(ω + J2qΣq(q))Σ = Σ
2 + J2 (S11)
Here Σq is the contribution to Σ from the J
2
q term. It is a matrix. It is a real odd function of ω along the diagonals,
and a real even function of ω on the off diagonals, with Σq12 = −Σq21. This implies a decay rate of J2q /J .
9G. A direct evaluation from time translation invariant configurations
We are going to use a little different notation that is more suitable for the explicit evaluation in this section. Namely,
we use ψR → −iψR, and Σˆ→ −iΣˆ. With these modification, the path integral representation of the SFF [22] is
g(T ) =
∫
DGDΣ expN
[1
2
Tr log(∂t − Σˆ)− 1
2
∫
dt1dt2(ΣαβGαβ − J
2
q
tαβG
q
αβ)
]
, (S12)
where tαβ =
( −1 iq
iq −1
)
, and a hat above a variable signals a matrix representation, (Σˆ)αβ ≡ Σαβ . In the case of
the SYK2 model, i.e., q = 2, we can further integrate out G to get
g(T ) =
∫
DΣ expN
[1
2
Tr log(∂t − Σˆ) + 1
4J2
∫
Σ2αβ(t1, t2)
]
. (S13)
To attack this horrible path integral, we need to determine stationary points of the action. For general configurations
depending on both t1− t2 and t1 + t2, this is a daunting task. We proceed by assuming that time-translation invariant
configurations dominate, namely, Σˆ(t1, t2) = Σˆ(t1 − t2). Taking into account the anti-periodicity around the thermal
circle, all fields can then be expanded in the frequency basis. The relevant Matsubara frequencies are ωn =
npi
T
with n an odd integer. So long as the dominate saddles are time-translation invariant, configurations that depend
non-trivially on t1 + t2 merely contribute fluctuations that do not modify the exponential ramp.
By the assumption of time-translation symmetry, the variables with different Matsubara frequencies decouple. Thus,
in terms of the Fourier component, i.e., Σˆn =
∫ T
0
dtΣˆ(t)e−iωnt, the saddle point action becomes
g(T ) =
∏
n>0,odd
gn(T ), gn(T ) =
(N
pi
)2 ∫
dσne
I[σˆn], (S14)
I[σˆn] = N
[1
2
Tr log(1− i σˆn
xn
)(1− i σˆ
T
n
xn
)− 1
2
Trσˆ2n
]
, (S15)
where we defined dimensionless variables σˆn =
1
J Σˆn, and xn =
ωn
J . The product over frequency in Eq. (S14) is
restricted to positive odd integers as we use the symmetry σˆn = −σˆT−n. In Eq. (S14), we implement the normalization
by dividing the unnormalized SFF by a free J = 0 path integral, which evaluates to be
∫
dσne
−N2 Trσˆ2n = ( piN )
2.
A salient feature from the normalization is that one should consider σˆn as a hermitian-matrix variable. There are
two dimensionful variables in this path integral, J and T , while the spectral form factor is dimensionless. This implies
they must appear as a product JT , so the above normalization gives the correct answer g(0) = 1. Since we have
represented the SFF in Eq. (S14) as an infinite product over all positive Matsubara frequencies, the next step is to
evaluate gn at a fixed frequency.
The steepest descent method is accurate because of the large-N structure in Eq. (S15). At the first step, we evaluate
the saddle point solutoins. The equation of motion from Eq. (S15) is(
1− iσˆ
x
)−1
= ixσˆ, (S16)
where we abbreviate x = xn for simplicity. The diagonal solutions are
σ± =
1
2
(− ix± isgn(x)√x2 − 4), (S17)
σˆss
′
=
(
σs 0
0 σs′
)
, s, s′ = ±. (S18)
The σ+ solution dominates in equilibrium physics as it can be analytically continued to J = 0 where the self-energy
vanishes. But we will see in the following, the σ− solution plays a dispensable role in the SFF.
A crucial feature of the equation of motion is that it is invariant under the SU(2) rotation of a solution,
σˆ → U†σˆU. (S19)
The equation of motion is actually invariant under adjoint transformation by arbitray invertible matrices, but the
hermitian property restricts the invertible matrix down to SU(2) rotation. Among these four saddle points, σˆ++ and
σˆ−− are invariant under the SU(2) rotation, so they represent isolated points in the configuration space. On the other
hand, the saddle point σˆ+− spans a degenerate manifold under SU(2) rotation, i.e., there are many degenerate zero
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FIG. S2. The real part of the action near saddle points when x > 2. The horizontal/vertical axis describes the real/imaginary
part of Yµ, here we plot µ = 0, 3 for illustrations. Notice our definition of action is e
I(Yµ). The red/blue point indicates the
saddle points that can/cannot contribute to the result in the steepest descent method. The original integration original contour
is along the horizontal line as indicated by the dashed line in (a). (b) zooms in the saddle point σ−− in (a). (c) corresponds
to the saddle point σ+−. This also justifies the saddle point solution used in the main text is the right one.
modes for each frequency. Note that the saddle point σˆ−+ can be obtained from σˆ+− by SU(2) rotation, so they live
in the same connected manifold.
The on-shell actions Iss
′
x ≡ I[σˆss
′
xn ] for four saddle points at a fixed frequency are given by,
Issx
N
= log
[1
2
(1 +
√
1− s 4
x2
)− 1
x2
]
+
1
4
(x− s
√
x2 − 4)2,
I+−x
N
=
I−+x
N
= log
1
x2
+
1
2
(x2 − 2). (S20)
When x > 2, all on-shell actions are real, we need to determine which saddle points will contribute to the SFF via
steepest descent method. However, when x < 2, only I+−x is real, and the other on-shell actions have imaginary
components. This means the contributions from these imaginary component are suppressed compared to I+−x .
To furnish the steepest descent method, we need to analyse fluctuations around saddle points. Making a small
variation to the saddle point solution σˆss
′ → σˆss′ + δσˆ, the quadratic fluctuation around the saddle point is
δIss
′
N
= −1
2
Tr(σˆss
′
δσˆσˆss
′
δσˆ)− 1
2
Trδσˆ2. (S21)
In the following, we will divide our discussion about saddle-point fluctuations into two regimes, the large frequencies
x > 2 and the small frequencies x < 2.
At large frequencies, i.e. x > 2, the quadratic fluctuation around the saddle point σˆss, s = ±, is
δIssx
N
= −m
2
ss
2
∑
µ
Y 2µ , s = ±, (S22)
where we have used the Pauli matrix σµ to decompose the hermitian matrix δσˆ =
∑4
µ=0 Yµσ
µ, Yµ are real variables.
The effective mass for these two saddle-point fluctuations is given by
m2ss = 4− x(x− s
√
x2 − 4), s = ±. (S23)
It is easy to see that m2++ > 0 and m
2
−− < 0 when x > 2, which indicates the saddle point σˆ
−− does not contribute
in the steepest descent method.
The the quadratic fluctuation around the saddle point σˆ+−, is
δI+−x
N
= −m
2
++
2
X20 −
m2−−
2
X23 , (S24)
where X0,3 are linear combinations of Y0,3. The quadratic fluctuation is independent of Y1,2 because there exists
degenerate modes. Apparently, because m2−− < 0, the saddle point σˆ
+− cannot contribute to the integral either.
To further show that only the saddle point σˆ++ contributes, we plot the real part of the action in Fig. S2. The
negative mass directions of both δI−− and δI+− are perpendicular to the original contour, which means it is impossible
11
to deform the original contour to take account the these two saddle point. Finally, it is a simple task to evaluate the
Gaussian integral about the saddle point σˆ++ for x > 2,
gx(T ) = e
I++x
(N
pi
)2 ∫ ∏
µ
dYµe
−m2++
∑
µ Y
2
µ =
4eI
++
x
(4− x(x−√x2 − 4))2 . (S25)
At small frequencies, i.e., 0 < x < 2, the quadratic fluctuation around the saddle point σˆ+− is
δI+−
N
=−1
2
[(4− x2)(Y 20 + Y 23 )− 2ix
√
4− x2Y0Y3]. (S26)
As a result of the existence of degenerate modes, the quadratic fluctuation has two flat directions Y1 and Y2. Although
the mass matrix of Y0,3 are complex, fortunately, the real parts of the eigenvalues for this mass matrix are all positive.
This renders a meaningful steepest descent calculation from the saddle point σˆ+−.
gx(T ) = e
I+−x
(N
pi
)2 ∫ ∏
µ
dYµe
δI+− =
eI
+−
x√
4− x2
N
pi
∫
dY1dY2 = N
4eI
+−
x√
4− x2 (S27)
The last step is from the huge numbers of degenerate zero modes: since the degenerate manifold is a sphere S2,∫
dY1dY2 = 4pi.
The other two saddle points will not contribute to the SFF according to the following two reasons: 1) the on-shell
action is oscillating and its contribution mostly cancels, besides that 2) these contributions are suppressed by 1/N
compared to the saddle point σˆ+− in which the huge degenerate zero modes leads to the enhancement of order N .
Since we have evaluated gx(T ) at each frequencies by using the steepest descent method, including the nontrivial
contribution from degenerate solution manifold at small frequencies, the SFF is then given by the following product,
g(T ) =
∏
0<x<2
N
4eI
+−
x√
4− x2
∏
x>2
4eI
++
x
(4 + x(
√
x2 − 4− x))2 , (S28)
where x = xn =
npi
JT , n is an odd integer. When JT  1, one can approximate the discrete variable xn by a continuous
one, and the SFF is given by
g(T ) = exp
JT
2pi
[ ∫ 2
0
dx
(
log
4N√
4− x2 + I
+−
x
)
+
∫ ∞
2
dx
(
log
4
(4 + x(
√
x2 − 4− x))2 + I
++
x
)]
=
( N
16e
) JT
pi
, (S29)
which is an exponential ramp. There is minor difference in the subleading order O(log 1N ) compared to the main text.
This is because we neglect time translation broken configurations in this calculation.
On the other hand, when time is small JT  1, the discreteness of xn will be important, especially, if JT < pi2
there is no contributions from x < 2. So one would not see the exponential ramp at small times. To the leading order
in JT , the SFF is given by
g(T ) = exp
(
−
∑
n∈odd
N
2
(JT
npi
)2)
= e−N
(
JT
4
)2
. (S30)
This gives rise to the slope in the SFF of SYK2 model, which is consistent with the result in main text.
