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DYNAMICS NEAR THE SOLITARY WAVES OF THE SUPERCRITICAL gKDV
EQUATIONS
JIAYIN JIN, ZHIWU LIN†, AND CHONGCHUN ZENG‡
ABSTRACT. This work is devoted to study the dynamics of the supercritical
gKDV equations near solitary waves in the energy space H1. We construct
smooth local center-stable, center-unstable and center manifolds near the
manifold of solitary waves and give a detailed description of the local dynam-
ics near solitary waves. In particular, the instability is characterized as follow-
ing: any forward flow not starting from the center-stablemanifold will leave a
neighborhood of the manifold of solitary waves exponentially fast. Moreover,
orbital stability is proved on the center manifold, which implies the unique-
ness of the center manifold and the global existence of solutions on it.
1. INTRODUCTION
We consider the supercritical gKDV equation
(1.1) ut + (uxx +uk)x = 0, k > 5, u ∈H1(R).
The cases of the integer k < 5, k = 5, and k > 5 are referred to as the subcritical,
critical, and supercritical cases, respectively. The well-posedness of (1.1) is clas-
sical (see [12] and [11]). The subcritical gKDV equation are globally well-posed
in H1, while the critical and supercritical gKDV are locally well-posed.
Blow-up solutions have been obtained in the critical case byMartel andMerle
[20] and the slightly supercritical case of 5< k < 5+ǫ by Lan [17].
The gKDV equation has a Hamiltonian form ut = JE ′(u), where J = ∂x is the
symplectic operator and
E (u)=
∫
R
1
2
u2x −
1
k +1u
k+1dx
is the conserved energy. Due to the translationl invariance, the momentum
P(u)= 1
2
∫
R
u2dx
is also conserved. Moreover, the gKDV equation is invariant under the scaling
(1.2) (T λu)(t ,x)=λ 2k−1u(λ3t ,λx).
†Work supported in part by nsf-dms 1411803 and nsf-dms 1715201.
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The linear dispersion and nonlinear effect interact to produce solitary waves,
uc(x, t )=Qc (x−ct ), where
Qc (x)=
(
T
p
cQ
)
(x)= c 1k−1Q(pcx)
with
Q(x)=
(k +1
2
sech2
(k −1
2
x
)) 1k−1 ∈H1
being the unique positive even solution to
(1.3) Qxx −Q+Qk = 0, Q(±∞)= 0.
These solitary waves play a fundamental role in the dynamics of the gKDV
equation. The stability of the solitary waves has been studied extensively. For
the subcritical gKDV equation, solitary waves are orbitally stable, see [5, 7, 6, 32].
Furthermore, for k = 2,3 Pego andWeinstein [29] proved asymptotic stability of
the whole family of solitary waves for initial data with exponential spatial de-
cay at ∞. Mizumachi[25] proved asymptotic stability of the whole family of
solitons for initial date with algebraic spatial decay at ∞ for k = 2,3,4. Martel
and Merle [19] proved asymptotic stability in weak topology for the subcriti-
cal gKDV equation for initial data in H1, that is for any δ > 0, there exists α,
such that for any u0 satisfying ‖u0−Qc‖H1 ≤ α, there exists c(t ),x(t ), such that(
u(t , ·+x(t ))−Qc(t )
)
* 0 in H1 as t→∞.
For the critical case, in a series of works [22, 23, 24],Martel,Merle andRaphaël
classified the dynamics for a set of initial data
A = {u0 =Q+v : ‖v‖H1 ≤α0,
∫
x>0
x10v2(x)dx < 1}.
More specifically, the solutions with initial data in A are classified into three
classes: (i) blow up in finite time; (ii) exist globally in time and stay close to the
orbits of solitary waves for any t > 0; (iii) exist globally and exit a neighborhood
of the traveling wave manifold.
Recently, Martel, Merle, Nakanishi and Raphaël constructed a co-dimension
1 thresholdmanifold separating the initial data satisfying (i) and (iii), and showed
that the solutions with initial data on the threshold manifold belong to (ii).
For the supercritical gKDVequations, Bona, Souganidis and Strauss [7] proved
the solitary waves are orbitally unstable. Namely there exist solutions starting
arbitrarily close to the traveling wavemanifold, but eventually go away. Combet
[9] constructed special solutions converge to solitary waves exponentially fast as
t→+∞ in H1.
Naturally, one may raise the question: whether there exist solutions starting
near solitary waves behaving differently than the above two types? Furthermore,
how are all these different type of solutions organized/located in the energy
space H1 near the traveling waves?
In this work, we give a detailed description of the local dynamics of the super-
critical gKDV equation near the soliton manifold
M = {Qc (·+ y) : c > 0, y ∈R}.
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(1) Existence (Section 4) and smoothness (Section 5) of local invariantmani-
folds of M in H1:
• There exist co-dimension 1 center-stable and center-unstableman-
ifoldsW cs(M ) andW cu(M ) ofM , respectively, such thatM ⊂W cs,cu
and for anym ≥ 1, there exist neighborhoodsofM whereW cs,cu(M )
areCm submanifolds.
• Moreover,W cs(M ) andW cu(M )intersect transversally along the cen-
ter manifold W c (M ) = W cs(M )∩W cu(M ) which is a smooth co-
dimension 2 submanifold.
• W cs,cu,c (M ) are invariant under spatial translation and rescaling
(1.2).
• These manifolds W cs,cu,c (M ) are locally invariant under the flow of
(1.1). Namely, an orbit starting on W cs,cu,c (M ) can leave them only
through their boundaries.
(2) (Local dynamics near traveling waves)
• W cs(M ) (or W cu(M ), or W c (M ), respectively) is the set of initial
data whose orbits under (1.1) stay close to M for all t ≥ 0 (or t ≤ 0,
or t ∈R, respectively). (Propositions 6.9, 6.1, and 6.4)
• If the initial data is not on W cs(M ) (or W cu(M )), then the forward
(or backward) orbit exits a neighborhood of M exponentially fast.
Propositions 6.1 and 6.4)
• W c (M ) is exponentially stable onW cs(M ) as t →+∞ andonW cu(M )
as t→−∞. (Propositions 6.7)
• M is orbitally stable on W c (M ) in the sense that, for any neighbor-
hood U ⊂ W c (M ) of M , there exists a neighborhood V ⊂ U such
that orbits starting in V stay in U for all t ∈R. (Propositions 6.7)
Remark 1.1. In this paper we focus on the center-stable, center-unstable, and
center manifolds of the 2-dimensional traveling wave manifold M . The stable
and unstable manifold of the latter should follow from an easier (see Remark
6.13) construction and would be carried out in a separate paper.
Let us briefly outline our proof. As a convention, we write the gKDV equation
in the traveling frame (t ,x−ct )with a fixedwave speed c and letu(t ,x)=U (t ,x−
ct ), whereU (t ,x) satisfies
Ut −cUx + (Uxx +Uk )x = 0. (gKDV −Tr )
ClearlyQc , the profile of the traveling wave, is an equilibrium of (gKDV-Tr). The
linearization of (gKDV-Tr) atQc takes the Hamiltonian form of
Ut = JLcU , where J = ∂x , Lc = c −∂xx −kQk−1c .
Thanks to this Hamiltonian structure, the energy space H1 can be decomposed
into three invariant subspaces (under the linearized flow e t JLc )
X = X+⊕X−⊕X c , where X± = span{V ±}, JLcV ± =±λcV ±, λc > 0.
Here X c = X T ⊕X e is the center space, where X T = span{∂xQc }= ker(JLc ) and
Lc is uniformly positive definite on X
e . Furthermore, the following trichotomy
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holds
‖e JLc t |X ±‖≤ e±λc t , for ∓ t ≥ 0
‖e JLc t |X c‖≤M (1+ t ), for t ∈R.
(1.4)
The linearized dynamic structure described by this trichotomy serves as the
cornerstone of the study on the nonlinear dynamics, with the bridge classically
provided by the invariant manifold theory for ODEs and PDEs (mainly for semi-
linear PDEs). Roughly, the linear trichotomy in the phase space along with non-
linear terms being smooth mappings from the phase space to itself imply that
there exist nonlinearly locally invariant submanifolds very close to the invariant
subspaces. However, this classical theory does not apply to gKDV directly as its
nonlinearity contains a loss of derivative.
Fortunately, the linear flow e−t∂xxx has a smoothing effect, which may still al-
low the stable and unstablemanifolds ofQc to be constructed through amodifi-
cation to the classical approaches. Since the stable manifold and unstableman-
ifold are unique for each Qc (· + y) and extend in transversal directions of M ,
therefore one can construct the stable and unstable manifolds for Qc first and
then translate them along M to form the stable and unstable manifolds of the
whole M .
Compared to stable and unstable manifolds, there is an additional difficulty
in the construction of invariant manifolds containing center directions. Unlike
stable and unstable manifold, center manifolds usually are not unique and they
extend in the direction ofM , therefore one can not translate centermanifolds of
Qc to obtain the ones of M . As M should be contained in the center manifolds,
so it is reasonable to attempt to construct the center manifolds of the whole M
directly. This brings up an issue how to set up a suitable coordinate system in a
neighborhood of M . A tempting choice is to use the translational parametriza-
tion to write anyU in a tubular neighborhood of M as
U =φ(y,a+,a−,V e )= (Qc +a+V ++a−V −+W e )(·+ y), W e ∈ X e .
However, this translational parametrization is not smooth in H1. To see this,
we take the derivative of φwith respect to y and a term ∂yV
e(·+ y) ∈ L2 appears,
while the other terms in ∂yφ are regular enough. This was also the main diffi-
culty in thework of Nakanishi and Schlag[28], where the authors constructed the
center-stable manifolds of the manifold of ground states for the Klein-Gordon
equation. They constructed a clever nonlinear “optimal mobile distance" to
overcome this difficulty. In this paper, we follow the approach as in [2, 10] to
utilize a smooth bundle coordinate system. Namely, anyU in a tubular neigh-
borhood of M is written as
U =ψ(y,a+,a−,V e )= (Qc+a+V ++a−V −)(·+y)+V e , V e ∈ X ey = {u : u(·−y)∈ X e }.
Since Qc and V
± are smooth functions, the corresponding projection Πey :
H1→ X ey with kerΠey = span{∂xQc (·+y),V ±(·+y)} is smooth in y . Consequently,
X˜ e = {(y,V ) :V ∈ X ey } is a smooth bundle over y ∈R. We rewrite (gKDV-Tr) using
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this smooth bundle coordinate systemψ. Even though some geometric notions
are involved, we still manage to obtain certain desired smoothing estimates.
Then we are able to perform Lyapunov-Perronmethod to construct invariant
manifolds of the soliton manifold, which help to reveal a rather complete pic-
ture of the local dynamic structure near the soliton manifold. In particular, the
orbital stability of M on the center manifold is obtained from a Lyapunov func-
tional argument based on the fact that Qc is a critical point of the energy mo-
mentum functional E − cP whose Hessian is uniformly positive definite in X e .
The orbital stability on center manifolds yields characterizations (Proposition
6.9) of the center-stable, center-unstable, and center manifolds of M , which in
turn lead to their local uniqueness.
Consequently, any solution u(t ,x) on the centermanifold close toM satisfies
the assumption in Theorem 1 in [21] and thus there exist c0 > 0 and functions
c(t ) and ρ(t ), t > 0, such that
‖u(t )−Qc(t )(·−ρ(t )‖H1x (x> c010 t )→ 0, as t→∞.
There are some previous results on the construction of invariant manifolds
for semilinear PDEs. Bates and Jones [1] proved a general theorem for the exis-
tence of local invariant manifolds of equilibria for semilinear PDEs by the graph
transform, and then applied it to the Klein-Gordon equation in the radial set-
ting. In [31], Schlag constructed a co-dimension 1 center-stable manifold of the
manifold of ground states for 3D cubic NLS inW 1,1(R3)
⋂
W 1,2(R3) under an as-
sumption that the linearization of NLS at each ground state has no eigenvalue
embedded in the essential spectrum and proved scattering on the center-stable
manifold. Later, this result was improved by Beceanu [3, 4] who constructed
center-stable manifolds inW 1,2(R3)
⋂ |x|−1L2(R3) and in critical space H˙1/2(R3).
Similar results were obtained in Krieger and Schlag [16] for the supercritical 1D
NLS. Nakanishi and Schlag [26] constructed a center-stable manifold of ground
states for 3D cubic NLS in the energy space with a radial assumption by using
the framework in Bates and Jones [1]. Nakanishi and Schlag [28] constructed
center-stable manifolds of ground states for nonlinear Klein-Gordon equation
without radial assumption. Also, see [27, 13, 14, 15] for related results. To the
best of our knowledge, this current work is the first one constructing invariant
manifolds of a global soliton manifold for a dispersive PDE with derivative non-
linearities. Our approach, involving using the bundle coordinates and deriving
space-time estimates with small exponential growth, seems to be rather general
and, with minimal essential modifications, applicable to unstable relative equi-
libria (including ground and excited states) of a class of Hamiltonian PDEs with
natural symmetries (see also [10]).
This paper is organized as following. In Section 2, we establish bundle co-
ordinates over the soliton manifold and rewrite the equations. In Section 3,
we derive smoothing space-time estimates in the bundle coordinates and then
prove several apriori estimates. In Section 4, we construct Lipschitz invariant
manifolds of the soliton manifold, whose smoothness is proved in Section 5. In
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Section 6.1, we analyze the local dynamics near soliton manifold by invariant
manifolds.
A remark on notations. Throughout the paper, 〈·, ·〉 denotes the dual pairing be-
tween elements of a Banach space and its dual space. The generic upper bound
C may depend on c > 0, but not other phase space variables or parameters, un-
less specified.
2. A BUNDLE COORDINATE SYSTEM ALONG THE SOLITON MANIFOLD
2.1. Linear Decomposition and local coordinates near solitary waves. Define
the soliton manifold consisting of translations of all solitons of (1.1) as
(2.1) M = {Qc (·+ y) : c ∈R+, y ∈R}.
To study the dynamics near the travel wave with traveling speed c > 0, we
rewrite (1.1) in the traveling frame by letting u(t ,x)=U (t ,x−ct ) which satisfies
(2.2) Ut −cUx + (Uxx +Uk )x = 0.
For any y ∈ R, Qc (· + y) becomes an equilibrium of (2.2). Linearizing (2.2) at
Qc (·+ y), one has
(2.3) Ut = JLc ,yU ,
where
J = ∂x , Lc ,y = c −∂xx −kQk−1c (·+ y)= (cP +E )′′
(
Qc (·+ y)
)
∈L (H1,H−1).
For convenience, we let Lc := Lc ,0. Up to a scalar multiplication, JLc are conju-
gate to each other for different c > 0, through the rescaling
(2.4) JLcT
p
c
0 U = c
3
2 T
p
c
0 JL1U , where (T
λ
0 U )(x)=λ
2
k−1U (λx),
and Lc ,y is conjugate to Lc through the translation
(2.5) Lc ,yU =
(
LcU (·− y)
)
(·+ y).
Lemma 2.1. For any c > 0, there exists closed subspaces X T,e,+,−c such that
(1) H1 = X Tc ⊕X ec ⊕X+c ⊕X−c associatedwith bounded projectionΠT,e,+,−c ;
(2) X Tc = kerLc = span{∂xQc };
(3) X±c = span{V ±c }, with
JLcV
±
c = ±λ±c V ±c with λc = c
3
2λ1 > 0. Moreover V ±c ∈C∞ and, for any
l ≥ 0, ∂lxV ±c → 0 exponentially as |x|→∞;
(4) ∂cQc ∈ X ec and there exists Ac > 0 such that 〈LcV e ,V e〉 ≥ Ac‖V e‖2H1(R) for
any V e ∈ X ec .
(5) In this decomposition, Lc and JLc take the following forms
(2.6) Lc ←→

0 0 0 0
0 Lec 0 0
0 0 0 1
0 0 1 0
 , JLc ←→

0 ATe 0 0
0 Ae 0 0
0 0 λc 0
0 0 0 −λc
 ,
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where
Lec = (Πec )∗LcΠec , Ae =Πec JLcΠec , ATe =ΠTc JLcΠec .
Proof. In [30], it was shown that kerLc = span{∂xQc } and all spectra of JLc be-
long to iR except one algebraically simple positive eigenvalue λc and one al-
gebraically simple negative eigenvalue −λc with corresponding eigenfunctions
denoted by V +c and V
−
c . Moreover
(2.7) 〈LcV +c ,V +c 〉 = 〈LcV −c ,V −c 〉 = 0, 〈LcV +c ,V −c 〉 = 1,
where 〈LcV +c ,V −c 〉 = 1 follows from a possible simple rescaling.
Since span{V +c ,V
−
c } is invariant under JLc , it is easy to verify directly that its
Lc-orthogonal complement
Y := {v ∈H1 : 〈LcV +c ,v〉 = 〈LcV −c ,v〉 = 0}
is also invariant under JLc . Moreover, (2.7) implies 〈Lc ·, ·〉 is non-degenerate on
span{V +c ,V
−
c } and thus H
1 = span{V +c ,V −c }⊕Y . Clearly, X Tc ⊂Y . Let
X ec = {v ∈ Y : 〈∂xQc ,v〉 = 0}.
The block form (2.6) follows directly from the definition of the subspaces.
In the next we give the explicit forms of the associated projection operators.
Any V ∈H1 can be decomposed as
(2.8) V = a+V +c +a−V −c +aT ∂xQc +V e ,
where V e ∈ X ec . Applying LcV −c and LcV +c to (2.8), respectively, we obtain
a+ = 〈LcV −c ,V 〉, a− = 〈LcV +c ,V 〉.
Applying ∂xQc to (2.8), we have
aT = ‖∂xQc‖−2L2
(
〈∂xQc ,V 〉−a+〈∂xQc ,V +c 〉−a−〈∂xQc ,V −c 〉
)
.
Clearly
Π
T
c V = aT∂xQc , Π±c V = a±V ±c , Πec = I −ΠTc −Π+c −Π−c .
As ∂xQc ∈D(J∗)=D(J), clearly ATe =ΠTc JLcΠec is bounded.
Since, for any c > 0,Qc satisfies
(cP +E )′(Qc )= 0=⇒ JLc∂cQc =−JP ′(Qc )=−∂xQc ,
we have
〈LcV ±c ,∂cQc〉 =±λ−1c 〈Lc JLcV ±c ,∂cQc〉 =±λ−1c 〈LcV ±c ,∂xQc〉 = 0
and thus ∂cQc ∈ Y . Due to the evenness of Qc , it is clear that 〈∂xQc ,∂cQc〉 = 0,
which implies ∂cQc ∈ X ec .
To complete theproof of the lemma, we show that uniformpositivity of 〈Lec ·, ·〉.
As Lc is a relatively compact perturbation to the uniformly positive operator
c −∂xx on H1, it is uniformly positive except in possibly finite many directions.
Since kerLc = span{∂xQc } and ∂xQc changes sign exactly once, Lc has only 1-
dim negative direction and 1-dim kernel. From (2.7), Lc has one negative and
one positive directions in span{V +c ,V
−
c } and
H1 = span{V +c ,V −c }⊕kerLc ⊕X ec
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is an Lc-orthogonal decomposition, therefore there exists Ac > 0 such that
〈LcV e ,V e〉 ≥ Ac‖V e‖2H1(R)
for anyV e ∈ X ec . This is a special and rather explicit case of the general problems
studied in [18]. 
For any y ∈R and α ∈ {T,e,+,−}, define
Xαc ,y = {v ∈H1|v(·− y) ∈ Xαc }.
Clearly,
H1 = X Tc ,y ⊕X ec ,y ⊕X+c ,y ⊕X−c ,y .
Lemma 2.2. (1) X Tc ,y = span{∂xQc (·+ y)}= ker JLc ,y .
(2) X±c ,y = span{V ±c (·+ y)} and JLc ,yV ±c (·+ y)=±λcV ±c (·+ y).
(3) ∂cQc (·+ y) ∈ X ec ,y and 〈Lc ,yV e ,V e〉 ≥ Ac‖V e‖2H1(R) for any V
e ∈ X ec ,y .
(4) The associated bounded projection operators Παc ,y are smooth in c , y for
α=+,−,T,e.
(5) In the decomposition H1 = X Tc ,y⊕X ec ,y⊕X+c ,y⊕X−c ,y , Lc ,y and JLc ,y take the
form
(2.9) Lc ,y ←→

0 0 0 0
0 Lec ,y 0 0
0 0 0 1
0 0 1 0
 , JLc ,y ←→

0 ATe (y) 0 0
0 Ae(y) 0 0
0 0 λc 0
0 0 0 −λc
 .
where
Lec ,y = (Πec ,y )∗Lc ,yΠec ,y , Ae(y)=Πec ,y JLc ,yΠec ,y , ATe (y)=ΠTc ,y JLc ,yΠec ,y .
(6) All above blocks are translation invariant in the sense of (2.5). More-
over, for any k1,k2 ≥ 0with Lec ,y +∂xx ∈L (H1) and ATe (y),Ae (y)+∂xxx ∈
L (H1,L2) depend on c > 0 and y ∈R smoothly.
Proof. All the statements in the lemma, except the smoothness of the operators
in c and y , follow from the translation invariance (2.5) of JLc ,y . To show the
smooth ofΠαc ,y in c and y , we use their explicit forms. AnyV ∈H1 can be written
as
(2.10) V = a+V +c (·+ y)+a−V −c (·+ y)+aT ∂xQc (·+ y)+V e ,
where V e(·− y) ∈ X ec . One can calculate that
(2.11) a+ = 〈Lc ,yV −c (·+ y),V 〉, a− = 〈Lc ,yV +c (·+ y),V 〉,
and
(2.12) aT = ‖∂xQc‖−2L2
(
〈∂xQc (·+ y),V 〉−a+〈∂xQc ,V +c 〉−a−〈∂xQc ,V −c 〉
)
.
Therefore
(2.13) ΠTc ,yV = aT∂xQc (·+ y), Π±c ,yV = a±V ±c (·+ y)
andΠec ,y = I −ΠTc ,y−Π+c ,y−Π−c ,y . The above explicitly forms yield the smoothness
ofΠ+,−,T,ec ,y in c , y . Finally the smoothness of Lec ,y+∂xx ,ATe (y),Ae (y)+∂xxx follow
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from similar calculations based on the regularity of Qc and the eigenfunctions
V ±c . 
2.2. A local bundle coordinate system. In this section, we set up the bundle
coordinates near M precisely and discuss its smoothness. This subsection is in
the same spirit as Section 2.2 in [10].
Fixing c > 0, define a vector bundle X ec over Rwith fibers X ec ,y as
(2.14) X ec = {(y,V e) | y ∈R, V e ∈ X ec ,y },
and balls on this bundle
(2.15) X ec (δ)= {(y,V ) ∈X ec | ‖V ‖H1 < δ}.
Let y∗ ∈R and 0< δ≪ 1, the map
(−δ,δ)×X ec ,y∗ −→ X ec
(y,V ) −→ (y,Πec ,yV )
gives a smooth local trivialization of X ec , where the smoothness is due to the
smoothness of Πec ,y with respect to c and y . Thus it provides X
e
c with a local
coordinate system.
With other subspaces like X T,+,−c ,y , we will often consider bundlesRn⊕X ec over
Rwith fibers Rn ⊕X ec ,y , as well as their balls
(2.16) Bn(δ1)⊕X ec (δ2)= {(y,a,V e ) | a ∈Rn , |a| < δ1, (y,V e ) ∈X ec (δ2)}.
Define an embedding
Em :R3⊕X ec →H1
as
Em(y,aT ,a+,a−,V e )
=aT∂xQc (·+ y)+a+V +c (·+ y)+a−V −c (·+ y)+V e
=
(
aT∂xQc +a+V +c +a−V −c
)
(·+ y)+V e .
(2.17)
The embedding Em⊥ :R2⊕X ec →H1 defined on the transversal (to the trans-
lational direction) bundle will be used in the rest of this paper,
(2.18) Em⊥(y,a+,a−,V e)= Em(y,0,a+,a−,V e ).
Clearly Em⊥ is translation invariant in the sense, for any y˜ ∈R,
Em⊥
(
y + y˜ ,a+,a−,V e (·+ y˜)
)
= Em⊥(y,a+,a−,V e)(·+ y˜ ).(2.19)
On the one hand, according to the above trivialization, given any Banach
space Z , amapping f : Z →X ec is said to be smooth near some z0 ∈ Z if y(z) and
V e (z) ∈ X e
c(z0),y(z0)
are smooth in z near z0, where f (z) =
(
y(z),Πe
c(z),y(z)
V e(z)
)
.
Due to the smoothness of Πec ,y , in fact this is equivalent to the smoothness of
y(z) and V (z) ∈H1 where f (z)=
(
y(z),V (z)
)
.
On the other hand, for any Banach space Y , a mapping g :X ec → Y is said to
be smooth near some (y∗,V∗) if
g˜ (y,V )= g (y,Πec ,yV ), y ∈R, V ∈ X ec∗,y∗
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is smooth in (y,V ) ∈R×X ec ,y∗ near (y∗,V∗). It is straight forward to verify
• g is smooth if and only if locally g (y,Πec ,yV ), y ∈R, V ∈H1, is smooth on
R×H1.
• g is smooth if and only if locally it is the restriction to X ec of a smooth
mapping defined on R×H1;
• g is smooth if and only if g ◦ f is smooth for any smooth f : Z → X ec
defined on any Banach space Z ;
• Em is smooth with respect to (y,V e ).
Near the 2-dimmanifold M of solitary waves, we will work through themap-
pingΦ defined on R2⊕X ec
U =Φ(y,a,V e)=Qc (·+ y)+Em⊥(y,a,V e ).(2.20)
For any fixed c > 0,Φ(·) is diffeomorphic when a ∈R2 and ‖V e‖H1 are sufficiently
small.
Remark 2.3. Since Φ is a local diffeomorphism with properties uniform in y ,
locally the total |a|+‖V e‖H1 of the transversal components is equivalent to the
H1 distance fromΦ(y,a,V e ) to Mc .
This is a smooth vector bundle coordinate system in a neighborhood of M ⊂
H1. From (2.17) and (2.18),Φ can be naturally extended into a smoothmapping
on R3⊕H1.
Remark 2.4. It is tempting to use the coordinate system
U =
(
T
p
c
0 (Q+a+V +1 +a−V −1 +V e )
)
(·+ y)
where V e ∈ X e1 and y ∈R. However, such rescaling and translation parametriza-
tion is not smooth in H1 because the differentiation in c and y causes a loss of
one order regularity in Dy (T
p
cV e)(·+ y) and Dc (T
p
cV e )(·+ y). This is one of
themain issues in Nakanishi and Schlag [28], where the authors constructed the
center-stable manifolds of the manifold of ground states for the Klein-Gordon
equation. They introduced a nonlinear “mobile distance’ to overcome that dif-
ficulty. Instead, the above bundle coordinate system (2.20), where V e ∈ X ec ,y
is not directly parametrized by a translation in y and a rescaling in c , repre-
sents a somewhat different framework based on the observation that, while the
parametrization by the spatial translation of y and rescaling of c are not smooth
inH1 with respect to y and c respectively, the vector bundles X T,e,+,−c ,y overM are
smooth in c and y as given in Lemma 2.2. This geometric bundle coordinate sys-
tem has been used in [2, 10], in the latter of which we construct local invariant
manifolds near unstable traveling waves of the Gross-Pitaevskii equation.
2.3. An equivalent form of the gKDV equation near M . Fix c > 0. LetU (t ,x) be
any solution to (2.2). IfU (t ,x) stays in a small neighborhood of {Qc (·+y) | y ∈R},
we can use the coordinate system (2.20) to write it as
(2.21) U (t )=Φ(y(t ),a+(t ),a−(t ),V e (t )),
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where (y(t ),a+(t ),a−(t ),V e(t )) ∈B2(δ)⊕X ec (δ).
Plugging (2.21), (2.20) into (2.2), we obtain
∂xQc (·+ y)∂t y + (∂ta±)V ±c (·+ y)+a±∂xV ±c (·+ y)∂t y +∂tV e
=(±λc )a±V ±c (·+ y)+ JLc ,yV e +G(y,a+,a−,V e ),
(2.22)
where
G(y,a+,a−,V e )=−∂x
[(
Qc (·+ y)+Em⊥(c , y,a+,a−,V e )
)k
−Qkc (·+ y)−kQk−1c (·+ y)Em⊥(c , y,a+,a−,V e)
]
:= ∂x
(
G1(c , y,a
+,a−,V e )
)
.
(2.23)
Throughout the paper, we often omit the dependence ofG and other quantities
on c which is mostly fixed. As a convention of notations, a±V ±c always means
summation of the terms corresponding to ‘+’ and ‘-’ signs.
We shall apply projectionsΠT,±,ec ,y , by using (2.11) and (2.12), to (2.22) to obtain
equations of each components y,a±,V e . Firstly applying Lc ,yV −c (·+ y) to (2.22),
we obtain
(2.24) ∂ta
+ =λca++ A+(c , y,a+,a−,V e)∂t y +G¯+(y,a+,a−,V e),
where
A+(y,a+,a−,V e )=−a±〈Lc ,yV −c ,∂xV ±c 〉
+〈(∂yLc ,y )V −c (·+ y)+Lc ,y∂xV −c (·+ y),V e〉,
and
G¯+(y,a+,a−,V e)=−〈∂xLc ,yV −c (·+ y),G1(c , y,a+,a−,V e)〉.
Similarly, applying Lc ,yV
+
c (·+ y) to (2.22), we obtain
(2.25) ∂ta
− =−λca−+ A−(c , y,a+,a−,V e)∂t y +G¯−(y,a+,a−,V e),
where
A−(y,a+,a−,V e )=−a±〈Lc ,yV +c ,∂xV ±c 〉
+〈(∂yLc ,y )V +c (·+ y)+Lc ,y∂xV +c (·+ y),V e〉,
and
G¯−(y,a+,a−,V e)=−〈∂xLc ,yV +c (·+ y),G1(c , y,a+,a−,V e)〉.
Taking the L2 inner product of (2.22) with ∂xQc (·+ y), then plugging in (2.24)
and (2.25), we obtain
AT (y,a+,a−,V e )∂t y =−〈Lc ,y J∂xQc (·+ y),V e〉
+〈∂xQc (·+ y),G(y,a+,a−,V e )〉−〈∂xQc ,V ±c 〉G¯±(y,a+,a−,V e ).
where
AT (y,a+,a−,V e)= ‖∂xQc‖2L2 +a
±〈∂xQc ,∂xV ±c 〉
−〈V e ,∂2xQc (·+ y)〉+〈∂xQc ,V ±c 〉A±(y,a+,a−,V e).
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It is clear that AT (y,a+,a−,V e )> 0 when |a±|,‖V e‖H1 ≪ 1, therefore
∂t y =(AT )−1
[
−〈Lc ,y J∂xQc (·+ y),V e〉+〈∂xQc (·+ y),G〉
−〈∂xQc ,V ±c 〉G¯±,
]
:=G¯T (y,a+,a−,V e )
:=−‖∂xQc‖−2L2 〈Lc ,y J∂xQc (·+ y),V
e〉+GT (y,a+,a−,V e ),
(2.26)
where in the last line we separated terms which are linear and of higher order in
a± and V e . Substituting (2.26) into (2.24) and (2.25), we obtain
(2.27) ∂ta
± =±λca±+G±(y,a+,a−,V e),
where
G±(y,a+,a−,V e )= (A±G¯T +G¯±)(y,a+,a−,V e).
Using the higher order regularity of V ±c , ∂xQc and ∂cQc , one can check that
G+,−,T are well-defined and smooth in the energy space and at least quadratic in
a± and V e .
Applying Πec ,y to (2.22), we have
(2.28) Πec ,y∂tV
e =Πec ,y JLc ,yV e +Ge (y,a+,a−,V e ),
where
Ge =Πec ,yG−a±G¯TΠec ,y
(
∂xV
±
c (·+ y)
)
, (I −Πec ,y )Ge = 0.
An equivalent form of the V e equation. To avoid estimating the geometric
equation (2.28) involving bundles, we first transform it to an equivalent form
which may be posed in the whole space H1. Let
(2.29) Π⊥c ,y = I −Πec ,y and X⊥c ,y =Π⊥c ,yH1.
SinceΠ⊥
c ,y(t )
V e(t )= 0 for all t , differentiating this identity with respect to t yields
Π
⊥
c ,y∂tV
e = ∂t y∂yΠec ,yV e .
The term ∂yΠ
e
c ,yV
e actually serves as the second fundamental form of the bun-
dle X ec . In order to make the V
e equation posed in the whole space H1, we
define a bounded linear map F (c , y) ∈L (H1)
(2.30) F (c , y)V = ∂yΠec ,y (Πec ,yV −Π⊥c ,yV )=−∂yΠ⊥c ,y (I −2Π⊥c ,y )V.
The above formofF , which is amodification of the second fundamental formof
X
e
c , would bring us certain convenience to carry out some calculations in later
sections.
Accordingly, we consider the following extension of (2.28)
(2.31) ∂tV =Πec ,y JLc ,yΠec ,yV +∂t yF (c , y)V +Ge .
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In the below, we demonstrate that, if V (s) ∈ X e
c ,y(s)
for some s, then V (t ) ∈
X e
c ,y(t )
for any t , and consequently (2.28) and (2.31) are identical according to
the definition of F (c , y). In fact, let V (t ) be the solution to
(2.32) ∂tV =Πec ,y JLc ,yΠec ,yV +∂t yF (c , y)V + f e(t ), f e (t )∈ X ec ,y .
Since Πec ,yΠ
e
c ,y =Πec ,y , differentiating this identity in y we have
(2.33) ∂yΠ
e
c ,yΠ
e
c ,y +Πec ,y∂yΠec ,y = ∂yΠec ,y .
Using this identity, we calculate
∂t (Π
⊥
c ,yV )= ∂t yΠ⊥c ,y∂yΠec ,y (Πec ,yV −Π⊥c ,yV )+∂t y∂yΠ⊥c ,yV
=−∂t y∂yΠ⊥c ,y (Π⊥c ,yV ).
(2.34)
Observe that the above equation of Π⊥c ,yV is a well-posed homogeneous linear
equation in a finite dimensional space, therefore ifV (s) ∈ X ec ,y(s), i.e. Π⊥c ,y(s)V (s)=
0, thenΠ⊥
c ,y(t )
V (t )= 0 for all t .
We will work with (2.31) since it is more convenient to obtain estimates com-
pared to (2.28). In summary, in a small neighborhood of solitary waves, we will
write the gKDV equation in the bundle coordinates (2.21) as a system consisting
of (2.26), (2.27) and (2.31).
3. LINEAR ANALYSIS
The aim of this section is to establish linear estimates to be utilized on equa-
tion (2.31). The unknown of (2.31) is in X e , however, with our definition of F it
is also well-posed in H1. As one will see later, the following more general formof
(2.31) with the unknownV ∈H1 (not necessarily inX e) will bemore convenient
for us to use
(3.1) ∂tV =Πec ,y JLc ,yΠec ,yV +∂t yF (c , y)V + f (t ,x),
where y = y(t ) is a given Lipschitz function.
With our definition of F , the equations of V e = Πec ,yV and V ⊥ = Π⊥c ,yV are
decoupled. In fact, similar to (2.34), one can calculate
(3.2) ∂tV
e =Πec ,y JLc ,yV e +∂t yF (c , y)V e + f e
(3.3) ∂tV
⊥ = ∂t yF (c , y)V ⊥+ f ⊥.
where f e =Πec ,y f and f ⊥ =Π⊥c ,y f . We will work with (3.2), (3.3), and estimateV e
and V ⊥ separately. In particular, we note that (2.30) and (2.33) imply
(3.4) F (c , y)X ec ,y ⊂ X⊥c ,y , F (c , y)X⊥c ,y ⊂ X ec ,y .
Energy Estimates of homogeneous Equations. Starting with energy estimates,
we analyze (3.1) with f = 0. Fix c > 0. According to Lemma 2.2, there exists Ac > 0
such that 〈Lc ,yV e ,V e〉 ≥ Ac‖V e‖H1 for any V e ∈ X ec ,y , therefore 〈Lc ,yV e ,V e〉1/2 is
equivalent to the H1 norm on X ec ,y . For any V ∈H1, define a semi-norm
(3.5) ‖V ‖H˜1y := 〈Lc ,yΠ
e
c ,yV ,Π
e
c ,yV 〉1/2 ∼ ‖Πec ,yV ‖H1 .
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which depends on c and y .
Lemma 3.1. Assume that f = 0 and y(t ) satisfies ‖∂t y‖L∞ ≤ σ, then (3.1) gener-
ates a bounded evolution operator
S(t , s)∈L (H1,H1), ∀s, t ∈ [t0, t0+T ]
satisfying
S(t , s)∈L (X ec ,y(s)) and S(t , s)∈L (X⊥c ,y(s)).
Moreover, there exists a constant C independent of y, σ, such that for any V e(s) ∈
X ec ,y(s) and V
⊥(s) ∈ X⊥c ,y(s), we have
‖S(t , s)V e(s)‖H˜1y(t) ≤ e
Cσ|t−s|‖V e (s)‖H˜1y(t0) ,
and
‖S(t , s)V ⊥(s)‖H1 ≤ eCσ|t−s|‖V ⊥(s)‖H1 .
Proof. Due to the high regularity of Qc and X
⊥
c ,y , Π
e
c ,y JLc ,yΠ
e
c ,yV is a bounded
perturbation to JLc ,∞ = ∂x(c −∂xx ). Moreover, F (c , y) ∈L (H1), therefore (3.1)
is well-posed in H1 and S(t , s)∈L (H1) is well-defined.
The invariance of S(t , s) in the bundles X e and (c , y,X⊥c ,y ) is an immediate
consequence of the decoupled form of the equations (3.2) and (3.3) of V e and
V ⊥.
It remains to prove the two inequalities. We have
(3.6) 〈Lc ,yV e ,V e〉t = 2〈Lc ,yV e ,∂tV e〉+∂t y〈(∂yLc ,y )V e ,V e〉.
One the one hand, clearly from (3.2), (3.4), and the fact that H1 = X ec ,y ⊕X⊥c ,y is a
Lc ,y-orthogonal decomposition, we have
〈Lc ,yV e ,∂tV e〉 = 〈Lc ,yV e ,Πec ,y JLc ,yV e〉 = 〈Lc ,yV e , JLc ,yV e〉 = 0.
On the other hand, using the high regularity ofQc , it is easy to check that there
exists constantsC ′ andC such that
|∂t y〈(∂yLc ,y )V e ,V e〉| ≤C ′σ‖V e‖2H1 ≤Cσ〈Lc ,yV
e ,V e〉.
It follows that
〈Lc ,yV e ,V e〉t ≤Cσ〈Lc ,yV e ,V e〉,
which implies the first inequality.
Taking the H1 inner product of (3.3) with V ⊥, one immediately obtains the
second inequality . 
Remark 3.2. It is worth mentioning that in the above lemma the coefficient in
front of eσt is 1, which is crucial in future iteration steps.
Smoothing Space-Time Estimates of Homogeneous Equations In the rest of
the section, we establish smoothing space-time estimates for (3.2) based on the
space-time estimates established in [12] for the Airy equation ut +uxxx = 0.
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Lemma 3.3. ([12]) LetW (t ) be the group generated by
(3.7) ut +uxxx = 0.
The following estimates hold:
(1) If u0 ∈ L2(R), then
(3.8) ‖∂xW (t )u0‖L∞x L2t ≤C‖u0‖L2 ,
and
(3.9) ‖D1/4x W (t )u0‖L4t L∞x ≤C‖u0‖L2 .
(2) If u0 ∈H s(R)with s > 3/4, then for any ρ > 3/4,
(3.10) ‖W (t )u0‖L2xL∞[0,T ] ≤C (1+T )
ρ‖u0‖H s .
(3) If g (t ,x) ∈ L1xL2t , then for any T > 0 (can be∞),
(3.11)
∥∥∥∥∂x∫t
0
W (t − s)g (s)ds
∥∥∥∥
L∞
[0,T ]
L2x
≤C‖g‖L1xL2[0,T ] ,
and
(3.12)
∥∥∥∥∂xx∫t
0
W (t − s)g (s)ds
∥∥∥∥
L∞x L2[0,T ]
≤C‖g‖L1xL2[0,T ] .
Motivated by the above estimates, define norms ‖ ·‖ST ′
[t0 ,t0+T ]
as
‖V ‖ST ′
[t0 ,t0+T ]
=max{‖V ‖L∞
[t0,t0+T ]H
1
x
,‖∂xxV ‖L∞x L2[t0,t0+T ] ,
‖V ‖L2xL∞[t0,t0+T ] ,‖∂xV ‖L4[t0,t0+T ]L∞x },
(3.13)
and ‖ ·‖ST c
[t0,t0+T ]
as
(3.14) ‖V (t ,x)‖ST c[t0,t0+T ] = ‖V (t ,x−ct )‖ST ′[t0,t0+T ] .
Proposition 3.4. There exists C > 0 independent of y(·), σ≤ 1, t0, and T , such
that for any y(·) ∈C1([t0, t0+T ]) with ‖∂t y‖L∞ ≤ σ and any V e(t0) ∈ X ec ,y(t0), we
have
‖S(t , t0)V e(t0)‖ST c
[t0 ,t0+T ]
+
∥∥∥∥∫t
t0
S(t , s) f e(s)ds
∥∥∥∥
ST c
[t0,t0+T ]
≤C (1+T 4)eCσT ‖V e (t0)‖H1 +C
∫t0+T
t0
(1+ (t0+T − s)4)eCσ(t0+T−s)‖ f e(s)‖H1xds,
(3.15)
‖S(t , t0)V e(t0)‖H˜1
y(t)
+
∥∥∥∥∫t
t0
S(t , s) f e (s)ds
∥∥∥∥
H˜1
y(t)
≤eCσ(t−t0)‖V e (t0)‖H˜1y(t0) +C
∫t
t0
eCσ(t−s)‖ f e(s)‖H1xds,
(3.16)
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and
‖S(t , t0)V ⊥(t0)‖H1 +
∥∥∥∥∫t
t0
S(t , s) f ⊥(s)ds
∥∥∥∥
H1x
≤eCσ(t−t0)‖V ⊥(t0)‖H1 +
∫t
t0
eCσ(t−s)‖ f ⊥(s)‖H1xds.
(3.17)
It is crucial that the coefficient in front of eCσ(t−t0)‖V e(t0)‖H˜1 in (3.16) is 1,
which makes an iteration argument possible based on this inequality.
Our proof is basedonperturbative arguments. We split the proof of this propo-
sition into several lemmas. The following technical lemma provides estimates
which will be used repeatedly in non-homogeneous estimates throughout this
paper.
Lemma 3.5. Assuming that f ∈ H1(R)∩W 1,∞(R) and ρ(t ) ∈C1 ([t0, t0+T ]) sat-
isfying |ρ′(t )|C0([t0,t0+T ]) ≤ M for some constant M, then the following estimates
hold
(3.18)
∥∥ f (x−ρ(t ))∥∥L2xL∞[t0,t0+T ] ≤MT ‖ f ′(x)‖L2(R)+‖ f (x)‖L2(R);
(3.19)
∥∥ f (x−ρ(t ))∥∥L∞x L2[t0,t0+T ] ≤MT 3/2‖ f ′(x)‖L∞(R)+T 1/2‖ f (x)‖L∞(R).
Proof. Since
f
(
x−ρ(t )
)
= f
(
x−ρ(t0)
)
−
∫t
t0
f ′
(
x−ρ(s)
)
ρ′(s)ds,
by theMinkowski’s integral inequality, we have∥∥ f (x−ρ(t ))∥∥L2xL∞[t0,t0+T ] ≤‖ f (x)‖L2(R)+M
∥∥∥∥∫t0+T
t0
∣∣ f ′ (x−ρ(s))∣∣ds∥∥∥∥
L2x (R)
≤‖ f (x)‖L2(R)+M
∫t0+T
t0
∥∥ f ′ (x−ρ(s))∥∥L2x ds
≤‖ f (x)‖L2(R)+MT ‖ f ′(x)‖L2(R).
(3.20)
The second inequality can be proved in a similar fashion andwe omit the details.

Lemma 3.6. Assume y(t ) satisfies |∂t y(t )|L∞ ≤ σ ≤ 1. Let V e (t ) = S(t , t0)V e (t0)
and V˜ e(t ,x)=V e (t ,x−ct )with V e (t0) ∈ X ec ,y(t0). Then there exists some constant
C independent of y(·), σ, and T , such that
(3.21) ‖∂xxV˜ e‖L∞x L2[t0,t0+T ] ≤C (1+T
3/2eCσT )‖V e(t0)‖H1x .
(3.22) ‖V˜ e‖L2xL∞[t0,t0+T ] ≤C (1+T
4)eCσT ‖V e(t0)‖H1x .
(3.23) ‖∂xV˜ e‖L4
[t0,t0+T ]L
∞
x
≤C (1+T 3)eCσT ‖V e (t0)‖H1x .
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Proof. Rewrite (3.2) with f = 0 as
∂tV
e = JLc ,yV e +Θ(t )V e ,
whereΘ(t )V = ∂t yF
(
c , y(t )
)
V −Π⊥
c ,y(t )
JLc ,y(t )V . Clearly, V˜
e (t ) satisfies
(3.24) ∂t V˜
e =−∂3xV˜ e −∂x
(
kQk−1c (·+ y(t )−ct )V˜ e
)
+ Θ˜(t )V˜ e
where (
Θ˜(t )V˜ e
)
(·)=
(
Θ(t )V e
)
(·−ct )=
(
Θ(t )V˜ e(t , ·+ct )
)
(·−ct ).
Using the Duhamel’s principle, we write (3.24) as
V˜ e (t )=W (t − t0)V˜ e(t0)+
∫t
t0
W (t − s)
[
Θ˜(s)V˜ e (s)
−∂x
(
kQk−1c
(
·+ y(s)−cs
)
V˜ e(s)
)]
ds.
(3.25)
• Proof of (3.21). By (3.8), (3.12), one immediately has
‖∂xxV˜ e (t )‖L∞x L2[t0,t0+T ] ≤C
∥∥∥∂x (Qk−1c ( ·+y(t )−ct)V˜ e)∥∥∥
L1xL
2
[t0,t0+T ]
+C
∥∥∥∥∫t
t0
W (t − s)∂xx
(
Θ˜(s)V˜ e (s)
)
ds
∥∥∥∥
L∞x L2[t0,t0+T ]
+C‖V˜ e(t0)‖H1 .
(3.26)
Using Lemma 3.5, one has∥∥∥∂x(Qk−1c ( ·+y(t )−ct)V˜ e)∥∥∥
L1xL
2
[t0,t0+T ]
≤‖Qk−1c (·+ y(t )−ct )‖H1xL∞[t0,t0+T ]‖V˜
e‖H1xL2[t0,t0+T ] ≤CT
1/2(1+T )‖V˜ e‖L∞
[t0,t0+T ]H
1
x
.
From the spatial regularity and decay of functions in X⊥c ,y (of dimension 3) and
the expression ofΠ⊥
c ,y(t )
given in Lemma2.2, one can easily check that ‖Θ(t )‖L (L2 ,H l ) ≤
C for any l ≥ 0. Therefore, we have
(3.27) ‖Θ˜(t )V˜ e‖H lx = ‖Θ(t )V
e‖H lx ≤C‖V
e‖L2x =C‖V˜
e‖L2x .
From the above andMinkowski’s inequality, we obtain∥∥∥∥∫t
t0
W (t − s)∂xx
(
Θ˜(s)V˜ e(s)
)
ds
∥∥∥∥
L∞x L2[t0,t0+T ]
≤C
∥∥∥∥∫t
t0
∥∥W (t − s)∂xx (Θ˜(s)V˜ e(s))∥∥L∞x ds
∥∥∥∥
L2
[t0,t0+T ]
≤C
∥∥∥∥∫t
t0
‖Θ˜(s)V˜ e(s)‖L∞
[t0,t0+T ]H
3
x
ds
∥∥∥∥
L2
[t0,t0+T ]
≤CT 3/2‖V˜ e‖L∞
[t0,t0+T ]L
2
x
.
Therefore, we obtain
‖∂xxV˜ e(t )‖L∞x L2[t0,t0+T ] ≤C‖V˜
e (t0)‖H1 +CT 1/2(1+T )‖V˜ e‖L∞
[t0,t0+T ]H
1
x
.
Inequality (3.21) follows from the above inequality and Lemma 3.1.
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• Proof of (3.22). Using (3.18), (3.21), and Lemma 3.1, we first obtain∫t0+T
t0
∥∥∥∂x (kQk−1c (·+ y(s)−cs)V˜ e (s))∥∥∥
H1x
ds ≤C‖V˜ e‖L1
[t0,t0+T ]H
1
x
+CT 12 ‖Qk−1c (·+ y(t )−ct )‖L2xL∞[t0,t0+T ]‖∂xxV˜
e‖L∞x L2[t0,t0+T ]
≤C (T 1/2+T 3)eCσT ‖V e(t0)‖H1 .
(3.28)
Along with (3.10) and Lemma 3.1, it implies∥∥∥∥∫t
t0
W (t − s)∂x
(
kQk−1c (·+ y(s)−cs)V˜ e (s)
)
ds
∥∥∥∥
L2xL
∞
[t0,t0+T ]
≤C
∫t0+T
t0
∥∥∥W (t − s)∂x (kQk−1c (·+ y(s)−cs)V˜ e (s))∥∥∥
L2xL
∞
t∈[s,t0+T ]
ds
≤C (1+T )
∫t0+T
t0
∥∥∥∂x (kQk−1c (·+ y(s)−cs)V˜ e (s))∥∥∥
H1x
ds
≤C (1+T 4)eCσT ‖V e(t0)‖H1 .
Using (3.27), in a similar manner we may obtain∥∥∥∥∫t
t0
W (t − s)Θ˜(s)V˜ e(s)ds
∥∥∥∥
L2xL
∞
[t0,t0+T ]
≤
∫t0+T
t0
‖W (t − s)Θ˜(s)V˜ e(s)‖L2xL∞t∈[s,t0+T ]ds
≤C (1+T )
∫t0+T
t0
‖V˜ e (s)‖L2xds ≤C (1+T
2)eCσT ‖V e(t0)‖H1 .
Inequality (3.22) follows from (3.10), (3.25), and the above inequalities.
• Proof of (3.23): Using the Minkowski’s integral inequality, (3.9) and the fact
that H1(R)⊂ H˙3/4(R), one can verify∥∥∥∥∂x∫t
t0
W (t − s)g (s)ds
∥∥∥∥
L4
[t0,t0+T ]L
∞
x
≤
∫t0+T
t0
∥∥∂xW (t − s)g (s)∥∥L4
t∈[s,t0+T ]L
∞
x
ds ≤C
∫t0+T
t0
‖g (s)‖H1xds.
(3.29)
Along with (3.25), (3.9), (3.29), and (3.28), it implies (3.23). 
With the above preparation, now we prove Proposition 3.4.
Proof of Proposition 3.4. By Lemma 3.6 and the Minkowski’s integral inequal-
ity, one has ∥∥(S(t , t0)V e (t0))∥∥ST c
[t0 ,t0+T ]
+
∥∥∥∥∫t
t0
(
S(t , s) f e (s)
)
ds
∥∥∥∥
ST c
[t0,t0+T ]
≤
∥∥(S(t , t0)V e (t0))∥∥ST c[t0 ,t0+T ] +
∫t0+T
t0
∥∥S(t , s) f e (s)∥∥ST ct∈[s,t0+T ] ds
(3.30)
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and thus (3.15) follows. The other two can be obtained directly from Lemma
3.1. 
To end this section, we estimate the difference between solutions to (3.1)
along base paths yi (t ) and with non-homogeneous terms fi (t ,x), i = 1,2. We
have
Lemma 3.7. Assume yi (t ) satisfies ‖∂t yi‖L∞
[t0,t0+T ]
≤ σ ≤ 1, i = 1,2. There exists a
constantC > 0 independent of T > 0, yi (·),σ, t0, and the non-homogeneous terms
fi (t ,x) such that, for V01,V02 ∈ H1, the solutions Vi (t )= Si (t , s)V0i of (3.1) along
the paths yi (t )with non-homogeneous terms fi (t ,x) satisfy,
‖Πec ,y2(V2−V1)‖ST c[t0 ,t0+T ] ≤Ce
CσT
(
(1+T 4)
(
‖Πec ,y2(t0)(V02−V01)‖H1 +‖Π
e
c ,y2
( f2− f1)‖L1tH1x
)
+T 12 (1+T 5)‖y1− y2‖C0,1
(
‖V01‖H1 +‖ f1(t )‖L1tH1x
))
,
‖V2(t0+T )−V1(t0+T )‖H˜1
y2(t0+T )
≤ eCσT
(
‖V02−V01‖H˜1
y2(t0)
+C‖Πec ,y2( f2− f1)‖L1tH1x
+CT 12 (1+T 5)‖y1− y2‖C0,1
(
‖V01‖H1 +‖ f1(t )‖L1tH1x
))
and for any l > 0
‖
(
(I −Πec ,y2)(V2−V1)
)
(t0+T )‖H l ≤ eCσT
(
‖(I −Πec ,y2(t0))(V02−V01)‖H1
+‖(I −Πec ,y2)( f2− f1)‖L1tH1x +CT ‖y1− y2‖C0,1
(
‖V01‖H1 +‖ f1(t )‖L1tH1x
))
where all the norm in t are taken on the interval [t0, t0+T ].
Remark 3.8. For T < 0, the estimates in this sections still hold with T replaced
by |T |. In the case where estimates on Πec ,y2V2 −Πec ,y1V1 is required, it can be
obtained by observing
Π
e
c ,y2
V2−Πec ,y1V1 =Π
e
c ,y2
(V2−V1)+O(|y2− y1|‖V1‖).
Proof. Equation (3.1) implies
(3.31) ∂t (V1−V2)=Πec ,y2 JLc ,y2Π
e
c ,y2
(V1−V2)+∂t y2F (c , y2)(V1−V2)+∆21+ f2− f1,
where
∆
2
1 =
(
Π
e
c ,y1
JLc ,y1Π
e
c ,y1
−Πec ,y2 JLc ,y2Π
e
c ,y2
+∂t y1F (c , y1)−∂t y2F (c , y2)
)
V1
=
(
Π
e
c ,y1
JLc ,y1(Π
e
c ,y1
−Πec ,y2)+Π
e
c ,y1
(JLc ,y1 − JLc ,y2 )Πec ,y2
+ (Πec ,y1 −Π
e
c ,y2
)JLc ,y2Π
e
c ,y2
+ (∂t y1−∂t y2)F (c , y1)
+∂t y2
(
F (c , y1)−F (c , y2)
))
V1.
(3.32)
By Lemma 3.1 and Proposition 3.4, we have
‖Πec ,y2(V1−V2)‖ST c[t0,t] ≤CEx(t − t0)‖Π
e
c ,y2(t0)
(V01−V02)‖H1
+C
∫t
t0
Ex(t − s)
(
‖(Πec ,y2∆
2
1)(s)‖H1x +‖Π
e
c ,y2(s)
(
f2(s)− f1(s)
)
‖H1x
)
ds,
(3.33)
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where Ex(s)= (1+ s4)eCσs and
‖V1(t )−V2(t )‖H˜1
y2(t)
≤ eCσ(t−t0)‖V01−V02‖H˜1
y2(t0)
+C
∫t
t0
eCσ(t−s)
(
‖(Πec ,y2∆
2
1)(·)‖H1x +‖Π
e
c ,y2(s)
(
f2(s)− f1(s)
)
‖H1x
)
ds.
(3.34)
Using the smoothness and boundedness of Πec ,y and F (c , y) as well as the fact
that X⊥c ,y are finite co-dimensional subspaces of smooth functions, we have∫t
t0
‖Πec ,y2∆
2
1−Πec ,y2(JLc ,y1 − JLc ,y2 )Π
e
c ,y2
V1‖H1xds
≤C‖V1‖L∞[t0,t]H1x ‖y1− y2‖W 1,1([t0,t ])
(3.35)
Note that
(3.36) (JLc ,y1 − JLc ,y2)Πec ,y2V1 = ∂x
(
Q˜Πec ,y2V1
)
,
where
Q˜ = Q˜(x, y1, y2)= kQk−1c (·+ y2)−kQk−1c (·+ y1).
Clearly
Q˜
y2−y1 and its derivatives in x decay exponentially as min{|x + y1|, |x +
y2|}→∞. As in the proof of (3.28), using (3.18), (3.21), (3.36), and Lemma 3.1,
we obtain ∫t0+T
t0
∥∥∥(Πec ,y2(JLc ,y1 − JLc ,y2)Πec ,y2V1)(s)∥∥∥H1x ds
≤C (T 1/2+T 3/2)‖y1− y2‖L∞
[t0,t0+T ]
‖V1‖ST c[t0 ,t0+T ] .
(3.37)
Moreover, Proposition 3.4 yields
‖V1‖ST c
[t0,t0+T ]
≤C
(
Ex(T )‖V01‖H1 +
∫t0+T
t0
Ex(t0+T − s)‖ f1(s)‖H1xds
)
.
The above estimates imply the first two inequalities in the Lemma. The last
inequality in the lemma follows similarly by using (3.31), Proposition 3.4, and
the fact that eigenfunctions of JLc ,y corresponding to eigenvalues 0 and±λc are
smooth functions, which even allows one to avoid the space-time estimates. 
4. CONSTRUCTION OF LOCAL INVARIANT MANIFOLDS OF M
With all the preparation in previous sections, we construct the unique center-
stable manifold W cs(M ) of M , while the center-unstablemanifold W cu(M )can
be constructed in a similar manner. The center manifold W c (M ) of M is ob-
tained as the intersection of the above center-stable and center-unstable mani-
folds.
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4.1. Outline of the construction of the center-stable manifold of M . We will
first fix the traveling speed c and use the global coordinate system (2.20) to con-
struct the center-stable manifold of the orbit of a single solitary wave
Mc = {Qc (·+ y)|y ∈R}.
Eventually we will show that these codim-1 center-stable manifolds W cs (Mc )
over the directions of TQc (·+y)Mc ⊕X ec ,y ⊕X−c ,y along Mc , for nearby c ’s intersect
on open subset and thus they can be patched together to form the center-stable
manifold of M . Here in the above, TQc (·+y)Mc denotes the tangent space of Mc
atQc (·+ y).
In coordinate system (2.20)W cs(Mc ) is represented as the graphof somemap-
ping hcs
W
cs(Mc )=Φ
({
a+ = hcs(y,a−,V e ) |
(y,a−,V e )∈ B1(δ)⊕X ec (δ)
})(4.1)
where X ec (δ) defined in (2.15).
Our construction follows the procedure in [10]. Though it has been carried
out in details in [10], for the sake of completeness we briefly describe the proce-
dure here.
To avoid geometric calculations involvingbundles, we shallworkwithhcs (y,a−,V )
defined on R× (−δ,δ)×H1(δ), where H1(δ) = {u|‖u‖H1 < δ}. However, only the
value of hcs on R⊕X ec (δ) matters. By doing so, the projection operator Πec ,y will
be involved a lot in calculations. The following nonlinear projections will also
be used often
Π˜
excs = (y,a−,Πec ,yV ), where xcs = (y,a−,V ).(4.2)
Let
X cs =R2×H1, X cs(δ)= {(y,a−,V ) ∈ X cs : ‖V ‖H1 < δ},
and
X cs[t0,t1] = L
∞([t0, t1],R2)×ST c[t0,t1], X
cs
[t0,t1]
(δ)= {(y,a−,V ) ∈ X cs[t0,t1] : ‖V ‖ST c[t0,t1] <δ}.
As a standard technique in local analysis, we first cut-off the nonlinearities,
as well as the off-diagonal linear terms in (2.26), to modify equations (2.26),
(2.27) and (2.31) into a system defined on X cs ×R. Accordingly, we will work
with hcs(y,a−,V ) defined on X cs(δ). Take a cut-off function
(4.3) γ ∈C∞0 (R), s. t. γ(x)= 1, ∀|x| ≤ 1, γ(x)= 0, ∀|x| ≥ 3, |γ′|C0(R) ≤ 1
and for δ> 0, a+ ∈R, and xcs = (y,a−,V ) ∈ X cs , let
γδ(x
cs ,a+)= γ(δ−1a−)γ(δ−1a+)γ(δ−1‖V ‖H1).
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and let
G˜±(xcs ,a+)=γδ(xcs ,a+)G±(y,a+,a−,Πec ,yV ),
G˜T (xcs ,a+)=γδ(xcs ,a+)
(
−‖∂xQc‖−2L2 〈Lc ,y J∂xQc (·+ y),Π
e
c ,yV 〉
+GT (y,a+,a−,Πec ,yV )
)
G˜e (xcs ,a+)=γδ(xcs ,a+)Ge (y,a+,a−,Πec ,yV )
where the definitions ofGT,±,e are given in Section 2.3. The definitions of G˜±,T,e
implies that they are independent of the extra component (I − Π˜e)V artificially
added to avoid the non-flat bundle R⊕X e .
Moreover, by the definitions of G±,T and the smoothness of the projection
operator Πec ,y , it holds that for any m, l ≥ 0, there exists some constant C such
that,
sup
xcs ,a+
‖DmV D lc ,yG˜T (xcs ,a+)‖ ≤Cδ1−m ,
sup
xcs ,a+
‖Dma+,a−D lc ,yG˜T (xcs ,a+)‖+ sup
xcs ,a+
‖Dma+,a−,VD lc ,yG˜±(xcs ,a+)‖≤Cδ2−m
(4.4)
where the abovenormsare evaluated in the spaceLml (X cs ×R,R) of (m+l )−linear
forms on X cs ×R. Denote
G˜cs (xcs ,a+)= (G˜T ,G˜−,G˜e )(xcs ,a+),
Acs (y, y˜)= diag
(
0,−λc ,Πec ,y JLec ,yΠec ,y + y˜F (c , y)
)
.
We shall consider the following system of xcs and a+,
(4.5a) ∂tx
cs = Acs
(
y,G˜T (xcs ,a+)
)
xcs +G˜cs (xcs ,a+)
(4.5b) ∂ta
+ =λca++G˜+(xcs ,a+),
which coincides with the system consisting of equations (2.26), (2.27) and (2.31)
if |a+,−| ≤ δ, ‖V ‖H1 ≤ δ, and V ∈ X ec ,y .
The presence of the term 〈Lc ,y J∂xQc (·+ y),Πec ,yV 〉 in G˜T causes that G˜T does
not have small Lipschitz constants, which is mostly necessary in constructing
local invariant manifolds. This technical issue would be handled by introducing
the following metric involving a scale constant A > 1
‖(y,a−,V )‖H1,A , |y |+ |a−|+ A‖V ‖H1 ,
‖(y,a−,V )‖H˜1
y′ ,A
, |y |+ |a−|+ A〈Lc ,y ′Πec ,y ′V ,Πec ,y ′V 〉
1
2 = |y |+ |a−|+ A‖V ‖H˜1
y′
‖(y,a−,V )‖ST c
[t0,t1]
,A , ‖(y,a−)‖L∞[t0,t1] + A‖V ‖ST c[t0,t1]
(4.6)
where ‖ ·‖H˜1
y′
was denied in (3.5).
After modifying the nonlinearity, we shall construct the local center-stable
manifold W cs(Mc ) as the graph {a
+ = hcs(W )} of some hcs : X cs(δ)→ R. In our
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construction, we fix constants A,δ,µ such that
(4.7) δ< 1, A > 1, µ< 1
2
,
with additional assumptions which will be given later. Define
(4.8) Γµ,δ = {h : X cs(δ)→R | h(y,0,0)= 0, ‖h‖C0 ≤δ,Lip(h)‖·‖H1,A ≤µ.}.
Here h(y,0,0) = 0 is required since W cs(Mc ) should contain Mc . It is clear that
Γµ,δ equipped with ‖ ·‖C0 is a complete metric space.
Wewill performa type of Lyapunov-Perronmethod to construct center-stable
manifolds. That is, for any h ∈ Γµ,δ and x¯cs ∈ X cs(δ), let xcs(t ) = (y,a−,V e)(t ) ∈
X cs be the solution to
(4.9) ∂t x
cs = Acs
(
y,G˜T (xcs ,h(xcs)
))
xcs +G˜cs
(
xcs ,h(xcs)
)
, xcs(0)= x¯cs .
Then we define h˜(x¯cs) as
(4.10) h˜(x¯cs)= a¯+ =−
∫∞
0
e−λc sG˜+
(
xcs(s),h(xcs(s))
)
ds.
Remark 4.1. Even though h is defined only on X cs(δ), due to the cut-off func-
tion γδ, for any h ∈ Γµ,δ, α ∈ {T,±,e}, it holds G˜α
(
xcs ,h(xcs)
)
= 0 whenever xcs ∈
X cs\X cs(δ). Thus, the right side of (4.9) is well-defined for all xcs ∈ X cs .
Denote the transformation h→ h˜ as
T (h)= h˜.
The aim is to show that, under suitable assumptions on A, δ and µ , h˜ ∈ Γµ,δ
is well-defined and T is a contraction on Γµ,δ. The graph of the unique fixed
point, restricted to the set
B1(δ)⊕X e (δ)
would be the desired center-stable manifold W cs(Mc ).
The framework described above allows us to work in a flat space X cs instead
of non-flat bundle R⊕X e , which will bring us convenience in the proof of the
smoothness of local invariant manifolds. In fact, those extensions and modi-
fications of (2.26), (2.27) and (2.31) to cooperate with our framework does not
change the local invariant manifolds. More precisely, we have the following
lemma.
Lemma 4.2. The following statements hold.
(1) Suppose
xcs(t )= (y(t ),a−(t ),V (t ))
satisfies (4.5a) on [t1, t2] for some a
+ ∈C0([t1, t2],R)and Π˜excs(t0)= xcs(t0)
for some t0 ∈ [t1, t2], then Π˜excs(t )= xcs(t ) for all t ∈ [t1, t2].
(2) Assume h j ∈Γµ,δ, j = 1,2, satisfy h1(xcs)=h2(xcs) for all xcs ∈R⊕X ec (δ).
Then h˜ j , j = 1,2, defined in (4.10) are also identical in R⊕X ec (δ).
Proof. SinceΠec ,yG˜
e = 0, this lemma is just an easy application of Lemma 3.1. 
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4.2. Apriori estimates. In this subsection, we utilize the smoothing space-time
estimates established in Section 3 to obtain apriori estimates. The strategy is
to derive small time period estimates with small exponential growth, then by
iteration we obtain global in time estimates with the same exponential growth.
TheHamiltonian structure plays a crucial role in our iteration step. In particular,
the positivity of the bilinear form 〈Lc ,y ·, ·〉 in X ec ,y guarantees the coefficient in
front of the exponential term is 1, so iterationwill not generate large exponential
growth.
We start the subsection with several estimates that will be used frequently
throughout this paper.
Lemma 4.3. If u,v ∈ ST c
[t0,t0+T ], the following bilinear estimate holds
‖∂x(uv)‖L1
[t0,t0+T ]H
1
x
≤C (T 12 +T )‖u‖ST c
[t0,t0+T ]
‖v‖ST c
[t0,t0+T ]
.
Proof. Let u˜(t ,x) = u(t ,x − ct ) and apply the same notation convention to v .
Since ‖∂x(uv)‖L1[t0,t0+T ]L2x = ‖∂x(u˜ v˜)‖L1[t0,t0+T ]L2x , wemay estimate the latter in terms
of the ST ′[t0,t0+T ] norm of u˜ and v˜ . Firstly, since H
1 ⊂ L∞, one can first estimate
‖(∂x u˜)v˜ + (∂x v˜)u˜‖L1
[t0,t0+T ]L
2
x
≤CT ‖u˜‖L∞
[t0,t0+T ]H
1
x
‖v˜‖L∞
[t0,t0+T ]H
1
x
.
Moreover, by straightforward calculation, one has
‖∂x u˜∂x v˜‖L1
[t0,t0+T ]L
2
x
≤‖∂x u˜‖L4
[t0,t0+T ]L
∞
x
‖∂x v˜‖L4/3
[t0,t0+T ]L
2
x
≤T 3/4‖∂x u˜‖L4
[t0,t0+T ]L
∞
x
‖∂x v˜‖L∞
[t0,t0+T ]L
2
x
,
and
‖u˜∂xx v˜‖L1[t0,t0+T ]L2x ≤T
1/2‖u˜∂xx v˜‖L2xL2[t0,t0+T ]
≤T 1/2‖u˜‖L2xL∞[t0,t0+T ]‖∂xx v˜‖L∞x L2[t0,t0+T ] .
The term ‖v˜∂xx u˜‖L1
[t0,t0+T ]L
2
x
canbe estimated similarly, which completes the proof.

Next technical lemma will be used frequently to estimate the difference be-
tween two solutions to (4.9).
Lemma 4.4. Let V ∈ L∞[t0,t0+T ]L
2
x and y(t ) ∈ C1([t0, t0+T ],R). For any m ≥ 0 it
holds
‖(∂my Πec ,y )|y=y(t )V ‖ST c[t0,t0+T ] ≤C (1+T
1
2 )
(
1+ (c +‖∂t y(t )‖C0)T
)
‖V ‖L∞
[t0,t0+T ]L
2
x
.
Proof. Since ∂my Π
e
c ,y = −∂my Π⊥c ,y , it is equivalent to estimate ‖∂my Π⊥c ,yV ‖ST c[t0,t0+T ] .
On the one hand, by Lemma 3.5, we have
‖∂mx V ±c (·+ y(t ))‖ST c[t0,t0+T ] +‖∂
m
x Qc (·+ y(t ))‖ST c[t0 ,t0+T ]
≤C (1+T 12 )
(
1+ (c +‖∂t y(t )‖C0)T
)
,
On the other hand, using the high regularity of V ±c andQc , one has
|〈∂mx V ±c (·+ y(t ),V 〉|+ |〈∂mx Qc (·+ y(t )),V 〉| ≤C‖V ‖L2x .
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By the explicit expressions ofΠ±,Tc ,y given in Lemma 2.2, the desired estimate fol-
lows right away. 
An immediate consequence of the above two lemmas along with Lemma 3.5
is the following.
Lemma 4.5. For any xcs ∈ X cs
[t0,t0+T ](a) andm j ≥ 0, j = 1, . . . ,5, withm4+m5 > 0,
it holds that
‖Dm1V ∂
m2
a± ∂
m3
y G˜
e (xcs ,a+)‖Lm1 (ST c
[t0 ,t0+T ],L
1
[t0,t0+t]H
1
x )
≤CT 12 (1+T 2)(a+δ)2−m1−m2
‖Dm4
V
∂
m5
a±,y
(
Acs (y,G˜T (xcs ,a+))
)
‖
Lm4
(
L∞
[t0,t0+T ]H
1
x ,L (X
cs
[t0,t0+T ],L
1
[t0,t0+t]H
1
x )
) ≤CT 12 (1+T ).
HereL l
(
Z1,Z2
)
denotes the space of l−linear transformations from space Z1
to space Z2. In the above differentiations, ∂
m2
a± ∂
m3
y G˜
e and ∂
m5
a±,y A
cs are point-wise
partial derivatives and themulti-linear operators resulted in the differentiations
are of V only.
Proof. We first consider G˜e . For convenience, we let
G˜(xcs ,a+)= γδ(xcs ,a+)G(y,a+,a−,V e),
and
R˜e(xcs ,a+)= G˜(xcs ,a+)−G˜e (xcs ,a+)= γδ(xcs ,a+)
(
G(xcs ,a+)−Ge (xcs ,a+)
)
.
Recalling the definitions of G and Ge in(2.23) and (2.28), respectively, the dif-
ference between Ge and G consists of terms of high spatial regularity smoothly
depending on c , y,a± ∈R and V ∈ L2, it is straightforward to verify
‖Dm1
V
∂
m2
a± ∂
m3
y R˜
e(xcs ,a+)‖Lm1 (H1x ,H1x ) ≤Cδ
2−m1−m2 ,
which implies
‖Dm1
V
∂
m2
a± ∂
m3
y R˜
e(xcs ,a+)‖
Lm1
(
ST c
[t0 ,t0+T ],L
1
[t0,t0+t]H
1
x
) ≤CTδ2−m1−m2 .
Since G is a polynomial of a± and V , using the fact that H1(R)⊂ L∞(R), Lemma
3.5, and Lemma 4.3, one has
‖Dm1
V
∂
m2
a± ∂
m3
y G˜(x
cs ,a+)‖Lm1 (Sc
[t0 ,t0+T ],L
1
[t0,t0+t]H
1
x )
≤CT 12 (1+T 2)(δ+a)2−m1−m2 .
To estimateD
m4
V
∂
m5
a±,yA
cs
(
y,G˜T (xcs ,a+)
)
form4+m5 > 0, we first consider
∂ly (JLc ,y )V = k∂x
(
∂lx(Q
k−1
c )(·+ y)V
)
.
Much as in the proof of (3.28), we obtain,
‖∂ly (JLc ,y )(y¯1, . . . , y¯l )V ‖L1
[t0,t0+T ]H
1
x
≤CT 12 (1+T )‖V ‖ST c
[t0,t0+T ]
.
Due to high regularity of the eigenfunctions of JLc ,y , the smoothness ofΠ
⊥
c ,y and
F with respect to y , and the smoothness of G˜T with respect to xcs ∈ X cs and
a+ ∈ R, The inequality on Dm4
V
∂
m5
a±,y A
cs follows immediately and this completes
the proof. 
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In the rest of this subsection, we shall solve and estimate solutions to (4.5a)
with a given a+(t ). One first observes that the V equation has to be solved along
a path y(t ) and themultiplier in front ofF has to be its ∂t y in ordermaintain the
commutativity (obtained in Lemma 3.1) between its homogeneous evolution
operator S(t , t0) and Π
e
c ,y . Therefore we split the iteration procedure of (4.5a)
into
(4.11a) ∂t y = G˜T (y˜ , a˜−,V˜ , a˜+)
(4.11b) ∂ta
− =−λca−+G˜−(y˜ , a˜−,V˜ , a˜+)
(4.11c) ∂tV =
(
Π
e
c ,y JL
e
c ,yΠ
e
c ,y +∂t yF (c , y)
)
V +G˜e (y˜ , a˜−,V˜ , a˜+)
where
(4.12) x˜cs = (y˜ , a˜−,V˜ )∈ X cs[t0,t0+T ](a), a ∈ (0,1), a˜
+ ∈ L∞[t0,t0+T ]
are given. In particular, ones first solves the ODEs (4.11a) and (4.11b) for y(t )
and a˜−(t ) and then substitutes the solution y(t ) into the homogeneous part of
equation (4.11c) and solves for V (t ).
Lemma 4.6. Let x˜cs
i
(t )and a˜+
i
(t ) satisfy (4.12), i = 1,2, and xcs
i
(t )=
(
yi (t ),a
−
i
(t ),Vi (t )
)
be the solutions to (4.11) for t ∈ [t0, t0+T ], then there exist a constant C not de-
pending on t0,T,x
cs(t0), and x˜
cs such that, if initial value
xcsi (t0)= xcsi0 =
(
yi0,a
−
i0,Vi0
)
∈ X cs(Cδ),
then we have ‖∂t yi‖L∞ ≤Cδ and
|yi (t0+T )| ≤ |yi0|+CδT, |a−i (t0+T )| ≤ e−λcT |a−i0|+Cδ
‖Vi‖ST c
[t0,t0+T ]
≤C (1+T 6)eCδT
(
‖Vi0‖H1 +T
1
2 (a2+δ2)
)
,
|(y2− y1)(t0+T )| ≤|y20− y10|+CT (δ+ A−1)(‖x˜cs2 − x˜cs1 ‖ST c[t0,t0+T ],A+‖a˜
+
2 − a˜+1 ‖L∞t )
|(a−2 −a−1 )(t0+T )| ≤e−λc (t−t0)|a−20−a−10|+Cδ
∫t0+T
t0
e−λc (t−τ)(|y˜2− y˜1|
+ |a˜−2 − a˜−1 |+ |V˜2− V˜1|H1 +|a˜+2 − a˜+1 |)(τ)dτ
‖V2−V1‖ST c
[t0,t0+T ]
≤C (1+T 9)eCδT
(
‖V20−V10‖H1 +T
1
2
(
a+δ
+T 12 (a2+δ2)
)
(|y20− y10|+‖x˜cs2 − x˜cs1 ‖ST[t0 ,t0+T ],A+‖a˜
+
2 − a˜+1 ‖L∞t )
)
,
‖V2(t0+T )−V1(t0+T )‖H˜1
y2(t0+T )
≤ eCδT
(
‖V20−V10‖H˜1
y2(t0)
+CT 12 (1+T 9)
×
(
a+δ+T 12 (a2+δ2)
)
(|y20− y10|+‖x˜cs2 − x˜cs1 ‖ST[t0 ,t0+T ],A+‖a˜
+
2 − a˜+1 ‖L∞t )
)
,
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and for any l > 0
‖
(
(I −Πec ,y2)(V2−V1)
)
(t0+T )‖H l ≤ eCδT
(
‖(I −Πec ,y2(t0))(V02−V01)‖H1
+CT 12 (1+T 4)
(
a+δ+T 12 (a2+δ2)
)
(|y20− y10|
+‖x˜cs2 − x˜cs1 ‖ST[t0,t0+T ],A+‖a˜
+
2 − a˜+1 ‖L∞t )
)
.
Proof. From (4.11), (4.4), Proposition 3.4, and Lemma 4.5, it is straightforward
to obtain the estimates on x˜cs
i
and compute
|(y2− y1)(t )| ≤ |y20− y10|+C
∫t
t0
(δ|y˜2− y˜1|+δ|a˜−2 − a˜−1 |
+ |V˜2− V˜1|H1 +δ|a˜+2 − a˜+1 |)(τ)dτ.
Therefore the estimate on y2− y1 follows immediately from the definition of ‖ ·
‖ST c
[t0,t0+T ],A
. The inequality on a−2 − a−1 is also derived from (4.11) and (4.4). To
estimate the difference in Vi (t ), we first obtain from Lemma 4.5
|∂t yi |L∞t ≤Cδ, ‖G˜
e (x˜csi , a˜
+
i )‖L1tH1x ≤CT
1
2 (1+T 2)(a2+δ2),
for i = 1,2 where the the norms in t are taken on [t0, t0 + T ] throughout the
lemma. Using Lemma 3.7, we have
‖V2−V1‖ST c
[t0,t0+T ]
≤C (1+T 7)eCδT
(
‖V02−V01‖H1
+‖G˜e (x˜cs2 , a˜+2 )−G˜e (x˜cs1 , a˜+1 )‖L1tH1x +T
1
2
(
δ+T 12 (a2+δ2)
)
‖y2− y1‖C0,1
)
.
Again from Lemma 4.5, (4.11), (4.4) and the inequality on y2− y1, we have
‖G˜e(x˜cs2 , a˜+2 )−G˜e (x˜cs1 , a˜+1 )‖L1tH1x ≤CT
1
2 (1+T 2)(a+δ)(‖x˜cs2 − x˜cs1 ‖X cs[t0,t0+T ] +‖a˜
+
2 − a˜+1 ‖L∞t )
‖y2− y1‖C0,1 ≤ |y20− y10|+C (1+T )(δ+ A−1)(‖x˜cs2 − x˜cs1 ‖ST c[t0,t0+T ],A+‖a˜
+
2 − a˜+1 ‖L∞t ).
The last inequality follows similarly and the proof is complete. 
Remark 4.7. Clearly (4.11) is well-posed and xcs = (y0,0,0) if x˜cs ≡ x˜cs(t0) =
(y0,0,0) and a˜
+ = 0.
With the above lemma, we are ready to prove the well-posedness of (4.5a).
Lemma 4.8. Given any C0 > 1, there exists C > 1 such that if A and δ satisfy (4.7)
and
(4.13) Cη< 1, where η= Aδ+ A−1
then
(1) For any a+ ∈ L∞
loc
and xcs0 = (y0,a−0 ,V0) ∈ X cs(C0δ), there exists a unique
solution xcs = (y,a−,V ) ∈C0
(
[0,∞),X cs (Cδ)
)
of (4.5a) such that xcs(0)=
xcs0 and x
cs ∈ X cs
[t0,t0+T ]
(
C (1+T )δ
)
for any t0,T ≥ 0.
(2) Let xcs
i
= (yi ,a−i ,Vi ) be the solutions of (4.5a) with initial values xcsi0 =
(yi0,a
−
i0
,Vi0) ∈ X cs(Cδ) corresponding to a+i ∈ L∞loc , i = 1,2. Suppose
(4.14) |a+1 −a+2 | ≤ κ0+κ1‖xcs1 −xcs2 ‖H1,A,
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for κ0 > 0 and κ1 ∈ [0,1], then
‖xcs1 (t )−xcs2 (t )‖H1,A ≤CeCηt
(
‖xcs10−xcs20‖H1,A+min{1,(1+ t )η)}κ0
)
,
‖xcs2 −xcs1 ‖ST c[t0,t0+T ],A ≤C (1+T )e
CηT
(
‖xcs2 (t0)−xcs1 (t0)‖H1 ,A+κ0
)
.
Proof. In the proof of this lemma, we will use C ′ to denote the generic upper
bounds appearing in previous estimates and C the newer (and greater) bound
emerging in theproof of this lemma. For any x˜cs ∈ X cs
[0,1]
(CC0δ), let x
cs = (y,a−,V )
be the solution to (4.11) with a˜+ = a+ and the initial value xcs0 . From Lemma 4.6
and (4.7), we have
‖V ‖ST c[0,1] ≤C
′(C0δ+C2C20δ2))≤CC0δ.
Therefore xcs ∈ X cs[0,1](CC0δ). Moreover, the mapping x˜cs → xcs has the Lip-
schitz constant C ′η < 1 in the ‖ · ‖ST c
[0,1]
,A norm due to (4.13). The Contraction
Mapping principle implies the local well-posedness of (4.5a) for t ∈ [0,1].
Note that when ‖V ‖H1 > 3δ, we have ∂t y = 0 and G˜e = 0 in (4.5a). Conse-
quently, by (3.2) and (3.3),
∂t 〈Lc ,yV e ,V e〉 = 0, ∂tV ⊥ = 0,
where V e = Πec ,yV and V ⊥ = Π⊥c ,yV , which along with the positivity of Lc ,y on
X ec ,y implies
(4.15) ‖V ‖H1 ≤Cδ
for any t ∈ [0,1]. Therefore a standard continuation argument yields the global
in time well-posedness of (4.5a) with xcs ∈ X cs
[t0,t0+T ]
(
C (1+T )δ
)
for any t0,T ≥ 0.
To prove the second part of the lemma, we first notice that Lemma 4.6 implies
that
‖xcs2 −xcs1 ‖ST c[t0,t0+1],A ≤C
′(‖xcs2 (t0)−xcs1 (t0)‖H1,A
+ (CC0Aδ+ A−1)
(
‖xcs2 −xcs1 ‖ST c[t0,t0+1],A +κ0
))
where xcs
i
∈ X cs
[t0,t0+1](CC0δ) is used. From (4.7), we obtain
(4.16) ‖xcs2 −xcs1 ‖ST c[t0,t0+1],A ≤C
(
‖xcs2 (t0)−xcs1 (t0)‖H1,A+ηκ0
)
.
Let
l (t )=
(
|y2− y1|+ |a−2 −a−1 |+ A‖V2−V1‖H˜1y2 + A‖
(
(I −Πec ,y2)(V2−V1)
)
‖H1
)∣∣∣
t
,
which satisfies
(1/C ′)l (t )≤ ‖xcs2 (t )−xcs1 (t )‖H1,A ≤C ′l (t ).
Substituting (4.16) into Lemma 4.6 yields, for t ∈ [0,1],
(4.17) l (t0+ t )≤ eC
′δt (l (t0)+Cηt 12 (l (t0)+κ0)).
In particular it implies
l (n+1)≤ eCη
(
l (n)+Cηκ0
)
.
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From a simple induction argument we obtain
l (n)≤ eCηn
(
l (0)+Cmin{1,nη}κ0
)
which along with (4.17) implies, for t ≥ 0,
l (t )≤ 2eCηt
(
l (0)+Cmin{1,(1+ t )η}κ0
)
.
Thereforewe obtain the desired estimate on ‖xcs1 −xcs2 ‖H1,A. Finally, substituting
this into (4.16), we obtain
‖xcs1 −xcs2 ‖ST c[n,n+1] ,A ≤Ce
Cηn(‖xcs10−xcs20‖H1,A+κ0),
the summation of which implies the estimates ‖xcs1 −xcs2 ‖ST c[t1,t2],A . 
4.3. Construction of local center-stable manifolds. In this section, we follow
the procedure described in Section 4.1 to construct center-stable manifolds of
Mc . The goal is to show the transformationh→ h˜ is a contraction on γµ,δ, where
h˜ and γµ,δ are defined in (4.10) and (4.8), respectively. We first give the global
well-posedness of (4.9) in the below.
Lemma 4.9. There exists C > 1 such that if A, µ, and δ satisfy (4.7) and (4.13),
then, for any xcs0 = (y0,a−0 ,V0) ∈ X cs(δ), there exists a unique solution xcs = (y,a−,V ) ∈
C0
(
[0,∞),X cs (Cδ)
)
of (4.9) such that xcs(0) = xcs0 and xcs ∈ X cs[t0,t0+T ] for any
t0,T ≥ 0.
Remark 4.10. The global well-posedness of (4.9) can be proved by the same ar-
guments as in the proof Lemma 4.8 and we omit it. The estimate in part (2) of
Lemma 4.8 obviously holds for solutions to (4.9).
Since (4.9) is global well-posed, the definition (4.10) of h˜ is valid. Next, we
show that the map T (h)= h˜ is a contraction on γµ,δ.
Proposition 4.11. There exists C > 1 such that if δ, µ, and A satisfy (4.7), (4.13),
and
(4.18) C (λc −Cη)−1δ≤µ,
then T is a contraction mapping on Γµ,δ.
Proof. By (4.4) and thedefinition (4.10) of h˜, ‖h˜‖C0 ≤Cλ−1c δ2 ≤ δ. SinceG−,e (y,0,0,0)=
h(c , y,0,0) = 0, when the initial data x¯cs = (y¯ ,0,0), the solution to (4.9) is of the
form (c , y,0,0), which implies h˜(y,0,0)= 0.
For hi ∈ Γµ,δ, let xcsi be the solutions to (4.9) with h = hi and with the initial
data x¯cs
i
∈ X cs(δ), i = 1,2, respectively. Since
‖h1(xcs1 )−h2(xcs2 )‖≤µ‖xcs1 −xcs2 ‖H1,A+‖h1−h2‖C0 ,
applying Lemma 4.8, we have
(4.19) ‖xcs1 (t )−xcs2 (t )‖H1,A ≤CeCηt (‖x¯cs1 − x¯cs2 ‖H1,A+‖h1−h2‖C0).
In (4.19), letting h1 = h2 =h, we have
‖xcs1 (t )−xcs2 (t )‖H1,A ≤Ceηt‖x¯cs1 − x¯cs2 ‖H1,A.
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It follows from (4.10) and (4.5) that
(4.20)
∣∣h˜(x¯cs1 )− h˜(x¯cs2 )∣∣≤C(λc −Cη)−1δ‖x¯cs1 − x¯cs2 ‖H1,A,
which implies that Lip(h˜)‖·‖H1,A ≤µ due to (4.18).
Applying (4.5) and (4.19) with x¯cs1 = x¯cs2 in (4.10), we have
(4.21) ‖h˜1− h˜2‖C0 ≤C
(
λc −Cη
)−1
δ‖h1−h2‖C0 .
which along with (4.13) completes the proof. 
Therefore, there exists hcs ∈ Γµ,δ such that T hcs = hcs . Let x˜cs(t ) be the solu-
tion to (4.9) with h = hcs and let a˜+(t )= hcs(x˜cs(t )). Using the definition of hcs ,
one has
a˜+(t )=−
∫∞
0
e−λcsG˜+
(
x˜cs(t + s), a˜+(t + s)
)
ds
=−
∫∞
t
e−λc(s−t )G˜+
(
x˜cs(s), a˜+(s)
)
ds
=−eλc t
∫∞
0
e−λcsG˜+
(
x˜cs(s), a˜+(s)
)
ds+
∫t
0
eλc (t−s)G˜+
(
x˜cs(s), a˜+(s)
)
ds
=eλc t a˜+(0)+
∫t
0
eλc (t−s)G˜+
(
x˜cs(s), a˜+(s)
)
ds,
(4.22)
which implies that (x˜cs(t ),hcs(x˜cs (t )) is a solution to (4.5). As mentioned in Sec-
tion 4.1, the graph of a+ = hcs(xcs ) over X cs(δ) is the center-stablemanifold, i.e.,
(4.23) W cs(Mc )= {Φ
(
xcs ,a+ = hcs(xcs)
)
| xcs ∈B1(δ)⊕X ec (δ)}.
Together with Lemma 4.2 and Remark 4.1, we have the local invariance of
W
cs(Mc ) under (2.2). Recall the coordinate mappingΦ defined in (2.20).
Theorem 4.12. If the solutionU (t ) =Φ
(
y(t ),a+(t ),a−(t ),V e(t )
)
to (2.2) satisfies
|a±(t )| ≤ δ and V e(t ) ∈X e(δ) for t ∈ [0,T ] with T > 0 andU (0) ∈W cs(Mc ), then
U (t ) ∈W cs(Mc ) for t ∈ [0,T ].
Remark 4.13. Later, we will prove the orbital stability on and a characterization
of the center-stable manifold, which yields the local uniqueness of the center-
stable manifold. Therefore, we can patch the center-stable manifold of all the
solitary waves together to form the center-stable manifold of M .
4.4. Construction of local center-unstable manifolds and center manifolds.
Denote
X cu(δ)= {(y,a+,V ) : ‖V ‖H1 ≤ δ}, xcu = (y,a+,V ),
G˜cu(xcu ,a−)= (G˜T ,G˜−,G˜e )(xcu ,a−),
Acu(y, y˜)= diag
(
0,−λc ,Πec ,y JLec ,yΠec ,y + y˜F (c , y)
)
.
We shall consider the following system of xcs and a+,
(4.24a) ∂tx
cu = Acu
(
y,G˜T (xcu ,a−)
)
xcu +G˜cu(xcu ,a−)
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(4.24b) ∂ta
− =−λca−+G˜−(xcu ,a−).
Define
(4.25) Γµ,δ = {h : X cu(δ)→R | h(y,0,0)= 0, ‖h‖C0 ≤ δ,Lip(h)‖·‖H1,A ≤µ}.
For anyh ∈Γµ,δ and x¯cu ∈ X cu(δ), let xcu(t )= (y,a+,V )(t ) ∈ X cu be thebackward
solution to
(4.26) ∂t x
cu = Acu
(
y,G˜T (xcu ,h(xcu)
))
xcu +G˜cu
(
xcu ,h(xcu)
)
, xcu(0)= x¯cu .
Then we define h˜(x¯cu) as
(4.27) h˜(x¯cu)= a¯− =
∫0
−∞
e−λ
−
c sG˜−
(
xcu(s),h(xcu(s))
)
ds.
Under suitable assumptions on A, δ and µ , h˜ ∈ Γµ,δ is well-defined and the
transformation h → h˜ is a contraction on Γµ,δ. The graph of the unique fixed
point, restricted to the set B1(δ)⊕X ec (δ) would be the desired center-unstable
manifold W cu(Mc ). Similar to the center-stable case, we have the following the-
orem.
Theorem 4.14. If the solutionU (t ) =Φ
(
y(t ),a+(t ),a−(t ),V e(t )
)
to (2.2) satisfies
|a±(t )| ≤δ andV e (t )∈X e (δ) for t ∈ [−T,0]with T > 0 andU (0) ∈W cu(Mc ), then
U (t ) ∈W cu(Mc ) for t ∈ [−T,0].
Weobtain the local centermanifoldW c (Mc ) as the intersection of the center-
stable and center-unstablemanifolds. In fact a pointU =Φ(y,a+,a−,V e ) ∈W c (Mc )
if and only if
(4.28)
{
a+ = hcs
(
y,a−,V
)
a− = hcu
(
y,a+,V
)
.
Since the Lipschtiz constant of hcs and hcu are both µ < 1
2
, fixing y and V ∈
H1 with ‖V ‖H1 ≤ δ, (hcu ,hcs) is a contraction with Lipschitz constant µ on R2,
and consequently, it has a fixed point (a+,a−) = hc
(
y,V
)
. Clearly hc
(
y,V
)
has
a Lipschitz constant
µ
1−µ in the ‖ · ‖H1,A norm. The graph of (a+,a−) = hc(y,V )
restricted to X ec (δ) is the desired center manifold.
Theorem 4.15. If the solutionU (t ) =Φ
(
y(t ),a+(t ),a−(t ),V e(t )
)
to (2.2) satisfies
|a±(t )| ≤δ and V e (t )∈X e(δ) for t ∈ [−T,T ]with T > 0 andU (0) ∈W c (Mc ), then
U (t ) ∈W c (Mc ) for t ∈ [−T,T ].
5. SMOOTHNESS OF CENTER-STABLE MANIFOLDS
In this section, assuming (4.7), (4.13), (4.18), and
(5.1) Cδ(λc −Cη)−1 < η.
we prove the smoothness of the center-stablemanifoldW cs(Mc ) with respect to
(y,a−,V ), the smoothness of the center-unstable manifold can be proved sim-
ilarly. Then one automatically obtains the smoothness of the center manifold
since it is the intersection of the center-stable and center-unstable manifolds.
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The smoothness of the local invariant manifolds with respect to c will be dis-
cussed in Section 6.1.
Despite the substantial difference in estimates, the proof of the smoothness
fits in the framework in [10], where smooth local invariantmanifolds of traveling
waves of the Gross-Pitaevskii equation were constructed. With all the estimates
established in Section 3 and Section 4, actually the proof is quite similar to the
one in [10]. Wewill sketch themain steps of proving theC1 smoothness. Follow-
ing the approach in [10], one may prove higher order smoothness. Our proof of
C1 smoothness here illustrates how to adapt the estimates for gKDV to fit in the
framework in [10].
For the simplicity of the presentations, we first have to introduce some nota-
tions. For t ≥ 0, let
Ψ(t ,xcs)= (y(t ),a−(t ),V (t )), xcs ∈ X cs(δ),
be the solution to (4.9) with h = hcs and initial value xcs . By Lemma 4.2, we have
(5.2) Π˜eΨ(t ,xcs)=Ψ(t ,xcs), ∀t ≥ 0 if Π˜excs = xcs .
Moreover, assuming (4.7), (4.13), and (4.18), Lemma 4.6 and 4.8 imply, for all
t ≥ 0,
(5.3) Lip‖·‖H1,AΨ(t , ·)≤Ce
Cηt , Ψ(t ,xcs) ∈ X cs(Cδ), ∀xcs ∈ X cs(δ).
We first outline our approach of proving the C1 smoothness briefly. As the
fixed point of the transformationT , hcs satisfies
(5.4) hcs(xcs)=−
∫∞
0
e−λc tG˜+
(
Ψ(t ,xcs),hcs
(
Ψ(t ,xcs)
))
dt .
Since (4.9) is autonomous, a time translation of (5.4) implies, for t ≥ 0,
(5.5) hcs
(
Ψ(t ,xcs)
)
=−
∫∞
t
eλc (t−τ)G˜+
(
Ψ(τ,xcs),hcs
(
Ψ(τ,xcs )
))
dτ.
Differentiating (5.4) formally, we obtain, for any W˜ ∈ X cs ,
Dhcs(xcs)W˜ =−
∫∞
0
e−λc t
(
Da+G˜
+(
Ψ(t ,xcs),hcs
(
Ψ(t ,xcs)
))
Dhcs
(
Ψ(t ,xcs)
)
+Dxcs G˜+
(
Ψ(t ,xcs),hcs
(
Ψ(t ,xcs)
)))
DΨ(t ,xcs)W˜ dt .
Here DΨ also depends on Dhcs as it solves the following system of equation
derived by differentiating (4.9)
(5.6) ∂tDΨ= Acs
(
y(t ),G˜T
)
DΨ+G1(Ψ)DΨ+ G˜1(Ψ)DhcsDΨ,
whereΨ and DΨ are evaluated at (t ,xcs), G˜cs at (Ψ,hcs), hcs and Dhcs atΨ. In
the above G1 ∈Cm
(
X cs ,L (X cs)
)
and G˜1 ∈Cm(X cs ,X cs) are given by
G˜1(x
cs)=Da+
(
Acs
(
y,GT (xcs ,a+)
))
xcs +Da+G˜cs
=
(
0,0,(Da+G˜
T )F (c , y)V
)
+Da+G˜cs ,
(5.7)
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G1(x
cs )W˜ =Dxcs
(
Acs
(
y,GT (xcs ,a+)
))
(W˜ )xcs +Dxcs G˜cs (W˜ )
=
(
0,0, y˜
(
Dy A
e(y)
)
V +
(
Dxcs G˜
T (W˜ )
)
F
(
c , y
)
V
+ y˜G˜TDyF (c , y)V
)
+Dxcs G˜cs(W˜ )
(5.8)
where xcs = (y,a−,V ), W˜ = (y˜ , a˜−,V˜ ) ∈ X cs , a+ is evaluated at hcs(xcs), and G˜cs
is evaluated at
(
xcs ,hcs(xcs)
)
.
Denote
Y1 =C0
(
X cs(δ),L (X cs ,R)
)
.
Inspired by the above formally derivation, we define a linear transformation T1
on
Y1(µ)= {H ∈ Y1,‖H ‖Y1 ≤µ
)
as, for any H ∈ Y1(µ), xcs ∈ X cs(δ), and W˜ ∈ X cs ,
(T1H )(x
cs)W˜ =−
∫∞
0
e−tλc
(
Dxcs G˜
+(
Ψ,hcs(Ψ)
)
+Da+G˜+
(
Ψ,hcs(Ψ)
)
H
(
Ψ
))
Ψ1(t )W˜ dt
(5.9)
whereΨ is evaluated at (t ,xcs). OperatorΨ1(t )∈L (X cs) satisfiesΨ1(0)= I and
(5.10) ∂tΨ1 = Acs
(
y(t ),G˜T
)
Ψ1+G1(Ψ)Ψ1+
(
H (Ψ)Ψ1(·)
)
G˜1(Ψ),
where G and G1 are given in (5.8), G˜
cu is evaluated at
(
Ψ,hcs(Ψ)
)
, and H at
Ψ(t ,xcs). Note that hcs ∈ Γµ,δ, it is natural to require the ‖Dhcs‖Y1 ≤ µ. Just as in
Remark 4.1, the right side of (5.10) and the integrand in (5.9) are well-defined.
Since (4.9) is autonomous, when xcs is shifted toΨ(t0,x
cs), the principle funda-
mental solution to the associated (5.10) becomes Ψ1(t + t0)Ψ1(t0)−1. Therefore
we obtain
(T1H )
(
Ψ(t0,x
cs)
)
Ψ1(t0)W˜ =−
∫∞
t0
e (t0−t )λ
+
c
(
Dxcs G˜
+(
Ψ,hcs(Ψ)
)
+Da+G˜+
(
Ψ,hcs(Ψ)
)
H
(
Ψ
))
Ψ1(t )W˜ dt ,
(5.11)
whereΨ is still evaluated at (t ,xcs) andΨ1 defined for x
cs .
If hcs ∈C1, thenDhcs must be the fixed point ofT1. Therefore, our strategy to
prove hcs ∈C1 is to show
(1) T1 is a well-defined contraction on Y1(µ),
(2) the fixed point of T1 is indeedDh
cu .
Throughout the procedure, (4.7), (4.13), and (4.18) are assumed.
Step 1: show T1H ∈ Y1(µ). Analogous to Lemma 4.8, we have that for any
xcs ∈ X cs(δ),
(5.12) ‖Ψ1(t ,xcs)W˜ ‖H1,A ≤CeCηt‖W˜ ‖H1,A,
which along with (4.18) implies
(5.13) |(T1H )(xcs)W˜ | ≤Cδ(λc −Cη)‖W˜ ‖H1,A ≤µ‖W˜ ‖H1,A.
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Much as (5.13), it also holds that T (n)1 (H )→T1(H ) uniformly in xcs , where(
T
(n)
1 (H )
)
(xcs )W˜ =−
∫n
0
e−λc t
(
Dxcs G˜
+(
Ψ,hcs(Ψ)
)
+Da+G˜+
(
Ψ,hcs(Ψ)
)
H
(
Ψ
))
Ψ1(t )W˜ dt .
From the continuity of DG˜cs,+, it is easy to verify that
(
T
(n)
1 (H )
)
(xcs) is C0 in
xcs . Therefore T1(H ) is also continuous and thus T1(H ) ∈ Y1(µ).
Step 2: estimate the Lipschtiz constant of T1. Let H j ∈ Y1(µ) and Ψ1, j (t ) be
defined in (5.10) for H j , j = 1,2, which satisfy
∂t (Ψ1,2−Ψ1,1)=
(
Acs (c , y,GT )−G1(Ψ)− G˜1(Ψ)H1
)
(Ψ1,2−Ψ1,1)
+
(
(H2−H1)(Ψ)Ψ1,2
)
G˜1(Ψ)
and (Ψ1,2−Ψ1,1)(0)= 0.
From estimate (5.12) on homogeneous solutions to (5.10) and the variation of
constant formula, we obtain
‖(Ψ1,2(t ,xcs)−Ψ1,1(t ,xcs))W˜ ‖H1,A ≤CδteCηt‖H2−H1‖Y1‖W˜ ‖H1,A
where we also used ‖G˜1‖H1,A ≤Cδ which is obvious from its definition. Accord-
ing to the definition of T1, we have, for any x
cs ∈ X cs(δ),(
T1(H1)−T1(H2)
)
(xcs)=−
∫∞
0
e−λc t
(
Da+G˜
+(H2−H1)Ψ1,2(t )
+ (Dxcs G˜++Da+G+H1)(Ψ1,2−Ψ1,1)(t )
)
dt ,
where DG˜+ is evaluated at
(
Ψ,hcs(Ψ)
)
, H j atΨ, andΨ at (t ,x
cs). Using (5.12),
and the above estimates onΨ1,2−Ψ1,1, it follows that
‖T1(H1)−T1(H2)‖Y1 ≤Cδ(λ−Cη)−2‖H2−H1‖Y1 .
Assume
(5.14) Cδ(λ−Cη)−2 < 1,
then T1 is a contraction mapping on Y1(µ). Let H
cs ∈ Y1(µ) be the unique fixed
point of T1.
Step 3: Show Dhcs =H cs . Since H cs(xcs) is continuous in xcs , it suffices to
show Dhcs(xcs0 )W˜ =H cs(xcs0 )W˜ at any fixed xcs0 ∈ X cs(δ) and W˜ ∈ X˜ cs\{0}. Let
Ψ1(t ) be defined as in (5.10) associated to H
cs and xcs0 and
RΨ(t )=Ψ(t ,xcs0 +W˜ )−Ψ(t ,xcs0 )−Ψ1(t )W˜ ,
Rh(t )= hcs
(
Ψ(t ,xcs0 +W˜ )
)
−hcs
(
Ψ(t ,xcs0 )
)
−H cs
(
Ψ(t ,xcs0 )
)
Ψ1(t )W˜ .
Denote
W (s, t )= (1− s)Ψ(t ,xcs0 )+ sΨ(t ,xcs0 +W˜ ),
a+(s, t )= (1− s)hcs
(
Ψ(t ,xcs0 )
)
+ shcs
(
Ψ(t ,xcs0 +W˜ )
)
.
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and for α= cs,+
Rα(t )=G˜α
(
W (1, t ),a+(1, t )
)
−
[
G˜α+Dxcs G˜α
(
W (1, t )−W (0, t )
)
+Da+G˜α
(
a+(1, t )−a+(0, t )
)]
where G˜cs and DG˜cs in the brackets [. . .] are evaluated at
(
W (0, t ),a+(0, t )
)
=(
Ψ(t ,xcs0 ),h
cu
(
Ψ(t ,xcs0 )
))
. From (5.4) and T1(H
cs)=H cs , we have
Rh(0)=−
∫∞
0
e−λc t
(
R+(t )+Dxcs G˜+RΨ(t )+Da+G˜+Rh(t )
)
dt .
Moreover, using (5.4) and (5.11), we also obtain
(5.15) Rh(t )=−
∫∞
0
e−λcτ(R++Dxcs G˜+RΨ+Da+G˜+Rh)(t +τ)dτ, t ≥ 0,
where again the aboveDG˜+ are evaluated at
(
Ψ(t +τ,xcs0 ),hcs
(
Ψ(t +τ,xcs0 )
))
.
From (4.9) and (5.10), RΨ(t ) satisfies RΨ(0)= 0 and
∂tRΨ = A˜cs0 (t )RΨ+ A˜+0 (t )Rh+Rcs +Dxcs G˜csRΨ+Da+G˜csRh +
∫1
0
(A˜css
− A˜cs0 )(t )
(
W (1, t )−W (0, t )
)
+ (A˜+s − A˜+0 )(t )
(
a+(1, t )−a+(0, t )
)
ds
whereDG˜cs is evaluated at
(
W (0, t ),a+(0, t )
)
, A˜+s (t )∈ X cs and the operator A˜css (t ) ∈
L(X cs) are given by
A˜css (t )W˜ =Dxcs
(
Acs
(
y,GT (xcs ,a+)
)
xcs
)
|(
W (s,t ),a+(s,t )
)(W˜ )
=Acs
(
y(s, t ),GT
(
W (s, t ),a+(s, t )
))
W˜
+Dxcs
(
Acs
(
y,GT (xcs ,a+)
))
|(
W (s,t ),a+(s,t )
)(W˜ )W (s, t )
A˜+s (t )=Da+
(
Acs
(
y,GT (xcs ,a+)
))
|(
W (s,t ),a+(s,t )
)W (s, t )
withW (s, t ) and a+(s, t ) defined in the above and y(s, t ) being the y component
ofW (s, t ) (so theDxcs also acts on the y component in A
cs).
For W˜ = (y˜ , a˜−,V˜ ), we have
A˜+s W˜ = (0,0,V +), (A˜css − Acs |(W (s,t ),a+(s,t )))W˜ =
(
0,0,V cs)
and from Lemma 4.5,
(5.16) ‖V cs,+‖L1
[t0,t0+T ]H
1 ≤CT 12 (1+T )‖W ‖X cs[t0 ,t0+T ]‖V˜ ‖L∞[t0,t0+T ]H1 .
We first consider t2 ∈ (t1, t1+1) in the following estimates, where we can use
W ∈ X cs
[t1,t2]
(Cδ) due to Lemma 4.8 which also yields
‖W (1, t )−W (0, t )‖ST c
[t1 ,t2]
,A ≤C‖W (1, t1)−W (0, t1)‖H1 ,A ≤CeCηt2‖W˜ ‖H1,A.
(5.17)
A similar argument would imply
(5.18) ‖Ψ1(t )W˜ ‖ST c
[t1,t2]
,A ≤CeCηt2‖W˜ ‖H1,A.
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Inequality (5.17) along with (4.4) and Lemma 4.5 implies
‖Rcs(t )‖L1
[t1,t2]
X cs +|R+(t2)| ≤C‖W (1, t )−W (0, t )‖2X cs
[t1 ,t2]
≤CeCηt2‖W˜ ‖2H1,A.(5.19)
for any 0≤ t1 < t2.
The integral terms in ∂tRΨ can be estimated by Lemma 4.5, which along with
inequalities (5.17) and (5.19) implies
‖∂tRΨ− A˜cs0 (t )Rψ− A˜+0 (t )Rh−Dxcs G˜csRΨ−Da+G˜csRh‖L1[t1,t2]X cs
≤C‖W (1, t )−W (0, t )‖2X cs
[t1 ,t2]
≤CeCηt2‖W˜ ‖2H1,A.
Again we apply Lemma 4.5 and inequalities (4.4) and (5.16) to estimate other
remainder terms linear in RΨ and Rh and obtain
‖∂tRΨ− Acs
(
y(0, t ),GT (W (0, t ),a+(0, t ))
)
Rψ‖L1[t1,t2](H1 ,A)
≤Cη(‖Rψ‖ST c
[t1,t2]
,A+|Rh |L∞[t1,t2])+Ce
Cηt2‖W˜ ‖2
H1,A
.
With the above estimates, following the samearguments in theproof of Lemma
4.8, we have
‖RΨ(t )‖H1,A ≤C
(
‖eCη(t−·)Rh‖L1
[0,t]
+eCηt‖W˜ ‖2H1,A
)
≤CeCηt (η−1Rh,∞+‖W˜ ‖2H1,A
)(5.20)
where Rψ(0)= 0 was used and
Rh,∞ , ‖e−CηtRh(t )‖L∞
R+
.
Here RC ,∞ <∞ for some C > 0 is due to (5.3) and (5.12). Substituting this into
(5.15), using (4.4), and noting that the estimate on R+(t2) in (5.19) is indepen-
dent of t1, we can compute
Rh,∞ ≤Ce−Cηt
∫∞
0
e−λcτ
(
eCη(t+τ)‖W˜ ‖2H1,A+δ(|Rh |+‖RΨ‖X cs )(t +τ)
)
dτ
≤Ce−Cηt
∫∞
0
e−λcτeCη(t+τ)(‖W˜ ‖2H1,A+δη
−1Rh,∞)dτ
≤C (λc −Cη)−1(‖W˜ ‖2H1,A+δη
−1Rh,∞).
Therefore assumption (5.1) implies
Rh,∞ ≤C (λc −Cη)−1‖W˜ ‖2H1,A.
By letting t = 0, we have |Rh(0)| ≤ C (λc −Cη)−1‖W˜ ‖2H1,A which complete the
proof ofC1 smoothness of the center-stable manifold.
Finally, we prove the center-stable manifold is tangent to the center-stable
subspace along Mc .
Lemma 5.1. There exists C > 0 such that if A and δ satisfy (4.7), (4.13), (4.18),
(5.14), and (5.1), we have Dhcs(y,0,0,0)= 0.
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Proof. Observe that (4.9) and the definition of G˜cs impliesΨ
(
t , (y,0,0)
)
= (y,0,0)
for all t ≥ 0. For any H ∈ Y1, (4.10), the fact DG˜+(y,0,0,0) = 0, and the above
observation implyT1(H )(y,0,0,0)= 0. ThereforeDhcs(y,0,0,0)= 0 at any y ∈R,
which implies that at any solitary wave on Mc , the center-stable manifold is
tangent to the center-stable subspace. 
6. LOCAL DYNAMICS NEAR SOLITARY WAVES
In this section, we study the local dynamics near solitary waves based on local
invariant manifolds. We will prove: (i) the center-stable manifold repels nearby
orbits in positive time and attracts nearby orbits in negative time; (ii) on the
center-stable manifold, center manifold attracts nearby orbits in positive time;
and (iii) the orbital stability on centermanifolds. Various norms in the below are
defined in Sections 3 and 4. Even though we are still working with the modified
system (4.5a) and (4.5b), by taking δ > 0 much smaller than the one in the cut-
off, all the results valid in aCδ-neighborhood in this section hold for the original
gKDV equation.
6.1. Dynamics near the center-stable and center-unstable manifolds. In this
subsection, we study the local dynamics for initial data near the center-stable
manifold.
Proposition 6.1. Let U (t ) = Em⊥
(
xcs(t ),a+(t )
)
∈ Em⊥
(
B1(δ)⊕B1(δ)⊕X ec (δ)
)
be a solution to (2.2) for t ∈ [0,T ] with the initial dataU (0)= Em⊥(x¯cs , a¯+).
We have∣∣a+(t )−hcs(xcs(t ))∣∣≥ e (λc−Cδ)t ∣∣a¯+−hcs(x¯cs)∣∣ ∀t ∈ [0,T ],
The above inequality indicates that the center-stable manifold repels nearby
orbits forward in time and, as (2.2) is autonomous, it also attracts nearby orbits
backward in time.
Proof. Without loss of generality, wemay assume a¯+ , hcs(x¯cs). Let x˜cs(t ) be the
solution to (4.9) with h = hcs and x˜cs(t0) = xcs(t0), and let a˜+ = hcs(x˜cs). By the
invariance of the center-stable manifold, we have
(6.1) ∂t
(
a+− a˜+
)
=λc
(
a+− a˜+
)
+G˜+(xcs ,a+)−G˜+(x˜cs , a˜+).
Since (4.4) yields∣∣G˜+(xcs ,a+)−G˜+(x˜cs , a˜+)∣∣≤Cδ(‖xcs − x˜cs‖H1,A +|a+− a˜+|) ,(6.2)
and xcs(t0)− x˜cs(t0)= 0, (6.1) and (6.2) yield ∂t |a+− a˜+|t=t0 > 0. Let
T1 := sup
{
t ∈ [0,1] : ∂t |a+− a˜+| > 0 in [t0, t0+ t )
}
.
We show T1 = 1 in the below. Suppose otherwise T1 < 1, by its definition, one
has
∂t |a+− a˜+|t=t0+T1 = 0, ‖a+− a˜+‖L∞[t0,t0+T1] = |a
+(t0+T1)− a˜+(t0+T1)|.
By Lemma 4.8, we have
‖xcs(t0+T1)− x˜cs (t0+T1)‖H1,A ≤Cη|a+(t0+T1)− a˜+(t0+T1)|.
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It follows from (6.1) and (6.2)
∂t |a+− a˜+|t=t0+T1 > 0,
which is a contradiction to the definition of T1 and T1 < 1. Therefore, T1 = 1 and
for t ∈ [0,1], ‖a+− a˜+‖L∞[t0,t0+t] is always achieved at t0+ t . Again from Lemma 4.8,
we have that, for any t ∈ [0,1],
(6.3) ‖xcs(t0+ t )− x˜cs(t0+ t )‖H1,A ≤Cη|a+(t0+ t )− a˜+(t0+ t )|.
By applying (6.2) and the above inequality to (6.1), we have
|∂t (a+− a˜+)−λc (a+− a˜+)| ≤Cδ|a+− a˜+|, t ∈ [0,1].
Then by the Gronwall inequality, we obtain
|a+(t0+ t )− a˜+(t0+ t )| ≥ e (λc−Cδ)t |a+(t0)− a˜+(t0)|, t ∈ [0,1].
Since Lemma 5.1 yields
(6.4) Dhcs ≤Cδ in Em⊥
(
B1(δ)⊕B1(δ)⊕X ec (δ)
)
,
along with (6.3), the inequality implies, for t ∈ [0,1],
∣∣a+(t0+ t )−hcs(xcs(t0+ t ))∣∣≥ (1−Cδη)|a+(t0+ t )− a˜+(t0+ t )|
≥(1−Cδη)e (λc−Cδ)t |a+(t0)− a˜+(t0)| ≥ eλc−3Cδ
∣∣a+(t0)−hcs(xcs(t0))∣∣(6.5)
Iterating the above estimate, we complete the proof. 
Remark 6.2. The exponential type estimate in Proposition 6.1 can also be ob-
tained by a more direct approach through considering ∂t
(
a+−hcs(xcs)
)
and us-
ing the invariance of hcs . Since ∂t x
cs ∈H−2 and Dhcs acts only on H1, this pro-
ceduremay be carried out for xcs ∈H4 and the estimate for xcs ∈H1 follows from
the continuous dependence in H1 of the solutions on their initial data and the
continuity of hcs . However, due to the lack ofO(T ) estimate on DG˜cs in Lemma
4.5, one would only obtain a lower bound in the form of (1−Cδ)e (λc−Cδ)t and it
is not easy to get rid of the factor 1−Cδ.
For any pointU = Em⊥(y,a+,a−,V e ) in a small neighborhood ofMc , the total
of the norms |a+|+ |a−|+‖V e‖H1 of its transversal components is equivalent to
its distance di st (U ,Mc) to Mc , where
(6.6) di st (U ,K )= inf
U˜∈K
‖U −U˜‖H1
for any subset K ⊂ H1. See Remark 2.3. The above Proposition yields the non-
linear instability of the traveling waves with an exit time estimate.
Corollary 6.3. For anyU (0) ∉W cs(Mc ), ∃T ∗ > 0 such that
di st
(
U (T ∗),Mc
)
≥ δ.
Parallel to the center-stable case, the center-unstablemanifold attracts nearby
orbits exponentially as t→+∞.
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Proposition 6.4. Let U (t ) = Em⊥
(
xcu(t ),a−(t )
)
∈ Em⊥
(
B1(δ)⊕B1(δ)⊕X ec (δ)
)
be a solution to (2.2) for t ∈ [0,T ] with the initial dataU (0) = Em⊥(x¯cu , a¯−). We
have ∣∣a−(t )−hcu(xcu(t ))∣∣≤ e−(λc−Cδ)t ∣∣a¯−−hcu(x¯cu)∣∣ ∀t ∈ [0,T ].
Moreover, for anyU (0) ∉W cu(Mc ), ∃T ∗ < 0 such that
di st (U (T ∗),Mc )≥ δ.
Since the center manifold is the intersection of the center-stable and center-
unstable manifolds, the above theorems imply
Corollary 6.5. For anyU (0) ∉W c (Mc ), ∃T ∗ ∈R such that
di st
(
U (t ),Mc
)
≥δ.
Remark 6.6. Corollary 6.5 along with the above exponential estimates indicates
that the nonlinear instability of the solitary waves for the supercritical gKDV
equations is generic in the sense that if initial data is not on the co-dim 2 center
manifold, then the flow will leave a neighborhood of the soliton manifold ex-
ponentially fast at least in one time direction. This result is stronger than the
classical nonlinear instability result of the existence of special initial data in any
neighborhood of the solitary waves whose orbit leaves a neighborhood of the
soliton manifold.
6.2. Dynamics inside the center-stable and center-unstable manifolds and the
orbital stability inside center-manifolds. Based on the exponential estimates
in the directions transversal to the center-stable and center-unstable manifolds
obtained in Subsection 6.1 and the energy conservation, we shall prove the ex-
ponential stability of the center manifold inside the center-stable manifold and
the orbital stability of the traveling waves inside the center manifold. Recall
that the center manifold W c (Mc ) is the graph {a
± = h±(y,V e )} of hc = (h+,h−).
Clearly,
h+ = hcs(y,h−,V e ), h− = hcu(y,h+,V e)(6.7)
h±(y,0)= 0, Dh±(y,0)= 0.(6.8)
Proposition 6.7. There existsC0 ≥ 1 such that the following hold.
(1) LetU (t ) = Em⊥(y,a+,a−,V e )(t ) for t ≥ 0 be a solution to (2.2) with the
initial data
U (0)= Em⊥
(
y¯ , a¯+, a¯−,V¯ e
)
∈W cs(Mc ), V¯ e ∈ X ec ,y¯ , |a¯±|,‖V¯ e‖H1 ≤C−10 δ,
then we have∣∣a−−h−(y,V e )∣∣≤ (1+Cδ2)e−(λc−Cδ)t ∣∣a¯−−h−(y¯ ,V¯ e)∣∣ , ∀t ≥ 0
and
‖V e‖2
H1
≤C (‖V¯ e‖2
H1
+|a¯−−h−(y¯ ,V¯ e)|3).
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(2) LetU (t ) = Em⊥(y,a+,a−,V e )(t ) for t ≤ 0 be a solution to (2.2) with the
initial data
U (0)= Em⊥
(
y¯ , a¯+, a¯−,V¯ e
)
∈W cu(Mc ), V¯ e ∈ X ec ,y¯ , |a¯±|,‖V¯ e‖H1 ≤C−10 δ,
then we have∣∣a+−h+(y,V e )∣∣≤ (1+Cδ2)e−(λc−Cδ)t ∣∣a¯+−h+(y¯ ,V¯ e)∣∣ , ∀t ≥ 0
and
‖V e‖2
H1
≤C (‖V¯ e‖2
H1
+|a¯+−h+(y¯ ,V¯ e)|3).
Proof. Wewill consider the center-stable case, while the other one can be proved
similarly. SinceU (t ) ∈W cs(Mc ), (6.7) and (6.4) imply that, if |a±|,‖V e‖H1 < δ on
[0,T ], then for t ∈ [0,T ],
|h+(y,V e )−a+| = |hcs(y,h−,V e)−hcs(y,a−,V e)| ≤Cδ|h−(y,V e )−a−|,
and
|
(
h−(y,V e)−a−
)
−
(
hcu(y,a+,V e)−a−
)
| ≤ |hcu(y,h+,V e)−hcu(y,a+,V e )|
≤Cδ|h+(y,V e)−a+| ≤Cδ2|h−(y,V e)−a−|.
Applying this inequality at t ∈ [0,T ] and then alongwith Proposition 6.4, we have
|h−(y,V e)−a−| ≤(1+Cδ2)|a−−hcu(y,a+,V e )|
≤(1+Cδ2)e−(λc−Cδ)t |a¯−−hcu(y¯ , a¯+,V¯ e)|
≤(1+Cδ2)e−(λc−Cδ)t |a¯−−h−(y¯ ,V¯ e )|.
(6.9)
To estimate the bound on ‖V e‖H1 on [0,T ], let
E˜(y,V e )= (E +cP)
(
Em⊥(y,a+,a−,V e)
)
.
On the one hand, clearly for any y ∈R, it holds that
(E +cP)′
(
Qc (·+ y)
)
= 0, (E +cP)′′
(
Qc (·+ y)
)
= Lc ,y ,
hcs(y,0,0)= 0, Dhcs(y,0,0).
Therefore, due to the smoothness of hcs , from Lemma 2.2 one has the following
expansion for [0,T ],
E˜
(
y,a+,a−,V e
)
− E˜ (y,0,0,0)
=1
2
〈Lc ,y (V e +a−V −c ),V e +a−V −c 〉+O(‖V e (t )‖3H1 +|a
−|3)
=1
2
〈Lc ,yV e ,V e〉+O
(
‖V e (t )‖3
H1
+|a−|3
)
≥(1/C )‖V e‖2
H1
−C (‖V e‖3
H1
+|a−|3).
On the other hand, by the conservation and the translation invariance of the
energy-momentum functional, we have
E˜
(
(y,a+,a−,V e )(t )
)
− E˜
(
y(t ),0,0,0
)
= E˜ (y¯ , a¯+, a¯−,V¯ e
)
− E˜ (y¯ ,0,0,0)
≤C (‖V¯ e‖2
H1
+|a¯−|3).
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These inequalities imply
‖V e‖2
H1
≤C (‖V¯ e‖2
H1
+|a¯−|3+|a−|3).
It is straight forward to obtain from (6.9) and (6.8)
‖V e‖2
H1
≤C (‖V¯ e‖2
H1
+|a¯−−h−(y¯ ,V¯ e )|3), t ∈ [0,T ].
By choosing C0 appropriately, the above inequality implies ‖V e‖H1 < δ, then T
may be extended to +∞ and we obtain the desired estimates on W cs(Mc ). 
Remark 6.8. The sameproof as above actually implies that the estimates in Propo-
sitions 6.1 6.4, and 6.7 hold for any h˜cs , h˜cu ∈Γµ,δ∩C2 if Em⊥
(
gr aph(hcs,cu)
)
are
locally invariant under (2.2),withoutmodification by cut-off.
This proposition implies the orbital stability of Mc inside W
cs(Mc ) and the
exponential stability ofW c (Mc ) inside W
cs(Mc ) as t→+∞. Parallel results hold
for the center-unstable manifold W cu(Mc ) as t →∞. Moreover, Mc is orbitally
stable inside W c (Mc ) as t→±∞. The estimates in Propositions 6.1, 6.4, and 6.7
yield the following characterizations.
Proposition 6.9. There exists δ> 0 andC > 1, such that, for anyU0 ∈H1 satisfy-
ing di st (U0,Mc)≤ δ
(1) U0 ∈W cs(Mc ) if and only if the solutionU (t ) to (2.2) withU (0)=U0 sat-
isfies di st
(
U (t ),Mc
)
≤Cδ for all t ≥ 0.
(2) U0 ∈ W cu(Mc ) if and only if the solution U (t ) to (2.2) with U (0) = U0
satisfies di st
(
U (t ),Mc
)
≤Cδ for all t ≤ 0.
(3) U0 ∈W c (Mc ) if and only if the solutionU (t ) to (2.2) withU (0) =U0 sat-
isfies di st
(
U (t ),Mc
)
≤Cδ for all t ∈R.
Remark 6.10. Usually, W cs(Mc ), W
cu(Mc ), and W
c (Mc ) may not be unique due
to the cut-offmodification in their constructions. However, the above character-
ization implies the uniqueness of the local center-stable, center-unstable, and
the center manifolds of Mc under (2.2).
6.3. Local Invariant Manifolds of M . So far we have constructed local invari-
ant manifolds for Mc with a fixed c > 0. Recall the scaling transformation T λ
defined in (1.2). From Proposition 6.9, it is clear that the local invariant mani-
fold W α(Mc ), α ∈ {cs,cu,c} for different c differ only by a rescaling, namely, for
any c > 0,
(6.10) W cs,cu,c (Mc )= {T
p
cU |U ∈W cs,cu,c (M1)}.
The following lemma indicates that local invariantmanifolds ofMc for nearby
c patch perfectly. Let Em⊥c denote the embedding defined in (2.18) for c .
Lemma 6.11. For any c > 0, there exists ε= ε(c)> 0 such that if |c j−c | ≤ ε, j = 1,2,
then for α ∈ {cs,cu,c},
W
α(Mc2)∩Em⊥c2
(
B1(ε)⊕B1(ε)⊕X ec2 (ε)
)
⊂W α(Mc1).
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Proof. Qc2(x − c2t ) is a solution to (1.1). In the traveling frame (t ,x− c1t ), it be-
comesQc2 (x− (c2−c1)t ) . Since
‖Qc2 (x− (c2−c1)t )−Qc1 (x− (c2−c1)t )‖H1 ≤C |c2−c1|
andQc1 (x− (c2−c1)t ) ∈Mc1 , we have
inf
y∈R
‖Qc2 (·− (c2−c1)t )−Qc1‖H1 ≤C |c2−c1|.
Then the desired result follows by Proposition 6.9.

Consequently, we can patch W cs,cu,c (Mc ) with different c to form the center-
stable manifold of M . In fact, let
(6.11) W cs,cu,c (M )=
⋃
c>0
W
cs,cu,c (M ).
The above lemma implies thatW cs,cu,c (M ) is a smooth codim-1 submanifold
in H1.
Remark 6.12. In fact, due to the scaling invariance (6.10), W cs,cu,c (Mc ) are in-
variant under the rescaling (1.2).
Remark 6.13. The stable and unstable manifolds can be constructed through a
simpler procedure. Thanks to their uniqueness, one may construct stable and
unstable manifolds of a single solitary waveQc , and then those of Qc (·+ y) can
be obtained simply by translation. In this procedure, since y = 0 ∈ R3 is fixed in
the construction, the only obstacle preventing the classical invariant manifold
theory to be applicable straightforwardly is the derivative loss in the nonlinear-
ity, which can be overcome by the smoothing estimates in Section 3. Actually,
with the smoothing estimates, onemay carry out the construction following the
approach in [8].
Remark 6.14. In [9], Combet constructed solutions converging to solitary waves.
From the point of view of dynamical systems theory, the solutions constructed
by Combet must locate in the stable manifolds of solitary waves.
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