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Estimating the free energy associated with the adsorption of materials-binding pep-
tides or conformational changes in biomolecules is fundamental to quantify their in-
teractions across bio/inorganic interfaces, but is difficult to achieve both experimen-
tally and theoretically. Computer simulations, on the other hand, reveal fundamen-
tal insights into processes occurring on the nanoscale with varying level of details and
accuracy؛ needless to say, that this is often possible at a fraction of the expense of an
experimental setup with the same resolution. The highest level of detail and accuracy
is achieved with ab initio quantum chemical calculations for which the Schrödinger
Equation is solely solved with natural constants. However, approximations must be
made and thus the accuracy strongly depends on the amount of quantum effects con-
sidered in the theoretical formulations. In general, the immense computational effort
for a description of systems at relatively small length and time scales is the most severe
drawback of these methods. On the contrary, classical molecular dynamics simulations
facilitate simulations several orders of magnitude higher in time and length scales by
employing effective interaction potentials between atoms to describe e.g. van der Waals,
Coulomb, or covalent bond interactions. “ disadvantage of this approach is that the
accuracy of classical force fields crucially depends on the reliability of the underlying
parameterization— applications to problems beyond the context of the original parame-
terization, need to be handled with caution and have to be reviewed thoroughly. Thus,
it is necessary to validate results from classical molecular dynamics with experiments by
comparing physical or chemical quantities describing distinct properties. The extreme
difference in time and length scales between experimental setups in the laboratory and
the virtual reality of a computer simulation renders this task even more challenging.
The first part of this work aims on the assessment of a suitable set of force fields to
describe biomolecular systems. It is shown that reactive force fields, although, in prin-
ciple very promising, are not yet sufficiently developed for a realistic description of the
interface between dissolved biomolecules and oxide surfaces. ”ased on these findings, a
classical force field, describing a deprotonated silica surface, is developed and examined
iii
with respect to its applicability to describe the interface between water and silica. In a
further step, the newly developed force field is applied to simulate interfacial systems,
which additionally include dissolved biomolecules.
Challenging in biomolecular simulations is that larger peptides and proteins exhibit
a vast number of conformational degrees of freedom, thus impeding a straight-forward
prediction of macroscopic properties based on microscopic simulations. If such pro-
teins or peptides are to be considered, regular molecular dynamics simulations are of-
ten limited to only one molecule, if at all, due to the restricted system size and acces-
sible time scale. Free energy changes associated with selected reaction coordinates؜
generalized, one-dimensional system coordinates, representing the progress along a re-
action pathway؜are widely used in both laboratory experiments and simulations to
characterize, e.g., adsorption processes and changes in the structure of biomolecules.
“ suitably chosen free energy reaction coordinate offers a robust opportunity to ver-
ify the applicability of force fields against experiments. However, due to their macro-
scopic nature a free energy is not easily accessible from computer simulations. “ ro-
bust, simulation-based prediction of a macroscopic quantity, such as the free energy, re-
quires that all relevant molecular conformations, even those that are separated by large
energy barriers, are included in the calculation with the correct statistical weights. “
key result of this work is the development of a method to predict circular dichroism
(CD) spectra, utilizing a free energy-based reweighting scheme of the molecule’s con-
formational space in the calculation of the spectra. This process is, amongst others,
correlated with the strength of the surface charge and the presence of charged amino
acids in the peptide chain. “part from that, it was found that amino acids which pos-
sess a long flexible charged side chain (such as arginine) contribute significantly to the
adhesion when they attach to a deprotonated silica surface. “ combination of molecu-
lar dynamics (MD) simulations and dynamical force-spectroscopy experiments based on
atomic force microscopy (“FM) is employed in order to estimate the free energy of ad-
sorption ρFads of a tetrapeptide on amorphous SiOƿ in pure water. The results of both
equilibrium, advanced sampling MD and non-equilibrium, steered MD are compared
with those of two different approaches used to extract ρFads from the dependence of
experimentally measured adhesion forces on the applied “FM loading rates. In order
to obtain unambiguous peak forces and bond loading rates from steered MD trajecto-
ries, a novel numerical protocol is developed based on a piecewise-harmonic fit of the
adhesion work profile along each trajectory. The interpretation of the experiments has
required a thorough quantitative characterization of the elastic properties of polyethy-
lene glycol linker molecules used to tether a repeated GCRL tetrapeptide to “FM can-
tilevers, and of the polypeptide itself.
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Zusammenfassung
Heutzutage ist es experimentell möglich chemische Prozesse auf atomarer Ebene bildlich
darzustellen, wenn auch nur unter Einsatz von immensen Ressourcen und “ufwand. Com-
putersimulationen dagegen erlauben einen fundamentalen Einblick in Prozesse im Nanome-
terbereich mit einer Genauigkeit abhängig vom nötigen Detaillierungsgrad und den ver-
fügbaren Rechenressourcen ؛ häufig mit einem geringeren “ufwand als bei einem Ex-
periment mit gleicher “uflösung im Labor. Die höchstmögliche Genauigkeit ergibt sich
dabei aus Rechnungen die auf quantenmechanischen ab-initioGleichungen, für welche die
Schrödingergleichung nur durch Naturkonstanten gelöst wird, beruhen. Nichtsdestotrotz
müssen häufig “nnahmen und Näherungen gemacht werden um die Komplexität des
Problems zu verringern— Die Genauigkeit der Vorhersage von Computersimulationen
hängt daher davon ab, wie viele quantenmechanische Effekte in dem zugrunde liegendem
Modell berücksichtigt werden. Im “llgemeinen sind die “nforderungen an die Rechenres-
sourcen quantenmechanischer Rechnungen für relativ kleine Längen- und Zeitskalen im-
mens. Im Kontrast dazu erlauben klassische Molekulardynamiksimulationen ummehrere
Grövenordnungen längere und grövere Systeme. Die ”eschreibung des Systems beruht
dabei auf klassischen Effekten, wie z. ”. van der Waals, Coulomb oder harmonische Wech-
selwirkungen, um nur ein paar zu nennen. Der Nachteil ist hierbei, dass die Genauigkeit
der klassischen Kraftfelder von der darunterliegenden Parametrisierung abhängt— das hat
zur Konsequenz, dass eine “nwendung auf ein Problem für welches Kraftfeld nicht gedacht
ist immer mit Vorsicht zu behandeln ist und eine genaue sberprüfung nötig ist. Es ist da-
her notwendig die Ergebnisse aus klassischenMolekulardynamiksimulationen mit physikalis-
chen oder chemischen Eigenschaften des realen Systems zu vergleichen. Die unterschiedlichen
Zeit- und Längenskalen des Experiments im Labor und am Computer machen den Vergle-
ich allerdings zu einer herausfordernden “ufgabe. Erst wenn die systembestimmenden
thermodynamischen Eigenschaften in den Simulationen korrekt wiedergegeben werden,
ist eine genauere ”etrachtung der Struktur des Systems oder der im System ablaufenden
Prozesse auf atomarer Ebene möglich.
Ein Teil dieser “rbeit beschäftigt sich deshalb mit der ”ewertung von Kraftfeldern hin-
sichtlich ihrer “nwendbarkeit auf biomolekulare Systeme an einer Grenzfläche zu einer
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Silica-Oberfläche. In dieser “rbeit wird zunächst gezeigt, dass reaktive Kraftfelder, obwohl
sie sehr vielversprechend sind, momentan nicht in der Lage sind ausreichend realistisch
die Grenzschicht zwischen einem solvatisiertem ”iomolekül und einer Silica-Oberfläche
zu beschreiben. In einem zweiten Schritt wird deshalb ein klassisches Kraftfeld entwickelt
mit der eine deprotonierte Silica-Oberfläche beschrieben werden kann. “nschlievend wird
sberprüft ob das neu entwickelte Kraftfeld die Grenzfläche zwischenWasser und Silica kor-
rekt beschreiben kann.
Das neu entwickelte Kraftfeld wird in einem nächsten Schritt genutzt um Systeme, die
gelöste ”iomoleküle und eine Silica-Oberfläche beinhalten, zu beschreiben. Die ”erücksich-
tigung vonWechselwirkungen zwischen ”iomolekülen wurde bewusst vernachlässigt, um
die Problemstellung nicht noch weiter zu verkomplizieren— In einigen Fällen spielt sie dur-
chaus eine elementare Rolle. Diese “rbeit soll sich aber in erster Linie mit der ”etrachtung
der Wechselwirkung zwischen Oberfläche undMolekül beschäftigen. Proteine und Pep-
tide besitzen eine grove “uswahl an möglichen Konformationen. Die Vorhersage einer
makroskopischen Gröve aus der Simulation hängt aber von der ”erücksichtigung aller
Konformationen ab, unabhängig davon ob sie energetisch sinnvoll sind oder nicht ؛ Das
macht es unter Umständen extrem schwierig, makroskopische Gröven, wie z. ”. freie En-
ergien, korrekt aus der Simulation vorherzusagen. Die ”estimmung von freien Energien ist
weit verbreitet in Laborexperimenten als auch in Computersimulation, da sie eine robuste
Möglichkeit bietet die Simulationen zu verifizieren. Mit Hilfe der freien Energie können
z. ”. die Fähigkeiten eines Moleküls beschrieben werden, selbständig an einer Oberfläche
zu adsorbieren oder eine bestimmte Konformation einzunehmen. Die freie Energie der
“dsorption gibt dabei die bei der “dsorption eines Moleküls frei werdende (oder zusät-
zlich benötigte) Energie an. Häufig werden dafür abstrakte eindimensionale Koordinaten
eingeführt, um den Prozess entlang eines Reaktionspfades zu beschreiben. Freie Energien
können entweder aus der Simulation gewonnen werden, indemman ausreichend lange
simuliert, d. h. über Zeitskalen von Sekunden bis Stunden in Simulationen, oder aber
durch Verwendung ausgeklügelter Methoden, um die Einschränkungen einer normalen
Molekulardynamiksimulation zu überwinden. Ersteres ist normalerweise durch die natür-
liche ”eschränkung verfügbarer Ressourcen in Computersimulationen nicht möglich. In
dieser “rbeit wird deshalb auf fortgeschrittene Methoden, wie paralleles Temperieren und
M঎ঝঊ঍ঢগঊখ঒ঌজ, zurückgegriffen.
Ein wesentlicher Punkt dieser “rbeit ist die Vorhersage freier Energien der “dsorp-
tion aus der Simulation. Simulationen eines Tetrapeptides werden dafür unter Nicht-
Gleichgewichts- sowie Gleichgewichtgsbedingungen durchgeführt und mit Ergebnissen
der Rasterkraftmikroskopie verglichen. Eine weitere wichtige Errungenschaft dieser “rbeit
liegt in der Entwicklung einer Methode zur genauen ”estimmung eines theoretischen Cir-
culardichroismus Spektrums. In dieser ”erechnung werden unterschiedliche Konformatio-
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nen eines Peptides, die zugehörige freie Energie und ihr entsprechendes Circulardichro-
ismus Spektrum explizit in einem “lgorithmus zur Neugewichtung der freien Energie
berücksichtigt, um eine möglichst genaue Vorhersage zu treffen.
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It doesn’t matter how beautiful your theory s, it doesn’t
matter how smart you are. If it doesn’t agree with
experiment, it’s wrong.
Richard P. Feynman
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Why Simulating the Real World?
“ P঎ছজঘগঊক Nঘঝ঎
When Einstein or other great masterminds thought about their ideas and finally brought
them down to paper, they must certainly have felt some kind of relief and happiness ؛ In-
dependent on the resulting impact or even non-impact of my research, I think the same
will be true when I have finished my doctorate. Questions about where phenomena like
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emotions, the mind or soul and human behavior originates from fascinate me since I know
about my own conscious mind.
I’m curios, what are the fundamental reasons of emotions and feelings? “re they some
kind of metaphysical or spiritual phenomenons, which are truly intangible, or does every-
thing humanity is made of simply rest upon on chemical and physical processes happening
in our brain, body and bloodstream. Understanding such processes on a fundamental level
is a way for me to understand the influences, which steer the mechanism behind emotions
like faith, anger, joy, love or hate. “ small hormone named oxytocin for example consists
only of 9 amino acids, or roughly 90 atoms, but has a remarkably attribute– It evidently am-
plifies the faith between humans and plays an important role in stress regulation 118. Knowl-
edge of the occurring processes on a fundamental level can help to allay the pain of severe
illnesses such as depressions or similar.
However, there will and always will be some kind of آmagicأ left over؜the purpose,
desire and driving force of science؜which scientists are not yet able to describe with their
rational minds, philosophers will argue about, and believers may fight for.
1.1 ”঒ঘখঘক঎ঌঞকঊছ “঍জঘছঙঝ঒ঘগ ঘগ T঎ঌ঑গ঒ঌঊক Gকঊজজ঎জ
“ thesis about a scientific research topic is always accompanied with ups and downs, frus-
trations and enthusiasm ؛ I knew that before. In the beginning and throughout the time
I increasingly often encountered the pressing question– Why all this? Thus, this chapter is
intended to explain my driving forces to examine phenomena at the interface of protein-
containing aqueous solutions and the amorphous SiOƿ phase. Moreover, at the end of this
chapter a short introduction of the manufacturing process, some applications, and struc-
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Figure 1.1: Example of a typical pharmaceutical glass vial for the packaging of protein containing aqueous so-lutions. The image is under the creative commons licence CC0 andwas obtained from the clker.com database(http://www.clker.com/clipart-160615.html).
tural properties of technical glasses are given to show the versatility of glasses— making them
intriguingly interesting.
Protein-based drugs are often stored in glass vials, particularly when they are dissolved in
an aqueous solution. “ typical pharmaceutical packaging for protein based drugs is shown
in Figure 1.1. Widely used is, for example, the angiogenesis inhibitor bevacizumab that slows
down the growth of new blood vessels ؛ a drug with the most comprehensive development
program in oncology. ”evacizumab is a humanized monoclonal antibody of the group of
immunoglobulines (IgG1) and is prescribed to treat, amongst others, breast, colorectal, or
lung cancer. “part from the packaging of drugs, the issue of protein adsorption onto solid
surfaces in a wet environment is of great importance for the design and functionalisation
of materials in the context of biomedical implants, biosensors, antifouling surfaces, and
microelectromechanical systems 89,61,193,229.
“lthough glasses are known to possess highly inert surfaces, adhesion of the dissolved
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active principles of the protein-containing water solution on the container’s wall is known
to occur. The loss of efficiency and the dangerous side-effects which this may cause, are
not at all desirable. Thus, the requirements for primary packagings of new pharmaceuti-
cal biological drugs in the pipeline are high and ever increasing. This is a particularly seri-
ous problem in the case of low concentrated biomolecule formulations, when a significant
amount of dissolved active principles adsorbs at the pharmaceutical packaging surface. In
the last twenty years, efforts have been made to reduce the protein adsorption through
modification of the drug formulation including additional ingredients, such as sacrificial
proteins (typically human serum albumin), salts (NaCl) or surfactants (e.g. tensides like
Tween 20) 104,127,97. However, this is an expensive and time-consuming route, since any
novel reformulation of a drug requires a novel drug certification. “dditional ingredients
carry the risk of unwanted side-effects. Thus, there is a high market need for bio-compatible
pharmaceutical packaging surfaces, which can drastically reduce the adsorption of the ac-
tive biomolecules on the packaging wall. This becomes particular evident, for example, in
the case of the recombinant human interleukin-12 (rhIL-12) protein. One possible usage
of this protein is the inhibition of tumor angiogenesis 1. The amount of recovered rhIL-12
after 16 hours incubation time at pH 5.6 and room temperature is illustrated for two dif-
ferent glasses types in Figure 1.2. The amount of recovered rhIL-12 was determined by us-
ing Reverse Phase High Performance Liquid Chromatography (RP-HPLC). Most critical
is the high loss of active ingredients at low concentrations, since novel biological drugs to
treat, e.g., cancer are often stored in glass vials at very low concentrations. Surprisingly, the
amount of adsorbed rhIL-12 could be significantly reduced by coating the inner glass walls
with a pure SiOƿ phase using a plasma treatment. The recovered rhIL-12 protein concen-
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Figure 1.2: Reduction of protein loss through a silicon-dioxide coating developed by Schott AG (“Type I plus”) in com-parisonwith an uncoated standard vial (“Type I”). Used concentrations are given in the legend. Source: Schott AG(Patents: EP821079B1, EP811367B1)
tration was stable even over 36 months at various temperatures. “ comparison of the long-
term protein concentration stability between آType I plusأ and standard vials is shown in
Figure 1.3 for another type of biomolecule, i.e. nicotinic acetylcholine receptors (n“ChR).
However, this behavior may not be true for other protein-based drugs and furthermore
associated phenomena of bimolecular adsorption are still not fully understood. On that
account it is necessary to understand underlying physical and chemical processes emerg-
ing at the atomistic scale upon adsorption of a biomolecule onto a solid surface from the
aqueous phase. “tomic-level investigations of glassy interfaces thus have a high potential
impact on society, additional to their significant value measured in purely scientific terms.
However, the atomistic details of the interactions mediated by these effects are still unclear
and are the object of intense experimental and theoretical investigations 107,175,176. “s far as
atomistic modeling is concerned, most of the present studies either deal with the interac-
tions between single amino acids and idealized metal (or oxide) surface models at the level
of Density Functional Theory 206, or try to describe the interaction between larger protein
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Figure 1.3: nAChR concentration in solution after several hours of incubation in two different glass vials. Source: Dr.André Schrattenholz, Johannes Gutenberg-UniversitätMainz, Medical School, Institute of Physiological Chemistryand Pathobiochemistry
fragments and chemically inert surfaces at the level of classical force field potentials 176,53,180.
Recently, the adhesion of predominantly hydrophobic spider-silk protein domains on a hy-
drophobic diamond surface has been studied by a combination of atomistic MDmodeling
with single-molecule “FM spectroscopy experiments 107. This study revealed that MD sim-
ulations are capable of predicting the maximum adhesion force between an adsorbed pro-
tein and a solid surface with very high precision (within 5 pN of the experimental values),
as long as no covalent interactions govern the adhesion behavior. However, the adhesion
of peptides to surfaces may involve interactions which go beyond the آweak forcesأ easily
included in force field potentials, and rely on chemical effects stronger than purely ionic or
hydrogen bonds 129.
The interaction of a protein with a solid surface is a complex process. Diffusion or con-
vection driven processes bring molecules in proximity to the surface on which they can ad-
sorb, diffuse, (partially) unfold, or desorb. Driving factors for the adsorption are electro-
static, dispersive 11 or hydrophobic 139 interactions, as well as energetically favorable changes
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in the tertiary protein structure 159,156. Other factors, such as intrinsic properties of the pro-
tein, the physics/chemistry of solid surface, and the composition of the liquid (آformu-
lationأ) can have a great impact on the adsorption behavior, as well. Numerous differ-
ent techniques are used to examine the adsorption process and to evaluate the amount or
structural changes of the adsorbed proteins 117,153. These include (i) high performance liquid
chromatography (HPLC) used for the separation and quantification of components in a
mixture— (ii) X-ray photoelectron spectroscopy (XPS) which is used for analyzing the ori-
entation, surface coverage or layer thickness of an adsorbent— (iii) Fourier transform or at-
tenuated total reflection infrared spectroscopy (FTIR or “TR-IR) which find applications
in many fields, e.g., in analyzing protein conformations or the quantification of molecular
species— (iv) time-of-flight secondary mass spectrometry (ToF-SIMS) which can be used to
analyze the adsorption, conformations, and orientations of biomolecules on substrates or
(v) atomic force microscopy (“FM) from which adhesion forces, lateral distributions and
layer thicknesses with molecular resolution under native conditions, i.e., in buffer or for-
mulation solution, can be obtained. (vi) Ellipsometry and especially (vii) Quartz Crystal
Microbalance (QCM) are tools for in-situ experiments to follow the kinetics of the adsorp-
tion in real-time. QCM also allows to determine if the process is reversible or not, and the
influence of changes in the formulation composition on the adsorption 135. “ major draw-
back of all experimental techniques listed above is that no single-atom level information can
be resolved, and therefore the knowledge about the detailed protein/surface interactions
which eventually drive adhesion is severely limited.
In this work, as a considerable progress with respect to the state of the art, experimental
results of peptide molecules, synthesized ad hoc, is combined with advanced atomistic mod-
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eling of the same peptides. The scope of this work is thus to gain a detailed, atomistic-scale
knowledge of chemical and physical processes, taking place at glassy interfacial systems. In
particular chemical and physical interactions of peptides at these interfaces are analyzed and
possible structural changes, local adhesive interactions and other associated phenomena, oc-
curring upon adsorption, are quantified via molecular dynamics simulations. The physical
and chemical informations gained thereof are brought into close relation with results from
experimental spectroscopic techniques, i.e. circular dichroism and atomic force microscopy.
1.2 “ S঑ঘছঝ Sঝঘছঢ ঊঋঘঞঝ T঎ঌ঑গ঒ঌঊক Gকঊজজ঎জ
Products made out of glass play a significant role not only in our daily live— in its natural
occurrence as quartz and its several varieties, SiOƿ is also one of the main constituents of
the earth’s crust. Manufactured industrially it is used for example in optical glasses as lenses,
prisms and mirrors which are essential parts in microscopes, spyglasses or telescopes. “part
from this they can also be found in glass-ceramics of hobs, tumblers, light bulbs, optical
fibers, glass fiber-reinforced plastics and as glass panels for cars, buildings and protective lay-
ers for solar modules؜but, above all, a special focus in this work is on the potential usage
of glasses in the pharmaceutical packaging of drugs. In order to illustrate the importance of
realistic silica surfaces in simulations, an introduction into topological and chemical hetero-
geneities occurring on silica surfaces will be given.
Glasses can be classified according to their genesis or chemical composition. The for-
mer is divided into in artificial and natural glasses, whereby natural glasses emerge from the
melting of sands. Its regular crystal structure can be disturbed by the subsequent effect of
a shock wave transforming them into an amorphous crystal. “rtificial glasses are mostly
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produced by melting raw materials in different smelters or from a so-called sol-gel process,
where successively thin layers are deposited on the substrate. “ major group in the classi-
fication according to their chemical composition is, for example, the siliceous glasses with
its most prominent representative the soda lime glass. Some siliceous glasses are doped by
other oxides, such as aluminum oxide or sodium carbonate, but all have the same underly-
ing network of amorphous silicon dioxide in common. Without additional constituents in
its pure SiOƿ form, siliceous glasses are called vitreous, quartz or silica glass. Silica glass in
its pure form is of great importance for this work, since it is often used in pharmaceutical
packaging due to its very high chemical inertness. This manifests in its resistance to nearly
all elements and compounds including virtually all acids, independent of concentration,
but with one exception– hydrofluoric acid which is very reactive even in fairly low concen-
trations. ”roadly speaking, the relatively well-defined structures of pure SiOƿ phases make
them a good candidate for computer simulations ؛ in other words, it is a system which al-
lows fundamental insights without the requirement for including effects arising from the
introduction of impurities or the like. Impurities could be important for some problems,
however, they will increase the complexity of the system which is not absolutely necessary
for problems considered in this work.
1.2.1 Cছঢজঝঊক Sঝছঞঌঝঞছ঎ ঘএ Pঞছ঎ SiOƿ
Silica occurs naturally in several different forms؜depending on temperature and pressure
during their formation. Common are for instance quartz, tridymite, cristobalite, coesite,
keatite, stishovite, melanophlogite, fibrous, lamellar or amorphous silicas. The temperature
and pressure dependence of the different crystallization states of pure SiOƿ can be found
9
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Figure 1.4: Temperature and pressure phase diagram for SiOƿ. The illustration was generated from data taken fromHolleman et al. 103 , Rykart 188 andWenk & Bulakh 236 .
in the phase diagram shown in Figure 1.4. With the exception of stishovite, all other above
mentioned crystallization forms are composed of tetrahedral building blocks, in which ev-
ery silicon atom is surrounded by four oxygen atoms. Stishovite, however, differs from the
others– it adopts an octahedral coordination geometry in which every silicon atom is sur-
rounded by six oxygen atoms and is even resistant against dissolution in hydrofluoric acid.
Despite the common structure of building blocks amorphous silica glass differs from other
crystallization forms– it does not possess any regular crystal structure and is metastable at
room temperature. “ rapid cool-down of the melted silica will lead to an incomplete crys-
tallization because the crystallization cannot follow quickly enough. Owing to its amor-
phousness in this state, silica has a more diffuse short-range and no long-range order con-
trary to regular crystals of SiOƿ which possess a very clear short-range and long-range or-
der. This is best observed in the partial radial pair distribution function gij(r) calculated
after Levine et al. 130 of two example states of SiOƿ, namely Ϩ-quartz and amorphous silica,
shown in Figure 1.6c. This can also be evaluated experimentally by neutron or x-ray scatter-
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Figure 1.5: Sketch of the radial distribution function gij(r) calculation. gij(r) counts the atoms in a thin shell of width drand distance r to a central atom.
ing allowing a linkage between experiments and simulations. gij(r) denotes the local density
change of species j as a function of the distance r to a reference particle i or simply put, it
yields a probability of finding a particle of species j in a thin shell between r and r + drwith
particles of species i according to Figure 1.5 and is calculated with Equation (1.1).
gij(r) = limdr→ƽ
⟨n(r)⟩
ǁπ(Nij/V)rƿdr
with Nij =


Ni(Ni − ƾ), i = j
NiNj, i ̸= j
(1.1)
n(r) is the number of pairs found in between r and r+ dr of the thin shell in Figure 1.5. The
brackets denote an ensemble and time average. This is typically calculated from a thermo-
dynamic ensemble and in the context of molecular dynamics simulations it takes the form
⟨n(r)⟩ = ƾNframe
Nframe∑
i
Nj∑
j
Nk∑
k,k̸=j
ϫ(r− rijk) , (1.2)
whereNframe is the number of frames, rijk is the distance between atom j and atom k for
frame i, and ϫ is the Dirac delta function. ”ack to Equation (1.1),Nij is the number of unique
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pairs and depends on the definition of i and j– if the radial distribution function is calcu-
lated between the same types of atoms than i = j andNi = Nj yieldingNij = Ni(Ni − ƾ)
otherwiseNij = NiNj. Ni orNj represents the total number of atoms with the respective
type. Finally, V represents the total volume of the system. Note that the denominator of
Equation (1.1) is equal to ⟨n(r)⟩ for an ideal gas.
Furthermore, a running coordination number Gij(r), defined as the number of closest
neighbors of species j around species iwithin the radius r, can be obtained by cumulative
integration of Equation (1.2) over dr–
Gij(r) =
∫ r
ƽ
ǁπr′ƿ⟨n(r′)⟩dr′ , (1.3)
For regular crystals this gives a stair-like behavior due to the highly ordered atoms on the
lattice, in contrast to amorphous structures where mostly only the first few coordination
shells are clearly visible. In Figure 1.6d the coordination number Gij(r) for Si andO is calcu-
lated from gij(r) of Figure 1.6c for Ϩ-quartz and amorphous silica to clearly demonstrate the
difference between them. It is evident that Ϩ-quartz and amorphous silica have nearly the
same first coordination shell, organized as a tetrahedral structure with four oxygen atoms
around a single silicon atom. The difference becomes apparent from the second coordina-
tion shell onward where Ϩ-quartz shows the previously mentioned stair-like behavior. “
good overview about structural data, such as density, radial distribution functions or bond
angle distributions, for silica in its pure form as SiOƿ can be found in the work of Mozzi &
Warren 150 .
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Figure 1.6: Partial radial pair distribiution function gSi,Si(r) (a) and gSi,O(r) (c) obtained frommolecular dynamics sim-ulations at ǀƽƽ ◦K of α-quartz using the BKS potential 221 and amorphous silica using themodifiedDemiralp potential(see Chapter 2.7.2). In (c) and (d) bulk amorphous silica and α-quartz coordination numbers,Gij(r) between Si andOatoms, are shown. An enlarged image for the first coordination shell of SiOƿ is shown in the inset of (d).
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Figure 1.7: (a)Different types of silanol groups occurring on the silica surface. (b) Schematic illustration of a deproto-nated silanol group on the surface, which leads to a net surface charge.
1.2.2 Sঞছএঊঌ঎ Pছঘঙ঎ছঝ঒঎জ ঘএ S঒ক঒ঌঊ
In their utilization as pharmaceutical packaging interfacial effects at the glassy surface be-
come ubiquitous and those differ substantially from its bulk properties. To a great extent
the surface characteristics are determined by the number, organization and protonation
state of silanol groups on the surface. Thereby Zhuravlev 245 calculated an average silanol
number of ǁ.ǆOH groups per square nanometer from 100 independent measurements of
maximal hydroxylated silica surfaces . “s illustrated in Figure 1.7a silanols can be divided
into three different classes– geminal, isolated single and associated silanols. In theory four
different types of silanols exist, however, only those shown in Figure 1.7a have been found
to occur in natural silicas— a silicon atom with three connected hydroxyl groups has not
yet been experimentally found in natural silicas. Surface OH groups are subdivided by
Zhuravlev 246 as follows– (i) isolated free (single silanols),SiOH— (ii) geminal free (geminal
silanols or silanediols), Si(OH)2— (iii) vicinal, or bridged, or OH groups bound through the
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Figure 1.8: Surface charge of amorphous SiOƿ in accordance with pH. The shown data were kindly provided by Lud-milla Derr (unpublished results, ludmilla.derr@uni-bremen.de).
hydrogen bond (H-bonded single silanols, H-bonded geminals, and their H-bonded com-
binations). “s mentioned Si(OH)ǀ terminations may occur in theory but have never been
found in naturally occurring silicas72. “t last on the SiOƿ surface there also exist surface
siloxane groups with oxygen atoms on the surface.
In contact with water, some of the hydroxyl groups at the surface of the amorphous silica
will be deprotonated— this results in a negative surface charge (see Figure 1.7b for a schematic
illustration). Only at its isoelectric point at pH ǀ 16 the surface is neutrally charged. In this
case all hydroxyls on the surface are protonated by the free hydrogen atoms from the so-
lution. With further increasing pHmore and more silanols will be deprotonated yielding
a more negative surface charge until the complete surface is deprotonated. “ further pH
increase can thus not alter the surface charge as shown in Figure 1.8. The dependence on
the surface charge with pH becomes of great importance, if for example the adsorption of
a charged nano-particle or a bio-molecule with charged side-chains onto the silica surface
is of interest. Moreover, this indirectly influences the adsorption of molecules due to the
15
formation of a denser water layer in proximity of the surface 190. Molecules with a hydra-
tion shell similar to the water layer adsorb easier on the surface compared to others with an
incompatible hydration shell.
In addition, different salts can also alter the surface charge as they are able to screen the
electrostatic potential of it. The sequence of increasing surface charge reads usually as Li+ <
Na+ < K+ < Rb+ < Cs+ and is said to be the normal series in comparison to the reverse one
found for other oxides and occasionally for silica. Several explanations have been given for
this and the most probable seems to root from coulombic interactions, where cations with
a small and strong hydration shell will not approach the charged sites as closely as bigger
and poorly dissolved ones. However, this can not explain the occasional occurrence of the
reverse series on silica. “ possible answer to this could be that this is only true for lower
pH conditions or poorly deprotonated surfaces, as with increasing pH normally a stronger
water layer will form on the silica surface and will eventually favour cations with tighter
hydration shells ؛ justifying the reverse order.
16
Nature laughs at the difficultis of integration.
Pierre-Simon de Laplace *
2
Representing Reality withMD
Simulations– “n Introduction
*Quoted in I. Gordon and S. Sorkin, The “rmchair Science Reader, New York, 1959.
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Eএএ঎ঌঝজ ঊঝ ঝ঑঎ গঊগঘজঌঊক঎ become increasingly acknowlegded as they are more and
more applied to our daily live. However, underlying physical and chemical processes often
remain uncomprehended؜although nanoscopic effects have been successfully detected
and they are measurable in experiments. These experiments are mostly not able to give a
fundamental description of processes occurring at the nanoscale, e.g., the initial nucleation
of crystal growth 243.
With the famous ”orn-Oppenheimer approximation the involved particles are described
solely by their nuclear coordinates. Tracing their motion with computational methods can
augment experimental findings. Ab-initiomethods yield the most accurate and reliable
results and require no previous parametrization for they only depend on natural constants.
The increasing amount of particles which have to be considered in the calculations for more
complex problems, unfortunately, lead to a more and more computational expensive task.
Such calculations are very time consuming since every electron of the involved particles has
to be considered. Hence, ab-initio calculations are limited to a very small number of atoms.
The advantage of a classical molecular dynamics simulation over ab-initio or semi-empirical
methods is their transferability to a broader range of problems. This holds, provided a small
subset is accurately described by the classical force field in comparison with results from
experimental findings or quantum chemical calculations. Parameter and potentials for clas-
sical molecular dynamics simulations are usually estimated by fitting the potentials to re-
sults from the above mentioned quantum chemical calculations or experimental findings.
“s a consequence, molecular dynamics simulations can only be as accurate as its underly-
ing assumptions for their potential forms and parameter. The necessary computational
effort of molecular dynamics simulations generally scales quadratically with the number
18
of involved atomsN. With spherical cutoffs or other techniques to treat efficiently the
long-range interactions this is even more reduced to the orderO(N). In contrast to this,
even ab-initiomethods which require the least computational effort, scale typically with the
cube of atoms in the system,O(Nǀ). Depending on the used method they scale with even
higher powers ofN, e.g., post-Hartree؛Fock methods— up toO(NǄ) for coupled cluster cal-
culations. However, recently electronic structure calculation methods have been proposed
which employ a linear scaling with the number of atoms in the system28.
“ drawback in molecular dynamics simulations is, that it is only hardly possible to in-
corporate chemical bond breaking and forming processes between atoms؜apart from hy-
drogen bonding. Classical molecular dynamics can only describe non-reactive systems. “s
a solution, hybrid quantum chemical and molecular mechanics (QM/MM) approaches 233
and reactive force-fields 32,222 have been proposed to overcome this problem. However, as
long as solely hydrogen bonding has to be regarded it is mostly sufficient to simply use a
fully classical molecular dynamics approach with unbreakable bonds which offers a good
compromise between accuracy and speed.
2.1 Eqঞঊঝ঒ঘগজ ঘএMঘঝ঒ঘগ
Central to molecular dynamics is the stepwise temporal integration of the equations of
motion. The evolution of the system consisting ofN particles is usually described within
the framework of classical Hamiltonian mechanics by a ǃN dimensional canonical phase
space spanned by the particle coordinates r = (rƾ, . . . , rǀN) and their conjugate momenta
p = (pƾ, . . . , pǀN). Inherent are all possible configurations of the system with a single
microscopic configuration in this phase space being depicted by a set of distinct canoni-
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cal coordinates {r; p}. “ motion from one configuration to another, corresponding to a
temporal evolution of the system, can then be described analytically with the concept of
Hamilton mechanics and its central quantity, the Hamilton function. It can be calculated
via a Legendre transformation of the famous Lagrange functionL(r, r˙, t) = T − V, where
T and V embody the kinetic and potential energy, respectively. Which is then
H(r, p, t) =
ǀN∑
i=ƾ
r˙ipi − L(r, r˙, t) (2.1)
There is neither an advantage nor disadvantage in solving problems with either method,
as both the Lagrange and Hamiltonian formalism are only different interpretations of the
same problem. However, historically the Hamilton formalism marks the starting point
of the understanding of the relation between classical and quantummechanics. ”y par-
tial derivation of Equation (2.1) and under the additional use of the Lagrange equation
d
dt
(
∂L
∂ r˙i
)
= ∂L
∂ri the canonical or Hamiltonian equations are obtained–
p˙i =
∂H
∂ r˙i
, r˙i = ∂H
∂p˙i
(2.2)
“s a simple example the particle motion in a potential V(r, t) is considered. The spatial
particle position is given by r = (rx, ry, rz). In order to obtain the Hamiltonian of this
problem the generalized momenta px = ∂L∂ r˙x , py = ∂L∂ r˙y and pz = ∂L∂ r˙z are derived from the
LagrangianL = mr˙ƿƿ − V(r, t), so that in turn the Hamiltonian of this problem can be
written as
H = p
ƿ
ƿm + V(r, t) (2.3)
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From the canonical equations in (2.2) the equations of motion in vectorial form can be ex-
pressed as
p˙ = −∇⃗V(r) , r˙ = pm (2.4)
which ultimately gives Newtons second lawmr¨ = −∇⃗V(r) = F, where F denotes the
force acting on the particle. This simple example holds also for systems comprising of many
particles. The force Fi acting on particle i is then
mir¨i = −∇⃗V(ri) = Fi (2.5)
“ssuming the knowledge of the potential energy V(r) and the initial conditions {r(t =
ƽ); p(t = ƽ)} the equations of motion in (2.4) can be integrated and the classical motions
for all particles of the system are retrieved for all times t–
p(t) =
∫ t
ƽ
dt′∇⃗V(r(t′)) + p(ƽ) (2.6)
r(t) =
∫ t
ƽ
dt′p(t
′)
m + r(ƽ) (2.7)
The form of the inter-atomic potentials yielding the total potential energy V(r), in gen-
eral, depends strongly on the physical and chemical properties of the system. It is inevitable
that assumptions must be made for the functional form of the underlying potential in
order to reproduce the correct physical behavior. In most cases interactions are split into
bonded, non-bonded and many-body contributions which are discussed more detailed in
Chapter 2.5.
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2.2 Iগঝ঎ঐছঊঝ঒গঐ N঎ঠঝঘগ’জ Eqঞঊঝ঒ঘগজ ঘএMঘঝ঒ঘগ
Predicting the movement of atoms in a quick and accurate manner requires an efficient
solving of newton’s equations of motion. “ short overview is given here by reciting Chap-
ter 6.4 آSolving the equation of motionsأ from the book of ”erendsen 17 . Considering a
system ofN particles with massmi, coordinates ri and a defined recipe to compute the total
potential energy Epot = V(rƾ, rƿ, . . . , rN) = V(r). “ccordingly, the force on particle i can
be evaluated by Fi = −ρiV(ri). The equations of motion are thus simply again Newton’s
equations–
r˙i = vi (2.8)
v˙i = Fi/mi = fi (2.9)
They will produce a microcanonical ensemble under the assumption that these equations
are properly solvable. “ microcanoical ensemble is a system with constant amount of par-
ticles (N), constant volume (V) and energy (E), abbreviated as NVE. However, in practice
one typically encounters numerical errors that are caused by deviations from the ideal ana-
lytical behavior. The reason is that Equation (2.8) and (2.9) are not solved analytically and
discrete timesteps ρt have to be introduced in order to allow a numerical algorithm. Thus,
the total energy will not be exactly conserved. Furthermore, errors in the forces (e.g., due
to truncation of interactions which is discussed further in Chapter 2.5.1) will produce pseu-
dorandom disturbances causing energies to drift. Since the temperature is determined by
the equipartition theorem it may drift even when equilibrium has been attained. Therefore,
to ensure that a trajectory is stable over long timescales, modifications to the Newtonian
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equations of motion have to be made. The solution of the equations of motions with a dis-
crete timestep ρt implies several requirements on the integration algorithm— It should be (i)
time invariant, (ii) a symplectic integration algorithm and (iii) ideally require only one force
evaluation per time step.
In most molecular dynamic simulations the velocity-Verlet algorithm؜a simple, robust,
reversible and symplectic algorithm؜introduced in the following is used. “side from the
velocity-Verlet algorithm, there exist other methods and variants, e.g., the leap-frog algo-
rithm 102, the Reference System Propagator “lgorithms (RESP“) 220 and the Gear algo-
rithm 85. The latter has proven to be quite accurate for small time steps but is not very stable
for larger time steps 224 and neither it is time-reversible nor symplectic. Thus, the Gear algo-
ritm has to large extent been superseded by other algorithms.
2.2.1 T঑঎ V঎কঘঌ঒ঝঢ-V঎ছক঎ঝ “কঐঘছ঒ঝ঑খ
This algorithm has its origin in the work of Verlet 227 and is a slightly modified version of
it 207. The velocity-Verlet algorithm employs a discretisation of the second derivative of the
Cartesian coordinates of every particle. It is assumed, for notational simplicity, that there is
only one degree of freedom r(t). Expanding the position r(t) and v(t) at time t + ρtwith a
Taylor series to second order yields
r(t+ ρt) = r(t) + ρt · r˙(t) + ρt
ƿ
ƿ r¨(t) +O(ρt
ǀ) (2.10)
v(t+ ρt) = v(t) + ρt · v˙(t) + ρt
ƿ
ƿ v¨(t) +O(ρt
ǀ) (2.11)
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Using the equality f(t) = F(t)/m = r¨(t) and v(t) = r˙(t) leads to the expressions
r(t+ ρt) = r(t) + ρt · v(t) + ρt
ƿ
ƿ f(t) +O(ρt
ǀ) (2.12)
v(t+ ρt) = v(t) + ρt · f(t) + ρt
ƿ
ƿ v¨(t) +O(ρt
ǀ) (2.13)
Finally, only an expression for v¨(t) is needed. This can be obtained by a Taylor series expan-
sion of
v˙(t+ ρt) = v˙(t) + ρt · v¨(t) +O(ρtƿ) (2.14)
It is enough to consider terms of the order of ρtƿ here because only an approximation up to
order ρtǀ to the quantity Δtƿƿ v¨(t) is required 17. Multiplying with Δtƿ and rearranging gives
ρtƿ
ƿ v¨(t) =
ρt
ƿ [f(t+ ρt)− f(t)] +O(ρt
ǀ) (2.15)
”y inserting this into Equation (2.13),
v(t+ ρt) = v(t) + ρtƿ [f(t+ ρt) + f(t)] +O(ρt
ǀ) (2.16)
is obtained. If needed, e.g., to implement a temperature control or to measure kinetic en-
ergy, the velocity of the particle in the next iteration step can be computed directly. Fur-
thermore, the velocity-Verlet algorithm has the advantage over the original Verlet algorithm
in that it is self-starting and does not need another algorithm to obtain estimates of posi-
tions and velocities for the first few steps. “lthough this algorithm needs the force at the
new time step, there is still only one force evaluation per step.
The only difference between the leap-frog, Verlet or velocity-Verlet algorithms is that dif-
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ferent orders of the Taylor series expansion are considered— hence the underlying theoretical
description is the same in every case, which is not immediately obvious 21.
2.3 P঎ছ঒ঘ঍঒ঌ ”ঘঞগ঍ঊছঢ Cঘগ঍঒ঝ঒ঘগজ
The number of atoms that can be treated ranges from a few hundred atoms to about mul-
tiples of millions as impressively demonstrated in the work of Zhao et al.— the capsid struc-
ture of the mature human immunodeficiency virus-1 (HIV-1) was simulated in an all-atom
molecular dynamics simulation with 64 million atoms 244. Simulations of even greater
macroscopic systems, e.g., the interplay between two capsid structures, are, however, still
not feasible with molecular dynamics simulations. ”oundary effects can contribute signif-
icantly to the system properties in an artificial way as perturbing reflective walls or a vac-
uum have to be introduced. “ practical solution to approximate macroscopic size systems is
given by replicating the system under study in all three dimensions. “ periodic lattice con-
sisting of cells which are exact copies of the original unit cell is thus created. In the simplest
case the central cell is of rectangular shape. Particles in the replicated images of the central
cell interact with particles in the original central cell and thus, by using periodic bound-
ary conditions, this mimics a system of infinitely extended size. Walls which prevent atoms
frommoving through the periodic boundaries are typically neglected. This implies that if
an atom crosses, e.g., a lower periodic boundary, it is inserted again on the opposite site. “
special case are surface simulations in which one dimension is not periodic or the surface
slab is repeated periodically in one direction with enough space between the slabs in order
to neglect the interaction between them.
In molecular dynamics usually two kinds of interactions exist– short-range and long-
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range interactions. The former obeys the minimum image convention in which each indi-
vidual particle in the simulation interacts with the closest image of the remaining particles
in the periodic lattice. Long-range interactions, such as Coulomb interactions, need a seper-
ate treatement. “n efficient method for this is introduced in Chapter 2.5.1.
Special precautions must be made to avoid artifacts due to the application of periodic
boundary conditions which could lead to, e.g., an unphysical topology. In practice, simu-
lation boxes smaller than half the cut-off of the longest short-range interactions are prob-
lematic since an atom can interact with itself. However, this often is a compromise at the
expense of accuracy, as artificial errors in the force field are introduced due to a shorter cut-
off (cf. Chapter 2.5.1). It is also commonly suggested that, for example in the case of DN“
simulations, an at least 1 nm thick solvent is added around the molecule of interest in ev-
ery direction to prevent artificial interactions of the molecule’s آheadأ and آtailأ over the
periodic boundary64.
2.4 Cঘগজঝছঊ঒গ঎঍ Eqঞঊঝ঒ঘগজ ঘএMঘঝ঒ঘগ
Constraints are introduced to simulate, for example, rigid molecules. Examples are (the
notation rij = ri − rj is used)– (i) distance constraints rƿij − dƿij = ƽ, or (ii) angle constraints
rij · rkj − c = ƽ, where c = dijdkj cosΦ.
In all-atommolecular dynamics simulation they are often used to allow a larger time
step by constraining distinct motions— in most cases covalent bonds involving hydrogens.
”onded interactions between atoms are described typically in biomolecular force fields with
harmonic springs or sinusoidal terms, e.g., bonds and bending or dihedral angles. “ de-
scription of biomolecular force fields can be found in Chapter 2.7.2.
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”onds involving hydrogen atoms normally possess the highest vibrational frequency.
This is mainly due to the low atomic mass of hydrogen compared to other atoms and the
often lower spring constant in the parameterization compared to other covalent bonds. In
general, atomic masses of typical atoms in biomolecules are, at least, tenfold from that of
hydrogen.
To roughly estimate vibrational frequencies and their associated minimum timestep of
bonds involving hydrogen it is assumed that the bonded partner of the hydrogen atom
has an infinite mass (i.e. C∞, N∞ and O∞). In this view the hydrogen atom is bound via a
spring to a fixed wall and its position is given by the coordinate x(t). Solving the differential
equation of this system by approximating a harmonic oscillator,
F = mHa = mH
dƿx(t)
dtƿ = −kx(t) (2.17)
yields–
x(t) = A cos(ωt+ Φ) with ω =
√
k
mH
=
ƿπ
T (2.18)
In chemistry vibrational frequencies are usually expressed in terms of the number of vibra-
tions, i.e., wavenumbers, that would occur in the time that light travels one centimeter–
Ϸ = ƾƿπc
√
k
mH
/
(
cm−ƾ
) (2.19)
Using this equation and spring constants k as defined in, e.g., the “খঋ঎ছ force field 54, ap-
proximate wavenumbers for C∞-H, N∞-H or O∞-H vibrations can be estimated to 2072,
2253 and 2543 cm−ƾ, respectively. “ precise wavenumber prediction is complicated, since
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Group ν [cm−ƾ] Group ν [cm−ƾ]
. C H 3300 . C Br 560
. C H 3020 . C I 500
. C H 2960 . O H 3600
. C C 2050 .N H 3350
.C C 1650 . P O 1295
. C C 900 .S O 1310
. S H 2500 . C Cl 650
. N N 1600 . C F 1100
.C O 1700 . C N 2100
Table 2.1: Infrared groupwavenumber table. Data taken fromBernath 22 .
atoms are mostly not bound to just one another atom. When two or more normal vibra-
tions have the same symmetry a full normal coordinate analysis must be performed238. Re-
sults of this method for a small collection of bonds are shown in Table 2.1.
“fter the Nyquist theorem, the sampling frequency has to be twice as high as the highest
frequency of the signal— a minimum condition for adequate sampling of a signal which also
applies for molecular dynamics. The next highest frequency in a biomolecule would be the
C=O bond, if all bonds involving hydrogens are constrained and triple bonded carbons are
not present. Using 1700 cm−ƾ from Table 2.1 for C=O type bonds, the maximum timestep
size would be 10 fs. Twice as high as if covalent hydrogen bonds were included. Thus, if co-
valent bonds involving hydrogens are constrained to their equilibrium distance, a two times
longer timestep can be chosen. However, imagine that by this approach only two points of
an oscillating period are sampled. In reality this is often too less and systems will diverge.
Thus, to be on the safe side, a timestep of 2 fs is usually chosen if covalent hydrogen bonds
were constrained and 0.5 fs if covalent hydrogen bond vibrations have to be included.
In order to constrain distinct motions, several algorithms have been proposed 187,2,148,99.
The SH“KE 187 algorithm is a simple and popular method. It is used to solve constraint
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equations, Ͻ(r) = ƽ, which could be a bond or angle depending on atomic coordinates.
In conjunction with the original Verlet algorithm 227 and applied in Cartesian coordinates it
reads
ri(t+ ρt) = ƿri(t)− ri(t− ρt) + ρt
ƿ
mi
[Fui (t) + Fci (t)] (2.20)
where Fu is the force from the force field and Fc is the force induced by the constraints. The
constraint force on particle i at time t is given by 17
Fci (t) =
∑
s
λs(t)
∂Ͻs
∂ri
(2.21)
Effectively, the constraint force adds a second contribution to the displacement of particles.
“t first the algorithm computes the new position, ri(t+ρt), without taking any constraints
into account–
ri(t+ ρt) = ƿri(t)− ri(t− ρt) + ρt
ƿ
mi
Fui (t) , (2.22)
and then corrects the positions with ρri such that
Ͻs(r(t+ ρt) + ρr) = ƽ, s = ƾ, . . . ,m, (2.23)
where
ρri =
ρtƿ
mi
∑
λs(t)
∂Ͻs(r(t))
∂ri
(2.24)
andm is the amount of constraints. “ set ofm coupled equations is thus spanned for them
λ’s. Usually they are non-linear and must to be solved iteratively. In SH“KE the constraints
are solved sequentially and the whole procedure is iterated to convergence. “nother ap-
proach would be to linearize and then solve them as a set of linear equations. The interested
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reader is referred to chaper 15.8.2 of ”erendsen 17 for a further description and application to
a simple dimer system.
2.5 Eখঙ঒ছ঒ঌঊক Fঘছঌ঎ F঒঎ক঍জ
It is evident that a description of molecular processes is often based on experimental ob-
servations of physical and chemical processes. The true nature of such processes is often
only understood by interpreting the theoretical framework. With the upcoming of quan-
tum chemical calculations, e.g., density functional theory or more elaborate methods, it
was possible to understand comprehensively what occurs on the molecular level and be-
yond in their electron structure. Several highly complex experiments have recently validated
quantum chemical calculations. Very impressive ones are the surveys of Gross et al. 91 where
the chemical structure of pentacene is resolved by atomic force microscopy, or Giessibl 86
and de Oteyza et al. 63 where covalent bond structures of single-molecule chemical reac-
tions were imaged. Combining experimental results and quantum chemical calculations is
a powerful tool to obtain parameter for empirical force fields. However, the general struc-
ture of empirical force fields or rather their potential form and most important their phys-
ical meaning is mandatory to represent reality most accurately. “lthough empirical force
fields are only a very scarce approximation to physical and chemical processes at atomistic
scales, they often produce reliable results of systems which would not have been feasible
with quantum chemical calculations.
Commonly, empirical force fields are split into non-bonded and bonded contributions
or more precisely intra- and inter-molecular interactions. Non-bonded interaction act,
as the name implies, on atoms which are not linked by covalent bonds (or are separated
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by at least 3 bonds in standard biomolecular force fields). It is often enough to approxi-
mate their contribution to the potential energy through a pairwise interaction potential
Vƿ(ri, rj) given in Equation (2.25). Subject to the features one wants to explore also three-
body Vǀ(ri, rj, rk) and higher order terms can be added to this equation.
V(r) =
∑
i
Vext(ri) +
∑
i
∑
j>i
Vƿ(ri, rj) + . . . . (2.25)
The sum runs over all i = ƾ . . .N atoms whereas Vext(ri) represents an external field or
system walls.
In the simplest form pairwise interaction potentials are composed of Coulombic and
van der Waals interactions, in which the latter is often approximated by a Lennard؛Jones
potential. “ detailed explanation is found in appendix ”.2 and ”.3, respectively. The non-
bonded potential is then retrieved by the summation of a Lennard؛Jones and Coulomb
potential acting between the atoms of species i and j,
Vƿ(ri, rj) = ǁϬ
[(
Ͻ
rij
)ƾƿ
−
(
Ͻ
rij
)ǃ]
+
qƾqƿ
ǁπϬprij
with rij = |ri − rj| . (2.26)
The form of the Lennard؛Jones potential has various representations, however, its differ-
ent representations are all analytically transformable into each other. In general they are
composed of two terms– a r−ƾƿ term representing the repulsion between atoms and a r−ǃ
representing Keesom, Debye and London forces (further explained in Chapter ”.3). In lit-
erature sometimes a Lennard؛Jones representation is found which uses a r−ǆ term for the
repulsion and a r−ǃ term for the Keesom, Debye and London forces. This expression is typ-
ically used for hydrogen bonds, however, in most biomolecular force fields this has been
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replaced by the 12-6 representation. In the present case Ͻ is defined as the collision diame-
ter, which is also a separation distance for which the energy is zero. Ϭ is defined as an energy
given by the well depth. The second term in Equation (2.26) represents the Coulombic
interaction, where qi and qj are the point charges on the atoms and Ϭp is the permittivity
constant.
One way to represent forces and potentials between two kinds of atoms in polyatomic
systems with the above mentioned formulation of non-bonded interactions is to define Ͻ
and Ϭ for individual atom types. “s an example, potential parameter for silicon and oxygen
ϬSiO and ϽSiO are obtained by combining the individual parameter ϬSi, ϬO, ϽSi and ϽO using
one of the common combination rules. “ widely used rule is the geometric (or arithmetic)
or Lorentz-”erthelot combination, yielding for
ϬSiO =
√ϬSiϬO and ϽSiO = ϽSi + ϽOƿ . (2.27)
Lorentz-”erthelot combination is most successful when applied to similar species. Its major
failing is, however, that well depths are often overestimated which is owed to the geometric
mean rule for Ϭ.
“s a final remark, in reality it is almost impossible to make a clear distinction between
van der Waals and electrostatic interactions. ”oth contributions occur mostly simultane-
ously and are hence difficult to separate. Fundamental quantum chemical calculations,
advanced theories or complex experiments can offer further information thereof.
”onded interactions, in contrast, are composed mainly of three contributions– (i) bond,
(ii) angle and (iii) torsional terms. Some force fields also have the ability to use improper
or cross diagonal terms which link, for example, the influence of a stretched bond to the
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change in an angle. On one hand this adds more complexity and on the other hand even-
tually more accuracy to the force field. “ drawback is that bonded interactions in classi-
cal molecular dynamics simulations do not allow formation or breaking of bonds which
drastically reduces their area of application. Hybrid methods using quantum chemical and
molecular mechanics (QM/MM) calculations in combination have been developed to over-
come this problematic. However, they are not yet well established and, despite their prob-
lems of energy and force conservation, often consume a tenfold of computational resources
compared to fully classical simulations.
2.5.1 Cঞঝ-ঘএএ Sঌ঑঎খ঎জ ঊগ঍ Lঘগঐ-Rঊগঐ঎ Iগঝ঎ছঊঌঝ঒ঘগজ
With increasing distance to the atom i for which Equation (2.26) is evaluated the compu-
tational effort increases withΘ(Nǀ). N represents the total amount of atoms of the simu-
lation. “ cutoff in Equation (2.26) reduces the computational effort needed by neglecting
contributions from atoms behind the cutoff in the calculations. “s a result of which, errors
in the potential energy or in the force calculation could arise due to the fact that a fraction
of the potential energy is being ignored or, depending on how steep the shift to zero at the
cutoff is, forces at the cutoff are highly overestimated. Several cutoff schemes to avoid this
circumstance are shortly introduced in the following.
The most common cutoff schemes are, apart from simple truncation, either shifting or
switching of the force or the potential energy. Most importantly is that for potentials with
long-range characteristics, e.g., Coulomb interactions, a long enough cutoff is chosen. This
should be at least ƾƿÅ in the case of Coulomb interactions. Worth to mention is, further-
more, that a potential switching region shorter than ǁÅ reduces the protein motion artifi-
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cially and results in an unnatural behavior 133,197.
In contrast to this, switching or shifting the force at the cutoff yields in many cases more
accurate results than introducing a cutoff in the potential energy. Most of the time it is
more important to obtain better estimates of forces at the cutoff than potential energies
since particle motions are calculated from forces. Therefore, if computational resources
are limited and higher order approaches could not be applied, force switching might be
the most appropriate cutoff-scheme. It gives a smooth transition to zero forces within the
switching region and does not worsen the force upon changing the switching region 202.
Neither does it change the potential energy landscape as in force or potential shifting meth-
ods. Nonetheless, in general it is far more important to employ a long enough cutoff, espe-
cially for the case of Coulomb interactions 202. “ detailed explanation of force shifting and
switching cutoff schemes for Coulomb and van der Waals interactions between atoms with
fixed charges is given in appendix ”.4.
Tছ঎ঊঝ঒গঐ Lঘগঐ-Rঊগঐ঎ Iগঝ঎ছঊঌঝ঒ঘগজ ঠ঒ঝ঑ ঊগ Eঠঊক঍ Sঞখখঊঝ঒ঘগ
If cutoff schemes are considered unsuitable, other mechanisms to treat effectively the long-
range interactions such as Ewald summation or similar approaches have to be used. Peri-
odic boundary conditions are often used to approximate an infinite system and long-range
interactions play a significant role in such systems. “ general rule of thumb is that interac-
tions decaying no faster than r−n, where n is the dimensionality of the system, have often a
signal at distances greater than half the smallest length of the simulation box. If those inter-
actions are not treated correctly, they are often the source of misbehaving atoms and faulty
simulations. Especially charge-charge interactions, which decay with r−ƾ, are particularly
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problematic. “ too short cutoff will neglect a crucial part of the potential energy and a cut-
off greater than half of the smallest simulation box length in a simulation where periodic
boundary conditions apply will atoms allow to interact with themselves. ”oth introduce
some serious artefacts.
If such interactions have to be treated more accurately, Ewald summation76 and simi-
lar approaches 102 are the method of choice. Long-range interactions are treated by those
methods in a more sophisticated manner. However, if such methods are to be used for an
accurate description of long-range Coulomb interactions, they are often restricted to charge
neutral systems. The Ewald summation serves in principle as the foundation for nearly all
higher order methods and is introduced therefore briefly hereafter. The potential energy
of the system is in principle split into a real and fourier space part to avoid the conditional
convergence of the true electrostatic potential. The partitioning of the electrostatic po-
tential results in the necessity of introducing correctional terms for the self interactions of
atoms and polarizabilty effects. In the end the total coulombic energy is expressed as
V = V(RS) + V(FS) + V(SI) + V(DC)
=
N∑
i=ƾ
N∑
j=ƾ
∑
′
n∈Zǀ
qiqj
ǅπϬp
erfc(Ϩ|rij + nL|)
|rij + nL|
+
N∑
i=ƾ
N∑
j=ƾ
∑
k∈M
qiqj
ƿLǀϬpkƿ
e−
kƿ
ǁϨƿ eik·(ri−rj)
−
N∑
i=ƾ
Ϩqƿi
ǁπ ǀƿ Ϭp
+
ƾ
LǀϬp(ǁϬ′r + ƿ)
( N∑
i=ƾ
qiri
)ƿ
(2.28)
“ detailed derivation of the terms in Equation (2.28) can be found in appendix ”.4.2.
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2.6 T঑঎ছখঘজঝঊঝজ ঊগ঍ ”ঊছঘজঝঊঝজ
Most experiments are carried out at, for instance, a specific constant temperature. In a sim-
ulation, this means that a thermostat is required. However, in a microcanonical simulation
the temperature will fluctuate. Only by averaging over the trajectory and using an appro-
priate thermostat, a true canonical temperature can be obtained. “t a later point this is
explained in more detail. “ll there is to say about this for now is, that quantities, such as
the temperature, depend on the sampling of the phase space or in other words of all possi-
ble configurations of the system. In some cases they rely especially on those which are not
energetically favorable, problematic for regular molecular dynamics simulation. ”y control-
ling the distribution of energy on the particles, which is exchanged between the heat bath
and the system, a virtual temperature can be maintained. In general the temperature is di-
rectly related to the kinetic energy, equipartitioned equally with kBT/ƿ on each degree of
freedom,
N∑
i=ƾ
|pi|ƿ
ƿmi
=
kBT
ƿ (ǀN− Nc) , (2.29)
In this equation, pi is the momentum of particle i andmi is its mass. Nc is the number of
constraints on the system, e.g. when the total linear momentum is constrained to a value of
zero,Nc would equal ǀ. Several different physical interpretations to distribute this energy
are proposed and can be classified into four groups 17–
Sঝঘঌ঑ঊজঝ঒ঌ খ঎ঝ঑ঘ঍জ , involving the application of stochastic and friction forces which
mimic elastic collisions with light particles forming an ideal gas at a given tempera-
ture. This produces an canonical ensemble but disturbs system dynamics.
Sঝছঘগঐ-ঌঘঞঙক঒গঐ খ঎ঝ঑ঘ঍জ apply a constraint to the quantity coupled to an external
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bath. This yiels non-Hamiltonian dynamics but can produce, by applying a Gauss
thermostat, a canonical distribution in phase space.
W঎ঊঔ-ঌঘঞঙক঒গঐ খ঎ঝ঑ঘ঍জ apply small perturbations to the constraint property, aiming
to reduce it smoothly to preset value. Dynamics are non-Hamiltonian, generating
an ensemble between microcanonical and canonical for temperature scaling and iso-
choric and isobaric for coordinate scaling.
Eডঝ঎গ঍঎঍ জঢজঝ঎খ ঍ঢগঊখ঒ঌজ extends system with an extra degree of freedom related to
the quantity desired to control. Dynamics of extended system remain fully Hamilto-
nian, but the dynamics of molecular systems is disturbed.
Moreover, conserving energy is not trivial in molecular dynamics simulation. Due to round-
ing errors, cut-offs schemes or the choice of the time step a small fraction of the energy
stored in the system is lost or could be overestimated. Those numerical errors will accu-
mulate every time energy and forces are computed. “voiding this unphysical behavior of
cooling down until freezing or heating up until, literally speaking, explosion of the system
can be achieved, again, by coupling the system to a thermostat. Particular caution is rec-
ommended if a barostat is applied to interfacial systems. Different compressibilities of the
compartments could cause unrealistic pressure effects. “ detailed explanation on this topic
can be found in Yancey et al. 242 .
There exists a few abbreviations typically used to distinct between different applications
of thermostats, barostats or both– “ system where particlesN, volume V and energy E is
hold fixed is referred to as a NVE or micro canonical ensemble. In contrast to this, systems
which it is allowed to exchange energy with a heat bath are referred to NVT ensembles or
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canonical ensembles. Particle numberN, volume V and temperature T are held fixed here.
“lternatively the temperature of the heat bath can be increased or decreased slightly be-
tween to adjacent time steps, which will heat up or cool down the system in a controlled
manner. Furthermore, systems which are also allowed to expand or shrink in volume ac-
cording to the applied pressure p are referred to NpT or isothermal-isobaric ensembles.
Somewhat peculiar and more or less seldom used are NPH or isenthalpic ensembles. Only
marginally noted here are simulation at constant chemical potential, abbreviated as ϶VT or
grand canonical ensembles. Two widely used thermo- and barostats are introduced, the first
belongs to the group of weak-coupling methods and the second to the group of extended
system dynamics.
2.6.1 ”঎ছ঎গ঍জ঎গ T঑঎ছখঘজঝঊঝ ঊগ঍ ”ঊছঘজঝঊঝ
“ ”erendsen 19 thermostat will scale the velocities of all particles at each step according to
the difference between the temperature of the heat bath Tƽ and the actual temperature of
the system T at time t, such that it is proportional to the temperature change–
dT
dt =
ƾ
Ͼ (Tƽ − T) . (2.30)
Ͼ is the coupling parameter which determines how tightly the bath and system are coupled
together. This is accomplished by adding a frictional term to the equations of motion from
(2.5)–
mir¨i = Fi + mi
ƾ
ƿϾ
(
Tƽ
T − ƾ
)
r˙i . (2.31)
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It represents a proportional scaling of the velocities per time step of
λ =
(
ƾ+ ρtϾ
[
Tƽ
T − ƾ
])ƾ/ƿ
. (2.32)
Similar to this, a coupling to a constant pressure bath can be achieved similar to the ap-
proach of applying a thermostat. The resulting pressure scaling becomes then
϶ =
(
ƾ+ ρtϾp
ϩT(p− pƽ)
)ƾ/ǀ
, (2.33)
such that coordinates and volume are scaled according to
r′ = ϶r (2.34)
V′ = ϶ǀV . (2.35)
Ͼp is the coupling strength to the external pressure bath and ϩT = − ƾV ∂V∂p is the isothermal
compressibility. Weak coupling has the advantage of a smooth response of the system, but
on the other hand it posses the drawback of not generating a well-known ensemble and
furthermore fluctuations cannot be used.
2.6.2 Nঘজ঎́-Hঘঘট঎ছ T঑঎ছখঘজঝঊঝ ঊগ঍ ”ঊছঘজঝঊঝ
Widely used is the Nosé-Hoover 158,157,105 thermostat which is capable of generating trajec-
tories consistent with a canonical ensemble. With this approach, a heat bath is coupled to
the simulated system via an additional degree of freedom s in the Hamiltonian of Equa-
tion (2.1). In this case the Hamiltonian is defined for a system comprising of many particles
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and is thus,
H =
N∑
i
pƿi
ƿmsƿ + V(rƾ, . . . , rN) +
pƿs
ƿQ + gkBT ln(s) . (2.36)
ps is the conjugate momentum of s,Q is a parameter of dimension energy · (time)ƿ and
behaves as a mass for the motion of s, kB is ”oltzmann’s constant and T is the externally set
temperature. Furthermore virtual time and coordinates are used in this formulation. They
are related to the real coordinates and time as follows–
r′ = r, p′ = ps and t
′ =
∫ t dϾ
s (2.37)
g equals the number of degrees of freedom of the physical system. However, it depends on
whether virtual or real time sampling is used— In the first case it should then be chosen to be
ǀN+ ƾ and in the latter ǀN. “ssuming now that the Hamiltonian formalism can be applied
to Equation (2.36) with its virtual variables, the resulting equations of motion are
r˙i =
∂H
∂pi
=
pi
misƿ
, p˙i = −∂H
∂ri
= −∂V(rƾ, . . . , rN)
∂ri
(2.38)
and for the additional degree of freedom swe obtain
s˙ = ∂H
∂ps
=
ps
Q , p˙s = −
∂H
∂s = −
( N∑
i
pƿi
misƿ
− gkBT
)
ƾ
s (2.39)
It can be shown (see Nosé 158 for details of this proof) that an ensemble average with this
extended system formalism for t → ∞ equals that of a canonical ensemble. In contrast to
this, with real coordinates and time we obtain non-Hamiltonian dynamics. Nonetheless, it
can be shown that the equilibrium phase space distribution in real coordinates and time is
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still canonical 105. However, it has been criticized by Toxvaerd &Olsen 218 that its behavior is
non-ergodic. Hence Martyna et al. 145 formulated an alternative approach by introducing a
chain of Nosé-Hoover thermostats, each scaling its predecessor. With real coordinates and
time the equations of motion for each particle i are thus
dr′i
dt′ =
p′
m ,
dp′i
dt′ = −
∂V
∂r′i
− s′ƾp′sƾ
p′i
Qƾ
, (2.40)
Similar to the derivation of a Nosé-Hoover thermostat, an analogous barostat is ob-
tained by introducing an additional degree of freedom for the desired pressure in the Hamil-
tonian of Equation (2.36) by replacing the set temperature Twith the set pressure p.
2.7 Cঘখঙছ঎঑঎গজ঒ট঎ Fঘছঌ঎ F঒঎ক঍জ এঘছ S঒ক঒ঌঊ, Wঊঝ঎ছ ঊগ঍ ”঒ঘখঘক঎ঌঞক঎জ
T঑঎ছ঎ ঒জ গঘ জঝঊগ঍ঊছ঍ ঙছঘঌ঎঍ঞছ঎ to simulate interfacial systems— Usually every part,
such as the biomolecule, water or the solid state surface is described with another force field.
Careful considerations must be given when combining different force fields, as they are of-
ten not compatible to each other. Several classical potentials for crystalline and amorphous
SiOƿ have been developed over decades. Examples of simple but widely used interatomic
potentials, able to capture some properties of bulk silica, are those developed by van ”eest
et al. 221 and Vashishta et al. 226 . They are often used as a basis for interfacial silica/water sys-
tems, making it necessary to introduce them briefly. Figure 2.1 shows a graphical compari-
son of the two-body parts of both potentials. The former has the simple form of a ”ucking-
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ham and Coulomb potential acting between atoms i and j,
V(rij) = Aije−bijrij −
cij
rǃij
+
qiqj
ǁπϬprij
, with rij = |ri − rj| (2.41)
For details concerning the included parameters in the force field see appendix ”.1. “t close
proximity of atoms the van ”eest et al. 221 force field fails to describe the repulsive behav-
ior between two atoms, as the ”uckingham potential becomes very attractive after a repul-
sive barrier for interactions were Aij is nonzero. When applied to silica surfaces it is known,
that it will generate too many undercoordinated and overcoordinated surface atoms 147, and
does not describe well the small-scale (~0.5 nm) structural elements of the surface, e.g. small
rings, as compared to high-level comparative DFT calculations47. The situation is different
with the latter potential by Vashishta et al. 226 , consisting of two- and three-body terms,
V(rƾ, ..., rN) =
∑
ƾ≤i≤j≤N
Vƿ(rij) +
∑
ƾ≤i≤j≤k≤N
Vǀ(rij, rjk, rik) . (2.42)
rij, rjk and rik are the absolute values of distances between atoms i, j and k— rij = |ri − rj|, etc.
The two-body part of the potential, Vƿ(rij), consists of three terms– Steric repulsion due to
ionic sizes, Coulomb interactions to take into account charge transfer, and charge dipole
interaction to include the effect of electronic polarizibilities. The following form is used
Vƿ(rij) =
eƿ
ǁπϬp
(
Hij
rϮijij
+
qiqj
r −
ƾ
ƿ(Ϩiqƿj + Ϩjqƿi )
rǁ e
−r/rǁs
)
. (2.43)
e represents the elementary charge and qi and qj are given in terms of unitless multiples of it
(qSi = ƾ.ǃ and qO = −ƽ.ǅ). The expression for the three-body interaction is similar to the
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Figure 2.1: Comparison of potential energies for Si-Si, Si-O andO-O interactions between van Beest et al. 221 (a) andVashishta et al. 226 (b) force fields. All used parameter are given in appendix B.1.
formulation of the Stillinger &Weber 203 potential and is given to
Vǀ(rij, rjk, rik) = Bjikf(rij, rik)p(Θjik, Θ¯jik) , (2.44)
f(rij, rik) and p(Θjik, Θ¯jik) are defined in Equation (2.44) to
f(rij, rjk) =


exp
(
l
rij−rƽ +
l
rik−rƽ
)
for rij, rik ≤ rƽ
ƽ for rij, rik > rƽ
(2.45)
p(Θjik, Θ¯jik) = (cosΘjik − cos Θ¯jik)ƿ (2.46)
This potential has the advantage over the van ”eest et al. 221 functional form that it stays
repulsive even if atoms come very close. Furthermore it better reproduces Si-O-Si and O-Si-
O angle distributions due to the three-body term. Unfortunately this happens at the cost of
additional computational time needed for three-body calculations.
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It should be noted that Figure 2.1b deviates from Figure 1 of the original publication
from Vashishta et al. 226 . Even after careful inspection of Equation (2.43) no source of error
could be found. It is thus assumed that the original illustration of the two-body interac-
tions in the publication of Vashishta et al. 226 is errorneous.
“nother point is that simulations of, generally speaking, siliceous glasses which not only
consists of silicon and oxygen by means of classical force fields can be hard task. The com-
plexity of the force fields and its according parameter increase as the number of constituents
increase. Pedone 169 proposed additional parameter for the use in his potential to model
interactions of, amongst others, for example of boron in borosilicate or sodium in soda-
lime glasses. “lthough parameters are available, this work will focus on silica glasses in its
pure SiOƿ polymorphic form, for which compatibility to well established classical biological
force fields can be ensured.
On a final note, silica/water force fields should be easily usable in combination with ex-
isting biomolecular force fields such as “খঋ঎ছ69, C঑ঊছখখ 33 or OPLS 115 for biology-related
simulations.
2.7.1 Iগঝ঎ছএঊঌ঒ঊক S঒খঞকঊঝ঒ঘগজ Uজ঒গঐ ঊ R঎ঊঌঝ঒ট঎ Fঘছঌ঎ F঒঎ক঍
It is of crucial importance to represent the real silica surface as good as possible with an
atomistic model. “s a first attempt, the R঎ঊডFF forcefield 222,223,48 in addition with the re-
cently published parameter for SiOƿ and water79 was used— “ promising approach to obtain
a naturally hydroxylated silica surface without the otherwise usually manual saturation of
bridging oxygens or undercoordinated silicon atoms with hydrogen or hydroxyl groups,
respectively.
44
R঎ঊডFF is continuously enhanced by adding new functionals or parameter necessary
for a better inclusion of additional chemical processes. Hence, several implementations of
R঎ঊডFF for many other systems have been proposed over the time, e.g. for carbon based
systems 222, silicon and silicondioxide polomorphs 35,34,223, transition-metal-catalyzed reac-
tions 155, high-energy materials 204, or aqueous glycine 177, to name but a few of the options
available. However, it also has one great failing– “lthough they share the same functional
principle, different implementations of R঎ঊডFF are not necessarily combinable. This is
due to the underlying fundamental assumptions and therefore the inclusion of different
functional equations. Nonetheless, allowing a chemical description of bond breaking and
formation at nearly the same computational cost of a classical molecular dynamics simula-
tion is a major benefit of R঎ঊডFF.
”ased on the assumption that the bond order BO′ between two interacting atoms i and j
can be described as a function of their distance rij, the potential energy in R঎ঊডFF is calcu-
lated on the basis of bond orders. The bond order is thereby split into contributions from
sigma-, pi- and double pi-bonds–
BO′ij = BO′σij + BO′πij + BO′ππij
= exp
[
pboƾ ·
(
rij
rσƽ
)pboƿ]
+ exp
[
pboǀ ·
(
rij
rπƽ
)pboǁ]
+ exp
[
pboǂ ·
(
rij
rππƽ
)pboǃ]
(2.47)
Contributions to the potential energy of, e.g., bonds or angles between atoms are there-
fore estimated from the bond order. However, the possibility to describe reactive systems
is accompanied in this case with a great complexity of the force field. Of particular impor-
tance is that bonded energy contributions, e.g. from bond, angle or dihedral terms, vanish
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on bond dissociation. Furthermore the parametrization of such force fields is indeed not
trivial and lacks often a straightforward approach. Furthermore, all reaction pathways, par-
ticularly of complex reactions, have to be included and the outcome is only as good as the
information that have been provided in the parameterization process. The total energy is
estimated from a vast collection of different energy contributions, which inclusions de-
pends on the respective implementation of R঎ঊডFF. “ complete energy term description
of the R঎ঊডFF implementation used in this work for SiOƿ systems can be found in the ap-
pendix ”.1.3.
”riefly, the following procedure was used to generate a bulk silica model from scratch–
Starting from a random distribution of Si andO atoms in the correct stoichiometric ra-
tio, the bulk silica model was then converted into a dry slab by introducing a vacuum layer
in between the bulk system. Further generation of a hydroxylated silica surface was then
accomplished by introducing water molecules in the vacuum layer. In doing this, the dry
surface was allowed to react chemically with the solvent— “llowing the formation of silanol
groups on the surface.
G঎গ঎ছঊঝ঒ঘগ ঘএ ”ঞকঔ S঒ক঒ঌঊ ঊগ঍ ঒ঝজ Sঝছঞঌঝঞছঊক F঎ঊঝঞছ঎জ
“ bulk silica model was created from scratch by depositing randomly 794 oxygen and 397
silicon atoms in a periodically repeated box comprising the volume of 30·30·20Åǀ. This
gives the desired density of 2.2 g/cmǀ 150. Due to the random deposition of silicon and oxy-
gen atoms, high energy atomic overlaps are present in the system. Removing those arti-
facts was achieved with a NVE simulation and by employing a soft potential acting between
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atoms i and j in the form of
V(rij) = k
(
ƾ+ cos
(πrij
rc
))
. (2.48)
rc and the energy constant kwere chosen to 10Å and 57.65 kcal/mol, respectively. The ini-
tial application of R঎ঊডFF for the equilibration process failed in this case, as the charge
equilibration method was unable to assign correct charges. The system was equilibrated
for 10000 steps with a timestep of 0.25 fs, yielding a pre-equilibrated system. “fter using
this procedure it was possible to use R঎ঊডFF for a further 12.5 ps equilibration. “s in Foga-
rty et al. 79 described, the same annealing and cooling protocol with a timestep of 0.5 fs was
used to obtain a realistic bulk silica model– The equilibrated system was annealed to 4000K
within 75 ns and afterwards cooled down to 300K within 148 ns using a Nosé-Hoover
thermostat. “ second annealing and cooling cycle in the same fashion as the previous one
followed, this time employing a ”erendsen barostat and thermostat. In the end, the same
structural data for bulk SiOƿ as with Fogarty et al. 79 was obtained.
Hঢ঍ছঘড঒কঊঝ঒ঘগ ঘএ Dছঢ S঒ক঒ঌঊ
“ll further simulations are undertaken using a Nosé-Hoover thermostat alone and without
the utilization of an additional barostat. This is due to the fact that a barostat used on an
interfacial systems would cause unrealistic pressure defects due to the different compress-
ibility of silica and water79,242.
“ 40Å thick slab of vacuum was placed in z-direction of the bulk silica model, resulting
in two dry silica surfaces. The system was again heated up to 1000K and equilibrated at this
temperature for further 250 ps to avoid unphysical atomic structures on the surface and re-
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lax the system. Once more the system was cooled down to 300K, this time within 250 ps.
Water molecules were added to the vacuum slab, corresponding to a density of approxi-
mately 0.998 g/cmǀ. The ability of R঎ঊডFF to create or break bonds allowed dissociation
of water molecules and silanol formation on the dry silica surface. The underlying chemical
reaction can be written as
HƿO+ ƿSi+ O⇌ ƿSiOH . (2.49)
Hydroxylation of the dry silica surface began thus at the time of starting the dynamics with-
out manual intervention. The resulting hydroxylated surface is shown in Figure 2.3a. Indi-
cated with green and blue colors are surface defects, which will be explained in more detail
soon after.
The simulation box size was adjusted in the first one thousand steps to match approxi-
mately the desired water density of 0.998 g/cmǀ 142 in a segment far away from the surface.
“ further 1 ns production run followed afterwards. Density profiles were obtained by aver-
aging over 0.1 Å thick density layers in z-direction using the last 400 ps of the simulation. If
the desired water density was not reached, the procedure was iteratively repeated until the
system comprised the correct volume to reproduce the desired water density. The resulting
density profile from the last volume adjustment is shown in Figure 2.2.
”esides regular Lঊখখঙজ output R঎ঊডFF generates additional information during the
simulation. “mongst others, very useful thereof is the bond information of atoms during
the simulation. Calculated from this are the temporal evolution of silanol groups on the
surface and dissociation of water molecules, the distribution of highly reactive four mem-
bered siloxane rings and coordination defects of silicon and oxygen atoms along the z-axis
of the simulation box, shown in 2.3. In figures 2.3c to 2.3e the approximate extent of the
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Figure 2.2: Vertical density profile of the hydroxylated SiOƿ slab from the ReaxFF simulation in contact with water.Data was averaged over the last 400 ps of the silica/water ReaxFF simulation.
silica slab is given by the area shaded in grey. Coordination states and molecular fragment
distributions are calculated by averaging over the last 400 ps of the simulation to give a cor-
rect representation of the long-time stability of the surface defects. “ closer look on this
data reveals some artificial defects not found in natural silica. Particular problematic are the
continuous presence of under- and overcoordinated silicon (see Figure 2.3d) and partly oxy-
gen atoms (see Figure 2.3e), highly reactive four membered siloxane rings (see Figure 2.3c)
and the continous existence of Si(OH)ǀ groups on the surface (see Figure 2.2). Over- and
undercoordinated silicon atoms and four membered siloxane rings can be found in the
bulk, however, they should be abundant on the surface due to the high reactivity with wa-
ter of these groups77,41. El Shafei 72 stated that Si(OH)ǀ structures can exist in theory, but no
positive evidence has been presented to support their actual presence in any known com-
pound. Nonetheless, one example can be found in literature– Severin & Vankan 194 showed
the occurrence of silanetriol groups on the surface. However, this group was found to have
a low thermal stability— Possibly explaining its absence in natural silicas. Moreover, ”rei 31
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Figure 2.3: (a)Hydroxylated silica surface generated using ReaxFFwith a silica/water system 79. Silicon, oxygen andhydrogen atoms are depicted in red, yellow andwhite, respectively. Surface defects are highlighted in blue and green,indicating defects onO and Si. (b) Temporal evolution of different silanol groups occuring on the surface and disso-ciation of water molecules during the course of the ReaxFF surface hydroxylation. Data is smoothed using amovingaverage filter with a window size of five elements. (c)Highly strained 4-membered siloxane rings, (d) 3- and 5-foldcoordinated silicon atoms and (e) 1- and 3-fold coordinated oxygen atoms distributions along z-axis after surface hy-droxylation using ReaxFF. Alongside with the histograms is the water density shown (—).
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attempted to perform the same reaction on aerosil, but failed to produce any silanetriol.
Concerning oxygen defects on the silica surface, it is known that undercoordinated oxygen
atoms can occur on the surface, since silica has a negative surface charge at neutral pH as-
sociated with a deprotonation of oxygen atoms on the surface43. Overcoordinated oxygen
atoms on the surface, however, should not remain in presence when the silica surface is in
contact with water.
It was not possible to eradicate the unphysical surface defects with R঎ঊডFF alone, e.g. by
letting the system react over longer time scales or using a higher temperature. Thus, with-
out further manual surface modifications of the silica slab those defects will not vanish.
Reasons for this can be the still insufficient simulation time or the wrong preparation of
the bulk silicondioxide structure. For the latter, Fogarty et al. 79 created their starting struc-
ture by tetragonal building blocks randomly positioned in the simulation box. However,
as the system is liquefied at 4000K, this should not have an impact in the end. R঎ঊডFF’s
incapability to reproduce a realistic silica surface when in contact with water and its incom-
patibility to well-established biomolecular force fields resulted in its discarding of further
use. “lbeit it should be noted that there has been made progress recently by Rahaman
et al. 177 in describing the tautomerization of a single glycine amino acids soluted in water
with R঎ঊডFF. “ combined description of silica and aqueous glycine with R঎ঊডFF is, al-
though the same water model is used, still a distant reality due to missing parameterizations
of atomic interactions between silica and glycine.
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2.7.2 Iগঝ঎ছএঊঌ঒ঊক S঒খঞকঊঝ঒ঘগজ Uজ঒গঐ Cকঊজজ঒ঌঊক Fঘছঌ঎ F঒঎ক঍জ
In the following, firstly widely used biological force fields are introduced. This is followed
by a discussion on how to ensure bio-compatibility of classical force fields for silica. “
force field for the interface between water and silica is presented, which is also applicable
to biomolecular systems. In the end, a modified silica force field is proposed to be used if a
flexible silica surface is desired in the simulations of biomolecular interactions with silica.
Iগঝছঘ঍ঞঌঝ঒ঘগ ঘএ ”঒ঘকঘঐ঒ঌঊক Fঘছঌ঎ F঒঎ক঍জ
Several biological force fields have been proposed over decades for the simulation of, e.g.,
proteins, lipids or nucleic acids. Widely known and often used are the “খঋ঎ছ 54, C঑ঊছখখ 33
or OPLS 115 force fields. The difference between them lies primarily in the parameterization
procedure of e.g charges or van der Waals parameter. Moreover, they have slightly differ-
ent functional forms and are mainly parameterized for the use with a distinct water model.
This is of particular importance as molecules and surfaces interact primarily with each other
via their solvation shell. Thus, an accurate description of water molecules is of significant
importance. To further increase accuracy especially in terms of free energy estimates, in-
stead of using the associated water model of the biomolecular force field it is often also fea-
sible to use them along with the T঒ঙ4ঙ 108 water model 165. This is possible due to the close
similarity of van der Waals parameter and charges between T঒ঙ3ঙ and T঒ঙ4ঙ water models.
However, usually a higher accuracy goes along with additional computational time needed
since additional charges have to be considered in the calculations.
“s the “খঋ঎ছ force field has been used in the present work its functional form is in-
troduced shortly. It normally employs the T঒ঙ3ঙ water model in which O-H bonds and
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H-O-H angles are constrained to their equilibrium values. It takes the following functional
form
V(rN) =
∑
bonds
kb(rij − rƽ)ƿ +
∑
angles
kϯ(θijk − θƽ)ƿ
+
∑
dihedrals
kφ
ƿ
[
ƾ+ cos(nφijkl − Ϫ)
]
+
N∑
i=ƾ
N∑
j=i+ƾ
(
ǁϬij
[(Ͻij
rij
)ƾƿ
−
(Ͻij
rij
)ǃ]
+
qiqj
ǁπϬprij
)
, (2.50)
with rij = |ri − rj|. V(rN) denotes the potential energy which is a function of the positions
rƾ, . . . , rN = rN of allN atoms. “side from intermolecular terms, i.e. van der Waals and
Coulombic terms, this model employs intramolecular terms describing the topology and
structure of a molecule. Chemical bonds and angles between two bonds are modeled by
a harmonic potential with spring constants kb and kϯ and their equilibrium constants rƽ
and θƽ, respectively. Dihedral angles describe the torsion of four successive atoms around
a central bond by the dihedral force constant kφ, the periodicity n and the phase Ϫ. Closely
related to dihedral angles are improper dihedrals. They describe the out-of-plane torsion of
a planar group of atoms and have the same functional form as dihedral potentials.
Intermolecular terms govern primarily interactions between different molecules and be-
tween topological remote parts of the same molecule. “ Lennard؛Jones potential is used
to approximate interatomic repulsion and van der Waals interactions. Electrostatic interac-
tions are described by a Coulomb potential. “side from that, it is common practice to use
Lennard؛Jones potentials to describe all kinds of contributions that are not captured by
the aforementioned potentials. In “খঋ঎ছ Lennard؛Jones coefficients of pair interactions
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between two atoms i and j are calculated from atomic coefficients Ϭi, Ϭj, Ͻi and Ͻj by apply-
ing Lorentz-”erthelot combination rules. Thus Ϭij = √ϬiϬj and Ͻij = Ͻi + Ͻj. Care must be
taken, however, if a simulation package other than “খঋ঎ছ is used. Sometimes other com-
bination rules apply for Lennard؛Jones interactions of the respective simulation package
and coefficients have to be transformed in order to give back the correct pair interactions.
Note that biomolecular force fields often scale non-bonded interactions between bonded
atoms– ”etween neighboring (1-2) and next neighboring (1-3) atoms interactions are often
neglected, whereas interactions between atoms seperated by three bonds (1-4) are often
scaled to ƿƽ-ǂƽ%, depending on the specific implementation of the force field. “খঋ঎ছ
treats remote atom contributions in a molecule by including Lennard؛Jones and Coulom-
bic interactions of atoms that are separated by more than three bonds. Those interactions
are normally referred to as 1-4 interactions. Contributions from atoms that are separated
by three consecutive bonds are scaled by a factor of 0.5 for Lennard؛Jones and 0.8333 for
Coulombic interactions. Contributions from atoms that are further away than four consec-
utive bonds will contribute unscaled. “toms that are only separated by one or two bonds
will not contribute via Lennard؛Jones or Coulombic interactions. Electrostatic interactions
are based on partial charges qi which are usually determined from ab initio calculations us-
ing the RESP 14 method.
“ ”঒ঘঌঘখঙঊঝ঒ঋক঎ Iগঝ঎ছএঊঌ঒ঊক S঒ক঒ঌঊ Fঘছঌ঎ F঒঎ক঍
Modifications to biomolecular force fields are not desirable since they have been tested, ap-
proved and validated over decades. Of particular importance is, furthermore, that they have
been parameterized for the use with a distinct water model. “ biocompatible silica/water
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force field should thus optimally fulfill compatibility to biomolecular force fields and their
associated water models. The need for such force fields is immense and several silica/water
force fields have been proposed recently. The Clay force field 58 describes accurately the
quartz/water interface and uses SPC 20 water, but is not designed to describe bulk silica as
all bonding terms other than those for the surface hydroxyls are absent. The potential of
Lopes et al. 134 is a C঑ঊছখখ compatible model and captures well the properties of quartz
surfaces in combination with the T঒ঙ3ঙ 114,182 water model. Cruz-Chu et al. 57 proposed a
C঑ঊছখখ silica/water potential by fitting atomic charges and van der Waals parameter of
silica to reproduce contact angle measurements of water on a amorphous silica by molecu-
lar dynamics simulation. Despite of their similar functional form, the Cygan et al. 58 , Lopes
et al. 134 and Cruz-Chu et al. 57 empirical force fields have been parameterized differently. “
recent comparison of the above mentioned can be found in the work of Skelton et al. 195,196 .
“nother attempt to describe accurately the silica/water interface was undertaken by Has-
sanali & Singer 95 . They augmented the van ”eest et al. 221 potential with silanol three-body
terms and used it in combination with the SPC/E 18 water model. Cole et al. 51 combines
the Vashishta et al. 226 potential for silica with a three-body Stillinger &Weber 203 poten-
tial for the silicon atoms to describe both silica and natively oxidized silicon in contact with
liquid T঒ঙ3ঙ water. Last but not least, the force field of Pedone 169 takes explicitly silanol
hydrogen-bonding terms on a hydroxylated silica surface into account. Except for R঎ঊডFF
for silica and water, all of the aforementioned models for SiOƿ describe neutral silica/water
interfaces. However, this assumption is valid under strong acidic conditions only, as the
isoelectric point of SiOƿ lies between 2 and 3 (see Chapter 1.2.2). The model proposed by
Hassanali et al. 96 includes additional parameter for deprotonated oxygen atoms. How-
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ever, basis for their charge assignment has been the van ”eest et al. 221 force field. Charges
therin are defined for silicon and oxygen atoms to 2.4 e and -1.2 e, respectively. These are
much larger than those of any of the other force fields introduced hitherto. They appear to
poorly perform when used for surface systems and have been used rather more controver-
sially 147,47,179,4. Indeed, atomic point charges of the surface atoms should be able to reliably
reproduce the electrostatic potential (ESP) in surface proximity calculated by quantumme-
chanical methods, as done for instance by Lopes et al. 134 . This would ensure optimal map-
ping of the true electrostatic interaction energy in terms of a simple Coulomb potential, in
line with the approach used to develop biomolecular force fields. Moreover, the extent of
charge redistribution around the terminal O− atoms following silanol deprotonation has
never been studied so far, motivating a thorough analysis based on quantummechanical
calculations, as presented by ”utenuth et al. 43 . Parts of this publication arose in the course
of this work. Moreover, it serves as the basis for all further simulations, resulting in the ne-
cessity to introduce this force field in more detail herein.
Several quantum chemical and molecular dynamics calculations of different silica sys-
tems were performed to obtain correct charges for silicon, oxygen and hydrogen atoms in
the bulk and on the surface. “s it is dealt with explicitly deprotonated O− terminal groups,
an ad hoc charge modification is required. The used models for the calculation of atomic
charge differences after the deprotonation of terminal silonal group are (i) a periodically re-
peated slab model of the (0001) surface of Ϩ-quartz, (ii) a small periodically repeated amor-
phous SiOƿ slab in contact with liquid water, (iii) a deprotonated amorphous SiOƿ cluster
carved out from a large amorphous SiOƿ slab and (iv) the amorphous SiOƿ slab itself ter-
minated with OH groups to saturate the artificial dangling bonds. The latter was kindly
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Figure 2.4: Graphical illustration of the novel deprotonated silica surfaces parametrization. Units of charges are in e.
provided by Daniel J. Cole, who also investigated this surface in his work 50. The absolute
charge values in this force field were determined from best-fitting to the electrostatic poten-
tial computed ab-initio (ESP charges). Further analysis of the redistribution of charges after
deprotonation of a hydroxyl group via ”ader and ESP charge considerations results in the
following novel parameterization–
(i) Charges on silicon and oxygen atoms are set to 1.6 and -0.8 e, respectively.
(ii) The charge on a hydrogen atom of any terminal OH group is set to 0.4 e.
(iii) Deprotonated, terminal O− atoms are assigned a charge of -1.0 e.
(iv) The first neighbor silicon atom and the three second-neighbor oxygen atoms of the
deprotonated, terminal O− atoms are assigned 1.5 and -0.9 e, respectively.
This is again graphically illustrated in Figure 2.4. It should be noted that the same values
can be assigned to neutral or singly-deprotonated geminal Si(OH)ƿ terminal groups. In the
latter case, the oxygen atom of the non-deprotonated hydroxyl group would have a charge
of -0.9 e.
“side from electrostatic, van der Waals type interactions are modeled by a Lennard؛
Jones potential with parameter summarized in Table 2.2. Lennard؛Jones parameter of
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Si OB OH H OMThisWork
q 1.600 -0.800 -0.800 0.400 -1.000
σ 1.600 1.762 1.650 1.000 1.650
ε 0.300 0.261 0.150 0.021 0.150Lopes et al. 134
q 1.080 -0.530a -0.540 0.320
σ 2.000 1.770 1.770 0.224
ε 0.600 0.152 0.152 0.046Cygan et al. 58
q 2.100 -1.050 -0.955 0.425
σ 1.853 1.777 1.777 0.000
ε 1.86 x 10−ǃ 0.155 0.155 0.000Cruz-Chu et al. 57
q 0.900 -0.450 -0.660 0.430
σ 2.147 1.750 1.770 0.224
ε 0.300 0.152 0.152 0.0.46Hassanali et al. 96
q 2.400 -1.200 -1.200 0.600 -1.600
Table 2.2: Charges and Lennard–Jones parameters for the interactions betweenwater and SiOƿ surfaces. Parametersused in this work are compared to those of other force fields, taken from Skelton et al. 195 and adapted tomatch combi-nation rules of the Amber implementation. The units for q, σ and ε are electrons, Å and kcal/mol, OB andOM refer to Oatoms in bulk SiOƿ and in deprotonated silanol groups, respectively. aTheOB charge depends on the selected surface.
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other silica/water force fields are given additionally in comparison. The Lennard؛Jones
parameter definition based on parameter which can be found originally in the work of Cole
et al. 50 . However, those parameter could not be simply overtaken and had to be revised for
the following reason. The original parameterization included an explicit آhydrogen-bondأ
interaction between terminal hydroxyl groups and the water solvent, specific to older “খ-
ঋ঎ছ force field versions 168. This interaction became recently obsolete and is not included
anymore in novel “খঋ঎ছ force field versions, nor in other fixed-charges force fields such as,
e.g., C঑ঊছখখ.
To test the performance of the newly parameterized charges and Lennard؛Jones parame-
ter summarized in Figure 2.4 and Table 2.2, energies of a single T঒ঙ3ঙ water molecule placed
in various orientations over three different SiOƿ structures (neutral amorphous SiOƿ clus-
ter, deprotonated amorphous SiOƿ cluster and a natively oxidized silicon surface) at increas-
ing surface-molecule distances were calculated. “ detailed discussion of the excellent results
can be found in ”utenuth et al. 43). Summarized, the novel parameter set reproduces ener-
gies of natively oxidized silicon and neutral and deprotonated amorphous SiOƿ surfaces in
an unprecedented accuracy as compared to estimates obtained for the same systems with
density functional or second order Møller-Plesset perturbation theory.
“s a final test of the performance of our parameter set, heat of immersion estimates of
the neutral amorphous SiOƿ surface slab from Cole et al. 50 are computed. The results are
shown in Table 2.3. In particular, calculations were performed using three slightly different
modifications of the T঒ঙ3ঙ water model, namely (i) the so-called modified T঒ঙ3ঙ (mT঒ঙ3ঙ)
model where Lennard؛Jones parameter of hydrogen atoms are explicitly considered and
(ii) the original T঒ঙ3ঙ 114 model and (iii) the modification by Price & ”rooks 173 introduced
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Hydroxyl Charges Eim [mJ/mƿ](O, H) mTip3p Tip3p Tip3pEw-0.6, +0.2 451.1 352.5 340.6-0.7, +0.3 276.7 178.1 166.2-0.8, +0.4 102.8 4.2 -7.8
Table 2.3: Heat of immersion of neutral am-SiO2 calculated for different OH charges and Tip3pmodifications43.
to take into account small differences in the electrostatic interaction energy calculated with
the Ewald method rather than via truncated Coulomb interactions (T঒ঙ3ঙEw). For each
water model, the heat of immersion was computed for increasing values of the charges of
terminal OH groups and with the Lennard؛Jones parameter reported in Table 2.2. The
heat of immersion Eim is calculated from the difference between the average total energy of
the system in contact with water Einterface and the average total energies of the two separate
components, namely the hydroxylated dry silica surface Esilica and the bulk water Ewater,
obtained inMD simulations at constant temperature (300K) and pressure (1 atm)–
Eim = (−Einterface + Esilica + Ewater)/A , (2.51)
with “=1.85 x 10−ƾǄmƿ being the total area of the top and bottom surfaces of the silica
slab. The computed values of Eim (Table 2.3) present a remarkable sensitivity to the surface
charges and to the chosen water model, suggesting that absolute heat of immersion values
shall be interpreted with great care when performed with even slightly different simulation
setups. Interestingly, the strength of the water؛surface interaction decreases with increas-
ing charge values of the terminal hydroxyl groups, suggesting that electrostatic repulsion
dominates the observed behavior. “ precise comparison with experimental values (around
150؛250mJ/mƿ 210) is difficult because of the native negative surface charges present in the
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experiments and the non-trivial contribution of counterions in MD calculations including
charged surface models. However, the values computed with the largest charges, as defined
in Figure 2.4, seem to be acceptable, given the expected increase of the Eim values arising
from the presence of net charged sites.
On a final note, it should be remarked that the silica surface can only interact with water
and biomolecules via non-bonded van der Waals and Coulomb forces. “s a direct conse-
quence the silica surface must represent a steady state in terms of silanol group formation
or other possible chemical reactions. Moreover, this force field was intentionally designed
to describe only interfacial interactions between silica, water or biomolecules. It defines no
parameter describing intrinsic silica interactions. Thus, without the choice of an appropri-
ate bulk silica force field, all atoms of the silica slab have to be constrained to their origin. In
order to represent a realistic silica surface it was decided to use a flexible SiOƿ model instead
of constraining positions of all silicon and oxygen atoms not bound to hydrogen to their
origin.
“ ”ঞকঔ S঒ক঒ঌঊ Fঘছঌ঎ F঒঎ক঍
“s a starting point the potential developed by Cole et al. 50 was then chosen. Its underlying
point charge definition for silicon, oxygen and hydrogen atoms is in good agreement with
our newly developed potential to describe interfacial systems of water and silica. Moreover,
the description of van der Waals interactions between atoms was taken over from this work.
Trial simulations revealed, however, some concerns which leads to a rejection of the poten-
tial. “ very short cutoff of 5.5 Å for the steric repulsion and polarization of atoms in Equa-
tion (2.43) has been used, previously introduced by Trioni et al. 219 , in order to save compu-
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MS-Q230,231 Butenuth et al. 43Si 1.318 1.4O -0.659 -0.8
Table 2.4: Comparison between partial charges obtained for bulk silica with theMS-Q66,230,231 and Butenuth et al. 43force fields.
tational time. Unfortunately, several simulations in the course of this work had shown that
the resulting density depends crucially on this parameter when used in combination with a
barostat, which must not happen.
It turned out that a promising candidate to simulate bulk silica was the MS-Q poten-
tial proposed by Demiralp et al. 66 . It consists of a Morse-Stretch potential and employs a
charge equilibration method. Point charges of atoms are reassigned every simulation step
therein. Its functional form is given by
V(rƾ, ..., rN) =
ƾ
ƿ
∑
i̸=j
[
Dij,ƽ(e−ƿϨij(r−rƽ) − ƿe−Ϩij(r−rƽ))−
qiqj
rij
]
, with r = |ri − rj| . (2.52)
“ charge equilibration has advantages over traditional fixed partial atomic charges, e.g. po-
larizibility effects are included. However, this is a bottleneck in terms of computational
efficiency. Owing to the similarity of MS-Q charges obtained for silica 230,231 to fixed partial
charges used in ”utenuth et al. 43 , it was decided to replace the charge equilibration method
of the MS-Q force field with fixed partial atomic charges. “ comparison between charges
obtained for bulk silica with the MS-Q and ”utenuth et al. 43 force fields is given in table
2.4.
Due to the use of fixed partial charges, slight adaptations to the Morse-Stretch potential
had to be made in order to give realistic structural data— In particular the Si-Si interaction
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was reparameterized. The remaining parameter are given in table 2.5 to complete the force
field definition used in this work.
“n amorphous bulk SiOƿ model was then generated starting from a randomly distributed
system of silicon and oxygen atoms in the ratio 1–2 and a density corresponding to ƿ.ƿ g/cmǀ.
First the system was equilibrated in the NVE ensemble to avoid steric clashes between
atoms. “fterwards it was heated up to ǃƽƽƽK in ƾǂƽ ps, equilbrated at this temperature
for additional ǂƽ ps and then cooled down to ƿƽƽƽK in ǀǅƽ ps, using appropriate ther-
mostats. The system was then cooled down to ǀƽƽKwithin ƾǆƽ ps in the NPT ensemble
and eventually equilibrated for additional ǂƽ ps at this temperature. The radial and angular
distribution functions in Figure 2.5 are computed from the last 50 ps of the trajectory.
To prove the applicability of the modified Demiralp potential for amorphous silica
the resulting bulk SiOƿ structural properties are compared to data available in the litera-
ture 208,79,90,150,228,59,226. “ comparison is outlined in table 2.6.
The obtained RDF features, reported in 2.6, are in remarkably good agreement with
available literature values. Notably, the Si-O-Si and O-Si-O angular distribution are also in
agreement with previous data (Si-O-Si angle of about 109◦ with a full width at half maxi-
mum in the range of 12◦ to 21◦— O-Si-O angle in the range between 142◦ and 153◦ with a full
width at half maximum between 21.5◦ and 35.7◦ 150,228,59,226), although the potential does not
include explicitly any three-body terms.
Dij,ƽ [kcal/mol] αij [˚A−ƾ] Rij,ƽ [˚A]O-O 0.02325 1.37587 3.7835Si-O 1.99443 2.72548 1.6148Si-Si 0.01282 1.71743 4.0603
Table 2.5: Parameter of themodifiedDemiralp potential
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Figure 2.5: (a)Radial distribution functions of Si-Si (blue), Si-O (green) andO-O (red) atoms in bulk SiOƿ obtainedwiththemodifiedDemiralp potential. (b)O-Si-O (blue) and Si-O-Si (green) angle distributions in bulk SiOƿ obtainedwiththemodifiedDemiralp potential.
2.8 Fছ঎঎ Eগ঎ছঐঢ Cঊকঌঞকঊঝ঒ঘগজ
“ link between experiments and simulations can be established via calculations of free
energy estimates obtained typically only with advanced molecular dynamics simulation
techniques. Thermodynamic free energies represents a physical quantity that reflects the
amount of work a system can perform or is necessary to change the state of the system from
one to another. Thus, chemical or thermal processes can be quantified using this funda-
mental quantity, finding applications in all fields of engineering and natural sciences. More-
over, it determines phase equilibria, such as melting and boiling points and the pressure of
saturated vapors, and chemical equilibria such as solubilities, binding or dissociation con-
stants and conformational changes 17.
“s a general rule, the free energy is the internal energy of systemminus the amount of
energy that cannot be used to perform work. Unusable energy is given by the entropy of
a systemmultiplied by its temperature. Two different formulations exist for systems un-
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Mod. MD Exp.
ρ [g/cmǀ] 2.215 2.1479, 2.201502.23208Si-Si RDF 1st peak [Å] 3.15 3.155228 3.077150,3.12150O-ORDF 1st peak [Å] 2.58 2.590228 2.626902.65150Si-O RDF 1st peak [Å] 1.604 1.595228 1.608901.620150Si-O RDF 2nd peak [Å] 4.06 4.12228 4.15150
Si-O-Si angle [◦] 155 (29.5) 150 (21.5)79, 144 (38)150,152 (35.7)228 15359O-Si-O angle [◦] 107.45 (15.6) 109.2 (20.9)79, 109.4150,108.3 (12.8)228 109.5150
Table 2.6: Comparison between structural results obtainedwith themodifiedMS-Q potential, previous results fromotherMD simulations and experimental findings.
der different conditions. The Helmholtz free energy F(T,V)measures the work obtain-
able from a closed thermodynamic system at constant temperature and volume, whilst the
Gibbs free energyG(T, p)measures the work obtainable form a thermodynamic system at a
constant temperature and pressure. They can be expressed as follows
F(T,V) = U− TS (2.53)
G(T, p) = U+ pV− TS . (2.54)
Unfortunately, in simulations it is practically impossible to calculateU and TS sepa-
rately, although the potential energyU is directly available from simulation. This is made
all the more difficult by the fact that, the entropic term−TS is given by an integral over
the entire phase space of the system. It makes no difference whether a microstate is ener-
getically favorable, lies behind an energetic barrier or is energetically unfavorable. Energy
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contributions from unfavorable microstates are as important to the integral as the contribu-
tion from favorable to obtain a realistic estimate of the free energy. However, from regular
molecular dynamics simulations those informations are not feasible within reasonable time
scales.
In statistical mechanics the phase space π = {r; p} is spanned over all possible mi-
crostates that a system can theoretically occupy (cf. Chapter 2.1). Since most of the sim-
ulations in this work employ a Nóse-Hoover thermostat and are thus performed in the
canonical N, V, T ensemble the corresponding probability to find the system in a distinct
microstate i can be formulated to
P(ri, pi) =
ƾ
Z exp (−ϩH(ri, pi)) . (2.55)
It should be noted that the index i stands here for a microstate and should not be confused
with the particle index. HereH = T + V is the classical Hamiltonian of the system, ϩ =
ƾ/(kBT) is the inverse thermal energy and
Z =
∫∫
drdp exp (−ϩH(r, p)) (2.56)
is the canonical partition function of the system which normalizes the probabilities. The
entropy S of a canonical ensemble is defined as
S = ƾTU+ kB ln (Z) . (2.57)
Rearranging and comparison with the formulation of the Helmholtz free energy (Eq. 2.53)
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yields an important relation between statistical mechanics and the thermodynamic free
energy–
F = −kBT ln(Z) . (2.58)
Incidentally, in case of a N, p, T ensemble this would yield the Gibbs free energy as it is
related to the enthalpyH = U+ pV.
This strongly illustrates the difficulty of extrapolating free energy estimates from regular
molecular dynamics simulations. The potential energy (or energy landscape) of a molecule
is a function of all coordinates and has one global minimum. However, depending on the
molecule size, it can have a very complex structure with multiple local minima, separated by
barriers of various heights. If the system is ergodic, it visits in an equilibrium state at tem-
perature T all regions of the configurational space that have an energy within a range of the
order of kBTwith respect to the global minimum. Whether all relevant structures in the
configurational space of arbitrarily large molecules will be accessed, in order to obtain a ro-
bust free energy estimate using Equation (2.55), is thus not necessarily guaranteed in the
course of a regular molecular dynamics simulation.
Differences in free energies between two subsystems, which are locally ergodic, are often
more desirable than absolute values. For this purpose the potential of mean force, which
is a free energy with respect to certain defined variables, can be consulted. Its relation to
the free energy is explained in the following. Consider two subsystems which have long
enough life times and locally ergodic behavior— “ reactant state R and a product state P.
Those could be, for example, a molecule binding to a surface. The reactant state would be
the molecule dissolved in, e.g., a solution and the product state the protein adsorbed on a
surface. Each of the states R and P is thus considered as separate thermodynamic states with
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Helmholtz free energies of
FR = −kBT ln(ZR) (2.59)
FP = −kBT ln(ZP) (2.60)
and the partition functions
ZR =
∫∫
R
drdp exp (−ϩH(r, p)) (2.61)
ZP =
∫∫
P
drdp exp (−ϩH(r, p)) . (2.62)
It can immediately be seen that although Z = ZR + ZP, the total Helmholtz free energy
F ̸= FR + FP. Instead it is
F = Z
R
Z F
R +
ZP
Z F
P + kBT
[
ZR
Z ln
(
ZR
Z
)
+
ZP
Z ln
(
ZP
Z
)]
. (2.63)
The latter term stems due to the mixing entropy resulting from the distribution of the sys-
tem over two states.
”y defining a reaction coordinate ϸ(r) as a function of particle coordinates which con-
nects the R and P region and separating it from the integration in the partition function Z,
Z =
∫
dϸ
∫∫
drdp exp (−ϩH(r, p))ϫ(ϸ(r)− ϸ) (2.64)
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is obtained. Constructing now a potential of mean force
VPMF
def.
= −kBT ln
(∫∫
drdp exp (−ϩH(r, p))ϫ(ϸ(r)− ϸ)
)
(2.65)
such that
Z =
∫
dϸ exp (−ϩVPMF(ϸ)) (2.66)
the Helmholtz free energy can be rewritten to
F = −kBT ln
(∫
dϸ exp (−ϩVPMF(ϸ))
)
. (2.67)
Once the potential of mean force is known, the Helmholtz free energy of a thermody-
namic state can be computed from Equation (2.67) by integrating over the relevant part
of the reaction coordinate ϸ. The difference in free energy between two states can thus be
expressed by
ρF = −kBT ln
(
ZR
ZP
)
= −kBT ln
(∫
R dϸ exp (−ϩVPMF(ϸ))∫
P dϸ exp (−ϩVPMF(ϸ))
)
(2.68)
using Equation (2.66). The potential of mean force is thus a free energy for the system ex-
cluding the reaction coordinates as degrees of freedom 17.
However, it is often not straightforward to evaluate such integrals from simulations.
Tractable cases are homogeneous distributions (e.g. ideal gases) and distributions that can
be approximated by Gaussian distributions (e.g. harmonic potentials). Free energies of
more complex systems can only be obtained by employing special algorithms to increase the
sampling along a reaction coordinate. This is mainly done by evaluating derivatives of VPMF
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from ensemble averages of multiple simulations. VPMF can then be computed by integrat-
ing over those results and will be determined up to an additive constant. Potentials of mean
force can be derived from, e.g., thermodynamic integration or perturbation, umbrella sam-
pling, particle insertion or enforcing the system to move from one part of configurational
space to another. “ few of those algorithms, the most known, are introduced briefly in the
following.
2.8.1 Uখঋছ঎ককঊ Sঊখঙক঒গঐ
Pioneered by Torrie & Valleau 217 this methods adds restrains to the potential energy V(r)
by employing usually harmonic umbrella potentials
Vumb(ϸ) = ƾƿk(ϸ(r)− ϸi)
ƿ (2.69)
around coordinates of given configurations. The resulting canonical umbrella distribution
w(ϸ)will be given by
w(ϸ) ∝
∫
dr exp (−ϩV(r)− ϩVumb(ϸ)) . (2.70)
Consequently, the potential of mean force can be estimated up to an additional constant
VƽPMF to
VPMF = VƽPMF − kBT ln (w(ϸ))− Vumb(r) . (2.71)
”y keeping track of the distribution of ϸi values and correcting the bias caused by the um-
brella potentials, the potential of mean force can be reconstructed modulo an immaterial
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constant VƽPMF. This additional constant is in most cases not of interest, because usually one
is interested in the form of the free energy profile (or surface) and energy differences such as
free energy barriers between two different states and not in the absolute value. “nother ap-
proach to obtain the free energy estimates from umbrella sampling is by using the weighted
histogram analysis method (WH“M) 123,10. It involves an additional iterative determination
of the additional constants VƽPMF until the total free energy profile (or potential of mean
force) assumes a continuous form.
The advantage over the more simpler thermodynamic integration method is that by this
method the spacing of sampling points ϸi can be chosen larger since the harmonic potentials
allow also sampling in the vicinity of the constrained coordinates. Harmonic potentials
should, however, possess sufficient overlap to enable a correct sampling along the reaction
pathway. This constitutes the main drawback of umbrella sampling؛it does not reproduce
edges in the free energy profiles very well. Due to better sampling of the molecule in the
middle of the umbrella potentials, this leads to many samples on the left or right side of the
edge, but not on the edge itself. It is also depending on the path meaning that a molecule
can first approach the surface from the solvent or the other way round and both may result
in a hysteresis in the free energy profiles.
2.8.2 “঍ঊঙঝ঒ট঎ ”঒ঊজ Fঘছঌ঎M঎ঝ঑ঘ঍জ
“ popular algorithm to perform adaptive bias force simulations is M঎ঝঊ঍ঢগঊখ঒ঌজ. Many
simulations in this work have been performed using this algorithm to augment regular
molecular dynamics simulations. This provides a robust method to obtain free energy
landscapes by imposing a time dependent bias potential that acts on a selected number of
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collective variables (or reactive coordinates). In the following a short summary of the review
onM঎ঝঊ঍ঢগঊখ঒ঌজ by ”arducci et al. 7 should be given. “n external history-dependent
bias potential which is a function of the collective variables is added to the Hamiltonian of
the system. M঎ঝঊ঍ঢগঊখ঒ঌজ employs for this reason Gaussians deposited along the system
trajectory in the collective variable space in order to discourage the system from revisiting
configurations that have already been sampled. Here a version is chosen which acts directly
on the microscopic coordinates of the system, though, other versions are also available 125,110.
The collective variable ϸ(r) = (ϸƾ(r), . . . , ϸd(r)) is a set of d function of the microscopic
coordinates r of the system. The time-dependent bias potential is defined by
Vmeta(ϸ, t) =
∫ t
ƽ
dt′ω exp
(
−
d∑
i=ƾ
(ϸi(r)− ϸi(r(t′)))ƿ
ƿϽƿi
)
. (2.72)
”asically, Gaussians are deposited with a certain energy rate ω and width Ͻi on the collec-
tive variable phase space. The energy rate is constant and expressed in terms of a Gaussian
heightW and a deposition stride Ͼ–
ω = WϾ (2.73)
Using this approach, local free energy minima in which the molecule or particle under con-
sideration could be trapped can easily be overcome by simply adding as much Gaussians as
it is needed to to compensate local minima of the collective variable. Regions in which the
energy landscape is deeper more Gaussians are necessary to compensate the free energy and
after a certain time the bias potential compensates eventually completely the free energy
landscape (modulo an irrelevant additive constant) of the collective variable which has been
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chosen–
Vmeta(ϸ, t→∞) = −VPMF(ϸ) + VƽPMF . (2.74)
However, this can be primarily seen only as a first approximation since the bias potential
will oscillate around a certain value as more and more Gaussians are added. This can be
avoided by choosing a time-dependent Gaussian height as done in well-temperedM঎ঝঊ঍ঢ-
গঊখ঒ঌজ 8–
W = ω Ͼ exp
(
Vmeta(ϸ, t)
kBρT
)
. (2.75)
In contrast to standardM঎ঝঊ঍ঢগঊখ঒ঌজ the bias deposition rate decreases as ƾ/twith this
formulation and the dynamics become thus progressively closer to thermodynamic equilib-
rium as the simulation proceeds. The bias potential will not fully compensate the underly-
ing potential energy, but it converges to
Vmeta(ϸ, t→∞) = − ρTT+ ρTVPMF(ϸ) + V
ƽ
PMF (2.76)
“nd in the long time limit the collective variables probability distributions become
w(ϸ) ∝ exp
(
VPMF(ϸ)
kB(T+ ρT)
)
. (2.77)
Obviously this represents sampling at a higher temperature T + ρT. Thus, in the limits of
ρT = ƽ or∞ standard molecular dynamics or standardM঎ঝঊ঍ঢগঊখ঒ঌজ are recovered,
respectively. “ value in between those limits will therefore regulate the free energy surface
exploration and avoids overfilling in a way that low values of ρTwill lead to a quicker con-
vergence of Vmeta whereas higher values improve the sampling of the collective coordinate.
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“n example of this method is given in the following for the estimation of the barrier
height when a water or Si(OH)ǁ molecule penetrate a phosphatidylcholine lipid bilayer.
Phosphatidylcholine lipids (POPC) are the main constituent of eukaryotic cell membranes.
“ graphical illustration of the molecular structure of the system used in the M঎ঝঊ঍ঢগঊখ-
঒ঌজ simulation is shown in Figure 2.6.
In Figure 2.7a and 2.7b are the temporal evolutions of the free energies of a T঒ঙ3ঙ water
and a Si(OH)ǁ molecule upon penetrating a phospholipid bilayer shown. Furthermore,
estimates of the barrier height in order to cross the phospholipid bilayer are given in Fig-
ure 2.8 for both molecules. The temporal evolution of the barrier height will fluctuate as
the free energy profiles are evolving. “n estimate for the barrier height is calculated in Fig-
ure 2.8 for every nanosecond of the evolving well-temperedM঎ঝঊ঍ঢগঊখ঒ঌজ simulation.
The energy necessary for a water molecule to cross the barrier is evaluated by averaging
the free energy plateaus of either if it is located in bulk water (−ǁǂÅ < zcom < −ǀƽÅ and
ǀƽÅ < zcom < ǁǂÅ) or in the bulk of the lipid bilayer (−ǂÅ < zcom < ǂÅ).
ρF = ⟨VPMF(zcom)⟩bulk − ⟨VPMF(zcom)⟩POPC (2.78)
”rackets are symbolics for taking the average of the potential of mean force in the respec-
tive area. Simultaneously this allows to check the convergence of the free energy profile.
”y calculating a barrier height estimate for every nanosecond of the trajectory a sufficient
convergence is reached for the water molecule after approximately 100 ns. The free en-
ergy difference of the water molecule will fluctuate around an estimated barrier height of
6.6±0.5 kcal/mol. “ value that has been found also by other studies of a similar system
(6.2 kcal/mol for water permeating through a DPPC bilayer 144). However, in the case of
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Figure 2.7: Temporal evolution of the potential of mean force of (a) a water (Tip3p) and (b) a Si(OH)ǁ molecule pene-trating a lipid (POPC) bilayer (cf. Figure 2.6) using theMetadynamics algorithm.
the Si(OH)ǁ molecule convergence is hardly reached and the estimated barrier height fluc-
tuates around a value of 10±2 kcal/mol.
The introduction of a history-dependent potential alters the probability distributions
of other degrees of freedom ϭ and those will be distorted if calculated directly from the sim-
ulation trajectory. Since the magnitude of the bias potential continuously increases with
time in the well-temperedM঎ঝঊ঍ঢগঊখ঒ঌজ simulation, simple reweighting to recover the
unbiased distributions of external collective variables is not possible in a straightforward
manner. “ suitable reweighting scheme for this situation has been devised in 25. The unbi-
ased distribution w(χ) can be calculated numerically from the temporal evolution of the
biased histogramNt(ϸ, χ) according to
w(χ) =
∑
s eϩV
meta(ξ,t)Nt(ϸ, χ)∑
ξ,χ eϩV
meta(ξ,t)Nt(ϸ, χ)
. (2.79)
This can be used in order to calculate probability distributions of, for example, externally
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Figure 2.8: Convergence of the free energy barrier height of a water (Tip3p) and Si(OH)ǁ molecule penetrating a lipid(POPC) bilayer. The barrier height is calculated from the free energy profiles shown in Figure 2.7a and 2.7b usingEq. (2.78).
calculated collective variables which are not included by default in the M঎ঝঊ঍ঢগঊখ঒ঌজ
package.
2.8.3 R঎ঙক঒ঌঊ Eডঌ঑ঊগঐ঎M঎ঝ঑ঘ঍জ
Non-ergodicity is a problem of simulations when for example proteins and nucleic acids in
solution should be examined. Such systems needs often macroscopic (say, seconds) to fold
into a specific conformation. This time span is not feasible with regular molecular dynam-
ics. “side from biomolecules, polymers, e.g., copolymers exhibit a similar behavior. Melts
of them need long rearrangement times to settle to a structure with minimum free energy.
“s a third example glasses below glass transition temperature could be named– They will
freeze into a subset of possible states, probably not the energetically lowest. “ll of the afore-
mentioned systems are trapped in a limited set of configurations (or conformations) that
is a subset of the complete canonical distribution and will be not ergodic when simulated
with a standard molecular dynamics simulation.
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“ breakthrough in the efficient generation of a representative ensemble of configura-
tions in cases where equilibration is slow was achieved by the introduction of replica ex-
change methods (REM). With this approach it is sampled over all degrees of freedom, in
contrast to the aforementioned approaches in which only the sampling of a distinct set of
reaction coordinates ξ is enhanced. Often replica exchange is done in molecular dynam-
ics by exchanging the temperatures of two neighboring replicas (TREM) 205 by employing
a distinct exchange criteria. “n initial replica say at 300K can thus encompass the whole
set of temperatures and is able to easily overcome high energy barriers in a high tempera-
ture replica— Each system now rapidly visits a range of temperatures. The result is a much
faster relaxation than a single system would have at a low temperature, without distorting
the canonical distribution. In the case that the adsorption behavior of proteins or peptides
should be evaluated replica exchange methods can facilitate other methods to calculate po-
tentials of mean force. If, for example, the distance of the peptide (or protein) to the surface
is considered as a reaction coordinate a potential of mean force can be obtained for the ad-
sorption path with one of the aforementioned methods. However, apart from barriers in
the reaction coordinate other barriers not considered explicitly can influence the peptides
conformation and could have influence on the adsorption path. Thus, in the worst case,
important conformations are excluded in the calculation of the potential of mean force 161.
Replica exchange methods increase the sampling of the remaining ǀN − f degrees of free-
dom not explicitly treated in the method of choice for calculating the potential of mean
force. Thus, when used in combination with other methods to calculate free energies, e.g.,
M঎ঝঊ঍ঢগঊখ঒ঌজ a faster and more reliable free energy estimate can be obtained42,190.
In the temperature replica exchange method it is assumed that the probability of a con-
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figuration r in themth replica obeys the ”oltzmann distribution
wm(rm) =
ƾ
Zm
exp
(−ϩmV(rm)) , (2.80)
with ϩm = ƾ/kBTm, the Hamiltonian of the system V(r) and Zm as the partition function.
It is assumed that the joint probability distribution of the extended system withM replicas
w is represented by the multiplication of the probability of each replica
w = ΠMi wi(ri) . (2.81)
The transition probability that the configuration rm of themth replica is exchanged with
configuration rn of replica n is written asW(rm, ϩm; rn, ϩn) and for the reverse process it
is written asW(rn, ϩm, rm, ϩn). The detailed balance condition for the extended system to
reach the extended ”oltzmann equilibrium (Eq. (2.81)) should hold
w[(...; rm, ϩm; rn, ϩn; ...)]W(rm, ϩm; rn, ϩn) =
w[(...; rn, ϩm; rm, ϩn; ...)]W(rn, ϩm; rm, ϩn) (2.82)
which directly leads to
W(rm, ϩm; rn, ϩn)
W(rn, ϩm; rm, ϩn)
=
w[(...; rm, ϩm; rn, ϩn; ...)]
w[(...; rn, ϩm; rm, ϩn; ...)]
. (2.83)
“ll terms from replicas which were not exchanged cancel out in the extended ”oltzmann
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equilibrium (Eq. (2.81)), leading to
W(rm, ϩm; rn, ϩn)
W(rn, ϩm; rm, ϩn)
= exp[(ϩm − ϩn)(V(rn)− V(rm))]
= exp(−ρ) . (2.84)
Using the Metropolis acceptance criteria the probability of a temperature exchange be-
tween replicam and n is
W(rm, ϩm; rn, ϩn) =


ƾ forρ ≤ ƽ
exp(−ρ) forρ > ƽ
. (2.85)
Consequently, the backward transition probability is
W(rn, ϩm; rm, ϩn) =


exp (ρ) forρ < ƽ
ƾ forρ ≥ ƽ
(2.86)
with values forW ranging in the interval [ƽ, ƾ] for both cases. Using this acceptance crite-
rion it can easily be seen that forward and backward transition fulfill Equation (2.84).
“nother more general approach is to exchange the Hamiltonians instead of thermostats.
Fukunishi et al. 84 revised in his work replica exchange methods and showed that the tem-
perature replica exchange can be seen as a special case of the more general Hamiltonian
replica exchange. Recently an interesting alternative Hamiltonian replica exchange method
has been proposed. In this methods instead of exchanging Hamiltonians different bias po-
tentials defined for each replica are exchanged (”EM) 170. It already found application in the
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study of Marinelli et al. 141 in which a kinetic model of the Trp-Cage folding was derived.
Thus, by defining enough bias potentials for varying reaction coordinates in each replica,
e.g., via M঎ঝঊ঍ঢগঊখ঒ঌজ, and allowing an exchange of the bias potentials between repli-
cas, the problem of indirect barriers influencing the potential of mean force on the desired
reaction coordinate can be circumvented. “nother alternative formulation of a Hamilto-
nian replica exchange method which is very suitable for studying conformational changes
of peptides or small proteins is briefly introduced in the following.
R঎ঙক঒ঌঊ Eডঌ঑ঊগঐ঎ ঠ঒ঝ঑ Sঘকঞঝ঎ T঎খঙ঎ছ঒গঐ (REST)
The Replica Exchange with Solute Tempering (REST) method was originally published
by Liu et al. 132 and optimized byWang et al. 232 . It depends on the Hamiltonian replica ex-
change method originally published by Fukunishi et al. 84 which is defined by exchanging
the Hamiltonians of two neighboring replicas instead of their temperature. In this case the
”oltzmann distribution is defined as
wm(rm) =
ƾ
Zm
exp[−ϩVm(rm)] (2.87)
The probability of an exchange between the hamiltionian of themth replica and the nth
replica is calculated in the same manner as previously for the temperature replica exchange
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method and is therefore
W(rm,Vm(rm); rn,Vn(rn)) =


ƾ forρ ≤ ƽ
exp(−ρ) forρ > ƽ
with ρ = ϩ[(Vm(rn) + Vn(rm))− (Vm(rm) + Vn(rn))] (2.88)
The temperature REM can be seen as a special case of the Hamiltonian REMwhen the
inverse temperatures ϩm are scaled as ϩm = smϩ. In this special case both methods give the
same ”oltzmann factor exp[−ϩsmE(X)] in the ”oltzmann distribution of Equation (2.80)
and (2.87) meaning that either the temperature could be scaled for a temperature replica
exchange or the Hamiltonians for a Hamiltonian replica exchange, both giving identical
answers.
In principle, the RESTmethod divides the total energy into three terms and scales them
differently according to
Vm(r) =
ϩm
ϩƽ
Vpp(r) +
√
ϩm
ϩƽ
Vpw(r) + Vww(r) , (2.89)
with ϩƽ being the inverse temperature in the lowest replica, Vpp being the intramolecular
energy of the protein, Vpw being the interaction energy of protein and water molecules and
Vww being the energy of only the interactions between water molecules. This rescaling of
Hamiltonians is equivalent to only heating up the temperature of the solute and this is
where the name replica exchange with solute tempering (REST) stems from. Effectively
the interaction energy for (ϩm/ϩƽ)Epp is achieved by rescaling the bonded interaction terms,
the Lennard؛Jones Ϭ parameter and the charges of the solute atoms by ϩm/ϩƽ, ϩm/ϩƽ and
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√
ϩm/ϩƽ, respectively, and for (
√
ϩm/ϩƽ)Epw by rescaling the nonbonded Lennard؛Jones Ϭ
parameter with√ϩm/ϩƽ. The specific heat increase of each replica is thus only a fraction of
the case that all interactions would have been scaled. This yields a better overlap of poten-
tial energies of each replica allowing a reduced number of replicas necessary and reducing
therefore heavily the computational effort needed. Combining Equation (2.88) and 2.89
leads to an expression for the acceptance probability factor
ρ = (ϩm − ϩn)
[
(Vpp(rn))− Vpp(rm)) +
√
ϩƽ√
ϩm +
√
ϩn
(Vpw(rn)− Vpw(rm))
]
. (2.90)
One could think of including this expression as a swapping criteria into the simulation
code, however, contributions of only fragments of long-range interactions are not trivial
to estimate, making an implementation of this equation into molecular dynamics anything
but ordinary. Fortunately, it is not necessary to include such energy contributions. Due
to Equation (2.88) is still true even for modified Hamiltonians from replica exchange with
solute tempering, this exchange criteria will give an identical answer as Equation (2.90) but
avoids the necessity of calculating fragments of long-range energy contributions. Equa-
tion (2.90) gives us only an insight why the RESTmethod performs more efficiently in
terms of computational effort over standard temperature replica exchange methods but is
not used in terms of calculating an exchange probability.
In order to demonstrate the superiority of replica exchange with solute tempering over
standard temperature replica exchange for the sampling of peptide conformations, respec-
tive resulting energy probabilities and temperature positions of replicas for each method
are shown in Figure 2.9 for a 10 ns simulation of a small dissolved peptide consisting of four
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aminoacids (GCRL, in the one letter amino acid code). Potential energy distributions of
different temperatures are much more spread in the case of temperature replica exchange
as compared to replica exchange with solute tempering. In Figure 2.9a it can be seen that
exchanges between replicas at different temperatures occur thus only very rare, if ever.
Whereas in Figure 2.9c an exchange probability of 26% is achieved for the same tempera-
ture range using replica exchange with solute tempering . Hence, in order to achieve the
same overlap of potential energies as in replica exchange with solute tempering a signifi-
cant higher number of replicas has to be used increasing heavily the computational effort
necessary (cf. Figure 2.9b and Figure 2.9d).
However, in replica exchange with solute tempering replicas with temperatures higher
than the unscaled ground replica cannot be used to extract any thermodynamic informa-
tion out of them due to the unphysical scaling of potential energies, unlike in regular tem-
perature replica exchange where higher temperature replicas can be used for further evalua-
tion of, e.g., the thermodynamic properties of the desired molecule at higher temperatures
(if the force field allows this and is parameterized for higher temperatures). In replica ex-
change with solute tempering elevated temperature replicas are only used to increase sam-
pling. Furthermore only peptide-peptide and partially peptide-water interactions are scaled
in replica exchange with solute tempering which could result in neglecting the sampling
of important degrees of freedom of the solvent which is not the case when standard tem-
perature replica exchange is applied. It should be noted that the aforementioned replica
exchange with solute tempering simulation was supplemented with a bias potential stem-
ming fromM঎ঝঊ঍ঢগঊখ঒ঌজ. This should only have a neglible influence on the exchange
behavior in Figure 2.9 and is discussed in more detail in the next chapter.
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Figure 2.9: Comparison of results from a 10ns regular temperature replica exchange (a,b) and replica exchangewithsolute tempering (c,d) simulations. In (a,c) is the respective temperature position of the replica in the course of thesimulation is shown, whilst in (c,d) the distribution of the potential energies of the respectivemethod is shown.
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I have noticed even people who claim everything s pre-
destined, and that we can do nothing to change it, look
before they cross the road.
Stephen Hawking
3
Simulating the Physical World†–
Proteins at the Silica Interface
†Quoted from Simulating the Physical World– Hierarchical Modeling fromQuantumMechanics to Fluid
Dynamics by Herman J. C. ”erendsen
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Pছঘঝ঎঒গজ ঊগ঍ ঘক঒ঐঘঙ঎ঙঝ঒঍঎জ are known to undergo a partial change of their conforma-
tions upon interaction with solid materials surfaces, leading to either unfolding or folding
of their native structures in solution. This phenomenon governs important biological pro-
cesses such as blood clotting or amyloid fibre formation 30, and determines the behavior of
inorganic/organic interfaces during either biomineralization or, inversely, materials recogni-
tion by short peptides68. Preventing conformational changes of protein-based drugs (such
as antibodies) induced by adsorption/desorption at the walls of storage containers, typically
SiOƿ-coated glass vials, is of paramount importance for pharmaceutical industries74, given
the costs and risks associated with the lowered or modified activity of the drug molecules in
a different folding state. Moreover, the tethering of active enzymes to solid supports, which
has emerged as a promising route towards the biotechnological fabrication of environmen-
tally sustainable catalysts, may lead to uncontrolled structural change and reduction of the
enzymatic activity 191. There is thus a big interest in understanding the interactions between
polypeptides and inorganic surfaces at an atomistic level, a difficult task both for current
experimental and modeling techniques 107,167.
Experimentally, “tomic Force Microscopy (“FM) methods have been used in rare cases
for high-resolution imaging 82 of adsorbed peptides and more often to measure the adhe-
sion forces between polypeptides and materials65. The free energy of adsorption can also
be estimated via “FM force spectroscopy through the analysis of the adhesion force as a
function of the loading rate 126, or by means of other indirect methods such as quartz crystal
microbalance with dissipation (QCM-D) 192 or SPR spectroscopy 234. When the adsorption
does not involve the formation or disruption of chemical bonds, classical molecular dynam-
ics modeling have lead to impressive results concerning the prediction of adhesion forces 107
88
and free energies 190 of adsorbed polypeptides. Large progress towards consistency between
simulation results and experiments has recently been achieved by developing and applying
advanced simulation techniques, such as replica exchange methods, to explore the vast con-
formational space of polypeptides interacting with solid surfaces 161,190,55,146. Complementing
the experimental results by providing atomistic resolution, these simulations have thus sig-
nificantly advanced our understanding of biomolecular adsorption67,212. More difficult to
determine are the conformational changes associated with polypeptide adsorption.
Developing a method to predict the structure and compute the Circular Dichroism (CD)
spectra in the near UV wavelength of oligopeptides either dissolved in water or adsorbed
on materials surfaces is part of the work in this thesis and is presented in the following.
It was recently published and detailed journal information can be found under the de-
scriptor 146 in the bibliography. The method used here is based on molecular dynamics
simulations and exploits a RESTখ঎ঝঊD algorithm45. It is applied to study in detail the
structure and conformational change by means of molecular dynamics simulations of an
Ϩ-helical oligopeptide adsorbing on an anionic amorphous silica (SiOƿ) substrate. Confor-
mational changes of this model have been experimentally examined previously by ”urkett
& Read 40 , Read & ”urkett 181 .
“s it will be seen, the presented simulation technique produces results in quantitative
agreement with experiments. Firstly, results of an equilibrium unbiasedMD simulations
are shown in Chapter 3.1. Using this approach, it was only possible to capture a few mi-
crostates of the dissolved and adsorbed states (unless performed over a time scale compara-
ble with the experimental one, which is presently impossible). Therefore, a quantification
of the adsorption behavior from the previously unbiasedMD trajectory of the model pep-
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tide in terms of any experimental observable such as, e.g., the free energy of adsorption is
not possible. To overcome this limitation, a thorough exploration of the phase space asso-
ciated with the processes of adsorption and unfolding using Replica Exchange with Solute
Tempering in conjunction withM঎ঝঊ঍ঢগঊখ঒ঌজ (RESTখ঎ঝঊD), as introduced in Camil-
loni et al. 45 , Schneider & Colombi Ciacchi 190 , is carried out in Chapter 3.1.1.
3.1 Cঘগএঘছখঊঝ঒ঘগঊক C঑ঊগঐ঎জ ঘএ ঊ P঎ঙঝ঒঍঎জ “঍জঘছঋ঒গঐ ঝঘ S঒ক঒ঌঊ
It is not trivial to find an experimentally well studied biological system able to simulate
within reasonable time scales. Mostly, interesting systems, e.g. proteins, contain too much
atoms to simulate and investigate them further on a high level of complexity.
In contrast, ”urkett & Read 40 and Read & ”urkett 181 investigated thoroughly confor-
mational changes of small peptides when they undergo adsorption on anionic or cationic
silica. The Ϩ-helical peptide 4D“R5, of sequence DDDD“““““RRRR, has been the ob-
ject of detailed experimental studies concerning its partial unfolding after adsorption on
anionic SiOƿ colloidal surface using a combination of CD and ƾH-NMR spectroscopy40,181.
In the dissolved state, the folded Ϩ-helical structure is stabilized by the central poly-“ se-
quence despite a net dipole arising from the positively charged arginine side and the nega-
tively charged aspartic acid side. The helical loss caused by the adsorption on the negatively
charged SiOƿ surface at pH 9 has been quantified to amount to about 40%40. This be-
havior and the relatively small size in terms of atomic size was reason enough to study this
molecule in more detail with molecular dynamics simulations.
First of all the 4D“R5 peptide model was rebuilt in an attempt to use it in an atomistic
simulation— Constructed initially in an ideal Ϩ-helical conformation using the LEaP package
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of the “mber suite of programs. On a further 2 ns relaxation in bulk water using a molecu-
lar dynamic simulation at 300 K, it retained its initially helical structure. “ccording to the
experimental protocol of ”urkett & Read 40 , the N and C termini were capped by an acetyl
group (COCHǀ) and an amino cap (NHƿ), respectively.
To simulate a colloidal SiOƿ surface a 22 Å thick, hydroxylated amorphous silica slab
(devised in the work of Cole et al. 51) was used as a starting point. “lthough the theoreti-
cal force field description is insufficient, as discussed in a previous chapter, the proposed
hydroxylated silica model is in good agreement with literature and suits without any prob-
lems to the modified MS-Q force field (cf. Chapter 2.7.2). The slab had to be modified in
order to represent experimental findings– On each side of the slab 5 OH groups were de-
protonated, corresponding to a surface charge density of -0.087 C/mƿ or to a Si-O− group
density of 0.55 nm−ƿ. This is very close to the value of 0.54 nm−ƿ estimated by ”urkett &
Read 40 by means of titration experiments with SiOƿ colloids dissolved in water at pH 9.0.
Importantly, the form and used atomic charges of the modified MS-Q silica potential in
addition with our recently developed potential for interfacial silica systems in contact with
water43 ensure that it can be readily used in combination with standard biomolecular force
fields.
In summary, peptide-peptide, peptide-water and water-water interactions are described
with the all-atom “খঋ঎ছ03 force field 54,69 combined with the T঒ঙ3ঙ water model 114. Pep-
tide and water interactions are described with the SiOƿ parameter set recently published in
”utenuth et al. 43 . It treats with particular care the point charges and the Lennard؛Jones
parameter of deprotonated silanol groups on the silica surface. Lorentz-”erthelot combina-
tion rules were employed to construct the Lennard؛Jones interaction potentials between
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Figure 3.1: Density profiles of the interfacial system components used as starting configuration for further simulationsof the helicity loss upon adsorption: a hydroxylated and deprotonated silica surface, Tip3pwater and the 4DAR5peptide.
the atomic species at what flexibility of the complete silica surface slab remained. Si-Si and
Si-O interactions within the surface slab are described by the modified MS-Q potential
originally introduced by Demiralp et al. 66 . Finally, Na+ counterions had to be added to
the solvent to ensure charge neutrality of the combined silica, peptide and water system in
order to allow the use of a long-range PPPM solver60,102 for coulombic interactions.
Periodic boundary conditions were imposed in all directions and while the periodicity of
the SiOƿ surface slab dictated the size of the simulation cell in the xy plane (60.5×60.5 Åƿ),
its height was manually adjusted to 68.7 Å in order to reproduce the correct T঒ঙ3ঙ water
density of 0.998 g/cmǀ far away from the surface slab 142. The resulting averaged density
profiles for the silica slab, water and the peptide are given in Figure 3.1.
“ graphical representation of the initially non-adsorbed and adsorbed system after 23 ns
of molecular dynamic simulation is given in Figure 3.2a and Figure 3.2b, respectively. “v-
eraged density profiles are calculated from a 2 ns simulation in which the peptide and a
1 Å thick layer in the center of the silica slab were constrained to their initial positions in
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order to not distort the final density profiles. “s a starting configuration served for this pur-
pose the system shown in Figure 3.2a.
Molecular dynamic simulations were carried out with the Lঊখখঙজ simulation soft-
ware 171 extended with the PLUMEDM঎ঝঊ঍ঢগঊখ঒ঌজ package 26. Usually M঎ঝঊ঍ঢগঊখ-
঒ঌজ is used to bias simulations in order to obtain free energy estimates of collective vari-
ables. However, it was used here only to monitor the change of peptide helicity during the
simulation, without further biasing it. For this purpose, the structural helicity and the dis-
tance of the center of mass of the peptide to the surface were used. ”oth are predefined
collective variables in M঎ঝঊ঍ঢগঊখ঒ঌজ, which are otherwise not found in a standalone
Lঊখখঙজ version. The structural helicity is defined as the number of residues i adopting
a (partially) helical conformation, based on their backbone dihedral anglesΦi andΨi (cf.
Figure 3.3 and the correlation with the values of the adjacent residues i± ƾ–
H =
N−ƾ∑
i=ƿ
i+ƾ∏
j=i−ƾ
ƾ
ǁ
[
cos(Φj − Φi) + ƾ
] [
cos(Ψj − Ψi) + ƾ
]
. (3.1)
In this definitionΦi andΨi represent the target values of residue i associated with an Ϩ-
helical conformation (-68.75◦ and -45.0◦ for all residues, respectively).
“ timestep of 2.0 fs was chosen in all simulations and covalent bonds involving hydrogen
atoms were constrained to their equilibrium values via the SH“KE algorithm 187. “ PPPM
Ewald solver60,102 was used to calculate long range Coulombic interactions. Pair interactions
of the SiOƿ Morse potential as well as the real space part of the Coulombic interactions
were truncated at ǅ.ƽ A˚. “s a consequence of the difficulties in applying a barostat to an
interfacial system242, all simulations were carried out within the NVT ensemble at 300K
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(a)
(b)
Figure 3.2: Graphical representations of (a) the initial non-adsorbed (H ≈9.5) and (b) the adsorbed system (H ≈4.5)after 23 ns of molecular dynamic simulation.
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Figure 3.3: Illustration of the definition of backbone dihedral angles in proteins.Φ andΨ are therein defined as thedihedral angle shared by the atoms C-N-CϨ-C andN-CϨ-C-N, respectively. R serves as a placeholder for the side chainof the amino acid.
employing a Nos´e-Hoover thermostat.
Simulations were initially started with the fully-folded peptide dissolved in water placed
1.2 nm above a deprotonated amorphous silica surface model with a surface charge density
corresponding to the one determined experimentally (Figure 3.2a). Electrostatic interac-
tions drive the spontaneous adsorption of the peptide through the poly-R side within a
few ns of MD simulation at constant room temperature. “ graphical illustration of this is
shown in Figure 3.2b). “ more detailed temporal evolution of the helicity change and the
peptides distance to the silica surface is given in Figure 3.4a and 3.4b, showing that after the
initial adsorption partial unfolding is observed until the simulation is stopped after 23 ns.
zssd is defined here as the difference between the positions of the peptide’s center of
mass and the Gibbs’ dividing surface along the z direction normal to the surface– zssd =
zcom − zGDS. The height zGDS of the Gibbs Dividing Surface (GDS), which sets the zero
of the collective variable corresponding to the position of the peptide center of mass in the
simulations, was chosen so as to ensure that the surface excess of water molecules π is zero at
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Figure 3.4: (c) zssd position (green) and helicity (blue) of the 4DAR5 peptide and (d) distance of the center of masspositions of arginine (ARG) and aspartic acid (ASP) residues to the surface during an unbiasedMD simulation.
this point 106. This corresponds to fulfilling the condition
π =
∫ zGDS
ƽ
ρwat(z)dz−
∫ zmax
zGDS
ρbulkwat − ρwat(z)dz = ƽ , (3.2)
where ρwat(z) represents the water density at position z and ρbulkwat = ƽ.ǆǆǅ g/cmƿ is the
T঒ঙ3ঙ water density in liquid bulk. zmax was chosen to be ƾ/ǀ of the total length of the sim-
ulation box in z direction to ensure that zGDS is not affected by the periodically repeated
surface slab or by the density contribution of the peptide in the middle of the simulation
box (see Figure 3.1). Using this method zGDL is estimated to 11.0 Å with respect to our arbi-
trary choice of the atomic coordinates in the simulation box.
“s mentioned before, It should be noted that equilibrium unbiasedMD simulations are
only able to capture a few microstates of the dissolved and adsorbed states unless performed
over a time scale comparable with experimental ones, which is presently impossible. There-
fore, from an unbiasedMD trajectory a quantification of the adsorption behavior, in terms
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of any experimental observable, is not possible. To overcome this limitation, a method is
introduced in the next chapter to overcome this limitation and to enable a thorough explo-
ration of the phase space associated with the processes of adsorption and unfolding.
3.1.1 Qঞঊগঝ঒এঢ঒গঐ Sঝছঞঌঝঞছঊক C঑ঊগঐ঎জ ঠ঒ঝ঑ “঍টঊগঌ঎঍MD S঒খঞকঊঝ঒ঘগজ
Choosing the distance z between the peptide’s center of mass and the SiOƿ surface and the
peptide’s structural helicityH (as defined by the torsional angles of its backbone, see Eq. 3.1)
as two independent internal collective variables, a complete exploration of the energy land-
scape associated with the helical folding and unfolding during the adsorption process (cf.
Figure 3.8) is performed.
“ reliable free energy estimate of a given reactive coordinate depends often on more than
only itself, probably also on those reactive coordinates which have not been explicitly de-
fined. It relies therefore on a sufficient sampling of the complete phase space necessary to
calculate a robust free energy estimate of the desired reaction coordinate. “ robust method
to obtain free energy estimates of a given reactive coordinate can be achieved by combining
M঎ঝঊ঍ঢগঊখ঒ঌজ and Replica Exchange with Solute Tempering (REST) as done previously
by Camilloni et al. 45 or Schneider & Colombi Ciacchi 190 . This method is perfectly suited
for the purpose of the present topic and is thus used to calculate the free energy surface as-
sociated with the conformational change a peptide undergoes upon adsorption. The choice
of parameter for this method are explained in the following. To compute free-energy land-
scapes, adaptive bias potentials were added during the course of the MD runs according to
the M঎ঝঊ঍ঢগঊখ঒ঌজ scheme 124 in the well-tempered ensemble 8 using a bias factor of 10.
Thus, Gaussian hills with a height of 0.7 kcal/mol were addded every 0.5 ps. The full width
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half maximum of the Gaussians was chosen to be 0.1 and 0.3 Å for the helicity and distance
collective variables, respectively.
“dditionally, an increased sampling of degrees of freedom not explicitly defined in the
M঎ঝঊ঍ঢগঊখ঒ঌজ algorithm was achieved by allowing exchanges between virtually ele-
vated temperature replicas using the Replica Exchange with Solute Tempering method.
Simulations were carried out as introduced in the previous chapter. Seven replicas of the
4D“R5 peptide in contact with water were used. Their potential energy rescaling factors
corresponding to solute temperatures of 300, 325, 350, 375, 400, 425, and 450 K. Due to the
artificial nature of the rescaled potential energy landscapes in the auxiliary high-temperature
replicas, only the results of the system at 300 K were considered for the evaluation, as dis-
cussed in Chapter 2.8.3. Exchanges between neighboring replicas were attempted every 0.5
ps, which, as depicted in Figure 3.5a, resulted in uniform occupancies of all temperatures
for each replica and an exchange probability of 26%. “s noted in Figure 3.5, due to the lim-
itation in visibility not all 1.5 million exchange events can be shown. Temperatures of the
respective replicas are therein given every 1.5 ns, although every 0.5 ps an exchange was al-
lowed. Figure 3.5a and 3.5b show that the condition of a good replica diffusion between all
temperatures and a sufficient energy overlap is fulfilled. In Figure 3.6 are the zssd position
and helicityH of the respective replica at 300K shown, furthermore indicating a sufficient
sampling of microstates with respect to the chosen collective variables of the system.
“lthough in the case of a converged free energy the rate of occurrence for the two col-
lective variables should be ideally flat in 3.6 it can be assumed that a sufficient sampling is
nonetheless achieved. “part from the slightly increased sampling in proximity of the silica
surface, which could be improved by increasing the simulation time, a higher sampling of
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Figure 3.5: (a) Temperatures of the replicas with respect to the simulation time and (b) energy distributions at differenttemperatures from the RESTmetaD simulation of the 4DAR5 peptide including the anionic silica surface. Replica tem-peratures are given every 1.5 ns due to the immense amount of data (see discussion in themain text). Colors indicatethe temperature from black to yellow, respectively from 300 to 450K.
microstates with a lower helicity can be observed in Figure 3.6. This is probably due to the
higher conformational space of a peptide with lower helicity and, thus, should have no ef-
fect on the final free energy surface. Vividly, this can be explained for a peptide with either
a helicity of 0 or 11.0. In the latter case there exist only one possible conformation, whereas
for a helicity of 0 there exist several possible conformations of the peptide.
It can hence be assumed that by using the above mentioned collective variables it is pos-
sible to sample over all conformations of a peptide upon adsorption onto a silica surface.
It is thus possible to distinguish between structural changes of the peptide induced by the
adsorption process by calculating a free energy surface F(H, zssd) associated with the change
of two collective variablesH and zssd. The (zssd,H) free energy surface at 300K calculated
from a well-tempered RESTখ঎ঝঊD simulation using seven independent peptide replicas
and lasting 1.5 ϶s per replica is shown in Figure 3.7.
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Figure 3.6: Rate of occurrence of the zssd position and helicityH during the RESTmetaD simulation of the 4DAR5peptide including the anionic silica surface from the respective replica at 300K. Themesh grid data is produced bybinning all microstates into ǀƽƿ equal sized boxes.
“t a first glance, the free energy landscape at large zssd reveals a shallow minimum in the
region of helicity between 6 and 8. “ major adsorption channel leads towards the surface
retaining the same helicity down to zssd = Ǆ.ǂ A˚, where a shallow local energy minimum
is located. Further surface approach is possible only upon unfolding of the peptide, i.e. a
decrease in helicity, eventually leading to a more stable minimum at zssd = ƿ.ǂ A˚ andH
between 1 and 3. “long the adsorption channel the energy barriers encountered are of the
order of only 5 kcal/mol, which explains why in the unbiasedMD simulation in Figure 3.4a
adsorption and partial unfolding took place spontaneously at room temperature.
Individual profiles of the free energy along either zssd orH are obtained upon integration
of the two-dimensional surface F(H, zssd) over the other variable 199–
F(qƾ) = −ƾϩ ln
[∫ qƿ,max
qƿ,min
e−ϩF(qƾ,qƿ)dqƿ
]
, where qƾ,ƿ = H, zssd. (3.3)
The temporal evolution of F(zssd) during the RESTখ঎ঝঊD simulation is shown in
100
Figure 3.7: Free energy surfaceF(H, zssd) of the 4DAR5 peptide in contact with an anionic silica surface.
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Figure 3.8: Temporal evolution of the free energy profile of the 4DAR5 peptide adsorbing on silicaF(Ha) (a), theconformational free energy associated with the helicity in bulk solutionF(Hs) (c) and adsorbed on silicaF(zssd) (e);Convergence of themean adsorbed helicity ⟨Ha⟩ (d), themean dissolved helicity ⟨Hs⟩ (e) and the free energy of ad-sorptionΔFads (f).
Figure 3.8e, where the color code represents the simulation time (red to blue from 0 to
1500 ns). The shape of the free energy profile at the end of the simulation allows us to de-
fine an adsorbed state (a) for distances lower than zssd,ƽ = ƾǃ.ǂÅ and a dissolved state (s) for
larger distances, where the free energy is flat, indicating that the peptide does not experience
any surface interaction and behaves as in bulk solution. The average probability densities of
finding the peptide either in the adsorbed or dissolved state are
ρa =
ƾ
zssd,ƽ − zssd,min
∫ zssd,ƽ
zssd,min
e−ϩF(zssd)dz ,
ρs =
ƾ
zssd,max − zssd,ƽ
∫ zssd,max
zssd,ƽ
e−ϩF(zssd)dz . (3.4)
The free energy of adsorption ρFads can now be computed as 161
ρFads = −kBT ln
(ρa
ρs
)
. (3.5)
It should be noted that this definition of free energy difference refers to the molecular con-
centrations, in bulk solution as well as in proximity of the surface, as the respective standard
states. This differs from the commonly used experimental standard states of solution con-
centration and surface coverage. While the RESTখ঎ঝঊD simulation evolves, ρFads varies as
shown in Figure 3.8f. Note that even after 1.5 ϶s convergence is only reached within an error
of about 2 kcal/mol at the value of 12 kcal/mol. This indicates that the sampling orthogo-
nal to the collective variables, though greatly enhanced by the REST technique, becomes a
limiting factor here.
Profiles of the free energy as a function ofH both in the adsorbed and dissolved states
Fa(H) and Fs(H) (Fig. 3.8a and 3.8c, respectively), using Equation (3.3) with appropriate
integral limits can be furthermore computed. “t this point, it is possible to calculate the
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expectation value of the peptide’s helicity in either state from
⟨Ha,s⟩ = Z−ƾa,s
∫ Hmax
Hmin
e−ϩFa,s(H) · H dH , (3.6)
where Za and Zs represent the respective partition functions. The evolutions of ⟨Ha⟩ and
⟨Hs⟩ during the RESTখ঎ঝঊD simulation are shown in Figure 3.8b and 3.8d. The final val-
ues of 2.0 and 7.0 appear to be reasonably well converged, with an error of about 0.5 in
both cases. To check the convergence in the dissolved state an additional RESTখ঎ঝঊD sim-
ulation of the peptide in pure bulk water, obtaining a final value of ⟨Hs⟩ = ǃ.ǂ, which is
within the previously identified error, has been performed. This was done in the same man-
ner as the previous simulation of the 4D“R5 peptide in contact with an anionic silica sur-
face, however, with omission of the surface. “ graphical representation of the results from
this simulation can be found in Figure 3.9. More information on the diffusion of the repli-
cas and the distribution of helicities of the RESTখ঎ঝঊD simulation without considering
an anionic silica surface are shown in Figure 3.10 and 3.11, respectively. The exchange prob-
ability that two replicas will swap temperatures for each exchange attempt was estimated
over the whole simulation to 29%.
3.1.2 T঑঎ঘছ঎ঝ঒ঌঊক CD Sঙ঎ঌঝছঊ Pছ঎঍঒ঌঝ঒ঘগ এছঘখMD S঒খঞকঊঝ঒ঘগজ
While modeling tools have been developed to compute the CD spectrum associated with
a single biomolecular structure 37, the knowledge of a measured spectrum is in most cases
insufficient to determine uniquely the unknown biomolecule’s folding state. This is due to
the fact that in a solution of polypeptides, either dissolved or adsorbed to a colloid surface,
all possible structures (microscopic conformational states) are present at the same time,
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Figure 3.11: Distribution of the helicityH of the 4DAR5 peptide in solution without a silica surface in the lowest tem-perature replica at 300K from a 500ns RESTmetaD simulation with 7 replicas and a temperature difference of 25Kbetween each replica.
with individual probabilities determined by their relative variations of free energy through
the ”oltzmann distribution. In other words, particularly for small oligopeptides which
exhibit broad and shallow folding/unfolding energy landscapes, one should consider two
ensembls of structurs in the macroscopic dissolved and adsorbed states, each associated
with its distinct CD spectrum.
“method is presented in the following to predict the structure and compute the CD
spectra of oligopeptides either dissolved in water or adsorbed on materials surfaces. “ de-
tailed explanation of the underlying CD spectroscopy theory can be found in appendix
“ based on the review of ”ulheller et al. 38 . Statistical analysis of the previously obtained
converged free energy landscape provides average fractional helicities in the adsorbed and
desorbed states matching the experimental estimates previously obtained by ƾH-NMR and
CD spectroscopy40,181. Moreover, the CD ellipticity intensityΘ computed with the Dichro-
Calc software 37,240 for each microscopic state is treated as an external collective variable and
is calculated by means of a reweighting procedure (cf. Chapter 2.8.2) applied to the biased
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M঎ঝঊ঍ঢগঊখ঒ঌজ trajectory in the (zssd,H) space 8. This allows us to predict the full CD
spectra associated with the adsorbed and desorbed states, and in particular the ellipticity
value at a wavelength of 222 nm,Θƿƿƿ. Thus it is shown thatΘƿƿƿ is linearly correlated with
the peptide helicity, providing a support for this often-employed hypothesis 38.
The results demonstrate how CD spectroscopy measurements can be put on an equal
footing with atomistic MDmodeling, and open up a viable way to link experimental spec-
tra with the amount of secondary structure elements beyond the simple case of a single
Ϩ-helix. In fact, discrepancies between measured and theoretically computed CD spectra 38
are believed not to arise from limitations of the theoretical formalism (or its software imple-
mentation) of the underlying CD spectroscopy but from a lack of statistical averaging over
the correct ensemble of biomolecular structures.
The knowledge of a vast number of conformational microstates in the (zssd,H) phase
space together with their associated free energy gained through the RESTখ঎ঝঊD simula-
tion allows to predict the experimentally measurable CD spectra of the 4D“R5 peptide in
both the adsorbed and dissolved states. In the CD literature, the fractional helicity fH of a
short peptide containingN amino acids is defined as
fH =
Θƿƿƿ − Θcoilƿƿƿ
Θhelƿƿƿ(N)− Θcoilƿƿƿ
, (3.7)
whereΘƿƿƿ is the CD ellipticity intensity measured at 222 nm,Θhelƿƿƿ(N) is the intensity of
aN-mer peptide with ideal Ϩ-helical structure, andΘcoilƿƿƿ is the intensity of a random-coil
polypeptide. ExpressingΘ in the usual units of deg cmƿ dmol−ƾ, it can be assumed, follow-
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ing Gokce et al. 88 , thatΘcoilƿƿƿ ≈ 250. It is also agreed that the empirical formula
Θhelƿƿƿ(N) = Θ∞ƿƿƿ(ƾ− k/N) + cT , (3.8)
holds if N is sufficiently large 215 (see below). Estimates forΘ∞ƿƿƿ range from−ǀ.Ǆ · ƾƽǁ to
−ǁ.ǁ · ƾƽǁ deg cmƿ dmol−ƾ in the literature 136. Here, the theoretical ellipticity intensity
of an infinitely long ideal Ϩ-helix is chosen to beΘ∞ƿƿƿ = −ǁ · ƾƽǁ deg cmƿ dmol−ƾ. The
constants k and c that accounts for non-hydrogen-bonded amide carbonyl groups at the
peptide termini 38 and the temperature dependence, respectively, are chosen to be k = ƿ.ǂ
and c = ƾƽƽ deg cmƿ dmol−ƾ K−ƾ 181.
The validity of the empirical formula above by calculatingΘhelƿƿƿ using the DichroCalc
software 37 has been tested for ideally helical peptides with sequence (n-1)D“Rn (i.e. Dn−ƾ“nRn−ƾ)
and compared to the results with the values predicted by Equation (3.8). “s shown in Fig-
ure 3.12, the DichroCalc values start deviating from the empirical prediction forN < Ǆ.
Therefore, for the case of the 4D“R5 peptide considered here, either the actual DichroCalc
values or the empirical Equation (3.8) can be used without distinction to obtain the refer-
enceΘhelƿƿƿ(N) value corresponding to a fully folded helical conformation.
Using the assumptions above, from a measure ofΘƿƿƿ for a peptide in solution it is pos-
sible to compute the fractional helicity fH from Equation (3.7). It is commonly taken for
granted that fH is directly related to the structural helicity of the peptide, as previously sug-
gested from combined “FM and CD experiments 209. However, the contribution of the
uncoiled part of peptides to the CD signal is still debated 88 albeit theoretical CD spectra
for fully helical peptides yield reliable results over the whole range of UV-wavelengths 38.
This hypothesis is put on a firm basis by computing, for all the microscopic states sampled
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during the RESTখ঎ঝঊD simulation of the 4D“R5 peptide in bulk water, their structural
helicityH via Equation (3.1) and theirΘƿƿƿ intensity values via the DichroCalc software.
Indeed, as shown in Figure 3.13, the two values are to a very good extent linearly corre-
lated. Note, however, the large spreading of the values ofΘƿƿƿ at a given fH (of the order
of 10ǁ deg cmƿ dmol−ƾ), or by the values of fH at a givenΘƿƿƿ (of the order of 0.4). This
highlights the fact that evincing a molecular structure from a CDmeasurement is a non-
uniquely defined problem, even for the simplest case of a partially helical and partially
random-coiled peptide. The connection between molecular modeling and measured CD
spectra should instead be performed by taking into account the whole ensemble of struc-
tures defining a macroscopic state of the biomolecule, as it shall be demonstrated in the
following.
In the previous section the two-dimensional free-energy surface F(zssd,H)was obtained.
It consists of two ensembles of conformational microstates arbitrarily separated into ad-
sorbed and dissolved states from the plane at zssd,ƽ = 16.5 A˚. The dependence of the free
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Figure 3.13: Relation betweenΘƿƿƿ and the fractional helicity fH = H/ƾƾ.ƽ. The density distribution is calculatedwith DichroCalc from ƾƽǂ snapshots of RESTmetaD trajectories for 4DAR5 in bulk water and adsorbed on SiOƿ. Thedashed line is drawn according to Equation (3.7) with parameter mentioned in themain text.
energy on any other unbiased collective variable (i.e. different from zssd orH) can be ob-
tained appropriately by reweighting the biased RESTখ঎ঝঊD trajectory, as put forward in
”onomi et al. 25 . In particular, the CD ellipticity at a given wavelength,Θλ, was considered
as an additional collective variable. This quantity can be calculated with the DichroCalc
software for each microstate visited during the RESTখ঎ঝঊD simulation (see 146). “s a re-
sult of the reweighting a two-dimensional free energy profile F(Θλ, zssd) is obtained, out of
which we can integrate the one-dimensional profiles Ga(Θλ) andGs(Θλ) relative to the ad-
sorbed and dissolved states, respectively (see Eq. (3.3)). For the 222 nm wavelength the free
energy surface of F(Θƿƿƿ, zssd) is shown in Figure 3.14. The expectation value of theΘλ in
each of the two states can be now computed from
⟨Θa,sλ ⟩ = Z−ƾ
∫ Θmax
Θmin
e−ϩFa,s(Θλ) · Θλ dΘλ . (3.9)
In summary, for each of the two macroscopic states (a) and (s) we can predict compu-
110
Figure 3.14: Reweighted free energy surface of the unbiasedΘƿƿƿ signal and zssd from a RESTmetaD simulation. Theisolines are separated by 1.68 kcal/mol.
tationally without empirical assumptions (other than the generic force field and Dichro-
Calc parameter sets) both the average helicity ⟨Ha,s⟩ and the average ellipticity, for instance
at 222 nm, ⟨Θa,sƿƿƿ⟩. This allows us to perform a comparison between the experimental re-
sults obtained by CD spectroscopy for the 4D“R5 peptide both regardingΘƿƿƿ and the
fractional helicity, which is computed as ⟨fH⟩ = ⟨H⟩/(N − ƿ), whereN, the number of
amino acids in the peptide, is 13 in this case. In Figure 3.15a open circles represent the exper-
imentally measured values40,181 ofΘƿƿƿ versus the corresponding estimated experimental
fractional helicities fH (Eq. (3.7)) for the following cases– (i) an ideal random coil, for which
it is assumed experimentally thatΘƿƿƿ = ƿǂƽ deg cmƿ dmol−ƾ and fH=0 215— (ii) an ideal Ϩ-
helix (fH=1), for which Equation (3.8) is assumed to hold— (iii) the dissolved peptide in solu-
111
0 0.5 1
−3
−2.5
−2
−1.5
−1
−0.5
0
x 104
fH
Θ
2
2
2
/
d
eg
·
cm
2
d
m
ol
(pHexp = 9)
(pHexp = 8.5)
(pHexp = 7)
(pHexp = 7.5)
(pHMD = 9)
(pHMD = 7)
(a)
200 210 220 230 240 250
−3
−2.5
−2
−1.5
−1
−0.5
0x 10
4
Θ
/
d
eg
·
cm
2
d
m
ol
λ / nm
(pHexp = 7.5)
(pHexp = 7.0)
(pHexp = 9.0)
(pHexp = 8.5)
Dissolved MD (pH 7)
Adsorbed MD (pH 9)
Dissolved Exp.
Adsorbed Exp.
(b)
Figure 3.15: (a) ⟨Θƿƿƿ⟩ values computed from reweighted RESTmetaD trajectories plotted versus the correspondingtheoretically predicted ⟨fH⟩ values (crosses) and comparedwith experimental estimates at various pH 40,181 (circles).Blue represents adsorbed, green dissolved, red random coil and black fully helical states. (b) Full CD spectra of the4DAR5 peptide in solution and adsorbed on anionic SiOƿ collids predicted by the free-energy basedmethod in com-parison with the corresponding experimental measurement 40,181. In case of experimental results for the dissolvedpeptide only one point could be displayed.
tions at pH 7.0 and 7.5— (iv) the peptide adsorbed on the SiOƿ colloid surface in solutions at
pH 8.5 and 9.0. In the same figure, computational predictions of ⟨Θƿƿƿ⟩ are indicated with
crosses, for the corresponding cases– (i) and (ii) the peptide in bulk water constrainingH to
either 0 or 11— (iii) the peptide dissolved in pure bulk water (thus formally at pH 7.0)— (iv)
the peptide in the adsorbed state on a SiOƿ surface with net charge roughly corresponding
to the experimental charge density at pH 9.0.
It should be noted, first of all, that all values, both experimental and theoretical, lie on a
straight line, again demonstrating the validity of the linear assumption in Equation (3.7).
Notable is also the strikingly good agreement between the experimental measurements and
the computational predictions of bothΘƿƿƿ and fH for both the adsorbed and the dissolved
state of the 4D“R5 peptide. The slight deviation for the adsorbed case (which lies between
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the experimental values at pH 9.0 and 8.5) is most probably due either to the imprecise
distribution of net charges on the surface model with respect to the experimental reality,
or to the inaccuracy of the used force field in the case of interfacial interactions.
Finally, in Figure 3.15b the full CD spectra is reported in the range of wavelengths ex-
tending from 200 to 250 nm of the dissolved and adsorbed peptide (see Eq. (3.6)), along
with available experimental data at 222 nm40,181. In order to assess an error estimate for
the reweightedΘƿƿƿ signal a similar procedure as proposed by ”erteotti et al. 23 was fol-
lowed. Namely, in Figure 3.16 the temporal evolutions of the reweighted ⟨Θƿƿƿ⟩ values
is shown for the adsorbed and dissolved states, as computed every 10 ns from the REST-
খ঎ঝঊD simulation including the SiOƿ surface. It is remarkable that the average values
⟨Θƿƿƿ⟩ converge very quickly. In addition, the temporal evolution of ⟨Θƿƿƿ⟩ is computed
for the dissolved case from a separate simulation of the peptide in pure bulk water, in the
absence of the surface. The converged values in panels of ⟨Θsƿƿƿ⟩ from the simulation with
and without the surface should be ideally the same. However, the difference between them
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is 2500 deg cmƿ dmol−ƾ, which can be taken as the maximum error associated with the es-
timates of ⟨Θsƿƿƿ⟩. “ reason for this discrepancy could arise from the increased sampling in
close proximity of the surface, due to the presence of energetically more favorable states,
leading to a more sparse sampling of the dissolved states. For what reason it is assumed that
the predicted value for ⟨Θsƿƿƿ⟩ from the simulation without a surface yields a more accurate
estimate.
3.2 “঍জঘছঙঝ঒ঘগ Fছ঎঎ Eগ঎ছঐঢ Eজঝ঒খঊঝ঎জ ঘএ ঊ Pঘকঢঙ঎ঙঝ঒঍঎ ঘগ “খঘছঙ঑ঘঞজ SiOƿ
ঞজ঒গঐ S঒খঞকঊঝ঒ঘগজ ঊগ঍ Fঘছঌ঎ Sঙ঎ঌঝছঘজঌঘঙঢ Eডঙ঎ছ঒খ঎গঝজ
The interaction between biomolecules and solid surfaces has become of eminent interest in
fields ranging from basic research up to industrial product design 56,149. For instance, the de-
velopment of pharmaceutical packaging for protein-based drugs relies on coating materials
that inhibit protein adhesion on the packaging surfaces, and avoid conformational changes
of the active components caused by surface adsorption. “nti-ice or anti-fouling coatings
are also realized through the immobilization of proteins on solid substrates 137,151,6, and novel
biomimetic materials can be synthesized by mineralization of short polypeptide sequences
that selectively recognize and strongly bind to inorganic solid phases 211,212,55,201. Therefore,
experimental and simulation effort has been recently spent for a rationalization of the fun-
damental physical processes that govern the biomolecule-surface interactions at an atomic
scale. In this context, several methods that are able to indirectly quantify the free energy of
adsorption ρGads of short polypeptides on solid materials have been proposed 174. How-
ever, an unambiguous, quantitative comparison between different methods, and especially
between experiments and simulations, has been achieved only in rare cases 180,163,107,49.
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Experimental methods that can be used to estimate ρGads are for instance quartz-crystal
microbalance with dissipation (QCM-D), surface plasmon resonance (SPR) spectroscopy 234,
or isothermal titration calorimetry (ITC), concomitantly with the application of adequate
adsorption isothermmodels, such as the one of Langmuir 192. However, the applicability of
SPR or QCM-D rarely goes beyond model systems, since they are limited to nanoscale-
thick material coatings on a sensor chip 119,116,3,214. “lternatively, force-spectroscopy (FS)
methods, for instance based on atomic force microscopy (“FM), can be employed, pro-
vided that a relationship between the directly measured adhesion forces and ρGads ex-
ist 234,235,214. “n advantage of “FM-based FS (briefly, “FM-FS) is that a variety of substrates
and probe molecules can be investigated 154,225. Moreover, several models have been pro-
posed to explain the dependencies of the force required to break a chemical or physical
bond (within a folded biomolecule, between a receptor and a ligand, or between a molecule
and a surface) on the bond loading rate75,81,70,71,183. Indirectly, many of these models are able
to provide estimates on ρGads, at least under a limited set of conditions, such as under small
or large loading rates, or for negligible molecule/surface friction 122,93. “ comparison be-
tween different models applied to the case of the binding forces within an amyloid-ϩ fibre
can be found in the work of Hane et al. 93
“widely applied model has been introduced by Friddle et al. 81 , generalizing the ini-
tial approach of Evans & Ritchie 75 to take into account binding/rebinding equilibria and
the presence of multiple bonds. “nother approach, based on the original ”ell and Evans
model, takes into explicit account the contribution of flexible linker molecules to the load-
ing rate70,71. “lternatively, the thermodynamics of the desorption event of long polypep-
tide molecules from solid/liquid interfaces substrates have been analyzed by various au-
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thors 112,111,166,122. Particularly interesting is the analysis of Krysiak et al. 122 , since in their model
the free energy of adsorption can be estimated without explicit knowledge of the contour
length of the linker molecule, which is generally unknown. However, the conclusions of
this work hold only for the case of frictionless substrates. Recently, ”ullerjahn et al. 39 pro-
posed a model which describes reasonably well the widespread spectra of low and high load-
ing rates, which is particularly useful to analyze dynamic force spectra calculated theoreti-
cally by means of molecular dynamics simulations.
Simulations methods have also emerged only very recently as a viable way of predicting
the adhesion forces and adsorption free energies at bio/inorganic interfaces 190,146,163,67,161.
Crucial to this regard has been the application of methods that thoroughly sample the con-
formational space during the adsorption/desorption process, such as the Hamiltonian
Replica Exchange 84 and its variants 205,132,232, alone or in combination withM঎ঝঊ঍ঢগঊখ-
঒ঌজ 124,45,190,146. Furthermore, non-equilibrium simulation methods such as steered molec-
ular dynamics (SMD) are able to reveal details of the actual reaction paths leading to the
(constrained) detachment of biomolecules from solid surfaces. SMD simulations would
thus be in principle directly comparable to “FM-FS experiments, if the bond loading rates
applied in the experiments and simulations were the same. Unfortunately, this is not the
case since the computational cost of the simulations only allows the molecule to be pulled
off the surface at very high speed (of the order of 0.1 m/s or larger), and at reasonably large
values of the harmonic spring constant of the pulling constraint. It is also to be noted that
extracting equilibrium quantities such as adsorption free energies from non-equilibrium
simulations can be an extremely difficult task 24, because of the necessity of complete phase-
space sampling. Therefore, the famous equality of Jarzynski, that calculates the equilibrium
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free-energy difference between two states from the complete set of non-equilibrium work
values associated with each individual trajectory that connects the same states, has had only
limited practical applicability so far 120.
The present work concentrates on a model system consisting of a tetrapeptide with se-
quence GCRL (glycine, cysteine, arginine and leucine) 201 interacting with an amorphous
SiOƿ surface model at neutral pH, for which we have developed a realistic atomistic struc-
ture and an accurate force field in previous works 51,52,50,43. The adsorption free energy ρGads
is theoretically predicted using both equilibrium (RESTখ঎ঝঊD45) and non-equilibrium
(SMD) methods via Jarzynski’s equality 113. “FM-FS experiments at variable loading rates
are then performed and the results interpreted with the models of Friddle 81 and Krysiak 122
to provide experimental free energy estimates. “s a remark, a similar formalism to that of
Krysiak et al. 122 is found in Paturej et al. 166 . ”eside comparing the values obtained via the
experiments and simulations, a goal of this work is to highlight the advantages and short-
comings of each of the methods employed.
“ll MD simulations were carried out using the Lঊখখঙজ simulation package 171 utiliz-
ing the “খঋ঎ছ03 force field 54,69 in combination with the T঒ঙ3ঙ water model 114. Interac-
tions between the silica surface, biomolecules and water are described using the recently
published force field of ”utenuth et al. 43 . The bulk silica is described by an ownmodi-
fied version of the potential of Demiralp et al. 66 , as described in detail in Meivner et al. 146 .
The input structures for the (GCRL) and (GCRL)ǂ peptides are generated using the LEaP
suite of the “খঋ঎ছ software package. The N-terminus and C-terminus of the (GCRL) and
(GCRL)ǂ peptides have been acetylated and capped with a methylamine group, respec-
tively. The deprotonation of a silica surface depends strongly on pH, ionic strength and
117
particle diameter 16,9. Taking into account the counterions inserted in the simulations to en-
sure charge neutrality of the complete system, the surface charge density at pH 7.0 and at a
corresponding ionic strength amounts to about 0.55 e/nmƿ 16. This surface charge density is
set by deprotonation of randomly chosen silanol terminal groups (cf. ref. 146).
3.2.1 Fছ঎঎ Eগ঎ছঐঢ ঘএ “঍জঘছঙঝ঒ঘগ এছঘখ RESTখ঎ঝঊD জ঒খঞকঊঝ঒ঘগজ
In Chapter 3.1, the basis for an accurate calculations of the free energy of adsorption of
polypeptides on solid surfaces by means of RESTখ঎ঝঊD 190,146 was demonstrated. In brief,
firstly the probabilities ρa and ρs of finding the peptide in an adsorbed or in a dissolved
state are computed, respectively, by ”oltzmann integration of the one-dimensional free
energy profile F(zssd), where the collective variable zssd represents the position of the pep-
tide’s center of mass in direction perpendicular to the surface. The simulations based on
RESTখ঎ঝঊD are performed as discussed in Schneider & Colombi Ciacchi 190 , using a set
of 7 independent replicas at temperatures ranging from 300 to 450K with a ρT of 25 K.
The well-temperedM঎ঝঊ঍ঢগঊখ঒ঌজ algorithm acts on the center of mass position of the
peptide by adding Gaussian hills with an initial height of 0.7 kcal/mol and a width of 0.1 Å
every 0.5 ps to the corresponding bias potential. The free energy of adsorption is calculated
according to the formula previously introduced in Eq. (3.5). However, forces are considered
in the following and this should not be confused.
ρFads = −kBT ln
(ρa
ρs
)
, (3.10)
The evolution of F(zssd) along a RESTখ঎ঝঊD trajectory of GCRL adsorbing on silica is
shown in Fig. 3.17a, and allows us to define the position zƽ = ƿƽ.ƽÅ as the border between
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Figure 3.17: (a) Free energy profile the GCRL peptide absorbing onto an anionic silica surface as a function of the pep-tide’s center of mass position zssd in direction perpendicular to the surface, calculated with RESTmetaD. The temporalevolution of the profile is indicated with colors from dark red to blue. (b) Temporal evolution of the free energy of ad-sorptionΔFads obtained by Boltzmann integration of the corresponding profile within the limits given in (a), usingEq. (3.5).
the adsorbed state (zmin < zssd < zƽ) and the dissolved state (zƽ < zssd < zmax), as
defined in Fig. 3.17a. While the choice of zƽ is arbitrary, it is important to guarantee that the
free energy profile is flat in the dissolved state region, indicating that the peptide does not
experience any surface interaction and behaves as in bulk solution. Under this condition,
ρFads is practically not affected by small changes of the set zƽ value.
The temporal evolution of ρFads during the RESTখ঎ঝঊD simulation is shown in Fig. 3.17b.
“fter 500 ns, a final value of -7.3 kcal/mol is reached with an error of about 1.8 kcal/mol, es-
timated from the fluctuations of ρFads in the last 250 ns of simulation. It should be noted
that the development of two separate minima (labelled I and II in Fig. 3.17a) in the ad-
sorbed state region takes place only after 350 ns of simulation, pointing towards the im-
portance of long runs to capture essential details of the free energy landscape.
Representative molecular conformations associated with these minima are reported in
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Fig. 3.18. In conformation I (Fig. 3.18a,b), all amino acids are in very close contact to the sur-
face, forming hydrogen bonds with the terminal silanol groups. In particular, the positively
charged side chain of the arginine residue neighbors a deprotonated silanol. In conforma-
tion II (Fig. 3.18c,d), the peptide assumes an upright position, keeping surface contact only
via the C-terminus, the leucine and the arginine side chains. Notable is that both polar (and
charged) and non-polar amino acid side chains contribute to surface adhesion, as has been
previously found in other studies 50,190,201,146,100. “lso interesting is the fact that the -SH ter-
minal group of cysteine in both cases remains fully hydrated, far from the surface.
3.2.2 “঍জঘছঙঝ঒ঘগ Fঘছঌ঎জ ঊগ঍ Fছ঎঎ Eগ঎ছঐ঒঎জ এছঘখ SMD S঒খঞকঊঝ঒ঘগজ
The SteeredMolecular Dynamics (SMD) simulations are performed with the help of har-
monic potentials of the form
Vc =
kc
N · (d− dƽ)
ƿ , (3.11)
whereN is the number of constrained atoms, kc is the spring constant of the constraint (or
virtual “FM cantilever), d is the normal distance of the center of mass of theN atoms to
the surface, and dƽ is the variable height of the constraint over the surface, moving at con-
stant speed. 45 random adsorbed configurations of the peptide are obtained by pushing the
peptide towards the surface with a speed of 0.01 Å/ps, applying a constraint potential Vc
with kc = ǆ.ǂ pN/Å on all peptide atoms, until a repulsive force between 500 and 1000 pN
is reached. Desorption of the peptide is steered by inverting the constraint velocity direc-
tion, using several values of kc and pulling speeds (vide infra), and applying Vc only to the
C atom of the N-terminus of the peptide. ”efore desorption, the initial position of the har-
monic constraint is carefully chosen in order to match the final repulsive force obtained in
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Figure 3.18: Side (a,c) and top (b,d) views of themolecular structures associated with the free energyminima (I) and (II)of Figure 3.17a at zssd = 12Å (a,b) and 15Å (c,d).
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the constrained adsorption. Since the harmonic spring constants of the approach and re-
traction simulations differ, this requires particular care. This procedure effectively mimics
the action of an “FM cantilever functionalized with single peptides.
Fছ঎঎ Eগ঎ছঐঢ ঘএ “঍জঘছঙঝ঒ঘগ এছঘখ Jঊছণঢগজঔ঒’জ Eqঞঊক঒ঝঢ
In the previous section, the calculation of ρFads relies on a complete sampling of the phase
space and ”oltzmann integration of the free energy profile, which is assumed to describe
the thermodynamical equilibrium of the system after reaching convergence. “lternatively,
as it is shown in the following, the free energy of adsorption can be estimated from force
desorption spectra calculated by out-of-equilibrium steered molecular dynamics (SMD)
simulation and application of Jarzynski’s equality 113
e−ΔF/kBT = e−ΔW/kBT . (3.12)
In this equation, ρF is the free energy difference between two states and ρW is the work
necessary to bring the system from one state to the other. It is important to note that ρW
must be calculated under non-equilibrium conditions, which guarantees correct weighting
of individual SMD trajectories 113. To this aim, an extensive set of SMD simulations is car-
ried out pulling the GCRLmolecule from an arbitrary adsorbed microstate (generated as
described previously) towards a desorbed microstate by means of an harmonic constraint
applied to the N-terminal C atom, moving with constant velocity in direction perpendic-
ular to the surface. “ total of 810 SMD simulations was performed using three different
cantilever spring constants of 69.5, 139.0 and 694.8 pN/Å, and six pulling velocities vpull
ranging from 0.001 to 0.5 Å/ps.
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Figure 3.19: (a) SMD retraction curves of the GCRL peptide from the anionic silica surface using pulling speeds of 0.05(blue), 0.005 (green) and 0.01Å/ps (red) and spring constants of 69.48, 138.96 and 694.80 pN/Å, respectively. Forcesare shifted in y-direction for readability. (b)Cummulative work (solid line) calculated from the blue retraction curveon the left. The frictional and desorption components to the total work are shown as dashed and dashed-dotted lines,respectively. ΔW denotes the desorption work used in Jarzynski’s Equality.
Examples of the resulting force-distance curves are reported in Figure 3.19a and show
large force fluctuations, scaling with the spring stiffness according to√kckBT. 5 Cumula-
tive numerical integration of these curves leads, nevertheless, to rather smooth work pro-
files (Fig 3.19b), from which ρW can be extracted unequivocally. However, especially at
high pulling velocity, a frictional contribution to the pulling force due to the motion of the
molecule through the viscous water solvent becomes appreciable. This contribution should
not enter into Jarzynski’s equality if the equilibrium free energy of adsorption is sought for,
since the latter is the energy barrier required to detach the molecule from the surface in the
limit of zero pulling speeds.
In order to calculate this frictional contribution, SMD simulations of the GCRL peptide
are performed in which it is dragged through a periodically repeated box of water with con-
stant velocity vdrag using an harmonic spring with stiffness kc = ǃǆ.ǂ pN/Å applied to the
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Figure 3.20: Frictional force (a) andwork (b) versus path length of the GCRL peptide dragged through Tip3pwater withfive vdrag speeds indicated with different colors.
N terminal C atom. This enables us to perform arbitrarily long simulations without chang-
ing the pulling direction, provided that the average velocity of the center of mass of all wa-
ter molecules is zeroed after eachMD step and the system temperature is kept constant via
coupling to a Nosé-Hoover thermostat. The frictional coefficient can then be calculated
either directly from the obtained average friction force ⟨fϪ⟩ according to Stoke’s law, or via
the frictional workWϪ(z) = ƾz−zƽ ·
∫ z
zƽ fϪ · dz′ necessary to drag the peptide from a position
zƽ to a position z–
Ϫ = ⟨fϪ⟩vdrag =
WϪ(z)∫ z
zƽ v(z
′) · dz′ , (3.13)
where v(z) is the instantaneous velocity of the C atom to which the harmonic constraint is
tethered. The obtained dragging forces and work profiles for vdrag values of 0.05, 0.1, 0.2, 0.3
and 0.4Å/ps are reported in Fig. 3.20, and the calculated values of Ϫ in Table 3.1. If Stoke’s
law of friction holds, Ϫ should be the same for all different dragging velocities. The varia-
tions evident in Table 3.1 are most probably due to the limited simulation times together
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vdrag / Åps γ / pN·psÅ0.05 6120.1 6700.2 5790.3 5930.4 576
Table 3.1: Friction coefficient γ for the GCRL peptide dragged through Tip3pwater with five vdrag speeds.
with the large force fluctuations, which lead to errors in the average force and average work,
especially at low dragging velocities. The molecular friction coefficient Ϫ of the GCRL
peptide in water is thus computed by averaging over all dragging velocity and amounts to
606± 39 pNps/Å.
With this it is possible to compute the molecular friction contributionsWϪ present in
the GCRL desorption work profiles by multiplying the velocity of the N-terminus C atom,
vC, with the molecular friction coefficient Ϫ. This contribution is then subtracted from the
work profileWtot to obtain the pure desorption workWb, from which the desorption bar-
rier ρW entering into Jarzynski’s equality can be obtained (see Fig. 3.19). “s expected, the
profiles obtained at vpull below 0.01 Å/ps are hardly affected by the viscous friction, since
the corresponding frictional work is smaller than about 0.2 kcal/mol.
To compute the free energy of adsorption, instead of using the pristine Jarzynski’s equal-
ity (Eq. (3.12)), the approach of Park et al. 164 is followed, which accounts for the effect of
finite sampling. Using this approach, the free energy of adsorption is
ρFads =
ƾ
M
M∑
i=ƾ
ρWi − ƾƿkBT
M
M− ƾ
[
ƾ
M
M∑
i=ƾ
ρWƿi −
(
ƾ
M
M∑
i=ƾ
ρWi
)ƿ]
, (3.14)
whereM is the number of individual SMD simulations for each kc and vpull. The obtained
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Figure 3.21: Free energy of adsorptionΔFads obtainedwith Jarzynski’s Equality applied to SMDdata using differentspring constants and pulling speeds. The inset in (b) magnifies the graphics region for low pulling speeds.
results are shown in Fig. 3.21.
“s expected, as vpull decreases, more and more precise estimates of ρFads are predicted
by Eq. (3.14). Moreover, the convergence is faster for higher kc, since Jarzynski’s equality is
exact only in the limit of infinitely stiff springs. In practice, however, too high kc values are
associated with too large fluctuations (see Fig. 3.19), which are a source of error in the esti-
mates of ρW. For the stiffest harmonic constraint used here, an estimated ρFads = −ǅ.ƽ ±
ǁ.ǆ kcal/mol is obtained, corresponding reasonably well to the value of -7.3 kcal/mol ob-
tained in the RESTখ঎ঝঊD simulation. The error of about 5 kcal/mol is defined by the
work fluctuation
√⟨ρWƿ⟩ − ⟨ρW⟩ƿ in each set of SMD trajectories with the same kc and
vpull, which is often used as a measure of the applicability of Jarzynski’s equality 113,131,109. This
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relatively large error is mostly due to the insufficient sampling, but is comparable with the
error bar of the other methods used here (vide infra), and can thus be considered acceptable
for the purposes of the present work.
“ঙঙকঢ঒গঐ ঝ঑঎ Fছ঒঍঍ক঎ 81 Mঘ঍঎ক ঝঘ SMD Fঘছঌ঎ R঎ঝছঊঌঝ঒ঘগ Cঞছট঎জ
Extracting the free energy of adsorption from SMD pulling simulations at different speeds
corresponds to performing dynamical force-spectroscopy experiments, typically with an
“tomic Force Microscope (“FM). The influence of the loading rate on the desorption
forces has been reported previously in several works92,138,81. When an external pulling force
is applied to an adsorbed molecule, desorption takes place along a non-equilibrium energy
path, which results in a logarithmic dependency of the desorption peak force on the loading
rate. The effective loading rate reff is defined as the product of the pulling velocity vpull and
the effective spring constant keff acting on the surface-molecule bond— reff = vpull · keff. For
soft enough effective spring constants, it follows from the ”ell-Evans model that the free
energy of adsorption can be obtained from 81
ρFads =
fƿeq
ƿ · ⟨keff⟩ , (3.15)
where feq is the limit of the average desorption peak force for zero loading rates. In the
following, it is attempted to apply the model of Friddle 81 to the computed SMD data, al-
though that the pulling velocities in the simulations are several order of magnitudes higher
than the ones in typical “FM force-spectroscopy experiments.
“ problem that is immediately encountered is that the large force fluctuations blur out
the force peaks. To overcome this problem an automatic procedure is proposed here to
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identify desorption peaks based on a piecewise-linear approximation of the force-distance
curves (Fig. 3.22). Firstly, the force-distance curves are smoothed with a moving average
filter using a Gaussian window of 1 Å width, and the smoothed force, fsmooth, is numer-
ically differentiated with respect to the path length zC (Fig. 3.22a). The positions of the
maxima of the force derivative correspond to the positions at which individual surface-
molecule bonds successively break during the pulling process. The original force profile is
then cumulatively integrated over zC, leading to a smooth desorption work profileW(zC)
(Fig. 3.22b). The work profile in each region n between two successive bond breaking events
at positions zlown and zhighn (as identified previously) is nearly harmonic and can thus be least-
square fitted by a function
Wn(z) =


−kn · (z− zoffn )ƿ + An, for zlown < z < zhighn
ƽ, elsewhere
(3.16)
The fitting parameter in each harmonic potential region are the effective spring constant kn,
the distance offset zoffn , an the energy offset An (see Table 3.2)
“ piecewise-harmonic work profile corresponding to the whole desorption process can
be now obtained byWfit(zC) =
∑max(n)
i=ƾ Wn(zC) (Fig. 3.22c). Finally, a piecewise-linear
force profile (Fig. 3.22d) is obtained upon derivation–
ffit(zC) = − ddzCWfit(zC) . (3.17)
In the example shown in Fig. 3.22, the SMD force-distance curve can be approximated by
five linear segments, each corresponding to a bond breaking event, until complete desorp-
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Figure 3.22: Steps of the piecewise-linear fitting procedure applied to a representative SMD force-displacement curveof GCRL desorption (see text). The corresponding fitted parameter are reported in Table 3.2.
tion of the peptide takes place (region VI).
Using this fitting procedure it is now possible to identify the maximum desorption force
and its corresponding effective bond stiffness keff (i.e. the slope of the linear segment pre-
ceding the peak) in each of the 810 SMD simulations performed. “ mean effective stiff-
nesses ⟨keff⟩ for each of the three kc values (69.5, 139.0 and 694.8 pN/Å) is calculated from
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a log-normal distribution fitted to the histogram of all individual keff values (Figure 3.23a).
The maximum forces are plotted as a function of the effective bond loading rates reff =
vpull · keff in Fig. 3.23b, and fitted separately for each kc value with the model of Friddle
et al. 81 . This model provides a functional relationship between peak force and loading rate,
having as a fixed input parameter the mean effective stiffness ⟨keff⟩ and as free parameter the
equilibrium force feq, the transition length xt and the unbinding constant kƽu associated with
the surface-molecule bond.
The obtained parameter and confidence intervals for the three fits are summarized in
Table 3.3. It should be noted that the values of xt and kƽu may be not physically relevant
in this case because of the very high loading rates in the SMD simulations. In fact, the
very low value of kƽu indicates that rebinding cannot take place, as it should be for a quasi-
equilibrium process and assumed in the model of Friddle et al. 81 . Nevertheless, xt is of the
typical order of magnitude of values obtained in experimental studies of biomolecular ad-
sorption (see Tables 1 and S1 in ref. 81).
The most important parameter for these purposes is the limit of the peak forces at zero
loading rate, feq, from which the adsorption free energy ρFads can be calculated according to
Eq. (3.15) (see Table 3.3). While the adsorption free energy should be independent of the in-
n zoffn / Å An / kcalmol kn / pNÅI 14.6 26.3 -33.9II 18.7 24.1 -42.0III 22.6 15.9 -58.9IV 24.0 9.5 -16.3V 27.2 2.3 -3.3
Table 3.2: Fit parameter of harmonic potentials (Eq. (3.16)) in the six regions of the SMD force-displacement curvedefined in Figure 3.22.
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kc / pNÅ ⟨keff⟩ / pNÅ feq / pN xt / Å kƽu / ps−ƾ ΔFads / kcalmol69.5 46.5±32.1 230±14 0.28±0.03 0.0009±0.0004 -8.2± 5.7139.0 72.1±36.2 271±16 0.23±0.03 0.0015±0.0006 -7.3± 3.7694.8 122.3±47.2 288±15 0.19±0.02 0.0029±0.0009 -4.9± 2.0
Table 3.3: Parameter and asymptotic standard parameter errors for themodel proposed by Friddle et al. 81 fitted tothe data in Figure 3.23b, along with the corresponding values ofΔFads obtained via Eq. (3.15).
dividual cantilever (or effective) spring constant, this is not fully true for the case here. This
can can be attributed either to the broad scattering of data points in Figure 3.23b or the ex-
ceedingly high loading rates, which are not anymore representative of a quasi-equilibrium
situation, as noted above. This would also be consistent with the shift of xt to lower values
with increasing cantilever stiffness. Moreover, a further source of uncertainty is the choice
of the mean of the keff distribution, rather than for instance the median or the mode, as the
representative value for ⟨keff⟩. Despite of these facts, the calculated ρFads are not too dissim-
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ilar to the values of -7.3 eV and -8.0 eV obtained with the RESTখ঎ঝঊDmethod and from
the Jarzynski’s Equality.
Oছ঒ঐ঒গ ঘএ P঎ঊঔ Fঘছঌ঎জ ঒গ ঝ঑঎ SMD S঒খঞকঊঝ঒ঘগজ
“s a direct outcome of the many SMD simulation trajectories, we obtain a clear picture of
which surface-molecule interactions contribute to the adsorption and are mainly respon-
sible for the adsorption peak forces. Exemplary SMD force-retraction curves are shown in
Figure 3.24 for different kc and vpull values together with the water density profile near the
SiOƿ surface and the evolution of the center of mass positions of single amino acids. Vis-
ible is a clear correlation between each peak position and the corresponding detachment
of the amino acids from the surface hydration layers. The highest peak forces are mostly
observed when the arginine group is released from the first hydration layer close to the sur-
face. However, not only the breakup of the long-range electrostatic interaction between the
charged arginine group and deprotonated silanol groups on the surface contribute to adhe-
sion forces. For instance, also the trapping of non-polar residues (here, leucine) in the first
water density minimum is an important contribution to the adsorption driving force, as
observed in several previous works 50,190,100,146. “lso to be noted is that not all small peaks re-
sulting from the piecewise linear fitting are attributable to the breaking of surface-molecule
interactions, but also to intramolecular rearrangements within the polypeptide during the
pulling.
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Figure 3.24: Representative SMD force-displacement curves of GCRL desorption (light blue) along with theirpiecewise-linear fits (blue), superimposed to the evolutions of the center-of-mass positions of selected residues(green) and the water density profile at the anionic silica surface (red). The curves are obtained for kc=694.8 pN/Åand different pulling speeds, as indicated.
3.2.3 “FM এঘছঌ঎ জঙ঎ঌঝছঘজঌঘঙঢ ঎ডঙ঎ছ঒খ঎গঝজ
In this section “FM force spectroscopy experiments have been performed to measure
the desorption force of the GCRL peptide from amorphous silica in bulk liquid water.
To this aim, silicon nitride “FM tips are first covalently functionalized with PEG linker
molecules, to which (GCRL)ƾǂ polypeptides are attached via standard condensation re-
actions (see Fig. 3.25a). The force spectroscopy experiments are performed in a liquid cell
using a NanoWizard NanoScience atomic force microscope (JPK Instruments “G, ”erlin,
Germany) with a functionalized SiǀNǁ cantilever (DNP-S10, ”ruker Corporation, France)
of spring constant kc = ƽ.ǁƿ± 0.08 pN/Å, as determined via its resonance frequency
and the equipartition method44,78. Prior to functionalization, the cantilever is cleaned
in a freshly prepared Piranha solution for 30min and washed repeatedly with water and
ethanol. It is then immersed into a solution of 3-aminopropyl triethoxysilane (“PTES)
for 15 minutes and successively incubated in a solution containing a polyethylene glycol
n-hydroxysuccininmide ester disulfide (PEG-NHS) and a O-Methyl-O′-[2-(succinylamino)-
ethyl]polyethylene glycol N-succinimidyl ester (PEG-Ome) in ratio of 1–20. The PEG-
functionalized cantilever is then incubated in a solution containing 0.1 mg/mL (GCRL)ƾǂ
polypeptides (Selleck Chemicals LLC, Houston, US“), to attach them covalently through
their amino terminal to the PEG-NHS linker only. The PEG-Ome linker serves as a spacer
to reduce the number of polypeptides tethered to the cantilever tip to a few units, and to
reduce the non-specific tip/surface interactions.
Force-displacement curves were collected in ultrapure water after purification with a
Mill-Q Integral system against the surface of a fused quartz surface (Hellma Optics GmbH,
Jena, Germany) previously cleaned with a Piranha solution and rinsed with abundant
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ethanol and water. The roughness of the surface, as determined by “FM imaging, amounted
to 0.29± 0.01 nm in areas of the order of ƿ× ƿ ϶mƿ. The curves were collected in أforce
mappingأ mode using sets of ƾǃ×ƾǃ points per each retraction speed value (from 0.05 to
5 ϶m/s), a z-length of 0.4 ϶m, an extend time of 0.8 s and a delay time on the substrate of 1 s.
The reported data are the averages of all curves presenting a clear polypeptide/surface inter-
action plateau, out of three independent measurement sets. The data were analyzed with
the JPK SPMData processing software (Version 4.3.11).
The functionalized cantilevers are approached to a fused quartz surface until surface con-
tact is established, and are then retracted with constant velocity, leading to force-distance
curves which are exemplarily shown in Fig. 3.25b. “fter an initial non-specific desorp-
tion peak arising from the detachment of the PEG-functionalized tip from the surface,
a constant force plateau is observed in the majority of the measured curves. This force
plateau corresponds to the progressive detachment of individual GCRL units from the
surface, 140,112 and its height is equal to the work of adhesion per unit of length of desorbing
polypeptide, 166 under the action of the flexible cantilever (with stiffness kc) and the elastic
PEG linker (with stiffness kPEG). 162,121,213 In a few cases, plateaus that are much longer than
the expected contour length of the combined PEG-(GCRL)ƾǂ system are obtained, proba-
bly as a result of spurious agglomeration or polycondensation of more than one (GCRL)ƾǂ
molecule (see Fig. 3.25b, bottommost panel). These cases are discarded from the further
analysis.
The goal now is to extract information about the adsorption free energy from the “FM
force spectroscopy experiments and, in doing so, to strive a comparison with the simula-
tion results presented in the previous chapter. Estimates of the adsorption free energy will
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composed ofNs monomers, upon applying a force f on both ends, can be adequately de-
scribed using the model proposed by Oesterhelt et al. 162 –
LPEGee (f) = Ns ·
(
Lplanar
e
ΔF(f)
kBT + ƾ
+
Lhelical
e−
ΔF(f)
kBT + ƾ
)
·
(
coth
(
f · LK
kBT
)
− kBTf · LK
)
+ Ns
f
Ks
(3.18)
with ρF(f) = (Fplanar − Fhelical)− f · (Lplanar − Lhelical) .
This model takes into account the trans-gauche transitions of the PEG backbone through
(i) the lengths of the individual trans-trans-gauche and all-trans monomer conformations,
Lhelical and Lplanar, respectively, and (ii) their associated free energies, Fhelical and Fplanar. Fur-
ther parameter in this model are the Kuhn length of the polymer LK and the monomer
elasticity Ks, whose values have been experimentally determined 162 and are reported in the
caption of Fig. 3.26.
This model is applied to a PEGmolecule consisting of 18 monomers, which roughly
correspond to the length of the used linker (Fig. 3.26). “s a result, the spring constant of
the PEG linker is estimated at the typical force value of the desorption plateau observed in
the force-spectroscopy experiments, kPEG = ƾƿ.ǅ pN/Å. This lies within the linear force-
elongation regime arising from helical unfolding of the molecule 162, where the C-C bonds
retain a gauche state typical for PEG dissolved in water 15. It can thus be safely assumed that
in this regime (between 70 and 250 pN) the PEG linker behaves like a harmonic spring.
T঑঎ Eকঊজঝ঒ঌ঒ঝঢ ঘএ ঝ঑঎ (GCRL)ƾǂ P঎ঙঝ঒঍঎
The elasticity of the (GCRL)ƾǂ polypeptide is determined by means of the WLCmodel of
”ouchiat et al. 27 fitted on force-elongation data obtained in a near-equilibrium SMD simu-
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Figure 3.26: (a) Force-extension curve of the PEG linker molecule 162, shown in (b), calculated with Eq. (3.18) (blue).Model parameter are as follows:Ns = ƾǅ,KS = ƾǂƽN/m,Gplanar − Ghelical = ǀ kBT,Lplanar = ǀ.ǃÅ,
Lhelical = ƿ.ǅÅ,LK = ǄÅ. A linear segment (green) is fitted to the supramolecular recognition force regime region toestimate the elasticity of the linker at typical measured desorption forces (dotted line).
lation of a shorter (GCRL)ǂ polypeptide dissolved in T঒ঙ3ঙ water. Namely, the N-terminus
and C-terminus are slowly pulled apart at a speed of ƽ.ƾ · ƾƽ−ǀ Å/ps using a harmonic con-
straint with a spring constant of 20.8 pN/Å, resulting in an overall simulation time of 2 ϶s.
The result of this simulation is shown in Figure 3.27 along with the result of the WLC fit-
ting. It should be noted that within the appliedWLCmodel the stretching stiffness of a
(GCRL)N polymer is related to the stiffness of each individual monomer as in a series of
Hookean springs– k(GCRL)N = kGCRL/N . Therefore, from the derivative of the force curve
with respect to the end-to-end distance of (GCRL)ǂ both the stretching stiffness of one
(GCRL) monomer, kGCRL(f), or of (GCRL)N polymers of arbitrary length, at any given
force or extension value are obtained. Moreover, the end-to-end distance of a monomer can
be extracted at any given force value, LGCRLee (f) = L(GCRL)ǂee (f)/ǂ.
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Figure 3.27: (a)WLCmodel ofMarko & Siggia 143 (green curve) fitted to SMDdata (blue dots) of a (GCRL)ǂ polypeptideextended in Tip3pwater (b). The persistence length and contour length are estimated to 4.15Å and 82.14Å, respec-tively.
Fছ঎঎ Eগ঎ছঐঢ Eজঝ঒খঊঝ঎জ এছঘখ S঒গঐক঎Mঘক঎ঌঞক঎ Fঘছঌ঎ Sঙ঎ঌঝছঘজঌঘঙঢ
The average adsorption forces obtained at variable loading rates with the PEG/(GCRL)ƾǂ
functionalized cantilevers are displayed in Fig. 3.28. Here, the loading rate is computed as
the product of the cantilever pulling speed by the effective stretching stiffness of the linker
system, reff = vpull · keff. Since the desorbing force plateau is constant during polypep-
tide desorption, and the interaction between the PEGmolecule and the surface is negligi-
ble, the force plateau equals the force required to detach the first GCRLmonomer from
the surface. For this first detaching event, keff is determined by the bending stiffness of the
cantilever, kc, the stretching stiffness of the PEG linker, kPEG, and the stiffness of a GCRL
monomer, kGCRL–
ƾ
keff
=
ƾ
kc
+
ƾ
kPEG
+
ƾ
kGCRL(f)
. (3.19)
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In this way, the desorption of the first monomer can be interpreted as a two-state pro-
cess, for which the model of Friddle can be applied93,111. Indeed, the force spectroscopy
data can be well fitted with the Friddle model, using a robust Levenberg-Marquardt algo-
rithm. The extracted parameter are feq = ǄǄ.ǂ ± ǀ.ƽ pN, xt = ƽ.ƿƿ ± ƽ.ǁƽÅ, and
kƽu = ƿǂǅǆ ± ǀƾǃƽ s−ƾ (Fig. 3.28). Since kƽu is the unbinding rate at zero loading rate, con-
sequently keff(f)|feq is used in the calculations. “t this point, from Eq. (3.15) is is possible to
estimate an adsorption free energy for GCRL which lies between ρFads = −ǅ.ǅ ± ƿ.ǀ
and−Ǆ.ǁ ± ƿ.ƽ kcal/mol, depending on wether the GCRL stiffness is considered or not,
respectively. Despite the rough approximation inherent in the application of the Friddle
model to this system and in the estimation of the effective linker stiffness, this result is in
reasonable agreement with our simulation estimates.
“lternatively, following the considerations of Krysiak et al. 122 , the adsorption free en-
ergy is estimated from a balance of the elastic energy stored in the linker/cantilever system
and the adsorption energy of the adsorbed portion of the peptides at the moment of the
final detachment. This corresponds to the end of the plateau region in the “FM force-
displacement curves (see Fig. 3.25). IfNads andNdes are the number of adsorbed and des-
orbed GCRLmonomers at the moment of detachment (withNads + Ndes = 15), it can be
written–
−ρFads · Nads = Ec(feq) + EPEG(feq) + E(GCRL)Ndes (feq) . (3.20)
Here, Ec(feq) is the elastic energy stored in the bent cantilever, Ec(feq) = f ƿeq/(ƿ · kc) =
ƾ.ƽ kcal/mol. The energy stored in the stretched PEG linker is obtained by numerical in-
tegration of the inverse function given in Eq. (3.18) up to LPEGee (feq), yielding EPEG(feq) =
ƾƾ.ƽ kcal/mol. To calculate the energy stored in the desorbed part of the (GCRL)ƾǂ polypep-
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Figure 3.28: Average plateau forces of the (GCRL)ƾǂ polypeptide on silica measured by AFM force spectroscopy atseveral loading rates. The fit with themodel of Friddle et al. 81 is shown as a straight line, and the fitting parameter arereported in the inset.
tide, first the amount of desorbed GCRLmonomersNdes has to be estimated. This is done
by subtracting the end-to-end length of the PEG linker at feq from the average equilibrium
plateau lengthHeq = ƾǂǅ ± ǂǄÅ (Fig. 3.29), and dividing the result by the end-to-
end length of a GCRLmonomer, LGCRLee = ƾǀ.ǁÅ, which leads toNdes(feq) = ǅ.ƾ ±
ƿ.ǆ. Numerical integration of the WLCmodel applied to a (GCRL)Ndes polymer gives
E(GCRL)Ndes (feq) = ƿƾ.Ǆ ± ƾƽ.ƿ kcal/mol. Insertion of these quantities in Eq. (3.20) with
Ndes = ǅ andNads = Ǆ finally leads to ρFads = −ǂ.ƾ ± ǁ.Ǆ kcal/mol.
It should be considered that the latter estimation of ρFads is strongly affected by the
broad distribution of plateau end distances (Fig. 3.29), giving an error on the estimation
ofHeq of the order of a few nm. Moreover, the uncertainty about the precise binding point
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Figure 3.29: Distribution of the plateau lengths for (GCRL)ƾǂ desorption from silica, as measuredwith AFM forcespectroscopy at the three smallest loading rate values in Fig. 3.28. Themean plateau length is estimated toHeq =
ƾǂǅÅ.
of the PEG linker to the cantilever tip (which could be higher than the tip position) should
also be considered, so that the estimate ofHeq is actually a lower limit for the real value.
This means that so-determined absolute value of ρFads is also a lower limit for the true
adsorption free energy. Despite of these large uncertainties and rough approximations,
however, also in this case the ρFads agrees well with the previous estimates of this study, as
summarized in Table 3.4.
RESTmetaD SMD AFM
kc / pNÅ JE164 Friddle81 Krysiak122 Friddle81
ΔFads / kcalmol -7.3± 1.8
69.48 -17.7± 6.1 -8.2± 7.2 -5.1± 4.7 -7.4± 2.0138.86 -16.1± 5.8 -7.3± 6.0 -8.8± 2.3694.80 -8.0± 4.9 -4.9± 3.6
Table 3.4: Summarized results of the adsorption free energy obtainedwith variousmethods from simulations andexperiments.
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The truth s rarely pure and never simple
Oscar Wilde– The Importance of ”eing Earnest (1895)
4
Conclusions and Perspectives
Iগ ঝ঑঎ ঋ঎ঐ঒গগ঒গঐ of this thesis I have evaluated several force fields for silica. “mong a re-
alistic representation of bulk and surface properties, their ability for the use in combination
with well-established biomolecular force fields, e.g., “খঋ঎ছ, C঑ঊছখখ or OPLS, played a
decisive role in their assessment. In this context, particular emphasis has been placed on the
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aspect that beyond the perfect crystal surfaces, commonly used in the literature, the present
approach includes topological and chemical heterogeneities. In a first attempt to describe
such systems a reactive force field (R঎ঊডFF) 222,223,79,177 was chosen, as it was a promising
candidate to describe an interfacial system containing dissolved biomolecules with a single
force field and furthermore retain the ability of chemical reactions.
It turned out that a complete description of a system containing water, silica and a biomolecule
is؜for the moment؜not feasible with R঎ঊডFF due to—
(i) surface defects emerging upon hydroxylation of a pure SiOƿ phase (cf. Chapter 2.7.1),
although at first glance most critical surface features are obtained79,
(ii) the missing compatibility with well-established biomolecular force fields due to their
entirely different description of underlying potentials,
(iii) a lack of parameter for amino acids other than glycine and for the interactions be-
tween the solid surface and the nitrogen of the amino acids.
It should be noted that continuous progress in the development of R঎ঊডFF towards a
complete description of interfacial systems containing dissolved biomolecules is made, yet,
in the current state it is not ready to be used with any other R঎ঊডFF parameter set avail-
able.
“ significant step towards a bio-compatible and realistic interfacial force field for silica
was made, in cooperation with other researchers, in this work by analyzing the charge dis-
tribution upon dissociation of adsorbed water molecules deprotonation of the resulting
surface silanol groups. The findings were incorporated into a new potential to describe a
natural hydroxylated silica surface in contact with water at neutral pH43. Furthermore, it
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has been shown in this work that by adjusting the protonation state of the surface, the so-
lution pH-value could effectively be mimicked without introducing hydrogen ions, e.g.,
protium, hydronium, oxonium, or Zundel cations.
In order to validate the applicability of this newly developed force field, I calculated the
heat of immersion of silica for typical water models used in biological force fields and com-
pared the results to corresponding experimental values found in literature, yielding reason-
able agreement.
If surface flexibility is a desired property in simulations, a reliable bulk SiOƿ force field is
required. The majority of available silica force fields, however, describe interfacial effects of
water without ensuring compatibility to existing biomolecular force fields. Most problem-
atic is the description of electrostatic interactions, e.g., by using point or polarizable charges
or by applying a charge equilibration scheme؜in almost all cases the resulting descriptions
do not fulfill the requirements of charge calculations used for biomolecular force field pa-
rameterization. ”ased on these considerations, I decided to modify the MS-Q force field
developed by Demiralp et al. 66 , for the use with our newly developed point charges for sil-
ica and to assess its reliability towards biomolecular simulations. Thus, a complete set of
force fields for the different compartments of a realistic interfacial biomolecular system is
made available for simulations as part of this work.
“fter its validation, the newly developed force fields have been applied to study exper-
imentally well characterized model systems. In the first case, the secondary structure of a
small peptide in bulk solution and adsorbed to colloid silica is well-defined from circular
dichroism (CD) spectroscopy40,181. CD spectroscopy is one of the few experimental tech-
niques sensitive to the structural changes that peptides undergo when they adsorb on in-
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organic material surfaces, a problem of deep significance in medicine, biotechnology, and
materials science. “lthough the theoretical calculation of the CD spectrum of a molecule in
a given conformation can be routinely performed, the inverse problem of extracting atom-
istic structural details from a measured spectrum is not uniquely determined. Especially
complicated is the case of oligopeptides, whose folding/unfolding energy landscapes are of-
ten very broad and shallow. This means that the CD spectra measured for either dissolved
or adsorbed peptides arise from a multitude of different structures, each present with a
probability dictated by their relative free-energy variations, according to ”oltzmann statis-
tics. “ modeling method based on replica exchange with solute tempering in combination
withM঎ঝঊ঍ঢগঊখ঒ঌজ has been presented, which allows us to predict both the helicity loss
of a small peptide upon interaction with silica colloids in water and to compute the full
CD spectra of the adsorbed and dissolved states. The CD ellipticityΘ for any given wave-
length λ is calculated as an external collective variable by means of reweighting the biased
trajectory obtained using the peptide؛SiO2 surface distance and the structural helicity as
two independent, internal collective variables. Results from this method are in quantitative
agreement with experimental measurements (as shown in Figure 3.15a). “s an interesting
additional result, it was shown that the often-employed hypothesis that the CD intensity
Θ at λ = ƿƿƿ nm is linearly correlated with the peptides’ fractional helicity is correct, al-
though only precisely defined in the case ofmacroscopic conformational states. In the case
of single structures, i.e. ofmicroscopic states, a linear correlation could also be found (see
Figure 3.13), but it is not uniquely defined because of the large variances associated to the
different contributions of various secondary structure elements. This means that a large
number of individual structures with largely different structural helicities are associated
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Figure 4.1: Shown are CD spectra of the 4DAR5 peptide in bulk water (blue) and adsorbed on silica (red) at pH 7and 9 obtained bymeans of advancedmolecular dynamics simulations (dashed lines) and experimental CD spec-troscopy (solid lines). The shown experimental data were kindly provided byNinaWurzler (unpublished results, wur-zler.nina@gmail.com)
with the same CD ellipticity value. Vice versa, different structures with the same structural
helicity can lead to different CD ellipticities. In other words, the fractional helicity of a pep-
tide in solution, inferred from CDmeasurements via Equation (3.7), must be interpreted as
an average value of a distribution of structures, each with its own, and different, structural
helicity. It should be noted, that a complete CD spectra of the 4D“R5 peptide in aqueous
solution at pH 7 was, unfortunately, not published. “ further CD analysis of the peptide
at neutral pH done in our laboratory revealed, however, a good agreement to theoretically
predicted spectra. Results from the experimental CD analysis and theoretical simulations
are compared once more in Figure 4.1. To reach acceptable convergence of the free energy
landscape, it was necessary to employ seven system replicas and carry out a biased molecular
dynamics simulation lasting 1.5 ϶s, which represents a very heavy computational effort even
for fixed-charges force fields. The application of the method is thus presently confined to
short oligopeptides or, possibly, to small proteins with relatively rigid, globular structures.
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Combining measured data from atomic force microscopy (“FM) and steered molec-
ular dynamics (SMD) provides a rare opportunity to seamlessly extend the resolution of
microscopic experiments towards even smaller, atomic length scales. In this work I have
attempted a comparison between different methods for the estimation of the adsorption
free energy of short polypeptides at solid/liquid interfaces by means of bothMolecular Dy-
namics (MD) simulations and “FM force spectroscopy experiments. “s a model system,
the adsorption of the (GCRL) peptide sequence on amorphous silica in contact with water
at pH 7 has been considered. This sequence had been identified in a previous experimental
work201 as a possible (weak) binder for silica, but its surface binding affinity remained un-
certain. Indeed, the results of the present investigation suggest a relatively low free energy
of adsorption ρGads between -5 and -9 kcal/mol, depending on the method used.
“mong the employed simulation methods, it is believed that the RESTখ঎ঝঊD 190,146,45,87
approach is the most suitable method for an accurate estimation of ρFads, since it is lim-
ited only by the availability of computational resources to perform simulations which are
long enough to reach adequate convergence. Obviously, whether the achieved result can be
trusted or not is strictly dependent on the accuracy of the employed force field, and this is
an issue that will still require further comparative studies with adequately performed exper-
iments, e.g., by using another substrate or peptide. However, extracting accurate adsorp-
tion energy values from experimental studies of peptide adsorption is far from trivial, as it
relies on the interpretation of rough data through models which may introduce large errors
and uncertainties. Dynamical force spectroscopy experiments have been widely used in the
past for the investigation of surface-molecule adhesion forces, and several competing mod-
els have been developed to extract estimates of the binding free energy frommeasurements
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of adhesion forces. “ particularly suitable model is the one of Friddle and De Yoreo 81, in
which the analytic expression linking the loading rate on the bond with the force required
to break it can be readily fitted to many different non-covalently bonded systems. In order
to apply the Friddle model, I have considered the elasticity of the PEG linker molecule and
of the GCRL polypeptide itself, and obtained a rough estimate of the free energy of bind-
ing that is in reasonable agreement with the RESTখ঎ঝঊD reference (Table 3.4). I have also
applied the same model to three sets of simulation data obtained via SteeredMD. This has
required the development of a procedure to reliably extract force peaks from noisy force-
distance curves obtained in a large number of MD trajectories, after subtraction of the fric-
tion work arising from pulling the peptide through water at very high speed (see Fig. 3.22).
The newly developed procedure gives both information on the peak forces and on the effec-
tive spring constant acting on each surface molecule bond, and thus on the effective bond
loading rates. Especially applying intermediate harmonic springs to pull the molecule off
the surface results in estimates of both the adsorption free energy and of the bond breaking
transition length in very good agreement with the corresponding experimental estimates
(-7.3 vs -7.4 eV -and 0.23 vs 0.22 Å, respectively). The agreement is impressive given the sev-
eral orders of magnitude difference in the typical loading rates of the experiments (10ǀ to
10ǃ pN/s) and simulations (10ƾƽ to 10ƾǁ pN/s). However, this is well reflected in the fitted
value of the unbinding constant kƽu (2.6ms−ƾ in the experiments, 1.5 ns−ƾ in the simula-
tions), which is dictated by the pulling speed in the latter case. This means that the simula-
tions are actually out of equilibrium, so that the application of the Friddle model shall be
performed with care and without giving a strong physical meaning to the fitted kinetic con-
stant values 39. More appropriate in this case is the direct use of the Jarzynski’s Equality 164
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to extract the free energy of adsorption from SMD simulations. This method relies on the
stochastic presence of small work values to detach the molecule from the surface, which
are essential for a robust free energy estimate using this approach. Therefore, it is not suffi-
cient to use starting adsorption configurations where the peptide is in a few deep local min-
ima, but to use a large number of independent (although realistic) configurations. This was
achieved in an ideal way by repeatedly pushing and pulling the probe molecule towards and
off the surface with the help of appropriate harmonic constraints, which effectively mimics
“FM force-spectroscopy experiments. However, as expected, the convergence of the free
energy values with the pulling speed is only very rough (see Fig. 3.21), and a ρFads value in
reasonable agreement with the RESTখ঎ঝঊD reference is only obtained for an intermediate
spring and the lowest pulling speed employed.
Finally, the force-spectroscopy experiments have been also interpreted in terms of an en-
ergy balance between the adsorption free energy of the biomolecule and the elastic energy
stored in the cantilever system. In this case, the main limitation of the method is the uncer-
tainty about the precise contour length of the PEG linker due to the random attachment
position to the “FM cantilever on the one side and the extremely wide distribution of mea-
sured detaching lengths on the other side. While an accurate model has been developed to
deal with this situation for the case of negligible surface-molecule friction 122, the model is
not directly applicable to the case of a polypeptide in contact with an oxide surface con-
sidered here. The fact that a very reasonable estimate of the free energy is obtained also in
this case should be considered as almost fortuitous, as indicated by the very large error bar
associated with it.
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4.1 “ Gকঊগঌ঎ ঒গঝঘ ঝ঑঎ Cছঢজঝঊক ”ঊকক
CD is a viable technique to investigate and characterize structural changes of peptides or
proteins and is, with limitations, applicable to study adsorption phenomena of biomolecules.
On this account CD spectroscopy offers the possibility to, e.g., inspect a correct immobi-
lization of proteins, preferably enzymes, and small peptides in terms of conformational
changes upon adsorption and the function of active sites. This technique becomes even
more powerful when linked to molecular dynamics simulations, providing atomistic in-
sight into the origin of CD spectra of biomolecules. Widely available deconvolution algo-
rithms for CD spectra yielding furthermore information about the amount of secondary
structure elements 237. However, they do not allow precise insights into the conformational
states in which the system lies. It is believed that shifting the focus from individual sec-
ondary structure elements to ensembles (clusters) of structures giving rise to the same CD
ellipticity may help in the interpretation of biomolecular CD spectra. Conceivable is the
development of cluster-analysis methods based on similar CD spectral shapes over selected
wavelength ranges rather than on similar (secondary) structural elements. In particular, this
may contribute to the development of empirical relationships between CD ellipticity and
other (averaged) secondary structure elements, which is especially useful to understand on
an atomic scale the complex conformational changes of biomolecules associated with pro-
cesses of surface adsorption or biomineralization. In addition, the method presented here is
also highly eligible to investigate the somewhat still unclear random coil CD spectra 88 due
to the detailed knowledge of individual CD spectra for each conformational microstate and
their associated free energy. Further research on the structure of a zinc binding peptide, typ-
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Figure 4.2: Representativeminimum free energy conformations of the GB-1 peptide without (a) andwith (b) caps.The shownmolecular snapshots were kindly provided by Christian Perl (unpublished results, christian.perl@uni-bremen.de)
ically in a random coil conformation, is already initiated, alongside with the validation of
this approach to other secondary structural elements. Yet another aspect which is currently
addressed from both sides, i.e., from simulation and CD spectroscopy, is the influence of
the termination (or capping) of the N- resp. C-terminus in peptides. The G”-1 peptide, a
prototypical ϩ-hairpin molecule, was chosen as an ideal study object for this, being well-
characterized regarding its stability in the absence of end-caps. The preliminary results of
this system appear to be very promising and show a remarkabe and surprising behavior.
It seems that the capping of the termini with neutral groups leads to a stabilization of the
ϩ-hairpin character of the peptide (see Figure 4.2).
Due to the highly versatile implementation of the replica exchange with solute temper-
ing method in Lঊখখঙজ it is possible to use alternative replica exchange methods, such as
the promising bias-exchange method 170, within this framework. The bias-exchange method
is currently tested for its ability to predict minimal free energy conformational structures of
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the G”-1 molecule (see Fig.4.2), for a later comparison with CDmeasurements.
While advanced molecular dynamics simulations can be used to achieve very precise es-
timates of the surface-molecule adsorption free energy within a given force field, experi-
mental determination of the same quantity by means of dynamic force spectroscopy is still
associated with large uncertainties. “n alternative approach to assess the adsorption free
energy of a single short peptide is by employing a long linker, for which the unspecific peak
will not interfere with the adhesion signal of the molecule. Furthermore, available models
shall be extended both to take into account strong surface-molecule friction and to remove
the explicit dependence of quantities that are not readily experimentally accessible, such as
the contour length and elasticity of the linker. The latter could be achieved by including a
theoretical model for the linker molecule, e.g., the model of Oesterhelt et al. 162 , in the equa-
tions of the force-spectroscopy model proposed by Friddle et al. 81 (similar to the formula-
tion of the model proposed by Dudko et al. 71). Furthermore, the model of Friddle et al. 81
for polymeric peptides could be optimized by including the transition energy contributions
for a two-dimensional, confined peptide on the surface upon desorption to an increased
dimensionality of the peptide in solution, as proposed by Iliafar et al. 111 . In order to make
the predictions among experiments and between experiments and simulations more ro-
bust, comparisons to other experimental approaches, such as quartz crystal microbalance
or isothermal titration calorimetry, which can be performed with short peptide sequences,
could also be attempted. However, particular attention should be payed to the function-
alization of the tip, in such that only very few functionalized long linker molecules, which
are connected to a peptide, are being attached to the tip, whilst the remainder of the tip area
is passivated by, e.g., a shorter linker terminated by a methyl group. “side from this, the
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force smoothing algorithm developed within the framework of this thesis already finds ap-
plication in other fields of material sciences, for instance in the evaluation of forces between
TiOƿ nanoparticles 189,128.
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A
Exploring Secondary Structures of
Peptides with far-UV CD Spectroscopy
Circular Dichroism can be seen as a key technique in the structural characterisation of pro-
teins. Especially for second order structure determination of, e.g., Ϩ-helices, ϩ-sheets and
to a limited extend random coil structures and double helix structures of nucleic acids.
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It is also one of the few experimental techniques sensitive to the structural changes that
peptides undergo when they adsorb on inorganic materials surfaces, a problem of deep
significance in medicine, biotechnology and materials science. It can be applied to pep-
tide/nanoparticle suspensions at least in the case of colloids in the size-range of a few tens of
nanometers, for which light adsorption and scattering do not interfere with the CD signal
of the biomolecules40,181.
“.1 “ঋজঘছঙঝ঒ঘগ ঘএ C঒ছঌঞকঊছকঢ Pঘকঊছ঒ণ঎঍ L঒ঐ঑ঝ ঘএ C঑঒ছঊকMঘক঎ঌঞক঎জ
This technique refers to the differential adsorption of left and right circularly polarized
light exhibited in the adsorption bands of optically active chiral molecules as schematically
shown in Figure “.1a. Of the standard Ϩ-amino acids, all but glycine can exist in either of
two enantiomers, called L or D amino acids, which are mirror images of each other and
have thus differential adsorption of left and right circularly polarized light. This is especially
useful in the case of poteins. Simply put, since circularly polarized light itself is آchiralأ,
it interacts differently with chiral molecules. Circularly polarized light is generated by the
superposition of two linearly polarized light beams that are oscillating perpendicular to
each other and propagating with a phase difference of π/ƿ radians and a wavelength of λ—
The magnitude of the light vector stays the same while its orientation changes by rotating
around its propagation direction. If the electric field vector of the light beam forms a right-
handed helix upon propagation, it is right circularly polarized light and vice versa. Upon
impinging of circularly polarized light on a protein its electronic structure gives rise to char-
acteristic bands in specific regions in the CD spectrum associated with electronic excitation
energies. Left and right polarized lights are absorbed differently by chiral molecules due to
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different refractive indices for both sources of light. “s a consequence left or right polarized
light travels at different speeds through the solution of chiral molecules and are adsorbed to
different extents at each energy. The molar extinction coefficients are thus different for left
and right polarized light, ϬL ̸= ϬR. This effect is called Circular Dichroism (CD) and by CD
spectroscopy the molar differential absorbance,
ρϬ = ϬL − ϬR (“.1)
of left and right circularly polarized light is measured for wavelengths λ. “lthough ρϬ is typ-
ically measured inM−ƾ · cm−ƾ, withM being the molar concentration, for historical reasons
most measurements are reported in degrees of molar ellipticity. This is is easily intercon-
vertible with the Equation
Θ = ǀƿǆǅ.ƿ · ρϬ in deg · cm
ƿ
dmol . (“.2)
Introducing the magnitudes of the electric field vectors of both kinds of circularly polarized
light, ER and EL, the dependence of the ellipticity θ is given to
tan θ = ER − ELER + EL . (“.3)
It should be noted thatΘ = θ/(c · l) (in deg·cmƿ/dmol) is the molar ellipticity, which is
corrected for the molar concentration c (in g/L) and pathlength l (in cm), whereas θ is the
uncorrected ellipticity. The situation of two interfering circular polarized lights is shown in
Figure “.1b. It should be noted that a path difference stemming from the different refrac-
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(a) (b)
Figure A.1: (a) Schematic Illustration of the functional principle of circular dichroism: Left (red) and right (blue) circu-larly polarized lights have a differential absorption by chiral molecules. (b) Superposition of left (red) and right (blue)circularly polarized lights and the resulting elliptically deformed circular polarized light (green)
tive indices will tilt the resulting ellipse in Figure “.1b. The two extrema of Equation ((“.3))
are when the magnitude of ER equals EL, meaning no difference in the absorbance of right
and left circular polarized light. θwill then be 0◦ and the resulting light beam is linearly
polarized. In the other case, when either ER or EL is equal to zero, meaning complete ab-
sorbance of one of the circularly polarized lights, θwill become 45◦ and the resulting light
beam will be again circularly polarized. In between those two extrema the resulting light
will be deformed elliptically characterized by the angle θ.
Circular Dichroism is, among other related methods, such as ORD 198 and LD 185, the
most popular type of chiroptical spectroscopy. It can be applied in different energy regimes
to excite for example vibrational 152 or electronic transitions 38. In this work it is only referred
to the latter. On impinging of circular polarized radiation on the protein, the protein’s elec-
tronic structure gives rise to characteristic bands in specific regions of the CD spectrum 12,160,
reflecting the electronic excitation energies— Ϩ-helices, ϩ-sheets, ϩ-turns and random coil
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