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Abstrakt
Nároky na kvalitu zpracování síťového provozu v různých bezpečnostních zařízeních na
počítačových sítích se zvyšují. Zpracování na úrovni izolovaných paketů není pro analýzu
síťového provozu dostatečné a je vhodné zavést stavové zpracování toků. Stavové zpraco-
vání v software neposkytuje dostatečný výkon pro vysokorychlostní sítě s propustnostmi
nad 10 Gb/s a je nutné jej akcelerovat v hardware. V současnosti neexistuje žádná obecná
platforma pro skládání toků v hardware a tato úloha musí být v implementována indivi-
duálně. Využitím platformy by se tak značně urychlil vývoj stavových síťových zařízení.
Tento diplomová práce se zabývá analýzou všech podkladů pro návrh obecné platformy
pro stavové zpracování toků. Komponentní struktura architektury navíc umožňuje velkou
variabilitu platformy a možnost přizpůsobení pro konkrétní síťovou aplikaci.
Abstract
Modern network traffic processing became a challenging task as there are increasing de-
mands on network security devices. Packet-level processing is not sufficient for advanced
network traffic analysis and it is necessary to design processing over entire network flows.
Stateful processing in software does not offer enough performance for high-speed networks
over 10 Gbps and therefore acceleration in hardware should be utilized. Currently there
exists no universal platform for stateful processing in hardware and this task has to be
implemented individually. Utilization of such platform significantly speed-up development
of stateful network applications. This master thesis analyzes all aspects of stateful network
processing platform design. Component based architecture increases platform flexibility and
ability to optimize for chosen network applications.
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Kapitola 1
Úvod
V posledních letech jsme svědky prudkého rozvoje počítačových sítí, obzvláště Internetu,
který přináší stále nové technologie pro rychlý přenos dat. Společně se zvyšujícími se pře-
nosovými rychlostmi rostou i nároky na bezpečnost a možnosti efektivní analýzy a řízení
provozu na sledované síti. Řešení založená na programovém vybavení platformy PC jsou li-
mitována výkonem jejího univerzálního procesoru a při multigigabitových rychlostech, které
mohou v dnešní době dosahovat desítek Gb/s, nejsou schopná efektivně provádět zadanou
úlohu. Obzvláště náročné jsou úlohy, kde je nutné na vysokých přenosových rychlostech
analyzovat a zpracovávat data přenášená v počítačové síti.
Univerzální procesor je v těchto případech nutné nahradit jinou platformou, která po-
skytne možnost silné paralelizace řešení úlohy. Paralelizaci můžeme zajistit využitím multi-
procesorových jader nebo přesunem výkonově náročných částí úlohy do aplikačně specific-
kých hardwarových obvodů. Multiprocesorová jádra jsou pro řešení některých úloh vhodná,
v poslední době však stoupá využití aplikačně specifických obvodů (ASIC) a programo-
vatelných hradlových polí (FPGA). Zatímco ASIC je integrovaný obvod, jehož funkce je
pevně daná výrobní maskou, FPGA je programovatelné hradlové pole s možností kompletní
rekonfigurace celého čipu.
Komerční řešení jsou většinou založena na technologii ASIC, která dosahuje vyššího
výpočetního výkonu a menších energetických nároků než technologie FPGA. Na rozdíl od
FPGA je ale nutné vyrábět novou výrobní masku při každé změně návrhu a při malých
výrobních sériích se vysoké výrobní náklady promítnou ve vysoké ceně výrobku. Až při vy-
sokém výrobním nákladu je možné dosáhnout nízké výrobní ceny jednoho čipu. FPGA tak
představuje kompromis mezi technologií ASIC s vysokým výkonem a flexibilitou univerzál-
ních procesorů. Proto se v akademické, ale i komerční sféře zvyšuje míra řešení založených
na technologii FPGA. Praktické výsledky ukazují, že vývoj takovýchto řešení je levnější a
přináší vyšší flexibilitu konečného výrobku. Opravy chyb nebo různá vylepšení zpracování
úlohy je možné dosáhnout pouhou rekonfigurací čipu FPGA a není nutná výměna celého
výrobku.
Cílem této práce je implementace stavového zpracování dat na síti s využitím FPGA,
které je schopné tuto výpočetně náročnou úlohu efektivně akcelerovat. Stavové zpracování
dat je velmi důležité pro mnoho síťových zařízení z oblasti bezpečnosti a monitorování počí-
tačových sítí, které jsou při zpracování nad celými toky přesnější a jsou schopná provádět
výpočet na vyšší úrovni. Jedná se například o aplikace typu vyhledávání vzorů, systémy pro
analýzu protokolů, datových toků nebo stavových firewallů. Absence stavového zpracování
může mít ve některých aplikacích za následek bezpečnostní slabinu. Pro oklamání zaří-
zení typu IDS může potenciální útočník umístit vzorky charakteristické pro útok mezi více
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paketů a tím znemožní detekci útoku. Nestavové firewally nemohou efektivně kontrolovat
všechna spojení, pokud nemají přehled o stavu probíhajících datových toků v chráněném
systému apod.
Návrhem systému pro zpracování síťových toků jsem se již zabýval ve své bakalářské
práci [14]. Cílem předchozí práce bylo vytvoření obecné platformy složené z komponent,
kterou by mohly využít různé aplikace zpracování v FPGA. Důraz se kladl právě na škálo-
vatelnost platformy a možnost využití v co nejširším spektru aplikací. Mezi výhody systému
patřila možnost zpracování dat ve větším množství procesních jednotek, které mají dohro-
mady dostatečný výpočetní výkon na zpracování dat i na multigigabitových rychlostech.
Článek shrnující výsledky bakalářské práce byl přijat a prezentován na konferenci FPL
2007 v Amsterdamu [15]. Semestrální projekt navazující na práci bakalářskou prohloubila
teoretický základ platformy, aby mohla být navržena co nejefektivnější architektura.
Hlavním cílem diplomové práce je podstatné vylepšení nejdůležitějších parametrů im-
plementovaného prototypu, jimiž je propustnost platformy a efektivní využití paměti pro
uložení stavové informace. Cílem je funkční platforma, která umožní stavové zpracování
na rychlosti 10 Gb/s, s výhledem na rychlost 40 Gb/s. Celý systém stavového zpracování
síťových toků je využitý v rámci projektu Liberouter [16], který je součástí výzkumného zá-
měru CESNET Programovatelný hardware. Hlavní platformou jsou karty z rodiny COMBO,
obzvláště nejnovější karta COMBOv2 [17], jejíž architektura a vysoký výkon umožní zpra-
cování dat na přenosových rychlostech až 40 Gb/s.
Dokument je logicky členěn do několika částí. V teoretickém rozboru, který vychá-
zel z výsledků semestrálního projektu, je čtenář seznámen se síťovými modely ISO/OSI a
TCP/IP, které jsou dále odkazovány při rozboru technik identifikace toku. Kapitola po-
kračuje představením několika aplikací využívajících stavové zpracování toků se zaměřením
hlavně na aplikaci TCP Reassembling. V závěru kapitoly je uvedena problematika hash
funkcí, které mají za úkol zvýšit využití paměti pro ukládání stavové informace. V kapi-
tole 3 je analyzován současný stav systémů pro stavové zpracování síťových toků a kon-
frontován s vlastnostmi implementované platformy. Navržená architektura celé platformy
je vysvětlena v kapitole 4. V části 5 jsou uvedeny experimentální výsledky a vlastnosti
nasazení platformy na cílové kartě COMBOv2. Konečně v poslední kapitole je provedeno
shrnutí výsledků a zhodnocení práce.
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Kapitola 2
Teoretický rozbor
Datová komunikace mezi dvěma uzly počítačové sítě je fyzicky realizována rozdělením dat
do velkého počtu datových balíčků o malé velikosti – paketů, které jsou směrovány do
cílového uzlu. Při stavovém zpracování toků je při zpracování každého paketu nutné vzít
do úvahy celou datovou komunikaci a nezpracovávat paket izolovaně od ostatních paketů
v toku. Při zpracování je tedy vhodné udržovat stavovou informaci ke každé probíhající
datové komunikaci. Pro načítání a modifikaci stavové informace je nezbytné ji jednoznačně
identifikovat využitím údajů, které lze vyčíst z každého paketu v toku. Vybraná datová pole
pro identifikaci určují i míru agregace paketů. V aplikaci může být datový tok definován
jako komunikace mezi dvěma uzly na síti, aplikacemi na vybraných uzlech nebo dokonce
celými podsítěmi. Každý zmíněný případ bude pro identifikaci toku využívat jinou množinu
datových polí.
Zavedení stavového zpracování má pro každou aplikaci jiný přínos a různou měrou
ovlivní její funkci. Při návrhu aplikace je vhodné porovnat výhody plynoucí ze stavového
zpracování oproti případnému zvýšení nákladů, které způsobí větší nároky aplikace na hard-
warové prostředky. Část teoretického rozboru se proto věnuje i analýze různých typických
síťových aplikací s výše popsanou rozvahou. Zvláštní důraz je kladen na aplikaci rekon-
strukce TCP toků, známou pod pojmem TCP Reassembling. Tato aplikace často slouží
jako základ pro další zařízení pro zpracování TCP toků.
Zařízením zpracovávajícím provoz na síti prochází pakety z velkého počtu toků, ke kte-
rým je po identifikaci nutné vyhledat stavovou informaci. Na multigigabitových rychlostech
je na vyhledání stavové informace k dispozici malé množství výpočetního času, v řádu
nanosekund. Systém správy stavové informace by měl vyhledat informaci co nejrychleji a
v konstantní časové složitosti, aby byl schopen zpracovat pakety na co nejvyšší propust-
nosti. Výše uvedené vlastnosti splňují hash funkce, které jsou použity i ve zvoleném způsobu
řešení, a proto je jim věnována poslední část této kapitoly.
2.1 Síťové modely ISO/OSI a TCP/IP
Síťové modely slouží pro jednotné propojování otevřených systémů na základě vrstvené ar-
chitektury. Model ISO/OSI byl schválen mezinárodní organizací ISO jako referenční model,
společně s ním je používán starší jednodušší model TCP/IP.
Standard ISO/OSI neobsahuje přesnou definici implementace jednotlivých vrstev, ale
spíše definuje jejich rozhraní, komunikaci se sousedícími vrstvami a vlastní funkci vrstvy.
Schéma modelu je uvedeno na obrázku 2.1 společně s modelem TCP/IP, který nabízí jed-
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Obrázek 2.1: Referenční modely ISO/OSI a TCP/IP
nodušší a efektivnější architekturu rozdělenou pouze do čtyř vrstev. V následujících bodech
jsou rozepsány jednotlivé vrstvy referenčního modelu.
Fyzická vrstva poskytuje abstraktní rozhraní, pomocí kterého je možné přistoupit k pře-
nosovému médiu. Vrstva se nezabývá významem dat, pouze zajišťuje jejich přenos.
Specifikuje přenosové médium, úrovně napětí hodnoty logické jedničky nebo nuly,
délku doby pro přenos jednoho bitu a další parametry, které určují mechanické a
elektrické rozhraní.
Linková vrstva vytváří nad fyzickou vrstvou datový spoj. Standardně je datový spoj vy-
tvářen mezi bezprostředními sousedy, tedy na dvoubodovém spoji. Linková vrstva
organizuje bitový proud fyzické vrstvy do rámců, což jsou obvykle bloky dat o veli-
kosti desítek až tisíců bajtů. Vrstva umožňuje rozpoznávat chyby vzniklé při přenosu
rámce ve fyzické vrstvě a zajistit jejich opravný přenos. Nejrozšířenější protokol lin-
kové vrstvy v počítačových sítích, Ethernet, je detailněji rozebrán v části 2.2.
Síťová vrstva obstarává přenos toku dat mezi dvěma libovolnými uzly v síti. Zdrojový
a cílový uzel přitom nemusí být přímo propojeny. Hlavním úkolem této vrstvy je
řešit problematiku směrování. Pro tyto účely mohou být data dělena na pakety. Mezi
nejpoužívanější protokol síťové vrstvy patří Internet Protocol popsaný v části 2.3.
Transportní vrstva zaručuje adresování koncových komunikujících prvků, které působí
v jednotlivých uzlech sítě. Mezi tyto prvky patří například procesy nebo uživatelské
relace. Data jsou přenášena po blocích dat – datagramech. Na úrovni transportní
vrstvy mohou existovat spojované i nespojované služby. U spojovaných služeb je
zajištěno ustanovení komunikace a spolehlivé doručení dat cílovému uzlu. Naopak
u nespojovaných služeb není spolehlivé doručení zajištěno a důraz je kladen spíše na
co nejrychlejší přenos k cílovému uzlu. Dva nejrozšířenější zástupci protokolů těchto
služeb jsou uvedeni v části 2.4.
Relační vrstva umožňuje správu relací, pomocí kterých mohou dvě komunikující aplikace
koordinovat svoji činnost. Relace je tvořena požadavky a odpověďmi vysílanými mezi
aplikacemi v čase spojení.
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Prezentační vrstva vytváří abstraktní vrstvu pro data zasílaná mezi aplikacemi, která
má za úkol skrýt odlišnosti mezi různými reprezentacemi dat. Může se starat například
o převody mezi různými kódováními, komprimaci nebo šifrování dat.
Aplikační vrstva je poslední vrstvou OSI modelu. Realizuje aplikačně orientované služby.
Poskytuje různá aplikační rozhraní, například služby pro implementaci elektronické
pošty, přenosu souborů nebo přihlášení na terminál vzdáleného počítače.
Model TCP/IP
TCP/IP model byl vytvořen v 70. letech minulého století, v době počátku Internetu. Spe-
cifikace vytvořená agenturou DARPA Ministerstva obrany Spojených států amerických
položila základy první světové rozsáhlé sítě ARPANET [26]. Tato síť jako první zavedla
koncept přepínání paketů, namísto přepínání okruhů dnes používané převážně v teleko-
munikacích. Na základě konceptů definovaných pro síť ARPANET vznikl dnešní Internet,
který je vystavěn právě na modelu TCP/IP. Momentálně jsou specifikace modelu [11] a
jeho související protokoly udržovány organizací EITF.
Stejně jako u modelu ISO/OSI je základem modelu TCP/IP vrstvová architektura.
Hlavními stavebními kameny modelu je abstrakce fyzické a linkové vrstvy, definice protokolu
síťové vrstvy pro jednotné adresování uzlu v síti společně s definicí převodu ze síťové adresy
a adresu linkovou a dvojice transportních protokolů TCP a UDP. Výhodou modelu je
absence centrálních částí, jejichž výpadek by mohl způsobit nedostupnost sítě, a robustnost
celé architektury. V následujících stručných bodech jsou popsány jednotlivé vrstvy modelu,
jak byly definovány na obrázku 2.1.
Linková vrstva obsahuje množinu protokolů pro přístup k fyzickému médiu spojující dva
sousedící uzly sítě. Obsahuje jak protokoly pro samotný fyzický přístup k síti (Ether-
net, Token Ring, . . . ), tak protokoly pro překlad síťové adresy na fyzickou (ARP a
reverzní RARP) nebo protokol objevování sousedů u nové generace protokolu IPv6
zmiňovaném v části 2.3.
Síťová vrstva vytváří jednotné komunikační rozhraní mezi dvěma různými uzly sítě, nezá-
vislé na fyzickém přenosovém médiu. Pro přenos je definován protokol IP ve dvou
verzích – IPv4 a její nástupce IPv6, který ale zatím není masově rozšířen.
Transportní vrstva umožňuje komunikaci různých aplikací mezi sebou přítomných v uz-
lech sítě. Hlavními protokoly této vrstvy jsou spolehlivý protokol TCP a jednodušší
UDP.
Aplikační vrstva je nejvyšší vrstvou a podobně jako u referenčního modelu poskytuje
služby koncovým aplikacím.
2.2 Linková vrstva a Ethernet
Jedním z nejrozšířenějších protokolů, který pracuje na linkové vrstvě, je Ethernet. Protokol
zajišťuje komunikaci mezi dvěma sousedními uzly sítě a řeší přenos dat na úrovni jednoho
spoje. Při vícenásobném přístupu k médiu nutně dochází ke kolizím komunikujících stran,
čímž dojde ke snížení přenosové kapacity. U rychlejších verzí Ethernetu (10Gb/s a rychlejší)
se proto od vícenásobného přístupu k médiu upustilo. Výhodnější je rozdělení kolizních
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domén pomocí aktivních síťových prvků tak, aby ke kolizím nedocházelo a komunikující
strany mohly využít plně duplexního přenosu dat.
Při komunikaci jsou data vyšších vrstev vkládána do bloků dat, které se nazývají rámce.
Začátek a konec každého rámce je při přenosu signalizován speciální značkou. Formát rámce
je znázorněn na obrázku 2.2. Níže budou rozebrány datové položky, které jsou relevantní
ke stavovému zpracování toků.
Preamble SFD Length/TypeDestination
address
Source
address Payload + Pad FCS
7B 1B 6B 6B 2B 46−1500B 4B
Obrázek 2.2: Struktura ethernetového rámce
Destination, Source address (6 bajtů): adresa cílového, resp. zdrojového síťového zaří-
zení, pro které je rámec určen. Výchozí hodnota je přidělena výrobcem zařízení. Po-
ložka má význam hlavně v rámci lokální sítě. Pro určení uzlu v jiné síti se používá
adresa L3 vrstvy, pro kterou je až na cílové lokální síti zjištěna odpovídající L2 ad-
resa. Zdrojová a cílová adresa se dokonce mění při každém směrování mezi L3 pře-
pínači, které po výpočtu dalšího uzlu v síti do pole zdrojové a cílové adresy vyplní
odpovídající údaje. Pole může obsahovat adresu konkrétního zařízení, ale i multicast.
V takovém případě je rámec určen pro více síťových zařízení.
L2 adresa má vzhledem ke stavovému zpracování význam pouze na lokální síti, v rámci
celého Internetu ji nelze efektivně použít. Stavová zařízení monitorující toky na L2
vrstvě mohou identifikovat případné problémy na lokální síti.
Payload a Pad (46 až 1500 bajtů): zde jsou uložena data protokolů vyšších vrstev. Pokud
je velikost dat menší než 46B a nebyl by splněn požadavek minimální délky rámce,
je payload rozšířen o položku Pad, která může obsahovat libovolná data. Minimální
délka rámce je nutná pro správnou funkci metody pro vícenásobný přístup k médiu.
2.3 Síťová vrstva a Internet Protocol
IP protokol (definován v RFC 791 [21]) je součástí síťové vrstvy referenčního modelu
ISO/OSI. Jedná se o datagramový protokol zajišťující přenos dat ze zdrojového do cílo-
vého uzlu. Pro směrování toku dat sítí je potřeba jednoznačná identifikace uzlu, která je
nezávislá na fyzické adrese linkové vrstvy. Tato identifikace se nazývá síťová adresa a je
přiřazována všem uzlům sítě. Síťová adresa je velmi často využívána pro identifikaci dato-
vého toku.
V dnešních sítích je dominantní Internet Protocol verze 4, označovaný jako IPv4. Tento
protokol má několik nedostatků, kvůli kterým dochází k jeho postupnému nahrazování
novou verzí protokolu – IPv6. Mezi hlavní nedostatek IPv4 patří malý adresový prostor,
který je u IPv6 podstatně větší (128b namísto 32b).
Protokol IPv4
V IPv4 má každý uzel svou jedinečnou IP adresu, která je strukturována podle tříd adres
pro identifikaci sítě a identifikaci uzlu v síti. V dnešní době ale pro ušetření adresového
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prostoru není přesné rozdělení dle tříd vyžadováno. Formát IPv4 hlavičky je uveden na
obrázku 2.3.
Source Address
Destination Address
Options Padding
24167 8 15 230
Fragment Offset
Total lengthType of Serv.IHLVer.
Time to Live Protocol
Identification
Header Checksum
31
Flags
Obrázek 2.3: Formát IPv4 hlavičky
Version (4 bity): definuje verzi protokolu. Pro IPv4 je tato položka rovna hodnotě 4.
Type of Service (8 bitů): typ služby je položka, která informuje o požadované kvalitě
služeb při přenosu (QoS).
Protocol (8 bitů): identifikuje protokol vyšší vrstvy, který je přenášen v datech datagramu.
Společně s polem Type of Service bývá využito pro identifikaci flow u zařízení gene-
rujících NetFlow záznamy o probíhajících tocích v monitorovaném síťovém uzlu (viz
kapitola 2.5).
Source, Destination Address (32 bitů): adresa zdrojového, resp. cílového uzlu známá
jako IP adresa. Na rozdíl od vrstvy L2 lze IP adresou identifikovat uzel v celé síti. Po-
dobně jako u L2 vrstvy je podporováno jak jednoznačné určení cílového uzlu (unicast),
tak adresace více uzlů (multicast).
Adresy L3 vrstvy jsou pro identifikaci voleny nejčastěji, většinou ve spojení s dalšími
položkami. Pokud provedeme identifikaci toku pouze podle zdrojové a cílové IP adresy,
získáme provoz mezi dvěma uzly sítě agregované pro všechny případné komunikující
aplikace.
Protokol IPv6
Nová verze Internet Protocolu verze 6 definovaná v RFC 2460 [7] byla navržena hlavně pro
odstranění nedostatků verze předchozí. Kromě samotného zvětšení byl adresový prostor
vylepšen z pohledu počtu a organizace úrovní adresové hierarchie. Došlo také k posílení
bezpečnosti. Všechna zařízení musí nyní povinně implementovat podporu pro IPsec – pro-
tokol pro autentizaci a šifrování dat.
Version (4 bity): definuje verzi protokolu. Pro IPv6 je tato položka rovna hodnotě 6.
Next Header (8 bitů): identifikuje typ rozšiřující hlavičky nebo protokolu vyšší vrstvy,
které následují bezprostředně po IPv6 hlavičce. Hodnoty v poli jsou kompatibilní
s polem Protocol u hlavičky IPv4 uvedené v části 2.3.
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241615 230
Ver.
Payload length
31
Traffic class Flow label
Next Header Hop Limit
Source Address
Destination Address
43 11
Obrázek 2.4: Formát IPv6 hlavičky
Source, Destination Address (128 bitů): IP adresa zdrojového, resp. cílového uzlu. Ad-
resu cílového ovlivňuje rozšiřující hlavička Routing Header. Na rozdíl od IPv4 adresy
je díky její dostatečné bitové šířce lépe organizovaná a směrování IPv6 provozu je
jednodušší. Podobně jako IPv4 adresy podporují IPv6 adresy více módů adresace:
známý unicast, multicast a navíc adresy typu anycast. Tyto adresy jsou přeposlány
na jeden libovolný uzel z cílové množiny uzlů. Množinou může být skupina serverů po-
skytujících určitou službu. Dokud je alespoň jeden server v provozu, anycast adresou
ho bude možné adresovat.
Podobně jako u IPv4 adres je IPv6 adresa využívána pro identifikaci toku.
Protokol nově zavádí možnost volitelných rozšiřujících hlaviček. V povinné hlavičce pro-
tokolu jsou definovány pouze ty nejnutnější údaje, zatímco ostatní datová pole o proměnné
délce mohou být definována až za povinnou hlavičkou. Tím je usnadněno zpracování da-
tagramu směrovači a dalšími síťový prvky, které zpravidla procházejí pouze povinnou část
hlavičky. Formát povinné hlavičky IPv6 je uveden na obrázku 2.4.
Routing Header
Hext Header =
TCP
Routing Header
Hext Header =
Fragment
Fragment Header
Hext Header =
TCP
TCP Header
+
Data
TCP Header
+
Data
Fragment of
TCP Header +
Data
IPv6 Header
Hext Header =
TCP
IPv6 Header
Hext Header =
Routing
IPv6 Header
Hext Header =
Routing
Obrázek 2.5: Řazení rozšiřujících hlaviček IPv6
Mezi povinnou hlavičkou IPv6 a daty protokolu mohou být umístěny výše zmíněné
rozšiřující hlavičky, jejichž příklad je na obrázku 2.5. Tato rozšíření povinné hlavičky mo-
hou sloužit pro uložení dodatečných řídících informací pro směrovače nebo koncový uzel.
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Mezi nejvíce používané hlavičky patří například Hop-by-Hop Options, Routing Header a
Fragment Header. Rozšiřující hlavičky jsou využívané hlavně ve směrovačích. Pro identifi-
kaci toku ve stavovém zpracování ale nejsou vhodné, protože hlavička, která se využívá pro
identifikaci, nemusí být přítomna ve všech IPv6 datagramech.
2.4 Transportní vrstva
TCP
TCP protokol [22] přijímá z aplikační vrstvy proud dat odesílaný na cílový uzel, seskupuje
jej do číslovaných paketů a odesílá ve správném pořadí k cílovému uzlu. Jedná se o stavový
spojovaný protokol, který zajišťuje spolehlivé doručení paketů ve správném pořadí. Rovněž
se stará o řízení toku jako obranu proti zahlcení cílového uzlu. Formát TCP hlavičky je
uveden na obrázku 2.6.
24167 8 15 230 31
Source Port Destination Port
Sequence Number
Acknowledgement Number
D.Offs. Reserved Ctrl. Bits Window
Checksum Urgent Pointer
Options Padding
Obrázek 2.6: Formát TCP hlavičky
Source, Destination Port (16 bitů): číslo portu na zdrojovém, resp. cílovém uzlu. Na
daném uzlu identifikuje službu nebo aplikaci, která provádí komunikaci na síti. Stejně
jako IP adresy je velmi často využívaná pro identifikaci toku. Kombinací IP adres a
TCP portů získáme identifikaci toku mezi dvěma službami na vybraných uzlech v síti.
Sequence Number (32 bitů): udává pořadové číslo prvního datového bajtu v tomto seg-
mentu.
Acknowledgement Number (16 bitů): pokud je nastaven příznak ACK, obsahuje tato
položka následující pořadové číslo, které je příjemce připraven přijmout. Společně
s položkou Sequence Number se používá pro mechanismus spolehlivého přenosu dat.
Sledováním položek lze identifikovat paket mimo pořadí nebo duplikovaný paket.
Control Bits (6 bitů): pole příznaků. Z hlediska této práce jsou důležité pouze příznaky
ACK (platná položka Acknowledgement), SYN (odesílatel začíná novou sekvenci čí-
slování) a FIN (ukončení přenosu v jednom směru – odesílatel již nepošle žádná další
data).
UDP
Protokol UDP [20] se stará o přenos paketů bez zajištění spolehlivosti nebo správného
pořadí došlých paketů. Jedná se nespojovaný a bezstavový protokol. Formát UDP hlavičky
je uveden na obrázku 2.7.
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24167 8 15 230 31
Source Port Destination Port
Length Checksum
Obrázek 2.7: Formát UDP hlavičky
Source, Destination Port (16 bitů) – číslo zdrojového a cílového portu. Podobně jako
TCP port identifikuje síťové služby na daných uzlech sítě a stejně tak se využívá pro
identifikaci toků.
2.5 Aplikace pro skládání toků
Stavové zpracování má pro každou aplikaci různý přínos. Obecně jsou ale aplikace bez stavo-
vého zpracování odkázány pouze na informace, které lze vyčíst z jednotlivých paketů, jako
izolovaných datových jednotek. Zavedením stavového zpracování aplikace získá možnost
komplexnějšího pohledu na síťový provoz jako na množinu toků mezi komunikujícími stra-
nami a ne pouze proudu paketů. Jistou cenou za zavedení stavového zpracování je zvýšení
paměťové a výpočetní náročnosti aplikace.
Softwarová řešení aplikací se stavovým zpracováním nejsou většinou vhodná pro sítě
o vysokých propustnostech a neumožní kvalitně zpracovat síťový provoz (zahazování někte-
rých paketů). Hardwarová akcelerace kritických částí zpracování síťového provozu umožní
výrazné zvýšení kvality zpracování toku i na multigigabitových sítích.
Firewall
Mezi uživatelsky nejrozšířenější aplikaci pro síťovou bezpečnost patří firewall. Hlavním úko-
lem aplikace je analyzovat vstupní a výstupní síťový tok a na základě definovaných pravidel
tyto toky propouštět nebo odmítnout. Sady pravidel jsou většinou konstruovány tak, aby
zamítly veškerý provoz, který neodpovídá některému definovanému pravidlu. Druhou mož-
nosti je naopak definovat pouze pravidla odmítající určitý provoz a veškerý ostatní povolit.
U druhé metody je sice jednodušší sestavit množinu pravidel a nevyžaduje takovou znalost
síťového provozu na dané doméně, ale je méně bezpečná než první metoda. Na trhu v sou-
časnosti existují firewally implementované jako softwarové vybavení počítače nebo i jako
hardwarové zařízení.
První firewally byly implementovány jako bezstavové, ve své době známé jako paketové
filtry. Firewall analyzoval pakety izolovaně, jako jeden celek. Aplikace neměla žádnou infor-
maci o širším kontextu ve kterém je paket přenášen, tedy jestli je paket částí existujícího
toku dat nebo se jedná o zcela nový paket. Každý paket mohl být analyzován pouze z in-
formací, které z něj bylo možné extrahovat. Nejčastěji se jednalo o kombinaci zdrojové a
cílové adresy a portu [28].
Druhá generace firewallů zavedla stavovou analýzu síťového provozu. Ke každému ak-
tivnímu spojení uchovávala sadu informací, pomocí kterých si udržovala přehled o širším
kontextu paketu. Aplikace má možnost zjistit, jestli je paket začátkem nového datového
toku, část stávajícího nebo neplatný paket, který není součástí žádné vytvořené komuni-
kace. Rozhodnutí o povolení nebo zamítnutí datového toku lze provést už při jeho vytvoření
a toto rozhodnutí uložit jako stavovou informaci. Pro další pakety stejného datového spojení
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je tuto informaci možné využít a rychle provést odmítnutí nebo přijetí paketu.
Stavový firewall dokáže zabránit více útokům než bezstavový. Útok na bezstavový fi-
rewall může využívat například strukturu komunikace s webovou službou. Při požadavku
na web server (cílový port 80) je na zdroji dotazu pro odpověď vybrán náhodný port p z po-
voleného rozsahu. Web server po zpracování požadavku zašle odpověď s parametry zdrojový
port = 80, cílový port = p. Útočníkovi stačí pro útok na bezstavový firewall zaslat provoz
se zdrojovým portem 80. Stavový firewall si naopak udržuje tabulku aktivních spojení a
nedovolí příchozí spojení, které nebylo iniciované ze zdrojového počítače.
IDS a IPS
Systémem IDS (Intrusion Detection System) označujeme software nebo hardware navržený
s cílem detekovat nechtěné pokusy o přístup, manipulaci nebo útok na chráněnou počí-
tačovou síť nebo systém. Může se jednat o přímé útoky na počítače a jimi poskytované
služby, neautentizovaný přístup k citlivým informacím v počítačovém systému nebo šíření
škodlivého software (počítačové viry, trojské koně nebo červi). Systém je většinou sestaven
ze tří komponent: množiny senzorů, které detekují bezpečnostní incidenty a generují o nich
zprávy, konzole monitorující tyto zprávy s možností ovládat senzory a výpočetním jádrem.
Výpočetní jádro monitoruje a ukládá zprávy o bezpečnostních incidentech do databáze a
na základě vnitřní sady pravidel generuje oznámení pro správce systému nebo sítě. Mezi
nejznámější softwarové IDS systémy patří Snort [25] a Bro [2]. Hardwarově akcelerovaný
IDS byl vyvinut například v rámci projektu Liberouter [12].
IDS můžeme klasifikovat jako pasivní systém. Aplikace pouze detekuje bezpečnostní
incident a předá zprávu správci počítačového systému. Rychlost reakce na incident tedy
závisí na znalostech a rychlosti zodpovědného člověka. Reaktivní systém IPS (Intrusion
Prevention System) na rozdíl od IDS po detekci zprávy může automaticky podniknout
kroky k zastavení útoku, například zrušením daného spojení nebo přidáním nového pravidla
do firewallu.
Detekce útoků je v systémech IDS a IPS většinou založena na hledání vzorků v paketech,
které odpovídají vzorku typickému pro nějaký bezpečnostní incident. Vzorky jsou nejčastěji
uloženy ve formě regulárních výrazů, výše zmíněný Snort obsahuje rozsáhlou a aktualizo-
vanou databázi vzorků identifikujících útok. U IDS systémů založených na softwarovém
vybavení počítače není technický problém s implementací stavového systému. U hardwaro-
vých systémů není z důvodu obtížnosti implementace a nároků na zdroje stavové zpracování
samozřejmostí, řada IDS nebo IPS systémů ho nepodporuje. Bezstavové IDS může vzorky
správně detekovat pouze v tom případě, že celý vzorek je uložen v jednom paketu. Této
skutečnosti může využít útočník, který vzorek charakterizující jeho útok rozdělí mezi více
paketů a znemožní tak bezstavovému systému IDS správnou detekci. Situace je ilustrována
na obrázku 2.8.
CKSIGNATTA ATURE
Paket 2 Paket 3Paket 1
Obrázek 2.8: Možný útok na bezstavový systém IDS
V tomto případě detekce vzorku ATTACKSIGNATURE u bezstavového IDS selže, protože
systém nemůže vzorek analyzovat jako celek. Zpracování probíhá pouze na izolovaných
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paketech a systém nezná výsledek detekce v ostatních paketech. Stavový IDS systém by
mohl při každém přijetí paketu z datového toku uložit stav detekce vzorku v analyzovaném
toku a při následujícím paketu z datového toku jeho stav obnovit. Aplikace může ukládat
například stav konečného automatu detekujícího vzory, stavové registry zpracovávajícího
procesoru nebo posledních n bajtů toku. Detekční systém může ukládáním svého stavu pro
probíhající toky vyhledat i vzorky rozložené v několika paketech a znemožnit výše zmíněny
útok. Stavové zpracování má tedy velký význam i pro aplikaci IDS/IPS.
Analýza na bázi NetFlow
Třetí ukázkou je aplikace pro monitorování síťového provozu na základě otevřeného proto-
kolu NetFlow od firmy Cisco [3]. Tato zařízení sbírají vybrané agregované informace o IP
tocích ve sledované části sítě. Jeden síťový tok (flow) je nejčastěji definován sedmicí zdro-
jová a cílová IP adresa a TCP/UDP port, poli Type of Service a Protocol IP protokolu
a číslem sledovaného síťového rozhraní. Záznamy o tocích mohou být využity pro správu
sítě, při návrhu nové topologie sítě nebo detekci DoS útoků. NetFlow záznamy může ge-
nerovat specializovaná sonda nebo směrovač. Na obrázku 2.9 je uvedeno typické zapojení
při generování záznamů sondou [31] i směrovačem. Kvalitnější NetFlow záznamy jsou však
poskytovány spíše specializovanými sondami.
NetFlow probe
Collector
Collector
monitorovaná linka
Obrázek 2.9: Ukázka zapojení systému NetFlow
Sestava se typicky skládá z NetFlow sondy, která je pasivně připojená na sledovaný
síťový spoj a provádí agregaci informací o protékajících tocích. Výsledná data jsou zasílána
podle protokolu NetFlow do kolektoru. Ten informace přijímá a zpracovává je. Výstupem
mohou být přehledné grafy a údaje pro správce, který z nich zjistí strukturu provozu na
sledované síti.
Implementace Netflow sondy je výpočetně a paměťově náročná úloha. Při zpracování
je nutné analyzovat vybrané datové položky na různých vrstvách v paketu a agregovat
nalezené informace pro daný tok. Aplikace musí mít k dispozici dostatečně rychlou paměť
pro ukládání agregované informace k tokům. Na multigigabitových rychlostech je aplikace
donucena z důvodu nedostatečné výkonnosti zahazovat část síťového provozu a tím značně
snížit přesnost měření.
Analýzu paketů a agregaci informace o flow je vhodné akcelerovat v hardware a dosáh-
nout zpracování o vyšší přesnosti i na vysoce vytížených síťových spojích. V hardware lze
efektivně využít stavového zpracování paketů a ukládat agregované informace jako stav
k flow, které je identifikováno podle výše zmíněné sedmice. Do softwarové části sondy je
možné zasílat až agregované informace k celým tokům nebo jejich částem. Objem agrego-
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vaných dat určených pro zpracování bude mnohem menší než u ryze softwarové aplikace.
Pokud by v hardwarové části nebylo využito stavové zpracování, objem zpracovávaných dat
v software by byl téměř stejně velký jako u neakcelerovaného řešení.
2.6 TCP Stream Reassembling
Aplikace rekonstrukce TCP toků (TCP Stream Reassembling) slouží často jako základ pro
další aplikace pracující nad TCP toky – IDS/IPS, analýzu protokolů nebo aplikace vyšších
vrstev. Hlavním úkolem aplikace je skládání souvislého datového toku z TCP paketů, které
jím procházejí. Její činnost je ilustrována na obrázku 2.10.
A A A
B B
C C
A B B A C A C
A:
B:
C:
Obrázek 2.10: Rekonstrukce TCP toků
Na obrázku je síťový provoz skládající se ze 3 TCP toků označených jako A, B a C.
Aplikace pakety poskládala do 3 souvislých proudů dat, jak je naznačeno na pravé straně
obrázku. Při zpracování se aplikace musí vypořádat s hlavním problémem rekonstrukce
TCP toků – pakety mimo pořadí. Jedním způsobem je implementace algoritmu go-back-n,
kdy je zpracování všech paketů následujících po paketu mimo pořadí zastaveno a čeká se na
zdroj TCP toku, aby je zaslal znova. Tím se zvyšuje zatížení sítě a snižuje efektivita dato-
vého přenosu. Tato technika byla publikována například v [23, 24]. Druhým publikovaným
přístupem [8] je ukládání všech paketů mimo pořadí do paměti a čekání na paket, který
zaplní vzniklou mezeru. Tento přístup je pro síť efektivnější, ale vyžaduje paměť navíc pro
dočasné ukládání paketů mimo pořadí.
Úloha je výpočetně i paměťově náročná. Aplikace musí analyzovat odpovídající pole
v paketech a s pomocí stavové informace kontrolovat, ke kterému toku paket patří a zda je
ve správném pořadí. Robustnější aplikace potřebují i několik pamětí – na ukládání stavové
informace, paketů mimo pořadí a případně na dočasné uložení rekonstruovaných TCP toků,
než si je vyčte aplikace vyšší vrstvy.
2.6.1 TCP Splitter
První analyzovanou aplikací rekonstrukce TCP toků je platforma zvaná TCP Splitter im-
plementovaná v FPGA [23]. Jméno je odvozeno od architektury platformy, která vstupní
IP tok rozděluje na dva – výstupní IP tok a uspořádaný TCP datový tok k uživatelské
aplikaci (viz obrázek 2.11). Autoři publikace se snažili vyvinout platformu co nejméně ná-
ročnou na zdroje s možností monitorovat co nejvíce toků. Pro ušetření zdrojů se rozhodli
neimplementovat seřazování paketů mimo pořadí, místo toho všechny pakety po chybějícím
zahazují. Předpokládají, že většina koncových uzlů na Internetu pro přeposlání ztracených
TCP paketů používá algoritmus go-back-n namísto selektivního přeposílání a nezpůsobí tak
snížení propustnosti mezi uzly.
Architektura platformy je uvedena na obrázku 2.11. Pro příchozí IP rámce je spočítán
kontrolní součet v jednotce Checksum engine. Po výpočtu je vytvořen záznam o přijetí
paketu do fronty Control FIFO, zatímco data rámce jsou pro další zpracování ukládány do
fronty Frame FIFO. Po vytvoření záznamu o paketu je vytvořen identifikátor toku, který
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Obrázek 2.11: Architektura TCP Splitteru
slouží jako přímá adresa do externí tabulky záznamů o datovém toku v paměti. Platforma
nemá ošetřenou situaci, kdy se pro dva různé toky vygeneruje stejná identifikace. Tento
nedostatek nutí uživatelskou aplikaci při kolizi provádět chybný výpočet nad dvěma různými
toky nebo implementovat vlastní detekci kolizí. Na základě pevně definovaných pravidel se
po identifikaci toku provádí v části TCP Output zaslání paketu na výstup zařízení, do
uživatelské aplikace, nebo do obou.
2.6.2 TCP Processor
Mezi základní publikace, na kterých je vystavěna tato práce, patří článek D. V. Schuehlera
a J. W. Lockwooda o návrhu a implementaci síťového zařízení pro rekonstrukci TCP toků
na vysokorychlostních sítích [24]. Publikovaná platforma nazvaná TCP Processor posky-
tuje uživatelské aplikaci rozhraní a prostředky pro zpracování TCP toků, zajišťuje správu
stavové informaci v externí paměti a dodává statistické údaje k danému toku. Zařízení im-
plementované podle návrhu v článku je schopné zpracovat vstupní datový tok na rychlosti
2,5 Gb/s s maximálním počtem 8 milionů aktivních TCP spojení. Uživatelské aplikaci je
dáno sekvenční rozhraní pro přístup k datům paketu s rozlišením jednotlivých částí pa-
ketu (IP hlavička, TCP hlavička a payload). Blokové schéma architektury je ilustrováno na
obrázku 2.12.
Zařízení je implementováno na FPGA řady Virtex firmy Xilinx. Na obrázku jsou za-
kresleny pouze hlavní bloky na čipu. Části starající se o vlastní zpracování TCP toků a
odpovídající komponenty jsou zvýrazněny. Bloky Encode a Decode slouží pouze pro předá-
vání výsledků mezi více FPGA v případě složitého uživatelského zpracování paketů, které
by nemohlo být umístěno na jeden čip s TCP Processorem z důvodu nedostatku zdrojů na
čipu. Rozdělení mezi více FPGA je na obrázku vyznačeno přerušovanou čarou.
Příjem vstupních dat ze sítě zajišťuje v TCP Processoru Input Buffer. Kromě samotného
zpracování je i ukládá do vyrovnávací paměti, která má za úkol dočasně uchovat data
paketů dokud nebudou následující jednotky připravené zpracovat další paket. Klíčovou
jednotkou architektury je TCP Processing Engine. Pro příchozí pakety z Input Bufferu
je identifikován datový tok, do kterého patří, a ve spolupráci s komponentou State Store
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Obrázek 2.12: Architektura TCP Processoru
Manager je z paměti vyčtena odpovídající stavová informace. Po načtení z paměti je paket
analyzován a proběhne kontrola, zda přišel ve správném pořadí v rámci daného TCP toku.
Při kladném výsledku kontroly je paket dále zpracován, v opačném zahozen. Proběhne test
kontrolního součtu v TCP hlavičce a zapsání upravené stavové informace zpět do jednotky
State Store Manager, která zajistí její zapsání do paměti. Komponenta Packet Routing
poskytuje rozhraní pro další uživatelské zpracování, které je naznačeno jednotkou Egress
na druhém FPGA.
2.6.3 Úplná rekonstrukce TCP toků
Posledním analyzovaným přístupem k rekonstrukci TCP toků je zařízení v článku S. Dhar-
mapurikara a V. Paxsona [8]. Článek se kromě návrhu vlastní architektury aplikace zabývá
i analýzou síťového provozu v různých prostředích. Výsledky analýzy pak ovlivnily samotný
návrh zařízení. Hlavní funkcí zařízení je úplná rekonstrukce TCP datových toků z proudu
TCP paketů do souvislého toku dat a předání těchto dat uživatelské aplikaci. Na rozdíl
od předchozích přístupů, kde byly pakety mimo pořadí zahazovány, zařízení zajišťuje je-
jich ukládání a správné zařazení do toku dat. Tím je zabráněno snížení efektivity přenosu
opětovným vysláním paketů druhou stranou.
Při návrhu architektury zařízení brali autoři ohled na nejčastější síťové útoky a snažili se
dosáhnout co nejmenší degradace výkonu zařízení při probíhajícím útoku. Jednalo se hlavně
o útoky typu DoS, které mají za úkol omezit nebo úplně zahltit cílovou službu nebo zařízení.
V publikaci byla zdůrazněna obrana na útok SYN flooding, který má za cíl vyčerpat zdroje a
paměť napadeného zařízení záznamy o falešných TCP spojeních. Druhým zmíněným útokem
bylo zasílání paketů mimo pořadí s cílem přeplnit paměť pro dočasné ukládání paketů mimo
pořadí. Těmto útokům byly přizpůsobeny algoritmy a postupy pro nejdůležitější operace
systému (zpracování příchozího paketu, uložení paketu mimo pořadí nebo aktualizace TCP
spojení). Blokové schéma navržené architektury je uvedeno na obrázku 2.13
Architektura se skládá z pěti funkčních bloků. In-Order Packet Processing provádí zpra-
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Obrázek 2.13: Architektura aplikace úplné rekonstrukce TCP toků
cování vstupního toku v pořadí a předává je ke zpracování přímo uživatelské jednotce
označené jako Analyzer. Stejně jako u TCP Processoru má Analyzer jednoduché sekvenční
rozhraní k datům TCP toku. Pokud je detekován příchod paketu mimo pořadí, je pře-
dán bloku Out-of-Order Packet Processing, dokud nedojde k příchodu chybějícího paketu
v toku. Mezi jednotkami jsou malé fronty pro vyrovnání případných zpoždění. O správu
záznamů o TCP spojením se stará jednotka Connection Record Manager. Záznamy o TCP
spojeních a pakety mimo pořadí jsou ukládány do rozdílných externích pamětí. Přístup
uživatelské jednotky k paketům mimo pořadí zajišťuje komponenta Buffer Management.
2.7 Rychlé vyhledávání pomocí hash funkcí
Jedním z hlavních úkolů platformy pro stavové zpracování toků je správa stavové informace.
Platformou prochází velké množství toků a aplikace musí zajistit co nejrychlejší vyhledání
stavové informace v externí paměti s co nejmenším počtem přístupů do paměti. Těmto
kritériím vyhovuje hledání pomocí hash funkcí, které jsou schopné vyhledat stavovou infor-
maci v konstantní časové složitosti a navíc jsou některé z nich i snadno implementovatelné
v hardware. Hash je počítána nad vybranými datovými poli, která identifikují tok, a s její
pomocí je provedeno vyhledání. Přímé použití hodnoty hash jako adresy do tabulky stavo-
vých informací ale přináší některé nevýhody, a proto je důležité se zabývat i pokročilejšími
algoritmy založenými na hashování.
Úvod do hash funkcí
Hash funkcí nazýváme proceduru nebo matematickou funkci, která ze vstupních dat vypo-
čítá jejich charakteristiku, nejčastěji ve formě celého čísla. Charakteristika dat se nejčastěji
označuje jako otisk dat, nebo jednoduše hash. Pro hash funkce je typické, že množina
všech možných vstupů je zpravidla mnohem větší než množina všech možných výstupů.
Pokud přeneseme tuto vlastnost do hardware, vstup hash jednotky má mnohem více bitů
než výstup. Z této vlastnosti vyplývá možnost kolizí, kdy pro dva různé vstupy funkce
odpovídá stejná hodnota. Tento jev je pro platformu stavového zpracování datových toků
velmi významný, a proto mu bude věnována zvláštní pozornost.
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Charakteristika vstupních dat funkce se používá k mnoha účelům – může sloužit na
příklad ke kontrole integrity dat, rychlého porovnávání zpráv nebo vyhledávání v tzv. hash
tabulkách. Kvalitní hash funkce by měla mít následující vlastnosti:
• Determinismus: pro stejný vstup nám funkce musí vrátit vždy stejnou hodnotu.
• Uniformita: každý možný výstup hash funkce by měl nastávat se stejnou pravdě-
podobností. V opačném případě by se snižovala efektivita hash funkce narůstajícím
množstvím kolizí.
• Rychlý výpočet: výpočet hash funkce by měl být co nejrychlejší, aby nesnižoval
efektivitu metod vyhledávání na nich založených
Hash tabulka
V následující části bude podrobněji představena datová struktura hash tabulka, protože se
v navrhované platformě přímo využívá pro hledání stavové informace k tokům. Struktura
je založena na množině uspořádaných dvojic – klíče a hodnoty. Klíčem může být například
jméno osoby a hodnotou telefonní číslo, nebo v případě platformy pro spojování toků dvo-
jice identifikace toku a stavová informace. Pro vložení hodnoty do hash tabulky je nejdříve
nutné vypočítat její pozici. Tu zajistí zvolená hash funkce, které předáme hodnotu klíče.
Po výpočtu uložíme hodnotu do tabulky na pozici danou výstupem hash funkce. Po vložení
hodnot do tabulky je v ní možné efektivně vyhledávat podle hledaného klíče. Pro klíč je
vypočtena hash, která poslouží jako ukazatel na pozici v tabulce s hledanou hodnotou. Vy-
hledávání je velmi efektivní, jeho složitost je pouze O(1) (ve srovnání se složitostí binárního
vyhledávání, která je O(log2(n)), kde n je počet položek v tabulce).
Hash tabulka je s ohledem na konstantní složitost vyhledávání velmi vhodná i pro imple-
mentaci v hardware. Díky znalosti doby vyhledání informace v tabulce lze zaručit minimální
propustnost implementovaného zařízení. Hash tabulku lze v hardware reprezentovat jako
paměť, kde hash funkce vrátí adresu na místo v paměti s uloženou informací.
Největším problémem hash tabulek jsou kolize mezi různými klíči, se kterými je nutné
při návrhu algoritmu počítat. U softwarových řešení lze tento problém vyřešit vložením
jednosměrného seznamu na každou pozici v tabulce a kolizní hodnoty ukládat do nich.
V případě hardwarového řešení jsou k dispozici pouze omezené zdroje a je nutné situaci
řešit jiným způsobem. V případě stavového zpracování toků kolize mezi dvěma klíči způsobí
vyčtení špatné stavové informace k novému toku. V zařízeních analyzovaných v kapitole 2.6
situaci většinou řešili ignorováním kolize. V reálných aplikacích typu Netflow sonda nebo
IDS/IPS je ale nutné kolizi mezi toky správně ošetřit. Důležitá otázka týkající se kolizí je
jak často k nim dochází. Je možné položit otázku, při jakém zaplnění tabulky hodnotami je
pravděpodobnost kolize 50%? Nabízí se odpověď, že této pravděpodobnosti kolize bychom
dosáhli při 50% zaplnění tabulky, ale ve skutečnosti je tato hodnota mnohem menší, jak
ukazuje jev tzv. narozeninového paradoxu.
Narozeninový paradox
Narozeninový paradox demonstruje nečekaně vysokou pravděpodobnost kolize 2 klíčů i pro
nízké zaplnění tabulky. V případě narozeninového paradoxu je zkoumáno, jaká je pravdě-
podobnost, že 2 lidé v místnosti s n lidmi mají narozeniny ve stejný den. Předpokládá se,
že v roce je 365 dní a pravděpodobnost, že někdo má narozeniny, je pro všechny dny stejná.
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Výpočet pravděpodobnosti je jednodušší začít z druhé strany – jaká je pravděpodobnost,
že žádní dva lidé v místnosti nemají narozeniny?
p¯(n) = 1×
(
1− 1
365
)
×
(
1− 2
365
)
. . .
(
1− n− 1
365
)
=
365× 364 . . . (365− n+ 1)
365n
Postup výpočtu je zřejmý – první člověk může mít narozeniny v kterýkoliv den, další
už pouze v ostatních 364 dnech atd. Pravděpodobnost kolize lze získat inverzní pravdě-
podobností: p(n) = 1− p¯(n). Závislost pravděpodobnosti p(n) na počtu lidí v místnosti je
vynesena do grafu na obrázku 2.14.
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Obrázek 2.14: Pravděpodobnost kolize u narozeninového paradoxu
Z grafu lze vyčíst, že už při 23 lidech je pravděpodobnost kolize větší než 50%! Po-
kud je narozeninový paradox převeden na obecný problém kolizí v hash tabulce, tak pro
hash tabulku o 365 záznamech je již při 6,3% zaplnění tabulky (23 položek) více jak 50%
pravděpodobnost kolize mezi dvěma hodnotami. Podobně vysoké pravděpodobnosti kolizí
se budou týkat i platformy pro spojování toků. Proto je nutné se zabývat jak ošetřením
situace, kdy nastane kolize, tak snížením pravděpodobnosti kolizí pokročilejšími technikami
hashování.
2.7.1 Perfektní hash funkce
Pro snížení pravděpodobnosti kolize jsou velmi zajímavé perfektní hash funkce (dále PHF).
Hash funkce této kategorie zaručují, že pro danou množinu klíčů neexistuje žádná kolize. Nej-
lepších výsledků dosahují s velkými množinami klíčů, s malým počtem modifikací množiny
a převahou operací hledání hodnoty nad vkládáním nebo odebíráním klíčů. Pro platformu
skládání toků jsou vhodné dynamické PHF, které umožňují vkládání a odebírání klíčů za
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běhu, a proto je jim věnována větší pozornost. Statické PHF jsou pro platformu nevhodné,
protože vyžadují rekonstrukci mapovací funkce při každé změně množiny klíčů.
Statické funkce dosahují nejlepších výsledků a mají menší paměťové nároky než dy-
namické PHF. Mezi nejrozšířenější algoritmy patří řešení založené na skládání více hash
funkcích nebo na grafech [1, 5]. Časté rekonstrukce mapovací funkce by však způsobovaly
snížení propustnosti zpracování v hardware, a proto je výhodnější ze zabývat dynamickými
hash funkcemi. Za zmínku stojí PHF založená na Bloomových filtrech a Cuckoo hashing.
Bloomovy filtry
Pro implementaci v hardware se často volí Bloomovy filtry (dále BF) pro svoji jednoduchost
a rychlost. Základní verze BF je založena na množině několika hash funkcí se stejně velkou
množinou výstupů o velikosti n a bitovém poli širokém n bitů. Při vkládání jsou pro klíč
vypočteny paralelně všechny hash funkce a na všechny vypočtené adresy(příznaky klíče)
je vložena hodnota 1. Hledání hodnoty je podobné: jsou vypočteny hash funkce a zkont-
rolovány odpovídající příznaky klíče, a pokud mají všechny hodnotu 1, máme potvrzené,
že klíč mohl být vložen do filtru. Příklad vložení 2 různých klíčů do Bloomova filtru je na
obrázku 2.15.
F2(k)
F1(k)
F3(k)
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k = 4
k = 7
Obrázek 2.15: Vložení 2 hodnot do Bloomova filtru
Základní verze BF má důležitý rys chování: může vrátit falešný kladný výsledek hledání
klíče (false positive), kdy všechny příznaky klíče jsou kladné, ale klíč přesto ve filtru není.
Falešný záporný výsledek (false negative) možný není. Pro spolehlivé vyhledání hodnoty
lze využít zřetězené čítací BF [18], jejichž struktura je na obrázku 2.16.
2 0 11 0 1 00 1 0 31 0 3 11 0 2 00 1 2 0 0 0 2 2 011CBF
indicators: 0 11 0 1 00 1 01 0 11 0 00 1 0 0 0 0110 0 0 0 0 0 0
BF 1 BF 2 BF 3 BF 4
Off−chip memory:
Obrázek 2.16: Zřetězené čítací Bloomovy filtry
Čítací varianta BF nevyužívá bitové pole, ale pole čítačů, které určují, kolik příznaků
klíčů se namapovalo do dané pozice. Každý čítač v poli odpovídá jedné adrese do hash
tabulky. Na obrázku je znázorněna série čtyř Bloomových čítacích filtrů (CBF). Pro od-
stranění falešných kladných hledání je důležité, aby pro každý klíč existoval alespoň jeden
příznak s hodnotou 1, která značí jedinečnost příznaku v BF. První takový čítač repre-
zentuje adresu do hash tabulky pro odpovídající klíč. Na obrázku jsou jedinečné příznaky
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označené v bitovém poli indikátorů. Ke každému čítači je vhodné uložit i klíč, kterým lze
při vyhledání kontrolovat a odstranit falešné kladné výsledky.
Při vkládání klíče může nastat situace, kdy nový klíč nebude mít po vložení žádný
jedinečný příznak a je nutné se pokusit ho vložit do dalšího BF v pořadí. Pokud není
možné klíč vložit do žádného BF, lze situaci řešit změnou hash funkcí příznaků a provést
rekonstrukci celé tabulky (časově náročné), nebo označit daný klíč jako kolizní a zpracovat
ho jiným způsobem. Při vkládání může nastat situace, kdy se vložením nového klíče provede
zvýšení libovolného čítače příznaků z hodnoty 1 do 2. Změna značí odstranění jedinečné
pozice jiného klíče a je proto nutné ho vyjmout a znova přidat. Vyhledání hodnot je v BF
velmi rychlé, první příznak klíče s hodnotou 1 slouží jako adresa do tabulky. Pokud není
jedinečný příznak nalezen v prvním BF nebo nesouhlasí nalezený klíč s hledaným, hledá se
v dalším BF. Odebírání klíčů je jednodušší než vkládání, pouze se sníží vybrané čítače.
Pro ušetření paměti lze provést optimalizaci výpočtu adresy klíče v tabulce pomocí
funkce rank(), která namísto pořadí jedinečné pozice klíče v množině všech příznaků vrací
pozici pouze v rámci jedinečných příznaků. Optimalizace je demonstrována na obrázku 2.17.
Modifikovaný algoritmus ale vyžaduje přesuny hodnot v tabulce při operaci vkládání a
odebírání (vznikl nový jedinečný příznak nebo byl odstraněn), a proto ho v této podobě
nelze bez dalších úprav efektivně využít.
0 11 0 1 00 1 01 0 11 0 00 1 0 0 0 0110 0 0 0 0 0 0
Off−chip memory:
indicators:
Obrázek 2.17: Zřetězené čítací Bloomovy filtry s paměťovou optimalizací
Řetězené čítací Bloomovy filtry jsou v hardware dobře paralelizovatelné. Například vý-
počet příznaků a hledání klíčů ve všech řetězených BF lze vykonávat paralelně. Využití pa-
měti není optimální pokud nepoužijeme jiný způsob adresace, jako zmíněnou funkci rank().
Cuckoo hashing
Druhým vybraným algoritmem je Cuckoo hashing [9]. Jméno algoritmu pochází od způsobu
vkládání klíčů, kdy dochází k přesunům klíčů, které byly na dané pozici v tabulce do té doby
(analogie chování mláďat kukaček). Postup vkládání klíče je ilustrován na obrázku 2.18.
Cuckoo hashing je podobný hash tabulce, ale existují u něj 2 hash funkce, kterými
se počítá pozice v tabulce. Hodnoty v tabulce jsou uloženy společně s jejich klíčem, bitem
indikujícím platný záznam a číslem hash funkce, která byla použita na výpočet pozice v pa-
měti. Při vložení nové hodnoty do tabulky je vypočítána pozice v tabulce podle první hash
funkce. Z tabulky je záznam na vypočítané adrese vyčten a v tabulce přepsán vkládaným
záznamem. Pokud je z přečteného záznamu zjištěno, že byl přepsán platný záznam, je pro
starou hodnotu vypočtena nová adresa jinou hash funkcí (řídí se číslem použité funkce v zá-
znamu). Na novou adresu se provede vložení starého záznamu. Při velkém zaplnění paměti
se může stát, že při vkládání hodnoty není nalezena volná pozice a dochází k neustálým pře-
sunům hodnot na jiné pozice. Situace může být řešena změnou hash funkcí a rekonstrukcí
tabulky nebo určením maximálního počtu přesunů hodnot a zvláštním zpracováním klíčů,
které vyžadují více přesunů, jako kolizních.
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Obrázek 2.18: Cuckoo hashing: vkládání
Vyhledání klíče má konstantní časovou složitost, pro hledaný klíč se vypočítají 2 možné
pozice v tabulce a na obou se hledá klíč. Odstranění klíče se skládá ze dvou kroků – vyhledání
správné pozice a označení záznamu jako neplatného.
Algoritmus Cuckoo hashing má ve výše popsané konfiguraci využití paměti přibližně
49%. Efektivní využití paměti lze zvýšit dvěma způsoby:
• Zvýšením počtu hash funkcí. Při využití 3 hash funkcí je využití paměti 91%, s pěti
dokonce 99% [9]. Každá další hash funkce ale přinese zpomalení algoritmu, například
při vyhledávání a zvýšení výpočetních nároků. Proto je nutné při návrhu parametrů
algoritmu zvolit vyhovující kompromis mezi využitím paměti a rychlostí.
• Uložením více záznamů na jednu pozici v tabulce a přesouváním hodnot až když jsou
všechna volná místa na pozici plná. Touto optimalizací lze zvýšit využití paměti nad
80% [27].
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Kapitola 3
Současný stav
S nárůstem počítačových sítí rostou i požadavky na bezpečnost. Zařízení založená pouze
na analýze jednotlivých paketů nesplňují současná bezpečnostní kritéria, kdy existuje velké
množství útoků využívajících právě tento nedostatek. Podpora zpracování celých datových
toků se tak často stává pro zařízení nutností. Softwarové aplikace většinou nemají s imple-
mentací stavového zpracování problémy, ale jejich výkon není dostatečný pro zpracování
síťového provozu na rychlosti 10 Gb/s a vyšší. Proto bylo publikováno mnoho článků za-
bývajících se hardwarovou akcelerací aplikací využívající stavové zpracování na různých
úrovních ISO/OSI modelu.
Ve všech analyzovaných publikacích byly komponenty zajišťující stavové zpracování im-
plementovány přímo pro cílovou aplikaci bez využití znovupoužitelné platformy. Pro každé
další hardwarově akcelerované zařízení je tedy nutné znovu navrhnout a implementovat od-
povídající komponenty. Tento problém řeší použití obecné rozšiřitelné platformy, kterou lze
integrovat do širokého spektra aplikací. Návrh a vývoj hardwarově akcelerovaných aplikací
by se tak mohl značně urychlit. Mnoho aplikací by s využitím stavového zpracování, které
platforma poskytuje, mohlo kvalitativně zlepšit své parametry.
Každé zařízení má různé charakteristické rysy a stavové zpracování musí být dostatečně
konfigurovatelné, aby jim vyhovělo. Při návrhu zařízení je často nutné rozhodnutí mezi
požadavky na zdroje na FPGA a maximální propustností aplikace. Síťová zařízení s cílem
dosáhnout co nejmenší výrobní ceny se budou snažit o co nejjednodušší architekturu, aby
mohly použít co nejlevnější FPGA s malým počtem zdrojů. Oproti tomu zařízení využitá
ve vysokorychlostních sítích využijí optimalizaci architektury v první řadě pro výkon, až
poté pro zdroje. Přesun aplikace na jinou platformu by znamenal změny v celé architektuře
a nutnou implementaci optimalizovaných jednotek. Zařízení může potřebnou adaptabilitu
dosáhnout právě použitím navržené platformy, která svoji komponentní strukturou dosahuje
jednoduchosti, ale zároveň i dostatečného výkonu v různých situacích. Návrh platformy
spíše jako sady komponent než jednoho celku umožňuje spojením vhodných jednotek získat
optimální výkon, nároky na hardwarové prostředky a rozhraní k vlastní aplikaci.
Většině existujících řešení stavového zpracování toků chybí systematický přístup ke
správě toků. Efektivní správa paměti s co nejmenší časovou režií vyhledání stavové in-
formace je základem celého stavového zařízení. Pro účely vyhledání stavové informace jsou
vhodné hash funkce, které lze v hardware snadno implementovat a dosahují navíc konstantní
časové složitosti. Velmi důležité je řešení problematiky kolizí, ke kterým bude při zpraco-
vání toků docházet s vysokou pravděpodobností, jak bylo demonstrováno v teoretickém
rozboru. Analyzované aplikace často výskyt kolizí ignorovaly. Pro bezpečnostní zařízení je
však podobné chování neakceptovatelné.
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Aplikace může vyžadovat různá rozhraní pro přístup k datům v paketu a ke stavové
informaci. Platformy pro rekonstrukci TCP toků v kapitole 2.6 poskytovaly většinou sekve-
nční rozhraní k datům paketu, které ale nemusí vyhovovat všem aplikacím. Některé aplikace
potřebují zpracovávat data z různých adres v paketu, a proto by lépe využily spíše paměťové
rozhraní. Komponenta uživatelského rozhraní oddělená od zbytku systému zajistí volnost
ve volbě rozhraní k aplikaci.
Podobně každá aplikace má různé požadavky na úložiště stavových informací. Některé
mohou požadovat ukládání dat v paměti o velké kapacitě, ale nezáleží jim tolik na její
rychlosti a volí proto často ukládání v DDR SDRAM. Jiné se orientují na co největší
rychlost paměti a ukládají stavovou informaci například v QDR SSRAM. Pokud je pro
ovládání vybrané paměti využita tenká vrstva skrývající specifika té které paměti, aplikace
může snadno využít různých pamětí bez úprav zbytku architektury. Komponentní systém
platformy zajistí právě takové složení komponent, aby byly splněny všechny požadavky.
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Kapitola 4
Architektura
Architektura platformy vychází z jednoduchého modelu stavového zpracování toků (obrá-
zek 4.1), který byl pro vlastní platformu rozpracován do sady komponent s přesně zadanou
úlohou. Prvním krokem stavového zpracování je identifikace toku, do kterého patří nově
příchozí paket. Na základě vybraných datových polí v hlavičkách paketu je vypočítán iden-
tifikátor toku.
Druhým krokem je správa stavové informace. K příchozímu paketu s identifikovaným
tokem je nutné vyhledat stavovou informaci k odpovídajícímu toku. Tento krok je nejdůleži-
tější částí systému, protože velkou měrou ovlivňuje propustnost výsledného zařízení. Vzhle-
dem k velkému počtu souběžných toků v síťovém provozu je pro uložení stavové informace
vhodná paměť s větší kapacitou. Velikost paměti dostupné přímo na čipu FPGA většinou
nevyhovuje a je nutné využít externí paměť. Každý přístup do externí paměti je ale z časo-
vého hlediska velmi drahý a je úzkým místem celé architektury. Proto je důležitý efektivní a
rychlý způsob vyhledání stavové informace v paměti. Do paměti lze přistupovat přímo po-
mocí vygenerovaného identifikátoru toku, nebo lze využít složitější mechanismy pro správu
paměti. Kromě samotného vyhledání stavové informace pro nově příchozí pakety je nutné
provádět i aktualizaci informace na základě uživatelského zpracování.
Posledním krokem je zpracování paketu s přidruženou stavovou informací uživatelem.
Podle typu zpracování v koncové uživatelské aplikaci je poskytnuto vhodné rozhraní pro
přístup k datům a jejich zpracování. Po dokončení zpracování je aktualizovaná stavová
informace uložena zpět do paměti.
III.
toku
Identifikace
I.
stavové informace
Správa 
II.
Zpracování
paketu
Obrázek 4.1: Model stavového zpracování toků
Na základě závěrů z kapitoly 3 a výše zmíněného modelu stavového zpracování toků
byla navržena platforma jako sada komponent s přesně definovaným chováním a rozhraním
pro komunikaci mezi sebou. U klíčových komponent typu správa paměti nebo rozhraní
k uživateli lze zvolit z několika modelů chování, podle požadavků na stavové zpracování
u konkrétní aplikace. Návrh komponent pro stavové zpracování je uveden na obrázku 4.2.
Vstupní síťové pakety jsou zpracovávány v jednotce Packet Analyzer. Zde je provedena
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Obrázek 4.2: Návrh komponent platformy
extrakce vybraných polí z hlaviček protokolů paketu a následná identifikace toku. Identi-
fikátor toku (FlowID) je připojen k datům paketu pro využití v dalších krocích stavového
zpracování. Komponenta Memory Manager má za úkol správu paměti stavové informace
k tokům s cílem dosažení co nejvyšší efektivity využití paměti a malého počtu kolizí mezi
toky. Každou kolizi toků v paměti je nutné ošetřit a tím potenciálně snížit kvalitu měření.
Pro některé aplikace jako je IDS/IPS nebo rekonstrukce TCP toků je dokonce minimální
počet kolizí nezbytný. Na základě požadavků aplikace mohou být využity různé politiky
správy paměti, které budou mít různé vlastnosti ohledně počtu kolizí a využití paměti.
Složitější politiky často přinášejí vyšší nároky na zdroje na čipu a režijních přístupů do pa-
měti. Výběr vhodné politiky je pro mnohé aplikace kompromisem mezi obsazenými zdroji
a efektivitou využití hlavní paměti.
Samotná správa stavové informace (dále označováno jako kontext) v hlavní paměti je
svěřena jednotce Context Manager, která na základě specifikace umístění kontextu v paměti
komponentou Memory Manager provede jeho vyčtení a připojí ho k datům paketu. Druhou
funkcí jednotky je zápis kontextů aktualizovaných uživatelskou aplikací zpět do paměti.
Aplikace mohou mít různé požadavky na rychlost a kapacitu paměti kontextů, a proto tato
jednotka podporuje použití různých typů pamětí. Context Manager musí zajistit konzistenci
stavové informace, aby byl v uživatelském zpracování použit vždy aktuální kontext. Poslední
jednotka User Processing zajišťuje samotné zpracování dat v uživatelské jednotce. Každá
aplikace může vyžadovat různý přístup k datům paketu a stavové informaci (paralelní,
zřetězený apod.), proto je u této jednotky rovněž možné kombinovat různá rozhraní a typy
zpracování.
Komunikace mezi komponentami je zajištěna datovým protokolem s názvem FrameLink.
Tento protokol byl vyvinut v rámci projektu Liberouter jako univerzální protokol pro jed-
notné propojení komponent. Vychází z protokolu LocalLink firmy Xilinx [29]. Protokol je
paketově orientovaný, a proto vhodný pro přenosy v síťové oblasti. Základní přenášenou da-
tovou jednotkou je rámec. Ten může obsahovat jednu a více částí. Rámec může být rozdělen
na více částí obsahující libovolná data, například payload paketu, hlavičky nebo kontext.
Důležitou vlastností je volitelná datová šířka, která umožňuje nastavit vhodnou datovou
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propustnost pro jednotlivé spoje mezi bloky a tak zvýšit flexibilitu celé architektury.
V následujících kapitolách jsou rozebrány jednotlivé komponenty a specifikována jejich
architektura. U klíčových komponent je navrženo několik možností, každá s jinými charak-
teristikami. Výběr je podpořen výsledky experimentů s vybranými algoritmy nad reálným
provozem.
4.1 Packet Analyzer – analýza paketů
Analýza paketů je prvním krokem při stavovém zpracování paketů. Jejím hlavním úkolem
je zpracování dat paketu pro využití v navazujících komponentách platformy na dostatečně
vysoké propustnosti. Jedná se hlavně o následující dva kroky:
• Extrakce hlaviček paketu – pro správnou identifikaci toku je nutné z paketu extra-
hovat klíčová datová pole vybraných hlaviček protokolů. V reálném síťovém provozu
jsou obsaženy pakety z velkého množství různých kombinací síťových protokolů. Při
jejich extrakci je nutné, v závislosti na konečném umístění stavové aplikace, stanovit,
které budou podporovány.
• Identifikace toku – na základě extrahovaných polí hlaviček protokolů je třeba určit
identifikátor toku, který bude ve všech následujících částech používán jako reference
toku, ke kterému paket patří.
Extrakce hlaviček
Extrakce hlaviček paketu na vysokých propustnostech je v hardware obtížně řešitelná úloha.
Při vrstvové struktuře protokolů na Internetu je zpracování dat vyšších vrstev závislé na
výsledku analýzy nižších protokolů. Například nelze přímo zjistit, jaký protokol je využitý
v transportní vrstvě paketu, dokud neanalyzujeme všechny nižší vrstvy – linkovou a po ní
i síťovou vrstvu. Tato skutečnost činí úlohu obtížně paralelizovatelnou.
Na nízkých datových propustnostech lze hlavičky extrahovat například pomocí jedno-
duchého RISC procesoru, který postupně prochází jednotlivými vrstvami paketu a vybírá
z dat důležitá pole z hlaviček protokolů [19]. Díky nižší datové propustnosti lze zpraco-
vávat data sekvenčně a programem procesoru postupně procházet jednu vrstvu paketu za
druhou. Tímto způsobem ale lze dosáhnout pouze omezené propustnosti v řádu jednotek
Gb/s. U multigigabitových sítí je pro dosažení vysoké propustnosti možné využít matici
procesorů pracujících paralelně, což je nevýhodné vzhledem k velkým nárokům na zdroje
v FPGA. V poslední době ale byly publikovány i další přístupy extrakce hlaviček s výkon-
nějším jádrem, než je sekvenční procesor, které jsou schopné zpracování dat i na rychlosti
10Gb/s [13].
4.1.1 Identifikace toku
Jak bylo řečeno na začátku kapitoly 4, identifikace toku je prvním krokem stavového zpraco-
vání síťových toků. Identifikátor je tvořen hodnotami vybraných klíčových polí v hlavičkách
protokolů paketu. Každá aplikace může vyžadovat různou skladbu identifikátoru a tedy i
míru agregace při zpracování síťové provozu. Identifikátor skládající se z velkého počtu
položek různých protokolů bude mít za následek velký počet paralelně zpracovávaných
datových toků a tedy i menší míru agregace toku než u jednoduchého identifikátoru. Nej-
běžnějším identifikátorem toku, odpovídajícímu většině datových toků na Internetu, bude
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zdrojová a cílová IP adresa, zdrojový a cílový TCP/UDP port a číslo protokolu transportní
vrstvy.
Úplný identifikátor toku je pro navazující stavové zpracování a případné uložení do pa-
měti příliš dlouhý. Různé politiky správy paměti často využívají identifikátor toku přímo
jako adresu do paměti kontextů a pro tento účel je přímé využití podmnožiny hlaviček pro-
tokolů nevhodné. Výše zmíněný příklad identifikace datových toků by byl pro IPv4 dlouhý
13B a pro IPv6 dokonce 37B. Paměť adresovatelná takto širokou adresou by musela mít
kapacitu 2× 1031, resp. 1, 3× 1089 kontextů, což je při současných velikostech pamětí nere-
alizovatelné. Nerovnoměrnost využití stavového prostoru identifikátoru v reálném síťovém
provozu by navíc vedlo k neefektivnímu úložišti kontextů. Z uvedených důvodů je nutné
vhodným způsobem zhustit identifikátor toku na menší délku, nejčastěji 16 – 64 bitů.
Zmenšení délky identifikátoru s sebou nutně přináší i vznik kolizí, kdy se 2 úplné iden-
tifikátory namapují na stejný zhuštěný identifikátor (dále označovaný jako FlowID). Kolize
mezi FlowID často znamenají i namapování 2 různých toků na stejné místo v paměti –
pro aplikaci velmi nežádoucí jev. Pro co nejvyšší snížení kolizí je důležité použití kvalit-
ního procesu komprimace identifikátoru. Nejdůležitější vlastností je rovnoměrné rozložení
hodnot FlowID přes celý stavový prostor všech možných komprimovaných identifikátorů.
Rozptyl hodnot musí být dostatečný i při malých změnách vstupního úplného identifiká-
toru. Pokud například zařízení přijímá velkou množinu paralelních toků, které se liší pouze
v číslech portů a všechna ostatní klíčová pole v paketu zůstávají konstantní, FlowID musí
být generováno do různých částí stavového prostoru.
Pro platformu bylo vybráno několik potenciálních metod komprimace identifikátoru.
Nejvíce přímočaré je využití hash funkce (viz kapitola 2.7), jejíž funkcí je komprimace
různě dlouhé informace na hodnotu o definované bitové šířce. Pro platformu byly vybrány
hash funkce splňující výše zmíněné vlastnosti, pro některé z nich existují i velmi efektivní
implementace v hardware. Realizace hash funkcí v hardware často vyžaduje větší množství
zdrojů FPGA, proto lze zvolit i jiné postupy pro získání FlowID. Nejméně zdrojů by zabral
přímý výběr zvolených bitů z klíčových položek paketu (viz obrázek 4.3). Podle provede-
ných experimentů nad reálným síťovým provozem ale dosahuje tento způsob velmi malého
rozprostření hodnot ve stavovém prostoru FlowID, a je proto vhodný spíše pro sítě s malou
rychlostí (méně jak 1 Gb/s) a zařízení s velmi malým množstvím dostupných zdrojů na
FPGA.
Zdrojová IP adresa Cílová IP adresa Zdrojový port Cílový port
Identifikátor toku
FlowID:
Obrázek 4.3: Příklad generování FlowID výběrem bitů z úplného identifikátoru
4.1.2 Využití hash funkce pro identifikaci toku
Pro úlohu generování FlowID připadá v úvahu několik různých hash funkcí. Aby bylo možné
porovnat jejich vlastnosti při použití ve stavovém zpracování, je nutné provést experimenty
nad reálným síťovým provozem. Pouhý model síťového provozu není pro kvalitní porovnání
metod postačující. Proto byla připravena sada rozšiřitelných testů vybraných hash funkcí,
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které mohou být provedeny nad velkým vzorkem síťového provozu z různých míst v síti.
Pro porovnávání hash funkcí byla zvolena následující metodika – pro každý paket
v uloženém provozu byla vypočítána testovaná hash funkce nad jeho identifikátorem toku
(podmnožinou položek protokolů). Výsledná hodnota FlowID byla použita jako adresa do
hypotetické paměti, kde byl na daném místě vytvořen záznam s úplným identifikátorem
toku pro detekci kolizí. Množina všech adres do paměti tak sloužila jako stavový prostor
generovaných FlowID. Velikost paměti byla zvolena tak, aby měla dostatek volných pozic
pro všechny uložené toky. Podle zvolené velikosti byl jako adresa do paměti použit od-
povídající počet bitů z hodnoty FlowID. Tímto způsobem byla otestována i uniformita
v rámci části výsledku hash funkce. Testy probíhaly na velkém vzorku paketů zachycených
na vysokorychlostní síti (viz charakteristika vzorku v tabulce 4.1).
Vlastnost Hodnota
Délka zachyceného provozu: 1 minuta (800MB dat)
Rychlost sítě: 10 Gb/s
Počet paketů: 14,5 miliónu
Počet toků: 850 000
Tabulka 4.1: Testovací vzorek dat
Výsledky testů jsou shrnuty v tabulce 4.2. Ve výsledcích je nejdůležitější hodnotou počet
kolizí. Hodnota se zvyšovala při každém namapování paketu z určitého toku na paměťové
místo již patřící jinému toku. Při správě paměti je cílem dosáhnout co nejmenšího počtu
kolizí. Počet kolizních paketů je pro zpracování důležitější než při pouhý počet kolizních
toků. Uživatelská aplikace musí ošetřit kolizi pro každý paket a případ, kdy 2 souběžné toky
sdílejí stejné FlowID, je pro ni závažnější než kolize 2 toků disjunktních v čase. Obsazení
paměti určuje podíl míst v paměti s alespoň jedním přiřazeným tokem proti volným místům
v paměti.
Hash funkce Počet kolizí Obsazení paměti HW implementace
CRC32 408 215 55,6% jednoduchá implementace
CRC64 411 720 55,5% jednoduchá implementace
Lookup3 408 619 55,6% nutnost silného zřetězení → vyšší
nároky na zdroje
MD5 416 543 55,7% náročná implementace, vysoké ná-
roky na zdroje
Tabulka 4.2: Výsledek testu pro paměť o velikosti 220 položek (1 048 576)
Nejlepších výsledků z hlediska počtu kolizí dosáhly hash funkce CRC32 a Lookup3 (Bob
Jenkins). Ostatní funkce ale dopadly srovnatelně velmi podobně. Pro výběr hash funkce tedy
bude důležitá složitost implementace v hardware. Při analýze dostupných architektury bylo
zjištěno, že funkce MD5 (Ron Rivest) je pro implementaci nejnáročnější a vyžaduje velké
množství zdrojů [6]. Implementace Lookup3 je méně náročná na implementaci, ale z důvodu
velkého počtu operací výpočtu je ji nutné pro dosažení vysokého hodinového kmitočtu silně
zřetězit. Oproti tomu použití hash funkce CRC je v hardware mnohem běžnější a existují
pro ni již implementované moduly, které lze v platformě využít. Díky těmto skutečnostem
a zároveň dobrým výsledkům ve srovnávacím testu byla vybrána hash funkce CRC jako
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výchozí metoda pro generování FlowID v platformě.
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Obrázek 4.4: Rovnoměrnost kolizí u CRC32 v paměti o velikosti 217 položek (131 072)
Pro vybranou hash funkci CRC32 byl proveden další experiment, který měl ukázat
rovnoměrnost kolizí ve stavovém prostoru funkce. V malém stavovém prostoru, kdy počet
toků ve vzorku byl téměř 8-krát vyšší než počet možných výsledků hash funkce, byl pro
každou pozici v paměti měřen počet založení nového záznamu toku. U experimentu byl nový
záznam zakládán při každém příchodu paketu, který byl namapován na pozici v paměti –
ať už byla vyhrazena pro jiný tok nebo byla prázdná. Pokud byla na konci měření hodnota
rovna 0, jednalo se o volnou pozici. Při hodnotě 1 byla pozice vyhrazena právě jednomu
toku. Hodnoty vyšší než 2 značí vznik N − 1 kolizí paketů na paměťové pozici.
Pro ukazatel rovnoměrnosti byl vytvořen histogram (obrázek 4.4). Při ideálním rovno-
měrném rozložení kolizí přes celou paměť by měla v histogramu dominovat jedna hodnota
počtu založení záznamu a počet pozic s jinou hodnotou by měl být minimální. Z histogramu
ale lze vyčíst, že nejčastější počet založení nového záznamu byl 7 (tedy 6 kolizí), který platil
pro přibližně 11 000 možných pozic v paměti. Pro vyšší počet založení záznamu hodnoty
exponenciálně klesají. Z histogramu lze vyvodit, že rozložení kolizí u funkce CRC není zcela
rovnoměrné, ale má dostatečně dobré vlastnosti pro použití v platformě. Vzhledem k exis-
tenci pozic v paměti i s velmi vysokým počtem kolizí je vhodné využít další mechanismy
efektivnější správy kontextů.
4.2 Memory Manager – správa paměti
Z experimentů provedených v předchozí kapitole vyplývá, že při stavovém zpracování reál-
ného síťového provozu dochází k mnoha kolizím mezi různými toky. Namapování 2 souběž-
ných toků na jeden identifikátor toku způsobuje nutnost ošetření situace aplikací. Často
může docházet vlivem kolizí i ke snížení kvality zpracování provozu. Pro stavové zpracování
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jsou nejvíce závažné kolize mezi dvěma silnými souběžnými toky, tzn. toky s velkým počtem
paketů v čase. Jednotlivé pakety toků způsobují velký počet vzájemných kolizí a stavové
zpracování pro oba toky je značně ztížené.
Za účelem co nejvyššího snížení počtu kolizí byla do platformy navržena jednotka správy
toků, která má za úkol efektivní správu stavových informací v paměti kontextů. Dostupná
paměť pro uchování stavové informace bude ve většině případů mnohem menší než je cel-
kový počet toků na síti. Proto je hlavním cílem správy stavové informace uchování takové
podmnožiny toků v paměti, která je v provozu dominantní nebo je cílovou množinou toků
dané aplikace. Každý algoritmus správy paměti má různé vlastnosti z hlediska maximální
propustnosti, nároků na zdroje FPGA nebo latence zpracování. Aplikace stavového zpraco-
vání si proto musí zvolit algoritmus, který její požadavky splňuje. Testované metody správy
paměti lze na základě jejich zaměření rozdělit do dvou skupin:
• Hledání volné položky – druhým krokem po identifikaci toku je nalezení odpo-
vídajícího paměťového místa pro stavovou informaci. Nejjednodušší je přímé využití
FlowID jako adresy do paměti, ale existují i další a efektivnější způsoby vyhledání
volné položky. V případě, že nebyla žádná volná položka nalezena, vzniká kolize a je
nutné některou ze stávajících položek v paměti uvolnit.
• Strategie uvolňování – politika uvolňování z velké části určuje podmnožinu toků,
ke které bude v paměti existovat stavová informace. Vhodným výběrem politiky lze
snížit počet a vliv kolizí na stavové zpracování. Vzhledem k vysokému počtu toků na
síti oproti dostupné velikosti paměti je tato skupina metod mnohem důležitější pro
snížení kolizí.
Úspěšnost obou skupin politik správy paměti závisí na zaplnění paměti kontextů a
tedy i poměru mezi velikostí paměti a počtu souběžných síťových toků. Pokud má paměť
dostatečnou velikost a její zaplnění není vysoké, je důležité hlavně hledání volné položky.
Strategie uvolňování nemá v tomto případě dostatečný vliv na počet kolizí, aby obhájila
zvýšenou režii. Naopak při menší paměti a vysokém zaplnění klesá vliv politiky hledání
volné položky a důležitá je vybraná strategie uvolňování. Hledání volné položky je téměř
vždy neúspěšné a nemá tedy téměř žádný vliv na počet kolizí. Zlepšení nabízí pouze lepší
strategie uvolňování.
4.2.1 Hledání volné položky
Každá politika hledání volné položky dosahuje při zpracování reálného provozu jiných vý-
sledků. Některé algoritmy dosahují výraznější redukce počtu kolizí toků při větších požadav-
cích na zdroje FPGA, zatímco u jiných je situace opačná. Složitější algoritmy často vyžadují
další externí paměť pro ukládání údajů o probíhajících tocích, vícenásobné přístupy do pa-
měti kontextů nebo přesuny jednotlivých záznamů. Aplikace proto musí specifikovat, jaké
má nároky na maximální propustnost, latenci či zdroje na čipu. Vlastnosti jednotlivých
politik jsou společně s výsledky získanými experimenty uvedeny na konci podkapitoly.
Přímé adresování
Nejjednodušším algoritmem a s nejmenšími požadavky na zdroje je přímé adresování paměti
FlowID. Z hodnoty je extrahováno tolik bitů, kolik má adresa jednoho kontextu v hlavní pa-
měti, a jimi je určena pozice uložení stavové informace. Úspěch metody je svázán s kvalitou
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hash funkce určené pro generování FlowID. Výstup funkce musí být co nejvíce uniformní
pro využití co největší části paměti a zároveň musí generovat rozdílné hodnoty i při malých
změnách úplného identifikátoru.
Přesto i je při využití kvalitní hash funkce vysoká pravděpodobnost kolize 2 toků, slabých
či silných. Metodě schází možnost řešení situace kolize 2 souběžných toků, ani nesnižuje
pravděpodobnost vzniku takové události. Metoda přímého adresování tedy není z důvodu
většího množství kolizí vhodná pro sítě s velmi vysokou propustností (více než 10 Gb/s),
ale pro ostatní sítě ji lze doporučit jako úspornou metodu správy paměti.
Cuckoo hashing
První metodou aktivně řešící hledání volného místa je Cuckoo hashing, jejíž funkce byla
definována v kapitole 2.7.1. Výsledek hash funkce je podobně jako u přímého adresování
použit pro přímý přístup do paměti s tím rozdílem, že v případě kolize dvou toků je kontext
k uloženému toku odsunut a na jeho místo je uložen kontext k novému toku. Odsouvání
starého kontextu probíhá do té doby, než je nalezeno volné místo v paměti nebo není
překročen limit povolených odsunů. Algoritmus Cuckoo hashing může výrazně snížit míru
kolize mezi dvěma toky, pokud není hlavní paměť příliš zaplněná. Jinak dochází k neustá-
lému odsouvání záznamů a kolizím. Aplikace tedy musí ukončené toky uvolňovat a zároveň
musí mít paměť dostatečnou velikost.
Hlavní nevýhodou algoritmu je vícenásobný přístup do paměti se stavovou informací
a přesuny kontextů, což jsou při přístupu k externí paměti velmi drahé operace. Přesuny
přímo v paměti by bylo možné provádět pouze při nižší propustnosti a malé velikosti stavové
informace. Druhou možností je využít další paměť, která by sloužila jako adresář ukazatelů
na kontexty v hlavní paměti. Při vkládání nového záznamu by docházelo pouze k přesunům
položek pouze ve vedlejší paměti a do paměti kontextů by se přistoupilo pouze pro přečtení
správné stavové informace.
Naivní hash tabulka
Předchozí metody využívali FlowID jako adresu k jednomu kontextu. Kolize mezi toky
byly řešeny maximálně přesuny záznamů na jiné místo, čímž se zvyšovala časová náročnost
algoritmu. Naivní hash tabulka (NHT) oproti tomu neprovádí žádné přesuny, ale místo toho
využívá konceptu klasické hash tabulky v software, ve které jsou kolize řešeny jednosměrným
seznamem na každé pozici v paměti. Pokud dojde ke kolizi mezi dvěma toky, pro záznam
je jednoduše alokována další položka seznamu. Vložení záznamu do NHT při vzniku kolize
je ilustrováno na obrázku 4.5.
Algoritmy v hardware jsou omezeny pevně daným množstvím dostupných prostředků
a nemohou pro kolizní položku jednoduše alokovat další paměť. Délka jednosměrného se-
znamu na každé paměťové pozici musí být proto omezena na předem stanovenou délku.
Paměť lze u hardwarové verze NHT uspořádat jako množinu seznamů o konstantní délce,
namísto množiny kontextů jako u přímého adresování nebo Cuckoo hashingu. Do seznamu
je možné uložit stavovou informaci k několika souběžným tokům, čímž se snižuje pravdě-
podobnost kolize. Tu je nutné řešit pouze v případě, že dojde k naplnění celého seznamu.
Správa paměti musí jeden prvek seznamu vybrat k odstranění a dalšímu zpracování apli-
kací. V popisu druhé skupiny politik jsou uvedeny příklady různých algoritmů pro výběr
položky v seznamu.
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Obrázek 4.5: Naivní hash tabulka
4.2.2 Strategie uvolňování
Volba efektivní strategie uvolňování je důležitá hlavně pro aplikace s vysokým stupněm
zaplnění paměti toků. Pro výběr uvolněného kontextu je vhodné využít heuristiku a znalost
další informace o tocích, které by byly schopné určit, který tok je z hlediska uchování
v paměti méně důležitý. Nejčastěji bude aplikace vybírat z následujících druhů strategií:
• Časové okno – algoritmus správy paměti se snaží udržet takovou podmnožinu toků
v paměti, u kterých zařízení zaznamenalo alespoň jeden paket v čase Tw. Funkce al-
goritmu je znázorněna na obrázku 4.6. Správa toků určitého časového okna může být
vhodná pro zařízení zpracovávající statistiku časových vlastností paketů – mezipake-
tové mezery, počet paketů jiných toků mezi dvěma pakety stejného toku apod.
Obrázek 4.6: Udržování toků v paměti v určitém časovém okně
• Silné toky – experimenty nad reálným provozem bylo prokázáno, že většina provozu
je tvořena menším počtem silných toků, zatímco ostatní toky tvoří pouze malou část
provozu. Slabé toky obsahují pouze malé množství paketů, zatímco silné toky mnohem
více. Cílem správy paměti by mělo být detekování silných toků a snaha o jejich udržení
v paměti. Bude tak uchována informace ke zpracování větší části síťového provozu.
• Aplikačně specifické toky – v některých případech aplikaci nevyhovuje ani jedna
z výše zmíněných strategií. V tom případě je vhodné, aby si sama vybrala, jaké toky
chce zpracovávat a uchovávat v paměti a jaké toky bude zpracovávat jiným způsobem
nebo jejich pakety přímo zahazovat. Aplikace může například vyžadovat zpracování
pouze toků vybraných protokolů nebo jiných vybraných vlastností v hlavičkách pa-
ketů.
Pro aplikaci různých strategií uvolňování je vhodné pro hledání volných položek využít
NHT nebo Cuckoo hashing. Při zaplnění seznamu a následném uvolňování má strategie
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možnost zvolit z více toků, než při ostatních metodách. Při přímé adresaci by mohla zvolit
pouze ze dvou – zda uvolnit stávající položku v paměti nebo zahodit nově příchozí.
LRU
První testovaná politika se snaží snížit pravděpodobnost odstranění silného toku z paměti.
Položky seznamu jsou algoritmem LRU (Least Recently Used) řazeny podle času příchodu
posledního paketu v toku. Odstraňována je vždy poslední, naposledy použitá, položka. Me-
chanismus LRU snižuje počet kolizí snížením pravděpodobnosti odstranění silného toku.
Oproti klasickému NHT vyžaduje nutnost uspořádávání položek v seznamu. Tento způsob
je proto vhodný spíše pro stavové informace o malé velikosti, aby byly přesuny co nejkratší.
Druhou možností je využití vedlejší paměť s ukazovateli na kontexty v hlavní paměti, po-
dobně jako u politiky Cuckoo hashing.
Prediktor
Aplikace vyžadující analýzu toků v určitém časovém okně mohou vyžadovat informaci
o vlastnostech toku v čase. Mechanismus LRU tuto časovou informaci neposkytuje. Namísto
uspořádávání položek je ale možné pro každou položku v paměti udržovat malé počítadlo
paketů příchodů nových paketů v zadaném časovém okně – prediktor. S každým přícho-
dem paketu je počítadlo zvýšeno a zároveň jsou všechny čítače periodicky procházeny a
snižována jejich hodnota. Perioda průchodu všech čítačů určuje velikost časového okna.
Pro udržení aktivní množiny toků v zadaném časovém okně mohou být toky s nulovým
počítadlem automaticky uvolňovány. Druhou možností je uvolnění toku pouze při kolizi.
Odstraňována je vždy položka s nejmenším počítadlem paketů. Položky s vysokou hodnotou
počítadla mohou být silné toky a je vhodné je udržet v paměti.
4.2.3 Srovnání politik
Pro všechny metody zmíněné v předchozích částech byl implementován experimentální
prototyp, který byl spuštěn nad rozsáhlým vzorkem provozu (viz tabulka 4.1). Na dvou
různě velkých pamětech byl zkoumán vliv politik pro hledání nových položek a strategie
uvolňování. Předpoklady ze začátku kapitoly by měly být potvrzeny srovnáním vlivu skupin
politik na počet kolizí v dostatečně velké paměti pro uložení všech záznamů toků a malé
paměti, kde nutně dochází vysoké zaplnění paměti s velkým počtem kolizí. Výsledky jsou
uvedeny v tabulkách 4.3 a 4.4.
Každá aplikace vyžadovat jinou metriku srovnání politik správy paměti. Rekonstrukce
TCP toků nebo IDS/IPS sonda může vyžadovat co nejmenší počet kolizí v rámci jednoho
datového toku, zatímco pro zařízení sbírající statistické informace o tocích na síti je důležitý
spíše celkové množství kolizí – počet vynucených exportů záznamů toků pro další zpraco-
vání. Pro co nejobecnější srovnání byla paměť kontextů chápána jako cache pro sekundární
zpracování a měřila se míra zásahu nového paketu na místo v paměti se stavovou informací
ke správnému toku.
V experimentu ve velké paměti dopadla nejlépe politika vyhledávání volné položky NHT,
u které byl počet kolizí více než 5×menší než u přímého adresování. Metoda Cuckoo hashing
měla sice lepší výsledky než přímé adresování, ale ne natolik, aby vynahradily její vysokou
režii. Podle očekávání neměly na výsledek politiky uvolňování velký vliv a míra zásahů
tedy nejvíce závisela na zvolené strategii hledání volné položky. Úspěšnost zásahů byla pro
všechny politiky poměrně vysoká. Je ale třeba si uvědomit, že v reálném zařízení nebude
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Metoda Počet kolizí Zaplnění paměti Míra zásahů
Přímé adresování 408 215 55,6% 97,15%
Cuckoo hashing 162 145 68,87% 98,87%
NHT 70 332 75,51% 99,51%
NHT (LRU) 63 929 75,51% 99,55%
NHT (prediktor) 66 660 75,51% 99,53%
Tabulka 4.3: Výsledky experimentů na velké paměti o velikosti 220 položek (1 048 576)
většinou k dispozici tak velká paměť, aby byla schopná spravovat všechny souběžné toky.
Proto je důležitý především následující testovací případ.
Metoda Počet kolizí Zaplnění paměti Míra zásahů
Přímé adresování 2 229 271 100% 84,42%
Cuckoo hashing 2 018 130 100% 85,89%
NHT 1 714 163 100% 88,02%
NHT (LRU) 1 322 053 100% 90,76%
NHT (prediktor) 1 453 789 100% 90,16%
Tabulka 4.4: Výsledky experimentů na malé paměti o velikosti 216 položek (65 536)
Druhý testovaná situace potvrdila důležitost přítomnosti vhodné strategie uvolňování
u malé paměti. Oproti předchozímu případu měly strategie LRU a Prediktor větší vliv
na míru zásahů v paměti. Z politik hledání volného záznamu dopadla opět nejlépe NHT.
Porovnání míry zásahů pro všechny zmiňované politiky pro různé velikosti paměti je ilustro-
váno v grafu na obrázku 4.7. Z režijních nároků politik a uvedených výsledků experimentů
lze jako nejvhodnější politiku vybrat NHT s volitelným využitím prediktoru, která dosa-
huje nejlepší rovnováhy mezi výkoností a požadavky na paměť. V další kapitole bude proto
navržena architektura jednotky správy paměti právě pro NHT.
4.2.4 Architektura NHT
Předchozí kapitola srovnala vlastnosti vybraných metod pro správu paměti. Pro návrh ar-
chitektury jednotky správy paměti byla vybrána metoda NHT s možností přidání prediktoru
pro implementaci strategie uvolňování v časovém okně a snížení kolizí.
Politika NHT vyžaduje kromě hlavní paměti s kontexty vedlejší paměť pro správu pa-
měťové struktury. Pro každý tok není umístění kontextu jasně specifikováno, ale je znám
pouze seznam, kde je kontext uložen. Jednotka proto musí uchovat informaci o umístění
jednotlivých toků v všech seznamech v paměti kontextů. Pokud není seznam definován úpl-
ným identifikátorem, může dojít k použití položky seznamu dvěma různými toky – ke kolizi.
Existuje několik způsobů jak identifikovat uložené toky v seznamu:
• Úplný identifikátor – při uložení všech klíčových polí z hlaviček protokolů paketu je
zcela znemožněna záměna 2 různých toků. Díky délce součtu všech klíčových položek
je ale tento způsob prakticky nepoužitelný pro příliš vysoké nároky na vedlejší paměť.
• Komprimovaný identifikátor (FlowID) – pokud je uložen komprimovaný identifi-
kátor toku s dostatečným počtem bitů, existuje pouze malá pravděpodobnost záměny
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Obrázek 4.7: Srovnání míry zásahů u vybraných algoritmů
2 toků. Při použití výsledku funkce CRC32 byly nad reálným provozem experimen-
tálně potvrzeny záměny pouze v řádu desítek případů. Při využití hash funkce s větším
počtem bitů (CRC64) počet záměn exponenciálně klesá.
Definici toků v seznamech lze uložit do další paměti umístěné mimo čip FPGA. Paměti
přímo na čipu většinou nemají dostatečnou velikost pro uložení identifikátoru toků. Pokud
nemá platforma žádnou další paměť k dispozici lze uložit definici seznamu i přímo do
hlavní paměti, například k prvnímu prvku seznamu. Uložení definic ve vedlejší paměti je
ilustrováno v návrhu architektury na obrázku 4.8. Vedlejší paměť obsahuje definici seznamů,
hlavní paměť samotné kontexty. Cílem této komponenty je určit přesnou adresu kontextu
toku v hlavní paměti a předat ji k dalšímu zpracování.
Obrázek 4.8: Struktura vedlejší paměti pro NHT
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Prvním krokem při příchodu nového paketu je vygenerování FlowID. Identifikátor je
použit jako přímá adresa do vedlejší paměti, kde adresuje první položku seznamu vyhra-
zeného pro daný tok. Z paměti jsou přečteny identifikátory všech položek seznamu o kon-
stantní délce. Nyní mohou nastat následující tři situace:
• Mezi položkami je nalezen odpovídající identifikátor – kontext toku již je založen
v systému a adresa položky seznamu je vrácena jako adresa kontextu v hlavní paměti.
• Identifikátor není nalezen, v seznamu je ale volné místo – na volné místo je uložen
identifikátor nového toku, bit stavu obsazení je změněn na hodnotu 1. Adresa obsazené
položky je předána pro další zpracování.
• Identifikátor není nalezen, v seznamu není volné místo – jedna položka v seznamu je
vybrána pro uvolnění a náhradu novým tokem. Je vygenerováno oznámení o kolizi
a adresa přepsané položky je předána pro další zpracování. Výběr položky se řídí
zvolenou strategií uvolňování.
Správa paměti může být zlepšena přidáním prediktorů, jejichž účinek byl demonstrován
v předchozí podkapitole. Hodnota čítače odpovídají pozici kontextu v paměti je zvyšována
při každém příchodu nového paketu a zároveň je periodicky snižována pro zadané časové
okno. Při kolizi (naplnění seznamu a výběru položky k odstranění) je vybrána položka
s nejmenší hodnou čítače, která označuje nejstarší tok.
4.3 Context Manager – správa stavové informace
Komponenta Context Manager vykonávající správu stavové informace je klíčovou jednot-
kou celého systému a závisí na ní propustnost celé platformy. Kvalitní návrh architektury
je proto nezbytný pro dosažení co nejvyšší propustnosti. Architektura jednotky je silně
ovlivněna možností paralelního zpracování paketů ve více procesních jednotkách. Tématu
různých typů uživatelského zpracování se dále věnuje kapitola 4.4. Context Manager má
dva základní úkoly:
• Vyčtení kontextu a směrování paketu – pro každý příchozí paket je nutné určit,
do jaké procesní jednotky bude poslán a zda se pro něj má vyčítat kontext z paměti.
Toto rozhodnutí souvisí se zajišťováním konzistence kontextu a je detailně popsáno
v části 4.3.1. Kontexty jsou vyčítány z hlavní paměti, která je nejčastěji realizována
jako paměť mimo čip. Přístup k paměti je úzkým místem celé platformy, a proto je ar-
chitektura navržena pro co nejlepší využití propustnosti externí paměti. Komunikaci
s pamětí realizuje zvláštní vrstva Memory Controller, která může být vyměněna v zá-
vislosti na typu hlavní paměti. Adresa kontextu v paměti je určena již v předchozím
stupni stavového zpracování – správy paměti.
• Zpracování aktualizovaných kontextů – z uživatelského zpracování přichází do
Context Manageru tok aktualizovaných kontextů, které mají být zapsány do externí
paměti. Tato operace má větší prioritu než čtení kontextů k novým paketům, aby
nedošlo k nadměrnému stárnutí aktualizovaných stavových informací při čekání na
uvolnění přístupu k paměti.
Context Manager je rozložen na množinu funkčních bloků, jejichž funkce bude dále
vysvětlena. Detailní popis struktury bloků není pro pochopení funkce Context Manageru
nezbytný a přesahoval by rozsah této publikace. Blokové schéma je uvedeno na obrázku 4.9.
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Obrázek 4.9: Context Manager
Příchod nového paketu
Příchozí pakety jsou ukládány ve vstupní vyrovnávací paměti (Buffer), dokud není Context
Manager připraven je přijmout. Po přijetí je paket zpracován Input Controllerem, který
extrahuje ze začátku FrameLink rámce FlowID, které bylo již dříve určeno v jednotce Me-
mory Manager. Do vnitřní fronty uloží požadavek na Scheduler pro rozhodnutí o dalším
zpracování a paket je zatím uložen v paměti transakcí (Transaction Memory).
Scheduler je jádrem celého zpracování kontextů. Udržuje vnitřní tabulky s informací
o množině aktivních toků zpracovávaných právě v systému a umístění aktuálního kontextu.
Každá procesní jednotka má přiřazenu jednu tabulku se seznamem rozpracovaných kon-
textů. Pomocí informací z tabulek lze zjistit, zda některá z procesních jednotek nezpraco-
vává již jiný paket ze stejného toku, a tedy neobsahuje aktuální verzi kontextu. V kladném
případě Scheduler nepovolí čtení kontextu z paměti, kde je uložena zastaralá verze sta-
vové informace, ale paket bude směrován přímo do vybrané procesní jednotky. Záznamy
o paketech Scheduler vyčítá z fronty v Input Controlleru a výsledky zasílá do Transaction
Memory.
Pokud je aktuální kontext uložen v paměti, je jednotkou Read Block vygenerována čtecí
transakce do hlavní paměti. Paket mezitím čeká v Transaction Memory než je kontext vyč-
ten. Paměť transakcí má úložný prostor pro několik (desítek) paketů, aby nemusel Scheduler
čekat na vyčtení jednoho kontextu, mohl zpracovávat další pakety a mohly se generovat da-
lší čtecí transakce. Tento způsob zpracování je klíčový pro co nejvyšší využití propustnosti
hlavní paměti. Možnost vyžádání více kontextů najednou je obzvlášť důležitá pro paměti
s vysokou latencí (např. SDRAM). Po vyčtení kontextu z paměti jsou data paketu uvolněna
z Transaction Memory a odeslána společně s kontextem k uživatelskému zpracování.
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Zpracování aktualizovaného kontextu
Druhou klíčovou funkcí Context Manageru je zpracování aktualizovaných kontextů. Frame-
Link rámec s aktualizovaným kontextem obsahuje pouze FlowID a samotný kontext. Příjem
rámců řídí WriteBack Controller, který zadává požadavek na operaci zápisu aktualizova-
ného kontextu Scheduleru. Pokud v tabulce zjištěno, že se jedná o poslední paket v systému
k danému toku, je vygenerována komponentou Write Block zápisová transakce do hlavní
paměti. Jinak je pouze aktualizována tabulka a data jsou zahozena.
4.3.1 Zajištění konzistence
Důležitou funkcí Context Manageru je zajištění konzistence při zpracování paketu. Nesmí
dojít k situaci, že by byl v procesní jednotce přečten neaktuální kontext. K porušení kon-
zistence by mohlo dojít, kdyby byl kontext vždy čten přímo z hlavní paměti. Pokud by
ke zpracování přišly v malém časovém rozestupu 2 pakety z jednoho toku, k prvnímu by
byl vyčten aktuální kontext z hlavní paměti. Druhému paketu by ale byl z paměti vyčten
zastaralý kontext, protože aktuální, modifikovaný je v uživatelském zpracování.
Z výše uvedených důvodů musí být v každé procesní jednotce k dispozici malá paměť
s několika buňkami na dočasné uložení aktuálních kontextů, než budou zapsány do hlavní
paměti. Buněk by mělo být právě tolik, jako je maximální počet rozpracovaných paketů
mezi vyčtením kontextu z paměti, jeho zpracování uživatelem a uložením zpět do paměti.
Tabulky rozpracovaných toků v Scheduleru musí udržovat informaci, jaký kontext je
uložen v jaké buňce a kolik paketů se na něj již odkazuje. Čítač počtu paketů se bude
zvyšovat při každém příchodu nového paketu daného toku a snižovat při příchodu aktua-
lizovaného kontextu. Pokud není při příchodu nového paketu nalezen záznam o kontextu
daného toku v tabulce, je kontext vyčten z paměti a poslán společně s daty paketu do
uživatelského zpracování. Pokud je záznam nalezen, je zvýšen čítač paketů a kontext není
z paměti vyčten. Paket bude zpracováván v odpovídající procesní jednotce a bude k němu
přiřazen aktuální kontext v některé z buněk procesní jednotky.
Podobně při příchodu aktualizovaného kontextu lze podle hodnoty čítače určit, zda se
jedná o poslední referenci na tok v systému. V tom případě je kontext uložen do hlavní
paměti. Pokud je čítač vyšší než jedna, kontext v procesní jednotce bude dále modifikován
a k zápisu do paměti nedojde.
Struktura tabulky
Jak již bylo dříve zmíněno, pro každou paralelní procesní jednotku existuje v Scheduleru
jedna tabulka rozpracovaných kontextů. Tabulky musí být schopné velmi rychle poskyt-
nout informaci k dotazovanému toku – zda je aktuální kontext umístěn v hlavní paměti
nebo v určité buňce v některé z procesních jednotek. Nejrychlejší odpověď na přítomnost
rozpracovaného kontextu je schopná dát paměť adresovatelná obsahem (hodnotou FlowID)
– CAM. Vyhledání nebo uložení záznamu v použité paměti CAM trvá vždy pouze jeden
takt.
Jádrem každé tabulky je tedy CAM paměť se seznamem identifikátorů rozpracovaných
toků v dané procesní jednotce. Pozice identifikátoru udává zároveň pozici buňky v procesní
jednotce s aktuálním kontextem. Každé pozici v CAM odpovídá již dříve zmiňovaný čítač
paketů odkazujících se na kontext. Buňky v procesní jednotce mohou být libovolně aloko-
vány, aktualizovaný seznam buněk je udržován v paměti typu FIFO. Architektura tabulky
je ilustrována na obrázku 4.10.
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Obrázek 4.10: Struktura tabulky rozpracovaných kontextů
Při příchodu prvního paketu z toku, pro který nebyl nalezen záznam v žádné z tabu-
lek, je pro zpracování vybrána nejméně vytížená procesní jednotka (aktivováním signálu
CHOSEN IFC u odpovídající tabulky). Z fronty je vyčtena adresa první volné buňky a do
paměti CAM je na odpovídající pozici uložen záznam o rozpracovaném kontextu s číta-
čem paketů rovným jedné. Pokud je v některé z tabulek záznam o rozpracovaném kontextu
k paketu nalezen, je vystavena adresa buňky a číslo procesní jednotky. Čítač referencí na
kontext v dané buňce je zvýšen.
Aktualizovaný kontext je zpracováván obdobně. V tabulkách je nalezen záznam k roz-
pracovanému kontextu a je snížen čítač referencí na kontext. Pokud se jedná o poslední
referenci na kontext, je záznam o buňce odstraněn a kontext je určen na uložení do hlavní
paměti.
4.3.2 Memory Controller
Pro komunikaci s hlavní pamětí je vyhrazena paměťově specifická vrstva Memory Cont-
roller, která komunikuje přímo s vybraným typem hlavní paměti a provádí operace čtení a
zápisu kontextů. Pro účel platformy byla implementována vrstva pracující s pamětí SSRAM
(statická paměť) a novějším typem QDR SSRAM. Pro podporu dalších pamětí je nutné im-
plementovat pouze tuto tenkou vrstvu. Cílová platforma COMBOv2 obsahuje paměti typu
QDR SSRAM, proto zde bude rozebrána struktura Memory Controlleru právě pro tuto
paměť. Architektura jednotky je ilustrována na obrázku 4.11.
Od klasické paměti SSRAM se její QDR verze odlišuje vyšší propustností a hlavně plně
duplexním přístupem k paměti. Paměťové rozhraní obsahuje jak čtecí, tak zápisový port.
Duplexní přístup zvyšuje propustnost platformy, ale v jednotce je nutné oproti simplex-
nímu přístupu navíc hlídat možnost datových konfliktů typu read after write, kdy jednotka
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Obrázek 4.11: Ovládání paměti QDR SSRAM
přijme požadavek na zápis aktualizovaného kontextu a následně požadavek na čtení stej-
ného kontextu. Pokud je fronta zápisových požadavků delší než fronta čtecích požadavků,
jako první operace je vykonáno čtení a je tedy vyčten zastaralý kontext. Proto Memory
Controller obsahuje jednotku Read after Write Guard, která vznik konfliktu pomocí malé
paměti CAM udržující FlowID zápisových transakcí hlídá a správně ošetří.
Generování řídících signálů a adresy pro čtecí a zápisové rozhraní zajišťují jednotky Read
Controller a Write Controller. Čtené i zapisované kontexty jsou pro zvýšení propustnosti
dočasně uloženy v odpovídající paměti typu FIFO, dokud na ně nedojde řada. Nízkoúro-
vňové řízení signálů rozhraní paměti je svěřeno vygenerovanému kontroléru od firmy Xilinx,
který by měl zajistit spolehlivou komunikaci s čipem QDR SSRAM paměti.
Kontext je v paměti jednoznačně specifikován adresou z jednotky správy paměti roze-
brané v kapitole 4.2. Jeho velikost lze měnit dle požadavků aplikace. Na velikosti kontextu
závisí počet řádků paměti na kontext a tedy i maximální počet kontextů v paměti.
4.4 User Processing – uživatelské zpracování
Poslední součástí platformy je samotné zpracování uživatelskou aplikací, která má k dis-
pozici data paketu a aktuální kontext se stavem zpracování toku. Jak již bylo zmíněno
v kapitole 3, každá aplikace může mít různé požadavky na rozhraní s platformou. Aplikace
se mohou lišit v metodě přístupu k datům paketu (náhodný, sekvenční přístup) ale i způsobu
zpracování paketů. Platforma podporuje paralelní zpracování paketů, zřetězené zpracování
více paketů najednou, ale i kombinaci obou přístupů. Flexibilní rozhraní s aplikací a mož-
nost nastavení propustností procesních jednotek je pro platformu základem flexibility a
podpory širokého spektra aplikací.
Koncept struktury uživatelského zpracování je uveden na obrázku 4.12. Vstupem jed-
notky jsou data paketu společně se stavovou informací. Cílová procesní jednotka je zvolena
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Obrázek 4.12: Architektura uživatelského zpracování
již dříve v Context Manageru. V každé procesní jednotce je aplikaci poskytnuto jakékoliv
z podporovaných rozhraní platformy pro stavové zpracování paketu. Po zpracování je aktu-
alizovaná stavová informace zaslána přes spojující blok Binder zpět do Context Manageru
pro konečné uložení do kontextové paměti.
Procesní jednotka označuje obecné stavové zpracování dat, které musí povinně obsaho-
vat pouze určenou sadu buněk pro dočasné uložení aktuálních kontextů. Zpracování dat
dokonce nemusí pro vybrané procesní jednotky proběhnout na FPGA, ale může být delego-
váno na jiný čip nebo může být distribuováno mezi jádra univerzálního procesoru. Aplikace
tak může dosáhnout optimálního stavového zpracování paketů vhodnou skladbou proces-
ních jednotek. V následujícím textu bude popsáno zpracování v univerzálním procesoru a
následně podrobněji zpracování přímo na FPGA.
Zpracování toků ve vícejádrovém procesoru
Některé aplikace vyžadují stavové zpracování toků, které lze pouze obtížně implementovat
v hardware. Platforma může v tomto případě přeposlat data ke zpracování přímo do univer-
zálního procesoru počítače. Pro tento účel jsou ideální multi-core procesory s větším počtem
výpočetních jader. Context Manager by v tomto přépadě prováděl rozdělení paketů do jader
stejným způsobem jako do klasických procesních jednotek přímo na FPGA. Vzhledem k uni-
verzální struktuře platformy může být zpracování v jádrech kombinováno se zpracováním
na FPGA, kdy by uživatelská jednotka předřazená Context Manageru rozhodovala který
tok bude zpracován v software a který v hardware. Při zpracování procesorem je nutné
počítat s mnohem větší latencí zpracování kontextu než při zpracování přímo v FPGA.
Propustnost takového zařízení může být nižší než při úplném zpracování v FPGA.
Ukázka kombinovaného stavového zpracování je na obrázku 4.13. Toky A a B jsou zpra-
covávány v procesních jednotkách přímo na FPGA, zatímco toky C a D jsou zpracovávány
softwarově v jádrech procesoru. Do cílového jádra je paket společně s kontextem přenesen
DMA přenosem přes PCIe sběrnici, která je pro tento účel vhodná pro svoji vysokou pro-
pustnost. Aktualizované kontexty jsou z obou typů procesních jednotek přenášeny zpět do
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Obrázek 4.13: Koncept stavového zpracování v procesoru
Context Manageru pro uložení do hlavní paměti.
Zpracování toků v procesní jednotce na FPGA
Největší množství aplikací bude vyžadovat zpracování dat přímo v FPGA, ve zvoleném typu
procesní jednotky. Z požadavků reálných aplikací vyplynula potřeba rozdělení zpracování
toku na více stupňů, které pomohou zjednodušit výpočet a zvýšit propustnost aplikace.
Uživatelská jednotka může pro zpracování paketu vyžadovat předzpracování dat, které je
vhodné umístit ještě před samotný uživatelský výpočet (preprocessing). Nejčastější úlohou
předzpracování je rozbalení kompaktní formy kontextu uloženého v hlavní paměti. Kompri-
mace stavové informace je nutná pro možnost uchování vysokého počtu kontextů v paměti.
Pro dosažení co nejvyšší propustnosti hlavního výpočtu je vhodné umístit úlohu rozbalení
kontextu do vyhovující struktury do stupně ještě před samotným výpočtem.
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Obrázek 4.14: Rozhraní s uživatelskou aplikací
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Po dokončení výpočtu může aplikaci pomoci další stupeň pro dodatečné zpracování vý-
sledků (post-processing) vhodný naopak pro opětnou kompresi výsledků výpočtu do kon-
textu. Proto byly k bloku Endpoint dodány další dva stupně zpracování: Fetch Block a
Writeback Block. Názvy komponent se inspirovaly u klasického zřetězení v procesoru (Fetch
– Decode – Execute – Writeback).
Architektura procesní jednotky s odpovídajícími bloky pro předzpracování a dodateč-
ného zpracování je rozkreslena na obrázku 4.14. Předzpracované údaje jsou ukládána para-
lelně s daty paketu do odpovídající paměti. Po dokončení výpočtu aplikací provede Write-
back Block dodatečné zapracování dat zpět do kontextu. Rozhraní s uživatelskou aplikací
pro čtení dat hlaviček, payloadu paketu a kontextu je zapouzdřeno v bloku Execution Block,
který může představovat některé z následujících typů rozhraní:
• Paměťové rozhraní – aplikace má k dispozici čtecí paměťové rozhraní pro payload a
hlavičky, do kontextu může zapisovat stav výpočtu. V jednu chvíli zpracovává procesní
jednotka pouze jeden paket, a proto je pro dosažení dostatečné propustnosti vhodné
použít více procesních jednotek.
• Zřetězené zpracování – pro některé typy aplikací nemusí být paměťový přístup
k datům vyhovující a vyžadují zřetězené zpracování paketů. V tomto případě je nej-
vhodnější sekvenční přístup k datům a payload i hlavičky jsou ukládány do pamětí
typu FIFO. Kontext může být v jednom sekvenčním proudu čten a druhým proudem
zapisován.
4.5 Verifikace
Jednou z hlavních podmínek širokého použití platformy je spolehlivá implementace. Každá
chyba v realizaci platformy může výrazně zpomalit vývoj stavové aplikace. Platforma proto
musí být důkladně otestována a co nejlépe prověřena na existenci jakýchkoliv chyb. Klasické
testy implementací hardwarových jednotek nejčastěji využívají přímé testy, kdy je přesně
specifikována sada testovacích scénářů, na jejichž základě je buzeno rozhraní jednotky.
Výstupy jednotky jsou následně kontrolovány proti očekávaným hodnotám.
Druhou metodou, která v poslední době nabírá na důležitosti i u velkých firem vy-
víjejících hardware, je náhodné testování s omezením (constrained-random verification).
Návrhář testů pouze specifikuje jakých hodnot mohou stimuly na rozhraní jednotky na-
bývat a test je následně řízen pseudonáhodným generátorem, který budí rozhraní v rámci
daných omezení. Korektnost výstupů z jednotky jsou automaticky kontrolovány verifikač-
ním prostředím. Náhodně řízený test trvá déle než přímý test, ale lze pomocí něj otestovat i
takové scénáře a okrajové případy, na které by návrhář přímých testů nepomyslel. Množství
odhalených chyb a spolehlivost komponent se tak značně zvyšuje. Nejpoužívanějším jazy-
kem pro tvorbu verifikačního prostředí a náhodně řízených testů se stal SystemVerilog [10],
který byl využitý i pro verifikaci platformy.
Návrh a implementace náhodně řízených testů jsou složitější, než u přímých testů. Je
nutné vytvořit verifikační prostředí pro testování a funkční model samotné jednotky, proti
kterému se budou kontrolovat výstupy testované komponenty. Architektura implemento-
vaného verifikačního prostředí je uvedena na obrázku 4.15. Testovaná jednotka je tvořena
jádrem platformy – Context Managerem a uživatelskými procesními jednotkami. Všechna
rozhraní jednotky jsou buzena bloky verifikačního prostředí dle architektury na výše uve-
deném obrázku.
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Obrázek 4.15: Verifikační prostředí platformy
Vstupní transakce (pakety skládající se z FlowID, hlaviček a payloadu) jsou náhodně
generovány blokem Transaction Generator. FrameLink Driver provede buzení vstupní da-
tové sběrnice jednotky podle protokolu FrameLink. Generované transakce jsou ukládány
do komponenty Predictor, která je funkčním modelem testované části platformy. Aby mohl
být test prohlášen za úspěšný, musí výstup z modelu souhlasit s výstupem z testované jed-
notky. Základem modelu je tabulka transakcí vyslaných na vstup platformy. Těmto transak-
cím musí odpovídat i výstup z procesních jednotek, včetně konzistentní stavové informace.
Data z procesních jednotek jsou při každém příchodu paketu společně se stavovou informací
vyčítána a ve formě transakce odesílána pro kontrolu do Predictoru.
Verifikační prostředí implementované dle výše popsané architektury pomohlo odhalit
několik implementačních chyb při zpracování paketů a správě stavové informace, které byly
úspěšně odstraněny. Po potřebných opravách byla jednotka prověřena rozsáhlým verifika-
čním testem o milionech paketů bez další nalezené chyby. Nasazení platformy v síťovém
zařízení pro statistické zpracování toků na reálné síti potvrdilo důležitost verifikací, protože
již nebyla nalezena žádná další chyba související s platformou.
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Kapitola 5
Experimentální výsledky
V předchozí kapitole byla rozebrána architektura flexibilní platformy pro zpracování toků.
Kromě flexibility a škálovatelnosti musí platforma dosahovat vysoké propustnosti pro do-
statečnou kvalitu zpracování provozu i na velmi rychlých sítích, ale zároveň i šetrnosti
ke zdrojům FPGA. Nízká režie platformy znamená více zdrojů pro cílovou aplikaci a její
funkcionalitu. Tato kapitola si klade za cíl za pomoci experimentů a výpočtů nad připra-
venou implementací platformy demonstrovat skutečné nároky na zdroje FPGA pro různé
propustnosti a použité paměti pro kontext.
5.1 Využití zdrojů a dosažená frekvence
Režie platformy v počtu obsazených zdrojů na FPGA závisí na požadované propustnosti,
druhu připojené paměti a počtu procesních jednotek. S rostoucími nároky na propustnost
roste v platformě i minimální bitová šířka datových sběrnic a velikost vnitřních pamětí.
Zvyšování počtu procesních jednotek přináší i zvětšování tabulek záznamů o kontextech
v systému a samozřejmě větší počet samotných koncových komponent uživatelského zpra-
cování.
Komponenta 1 Gb/s 4× 1 Gb/s 10 Gb/s 2× 10 Gb/s
Context Manager LUTa 933 (1%) 821 (1%) 986 (1%) 1188 (1%)
(2 proc. jednotky) BRAMb 1 (0%) 2 (1%) 4 (2%) 8 (5%)
Memory Controller LUT 516 (1%) 516 (1%) 516 (1%) 516 (1%)
SSRAM BRAM 0 0 0 0
Memory Controller LUT 2391 (3%) 2391 (3%) 2391 (3%) 2391 (3%)
QDR SSRAM BRAM 0 0 0 0
Endpoint
LUT 224 (0%) 323 (0%) 459 (0%) 754 (1%)
BRAM 3 (2%) 3 (2%) 6 (4%) 12 (8%)
aMaximálně 69120 pro čip XC5VLX110T
bMaximálně 148 pro čip XC5VLX110T
Tabulka 5.1: Obsazení čipu FPGA hlavními komponentami platformy
Uživatel by tedy měl zvolit vhodnou konfiguraci komponent platformy pro dosažení co
nejmenšího počtu zdrojů a zároveň dostatečné propustnosti. V tabulce 5.1 jsou výsledky
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syntézy jednotlivých komponent platformy pro různé datové propustnosti. Pro syntézu byl
zvolen čip FPGA osazený na cílové hardwarové kartě COMBOv2 – LX110T z řady Virtex
5 od firmy Xilinx. Výsledkem jsou nároky dané komponenty na základní logické (LUT ) a
paměťové elementy (BlockRAM ) na FPGA.
Vhodným složením komponent lze dosáhnout platformy pro stavového zpracování přesně
podle požadavků cílové aplikace. V tabulce 5.2 jsou syntézou zjištěny výsledky pro typické
sestavy komponent pro stavové zpracování na sítích s různou propustností. Pro každý pří-
pad je vypsána i maximální frekvence zjištěná syntézním nástrojem, které může platforma
dosáhnout. V uživatelské aplikaci bude maximální frekvence nižší, protože bude nutné do
nejdelší logické cesty započítat i rozvody signálů po čipu.
Architektura 1 PU 2 PU 4 PU 8 PU
1 Gb/s
LUTa 3377 (5%) 4664 (7%) 6874 (10%) 12194 (18%)
BRAMb 4 (3%) 8 (5%) 15 (10%) 29 (20%)
Frekvence 193 MHz 164 MHz 164 MHz 145 MHz
4× 1 Gb/s
LUT 3422 (5%) 4969 (7%) 7625 (11%) 14019 (20%)
BRAM 5 (3%) 10 (7%) 18 (12%) 34 (23%)
Frekvence 193 MHz 181 MHz 164 MHz 143 MHz
10 Gb/s
LUT 3331 (5%) 5864 (9%) 9766 (14%) 19736 (29%)
BRAM 10 (7%) 20 (14%) 36 (24%) 68 (46%)
Frekvence 193 MHz 181 MHz 175 MHz 150 MHz
2× 10 Gb/s
LUT 4509 (7%) 8467 (12%) 14306 (21%) 30078 (44%)
BRAM 20 (14%) 40 (27%) 72 (49%) 136 (92%)
Frekvence 193 MHz 193 MHz 171 MHz 150 MHz
aMaximálně 69120 pro čip XC5VLX110T
bMaximálně 148 pro čip XC5VLX110T
Tabulka 5.2: Obsazení čipu FPGA platformou
Z tabulky lze vyčíst, že na FPGA na kartě COMBOv2 je možné zpracovávat síťový
provoz na všech měřených rychlostech. Pouze poslední konfigurace (8 procesních jednotek na
rychlosti 2×10 Gb/s) by byla na FPGA obtížně realizovatelná z důvodu příliš velkého počtu
spotřebovaných pamětí typu BlockRAM. Bylo by nutné využít jiné rozhraní uživatelského
zpracování s menšími nároky na paměť. Na množství zdrojů má velký vliv právě počet
procesních jednotek. Použití více než 4 jednotek vede k poměrně vysoké režii platformy, a
proto je doporučeno využít spíše nižší počet procesních jednotek s dostatečnou propustností,
aby byly schopné zpracovat vstupní síťový tok.
5.2 Režie metod správy paměti
Efektivní správa paměti s malým počtem kolizí je základem kvalitního stavového zpracování
síťového provozu na vysokých rychlostech. V kapitole 4.2 bylo srovnáno několik metod
správy paměti s ukazateli míry využití paměti a počtu kolizí. Každá metoda má kromě
rozdílné kvality využití paměťového prostoru i různě velkou režii správy paměti. Metody se
liší počtem čtecích a zápisových přístupů do paměti a obsazení části prostoru pomocnými
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daty metody na úkor stavové informace. V následujícím textu budou vypočítány režie metod
při využití pamětí na kartě COMBOv2 – dvou 8MB QDR SSRAM pamětí o datové šířce
4B.
Přímé adresování
Přímé adresování nevyžaduje žádnou režii z hlediska počtu přístupů nebo prostoru v paměti.
Adresa kontextu je určena přímo FlowID a v jedné čtecí operaci je kontext z paměti získán.
Cuckoo hashing
Přesuny kontextů (základ metody Cuckoo hashing) o větší velikosti nelze na vysokých
rychlostech bez ztráty propustnosti realizovat. Možným řešením je pro přesuny vyhradit
pomocnou paměť s ukazateli do hlavní paměti. Metoda tedy přináší velkou režii – jak
paměťového prostoru, tak přístupů do paměti. Na kartě COMBOv2 by bylo možné jako
vedlejší paměť využít jednu z QDR SSRAM pamětí, ale tím se sníží prostor pro kontexty
na polovinu. Každá položka ve vedlejší paměti by odpovídala kontextu v hlavní paměti.
V položce je nutné pro zamezení kolizí ukládat dostatečně dlouhý identifikátor, a proto je
také potřeba větší vedlejší paměť než u NHT.
Naivní hash tabulka
Ve srovnávacích testech v kapitole 4.2 dosahovala index-sekvenční metoda správy paměti
nejlepších výsledků v počtu přístupů do paměti a množství kolizí. Adresu kontextu přícho-
zího toku lze stanovit až po zjištění pozice kontextu v rámci seznamu určeného identifi-
kátorem toku. Jednotlivé toky v seznamu jsou definovány bitovým zbytkem FlowID – při
32b identifikátoru (např. z funkce CRC32) a 17b adrese do paměti seznamů kontextů lze
uložit zbývajících 15b pro identifikaci toku. Seznamy lze definovat buď ve vedlejší paměti
ukazateli na hlavní paměť nebo přímo v hlavní paměti společně s daty kontextu. Pro kartu
COMBOv2 je vhodnější druhá možnost, protože režijní informace NHT by nevyužily celou
QDR SSRAM paměť a informace lze navíc ukládat společně s kontexty. Kromě klasické
metody NHT existují i její modifikace vylepšující parametry při současném zvýšení režie:
• LRU – metoda řazení seznamu je z důvodu nutnosti řazení seznamu podle posledního
využití kontextu vhodná spíše pro menší paměti umístěné přímo na čipu. Ke zvýšení
režie paměťového prostoru nedochází.
• Prediktor – saturované čítače registrující počet paketů toku v daném časovém okně
snižují počet kolizí. Čítače mohou být vzhledem ke své velikosti (4b jsou dle testů
dostatečné) umístěny přímo na čipu v pamětech BlockRAM a zachovat tak celou
externí paměť pro stavovou informaci.
Srovnání
Tabulka 5.3 porovnává režii výše uvedených metod správy paměti na kartě COMBOv2 pro
různé velikosti kontextu. Na velikosti stavové informace závisí množství kontextů v hlavní
paměti. Čím více kontextů lze do paměti uložit, tím méně bude docházet ke kolizím a stavové
zpracování bude kvalitnější. Kromě počtu kontextů je v tabulce spočtena režie metod –
počet čtecích/zápisových přístupů do paměti nutných pro čtení kontextu a prostorová režie
metody v paměti.
47
Velikost kontextu přímé
adresování
Cuckoo
hashing
NHT NHT +
LRU
NHT +
Prediktor
8B
počet kontextů 2 097 152 1 048 576 2 097 152 2 097 152 2 097 152
č/z přístupů 1/0 2-4/0-3 2/0 1-8/0-8 2/0
režie v paměti 0 8MB
(50%)
2B/kontext
(25%)
NHT NHT +
1024kB
16B
počet kontextů 1 048 576 524 288 1 048 576 1 048 576 1 048 576
č/z přístupů 1/0 2-4/0-3 2/0 1-8/0-8 2/0
režie v paměti 0 8MB
(50%)
2B/kontext
(12,5%)
NHT NHT +
512kB
32B
počet kontextů 524 288 262 144 524 288 524 288 524 288
č/z přístupů 1/0 2-4/0-3 2/0 1-8/0-8 2/0
režie v paměti 0 8MB
(50%)
2B/kontext
(6,3)%)
NHT NHT +
256kB
64B
počet kontextů 262 144 131 072 262 144 262 144 262 144
č/z přístupů 1/0 2-4/0-3 2/0 1-8/0-8 2/0
režie v paměti 0 8MB
(50%)
2B/kontext
(3,1%)
NHT NHT +
128kB
Tabulka 5.3: Režie různých metod správy paměti na kartě COMBOv2
Výsledky výpočtů pro kartu COMBOv2 potvrzují závěr srovnání metod v kapitole 4.2.
Nejmenší režie správy paměti, ale také nejhorších výsledků v počtu kolizí a využití paměti,
dosahuje přímé adresování. Metodami s největší režií jsou Cuckoo hashing a NHT s politikou
LRU. Tyto typy jsou proto vhodné spíše pro malé paměti kontextů přímo na čipu, kde nemá
režie takový vliv na propustnost aplikace. Výhodného počtu kontextů při akceptovatelné
režii je dosaženo u metody klasického NHT, která může být navíc doplněna o prediktor,
který dále zlepšuje její výsledky.
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Kapitola 6
Aplikace
Platforma stavového zpracování je navržena pro podporu co nejširšího spektra možných
síťových aplikací. Hlavní body flexibility – komponentní struktura, různá uživatelská roz-
hraní, efektivní správa pamětí – byly rozebrány v předchozích kapitolách. V následujícím
textu budou navrženy tři různé stavové síťové aplikace, které by mohly být nad platformou
vystavěny.
6.1 TCP Reassembling
První aplikací je TCP Reassembling, jehož úlohou je úplná rekonstrukce datových toků
podle protokolu TCP. Úloha byla zmíněna již v kapitole 2.6 společně s analýzou existujících
řešení. Výsledné datové toky jsou často základem dalšího zpracování, například detekce
vzorů v paketech, zpracování protokolů vrstvy L7 (aplikační vrstva).
Aplikace rekonstrukce TCP toků vystavěná nad platformou musí být schopná zpraco-
vávat pakety mimo pořadí, duplikované a nebo ztracené pakety. Zařízení proto musí do
externích pamětí ukládat jak stav TCP spojení, tak dočasně i pakety mimo pořadí. Návrh
architektury aplikace je uveden na obrázku 6.1. Identifikace toku je založena na zdrojové
a cílové IP adrese a portu. Ve stavové informaci k TCP toku je uložen identifikátor pro
kontrolu kolize dvou hash hodnot, TCP pořadové číslo pro detekci paketů mimo pořadí a
pole adres do paměti paketů mimo pořadí. Pole adres představuje okno pevné velikosti pro
ukládání těchto paketů. Kontextová paměť by měla být dostatečně rychlá pro rychlé vyhle-
dávání stavu toku (například QDR SSRAM), zatímco paměť paketů mimo pořadí musí mít
dostatečnou kapacitu na uložení velkého počtu paketů mimo pořadí. Je tedy vhodná spíše
paměť typu SDRAM.
TCP Stream
Processing
Module
Reassembling
Manager
SDRAM SDRAMPayload
Headers
Context Reassembled stream
Obrázek 6.1: Procesní jednotka pro TCP Reassembling
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Při příchodu nového paketu do procesní jednotky proběhne kontrola TCP pořadového
čísla. Pokud je detekován paket mimo pořadí, payload paketu musí být dočasně uložen do
paměti SDRAM, dokud není přijat chybějící paket. Kontext je aktualizován a do odpovída-
jící položky v kontextu je uložena adresa payloadu paketu v SDRAM. Při příchodu paketu
v pořadí jsou data zaslána přímo uživateli. Pokud byla paketem zacelena mezera v dato-
vém toku, jsou z paměti SDRAM vyčteny i uložené pakety mimo pořadí, jejichž adresy
jsou uloženy v kontextu. Správu a aktualizaci stavu toků provádí jednotka TCP Stream
Processing, která v případě potřeby vydává jednotce Reassembling Module příkaz k uložení
paketu mimo pořadí do paměti SDRAM.
6.2 IPFIX sonda
Druhou aplikací je zařízení monitorující síťový spoj a sbírající statistické informace o pro-
bíhajících tocích – již dříve zmíněné v kapitole 2.5. Záznamy o tocích mohou být využity
například pro správu sítě, při návrhu nové topologie sítě nebo detekci DoS útoků. V hardwa-
rové jednotce je akcelerována agregační část úlohy, kterou by čistě softwarová sonda nebyla
schopná zpracovat na multigigabitových rychlostech. Agregované záznamy jsou podle stan-
dardního protokolu IPFIX [4], nástupce protokolu NetFlow, zasílány na kolektor, který
provede jejich konečné zpracování a prezentaci. Návrh procesní jednotky pro tuto aplikaci
je uveden na obrázku 6.2.
Flow
Processing
Unit
Active
Timeout
Checker
Flow
Manager
Payload
Headers
Context Exported Flow Record
Force flow export
Obrázek 6.2: Procesní jednotka pro sondu IPFIX
V kontextu k datovému toku sonda ukládá a agreguje statistické hodnoty toku – záznam
toku. Při příchodu nového paketu jsou jednotkou Flow Processing Unit agregovány stávající
hodnoty v kontextu a hodnoty vyčtené z hlaviček paketu. Může jít například o operace
typu sčítání (počet paketů, oktetů v toku) nebo přepsání (časové značky začátku a konce
toku). Pokud dojde k přetečení časového limitu pro export IP toku (kontrolováno v jednotce
Active Timeout Checker) je záznam toku exportován. Kromě kontroly přetečení u příchozích
paketů jsou jednotkou Flow Manager periodicky kontrolovány všechny záznamy v paměti.
Pokud je detekován zastaralý tok s velkým intervalem od posledního příchodu paketu, je
vydán příkaz pro vyčtení odpovídajícího záznamu toku a jeho exportování.
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6.3 Stavové IDS
Poslední aplikací je hardwarová akcelerace bezpečnostního zařízení IDS (Intrusion Detection
System) zmíněného v kapitole 2.5. Detekce útoků nebo závadného provozu na síti je většinou
založena na hledání vzorů v paketech typických pro nějaký bezpečnostní incident. Hardwa-
rové zařízení akcelerující IDS provádí paralelní porovnání dat paketu s uloženou databází
vzorků. Pokud některý paket odpovídá vzorku, je provedena odpovídající akce. Pro za-
mezení prolomení systému rozdělením vzorku mezi více paketů (viz obrázek 2.8) využívá
aplikace platformu stavového zpracování, která umožní uložit stav hledání vzorků v rámci
celého toku. Návrh architektury procesní jednotky aplikace je uveden na obrázku 6.3.
Match Unit
PatternPayload
Headers
Context
Packet
Processing
Unit Exported malicious packet
Obrázek 6.3: Procesní jednotka pro IDS
Identifikace toku je u IDS založena na zdrojové a cílové IP adrese a portu. V kontextu
je ukládán aktuální stav hledání vzorků v paketu, které je prováděno v části Pattern Match
Unit. Podle zvolené metody vyhledávání vzorů může být do kontextu ukládán například stav
konečného automatu detekujícího vzory nebo stavové registry zpracovávajícího procesoru.
Správu kontextu a aktualizaci stavu hledání provádí jednotka Packet Processing Unit. Při
detekci paketu odpovídajícího některému vzoru, je z procesní jednotky předán pro další
zpracování.
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Kapitola 7
Závěr
Hlavním cílem diplomového práce byl návrh a implementace flexibilní platformy pro sta-
vové zpracování na multigigabitových rychlostech. Vzhledem k tomu, že stavové zpracování
v software není schopné dosáhnout potřebné propustnosti, zabývá se práce implementací
stavového zpracování akcelerovaného v hardware s využitím technologie FPGA. Práce zpra-
covává teoretický podklad nutný pro všechny fáze stavového zpracování v hardware – rozbor
hlaviček paketů pro pozdější identifikaci toku, metody pro efektivní vyhledání a správu sta-
vové informace i samotné rozhraní s uživatelskou aplikací.
V současné době existuje několik publikovaných přístupů pro stavové zpracování toků.
Žádný ale není dostatečně obecný, aby mohl být využitý pro široké spektrum aplikací. Ve
všech byly zvlášť navrhovány a implementovány bloky pro stavové zpracování toků přímo
pro konkrétní aplikaci. Využití bloků pro jiný účel by si nutně vyžádalo další úpravy. Vý-
sledkem této práce je obecná platforma pro se systematickým přístupem ke stavovému
zpracování toků na síťových rychlostech 10 až 20 Gb/s. Vývoj stavové aplikace bude využi-
tím platformy značně urychlen. U aplikací, které dosud stavové zpracování nevyužívaly, by
se přidáním možnosti uchovávat stavovou informaci ke každému toku mohla výrazně zvýšit
kvalita zpracování síťového provozu.
Jedním z cílů práce bylo nalezení efektivní metody pro správu stavové informace v pa-
měti. Pro tento účel bylo v textu rozebráno několik schémat pro správu stavové informace
v paměti. Pro každé schéma byl implementován rozšiřitelný prototyp, pomocí kterého bylo
možné simulovat správu kontextů v paměti. Zpracované výsledky simulací na reálných síťo-
vých datech byly uvedeny a analyzovány v odpovídající kapitole. Schéma poskytující opti-
mální rovnováhu mezi spotřebovanými prostředky na čipu bylo doporučeno pro implemen-
taci a byla navržena architektura odpovídajícího modulu.
Práce se snaží analýzou vybraných síťových aplikací a poučením z již publikovaných
přístupů navrhnout takovou strukturu platformy, aby byla co nejobecnější, ale zároveň po-
skytovala dostatečný výkon a propustnost i pro náročné aplikace. Navržená komponentní
struktura výše uvedené požadavky splňuje a umožní efektivní využití platformy. Flexibilita
platformy byla demonstrována návrhem architektury tří různých síťových aplikací vystavě-
ných na základě platformy.
Cílovou platformou pro implementaci je karta COMBOv2 [17] s osazeným FPGA typu
Virtex5 od firmy Xilinx. Před implementací byla nastudována odpovídající literatura [30].
Pro realizaci platformy bylo vytvořeno verifikační prostředí pro běh náhodně řízených au-
tomatických testů. Díky rozsáhlým testům byla implementace odladěna do takové míry, že
ani při nasazení platformy v reálném zařízení [31] monitorujícím síťovém toky na 10 Gb/s
síti na Masarykově univerzitě nebyla v platformě nalezena žádná chyba. Pro hardwarovou
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realizaci platformy byly pomocí syntézního nástroje zjištěny nároky na zdroje v FPGA a
maximální frekvence. Výsledky byly uvedeny jak pro jednotlivé komponenty systému, tak
pro celou platformu na různých cílových propustnostech. Zjištěné hodnoty pro FPGA na
kartě COMBOv2 potvrdily možnost nasazení aplikace stavového zpracování na multigiga-
bitových sítích.
Platforma byla navržena pro zpracování síťového provozu na rychlosti 20 Gb/s s mož-
ností snadného rozšíření i pro vyšší propustnosti. Pro dosažení rychlostí přes 40 Gb/s exis-
tují různé možnosti zlepšení. Je možné ještě více zdokonalit jádro správy kontextů, zvýšit
maximální propustnost a frekvenci platformy. Výzkum dalších efektivních metod správy
paměti by mohl pomoci k nižšímu počtu kolizí a zlepšit využití paměti. Díky nezávislosti
implementačního jazyka VHDL na cílové technologii je možné provést portaci systému na
jiné karty založené na platformě FPGA nebo i jiné technologie (např. ASIC), které by byly
schopné poskytnout ještě vyšší výkon.
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Příloha A
Paměťové médium
K diplomové práci je přiloženo paměťové médium (CD) obsahující elektronickou verzi tech-
nické zprávy včetně jejích zdrojových textů v sázecím systému LATEX, zdrojové soubory
vyvinuté platformy pro zpracování síťových toků, její verifikační model a programovou do-
kumentaci.
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