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BOUNDARY PROFILE REPRESENTATION FOR OBJECTS AND THEIR
SURROUNDINGS IN OUTDOOR VIDEOS

JOSHUA CANDAMO

ABSTRACT

A novel approach to represent the profile of objects using Gaussian models is presented.
The profile is a representation of the object and its surrounding regions. The object
profile can be viewed as a comprehensive feature of that object and its surrounding
regions. Different algorithms to estimate the profile are described. Geometric descriptors
of the model are also proposed. The profile model is empirically shown to be effective
and easily applicable to certain object recognition and segmentation tasks. Application
experiments include modeling thin and thick objects as straight-lines, curves, and blobs
using different primitives such as gray-level intensities, RGB, and HSV color. The
datasets used for empirical validation are quite challenging. Datasets include images and
videos corresponding to outdoor video, most of them with moving cameras. Some of the
typical problems faced with the used datasets are: digital scaling, compression artifacts,
camera jitter, weather effects, and cluttered backgrounds. We demonstrate the potential of
leveraging the context of objects of interest as a part of an online detection process.
Sample applications including detection of wires, sea horizon, street, and vehicles in
outdoor videos are considered.

vi

CHAPTER 1
INTRODUCTION

Most detection techniques use simple models of object structures that do not consider
their surrounding regions. For example, edges are often computed to represent object
boundaries. By definition, edges originate from the brightness transition of one region to
another. In this context, brightness is the observed primitive and the edge surrounding
regions have a strong structural primitive dependence. Hence, it is only logical to try to
represent edges not only using the observed primitive (brightness transition and location),
but also based on the spatial relationship of the primitive across all regions. In fact,
perceptual psychologists have shown that human identification can be driven by context
[1]. Therefore, in an analogue way computer vision applications can use context to drive
the detection process. In the case of edges for example, Gaussian models can be used to
represent the edge together with its surrounding regions. This opens exciting new
possibilities to represent objects in general, and to enhance traditional detection
approaches leveraging online knowledge of the objects of interest.
For more than five decades, the computer vision community has dedicated much effort to
the problem of object detection and tracking [2][3]. In image processing and computer
vision applications, object detection refers to the problem of finding instances of a given
class of objects in images or videos. Tracking establishes the spatio-temporal relationship
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between the objects and the scene. There are many vision-based applications that rely on
object detection and tracking, among them: automated surveillance, traffic monitoring,
and vehicle navigation. In these applications, many difficulties arise. Often,
distinguishing foreground objects from the background is difficult. Especially difficult is
dealing with poorly specified targets, which are not salient nor predicted by their context.
There are many other circumstances that complicate object detection and tracking,
including lighting conditions, motion complexity, object appearance, occlusions, and
sensor artifacts. Additionally, outdoor videos typically represent a harder challenge for
vision-based systems than indoor videos, due to greater variations of lighting, scene, and
weather conditions. Furthermore, some of these problems might be strongly connected to
the application domain; for example, specific problems of automated surveillance are
tracking across large-scale distributed camera systems [4], using highly congested areas
with crowds of people [5], and using mobile platforms [6]. In general, methods for object
detection are computationally expensive, but there are many methods such as Pfinder [7]
and W4 [8], which are specifically designed to extract targets in real-time. In broad terms,
object detection can be motion-based [9], or based in a particular descriptor suitable for a
specific application.
Motion detection is often used to segment moving objects from the rest of the scene.
Knowledge about the object motion typically assists in both object and behavior
recognition processes. Most motion detection systems rely on 2D data for motion
processing. However, advances in image sensors and the evolution of digital computation
is leading to creation of new sophisticated methods for capturing, processing, and
analyzing 3D data from dynamic scenes [10]. In general motion-based detection can be
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grouped into three groups: background subtraction, temporal differencing [11], and
optical-flow techniques [12]. The first group, background subtraction, compares an image
with an estimate of the image as if it contained no objects of interest. It extracts
foreground objects from regions where there is significant difference between the
observed and the estimated image. Common algorithms include methods by Heikkila and
Olli [13], Stauffer and Grimson (Adaptive Mixture of Gaussians) [14], Halevy [15],
Cutler [16], and Toyama (WALLFLOWER) [17].
The second group of motion-based detection is temporal differencing. In temporal
differencing, video frames are separated by a constant time and compared to find regions
that have changed. Unlike background subtraction, temporal differencing is based on
local events with respect of time, and does not use a model of the background to separate
motion. However, an image stabilization algorithm is required when there is significant
movement of the camera [18].
The last group of motion-based detection techniques is optical flow. Optical flow is a
vector-based approach that estimates motion in video by matching points on objects over
multiple frames. Popular techniques to compute optical flow include methods by Black
and Anandan [19], Horn and Schunck [20], Lucas and Kanade [21], and Szeliski and
Couglan [22].
In general, motionless feature-based detection finds the best match between comparisons
of these features (properties) with a-priori statistics about the objects of interest. There
are four common visual image features: object appearance, color, edges, and texture. The
process of detecting objects based on a prior model of its appearance is commonly known
as template matching. In template matching an image is scanned for the region which
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best correlates to the template, with respect to a particular measure. Most template
matching algorithms are conceptually very similar, but many techniques have been
proposed to streamline the detection process. Popular matching techniques include
coarse-to-fine matching [23], hierarchical search [24], low order polynomial
approximation [25], and normalized cross-correlation [26]. Template matching typically
has problems dealing with variations of object size, orientation, and lighting conditions,
since it is hard to create a model that is invariant or adaptable to these conditions.
The second typical visual feature in computer vision applications is color. Color is a
phenomenon associated with the spectral properties of light. The most common color
representation in image processing is the RGB (Red-Green-Blue) color space. Other
representations include gray-scale, HSL (Hue-Saturation-Luminance), HSV (HueSaturation-Value), Ohta’s coordinates [27], and Uniform color spaces (i.e. L*U*V and
L*A*B) as defined by the International Lighting Commission (CIE). The selection of a
pertinent color space depends directly on the problem at hand, since there is no optimal
choice among all color spaces. However, in particular applications a color transformation
could be more suitable than one of the standard (commonly used) color spaces. For
instance, in [28] a color transformation is proposed to detect vehicles in traffic scenes. In
this application, the transformation allows better vehicle discrimination than the RGB
color space. Although color is readily available from vision sensors, it is often sensitive to
illumination fluctuations and external conditions like luminance and lighting
chromaticity.
The third commonly used visual feature is edges. Edges represent brightness
discontinuities in digital images. In other words, edges are image locations where there is
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a sharp brightness transition from one region to another. Edge detection is the process
that locates these discontinuities or transitions. Representing images using edges greatly
reduces the data to be further processed, while conserving important information about
the objects in the original scene. Consequently, edge detection is widely used in computer
vision, and is commonly the starting point of many algorithms that use the edges as their
main primitive or feature. Commonly used edge detectors include methods proposed by
Bergholm [29], Black (anisotropic edge detector) [30], Canny [31], Heitger [32],
Rothwell [33], Sarkar and Boyer [34], Smith and Bradley (SUSAN) [35], and Sobel [36].
The Canny edge detector is widely considered the standard method of edge detection and
has been identified to consistently offer one of best edge detector performances with
respect of pixel-based ground truth metrics with non-synthetic images [37]. Also, it has
been found in [38] that for only particular conditions, a few approaches offer any general
improvements over Canny. Edge detection popularity mainly comes from the edge map’s
low sensitivity to illumination changes compared to color-based features.
The last commonly used visual feature is texture. There is a rich computer vision
literature in texture analysis [39][40][41]. Although the term texture is widely known, it
is difficult to find a formal definition for it. Informally, textures are measures of the
intensity variation of a surface, which describe the luminosity fluctuations on it.
Compared to color, texture requires additional processing steps to generate the
descriptors. Among texture descriptors commonly used in computer vision applications
are first order intensity statistics (such as mean, variance, and histograms), second order
statistics such as gray-level co-occurrence matrices (GLCM) [42], wavelets [43], and
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steerable pyramids [44]. Similar to edge features, the texture features are less sensitive to
illumination changes compared to color.
The notion of studying objects based on their contours is not new [45]. However,
traditional vision-based techniques that study object boundaries or edges typically leave
aside contextual information. Therefore, leveraging context to improve object detection
performance is starting to motivate new directions of research [46]. In this dissertation, a
robust Gaussian-based model is proposed to approximate the profile of an object. An
object profile is a representation of the object and its surroundings. The proposed model
can be represented using any primitive of interest (such as different color spaces or
textures), and is empirically validated in several vision-based object detection
applications. Detection of both thin and thick objects is considered. Thin object detection
applications include detection of wires and the horizon on the sea. Thick object detection
includes applications to find streets and vehicles. Experimental data consists of outdoor
videos, mostly collected using moving cameras. In all application domains, robust
detection capability is shown. Results show improvement over other previously published
alternatives, which do not leverage the object’s context in the detection process.
This dissertation is organized as follows. Chapter 1 includes introductory information on
the topics of object representation and object detection using image processing. Chapter 2
covers theoretical background including prior related work on line modeling, and basic
information about Gaussian models and Bayesian analysis. Chapter 3 describes a new
representation for objects using Gaussian models. The new representation includes
information about the object and its surrounding regions. Chapter 3 also describes
algorithms to estimate the Gaussian model, and descriptors that can be used to represent
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the model in a compact manner. Chapter 4 incorporates the new object representation into
a general framework to be used in object detection algorithms. Chapter 5 gives sample
applications of the object detection framework. Chapter 6 describes the dataset used in
those applications, as well as the experimental results. Chapter 7 summarizes this work,
and suggests potential directions for future researchers.
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CHAPTER 2
THEORETICAL BACKGROUND
2.1

Profile Modeling for Lines

Picture elements, commonly known as pixels, are the basic unit of measure in digital
images. In an image, the profile of a line is given by a cross-section pixel analysis along
the entire line. In other words, the profile is given by a set of pixels corresponding to the
line, and also the pixels corresponding to both sides of the line. One could characterize
profile computation as merely a segmentation problem with three regions, i.e. one region
for the line and two other regions on each side of the line. Each of these regions will have
small or large variations of certain tone primitives [39]. The main idea behind this work
is to use characteristics of these primitives as texture descriptors for the line and it
surrounding regions.
In computer vision, much work has been dedicated to curvilinear structure extraction. In
broad terms, researchers have focused on local perceptual grouping methods [47],
considering a line as a region bounded by two parallel edges [48], or detection based on
differential geometrical properties of ridges and valleys in the image [49]. A different
approach proposed by Steger [50] is to use an explicit line profile model, which also
allows extraction of the line width with sub-pixel accuracy. Steger’s profile study is
motivated by the idea of encapsulating a line by analyzing its delimiting edges. For
example, in satellite images roads appear generally in the image as thin lines, which can
be thought as bright thin areas delimited by the road boundaries with their surroundings.
8

In satellite images, as well as in many other applications, it is convenient to express lines
as a function of their surroundings.
Line profiles [50][51] have been previously used effectively for thin line detection
purposes. In general, line detection methods consider cross-sections of lines to be barshaped. Under this assumption an ideal line of width 2w and gray-level difference h can
be described by the profile model shown in Figure 1-a:
h,
f p ( z) = 
0,

| z |≤ w
.
| z |> w

(1)

But a “flat” profile, such as in ( 1 ), could be overly simple in practice. Consequently,
Steger [50] proposes the use of a more realistic “rounded” parabolic profile, as shown in
Figure 1-b, which he uses to derive the desired properties for a line detection algorithm.
The parabolic profile is described by:
h(1 − ( z / w) 2 , | z |≤ w  .
f p ( z) = 

| z |> w
0,

(2)

However, often it is convenient to use a simpler asymmetrical bar-shaped model, as
shown in Figure 1-c:
0,

f p ( z ) = h,
a ,


z < − w

| z |≤ w  .
z > w 
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(3)

f p (z)

f p (z)

f p (z)

h

h

h

a

-w

0

w

z

-w

0

w

z

-w

(b)

(a)

0

z

w

(c)

Figure 1. Line profile models. (a) Bar-shaped, (b) parabolic, and (c) asymmetric bar.

All profile models shown in Figure 1 are simple approximations of the true line profile.
In this dissertation, a more robust Gaussian-based profile model is proposed. This novel
model can be used to approximate the profile (using any primitive of interest such as
color or texture) of a line and used as a discriminating measure for different types of
linear patterns. Later, the model is generalized to also describe thick objects, and several
applications for the model will be explored. The results from applications explored in this
work, will show how object detection can be driven or aided by leveraging knowledge
about the object’s context.

2.2

Gaussian Models

Let z1,…,zN be a sequence of mutually independent random variables with finite
expectation in a probability space. This sequence is said to satisfy the strong law of large
numbers if:
1
N

N

∑ (z

a .s .

i

− E [z i ]) → 0

i =1

(4)

where E denotes expectation, and a.s. stands for convergence almost surely. If the random
variables are identically distributed with expectation µ we can write:
10

1
N

N

∑z

a .s .

i

→µ .

(5)

i =1

It can easily be determined if the law of large numbers could apply to a particular
computer vision problem. For this purpose, we use Kolmogorov’s strong law of large
numbers. Kolmogorov states conditions for which the law of large numbers applies to
particular random variables. The conditions are: 1) the random variables are identically
distributed with finite variance, or 2) for any N the variance of zN is finite and:
∞

∑

N =1

Var [zi ]
< ∞.
N2

(6)

In simple terms if the law of large numbers applies, as the number of observations of a
variable increases, the mean of the observations tends to cluster around the mean. This is
the reason why Gaussian distributions are commonly used in computer vision, because it
provides a simple and convenient representation for complex problems.
Gaussian mixture models [52] are commonly used in computer vision, and they have
proven particularly effective in image segmentation [53] and background modeling
[14][54][55]. A random variable z has a finite Gaussian mixture distribution when its
probability density function can be written as a finite weighted sum of K known Gaussian
densities:
K

p K ( z ) = ∑ ωi p ( z | i )

(7)

i =1

where p(z|i) denotes the Gaussian N(µi,∑i). With the weight constraint:
K

∑ω

i

= 1, ωi ≥ 0 .

(8)

i =1

If assuming mutual independence of the random variables is not desired, Chebyshev’s
theorem can be used instead. Typically, the bounds determined using Chebyshev’s
11

theorem are coarse, and in practice independent assumption typically offers an effective
framework to work with. Similarly to strong law of large numbers, the theorem states that
in any probability distribution no more than 1/b2 samples are more than b standard
deviations from the mean. Formally, if z is a random variable with expected value µ and
with finite expectation in a probability space; then, for any real number b > 0:
Probabilit y (| z − µ |≥ bσ ) ≤

1
b2

.

(9)

In this work, pixels corresponding to a visual scene are modeled as independent and
identically distributed random variables. However, the independence constraint is
potentially a good candidate to be considered by future researchers to improve the
presented results.

2.3

Bayesian Analysis

Bayesian analysis is a technique that studies how to change existing beliefs based on new
found evidence. This technique exploits the well known Bayes rule:
P(s | c) =

P (c | s ) P ( s )
P (c )

( 10 )

where c and s are two random variables. Equation ( 10 ) can be viewed as changing the
belief about hypothesis s in the light of the new evidence c. In this work, the Bayes
classifier is used in the street detection application. Bayes classifiers have been
previously shown to be an effective classification tool for street detection using
unmanned aerial vehicles (UAV) images [92]. We demonstrate how a recurring Bayes
approach, which exploits knowledge about the object’s context over time, is shown to be
a more accurate alternative.
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CHAPTER 3
NEW PROFILE REPRESENTATION FOR OBJECTS USING GAUSSIANS

We begin by using an example to illustrate the motivation to use Gaussians as the
backbone representation of a new object model. Consider the side of the street median
shown in Figure 2 to be our object of interest. We define the problem at hand as to model
the pixel intensities of the line corresponding to the side of street median.

(a)

(c)

(b)
Figure 2. Sample street surveillance scene. (a) RGB color and (b) gray-scale scene. (c)
Defined line corresponding to the side of the street median.
13

To the naked eye, the street median looks roughly like a simple black line. However, the
scatter plot of the gray-level intensities along the line depicted in Figure 3-a, shows how
at the pixel level the line doesn’t look quite like a simple black line. To clarify, we can
look at the histogram of all the intensity values as shown in Figure 3-b. It is clear that the
mean value vaguely describes the data. In fact by only representing the data using its
mean intensity, the intensity error is over 40 units in the average. Next, we discuss how
Gaussian models can offer better approximations to this sample problem than a constant
function.

Figure 3. Histogram of the gray-level intensities for pixels marked in Figure 2-b.
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The gray-level intensities of the street median can be modeled using a univariate
Gaussian distribution, with mean µ and standard deviation σ. The probability density
function p(z) for the Gaussian distributions is:
p( z ) =

 ( z − µ )2  .
1
exp −

2σ 2 
σ 2π


( 11 )

The univariate Gaussian is obviously a better approximation to represent the pixel values
of the street median than its average value alone. When we have more than one variable
to consider, such as when using color spaces instead of gray intensities, a multivariate
Gaussian can be used instead. The multivariate probability density function is given by:
p( z ) =

1
(2π ) d / 2 Σ

1/ 2


 1
exp− ( z − µ )T Σ −1 ( z − µ )

 2

( 12 )

where d represents the dimension of the random variable, µ is a dx1 vector, and ∑ is a
symmetric, non-singular, positive definite dxd covariance matrix. Using (12) the street
median can be modeled using the three- dimensional color space HSV. Figure 4-b shows
the 3D plot of the probability density function of the saturation (S) and value (V)
components of the HSV color model for the street median. In the next section, we discuss
how multiple Gaussians can be combined to create a robust model to describe objects and
its surroundings.

15

(a)

(b)
Figure 4. Gaussian probability densities. (a) Univariate and (b) multivariate Gaussian
probability densities for the gray-level and Saturation-Value components of the HSV
color model, for pixels marked in Figure 2-c.
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3.1

Representing Object Profiles Using Gaussian Models

In computer vision applications, an object in a digital image is typically described using
only pixels (all or a subset) believed to correspond to that object. However, this
representation leaves aside all contextual information pertaining to the object.
Alternatively, an object can be also represented including information from its
surroundings. For example, one could describe the vehicle shown in Figure 5 as merely
“a vehicle” or alternatively as a “vehicle in the street.” In general, a more complete
representation of objects includes three components: 1) pixels that correspond to the
object, 2) pixels that correspond to its boundary, and 3) pixels that correspond to
surrounding areas. We refer to this more complete representation as the profile of the
object.

Figure 5. Surveillance camera view of a bus station.

Now, we formally describe the profile representation of digital objects. First, we define
profiles for thin curvilinear structures. Later, profiles for thick object of unknown shape
are considered. For simplicity, from now on thin curvilinear structures are referred to as
17

lines. There are many mathematical models that can be used to represent lines; among
them are straight lines, polynomials, and splines [56]. After a representation model is
selected pixel regions corresponding to the line and its surrounding regions can be
determined. The profile of a line of width w=|w2-w1| is described by three probability
density functions, one corresponding to the line and two others for each side of the line:
 p1 ( x | z ),

f p ( x) =  p 2 ( x | z ),
 p ( x | z ),
 3

w1 ≤ z ≤ w 2 

z > w2


z < w1


( 13 )

where z denotes pixels, x the primitive of interest, and p(x|z) the univariate or
multivariate probability density function corresponding to that primitive.
Next, consider the profile of a thick object of unknown shape. Let the digital object
composed by Z=z1,…,zn pixels and approximated by three functions O(Z), B(Z), and S
(Z), representing the regions corresponding to the object and surroundings respectively.
The profile of the object is given by:
 p o ( x | O ( Z )) 


f p ( x) =  p B ( x | B( Z )) .
 p ( x | S ( Z )) 

 S

( 14 )

In each region (object or surroundings), if all pixels originate from one particular surface
under certain lighting conditions, a single Gaussian would be sufficient to model a line
for a given primitive while accounting for noise. For clarity, in this context a surface
refers to textured physical areas that form the object in the real world. In practice, a
region can often consist of multiple surfaces under different lighting conditions. In this
case, a better representation is to use a mixture of Gaussians to model each region:
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 p oK o ( x | O ( Z )) 


f p ( x) =  p BK B ( x | B ( Z )) 

 KS
 p S ( x | S ( Z )) 

( 15 )

where K≥0 represents the number of Gaussians in the mixture. Now that the model to
represent the object has been defined, the algorithm to be used to estimate that model
needs to be described. In the next section, different approaches to estimate the object’s
profile are described.

3.2

Profile Estimation Algorithms

One of the algorithms often used for Gaussian mixture modeling is the expectationmaximization (EM) algorithm. EM is a well-known statistical tool used to solve
maximum likelihood problems [57]. The EM algorithm estimates the unknown
parameters of a mixture, but requires a parameter initialization near the solution, and the
number of mixtures to be known-priori. In this section different simpler approaches are
discussed, including a parameterized geometrical approach useful when the object
thickness (or shape) is known a-priori, and a k-means iterative approximation for when
the object thickness is not known.

3.2.1

Object Thickness Known a-Priori

Consider the problem of representing thin objects with different line models. Assuming
the object thickness is known, a separation parameter h is defined to guarantee the
surrounding regions on each side of the object will lie on the background, and not on top
of the original object. Depending on the line model, the profile of the solid line is
described by the two dashed lines as depicted in Figure 6-a,b,c for straight line, curves,
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and piecewise polynomial splines respectively. It is important to mention that the lines
representing the object of interest are likely imperfect. Therefore, noise due to fitting
errors can be reduced by using multiple lines as shown in Figure 6-d, and ultimately
produce more accurate estimates for each profile’s region. Using multiple-line models
minimizes noise caused by a less than perfect fit. Later, an iterative process is described
to build the profile using all available pixels for each region, instead of using only a
portion of available pixels. Maximizing the number of available pixels increases the
robustness of the representation, reducing sensitivity to fitting noise and background
complexity.

Profile Above

Profile Above

Line

h

Line

h

Profile Below

Profile Below

(a)

(b)
Line

Profile Above
Profile Above

Line
h

Profile Below

Profile Below

(c)

(d)

Figure 6. Profile representations. (a,b,c) Single line profile representation for straight
lines, curves, and splines respectively. (d) A multiple line profile can be used to reduce
effect of fitting error noise.

Next, consider the problem of representing thick objects of known thickness. A popular
representation for thick objects in image processing applications is binary large objects
(blobs). There are many applications in which blobs and contour representations are
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suitable for tracking complex non-rigid shapes [58]. Alternatively to a traditional blob
representation, an object can be represented using the blob as well as its surrounding
regions. Take for instance the vehicle in Figure 7-a originally from Figure 5. The pixels
corresponding to the vehicle’s surrounding regions can by determined using a
morphological dilation and subtraction operation from the original blob as depicted in
Figure 7-c,d,e. The width of the produced boundary can be controlled by manipulating
the dilation’s structuring element. Once this boundary has been determined, the pixels
within this region are used for further processing, based on their primitives of interest
(e.g. pixel intensity, color, etc). For example, the surrounding region for the vehicle
shown in Figure 7 is not homogeneous. In this case, using a single Gaussian to
approximate the entire surrounding regions might not be appropriate. Alternatively, a
Gaussian mixture can be used. The difficulty of using a mixture representation relies in
how many Gaussians to use in the mixture, and how to define the mixture’s weights. Both
of these difficulties are application-dependant, and are typically addressed using training
data. For illustration purposes, Figure 8 shows a 3D scatter plot of all RGB pixel values
corresponding to the vehicle’s surrounding regions, including centroids (shown as
crosses) computed with k-means [59] with k=3. In this example, three Gaussians could be
appropriate, since there are three visually different clusters, corresponding to the vehicle’s
shadow, the street, and sidewalk.
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(c)
(a)

(d)

(b)
(e)
Figure 7. Sample of profile computation for the vehicle shown in Figure 5. (a) Vehicle.
(b) Vehicle and surrounding regions. (c) Vehicle’s blob. (d) Dilated blob. (e) Subtract (c)
from (d).
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Figure 8. All pixels from the regions surrounding the vehicle. Scatter plot of the RGB
pixels corresponding the street, sidewalk, and vehicle’s shadow. Crosses shown represent
the three cluster’s centroids computed using k-means (k=3).
3.2.2

Unknown Object Thickness

In this section, we propose an online k-means algorithm capable of providing robust
profile estimates using Gaussians. Online k-means has been previously suggested as an
effective alternative to EM [14]. Compared to EM, an online k-means approximation is
simpler and less computationally expensive. There are three main advantages of the
proposed algorithm compared to the simpler techniques described in the previous section.
First, it does not require the width of the object to be known a-priori. Second, it produces
robust region estimates by using all available pixels from the object and surrounding
regions. And third, it provides an estimate of the object’s width.
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The problem of estimating the profile of thin object is used as an example to describe the
algorithm. Let thin image objects be approximated through edges produced by Canny
edge detector [31]. These edges are then modeled as curves using polynomials:
y = (a0 + t ) + a1 x + ... + a n x n

( 16 )

where a1,…,a n , x, and a0+t are the polynomial’s coefficients, variable, and constant
respectively. Thin objects will typically have two responses produced by Canny edge
detector. For the same object, it is desired that the profile estimation algorithm produce
the same results when starting at either edge. Therefore, we force the computed profile to
be symmetrical. Symmetry is enforced by computing each region surrounding the object
with the same number of iterations. By shifting the position of the polynomial by one
pixel at a time (i.e. t=0, -1, 1, -2, 2,…) in ( 16 ), we compute the Gaussian distribution
parameters for the object and surrounding regions given a particular primitive of interest
(in this work we have experimented with gray level intensities and color primitives;
however, other primitives such as motion and textures can be used). For each iteration, a
distance metric is used for matching purposes using a threshold Td. In our sample
applications, we use a normalized Euclidean distance [60] with a Td=0.2 threshold.
However, other distance metrics could also be used depending on the application (e.g.
Mahalanobis, Manhattan, etc). The profile estimation stops once all Gaussians have been
fully computed. The detailed algorithm flowchart is shown in Figure 9.
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Figure 9. Profile estimation algorithm flowchart.

In this section we described two profile estimation algorithms. The first method was a
parameterized approach, only useful when the object thickness is known a-priori. The
second method was a k-means iterative approximation, which can be used when the
object thickness is not known. In the following section, we consider compact ways to
describe the estimated profiles. Different profile descriptors are defined, each offering an
alternative and more compact representation, compared to using the mean and the
variance of the profile’s Gaussian probability density functions.
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3.3

Profile Descriptors

Object profile models open new possibilities to define compact profile descriptions for
the object of interest, which considers information from the object as well as its
surrounding regions. In this section, different descriptors for the Gaussian-based object’s
profile are presented. There are many applications for which an object can be completely
defined, only by using information about the object as well as its surrounding regions.
For instance, power lines can be described as approximately straight thin lines (i.e. the
wire) surrounded by an approximately homogeneous background (e.g. the sky and
clouds, building, tree, etc). If we only describe a power line as a straight thin line, many
similar visual patterns such as buildings textures and rooftops would fit this description.
By adding information about the object’s profile, we can significantly reduce ambiguity.
In Chapter 5, we will describe a wire detection application for urban scenes built around
this concept. The wire detection algorithm analyses the profile of potential wires (straight
lines), and discriminates them from other similar visual patterns. The discrimination
criterion is based on the knowledge that most wires have approximately symmetrical
profiles. This criterion, considers the relationship between the surrounding regions, and
doesn’t involve their relationship with the object. Alternatively, profile descriptors can be
defined in terms of both the object of interests and their surrounding regions.
Next, we define three profile descriptors of the Gaussian-based profile model previously
described in Chapter 3. For clarity, descriptors are defined for RGB color primitives;
however, similar representations for other primitives can be defined. Let the color mean
of each ith Gaussian corresponding to the profile, to be given by a triplet (ri, gi, bi). The
first two features are 1D and 2D geometrical descriptors given by the centroid of the
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means and the variance of the means respectively. The third feature is a 3D geometric
representation of the profile as depicted in Figure 10. This feature is based on the volume
of the formed irregular prism, which is constructed using the profile region’s mean µi,
extended by the si variances. The profile spread in pixels is given by the cubic root of the
volume of the irregular prism shown in Figure 10.
s2
µ2 (r2, g2, b2)
s1
µ1 (r1, g1, b1)

s3
µ3 (r3, g3, b3)

Figure 10. 3D profile descriptor. The descriptor is computed using the means µi and the
variances si for each ith Gaussian conforming the object’s profile.

In this section we described different descriptors that can be used to represent an object’s
profile, based on the Gaussian-based profile model described previously in Chapter 3. We
mention three descriptors including the mean of the means, the variance of the means,
and a 3D geometrical representation of the means and the variances of the Gaussians.
When using multi-dimensional primitives such as color, compact profile descriptors can
offer viable alternatives to three multivariate Gaussians or mixture of Gaussians.
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CHAPTER 4
GENERAL FRAMEWORK FOR OBJECT DETECTION ALGORITHMS

In many applications, existing object detection methods using image processing can be
improved by leveraging the context of the objects of interest. The general framework for
object detection is shown in Figure 11, including the presented profile estimation
technique described in this work. In rough terms, a boundary-based feature map is
created using the original image (e.g. edge map, normal flow, etc). Often, a preprocessing technique is applied to reduce the amount of data to be further processed. A
pattern matching technique is used to initially detect the objects of interest. For each of
these initially detected objects, the object profile is estimated and used to increase the
reliability of the pattern matching algorithm. Last, a post-processing method is
incorporated if needed, in order to reduce the number of false positives and leading to a
final set of detected objects of interest. In this chapter, sample image processing
applications are explored to study the viability of using the context-driven object
detection technique described here. For each application, the object profile is used to
increase the reliability and performance of the corresponding detection algorithm.
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Figure 11. General framework flowchart for robust object detection leveraging the
object’s context.

4.1

Boundary-Based Feature Map

Our goal is to create a robust feature map, which maximizes the number of pixels that
belong to the pattern of interest, while minimizing the number of pixels to be processed.
One of the most popular image processing techniques to compute boundaries is edge
detection. Representing images using edges greatly reduces the data to be further
processed, while conserving important information about the objects of interest. Since the
premise “most interesting pixels are edges, but most edges are not interesting pixels” is
consistent with the goal at hand. Edge detection was chosen in some sample applications
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that will be described later in this paper. However, there are other ways to compute object
boundaries using pattern recognition techniques such as clustering [61], watershed
transformation [62], and morphological operations as exemplified earlier in Figure 7.

4.2

Pre-Processing

The accuracy of the detection process typically depends on the robustness of the feature
map. Therefore, the initial feature map is often pre-processed in order to reduce the
amount of data to be processed, as well as discard patterns that do not match some
necessary characteristics of the patterns of interest. Common pre-processing techniques
used for binary images include size filters and morphological operations. The
effectiveness of pre-processing is application-dependant, and often specific filters can be
created for given applications to create very effective pre-processing techniques. For
example, if looking for straight lines starting with an edge map, an eccentricity filter can
be used to discard non-linear shaped edges. For simplicity, the portion of the feature map
that endures pre-processing will be referred to as feature map.

4.3

Pattern Matching and Profile Estimation

At this point, it is safe to assume that all patterns of interest will meet the basic
characteristics enforced by the feature selection and the pre-processing technique. At this
point a pattern matching technique is used to search for patterns of interest among those
possible candidates from the feature map. Pattern fitting methods such as Hough
Transform [63], and clustering techniques [64] are popular strategies used for pattern
matching purposes. Clustering algorithms partition data into a certain number of clusters

30

(i.e. classes, groups, or subsets), based on the data’s internal homogeneity and the
external separation. Pattern fitting algorithms measure the accuracy of fitting data into
given models. In the sample applications presented in this work, both pattern fitting and
clustering algorithms are used for pattern matching purposes. In the wire and sea horizon
detection applications a pattern fitting method based on the principle of good
continuation [65] is used. A K-nearest neighbor clustering algorithm is used in the sample
street detection application.

4.4

Post-Processing

In object detection algorithms, post-processing methods are often used. Proper postprocessing helps reduce the amounts of false alarms, and can also improve the
performance robustness of the algorithm. Post-processing methods are typically problemdependant. Each sample application presented in this work uses a different postprocessing algorithm suited for the particular application it corresponds to. In fact, two of
the sample applications corresponding to wire and sea horizon detection, only differ in
their post-processing step.
This chapter described a basis for a framework applicable to object detection algorithms
in general. The framework uses information about the object of interest as well as its
surroundings, to aid in the detection process. The information about the object’s
surroundings is given by the profile model described in Chapter 3. The general detecting
framework starts by considering boundary-based features maps. Depending on the
application, a pre-processing strategy is to be selected. Next, a pattern matching method
is used to search for potential objects of interest among the pre-processed set of
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boundaries. For each of the potential objects of interest, a Gaussian-based profile model
is computed. The information about the profile is used to refine the pattern matching
process, and further refine the detected objects of interest through a selected postprocessing technique. In the next chapter, sample applications of this model are
presented.
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CHAPTER 5
SAMPLE APPLICATIONS
5.1

Wire Detection

Algorithms for airborne automatic object detection using computer vision techniques are
abundant. In broad terms, there are spatial-based and temporal-based methods for
automatic object detection. Among the most common techniques are Gabor filters [66],
morphological filters [67], pattern matching [68], dynamic programming [69], and
maximum likelihood [70]. In general, previous work in automatic object detection has
focused on detection of thick targets. For this application, the focus is detection of thin
wires, which potentially represent harder objects to discern by human pilots or automated
systems. In urban settings, often buildings’ textures and rooftops are hard to differentiate
from wires and power lines (Figure 12).

(a)

(b)

Figure 12. (a-b) Typical urban scenes with building edges that appear similar to wires
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Researchers are showing increasing interest towards reliable methods for wire detection.
In [71], a wire detection algorithm capable of dealing with highly cluttered backgrounds
in low-altitude urban videos is proposed. In general, other previous published wire
detection algorithms work well when the background is fairly simple or uniform; for
example, in [72], a line detection algorithm combined with a Hough transform [63] is
sufficient to detect wires in the path of rotorcraft vehicles using still images. However,
still image processing using Hough transform has been shown in [71] to be unsuitable to
cope with heavily cluttered urban scenes. Most of early work before [71] dealing with
cluttered backgrounds [73][74] has focused on images from high-altitude video. Lowaltitude flight places severe requirements on the algorithms to be used, due to the many
linear patterns commonly found close to the ground. A major constraint is to deal with
urban settings, where buildings, trees, and thin wires are common objects in the flight
path of the aircraft.
A novel wire detection algorithm for unmanned aerial vehicles (UAV) is presented in this
chapter. The domain of interest is low-altitude urban reconnaissance, which refers to
UAV flying nearby buildings in order to survey the area. The studied domain is of
particular interest to urban search and rescue and military reconnaissance operations.
Typical reconnaissance operations include structural inspection, looking for survivors and
victims, and gather intelligence data, among many others. In this context, detection of
wires plays an important role, because thin wires are often hard to discern by teleoperators and automated systems. The wire detection algorithm presented here is based
on identification of linear patterns in images. Most existing methods that search for linear
patterns use a simple model of a line, which does not take into account the line
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surroundings. In this section, the Gaussian model representation for objects and their
surrounding regions is used to approximate the intensity profile of a line. The profile
estimation algorithm is described in Chapter 3. This profile allows effective
discrimination of wires from other visually similar linear patterns. The wire detection
algorithm is built around this concept. The algorithm is able to cope with highly cluttered
urban backgrounds, moderate rain, mist, and with no stabilization of camera.
Experimental results are encouraging and show up to 48% wire detection improvement
over previous methods, with comparable false positive rates.
The algorithm, as shown in Figure 13, uses edge detection combined with size and
eccentricity filters to create a feature map. Edge noise produced by clutter is reduced
using chain code histograms of connected components. Line fitting is performed for all
de-noised connected components. Using the equation of the fitted line, the number of
pixels in the original edge map but not in the connected component, consistent with that
equation is considered support pixels. Lines are only kept if sufficient additional support
pixels are found. And, wires are discriminated from visually similar linear patterns using
profile analysis.

Video
Frames

Edge
Detection

Connected
Component
s

Size Eccentricity
Filters

Feature
Map

Support Pixels

Final Wires

Scene
Correction

Noise
Reduction

Line
Fitting

Weight
Thresholding

Initial Wire
Estimates

Figure 13. Wire detection algorithm flowchart.
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Profile
Analysis

Parameters used in the algorithm will be mentioned in each section and are also
summarized in Table 1. There are 3 main parameters: the size, eccentricity, and profile
thresholds. Table 1 also shows the values after training. All parameters were trained
together using randomized hill climbing with the training dataset. Results are computed
on a separate test dataset. Algorithm performance is measured using a receiver operating
curve (ROC), and results will be discussed in Chapter 6. The line weight threshold is
used as the control variable for the ROC.

Table 1. Wire detection algorithm parameters.
Parameter

Value

Size Filter

2% (*)

Eccentricity Filter

0.99

Profile Filter Threshold Td

0.5

Line Weight Threshold

Used for ROC

(*) Defined as a fraction of

w 2 + h 2 with w and h being the image’s width and height

respectively.

5.1.1

Feature Map

For this application the chosen feature map consists of a reduced edge map, similar to
those used in previous wire detection algorithms [68][71]. The edge map is computed
using Canny edge detector with adaptive thresholds as described in [75] and constant
width of the Gaussian mask (σ=1). The edge map is then reduced by size and eccentricity
filters as in [71]. Small connected components (edges) are eliminated using a size filter
based on the component’s area (Size Filter in Table 1). The eccentricity [76] of the ellipse
that has the same second-moments as the connected component, is used to eliminate
edges that do not look like straight lines (Eccentricity Filter in Table 1).
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5.1.2

Pre-Processing

At this point all components are large and linear-shaped, but will often include noise
pixels produced by cluttered backgrounds as exemplified in Figure 14. These noisy edge
pixels do not correspond to the object the connected component originates from. In order
to produce an accurate first estimate fit for lines, the noise generated by cluttered
backgrounds must be minimized. 8-directional chain code histograms are used for this
purpose. The proposed use of chain code histograms for straight line pruning is a direct
consequence of previous work [77], which uses chain code histograms to identify corners
and straight line segments in object contours. The chain code [78] is a popular and well
known representation of image lines, or chains of pixels. Chain code analysis has been
used in closely related contexts to line pruning, such as general shape recognition [79],
and proved particularly effective for digital straight line segment recognition [80]. The
effectiveness of this method is empirically shown in [71], through a comparison of the
error for fitting lines using pruned and non-pruned components.

Figure 14. Sample edge noise.
Each connected component in the feature map is represented using a chain code. The
code represents a chain as a sequence of directional codes from one pixel to the adjacent
one. Directions are coded with integer values from 0 to 7, in a counterclockwise sense
starting from the direction of the positive x-axis. The chain code histogram is given by
the discrete function:
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hist (v ) =

nv
, v = 0,..., 7
n

( 17 )

where nv is the number of encoded pixels with v value in the chain, and n is the number
of total pixels encoded. Only the pixels labeled with the code with the highest count in
the histogram are considered for further processing. The relationship between those pixel
coordinates is analyzed, by fitting a straight line:
y = mx + c

( 18 )

where m is the slope and c is the intercept with the y- axis. Fitting is done through
regression. The best-fit line is the one which minimizes the squared error:

∑(y

i

− (mxi + c)) 2 .

i

5.1.3

( 19 )

Profile Analysis and Pattern Discrimination

In simple terms, the line profile is given by the intensity pixels belonging to the line and
its surrounding areas. In gray-level images, lines in general look like bright or dark thin
regions, surrounded by darker or brighter areas. For example, in Figure 15-b the dark thin
region in the middle represents the portion of the lower power line marked in Figure 15-a.
Some connected components present in the feature map will be originating from the
clutter, and some from the linear patterns of interest.
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(a)

(b)

Figure 15. (a) Original image. (b) Enlarged area corresponding to the rectangle shown in
(a). The power line shows as a dark thin region that runs from left to right. The clouds
appear as brighter areas at both sides of the line.

Profile analysis is used to discard clutter components. The profile is estimated using the
iterative algorithm described in Chapter 3 (Figure 9). The absolute difference of the mean
value on each side of the line is used to discriminate linear patterns (Profile Filter
Threshold in Table 1). Wires in urban scenes will typically have a more “symmetric
profile” than other thin lines common to this domain (e.g. rooftops). A line profile
maximum tolerance is defined in order to discard more “asymmetric profiles”. In Figure
16-a, it is obvious how the rooftop could be mistaken for a wire, even by humans.
However, it is clear how the profile analysis in Figure 16-c generated from the region in
Figure 16-b is sufficient to correctly discriminate the lines of interest (i.e. wires) from
similar linear patterns (e.g. rooftop).
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(b)

(a)
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(c)
Figure 16. (a) Rooftop that can be easily mistaken for a wire (thin bright line at the top of
the roof). (b) Enlarged view of the rectangle marked in (a). (c) A gray-level (l) Gaussian
profile model for the regions shown in (b), with G3 representing the wire and G1 and G2
the surrounding regions. The large separation of the means indicates that the regions at
both sides of the rooftop are quite different. The profile allows discrimination from wires
that typically have two surrounding similar regions.
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5.1.4

Final Pattern Selection

At this point, all wire candidates have “survived” the line discrimination process
described in the previous sections (i.e. all edges are approximately straight, large, and
with a symmetric profile). However, not all candidates will be ultimately considered as
wires. There are two remaining algorithm components: weight thresholding and scene
correction. Weight thresholding is performed in order to ensure that there are enough
pixels in the original edge map to substantiate each wire candidate. Scene correction is
used to discard lines not consistent with global line statistics. The selection of the final
wires is shown in the flowchart depicted in Figure 17.
Original Edge Map

Feature Map

y = mi x + c i + t

weight max

Wire Candidate i
Using t = -1 0 1

Support Pixels

Initial Weight (pixels)

Weight Thresholding
Sum

No

Are all Wire Candidates Done?

Next candidate
Yes
Scene Correction

Figure 17. Final wire selection. Wire candidates are kept based on the amount of support
pixels in the original edge map
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5.1.5

Weight Thresholding

As already mentioned earlier each wire candidate (edge) is approximated by a straight
line ( 18 ). Assign an initial weight to each wire candidate using the eccentricity analysis
performed in the pre-processing step (set initial weight to the length of the major axis of
the ellipse that has the same second-moments as the connected component). Using the
original edge map, the number of support pixels for the wire candidate is computed. Note
that the edge detector response, cluttered backgrounds, and sensor noise all have a role to
play in the accuracy of the edge map. In general, the Canny edge detector response may
have been produced in the original true line pixel or on one corresponding to its 8connected neighbors from the background. The support pixels are computed using
equation ( 18 ), with intercept c={c, c+1, c-1}. Adding redundant support pixels is
avoided by only adding up to one support pixel for each x. Weight thresholds are defined
per wire candidate (weight as number of pixels). Let weightmax be

w 2 + h 2 with w and h

being the image’s width and height respectively. The threshold is the fraction of weightmax
required for a candidate to be considered a true wire. This local thresholding method has
clear advantages compared to global thresholding approaches, which are prone to reject
true positive short lines. In Figure 18-a, a global threshold will most likely have
difficulties correctly detecting the short wires; because other wires are several times
longer. For completeness, Figure 18 shows detection results and demonstrates how a
weight threshold of 0.6 is able to cope with different scene complexities. The bottom
dashed line in Figure 18-c is a false positive caused by a building texture that resembles a
wire.
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5.1.6

Scene Correction

Let the set of all wire candidates that “survived” the weight thresholding be S. Scene
correction using high level image information is used to discard lines not consistent with
global line statistics. This technique is useful in applications looking for lines that
generally follow a group pattern, like power lines or barbwires. Scene correction will not
have any effects on scenes with only one or two wires. Lines consistent with global
statistics are kept:
| median{ms } − mi |≤ tan(θ )

( 20 )

where mi is the slope of the wire candidate, mS is the set of slopes corresponding to S, and
θ is the angle deviation required for a wire to be considered correctly detected. Lines that
do not satisfy ( 19 ) are discarded. The median is used to minimize the effect of outliers.
This correction is especially effective for short false positive lines that often pass their
corresponding threshold due to clutter.
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(a)

(b)

(c)

(d)

Figure 18. (a-d) Detection of power lines with significantly different scene and
background complexity, and lighting effects.
Modification of the Wire Detection Algorithm for Sea Horizon Detection
Detection of straight lines is a very interesting topic due to the wide range of applications
that can benefit from such techniques. To demonstrate the flexibility of the described wire
detection algorithm, a small modification is made for sea horizon detection. Like wires,
the horizon in the sea can also be approximated piece-wise by straight lines. Detecting
the horizon in the sea is an essential low-level operation in ship detection, flight control,
and robotic navigation [81]. Common problems faced in horizon detection applications
are: very cloudy or foggy environments, uneven horizon lines, and varying lighting
conditions. Figure 19 shows sample sea images taken from static cameras as well as
moving cameras. We present a sea horizon detection algorithm identical to the wire
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detection algorithm, except for the post-processing step. To detect wires we searched for
approximately symmetrical profiles. Alternatively, to detect the horizon we will search
for asymmetrical profiles. The post-processing step of the modified algorithm consists of
selecting the two lines with the greater weight, and choosing the one with the most
asymmetrical profile. The number of lines to be analyzed (i.e. top two lines) was
determined empirically with the training data. Performance results for sea horizon
detection are presented in Chapter 6.

(a)

(b)

(c)

(d)

Figure 19. (a,b) Sea images from a buoy, and (c,d) ships at sea in images taken from the
shore.
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5.2

Street Detection

Unmanned Aerial Vehicles (UAV) and other small robots are increasingly being used in
low-altitude urban environments as mobile reconnaissance platforms [82], especially in
areas where there is significant safety risk to humans. Moving cameras and mobile
surveillance platforms are yet to become an important player in transit surveillance of
urban scenes. With much research and commercial interest in UAV and mobile
surveillance, current solutions are not far from being usable as efficient surveillance
platforms. As aerial surveillance has gained increased interest within the research
community, authors have proposed techniques to detect low resolution vehicles [83] and
buildings [84] from aerial images. Furthermore, researchers have already started looking
at the problem of security-sensitive event detection using surveillance video from UAV
[85].
This application focuses on the domain of low-altitude UAV urban surveillance, which is
a relative new area of work typically oriented towards search and rescue and disaster
response applications. Two key components of urban surveillance with extensive
coverage over the last decade in the research literature applications are street [86] and
vehicle detection [87]. However, it is unclear as to how reliable or feasible existing video
processing methods are in highly unstructured domains, where training data is scarce and
often unreliable. For the empirical analysis presented for this application, another highly
unstructured domain is considered: “Found Videos.” Found videos is a term commonly
used within the intelligence community for those videos that are freely available for
download from the Internet. Fueled by the increasing popularity of websites for usersubmitted videos, the internet has become a vast source of untapped information for
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intelligence and security applications. Driven by the public availability of found videos,
the computer vision community is already active in areas such as found video
categorization [88] and scene retrieval [89].
The use of object boundaries and their surroundings to create a highly adaptable street
detection system is demonstrated. The system is able to cope with a great variety of scene
content and quality. The notion of studying objects based on their contours is nothing new
[90]. A common way to produce object boundaries is edge detection. Edge detection
computes regions of abrupt change in low-level image features such as brightness and
color. In general, traditional vision-based techniques that study object boundaries or
edges leave aside contextual information. But, leveraging context to improve object
detection performance is starting to motivate new directions of research [91]. In this
application we use contextual information of edges within a street in order to improve
street detection over time. The proposed method is compared to a previously published
UAV street detection algorithm [92].
First, a Bayes classifier is used to compute an initial street region. Recursive Bayesian
estimation is used to incorporate temporal information into the classifier. Edge detection
is used to identify boundaries of objects within the detected street. For each edge, the
color profile (in HSV color space) is estimated. The color profile is a representation of
the object (from which the edge originates) and its surroundings. This color profile is
used to discriminate pixels originating from street markings, vehicles, and other objects
that do not truly correspond to the street. Those pixels are excluded from the recurring
Bayesian analysis; thereby, improving the reliability of the parameters used in the street
classifier.
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Edge Detection

Video

Profile Estimation

Profile Classifier

Street Classifier

Street

Non-Street

Figure 20. Street detection algorithm flowchart.

5.2.1

Street Classifier

At the pixel level, the problem of street detection can be described as follows: given a
pixel with color c (a HSV triplet), we want to find the probability P(s|c) that the pixel
belongs to the street. Since the posterior probability P(s|c) is difficult to compute directly,
Bayes rule can be used instead. The prior distribution of a pixel belonging to the street
P(s) in an image can be computed somewhat reliably with training data. However, the
prior distribution P(c) of the color c cannot. Nevertheless, we do not need to compute
P(s|c) since we are only interested in knowing if the pixel belongs to the street or not.
This can be done by computing the likelihood ratio given by:
L( street | c) =

P (c | s ) P ( s )
P (c | n) P( n)

( 21 )

where s and n represent street and non-street respectively. P(c|s) and P(c|n) can be
approximated by the normalized distances from each pixel color in an image to the street
and the non-street respectively. The approximated likelihood function is given by:
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r r
 || c − µ || / | Σ s |  P ( s ) 


L( street | c) =  r r s
 || c − µ n || / | Σ n |  P (n) 

( 22 )

where µ and ∑ represents the color mean and covariance matrix respectively. Next, to
binarize the likelihood map a local threshold proposed in [93][94] is used. The threshold
is based on the local likelihood’s mean m and standard deviation d:
T = m − d / 2.

( 23 )

Once the likelihood map has been binarized, connected component analysis is used to
remove noise, and a 2-pass hole filling is used to eliminate gaps in the street. However, if
the difference between the filled and unfilled street is bigger than a proportion factor of
the total image, filling is skipped in order to avoid merging unrelated regions.

5.2.2

Improving Street Detection Using Video

Sensitivity of Bayesian analysis to changes in prior distributions has been studied [95] by
analyzing the difference between posterior means for different priors. Studies have shown
that it is difficult to deal with little or erroneous information available to construct the
priors. Thus, there is great motivation behind finding reliable priors. Only when the priors
chosen are close enough to the “true prior,” is the Bayes decision function best among all
other estimators [96]. In a street detection problem the prior P(s) can greatly vary
depending on the content of the video. However, in general the street view in an image
will not change significantly from frame to frame. Consequently, the temporal
consistency in the street view can be exploited by updating the street distribution
parameters in time, i.e. the likelihood classifier is improved by integrating new frames
into the parameter estimation. Let regions labeled street over t frames be Gaussian
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r
distributions with mean µ i and covariance matrix ∑i, for i=1,..,t. The second moment for
the street at the ith frame is:

[ ]

rT r
E X i2 = Σ i + µ i µ i .

( 24 )

The composite street region (over t frames) is defined by the joint distribution Gs. The
composite street mean is given by:
t

r

r

µ s = ∑ wi µ i

( 25 )

i =1

where w is a weighting function (wi=1/t for i=1,…,t) for an equal-weight joint
distribution). Unlike the mean, the covariance does not combine linearly, but the second
moments about the origin do [97]. The joint second moment is:

[ ]

[ ]

( 26 )

rTr
Σ s = E X s2 − µ s µ s .

( 27 )

t

E X s2 = ∑ wi E X i2 .
i =1

Consequently, the joint covariance matrix is:

[ ]

After the street (Gs) parameters are found, we propose to use information of objects that
do not belong to the street to further improve the reliability of these parameters over time.
In the next section, we describe how color profiles of objects detected within the street
can be used to update the estimation parameters.

5.2.3

Edge Detection and Curve Fitting

From each video frame (Figure 21-a), an edge map is computed using Canny edge
detector (Figure 21-b). Canny edge detector was chosen due to its robustness under most
conditions (e.g. noise, scene complexity, etc) [38]. Edge detector reliability is a desirable
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property when dealing with possibly weak training data, such as one you would expect
from highly uncertain domains like UAV surveillance. The edge detector uses adaptive
thresholds as described in [75], and a constant width of the Gaussian mask (σ=1). A
logical operation is used to keep only edges on the detected street (Figure 21-c,d).

(a)

(b)
Figure 21. (a) Transit scene from UAV. (b) Edges.
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(c)

(d)
Figure 21: Continuation. (c) Detected binary street map. (d) A logical operation using (b)
and (c) discards all edges outside of the detected street.

In general, there is a relatively high contrast between common objects in street (e.g.
vehicles, traffic signals, etc) and their background. Thus, it is assumed that all objects
present in the street will have some corresponding edges in the reduced edge map (Figure
21-d). Often, edges originating from the street will be connected to edges originating
from other objects. For separation purposes, edges are broken into smaller segments by
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discarding all edge pixels on a squared grid from further processing, i.e. all pixels along a
grid such as the one shown in Figure 22 are discarded.

Figure 22. A separation grid is used to minimize connectedness of edges that originate
from both the street and other objects.

Edges corresponding to the street boundary are discarded. The street boundary (Figure
23-a) is computed by subtracting the binary street (Figure 21-c) from an eroded street
map. Additionally, small and linear-shaped edges are eliminated by using connected
component analysis, size and eccentricity filters. A similar technique was used in order to
keep only large linear-shaped objects in the wire detection algorithm described in this
chapter. Linear shaped edges are likely to correspond to markings commonly found on
the street.
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(a)

(b)
Figure 23. Small, linear-shaped, and delimiting street edges are discarded to generate a
first set of vehicle edge candidates. (a) Street Boundary. (b) Candidates for Non-Street
Edges.
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Each remaining edge is represented by a curve, which is described by a polynomial:

y = a 0 + a1 x + ... + a n x n

( 28 )

where a1,…,a n , x, and a0 are the polynomial’s coefficients, variable, and constant
respectively. Polynomial fitting is done through regression for degrees 1 through 5,
sequentially incrementing the degree of the polynomial while providing a sufficient error
improvement over the last fit. The fit error is computed by comparing the fit with
reference to the originating pixels. After having a representation for all edges, the color
profile is used to discard edges that most likely originated from the street.

5.2.4

Color Profile Estimation

The color profile of a line represents the color of the line and both surrounding regions
(regions on each side of the line). In the case of edges, the color profile is a representation
of the color of the object it originates from and its surroundings. For this application, we
use the profile model described in Chapter 3, with the iterative profile estimation
algorithm for objects with unknown thickness. The main difference with the wire
detection algorithm, described earlier in this chapter, is that here we use curves instead of
straight lines for the objects of interest and color instead of gray levels.
In general, the color profile of a line can be described by three regions. Each color region
is modeled by a multivariate Gaussian distribution. Each region is classified as street or
non-street based on training data. Due to the broad nature of the problem, collecting
training data for an entire visual scene containing all possible street and non-street
regions is a very hard and perhaps impractical task. On the other hand, collecting a robust
set of street and non-street pixels from traffic scenes is an easier task. In general, street
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regions in traffic scenes will consist of groups of low-saturated pixels clustered together.
So, reducing the complexity of the problem allows the use of a simple K-Nearest
Neighbors (KNN) pixel classifier. In our context, the KNN classifier classifies pixels
based on the K closest training examples in the color space. However, spatial
relationships are not used in a pixel classification strategy like this. So, pixel
classification is done within a profile’s region. A street region is defined if the majority of
pixels are classified as street pixels. And, street markings are defined as those profiles
composed of edges surrounded by street regions. In Table 2, a KNN (K=3) street pixel
classifier is shown to be relatively accurate (accuracy is the proportion of the total
number of predictions that were correct), but not enough to be used as a stand alone street
detector.

Table 2. Street profile classifier accuracy on the test data.
Features

HSV triplet

True

False

False

True

Positive

Positive

negative

Negative

2316

55

31

1043

56

Accuracy %

97.50

(b)

(a)

(c)
Figure 24. (a) Vehicle edge (marked as white pixels) in HSV color image from the scene
shown in Figure 26. (b) Magnified region marked in (a) to show resulting fitted curve
pixels (shown as black squares), and corresponding profile’s regions representing the
curve (white circles), above (white triangles), and below (white inverted triangles). (c)
Example of profiles from edges originating from the street.
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5.2.5

Vehicle Pixel Detection

At this point, all remaining edges (Figure 25-b) potentially originated from non-street
regions. Next, blobs are created using morphological dilation on the pixel map containing
all pixels used in the computation of the color profiles (Figure 25-c). Since most objects
found on the street are vehicles, a state-of-the-art vehicle pixel detector for traffic images
[98] is used. The vehicle detector discriminates vehicle pixels from colored backgrounds
only for those pixels corresponding to the computed blobs. Next, we describe how the
vehicle pixels are used to update the parameters of the Bayes street classifier.

(a)

(b)
Figure 25. Sample vehicle blob detection. (a) Detected vehicle edges. (b) Blobs.

58

5.2.6

Improving Street Detection Using Vehicle Pixels

The street map is updated based on the vehicle pixels found within the street, i.e. all
pixels corresponding to the vehicle blobs are discarded. Unlike the recurring street
classifier, we are not combining two similar street maps. Instead, we are only
incorporating the information of a bunch of pixels identified as not belonging to the
street. In this case the weighting function becomes a learning rate [14]. This learning rate
determines the speed at which the Gaussian distribution’s parameters change. We use a
learning rate function based on the number of vehicle pixels found:

 pixels (non-street ) 

 pixels ( street ) 

α = f 

( 29 )

where the function f is determined empirically, and ranges between 0 and 1. The
estimation process would be similar to equations (5-8), but with only two Gaussians
representing the street and non-street pixels instead of one Gaussian for each frame. Also,
the weighting function is α for the street and (1- α) for the non-street pixels. The updated
street region is now considered our best estimate for the street, and will be carried over to
future frames in the recurring estimation process. Two sample improvements for street
detection over time are shown in Figure 26, using Markovian recurring Bayesian
estimation (memoryless system) with equal weights. Results could be potentially
improved by using a more complex Bayes classifier, able to account for multiple
background classes, instead of using a binary Bayes classifier (i.e. street and
background).
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(a)

(b)

(c)
Figure 26 (a-c). Street detection improvement over time. In this scene, the sky is
segmented out from the street. Improvement is achieved by exploiting temporal
consistency of the street in consecutive frames, and using learning rate functions to
control the speed of change.
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CHAPTER 6
DATASET, PERFORMANCE METRICS, AND EXPERIMENTAL RESULTS
This chapter consists of a complete description of the datasets and experimental results
for each of the sample applications described in Chapter 5. This chapter is divided in
three sections, corresponding to each of the sample applications considered in this work:
wire detection, sea horizon detection, and street detection. Each section is organized as
follows: first the dataset used is described in detail, and then the experimental results
using that dataset are described.

6.1

Wire Detection

In low-altitude urban scenes, given the available resolution of our dataset and the visual
complexity of the images, we define a reasonable starting point for a performance metric.
Based on our training data, we consider a wire to be correctly detected if found within an
angle of 10o and y-intercept within 20 pixels of the ground truth.

Table 3. Wire detection dataset details.
Total

Entire

With Wires

No Wires

Low Clutter

High Clutter

Videos

Frames

Videos

Frames

Videos

Frames

Videos

Frames

Videos

Frames

86

5576

55

3561

31

2015

44

2774

42

2802

Dataset

(100%)

(64%)

(36%)

(50%)

(%50)

Training

44

2864

13

849

31

2015

22

1379

22

1477

Testing

42

2712

42

2712

-

-

22

1395

20

1325
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Videos for this dataset were collected using a Cannon Optura 20, by manually panning
the camera from left to right, right to left, top to bottom, and bottom to top in different
locations, under different weather (good weather, mist, and moderate rain) and lighting
conditions (time of day). The data was collected without using any stabilization hardware
or software. Other videos were taken using unknown hardware and with various types of
compression, and provided to us from search and rescue robotics groups. There is a total
of 9.58 minutes of video from remote controlled helicopters, including footage from a
UAV crashing into power lines in a surveillance mission after hurricane Katrina in
Pearlington, Mississippi. The only hardware specs known from aircraft are those from the
footage taken at the University of South Florida using a Sony FCB-EX 980S from a
search and rescue helicopter Maxi Joker 2. The objects present in the images are
buildings, trees, power lines and wires. Each video is 30fr/sec and 60-70 frames long.
Image sizes are 320 x 240 and 720 x 480 pixels (Florida data) or 640 x 480 pixels
(Mississippi/New Zealand data). Ground truth lines were manually drawn in the 3259
frames with wires. A single straight line was used per each wire. The training dataset was
randomly selected out of the data collected manually.
An automatic clutter measure proposed in [99] is used to quantitatively estimate the
visual complexity of the data. This clutter measure was previously used in [68] and [71],
to classify image’s visual complexity. The clutter measure is given by:

C (image) =

1
K

K

∑σ

2
i

( 30 )

i =1

where K represents the number of windows the image is divided into, and σ is the
intensity standard deviation. We used K=4 similarly to [71]. For the entire dataset the
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mean and standard deviation of C per video are (µC, σ C ) = (30, 12) with a minimum µC of
5 and a maximum of 57. Low cluttered images are defined as those which have a C less
than 30. Figure 27 and Figure 28 are sample frames of low cluttered images, Figure 27.ad having wires and Figure 28.a-d not having any. Figure 29-Figure 30 are sample frames
of high cluttered images Figure 29.a-d having wires and Figure 30.a-d not having any.

(a)

(b)

(c)

(d)

Figure 27. Sample frames with wires and low background clutter. Clutter measurements:
(a) 9, (b) 19, (c) 24, (d) 28.
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(a)

(b)

(c)

(d)

Figure 28. Sample frames with no wires and low background clutter. Clutter
measurements: (a) 16, (b) 17, (c) 28, (d) 29.

(a)

(b)

(c)

(d)

Figure 29. Sample frames with wires and high background clutter. Clutter measurements:
(a) 36, (b) 44, (c) 48, (d) 50.
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(a)

(b)

(c)

(d)

Figure 30. Sample frames with no wires and high background clutter. Clutter
measurements: (a) 40, (b) 45, (c) 52, (d) 57.
Table 4 shows a detailed dataset description for the test set with wires based on equation (
30 ). Table 4 also shows a new visual complexity classification. This classification,
compared to equation ( 30 ), is a more “natural” manual classification based on the
different types of background for the wires in a scene. In general, there are 3 types of
backgrounds in urban low-altitude scenes: sky and clouds, trees, and buildings. Scenes
are manually grouped into low, medium, and high background complexity scenes,
depending on the number of wire backgrounds present simultaneously. Although, is not
easy to compute automatically, it will offer good insight in the analysis of the results
presented in the results section. Table 4 also emphasizes the difficulty of classifying
clutter, which is often subjective to the viewer or the application domain. The clutter
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measure given by ( 30 ) produces a lower score C for what we manually consider as high
background complexity group, compared to our medium complexity dataset group.

Table 4. Test dataset background complexity details. Scenes are manually grouped into 3
complexities representing the number of backgrounds present simultaneously in the
scene.
Visual Complexity

% of Total

µC

Low background complexity

42%

15.4

Medium background complexity

28%

32.8

High background complexity

30%

29.1

All background complexities

100%

24.4

In [71], images are classified as having low or high clutter, low being those which have a
clutter measure less than the clutter mean of the entire dataset (i.e. µdataset =30). We will
show that the automatic metric is not capable of characterizing visual complexity
accurately. Additionally, it is concluded that the amount of clutter is not as important as
the “type” of clutter, which can be described by a natural classification such as the one
described in this section and missed with a metric such as ( 30 ).
The wire detection algorithm is able to cope with complex low-altitude urban scenes and
heavily cluttered backgrounds, without the use of temporal information or tracking. The
algorithm uses the line profile model defined in ( 13 ), which describes the line and
surrounding regions using Gaussians. In this algorithm wires are approximated by
straight lines. The profile is estimated using the iterative approach described earlier in
Chapter 2, with gray-level intensities used as the primitive of interest. In this application
a simple asymmetrical bar profile model could be used instead; however, it would require
the wire widths to be known a-priori. Using the explicit line model, and combining size
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and shape, perceptual grouping, and geometrical principles, the algorithm is able to detect
wires on heavily cluttered urban backgrounds, showing significant performance
improvement compared to previously published techniques.
Figure 31 shows a performance receiver operating characteristic curve (ROC) for the
proposed algorithm compared to a previously published baseline [71]. The dataset
includes 86 videos, with a total of 10160 instances of ground truth wires spanning in
5576 frames. The scenes are typical of what would be observed by low-altitude aircraft
during reconnaissance operations in urban environments. The data is quite challenging,
offering a great variety of scenes, cluttered backgrounds, lighting, and weather conditions
(i.e. including light to moderate rain, and mist). There is a maximum detection
improvement of 48% detection at 6% false positives. Using the area under the ROC as
performance metric the improvement over the baseline is 68.9%.
100
90

Detection (%)

80
70
60
50
40
30

Baseline

20

Proposed Algorithm

10
0
0

5

10

15

20

25

30

False Alarm (%)

Figure 31. Wire detection performance’s receiver operating characteristic (ROC) curve.
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6.2

Sea Horizon Detection

The measure of accuracy used for horizon detection is defined in [100]. The measure is
given by the number of pixels classified correctly, divided by the total number of pixels
in the image. For the application of horizon detection, a collection of images from [100]
is used. There are a total of 200 images: 160 images of the sea taken from a buoy, with a
resolution of 720 x 480 pixels, and 40 images of ships at sea, with a resolution of 1280 x
200 pixels. In terms of horizon detection applications, the buoy images (Figure 19-a,b)
are considered “harder” than ship images (Figure 19-c,d) since the buoy is very unstable
due to constant movement produced by the current. Ground truth was manually marked
for each scene using a straight line.
Based on the detection standard deviation of each dataset, the statistical significance error
is 0.001 for the buoy images and 0.04 for the ship images with 95% confidence. Overall,
the algorithm performs well, as shown in Table 5, without post-processing. Sample
outputs are shown in Figure 32. However, a significant 2.78% performance boost on the
buoy (harder) images is achieved using the simple post-processing strategy. Postprocessing picks the best out of the top 2 lines (top two lines was determined empirically
with the training data), i.e. the best line is the one with the most asymmetrical profile. In
results shown in [100], a support vector machine classifier out-performs all other
classifiers in a small sample of images with a detection rate of 98.19%. However, support
vector machine classifiers generally require significant training efforts and representative
data to train with. In this study, no training was performed in horizon images, as
parameter training was performed using the wire training dataset from the wire detection
application mentioned earlier.
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Table 5. Detection results for horizon detection. Post-processing refers to the method
described in Chapter 5.
Dataset

No

post-

Post-processing

Post-processing 3

Statistical

processing

2 lines

lines

Significance (*)

Buoy

97.34%

98.38%

98.92%

0.01

Ships

99.35%

91.22%

82.98%

0.05

Overall

97.74%

96.95%

95.73%

0.02

(*) with 95% confidence

(a)

(b)

(c)
Figure 32. (a) Horizon detection from camera in buoy. (b-c) Horizon detection from the
shore.
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6.3

Street Detection

For this application, detection and false alarm rates are computed using:
detection =

correctly detected pixels
total street ground truth pixels

false alarm =

false alarm pixels .
total image pixels

( 31 )

( 32 )

Two test datasets are used: one with 15 minutes of UAV traffic monitoring videos and
one with 40 sequences of traffic surveillance found videos. Found videos are those videos
that can be freely downloaded from the Internet. The found videos data consists of
helicopter police chases and overhead camera traffic monitoring scenes. The datasets are
quite challenging, including scaling, compression artifacts, camera jitter, zoom, and a
wide range of scene content and visual complexity. Manual ground truth was created for
the street in selected frames. A set of images downloaded from the Internet was collected
separately and used as training data. The training data consists of 16 traffic images, with
592 manually marked blobs for streets (32% of samples) and non-street regions (68% of
samples). These pixels were used to train the Bayes street classifier, and the nearest
neighbor street profile classifier used in the street detection algorithm described earlier.
Figure 33 shows the receiver operating characteristic curve (ROC) for the proposed street
detection method with operationally relevant detection and false alarm (FA) rates. The
ROC is generated by introducing a constant to ( 23 ). Performance is compared to the
baseline algorithm described in [92], which relies on a traditional Bayes classifier.
Clearly, as depicted in both charts in Figure 33, performance greatly varies depending on
the scene content and quality of the data. Comparing performance on both of our datasets,
i.e. UAV and found videos, classification drops over 60% based on the area under the
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ROC. This indicates a high level of scene content variation and video quality on both
datasets. However, performance is still practical for operationally relevant scenarios
across the entire data. The proposed street detection method shows a performance
improvement over the baseline of 21% and 13% in the found videos and UAV dataset
respectively.
100
95

Detection (%)

90
85
80
75
70
65
60

Baseline

55

Proposed Method

50
3.0

3.5

4.0

4.5

5.0

5.5

6.0

6.5

7.0

7.5

8.0

8.5

9.0

9.5

10.0

False Alarm (FA %)

(a)
100
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90
85
80
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70
65
60
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55

Proposed Method

50
0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

False Alarm (FA %)

(b)
Figure 33. Street detection’s ROC curve compared to a baseline UAV road detection
algorithm. (a) Performance on the found videos dataset. (b) Performance on the UAV
dataset.
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Figure 34 shows sample detection results using images with significantly different scene
content. It is clear that these images have compression artifacts, different lighting effects,
poor resolution, and a variety of traffic (i.e. number of vehicles). In the selected frames,
consistent robust detection results are shown. As depicted in Figure 34, often
misdetections occur where vehicles are present near the street boundaries. False alarms
are likely to occur in low-saturated color regions, such as the grayish colored buildings in
Figure 34-c.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 34. Sample street detection results. (a-b) Frames from UAV dataset. (c-f) Sample
frames from the found videos dataset.
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CHAPTER 7
SUMMARY AND CONCLUSIONS
In computer vision applications, most detection techniques use simple models of object
structures that do not consider their surrounding regions. This work describes a novel
explicit model for objects that include contextual information from the object’s
surrounding regions. The profile is described using Gaussian probability functions for a
given primitive of interest. Profile analysis is effectively used in different segmentation
and classification problems. Two different algorithms to estimate an object’s profile are
described. The first algorithm is a parameterized-approach that requires the width of the
object to be known a-priori. The second is an iterative algorithm, which can be used for
objects with unknown width. Also, a general framework for object detection is shown to
be flexible and effective in a variety of sample applications. The detection process
leverages contextual information about the objects of interest, by computing estimates of
the object’s profile, and incorporating this information into the segmentation or
classification process. The profile model, the profile estimation algorithms, and the object
detection framework are empirically validated in several applications, including
algorithms to detect both thin and thick objects. Applications include wire, sea horizon,
street, and vehicle detection.
The wire detection algorithm outperforms all other previously published wire detection
methods, using a large video dataset with 10160 wires spanning across 5576 images.
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Wires typically display symmetrical profiles, while other linear patterns that could be
mistaken for wires, often display asymmetrical profiles. A simple profile discrimination
technique allows a detection improvement of up to 48%, for comparable false alarm rates
of other wire detection algorithms.
The results of the horizon detection algorithm compared to previous work in horizon
detection, indicate that a similar strategy to the one described for the wire algorithm is a
viable method to accurately detect the horizon. In a nutshell, the algorithm searches for
long thin lines with asymmetrical profiles, which visually correspond to the horizon in
sea images. The algorithm was over 99% accurate detecting the horizon in 200 sea
images, mostly taken from an unstable buoy.
Lastly, applications with thick objects are considered. The detection framework is used in
street and vehicle detection applications. Recurring Bayesian estimation is used to
improve street detection over time, by removing object edges and vehicles to create
refined street estimates. The proposed street detection method shows a performance
improvement of 21% and 13%, in a found videos and UAV dataset respectively, over the
baseline.
Object detection algorithms typically attempt to reduce the amount of necessary a-priori
knowledge. For this purpose, leveraging the knowledge of the object’s context during the
detection process, can potentially offer viable alternatives to a-priori knowledge.
Additionally, new directions of research will be motivated by the presented work. Further
efforts can be directed towards improving or creating robust algorithms able to run in
cluttered environments or low quality data, similarly to the presented wire and street
detection algorithms. In our sample applications, we focused on intensity and color pixel
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primitives. Other primitives such as motion and textures can be explored. Additionally,
fusion techniques can be applied to incorporate multiple profiles computed using
different primitives. Adding contextual information found during processing, can offer
robustness compared to traditional alternatives solely based on characteristics of the
objects of interest. For example, in this dissertation we described how to use contextual
information of thin lines to create a very accurate wire detector. However, when objects
are detected to be in the more visually challenging backgrounds, performance could be
improved by dynamically adapting the algorithm parameters. Therefore, leveraging of
new information about the detected object’s context can be used to improve detection and
reduce dependence on a-priori knowledge.
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