We consider a pendulum subjected to feedforward and feedback control, in which chaotic motions occur when the feedback gain is small. We apply two control techniques recently proposed by Ott and his coworkers so that the pendulum can exhibit the desired motion. The techniques use some dynamical properties relating to chaos. Numerical examples are given and the effectiveness of these control techniques is demonstrated.
Introduction
Numerous examples in which chaotic motions occur have been presented [Moon, 1992] , and some attempts to utilize chaos in engineering problems have also been made (see, e.g. [Kim & Stringer, 1992] ). In particular, a control technique for chaotic systems, proposed by Ott et al. [1990] and now often called the OGY method, has attracted special attention. This technique is based on the idea of stabilization of saddle-type periodic orbits, which have stable and unstable manifolds, near strange attractors by small perturbations. In contrast with conventional control techniques, only a small control force has to be applied in the direction of the unstable manifolds so that trajectories converge to the target orbits along the stable manifolds. The OGY method was also modified by Shinbrot et al. [1990] to reduce the length of necessary time for stabilizing the target orbits. We refer to this improved one as the SOGY method.
The OGY and SOGY methods have been successfully applied to some physical and engineering problems. Using the OGY and SOGY methods, Ditto et al. [1990] and Shinbrot et al. [1992] experimentally performed control of chaos in a gravitationally buckled, amorphous magnetoelastic ribbon. Moreover, the OGY method was numerically performed for controlling chaos in an optical device [Gavrielides et al., 1995] , chemical reaction [Lebender et al., 1995] , electronic circuits [Ogorzalek, 1995] , phase-locked loops [Ogawa & Endo 1995] and magnetic domain wall motion [Okuno et al., 1995] . In addition, Kalagnanam [1994] used both the methods for an impact oscillator and showed their effectiveness in numerical simulations. Ditto et al. [1995] also reviewed the OGY method and discussed current and future applications. Also see [Chen, 1997] for recent references on this subject.
In the previous applications of the OGY and SOGY methods, periodic orbits to be stabilized were first searched. This may seem a little strange from an engineering point of view since the desired motions are usually a priori given in engineering problems. In this paper we present an example in which the desired motion is given in advance and the OGY and SOGY methods are effectively applied.
We consider a pendulum subjected to feedforward and feedback control as shown in Fig. 1 . Here the feedforward control force is applied so that the pendulum can perform the desired motion although it may be unstable. So the desired motion becomes a periodic orbit of this system. The control system is also regarded as an important engineering application, because it presents a simple model for robot arms and mechanical manipulators. It was shown in [Yagasaki, 1997] that the pendulum may exhibit different motions from the desired one and chaotic motions may occur when the feedback gain is small. This chaotic dynamics results from transverse intersection between the stable and unstable manifolds of the desired motion. So we can apply the OGY or SOGY method to eliminate the chaotic motions and stabilize the desired orbit.
The outline of this paper is as follows. In Sec. 2 we describe an analytical model for the control system. The OGY and SOGY methods are briefly reviewed in Sec. 3. Since they were originally proposed for maps, an approach is also presented to apply them to chaotic systems governed by differential equations. Numerical simulation results for several parameter values are given in Sec. 4. Finally, we conclude with a summary and some comments in Sec. 5.
A Model of the Control System
The feedforward and feedback control system considered here is shown in Fig. 1 .
A physical pendulum with mass m and inertial moment J is driven by a servo-motor with negligible inertia, and assumed to be subjected to damping force proportional to the velocity, Dθ, resulting from servomotor friction and so on, where θ is the position of the pendulum. Denote by θ d (t) the desired orbit of the pendulum. We take θ d (t) = a 1 cos Ωt + a 0 so that the pendulum should swing about θ = a 0 with amplitude a 1 and angular frequency Ω.
We apply feedforward control so that the pendulum can perform the prescribed motion. The required output torque of the servo-motor is given by
where g is the gravitational acceleration and l is the distance between the rotational axis and center of gravity of the pendulum. In addition, we use feedback control such that electromotive force, the sum of K a (θ d (t) − θ) and K a (θ d (t) −θ), is applied to the servo-motor, where K a and K a are some constants.
Let ω n be the natural frequency of the pendulum, i.e. ω n = mgl/J . Changing time variable t → ω n t and letting x = θ and y =θ, we see via the singular perturbation theory [O'Malley, 1991] that the pendulum motion is approximately governed byẋ = y,
where
and
Here R, K 0 and K T are the resistance, backelectromotive constant and torque constant of the servo-motor, respectively, and the desired orbit is expressed as x d (t) = a 1 cos ωt + a 0 for Eq. (2). See [Yagasaki, 1997] for the derivation of Eq. (2). The dynamics of Eq. (2) was studied in [Yagasaki, 1997] . In particular, chaotic motions were observed in numerical simulations of Eq. (2) when the feedback gain α was small. We first give a numerical simulation result for such a chaotic motion. Here a computer software called "Dynamics" [Nusse & Yorke, 1994] Eq. (2) for α = 0.5, a 0 = −3, a 1 = 0.3, δ = 0.12 and ω = 0.75. These figures were produced by sampling x and y for a numerical solution of Eq. (2) when the phase of the prescribed orbit is zero, i.e. ωt = 0 mod 2π. From Figs. 2 and 3 we see that chaotic motions occur for the parameter values. Figure 4 shows the stable and unstable manifolds of the desired orbit for the Poincaré map. The strange attractor in Fig. 2 seems to be the closure of the unstable manifold in Fig. 4 . The chaotic motion is thus considered to result from the transverse intersection between these manifolds.
Here we remark that the chaotic dynamics of a similar control system were studied in [Yagasaki, 1994 [Yagasaki, , 1996 . In particular, experimental observations of chaotic motions were given in [Yagasaki, 1996] . 
Chaos Control Methods

The OGY method
We consider a one-parameter family of twodimensional maps ϕ µ : R 2 → R 2 and briefly review the OGY and SOGY methods. We assume that the map ϕ µ has a saddle point at x µ whose stable and unstable manifolds intersect transversely and hence chaotic motions occur. We will stabilize the saddle point x µ using these control techniques.
Consider a chaotic orbit with an initial condition x = x 0 . For n some integer the point x n = ϕ n µ (x 0 ) enters a small neighborhood of x µ , {x x| < * }, where 0 < * 1. Then we change the parameter value µ by a small amount ∆µ so that the point x n+1 = ϕ µ+∆µ (x n ) can fall on the stable manifold W s (x µ ) of x µ . So the orbit will approach the saddle point through W s (x µ ) after that.
Let η be the derivative of x µ with respect to µ. We have
Let A be the 2 × 2 Jacobian matrix of ϕ µ at x = x µ and let λ s and λ u be the eigenvalues of A such that |λ s | < 1 < |λ u |. Denote by e u and e s the eigenvectors associated with λ u and λ s , respectively, so that Ae u = λ u e u and Ae s = λ s e s . In addition, let f u and f s be the contravariant basis vectors defined by f u e u = 1, f u e s = 0, f s e s = 1 and f s e u = 0. Note that e u and e s are column vectors but f u and f s (6) is applied only when the trajectory falls in the intersection of the neighborhood of the target point xµ, {|x − xµ| < * }, and the region in which |∆µ| < ∆µ * .
are row vectors. We can show that the necessary parameter perturbation ∆µ is given by
(see ). Here ∆µ in Eq. (6) is small since x n − x µ is small. We perturb the parameter µ by the amount ∆µ given by Eq. (6) when |x n − x µ | < * and |∆µ| < ∆µ * , where ∆µ * is small constant (see Fig. 5 ), so that the trajectory can approach the target point x µ .
The SOGY method
For a typical initial condition the orbit will wander chaotically until it falls into the region |x − x µ | < * . The average length of the chaotic transient is very long for * small (see [Shinbrot et al., 1990; Ditto et al., 1990] ). Hence, the OGY method requires a very long time to stabilize the target point x µ . The SOGY method can reduce the required time by directing a trajectory from an initial point to the stable manifold of the target point immediately.
Consider a trajectory starting from an initial point x 0 . After one iteration of the map, the initial point x 0 is mapped to ϕ µ (x 0 ). If the parameter µ is changed to µ , then the initial point x 0 is mapped to ϕ µ (x 0 ). Denote by δx the line segment between ϕ µ (x 0 ) and ϕ µ (x 0 ). The length of the image of this line segment grows roughly geometrically with each successive iteration of ϕ µ . Let n 1 be the number of iterates required for the small line segment to stretch to a length of O(1). We have
where λ 1 is the positive Lyapunov exponent obtained for a typical initial point on the chaotic attractor and δx is the length of δx. We next consider a circle t around the target point x µ . If the inverse map ϕ −1 µ continues to apply the circle t , then its image spans a region along the stable manifold of the target point after some iterates, as shown in Fig. 6 . So we find the images ϕ n 1 µ (δx) and ϕ −n 2 µ ( t ) intersect for n 2 sufficiently large. The iterate number n 2 are typically given by
where λ 2 is the negative Lyapunov exponent for a typical initial point on the chaotic attractor and t is the radius of t . We discretize δx into N s segments and assume that the nth segment is mapped within ϕ −n 2 µ ( t ) by ϕ n 1 µ . This means that if we perturb the parameter µ by
at the first iterate and use the original parameter value µ after that, then the trajectory falls within the circle t at the (n 1 + n 2 )th iterate, i.e. it enters the neighborhood of the target point sooner. Thus, we can stabilize the target point x µ rapidly by using the OGY method then.
Application to systems governed by differential equations
Using the Poincaré maps, we can apply the OGY and SOGY methods to systems governed by differential equations as follows. Consider systems of the forṁ
where g µ is T -periodic in t. Here our object is to stabilize a periodic orbit x d (t; µ) of a saddle type in Eq. (10). The Poincaré map ϕ µ for Eq. (10) can be defined as
where x(t) is a solution of Eq. (10). The desired orbit x d (t; µ) corresponds to a saddle point x µ = x d (0; µ) of the Poincaré map ϕ µ . We apply the OGY and SOGY methods to the Poincaré map ϕ µ . To this end, we need the Jacobian matrix A of ϕ µ at the saddle point x µ and the derivative vector η of x µ with respect to the parameter µ. Let y (1) (t) and y (2) (t) be solutions of the variational equation for Eq. (10),
under initial conditions
respectively, where T represents the transpose operator. Then the Jacobian matrix A is given by A = (y (1) (T ), y (2) (T )). The derivative vector η is also given by
Numerical Simulations
We applied the chaos control methods described in Sec. 3 to the control system (2) by taking the constant component of the desired orbit, a 0 , as the perturbed parameter, and performed numerical simulations using the computer software "Dynamics".
Here the desired orbit (x, y) = (x d (t),ẋ d (t)) is a solution of Eq. (2), and η = (1, 0) T by Eq. (14). We fixed the angular frequency as ω = 0.75, and varied the feedback gain α, the damping constant δ, and the DC component a 0 and the amplitude a 1 of the desired orbit. The Jacobian matrix of the Poincaré map was also obtained by numerically solving the corresponding variational equation for one period with "Dynamics".
The case of relatively large gain
We first present the numerical simulation results for relatively large gain α = 0.5. We performed the OGY control for the trajectory with an initial condition (x, y) = (0, 0). Figure 7(a) shows the orbit of the Poincaré map for δ = 0.12, a 0 = −3 and a 1 = 0.3. Here we set ∆a 0 * = 0.004 and * = 0.04 for the maximum perturbation of a 0 and the neighborhood size of the target orbit, respectively. Chaotic motions occur unless the chaos control is applied, as shown in Sec. 2. The trajectory entered the neighborhood of the target orbit after about 21000 iterates of the Poincaré map and the target orbit was immediately stabilized. 7(b) shows the orbit of the Poincaré map for a larger damping constant δ = 0.25. We chose (x, y) = (0, 0) as the initial condition but set a 0 = −3 and a 1 = 0.5 for the desired orbit. Again, chaotic motions occur unless the chaos control is applied. The desired orbit was stabilized just after the trajectory entered its neighborhood about the 4700th iterate. Thus, the necessary time for stabilizing the target orbit was reduced when a larger value was chosen as δ. We also note that the parameter δ precisely represents the sum of the damping constant, back-electromotive constant and velocity feedback gain [see Eq. (3)]. So, in other words, the velocity feedback enabled us to reduce the necessary time for the OGY control.
We computed the necessary iterate number of the Poincaré map, n, for stabilizing the desired orbit when * or ∆a 0 * was varied while the other parameter values were the same as in Fig. 7(a) . Figure 8 shows the relation between n and * or ∆a 0 * . When * ≥ 0.08 in Fig. 8(a) and ∆a 0 * = 0.01, 0.02 in Fig. 8(b) , the trajectory escaped from the neighborhood of the target orbit when the chaos control was applied. The target orbit was stabilized after chaos control was applied several times. On the other hand, when * and ∆a 0 * were small, we could stabilize the target orbit just after the trajectory entered its neighborhood for the first time, but the OGY control required a very long time to do so. Therefore, we should choose more or less large values as * and ∆a 0 * to stabilize the target orbit rapidly.
We also computed the necessary iterate number of the Poincaré map, n, when the gain α or damping constant δ contained some error ∆α or ∆δ, to examine an effect of the modeling errors. Figure 9 shows the relation between n and ∆α or ∆δ. The necessary iterate number seems to randomly change when the modeling errors increase. We also see that the OGY method worked well even when small modeling errors existed.
We next performed the SOGY control for the trajectory with the initial condition (x, y) = (0, 0). Again we set ∆a 0 * = 0.004 and * = 0.04. We first chose the same parameter values as in Fig. 7(a) . We computed the Lyapunov exponents using "Dynamics" and estimated n 1 ∼ 11 and n 2 ∼ 3 from Eqs. (7) and (8). Taking N s = 10 6 , we obtained ∆a 0 = 4.1084112 × 10 −4 as the perturbation value of a 0 to be used at the first iterate. Figure 10(a) shows the orbits of the Poincaré map. The target orbit was immediately stabilized after the trajectory fell in its neighborhood at the tenth iterate.
We also considered the case of larger damping constants and observed that the SOGY method succeeded in reducing the necessary time for stabilization of the target orbit. Figure 10(b) shows such an example for the same parameter values as in Fig. 7(b) . The target orbit was stabilized only at the 13th iterate.
Moreover, we carried out numerical simulations for some cases in which small modeling errors existed. However, we could not stabilize the target orbit rapidly and the SOGY method needed as long a time as the OGY method even for 0.1% modeling errors. 
The case of zero or small gain
We next present numerical simulation results for α = 0 and α = 0.08. Here α = 0 means that feedback control is not applied. We chose a 0 = −3 and a 1 = 0.5 for the target orbit and set δ = 0.12. In these cases, chaotic motions occur in Eq. (2) unless the chaos control is used. We also set ∆a 0 * = 0.004 and * = 0.04 and took (x, y) = (0, 0) as the initial conditions of the trajectories. Figure 11 shows the orbits of the Poincaré map for α = 0 when the OGY or SOGY control method was applied. In this case, we can consider the displacement only in a region |x| ≤ π. In Fig. 11 (a) the target orbit was stabilized just after the trajectory fell in its neighborhood about the 481000th iterate. In Fig. 11 (b) the target orbit was stabilized only at the 9th iterate. Figure 12 shows similar results for α = 0.08. In this case, Eq. (2) has two saddle-type periodic solutions whose stable and unstable manifolds intersect transversely, and hence chaotic motions occur. Again, the OGY and SOGY methods succeeded in stabilizing the desired orbit. The trajectory was stabilized to the target orbit about the 1015000th iterate by the OGY control and at the tenth iterate by the SOGY control. Thus, the OGY and SOGY methods were effectively applied for the cases of zero and small gain.
Conclusions
In this paper, we have considered a pendulum subjected to feedforward and feedback control with a periodic desired orbit, and performed the OGY and SOGY methods to stabilize the desired orbit when chaotic motions occur. An approach was also presented to apply these control techniques to chaotic systems governed by differential equations. We gave numerical simulation results for several parameter values and showed that these methods were effectively applied to the control system. In particular, using the OGY method, we could stabilize the desired orbit even when small modeling errors existed although a long time was required. Moreover, using the SOGY method, we could drastically reduce the necessary time for the stabilization. However, we could not stabilize the desired orbit rapidly when some modeling errors existed and the SOGY method needed as long a time as the OGY method. Our results also suggest that these chaos control techniques can be used as auxiliary tools for other standard control techniques. Finally, we outline some problems and difficulties in these chaos control methods. When another chaotic or nonchaotic attractor exists, we cannot stabilize the target orbit by using the OGY method for initial conditions which converge to the extra attractor. In addition, when the chaotic orbit is unstable, i.e. almost all trajectories do not converge to it although a trajectory may exhibit chaotic motions for long time, it is clear that there are initial conditions for which the OGY method does not work. So we have to improve these points for establishing a more efficient, chaos control method.
