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Abstract
The present report presents an investigation of the ingot forging process with special
emphasis on modelling the influence of die geometry on the soundness of the ingot after
hot forging. An investigation on how to model damage was also performed.
The influence of the lower die angle is quantified experimentally by utilizing down-
scaled lead model ingots (billets) being compressed by a tool with different lower die
angles. Centreline defects, occurring due to the ingot casting processes, was modelled by
drilling holes through the centreline of the cast billets. The experiments showed a marked
influence on centreline hole closure by the lower die angle. Of the utilized lower die an-
gles, a 120o lower die gave the largest hole closure when applying the same press stroke
for all the experiments. The performed experiments were compared with both 2D and
3D FEM simulations. Both simulations were found to mimic the experiments reasonably
correct. Therefore both models were subsequently applied for further investigations of
the influence of the lower die angle on the evolution of centreline defects.
2D FEM single stroke simulations of ingots having different hardening behaviour yielded
an approximately constant lower die angle of 130o-140o giving rise to the largest centreline
porosity closure regardless of material hardening behaviour applied. Friction was found
only to have a minor influence on the optimum.
Multi stroke forging operations have also been modelled since the ingot forging process
consists of many forging strokes. Two different approaches to quantify ductile damage
were applied: uncoupled ductile damage and a porous plasticity model. Lower die angles
ranging from 60o to 180o with 30o intervals were used in the simulations. When applying
the uncoupled normalized Cockcroft & Latham ductile damage criterion, a lower die angle
of 120o was found to be best. “Best” is evaluated using a simple average of damage and
effective plastic strain measures. When applying porous plasticity as a model for the
description of damage, a 90o lower die angle was found to be best closely follow by the
applied, larger lower die angles.
A preliminary investigation of the influence of feed size was performed. Only two
different lower die angles of 120o and 180o were utilized with either 400mm or 800mm
feed. Damage was modelled with porous plasticity while at the same time also computing
normalized Cockcroft & Latham damage. It was found that when evaluating damage only
by relative density; feed size and lower die angle did not influence whether the hot forging
process was successful or not. This is in disagreement with the general understanding of
the ingot forging process. When evaluating ductile damage by the normalized Cockcroft
& Latham criterion, marked differences were predicted depending on the lower die angle
applied. The damage is also affected by the feed size, indicating that the smallest of
the two feed sizes should be utilized together with the 120o lower die in practice. These
findings are in close agreement with the general understanding of the ingot forging process.
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Therefore porous metal plasticity should not be used solely when evaluating the soundness
of the final, forged ingot based on FEM simulations.
Based on an analysis of forming fracture limit diagrams combined with uncoupled
ductile damage criteria, it was found that the normalized Cockcroft & Latham criterion
is most suited for modelling damage in bulk metal forming, if the forming fracture limit
diagram can be described by a straight line having a slope of -1/2. A damage criterion
independent of slope is presented. Often the forming fracture limit diagram consists
of two straight lines intersecting one another in the principal strain space along a line
corresponding to uniaxial tension. If the slopes of the two lines are -1/2 and -1, which is
often encountered in practice, an uncoupled ductile damage criterion is introduced which
predicts the same damage value at fracture along both lines. A physical mechanism giving
rise to different formability limits, depending on the applied stress state, is introduced.
Further investigations of the mechanisms governing ductile fracture is still needed in order
to confirm or reject the proposed damage criterion and damage mechanism.
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Resumé (in danish)
Nærværende rapport opsummerer en række undersøgelser vedrørende bloksmedning.
Hovedtemaet er undersøgelse af smedeværktøjsgeometriens indflydelse på kvaliteten af
blokstøbningen efter varmsmedning. Der er også foretaget en analyse af, hvordan duktil
skade modelleres.
Smedeværktøjets geometriske udformnings indflydelse på lukning af centerlinieporøsiteter
er blevet undersøgt ved brug af nedskalerede blyemner, der smedes med et værktøj med
forskellige vinkler mellem smedeværktøjsfladerne. Centerlinieporøsitet er modelleret ved
at bore langsgående huller gennem de cylindriske blyemner. Eksperimenterne viser, at
ud af de eksperimentelt anvendte vinkler, opnås størst lukning, for en given slaglængde,
ved at anvende en vinkel på 120o. Eksperimenterne sammenholdes med både 2D og 3D
FEM beregninger. Begge modeller viser overensstemmelse med eksperimenterne. Derfor
anvendes begge modeller til videregående undersøgelser.
2D FEM modeller bruges til at undersøge om den optimale smedeværktøjsgeometri er
afhængig af emnemateriale og friktion. Der anvendes kun en sammenpresning af emnet i
simuleringerne. En vinkel på 130o-140o giver den største lukning af en centerlinieprøsitet
for en given slaglængde, uanset hvilket af de modellerede emnematerialer der anvendes.
Friktion har kun en mindre indflydelse på den optimale vinkel.
Flertrins smedeoperationer er også blevet modelleret, eftersom bloksmedningsprocessen
består af en lang række smedeoperationer. To forskellige metoder til modellering af duk-
til skade anvendes: en ukoblet duktil skadesmekanikmodel og en porøs plasticitetsmodel.
Værktøjsgeometrivinkler mellem 60o og 180o, med 30o interval, bruges ved modelleringen.
Når skade modelleres med det ukoblede, normaliseret Cockcroft & Latham skadeskri-
terium, indikerer simuleringerne, at en 120o vinkel giver bedst resultat. “Bedst” eval-
ueres ved hjælp af et simpelt gennemsnit af ækvivalent plastisk tøjning og duktil skade.
Såfremt porøs plasticitet bruges som skadesmodel, er 90o bedst, dog tæt fuldt af de andre,
større vinkler.
En indledende undersøgelse af betydningen af steplængden imellem smedningen af to
blokstøbningstværsnit er også foretaget. To forskellige vinkler på 120o og 180o anvendes.
Steplængder på 400mm eller 800mm anvendes. Duktil skade modelleres ved hjælp af
porøs plasticitet samtidig med, at duktil skade også udregnes ved hjælp af det normalis-
erede Cockcroft & Latham kriterium. Når skade modelleres alene ved hjælp af porøs
plasticitet, har valg af vinkel og steplængde kun mindre indflydelse på, om blokstøbnin-
gen forudsiges at være succesful eller ej. Dette er i modstrid med den gængse forståelse
af bloksmedning. Når man også inddrager Cockcroft & Latham skadeskriteriet, er der
udtalte forskelle på den modellerede skade. Simuleringerne antyder, at den mindste af
de simulerede vinkler og den mindste steplængde resulterer i mindst skade. Dette er i
bedre overensstemmelse med den gængse forståelse af bloksmedningsprocessen. Derfor
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bør modellering af duktil skade ikke kun foretages ved hjælp af porøs plasticitet, når der
foretages FEM simuleringer af bloksmedning.
Ud fra en analyse af formbarhedsdiagrammer for brud sammenholdt med en række
ukoblede duktile skadeskriterier findes det, at det normaliserede Cockcroft & Latham
kriterium er bedst egnet til modellering af duktil skade i smedeoperationer, hvis form-
barhedsgrænsen er defineret ved en ret linie med hældning -1/2. Et skadeskriterium, der
er uafhængigt af hældingen af formbarhedsgrænsen, præsenteres også. Ofte kan form-
barhedsgrænsen beskrives ved to rette linie med hældninger på henholdsvis -1/2 og -1,
krydsende hinanden i et hovedtøjningsdiagram langs en linie beskrevet ved enakset træk.
Et skadeskriterium, der forudsiger en konstant værdi langs en sådan formbarhedsgrænse,
præsenteres. Der foreslås en fysisk mekanisme for duktil skade baseret på revnevækst,
der forklarer, hvorfor forskellig formbarhed opnås afhængig af spændingssituationen. De
opstillede hypoteser vedrørende skadeskriterium og revnevækst kræver yderligere under-
søgelser for at kunne be- eller afkræftes.
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1 Introduction to shaft manufacturing
1.1 Introduction
In this chapter an overview of the processes related to the manufacturing of large shafts
is given. The purpose is to give the reader an introduction to the entire process involved
in the manufacturing. The main emphasis is on the casting and forging process involved
in manufacturing the shaft.
Most of the pictures showing actual forging operations are courtesy to Vitkovice Heavy
Machinery A/S.
1.2 Shaft manufacturing overview
1.2.1 Casting of ingot
The first step in the process of manufacturing an ingot is the ingot casting process.
The ingot casting process consists of casting a large block of steel. The process is seen
schematically in Fig. 1.1.
Sand
Steel mould
Sprue
Runner
Ingot
Ingot head
Ladle
Liquid steel
Fig. 1.1. Ingot casting.
The ingot casting process basically consists of liquid metal being poured from a ladle
into a sprue, then the liquid metal runs into the ingot through a horizontal runner. The
ingot is filled from the bottom all the way to the ingot head, which serves as feeder for
the ingot during solidification.
1
Different ingots can have varying sizes depending on the sizes of the final components.
As an example of a large ingot, Kawaguchi et al. [55] reports casting an ingot of 570 tons
for making a flange for a pressure vessel in a nuclear power plant. The cast ingot can be
seen in Fig. 1.2.
Fig. 1.2. 570 tons ingot cast by Kawasaki Steel Corporation. From Kawaguchi et al.
[55].
From Fig. 1.2 it is seen that the cast ingot is not cylindrical but more “star” shaped.
This is in order to increase the surface area and thereby reduce both heating and cooling
time of the ingot.
After the ingot is solidified and cooled somewhat down, it is stripped from the mould
and left to cool down in free air.
For a more elaborate description of the casting process and related defects, the reader
is referred to Chapter 2.
1.2.2 Upset forging of ingot
After the ingot has been cast, it is hot forged. The first step of the hot forging process is an
upsetting operation. The purpose of the upsetting operation is to produce a manipulator
pin in one end of the ingot in order to handle the ingot during forging. The ingot
is preheated before the upsetting operation. The upsetting operation can be seen in
Fig. 1.3.
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Upsetting
Upper die
Lower die
Ingot
Manipulator pin
Downward displacement
Fig. 1.3. Ingot upsetting.
In Fig. 1.3 a schematic representation of the upsetting operation is seen. The ingot is
placed between a downward moving, spherically shaped upper die and a flat lower die
with a centreline hole, in which the manipulator pin is extruded.
Besides forming the manipulator pin, the upsetting operation also has the objective to
remove the scale on the surface. The scale originates from the casting and cooling process
and breaks off in pieces during the upsetting operation. This minimizes the surface oxides
present in subsequent forging operations.
(a) Cast and preheated ingot before upsetting. (b) Upsetting of ingot. Scale is peeling off.
Fig. 1.4. Ingot upsetting.
The ingot after upsetting, with extruded manipulator pin, can be seen in Fig. 1.5.
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Fig. 1.5. Ingot after upsetting.
1.2.3 Open die forging of ingot
Following the upsetting operation, where the manipulator pin was formed and the scale
was removed, the ingot is hot forged. The ingot is first reheated after the upsetting
operation and then forged between a pair of dies. In the open die forging process the ingot
is compressed several times between an upper die and a lower die. The ingot is rotated
by the manipulator (labeled as Porter bar in Fig. 1.6a) in between each compression.
Only one cross-section of the ingot is forged at a time. Thereby the process is different
from a cogging operation of a square bar, where the bar is displaced longitudinally in-
between each compression. Only after a cross-section of the ingot has been substantially
hot forged, the ingot is displaced longitudinally in between the dies. The die pair usually
consists of an upper flat die and a lower V-shaped die but in the early stage of the process
the lower die can also be flat. The dies are also labeled as anvils in literature. The process
can be seen in Fig. 1.6.
(a) Principle of open die forging. From Semi-
atin [88] p. 101.
(b) Real forging operation.
Fig. 1.6. Open die forging of ingot.
By continued forging, the ingot is gradually shaped into a shaft. When the final forging
shape is reached, the forged shaft is cut-off from the rest of the ingot, see Fig. 1.7.
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Fig. 1.7. Cutting off forged shaft from ingot.
1.2.4 Closed die forging of shaft
After the ingot has been forged into a shaft by open die forging, the shaft is axially
compressed in a die to calibrate the shape. The die consists of several shorter die rings
placed on top of each other hereby forming one complete die.
The process is seen in Fig. 1.8, Fig. 1.9 and Fig. 1.10.
(a) Inserting shaft into die. (b) Lid is placed on top of shaft
Fig. 1.8. Closed die forging of shaft.
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(a) Shaft after being compressed into die. (b) Stripping of die.
Fig. 1.9. Closed die forging of shaft.
Fig. 1.10. Shaft after closed die forging.
After forging, the shaft is left to cool off before machining.
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1.2.5 Turning of shaft
The forging operation is followed by turning on a lathe. This ensures better dimensional
accuracy than the hot forging operation and removes the scale.
Fig. 1.11. Machining of shaft. Picture from Kelm Acubar.
1.2.6 Grinding and hardening of shaft
In order to increase the fatigue lifetime of the shaft, it is hardened and grinded after
turning. The grinding process is seen in Fig. 1.12.
Fig. 1.12. Grinding of shaft. Picture from Bowe Machine Company.
1.3 Conclusion
From the listed number of processes it should be clear that the manufacturing of shafts is
a complex process. In this presentation, the main focus was on the casting and especially
the forging of the shaft. This, however should not be seen as reflecting these processes
being more important than subsequent machining and hardening of the shaft. It is merely
because the main focus of the project is on forging of the shaft.
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2 Ingot casting and related defects
2.1 Introduction
The basis for the majority of forged steel parts are cast steel parts. The raw iron extracted
from iron ores in the earth is the starting material for the foundry. The raw iron is melted,
refined to remove impurities and unwanted chemical components, and thereafter cast to
parts of different sizes. The size of each casting depends on the size of the final part. Two
major types of these intermediate castings exists: Ingot casting and continuous casting.
In ingot casting, individual blocks of metal are cast one by one or in small batches. In
continuous casting, one long piece of metal is cast, hence the name continuous. The main
principles of the two casting processes can be seen in Fig. 2.1. The process description,
in this chapter, is based on Kalpakjian & Schmid [54], the heat flow is based on Hattel
[43] and Fredriksson & Åkerlind [34], and the metallurgical part is based on Fredriksson
& Åkerlind [34] and Porter et al. [80].
Ingots Ingots
Runners
Sprue
Liquid metal poured in
(a) Ingot casting.
Cooling zone
Mould with liquid metal
Conveyor of solid metal
(b) Continuous casting.
Fig. 2.1. Main principles in ingot and continuous casting.
Continuous casting is the most used casting process for manufacturing of semi-finished
metal goods. According to Kalpakjian & Schmid [54], continuous casting is less expensive
than ingot casting and produces parts with more homogeneous properties. However ingot
castings are still used as basis for manufacturing large components.
After casting, the metal part is subsequently shaped by plastic deformation. This is
usually done through hot forging of ingots or hot rolling of continuous cast parts. The
main purpose of the hot forging or rolling, besides that of obtaining the desired shape of
the component, is to promote recrystallization of the metal. This recrystallization causes
the cast metal structure, which is usually coarse, to become more refined and hereby
improving the mechanical properties. At the same time, the induced deformation closes
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internal defects such as porosities. The hot metal forming process is therefore important
regarding the final mechanical properties of the part. However for accurate predictions of
the influence of hot metal forming on the mechanical properties, a detailed description of
the cast part is necessary. One needs to know which defects are present from the casting
process in order to be able to evaluate, whether the metal forming operation minimizes
them. Since shafts are large and therefore mainly produced by metal parts originating
from ingot castings, the main focus in the chapter will concern ingot casting. The purpose
is to give an overview of the ingot casting process and defects originating from the ingot
casting process.
2.2 Ingot casting process
The basic principle of ingot casting can be seen in Fig. 2.2, an in the figure, four ingots
are cast at the same time. It is common to cast several ingots together.
Ingots Ingots
Runners
Sprue
Liquid metal poured in
Fig. 2.2. Ingot casting process.
The liquid metal is poured into the sprue, where it flows down due to the gravitational
force. The liquid metal then flows through the runners to the bottom of the ingots. The
ingots are subsequently filled from the bottom, hence the name of this type of filling,
which is “bottom filling”. Each ingot has a feeder on the top, known as an “ingot head”.
Its purpose is to feed still liquid melt to the ingot, when it solidifies. A more detailed
view of one ingot can be seen in Fig. 2.3.
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Ingot
Ingot head
Sprue
Runner
Insulation
Steel mould
Sand
Liquid metal is poured in
Fig. 2.3. Detailed view of ingot casting.
The filling of the ingot should be done in a steady manner in order to avoid turbulent
flow and splashes of the liquid metal. If splashes occur, the metal will be oxidized by the
surrounding air and result in a poor casting.
After filling of the ingot with liquid metal, it is left to solidify and cool off. It is
especially during this stage, that most of the subsequent defects in the ingot manifest
themselves. The defects can for instance be coarse microstructure with large and/or
lamellar formed grains, segregation of the metal, porosity formation due to entrapped
gas or improper feeding or inclusions due to the liquid metal reacting with the air or the
mould. These defects will be treated in more detail later in the chapter.
2.3 Heat flow during casting
In order to better understand the casting process and the defect evolution associated
with it, it is necessary to have knowledge regarding the cooling and solidification process.
This calls for knowledge regarding the heat flow during the process and how the material
responds to the cooling. This section will only concern a phenomenological description.
For a mathematical description, the reader should consult specialized literature such as
Hattel [43].
The basic physical principle governing any description of heat flow is that heat always
flows from areas of high temperature to areas of low temperature. This means that the
hot ingot will cool off while heating up the surrounding mould, which will transfer its
heat to the surrounding air. A very simple example of such a heat flow in a sand casting
process can be seen in Fig. 2.4.
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Fig. 2.4. Temperature profile during ingot casting in sand mould.
Fig. 2.4 shows sand casting of a cylinder, resembling an ingot. The heat flows from the
hot ingot to the cold sand. The heat flow causes the ingot to cool down. This cooling
gives rise to an internal temperature distribution in the ingot as function of radius R.
The ingot is coldest at its outside, which is in contact with the sand mould. On the other
hand, the sand mould starts to heat up due to the heat flow coming from the ingot. This
gives rise to a temperature distribution through the sand mould, where it is hottest at
the inside closest to the ingot, and coldest at the outside, which is in contact with the
surrounding air. Fig. 2.4 also shows that the temperature profile is nonlinear through
both the ingot and the sand mould.
After having established the cooling behavior of the metal, the next question is how
the metal responds to the cooling. The most obvious effect of the cooling of the metal
is that at some point, the metal starts to solidify, hence it changes phase from liquid to
solid. This process is described in section 2.4.
2.4 Solidification of metals in casting processes
When a liquid metal is cooled down, it reaches a specific temperature, where the liquid
starts to transform into a solid. This temperature is known as the liquidus temperature
Tliq. When all the liquid metal has solidified, a temperature of the metal is reached called
the solidus temperature Tsol. For some alloying compositions, the temperature at start
of solidification is equal to the temperature at the end of solidification, but most often
Tliq is larger than Tsol. The difference between the liquidus and the solidus temperature
(Tliq − Tsol) is known as the miscibility gap. An example of a cooling curve for a metal
can be seen in Fig. 2.5.
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Temperature
TimeLiquid Liquid+Solid Solid
TPouring
TLiquidus
TSolidus
Undercooling
Fig. 2.5. Cooling curve for a metal.
Fig. 2.5 shows that the liquid metal is poured into the mould at the temperature
TPouring. The liquid then starts to cool off. It does not start to solidify exactly when
reaching the liquidus temperature Tliq but at some temperature lower than Tliq. Some
undercooling is usually necessary in order to promote nucleation of solid metal particles
in the liquid. When the liquid has started to solidify, latent heat from the phase transfor-
mation from liquid to solid is released. This causes the temperature to increase. When
the casting continuous to cool off, eventually all liquid solidifies when Tsol is reached.
Thereafter the solid casting cools off to ambient temperature. This cooling procedure is
quite time consuming. For large ingots, the cooling time can be 24 hours.
2.5 Grain structure in castings
As mentioned in section 2.3, the casting cools off from the outside towards the center.
From section 2.4 this implies that the first metal to solidify, is the metal in contact with
the mould. Thereafter the solid grows through the liquid towards the center of the casting.
This gives a special grain structure in the casting. At the mould-casting interface there
is a narrow zone, known as the chill zone. The chill zone consists of equiaxed grains.
Some of these grains are favorably oriented in terms of growth direction and grows into
the liquid metal. Close to the casting-mould interface, where the numerical value of
the temperature gradient is large, elongated grains are formed due to dendrite growth
starting at the favorably oriented grains in the chill zone at the casting-mould interface.
These grains are known as columnar grains. Closer to the center of the casting, equiaxed
grains are formed due to lack of preferred growth direction. The grain structure, after
solidification of the casting, can be seen in Fig. 2.6.
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Fig. 2.6. Grain structure in ingot casting. From ASM Handbook Vol. 15 [6] p. 254.
A cast structure, as seen in Fig. 2.6, is normally considered to have less favorable
metal structure. The columnar grains at the casting-mould boundary leads to mechanical
anisotropy. The equiaxed grains formed closer to the center of the casting tends to be
large due to the fact that they are formed at relatively low cooling rates. This implies that
few grains are nucleated and the ones which are nucleated, grow and become large. This
leads to a coarse microstructure with low mechanical strength. According to Anderson
[4] p.238 a coarse microstructure, furthermore has less strength against cleavage fracture.
Hence a coarse microstructure has less fatigue strength. These grain structure defects
can, to some extend, be minimized during the casting process by adding inoculants to
the molten metal before it is poured into the mould. The inoculants promote grain
nucleation, and hereby a larger number of grains are formed, resulting in a part with
more favorable mechanical properties.
2.6 Segregations in castings
Segregation is a phenomenon where there is a difference in the chemical composition
throughout the casting, which originates from the solidification process. Segregations
can occur both locally in the casting and as an overall difference in alloy composition in
the casting. If there is a local variation in the chemical composition, the segregation is
labeled microsegregation. Microsegregation occurs at sizes comparable to the grain or
dendrite size in the casting. If there is an overall variation in chemical composition in
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the casting, the segregation is labeled macrosegregation. Volumes of the casting, that
after solidification has a content of alloying components lower than the average alloying
component percentage, is labeled negatively segregated. Volumes of the casting, that
after solidification has a content of alloying components larger than the average alloying
component percentage, is labeled positively segregated.
2.6.1 Microsegregation
The principle of microsegregation is best explained qualitatively using a phase diagram.
As an example the Fe-C diagram is used, see Fig. 2.7.
0.5% C
Fig. 2.7. Fe-C diagram. From Cardarelli [16].
A 0.5%-C steel is to be cast. When it starts to solidify, the first solid to form has a
carbon content somewhat lower than the rest of the liquid, see Fig. 2.7 point J. As the
solidification process continues, the liquid will therefore increase its carbon content since
the solid formed has a lower carbon content than the liquid. Since the carbon content
has much influence on the mechanical properties of steel, it is expected that segregated
areas can have much different mechanical properties.
An example of microsegregation is the solidification of a liquid with small thermal
gradients through the liquid. This is the case at the center of the ingot seen in Fig. 2.6.
The small thermal gradient causes the grains to nucleate and grow approximately homo-
geneous as spheres. If there is no mixing of alloying elements in the formed solid due
to diffusion, the center of the formed grains will be low in alloy content. As the grains
grow, the last solidified layer of the grain will be more enriched in alloying elements than
the previously formed layer. If there is no diffusion in the formed solid, the last liquid
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to solidify will reach the eutectic composition (point C in Fig. 2.7), if the original liquid
composition had a carbon content lower than the eutectic composition (< ≈4.3%). The
solidification process can be seen in Fig. 2.8.
Liquid metal
Solid grains nucleated in liquid
Increasing carbon content
Fig. 2.8. Microsegregation resulting in equiaxed grain structure.
A similar phenomenon can occur if the grain growth is due to directional dendritic
growth and not equiaxed grain growth. A principal figure of solidification by dendritic
growth can be seen in Fig. 2.9.
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Fig. 2.9. Solidification by dendritic growth.
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Fig. 2.9 shows that the dendrites start at the casting-mould interface, where the tem-
perature gradient in the casting is largest, see Fig. 2.4. The dendrites grow into the liquid
and forms the columnar grains seen in Fig. 2.6. It is unusual that the dendrites grow
to the center of the ingot. Normally at some point, equiaxed grains are formed in the
remaining liquid metal between the dendrite tips and the centerline of the casting.
Microsegregation can be minimized by heating the casting after it has been shaken
out of the mould. By increasing the temperature of the casting afterwards, diffusion is
increased and there will be a leveling of the alloying elements. Ideally this will continue
until the alloying composition is the same everywhere. However this is only achievable
on the local level. If diffusion should level out all differences in chemical composition
throughout the casting, it would take a very long time due to the long distances the
alloying elements should move due to diffusion. Therefore diffusion can only level out
differences in chemical composition on a local level, hence only microsegregation, but not
macrosegregation, can be minimized substantially by diffusion.
2.6.2 Macrosegregation
Macrosegregation is not directly related to the phase diagram as is the case for microseg-
regation. Macrosegregation has more to do with the internal phenomenon occurring in
the casting during cooling and solidification. Four different phenomenon cause macroseg-
regation: shrinkage during solidification, density differences in the interdendritic liquid,
density differences between the liquid and solid, and convection inside the casting.
Macrosegregation due to shrinkage can be explained using Fig. 2.10.
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Liquid metal flowLow pressure due to volumetric shrinkage
Primary dendrite arm
Secondary dendrite arms
Fig. 2.10. Shrinkage macrosegregation principle.
Usually for metals, the density of the solid metal is larger than the density of the
metal in the liquid state. This implies that the same mass of material occupies a larger
volume in liquid state than in the solid state. This means that when the solid secondary
dendrite arms grow into the liquid, a pressure drop due to volume shrinkage is occurring
in between the two primary dendrite arms. Therefore liquid metal flows in between the
primary dendrite arms from the alloy enriched liquid in front of the dendrites. This causes
inverse segregation between the dendrites. The segregation is called inverse because it is
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causing positive segregation at the casting-mould interface and not at the center of the
casting, which is usually the positively segregated area.
Macrosegregation due to interdendritic liquid density differences is a phenomenon oc-
curring due to gravitation. A metal alloy consists of minimum two and often more alloying
components. If the alloying components have different densities, the components with
high densities will be subjected to a larger gravitational force than the components with
low density. Hence the dense elements sink down on top of the dendrite arms while the
lighter elements flow upward and ends underneath the dendrite arms. The principle can
be seen in Fig. 2.11.
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Fig. 2.11. Interdendritic macrosegregation due to density differences of the alloying com-
ponents.
Macrosegregation due to density differences between liquid and solid occurs due to
the density difference between liquid and solid metal phases. When a given metal mass
solidifies, it shrinks and the density therefore increases. This causes the solid metal to
sink to the bottom of the casting due to gravity. The situation can be seen in Fig. 2.12.
Ingot
Gravitational force
Liquid metal
Solid metal
Fig. 2.12. Macrosegregation due to difference in density between liquid and solid metal
phase.
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Since the first solid to form has a lower alloying content than the solid solidifying later,
the solid, which sinks to the bottom due to this segregation mechanism, will be low in
alloy content. Therefore the bottom of the ingot will be negatively segregated.
Macrosegregation due to convection is caused by uneven temperature distribution
through the ingot. Since density is temperature dependent and becomes smaller for
increasing temperature, cold liquid metal will be more dense than hot liquid metal. This
causes the cold liquid to sink to the bottom. Hot liquid will rise to the top of the in-
got. Both of these internal mechanisms causes internal flow of liquid in the ingot. This
internal flow gives rise to macrosegregation.
As it can be seen, macrosegregation is caused by a number of different mechanisms and
since they all can occur at the same time, the net effects of the mechanisms are therefore
coupled to one another. A typical example, of the net segregation result in a large ingot,
can be seen in Fig. 2.13.
Fig. 2.13. Segregation pattern in a large ingot. (+) Positive segregation; (-) Negative
segregation. From Flemings [33].
2.7 Porosity formation
Porosities are volumes in the casting where there are no material but holes. The porosities
have a negative influence on the mechanical properties of the casting. They reduce the
load carrying capacity of the casting since the size of the cross sectional area, that can
carry the load, is reduced. An example of this principle is seen in Fig. 2.14.
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Fbh Porosity nom
real
real
Fig. 2.14. Tensile test bar with internal porosity.
The tensile test bar, seen in Fig. 2.14, is loaded by a tensile force F at the right edge.
The tensile test bar has the height h and the width w perpendicular to the plane of the
figure. The nominal stress σnom can therefore be calculated as:
σnom =
F
hw
(2.1)
However due to the porosity, which goes through the bar, located in the tensile bar,
the load carrying area is reduced in a cross section close to the porosity. Ignoring any
stress intensity phenomenon close to the porosity, the real stress, in the material in the
cross section of the tensile test bar containing the porosity, can be calculated as:
σreal =
F
(h− b)w (2.2)
hence when b increases, the real stress also increases in the section where the porosity
is located. If the material is ductile, yielding may occur, but if the material is brittle,
fracture may occur in the part. Porosities may also serve as sites for initiation of crack
growth in cyclic fatigue. So therefore porosities should be minimized in the final part.
There are two major causes of porosities in castings: gas and shrinkage. These two causes
for the formation of porosities in castings will be explained in the following.
2.7.1 Porosity formation due to gases
Porosities due to gas originate from small bubbles of gas being entrapped in the casting
during solidification. Normally the liquid metal is degassed before being poured into
the casting. However this may not always remove all the entrapped gas bubbles in the
liquid. Another source of gas bubbles may originate from the filling of the mould during
pouring. Here gas may be dragged into the mould if the pouring is done in an unsteady
manner. Gas may also form due to chemical reactions between the liquid metal and air.
For instance carbon, which is an alloying element in many ferrous metals, may react with
the oxygen in the air to form the gas carbonmonooxid (CO).
If there is some dew on the sides of the gating system or mould, the dew will evaporate
when the liquid metal is poured into the casting. Thereby a gas of water vapor is formed
inside the casting.
Another source of gas porosities in castings is due to nucleation of gas bubbles in the
solid metal. The nucleation is due to a large difference in gas solubility in the liquid and
solid state of the metal. Much more gas can be dissolved in the liquid phase than in the
solid phase. An example of this is the Fe-H diagram seen in Fig. 2.15.
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Fig. 2.15. Fe-H diagram. From San-Martin & Manchester [87].
Fig. 2.15 shows a marked solubility difference of hydrogen in the liquid and solid iron.
This implies, that if there is hydrogen dissolved in the liquid metal before solidification,
this hydrogen will be precipitated as gas when the metal solidifies. This causes the
formation of gas porosities in the solid. The gas dissolved in the liquid can, to some
extent, be removed by supplying degassing agents to the melt prior to pouring the liquid
into the mould.
2.7.2 Porosity formation due to shrinkage
Porosities can also form due to volumetric shrinkage of the casting. It originates from
the fact that most solids are more dense in the solid than in the liquid state. This implies
that the same mass of metal occupies a larger volume in the liquid state than if it where
in the solid state. In the ideal case, the casting would be free to contract during the
solidification and cooling process, where the volumetric shrinkage occurs. However this
is seldom the case. Therefore smaller or larger areas of the casting will be occupied not
by metal but by porosity holes after solidification. This empty volume, formed during
solidification, can, to some degree, be filled during formation with new liquid from feeders
placed at suitable places. Such a feeder in ingot casting can be seen in Fig. 2.3, were it is
labelled as ingot head. The idea behind feeding is that when the metal starts to solidify
at the casting-mould interface, the interior of the casting is still liquid. This means that
the empty volume formed by volumetric shrinkage can be filled by liquid melt from the
interior of the casting. Hereby the formation of shrinkage porosities is suppressed. The
idea is to change the location where solidification shrinkage takes place from the casting
to the feeder. An example of an ideal solidification of an ingot can be seen in Fig. 2.16.
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SolidificationLiquid ingot Solid ingot
Shrinkage formation
Ingot head
Ingot
Fig. 2.16. Ideal solidification of ingot.
However this is a very ideal situation. Normally the feeding becomes more and more
difficult due to solidification of the interior of the ingot. The partly solidified interior,
with both liquid and solid metal, is called a mushy zone. This mushy zone reduces the
free flow of liquid. The result is that the casting often will have few shrinkage porosities at
the volumes that first solidified, and thereafter a gradual increase in shrinkage porosities,
which maximizes at the volumes which solidified last. In ingot casting, the last solidifying
volume is in the middle along the centerline. This gives rise to the shrinkage porosity
profile seen in Fig. 2.17.
Liquid ingot Solidification Solid ingot
Ingot head
Ingot
Shrinkage pipe formation
Solidified metal with 
shrinkage porosities
Fig. 2.17. Principal shrinkage porosity distribution in ingot casting.
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As it can be seen from Fig. 2.17, it is to be expected that some volumes of the casting
will contain porosities due to shrinkage although correct feeding has been applied.
2.8 Slag inclusions
Slags are unwanted chemical compounds in the casting. Often they are the product of
oxygen degassing of the melt. Deoxidixing elements like Silicon, Manganese or Aluminium
are added to the steel melt before pouring. The elements react with the oxygen dissolved
in the melt to form ceramic compounds like SiO2, MnO and Al2O3. Another common
type of slag formed in ferrous alloys are Manganese sulfide (MnS). Manganese is often
added to the melt to form the MnS slag, since it is relatively harmless compared to the
alternative slag Iron sulfide (FeS). The formed ceramic compounds have a density smaller
than the density of the melt. Hence ideally they should flow to the top of the melt due
to buoyancy forces, and the slags could then be removed before pouring. However they
may be prevented from flowing to the top by internal convection in the melt.
Another source of slag particles comes from the insulating brick material seen in Fig. 2.3.
Usually the material is lime (CaCO3). Due to erosion of the bricks during the filling, lime
particles may flow into the casting.
Slags may also be formed when the liquid metal reacts with the surrounding air. This
is especially prone to happen if splashes occur during the filling process. Since slag
particles reduce the mechanical properties of the casting, slag formation should preferably
be avoided. This can be done by shielding the melt from the surrounding air, which can
be done by using an inert atmosphere of argon around the melt. Another way of removing
slags is by using a so-called hot top. Instead of having insulating bricks around the ingot
head, one can surround the ingot head with an exothermic material. An exothermic
material is a material which burns when coming in contact with the melt. Hereby heat
is generated by the combustion. This implies heating of the ingot head and this heating
promotes internal convection inside the ingot, bringing slags to the top of the ingot head,
and thereby removing them from the ingot.
2.9 Conclusion
As it will be clear from the chapter, there are many different defects that can occur during
the manufacturing of ingot castings. Most of them can, to some degree, be prevented or
minimized by good foundry practice. However it is not always that cast parts have the
mechanical properties needed for a given application. It has been found that some of the
defects originating from the casting process can subsequently be minimized by inducing
mechanical deformation to the casting. This is reviewed in Chapter 6.
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3 Metal hardening behaviour
3.1 Introduction
In metal forming operations it is commonly found that changes in strength occur during
the metal forming operations. In cold metal forming, the flow stress is normally found to
increase with deformation. This phenomenon is known as strain or work hardening. In
hot metal forming, the flow stress of a given metal is mainly influenced by the temperature
and strain rate, known as strain rate hardening. In hot metal forming, the hardening due
to deformation is normally small due to the fast recrystallization rate at high temperature.
In the intermediate temperature range, combinations of both strain hardening, strain rate
hardening and recrystallization rate influence the overall flow stress during deformation.
In this chapter, some models are presented for hardening of metals during deformation.
3.2 Experimental findings regarding flow stress
From practical experience it is found that the flow stress of a metal varies depending on
different parameters, see Section 3.1. As an example, different flow stress curves for steel
42CrMo4, which is a typical steel utilized for shafts, is presented to illustrate the flow
stress behaviour at elevated temperatures. The flow stress data presented is from Spittel
& Spittel [93].
(a) Stress-strain curves. (b) Stress-strain rate curves.
Fig. 3.1. Flow stress curves for steel 42CrMo4.
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From Fig. 3.1 it is seen that the flow stress increases with strain rate. It also increases
with strain until a sudden point where it starts to decrease again. The flow stress de-
creases with increasing temperature. It should be noticed that the decline in flow stress
at a sudden strain level is usually not encountered at room temperature, where the stress
mainly increases, but the rate of increase decreases with the strain. The decline in flow
stress noticed on the curves in Fig. 3.1a is due to the experiments not being performed
isothermally. Due to the generated deformation heat, the temperature of the test speci-
men increases and thereby the flow stress decreases.
3.3 Flow stress models
Some different flow stress models, based on effective plastic strain ε¯pl =
´ ˙¯εpldt , are
introduced.
3.3.1 Strain hardening models
3.3.1.1 Ludwik hardening
Ludwik [68] proposed a model for strain hardening:
σ0 = C
(
ε¯pl
)n
+ σy (3.1)
where C is the strength coefficient, ε¯pl is the effective plastic strain, n is the strain
hardening exponent and σy is the initial flow stress. Ludwik hardening is suitable for
metals having a marked initial flow stress.
3.3.1.2 Hollomon hardening
For metals with a small initial flow stress, for instance annealed metals, Hollomon [48]
suggested the following strain hardening model:
σ0 = C
(
ε¯pl
)n
(3.2)
Eq. 3.2 is much used in metal forming due to its simplicity. It is also often used in
analytical models for metal forming operations. A plot of Hollomon hardening, with
different values of the exponent n, can be seen in Fig. 3.2.
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Fig. 3.2. Hollomon hardening.
It is seen in Fig. 3.2 that when the effective plastic strain ε¯pl is in the interval 0-1, the
flow stress, for a given ε¯pl, becomes lower as n increases.
The Ludwik model reduces to the Hollomon model if the initial flow stress σy = 0.
3.3.1.3 Swift hardening
For metals already having experienced some straining due to previous metal forming
operations, Swift [96] introduced the model:
σ0 = C
(
ε¯pl + ε0
)n
(3.3)
where ε0 is the prestrain from previous metal forming operations. The Swift model
reduces to the Hollomon model if ε0 = 0.
3.3.1.4 Voce hardening
Some metals may experience a saturation level where the flow stress does not increase
with continued straining. Voce [99] presented the following model:
σ0 = σy + (σ∞ − σy)
(
1− exp
(
−nV oceε¯pl
))
(3.4)
where σ∞ is the stress at saturation and nV oce is a fitting constant.
The four presented strain hardening models can be seen in Fig. 3.3.
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Fig. 3.3. Strain hardening models. Figure adopted from Wanheim et al. [103].
It should be noticed that for n = 0 all the models predict a constant flow stress. For
n = 1 Ludwik, Hollomon and Swift predicts linear hardening with respect to the effective
plastic strain.
3.3.2 Strain rate hardening
At high temperatures, the flow stress of a metal being deformed tends to increase with
increasing speed of deformation, which is measured as the effective plastic strain rate
˙¯εpl =
√
2
3 ε˙
pl
ij ε˙
pl
ij .
3.3.2.1 Norton hardening
Norton [76] introduced a simple model for strain rate hardening:
σ0 = C
(
˙¯εpl
)m
(3.5)
where m is the strain rate exponent.
3.3.3 Combined hardening
Attempts have also been made to describe the combined effect of both strain, strain rate
and temperature on the flow stress.
3.3.3.1 Zener-Hollomon hardening
A model proposed by Zener & Hollomon [108] combines temperature and strain rate:
σ0 =
1
α
sinh−1


˙¯εplexp
(
Q
RT
)
A

1
n
 (3.6)
where Q
R
= β is the temperature sensitivity, Q is the activation energy, R is the gas
constant and α, A and n are constants.
A plot of Zener-Hollomon hardening can be seen in Fig. 3.4. The constants used are
α = A = β = 1. Both n and T are equal to 1 if they are not varied in the plot. The
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purpose is to give a qualitative illustration of the change in flow stress by using different
n and T , hence the curves are not supposed to model a real metal.
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(a) Flow stress dependence on n.
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(b) Flow stress dependence on T.
Fig. 3.4. Qualitative plot of Zener-Hollomon hardening.
It can be seen from Fig. 3.4 that the Zener-Hollomon hardening model both predicts
an increase of flow stress with increasing strain rate and a decrease of flow stress with
increasing temperature.
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3.3.3.2 Fields-Backofen hardening
Fields & Bachofen [32] introduced a model combining strain and strain rate hardening:
σ0 = C
(
ε¯pl
)n ( ˙¯εpl)m (3.7)
Eq. 3.7 is compatible with both the Hollomon hardening (Eq. 3.2) and the Norton
hardening (Eq. 3.5) behaviour.
3.3.3.3 Norton-Hoff hardening
By combining Hollomon (Eq. 3.2) and Norton (Eq. 3.5) hardening and adding a temper-
ature dependent factor, Hoff [47] suggested the following model for the flow stress:
σ0 = C
(
ε¯pl
)n ( ˙¯εpl)m exp(β
T
)
(3.8)
where β is the temperature sensitivity and T is the temperature in Kelvin. The Norton-
Hoff equation is equal to Hollomon hardening (Eq. 3.2) if m = 0 and the temperature is
constant. On the other hand Hollomon hardening may also be applied to high tempera-
ture metal forming operations if the variation in strain rates and temperature through-
out the component being deformed is limited. Then σ0 = C
(
ε¯pl
)n ( ˙¯εpl)m exp(β
T
)
≈
C1
(
ε¯pl
)n
.
A plot of Eq. 3.8 can be seen in Fig. 3.5. C = n = m = β = 1 so only different values
of T are applied to evaluate the flow stress as function of strain rate.
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Fig. 3.5. Norton-Hoff hardening.
It is seen from Fig. 3.5 that the flow stress decreases with increasing temperature. Since
the Norton-Hoff equation also includes the effective plastic strain it should in theory be
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better suited for modelling work hardening than the Zener-Hollomon equation.
3.3.3.4 Hensel-Spittel hardening
Some metals experience strain softening after some straining. Hensel & Spittel [45] sug-
gested the following expression:
σ0 = C
(
ε¯pl
)n
exp
(
Aε¯pl
)
exp(−β
T
) (3.9)
The flow stress predicted by the Hensel-Spittel equation can be seen in Fig. 3.6 for
different temperatures. The constants used are C = β = 1, A = −1 and n = 0.2.
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Fig. 3.6. Hensel-Spittel hardening.
Fig. 3.6 shows the flow stress increases until a maximum and then decreases again. The
flow stress generally decreases with increasing temperature.
It should be noticed that several other models have been proposed for hardening of
metals at high temperatures. Some are presented in Meyer et al. [72].
3.4 Flow stress data in DEFORM® database
The commercial software program DEFORM® contains a material library including flow
stress data for steel 42CrMo4. Since DEFORM® is utilized for simulations in Chap-
ter 11-Chapter 12, it is relevant to know which flow stress data that are contained in the
DEFORM® material database. The flow stress data are given as table values and inter-
polation of these values generates the flow stress for a given combination of strain, strain
rate and temperature. Flow stress data for steel 42CrMo4 corresponding to different
strains, strain rates and temperatures are seen in Fig. 3.7-Fig. 3.9.
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Fig. 3.7. Flow stress data for ˙¯εpl = 1.6/s.
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Fig. 3.8. Flow stress data for ˙¯εpl = 8.0/s.
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Fig. 3.9. Flow stress data for ˙¯εpl = 40.0/s.
When comparing Fig. 3.7-Fig. 3.9 to Fig. 3.1a, reasonable agreement is seen. It there-
fore seems reasonable to apply the flow stress data from DEFORM® when performing
simulations in DEFORM®. It is noticed that the flow stress data from DEFORM® does
not decrease after some straining at elevated temperatures. This indicates that the tests
have been performed isothermally.
3.5 Conclusion
A number of different hardening models have been presented. The models range from
rather simple to more complex models. The advantage of simple models is their fairly
ease of calibration based on experiments. However often these tests, such as uniaxial com-
pression, have to be performed at experimental conditions similar to the ones experienced
in the actual metal forming operation. For instance the flow stress behaviour of steel at
1200oC may be somewhat different than at 1000oC. Both temperatures may be encoun-
tered when forging large parts due to cooling on the outside of the part while the center
region may experience constant temperature due to the heating by plastic work balancing
the cooling to the surroundings. When also taking into account that metals experience
strain rate dependent flow stress at high temperatures, the number of tests needed may
increase rapidly. One solution to the problem is to perform tests at several temperatures
and interpolate between data when performing numerical simulations. Another approach
is to use a more advanced model taking into account more parameters. Many models
of flow stress at high temperatures have been presented but are often limited to specific
metals, temperature ranges or strain sizes.
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4 Friction in metal forming
4.1 Introduction
A basic introduction to friction in metal forming is presented. The chapter introduces the
basic concept of friction between bodies and some simple and commonly applied friction
models. Some experimental findings regarding friction in hot forging are also presented.
4.2 Friction observed experimentally
A basic experiment illustrating friction is seen in Fig. 4.1.
FV
Fig. 4.1. Experimental observation of friction force.
In Fig. 4.1 a body is placed on a surface and it is noticed that a force F needs to
be applied for maintaining the velocity V of the body. It is also observed that often
a threshold force needs to be applied before any motion of the body occurs. This is
called the static friction force. Often the static friction is disregarded in metal forming
operations and this will also be the case in the present thesis.
Three early phenomenological observations (Amontons [3],Coulomb [24]) regarding fric-
tion forces are:
1. The friction force is directly proportional to the normal force between bodies (Amon-
tons’ first law).
2. The friction force is independent of the nominal area of contact between bodies
(Amontons’ second law).
3. The friction force is independent of sliding speed (Coulombs law).
4.3 Coulomb friction model
Amontons’ first law have given rise to a friction model known as Coulomb friction:
F = µN (4.1)
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where F is the friction force, µ is the friction coefficient and N is the normal force.
If the nominal area of contact between the bodies is Anom, Eq. 4.1 can be rewritten:
F
Anom
= µ N
Anom
⇐⇒
τ = µσn
(4.2)
where τ is the frictional shear stress and σn is the normal stress.
The friction coefficient µ may be dependent both on normal load, materials in contact
and surface roughness according to Whitehead [106].
4.4 Constant friction model
The constant friction model, also known as the Tresca friction model, was proposed by
Green [40]:
τ = mfk (4.3)
where τ is the frictional shear stress, 0 ≤ mf ≤ 1 is the friction factor and k is the
shear flow stress of the material with the lowest flow stress of the materials in contact.
The limits of mf indicate frictionless contact (mf = 0) and full sticking (mf = 1).
4.5 Applicability of the friction models
As an example of the two aforementioned friction models, an upsetting operation is
used as illustration. Fig. 4.2 shows the analytically obtained friction shear stress τ when
compressing a rigid-ideal plastic billet between rigid tools. v is the relative sliding velocity
between billet and tools.
V

Upsetting
p 
kmf
Fig. 4.2. Friction modelling in upsetting.
The centreline indicates the neutral plane. Due to Coulomb friction, an increasing
normal stress between tool and billet is analytically predicted when moving from the
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outer surface towards the centreline (for analytical solutions see for instance Wanheim
et al. [104]). Therefore the frictional shear stress increases towards the centre when
applying the Coulomb friction model. The constant friction model predicts the same
numerical value of the friction shear stress across the entire surface where tool and billet
are in contact. It was found in Bay & Gerved [11] that the normal pressure in upsetting
does not increase monotonically towards the centreline but approaches a constant value.
This illustrates that one should be careful about which friction model to apply.
It has however been found that the two aforementioned models are too simplistic for
fully modelling frictional behaviour. In Bay & Gerved [11] it is in general recommended to
apply Coulomb friction when p/σo < 1.5 and the constant friction model when p/σo > 3.
More advanced friction models such as the Wanheim-Bay model (Wanheim et al. [102])
are not investigated in detail in the present work however a transition normal stress p∗/σo
between Coulomb and the constant friction model is given in Zhang et al. [109]:
p∗
σo
= 1√
3
(
1 + pi2 + arcos (mf ) +
√
1−m2f
)
(4.4)
Both Coulomb and the constant friction model are plotted in Fig. 4.3 with the transition
between the models described by Eq. 4.4.
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Fig. 4.3. Transition between Coulomb and constant friction model.
It can be seen from Fig. 4.3 that an increased friction factor mf lowers the transition
point p∗/σo, hence the constant friction model becomes applicable for a larger range of
normal stresses when encountering high friction factors.
In order to avoid the abrupt change in friction in friction seen in Fig. 4.2 for v = 0 from
−τ to τ , it is common in numerical codes to express the frictional stress as:
τ∗ = Aτ (4.5)
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where τ∗ is the modified friction stress and A is an amplitude factor depending on the
relative sliding velocity v:
A = 2
pi
arctan
( | v |
vo
)
(4.6)
where vo ≈ 1E − 4 is a small cut-off value. A plot of the constant friction model, with
and without amplitude factor, is seen in Fig. 4.4.
Amk
mk
v

Fig. 4.4. Comparison of smooth and non-smooth transition of friction at v = 0.
Fig. 4.4 shows that the discontinuity in frictional stress is avoided by applying the
amplitude A in the formulation for friction shear stress.
4.6 Friction in hot forging
Due to the high temperatures of the workpiece, traditional lubrication by oil is not pos-
sible. It is possible to apply lubricants such as graphite, but that is normally not done
in ingot forging since lowering of friction is not an issue. Friction is in general quite high
in hot forging, and the constant friction model is therefore most suitable to apply. Some
suggested values of friction factors found in literature are:
Altan [1] p. 69 reports friction factors 0.7 < mf < 1 in hot forging of unlubricated
steel.
Li et al. [67] did upsetting tests of cylindrical steel specimens at temperatures ranging
from 1073oC to 1473oC and estimated the friction factor by inverse modelling of the
barreling. Their results are seen in Fig. 4.5. Please notice that although it says friction
coefficient in the figure, it is the friction factor mf they are referring to, not the friction
coefficient µ.
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Fig. 4.5. Experimentally determined friction factors in hot forging. From Li et al. [67].
They found that the friction factor mf is increasing with effective plastic strain. There
is an increase in the size of the friction factor when increasing the temperature from
1073oC to 1173oC. Further increase of the temperature seems to have a minor influence
on the size of the friction factor. It can be seen that the friction factor lies in the range
0.3 < mf < 0.65, depending on the effective strain.
4.7 Conclusion
Two commonly applied friction models have been presented. Based on theoretical analysis
it is found that for hot forging, where friction can be considered to be large, the constant
friction model is the most suitable of the two models presented.
Literature reports quite large friction factors to be present in hot forging of unlubricated
steel.
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5 Ingot forging - Process
characteristics and theoretical
analysis
5.1 Introduction
After casting the ingot, as described in Chapter 2, it is subsequently forged in order
to obtain a shape closer to the final one, but the most important effect of the forging
process is to minimize internal defects originating from the casting process. This defect
minimization is described in Chapter 6. First, however, an introduction to the forging
process, known as ingot forging, will be presented.
5.2 Ingot forging process
The ingot forging process is a process where a workpiece is placed between two dies and
then compressed between them. A simple example of such a process is the upsetting
operation seen in Fig. 5.1. A cylindrical workpiece, known as a billet, is placed between
two dies. The lower die is stationary while the upper die is lowered in order to compress
the billet. The dies are in literature sometimes labeled as anvils. This type of process is
characterized as an upsetting operation.
Lower die Lower die
Upper die
Upper die
Billet
Billet
Upsetting
Fig. 5.1. Upsetting of cylindrical billet.
A more advanced open die forging operation is the forming of an ingot into a cylindrical
shape, for instance a shaft. The process of forging an ingot into a shaft can be seen in
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Fig. 5.2. The preheated ingot is placed between the dies, and the upper die is then lowered
to compress the ingot. Thereafter the upper die is raised again, the ingot is rotated some
angle around its centerline, and the upper die is lowered again. By continuing this process,
the ingot is plastically deformed while maintaining a cylindrical shape, which can later
be turned into the final shape on a lathe.
Fig. 5.2. Open die forging of an ingot into a cylinder. From Semiatin [88] p. 101.
An example from industry can be seen in Fig. 5.3. Here a shaft is produced by the
Czech company Vitkovice Heavy Machinery a.s.
(a) Open die forging of a shaft. (b) One end of the ingot formed into a shaft.
Fig. 5.3. Ingot forging of shaft. Pictures are from Vitkovice Heavy Machinery a.s.
As it can be seen from Fig. 5.3, the ingots and shafts can be fairly large. It is possible
to produce more than one shaft from an ingot. In this particular case, four shafts where
made from one ingot. The ingot was preheated to 1200oC before the forging operation
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was started. The ingot forging process is typically a fairly slow process. The handling
of both the ingot and the press can be manually controlled or automatized by computer
control.
5.3 Upper bound analysis of ingot forging
In order to obtain some knowledge regarding material flow in ingot forging, upper bound
analysis may be applied. An upper bound field an a hodograph may be seen in Fig. 5.4.
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Fig. 5.4. Upper bound analysis of ingot forging. Figure adopted from Gouveia et al.
[37] p. 244.
The upper bound analysis presented is a simplification of a real forging process. It is
assumed that all the dies are moving towards the center of the ingot with the velocity V .
This results in the formation of a dead zone numbered 13 in Fig. 5.4 in the center of the
ingot. Therefore such a die layout is not suited for closure of centreline defects.
5.4 Characterization of the open die forging process by
the deformation zone geometry parameter
An important parameter in ingot forging, according to Hosford & Caddell [49] p. 167, is
the size of the deformation zone geometry. This is best illustrated in the forging process
of a rectangular bar seen in Fig. 5.5. The forging process of compressing a bar locally
between two dies is also known as a cogging operation. The deformation zone geometry is
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described by the ratio of the height H of the workpiece and the contact length L between
dies and workpiece.
H
L
Lower die
Upper die
Ingot
Fig. 5.5. Cogging operation.
In Fig. 5.5, two dies of width L are compressing a rectangular ingot with height H. The
ratio H/L is used to characterize the deformation zone geometry and is labeled ∆:
∆ = H
L
(5.1)
If the deformation zone geometry parameter ∆ has a low value, the deformation is
characterized by being fairly homogeneous. On the other hand a large deformation zone
geometry gives rise to inhomogeneous deformation. This can be seen in Fig. 5.6, which
shows the slipline field for a cogging operation depending on ∆.
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Fig. 5.6. Slipline field in cogging operation depending on deformation zone geometry
parameter ∆ = H
L
. From Hill [46] p. 257.
From Fig. 5.6 it is seen that the deformation pattern changes from a cross formed
deformation field to an indentation-like field when increasing ∆. As ∆ increases, the
deformation becomes more inhomogeneous resulting in increased internal damage. To
ensure sound forgings ∆ should be kept as small as possible. Therefore large dies should
be used compared to the size of the workpiece. The size of ∆ is however, downwards
limited by the required forging force and size of dies practical to handle.
5.5 Slipline analysis of deformation zone
For a more clear understanding of the indentation process, a slipline analysis is conducted.
The nomenclature and method follows the description in Hosford & Caddell [49] chapter
10, which the reader should consult for a full review of the slipline method.
First a general slipline field for plane strain frictionless indentation is drawn and can
be seen in Fig. 5.7.
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Fig. 5.7. Slipline field for plane strain frictionless indentation. From Hill [46] p. 156.
The slipline field, seen in Fig. 5.7, has a deformation zone geometry parameter ∆ =
12.37. In reality, this field has a too large ∆ value to have physical meaning. This is seen
in Fig. 5.6, where the slipline field changes for ∆ > 8.75. However, the slipline field is still
illustrative for some basic problems, which are encountered when ∆ increases.
By using the slipline field, it is possible to calculate stresses and mean pressures in the
deformation zone. This is done by first calculating the mean stress σm, which is also the
second principal stress σ2. The mean stress is calculated using the right angle triangle
∆OO′ (0, 0), see Fig. 5.8, which originates from the top of the slipline field. The triangle
is located just underneath of the indenter in Fig. 5.7.
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Fig. 5.8. Triangle from slipline field.
The hypotenuse of the triangle is loaded by the indentation pressure p. The two cathers
are loaded by the shear flow stress k and normal stress pm, which is the mean pressure.
The indentation pressure p is the most compressive of the stresses. It therefore follows
that the left cather is an a-line and the right catheter is a b-line. The mean pressure pm
in point (0,0) can be expressed using p and k by vertical force equilibrium of the
triangle:
2p = 2 (pm + k) 2
√
2
2
√
2
2 ⇔
p = pm + k ⇔
pm = p− k
(5.2)
The change in mean pressure along an a-line can be calculated by:
∆pm = −2k∆φ (5.3)
where k is the shear flow stress and ∆φ is the angle of rotation along the slipline. In
Fig. 5.7 there is used an angle of 15o
(
pi
12
)
between each set of a- and b-lines. As an
example of calculating the mean pressure along an a-line, the hydrostatic stress in point
(0,1) is found:
pm (0, 1) =pm (0, 0) + ∆pm
=p− k − 2k∆φ
=p− k − 2k pi12
=p− k − pi6k (5.4)
In the same manner the other mean pressures along the first a-line are found, and they
are listed in Table 5.1:
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Table 5.1. Mean pressure pm along the first a-line.
Point ∆φ pm
(0, 0) 0 p− k
(0, 1) pi12 p− k − pi6k
(0, 2) pi6 p− k − pi3k
(0, 3) pi4 p− k − pi2k
(0, 4) pi3 p− k − 2pi3 k
(0, 5) 5pi12 p− k − 5pi6 k
(0, 6) pi2 p− k − pik
The found mean pressures along the first a-line can then be used to find the mean
pressures along the center of the slipline field. This is done by calculating the pressure
change when moving along the b-lines from the a-line towards the center of the slipline
field. The change in mean pressure along a b-line is given by:
∆pm = 2k∆φ (5.5)
where k is the shear flow stress and ∆φ is the angle of rotation along the slipline. As
an example of calculating the mean stress along a b-line, the mean pressure in point (1,1)
is found:
pm (1, 1) = pm (0, 1) + 2k∆φ
= p− k + pi6k − 2k pi12
= p− k + pi6k − pi6k
= p− k − pi3k
(5.6)
The other mean pressures along the center of the slipline field are found by the same
procedure, and they are listed in Table 5.2:
Table 5.2. Mean pressure pm along the center of the slipline field.
Point ∆φ pm
(0, 0) 0 p− k
(1, 1) pi12 p− k − pi3k
(2, 2) pi6 p− k − 2pi3 k
(3, 3) pi4 p− k − pik
(4, 4) pi3 p− k − 4pi3 k
(5, 5) 5pi12 p− k − 5pi3 k
(6, 6) pi2 p− k − 2pik
The indentation pressure p is given by:
p = 2k + 4k
H
ˆ H/2
0
2∆φdy (5.7)
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where k is the shear flow stress, H is the thickness of the workpiece, ∆φ is the angle of
rotation along the slipline and dy is the incremental change of depth along the centerline
of the slipline field. y = 0 at the top of the slipline field and y = H/2 at the centerline of
the workpiece.
Eq. 5.7 is evaluated numerically using the trapezoidal rule, see Eldén et al. [29] p. 166:
p =2k + 4k
H
ˆ H/2
0
2∆φdy
=2k + 4k
H
1
2
N∑
i=1
2 (∆φi+1 + ∆φi) (yi+1 − yi) +RT
=2k + 4k
H
N∑
i=1
(∆φi+1 + ∆φi) (yi+1 − yi) +RT (5.8)
where N takes the value 7 for this particular field. RT is the truncation error. As an
example, the indentation pressure is calculated for the slipline field seen in Fig. 5.7:
p ≈ 2k + 4k2 · 12.37[
(
pi
12 + 0
)
(1.605− 1.0)
+
(
pi
6 +
pi
12
)
(2.440− 1.605)
+
(
pi
4 +
pi
6
)
(3.640− 2.440)
+
(
pi
3 +
pi
4
)
(5.43− 3.640)
+
(5pi
12 +
pi
3
)
(8.16− 5.43)
+
(
pi
2 +
5pi
12
)
(12.37− 8.16)]⇔
p ≈ 5.92k (5.9)
By inserting the calculated indentation pressure into Table 5.2, it is possible to plot
the mean stress σ2 = −σm along the centerline of the slipline system as can be seen in
Fig. 5.9.
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Fig. 5.9. Mean pressure along the centerline of the slipline system.
In Fig. 5.9 it should be noticed that both axes are normalized. The horizontal axis is
used for the vertical distance y. It is normalized with the half workpiece thickness H/2.
It takes the value 0 at the top of the slipline field, where there is contact between the
die and the workpiece. It takes the value 1 at the center of the workpiece (point (6,6) in
Fig. 5.7). The vertical axis is normalized with 2k, which is the flow stress according to
Tresca’s yield criterion.
When having calculated the mean stress σ2 = −σm, it is possible to calculate the other
two principal stresses σ1 and σ3 by Eq. 5.10 and Eq. 5.11:
σ1 = σ2 + k (5.10)
σ3 = σ2 − k (5.11)
Since the centerline of the slipline field is a symmetry line, it follows that the a- and
b-lines intersect the centerline at 45o angles to the symmetry line. Since the a- and b-lines
are lines of maximum shear stress, the principal stresses are therefore oriented with 45o
degree angles to the sliplines. It therefore follows that at the centerline of the slipline
field, σ1 is parallel with the x-axis and σ3 is parallel with the y-axis.
The two principal stresses can be seen in Fig. 5.10 and Fig. 5.11.
46
σ
1/
2k
y/12H
0 0.2 0.4 0.6 0.8 1
−4
−3
−2
−1
0
1
2
Fig. 5.10. Principal stress σ1.
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Fig. 5.11. Principal stress σ3
Some interesting information can be deducted from Fig. 5.9, Fig. 5.10 and Fig. 5.11.
The mean stress is mainly compressive, but at a distance approximately 0.6 y
H/2 to the
centerline of the workpiece, it becomes tensile. The principal stress σ1 is compressive
close to the indentation die, but becomes tensile at a distance of approximately 0.4 y
H/2
into the workpiece. The principal stress σ3 is mainly compressive, however it too becomes
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tensile close to the centerline of the workpiece. With relation to defects it is especially
unwanted to have tensile stresses in the center of the ingot since the center is the natural
location for a number of defects, see Chapter 2 The stress situation therefore makes it
likely that the defects could evolve and become more severe due to the stresses being
tensile.
A control of the calculations can be conducted by integrating the principal stress σ1
along the y-direction. Due to force equilibrium, the net force should be zero. The
integration was conducted using the trapezoidal method an yielded Fx = −5.33E − 15,
where Fx is the net horizontal force. Therefore the calculations seem to be correct.
5.6 Conclusion
The slipline analysis qualitatively explains the importance of die geometry when per-
forming open die forging of ingots. It is seen that wide dies compared to the ingot are
advantageous for ensuring compressive stresses and thereby preventing centreline porosi-
ties from expanding.
48
6 Ingot forging - Defects minimization
by hot forging
6.1 Introduction
A number of defects occurring during casting were presented in Chapter 2. In this chapter
it is described how hot forging may be able to reduce the effect of the defects and thereby
ensuring a sound final part. Recommendations from both practical and theoretical expe-
rience are included.
6.2 Porosity closure by ingot forging
6.2.1 Experimental findings regarding porosity closure
Experimental work available in the literature regarding cast ingots being cut open (sec-
tioned) for actual verification of defects sizes and distributions are rare. This is due to
the high costs of producing an ingot. The steel plants always forge the cast ingots and
producing a large number of full size ingots for research purposes is beyond the research
budget for most steel plants. Occasionally an ingot is sectioned and the results made
available for publication. One such is found in Wang et al. [101]. A 100-ton steel ingot
made of 30Cr2Ni4MoV was cast and then sectioned. The ingot can be seen in Fig. 6.1.
Fig. 6.1. Cast ingot and cross-section with centreline porosities. From Wang et al. [101].
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The ingot is used for producing a low pressure rotor for a nuclear power plant. The
casting was performed by usual procedure and is therefore known to be able to be subse-
quently forged to acceptable quality. It therefore follows that a centreline porosity region
having a size of approximately 4mm/41mm ≈ 10% of the ingot diameter can be hot
forged to an acceptable quality. The measures originate by measuring the porous zone
using a ruler on the picture showing the sectioned ingot. It is also seen that the real
porosity size is in the order of centimeters.
6.2.2 Upper bound analysis of porosity closure
Since cast ingots contain porosities, a natural advance from normal upper bound analysis
was to introduce upper bound analysis for forging porous solids. Such a study is found in
Melander & Ståhlberg [71] and in Ståhlberg et al. [94] where compression of a block con-
taining either regularly or randomly distributed square or circular porosities is analyzed
using upper bound analysis. The analysis was compared with compression of plasticine
blocks with cut out porosities. Reasonable agreement between theory and measurements
was found. By applying the analysis, it was possible to derive the degree of reduction
necessary for closure of a given initial porosity fraction. The findings are seen in Fig. 6.2.
Fig. 6.2. Reduction necessary for closure of a given initial porosity fraction. From Me-
lander & Ståhlberg [71].
From Fig. 6.2 it is seen that a substantial increase in the predicted reduction needed for
porosity closure occurs when increasing the initial porosity density. The model predicts
closure of even severely porous ingots by applying a reduction of approximately 30%.
Although giving valuable new insight into the prediction of porosity closure in ingot
forging, the upper bound analysis suffers from assuming plane strain deformation and by
only being able to apply simple die geometries.
6.2.3 FEM-analysis of porosity closure in ingot forging
With the emergence of more powerful computers, numerical analysis was used for sup-
plementing upper bound and slipline analysis.
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A study applying several different porous plasticity models (see 7.2.1) is found in Zhang
et al. [110]. Here a unit volume cell is compressed. Using different porous plasticity
models and also a representative volume element model, they try to estimate the effective
strain necessary to close initial porosities. The applied models are the Gurson model
(Gurson [42]), the Gurson-Tvergaard-Needleman model (Tvergaard [98]), the Budiansky-
Hutschinson-Slutsky model (Budiansky et al. [14]), the Lee-Mear model (Lee & Mear
[65]), a FE-model of deforming a representative volume element and finally the authors
of the article’s (Zhang et al. [110]) own model. The FE-model consists of a cube 20mm by
20mm by 20mm containing a spherical porosity in the center of the cube having radius
1mm, thus giving an initial porosity density of 0.017%, hence a very dilute porosity
concentration.
Some of their findings can be seen in Fig. 6.3.
(a) σm
σ¯
= −2.0 (b) σm
σ¯
= −0.6
Fig. 6.3. Porosity closure as a function of effective strain for different porous plasticity
models and two different values of mean stress. From Zhang et al. [110].
In Fig. 6.3 the evolution in porosity content of a solid is evaluated for increasing effec-
tive strain under different mean stress levels (σm
σ¯
) predicted by different porous plasticity
models. It is seen that all models predict some closure of porosities for hydrostatic com-
pression and that the closure increases with increasing straining. For large compressive
stress states, there are small differences in the predicted closure. However for more mod-
eratly compressive stress states, larger differences in predicted porosity closure between
the applied models are seen. It can be seen that an effective strain of approximately 0.5
can be viewed as a minimum requirement for full closure of the initial porosities.
6.3 Minimization of segregations
As mentioned in Section 2.6, segregations are differences in chemical composition through
the casting. The only way to even out the differences in chemical composition is through a
homogenization heat treatment. Hereby the differences in chemical composition is leveled
out through diffusion of alloying elements from volumes of high concentration to volumes
of low concentration. This is feasible for the microsegregation, since the diffusion path is
fairly small. However for a full homogenization of a large casting containing macrosegre-
gations, a very long heat treatment time would be needed. Therefore this solution is not
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feasible even when the casting is heated substantially in hot forging as described in Chap-
ter 1. A rough estimate for the homogenization time is given in ASM Handbook Vol. 4
[7] p. 1847:
x2 ≈ Dt (6.1)
where x is the distance between regions of high and low alloying content, t is time and
D is the diffusion coefficient. For a plain carbon steel, the diffusion coefficient D can, in
the high temperature range according to Tibbetts [97], be approximated by the empirical
expression:
D ≈ 0.47cm2/s · exp
−1.6 · C − 37000
cal
mol
− 6600 cal
mol
· C
RT
 (6.2)
where D is the diffusion coefficient with unit[cm2/s], C is the weight percent of carbon,
R is the gas constant with unit [ cal
mol ·K ] and T is the temperature in Kelvin. For a steel
containing 0.42% carbon at a temperature of 1473K (1200oC) one obtains the following
diffusion coefficient:
D ≈ 0.47cm2/s · exp
−1.6 · 0.42− 37000
cal
mol
− 6600 cal
mol
· 0.42
1.986 cal
mol ·K · 1473K
 ≈ 2.0 · 10−6cm2/s
(6.3)
Inserting the diffusion coefficient in Eq. 6.1 one can draw a graph showing the homog-
enization time as function of distance between regions of low and high alloying content,
see Fig. 6.4.
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Fig. 6.4. Homogenization time as a function of distance between regions of low and high
alloy content.
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From Fig. 6.4 it is clear that full homogenization for large cast parts are not feasible
within an acceptable process time. However a forging or rolling operation, which reduces
the size of the casting, can substantially reduce the time for homogenization. This can
be explained using Fig. 6.5. The figure shows a macrosegregated casting. It is subjected
to some plastic deformation whereby its dimension in the direction of the segregation
pattern (y-direction) is reduced to half height, and at the same time the casting is also
elongated, see Fig. 6.5.
Casting before deformation
Casting after deformation
0h 0211 hh =
Plastic deformation
x
y
0l
1l
Fig. 6.5. Reducing homogenization time of macrosegregations due to deformation.
From Eq. 6.1 it is seen that the homogenization time in this case is reduced by 75%. The
induced plastic deformation can thereby directly be used to reduce macrosegregations by
reducing the homogenization time. However it requires that the casting is reduced in the
direction of the segregation pattern (y-direction in Fig. 6.5). If the reduction is applied
in the x-direction of the casting seen in Fig. 6.5, it increases the distance between the
regions of minimum and maximum alloying content, and hereby the homogenization time
is increased according to Eq. 6.1. Generally, as recommended in ASM Handbook Vol. 14
[5] p. 103-105, the only feasible way of minimizing macrosegregations in cast parts is
by substantial hot forging. However if heavy cross sections of the final part are needed,
macrosegregation can not be minimized by this method.
6.4 Slag inclusions
Like segregations, slag inclusions are also formed during the casting process. However
they can not be dissolved by a heat treatment, but some slag inclusions may be positively
affected by plastic deformation. Fredriksson & Åkerlind [34] list three different cases
depending on the properties of the slag:
1. The slag particles are harder and stronger than the surrounding matrix material.
The slag particles will not be affected by plastic deformation since they can just deform
the surrounding material when subjected to external forces. The principle can be seen in
Fig. 6.6.
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Hard slag inclusion
Casting before deformation
Casting after deformation
Plastic deformation
Fig. 6.6. Casting with hard slag inclusions subjected to plastic deformation.
2. The slag particles are softer than the surrounding matrix material. When subjecting
the casting to plastic deformation, the slag particles will be compressed in the direction
of the applied deformation and become elongated due to the applied deformation. This
deformation pattern is seen in Fig. 6.7.
Soft slag inclusion
Casting before deformation
Casting after deformation
Plastic deformation
Fig. 6.7. Casting with soft slag inclusions subjected to plastic deformation.
3. The slag particles are brittle. When brittle slag particles are deformed plastically,
they break into smaller pieces and the smaller pieces are distributed in the elongation
direction parallel to the deformation direction. The situation can be seen in Fig. 6.8.
Brittle slag inclusion
Casting before deformation
Casting after deformation
Plastic deformation
Fig. 6.8. Casting with brittle slag inclusions subjected to plastic deformation.
As it is seen, whether or not defects due to slag inclusions are suppressed or not,
depends to a large extent on the properties of the slag itself. The slag particle properties
are mainly influenced by the casting process and the slag forming elements added to the
melt before casting.
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6.5 Coarse grain structure
As mentioned in Section 2.5, large cast parts usually contain relatively coarse grain struc-
ture. The coarse grain structure, originating from the casting process, can be converted
to a finer structure by hot deformation of the part. This was found experimentally in
Campbell et al. [15], who did hot deformation of stainless steel AISI 304 with varying
temperature, strain and strain rate. Here it was found that recrystallization was affected
both by temperature, strain and strain rate. Examples of the findings are seen in Fig. 6.9.
(a) Recrystallization time as function of strain for dif-
ferent temperatures.
(b) Grain size as function of strain for different tem-
peratures.
Fig. 6.9. Grain structure refinement by deformation. From Campbell et al. [15].
It is seen from Fig. 6.9 that straining generally reduces recrystallization time. The
recrystallization time is also reduced by temperature. The grain size however does not
have a minimum for the highest temperature. This is probably due to rapid grain growth.
The governing principle responsible for the more rapid microstructure change is the fact
that deformed metals recrystallize faster than undeformed metals. Also a larger reduction
ratio gives rise to a finer grain structure than does lower reduction ratios. Therefore hot
forging combines the elevated temperature needed for recrystallization and induces the
deformation, which decreases the time for recrystallization, and gives rise to a finer grain
structure. This finer grain structure gives better properties regarding fatigue, mechanical
strength and toughness.
6.6 Guidelines from practical experience
Some simple guidelines in open die forging can be found in Semiatin [88] p. 102-103 and
will be listed here. It is recommended that the deformation zone geometry parameter
∆, see Section 5.4, should be smaller than 1.6. Also a large die indentation depth into
the casting should be performed in each indentation step. This is to ensure that the
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deformation field reaches the center of the casting, hereby promoting conversion of the
cast structure all the way through the casting. It is also recommended to deform the
casting as much as possible to induce sufficient deformation. The purpose of the forging
operation should therefore not only concern obtaining the final shape, but should also
ensure sufficient deformation everywhere in the casting. It can also be beneficial to cool
off the surface of the hot casting. This increases the flow stress at the surface of the
casting according to equation Eq. 3.8. Thereby most of the plastic straining occurs in the
middle of the ingot for a given compression.
Also of importance is the feed during the ingot forging operation. The feed is the
distance the dies and the workpiece are moved compared to each other per forging inden-
tation, and is labeled SV, see Fig. 6.10.
H
L
Lower die
Upper die
Ingot
SV
Fig. 6.10. Feed in ingot forging operation.
According to Lange [64] there are limitations on how large the feed should be per
forging operation in order to ensure sound forgings. Ideally one would use a feed equal to
the width L of the dies, since this would imply the fewest forging operations to achieve
the desired workpiece shape. However this has an unfavorable influence on the plastic
deformation pattern internally in the ingot. This can be seen in Fig. 6.11.
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Fig. 6.11. Deformation field depending on deformation zone geometry and feed size.
From Lange [64] p. 56.
From Fig. 6.11 the same deformation field is indicated as in Fig. 5.6. However now the
deformation field is combined with the next deformation field, after movement of the
workpiece after the first indentation and performing a new indentation, resulting in the
three lower figures. They show the plastic deformation pattern depending on the feed
SV. It can be seen that if a large feed size is used for b/h=1, an undeformed dead zone is
formed at the centerline. This implies that neither recrystallization nor porosity closure
is enhanced by plastic deformation in this region. Therefore Lange [64] proposes to use
a feed size of ½L or less when performing the ingot forging operation in order to ensure
porosity closure and promote recrystallization.
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6.7 Influence of die geometry on closure of centreline
porosities
When forging a shaft from an ingot, two dies are applied for the ingot forging operation.
In industry it is well known that it is beneficial to use a V-shaped lower die, see Fig. 6.12.
Fig. 6.12. Forging of shaft using V-shaped lower die. Courtesy to Vitkovice Heavy
Machinery A/S.
The principle of forging using a V-shaped lower die may be seen in Fig. 6.13.
Lower die angle
Upper die
Centreline porosity
Fig. 6.13. V-shaped lower die applied in ingot forging.
The forging die layout consists of a lower die having inclined faces forming an angle,
denoted here as the lower die angle. The upper die has a flat face.
Already Nasmyth [74] noticed that centreline porosity closure was influenced by the
choice of lower die angle. Based on trial and error in the workshop, he estimated the
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optimum lower die angle to be 80o.
The work of Johnson [51] introduced both slipline and upper-bound solutions for ingot
forging and allowed for a better theoretical understanding of why a V-shaped lower die
is beneficial for ingot forging. It was shown in Section 5.5 that an improper choice of
die size compared to ingot size may give rise to tensile stresses in the center of the ingot
when forging with flat parallel dies. Also it was shown (Section 5.3) that a very inclined
lower die can result in dead zone formation in the center of the ingot whereby porosities
are not closed during forging.
The choice of lower die angle in ingot forging is the main parameter investigated in
latter chapters in the thesis.
6.8 Conclusion
A number of benefits of hot forging an ingot after casting have been listed. It is clear
that a proper choice of forging procedure and die layout has potential to improve the
quality of the part manufactured from a steel ingot.
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7 Modelling of ductile damage in metal
forming
7.1 Introduction
The purpose of a metal forming operation is to deform a workpiece into a different shape
than the original one. However it is well known that at some point, it may not be possible
to deform the material further because it fractures. Hence many metal forming operations
are ultimately limited by fracture of the material due to the plastic deformation. It is
therefore of interest to be able to predict when the metal starts to fracture. “When” is
here understood as the combination of initial material properties, stress, strain and strain
rate history, temperature, lubrication etc. which give rise to fracture of the material.
Fracture in metal forming is influenced by all process parameters and a full description
should therefore ideally take all of them into account. This may however be computational
cumbersome so models ranging from very simple to more complex have been suggested
through time. A review of some different strategies and models regarding modelling of
ductile fracture is presented in the current chapter. Experimental forming fracture limit
diagrams (FFLD) are presented as well as computational models for prediction of ductile
fracture in metal forming.
7.1.1 Physical mechanism causing ductile fracture
The basic mechanism for ductile fracture is the formation of small porosities in the solid.
These porosities may grow due to plastic forming of the solid and finally coalesce to form
larger porosities, which can finally evolve to cracks. The principle can be seen in Fig. 7.1.
Small initial porosities Growth of porosities
Formation of large 
porosity
(a) (b) (c)
Fig. 7.1. Growth and coalescence of porosities due to plastic deformation.
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The origin of the initial porosities can be small gas porosities from casting the metal.
The origin of porosities can also be from debonding between the matrix material and
intermetallic particles. It is argued in Atkins [8] that the debonding strength can vary
quite substantially between different metal alloys. The principle is seen in Fig. 7.2.
Matrix material with strongly bonded intermetallic particles Stretching without debonding between intemetallic particles 
and matrix material
Matrix material with weakly bonded intermetallic particles Stretching with debonding between intemetallic particles 
and matrix material
Deformation
Deformation
Fig. 7.2. Debonding between intermetallic particles and matrix material due to metal
forming.
Fig. 7.2 explains why some metals can undergo substantial deformation with nucle-
ation of new porosities before fracture, while others fracture almost immediately after
nucleation of porosities. If the bonding strength between metal matrix material and the
intermetallic particles is weak, nucleation of porosities starts almost immediately when
deformation begins, resulting in the possibility of substantial straining with nucleation of
porosities. If the bonding strength between the intermetallic particles and the metal ma-
trix material is strong, nucleation only starts when the material is heavily stretched and
fracture occurs shortly after the beginning of nucleation of porosities. A microstructural
description of ductile damage should therefore ideally include both a nucleation and a
growth model for porosities.
7.1.2 Influence of the hydrostatic stress on forming limit
From the nature of the process, porosity growth and linking to form a crack, it can
qualitatively be understood that tensile stresses are promoting porosity growth while
compressive stresses minimize porosity growth. This was experimentally found to be
correct by Bridgman [12] who performed tensile tests of different steels under high hydro-
static pressures. He found that it was possible to increase the effective strain at fracture
by a factor of four compared to tensile tests at atmospheric pressure when increasing the
hydrostatic pressure to 30.000kg/cm2 (≈3000MPa) . The formability limit before fracture
of a material is therefore dependent on the stress situation causing the deformation.
An early attempt to quantitatively describe the influence of the hydrostatic stress on
the forming limit was given by Vujovic & Shabaik [100]. They introduced the quantity
stress triaxiality β, which they defined as β = I1√
3J2
= 3σm
σe
= σkk
σe
, where I1 is the first
invariant of the stress tensor, J2 is the second invariant of the deviatoric stress tensor
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and σe is the effective von Mises stress. Often a different definition of stress triaxiality is
used:
β = σm
σ¯
= σkk3σ¯ (7.1)
where σ¯ is the effective stress. The main principal difference between the definition
of stress triaxiality according to Eq. 7.1 and the one defined by Vujovic & Shabaik [100]
is that the definition in Eq. 7.1 allows for the use of other yield criterion than the von
Mises. For instance one could use a porous or an anisotropic yield criteria. Unless
explicitly stated otherwise in the thesis, the definition in Eq. 7.1 is used in the thesis. A
sketch of the principle of formability being dependent on stress triaxiality can be seen in
Fig. 7.3. ε¯C is the effective plastic strain at fracture. A plot of
(
β, ε¯C
)
is here denoted as
a formability diagram.
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Fig. 7.3. Principal sketch of formability as a function of stress triaxiality. After Vujovic
& Shabaik [100].
Fig. 7.3 should be interpreted qualitatively as the attainable deformation, measured as
effective plastic strain at fracture ε¯C , increases with decreasing stress triaxiality. Three
different metal forming operations are listed as examples of processes with different stress
triaxiality. It should be noticed that in the original work of Vujovic & Shabaik [100],
their proposed formability line continued further into the compressive range and did not
include the assymptotic behaviour for β = −13 . In the opinion of the author this is a
mistake because the local stresses causing cracks to occur may be quite different than the
overall stress situation. Therefore the author have included the assymptotic behaviour
predicting infinite formability for β < −13 . Regarding the shape of the formability line,
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Johnson & Cook [50] reports an exponential diminishing of the effective strain at fracture
for increasing stress triaxiality.
7.1.3 Forming fracture limit diagrams in principal strain space
Instead of plotting formability as a function of stress triaxiality, one can also plot the
formability in a principal strain diagram. These types of diagrams were introduced by
Keeler & Backofen [56] for stretching of metal sheets. Goodwin [36] expanded the diagram
to drawing of metal sheets. Limit diagrams for bulk forming were presented in Kuhn
et al. [62]. The formability is plotted in an
(
εplmin, ε
pl
max
)
diagram, here denoted as a
forming fracture limit diagram, where εplmin and εplmax are the minimum and maximum in-
plane principal plastic strains. In-plane refers to the experimental way the minimum and
maximum plastic strains are determined. Usually a sample is deformed until cracks are
observed on the surface of the specimen. The strains at the surface are then calculated
from a grid, which has for instance been etched on top of the surface before deformation.
It is often assumed in the forming limit diagram that the stress normal to the free surface
is zero. Hence plane stress can be assumed for the forming limit diagram. An example of
such a forming limit diagram can be seen in Fig. 7.4. Fig. 7.4a shows an experimentally
obtained forming fracture limit diagram from Kuhn et al. [62]. Fig. 7.4b shows a principal
forming fracture limit diagram.
(a) Forming fracture limit diagram from Kuhn
et al. [62].
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(b) Principle of the forming fracture limit diagram.
Fig. 7.4. Forming fracture limit diagrams.
In Fig. 7.4b, εC is the maximum principal plastic strain at fracture in plane strain
tension loading, the line
(
εCmin, ε
C
max
)
is the fracture limit, adrawing and astretching refer to
the fact that the fracture line may have different slopes in the drawing and stretching
region respectively. Examples of different forming fracture limit diagrams can be found
in Embury & Duncan [30].
Erman et al. [31] also present experimental data indicating that the forming fracture
line may even have different slopes in the drawing region depending on process conditions.
Some examples can be seen in Fig. 7.5.
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(a) Forming fracture limit diagram with different
slopes in drawing region.
(b) Forming fracture limit diagram with different
slopes due to temperature difference.
Fig. 7.5. Forming fracture limit diagrams. From Erman et al. [31].
From Fig. 7.5 it is seen that the point of shift from a fracture line with one slope to a
fracture line with another slope may happen at other locations than along the maximum
principle strain axis. The shift can be triggered by elevated temperature. It should also
be noticed that the lowest fracture line is so close to origo that a shift in slope may be
difficult to determine experimentally due to the low formability. In the experiments, the
fracture lines have slopes of either approximately −12 or −1.
Some common linear plane stress loading paths are drawn in the forming fracture limit
diagram and can be seen in Fig. 7.6. The slopes of the linear strain paths are also depicted.
It is noticed that the line corresponding to uniaxial compression is parallel with one of
the formability lines. Since the lines do not cross, there is infinite formability in case of
pure compression.
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Balanced biaxial tension. Slope: 1
Plane strain tension tension. Slope: ∞ 
Uniaxial tension. Slope: -2
Pure shear. Slope: -1
Uniaxial compression. Slope: -½
1
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Fig. 7.6. Common loading paths in the forming fracture limit diagram.
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A third forming fracture limit line is presented in Marciniak [69]. The line is seen in
Fig. 7.7 and goes from B to D in the diagram.
Fig. 7.7. Shear fracture forming limit line.
The author has not encountered this line in other works within ductile fracture and it
is therefore not considered in the present analysis.
Forming fracture limit diagrams should not be confused with more traditional forming
limit diagrams, mainly developed for sheet metal forming, where diffuse or local necking
limits the formability.
The advantage of forming fracture limit diagrams, either presented as
(
β, ε¯C
)
or(
εCmin, ε
C
max
)
diagrams, are that they reflect measured fracture of real specimens. The
disadvantages are that they require sufficient experimental facilities to obtain the dia-
grams for a wide combination of stress and strain situations and are limited to plane
stress.
7.2 Coupled ductile damage mechanics
A coupled ductile damage model is one where the flow stress of the material is affected
by the evolution of some variable being representative for the accumulated damage of
the material. This dependency may be fully coupled or semi-coupled. Fully coupled
implying that the flow stress is modified during the iterations for force equilibrium, see
Chapter 8. One may also use a semi-coupled approach where the yield surface is only
modified at the beginning of a step. Thereby iterations for the damage variable are not
needed. Computational time is thereby reduced. On the other hand force equilibrium in
terms of current damage is not fulfilled.
Two major categories of coupled ductile damage exist: Porous metal plasticity and
continuum damage mechanics.
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7.2.1 Porous metal plasticity
Porous metal plasticity consists of having a metal containing some porosities. Usually
the amount of porosity is modelled as some porosity density f , where f = 0 implies a
porous-free metal and f = 1 corresponds to having no metal at all. The porous plasticity
model consists of a yield surface being dependent on typically both deviatoric stresses
Sij, the mean stress σm and porosity density f , combined with an evolution algorithm
for the change in porosity density f˙ due to deformation. One such model is the Gurson-
Tvergaard-Needleman model. Another model, utilized in the commercial FEM-simulation
software DEFORM®, is presented in Section 8.6.
7.2.1.1 Gurson-Tvergaard-Needleman model
Gurson [42] derived both a yield criterion and a flow rule for a porous metal by an upper
bound solution for a representative volume element containing either a spherical or a
cylindrical porosity. The analysis was further developed by Tvergaard [98] and is known
as the Gurson-Tvergaard-Needleman (GTN) model. The yield criterion is:
σ2e
σ2M
+ 2fq1cosh
(
q2
2
σkk
σM
)
− (1 + q3f) = 0 (7.2)
where σe =
√
3J2 is the Mises stress, σM is the flow stress of the fully dense material,
q1, q2 and q3 are constants. The yield criterion is supplemented by an evolution algorithm
of the porosity density depending both on volumetric plastic strain rate ε˙plv = ε˙
pl
kk and
nucleation of new porosities, which is described by a statistical distribution multiplied
by the equivalent plastic strain rate of the matrix material. The basic idea being that
the change in porosity density can be decomposed into two parts, one due to growth of
existing porosities and one due to nucleation of new porosities:
f˙ = f˙growth + f˙nucleation (7.3)
where
f˙growth = (1− f) ε˙kk (7.4)
and
f˙nucleation =
fN
SN
√
2pi
exp
[
−12
(
εm − εN
SN
)2]
(7.5)
where fN is the fraction of porosity nucleating particles, εN is the mean strain for
nucleation and SN is the standard deviation of nucleation. The expression for nucleation
of porosities is from Chu & Needleman [21]. If it is assumed that the material does
not nucleate new porosities, the Gurson-Tvergaard-Needleman model does not predict
accumulation of damage for a pure shear stress state.
A correction to take into account damage due to pure shear was introduced in Nahshon
& Hutchinson [73]. It was proposed to modify the growth of nucleation by introducing:
f˙growth = (1− f) ε˙kk + kωfω (σ)
Sijε
pl
ij
σe
(7.6)
with
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ω (σ) = 1−
(
27J3
2σ3e
)2
(7.7)
and
J3 =
1
3SijSikSjk (7.8)
is the third invariant of the deviatoric stress tensor and kω sets the magnitude of
porosity growth rate due to pure shear and is to be determined experimentally. It is
by this modification theoretically possible for the Gurson-Tvergaard-Needleman model
to predict porosity growth when loaded by pure shear. However, as the authors of the
article mention, the damage parameter f can then no longer be interpreted directly as
porosity. It should be viewed as either an effective porosity density or as a damage
parameter.
7.2.2 Continuum damage mechanics
The concept of continuum damage mechanics was introduced by Kachanov [53]. The
basic principle is that some damage parameter D expresses the accumulated damage of
the material and gradually reduces the apparent flow stress σ˜o of the material compared
to the flow stress σo of the undamaged material. The relation was introduced in Rabotnov
[82] and is:
σ˜o = (1−D)σo (7.9)
If D = 0 the material is undamaged and has full strength. For D = 1 the material is
fractured and has zero strength. When 0 < D < 1 the material is damaged to a smaller
or larger degree. On the contrary to the aforementioned porous plasticity formulations,
the damage variable D does not have a direct physical interpretation.
The model is mainly dependent on the evolution algorithm describing how the damage
parameterD changes with deformation. For a description of some frequently used models,
the reader is referred to Lemaitre [66] for a model of isotropic damage or Xue [107] for a
model of anisotropic damage.
7.3 Uncoupled ductile damage models
In contrast to the coupled models mentioned in Section 7.2 the mechanical properties
of the material are not affected by the accumulated damage when modelling uncoupled
ductile damage. The prediction of damage becomes a postprocessing operation, where the
calculated stresses and strains are used to quantitatively describe the damage experienced
by the material. The general form of an uncoupled ductile damage criterion is:
C =
ˆ
f (σij) g
(
dεplij
)
(7.10)
where f (σij) is a function of the stress tensor and g
(
dεplij
)
is a function of the infinites-
imal plastic strain tensor. C is then the accumulated damage value. The basic idea is
that if C becomes larger than some critical value, the material is considered to start
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fracturing. It is therefore preferable if the critical value of C is constant and not process
dependent. This may however be difficult to achieve in practice.
In the following, a number of different uncoupled ductile damage criteria are presented
and some of their properties are discussed.
7.3.1 Freudenthal criterion
The Freudenthal criterion was introduced in Freudenthal [35] and has the form:
C =
ˆ
σ¯dε¯pl (7.11)
where σ¯ is the effective stress and dε¯pl is the effective plastic strain increment. The
Freudenthal criterion may be interpreted as a plastic work criterion. The main drawback
of the Freudenthal criterion is that it does not take into account the increased ductility
for increasingly negative stress triaxialities. Whether the stresses are compressive or
tensile are not reflected in the accumulated damage value. Since both σ¯ and dε¯pl are
non-negative, the Freudenthal criterion can only predict non-negative damage values.
7.3.2 Cockcroft & Latham criterion and normalized version
Cockcroft & Latham [22] introduced a damage criterion dependent on the largest principal
stress σ1 and the effective plastic strain increment dε¯pl:
C =
ˆ
σ1dε¯
pl (7.12)
A version of Eq. 7.12, normalized by the effective stress σ¯, was presented in Oh et al.
[77] and is:
C =
ˆ
σ1
σ¯
dε¯pl (7.13)
Although lacking a theoretical basis, the normalized version have been found in studies
like Gouveia et al. [38] and Landre et al. [63] to give reasonable constant damage values
C for a number of different strain paths in bulk forming. It is also the default sug-
gested damage criterion in DEFORM®. Due to these factors, the normalized Cockcroft
& Latham criterion is applied extensively in this thesis.
7.3.3 Brozzo damage criterion
To make a damage criterion dependent on mean stress, Brozzo et al. [13] proposed a
modified version of Eq. 7.12:
C =
ˆ 2σ1
3 (σ1 − σm)dε¯
pl (7.14)
7.3.4 McClintock damage criterion
A criterion based on growth of elliptic porosities was introduced in McClintock [70] and
is expressed as:
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C =
ˆ ( √3
2 (1− n)sinh
[√
3 (1− n)
2
σa + σb
σ¯
]
+ 34
σa − σb
σ¯
)
dε¯pl (7.15)
where σa and σb are the principal stresses in the directions of the major and minor
axes of the elliptic porosity. σa and σb are at the same time also the largest and smallest
principal stresses in the material. n is the strain hardening exponent in the Hollomon
hardening law σ0 = C
(
ε¯pl
)n
. Generalized plane strain was assumed and it was also
assumed that the ratio between stresses σa and σb was kept constant during deformation.
It was also assumed that no rotation between the material and the directions of the
applied stresses occurred during loading. More advanced computational procedures for
varying stress ratios where also presented in the paper.
An interesting interpretation of Eq. 7.15 was presented in Oh et al. [77]. First it is
noticed that a Taylor series expansion of sinh(x) is given by:
sinh (x) =
∞∑
n=0
x2n+1
(2n+ 1)! = x+
x3
3! +
x5
5! +
x7
7! + ... (7.16)
hence if x → 0 then sinh (x) → x. Performing a Taylor series expansion of Eq. 7.15
when ignoring higher order terms yields:
C =
´ ( √3
2 (1− n)sinh
[√
3 (1− n)
2
σa + σb
σ¯
]
+ 34
σa − σb
σ¯
)
dε¯pl
≈ ´
( √
3
2 (1− n)
√
3 (1− n)
2
σa + σb
σ¯
+ 34
σa − σb
σ¯
)
dε¯pl
=
´ (3
4
σa + σb
σ¯
+ 34
σa − σb
σ¯
)
dε¯pl
= 32
´ σa
σ¯
dε¯pl
(7.17)
The Taylor series expansion with no higher order terms is reasonable if for instance
the strain hardening exponent n is large or if the ratio σa + σb
σ¯
is small. In Section 5.5 it
was noticed that in the center of an ingot being forged by plane dies, a stress situation
may arise where one principal stress is tensile and one is compressive, hence for such a
deformation process, the Taylor series expansion could be a reasonable approximation and
consistency between the McClintock criterion and the normalized Cockcroft & Latham
criterion exists.
The author has noticed some inconsistencies in the formulation of the McClintock
criterion in literature. Eq. 7.15 is consistent with the model presented in the original
paper (McClintock [70]) and may also be found in Sowerby et al. [92] and Landre et al.
[63]. A different version is presented in Oh et al. [77]:
K =
´ ( 2√
3 (1− n)sinh
[√
3 (1− n)
2
σa + σb
σ¯
]
+ σb − σa
σ¯
)
dε¯pl (7.18)
with K = 43 ln
(
l0a
2a0
)
, where l0a is the initial distance between two elliptic porosities
and a0 is the size of the initial major axis of the elliptic porosity. It is seen in Eq. 7.18 that
the last term in the bracket has changed sign from σa− σb to σb− σa. The same formula
is also written in the DEFORM® manual (SFTC [89]). By a Taylor series expansion of
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Eq. 7.18 (again neglecting higher order terms) one obtains:
K = 2
ˆ
σb
σ¯
dε¯pl (7.19)
It is seen that this linearized criterion is dependent on σb and not σa. This seems strange
to the author. If one thinks of a uniaxial tensile test of a very strain hardening material
so that the linearization is still feasible, σa = σ¯ and σb = 0, hence Eq. 7.19 predicts no
damage when performing uniaxial tension of a very strain hardening material. To the
author this indicates a printing error in the article of Oh et al. [77]. This is also underlined
by the authors of the article themselves because they perform some calculations based
on Eq. 7.18 where they insert the principal stresses σa and σb according to Eq. 7.15.
However it is a little unlucky if Eq. 7.18, with the printing error, has been implemented
in DEFORM®. To test this, a simulation of uniaxial tension of a cube of size 10mm x
10mm x 10mm was loaded in tension and elongated to a final length of 20mm in the
z-direction. An artificial material with flow stress σ0 = 1
(
ε¯pl
)0.99
was used to make the
Taylor expansion of the hyperbolic sine function reasonable. Both damage based on the
McClintock model and the normalized Cockcroft & Latham model was simulated using
the default implementation. The result can be seen in Fig. 7.8.
(a) McClintock. (b) Normalized Cockcroft & Latham.
Fig. 7.8. Comparison of predicted ductile damage for two different criteria.
It is seen from Fig. 7.8 that the predicted ductile damage for the McClintock criterion
is approximately two times the normalized Cockcroft & Latham damage. This is also
obtained when using the correct version of Eq. 7.18:
K =
´ ( 2√
3 (1− n)sinh
[√
3 (1− n)
2
σa + σb
σ¯
]
+ σa − σb
σ¯
)
dε¯pl
≈ ´
(
σa + σb
σ¯
+ σa − σb
σ¯
)
dε¯pl
= 2
´ σa
σ¯
dε¯pl
(7.20)
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As it can be seen from Fig. 7.8 and Eq. 7.20 the implementation of the McClintock
criterion is correct in DEFORM®, so the error is only in the manual and in the article of
Oh et al. [77].
7.3.5 Rice & Tracey damage criterion
A model based on growth of spherical porosities in a representative volume element was
derived by Rice & Tracey [83]:
R˙
R
= 32exp
(
−53
)
exp
(3
2
σm
σ¯
)
˙¯εpl ≈ 0.283exp
(3
2
σm
σ¯
)
˙¯εpl (7.21)
where R˙ is the growth rate of the radius and R is the radius of a spherical porosity.
An integral form of Eq. 7.21 is then used as damage criterion:
C =
ˆ
exp
(3
2
σm
σ¯
)
dε¯pl (7.22)
It is seen from 7.22 that positive damage is predicted even for highly negative stress
triaxialities. However since exp(x)→ 0 for x→ −∞ the accumulated damage for highly
compressive stress states becomes very small.
The author thinks it is interesting that there is a principal contradiction between the
Rice & Tracey criterion and porous metal plasticity since the latter predicts an improve-
ment in mechanical properties at compressive stress triaxialities due to densification of
the material. On the contrary the Rice & Tracey criterion predicts a decline of mechanical
properties at negative stress triaxialities.
7.3.6 Ayada damage criterion
A criterion dependent purely on the stress triaxiality level was proposed by Ayada et al.
[9]:
C =
ˆ
σm
σ¯
dε¯pl (7.23)
The Ayada criterion is based on porosity nucleation and growth due to positive stress
triaxiality while predicting closure for negative stress triaxialities.
7.3.7 Oyane damage criterion
A criterion based on porous metal plasticity was derived by Oyane [79]:
C =
ˆ (
1 + 1
ao
σm
σ¯
)
dε¯pl (7.24)
where ao is a fitting constant.
In the same article Oyane also suggested a modified version non-linearly dependent on
the accumulated effective plastic strain:
C =
ˆ (
1 + 1
ao
σm
σ¯
) (
ε¯pl
)n
dε¯pl (7.25)
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In the article it is noticed that Eq. 7.25 is in best agreement with experiments. Eq. 7.24
is however most cited in literature and is implemented in software systems. It is noticed
that a power series expansion of exp
(3
2
σm
σ¯
)
≈ 1 + 32
σm
σ¯
for | σm
σ¯
|< 1, hence if a0 = 23
and | σm
σ¯
|< 1 the Oyane criterion would predict approximately the same damage as the
Rice & Tracey criterion.
7.4 Conclusion
A number of models for the prediction of damage in metal forming operations have been
presented and discussed in various detail level. The main focus has been on uncoupled
ductile damage models. Here it is found that the normalized Cockcroft & Latham criterion
is best suited for modelling uncoupled ductile damage in bulk metal forming, which is
typically dominated by large, compressive stresses with some smaller, tensile stresses.
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8 Finite Element Flow Formulation
8.1 Introduction
Metal forming operations can be analyzed using a number of analysis methods. The
oldest method and the one closest to reality is to directly manufacture the part to evaluate
whether the part has the desired properties and quality required. However it may be both
time consuming and expensive to base product development on a trial-and-error basis.
Therefore other methods of analysis are needed.
Siebel [91] introduced slab analysis of compression of cylindrical specimens. This anal-
ysis was later utilized for analyzing rolling by von Kármán [59]. Friction can be included
in the analysis. Both plane strain and axisymmetric deformation can be calculated using
the slab method, the main advantage being that closed form solutions to problems can
be found, thereby making it fairly easy for the practicing engineer to calculate process
forces.
The mathematical foundation of the slipline method was presented in Hencky [44]. The
slipline method made it possible to calculate process forces and stress distributions in a
metal forming operation. However the analysis is limited to plane strain deformation
and ideal-plastic materials but does incorporate friction. A series of practical examples
of metal forming operations analyzed using sliplines can be found in Hill [46], Prager &
Hodge [81] and Johnson & Mellor [52].
Upper bound methods based on the upper bound theorem presented in Hill [46] have
also been applied extensively for the calculation of both tool loads and material flow.
The method is limited to simple deformation cases such as plane strain (Green [39]) or
axisymmetric (Kudo [60]) deformation and ideal-plastic materials but can also include
friction. One advantage of the upper bound method is that the calculated process forces
are larger than or equal to the real process forces required for the metal forming operation.
Thereby dimensioning of tools and machines are on the safe side regarding being able to
perform the metal forming operation in contradiction to the lower bound, slab method
of analysis.
The three listed methods slab analysis, slipline analysis and upper bound analysis were
the main sources of theoretical analysis of metal forming operations until the emergence
of sufficiently powerful computers. The main disadvantages of the methods are their
restrictions to simple metal forming operations and lack of capabilities of taking into
account more advanced nonlinear phenomena such as strain hardening. These problems
were however solved by the emergence of cheaper and more powerful computers making
finite element analysis available for a broader range of engineers and not only research
groups at universities.
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8.2 Basic concepts of FEA-analysis in relation to the
finite element flow formulation
The ideal simulation of a metal forming operation would comprise complete tracking
of both position, velocities and temperatures of all atoms constituting the solid to be
analyzed. This is however not possible with the current state of development of computer
power. Therefore Finite Element Analysis (FEA) constitutes of subdividing the solid into
a number of elements of finite size and then fulfill the governing differential equation in
an average sense over the element. An example of a tensile test bar subdivided into a
number of finite elements can be seen in Fig. 8.1.
Fig. 8.1. Example of a finite element mesh.
A close inspection of Fig. 8.1 yields that each element is a quadrilateral. The four
corners of each element are known as nodes. Each node has some variables associated
with it, for instance position, velocity or temperature. It is these fundamental node
variables which are used to express and fulfill the governing differential equation over
the entire element. A solid consisting of only two elements and six nodes can be seen in
Fig. 8.2.
1 2
34
5
6
1 2
Fig. 8.2. Two finite elements.
It can be seen from Fig. 8.2 that element 1 consists of the nodes (1,2,3,4) and element
2 consists of the nodes (2,5,6,3). The numbering follows the tradition of being counter-
clockwise in the element. It is seen that the nodes 2 and 3 are shared between the two
elements. Since the idea of expressing the governing differential equation in an average
sense for each element by some node variables, it follows that the solution for each ele-
ment is connected to the neighbouring element with whom it shares some nodes. Hence
finding an approximate solution fulfilling the governing differential equation in an average
sense over and element is not independent for each element but connected to one another
through shared nodes. Therefore the solution to the finite element equations for an en-
tire solid consists of forming a global equation system for the solid, which expresses the
equilibrium equations through some node variables and then solve the entire equilibrium
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equation system to obtain the best solution for the node variables. How to generate the
governing differential equations, fulfilled in an average sense over an element expressed
by node variables, will be explained later in the chapter.
8.3 Strain and strain rate measures
As it is seen from the Levy-Mises flow rule (Eq. 8.82) as well as from the chapter regarding
metal hardening (Chapter 3) and from the chapter regarding ductile damage (Chapter 7),
strain and strain rates are frequently encountered in the description of the material be-
haviour in a given metal forming operation. Therefore a derivation of the strain and
strain rate measure applied in the finite element flow formulation is presented with some
examples for facilitating the understanding. The derivations can be found in for instance
Dunne & Petrinic [28], Saanouni [86] or Bathe [10]. There is some difference between the
labeling of the different terms in the three books. The author has tried either to use the
term with most consensus between them or the ones which seemed most sensible.
8.3.1 Deformation of a body
A body may deform in a number of different ways. Here three principally different modes
of deformation are considered: rigid body translation, rigid body rotation and stretching.
The different modes of deformation are seen in Fig. 8.3.
StretchTranslation Rotation
Initial configuration
Current configuration
Fig. 8.3. Different modes of deformation.
Only stretch gives rise to physical straining of the body.
For deriving appropriate strain measures, Fig. 8.4 is useful.
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Fig. 8.4. Deformation of a body.
In Fig. 8.4 a body containing the two initial points Po and Qo, connected by the
infinitesimal vector dX, is deformed into a final configuration with the same material
points now labeled P1 and Q1, which are now being connected by the infinitesimal vector
dx. X is a vector from origo to Po and x is a vector from origo to P1. d is a displacement
vector from Po to P1 and (d+ dd) is a displacement vector from Qo to Q1.
It follows from Fig. 8.4 that:
x = X+ d (8.1)
or in tensor notation:
xi = Xi + di (8.2)
and:
x + dx = X+ dX+ d+ dd (8.3)
or in tensor notation:
xi + dxi = Xi + dXi + di + ddi (8.4)
Inserting Eq. 8.1 into Eq. 8.3 yields:
X+ d+ dx = X+ dX+ d+ dd ⇔
dx = dX+ dd ⇔
dx =
(
I+ ∂d
∂X
)
dX
(8.5)
where I is the identity matrix. The quantity
(
I+ ∂d
∂X
)
is known as the deformation
gradient F hence:
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dx =
(
I+ ∂d
∂X
)
dX = FdX (8.6)
which can also be written in component form as:
 dxdy
dz
 =

1 + ∂dx
∂X
∂dx
∂Y
∂dx
∂Z
∂dy
∂X
1 + ∂dy
∂Y
∂dy
∂Z
∂dz
∂X
∂dz
∂Y
1 + ∂dz
∂Z

 dXdY
dZ
 (8.7)
In tensor notation it becomes:
Fij =
∂xi
∂Xj
= δij +
∂di
∂Xj
(8.8)
where δij is Kronecker’s delta.
By the definition of the deformation gradient in Eq. 8.6 it follows that the inverse
deformation gradient F−1 is given by:
dX = F−1dx⇔ F−1 = dX
dx (8.9)
In tensor notation the inverse deformation gradient becomes:
F−1ij =
∂Xi
∂xj
(8.10)
An intuitive idea of what the deformation gradient is may be obtained from Fig. 8.5.
The initial parallelepiped depicted may be thought of as being spanned by the three
vectors X1, X2 and X3. Then by the deformation the initial parallelepiped is deformed
into a differently shaped parallelepiped, which is spanned by the three vectors x1, x2 and
x3. Eq. 8.6 then yields: x1 x2 x3y1 y2 y3
z1 z2 z3

︸ ︷︷ ︸
=
 Fx1 Fx2 Fx3Fy1 Fy2 Fy3
Fz1 Fz2 Fz3

︸ ︷︷ ︸
 X1 X2 X3Y1 Y2 Y3
Z1 Z2 Z3

︸ ︷︷ ︸
x F X
(8.11)
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Fig. 8.5. Deformation gradient vector interpretation.
The deformation gradient acts as a scaling factor for the initial vectors spanning the
initial parallelepiped, which is then transformed into the final parallelepiped shape by
multiplication.
The volume of the initial (V0) and final (V1) body is given by:
V0 = det (dX) (8.12)
V1 = det (dx) (8.13)
it thereby follows:
det (dx) = det (FdX) ⇔
det (dx) = det (F) det (dX) ⇔
det (F) = det (dx)det (dX) ⇔
det (F) = V1
V0
(8.14)
hence in case of volume constancy det (F) = 1.
Four different 2-dimensional examples of deformation are analyzed to facilitate the
understanding of the deformation gradient F. Out-of plane deformation is zero and
volume constancy of the deforming body is maintained.
• Rigid body translation
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Fig. 8.6. Rigid body translation.
For the rigid body translation seen in Fig. 8.6 one obtains:[
1 0
0 1
]
= F
[
1 0
0 1
]
⇔
F =
[
1 0
0 1
] (8.15)
• Rigid body rotation
x
y
dX=(1,0)
x
y
Rotation
d
Y
=
(0
,1
)

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/1,2
/1

dx

2
/1
,2
/1


dy
Fig. 8.7. Rigid body rotation.
For the rigid body rotation seen in Fig. 8.7 one obtains:
1√
2
− 1√
2
1√
2
1√
2
 = F
[
1 0
0 1
]
⇔
F =

1√
2
− 1√
2
1√
2
1√
2

(8.16)
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• Stretching of body
x
y
dX=(1,0)
x
y
Stretching
d
Y
=
(0
,1
)
dx=(2,0)
d
y
=
(0
,1
/2
)
Fig. 8.8. Stretching of body.
For stretching of the body seen in Fig. 8.8 one obtains: 2 0
0 12
 = F [ 1 00 1
]
⇔
F =
 2 0
0 12
 (8.17)
• Deformation of body
x
y
dX=(1,0)
x
y
Deformation
d
Y
=
(0
,1
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
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
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
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2
2
1
,2
2
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Fig. 8.9. Deformation of body.
For the deformation seen in Fig. 8.9 one obtains:
√
2 − 1
2
√
2
√
2 1
2
√
2
 = F
[
1 0
0 1
]
⇔
F =

√
2 − 1
2
√
2
√
2 1
2
√
2

(8.18)
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For the four different examples it is seen that the deformation gradient F is in general
unsymmetric and nonzero for both rigid body translation, rigid body rotation and stretch.
It is therefore not a good measure of stretch alone.
8.3.2 Strain measures
Several different strain measures have been proposed based on the deformation gradi-
ent F. Some of them are presented here and analyzed in relation to the four different
deformations mentioned in 8.3.1.
8.3.2.1 Right Cauchy-Green deformation tensor and Green-Lagrange strain tensor
The right Cauchy-Green deformation tensor is defined as:
Cij =
∂xi
∂Xk
∂xj
∂Xk
(8.19)
or in matrix form:
C = FTF (8.20)
The right Cauchy-Green deformation matrix is calculated for the four different modes
of deformation and listed in Table 8.1.
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Table 8.1. Right Cauchy-Green deformation matrix for different modes of deformation.
Rigid body translation
C =
[
1 0
0 1
] [
1 0
0 1
]
=
[
1 0
0 1
]
Rigid body rotation
C =

1√
2
1√
2
− 1√
2
1√
2


1√
2
− 1√
2
1√
2
1√
2

=
[
1 0
0 1
]
Stretching
C =
 2 0
0 12
 2 0
0 12

=
 4 0
0 14

Deformation
C =

√
2
√
2
− 1
2
√
2
1
2
√
2


√
2 − 1
2
√
2
√
2 1
2
√
2

=
 4 0
0 14

The right Cauchy-Green deformation matrix C is symmetric but is non-zero for both
rigid body displacement, rotation and stretching. It is therefore not appropriate for
measuring stretch alone. However it is utilized in the Green-Lagrange strain tensor as:
Eij =
1
2
(
∂xk
∂Xi
∂xk
∂Xj
− δij
)
(8.21)
or in matrix form:
E = 12 (C− I) (8.22)
The Green-Lagrange strains corresponding to the four different deformation modes are
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calculated in Table 8.2.
Table 8.2. Green-Lagrange strain matrix for different modes of deformation.
Rigid body translation
E = 12
([
1 0
0 1
]
−
[
1 0
0 1
])
=
[
0 0
0 0
]
Rigid body rotation
E = 12
([
1 0
0 1
]
−
[
1 0
0 1
])
=
[
0 0
0 0
]
Stretching
E = 12
 4 0
0 14
− [ 1 00 1
]
=
 32 0
0 −38

Deformation
E = 12
 4 0
0 14
− [ 1 00 1
]
=
 32 0
0 −38

It is seen that the Green-Lagrange strain tensor is zero for both the rigid body trans-
lation and the rigid body rotation. For the stretching and the deformation case, sim-
ilar strains are obtained, hence the strain measure is rotation free. This is because
both strains reefer to the initial configuration. It is also seen that the volumetric strain
(εvol = ε11 + ε22) is non-zero for the stretching and deformation cases even though the
physical volume change of the body is zero.
8.3.3 Left Cauchy-Green deformation tensor and logarithmic strain
tensor
The left Cauchy-Green deformation tensor is defined as:
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Bij =
∂xi
∂Xk
∂xj
∂Xk
(8.23)
or in matrix notation
B = FFT (8.24)
The left Cauchy-Green deformation matrix is calculated for the four different modes
of deformation and listed in Table 8.3.
Table 8.3. Left Cauchy-Green deformation matrix for different modes of deformation.
Rigid body translation
B =
[
1 0
0 1
] [
1 0
0 1
]
=
[
1 0
0 1
]
Rigid body rotation
B =

1√
2
− 1√
2
1√
2
1√
2


1√
2
1√
2
− 1√
2
1√
2

=
[
1 0
0 1
]
Stretching
B =
 2 0
0 12
 2 0
0 12

=
 4 0
0 14

Deformation
B =

√
2 − 1
2
√
2
√
2 1
2
√
2


√
2
√
2
− 1
2
√
2
1
2
√
2

=

17
8
15
8
15
8
17
8

The left Cauchy-Green deformation matrixB is symmetric but is non-zero for both rigid
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body translation, rotation and stretching. It is therefore not appropriate for measuring
stretch alone. However it is utilized in the logarithmic strain tensor as:
εij = −12 ln
(
B−1ij
)
(8.25)
The logarithmic strains corresponding to the four different deformation modes are
calculated in Table 8.4. When taking the natural logarithm of matrices containing some
zeroes, the strains are calculated by the matrix rule from Culver [25].
Table 8.4. Logarithmic strain matrix for different modes of deformation.
Rigid body translation
ε = −12 ln
[ 1 0
0 1
]−1
=
[
0 0
0 0
]
Rigid body rotation
ε = −12 ln
[ 1 0
0 1
]−1
=
[
0 0
0 0
]
Stretching
ε = −12 ln

 4 0
0 14
−1

=
 ln (2) 0
0 ln
(1
2
) 
Deformation
ε = −12 ln


17
8
15
8
15
8
17
8

−1
=
[
0 ln (2)
ln (2) 0
]
It can be seen from Table 8.4 that the logarithmic strain is zero for both rigid body
translation and rigid body rotation. The volumetric strain is zero for the stretching
and also zero for the deformation. It is interesting to see how the logarithmic strain
predicts different values of strain for the stretching and deformation. This is because the
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logarithmic strain refers to the final geometry.
8.3.3.1 Polar decomposition
Often the deformation gradient is divided into an orthogonal rotation matrix R and a
symmetric stretch matrix U or V:
F = RU = VR (8.26)
U is known as the right and V as the left stretch matrix.
The principle is seen in Fig. 8.10.
x
y
U
F=RU=VR
R
R
V
x
y
x
y
x
y
Fig. 8.10. Polar decomposition of deformation gradient.
From Fig. 8.10 it is seen that the decomposition F = RU implies first stretching and
then rotation of the body being deformed. The decomposition F = VR implies first rota-
tion and then stretching. The first decomposition is suitable for for instance anisotropic
metals where material and coordinate axes do not necessary have the same orientation.
The disadvantage is that one must keep track of the local material axes of each finite
element and that accumulated strains must be rotated before adding further strain. The
second decomposition allows for adding further straining directly to the already accumu-
lated strains without rotation. However this decomposition is only suitable for isotropic
materials.
The Cauchy right matrix becomes:
C = FTF
= (RU)T RU
= UTRTRU
= UTU
= U2
(8.27)
It is seen from Eq. 8.27 that the Cauchy right matrix is only dependent on the stretch
U.
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The Cauchy left matrix becomes:
B = FFT
= VR (VR)T
= VRRTVT
= VVT
= V2
(8.28)
It is seen from Eq. 8.28 that the Cauchy left matrix is only dependent on the stretch
V.
For a 2-dimensional deformation, the rotation matrixR can be expressed using Fig. 8.11.
θ 
x
y
Fig. 8.11. Rotation of body.
According to Fig. 8.11 the rotation matrix becomes:
R =
[
cos (θ) − sin (θ)
sin (θ) cos (θ)
]
(8.29)
From Eq. 8.29 it follows:
R−1 = 1
(cos (θ))2 + (sin (θ))2
[
cos (θ) sin (θ)
− sin (θ) cos (θ)
]
=
[
cos (θ) sin (θ)
− sin (θ) cos (θ)
]
= RT
(8.30)
hence the matrix R is orthogonal for this choice of rotation matrix.
The time derivative of the rotation matrix is given by:
R˙ = θ˙
[ − sin (θ) − cos (θ)
cos (θ) − sin (θ)
]
(8.31)
where θ˙ is the rotation rate.
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8.3.3.2 Deformation rate
Since constitutive laws, such as the Levy-Mises flow rule, may be expressed using strain
rates rather than strains, it is necessary to express the deformation of a body in terms of
rates. One such measure is the time derivative of the deformation gradient:
F˙ = ∂
∂t
(
∂x
∂X
)
= ∂u
∂X =
∂u
∂x
∂x
∂X = LF = V˙R +VR˙ (8.32)
The quantity L = ∂u
∂x is known as the velocity gradient. By inversion it follows:
L = F˙F−1 (8.33)
The velocity gradient may be be decomposed into a symmetric1 and an antisymmetric2
part as:
L = sym (L) + asym (L) (8.34)
The symmetric part is known as the rate of deformation and is related to stretching of
the body:
D = sym (L) = 12
(
L+ LT
)
(8.35)
The antisymmetric part is known as the continuum spin and is related to the rotation
of the body:
W = asym (L) = 12
(
L−LT
)
(8.36)
It is seen that:
L = D+W (8.37)
Some useful relations when performing calculations are:
V = RURT (8.38)
V˙ =
(
R˙U+RU˙−VR˙
)
RT (8.39)
D = Rsym
(
U˙U−1
)
RT (8.40)
W = R˙RT +Rasym
(
U˙U−1
)
RT (8.41)
For an illustration of the different measures, both F˙, L, D and W are calculated for
the four different deformations listed in 8.3.1. It is noticed that for pure rotation U = I
and U˙ = 0 and for pure stretching R = I and R˙ = 0. It is assumed that the deformation
occurs with constant strain rate and rotation rate. The results are seen in Table 8.5.
1Aij is symmetric if Aij = Aji
2Aij is antisymmetric if Aij = −Aji
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Table 8.5. Different deformations of a body.
Rigid body translation Rigid body rotation Stretching Deformation
U
[
1 0
0 1
] [
1 0
0 1
]  2 0
0 12
  2 0
0 12

U˙
[
0 0
0 0
] [
0 0
0 0
]  2 0
0 −12
  2 0
0 −12

R
[
1 0
0 1
] 
1√
2
− 1√
2
1√
2
1√
2

[
1 0
0 1
] 
1√
2
− 1√
2
1√
2
1√
2

R˙
[
0 0
0 0
] 
− 1√
2
− 1√
2
1√
2
− 1√
2

[
0 0
0 0
] 
− 1√
2
− 1√
2
1√
2
− 1√
2

F˙
[
0 0
0 0
] 
− 1√
2
− 1√
2
1√
2
− 1√
2

 2 0
0 −12
  0 0
2
√
2 − 1√
2

L
[
0 0
0 0
] [
0 −1
1 0
] [
1 0
0 −1
] [
0 0
2 0
]
D
[
0 0
0 0
] [
0 0
0 0
] [
1 0
0 −1
] [
0 1
1 0
]
W
[
0 0
0 0
] [
0 −1
1 0
] [
0 0
0 0
] [
0 −1
1 0
]
8.3.3.3 Multiplicative decomposition into elastic and plastic deformation
In the previous part, the deformation gradient and its associate measures have been
expressed in total form, hence they consist of both an elastic and a plastic part, reflecting
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that real life deformations also consist of both elastic and plastic deformation. It may
be advantageous to separate elastic and plastic deformation from one another. This is
achieved using Fig. 8.12.
plF elF
F
Initial configuration
Intermediate configuration
Final configuration
dX
dp
dx
Fig. 8.12. Multiplicative decomposition of deformation gradient.
In Fig. 8.12 the deforming body first undergoes a pure plastic deformation from dX to
dp:
dp = FpldX (8.42)
where Fpl is the plastic deformation gradient and dp is an intermediate state of defor-
mation of the body after having undergone pure plastic deformation.
Thereafter the plastically deformed body undergoes a pure elastic deformation:
dx = Feldp = FelFpldX (8.43)
Since dx = FdX it follows:
F = FelFpl (8.44)
Eq. 8.44 is known as the multiplicative decomposition. The decomposition is not to be
interpreted as having direct physical meaning. The body does not first deform plastically
and then elastically. Both types of deformation occur simultaneously.
As mentioned in 8.3.3.1, the deformation gradient F generally consists of both stretch
and rotation. If one assumes that all rotation occurs during the plastic deformation it
follows:
Fel = Vel (8.45)
and
Fpl = VplR (8.46)
where Vel is a symmetric, elastic stretch matrix, Vpl is a symmetric, plastic stretch
matrix and R is the orthogonal rotation matrix.
Applying this decomposition to the velocity gradient (Eq. 8.33) yields:
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L = F˙F−1
= ∂
∂t
(
FelFpl
) (
FelFpl
)−1
=
(
F˙elFpl + FelF˙pl
) (
Fpl
)−1 (
Fel
)−1
= F˙el
(
Fel
)−1
+ FelF˙pl
(
Fpl
)−1 (
Fel
)−1
= V˙el
(
Vel
)−1
+VelF˙pl
(
Fpl
)−1 (
Vel
)−1
(8.47)
The elastic velocity gradient is given by:
Lel = V˙el
(
Vel
)−1
= Del +Wel (8.48)
and the plastic velocity gradient:
Lpl = F˙pl
(
Fpl
)−1
= Dpl +Wpl (8.49)
Inserting Eq. 8.48 and Eq. 8.49 into Eq. 8.47 yields:
L = Lel +VelLpl
(
Vel
)−1 ⇔
= Del +Wel +Vel
(
Dpl +Wpl
) (
Vel
)−1 (8.50)
Inserting Eq. 8.50 into Eq. 8.35 and Eq. 8.36 gives:
D = sym (L) = Del + sym
(
VelDpl
(
Vel
)−1)
+ sym
(
VelWpl
(
Vel
)−1)
(8.51)
and
W = asym (L) = Wel + asym
(
VelDpl
(
Vel
)−1)
+ asym
(
VelWpl
(
Vel
)−1)
(8.52)
8.3.3.4 Pure plastic deformation
In case of pure plastic deformationDel = 0,Vel = I, sym
(
Dpl
)
= Dpl3, sym
(
Wpl
)
= 04,
Wel = 0, asym
(
Dpl
)
= 05 and asym
(
Wpl
)
= Wpl6.
Eq. 8.51 and Eq. 8.52 therefore reduces to:
D = Dpl = 12
(
L+ LT
)
(8.53)
and
W = Wpl = 12
(
L− LT
)
(8.54)
The velocity gradient for a pure plastic deformation is7:
3sym (Aij) = Aij if Aij is symmetric
4sym (Aij) = 0 if Aij is antisymmetric
5asym (Aij) = 0 if Aij is symmetric
6asym (Aij) = Aij if Aij is antisymmetric
7Chain rule: ∂ui
∂xj
= ∂ui
∂Xk
∂Xk
∂xj
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L = F˙F−1 = ∂u
∂X
∂X
∂x =
∂u
∂x (8.55)
or in tensor notation:
Lij =
∂ui
∂xj
(8.56)
The rate of deformation then becomes:
Dij =
1
2 (Lij + Lji) =
1
2
(
∂ui
∂xj
+ ∂uj
∂xi
)
(8.57)
The continuum spin becomes:
Wij =
1
2 (Lij − Lji) =
1
2
(
∂ui
∂xj
− ∂uj
∂xi
)
(8.58)
In case of pure plastic deformation one therefore has:
ε˙plij = Dij =
1
2
(
∂ui
∂xj
+ ∂uj
∂xi
)
(8.59)
It is interesting to notice that the derived strain rate measure for a pure plastic deforma-
tion does not depend on choosing a strain measure but only on the choice of decomposition
of deformation gradient.
Eq. 8.59 should not be confused with the time derivative of the traditional small strain
measure:
ε˙ij =
∂
∂t
(1
2 (di,j + dj,i)
)
= 12 (ui,j + uj,i) =
1
2
(
∂ui
∂xj
+ ∂uj
∂xi
)
(8.60)
8.4 Equilibrium equations
8.4.1 Dynamic equilibrium equations
The basic governing differential equations for the finite element flow formulation is the
volumetric equilibrium equations without gravitational forces.
The equations may be derived using the cube seen in Fig. 8.13.
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Fig. 8.13. Surface traction’s on element.
Newtons second law in the three directions yields:
x-direction
(σx + ∆σx − σx) ∆y∆z + (τyx + ∆τyx − τyx) ∆x∆z + (τzx + ∆τzx − τzx) ∆x∆y = ρ∆x∆y∆zu˙x ⇔
∆σx
∆x +
∆τyx
∆y +
∆τzx
∆z = ρu˙x
(8.61)
y-direction
(σy + ∆σy − σy) ∆x∆z + (τxy + ∆τxy − τxy) ∆y∆z + (τzy + ∆τzy − τzy) ∆x∆y = ρ∆x∆y∆zu˙y ⇔
∆σy
∆y +
∆τxy
∆x +
∆τzy
∆z = ρu˙y
(8.62)
z-direction
(σz + ∆σz − σz) ∆x∆y + (τxz + ∆τxz − τxz) ∆y∆z + (τyz + ∆τyz − τyz) ∆x∆z = ρ∆x∆y∆zu˙z ⇔
∆σz
∆z +
∆τxz
∆x +
∆τyz
∆y = ρu˙z
(8.63)
Taking the limit of Eq. 8.61-Eq. 8.63 yields the force equilibrium equations:
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∂σx
∂x
+ ∂τyx
∂y
+ ∂τzx
∂z
= ρu˙x
∂σy
∂y
+ ∂τxy
∂x
+ ∂τzy
∂z
= ρu˙y
∂σz
∂z
+ ∂τxz
∂x
+ ∂τyz
∂y
= ρu˙z
(8.64)
Eq. 8.64 may be expressed in tensor notation as:
σij,j = ρu˙i (8.65)
where σij,j is the partial derivatives of the Cauchy stress tensor, ρ is the density and
u˙i is the acceleration (time derivative of velocities ui).
8.4.2 Quasi-static equilibrium equations
In the case of negligible inertia forces (ρu˙i ≈ 0), Eq. 8.65 reduces to the quasi-static
equilibrium equations:
σij,j = 0 (8.66)
Eq. 8.66 is known as the “strong form” and is the basis for the rest of the chapter.
8.5 Effective stress, yield function, criterion and surface
- Von Mises plasticity
Often it is beneficial to be able to evaluate a complex 3-dimensional stress state σij in
terms of a scalar value σ¯, which is known as the effective or equivalent stress. One such
measure is the effective von Mises stress:
σ¯ =
√
3
2σijσij −
1
2σiiσjj =
√
3
2SijSij =
√
3J2 (8.67)
where Sij = σij− δijσm = σij− δijσkk/3 are the deviatoric stresses, δij is the Kronecker
delta taking the value 1 when i = j and 0 when i 6= j and J2 = 12SijSij is the second
invariant of the deviatoric stress tensor.
The limit stress, when the material deforms plastically, is known as the flow stress σo.
The criterion (also called condition) for yielding to occur is therefore σ¯ = σ0.
The yield function f (σij) is defined by:
f (σij) = σ¯ − σo (8.68)
It should be noticed in relation to Eq. 8.68 that σ¯ is only dependent on the choice of
effective stress function and on the stress state, whereas σ0 is only dependent on material,
temperature, strain, strain rate, density etc. hence it is only material related.
Often a different version of the yield function is used for mathematical convenience:
f (σij) = σ¯2 − σ2o =
3
2SijSij − σ
2
o (8.69)
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The criterion for yielding of the material was σ¯ = σ0, hence f (σij) = 0. All the
different combinations of stresses fulfilling the yield criterion form a surface known as the
yield surface:
f (σij) = σ¯ − σo = 0 (8.70)
If the stress state described by the effective stress σ¯ is inside the yield surface, elastic
deformation is occurring and if it is on the yield surface, elasto-plastic deformation is
occurring. It is not possible for the effective stress σ¯ to be outside the yield surface.
The possibility for creep is not considered in this presentation.
8.6 Effective stress, yield function, criterion and surface
- Porous metal plasticity
An early porous plasticity model for compacting of metal powders was developed by
Kuhn & Downey [61] and Green [41]:
σ¯2 = AJ2 +BI21 (8.71)
where σ¯ is the effective stress, J2 =
1
2SijSij is the second invariant of the deviatoric
stress tensor, I1 = σkk = δijσij is the trace of the stress tensor and A and B are functions
depending on the relative porosity density R.
The yield function is given by:
f (σij) = AJ2 +BI21 − σ2f (8.72)
where σf is the flow stress in uniaxial compression of the porous material. It can then
be shown that B = 1− A3 . If the material is fully dense, A = 3 and the von Mises yield
function (Eq. 8.69) is recovered.
The flow stress of the porous material σf is related to the flow stress of the fully dense
material σo by:
σ2f = ησ2o (8.73)
where η is a function of the relative density R = ρ
ρo
, where ρ is the density of the
porous material and ρo is the density of the fully dense material.
The relationship between relative density R, η and A should be obtained experimen-
tally. Shima & Oyane [90] suggested the following relations including an extra variable
f :
A = 3
1 + 19f 2
(8.74)
η = R
5
1 + 19f 2
(8.75)
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f = 0.4√
1−R (8.76)
It is noticed in Eq. 8.76 that if R = 1, f = ∞. Since R = 1 implies a fully dense
material, it is common to change the material behaviour from that of a porous material
to that of a fully dense material when R reaches a value sufficiently close to 1 in order to
avoid dividing by zero.
The rate of change in relative density R˙ is related to the volumetric plastic strain rate
ε˙plv = ε˙
pl
kk:
R˙ = −ε˙plv R (8.77)
For a thorough description of flow rule and numerical implementation the reader is
referred to Kobayashi et al. [58]. One remark should be made regarding the porous
plasticity formulation. Damage of the material, modelled as a loss of density, requires
positive volumetric dilatation. This implies that pure shear stress deformation, where
the volumetric strain is zero, does not result in a loss in density and therefore damage is
not accumulated.
8.7 Flow rules
Druckers normality hypothesis (Drucker [27]) states that for plastic deformation, the
plastic strain increment dεplij is normal to the yield surface f (σij):
dεplij = dλ
∂f
∂σij
(8.78)
where dλ is the plastic multiplier scaling the size of the plastic strain increment.
8.7.1 Levy-Mises flow rule
The normal ∂f
∂σij
may be determined by differentiation of the von Mises yield surface
(Eq. 8.69):
∂f
∂σij
= 3Sij (8.79)
hence a normal to the von Mises yield surface is the deviatoric stress tensor Sij. Noticing
that dεplij = ε˙
pl
ijdt and dλ = λ˙dt, where ε˙
pl
ij are the plastic strain rates and λ˙ is the time
derivative of the plastic multiplier, Eq. 8.78 is written as:
ε˙plij = λ˙Sij (8.80)
The rate of the plastic multiplier may be determined by writing Eq. 8.80 in uniaxial
tension:
ε˙pl11 = λ˙
2
3σ11 ⇔
λ˙ = 32
ε˙pl11
σ11
(8.81)
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knowing that in uniaxial tension ˙¯εpl =
√
2
3 ε˙
pl
ij ε˙
pl
ij = ε˙
pl
11, where ˙¯εpl is the effective plastic
strain rate, and σ11 = σ¯, Eq. 8.81 becomes:
ε˙plij =
3
2
˙¯εpl
σ¯
Sij ⇔
Sij =
2
3
σ¯
˙¯εpl ε˙
pl
ij
(8.82)
hence the Levy-Mises flow rule relates deviatoric stresses to plastic strain rates.
8.7.2 Shima-Oyane flow rule
If the porous yield surface of Shima & Oyane (Eq. 8.72) is inserted into Eq. 8.78 and
taking advantage of B = 1− A3 one obtains:
∂f
∂σij
= ASij + 2 (3− A) δ2ijσij (8.83)
The normality hypothesis then yields:
ε˙plij = λ˙
[
ASij + 2 (3− A) δ2ijσij
]
(8.84)
Again the time derivative of the plastic multiplier
(
λ˙
)
is determined from uniaxial
tension:
ε˙pl11 = λ˙
[
A
2
3σ11 + 2 (3− A)
1
3σ11
]
⇔
λ˙ = 12
˙¯εpl
σ¯
(8.85)
whereby the associated flow rule becomes:
ε˙plij =
1
2
˙¯εpl
σ¯
[
ASij + 2 (3− A) δ2ijσij
]
⇔
ε˙plij =
˙¯εpl
σ¯
[
A
2 Sij + (3− A) δ
2
ijσij
] (8.86)
By splitting the deviatoric stresses Sij = σij − δijσij3 one obtains:
ε˙plij =
˙¯εpl
σ¯
[
A
2 −
A
6 δij + (3− A) δ
2
ij
]
σij (8.87)
By inversion (Oh et al. [78]) the stresses are obtained as function of strain rates:
σij =
σ¯
˙¯εpl
[
2
A
(
ε˙plij −
1
3δij ε˙
pl
ij
)
+ δij3 (3− A)δij ε˙
pl
ij
]
(8.88)
hence the Shima-Oyane flow rule relates plastic strain rates and stresses.
It should be noticed that for the porous formulation, the effective plastic strain rate is
given by:
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˙¯εpl =
√
2
A
eplije
pl
ij +
1
3 (3− A)
(
δij ε˙
pl
ij
)2
(8.89)
where e˙plij = ε˙
pl
ij −
1
3δij ε˙
pl
ij is the deviatoric plastic strain rate tensor.
8.8 Derivation of finite element equations using the
variational formulation
In textbooks such as Kobayashi et al. [58] the finite element equations for the flow for-
mulation are derived using the variational method. This method consists of expressing a
functional pi, which should be stationary for arbitrary variations δ ˙¯εpl. The functional pi
is defined as:
pi =
ˆ
V
σ¯ ˙¯εpldV −
ˆ
S
τiuidS (8.90)
where σ¯ is the effective stress and ˙¯εpl is the effective plastic strain rate integrated
over the volume V of the domain. τi are surface traction’s and ui are surface velocities
integrated over the surface S of the domain. The integral over the volume is the internally
dissipated power and the surface integral is the externally applied power. Stationarity of
the functional yields:
δpi =
ˆ
V
σ¯δ ˙¯εpldV −
ˆ
S
τiδuidS = 0 (8.91)
The variational functional (Eq. 8.91) expresses an energy balance since it demands that
the externally applied power must equal the internally dissipated power.
Plastic incompressibility is typically enforced by Lagrangian multipliers λ or a penalty
factor K, which is a large number.
8.8.1 Formulation using Lagrangian multipliers
Eq. 8.90 is modified by adding the term
´
V
λε˙plV dV :
pi =
ˆ
V
σ¯ ˙¯εpldV +
ˆ
V
λε˙plV −
ˆ
S
τiuidS (8.92)
where ε˙plii = ε˙
pl
V is the volumetric plastic strain rate. Stationarity of Eq. 8.92 yields:
δpi =
ˆ
V
σ¯δ ˙¯εpldV +
ˆ
V
λδε˙plV dV +
ˆ
V
ε˙plV δλdV −
ˆ
S
τiδuidS = 0 (8.93)
Eq. 8.93 is split into two parts as follows:
´
V
σ¯δ ˙¯εpldV +
´
V
λδε˙plV dV −
´
S
τiδuidS = 0
´
V
ε˙plV δλdV = 0
(8.94)
The splitting is motivated by ensuring a sufficient number of equations compared to
the number of unknowns pr. element.
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8.8.2 Formulation using penalty factor
Eq. 8.90 is modified by adding the term K2
´
V
(
ε˙plV
)2
dV :
pi =
ˆ
V
σ¯ ˙¯εpldV + K2
ˆ
V
(
ε˙plV
)2
dV −
ˆ
S
τiuidS (8.95)
Stationarity of the functional yields:
δpi =
ˆ
V
σ¯δ ˙¯εpldV +K
ˆ
V
ε˙plV δε˙
pl
V dV −
ˆ
S
τiδuidS (8.96)
8.9 The author’s derivation of the finite element
equations using the Galerkin method
Although well established in textbooks on the subject of the finite element flow formu-
lation, the author is not satisfied with the variational formulation of the finite element
equations. In the author’s opinion the variational formulation lacks physical interpre-
tation and it is not intuitively clear how to generate the discretized equations from the
variational formulation. Therefore the author has derived the finite element equations
based on the Galerkin method, which is part of a family of methods known as weighted
residual methods, see for instance Cook et al. [23] chapter 5.
The first step in deriving the finite element equations is to multiply the governing
differential equations (Eq. 8.66) by some weight functions wi and to enforce equilibrium
in an average sense over a finite volume V:
ˆ
V
wiσij,jdV = 0 (8.97)
By applying partial integration to Eq. 8.97, the following is obtained:
ˆ
V
wiσij,jdV = −
ˆ
V
wi,jσijdV +
ˆ
V
(wiσij),j dV (8.98)
The right hand side in Eq. 8.98 is rewritten using the divergence theorem:
−
ˆ
V
wi,jσijdV +
ˆ
V
(wiσij),j dV = −
ˆ
V
wi,jσijdV +
ˆ
S
wiσijnjdS = 0 (8.99)
where nj is the unit normal to the surface S of the finite element. Noticing that
σijnj = τi implies:
ˆ
S
wiσijnjdS =
ˆ
S
wiτidS (8.100)
where τi are the surface tractions.
Splitting the stress tensor σij into a deviatoric part Sij and a mean (hydrostatic) part
σm = σkk/3 gives:
ˆ
V
wi,jSijdV +
ˆ
V
wi,jδijσmdV =
ˆ
S
wiτidS (8.101)
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If the interpolating functions Ni are used as weight functions wi Eq. 8.101 yields:
ˆ
V
Ni,jSijdV +
ˆ
V
Ni,jδijσmdV =
ˆ
S
NiτidS (8.102)
8.9.1 Penalty based finite element equations
According to Zienkiewicz & Taylor [111] p. 5 the mean stress σm is related to the
volumetric plastic strain rate ε˙plV = ε˙
pl
kk through:
σm = Kε˙plV (8.103)
where K is the volumetric viscosity of the material. Inserting Eq. 8.103 into Eq. 8.102
gives:
ˆ
V
Ni,jSijdV +K
ˆ
V
Ni,jδij ε˙
pl
V dV =
ˆ
S
NiτidS (8.104)
which are the finite element equations, derived using the Galerkin method, on tensor
form. It is noticed that if K →∞, ε˙plV → 0 for a given mean stress σm. A large volumetric
viscosity therefore implies approximate incompressibility of the material. This method
of enforcing plastic incompressibility of the material is known as penalization. K may
therefore be interpreted as a penalty factor penalizing volumetric shrinkage.
Inserting Levy-Mises flow rule Sij =
2
3
σ¯
˙¯εpl ε˙
pl
ij into Eq. 8.104 yields:ˆ
V
Ni,j
2
3
σ¯
˙¯εpl ε˙
pl
ijdV +K
ˆ
V
Ni,jδij ε˙
pl
V dV =
ˆ
S
NiτidS (8.105)
Eq. 8.105 is known as the irreducible finite element flow formulation.
8.9.2 Velocity-Pressure based finite element equations
The mean stress σm in Eq. 8.102 may also be treated as an unknown instead of being
substituted by Eq. 8.103. It is then necessary to introduce an extra equation to have
the same number of equations as the number of unknowns in order to obtain a unique
solution. The extra equation comes from that the volumetric plastic strain rate must be
zero in an element, hence:
ˆ
V
ε˙plV dV = 0 (8.106)
The equation system to be solved then becomes:
´
V
Ni,jSijdV +
´
V
Ni,jδijσmdV =
´
S
NiτidS
´
V
ε˙plV dV = 0
(8.107)
where the unknowns in each element are the nodal velocities and the mean stress in
the element.
It is noticed when comparing Eq. 8.94 and Eq. 8.107 that the mean stress σm is equal
to the Lagrangian multiplier λ. It is also noticed that the introduced method of deriving
the finite element equations does not include splitting of an equation into two parts, but
follows directly from combining an equation system with one more unknown, the mean
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stress σm, than equations originating from the formulation, with an extra equation to
form an equation system with as many equations as unknowns.
8.10 Finite element equations for computer
implementation
The finite element equations on tensor form (Eq. 8.105) are expressed in a form involving
both vectors and matrices to enhance the understanding of how to perform a practical
computer implementation of the finite element flow formulation.
The interpolating functions are expressed as Ni = NT . The shape functionsNT depend
on element type and order of the shape functions.
Velocities u inside an element may be interpolated using the shape functions NT and
a velocity vector ve containing nodal values of velocities for the element:
u = NTve (8.108)
The partial derivatives of the shape functions are then expressed as Ni,j = LNT = B
where B is the strain-rate matrix and L is a differential operator matrix:
L =

∂
∂x
0 0
0 ∂
∂y
0
0 0 ∂
∂z
∂
∂y
∂
∂x
0
0 ∂
∂z
∂
∂y
∂
∂z
0 ∂
∂x

(8.109)
From the interpolated element velocities u the strain rates ε˙pl can be written as:
ε˙pl = Lu = LNTve = Bve (8.110)
It should be noticed that the tensor ε˙plij has nine components but, due to symmetry of
the tensor, there are only six components in ε˙pl. Therefore 23 ε˙
pl
ij can be expressed by:
2
3 ε˙
pl = DBve (8.111)
where D = diag
{2
3 ,
2
3 ,
2
3 ,
1
3 ,
1
3 ,
1
3
}
.
The volumetric strain rate ε˙plV is written as:
ε˙plV = CTBve (8.112)
where CT = {1, 1, 1, 0, 0, 0}T is the Kronecker delta (δij) on vectorized form.
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8.10.1 Finite element equations based on penalty formulation
Eq. 8.105 was integrated over the entire domain V. However since the domain is sup-
posed to be subdivided into a number of smaller finite elements, the integral is expressed
accordingly:
´
V
Ni,j
2
3
σ¯
˙¯εpl ε˙
pl
ijdV +K
´
V
Ni,jδij ε˙
pl
V dV =
´
S
NiτidS ⇔
Ne∑
N=1
(´
V e
Ni,j
2
3
σ¯
˙¯εpl ε˙
pl
ijdV
e +K
´
V e
Ni,jδij ε˙
pl
V dV
e − ´
Se
NiτidS
e
)
= 0
(8.113)
where N e is the number of finite elements and V e and Se are respectively the volume
and surface area of the finite element.
Eq. 8.113 is then expressed using matrices and vectors:
Ne∑
N=1
(´
V e
Ni,j
2
3
σ¯
˙¯εpl ε˙
pl
ijdV
e +K
´
V e
Ni,jδij ε˙
pl
V dV
e − ´
Se
NiτidS
e
)
= 0 ⇔
Ne∑
N=1
(´
V e
σ¯
˙¯εplB
TDBvedV e +K
´
V e
BTCCTBvedV e − ´
Se
NτdSe
)
= 0
(8.114)
where τ is the surface traction vector.
8.10.2 Finite element equations based on velocity-pressure
formulation
Again the integral Eq. 8.107 over the entire domain V is subdivided into integration over
a number of finite elements.
´
V
Ni,jSijdV +
´
V
Ni,jδijσmdV −
´
S
NiτidS = 0 ⇔
Ne∑
N=1
(´
V e
Ni,jSijdV
e +
´
V e
Ni,jδijσmdV
e − ´
Se
NiτidS
e
)
= 0 (8.115)
Eq. 8.115 is then expressed using matrices and vectors:
Ne∑
N=1
(´
V e
Ni,jSijdV
e +
´
V e
Ni,jδijσmdV
e − ´
Se
NiτidS
e
)
= 0 ⇔
Ne∑
N=1
(´
V e
σ¯
˙¯εplB
TDBvedV e +
´
V e
BTCσmdV e −
´
Se
NτdSe
)
= 0
(8.116)
The volumetric strain Eq. 8.106 becomes:
´
V
ε˙plV dV = 0 ⇔
Ne∑
N=1
´
V e
ε˙plV dV
e = 0 ⇔
Ne∑
N=1
´
V e
CTBvedV e = 0
(8.117)
The equations Eq. 8.116 and Eq. 8.117 are then combined to form an equation system:
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Ne∑
N=1
 ´V e σ¯˙¯εplBTDBdV e ´V e BTCdV e´
V e
CTBdV e 0
 [ ve
σm
] = Ne∑
N=1
([ ´
Se
NτdSe
0
])
(8.118)
8.10.3 Numerical integration of finite element equations
It can be seen from Eq. 8.114 and Eq. 8.118 that numerical integration needs to be per-
formed in order to obtain the finite element equations. For the penalized finite element
equations, a problem may occur. This is seen from the following. First it is beneficial to
divide Eq. 8.114 into three integrals:
Ne∑
N=1
ˆ
V e
σ¯
˙¯εplB
TDBvedV e︸ ︷︷ ︸ +
Ne∑
N=1
K
ˆ
V e
BTCCTBvedV e︸ ︷︷ ︸ =
Ne∑
N=1
ˆ
Se
NτdSe︸ ︷︷ ︸
KDv + KHv = f(
KD +KH
)
v = f
⇐⇒
(8.119)
where KD is the deviatoric part of the finite element equations and KH is the hydro-
static part. v is the nodal point velocity vector containing velocities of all nodes in the
entire volume and f is the right hand side.
It can then be seen from Eq. 8.119 that using a large penalty factor K leads to lock-
ing because KH → ∞ and the velocities obtained are the trivial solution v = 0, hence
if too large a value of the penalty factor is utilized, the finite element mesh locks. To
circumvent this problem, different numerical integration schemes are utilized. The fi-
nite element equations of KH are under integrated, hence the matrix is singular (rank-
deficient). The finite element equations of KD are fully integrated so the entire matrix
system
(
KD +KH
)
is non-singular.
The problems of the penalized finite element equations are avoided by the velocity-
pressure formulation (Eq. 8.118), but at the expense of introducing an extra variable σm
for each element and thereby increasing the size of the equation system to be solved.
The numerical integration is performed using Gauss quadrature. The basic idea is to
evaluate the integrand at some points in the finite element and then to sum the different
values to give the total value of the integral for the particular element. The sampling
points are so-called Gauss points. The number and location of Gauss points are both
dependent on integration order and element type. The general form of converting the
analytical form of an integral to a numerical one in three dimensions is the following:
I =
ˆ 1
−1
ˆ 1
−1
ˆ 1
−1
φ (ξ, η, ζ) dξdηdζ ≈
l∑
i
m∑
j
n∑
k
WiWjWkφ (ξ, η, ζ) (8.120)
where φ (ξ, η, ζ) is the function to be integrated expressed by the natural coordinates
(ξ, η, ζ) and Wi, Wj and Wk are weight factors. How many Gauss points that are needed
is determined by the polynomial order of the function φ. If the polynomial order is 2n−1
then an n order integration scheme will be sufficient for full integration. From Eq. 8.119 it
can be seen that the polynomial order is determined by the order of the derivative of the
interpolating functions, hence the order of the product of the two B matrices. If linear
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interpolating functions N are utilized, the B matrices will be linear functions of (ξ, η, ζ)
and therefore their product will be a polynomial of maximum order 2. Hence a 2. order
Gauss quadrature scheme will be sufficient for full integration. If a 1. order integration
scheme is applied, only reduced integration will be achieved. For a 4 node quadrilateral
element that will imply four integration points for full integration and 1 point for reduced
integration. The principle can be seen in Fig. 8.14




Reduced integration Full integration
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Fig. 8.14. Gauss quadrature for 4 node quadrilateral element.
For further information regarding numerical integration of finite element equations the
reader is referred to the books of Kobayashi et al. [58] and Cook et al. [23].
8.10.4 Solution of the finite element equations
Once the finite element equations (Eq. 8.119) have been integrated and assembled into one
large matrix K =
(
KD +KH
)
and boundary conditions imposed, the equation system
Kv = f needs to be solved. It is seen from the expression for KD that the finite element
equations have a direct dependence on the found velocities v, at least through the effective
plastic strain rate ˙¯εpl but possibly also through friction, and the effective stress σ¯ may
also be strain rate dependent. Therefore it is necessary to iterate for the velocities v. The
simplest iterative scheme is the direct substitution method, where the stiffness matrix K
is repeatedly updated based on the most recently found velocities v. This is continued
until the change in the found velocities from one iteration to the next is sufficiently small.
To measure “small”, two different criteria are used, velocity norms and force norms:
‖ 4v ‖2
‖i v ‖2 ≤ V (8.121)
‖ 4f ‖2
‖i f ‖2 ≤ f (8.122)
where ‖ 4v ‖2=‖ i+1v − iv ‖2 is the Euclidean norm of the change in velocity from
iteration i to iteration i + 1 and ‖ 4f ‖2=‖i+1 f −i f ‖2 is the eucledian norm of the
change in nodal forces from iteration i to iteration i + 1. V and f are the convergence
tolerance of respectively the velocities and forces.
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For information regarding more advanced iteration procedures like the Newton-Raphson
method, the reader is referred to the books of Nielsen et al. [75] and Kobayashi et al. [58].
8.11 Conclusion
An introduction to the finite element flow formulation has been given. The purpose was
to give the reader a schematic introduction. The main point of interest is the derivation
of the finite element equations by direct use of the static equilibrium equations. Thereby
it was shown that the penalized version of the finite element flow formulation follows as
a natural consequence of static force equilibrium.
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9 Physical modelling of ingot forging
9.1 Introduction
Since the manufacturing of a full-size ingot weighing maybe several hundred tons is very
expensive and also beyond what most metal forming laboratories can practically handle,
one way of obtaining knowledge regarding ingot forging is by the utilization of downscaled
models.
The use of laboratory substitutes for real parts is very common. Metal may for instance
be replaced by wax (Wanheim et al. [105]). The laboratory substitute materials may also
be used for experimental verification of a calculation model. In Danckert & Wanheim
[26] wax is used to verify slipline analysis for various processes. Lead (Pb) has also been
applied as model material, especially to model hot forging processes (Altan et al. [2], Kim
et al. [57]).
The purpose of the experiments described in this chapter is to verify the influence of
die geometry on the closure of centreline porosities and to verify the FEM calculations.
The 2D FEM simulations presented in this chapter was performed using an in-house
FEM code developed by the author. The 3D simulations are performed using DEFORM-
3D®.
The results from the experiments and subsequent FEM analysis was published in Chris-
tiansen et al. [17] and Christiansen et al. [20].
9.2 Manufacturing of parts
Before the experiments could be conducted, it was necessary to manufacture a number of
downscaled lead model ingots, known as billets. A tool enabling forging using different
lower die angles was also manufactured. The process of manufacturing the billets is
described next.
9.2.1 Manufacturing of lead billets
Commercially pure lead is molten in an oven an thereafter poured into a mould and left
to solidify. The cast lead billet after opening the mould is seen in Fig. 9.1a.
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(a) Cast lead billet. (b) Lead billet after machining
and centreline hole drilling.
Fig. 9.1. Lead billet manufacturing.
The cast lead billets where subsequently machined to a length of 100mm and a diameter
of 30mm, thus giving semi-plane strain conditions if being compressed radially along its
entire length (see Fig. 9.3b). Inspired by the literature containing a large number of plane
strain analyses, the author was aiming at reaching similar experimental conditions.
In order to mimic a centreline porosity, 5mm holes where drilled through some of the
billets in order to simulate a porous ingot being forged, see Fig. 9.1b. It should be noticed
that a 5mm hole corresponding to 5mm/30mm ≈ 17% of the billet diameter must be
viewed as a severe porosity. However as mentioned in 6.2.1 not vastly disproportional.
Due to the length of the billets, it was not possible to drill holes with smaller diameter
when demanding the hole to be drilled from one side only. Smaller holes could have been
manufactured by drilling from both ends of the billet. That possibility was disregarded
in order to ensure concentricity of the hole.
9.2.2 Manufacturing of die tool
In order to investigate the influence of the lower die angle (Fig. 6.13), a die tool was
manufactured. Initially two different lower die angles (90o and 120o) where milled in a
block of Aluminium AA6061-T6 (see Fig. 9.2a). Since the aluminium block consists of
precipitation hardened aluminium, it has a yield strength much larger than commercially
pure lead. According to Kalpakjian & Schmid [54] p. 171 Aluminium AA6061-T6 has a
yield strength of approximately 275MPa.
Later both a 60o and a 150o lower die angle were also milled in the same aluminium
block, thereby increasing the number of possible lower die angles for experiments. The
die tool, with all lower die angles, can be seen in Fig. 9.2b.
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90o die
120o die
Lead billet
Die tool
(a) Die tool and lead billet.
90o
60o
150o
120o
(b) Die tool with 60o, 90o, 120o, and 150o
lower die angles.
Fig. 9.2. Die tool for simulation of forging with different lower die angles.
9.3 Experimental procedure
After having manufactured billets and die tool, they are placed in a hydraulic Instron
Satec 1200kN press with data acquisition of load-stroke curves, see Fig. 9.3a. The die tool
is placed on the lower die of the press. Thereafter the upper die of the press is displaced
downwards in order to compress the billet. The upper die of the press is placed close
to the billet before compression is started, hence deformation starts almost immediately
when starting the recording of load-stroke data. Any slight threshold before deformation
is removed manually during subsequent data processing. The measurements are also
corrected for elastic deflection of the press.
(a) Hydraulic press and data ac-
quisition.
(b) Billet and die tool in press.
Fig. 9.3. Experimental setup.
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A detailed view of a billet, which has been compressed multiple times, can be seen in
Fig. 9.3b.
Utilization of a flat (180o) lower die is realized by placing the billet directly in between
the dies of the press without using the die tool. By the described method, it is possible
to forge downscaled model ingots using different lower die angles.
9.4 Stress-strain curve of lead
For the numerical simulation it is necessary to obtain the stress-strain curve of the com-
mercially pure lead. Two cylinders where manufactured having a diameter to height ratio
of approximately 1. The height and diameter of each cylinder was measured 3 times using
a vernier caliper and an average value was calculated. The results are seen in Table 9.1.
The cylinders are then used for upsetting tests in order to determine the stress-strain
curve.
Table 9.1. Geometry of cylinders for upsetting tests.
Cylinder 1 Cylinder 2
Diameter [mm] Height [mm] Diameter [mm] Height [mm]
17.98 18.09 22.00 22.01
The experimental setup for upsetting tests are seen in Fig. 9.4. The upsetting was
performed with Teflon sheets placed in between the contacting surfaces of the cylinder
and the press in order to reduce friction.
(a) Measuring cylinders. (b) Cylinder in press. (c) Cylinder after upsetting.
Fig. 9.4. Experimental determination of work hardening behaviour.
Corresponding values of load and stroke were recorded during upsetting. The measure-
ments were subsequently corrected for elastic deflection of the press. Assuming homoge-
neous deformation, the data was then converted to stress-strain curves, seen in Fig. 9.5
with a fitted Hollomon curve.
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Fig. 9.5. Stress-strain curve for lead.
From Fig. 9.5 it is seen that the flow stress of the lead is substantially lower than the
yield strength of the aluminium die tool, hence plastic deformation of the die tool is
unlikely to occur.
9.5 Compression tests
9.5.1 Initial tests for verification of FEM simulation
For initial testing, compression tests were performed. The tests consisted of compressing
billets for verifying the agreement between measured and FEM calculated load-stroke
curves and the prediction of morphology of the deformed billets. An overview of the
experiments and billet geometries can be seen in Table 9.2.
Table 9.2. Single step compression experiments.
Billet geometry Billet length Billet diameter Hole diameter Lower die angle Press stroke
[mm] [mm] [mm] [o] [mm]
Solid 105.96 30.24 - 180 (Flat) 14.5
Hollow 98.70 30.20 5.06 180 (Flat) 5.59
Hollow 105.03 30.27 5.21 90 7.57
Hollow 99.45 30.18 5.07 120 7.46
Pictures, showing the specimens before and after deformation, can be seen in Fig. 9.6.
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(a) 180o lower die. (b) 90o lower die. (c) 120o lower die.
Fig. 9.6. Billet before and after being forged using different lower dies.
The process was also modelled using FEM. Two different programs where utilized. A
2D program developed by the author and the commercial program DEFORM-3D®. The
2D program assumes either plane strain or plane stress loading. It has the benefit of
being fast calculating (less than 5min for the simulations performed in this chapter) and
is therefore well suited for for instance optimization calculations. It is therefore of interest
to investigate how well 2D simulations can model the physical experiments.
Since the deformation process in reality is 3 dimensional, and because 3 dimensional
computations are applied in subsequent chapters, it is also of interest to verify that
the author is capable of performing simulations using DEFORM-3D® with reasonable
accuracy.
9.5.2 2D simulations
2D simulations using 4-node quadrilateral elements with linear interpolating functions are
applied. An example of a simulation layout is seen in Fig. 9.7-Fig. 9.8. Vertical symmetry
along the centerline of the ingot is utilized.
[m
m
]
[mm]
Workpiece before deformation
−10 0 10 20 30
0
5
10
15
20
25
30
Fig. 9.7. Mesh before deformation.
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Fig. 9.8. Mesh after deformation.
1920 elements (1998 nodes) are used for the solid ingot and 1430 elements (1512 nodes)
for the hollow ones. A penalty factor of 107 is used and the convergence criterion of the
velocities is 0.01. The is no force convergence criterion. The upper die is displaced
downwards while the lower die remains stationary. Plane strain and plane stress models
are used to model the forging load in order to evaluate the difference. Plane stress models
are applied when evaluating the hole morphology because the end surface of the billet is
loaded in plane stress. The tools are modelled as rigid and the contact to be frictionless.
A summary of FEM settings may be seen in Table 9.3.
Table 9.3. FEM simulation settings.
Mesh
Solid billet 1920 elements (1998 nodes, 4-node quadrilateral)
Hollow billet 1430 elements (1512 nodes, 4-node quadrilateral)
Penalty factor K = 107
Convergence criterion ‖4v‖‖v‖ = 0.01
Number of time steps 200
Ingot material Pure lead, σo = 33.611
(
ε¯pl
)0.265
MPa
Friction Frictionless
Dies Rigid-contact surface elements
After forging the billets, optical scans where taken of the deformed workpiece ends.
This allows for a qualitative comparison between predicted and physical morphology of
the forged billets. Such a comparison of the ends of the billets can be seen in Fig. 9.9.
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Plane stress is assumed in the FEM simulations when comparing morphology of the billet
ends.
Plane lower die Plane lower die ingot with hole
90o lower die 120o lower die
Fig. 9.9. Comparison of billet morphology with FEM simulations. [Author’s own code].
From Fig. 9.9 reasonable agreement is seen between the numerically simulated and
experimentally found hole morphology after compression for the 180o and the 90o lower
die angles. When forging using the 120o lower die, some deviation in predicted and
scanned hole morphology is observed.
The press load and stroke length was also recorded during the experiments. It is
therefore possible to compare measured and computed loads during the forging operation.
Both 2D plane strain and plane stress as well as 3D simulations are shown in Fig. 9.10-
Fig. 9.13. The 3D simulations are discussed in 9.5.3. It should be noticed that the stroke
length has been corrected for elastic deflection of the press.
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Fig. 9.10. Comparison of load-stroke curves between measurements and simulations.
Plane lower die solid billet.
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Fig. 9.11. Comparison of load-stroke curves between measurements and simulations.
Plane lower die hollow billet.
114
  
DEFORM-3D
Plane stress
Plane strain
Measurement
F
or
ce
[k
N
]
Stroke [mm]
0 1 2 3 4 5 6 7 8
0
20
40
60
80
100
120
140
Fig. 9.12. Comparison of load-stroke curves between measurements and simulations.
90o lower die.
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Fig. 9.13. Comparison of load-stroke curves between measurements and simulations.
120o lower die.
From Fig. 9.10-Fig. 9.13 it is seen that the plane stress assumption gives rise to the
predicted loads being smaller than the measured loads. Plane strain assumption results in
reasonable load prediction for both the solid and hollow billet being compressed by a plane
lower die. For the 90o and 120o lower dies, plane strain gives reasonable load predictions
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until approximately 4mm compression (13% of initial billet diameter). Thereafter the
predicted load starts to deviate substantially from the measured load. The reason for
this is that the inclined lower dies impedes horizontal material flow and the material
therefore has a larger tendency to flow in the out-of-plane direction. For the plane lower
die, resistance against horizontal material flow is less and therefore plane strain is a more
reasonable assumption for these loading situations.
The “bumps” on the FEM-calculated force-stroke curves occur when a new node (line
of nodes in 3D) are comming into contact with the upper die.
9.5.3 3D simulations
The 3D simulations are performed using DEFORM-3D®. 8-node brick elements with lin-
ear interpolation functions are utilized. The solid billet is discretized using 4680 elements
(5709 nodes). The hollow billets are discretized using 5700 elements (7200 nodes). The
simulations where performed using Coulomb friction with a friction coefficient ranging
between 0.05 and 0.1 in order to obtain reasonable agreement between measured and
predicted load-stroke curves. A summary of the FEM simulation settings may be found
in Table 9.4.
Table 9.4. FEM simulation settings.
Mesh
Solid billet 4680 elements (5709 nodes, 8-node brick)
Hollow billet 5700 elements (7200 nodes, 8-node brick)
Penalty factor K = 107
Convergence criteria ‖4v‖‖v‖ ≤ 0.01 and
‖4f‖
‖f‖ ≤ 0.1
Number of time steps 200
Ingot material Pure lead, σo = 33.611
(
ε¯pl
)0.265
MPa
Friction τ = µp, µ ranging between 0.05 and 0.1
Dies Rigid-contact surface elements
A comparison between scans of the ends of the billets and DEFORM® simulations are
seen in Fig. 9.14.
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Plane lower die Plane lower die ingot with hole
90o lower die 120o lower die
Fig. 9.14. Comparison of billet morphology with FEM simulations.
Reasonable agreement between predicted and scanned end morphologies are seen in
Fig. 9.14. There is some deviation for the 90o lower die but overall the different billet
end morphologies are well represented by the DEFORM® simulations. The computation
time for a simulation was approximately 25min.
The computed press loads are seen in Fig. 9.10-Fig. 9.13, where they can be compared
with the measured loads and the loads predicted using 2D simulations. For the 3D
simulations, the friction coefficient was varied between 0.05 and 0.1 in order to obtain
reasonable fits for the different simulations. Friction is therefore fairly small. This is
in some contrast to the experimental findings in Gouveia et al. [38], where pure lead
was also utilized for forging experiments. Here a friction factor of m=0.35 was found
to model friction correctly and thereby indicating fairly large friction. It must here be
remembered that a Hollomon material predicts small values of flow stress at the beginning
of deformation. Therefore one needs a large friction factor in order to have some friction
stress. The author tried also to model the compression of the billets using the constant
friction model and found m=0.4-0.5 as a friction factor giving reasonable fit between
measured and predicted loads. Therefore the author concludes that the frictional stress
is fairly small and the experiments are best modelled using the Coulomb friction law.
This can however not be transferred to the real hot forging process of full size ingots.
9.5.4 Quantitative validation of internal hole reduction
Further experiments were conducted after the initial tests. Two further lower die angles
(60o and 150o) were milled into the aluminium block to allow for further experiments.
A one-stroke compression of billets by different lower die angles of 60o, 90o, 120o, 150o
and 180o were then performed. The stroke length was approximately 3mm (10% of billet
diameter) for each compression. An overview of the experiments is found in Table 9.5.
117
Table 9.5. Hole reduction experiments.
Lower die angle [o] Billet length [mm] Billet diameter [mm] Press stroke [mm]
60 98.05 29.99 2.84
90 101.10 30.08 2.71
120 98.74 30.01 2.81
150 99.66 30.05 2.80
180 100.23 30.10 2.76
An initial billet and the compressed billets are seen Fig. 9.15.
Initial billet 180
o
150
o
120
o
90
o
60
o
Fig. 9.15. Billets used for test.
After compression, optical scans of the ends of the billets were performed. Developing
a customized MATLAB® program, it was possible to extract the cross-sectional area
of the drilled holes after compression, from the optical scans. The program consists of
recognizing black pixels, which are part of a larger group of black pixels, hence gray
pixels or individual black pixels are filtered out. A principal sketch of a scan, divided
into pixels, can be seen in Fig. 9.16a. Fig. 9.16b then shows the recognized hole based on
the scan after filtering. The black grid indicating pixels is only for illustrative purposes.
The pixel resolution of the scans was 1200 by 1200 dpi, hence a fine resolution was used.
(a) Scan of billet end with drilled hole. (b) Recognized hole morphology.
Fig. 9.16. Hole morphology recognition.
The recognized black areas can then be compared with the areas predicted from the
FEM simulations. As a measure of hole closure, the area ratio Afinal/Ainitial, where
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Ainitial is the initial and Afinal is the final cross-sectional area of the drilled hole, was
used as a measure for quantification of the FEM simulations. Unfortunately the initial
area Ainitial was not measured on the entire series of manufactured billets. The ones
measured had an average value of Ø4.82mm, which was smaller than found in 9.5.1. To
test for sensitivity of hole closure depending on initial hole size, 2D FEM simulations
were conducted using initial hole sizes of Ø4.5mm and Ø5.0mm. Using these limits as
initial values of the 2D FEM simulations, both plane strain and plane stress models were
performed and compared to the experiments. The results can be seen in Fig. 9.17.
3D simulations were also performed using DEFORM®. Here the initial hole size of the
billets were set to Ø4.82mm. The predicted area ratios for these simulations are also
found in Fig. 9.17.
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Fig. 9.17. Comparison of experimental hole closure with FEM-simulations.
It can be seen from Fig. 9.17 that different lower die angles result in different degrees
of centreline hole closure for the same press stroke length. A maximum closure appear to
occur for a lower die angle of 120o. It can also be seen that there is little change in the
predicted closure regardless whether the initial diameter is 4.5mm or 5.0mm in the 2D
FEM simulations. The assumption of plane stress or plane strain changes the predicted
closure significantly with plane strain resulting in a larger degree of centreline porosity
closure. The experimentally observed centreline hole closure appears to fall in-between
plane stress and plane strain. There is good agreement between the DEFORM-3D®
simulations and the measured area ratio. It can be noticed that all the DEFORM-
3D® simulations lie above the measured area ratios. Some reasons for this could be
that the stroke length utilized in the simulations were determined from the force-stroke
measurements and are therefore somewhat influenced by personal estimation of when
the forging began to take place. The correction for elastic deflection of the press may,
however, also not be fully correct. It shall, furthermore, be noticed that the stress-
strain curves were not fully identical for the two compression tests, thus indicating some
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variation from billet to billet. The author tried to use an interpolated stress-strain curve
based on the two upsetting tests but did not achieve much different results in predicted
area ratio. The assumption of rigid tools should only increase the closure of the drilled
holes and is therefore not considered to be the source of lacking of closure.
9.6 Discussion of experiments
When performing experimental work, as with any other kind of work, one increases
(hopefully) ones knowledge. The author will here discuss the experiments and give some
recommendations for future experiments in the same area/approach.
At the time when it was decided to make the billets long compared to the diameter, in
order to obtain plane strain deformation, the author was somewhat inspired by especially
the analytical solutions such as upper bound methods. Since the upper bound method
is based on plane strain, it was therefore natural to aim at such a geometry. Also the
author was somewhat eager to test his newly written FEM program which, at that time,
could not simulate plane stress but only plane strain. From a visit to a forging company,
the author also remembered that the forging dies where 1m wide, and such a tool size
often implies plane strain, especially when friction is large, as it is in hot forging. The
author had not thought about the fact that the ingot being forged is 2m in diameter,
hence giving a diameter (Dingot) to width (Ldie) ratio of Ldie/Dingot = 1/2. As a rule
of thumb, the ratio Ldie/Dingot should be larger than 5 to have plane strain conditions.
Therefore the actual industrial process is expected to be closer to plane stress. That was
however not realized by the author at the time when the experiments were conducted.
Based on the aforementioned, the author will therefore recommend to manufacture
billets with smaller length to diameter ratio. This will also facilitate experimentation
with smaller hole sizes since shorter billets give the possibility of drilling smaller diameter
holes.
9.7 Conclusion
The dependence of internal porosity closure on the lower die angle has been verified by
means of physical simulation using downscaled model ingots. At the same time, 2D FEM
simulation has been shown to be able to model centreline hole closure reasonably correct
for reductions up to approximately 13%. Of the experimental lower die angles of 60o,
90o, 120o, 150o, 180o, the maximum centreline hole closure, for approximately same press
stroke length, was found to occur when applying a lower die angle of 120o.
Based on the knowledge gained through experimentation, it is recommended by the
author to use billets with smaller length/diameter ratio for modelling ingot forging. This
also makes it possible to drill holes with smaller diameter, thus reducing the porosity size
modelled in the experiment to more realistic simulations of real forgings.
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10 Optimization of lower die angle in
single stroke compression of ingots
with centreline hole
10.1 Introduction
Based on the experiments described in Chapter 9, a numerical optimization process is
performed. It was found in Chapter 9 that different lower die angles result in different
centreline hole reductions, described by the area ratio Afinal/Ainitial. It could therefore be
of interest to numerically investigate how the optimum lower die angle, defined by giving
the maximum closure, is influenced by factors like work-hardening properties of the ingot
and friction between dies and ingot. This question is analyzed further by means of 2D
FEM simulations. 2D simulations are applied mainly to reduce computational time but
also because they can describe the material flow in ingot forging reasonably well. The
simulations are performed using the in-house, FEM program developed by the author.
The results of this chapter was published in Christiansen et al. [19].
10.2 Numerical simulation layout
The ingot modelled is 2000mm in diameter and has a centreline hole of 100mm
(100mm/2000mm = 5% of diameter). 1687 quadrilateral elements are used (1763 nodes).
Vertical symmetry is utilized. The dies are assumed to be rigid. The constant friction
model τ = mfk is applied. Two values of friction are investigated: mf = 0.0 and
mf = 0.5. The stroke length of the upper die is 200mm (200mm/2000mm = 10% if ingot
diameter) and the press speed is 50mm/s, which is also what is approximately utilized for
forging an ingot of this size. In some cases, stroke lengths of 100mm and 300mm are also
applied for investigating the influence of the stroke length. The lower die is stationary.
An example of initial and final mesh can be seen in Fig. 10.1. It is noticed that a biased
mesh is utilized for having good resolution around the centreline hole and the contact
areas between dies and ingot.
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(b) Final mesh.
Fig. 10.1. Mesh utilized for simulation. [Author’s own code].
A summary of simulation settings are found in Table 10.1.
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Table 10.1. FEM simulation settings.
Ingot outer diameter 2000mm
Centreline hole 100mm
Mesh 1687 quadrilateral elements (1763 nodes)
Penalty factor K = 107
Convergence criterion ‖4v‖‖v‖ ≤ 0.01
Number of time steps 200
Friction Two values: mf = [0, 0.5]
Press speed 50mm/s
Dies Rigid-contact surface elements
In order to investigate the influence of work-hardening behaviour, a number of different
variations of the Fields-Backofen hardening model
(
σo = C
(
ε¯pl
)n ( ˙¯εpl)m) are applied.
The different applied hardening parameters are seen in Table 10.2.
Table 10.2. Hardening parameters.
C [MPa] n m
100 0.0 0.0
100 0.2 0.0
100 0.4 0.0
100 0.0 0.2
100 0.0 0.4
100 0.2 0.2
10.3 Examples of simulations
10.3.1 Frictionless compression of ideal-plastic material
Some examples of predicted effective plastic strain are seen in Fig. 10.2 for an ideal plastic
material (σo = 100MPa) to give some indication of the material flow depending on the
lower die angle. The 200mm compression is performed frictionless.
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Fig. 10.2. Effective plastic strain for different lower die angles. [Author’s own code].
(σo = 100MPa, mf = 0.0).
In Fig. 10.2 clear differences are seen regarding predicted plastic flow. It is seen that
the majority of plastic straining generally occurs close to the dies in contact with the
ingot. For the 140o lower die, a forging cross of plastic straining is seen reaching the
center hole in the ingot. Since closure of a centreline defect must require plastic straining
to occur in the region surrounding it, this figure indicates that differences in closure are to
be expected when forging with different lower die angles. However whether the centreline
hole opens or closes is not easily determinable from the plot by pure visual inspection.
10.3.2 Compression of ideal-plastic material with friction
The same simulation as in 10.3.1 is performed except that a friction factor mf = 0.5 is
applied in the simulation. Plots of the effective plastic strains are seen in Fig. 10.3.
124
  
E
ff
ec
ti
ve
st
ra
in
y
[m
m
]
x [mm]
0 500 1000 1500
0
0.1
0.2
0.3
0.4
0.5
0.6
−200
0
200
400
600
800
1000
1200
1400
1600
(a) 60o.
 
 
E
ff
ec
ti
ve
st
ra
in
y
[m
m
]
x [mm]
0 500 1000 1500
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
−200
0
200
400
600
800
1000
1200
1400
1600
(b) 100o.
 
 
E
ff
ec
ti
ve
st
ra
in
y
[m
m
]
x [mm]
0 500 1000
0.05
0.1
0.15
0.2
0.25
0.3
0
200
400
600
800
1000
1200
1400
1600
(c) 140o.
 
 
E
ff
ec
ti
ve
st
ra
in
y
[m
m
]
x [mm]
0 500 1000
0
0.05
0.1
0.15
0.2
0.25
0
200
400
600
800
1000
1200
1400
1600
(d) 180o.
Fig. 10.3. Effective plastic strain for different lower die
angles.(σo = 100MPa, mf = 0.5). [Author’s own code].
It can be seen from Fig. 10.3 that the increased friction increases the effective plastic
strain for the more inclined dies such as the 60o. Here the maximum effective plastic
strain increases from approximately 0.3 to 0.6. When applying lower dies less inclined,
the strains become quite similar. The overall deformation pattern seems not to be much
changed by friction, but larger straining appears to occur at the die-ingot interface.
10.3.3 Frictionless compression of Hollomon hardening ingot
Setting the ingot material to be Hollomon hardening
(
σo = 100
(
ε¯pl
)0.4
MPa
)
and per-
forming a frictionless compression of 200mm, the resulting effective plastic strain can be
seen in Fig. 10.4.
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Fig. 10.4. Effective plastic strain for different lower die
angles.
(
σo = 100
(
ε¯pl
)0.4
, mf = 0.0
)
. [Author’s own code].
It can be seen from Fig. 10.4 that the strain hardening material distributes the plastic
strain to a larger part of the ingot. A larger part of the ingot should therefore experience
the beneficial metallurgical effects of the ingot forging process. It is more difficult to
quantify from the figures whether that also manifests itself in a larger closure of the
centreline hole.
10.3.4 Frictionless compression of Norton-hardening ingot
If one assumes a strain rate hardening material model such as Norton hardening(
σo = 100
(
˙¯εpl
)0.4
MPa
)
and frictionless compression, the following figure indicates
the effective plastic strain.
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Fig. 10.5. Effective plastic strain for different lower die
angles.
(
σo = 100
(
˙¯εpl
)0.4
, mf = 0.0
)
. [Author’s own code].
Fig. 10.5 indicates approximately the same strain pattern as in Fig. 10.4. From a mate-
rial flow perspective it therefore seems less important whether the material is considered
to strain or strain rate harden. The important parameter is how much the material
hardening is influencing the centreline hole closure.
10.4 Optimum lower die angle depending on material
and friction
By conducting single stroke, 200mm compressions for the materials listed in Table 10.2
with and without friction, it is possible to draw curves displaying the area ratioAfinal/Ainitial
as a function of the lower die angle, which ranges from 60o to 180o (flat). Such curves
are presented in the following.
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10.4.1 Strain hardening
The area ratio, as a function of lower die angle, is plotted for varying strain hardening
exponents and friction factor in Fig. 10.6.
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Fig. 10.6. Area ratio as function of lower die angle for different strain hardening be-
haviours. [Author’s own code].
From Fig. 10.6 it is seen that an optimum appears to exist for a lower die angle of
approximately 130o-150o. It can be seen that the location of the optimum is quite inde-
pendent of both friction and strain hardening exponent. The degree of centreline hole
closure is however affected by the strain hardening with the ideal-plastic material closing
least and the material with strain hardening exponent of n=0.2 closing a bit more than
the one with n=0.4. Friction has only minor influence on the location of the optimum.
10.4.2 Strain rate hardening
A plot of the area ratio, as a function of the lower die angle, is seen for different strain
rate hardening exponents in Fig. 10.7.
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Fig. 10.7. Area ratio as function of lower die angle for different strain rate hardening
behaviours. [Author’s own code].
It is seen from that maximum closure occurs for a lower die angle of approximately
130o-150o. It is also noticed that the optimum is more distinct for the ideal-plastic
material than for the strain rate hardening materials, where a broader range of lower die
angles results in fairly the same degree of centreline hole closure. Friction has only a
minor influence on the location of the optimum.
10.4.3 Combined hardening
The area ratio for a combined hardening material, with a strain and a strain rate hard-
ening material behaviour, as a function of the lower die angle, can be seen in Fig. 10.8.
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Fig. 10.8. Area ratio as a function of lower die angle for different hardening behaviours.
[Author’s own code].
Applying a combined hardening material does not result in significant differences from
a pure strain hardening or a pure strain rate hardening material as seen in Fig. 10.8. The
maximum predicted closure occurs for a lower die angle of approximately 130o-140o and
friction has only a minor influence on the location of the optimum.
10.4.4 Maximum forging force as function of material properties
The maximum forging force is also calculated for the different material hardening models.
For simplicity only simulations with friction are plotted in Fig. 10.9. The die width is
1000mm.
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Fig. 10.9. Maximum forging force for different material hardening behaviours. [Author’s
own code].
As it can be seen from Fig. 10.9 the maximum forging force is quite different for different
materials. From a practical point of view one should therefore be careful when forging
ingots of different materials using the same press. When the press can deliver sufficient
force for forging one type of ingot, it is not necessarily sufficient for forging an ingot of a
different material although ingot dimensions may be the same.
10.5 The influence of the stroke length on centreline
hole closure
In order to investigate whether the optimum lower die angle for a single stroke compression
is influenced by the stroke length of the moving upper die, three different stroke lengths are
compared: 100mm, 200mm and 300mm. An ingot with hardening behaviour described
by σo = 100
(
˙¯εpl
)0.2
is compressed. This material is chosen to model steel 42CrMo4
at 1200oC. An analysis of the slope of the experimental stress-strain-rate curve seen in
Fig. 3.1b yields m ≈ 0.19. A plot of the predicted centreline hole closure may be seen in
Fig. 10.10.
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Fig. 10.10. Centreline hole closure for different lower die angles and press stroke lengths.
[Author’s own code].
From Fig. 10.10 a clear increase in the centreline hole closure is observed when increas-
ing the press stroke length, which is in accordance with the practical findings that the
press stroke should be as large as possible. It is also seen that the location of the optimum
lower die angle becomes more distinct but does not change. The predicted optimum lower
die angle is approximately 130o.
The maximum forging force needed for the compression can be seen in Fig. 10.11.
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Fig. 10.11. Maximum forging force for different lower die angles and press stroke
lengths. [Author’s own code].
132
Fig. 10.11 shows an increase in maximum forging force with increasing stroke length.
The increase in forging force is not linear with stroke length increase and seems to increase
less as the stroke length increases. It is interesting to notice that the maximum forging
force occurs for a lower die angle of approximately 90o whereas the maximum centreline
hole closure occurs for a lower die angle of approximately 130o-140o in a single stroke
compression operation.
10.6 Conclusion
The die geometry in ingot forging operations has been optimized regarding closure of
centreline porosities, here modelled as a hollow centreline defect. The optimization has
been performed using a one-stroke approach with variables being ingot material, friction,
lower die angle and press stroke length. It has been found that an optimum angle, for all
the different material hardening behaviours tested, was approximately 130o-140o. Friction
seems only to have a minor influence on the process and only for quite inclined lower dies.
The location of the optimum becomes more pronounced as the stroke length is increased.
This however does also increase the forging force, hence for larger reductions in a single
stroke, a large press is needed. This may in practice limit the maximum applicable
stroke. Different materials also affect the maximum press force, hence forging ingots of
same dimensions but of different materials may not necessarily be possible using the same
press. It is interesting to notice that maximum closure appears for a different lower die
angle than the one giving rise to the maximum press force. One should however be careful
about making conclusions based on a single stroke compression since the actual ingot
forging operation comprises a number of forging operations with intermediate rotations
of the ingot. This is therefore investigated further in the next chapters.
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11 Optimization of lower die angle in
multi stroke forging operations -
Damage mechanics approach
11.1 Introduction
Since the ingot forging process consists of several compressions, with intermediate rota-
tions of the ingot, this should be considered, when searching for the optimum lower die
angle by performing simulations. Due to the increased computational work necessary to
perform multi stroke forging operations, the author decided not to include material and
stroke length as design variables. The variable investigated in this chapter is therefore
only the lower die angle. As mentioned in Chapter 7, the induced damage during forging
can be modelled by for instance uncoupled ductile damage criteria or by porous plasticity.
In this chapter, damage is modelled by the uncoupled normalized Cockcroft & Latham
criterion (see 7.3.2). In order to evaluate the best lower die angle, optimization criteria
are needed. In this chapter a combination of damage and strain are used. The best lower
die angle is defined as the one which reduces ductile damage while allowing for plastic
straining to occur in order to have the beneficial metallurgical effects from the plastic
straining (see Chapter 2 and Chapter 6).
The geometrical shape of the final component, i.e. how circular the cross-section of the
ingot is after forging, is not considered as a primary criterion for the forging operation.
The main purpose is to ensure mechanical soundness of the part rather than geometric
shape.
11.2 Numerical simulation layout
The simulation is performed using the commercial FEM program DEFORM-2D®. A 2D
plane stress model is utilized. The ingot is assumed to have a diameter of 2000mm. 2067
quadrilateral elements with 2119 nodes are used. The ingot is compressed 200mm (10%
of the initial diameter) in each stroke. 17 strokes are applied with 45o rotation between
each stroke, as is also done in industrial practice. Five different lower die angles are
applied (60o, 90o, 120o, 150o, 180o). The initial temperature of the ingot is 1200oC. The
heat transfer coefficient between dies and ingot is set to 5kW/(m2K). Heat transfer into
air is not taken into account in the simulation because the heat loss into the air is much
dependent on how fast the ingot can be manipulated during the forging procedure, hence
it is much dependent on equipment and the skill of the personnel. Therefore only heat
loss to the dies are investigated, concerning whether this heat loss is significant or not.
A problem was encountered by the author when bringing the ingot in contact with the
lower die after rotation. Often the ingot was only in contact with one of the inclined
parts of the lower die. Therefore a large part of the press stroke would be used on rigid
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body movement of the ingot until it started touching both the inclined parts of the lower
die. To circumvent this problem, the author had to manually adjust the ingot after
rotation to bring it into contact with both of the inclined parts of the lower die before
each forging operation. This was a rather time consuming procedure since it could not be
automatized, and therefore limited the number of performed simulations. An illustration
of the simulation layout can be seen in Fig. 11.1.
(a) Initial. (b) Final.
Fig. 11.1. Simulation layout before and after forging.
It can be seen from Fig. 11.1 that an unstructured mesh is used with more elements
at the circumference for good description of the contact between ingot and dies, and a
refined mesh in the center region in order to carry out a detailed investigation here to
determine the evolution of centreline defects.
A summary of the simulation settings are found in Table 11.1.
Table 11.1. FEM simulation settings.
Ingot diameter 2000mm
Penalty factor K = 106
Mesh 2067 4-node quadrilateral elements (2119 nodes)
Number of time steps 200
Convergence criteria ‖4v‖‖v‖ ≤ 0.01 and
‖4f‖
‖f‖ ≤ 0.1
Press speed 50mm/s
Friction mf = 0.5
Ingot material 42CrMo4 (Flow stress data from DEFORM® database)
Damage modelling Uncoupled normalized Cockcroft & Latham
Dies Rigid-contact surface elements
Heat transfer coefficient ingot-dies 5kW/(m2K)
Forging procedure 17 strokes, 200mm comp., 45o rotation in between
11.3 Examples of simulation results
As an illustration of the simulations, some examples of effective plastic strain and ductile
damage, predicted by the normalized Cockcroft & Latham criterion, are presented. All
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figures represend the end of the entire deformation process.
11.3.1 Effective plastic strain
The effective plastic strain after 17 strokes can be seen in Fig. 11.2-Fig. 11.6.
Fig. 11.2. Effective plastic strain. 60o lower die.
Fig. 11.3. Effective plastic strain. 90o lower die.
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Fig. 11.4. Effective plastic strain. 120o lower die.
Fig. 11.5. Effective plastic strain. 150o lower die.
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Fig. 11.6. Damage. 180o lower die.
Quite different strain patterns are observed in Fig. 11.2-Fig. 11.6. It is noticed that
a large dead zone appears in Fig. 11.2. This is in qualitative agreement with the upper
bound analysis in Section 5.3. For the other lower die angles, the smallest effective plastic
strain appearing in an element is approximately 0.25, hence some straining is appearing
everywhere.
11.3.2 Examples of ductile damage
The predicted accumulated ductile damage can be seen in Fig. 11.7-Fig. 11.11.
Fig. 11.7. Damage. 60o lower die.
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Fig. 11.8. Damage. 90o lower die.
Fig. 11.9. Damage. 120o lower die.
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Fig. 11.10. Damage. 150o lower die.
Fig. 11.11. Damage. 180o lower die.
In Fig. 11.7 damage is more or less predicted only to occur at the perimeter of the
ingot. This fits with the predicted effective plastic strain (see Fig. 12.4), where a large
dead zone is predicted in the center. The damage seems to be fairly evenly distributed
when forging with a 90o lower die (Fig. 11.8). When forging with dies of 120o, 150o or
180o, the damage is predicted to have a maximum in the center of the ingot an decreases
towards the periphery.
11.3.3 Examples of temperature
Two examples of computed temperatures in the ingot, after 17 compressions, are seen in
Fig. 11.12-Fig. 11.13.
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Fig. 11.12. Temperature. 60o lower die.
Fig. 11.13. Temperature. 180o lower die.
From Fig. 11.12-Fig. 11.13 it is seen that cooling at the die contacts only has an influence
on a thin surface layer at the circumference of the ingots. The process is therefore
considered not to be sensitive to this cooling effect. If cooling to the surroundings is
neglected the process could be modelled as isothermal to save computational time. The
total cooling time during the 17 strokes is 68s.
11.4 Evolution of the deformation
For an overview of the evolution of the different process parameters during the entire
process, some different measures are applied. They are the following:
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• Degree of reduction: R = A0 − Ai
A0
, where A0 is the initial cross-sectional area of
the ingot and Ai is the cross-sectional area after forging stroke number i.
• Mean effective plastic strain of all the elements in the cross-section.
• Minimum effective plastic strain occurring in an element in the cross-section.
• Mean damage of all the elements in the cross-section.
• Maximum damage occurring in an element in the cross-section.
The degree of reduction gives an impression of how much the ingot has been forged. The
mean effective plastic strain describes how much of the deformation that has resulted
in hopefully beneficial deformation of the grains in the ingot. The minimum effective
plastic strain should be high, thereby indicating that the entire ingot has been plastically
deformed, so that dead zones are avoided. The mean damage should be kept low in order
not to introduce unwanted defects in the ingot. The maximum damage occurring in an
element should also be kept low for the same reasons as the mean damage.
It should be noticed that when calculating the mean values, a simple average of all the
element values are taken. Element size is not taken into account, whereby the center and
perimeter elements, which were of smaller size, have a larger influence on the average
than the larger elements. In the opinion of the author this is not a disadvantage since
more weight is assigned to the regions of interest. Especially the center region of the
ingot, which is the primary zone of interest, gets an increased influence. It is still possible
to compare between the simulations because same mesh is applied for all cases.
11.4.1 Reduction degree
The degree of reduction after each stroke can be seen in Fig. 11.14.
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Fig. 11.14. Degree of reduction for different lower die angles.
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For an overview, the final values of the degree of reduction are listed in descending
order in Table 11.2.
Table 11.2. Degree of reduction after stroke No. 17.
Lower die angle Reduction degree
90o 0.52
120o 0.40
180o 0.40
150o 0.37
60o 0.33
From Fig. 11.14 and Table 11.2 it is seen that the 90o lower die angle result in the
largest degree of reduction. The ranking of which lower die angles results in the largest
degree of reduction after each step is also fairly monotonic with operation number. Hence
it does not shift from one step to another, which lower die angle that gives rise to the
largest reduction degree.
11.4.2 Effective plastic strain
The mean and minimum effective plastic strain after each stroke can be seen in Fig. 11.15
and Fig. 11.16.
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Fig. 11.15. Mean ε¯pl.
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For an overview, the approximate final values of mean and minimum effective plastic
strain are listed in descending order in Table 11.3 and Table 11.4.
Table 11.3. Mean ε¯pl.
Lower die angle Mean ε¯pl
180o 1.51
150o 1.20
90o 1.05
120o 0.93
60o 0.33
Table 11.4. Minimum ε¯pl.
Lower die angle Minimum ε¯pl
120o 0.38
150o 0.32
180o 0.26
90o 0.26
60o 0.00
It is seen from Fig. 11.15 and Table 11.3 that forging using a 180o lower die gives rise
to the largest mean effective plastic strain and 60o gives rise to the smallest one. The
evolution of mean effective plastic strain is also fairly monotonically increasing with the
number of strokes. The ranking of the different lower dies is constant after approximately
6 strokes.
Regarding the minimum effective plastic strain occurring in an element, see Fig. 11.16
and Table 11.4, the 120o lower die gives rise to the largest value whereas 60o results in
the smallest value due to the larger dead zone in the center. Some fluctuations occur
with number of strokes, as regarding which lower die angle results in the largest value of
minimum plastic strain.
11.4.3 Ductile damage
The mean and maximum ductile damage after each stroke can be seen in Fig. 11.17 and
Fig. 11.18.
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Fig. 11.17. Mean damage.
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Fig. 11.18. Maximum damage.
An overview of the final values of mean and maximum damage can be seen in Table 11.5
and Table 11.6.
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Table 11.5. Mean damage.
Lower die angle Mean damage
180o 0.53
150o 0.39
120o 0.21
90o 0.16
60o 0.01
Table 11.6. Maximum damage.
Lower die angle Maximum damage
180o 0.83
150o 0.63
90o 0.42
120o 0.35
60o 0.35
The mean damage, seen in Fig. 11.17 and Table 11.5 evolves fairly monotonic with 180o
resulting in the largest mean damage and 60o resulting in the smallest mean damage.
Again the ranking is constant after approximately 6 strokes. There is some more fluc-
tuation in the ranking of the maximum damage, see Fig. 11.18. However forging with a
180o lower die gives rise to the worst final result. The 150o die is also unsuitable. The
60o, 90o and 120o dies give fairly similar results regarding maximum ductile damage with
shifts during the forging sequence as to which one gives smallest damage.
11.5 Ranking of lower die angles
In order to make a ranking of the different lower die angles, the author uses a simple
ranking system by assigning the value 1 to the “best” and ranking the other relative to
the value of the best lower die angle. “Best” is defined for the effective plastic strain as
the largest value. The motivation being that a large value implies recrystallization and
is therefore beneficial. “Best” as regarding damage is defined as the lowest value. The
motivation being that a small value implies small formation and growth of porosities in
the ingot.
The ranking regarding effective plastic strain and ductile damage is seen in Fig. 11.19
and Fig. 11.20.
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Fig. 11.19. Ranking regarding effective plastic strain.
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Fig. 11.20. Ranking regarding damage.
The net score is calculated by taking the average of the four different scores for each
lower die angle. The final score is seen in Fig. 11.21.
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Fig. 11.21. Optimum lower die angle.
The score can also be seen, ranked in ascending order, in Table 11.7.
Table 11.7. Score for the different lower die angles.
Lower die angle Average points
120o 0.67
90o 0.57
60o 0.55
150o 0.55
180o 0.53
From Fig. 11.21 and Table 11.7 the 120o die is the best. The other die angles are ranked
fairly evenly.
It needs to be emphasized that this ranking is quite primitive and it may be beneficial in
future work to use some more advanced statistical measures for describing the distribution
of the element variables damage and effective plastic strain. The procedure for finding
the optimum lower die angle, as described in this chapter, should only be viewed as a
first suggestion.
11.6 Conclusion
Multi stroke forging of a real size cross-section of an ingot has been modelled using a
plane stress model. Five different lower die angles have been utilized in a 17 stroke
forging operation with 45o rotation between strokes. The process has been quantitatively
described by the measures effective plastic strain and normalized Cockcroft & Latham
damage. A primitive ranking scheme yielded that the 120o die is best when evaluated in
terms of effective plastic strain and ductile damage.
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12 Optimization of lower die angle in
multi stroke forging operations -
Porous plasticity approach
12.1 Introduction
In Chapter 11 an optimization of the lower die angle in ingot forging was performed by
uncoupled ductile damage modelling. Another approach to model damage is to use a
porous plasticity model, see 7.2.1, where accumulated damage is modelled as a loss in
density, which changes the yield surface. This approach is also adopted to optimize the
lower die angle.
The numerical procedure follows the one outlined in Chapter 10. Five lower die angles
(60o,90o,120o,150o,180o) are used to forge an ingot in 17 consecutive strokes with a given
fixed displacement. An initial porosity density is assigned in order to mimic a real porosity
distribution in a cross-section of an ingot after casting. A combination of strain and
density measures are then applied to rank the different lower die angles.
12.2 Numerical simulation layout
Numerical simulations are performed using the commercial software DEFORM-3D®. A
simple 2D plane stress model would have been more suitable. However porous plasticity
is not implemented in DEFORM-2D® for plane stress. Therefore an approximately plane
stress model is set up in DEFORM-3D®. An ingot with 2000mm in diameter but only
10mm in thickness is utilized. The small thickess ensures approximately plane stress
conditions. All nodes on one side of the plate are fixed in longitudinal direction. Thereby
approximately plane stress is achieved, while the ingot cross-section is still free to deform
in the other directions.
The forging process consists of 17 strokes with a stroke length of 200mm (10% of initial
ingot diameter) each. The ingot is rotated between each stroke. Two different angles of
rotation are applied: 45o and 75o. 45o is applied because this is used in industrial practice.
However the author was also interested in applying a different angle of rotation, the
motivation being that after 8 rotations using 45o, the ingot has been rotated a complete
round and the same areas of the ingot are being compressed once more. By applying 75o
rotation, new areas are brought into contact after reaching a complete round. It would
be interesting to study whether this would make a difference in the predicted optimum
lower die angle.
2067 8-node brick elements (4196 nodes) are used together with the same mesh layout
as in Chapter 11. An example on the model can be seen in Fig. 12.1.
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Fig. 12.1. Simulation layout.
A varying relative density R = ρ
ρo
, where ρ is the actual density and ρo is the density
of the fully dense material, is assigned. From the center to a radius of 100mm, a relative
density of 0.25 is assigned. Then the relative density increases linearly from 0.25 at radius
100mm to 0.9 at radius 200mm. From radius 200mm to the outer edge at radius 1000mm,
the relative density increases linearly to 0.99. This relative density is motivated by P.
Kotas1, who has simulated ingot casting using the commercial software Magmasoft. The
simulation of Kotas and the implemented relative density in DEFORM® 3D can be seen
in Fig. 12.2 and Fig. 12.3. The slightly non-symmetric prescribed relative density seen in
Fig. 12.3 is attributed to the non-symmetric mesh.
1Former member of the Process Modelling Group at DTU. Now employee at Magma Gießereitechnologie
GmbH.
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Fig. 12.2. Simulated porosities in a cast ingot. Courtesy to Dr. P. Kotas, Magma
Gießereitechnologie GmbH.
Fig. 12.3. Prescribed initial relative density utilized for simulation using DEFORM-
3D®.
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The simulated ingot in Magmasoft has a diameter of approximately 460mm and a length
of approximately 2300mm. It is therefore somewhat smaller than the ingot investigated
by the author, but at least it provides some clue regarding the porosity size and location.
The very porous region constitutes approximately 6% of the ingot diameter. Since the
size of the porous zone is likely to increase with ingot diameter, and given the porous zone
of approximately 10% of the diameter mentioned in 6.2.1, it is found to be reasonable to
assign a porous centreline zone with a size of approximately 10% of the ingot diameter.
A summary of the simulation settings can be seen in Table 12.1.
Table 12.1. FEM simulation settings.
Ingot diameter 2000mm
Penalty factor K = 106
Mesh 2067 8-node brick elements (4196 nodes)
Number of time steps 200
Convergence criteria ‖4v‖‖v‖ ≤ 0.01 and
‖4f‖
‖f‖ ≤ 0.1
Press speed 50mm/s
Friction mf = 0.5
Ingot material 42CrMo4 (Flow stress data from DEFORM® database)
Damage modelling Relative density
Dies Rigid-contact surface elements
Heat transfer coefficient ingot-dies 5kW/(m2K)
Forging procedure 17 strokes, 200mm comp., 45o or 75o rotation
12.3 Examples of simulations
In order to facilitate the understanding of the forging process, figures are presented show-
ing effective plastic strain and relative density after completion of the 17 forging strokes.
12.3.1 Effective plastic strain, 45o rotation
The effective plastic strain after 17 strokes with 45o intermediate rotations are seen in
Fig. 12.4-Fig. 12.8.
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Fig. 12.4. Effective plastic strain. 60o lower die.
Fig. 12.5. Effective plastic strain. 90o lower die.
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Fig. 12.6. Effective plastic strain. 120o lower die.
Fig. 12.7. Effective plastic strain. 150o lower die.
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Fig. 12.8. Effective plastic strain. 180o lower die.
From Fig. 12.4-Fig. 12.8 it is seen that the dead zone occurring when forging with a
60o lower die has diminished in comparison to Fig. 11.2. Comparing Fig. 12.4-Fig. 12.8
it is noticed that increasing the lower die angle results in larger strain in the center as
compared to other places in the ingot cross-section. This differs from forging a fully dense
ingot as seen in Fig. 11.3-Fig. 11.6 where the largest strain appears along the perimeter
of the ingot cross-section.
12.3.2 Effective plastic strain, 75o rotation
The effective plastic strain after 17 strokes with 75o intermediate rotations are seen in
Fig. 12.9-Fig. 12.13. It is noticed that forging with die angles 90o and 120o results in a
final cross-section far from circular.
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Fig. 12.9. Effective plastic strain. 60o lower die.
Fig. 12.10. Effective plastic strain. 90o lower die.
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Fig. 12.11. Effective plastic strain. 120o lower die.
Fig. 12.12. Effective plastic strain. 150o lower die.
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Fig. 12.13. Effective plastic strain. 180o lower die.
A more detailed comparison of strains when forging with 75o intermediate rotation
angle versus 45o is found in 12.4.2.
12.3.3 Relative density, 45o rotation
The relative densities after 17 strokes with 45o intermediate rotations are seen in Fig. 12.14-
Fig. 12.18.
Fig. 12.14. Relative density. 60o lower die.
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Fig. 12.15. Relative density. 90o lower die.
Fig. 12.16. Relative density. 120o lower die.
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Fig. 12.17. Relative density. 150o lower die.
Fig. 12.18. Relative density. 180o lower die.
In general a substantial increase in the density of the ingot cross-section is seen in
Fig. 12.14-Fig. 12.18. By visual inspection, 90o and 120o lower die angles appear to give
rise to the largest relative density after forging.
12.3.4 Relative density, 75o rotation
The relative densities after 17 strokes with 75o intermediate rotations are seen in Fig. 12.19-
Fig. 12.23.
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Fig. 12.19. Relative density. 60o lower die.
Fig. 12.20. Relative density. 90o lower die.
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Fig. 12.21. Relative density. 120o lower die.
Fig. 12.22. Relative density. 150o lower die.
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Fig. 12.23. Relative density. 180o lower die.
Similar large density increase is noticed with 75o rotation and best results are again
obtained with 90o and 120o dies. A more detailed analysis of the predicted relative
densities are given in 12.4.3.
12.4 Evolution of deformation
The evaluations of the different lower die angles and angles of rotation follows the proce-
dure outlined in Section 11.4. Instead of damage, relative density is evaluated. The best
forging is considered to be the one with the largest mean relative density and the largest
minimum relative density in an element. The effective plastic strain is evaluated as in
Section 11.4.
12.4.1 Degree of reduction
The evolution in degree of reduction for both 45o and 75o rotation are seen in Fig. 12.24
and Fig. 12.25.
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Fig. 12.24. Degree of reduction, 45o rotation.
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Fig. 12.25. Degree of reduction, 75o rotation.
The graphs in Fig. 12.24 andFig. 12.25 indicate a fairly monotonic increase in degree of
reduction for all lower die angles and rotations. The optimum lower die angle and rotation
angle which give rise to the largest degree of reduction, is therefore not significantly
influenced by the number of compression strokes or rotation angle.
The degree of reduction after 17 strokes can be seen in descending order in Table 12.2-
Table 12.3.
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Table 12.2. 45o rotation.
Lower die angle Degree of reduction
90o 0.49
60o 0.41
120o 0.37
180o 0.35
150o 0.34
Table 12.3. 75o rotation.
Lower die angle Degree of reduction
90o 0.47
120o 0.41
60o 0.38
150o 0.32
180o 0.30
From Table 12.2-Table 12.3 it is seen that the ranking is somewhat changed with the
angle of rotation. 90o is, however, the one which causes the largest degree of reduction
for both angles of rotation.
12.4.2 Effective plastic strain
The evolution of mean plastic strain after each forging stroke is seen in Fig. 12.26 and
Fig. 12.27.
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Fig. 12.26. Mean ε¯pl, 45o rotation.
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Fig. 12.27. Mean ε¯pl, 75o rotation.
Fig. 12.26 and Fig. 12.27 indicate a fairly steady increase of the mean effective plastic
strain for all lower die angles and both rotation angles as the number of strokes increase.
The ranking is stable after approximately 7 strokes for the 45o rotation and after 3 strokes
for the 75o rotation.
A table showing the final values, sorted in descending order, is seen in Table 12.4 and
Table 12.5.
Table 12.4. 45o rotation.
Lower die angle Mean ε¯pl
180o 1.67
90o 1.52
150o 1.42
120o 1.31
60o 0.58
Table 12.5. 75o rotation.
Lower die angle Mean ε¯pl
120o 1.88
150o 1.35
180o 1.03
90o 0.96
60o 0.54
From Table 12.4 and Table 12.5 it is seen that the order of which lower die angle gives
rise to the largest mean effective strain is influenced by the choice of angle of rotation.
The minimum plastic strain appearing in an element is seen in Fig. 12.28 and Fig. 12.29
as a function of stroke number.
166
  
180o
150o
120o
90o
60o
M
in
im
u
m
p
la
st
ic
st
ra
in
[ε¯
pl
]
Stroke number
0 2 4 6 8 10 12 14 16 18
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
Fig. 12.28. Minimum ε¯pl, 45o rotation.
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Fig. 12.29. Minimum ε¯pl, 75o rotation.
It is seen from Fig. 12.28 and Fig. 12.29 that the minimum effective plastic strain evolves
in a more unsteady manner than the mean value. However it does appear that the best
lower die angles tend to be best throughout the 17 forging steps. A table summarizing
the final values, sorted in descending order, is seen in Table 12.6 and Table 12.7.
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Table 12.6. 45o rotation.
Lower die angle Min. ε¯pl
120o 0.32
150o 0.30
90o 0.27
180o 0.23
60o 0.21
Table 12.7. 75o rotation.
Lower die angle Min. ε¯pl
90o 0.35
150o 0.23
180o 0.23
120o 0.22
60o 0.20
From Table 12.6 and Table 12.7 it is seen that changing the angle of rotation affects the
ranking of the different lower die angles. When comparing with Table 12.4 and Table 12.5
it is also seen that the optimum lower die angle regarding mean effective plastic strain
is not the same as the ones resulting in the maximum value of minimum effective plastic
strain.
12.4.3 Relative density
The evolution in mean relative density R is seen in Fig. 12.30 and Fig. 12.31.
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Fig. 12.30. Mean R, 45o rotation.
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Fig. 12.31. Mean R, 75o rotation.
From Fig. 12.30 and Fig. 12.31 it can be deduced that the mean relative density in-
creases fairly steady for all lower die angles as the forging procedure evolves. The ranking
is stable after approximately 4 strokes. A table showing the final mean densities can be
seen in Table 12.8 and Table 12.9, sorted in descending order.
Table 12.8. 45o rotation.
Lower die angle Mean relative density
90o 0.98
120o 0.96
180o 0.96
150o 0.95
60o 0.91
Table 12.9. 75o rotation.
Lower die angle Mean relative density
120o 0.98
90o 0.97
150o 0.94
180o 0.91
60o 0.91
From Table 12.8 and Table 12.9 it is seen that several of the different lower die angles
make it possible to forge the ingot cross-section to a large value of relative density. It
seems that performing a 75o rotation lowers the obtained mean relative density in general.
The evolution in minimum relative density occurring in an element can be found in
Fig. 12.32 and Fig. 12.33 for different lower die angles and rotation angles.
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Fig. 12.32. Minimum relative density, 45o rotation.
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Fig. 12.33. Minimum relative density, 75o rotation.
In Fig. 12.32 and Fig. 12.33 a steady increase in minimum relative density is seen. A
summary of the attained minimum relative densities after 17 strokes is seen in Table 12.10
and Table 12.11 in descending order.
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Table 12.10. 45o rotation.
Lower die angle Min. R
90o 0.97
120o 0.89
180o 0.87
150o 0.86
60o 0.77
Table 12.11. 75o rotation.
Lower die angle Min. R
120o 0.95
90o 0.91
150o 0.83
60o 0.73
180o 0.68
It is seen from Table 12.10 and Table 12.11 that marked differences in minimum relative
densities are obtained when forging with different lower die angles. It can also be found
that the angle of rotation influences the results to a quite large degree. Notice for instance
how the 180o lower die angle drops from a minimum relative density of 0.87 to 0.68 when
changing the angle of rotation from 45o to 75o.
It should be noticed that the 90o lower die angle gives significantly better result than
the other lower die angles, when performing 45o rotation, regarding minimum relative
density.
12.4.4 Ranking of lower die angles
In order to compare the different lower die angles to one another, a ranking is performed.
The basic idea follows the procedure outlined in Section 11.5. The evaluation of effective
plastic strain is the same but instead of evaluating damage, relative density is evaluated.
“Best” is then defined for relative density as having the largest value, hence being closest
to a fully dense material.
Ranking as regards effective plastic strain is seen in Fig. 12.34 and as regards relative
density in Fig. 12.35.
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Fig. 12.34. Ranking as regards effective plastic strain.
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Fig. 12.35. Ranking as regards relative density.
The total average ranking for 45o and 75o are seen in Fig. 12.36.
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Fig. 12.36. Optimum lower die angle.
A table summarizing the optimum is seen in Table 12.12 and Table 12.13.
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Table 12.12. Optimum, 45o rotation.
Lower die angle Average points
90o 0.94
120o 0.92
150o 0.91
180o 0.90
60o 0.68
Table 12.13. Optimum, 75o rotation
Lower die angle Average points
120o 0.91
90o 0.86
150o 0.80
180o 0.71
60o 0.64
As sefen from Table 12.12 and Table 12.13, the 45o rotation results generally in a better
ranking with less variation in the points than using 75o rotation, hence applying 45o
rotation makes the forging operation less sensitive to the applied lower die angle. Since
forging with 45o rotation also gives rise to generally larger plastic strains and larger
relative density, it appears that 45o rotation is better than 75o rotation. Even though it
is not taken into account in the ranking analysis, it also appears from the figures displaying
the contours of the final ingot shape (Fig. 12.4-Fig. 12.13) that the ingots forged with 45o
rotation has a more circular shape, hence requiring less subsequent machining.
Based on the evaluation it seems that the 90o lower die angle is the best, however also
the 120o, 150o and 180o give good results.
The author finds it interesting that when applying a porous plasticity model, the 90o
is predicted to be best as compared to the 120o when applying uncoupled ductile damage
as a measure (see Chapter 11) of the effect of the forging operation. This difference
could stem from the fact that the change in relative density is only influenced by the
volumetric strain rate (see Eq. 8.77). The uncoupled ductile damage model does also
take shear deformation into account when computing damage. The uncoupled ductile
damage model is therefore, in the opinion of the author, a more conservative damage
estimator. One way of determining whether the uncoupled ductile damage or the porous
plasticity approach is most suited for predicting crack formation in manufacturing, could
be to perform simulations based on formability experiments, such as found in Gouveia
et al. [38] or Rosa et al. [85], and see whether simulations with porous plasticity or ductile
damage would provide simulations in best agreement with experiments.
The simulations indicate that the optimum lower die angle is a bit smaller than pre-
dicted by the single stroke forging simulations in Chapter 10.
12.5 Conclusion
Multi stroke forging of porous ingot cross-sections have been performed. Different lower
die angles and two different rotation angles between forging strokes have been examined.
Based on a quantitative ranking scheme, the 90o lower die angle, when performing 45o
rotations in between strokes, appears to yield the best results. It is interesting to notice
that the process seems to be somewhat more sensitive to the choice of rotation angle
than the choice of lower die angle when modelling the ingot forging process by porous
plasticity. When applying 45o rotations, all the tested lower die angles, except for 60o,
yielded a high average score.
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13 Preliminary investigation of feed
size
13.1 Introduction
When a cross-section of the ingot has been forged, the ingot is displaced between the
opened dies and then a new cross-section is forged. As mentioned in 6.6 the internal
soundness of the ingot depends on applying an appropriate displacement (labelled as
feed). On one hand the feed should be large enough to ensure a greater part of the ingot
to be forged, and on the other hand due to the nature of the deformation process, too
large feed may result in dead zone formation in the center of the ingot. The purpose of
this chapter is to illustrate the result of different feed sizes and different lower die angles.
A porous finite element formulation is utilized and a full 3D simulation is performed
using DEFORM®. However due to this, the computational time also increases. These
simulations consequently take approximately four days (14 hours working day) each to
perform on a 2.8GHz Intel core i7 laptop with 8GB RAM. Therefore only a limited
number of lower die angles and feed sizes are included and the results should only be
interpreted as preliminary and not as a systematic investigation.
13.2 Numerical simulation layout
An ingot, 2000mm in diameter and 2800mm long, is discretized by 6680 8-node brick
elements (7455 nodes). The ingot is then compressed 200mm (10% of the initial ingot
diameter) 17 times by a pair of dies. The ingot is subsequently displaced axially between
the dies. The displacement is either 400mm or 800mm. The next cross-section is then
forged as the first one. It should be noticed that in the industrial production, a couple
of extra forging strokes are performed with small stroke length in order to smoothen the
final ingot surface. These extra steps are not modelled. The ingot is prevented from
longitudinal displacement at one end in order to avoid excessive misalignment in between
the dies. This can to some extent also be physically justified because in the real forging
process, a manipulator (see Fig. 5.2 and Fig. 5.3a) is attached to one end of the ingot and
thereby, to some degree, prevents displacement of the ingot.
The die pair consists of a flat upper die and a 120o or a 180o lower die. The edges of
the dies are rounded with a radius of 80mm, which is a value similar to a real forging
operation. The simulation layout is seen in Fig. 13.1, where an intermediate stage is
shown in Fig. 13.1b after forging one cross-section of the ingot and then displacing the
ingot 800mm in axial direction.
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(a) Initial. (b) Intermediate. (c) Final.
Fig. 13.1. Simulation layout when utilizing a 180o lower die.
As it can be seen from Fig. 13.1, the mesh is somewhat coarse, however it was necessary
to use such a mesh in order to have an acceptable computation time.
Damage is modelled both by porous plasticity and the uncoupled normalized Cockcroft
& Latham criterion. The initial relative density is the same as applied in Chapter 12 and
can be seen in Fig. 13.2. Both a full and a cross sectional view of the ingot is seen.
(a) Full model. (b) Cut model.
Fig. 13.2. Initial relative density.
A summary of the FEM-simulation settings are found in Table 13.1.
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Table 13.1. FEM-simulation settings.
Ingot diameter 2000mm
Ingot length 2800mm
Penalty factor K = 106
Mesh 6680 8-node brick elements (7455 nodes)
Number of time steps 200
Convergence criteria ‖4v‖‖v‖ ≤ 0.01 and
‖4f‖
‖f‖ ≤ 0.1
Press speed 50mm/s
Friction mf = 0.5
Ingot material 42CrMo4 (Flow stress data from DEFORM® database)
Damage modelling Relative density and uncoupled normalized Cockcroft & Latham
Dies Rigid-contact surface elements
Heat transfer coefficient ingot-dies 5kW/(m2K)
Forging procedure 17 strokes, 200mm comp., 45o rotation, 400mm or 800mm feed
13.3 Simulation results
Due to the limited number of performed simulations, quantitative data treatment is not
performed. Selected field variables are presented graphically to give an impression of the
influence of feed size for the two different lower die angles of 120o and 180o.
13.3.1 Relative density
The relative density after forging the first cross-section and the second cross-section using
a 120o lower die are seen in Fig. 13.3-Fig. 13.5.
Fig. 13.3. Relative density. 1st forging. 120o lower die.
176
Fig. 13.4. Relative density. 2nd forging. 120o lower die. 400mm feed.
Fig. 13.5. Relative density. 2nd forging. 120o lower die. 800mm feed.
It is interesting to notice how a 800mm feed results in an extension of a less dense zone
into the cross-section being forged as seen in Fig. 13.5 as compared to 400mm feed seen
in Fig. 13.4.
The relative density after having forged the first cross-section and the second cross-
section using a 180o lower die are seen in Fig. 13.6-Fig. 13.8.
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Fig. 13.6. Relative density. 1st forging. 180o lower die.
Fig. 13.7. Relative density. 2nd forging. 180o lower die. 400mm feed.
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Fig. 13.8. Relative density. 2nd forging. 180o lower die. 800mm feed.
It also appears that a part of the ingot is moving outside the dies (see Fig. 13.8) when
forging with a 180o lower die and a feed of 800mm. This is due to the elongation of the
ingot due to forging. This problem is reduced by applying a feed of 400mm whereby less
material is extruded forward.
13.3.2 Effective plastic strain
The effective plastic strains after forging the first cross-section and the second cross-
section using a 120o lower die are seen in Fig. 13.9-Fig. 13.11.
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Fig. 13.9. Effective plastic strain. 1st forging. 120o lower die.
Fig. 13.10. Effective plastic strain. 2nd forging. 120o lower die. 400mm feed.
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Fig. 13.11. Effective plastic strain. 2nd forging. 120o lower die. 800mm feed.
Fig. 13.9 shows that the forming zone become somewhat narrow in the center of the
ingot. One could therefore suspect that a large feed size would result in a dead zone
in the center. A zone containing less strain is in fact seen in Fig. 13.11 as compared
to Fig. 13.10. The zone does however contain effective plastic strain values larger than
approximately 0.5, so quite some deformation is occurring, but it is less than in the
remaining deformation zone. A feed of 400mm (0.4 times die width) seems to result in a
more homogeneous deformation when forging with a 120o lower die. This is in agreement
with Lange [64], who recommends to use a feed size less than 0.5 times the die width.
The effective plastic strain after forging the first cross-section and the second cross-
section using a 180o lower die are seen in Fig. 13.12-Fig. 13.14.
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Fig. 13.12. Effective plastic strain. 1st forging. 180o lower die.
Fig. 13.13. Effective plastic strain. 2nd forging. 180o lower die. 400mm feed.
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Fig. 13.14. Effective plastic strain. 2nd forging. 180o lower die. 800mm feed.
When forging with a 180o lower die, the effective plastic strain is in general larger but
also more inhomogeneous than when forging with a 120o lower die.
13.3.3 Ductile damage
Although the simulations were performed using a porous plasticity model, ductile damage
was computed at the same time. These results are also presented but are in essence not
concurrent with the analysis in Chapter 11 because the current deformation is influenced
by the porous plasticity formulation.
The calculated damage according to the normalized Cockcroft & Latham criterion after
forging the first cross-section and the second cross-section using a 120o lower die is seen
in Fig. 13.15-Fig. 13.17.
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Fig. 13.15. Ductile damage. 1st forging. 120o lower die.
Fig. 13.16. Ductile damage. 2nd forging. 120o lower die. 400mm feed.
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Fig. 13.17. Ductile damage. 2nd forging. 120o lower die. 800mm feed.
It is seen in Fig. 13.15-Fig. 13.17 that mainly two regions are experiencing ductile dam-
age, that is the porous centerline and the surface of the ingot. Damage seems especially
to occur in the surface where the neighbouring forging sections meet one another. The
smaller feed of 400mm results in less damage in the surface than a feed of 800mm.
The calculated damage according to the normalized Cockcroft & Latham criterion after
forging the first cross-section and the second cross-section using a 180o lower die is seen
in Fig. 13.18-Fig. 13.20.
Fig. 13.18. Ductile damage. 1st forging. 180o lower die.
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Fig. 13.19. Ductile damage. 2nd forging. 180o lower die. 400mm feed.
Fig. 13.20. Ductile damage. 2nd forging. 180o lower die. 800mm feed.
From Fig. 13.18-Fig. 13.20 it is seen that forging with a 180o lower die results in substan-
tially more damage along the centerline of the ingot as compared to forging with a 120o
lower die (see Fig. 13.15-Fig. 13.17). This is in agreement with the results in Chapter 11.
The difference, based on maximum damage value, is seen in Table 13.2.
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Table 13.2. Comparison of maximum predicted damage.
Max. damage, 120o lower die Max. damage, 180o lower die Rel. diff. [%]
1st forging 0.668 1.26 88.6
2nd forging, 400mm feed 0.891 1.45 62.7
2nd forging, 800mm feed 1.00 1.89 89.0
It is also interesting to note that ductile damage is predicted to appear along the porous
centerline of the ingot. This is in contrast to the porous plasticity modelling, where only
limited damage was predicted along the centerline for the case of 800mm displacement
when forging with a 120o lower die (see Fig. 13.8). The author noticed when inspecting
the different shear strain components, that one component was particularly concentrated
along the porous centerline of the ingot.
Fig. 13.21. Shear strain εplzx after forging. 120o lower die, 400mm feed.
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Fig. 13.22. Shear strain εplzx after forging. 120olower die, 800mm feed.
Fig. 13.23. Shear strain εplzx after forging. 180olower die, 400mm feed.
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Fig. 13.24. Shear strain εplzx after forging. 180olower die, 800mm feed.
From Fig. 13.21-Fig. 13.24 it is seen that a concentrated shear strain appears along the
centerline of the ingot. Since shear strain is not taken into account when computing the
relative density R, which is used as a measure of damage in porous plasticity, this might
be the reason for the difference in damage based on porous plasticity or ductile damage,
respectively. This indicates that an evaluation of the soundness of an ingot being hot
forged should not be based only on relative density. Another damage model taking shear
into account should also be included.
13.4 Conclusion
The influence of feed size has been investigated by simulation using porous plasticity for
a limited number of lower die angles and feed sizes. It is found that when applying a
relative density R = ρ
ρo
as a measure of damage, not much difference in the closure of
an initial porosity distribution is predicted. This is somewhat different from predictions
based on slipline analysis and practical experience (see 6.6) where it is recommended to
have a feed size of maximum 0.5 times the width of the dies.
When evaluating damage by the normalized Cockcroft & Latham criterion, larger dam-
age is predicted for a feed of 800mm as compared to 400mm and a 120o lower die results
in less damage than forging with a 180o lower die. These results are in better agreement
with the generally accepted characteristics of the process.
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14 Analysis of uncoupled ductile
damage
14.1 Introduction
As a supplement to the literature survey of uncoupled ductile damage criteria (see Section
7.3), this chapter introduces some of the thoughts and findings by the author during his
investigation on how to model ductile damage. Some of the findings were done late in
the project and could therefore not be utilized in simulations of ingot forging.
14.2 Physical interpretation of uncoupled ductile
damage criteria
It is noticed that several of the listed criteria in Section 7.3 (Cockcroft & Latham, Brozzo,
McClintock, Ayada, Oyane) have the possibility of accumulating negative damage val-
ues. This rises, according to the author, an interesting question: What is the physical
interpretation of negative damage?
If one is inspired by the porous plasticity models, one could imagine a negative damage
value to conform with densification. Hence if one first compresses a porous solid and
thereafter stretches it by the same amount again, the material should return to its initial
state. The principle is seen in Fig. 14.1.
Initial porous solid Hydrostatic compression Hydrostatic tension
Negative damage + positive damage = 0
Fig. 14.1. Reversibility of damage analogous to porous metal plasticity.
If one interpretates ductile damage as the compression and expansion of porosities,
accumulation of negative ductile damage may therefore seem reasonable.
Negative ductile damage may also be interpreted as porosities welding together after
being compressed in hot metal forming. Thereby the initial porosities have disappeared
and if loaded in tension again, a porosity may nucleate and grow to same size as the
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original one and the initial material is reached again. Therefore the damage model should
be able both to predict negative and positive values to be fully reversible. The principle
of welding a porosity is seen in Fig. 14.2.
Hot porous material
Closed and welded porosity
Initial porosity
Compression
Fig. 14.2. Welding of porosity in hot metal forming.
Both of the above mentioned interpretations have some degree of truth. Increased
strength of porous metals due to compaction is found experimentally in for instance
Shima & Oyane [90]. It is also reported in Semiatin [88] p. 102 that porosities may be
healed due to hot forging.
The question is however how to interpretate negative ductile damage in other metal
forming processes such as uniaxial compression of porous free metals in cold condition? In
this case the negative damage cannot be viewed as compression of porosities nor welding
of them since there are none present and they are not induced during the operation if
the stress state remains uniaxial compression. It was noticed in Fig. 7.3 that apparently
a threshold exists for β ≈ −13 where the formability approaches infinity, hence no ductile
damage should be predicted. Therefore negative damage can, in the opinion of the
author, in general not be assigned to a specific physical interpretation. Accumulation
of negative damage in computational models for ductile damage should therefore, in the
authors opinion, not be performed. This is also reflected in the commercial finite element
code DEFORM®, which allows the user to choose whether or not to accumulate negative
damage for some of the available ductile damage criteria.
What should be implemented in numerical codes is only accumulation of positive dam-
age. This implies that for some stress situations, depending on the damage criterion,
damage will not be accumulated for some uncoupled ductile damage criteria while other
criteria will accumulate positive damage. The principle is seen in Table 14.1. Green color
of a cell indicates accumulation of damage while red indicates no accumulation of damage.
Table 14.1. Accumulation of damage depending on stress triaxiality β for plane stress
loading.
Damage criterion β ≤ −1 −1 < β ≤ − 13 − 13 < β ≤ 0 0 < β
C =
´
σ1
σ¯ dε¯
pl Normalized C&L No No Yes Yes
C =
´
σm
σ¯ dε¯
pl Ayada No No No Yes
C =
´ (
1 + 1a0
σm
σ¯
)
dε¯pl Oyane
(
a0 =
1
3
)
No No Yes Yes
C =
´
exp
( 3
2
σm
σ¯
)
dε¯pl Rice & Tracey Yes Yes Yes Yes
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It can be seen from Table 14.1 that the Rice & Tracey criterion predicts accumulation
of damage for all stress triaxiality values since exp (x) > 0. However since exp (x) → 0
for x→ −∞ it does, to some extent, reflect the findings of Vujovic & Shabaik [100], see
7.1.2.
The Ayada criterion only predicts damage for β > 0. This is too conservative since
the formability diagram (Fig. 7.3) predicts fracture at a finite strain for slightly negative
values of β.
Accumulation of damage according to the Oyane criterion varies with the choice of the
constant a0. If a0 =
1
3 , the Oyane criterion predicts no positive damage for β < −
1
3 .
Thereby the criterion would be in agreement with the formability diagram in Fig. 7.3.
The Oyane criterion could therefore, with proper choice of the constant a0, be suited for
modelling ductile damage by an uncoupled criterion.
The normalized Cockcroft & Latham criterion depends on the largest principal stress.
In uniaxial compression the largest principal stress becomes zero when the stress triaxial-
ity becomes −13 . The normalized Cockcroft & Latham criterion is therefore in agreement
with the formability diagram, as regards infinite formability for β < −13 .
Both the normalized Cockcroft & Latham criterion and the Ayada criterion are in-
vestigated further in Section 14.3 where they are related to the forming fracture limit
diagram.
The analysis of differences in the different damage criteria as regards accumulation of
damage, in relation to ingot forging, was published in Christiansen et al. [18].
14.3 Analysis of some uncoupled ductile damage criteria
seen in relation to the forming fracture limit
diagram
It was mentioned in 7.3 that the damage criteria should be able to predict the same degree
of damage at fracture irrespectively of the process. Two damage criteria are investigated
further, namely the normalized Cockcroft & Latham criterion and the Ayada criterion.
The normalized Cockcroft & Latham criterion is investigated because it has been found
in experiments to give a fairly small deviation of predicted value at fracture for several
different bulk metal forming operations. The Ayada criterion is selected partly because of
its simplicity, partly because it is directly dependent of the stress triaxiality level, which
has been experimentally found to influence formability significant. The analysis may be
explained using Fig. 14.3. The first part of the analysis is concurrent with chapter 12 in
Rodrigues & Martins [84] and can also be found in Oh et al. [77].
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Fig. 14.3. Forming fracture limit diagram with linear strain path.
It is assumed that the material to be formed has zero initial plastic strain, hence
the starting point of deformation is in (0, 0) in the in-plane principal strain coordinate
system, see Fig. 14.3. It is further assumed that a constant ratio between εplmin and εplmax
is maintained throughout the deformation. The strain ratio ρ is defined as:
ρ = dε
pl
min
dεplmax
(14.1)
which for the assumption of a constant ratio of the principal strains becomes ρ = ε
pl
min
εplmax
.
It is also noticed that 1
ρ
= dε
pl
max
dεplmin
is the slope of the linear strain paths from origo to
the intersection with the fracture limit line. The material is assumed to be isotropic and
yielding is described using a von Mises yield surface. Plane stress is assumed. The analysis
is therefore relevant for surface cracks appearing due to plastic deformation. Fracture is
considered to occur when the
(
εplmin, ε
pl
max
)
-coordinates reach the fracture limit. The
fracture limit is assumed to consist of two straight lines possibly having different slopes
in the drawing and stretching region of the forming limit diagram. The loading situation
for some values of ρ can be seen in Table 14.2.
Table 14.2. Different strain paths and their corresponding stress situation.
ρ = −2 Uniaxial compression
ρ = −1 Pure shear
ρ = −12 Uniaxial tension
ρ = 0 Plane strain tension
ρ = 1 Balanced biaxial tension
Useful for the analysis is the stress ratio α defined as:
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α = σmin
σmax
(14.2)
where σmin is the smallest in-plane stress and σmax is the largest in-plane stress.
Levy-Mises flow rule (Eq. 8.82) yields:
dεplmin =
dε¯pl
σ¯
[
σmin − 12 (σmax + σn)
]
dεplmax =
dε¯pl
σ¯
[
σmax − 12 (σmin + σn)
] (14.3)
where σmin and σmax are the minimum and maximum in-plane stresses and σn = 0 is
the normal stress to the surface, which is assumed to be zero.
The strain ratio can then be expressed as:
ρ = dε
pl
min
dεplmax
=
σmin − 12σmax
σmax − 12σmin
= 2α− 12− α (14.4)
Then the stress ratio α is:
α = 2ρ+ 12 + ρ (14.5)
Using the aforementioned ratios α and ρ, Rodrigues & Martins [84] writes in their
chapter 12 expressions for the normalized Cockcroft & Latham criterion and the Ayada
criterion as function of loading path ρ and the fracture limit line. They only investigate
the drawing region of the forming limit diagram and assumes a slope of the fracture limit
line of adrawing = −12 . This value of the slope has been found in for instance Kuhn et al.
[62]. Both Rodrigues & Martins [84] and Oh et al. [77] have noticed that the normalized
Cockcroft & Latham criterion is constant along a line with slope a = −12 in the principal
strain diagram.
The author wishes to expand this analysis to both the drawing and the stretching
region and to include forming limit lines having arbitrary values of adrawing and astretching.
14.3.1 Expressions for stresses
Since the normalized Cockcroft & Latham criterion involves the ratio of σ1
σ¯
and the
Ayada criterion involves the ratio σm
σ¯
, it is necessary to express the stresses as a function
of strain ratio ρ.
σ1 = σmax (14.6)
σ¯ =
√
σ2max + σ2min − σmaxσmin =
√
1− α + α2 | σmax |=
√
3
√
1 + ρ+ ρ2
| 2 + ρ | | σmax | (14.7)
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σm =
σmax + σmin
3 =
(1 + α)
3 σmax =
1 + ρ
2 + ρσmax (14.8)
σ1
σ¯
= σmax√
3
√
1 + ρ+ ρ2
| 2 + ρ | | σmax |
= | 2 + ρ |√
3
√
1 + ρ+ ρ2
σmax
| σmax | (14.9)
σm
σ¯
=
1 + ρ
2 + ρσmax
√
3
√
1 + ρ+ ρ2
| 2 + ρ | | σmax |
= 1 + ρ√
3
√
1 + ρ+ ρ2
| 2 + ρ |
2 + ρ
σmax
| σmax | (14.10)
14.3.2 Expressions for strains
Fracture is assumed to occur when the in-plane plastic strains
(
εplmin, ε
pl
max
)
reach the
critical values
(
εCmin, ε
C
max
)
, which lie on the fracture limit line. The fracture limit may
be described generally as:
εCmax = aεCmin + εC
= aρεCmax + εC
= ε
C
1− aρ
(14.11)
where a = adrawing in the drawing region of the forming limit diagram and a = astretching
in the stretching region of the forming limit diagram (see Fig. 14.3). The condition for
fracture is aρ < 1.
The effective strain increment, which is integrated in the damage formulation, may be
expressed using volume constancy as:
dε¯pl =
√
2
3
[(
dεplmax
)2
+
(
dεplmin
)2
+
(
−dεplmax − dεplmin
)2]
= 2√
3
√(
dεplmax
)2
+
(
dεplmin
)2
+ dεplmaxdεplmin
= 2√
3
√
1 + ρ+ ρ2 | dεplmax |
(14.12)
When assuming proportional loading until fracture
(
εplmax = εCmax
)
, aρ < 1 and εC > 0,
combining Eq. 14.11 and Eq. 14.12 yields:
ε¯C = 2√
3
√
1 + ρ+ ρ2 ε
C
1− aρ (14.13)
where ε¯C is the effective plastic strain at fracture.
By using Eq. 14.10 and Eq. 14.13 it is possible to plot the effective strain at fracture
ε¯C as function of stress triaxiality β for different values of ρ. Such a plot may be seen in
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Fig. 14.4. Values used for the constants are εC = 0.5, a = −0.5 and −1.5 ≤ ρ ≤ 1.
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Fig. 14.4. Formability diagram based on FFLD.
Fig. 14.4 shows agreement between the formability diagram suggested in Vujovic &
Shabaik [100], Fig. 7.3, and the forming fracture limit diagrams of Kuhn et al. [62], hence,
in the opinion of the author, this indicates that they both represent the same physical
phenomenon.
14.3.3 Expression for the normalized Cockcroft & Latham criterion
C =
´ ε¯C
0
σ1
σ¯
dε¯pl
= σ1
σ¯
ε¯C
= | 2 + ρ |√
3
√
1 + ρ+ ρ2
σmax
| σmax |
1√
3
√
1 + ρ+ ρ2 ε
C
1− aρ
= 43
| 1 + 12ρ |
1− aρ
σmax
| σmax |ε
C
(14.14)
Assuming σmax > 0, Eq. 14.14 further reduces to:
C = 43
| 1 + 12ρ |
1− aρ ε
C (14.15)
It is seen that if a = −12 and ρ > −2, Eq. 14.15 reduces to:
C = 43ε
C (14.16)
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which implies that if the slope of the fracture limit line is −12 , the normalized Cockcroft
& Latham criterion predicts the same damage value independent of the proportional
loading path.
Since the slope of the fracture limit line was found by Kuhn et al. [62] to be −12 in bulk
forming operations, the analysis illustrates why the normalized Cockcroft & Latham
criterion should predict damage with little variation in accumulated damage value C,
independent of the loading path in plane stress bulk forming operations. It was found in
Landre et al. [63] that among the criteria of Brozzo, normalized Cockcroft & Latham and
McClintock, the normalized Cockcroft & Latham criterion gave the smallest deviation of
the value of C from the average value of the investigated metal forming operations, which
consisted of upsetting of cylindrical, tapered and flanged carbon steel cylinders.
The slope −12 of the fracture limit line corresponds to infinite formability if the strain
ratio ρ = −2, hence infinite formability is predicted in uniaxial compression. This is in
agreement with Fig. 7.3 where the threshold value of stress triaxiality for infinite forma-
bility is β = −13 , which corresponds to uniaxial compression. The normalized Cockcroft
& Latham criterion is therefore in agreement with the findings of Kuhn et al. [62] and
Vujovic & Shabaik [100].
14.3.4 Expression for the Ayada criterion
C =
´ ε¯C
0
σm
σ¯
dε¯pl
= σm
σ¯
ε¯C
= 1 + ρ√
3
√
1 + ρ+ ρ2
| 2 + ρ |
2 + ρ
σmax
| σmax |
2√
3
√
1 + ρ+ ρ2 ε
C
1− aρ
= 23
| 2 + ρ |
2 + ρ
σmax
| σmax |
1 + ρ
1− aρε
C
(14.17)
Assuming σmax > 0, Eq. 14.17 further reduces to:
C = 23
| 2 + ρ |
2 + ρ
1 + ρ
1− aρε
C (14.18)
Assuming ρ > −2, Eq. 14.18 can be reduced to:
C = 23
1 + ρ
1− aρε
C (14.19)
If a = −1, Eq. 14.19 reduces to:
C = 23ε
C (14.20)
Since the slope of the fracture line in the bulk metal forming region of the forming
fracture limit diagram has a value of −12 , the Ayada criterion is less suitable than the
normalized Cockcroft & Latham criterion for predicting damage of the material because
the damage value C at fracture will vary with the strain ratio ρ even for proportional
loading. However in the stretching region, where mainly sheet metal forming operations
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take place, forming fracture limit diagrams in Embury & Duncan [30] indicate that the
slope of the fracture limit line in general is smaller than or equal to the slope in the
drawing region, hence adrawing ≥ astretching. If the slope in the stretching region becomes
equal to −1, the Ayada criterion would be better suited for modelling ductile damage
than the normalized Cockcroft & Latham criterion because the Ayada criterion would
then be strain ratio independent and predict the same amount of damage at fracture for
all the loading paths in the stretching region of the forming fracture limit diagram.
14.4 Derivation of damage criterion independent of
proportional loading path and slope of fracture line
The general form of an uncoupled ductile damage criterion is assumed to be C =´
f (σij) g
(
dεplij
)
. Assuming g
(
dεplij
)
= dε¯pl, proportional plane stress loading, aρ < 1
and εC > 0 it follows from Eq. 14.13 that an expression for uncoupled ductile damage is:
C = f (σij)
2√
3
√
1 + ρ+ ρ2 ε
C
1− aρ (14.21)
Eq. 14.21 is strain path independent if:
f (σij) =
1− aρ√
1 + ρ+ ρ2
=
√
3
2
1− aρ
| 1 + 12ρ |
| σmax |
σ¯
(14.22)
where σ¯ =
√
3
√
1 + ρ+ ρ2
| 2 + ρ | | σmax |⇔
√
1 + ρ+ ρ2 = 2√
3
| 1 + 12ρ |
σ¯
| σmax | is
substituted into f (σij).
Inserting the path dependent part of the expression for f (σij) into the general form
of the damage criterion yields the ductile damage criterion independent of slope of the
fracture line:
C =
ˆ 1− aρ
| 1 + 12ρ |
| σmax |
σ¯
dε¯pl (14.23)
Assuming ρ > −2 and σmax > 0 Eq. 14.23 becomes:
C =
ˆ 1− aρ
1 + 12ρ
σmax
σ¯
dε¯pl (14.24)
It is seen from Eq. 14.24 that in the case of a = −12 , the normalized Cockcroft &
Latham criterion is recovered.
A plot of the damage criterion (Eq. 14.24) plotted with some other damage criteria can
be seen in Fig. 14.5. ε¯C = 0.5 in the calculations. The graphs show accumulated damage
at fracture depending on strain path, fracture criteria and fracture limit slopes. Eq. 14.24
is labeled as CSlope−independent in the graphs.
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Fig. 14.5. Different ductile damage values C at fracture for different slopes of the frac-
ture limit line.
It can be seen in Fig. 14.5 that when implementing Eq. 14.24 the damage at fracture is
constant for fracture lines having slopes different from a = −12 .
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14.5 Derivation of accumulated ductile damage being
constant for nonlinear plane stress loading paths
Although linear loading paths may be experienced in metal forming operations, nonlinear
loading paths are also frequently encountered. Therefore it would be beneficial if the
accumulated damage value C was independent of the loading path. This is illustrated by
a bilinear loading path, which is compared to a linear loading path. The situation is seen
in Fig. 14.6. In this section a detailed analysis of the normalized Cockcroft & Latham
criterion for non-linear strain paths is carried out.
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Fig. 14.6. Linear and bilinear loading paths.
In Fig. 14.6 two different loading paths from point 1 to point 3 are indicated by arrows.
One is a constant loading path from point 1 to 3, while the other is a bilinear loading path
from point 1 to 2 and then from point 2 to 3. For a damage criterion to be more suitable
to model ductile damage, it should be independent of loading path. In Oh et al. [77] it
is written that in the case of plane stress loading, the normalized Cockcroft & Latham
criterion is independent of loading path. This is illustrated by the following derivation.
The ductile damage criterion is the normalized Cockcroft & Latham:
C =
ˆ
σ1
σ¯
dε¯pl (14.25)
It was found in Eq. 14.9 that if ρ > −2 and σ1 > 0 then
σ1
σ¯
= 2 + ρ√
3
√
1 + ρ+ ρ2
(14.26)
Inserting Eq. 14.26 into Eq. 14.25 yields:
C =
ˆ 2 + ρ√
3
√
1 + ρ+ ρ2
dε¯pl (14.27)
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The effective strain, when assuming dεplmax ≥ 0, was found in Eq. 14.12 to be:
dε¯pl = 2√
3
√
1 + ρ+ ρ2dεplmax (14.28)
Inserting Eq. 14.28 into Eq. 14.27 gives:
C =
´ 2 + ρ√
3
√
1 + ρ+ ρ2
2√
3
√
1 + ρ+ ρ2dεplmax
=
´ (4
3 +
2
3ρ
)
dεplmax
= 43
´
dεplmax +
2
3
´
ρdεplmax
(14.29)
The strain ratio was defined as ρ = dε
pl
min
dεplmax
. Inserting into Eq. 14.29 yields:
C = 43
´
dεplmax +
2
3
´ dεplmin
dεplmax
dεplmax
= 43
´
dεplmax +
2
3
´
dεplmin
(14.30)
With the aforementioned assumptions, Eq. 14.30 shows that the normalized Cockcroft
& Latham criterion is path independent. It only depends on the beginning and end values
of εplmin and εplmax.
A plot of the accumulated ductile damage, when applying the normalized Cockcroft &
Latham criterion, can be seen in Fig. 14.7-Fig. 14.10a. The figures contain strain paths
(black lines) from origo to the fracture line, which is marked by the red line. It has a
slope of a = −12 with ε
C = 12 implying a theoretical value for the normalized Cockcroft
& Latham criterion of C = 43ε
C = 43
1
2 =
2
3 ≈ 0.66. The numerically computed damage
value C at fracture is also plotted for the different strain paths.
The curves are produced using a small, purpose written Matlab program. It is based
on an explicit scheme where εplmax is increased incrementally. From a specified initial
value of ρ, the other variables such as εplmin, ε¯pl and
σ1
σ¯
can be calculated when assuming
σmax =| σmax |. Thereby it is also possible to calculate the accumulated damage C.
For the strain paths in Fig. 14.7, the initial value of ρ is maintained constant for each
loading path until the critical value C = 23 is reached. The fracture line is marked in red.
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Fig. 14.7. Linear strain paths until fracture and damage value at fracture, normalized
Cockcroft & Latham criterion.
In Fig. 14.8, ρ is set to zero when ε¯pl = 0.3 and maintained until the different strain
paths reach the critical value C = 23 .
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Fig. 14.8. Bilinear strain paths until fracture and damage value at fracture, normalized
Cockcroft & Latham criterion.
In Fig. 14.9 the strain paths are initially the same as in Fig. 14.8 but when ε¯pl = 0.5, ρ
is set to its initial value ρinitial until reaching the critical value C =
2
3 .
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(a) Trilinear strain path.
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Fig. 14.9. Trilinear strain paths until fracture and damage value at fracture, normalized
Cockcroft & Latham criterion.
The strain paths in Fig. 14.10a are the same as in Fig. 14.9 except that when ε¯pl = 0.5
ρ = −ρinitial.
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Fig. 14.10. Trilinear strain paths until fracture and damage value at fracture, normal-
ized Cockcroft & Latham criterion.
From Fig. 14.7-Fig. 14.10 it is seen that the strain paths resulting in an amount of
accumulated damage at fracture of C ≈ 0.66 all end on the fracture line independent of
the strain path. However it is noticed in Oh et al. [77] that the accumulated normalized
Cockcroft & Latham damage at fracture is only constant for plane stress loading, but not
for a general stress state.
One important assumption for strain path independence is also that only the forma-
bility line described by the slope −12 may be reached when straining the material. If
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one reaches a formability line with a slope of for instance -1, the damage value C of the
normalized Cockcroft & Latham criterion is not constant along such a formability line
and therefore not path independent.
It should also be emphasized that other damage criteria may not be path independent.
For instance the Rice & Tracey criterion, which is plotted in Fig. 14.11. Linear and
bilinear loading paths from origo to the fracture line are assumed as indicated in Fig. 14.6,
hence both the linear and bilinear strain paths start and end at the same points.
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Fig. 14.11. Rice & Tracey damage for linear and bilinear loading paths for different
values of ρ.
It is seen in Fig. 14.11 that some difference in the predicted ductile damage occurr for
Rice & Tracey criterion depending on whether the strain path is linear or bilinear between
the same start and finish points in the strain diagram. The difference seems however to
be relatively small for the investigated bilinear strain path.
14.6 Analysis of uncoupled ductile damage criteria for a
general stress-strain state
In the previous part of the chapter, the focus has mainly been on plane stress states.
However other stress states are also frequently encountered in metal forming operations.
For instance plane strain rolling of sheets. Therefore it is interesting to derive expressions
for σ1
σ¯
and σm
σ¯
for more general stress states. The analysis is performed for the principal
stresses σ1 ≥ σ2 ≥ σ3 and principal plastic strains εpl1 , εpl2 and εpl3 .
First the two stress ratios α1 and α2 are introduced:
α1 =
σ2
σ1
(14.31)
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α2 =
σ3
σ1
(14.32)
Then the two strain ratios ρ1 and ρ2:
ρ1 =
dεpl2
dεpl1
(14.33)
ρ2 =
dεpl3
dεpl1
(14.34)
14.6.1 Expression for stresses
The effective von Mises stress σ¯ is then:
σ¯ =
√
σ21 + σ22 + σ23 − σ1σ2 − σ1σ3 − σ2σ3
=
√
1 + α21 + α22 − α1 − α2 − α1α2 | σ1 |
(14.35)
In case of plane stress, where for instance α2 = 0, Eq. 14.35 reduces to:
σ¯ =
√
1− α1 + α21 | σ1 | (14.36)
leading both to Eq. 14.7.
The mean stress σm is:
σm =
σ1 + σ2 + σ3
3
= 1 + α1 + α23 σ1
(14.37)
Again for plane stress, Eq. 14.8 is recovered.
The stress ratio σ1
σ¯
then becomes:
σ1
σ¯
= 1√
1 + α21 + α22 − α1 − α2 − α1α2
σ1
| σ1 | (14.38)
The stress ratio σm
σ¯
becomes:
σm
σ¯
= 1 + α1 + α2
3
√
1 + α21 + α22 − α1 − α2 − α1α2
σ1
| σ1 | (14.39)
14.6.2 Expressions for strains
The effective plastic strain increment dε¯pl is:
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dε¯pl =
√
2
3
[(
dεpl1
)2
+
(
dεpl2
)2
+
(
dεpl3
)2]
=
√
2
3 [1 + ρ
2
1 + ρ22] | dεpl1 |
(14.40)
Volume constancy yields:
dεpl1 + dεpl2 + dεpl3 = 0 ⇔
1 + ρ1 + ρ2 = 0 ⇔
ρ2 = − (1 + ρ1)
(14.41)
Inserting Eq. 14.41 into Eq. 14.40 gives:
dε¯pl =
√
2
3
[
1 + ρ21 + (− (1 + ρ1))2
]
| dεpl1 |
= 2√
3
√
1 + ρ1 + ρ21 | dεpl1 |
(14.42)
It is seen that Eq. 14.42 is in accordance with Eq. 14.12.
14.6.3 Expression for the normalized Cockcroft & Latham criterion
C =
´ σ1
σ¯
dε¯pl
=
´ 1√
1 + α21 + α22 − α1 − α2 − α1α2
σ1
| σ1 |
2√
3
√
1 + ρ1 + ρ21 | dεpl1 | (14.43)
14.6.4 Expression for the Ayada criterion
C =
´ σm
σ¯
dε¯pl
=
´ 1 + α1 + α2
3
√
1 + α21 + α22 − α1 − α2 − α1α2
σ1
| σ1 |
2√
3
√
1 + ρ1 + ρ21 | dεpl1 |
(14.44)
Other damage criteria such as for instance the Oyane or Rice & Tracey can be derived
in a similar manner.
14.6.5 Comment to the derived damage criteria
Basically the analysis conducted in this section is an expansion of the analysis for plane
stress loading. The concept of introducing dimensionless numbers α and ρ is the same.
The main difference is that for a general stress state, there is no unique relationship
between stresses and strains. The constitutive law, given by the Levy-Mises flow rule for
incompressible materials (Eq. 8.82), relates deviatoric stresses Sij to plastic strain incre-
ments dεplij through the plastic multiplier dλ: dε
pl
ij = dλSij. Hence a unique relationship
between deviatoric stresses and plastic strain increments exists but not between stresses
and plastic strain increments. It therefore follows that the same plastic strains may be
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imposed on a component in a metal forming operation but the predicted accumulated
damage, predicted by damage criteria based on Eq. 14.38 or Eq. 14.39, is depending on
which stress state that gave rise to the plastic strain. Therefore the formulas for a general
stress state includes both α1, α2 and ρ1.
14.6.6 Forming fracture limit diagrams for different damage criteria
and stress states
The strain at fracture ε¯C may be plotted in a diagram for different damage criteria.
The procedure is as follows. One assumes a fixed value C at fracture for a given damage
criterion. If there is proportional loading, the damage integral is simply the stress function
multiplied by the effective plastic strain. For a constant value of C at fracture, ε¯C is
then found by dividing C with the stress function. The stress function is evaluated for
different values of α1 and α2, and the resulting ε¯C is then plotted in a forming fracture
limit diagram. A principal sketch of such a diagram is seen in Fig. 14.12. A diagram
similar in nature is found in Nahshon & Hutchinson [73].
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Fig. 14.12. Forming fracture limit diagram for 3 dimensional stress situations.
Fig. 14.12 shows the effective plastic strain at fracture ε¯C , as a function of α1 and α2,
presented as a contourplot. It is assumed that σ1 > 0. The area above the line α1 = α2
is not admissible due to the convention σ1 ≥ σ2 ≥ σ3 implying 1 ≥ α1 ≥ α2 if σ1 > 0.
A number of points are plotted in the diagram with black dots. They are as follows:
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1: Hydrostatic tension (σ1 = σ2 = σ3)
2: Uniaxial tension (σ2 = σ3 = 0)
3: Plane strain tension
(
σ2 =
1
2σ1, σ3 = 0
)
4: Balanced biaxial tension (σ1 = σ2, σ3 = 0)
5: Pure shear (σ1 = −σ3, σ2 = 0)
The black line starting in point 4 and going through points 3-5 and ending in (α1, α2) =
(0,−2) is indicating plane stress.
Principally similar figures are presented for four different damage criteria, see Fig. 14.13-
Fig. 14.16. For each criterion, C = 1 is used as fracture limit.
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Fig. 14.13. Normalized Cockcroft & Latham.
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Fig. 14.14. Oyane.
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Fig. 14.15. Rice & Tracey.
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Fig. 14.16. Ayada.
From Fig. 14.13-Fig. 14.16 the predicted forming fracture limit is seen. It is noticed
that Oyane and Rice & Tracey are very similar, as was also found in 7.3.7. For the Ayada
criterion, only fracture strains less than 5 are plotted. As it was found for the plane stress
case, the Ayada criterion predicts infinite formability when approaching pure shear stress
state.
The slope independent damage criterion, Eq. 14.24, drawn for two different values of
a, is seen in Fig. 14.17.
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(a) a = −34
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(b) a = −1
Fig. 14.17. Slope independent damage criterion with different values of the slope of the
forming fracture limit line a.
Again only fracture strains less than 5 are plotted. It is seen that the criterion starts
to be somewhat similar to the Ayada criterion in terms of stress range with a large
formability (ε¯pl > 5). However it is also seen that isolines of same formability lie more
horizontally for decreasing a. For the Ayada criterion, lines of equal formability are more
inclined.
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14.7 Proposal for a new damage criterion
It was noticed in Section 14.3 that the normalized Cockcroft & Latham criterion predicted
a constant value of damage C if the slope of the forming fracture limit line was equal to
-1/2. It was also noticed that the Ayada criterion gave a constant damage value C if the
slope of the fracture line was equal to -1. Both of these slopes may be encountered in
metal forming operations as seen in Fig. 7.5. In order to couple the two criteria into a
single, general one, a common damage value C at fracture is assumed.
The damage value may be evaluated at the intersection point between the two curves.
As previously mentioned, this point could appear for plane strain tension or for uniaxial
tension. Based on the different forming fracture limit diagrams examined by the author,
it seems most likely that the shift occurs for uniaxial tension. The normalized Cockcroft
& Latham criterion and the Ayada criterion are therefore both evaluated for uniaxial
tension:
CCockcroft&Latham =
ˆ
σ1
σ¯
dε¯pl =
ˆ
1dε¯pl (14.45)
CAyada =
ˆ
σm
σ¯
dε¯pl =
ˆ 1
3dε¯
pl (14.46)
Since both criteria are integrated to the same final value ε¯C it can be seen that the two
criteria do not predict the same value C at fracture, as would be preferable. The author
suggests the following uncoupled ductile damage criterion based on the principal stresses
σ1, σ2 and σ3, when positive:
• If σ1 ≥ σ2 ≥ σ3 > 0
C =
ˆ
σ1 + σ2 + σ3
σ¯
dε¯pl (14.47)
• If σ1 ≥ σ2 > 0 and σ3 ≤ 0
C =
ˆ
σ1 + σ2
σ¯
dε¯pl (14.48)
• If σ1 > 0 and σ3 ≤ σ2 ≤ 0
C =
ˆ
σ1
σ¯
dε¯pl (14.49)
• If 0 ≥ σ1 ≥ σ2 ≥ σ3
C =
ˆ
0dε¯pl = 0 (14.50)
It is seen that this damage criterion predicts the same value of C for fracture lines having
a slope of -1/2 or -1. C can therefore be viewed as a material property independent of
loading. It may be dependent on temperature, thermal hardening, strain rate etc.
A plot of the suggested criterion is seen in Fig. 14.18 with α1 =
σ2
σ1
and α2 =
σ3
σ1
.
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Fig. 14.18. Principal stress damage criterion.
A physical motivation for defining the criterion in terms of principal stresses stems from
the observation that growing cracks in a material tend to grow in a direction perpendicular
to the applied normal stresses according to Anderson [4] p. 81. The influence of crack
growth direction will be explained more elaborate in the following.
14.8 Crack growth predicted by linear elastic fracture
mechanics
In the following comparison between ductile damage and linear elastic fracture mechanics
is done. Although being substantially different in nature, the linear elastic fracture me-
chanics offers closed form solutions for crack growth, thus giving some indication of the
kinematics of cracks growing in a solid. The analysis shall only be viewed as a qualitative
hypothesis.
First a comparison of uniaxial tension and pure shear is performed in order to address
which loading is more severe regarding fracture. It is assumed that both stress states give
rise to the same effective von Mises stress. The body being loaded is assumed to contain
a through thickness crack of length 2a, see Fig. 14.19. Plane stress is assumed.
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Uniaxial tension (mode I) Pure shear (mode II)
Fig. 14.19. Loading of body with through thickness crack.
• Uniaxial tension
σ¯ = σ1 (14.51)
• Pure shear
σ¯ =
√
3σ12 (14.52)
Setting the expressions equal to one another yields:
σ12 =
σ1√
3
(14.53)
Solutions for the stress intensity factor K are given in Sundström [95] p. 239:
KI = σ1
√
pia (14.54)
KII = σ12
√
pia = σ1
√
pia√
3
= KI√
3
(14.55)
As seen, normal stresses result in a larger value of the stress intensity factor when
loading to same effective von Mises stress, thus indicating earlier fracture for Mode I
loading (in-plane normal stress) than mode II loading (in-plane shear).
It is noticed that when evaluating the damage criterion proposed for both uniaxial
tension and pure shear, resulting in the same effective von Mises stress, one obtains:
CI =
ˆ
σ1
σ¯
dε¯pl =
ˆ
1dε¯pl (14.56)
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CII =
ˆ
σ1
σ¯
dε¯pl =
ˆ
σ12
σ¯
dε¯pl =
ˆ 1√
3
dε¯pl = CI√
3
(14.57)
It is noticed that the ratio of predicted ductile damage CI/CII , when loading to the
same effective plastic strain, is the same as the ratio of the stress intensity factorsKI/KII .
14.8.1 Crack growth in uniaxial tension
In the following is studied how a crack grows when being loaded by an external stress,
when the crack is not perpendicular to the normal direction of the stress as it was assumed
for mode I loading in Fig. 14.19. Such a situation is seen in Fig. 14.20.
Initial crack
Propagating crack
1
1


Fig. 14.20. Inclined crack growth in uniaxial tension.
In Fig. 14.20 an initial crack form the angle θ with the direction perpendicular to the
loading direction. Due to the loading, the crack grows. The propagating crack then forms
the angle γ with the initial crack. A solution for the preferred crack growth direction γ,
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as a function of initial crack orientation θ, is given in Anderson [4] p. 81-84 by finding
the angle γ∗, which maximizes the energy release rate G.
The computational procedure is as follows:
• First compute KIo, which is the stress intensity factor when θ = 0.
• Compute KI and KII given by:
KI = KIo cos2 θ (14.58)
KII = KIo cos θ sin θ (14.59)
• Compute the coefficients C11, C12, C21 and C22 given by:
C11 =
3
4 cos
(
γ
2
)
+ 14 sin
(3γ
2
)
(14.60)
C12 = −34
[
sin
(
γ
2
)
+ sin
(3γ
2
)]
(14.61)
C21 =
1
4
[
sin
(
γ
2
)
+ sin
(3γ
2
)]
(14.62)
C22 =
1
4 cos
(
γ
2
)
+ 34 cos
(3γ
2
)
(14.63)
• Compute the local stress intensity factors kI and kII :
kI = C11KI + C12KII (14.64)
kII = C21KI + C22KII (14.65)
• Since the energy release rate of the propagating crack is given by
G (γ) = k
2
I (γ) + k2II (γ)
E
, where E is Young’s modulus, the maximum energy release
rate occurs, when kI has a maximum and kII is zero:
Gmax =
k2I (γ∗)
E
(14.66)
where γ∗ is the propagation angle of the growing crack. A plot of the propagation
angle, as a function of the initial crack orientation angle θ, is given in Fig. 14.21.
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Fig. 14.21. Propagation angle of crack tip growth as function of initial crack orientation
angle.
It is seen from Fig. 14.21 that the crack growth direction tends to be transverse to
the initial crack orientation for most initial crack angles θ. Therefore it seems to the
author reasonable to assume that after some crack growth, the resulting crack will tend
to align perpendicular to the applied stress direction. The principle is seen schematically
in Fig. 14.22.
Initial crack
Crack growth
1
1
1
1
1
12  
Crack after some growth
After some loading
Preferred crack growth 
orientation based on initial crack
Resulting crack after some loading
Fig. 14.22. Resulting crack due to crack tip propagation.
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Fig. 14.22 shows a crack with the initial orientation θ1. The crack growth direction
is transverse to the initial crack direction, which can be calculated from the previously
described procedure. Qualitatively the crack growth direction will be as indicated. After
some loading, a larger crack will be established comprising both the initial crack and
the developed part due to crack growth. If one represents this larger, kinked crack by a
simple line model, this crack will have an orientation θ2 < θ1, hence the crack tends to
align perpendicular to the direction of applied stress. Thereby the crack eventually only
experiences mode I fracture, which is governed by the principal stress σ1.
14.8.2 Crack growth in biaxial loading
Solutions, based on linear elastic fracture mechanics, of crack growth orientation for
biaxial loading, are also available in Anderson p. 84-85.
The loading situation can be seen in Fig. 14.23.
Initial crack
Propagating crack
1
1


22
Fig. 14.23. Inclined crack growth in biaxial tension.
The energy release rate G is computed by the following procedure:
• The stress intensity factors K1 and KII are given by:
KI = KIo
(
cos2 θ + α sin2 θ
)
(14.67)
KII = KIo (sin θ cos θ) (1− α) (14.68)
where α = σ2
σ1
≤ 1.
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• The local mode I and mode II stress intensity factors kI and kII are computed using
the coefficients C11, C12, C21 and C22 as previously described.
• The energy release rate is computed by:
G (γ) = k
2
I (γ) + k2II (γ)
E
(14.69)
where γ is the crack propagation angle.
• The angle of propagation is found by maximizing the energy release rate:
Gmax =
k2I (γ∗)
E
(14.70)
where γ∗ is the propagation angle of the growing crack.
A simple, qualitative investigation is performed to obtain some intuitive feeling of how
the cracks grow when loaded in different biaxial stress states. The following assumptions
are made: The Young’s modulus E is set equal to unity for all computations. The purpose
is not to evaluate any specific material but to obtain some general knowledge of the trends
governing linear elastic crack growth. The material is assumed to be loaded to the von
Mises yield stress, which is set equal to 1, hence:
σ¯ =
√
σ21 + σ22 − σ1σ2 =
√
1− α + α2σ1 = 1⇔ σ1 = 1√1− α + α2 (14.71)
σ1 is utilized when computing KIo.
The following stress ratios are applied: α = σ2
σ1
= [−2.0, −1.5, −1.0, 0.0, 0.25, 0.5, 1.0]
The crack propagation angle γ∗ is computed for the different initial crack orientations
and stress ratios to obtain the preferred growth direction. This is seen in Fig. 14.24.
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Fig. 14.24. Crack growth direction.
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Several interesting observations can be made from Fig. 14.24.
It is seen that when applying a negative stress ratios, implying σ2 < 0, the crack
growth direction divides depending on the initial crack orientation. If the initial crack
orientation is smaller than approximately 45o, the cracks grow in negative direction. Using
the same argumentation as in 14.8.1, this implies that these cracks will tend to become
perpendicular to the applied normal stress σ1. On the other hand cracks that are initially
having an inclination larger than approximately 45o, will tend to align in a direction
parallel to σ1. Since σ2 < 0, these cracks will then not contribute to fracture, hence the
process is canceling out an increasing amount of the initial cracks when decreasing the
stress ratio α.
If however the stress ratio is positive, hence σ2 > 0, it is seen that there is a tendency
for all cracks, except the ones with initial orientation of 0o or 90o, to align in a direction
perpendicular to the largest applied stress σ1, thus increasing the onset of fracture because
more cracks become loaded in pure mode I. Since both σ1 and σ2 are positive, it is expected
that the stress intensity factors are larger than when σ2 is negative, hence fracture happens
earlier.
It is also interesting to notice the discontinous behaviour of the crack growth direction
for negative stress ratios (α < 0).
The principle of aligning cracks, depending on stress ratio α, can be seen in Fig. 14.25.
Initial body with randomly 
oriented cracks
Cracks align perpendicular to the 
largest of the principal stress axes
Cracks align perpendicular to 
both of the principal stress axis
1
1 1
1
2 222
02  20 
Fig. 14.25. Crack alignment depending on σ2 being compressive or tensile.
The proposed hypothesis regarding crack growth direction suggests a physical mecha-
nism responsible for the differences in formability observed in Kuhn et al. [62] and Vujovic
& Shabaik [100], depending on the stresses applied.
14.9 Conclusion
A mathematical analysis of some uncoupled ductile damage criteria has been performed.
It is shown that the agreement between the forming fracture limit diagram of Kuhn et al.
[62] and the formability diagram of Vujovic & Shabaik [100] seems to express the same
physical phenomenon.
It is shown that the normalized Cockcroft & Latham criterion predicts a constant
damage value for fracture, if the forming limit line has a slope of -1/2 in the principal
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strain diagram. If the slope is -1, the Ayada criterion predicts a constant value of damage
at fracture. Both criteria are independent of the strain path.
A damage criterion for plane stress is derived, which is independent of the slope of the
fracture line.
A damage criterion is proposed, which predicts a constant damage value at fracture
for a bilinear forming fracture line with the slopes -1/2 and -1.
A physical mechanism is proposed qualitatively explaining why different degrees of
formability are to be expected depending on the stress state applied.
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15 Conclusions and future work
15.1 Conclusion
In the present thesis, a number of defects occurring due to casting of large ingots have
been presented based on literature survey. It is noticed that many different phenomena
can occur, an that their origin may be of both micro- and macro-scale. Some of the
defects occurring when casting an ingot may be subsequently healed by hot forging the
cast ingot. A number of guidelines, based on older analysis methods like the slipline
or the upper bound method, as well as guidelines from practical experience have been
presented. Due to the findings regarding curing of defects by hot forging, emphasis was
put on investigating the influence of the lower die angle on the soundness of the final
ingot after the forging process. A literature study on how to quantify damage during
forging was performed with its main emphasis on uncoupled ductile damage models.
Based on experimental findings presented in the literature, the normalized Cockcroft &
Latham criterion was selected for modelling uncoupled ductile damage in the ingot forging
process.
Physical experiments forging down scaled model ingots made of lead were performed.
The lead billets, some with drilled centreline holes to mimic centreline porosities, were
compressed using a die tool enabling the utilization of different lower die angles. The
experiments showed that marked differences in centreline hole closure were occurring
depending on the lower die angle. A pixel recognition software was developed in order
to quantify the cross-sectional area reduction of the drilled centreline holes due to the
forging operation. Numerical computation of the final area size was performed using
both an in-house 2D FEM program developed by the author, and the commercial FEM
program DFORM-3D®. 2D plane strain was found to model the loads in the forging
process reasonably well whereas a 2D plane stress model gave reasonable prediction of
centreline hole closure, which was measured at the billet ends. It was found that 2D
models are sufficiently accurate for reductions up to approximately 10-15%. 3D FEM
simulations gave good agreement between measured and computed centreline hole closure
and loads. However the computational time was approximately 5 times longer than for
the 2D models.
During the development of the 2D FEM code, a derivation of the finite element equa-
tions based on the static force equilibrium equations and the Galerkin method was de-
veloped. This is a different approach than what is most often encountered in text books
regarding the finite element flow formulation, where the finite element equations are de-
rived based on variational methods and the equilibrium of virtual work rate. The author
finds the variational method to have little intuitive character and therefore prefers uti-
lization of a physical principle like force equilibrium as foundation for deriving the finite
element equations.
Based on the successful utilization of 2D FEM models in predicting centreline hole
closure, a number of simulations using different ingot material hardening behaviours and
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two different friction factors were performed. The purpose was to investigate, whether
the lower die angle, at which maximum centreline hole closure occurs, was affected by
ingot material and the magnitude of friction. It was found that for all the different
material hardening behaviours investigated, maximum closure, for a given constant degree
of compression, was occurring for a constant lower die angle of approximately 130o-140o.
Friction was found only to have minor influence when utilizing very inclined lower dies.
The forging load is greatly affected by the ingot material properties.
Since the ingot forging operation is comprised by a large number of forging strokes,
multi stroke forging operations was also modelled numerically using the commercial soft-
ware program DEFORM®. The lower die angles investigated were ranging from 60o to
180o with 30o intervals. Two different approaches were utilized, either using uncoupled
ductile damage or using a porous plasticity model. When using the uncoupled ductile
damage model, an optimum lower die angle of 120o was found. The evaluation was based
on a primitive average of damage and effective plastic strain. The utilization of a porous
plasticity model predicted 90o to be the optimum followed closely by the other lower die
angles larger than 90o. Again the evaluation was based on a primitive average of relative
density and effective plastic strain. It is noticed that the utilization of a solid ingot and
multi stroke forging operations have shifted the optimum lower die angle towards smaller
angles as compared to the optimum found using single stroke compression of an ingot con-
taining a centreline porosity. It was furthermore noticed, that at least four compressions
where often required before a stable ranking of the lower die angles emerged.
A preliminary investigation of the influence of feed size was performed using lower
die angles of 120o and 180o. Feed sizes were 400mm or 800mm. Damage was modelled
using porous plasticity with simultaneous computation of uncoupled normalized Cock-
croft & Latham damage. When evaluating damage based on relative density alone, all
the different combinations of lower die angles and feed sizes were found to result in an
approximately fully dense cross-section of the ingot. This is in contrast to most recom-
mendations, where a relatively small feed size should be used and where a 180o lower
die should be unsuited for forging. When evaluating the simulations, considerable shear
straining along the centreline of the ingot was noticed. Since shear strains are not caus-
ing damage according to the porous plasticity model, the shear strains were not taken
into account when evaluating damage based on porous plasticity. However the shear
strains are taken into account by the normalized Cockcroft & Latham criterion, which
suggests such a criterion should be included when evaluating damage in ingot forging.
When adopting this damage criterion, the simulations indicated that the small feed size
and the 120o lower die gave the best results, in accordance with the generally accepted
characteristics of ingot forging.
In order to further understand why the normalized Cockcroft & Latham criterion is
found to be suitable to model ductile damage in bulk forming operations, an analysis of
the criterion seen in relation to forming fracture limit diagrams of Kuhn et al. [62] and
Vujovic & Shabaik [100] was made. It was found that for a slope of the fracture limit
line of -1/2, the normalized Cockcroft & Latham criterion predicts a constant damage
value at fracture. However a slope of the fracture line of -1 is also encountered in the
forming fracture limit diagram. For this slope, it was found that the Ayada criterion
gives a constant damage value. A new damage criterion was proposed predicting the
same damage value along the two formability lines if the two formability lines meet when
intersecting the strain path line corresponding to pure tension in the principal strain
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forming fracture limit diagram. A physical reasoning, based on the growth of cracks,
as to why differences in the fracture limit are to be expected depending on the applied
stresses was also presented.
15.2 Future work
Four major fields of interest for further investigation of the ingot forging process can be
pointed out.
Different die geometries should be investigated
Only variations of a very simple die geometry, namely a v-shaped die, where investi-
gated. It could therefore be of interest to investigate whether a more advanced die layout
could result in more sound forgings.
Linking of forging simulations to casting simulations
Only very simple representations of initial defects in the ingot, such as a cylindrical
hole along the centreline or a porosity distribution constant along the centreline of the
ingot were applied. Both assumptions must be viewed as ideal cases since in reality
the distributions of casting defects are 3-dimensional. Therefore linking between casting
simulations and forging simulations would be beneficial. Here, two challenges are foreseen:
often it is difficult to link two different softwares due to differences in file formats, and
it requires a research group both skilled within numerical casting and numerical forging
modelling.
Damage modelling & quantification
During the investigation, it was realized that quantification of damage due to forging
is a somewhat immature science. There is a general lack of experimental formability
diagrams, for plane stress stretching as well as 3-dimensional stress states. The challenge
of including high-temperature effects like welding of porosities remains a novel scientific
field to be investigated. A primitive ranking scheme for evaluating different die geometries
based on an average of damage and effective plastic strain was suggested. Further devel-
opment is needed for the quantification of the soundness of the final forgings. For instance
instead of assuming larger plastic strain to be more beneficial regarding microstructure,
actual models of microstructure should be utilized. Here it should be mentioned that for
instance DEFORM® has the possibility to include microstructure in the simulations.
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