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Introduction
Throughout this paper k ≥ 2 is an integer and ζ = e 2πi/k . We say that a matrix R is k-involutory if its minimal polynomial is x k − 1 for some k ≥ 2, so R k−1 = R −1 and the eigenvalues of R are 1, ζ, ζ 2 ,. . . , ζ k−1 , where ζ = e 2πi/k . It is to be understood that all arithmetic operations in subscripts are modulo k.
Suppose R ∈ C m×m and S ∈ C n×n are k-involutory. We say that A ∈ C m×n is (R, S, µ)-symmetric if RA = ζ µ AS or, equivalently, RAS −1 = ζ µ A.
We say that A ∈ C n×n is (R, µ)-symmetric if RA = ζ µ AR or, equivalently, RAR −1 = ζ µ A.
All of our results for (R, S, µ)-symmetric matrices can be applied to (R, µ)-symmetric matrices by letting R = S. We consider (R, µ)-symmetric matrices separately in connection with the eigenvalue problem. We show that an (R, S, µ)-symmetric matrix A can be represented in terms of matrices F s ∈ C cs+µ×ds , 0 ≤ s ≤ k − 1, where c s and d s are respectively the dimensions of the ζ s -eigenspaces of R and S. The solution of Az = w can be obtained by solving k systems with the matrices F 0 , F 1 , . . . , F k−1 . If A is invertible then A −1 is given in terms of F k−1 . We do not assume in general that R and S are unitary; however, if they are then the Moore-Penrose inverse A † of A can be written in terms of F † 0 , F † 1 , . . . , F † k−1 , and a singular value decomposition of A can be written simply in terms of singular value decompositions of F 0 , F 1 , . . . , F k−1 . If A is (R, 0)-symmetric then solving the eigenvalue problem for A reduces to solving the eigenvalue problems for F 0 , F 1 , . . . , F k−1 . We also solve the eigenvalue problem for the more complicated case where A is (R, µ)-symmetric with µ ∈ {1, . . . , k − 1}.
Our results are natural extensions of results obtained in [15, 19] and applied in [16] - [18] for the case where k = 2. That work was motivated by results of several investigators including [2] - [14] , [20] , and [21] . We are particularly influenced by Andrew [2] , who introduced the notions of symmetry and skewsymmetry of vectors by defining z to be symmetric (skew-symmetric) if Jz = z (Jz = −z), where J is the flip matrix with ones on the secondary diagonal and zeros elsewhere. These definitions are useful in the study of centrosymmetric matrices (JAJ = A) and centroskew matrices (JAJ = −A). In [15] - [19] we studied matrices such that RAR = A and RAR = −A, where R is an arbitrary nontrivial involution; i.e., R 2 = I, R = ±I. In connection with this work it was useful to define a vector z to be R-symmetric (R-skew symmetric) if Rz = z (Rz = −z). (It should also be noted that Yasuda made this definition in [20] .) Here we say that z is (R, s)-symmetric if Rz = ζ s z; thus, the set of all (R, s)-symmetric vectors is the ζ s -eigenspace of R.
Preliminaries
It is to be understood throughout that µ ∈ {0, 1, . . . , k −1}. If λ is an eigenvalue of B, let E B (λ) be the λ-eigenspace of B; i.e.,
We are particularly interested in the eigenspaces of a k-involution R:
and their union,
As mentioned above, we will say that z is (R,
Lemma 1 Let R ∈ C m×m and S ∈ C n×n be k-involutions, and let c s and d s be the dimensions of E R (ζ s ) and E S (ζ s ). Then
s=0 d s = n, and there are matrices P s ∈ C m×cs and Q s ∈ C n×ds such that
From this and (1), if we define
then P * = P −1 , and if
Moreover, P = P if and only if R is unitary and Q = Q if and only if S is unitary. In any case,
We also define 3 Characterization of (R, S, µ)-symmetric matrices
where C rs ∈ C cr ×ds ,
and
Proof. We can write an arbitrary A ∈ C m×n as in (3) with C = P * AQ, and we can partition C as in (3) . Then (2) implies that
From this and (3),
. This is equivalent to (4) .
For (5), (3) implies that AQ = P C; i.e.,
Now (4) implies that
Since P * s+µ P s+µ = I cs+µ , this implies (5).
Remark 1 There is no point in considering (R, S, µ) symmetry with
Remark 2 We consider the problem discussed in [7, 9] , modifying the terminology and notation to be consistent with ours. A matrix R ∈ C n×n is a circulation matrix if R is unitary and R k = I for some positive integer k, and a matrix A is (R, α)-circulative if A = 0 and RAR * = ζ α A. We will characterize the class C α of (R, α)-circulative matrices.
Let ζ ν0 , ζ ν1 , . . . , ζ ν −1 be the distinct eigenvalues of R, with multiplicities m 0 , m 1 , . . . , m −1 . Then there are matrices P 0 , P 1 , . . . , P −1 such that P s ∈ C n×ms , RP s = ζ νs P s , P * r P s = 0 if r = s, and P * r P r = I mr , 0 ≤ r, s ≤ − 1. Let
We can write A = P CP
it follows that
. C α may be empty even if α ∈ {0, 1, . . ., k − 1}; for example, if α is odd and ν 0 , ν 1 , . . . , ν k−1 are all even.
Corollary 1 Any A ∈ C m×n can be written uniquely as
, where
is given uniquely by
where
The next theorem is a convenient reformulation of Theorem 1.
Remark 3 In (6) have suppressed the dependence of F s on µ; however, it is important to bear in mind that F s in general depends upon µ.
It may be reassuring to verify directly that A in (6) is in fact (R, S, µ)-symmetric. To this end we note from (2) that
Hence, if A is as in the second sum in (6), then
Remark 4 We also note that if
where we have invoked (7) with s replaced by s+µ to obtain the second equality.
Theorem 3 If A is (R, S, µ)-symmetric and B is (S, R, ν)-symmetric, then AB is (R, µ + ν)-symmetric and BA is (S, µ + ν)-symmetric; more specifically, if
Proof. The first statement follows immediately from the definition of (R, S, µ)-
From (8),
where the second equality implies the third because Q * r+ν Q s+ν = 0 if r = s and Q * s+ν Q s+ν = I ds+ν , 0 ≤ r, s ≤ k − 1. Also from (8),
where the second equality implies the third because P * r+µ P s+µ = 0 if r = s and P * s+µ P s+µ = I cs+ν , 0 ≤ r, s ≤ k − 1.
Theorem 4 Suppose
Then ABA = A and BAB = B. Moreover, if R and S are unitary then B = A † i.e.,
If R is unitary then P = P and V µ = V µ . Therefore, since 
Proof. Since R is unitary, Theorems 2 and 4 imply that
Replacing s by s + µ in the second sum in (9) yields
and comparing this with the first sum yields (i). From (9),
Comparing the second sum here with (10) yields (ii). From (9),
Comparing the second sum here with (11) yields (iii). The next theorem follows from (6).
Theorem 6 Suppose A is (R, S, µ)-symmetric and
Moreover, if R and S are unitary then
Ω and Φ are unitary, and (12) is a singular value decomposition of A, except that the singular values are not neccesarily ordered. Thus, each singular value of F s is a singular value of A associated with an (R, s + µ)-symmetric left singular vector and an (S, s)-symmetric right singular vector.
Solving Az = w
If z, w ∈ C n and we are interested in solving Az = w, we write z = Qu and w = P v where u =
Proof. From (6) and (13),
which vanishes if and only if (14) holds. If A ∈ C m×n let N (A) denote the null space of A.
Theorem 8 If A is (R, S, µ)-symmetric then Az = 0 if and only z = P u with
Moreover, if Az = 0 has a nontrivial solution, then N (A) has a basis in
Proof. The first statement is obvious from (14) . For the second, let
Since Az = 0 has a nontrivial solution, U = ∅. If s ∈ U and {u 
and F 0 , F 1 , . . . , F k−1 are all invertible. In this case,
is (S, R, k − µ)-symmetric. If w = P v, the solution of Az = w is z = P u, where
Proof. From Theorem 7, Az = w has a solution for every z if and only (14) has a solution for every {v 0 , v 1 , . . . , v k−1 }. Since F s ∈ C cs+µ×ds , this is true if and only if (15) holds and F 0 , F 1 , . . . , F k−1 are all invertible. It is easy to verify (16) and (17) from (6) and (14) .
The eigenvalue problem for an (R, 0)-symmetric matrix
Henceforth we assume that m = n and R = S. Recall that a matrix A is (R, µ) symmetric if RAR −1 = ζ µ A. If µ = 0 then F s ∈ C ds×ds , where d s is the dimension of the ζ s -eigenspace of R, 0 ≤ s ≤ k − 1. Setting z = P u and w = λz in (14) yields the following theorem, which reduces the eigenvalue problem for an (R, 0)-symmetric matrix A to solving the eigenvalue problem for the smaller matrices F 0 , F 1 , . . . , F k−1 .
Theorem 10 If A is (R, 0)-symmetric then (λ, z) is an eigenpair of R if and only if z = P u = 0, where
Theorem 11 If A is (R, 0)-symmetric, then λ is an eigenvalue of A if and only if λ is an eigenvalue of one or more of the matrices F 0 , F 1 , . . . , F k−1 . Assuming this to be true, let
If s ∈ S A (λ) and {u
Finally, A is diagonalizable if and only if F 0 , F 1 , . . . , F k−1 are all diagonalizable. In this case, A has d s linearly independent (R, s)-symmetric eigenvectors, 0 ≤ s ≤ k − 1.
It seems useful to consider the case where A is diagonalizable more explicitly.
Theorem 12 Suppose A is (R, 0)-symmetric and diagonalizable and
with
. . .
is a spectral decomposition of A. Moreover, A is normal if and only if F 0 , F 1 , . . . , F k−1 are all normal.
Note that Theorem 5(ii) implies the last sentence. The original version of the following theorem, which dealt with centrosymmetric matrices, is due to Andrew [2, Theorem 6] . We generalized Andrew's theorem to R-symmetric matrices (k = 2) in [15] . The next theorem generalizes it to (R, 0)-symmetric matrices R is an arbitrary k-involutory matrix. The proof is practically identical to Andrew's original proof.
Theorem 13
(i) If A is (R, 0)-symmetric and λ is an eigenvalue of A, then E A (λ) has a basis in
(ii) If A has n linearly independent eigenvectors in S R , then A is (R, 0)-symmetric. hence, RAz = ARz. Now suppose that A has n linearly independent eigenvectors {z 1 , z 2 , . . . , z n } in S R . Then we can write an arbitrary z ∈ C n as z = n i=1 a i z i . Since RAz i = ARz i , 1 ≤ i ≤ n, it follows that RAz = ARz. Therefore AR = RA. 6 The eigenvalue problem for an (R, µ)-symmetric matrix with µ = 0
We now consider the eigenvalue problem for an (R, µ)-symmetric matrix A with µ = 0. Since Theorem 8 characterizes the null space of A, we confine our attention to nonzero eigenvalues. From Theorem 7, Az = λz = 0 if and only if z = P u where
with u s = 0 for some s ∈ {0, 1, . . . , k − 1}. Suppose
Then (18) can be rewritten as
where 0 ≤ ≤ q −1; hence there are q independent systems here, each associated with one ∈ {0, 1, . . ., q − 1}. If λ = 0 and (u , u +µ , . . . , u +(m−1)µ ) is a nontrivial solution of (20) , then m−1 s=0 P +sµ u +sµ is a λ-eigenvector of A.
Theorem 14
Suppose that A is (R, µ)-symmetric and (19) holds. Suppose also that for some ∈ {0, 1, . . ., q − 1}, u is a nontrivial solution of
Define Hence we must show that A(R j z 0 ) = ζ −jµ λ(R j z 0 ), 0 ≤ j ≤ m − 1.
We know this holds for j = 0. If it holds for some j ∈ {0, . . . , m − 2} then RA(R j z 0 ) = ζ −jµ λ(R j+1 z 0 ), RAR −1 (R j+1 z 0 ) = ζ −jµ λ(R j+1 z 0 ), and, since RAR −1 = ζ µ A, A(R j+1 z 0 ) = ζ −(j+1)µ λ(R j+1 z 0 ), which completes the finite induction.
Applications
Let σ and ρ be permutations of Z k , and let E and F be the permutation matrices k−1 r,s=0 satisfies this condition with σ(r) = ρ(r) = r + 1 (mod k).
Chen and Sameh [6] have studied matrices A such that P AP = A, where P is a signed permutation matrix. Since P AP = A is equivalent to P AQ −1 = A with Q = P −1 , our results also apply to these matrices.
