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Abstract
Mastering proper article usage, especially in the English language, has been
known to be an extreme challenge for non-native speakers whose L1 languages do
not have any concept of articles. Likewise, the development of correction methods
for article usage has posed a challenge for researchers, as current methods do not
perfectly correct the articles. In addition, proper article usage is not taught by
these methods; therefore, they are not useful for those wishing to learn a language
with article usage. In this paper, we discuss the necessity for presenting the
evidence for corrections of English article usage. We demonstrate the eectiveness
of this approach in order to improve the writing skill of English learners.
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1 はじめに
近年，英語非母語話者が英作文をする機会が増加しており，非母語話者の英作
文を支援する需要が高まっている．非母語話者の英作文では様々な誤りが見受け
られるが，特に，非母語話者は冠詞や前置詞の使用方法についての誤りが多い．
例えば，表 1 に示すように，英語非母語話者による英作文により構成されている
Cambridge Learner Corpus [1] における主な誤りは，スペル誤りを除くと，前置
詞誤り (13.4%)，限定詞誤り (11.7%)である [2]．限定詞の誤りのほとんどは冠詞
の誤りであるため，これらの誤りは実質的には冠詞の誤りであると考えることが
できる．
このような結果を受けて，前置詞誤りや冠詞誤りを自動で検出・訂正する様々
な手法が研究されてきた．これらの研究によって誤り訂正性能は着実に改善され
てきてはいるものの，その訂正性能はまだ完全なものではない．例えば，評価型
ワークショップ Helping Our Own 2012 Shared Task においてトップの性能を示
したDahlmeier ら [3]の冠詞誤り訂正システムでさえ，学習者の英作文に対する
冠詞誤り訂正性能は 31.88% の再現率と 62.93% の精度である．
英文の誤り訂正に関する既存研究の問題点として，ほとんどの既存研究では冠
詞や前置詞の訂正の根拠までは示さないため，学習者は訂正情報として提示され
た冠詞や前置詞と自らがもともと選択していた単語のどちらかを，誤った理由が
分からない状態で選択しなければならないという問題がある．それゆえ，誤り訂
正システムの実際の使用を想定した場合，学習者の英作文を支援するためには，
なぜ誤り訂正システムによって提示された訂正情報が，もともと書かれていた語
よりも正しそうであるかを示す根拠情報 (e.g. 対象名詞が複数形の場合，不定冠
詞 a は付与できない) を学習者に提示することが重要である．訂正の根拠情報を
提示することができれば，その根拠情報に基づいて，学習者が自らの英作文に使
用する単語の最終的な決定をすることを支援するとともにその語の正しい使用方
法の理解に役立てることができる．
本論文では，学習者の作文支援を目的として，実際に誤り訂正システムを学習
者が使用する場合を想定し, 誤り訂正根拠提示の機能を備えたシステムを構築し
た．本研究において英作文支援の対象とする学習者は，英作文において冠詞以外
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表 1: Cambridge Learner Corpus における誤りの割合 (スペル誤りを除く)
Rank Error Type Proportion
1 Content word choice error 19.9%
2 Preposition error 13.4%
3 Determiner error 11.7%
4 Comma error 9.3%
5 Inectional morphology 7.4%
6 Wrong verb tense 6.7%
7 Derivational morphology 4.9%
8 Pronoun 4.2%
9 Agreement error 4.0%
10 Run-on Sentence 4.0%
11 Idiomatic Collocation and word order 3.9%
12 Confused words 1.9%
13 Conjunction error 1.7%
14 Words split with a space or joined 1.4%
15 Apostrophe error 1.3%
16 Hyphenation error 1.3%
17 Sentence fragment or two sentences that are joined 0.8%
18 Quantier error 0.7%
19 Other punctuation error 0.4%
20 Negation formation 0.1%
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の部分については十分に正しい英文を書くことのできる英語を母語としない英語
学習者とする．冠詞誤り訂正の手法については既存研究を踏襲し，名詞句に対す
る冠詞の分類問題として冠詞誤り訂正を定式化する．分類器は，与えられた名詞
句に対して周辺文脈の情報を利用してその名詞句に適した冠詞 (定冠詞，不定冠
詞，無冠詞のいずれか) を選択する．本研究では，それに加えて，学習者が最終
的に冠詞を決定するのに役立つと考えられるいくつかの訂正根拠を提示する．
評価実験では，二つの項目について評価を行った．一つは，分類器の性能評価
である．本研究では，後述の通り，冠詞選択の根拠情報として，分類に用いられ
た素性を提示する．従って，分類性能には寄与するが人間に理解しづらい素性を
使うことができない．そのため，分類性能をできるだけ維持したまま，理解しづ
らい素性を除いた．評価の結果，理解しづらい素性を除いても，十分な分類性能
を示すことが分かった．もう一つは，提示した訂正根拠が学習者の英作文にどれ
だけ貢献しているかを評価する実験である．この実験では単純な冠詞選択正解率
の他に，冠詞選択に対する自信という評価項目を設けることで，訂正根拠の提示
が納得して冠詞を選ぶことに貢献しているかを測定した．実験の結果，提案した
訂正根拠情報を提示したときに被験者の冠詞選択正解率が向上すること，根拠情
報提示前に既に正しい冠詞を選択していてもより大きな自信を伴って冠詞を選択
できるようになることを確認した．
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2 関連研究
2.1 英作文における誤り
英作文における誤りには，文法上誤っているもの，文法上の使用位置は正しい
が語の使用方法が誤っているもの等がある．広義には，スペル誤りも含まれるこ
とがある．文法は，言語の統語構造や語形の変化を定めたルールである．例えば，
前置詞句は自動詞の後に続けることができるが，名詞句は自動詞の後に続けるこ
とはできない．しかし，どの語を選択すればよいのかという使用方法は，文法で
は通常定義されない．例えば，冠詞の使用位置は正しくても，定冠詞，不定冠詞，
あるいは無冠詞のどの冠詞を選択すればよいかは文法では定義されない．英語学
習者の誤りとしては特に使用方法に関する誤りが多く，英作文の誤り訂正ではこ
れらの誤りを含めて訂正の課題となっている．
2.1.1 冠詞誤り
英語学習者の英作文における冠詞の誤りは学習者の誤りのなかでも最も多い誤
りのひとつであり，その語彙が限定されているため計算機で扱うのに理想的な誤
り訂正対象となっている．多くの冠詞誤り訂正に関する既存研究では，定冠詞，
不定冠詞，無冠詞の三つの語に限定した使用方法に着目して研究が行われている．
2.2 英文の自動誤り訂正
学習者の英文に対する自動誤り訂正の研究は現在までさまざまな研究がなされ
ている．近年では，文法誤りの自動検出・訂正システムの性能を競う評価型ワー
クショップ Helping Our Own (HOO) [4] が開催されるなど，高く注目されている
研究分野である．このワークショップでは，実際の英語学習者の作文における誤
りに対する自動誤り検出・訂正システムの性能を競う．HOO 2011 Shared Task
では動詞や代名詞など多数の種類の誤りを対象としていたが，HOO 2012 Shared
Task では，評価に用いられるデータの違いや対象とする誤りの範囲の違いによっ
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て既存研究の間で単純に比較のできなかった既存手法の性能を比較することを目
的として，対象の誤りを冠詞誤りと前置詞誤りに絞って開催されている．
冠詞誤りと前置詞誤りについてエンドユーザー向けの誤り訂正システムの実用
例として，ESL Assistant [5] や Criterion Online Writing Evaluation Service [6]
がある．
Criterion Online Writing Evaluation Service は冠詞誤り検出・訂正と前置詞誤
り検出・訂正の両方で最大エントロピー分類器を用いる．分類器は正しく構成さ
れた英文を品詞タグ付けしたものからモデルを学習し構築される．品詞タグは冠
詞や前置詞の存在する場所や存在する可能性のある場所を認識するのに使われる．
ESL Assistant は，冠詞誤り検出・訂正と前置詞誤り検出・訂正の各々で二つ
の最大エントロピー分類器を用いる．一つ目の分類器は与えられた文脈に対して
冠詞あるいは前置詞が存在するかを判断するための分類器，もう一つは与えられ
た文脈にふさわしい冠詞あるいは前置詞を選択するための分類器である．分類器
の学習には Criterion Online Writing Evaluation Service と同様に学習データか
ら抽出した素性を用いる．文脈をとらえるために素性は前後 6 単語までの品詞タ
グと単語をもとに構成されている．さらに，ESL Assistant はユーザーの最終的
な語選択の判断材料としてウェブ検索による用例を提示する機能を備えている．
提示される用例はユーザーがもともと選択していた語を使用した場合とシステム
により訂正された語を使用した場合の 2 種類である．この機能は学習者が語の選
択に迷ったときにしばしば行われるウェブ検索による比較を模倣したものである．
用例を提示するという点で ESL Assistant は本研究の思想と類似しているが，後
述する本研究の例文の検索方法はより訂正理由に則した方法となっている．
2.2.1 誤り訂正手法に関する既存研究
冠詞誤りと前置詞誤りは学習者の英文の中で主な誤りであり，冠詞と前置詞は
語彙が限定されており計算機で扱いやすいため，誤り訂正に関する既存研究で
は冠詞誤りと前置詞誤りに焦点を当てて研究されてきた．既存研究の手法として
は Mermory-Based Learning [7]，決定木学習 [8, 9], 決定リスト [10], 最大エン
トロピーモデリング [11, 12, 13, 14, 15, 16, 5], 条件付確率場 [17], Alternating
5
Structure Optimization (ASO) [18], 統計的機械翻訳 [19, 20] など，多くの手法は
教師有り学習を用いた手法である．さらにいくつかの手法では，言語モデルの使
用 [8, 21]，英語学習者による英文から構築したコーパスの使用 [11, 16]，英語母
語話者による英文と英語学習者の英文との間のドメイン適応 [22, 18] などを活用
した試みが行われてきた．しかしながら，これらの既存研究では訂正情報の提示
のみに留まっており，その訂正の根拠を提示する手法にまでは及んでいない．
2.2.2 訂正根拠提示に関連する既存研究
一部の既存研究では訂正の根拠を提示する試みが行われている．Yiら [21] は
ウェブをコーパスとして使用し，ウェブ検索エンジンによる頻度のカウントを利
用することでコロケーションが正しく使われているかの判断を可能にし，正し
そうなコロケーションを実在するウェブページから示す機能を備えた英文校正シ
ステムを提案した．また，Gamonら [8] は訂正候補に付加情報としてウェブ上
に実在する用例を見せる手法を説明した．この手法は既に 2.2 節 で述べた ESL
Assistant で使用されている手法である．これらの研究は用例という訂正の根拠
のひとつと考えられる情報を提供しているが，用例が学習者の英作文能力に及ぼ
す効果を検証できるような評価実験を行っていない．
本論文では，訂正理由により基づいた用例を含めた訂正の根拠情報を提案し，
それらが学習者の英作文能力に及ぼす効果を検証した．
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3 本研究で用いる冠詞誤り訂正手法及び訂正根拠提示
手法
3.1 課題設計
この研究では自動誤り訂正の根拠として冠詞の使用方法についての知識や例文
を提示することを検討する．例として以下の文を考える．
A remainder of this section describes ...
この例において，下線で示した名詞句 a remainder の冠詞は誤りであるから，
自動誤り訂正では 不定冠詞 a の代わりに 定冠詞 the が訂正候補として提示され
ることが期待される．この箇所の冠詞が the になる理由としては，of this section
という限定が付くことにより「何の残りなのか」が明確であること，remainder
という名詞は実体・概念との（残余という）関係を記述するものであるから，そ
もそも指し示すものが限定される傾向にあることが挙げられる．自動冠詞誤り訂
正では，これらの理由を素性として表現することで高い信頼性をもって the を予
測できる．さらに，分類に貢献した素性を提示することで冠詞の使用方法を説明
する良い手がかりとなり，学習者が自動誤り訂正により提示された訂正候補の信
頼性を検証できるようにするとともに，学習者の今後の冠詞誤りを防止する効果
が期待できる．
a remainder の冠詞が the になりやすいことは，次のような例文からも判断で
きる．
 The remainder of this paper is organized ...
 Formulas for the remainder term of Taylor ...
このような例文を提示することでも学習者の自信や理解を向上させることが期待
できる．
本論文では英作文支援を目的とした訂正根拠提示を備えた誤り訂正システムを
構築する．訂正根拠の提示をする最初の試みとして，計算機で比較的扱いやすい
タスクとして，冠詞誤りの訂正を対象にする．構築したシステムでは，冠詞の誤
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冠詞誤り訂正モデル	
入力テキスト	
・ NLTK による文分割	
・ GENIA Tagger による品詞タグ付け，名詞句の認識	
・ 冠詞予測対象の文に関連する例文	
・ 予測に貢献した素性	
・ 予測冠詞の信頼度スコア	モデルによる予測冠詞	
訂正根拠情報	
・ 素性の抽出	
モデルの保持する素性の重みを	
利用して訂正根拠情報を計算	
図 1: 訂正根拠提示システムの概要
り訂正候補を提示することに加えて，冠詞誤り訂正の根拠となる情報も提示する．
具体的には，「システムが予測した冠詞の信頼度」，「冠詞の予測に貢献した素性」，
「冠詞予測対象の文に関連する例文」の三つの種類の根拠を提示する．システム
の概要を図 1 に示す．本システムでは入力テキストを前処理し，冠詞誤り訂正モ
デルの保持する素性の重みを利用することで訂正根拠情報の提示を実現する．本
章の後続する節では，まず冠詞誤り訂正モデルについて説明した後，三つの根拠
情報についてそれぞれ説明をする．
3.2 冠詞誤り訂正モデル
冠詞誤り訂正モデルの構築には，最大エントロピー法に基づく確率モデルを使
用する．対象名詞句の周辺文脈 x から抽出された素性ベクトルを x，名詞句に対
応する冠詞を y 2 fa; the; g とする (は無冠詞を示す)．最大エントロピー法を
用いると，名詞句の文脈 x が与えられた場合の冠詞 y の条件付き確率は次式で
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定義される．
P (yjx) = exp (wy  x)X
y02fa;the;g
exp (wy0  x)
(1)
ここで wy は冠詞 y を予測する場合の素性ベクトル x に対する重みベクトルで
ある. 名詞句の文脈 x において分類器が予測する冠詞 y^ は以下のようになる．
y^ = argmax
y
P (yjx) (2)
重みベクトル wy の学習には機械学習ツールキットClassias1 を用いた．
3.3.2 節で詳しく述べるが, 素性は訂正の根拠としてユーザーに提示することを
想定しているため，分類性能を落とす事なく人間にとっての可読性の良さを確保
したい．そのため，分類モデルに使用する素性は十分に単純かつ特徴的となるよ
うに設計した．例えば，複雑な素性の組合せを取り入れることは分類性能の向上
には寄与するかもしれないが，人間にとっての可読性は低くなるので，素性の組
合せは厳選する必要がある．
表 2 に本研究で用いた素性の一覧を示す．表 2 には各素性の説明のため次の文
を用いて素性の例を示した．
Each test sentence is parsed by a bottom-up chart parser using ini-
tially the indexed subtrees only.
表 2 では下線部の a bottom-up chart parser という名詞句を対象にした場合の
素性の例を示している．対象名詞句に付与されている不定冠詞 a は，正解のラベ
ルとなるため素性抽出時には取り除かれる．本研究で用いた素性は Helping Our
Own 2012 shared task [23] においてトップの性能を達成した Dahlmeierら [3] の
素性を参考に設計されている．また，本研究で用いた単語に関する素性はすべて
原形を使用している．単語や品詞を用いた素性のような誤り訂正において一般的
に用いられる素性の他，本論文では SPECIALIST Lexicon2 から抽出した可算性
の素性を用いた．
1http://www.chokkan.org/software/classias/
2http://lexsrv3.nlm.nih.gov/LexSysGroup/Projects/lexicon/2011/web/index.html
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表 2: 本研究で使用した素性一覧
Feature Example
First word in NP bottom-up
Second word in NP chart
Third word in NP parser
Word 1 before NP by
Word 2 before NP parse
Word+POS 1 before NP by+IN
Word+POS 2 before NP parse+VBN
Word+POS 3 before NP be+VBZ
Word after NP use
Word+POS 1 after NP use+VBG
Word+POS 2 after NP initially+RB
Bag of words in NP fbottom-up, chart, parserg
N-grams around article position(N=2,3,4,5) fby X, X bottom-up, parse by X, ...g
Word before + NP by+bottom-up chart parser
NP + N-gram after NP(N=1,2,3) fbottom-up chart parser+use, ...g
Noun compound chart parser
Adjective + Noun compound bottom-up+chart parser
Adjective POS + Noun compound JJ+chart parser
NP POS + noun compound JJ NN NN+chart parser
First POS in NP JJ
Second POS in NP NN
Third POS in NP NN
POS 1 before NP IN
POS 2 before NP VBN
POS 3 before NP VBZ
POS after NP VBG
Bag of POS in NP fJJ, NN, NNg
POS N-grams around article position(N=2,3,4) fIN X, X JJ, VBN IN X, ...g
Head of NP parser
Countability of Head countable
NP POS + Head JJ NN NN+parser
Word before + Head by+parser
Head + N-gram after NP(N=1,2,3) fparser+use, parser+use initially, ...g
Adjective + Head bottom-up+parser
Adjective POS + Head JJ+parser
Word before + Adjective + Head by+bottom-up+parser
Word before + Adjective POS + Head by+JJ+parser
Word before + NP POS + Head by+JJ NN NN+parser
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SPECIALIST Lexiconは生物医学分野の用語と一般的な英単語の両方の語彙情
報を収録した辞書である．辞書の各語彙項目には統語論的情報や形態論的情報な
どが記載されている．対象名詞の語彙項目から可算性に関する情報を抽出するこ
とで素性として使用した．具体的には，対象名詞の語彙項目に記載されている可
算性を表す variants 属性から判断をした．例えば， student という名詞の項目は
次のように記されている．
{base=student
entry=E0058263
cat=noun
variants=reg
compl=pphr(of,np)
}
この例では variants 属性は英語における一般的な複数形の形態 (語尾に s を付与)
をとることを示す reg となっているため，student は可算名詞であると判断する．
名詞によっては，可算名詞として使用される場合と不可算名詞として使用される
場合の両方の可能性を持つのでそのような名詞については辞書に記載されている
情報からは可算性が判断できないため，可算性に関する素性は用いていない．そ
のような例として method という名詞の語彙項目を次に示す．
{base=method
entry=E0039936
cat=noun
variants=reg
variants=uncount
}
この例では，可算名詞であることを示す reg と不可算名詞であることを示す un-
count の両方の variants 属性を含むため，method という名詞については可算性
に関する素性は用いないということになる．
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また，実行時間を減らす目的と過学習を軽減する目的で，トレーニングデータ
中に 1 度しか出現しない素性については取り除いて学習を行った．
誤り訂正モデルは冠詞誤りとそれらの訂正情報が含まれた学習者コーパス (e.g.,
Cambridge Learner Corpus (CLC)3, NICE4 , The NICT JLE Corpus5)から直接
学習することが望ましいが，そのような学習者コーパスはサイズが小さく，機械
学習に用いるには十分な学習事例が確保できないという問題がある．そのため，
学習者コーパスを用いる代わりに，大規模かつ正しく書かれた英文から学習した
モデルを構築する．
冠詞誤り訂正モデルを学習するときは，正しい英語が書かれている文書をNat-
ural Language Toolkit (NLTK) [24]を用いて文単位に分割する．さらに GENIA
tagger [25]を用いて，品詞のタグ付けとチャンキングを行うことにより，名詞句
を認識する．認識されたそれぞれの名詞句に対して，名詞句の冠詞を取り除くこ
とで学習事例を作成する6．もともと名詞句に付与されていた冠詞に基づいて，各
学習事例には正解ラベル y 2 fa; the; g が割り当てられる．
表 2 で用いた例文を入力として与えたときの GENIA tagger の出力は次のよ
うになる．
Each Each DT B-NP O
test test NN I-NP O
sentence sentence NN I-NP O
is be VBZ B-VP O
parsed parse VBN I-VP O
by by IN B-PP O
a a DT B-NP O
bottom-up bottom-up JJ I-NP O
3http://www.cambridge.org/gb/elt/catalogue/subject/custom/item3646603/
Cambridge-International-Corpus-Cambridge-Learner-Corpus/
4http://sugiura5.gsid.nagoya-u.ac.jp/~sakaue/nice/
5http://alaginrc.nict.go.jp/nict_jle/
6品詞タグとして PRP, PRP$, WDT, WP, WP$ のいずれかを含む名詞句は基本的に冠詞を
伴わないため学習事例の対象から外す．同様に，冠詞以外の限定詞 (e.g., this, that) を含む名詞
句も学習事例の対象から外す．
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chart chart NN I-NP O
parser parser NN I-NP O
using use VBG B-VP O
initially initially RB B-ADVP O
the the DT B-NP O
indexed indexed JJ I-NP O
subtrees subtree NNS I-NP O
only only RB B-ADVP O
. . . O O
入力文は単語分割され，各単語の情報は，表層形，原形，品詞タグ，チャンクタ
グ，固有表現タグの順にタブ区切りで出力される．チャンクタグは IOB2 フォー
マットで表現され，I はそのチャンクの先頭以外の単語，O はそのチャンクに含
まれない単語，B はそのチャンクの先頭の単語であることをそれぞれ意味する．
チャンクタグとして B-NP が付与された単語とそれに続く I-NP が付与された単
語のまとまりを名詞句として認識する．つまり，この例では，Each test sentence
と a bottom-up chart parser と the indexed subtrees が名詞句として認識される．
a bottom-up chart parser を例にいくつかの素性を説明する．まず，名詞句に付
与されている冠詞は正解のラベルとなるため取り除かれる．つまり，ここで素性
抽出の対象となる名詞句は bottom-up chart parser である．この名詞句で「First
word in NP」という素性を考えると，名詞句の最初の単語である bottom-up が
GENIA tagger の出力の 2 列目の原形から抽出される．同様に，「First POS in
NP」は GENIA tagger の出力の 3 列目の品詞タグから抽出され，JJ (形容詞)
となる．「Noun compound」は複合名詞を抽出する素性で，名詞句内の名詞連接
を NN (一般名詞単数形) と NNS (一般名詞複数形) の品詞タグをもとに抽出す
る．組合せの素性としては，例えば，名詞句内の品詞列を表す素性「NP POS」
と名詞句内の複合名詞を表す「Noun compound」を組み合わせた「NP POS +
Noun compound」がある．bottom-up chart parserの例では，この素性の内容は
JJ NN NN+chart parserとなる．このような簡潔な組合せ素性であれば，訂正性
能の向上に貢献しつつ，人間にとっての可読性も保つことができる．
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3.3 冠詞誤り訂正根拠情報
既に述べたように，本研究では，冠詞の誤り訂正候補を提示することに加えて，
冠詞誤り訂正の根拠となる情報として，「システムが予測した冠詞の信頼度」，「冠
詞の予測に貢献した素性」，「冠詞予測対象の文に関連する例文」の三つの種類の
根拠を提示する．
「システムが予測した冠詞の信頼度」は既存研究ではシステムが内部に保持し
ていた予測の信頼度を学習者に見せることで判断の指標にする．
「冠詞の予測に貢献した素性」は訂正モデルによる冠詞予測の理由を説明する
ものとして提示する．本研究における訂正モデルの素性は名詞句の周辺文脈の情
報を表したものであるから，冠詞予測に貢献した素性は冠詞決定との関連が特に
強いと考えられる．人手で全て書き尽くすことが非現実的である冠詞を決定づけ
るルールをこの素性により近似的に表現する．
「冠詞予測対象の文に関連する例文」は，2.2節で述べた既存のエンドユーザー
向けの誤り訂正システム ESL Assistant でも用いられているような例文を冠詞
選択の判断の基準の一つとする．本研究において用いる例文は単純な文字列検索
を行って取得するのではなく，誤り訂正モデルが保持する重みを利用することに
よって，訂正根拠としてより有用であると考えられる例文を取得する．
3.3.1 訂正モデルによる冠詞予測の信頼度の提示
本論文では分類モデルにより予測された冠詞 y^ に加えて，訂正根拠情報のひと
つとして条件付き確率 P (yjx) を提示する．この根拠情報は訂正モデルによって
予測された冠詞の信頼度としてユーザーに提供される．モデルの予測した冠詞の
信頼度が高ければ，ユーザーはモデルによる予測を信頼することができ，モデル
の予測した冠詞の信頼度が低ければユーザーは自身の冠詞選択を尊重することが
できる．
例として後述する評価実験 (4 章)で構築したモデルを使用した場合の次の例に
対する信頼度スコアを考える．
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We also proposed method to further integrate the synonym relations
to the LM approaches.
この例の下線部 method に付与される可能性のある各冠詞に対する信頼度スコ
アは不定冠詞 a が 0.9934，定冠詞 the が 0.0017，無冠詞が 0.0049 である．この
ときモデルによる予測冠詞は不定冠詞 a となるが，信頼度スコアから予測に高い
信頼性があると判断することができる．もしこのとき，予測冠詞である不定冠詞
a の信頼度スコアが他の冠詞の信頼度スコアと拮抗しているのあれば，モデルの
予測が誤っている可能性も高くなっていると判断できる．
3.3.2 訂正モデルによる冠詞予測の理由の提示
なぜ訂正モデルが与えられた名詞句 xに対して冠詞 y^ を選択するのかという理
由を示したい．これをするために，本研究では分類に最も貢献したと考えられる
素性を示す．冠詞の誤り訂正モデルは名詞句に付与される各冠詞それぞれの場合
について素性 xi に対する重みとして wa;i，wthe;i，w;i の値を保持している．そ
こで素性 xi が冠詞 y を推薦する強さ d(i; y) を次式で求める．
d(i; y) =
exp(wy;i)
exp(wa;i) + exp(wthe;i) + exp(w;i)
(3)
本研究では，それぞれの冠詞 y に対して，獲得した d(i; y) の値が高い 3つの素
性を選択し，訂正根拠情報のひとつとした．実際にユーザーに根拠情報として
提示するときには，素性の表現は英語学習者にとって変換ルールによってわかり
やすい表現に言い換えて表示をした．訂正モデルにおいて，素性は素性のタイプ
(e.g., HEAD-OF-NP) とその内容 (e.g., method) で構成されている．そのため，素
性のタイプ毎に素性の内容部分を当てはめるスロットを設けたテンプレート表現
を用意し，内容に応じてスロットを埋めることで人が読みやすい表現に言い換え
るルールを用意した．例えば，素性タイプ HEAD-OF-NP についての変換ルール
は「\HEAD-OF-NP=arg" ! \The head of the NP is arg"」となっている (arg は
素性内容を入れるスロット)．このとき，\HEAD-OF-NP=method" という素性は
テンプレートのスロットを素性の内容である method で埋めることで \The head
of the NP is method" という表現に変換される．
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3.3.1 節と同様に以下の文を具体例として考える．
We also proposed method to further integrate the synonym relations
to the LM approaches.
下線部の名詞句 method に付与されるべき冠詞は不定冠詞 a であり，モデルに
よる予測冠詞も a となるが，不定冠詞 a の場合の d(i; y) の値が高い三つの素性
は「propose X という単語列を含む (Xは冠詞を表す)」，「名詞句の 1語前の単語
が propose」，「名詞句の前の単語が propose，かつ，名詞句の主辞がmethod」で
ある．これらの素性から学習者は「動詞 propose の目的語となる名詞句は不定冠
詞をとりやすいこと」や「動詞 propose の目的語が名詞method となる場合に不
定冠詞をとりやすいこと」が訂正の理由として読み取れる．これらの訂正理由は
冠詞選択の判断になるとともに，今後同様の誤りを防ぐ冠詞の使用方法の知識に
もなると考えられる．
3.3.3 冠詞予測理由に基づく例文の提示
本研究では，対象名詞句の周辺文脈に基づいた例文も訂正根拠情報として提示
する．例文は以下の手順で検索した．
この手順は対象名詞句に付与される各冠詞それぞれの場合について実行さ
れる．
1. システムは 3.3.2節と同様の方法で，対象名詞句における素性から d(i; y)の
値が高い素性を三つの素性を例文検索のキーとなる素性として選択する．シ
ステムはキーとなる三つの素性を持ち，かつ，対象名詞句と同じ主辞を持
つ名詞句が含まれる文を例文候補として学習データから抽出する．
2. システムは対象名詞句の素性ベクトルと各例文候補の素性ベクトルのコサ
イン類似度を計算する．コサイン類似度の値が高い三つの文を最終的に提
示する例文とする．
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3. もしシステムが三つの例文を見つけることができなかった場合，システム
はキーと鳴る素性の数を一つずつ減らしながら同様の手順を三つの例文が
獲得できるまで繰り返す．
上記例文検索手順を 3.3.1 節と同様に以下の文を例として考える．
We also proposed method to further integrate the synonym relations
to the LM approaches.
この例において，後述する評価実験 (4 章)で使用するモデルによる予測冠詞で
ある不定冠詞 a に関する上記例文検索手順によって得られる例文は次の三つであ
る7．
 We also proposed a method to nd paraphrases in the context of two Named
Entity instances in a large un-annotated corpus.
 In her paper, she also proposed a method to automatically distinguish be-
tween cognates and false friends, while examining the performance of seven
dierent machine learning classiers.
 One of the authors previously also proposed a method to mine discussion
records using XML annotations and a method to nd important remarks in a
discussion thread based on the reply-to structure and participants’opinions.
このような例文を提示することで，学習者の冠詞選択の判断材料を増やすとと
もに実例を見ることでより実際的な冠詞の使用方法を身につけることを期待する．
74 章で詳しく述べるが，使用したデータの都合上これらの例文は ACL Anthology に収録さ
れている論文からの引用となる．
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4 評価実験
提案手法を評価するために，二つの評価実験を行った．ひとつは冠詞誤り訂正
モデルの分類正解率を実証する実験である．もうひとつの実験は提案手法による
冠詞予測と訂正根拠情報を提示した際の英語学習者の冠詞選択能力を評価する実
験である．
4.1 実験に使用したデータセット
テクニカルライティングを想定して，実験には自然言語処理分野の論文で構成
されたデータを用いた．テクニカルライティングを想定する理由は，論文として
投稿されているものはよく推敲されており，誤りのない正しい英文であると考え
られるため，また，冠詞が一意に定まることが多いためである．自然言語処理分
野の論文で構成されたコーパスとしては ACL Anthology Reference Corpus [26]
が存在するが，このコーパスには OCR による文字の誤認識が多く含まれている．
そこで，本研究では，分類器の性能評価実験と被験者による評価実験の両方で，
ACL Anthology8 のウェブサイトに収録されている 2000 年から 2012 年の論文
データをクロールすることで獲得したデータセットを用いた．ダウンロードした
PDFファイルからプレーンテキストを抽出して，著者名や節の見出しなど不要な
部分を取り除いた．両方の実験において，テストデータとトレーニングデータに
重なりのないように，ACL 2012で発表された論文データから抽出された部分をテ
ストデータとして用いて，それ以外のデータをトレーニングに使用した．トレー
ニングデータは 3,443,940文で冠詞誤り訂正のトレーニング事例の数は 9,468,343
個となった．テストデータには 73,430 文が含まれ，テスト事例となる名詞句の
数は 168,900 個であった．
8http://aclweb.org/anthology-new/
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4.2 実験に使用した分類器の性能の評価
名詞句に対する冠詞の分類性能について評価実験を行った．全ての事例を無冠
詞  に分類するベースラインの正解率は 65.02% である．分類器の学習にはト
レーニングデータの全てを利用し，テストデータに対する冠詞分類の正解率を計
測した．3 種類の冠詞の分類の正解率は 86.35% で，ベースラインを大きく上回
る性能を示した．表 3 に本評価実験と同様に正しい英文に対して冠詞を予測する
問題を解いている既存研究の性能の一覧を示す．評価に使用しているデータや評
価方法の違いがあるため厳密な比較はできないが，構築したモデルの冠詞予測性
能は，既存研究と比較しても引けを取らないことが確認できる．限られた素性に
絞って学習した誤り訂正モデルであるにもかかわらず，高い分類性能を示したこ
とから，冠詞予測に重要な情報をとらえた素性の選択ができているといえる．ま
た，評価の対象となる英文を自然減言語処理分野の論文と限定したことにより，
複雑な言い回しが少なくなったことも，分類性能の向上に寄与していると考えら
れる．
表 3: 既存研究の正しい英文上での冠詞予測性能
Citation Performance
Minnen et al. [7] 84% accuracy
Lee [12] 88% accuracy
Han et al. [6] 88% accuracy
Lee and Sene [27] 86% precision, 76% recall
Nagata et al. [28] 83% precision, 65% recall
(on article errors in prepositional phrases)
Turner and Charniak [29] 87% accuracy
De Felice and Pulman [14] 92% accuracy
Gamon et al. [8] 86% accuracy
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4.3 被験者による評価
提案手法の有効性を検証するために提案手法によって提示される根拠情報と訂
正情報を被験者に与えたときの被験者の冠詞選択能力を評価する実験を行った．
この実験では，被験者には 1 文が提示され，被験者はその文中の指定された名詞
句について適した冠詞を選択する．また，提案手法のいくつかの根拠情報を提示
した場合での被験者の冠詞選択能力を計測した．実験を行った被験者は英語を第
二言語とする日本語を母語とする学生 4 名と中国語を母語とする学生 1 名で，い
ずれの被験者も本システムの開発には携わっていない．
実験手順を以下に示す．
1. 被験者には，冠詞が取り除かれた名詞句が含まれた 1 文が与えられる．被
験者はまず文のみを閲覧して，その名詞句にふさわしいと思われる冠詞を
選択する．
2. システムにより冠詞誤り訂正モデルの各冠詞に対する信頼度スコアが付加
情報として提示される． このとき被験者は自身の冠詞選択を (1)の時点で
選択した冠詞から変更することが許される．
3. さらに加えて，訂正の理由となる素性と例文の根拠情報が被験者に提示さ
れる．被験者には (2)の時点で選択した冠詞を変更する機会が与えられる．
4. 1{3 のサイクルを全てのテスト事例に対して被験者の回答が揃うまで繰り
返す．
上記手順 1{3 では，選択された冠詞の他，被験者は選択した冠詞に対する自信を
記録する．実験の途中で，被験者が正解である冠詞を閲覧することはできない．
文のみを閲覧したときの正答率と比較して，根拠情報を閲覧したときに，どの
程度正解率が向上するかを調べた．実験のなかで，根拠情報のひとつである各冠
詞の予測確率のみを閲覧する段階を設けたのは，その情報が学習者の冠詞予測正
解率に最も貢献すると考えられるからである．根拠情報を閲覧したときの正解率
の向上が大きければ，訂正の根拠情報を見せるという提案手法の有効性を確認で
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きる．また，被験者の冠詞予測に対する自信が適切に向上していれば，提案手法
の有効性を確認できる．
実験に使用するデータは 4.1 節で説明したテストデータのうち，248 個の事例
を使用した．これらの事例は，テストデータから無作為に抽出したインスタンス
から以下の条件に当てはまる事例を人手で取り除いたものである．
 対象名詞句が記号で囲まれている
 対象名詞句に数字，固有名詞，数式，\there" が含まれる
 名詞句が誤って抽出されている
 対象名詞句あるいは周辺文脈にスペル誤りなどの誤りが含まれる
 対象名詞句の含まれる文が短すぎる
これらの条件は被験者とシステムともに予測の妨げとなる事例を取り除く目的
で構成されている．
この評価に使用したデータにおいての分類器の正解率は 85.48% であった．分
類器の信頼度スコアの 30 事例毎の平均に対しての分類器正解率の移動平均正解
率を図 2 に示す．図 2 から分類器の信頼度スコアが実際の正解率に概ね比例して
おり，信頼度スコアが被験者の冠詞選択の妨げにならないことが確認できる．ま
た，信頼度スコアが高いほど，他の根拠情報の質も向上すると考えられる．
図 3 は構築したシステムの出力例である．図の左側最初の縦列には分類器の信
頼度スコアのパーセンテージが表示されている．そのすぐ右の列には対応する冠
詞が表示されている．3 番目の列の上部には冠詞予測の対象となる文が示されて
いる．残りの行では，根拠情報である訂正の理由となる素性と例文が示されてい
る．実験を行うとき，各々のテスト事例の初期状態では対象となる文と冠詞の部
分だけが表示されている．被験者は対象文のみを閲覧し冠詞を選択した後，図上
部の「Condence」と記されたボタンをクリックすることで分類器の信頼度を閲
覧することができる．付加情報として信頼度を閲覧し冠詞を選択した後，同様に，
「All」ボタンをクリックすることで 3番目の列に残りの根拠情報が表示されるの
で，それらの情報を閲覧し再度冠詞を選択する．
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図 2: 分類器の信頼度スコアと正解率との関連
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図 3: 構築したシステムの出力例
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表 4: 各被験者の冠詞予測正解率
文のみ提示 +信頼度スコア提示 +全根拠情報提示
被験者 1 59.27% 85.89% 85.48%
被験者 2 64.92% 85.89% 81.05%
被験者 3 37.10% 79.03% 77.42%
被験者 4 62.10% 79.84% 83.87%
被験者 5 64.52% 85.08% 84.27%
実験の結果として各評価者の正解率を表 4に示す．全ての評価者で分類器確率
を閲覧した段階で分類器性能と同等程度の正解率であった．いくつかの被験者で
は分類器の性能を超える正解率であった．分類器の性能が完全でない以上，学習
者が盲目的にときおり誤ることのある分類器の予測に従うことはあり得ないと考
えられるため，この結果は分類器予測確率を見せるだけでも冠詞選択の支援とな
ることを示唆している．
4.4 考察
前説で述べたように，提案手法の根拠情報の一つである分類器の信頼度スコア
が学習者の冠詞予測能力を向上させることが確認できた．しかし，残りの二つの
根拠情報を合わせて提示しても，被験者の予測正解率にほとんど変化は見られな
かった（1人の被験者ではわずかに上昇し，残りの被験者ではわずかに減少した）．
提案手法の根拠情報は全て分類モデルの素性の重みに基づいているため，信頼度
スコアを見せた時点で正解の冠詞に導かれる事例が多かったため，正解率の変化
が見られなかったのではないかと考えられる．そこで，我々の根拠情報の有効性
を図るため，信頼度スコアを提示する段階から全根拠情報を提示する段階へ移る
部分について，以下の定義に従って各被験者結果からテスト事例を分類した．
 ポジティブな根拠情報
{ 不正解から正解に選択が変更された事例
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{ 正解から正解に選択が変更され，かつ，選択した冠詞に対する自信が
向上した事例
{ 不正解から不正解に選択が変更され，かつ，選択した冠詞に対する自
信が減少した事例
 ニュートラルな根拠情報
{ 正解の選択から変更がなく，かつ，自信の変化を伴わなかった事例
{ 不正解の選択から変更がなく，かつ，自信の変化を伴わなかった事例
 ネガティブな根拠情報
{ 正解から不正解に選択が変更された事例
{ 不正解から不正解に選択が変更され，かつ，選択した冠詞に対する自
信が向上した事例
{ 正解から正解に選択が変更され，かつ，選択した冠詞に対する自信が
減少した事例
この分類に則って各被験者のテスト事例についてカウントした結果を表 5 と図
4 に示す．表 5 と図 4 から，自信は被験者の主観に基づくので被験者により自信
の変化のしやすさにばらつきが見られるが，全ての被験者でポジティブな根拠の
数がネガティブな根拠の数を大きく上回っていることが分かる．このことから，
確率のみを提示する場合よりも，訂正の理由となる素性と例文も合わせて提示す
ることで被験者が納得して正しい冠詞を選択することに寄与することが確認でき
た．また，素性や例文は被験者に冠詞の用法を示すことができるので，学習者が
今後同様の誤りをすることを防ぐことができるようになることや，もともと学習
者自身の冠詞選択が正しかった場合であってもさらに冠詞について知識を深める
ことなど，訂正情報のみや信頼度スコアを見せるだけよりも学習効果を与えるこ
とができる．分類モデルの構築に使用する素性をさらに精巧に作り込むことで分
類器そのものの正解率の向上と共に学習者の支援につながるより良い根拠情報を
出すことができると考えられる．
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表 5: 根拠情報の有効性
ポジティブ ニュートラル ネガティブ
被験者 1 79.44% 6.85% 13.71%
被験者 2 48.79% 29.44% 21.77%
被験者 3 18.15% 72.58% 9.27%
被験者 4 83.47% 0.40% 16.13%
被験者 5 81.05% 4.84% 14.11%
0% 20% 40% 60% 80% 100% 
被験者 1 
被験者 2 
被験者 3 
被験者 4 
被験者 5 
ポジティブ	 ニュートラル	 ネガティブ	
図 4: 根拠情報の有効性
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次に，テスト結果を詳細に分析し，本研究の改善点を探求する．まず，訂正シ
ステムが正しいときに根拠提示によって被験者がシステムによる訂正をより信じ
ることができているか，システムが訂正を誤ってしまったときであっても根拠提
示によってシステムの訂正に惑わされずに被験者が正しく冠詞を予測できるよう
になるかを調査した．表 6 は被験者が文のみを閲覧して冠詞を選択したときと
根拠情報を閲覧して冠詞を選択したときの，システムによる予測冠詞が正しいか
誤っているか，被験者の選択冠詞が正しいか誤っているかで分類をしたときの分
布の変化である．表 6 から根拠提示をしない場合とした場合とを比較すると，シ
ステムが適切な冠詞を正しく予測できているときは根拠提示によって被験者が正
しく冠詞を選ぶことができていることがわかる．しかし，システムが適切な冠詞
を正しく予測できていない場合は根拠提示によって被験者が誤った冠詞を選択し
てしまう傾向にある．これは，本研究で提案した根拠情報は全てモデルの保持す
る素性の重みに基づいて設計されているため，冠詞予測にうまく適応しなかった
素性の重みを利用しても有効な訂正根拠が提示できないことが原因であると考え
られる．
表 6: 根拠提示無しから根拠提示有りでの予測分布の変化
システム正，被験者誤 システム正，被験者正 システム誤，被験者正 システム誤，被験者誤
被験者 1 33.47% → 2.02% 52.02% → 83.47% 7.26% → 2.02% 7.26% → 12.50%
被験者 2 28.63% → 10.48% 56.85% → 75.00% 8.06% → 6.05% 6.45% → 8.47%
被験者 3 54.84% → 11.69% 30.65% → 73.79% 6.45% → 3.63% 8.06% → 10.89%
被験者 4 29.44% → 4.84% 56.05% → 80.65% 6.05% → 3.23% 8.47% → 11.29%
被験者 5 28.23% → 5.65% 57.26% → 79.84% 7.26% → 4.44% 7.26% → 10.08%
システムによる予測冠詞は正しかったが，最終的に被験者が冠詞選択を誤って
しまった事例について詳しく分析する．このような事例は，各被験者でそれぞれ，
5 事例 (2.02%)，26 事例 (10.48%)，29 事例 (11.69%)，12 事例 (4.84%)，14 事例
(5.65%)見られた．5人の被験者のうち 3人以上が最終的に誤った冠詞を選択して
しまった事例は，テストに使用した 248 事例のうち 7 事例であった．これらの 7
事例を調べたところ，次の 4 つの傾向が見られた．
傾向 1 信頼度スコアが拮抗している (システムの予測冠詞と次点の冠詞の信頼度
の差が 50 ポイント以内)
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傾向 2 単語や文の区切りが誤っている例文が提示されている
傾向 3 1文からでは冠詞を決定するのが困難
傾向 4 根拠提示はできているが，誤りである冠詞側にも類似した例文がある
この傾向によって各事例を分類した結果を表 7 に示す．システムの予測冠詞の信
頼度スコアと 2 番目に信頼度スコアの高い冠詞の信頼度スコアを比較すると，そ
の差が 50 ポイント以下の事例が 7 事例のうち 5 事例あり，冠詞予測の信頼度ス
コアが拮抗しているために，これらの 5 事例は最終的な冠詞の決定が難しい事例
であったと考えられる．これらの事例のうち，二つの事例のシステム出力を図 5
と 図 6 に示す．
表 7: 被験者が誤ってしまった事例の分類
事例 1 事例 2 事例 3 事例 4 事例 5 事例 6 事例 7
傾向 1 ◯ ◯ ◯ ◯ ◯
傾向 2 ◯
傾向 3 ◯ ◯
傾向 4 ◯ ◯ ◯
その他 ◯
図 5 は，intermediate results という名詞句に付与されるべき冠詞をシステムが
定冠詞 the と予測した例である．テストデータ中に実際に付与されていた冠詞は
定冠詞 theであるため，システムは正しい冠詞を予測できている．しかし，多くの
被験者が最終的に誤った冠詞である無冠詞を選択した．対象名詞句 intermediate
resultsの周辺文脈を見てみると，名詞句の前には based on，後には obtained from
が続く．ここで，対象名詞句 intermediate results に the が付与される重要な根
拠は，後に続く obtained from によって results の範囲が限定されるからである．
システムが定冠詞 the の根拠として提示した根拠にはこれに関連した「名詞句の
次の単語が obtain」という素性が提示されており，例文もそれに準じたものが提
示されている．それにも関わらず，被験者が最終的に無冠詞を選択してしまった
のは，対象名詞句 intermediate results の前に出現する based on という文脈が反
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映された例文が提示されているので直感的に無冠詞が正しいと感じたのだと考え
られる．この例では，想定通りの根拠提示ができているが，このように被験者が
誤ってしまう例を減らすためには，より良い説明を可能にする素性表現を追加す
るなど，学習に使用する素性を充実させる必要がある．
図 6 は，feature という名詞句に the が付与されると予測した例である．この
例は，テスト事例のなかでも特に各冠詞の信頼度スコアが均一に近い例である．
このように各冠詞の信頼度スコアが似ているときは被験者に冠詞選択の判断の基
準となる素性や例文を提示することを想定しているが，この例では十分な根拠が
出せていない．例えば，提示した例文のなかには，単語や文の区切りが適切に表
現されていないものとして次の例文がある．
The feature wh ant signals the presence of a wh-phrase in the an-
tecedent utterance, which seems to be the best cue for classifying Short
Answers.
下線部分 wh ant は元データである論文では wh ant と一つの語となっているが，
文を抽出した PDF ファイル内部のテキスト情報が誤っているために二つの語に
分かれてしまったものである．システムがこの文に GENIA tagger によって品詞
タグ付けを行うときに，wh が前置詞としてタグ付けされてしまい，類似度の高
い例文として出現している．このように可読性の悪い例文を提示してしまうと，
システムの予測した冠詞の信用を落とす要因の一つになると考えられる．
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図 5: システムの予測は正しいが，最終的に被験者が冠詞選択を誤った事例 (1)
図 6: システムの予測は正しいが，最終的に被験者が冠詞選択を誤った事例 (2)
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5 おわりに
5.1 まとめ
本稿では，冠詞の誤り訂正という課題に対して，誤り訂正システムの訂正性能
を落とすことなく，最終的に学習者が冠詞を選ぶまでのトータルの支援として，
訂正の根拠として，分類器の各冠詞に対する訂正信頼度スコア，冠詞の使用方法
に関する訂正理由，文脈に基づく例文の 3つの情報を提示する手法を提案した．
評価実験では，冠詞誤り訂正モデルの冠詞の分類性能の評価と，根拠提示の有効
性を検証するための評価を行い，自動訂正時に提案した訂正根拠を提示すること
の学習者の冠詞選択能力への有効性を示した．
5.2 今後の方針
本稿では誤り訂正根拠の提示手法の初期の実験冠詞の使用方法に関する誤りに
ついて焦点を当てて実験を行ったが，この手法は前置詞誤りなど分類問題に定式
化できる他の文法誤り訂正に対しても適用が可能である．今後の方針としては前
置詞誤り訂正などの他の誤りへの本手法を適用したときの影響や課題を分析する
ことを考えている．さらに，分類モデルの学習に用いる素性を根拠情報の提示と
いう側面を考慮して精巧に設計することや，訂正根拠の提示が学習者に与える学
習効果の検証をすることのできる長期の評価実験を行う必要がある．また，学習
者の母語によって英文の誤り方の違いがあるため，母語に合わせた根拠の提示方
法や学習データの利用を検討する．
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