In this paper, we consider the initial boundary value problem in an exterior domain for semilinear strongly damped wave equations with power nonlinear term of the derivative-type |ut| q or the mixed-type |u| p + |ut| q , where p, q > 1. On one hand, employing the Banach fixedpoint theorem we prove local (in time) existence of mild solutions. On the other hand, under some conditions for initial data and the exponents of power nonlinear terms, the blow-up results are derived by applying the test function method.
Introduction
In the present paper, we study the initial boundary value problem of the semilinear strongly damped wave equations in an exterior domain, namely,
x ∈ Ω, t > 0, u(0, x) = u 0 (x), u t (0, x) = u 1 (x), x ∈ Ω, u = 0,
x ∈ ∂Ω, t > 0, (1.1) where Ω ⊂ R n is an exterior domain whose obstacle O ⊂ R n with n 1 is bounded with smooth compact boundary ∂Ω. Without loss of generality, we assume that 0 ∈ O ⊂⊂ B(R), where B(R) := {x ∈ R n : |x| < R} denotes a ball with radius R centered at the origin. Precisely, the nonlinear terms on the right-hand sides of the equation in (1.1) can be taken by the forms f (u, u t ) = |u t | q or f (u, u t ) = |u| p + |u t | q (1.2) with p, q > 1. Our main goals in this paper are to derive local (in time) existence of mild solution and blow-up of solutions under some assumptions on initial data and the exponents p, q. Especially, we are interested in the combined effects and the interplay between the power nonlinearity |u| p and nonlinearity of derivative-type |u t | q . Let us recall some results related to our problem (1.1). In recent years, the strongly damped wave equation has caught a lot of attention.
First of all, we consider the Cauchy problem for strongly damped wave equations. Concerning the linearized Cauchy problem u tt − ∆u − ∆u t = 0,
x ∈ R n , t > 0, u(0, x) = u 0 (x), u t (0, x) = u 1 (x), x ∈ R n , (1.3) the papers [15] and [16] derived L p −L q estimates not necessary on the conjugate line. Later, asymptotic profiles of solutions to (1. 3) in a framework of weighted L 1 data were obtained in [10] . For asymptotic profiles of solutions to the corresponding abstract form of (1.3) were derived in [11] . Moreover, [1] deduced the L 2 − L 2 estimate with additional L 1 regularity for (1.3) , which provides a useful tool to prove global existence result for the semilinear Cauchy problem. Furthermore, [1] considered the corresponding semilinear Cauchy problem to (1. 3) with power nonlinearity, i.e., u tt − ∆u − ∆u t = |u| p , x ∈ R n , t > 0, u(0, x) = u 0 (x), u t (0, x) = u 1 (x), x ∈ R n , (1.4) where p > 1. They proved global (in time) existence of small data solutions (GESDS) for n 2 if p ∈ [2, n/(n−4)] and p > 1+3/(n−1). On the contrary, by applying the test function method, the result for nonexistence of global (in time) solutions has been proved providing that 1 < p 1 + 2/(n − 1), for example, Theorem 4.2 in [2] .
We now consider strongly damped wave equation in the exterior domain. To the best of the authors' knowledge, there exist few results on (1.1) . We refer to [9] for decay estimates to the linearized problem. Additionally, [12] proved GESDS to the two-dimensional semilinear problem with power nonlinearity f (u, u t ) = |u| p when p > 6. Recently, the blow-up of solutions to semilinear wave equation with strong damping and power nonlinearity f (u, u t ) = |u| p has been obtained by [3] . Nevertheless, so far the study of semilinear strongly damped wave equations with power nonlinear term of the derivativetype |u t | q or the mixed-type |u| p + |u t | q in an exterior domain are still unknown. In this paper, we will give the answer by studying the local (in time) existence of mild solution and nonexistence of global (in time) solutions to (1.1). However, the local (in time) existence for strongly damped waves with nonlienarity f (u, u t ) satisfying (1.2) is different with the case when f (u, u t ) = |u| p studied by [9] or [3] . For example, we need the estimate (2.16) below, which was not mentioned before.
Before stating our main results on blow-up, the next proposition on local (in time) well-posedness is needed. For the proof of this proposition, we refer to [17] by an appropriate modification of the energy space and some estimations. For simplicity, we present all in details with all required modifications in Section 3. Proposition 1.1 (Local existence of mild solution). Let us assume the exponents of power nonlinear terms f (u, u t ) satisfies 1 < p, q < ∞ for n = 1, 2, 1 < p, q n n−2 for n 3, (1.5) and initial data fulfill
Then, there exists a maximal existence time 0 < T max ∞ such that there is a uniquely mild solution
. Furthermore, the following statement holds:
where φ 0 (x) is defined in Lemmas 2. for n = 1,
then the solution to (1.1) with nonlinear term f (u, u t ) = |u t | q blows up in finite time.
where φ 0 (x) is defined in Lemmas 2.1, 2.2 and 2.3. In the case when n = 1, if one of the following condition is fulfilled:
is the positive root of 2α 2 − α − 2 = 0, and α 2 = (1 + √ 5 )/2 is the positive root of α 2 − α − 1 = 0; in the case when n 2, if one of the following condition is fulfilled:
then the solution to (1.1) with nonlinear term f (u, u t ) = |u| p + |u t | q blows up in finite time.
The remaining part of paper is organized as follows. In Section 2, we introduce several preliminaries including well-posedness of the corresponding linearized inhomogeneous problem to (1.1) and some properties of harmonic functions to be used later. In Section 3, we prove local (in time) existence of mild solution (cf. Proposition 1.1). Section 4 contains the proofs of the blow-up results (cf. Theorems 1.1 and 1.2).
Notation. We now give some notations to be used in this paper. We denote by · H 1 0 = · H 1 = · L 2 + ∇ · L 2 the usual H 1 0 (Ω)-norm. Moreover, we denote denote by W 1,r with 1 < r < ∞ Bessel potential spaces.
Preliminaries
In this section, we give some preliminary properties that will be used in the proof of local (in time) existence of mild solution and blow-up results in the remaining sections.
Linear homogeneous strongly damped wave equation
Let us consider the following linear homogeneous wave equation with strong damping:
x ∈ ∂Ω, t > 0, (2.8) which is the corresponding linearized model to (1.1).
To begin with, we give the definition of a strong solution to (2.8) .
(Ω) and u has initial data u(0, x) = u 0 (x), u t (0, x) = u 1 (x) and satisfies the equation in (2.8) in the sense of L 2 (Ω).
there exists a unique strong solution u to (2.8) that satisfies the following energy estimates:
Proof. The existence of the strong solution is done by Theorem 3.1 in [13] . The energy estimates (2.9) and (2.10) can be deduced easily from Proposition 1.1 in [9] or directly from Proposition 2 in [3] .
Let us denote the operator R(t) such that
In other words, the solution u of (2.8) can be given by u(t, x) = R(t)(u 0 , u 1 )(x).
Remark 2.1. From Proposition 2.1, the operator R(t) can be extended uniquely such that
Indeed, for any fixed T > 0, due to the energy estimates (2.9) and (2.10), the following estimate:
holds for all 0 t T . It follows that the operator R(t) can be extended uniquely to an operator such as (2.11). Since T is arbitrary, we conclude the desired extension.
Linear inhomogeneous strongly damped wave equation
Let us now consider the linear inhomogeneous wave equation with strong damping, namely,
x ∈ ∂Ω, t > 0.
(2.12)
At this time, the definition of a strong solution to (2.12) can be shown by the following.
, and u has initial data u(0, x) = u 0 (x), u t (0, x) = u 1 (x) and satisfies the equation in (2.12) in the sense of L 2 (Ω).
Then, there exists a unique strong solution to (2.12).
Next, let us define a mild solution and a weak solution to inhomogeneous problem, one by one.
Definition 2.3 (Mild solution)
. Let (u 0 , u 1 ) ∈ H 1 0 (Ω) × L 2 (Ω) 2 and F ∈ C [0, ∞), L 2 (Ω) . A function u is said to be a mild solution to (2.12) if
and u has initial data u(0, x) = u 0 (x), u t (0, x) = u 1 (x) and satisfies the integral equation
is a strong solution of (2.8).
It follows by the uniqueness that
, and u has initial data u(0, x) = u 0 (x), u t (0, x) = u 1 (x) and satisfies the relation
for all compactly supported test function ϕ ∈ C 2 ([0, T ] × Ω) such that ϕ(T, x) = 0 and ϕ t (T, x) = 0.
(Ω) and u be a strong solution of (2.12) . Then u also is a mild solution, and satisfies the following energy estimates:
According to the assumptions on initial data and the right-hand sides, the Proposition 2.1 leads that u is a strong solution of (2.12). Hence, by the uniqueness we claim u =ũ, i.e., u is a mild solution. Next, we start to prove estimate (2.15). Multiplying (2.12) by u t and integrating the result over Ω one has
where the divergence theorem was applied together with the boundary condition. Integrating the above equality over [0, t], and using the Cauchy-Schwarz inequality, we deduce that
Applying Grönwall's Lemma (see e.g. Lemma 9.12 in [17] ) to (2.19) , we conclude our desired estimates. To prove (2.17), multiplying (2.12) by u tt and integrating it over Ω, we immediately derive
By the boundary condition, Young's inequality and the divergence theorem, the following estimate holds:
Integrating over [0, t], we conclude
Then, we derive
where we have used Young's inequalities such that AB Finally, we begin to prove (2.16). Let T > 0, for all 0 t T the integral formula shows
By using our derived result (2.15), we achieve our aim. This completes the proof.
Then, there exists a unique mild solution u to (2.12) . Moreover, the mild solution u satisfies the estimates (2.15)-(2.17).
Proof. Let us prove existence first. Let T 0 > 0 be an arbitrary number. By the density argument, there exist sequences
Using Proposition 2.2, let u (j) be the strong solution of the linear inhomogeneous equation (2.12) with initial data u
and the inhomogeneous term F (j) (t, x). Then, the difference u (j) − u (k) with j, k 1, is a strong solution of the initial value problem
This shows that u (j) ∞ j=1 is a Cauchy sequence in the Banach space
. Therefore, we can define the limit
since T 0 > 0 is arbitrary. Applying again Proposition 2.3 to u (j) , it follows that u (j) satisfies the integral equation
According to Remark 2.1, the operators R(t) and S(t) can be extended uniquely to the operators defined on H 1 0 (Ω) × L 2 (Ω) and L 2 (Ω), respectively. Letting j → ∞, one may obtain
which indicates that u is a mild solution of (2.12).
To prove uniqueness, we find that if two functions u and v satisfy the integral equation (2.13), then we immediately have u = v.
Concerning energy estimates, by Proposition 2.3, each strong solution u (j) constructed above satisfies the estimates (2.15)-(2.17) with u
. By letting j → ∞ and using (2.20), the same estimates hold for the mild solution u. The proof is complete.
Harmonic functions
In this subsection, we give some harmonic function that will be used in the proof of Theorems 1.1 and 1.2.
Proof. From Lemma 2.2 in [19] there exists a regular solution φ 0 of (2.21) such that 0 < φ 0 (x) < 1, for all x ∈ Ω. To obtain the last two properties of φ 0 , it is easy to see that since O is bounded, there exist r 2 > r 1 > 0 such that B(r 1 ) ⊆ O ⊆ B(r 2 ). By the maximum principle we conclude that φ 1 (x) φ 0 (x) φ 2 (x) in Ω, where φ 1 (x) and φ 2 (x) are, respectively, the solution of (2.21) on R n \B(r 1 ) and R n \B(r 2 ). We remember that φ i (x) = r 2−n i −|x| 2−n for i = 1, 2. Moreover, the standard elliptic theory implies that |∇φ 0 (x)| ∼ |∇φ i (x)| for i = 1, 2. As |φ 1 (x)| C and |∇φ i (x)| C|x| 1−n when |x| ≫ 1, this completes the proof.
Similarly, we have the following Lemmas in one and two dimensions, respectively. Lemma 2.2 (Lemma 2.5 in [7] ). There exists a function φ 0 (x) ∈ C 2 (Ω) ∩ C(Ω) for n = 2 satisfying the boundary value problem
x > 0, φ 0 (x) = 0, x = 0, φ 0 (x) → +∞, |x| → ∞ and φ 0 (x) increases at the rate of linear function x.
(2.23) Moreover, the function φ 0 (x) satisfies that there exist two positive constants C 1 and C 2 such that, for all x > 0, we have C 1 x φ 0 (x) C 2 x. In other words, we can take φ 0 (x) = Cx.
Local existence of mild solutions
In this section, we will prove the local (in time) existence of mild solution (Proposition 1.1). We start by giving the definition of the mild and weak solution of (1.1). Clearly, for a nonlinear equation it is not always true that the solution exists globally in-time. Therefore, we consider the solution defined on an interval [0, T ) for T > 0. When T < ∞, such a solution is called local in-time mild (weak) solution, otherwise, it is called global in-time mild (weak) solution. Obviously, each global in-time solution locally exists.
, and u has initial data u(0, x) = u 0 (x), u t (0, x) = u 1 (x) and satisfies the integral equation
in the sense of H 1 (Ω). The following lemma is crucial for the proof of Theorems 1.1 and 1.2.
. Under the assumption (1.5), if u is a global (in time) mild solution of (1.1), then u is a global (in time) weak solution of (1.1).
Proof. We now give the proof for the case when f (u, u t ) = |u| p + |u t | q . For the remaining case f (u, u t ) = |u t | q , one may follow the next approach to directly obtain the desired result.
Let u be a global mild solution of (1.1), T 0 > 0. Let ϕ ∈ C 2 ([0, T 0 ]×Ω) be a compactly supported function carrying the properties ϕ(T 0 , x) = 0 and ϕ t (T 0 , x) = 0.
It follows from the Gagliardo-Nirenberg inequality, under the assumption (1.5), that
26)
where σ 1 = n(p − 1)/(2p) ∈ (0, 1] and σ 2 = n(q − 1)/(2q) ∈ (0, 1]. This shows that f (u, u t ) ∈ C [0, T 0 ], L 2 (Ω) . Thanks to the density argument, there exist sequences
Using Proposition 2.2, let u (j) be the strong solution of the linear inhomogeneous equation (2.12) with initial data u (j) 0 , u (j) 1 and the inhomogeneous term F (j) (t, x). Using Proposition 2.3 to u (j) and knowing the fact that u is a mild solution of (1.1), one may derive
and hence, by using (2.10) in Proposition 2.1, it shows
which implies, by letting j → ∞, that
Moreover, due to the fact that u (j) is a strong solution of (2.12), u (j) is also a weak solution of (2.12), i.e., satisfies (2.14). Thus, letting j → ∞, we may deduce that u satisfies the formulation (3.25). Since ϕ is an arbitrary test function, we claim that u is a weak solution of (1.1).
Let us give the proof of Proposition 1.1.
Proof of Proposition 1.1. Similarly, we now give the proof for the case when f (u, u t ) = |u| p +|u t | q . For the rest case f (u, u t ) = |u t | q , one may follow the next progress to immediately derive the corresponding desired result. Let T > 0 and R > 0. We now define the family of evolution space
As (3.26), the application of the Gagliardo-Nirenberg inequality leads to
which allow us by using Proposition 2.4 defines a mapping
is the unique mild solution to the linear inhomogeneous equation
Then, we also find
Next, we divide the proof into two steps to derive our result.
Let us consider v ∈ Y R (T ) and u = Φ(v). Using (3.26) , one has
therefore, by using the inequalities (3.27)-(3.29), we infer that
T, where I 0 := (u 0 , u 1 ) H 1 ×H 1 , and T ≪ 1. Therefore, for any large constant R, we may choose sufficiently small constant T such that u X(T ) 2R. This proves that Φ is a mapping from Y R (T ) to Y R (T ).
• Step 2. Let us prove Φ is a contraction.
Let v, v ∈ Y R (T ), u := Φ(v) and u := Φ(v). Additionally, we define a new variable
According to Proposition 2.4, the function w is the unique mild solution to the linear inhomogeneous equation
x ∈ ∂Ω, t > 0, and the following energy estimates hold:
Using Hölder's inequality, Sobolev's embeddings H 1 0 (Ω), H 1 (Ω) ֒→ L 2r (Ω) for r > 1, and the following well-known inequality:
we conclude for all t > 0 that
Therefore, similarly as the above and by choosing sufficiently small constant T for any large constant R, we may conclude that
This implies that Φ is a contraction mapping. Then, according to the Banach fixed-point theorem, there exists a unique mild solution u ∈ X(T ) to problem (1.1). Moreover, by uniqueness, there exists a maximal interval [0, T max ), where
Finally, if the lifespan T max is finite, then the energy of the solution blows up at T max such that 
Blow-up of solutions
This section is devoted to prove the blow-up results for (1.1), namely, Theorems 1.1 and 1.2. The main approach of the proof is based on the variational formulation of the weak solution by choosing the appropriate test functions. Note that the harmonic functions introduced in Lemmas 2.1, 2.2 and 2.3 play a crucial role in an exterior domain, because of their asymptotic behaviors and the value vanishing on the boundary ∂Ω.
Proof of Theorem 1.1. We argue by a contradiction that assuming that u is a global (in time) solution of (1.1). It immediately shows the following relation:
for all T > 0 and all compactly supported function ϕ ∈ C 2 ([0, T ] × Ω) such that ϕ(T, x) = 0 and ϕ t (T, x) = 0 for all x ∈ Ω.
Let us take a test function such that 0 Φ(r) 1, |Φ ′ (r)| C/r and |Φ ′′ (r)| C/r 2 with some constants C > 0. Finally, let us define an additional test function Ψ T = Ψ T (t) such that
This test function has properties Ψ ′ T (t) = −η k T (t), and supp Ψ T ⊆ [0, T ]. Making use of the properties of these test function, we may derive
where Ω 1 := {x ∈ Ω : |x| 2T }. At this stage, we have to distinguishes three cases such that n 3, n = 2 and n = 1. In each case, we will apply different asymptotic properties of the harmonic function φ 0 (x).
• Proof of blow-up for n 3.
In order to estimate the right-hand side of (4.32), we introduce the term ϕ 1/q ϕ −1/q in I 1 , and we use Young's inequality to obtain
Let us consider Lemma 2.1 with all properties of φ 0 , T ≫ 1, and Young's inequality, which deduce
where ∇Ω 1 := {x ∈ Ω : T |x| 2T }. Similarly,
Using (4.33)-(4.35), it follows from (4.32) that
36)
We now divide the discussion into two cases.
For the case when 1 < q < 1 + 1/n, by Lemma 2.1 we know |∇φ 0 (x)| C|x| 1−n CT 1−n CT −1 for x ∈ ∇Ω 1 . Therefore, using the fact that
and the change of variables such that y = T −1 x, s = T −1 t, we get from (4.36) that
where the constant C is independent of T . Since q < 1 + 1/n, it follows by letting T → ∞ that
On the other hand, since Ψ T (0) C T , |∇ϕ ℓ T (x)| C/T , |∆ϕ T (x)| C/T 2 , and |∇φ 0 (x)| C/T in ∇Ω 1 , we may observe that
which leads to a contradiction.
Let us consider the case q = 1 + 1/n. From (4.36), there exists a positive constant D independent of T such that
which implies that
as T → ∞. On the other hand, we use Hölder's inequality instead of Young's one in I 1 , I 2 , and I 3 , together with the same change of variables, we get
thanks to q = 1 + 1/n. Similarly, one gets
Finally, using (4.39) and (4.40), it leads from (4.32) that
Hence, by letting T → ∞ and using (4.38), we get a contradiction.
• Proof of blow-up for n = 2.
In this case, we have a blow-up result just in the case 1 < q < 1 + 1/n = 3/2. By repeating the same calculations in the case of n 3 and using Lemma 2.2 instead of Lemma 2.1 (note that the main difference is that φ 0 (x) C ln(|x|)), we easily conclude that
This implies that
where we have used, e.g., the fact that ln(T ) C T (q ′ −3)/2 . By letting T goes to infinity and using our assumption q < 3/2, we obtain the desired contradiction.
• Proof of blow-up for n = 1.
For the case 1 < q < 2+
is the positive root of the quadratic equation α 2 − α − 1 = 0, following the similar procedure as in the case of n 3 and making use of Lemma 2.3 rather than Lemma 2.1, the following estimates hold:
Using the change of variables: y = T −α x, s = T −1 t, we get a contradiction from (4.36) by letting T → ∞.
For the critical case q = 2+ √ 5 1+ √ 5 , we get the contradiction by applying a similar calculation as in the case n 3 above by taking into account the support of ∂ x ϕ T (x), ∂ 2
x ϕ T (x) and ∂ t η T (t). This completes the proof of Theorem 1.1.
Proof of Theorem 1.2. We may claim by contradiction that u is a global (in time) solution of (1.1). Let us apply some integration by parts and some properties of test function to deduce the next equality:
where we denote I := 
where φ 0 is defined in Lemma 2.1, 2.2 and 2.3, the test functions ϕ T (t), η T (x) are the same in the proof of Theorem 1.1. Again, we discuss the proof into three parts: n 3, n = 2 and n = 1, respectively.
• Proof of blow-up for n 3. Now, we should find a suitable combination of integration by parts. In other words, we will answer how to do integration by parts on the right-hand sides of the equation in (4.41). Thus, all the possibilities should be shown.
Applying Lemma 2.1 and Young's inequality, we can derive the following estimates for I j with j = 1, 2, 3: Part I: The possibilities of estimates of I 1 are P (1)
1 :
Part II: The possibilities of the estimates of I 2 .
P
(1)
Part III: The possibilities of the estimates of I 3 .
3 :
In the above, we take the positive constant ε ∈ (0, 1/6). Now, we need to distinguish between the following eight cases. Table 1 . Combination of the estimates I 1 , I 2 and I 3 for n 3
By straightforward computations, we find that Cases 1 and 5 are sufficient for us to prove blow-up result.
More precisely, we may directly derive in Case 1
Let us take the next assumption:
Thus, we can conclude the blow-up of solution providing that 1 < p 1 + 2 n − 1 and 1 < q.
In Case 5, it is easy to get
Again, assuming (4.42) for initial data, we get the blow-up result when 1 < p and 1 < q 1 + 1 n .
In conclusion, we complete the proof for n 3.
Let us derive the estimates for I 1 , I 2 and I 3 by employing Lemma 2.2. Part I: The possibilities of the estimates of I 1 .
Q
2 :
Part III: The possibilities of the estimates of I 3 . In the above, the positive constant is chosen by ε ∈ (0, 1/6). Now, we need to distinguish between the following eight cases in the next Actually, in order to prove our result, we just need to consider Cases 1 and 5, respectively.
For one thing, concerning Case 1, we may obtain the estimate
By assumption (4.42), the blow-up of solution can be derived if 1 < p < 1 + 2 n − 1 and 1 < q.
For another, taking the consideration of Case 5, one has
With the assumption (4.42), the solution blows up providing that 1 < p and 1 < q < 1 + 1 n .
Then, they complete the proof in the case n = 2.
The application of Lemma 2.3 with the change of variables such that y = T −α x and s = T −1 t, where α > 1, implies the next estimates. Part I: The possibilities of the estimates of I 1 . Table 3 . Combination of the estimates I 1 , I 2 and I 3 for n = 1
Precisely, we may have the estimate in Case 1 that
Consequently, with the assumption (4.42) the solution blows up in finite time when 1 < p 1 + α 1 ≈ 2.28 and 1 < q.
Next, the simple calculation in Case 2 implies
2εI + εJ + C T −2p ′ +2α+1 + T −(α+1)(p ′ −1) + T −(α−1)q ′ +α+1 + T −(2α−1)q ′ +2α+1 .
One may claim blow-up of solutions under the assumption (4.42) and the condition 1 < p 2α + 1 2α − 1 and 1 < q α + 1 2 .
In Case 4, we compute
Moreover, by considering the assumption (4.42), the solution blows up in finite time when 1 < p α + 1 and 1 < q 2α + 1 2α .
Finally, we may obtain the estimate in case 5
We conclude blow-up of solution providing that the assumption (4.42) is fulfilled and 1 < p and 1 < q 1 + α 2 2 ≈ 1.3.
Again, it is enough to consider just Case 1, Case 2 (for α < α 1 ), Case 4 (for α 1 < α < α 2 ), and Case 5. Combining with the results from these four cases, we immediately complete the proof in the case n = 1.
