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Figure 1: Left: Volume rendering of MRI head with a 1-D transfer function. Middle: 2-D transfer function. Right: 10-D classification
function.
Abstract
In the traditional volume visualization paradigm, the user speci-
fies a transfer function that assigns each scalar value to a color
and opacity by defining an opacity and a color map function. The
transfer function has two limitations. First, the user must define
curves based on histogram and value rather than seeing and work-
ing with the volume itself. Second, the transfer function is inflexi-
ble in classifying regions of interest, where values at a voxel such
as intensity and gradient are used to differentiate material, not tak-
ing into account additional properties such as texture and position.
We describe an intuitive user interface for specifying the classifica-
tion functions that consists of the users painting directly on sample
slices of the volume. These painted regions are used to automat-
ically define high-dimensional classification functions that can be
implemented in hardware for interactive rendering. The classifica-
tion of the volume is iteratively improved as the user paints samples,
allowing intuitive and efficient viewing of materials of interest.
Keywords: classification, graphics hardware, interactive visual-
ization, multidimensional transfer function, neural network, user
interface design, volume visualization
1 Introduction
Direct volume rendering has become a popular technique in visual-
ization, which allows scientists to gain insights into their data sets
through the display of materials of varying opacities and colors.
Volumetric data sets often have a single scalar value per voxel, so
classification of these voxels to assign color and opacity is critical
in obtaining useful visualizations that help to provide understand-
ing into a data set. Without a proper classification function to show
interesting features or remove obscuring data, it is impossible to
correctly interpret the volumetric content.
The transfer function is typically used to perform this classifica-
tion. The traditional one-dimensional transfer function for volume
rendering only considers a voxel’s scalar value; that is, there is a di-
rect mapping of transparency to scalar value. Designing this type of
transfer function is often not intuitive for the users since they must
work in some derived transfer function space (show in the bottom
left of Figure 1), where the users might specify a curve defining a
mapping between scalar values and opacity. In addition, the tra-
ditional transfer function is of limited effectiveness in performing
the actual classification. For example, for the MRI head data set
(also shown in Figure 2), it is difficult to specify a one-dimensional
transfer function that differentiates the brain and the region near the
skull since the scalar values of the two regions are similar. As such,
the user can only show both materials together as shown on the left
of Figure 2, in which case the outer layer might obscure the brain
material of interest. The user could reduce opacity of the outer layer
to make the brain more visible, but the brain would simultaneously
become more transparent and difficult to see as shown on the right
of Figure 2. The user often needs to iteratively try to find a transfer
function that is a compromise between the two, as shown on the left
of Figure 1 which still has some material obscuring the brain, with
the brain to some degree transparent as well.
Recently, there has been research into the use of 2D and 3D
transfer functions which take more information into account such
as first- and second-order gradients [Kindlmann and Durkin 1998;
Kniss et al. 2001]. An example of a visualization of the brain us-
ing a 2D transfer function and its interface are shown in the center
of Figure 1. The additional gradient information allows more re-
fined classification, and works well when a user wants to visualize
the boundaries between different materials. However, other prop-
erties, such as textures and position, are not taken into account. It
is our belief that these additional properties should be used to per-
form better classification. The challenge of using these additional
neighborhood properties is that the complexity of transfer function
specification grows significantly beyond two dimensions.
In our work we describe a new method for specifying high-
dimensional classification functions that consists of the user simply
painting on a few slices from the volume data sets. The user is given
full control of what materials they want to classify by applying one
color paint to parts of the volume they want to see, and another color
paint to regions they do not want to see. Abstracted from the user
is the generation of a high-dimensional classification function us-
ing artificial neural networks. The network uses the painted regions
as training data to ’learn’ a classification function that maps voxels
into uncertainty of whether the given voxel is part of the material
of interest. This uncertainty can then be mapped to opacity during
rendering. The high-dimensional function used in our work uses as
inputs a voxel’s scalar value, gradient magnitude, the values of its
neighbors, and its x, y, z location. The scalar value is fundamental
information directly from that voxel, its neighboring values provide
information that can be incorporated for texture, while position can
be used to take into account a material’s structural properties. Two
materials might have similar scalar value, but they are much less
likely to also have similar gradient magnitude, texture and location.
Thus by using a high-dimensional classification function, it is pos-
sible to better differentiate the materials for visualization.
All stages of the method described in this paper are fully in-
teractive including the implementation of a hardware-accelerated,
neural-network-driven volume renderer. The user is able to paint on
the volume, immediately see the results of the network as it trains,
and continue to paint to provide additional training data to steer
the network toward achieving a classification function meeting the
user’s visualization objective.
Figure 2: Visualization of an MRI head data set. The left image
shows the result of a one-dimensional transfer function where the
brain and the region near the skull are both shown. Since the scalar
values of the two materials are very similar, the outer layer obscures
the brain. The right image shows the result of reducing the opacity
of the outer layer, reducing the opacity of brain at the same time.
2 Related Work
There has been a great deal of research devoted to the generation of
transfer functions for volume visualization [Pfister et al. 2001]. Fu-
jishiro et al. [Fujishiro et al. 1999] use topological information from
a hyper-Reed graph to derive transfer functions. Bajaj et al. [Bajaj
et al. 1997] present techniques for capturing isosurfaces of inter-
est. He et al. [He et al. 1996] use generic algorithms to breed trial
transfer functions. The user can either select functions from gen-
erated images or allow the system to be fully automated. Marks et
al. [Marks et al. 1997] address parameter selection problem in gen-
eral by rendering a multidimensional space of those parameters.
The user then navigates this space, in the context of volume visu-
alization, to choose appropriate transfer functions. Jankun-Kelly
and Ma [Jankun-Kelly and Ma 2001] present automated methods
for generating transfer functions to visualize time-varying volume
data.
Levoy [Levoy 1988] shows how to use gradient magnitude to
enhance material boundaries in volume data [Levoy 1988]. Konig
and Groller [Konig and Groller 2001] introduce a user-interface
paradigm with a set of specification tools assisted with realtime vol-
ume rendering to make it easier for the user to select transfer func-
tions. Kindlmann and Durkin [Kindlmann and Durkin 1998] sug-
gest that by looking at a two-dimensional scatterplot of data values
and gradient magnitudes, which is a 2D histogram, opacity trans-
fer functions can be easily defined to effectively capture features
composed of boundaries between materials of relatively constant
data value. Kniss et al. [Kniss et al. 2001] extend this work by in-
troducing a set of direct manipulation widgets as the interface for
defining multidimensional transfer functions for volume visualiza-
tion. The concept of dual-domain (i.e., the volume data space and
the transfer function space) interaction they described allows the
user to specify regions in volume space and immediately see the
resulting regions in transfer function space. This interaction helps
incorporate the user’s spatial understanding of the volume data into
the transfer function space. Huang and Ma [Huang and Ma 2003]
present a technique that can suggest a 2D transfer function by us-
ing the results of partial region growing from a point selected in
volume space. Our technique eliminates the transfer function space
entirely, replacing it with a volume space painting interface.
Artificial neural networks have received a lot of attention in the
field of biomedical imaging, especially to assist in image segmenta-
tion tasks [Cloete and Zurada 2000; Duch and Jankowski 1997; Ge-
lenbe et al. 1996a; Gelenbe et al. 1996b; Hall et al. 1992; Mitchell
1997; Perlovsky 2000]. Our work employs a neural network cou-
pled with an interactive user interface and a hardware-accelerated
volume renderer for classification and visualization of biomedical
volume data.
3 Our Method
Our work provides a painting user interface which allows the user
to easily specify the region of interest, and uses high-dimensional
classification functions to classify the volume. Figure 3 shows the
overall process of interactive classification and visualization. The
portion most visible to the user is the painting-based interface used
to collect sample points of the region he or she wants to see. The
user starts by painting sample points on a slice of the volume. These
painted sample points are fed to the neural network where training
begins to produce the network.
Training is an iterative process, with the user able to interac-
tively view the results from the current network on classified slices
and volume is in real-time. The user can use this feedback to fur-
ther revise the painting and add additional training data so that the
resulting network leads to their desired classification.
3.1 User Interface
In traditional volume rendering interfaces, a user requires a certain
level of understanding of the intensity distribution of a data set and
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Figure 3: The visualization process. The painting user interface
gives the user direct access to the volume data and allows the user to
indicate the region of interest. “Samples” are the points in painted
regions and are also the input to the neural network. The neural
network trains using the samples to obtain a set of weights. By ap-
plying the trained network to a volume, the user can classify and
then render the volume. The resulting visualization is shown to the
user so that paint can be added or removed to refine the classifica-
tion until a satisfying result is obtained.
familiarity with the user interface to make an acceptable transfer
function. When a user tries to visualize a new data set, a great
deal of time might be spent experimenting with different mapping
functions for that data set.
The goal of our user interface is to provide a means for the user
to partition a data set into different material classes. The user spec-
ifies membership into a material class by painting on slicing planes
using two different colors. One color is applied to indicate exam-
ple regions that are part of the material class, while the other color
is used to indicate regions that are not part of the material class.
For example, the user might apply red paint to the brain region of
a slices of an MRI scan to indicate it is a material of interest, and
blue in other regions to indicate otherwise.
The painting user interface is intuitive to the user since it allows
the user to work directly with the volume data, rather than a derived
transfer function space. The user is also provided a set of familiar
painting user-interface tools which include brushes and erasers of
varying sizes. There are x, y and z axis-aligned slicers for the user
to view and paint on the volume.
The user does not need to paint on all slices of the volume, but
instead must paint in some areas of a couple of slices to classify
the entire volume. The required number of painted voxels varies
depending on the data set. When using position information, the
painted voxels need to be more spread out across different slices
in order to provide general samples for training. Thus, real-time
visual feedback must be provided such that the user can look at
the resulting slices or volume to find the regions that are not well-
classified, and quickly go to the corresponding slices to paint more
sample points to improve the classification.
When painting on a slice, the corresponding painted regions are
also shown in the other two slicers, with all painted sample points
recorded in a table that is used to train the neural network. For
scalar data, the sample point data includes the scalar value of the
voxel, gradient magnitude, the scalar values of its neighbors, and
the position of this voxel, and a value that indicates membership
into a material class. For color data, the sample point data includes
the R, G, B values of the voxel, values of its neighbors, and position.
Therefore, when a user chooses to visualize a color data consider-
ing 12 neighbors, the dimensionality of its classification function is
3+12×3+3 = 42.
3.2 Artificial Neural Network
An artificial neural network is an intelligent system that acquires
knowledge through a training process and applies the knowledge
to solve similar problems. It is powerful because it can learn both
linear and non-linear relationships between inputs. Figure 4 shows
the structure of an artificial neural network.
Each connection between neurons has a weight, with the weights
modulating the value across that connection. Training is the process
of modifying the weights until the network implements a desired
function. To train a network, a set of training inputs and desired
outputs are required. At the beginning, the weights are set at ran-
dom, and are iteratively modified to obtain a network which mini-
mizes the error at the output for the training data. Once training has
occurred, the network can be applied to data that was not part of the
training set.
The neural network topology we use is three-layer perceptron,
and it is trained with the Feed-Forward Back-Propagation Net-
work (BPN) algorithm. The back-propagation algorithm, which
is designed for supervised training, was introduced by Paul Wer-
bos [Werbos 1974], and has been widely used since the work of
Rumelhart and McClelland [Rumelhart and McClelland 1986].
A back-propagation neural network consists of at least three lay-
ers: an input layer, at least one hidden layer, and an output layer.
The structure of a neural network is shown in Figure 4. In this
example, there are m inputs in the input layer, n hidden nodes in
the hidden layer, and one output in the output layer. Neurons are
connected in a feed-forward fashion, and every neuron in the in-
put layer is connected to all neurons in the hidden layer, similarly,
hidden nodes are fully connected to the nodes in the output layer.
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Figure 4: Structure of an artificial neural network with m inputs, n
hidden nodes and one output.
The input data to the neural network in our work is a set of
vectors where each vector contains information such as the voxel’s
value, gradient magnitude, values of its neighbors and position. The
output data is a number between zero and one which indicates if a
voxel is a member of a material class. The input vector is prop-
agated forward through the network, influenced by the weights of
each connection between neurons from different layers. The output
of the back-propagation network is compared with the desired out-
put and an error value is calculated. The error is backpropagated to
the inputs and used to adjust the weights to better match the desired
output.
The implementation of a backpropagation neural network re-
quires a non-linear transformation, and the sigmoid function f (x) =
1/
(
1+ e−x
)
is a typical one used in neural network for non-linear
mapping.
Figure 5: The user can immediately see the result of the iterative
refinement of the neural network. This image sequence shows the
progression of training results over a three second period.
In order to perform as much training as possible while main-
taining interactivity, the incremental training process occurs in the
system idle loop. After each training iteration, a classified slice is
shown so the user can determine whether the network performs sat-
isfactorily in that slice region or if more paint should be applied to
supply additional training data.
In our work, the training of the network is in real-time. For ex-
ample, Figure 5 shows the iterative refinement of neural network
weights over a period of three second in one second increments
when applied to the MRI Head data set. The image on the left shows
the result of the network without any training, while the figure on
the far right shows the solution after three seconds of training. If
additional paint samples were added, the training algorithm would
use this data to refine the previous network.
Classification of an entire volume can be performed in hardware
during rendering as described in the next section, or in software.
Applying the network in software consists of feeding each voxel
and its neighboring properties into the network to get an uncer-
tainty value between zero and one. This uncertainty value can then
be stored in a new classified volume that can be rendered using tra-
ditional volume rendering methods in either software or hardware.
The advantage of using software for classification is that it does not
require any graphics hardware, the size of the network can be ar-
bitrarily large, and classification is a preprocessing step that occurs
once, rather than for each frame during rendering. The disadvan-
tage of software is performance, where it can take up to 9 seconds to
apply the network with 11 input nodes, 8 hidden nodes for classify-
ing a 256×256×256 volume using a Pentium V 2.8 GHz computer,
making it unsuitable for applications where the user must see the
result of the trained network during training.
3.3 Hardware-Assisted Neural Network and Ren-
derer
It is very desirable that the user be able to quickly see the results
of the neural networks training on the entire volume during the ap-
plication of paint to steer the network to best classify the regions
of interest. The application of the network to a volume in software
limits this interactivity because of the sheer number of voxels typi-
cally involved. With this in mind, we have implemented the neural
network in hardware and calculated the weights dynamically during
rendering.
The neural-network volume renderer is implemented using a
pixel shader, which permits the execution of assembly language
instructions that are run on a per-pixel basis during the rasteri-
zation of a polygon. Rendering uses the standard technique of
drawing a stack of view-aligned polygons that sample a 3-D tex-
ture [Van Gelder and Hoffman 1996], with the enhancement that
a pixel shader is used that implements the neural network as these
polygons are rasterized. We tested our implementation on a ATI
Radeon 9700 Pro graphics card. Our pixel shader requires seven
texture lookups for retrieving the center voxel values and its neigh-
bors as inputs for the neural network. The position of pixel in 3-D
volume space is simply derived from the texture coordinates of the
pixel.
The same nearest neighbors used for neural network calculation
are also used for calculating central differences for lighting. Thus,
normal map textures are not required for lighting which permits the
storage of significantly larger volumes on the graphics card.
While the hardware-assisted neural network is much faster than
the software version, it is limited by the hardware capabilities. The
size of the network implemented in hardware is restricted by the
amount of data that can be passed to a pixel shader for the neural
network weights, and the number of assembly language instructions
that can be used in a pixel shader. Thus, our hardware implementa-
tion uses only up to eight hidden nodes, a limit that does not exist in
our software implementation. It is desirable to use a network with
a number of hidden nodes that is divisible by four since the highly-
vectorized nature of hardware allows for the efficient execution of
data in vectors of length four. The pixel shader itself can be imple-
mented fairly efficiently with a series of vectorized MAD (multiply
add) instructions, with additional instructions to compute the sig-
moid excitation function. In our work, both software and hardware
neural networks are implemented, and the users can choose one of
the networks depends on the required network size.
Rendering performance is limited by the time required to ras-
terize the textured polygons to the screen, which is hampered by
the necessary seven texture lookups and the length of the pixel
shader. The amount of I/O sent to the renderer for each frame
consists only of the newest neural network weights. The render-
ing of a 256×256×256 volume to a 512×512 window occurs at
approximately 1.5 frames per second using the graphics card men-
tioned previously. Since the amount of data that must be sent to the
renderer is low, rendering can be easily done asynchronously on a
separate computer, where for each frame the rendering PC queries
over a network the most recent set of weights (under one kilobyte
of data) from the PC where painting and neural network training
occur.
3.4 Classifying Multiple Materials
The method described so far can be used to classify a single material
in the volume. Often it is desirable to classify more than one object
in a volume. For example, a user might want to show more than
one material at a time, or a certain organ with high opacity value
and other regions with low opacity to provide context. Our work is
also able to handle multiple material classes as well.
To classify more than one material at a time, we use multiple
networks. First, we classify a material by the method described
in the previous sections. When adding another material class, a
new neural network is created and used. For the second material,
we also follow the same procedure as classifying the first material.
Two sets of weights are generated separately by two different neural
networks with two different groups of sample points. The results of
all networks are used to volume render the classified volume.
Training is only performed on the newest material class. There-
fore, when classifying a volume into multiple materials, the training
time is the same as for single material classification since only one
neural network is trained at a time. Rendering is accomplished us-
ing multiple passes, one for each of the material classes. The more
expensive hardware neural network renderer pixel shader is used
only when displaying the most recent material class, with the pre-
viously materials being rendered from precomputed volumes.
4 Results
The data sets we used to test our system are a 128×128×128 MRI
head data set, a 256×256×109 MRI head data set with the skull
partial removed, and a cryosection color brain data set resized to
256×256×256.
We first applied our technique to the first MRI head data set
which has brain material in the middle surrounded by materials of
similar intensity near the skull.
In Figure 6 through Figure 8, the progression of a session of a
user employing our technique is shown. The left image of Figure 6
shows a slice painted with pink representing the area the user wants
to see and blue represents the area the user does not want to see.
The middle image shows the result of the color-coded classification
by the neural network. As indicated by the color bar, if a color of
a pixel is closer to blue, the pixel is less likely to be part of the
material of interest. If the color is closer to pink, the pixel is more
likely to be part of the material of interest. When the user only
paints on the empty region and the brain, the image shows the brain
with pink, which indicates that the voxels in this region have very
similar characteristics to the regions the user painted. The other
regions of the head are shown in red to green since the user has
not given input to classify them. The right image is the result of
hardware-accelerated volume rendering for this classification.
When the user obtains a result containing unclassified areas,
more painting is required. Figure 7 shows a painted slice, the clas-
sified slice, and the classified volume rendering after more paint has
been applied. Most materials except the top of the head and brain
have been removed. By continuing to paint on the top of the head,
as shown in Figure 8, the brain is the only material remaining, with
all other regions removed.
The left image in Figure 9 shows the results of the classification
of multiple materials. The brain is rendered with high opacity value,
and the skull and skin are rendered with a very low opacity so as
not to obscure the brain. The right image shows the classification
of the brain and the rest of the head without the skull and materials
cover the brain.
Figure 10 shows another pair of examples of classifying multiple
materials in the second MRI head data. The left image is the classi-
fied parietal lobe and cerebellum. It is difficult to classify those two
materials using low-dimensional transfer functions because of the
similarity of their scalar values. But when texture and position are
taken into account, the two materials can be separated. The right
image contains the parietal lobe and cerebellum rendered with high
opacity, and the skull rendered with low opacity.
For color data sets, the classification function is only used to
assign opacity since each voxel has an RGB color associate with
it. Assigning opacity by specifying a three-dimensional transfer
function for this type of data is made difficult by the traditional 2D
interface and display. Our method, however, is able to handle color
data sets in the exact same manner as scalar value data sets, where
the user can paint on 2D slices that pass through the volume. The
information used in classification includes the R, G, B color values
of a voxel, the colors found in a voxel’s six or twelve neighbors, and
its position. That is, the dimensions of our classification function is
either 24 or 42.
An example of classifying the cryosection color data set is shown
in Figure 11. The left image is one of the photographic slices of
the original data set. Each slice consists of the brain in the mid-
dle with surrounding white ice and a table the brain was placed
on. Some regions in each slice show gaps in the brain which re-
veal deeper regions of the data set that are not part of the current
slice. Thus, to visualize the brain properly it is necessary to remove
the ice and surround regions, as well as those gaps in the brain,
which often have a very similar color as the brain itself. Takanashi
et al. [Takanashi et al. 2002] developed a method for specifying
three-dimensional transfer functions that consists of transforming
the RGB color values using independent component analysis into
a derived ICA space that allows a transfer function to be specified
as a series of 1D transfer functions aligned to each of the ICA axis.
Their method simplifies the task of specifying RGB color transfer
functions, but requires the user to work in a derived data space that
is further from the original data. With our method the brain can
be classified from its surrounding material but the user is able to
work directly with the data, avoiding the requirement of specifying
a three-dimensional transfer function.
The right image is the result of the classified brain generated by
using the values of a voxel, six neighbors and the position with 20
hidden nodes when two cutting planes are applied to the volume so
that the users can look at the inner structure.
5 Conclusions
An effective visualization is able to communicate information about
those specific spatial structures that are of interest to the viewer,
without the distraction of materials that are not of interest. Since the
types of structures of interest vary widely depending on the user of
system, user interfaces for classification must be powerful enough
to provide high quality classification, yet intuitive enough to be ac-
cessible to a wide range of scientists.
For future work we would like to investigate the use of less com-
putationally expensive excitation functions to compute the sigmoid
excitation function which is used in hardware neural network for
better performance during rasterization.
Other future work includes determining how our painting inter-
face could be combined with the traditional 1-D or 2-D transfer
function paradigm. One of the limitations of neural networks is
that there is no intuitive relation between the numerical values of
the weights used in a network and the resulting function the net-
work implements. This makes it extremely difficult to make any
direct changes to a network. The technique described in our paper
could be adapted to generate traditional 1-D or 2-D transfer func-
tions by using neural networks with one or two inputs, however
much of the power of our method that comes from higher dimen-
sional classification functions would be lost. Thus the challenge in
this type of integration of our method and traditional transfer func-
tion techniques would be trying to maintain the high quality classi-
fication that comes from high dimensional classification with some
of the interface characteristics of the traditional transfer function
interface.
In this paper we have described a new type of volume visual-
ization user interface that allows the users to specify which re-
gions in a volume they would like to visualize by simply paint-
ing on a few slices from that volume. Abstracted from the user
is a higher-dimensional classification function implemented using
artificial neural networks that makes effective use of a voxel value,
gradient magnitude, its individual nearest neighbors, as well as spa-
tial position. Thus the new user interface is not only more intuitive
than specifying a one-dimensional transfer function curve, it is also
more powerful in that it uses far more information for classification
to occur.
The rendering of the classified volume is implemented in graph-
ics hardware, providing maximum interactivity, which is critical for
giving users the ability to control which aspects of the volume they
visualize. We believe more intuitive interfaces, like the one we de-
scribe, will make volume visualization more accessible to a wider
range of scientists to meet their visualization needs.
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