This paper presents the implementation of a Region-based Convolutional Neural Network focused on the recognition and localization of hand gestures, in this case 2 types of gestures: open and closed hand, in order to achieve the recognition of such gestures in dynamic backgrounds. The neural network is trained and validated, achieving a 99.4% validation accuracy in gesture recognition and a 25% average accuracy in RoI localization, which is then tested in real time, where its operation is verified through times taken for recognition, execution behavior through trained and untrained gestures, and complex backgrounds.
Introduction
The development of applications for pattern recognition in images or videos has been increasing considerably during the last years, and with this, the implementation and improvement of different techniques in this area has had a significant growth. One of the most important techniques has been the convolutional neural networks (CNN) [1] [2] , which were introduced in the 90's [3] , however, because of their high computational cost were not widely used until the early 2010's, where, thanks to the use of GPUs in image processing, these networks have now received considerable support and consequently, different ways of improving the performance of these have been developing.
The CNNs are mainly oriented to the recognition of object patterns, in which they have obtained a high performance, mainly in the recognition of handwriting and analysis of documents [4] . In addition, CNN's have achieved high accuracy in recognizing much more complex objects, as shown in [5] , where a network is trained to classify 1000 different categories. For this reason, CNN has been improved in recent years, increasing its depth to get maps of even more detailed features, implementing architectures of up to 19 convolution layers to be used in large-scale images [6] .
CNN has not only been improved in depth and addition of new layers, but also in combination with other techniques to perform much more robust tasks. An example of this is given in [7] , where a CNN is used along with a recurrent neural network to recognize not only an object, but the network is able to know what happens in the scene. On the other hand, the use of convolutional neural networks has been improved so that they are also able to detect object locations, as in [8] , where it is studied the combined use of Haar + AdaBoost classifiers with CNN's for pedestrian localization, in order to correctly classify which is a pedestrian and which not, by means of detection of regions of interest or RoI's.
Other CNN object localization techniques have already begun to be implemented, such as the Region-Based CNN or R-CNN [9] , which are a combination of Region Proposal algorithms (in that case Selective Search is used) with CNN, however, for the long time it takes to properly classify RoI, two new techniques were created, which are the Fast R-CNN [10] and the Faster R-CNN [11] .
However, in the state of the art, the recognition of hands by means of CNN is done through a static camera, i.e. in order to recognize the hand and the gesture that it is effecting , it is done on a fixed background [12] [13] . An approach to recognize the hand on a dynamic background, in other words, a background that changes through the execution time of the recognition, is presented in [14] , where from color segmentation, the location of the hand is discriminated for a mobile robot to execute the commands that are indicated to it, however, the user must use a specific color glove and be in an environment with controlled lighting.
The novelty of this work is the use of Region-based convolutional neural networks as the first approximation for the recognition and localization of hand gestures in dynamic backgrounds, for this case 2 gestures: open and closed hand, so that the camera is not required to be positioned in a fixed direction and can interact with the user while it is focused in different directions, without the need for a background removal preprocessing. This paper is divided into four sections, where section 2 describes the methods and materials, showing the built database, and the configuration, training and validation of the R-CNN. Section 3 shows the results obtained by means of different tests and their respective analysis. Finally, section 4 presents the conclusions reached.
Methods and Materials
In previous works, different CNN architectures were trained in order to recognize two hand gestures: open and closed, obtaining accuracies from 73% [15] to 90.2%, the latter obtained with the architecture shown in Fig. 1 , designed for complex backgrounds. However, in order to perform this recognition, it was necessary for the camera to be fixed to do a background preprocessing to detect when there was a hand, regardless of the distance it was from the camera, and then be sent to the neural network. However, for applications where the camera is in motion, such as in mobile robots, dynamic backgrounds are presented, with color variations and complex textures, making the detection of the hand more complex or requiring more robust preprocessing, which slow down detection or even recognize objects not belonging to the training categories of the network, generating false positives. To solve this, it is proposed to implement the recognition of hand gestures by means of an R-CNN based on whose operation begins by segmenting different parts of the image by means of a region proposal algorithm, so that they are sent to the CNN to be evaluated, and thus to find in which of the segments is one of the categories with which the network was trained (see Fig. 2a ). For this case, the region proposal is based on the Edge Boxes algorithm [16] , while the CNN architecture can be seen in Fig. 2b that, compared to the architecture of Fig. 1 , has an additional fullyconnected layer to give it greater depth (which helps to learn more features). The output of the network consists of 3 categories: the two hand gestures plus an additional one, which is the background. 
Dataset
In order to carry out the training of the proposed network, a database of images of size 480 of high and 640 of width (standard resolution of a webcam) is built, which consists of 355 open hands and 355 closed hands, where to each one is defined a region of interest (RoI) by means of a bounding box that covers the whole of the hand within the image, obtaining a total of 710 images. However, in order to avoid very large variations in the sizes of the regions, it is established that the hands must be at a specific distance, so that the assigned region is between 250 and 350 pixels high, for open hands, and between 160 and 210 pixels wide, for closed hands, if the RoI is not in these ranges, the image is discarded, so that at the moment of calculating the regression of the region proposal, its deviation is not very high. For this reason, the training dataset is reduced to a total of 223 images, where 118 are open hands and 105 closed hands, which comply with these conditions. A sample is illustrated in Fig. 3 . 
Network Training and Validation
In order to obtain the best performance of the network, it is not necessary to choose the last epoch trained, since the network can begin to present overfitting after a certain amount of epochs, i.e. it begins to memorize instead of to generalize, for this reason, different epoch are evaluated to choose the one that best behaves, by obtaining different performance parameters, which are the overall accuracy and training loss, for the CNN, and the relationship of precision and different levels of recall, for the extraction of regions [17] , where an average precision of RoI estimation is obtained. For evaluation, the complete dataset is used, i.e. the 710 initial images, to analyze their performance not only with gestures at a certain distance, but at different distances.
In the first instance, the proposed network training is performed with the dataset obtained, then choose 10 different training epochs to be evaluated and select the best to be tested in a real-time test. The first epoch selected was the number 70, where its training accuracy surpassed 95% (see Fig. 4 ), and the loss, or cost for inaccuracy in the recognition of categories during training, was below 0.1 (see Fig.  4 ). The second epoch chosen was the first to obtain 100% for 10 consecutive epochs, which was the number 110, and from this, it was taken every 20 epochs, until reaching the epoch 270. Once the 10 epochs are selected, the evaluation of each one is performed, obtaining a behavior in the validation accuracy, as shown in Fig. 4 and in Table 1 . Table 1 .
Performance of Each Epoch
In this table the performances obtained from both the CNN and the RoI regression are presented, where the best results were the epochs 150, 170 and 190, obtaining a validation accuracy of more than 99%, however, the accuracy with which RoI was estimated was approximately 25% for the two categories. This is due to the fact that although the training images are in the test, there are many images with distances with which the R-CNN was not trained, therefore, there is a certain degree of imprecision when estimating RoI, even if the gesture is correctly classified, as can be seen in Fig. 5 , where the estimated area is smaller than expected, although this is correctly positioned in the hand. On the other hand, with regard to the following epochs, the overall accuracy began to decrease, possibly due to the overfitting that is generated with the passing of the training epochs, which generates a degradation in the recognition of the main general features of the hand, even affecting the estimates of the RoI due to the activations that the CNN has, since it can recognize a positive RoI as part of the background, as it happens mainly in the epoch 250, where 19 RoI's were not found. An example of CNN output activations is shown in Fig. 6 . (a) (b) Figure 6 : Feature map (strongest activations in violet) of the softmax layer (a) when the network has been able to learn where the hand is, with some few activations in other areas and (b) when the activations are not located on the hand, due to the degradation of the recognition of the main features of it.
Considering the results obtained in each epoch, the number 190 (now called trained R-CNN) is selected to perform real-time tests, which obtained the best validation accuracy with 710 images (99.4%), as shown in the confusion matrix of Fig. 7 and an average precision of RoI estimation of 25% for the two categories (see Fig. 8 ). In order to better understand how an image behaves through the R-CNN, Fig. 9 illustrates each of the feature maps obtained in each convolution and fullyconnected layer, after being rectified by the ReLU layer, of the complete image. As it can be seen, different features are extracted, both from the background and the hand, however, the hand is the main object from which CNN extracts features in each layer. Taking into account this, the CNN will evaluate each of the regions detected by the regression carried out by the Edge Boxes algorithm, where finally, it will be defined whether an open or closed hand exists, obtaining RoI's as shown in Fig. 10 . In Fig. 11 , the cropped region activations selected by the R-CNN are observed more clearly. In the first convolution, very general characteristics of the hand are observed, mainly the contours of the palm and the fingers, but in the case of the closed hand, a strong activation in the background is generated. In the second convolution, it details more the characteristics found in the first convolution for the two cases. In the third convolution, patterns of very high detail are found, such as the joints of the phalanges and the characteristic lines of the palm, for the case of the open hand, and parts of the thumb and visualization of the knuckles, for the closed hand, and possibly some color characteristics that allow to differ the hand from the background. In the fourth convolution, much more defined contours, both external and internal, are observed. In the fifth convolution, although the activations are weak, patterns are activated that can differentiate the two gestures, which are the upper edges of the fingers in the open hand and the curvature of the little and index finger in the closed. In the first fully-connected, a more deformed hand is shown, due to the internal covariate shift, which is a shift or deformation that suffers the image when moves through each convolution, however, features of higher level are extracted, that contemplate the whole hand, mainly the fingers in the two cases. Finally, in the second fully-connected layer, the stronger patterns found in the previous layer are detailed. In general, this whole process makes it possible to verify whether or not a hand is found in the assessed region. 
Results and Discussions
With the trained R-CNN, it is proceeded to make tests in real time, doing the recognition of the gestures focusing the webcam towards different directions inside a room during the process of execution. Because the validation was performed with a considerable amount of images from a wide variety of users, demonstrating the high performance of the network, real-time tests do not require a large sum of people, so they are performed with only 3 subjects, of which one belongs to the images of the elaborated dataset.
For the test, the trained gestures at different distances and some gestures not belonging to the categories are made, to observe how the network behaves, additionally, the recognition comparison is made in a distinctive background and in one with a color similar to the skin of the hand.
The tests performed for open hands are shown in Fig. 12a , while the closed hand tests are shown in Fig. 12b . As it can be seen, the hands (right and left) are located at different distances and the webcam is placed in different directions of the room, so that the backgrounds are not unique and have complex textures, to verify the proper functioning of the trained R-CNN, where in all cases, made a correct classification and an approximate estimated RoI, i.e. that covered the whole hand. To verify that the network does not recognize gestures that did not belong to the trained categories, users make other types of gestures other than an open or closed hand, additionally, an image with various elements is added to test if it confuses an object as if it was a hand, as shown in Fig. 13 . These tests show that the network acts correctly with negative gestures and objects other than a hand, even taking into account that the network was trained without any negative gesture However, in Fig. 14 the network recognized a gesture very similar to that of the two categories, in addition, also recognizes a part of the hand, in this case part of the fingers, classifying it within the Closed category. The reason that sometimes recognizes these regions is because, when the region is entered to the network, it is resized to the size of entrance set in the CNN, deforming the image and making some hand features look in some way to the main characteristics learned from the trained categories. An example of this deformation is in Fig. 15 . The other test performed, is the comparison of recognition between a distinctive background, i.e. that the color is different from the one of the hand, and a color similar to the color skin. As it can be seen in Fig. 16 , the network was able to recognize both the open and closed hand in the gray background, in contrast to what happened in the brick background, where it was not recognized on either situations. To understand the reason for this situation, it is necessary to observe the behavior of the network for the test background, as shown in Fig. 17 , where it is possible to observe that the network does not respond correctly, even from the first convolution, where it is very difficult to the network to find the external contours of the hand, which is the main activation of this layer, as shown in Fig. 11 and although it is able to find some activations belonging to the gestures, through the layers, the hand is blurring with the background, making it impossible for the network to recognize that a hand is actually in that place, as happens in convolutions 2 and 3. On the other hand, the execution time of the algorithm must also be evaluated. For this, each of the tests was performed on a non-dedicated laptop type computer with i7-4510U 4th Generation Intel® Core™ processor with a frequency of 2.00 GHz, RAM de 16 GB, which has a GPU NVIDIA® GeForce GT 750M of 2048 MB GDDR5, running at a Clock Rate of 941 MHz. With these characteristics, the process takes the times shown in Table 2 . It can be observed that the execution takes different times when the hand is a different distances due to the amount of RoI that the network detects and evaluates, i.e. between less distance from the camera, more RoI's are detected and need to evaluate them to check if the is a hand or not. 
Conclusions
In this work was possible to implement a hand gesture recognition using R-CNN with a very high accuracy (99.4%), even with a great improvement compared with the precisions obtained in previous works with complex backgrounds (90.2%), adding the possibility of having a dynamic recognition of the hand, i.e. with a nonstatic webcam. During the tests performed, it was observed that the regions predicted by the network, even with a very low average precision in the recall, tends to enclose the hand with a very good estimation, also correctly recognizing at which category the gesture belongs. However, a problem that stands with the execution time that, although compared with [9] that reports a time of 40 seconds per frame or image, for an application with a fast real-time interaction with a robotic assistant, may cause delays for a fast response of the robot, being 2 seconds a significant time in that kind of application, however, in applications that the execution time is not that important, such as a gesture dictionary, it may be implemented. To solve the execution time, a Faster R-CNN will be implemented to intent to reduce this time, achieving a high performance in the accuracy, as the one reach in this work, in order to be able to interact with a robot in a fast-response application.
