INTRODUCTION
The second SIGIR Doctoral Consortium is being run as part of SIGIR 2005 in Salvador, Brazil. The purpose of the Consortium is to provide doctoral students with a forum, in which to discuss their PhD thesis proposal with experienced information retrieval (IR) researchers and other doctoral students. An important motivation in establishing the Consortium was to enrich the level of interaction between students and experienced IR researchers, and especially for those students from developing research groups. The Consortium also provides an opportunity for students to establish a supportive community of other doctoral students at the same stage as themselves.
Student participation is based on a submitted paper, which was reviewed by the Consortium Program Committee (CPC). In this second year of operation, we received 17 submissions, of which 10 were accepted. Student participants study in five countries, and present a broad range of perspectives on our field.
The process for submitting, selecting and publishing Consortium papers is as follows. Prospective student attendees submitted a four page technical paper, together with a one page "case for attending" prepared by the student and his/her advisor. Each submission was reviewed by two CPC members, based on technical considerations and on the perceived benefit of attendance. Abstracts of the accepted papers are included below as part of this paper. Students were also encouraged to submit posters or full papers based on the Consortium paper to the main SIGIR Conference, and some students took advantage of this opportunity for wider dissemination of their work.
The event itself takes place on the Tutorials Day of the SIGIR Conference. The format of the day is: short presentations of the papers with discussion in plenary session; detailed discussion between each student and two members of the CPC; and social interaction over lunch and dinner.
Financial support for student travel was generously provided by the ACM SIGIR. The SIGIR Conference Chair kindly agreed to cover the running costs of the Consortium. We also acknowledge Springer Science+Business Media for supporting the "Doctoral Consortium Award".
The Doctoral Consortium is a permanent event within the annual SIGIR Conference, and is contributing to the development of new researchers in the field, and hence to the growth of the international IR community. The Consortium is evolving based on our experiences in running the event, and on feedback from the participants and the community.
Finally, as Chair, I would like to express my profound thanks to the members of the Consortium Program Committee for their efforts in reviewing both papers and abstracts, and for participating in the Consortium. 
Abstract
We address the problem of developing a flexible framework for information retrieval (IR) in structured documents, such as XML. The framework is able to support a wide range of structured IR queries, transparent instantiations of different retrieval models, and different physical implementations. It is based on so-called score region algebra (SRA) that can express the following four essential ranked retrieval aspects for structured IR: term and element selection, element relevance score computation, element score propagation, and element score combination. Our preliminary research shows that different instantiations of each aspect, as well as different combinations of these instantiations, yield significantly different results. Our goal is to better understand structured IR by studying these aspects alone and their combination in the framework of SRA, and to use this knowledge to improve our structured IR system.
Advancing Corpus-Based Bilingual Retrieval
Paul McNamee University of Maryland Baltimore County, USA mcnamee@cs.umbc.edu
Abstract
Bilingual dictionaries are widely available and are the most frequently used type of translation resource for bilingual retrieval. However, even among the most commonly spoken languages, for which large bilingual lexicons exist, dictionary-based translation suffers from several significant problems. These include: difficulty handling proper names, which are often missing; issues related to morphological variation, since entries or query terms may not be lemmatized; and, an inability to robustly handle multiword phrases, especially non-compositional expressions.
This paper outlines a plan of research to investigate how two techniques based on parallel texts can address these problems. To combat the problems of out-of-vocabulary words and morphological variation the use of subword translation, statistical translation of character n-grams rather than words or stemmed words, will be explored. To enable translation of noncompositional compounds and arbitrary length phrases, a recently developed method for efficiently determining frequencies of occurrence of such phrases in large corpora will be used. With these frequencies it is anticipated that statistical translation of complex phrases can be improved. Preliminary results are presented that suggest that both of these techniques can enhance bilingual retrieval performance. 
Re-finding information is commonly cited as a problem on the Web. One reason re-finding on the Web is difficult is that while people rely on a considerable amount of context to return to information (e.g., the original path taken to it), the Web makes no guarantee that the context will remain static. The Re:Search Engine is a system built to help people return to information in the dynamic environment of the Web by maintaining consistency in the search results it returns across time. For example, if Connie, while looking to purchase a Global Positioning System, found several systems she liked via a search for "GPS", she would expect to be able to use the same query to locate the exact same systems again. However, simply returning the original result list when she re-issues the query might omit newly available GPS systems that she would like to see. 
With the increase in the web's accessibility to the masses in the last years, the profile of web content is changing: more and more web pages are authored by non-professionals. Part of this "publishing revolution" is the phenomenon of blogs -personal, highly dynamic, and opinionated journals that are publicly available on the internet. While this domain has been fertile ground for research in the social sciences, it received relatively little attention from the retrieval community.
The subjective nature of blogs creates new challenges in retrieval and data mining. What are the user information needs expressed in this domain? How do we define the notion of relevance for addressing these needs? What knowledge can be mined from the structure and contents of blogs, and how?
In the proposed research, I intend to examine retrieval from blogs and additional domains rich in subjective contents (e.g., online forums). I will explore notions of non-topical relevance, constructing a corpus of annotated blogs for this purpose. I will characterize the types of information needs presented by users, and experiment with different ranking models for addressing these needs. The models will include linguistic and statistical features, but also non-content features such as recency. Finally, I will seek to uncover new knowledge which is hidden in the contents and the structure of subjective web documents, addressing tasks such as detecting trends and their propagation throughout the domain, classifying sentiments, identifying the community structure and so on. Both content and link analysis methods seem beneficial for this type of data mining as well as for retrieval. 
Recovering Chronological Relationships in Dynamic Information

Abstract
An important feature of emergency news stories published online over time is their dynamic nature. As what is known about a situation changes, articles are updated to reflect new information. Currently, these dynamics are modeled using a phylogenetic technique, in which the evolutionary history of a set of texts is reconstructed. The assumption is that stories evolve over time, beginning with the initial text published. "Mutations" occur as writers learn more about the story and update the previous version of the text. If an evolutionary model fits the data, it can then be used to infer chronological relationships between texts. The goal of the current experiments is to determine how to produce phylogenetic trees describing the evolution of reported answers to factual questions over time. A corpus of stories, such as plane crashes and natural disasters, was created. Annotators read all articles about a given story, and generated a list of related factual questions. For each story, multiple judges found all sentences providing an answer to each question. Given a set of sentences containing answers to a given question, pairwise distances between them will be found using an appropriate similarity metric. A phylogenetic method then uses these distances to construct a tree. If the model fits well, the sentences should be ordered in the tree chronologically. This hypothesis will be evaluated by comparing the algorithm's ordering of the sentences to the actual publication times of the source documents. Kendall's rank-order correlation coefficient will be used to test for statistical significance.
Focused Information Retrieval from Semi-Structured Documents
Börkur Sigurbjörnsson Informatics Institute University of Amsterdam borkur@science.uva.nl
Abstract
When a user is confronted with a list of relevant documents, in response to a query, her search task is not over. She still has to explore the documents in the list in order to get to the relevant information. When documents are long, this can turn out be a tedious task for the user. It is thus desirable if the retrieval system can give the user a more focused access to the relevant documents by giving a more direct access to the relevant parts within the relevant documents. This task is twofold. First of all, the system needs to identify the relevant subparts of the documents. Second, the system needs to display these sub-document results to the user.
I will address both tasks in the context of retrieving information from semi-structured (XML) documents. XML documents have the advantage that they are divided into a presumably meaningful hierarchy of retrievable elements. However, the element retrieval is difficult to evaluate since the elements overlap each other. I will evaluate my element retrieval methods using the INEX and HARD test collections, where relevance is assessed at the subdocument level. Both collections have many open questions regarding the evaluation methodology. By looking at the two collections in parallel I hope provide better understanding of the nature of the search tasks being evaluated. For the result representation task I will evaluate how the element retrieval can be used to improve the result representation. The evaluation will be performed through user studies.
A Quality Focused Crawler for Health Information
Thanh Tin Tang Department of Computer Science Australian National University Canberra, ACT 0200, Australia thanh.tang@anu.edu.au
Abstract
Web users increasingly employ search engines to locate medical information. Unfortunately, the health information they obtain may be of poor quality or dubious value. We consider a specific search application that raises three interesting general issues. The application is a web search system geared towards locating highquality medical advice, in the area of mental health. The three issues are: how to define and evaluate page quality; how to automatically detect quality; and how to build a domain-specific search engine integrating both quality and domain relevance measures.
Our initial experiment judged quality against the available scientific evidence: do search engines return results consistent with evidence-based medicine? Results showed that BluePages, a depression-specific index of 207 hand-picked sites without using expert knowledge on quality, gave slightly worse relevance results to Google but better quality advice. Analysis suggested that some of the relevant content returned by Google was linked to from the 207 sites and the better performance by Google was due to its better coverage, so it would make sense to expand the coverage of our depression-specific engine by following links.
Therefore the goal is to build a crawler that focuses on quality and domain relevance in order to find pages which are on topic (mental health related) while minimising bad advice. This will require extending published focused crawling methods to consider quality, and in general to study quality indicators on the Web. 
Query
Abstract
With the increasing volume of published scientific articles, even the most robust IR engine returns more documents than biomedical scientists are able to handle. The problem is aggravated by the information-intensive nature of some "highthroughput" technologies, e.g. microarray experiments that can study gene expression at a genome-wide scale. In fact, these advanced technologies and the increased number of publications discussing the findings impair our ability to fully comprehend the meanings that are embedded in the vast body of free texts in the literature. One possible way to alleviate the burden is to automatically produce customized summaries from the articles of interest for the users. Automatic summarization systems have been studied and applied in various domains with success. But adapting the technology in biomedicine domain has some major challenges, e.g., non-standard nomenclatures for genes, proteins and other biological entities, domain specific languages and the highly complex interrelation within biological systems. In this attempt to study how we can effectively summarize biomedical literature, I propose to build a query-based, task-specific automatic summarizer for information on gene-gene relations by applying machine learning and natural language technologies. The major contribution will be a summarizer that will incorporate a filter for different types of literature and will highlight contradictions in source articles. By initially restricting the problem domain and using real users to do evaluation, I hope to build an accurate summarizer that can be actually used by molecular biologists in everyday research. 
Topic Hierarchy Construction for Web Site Summarization
Abstract
Web document summarization, which identifies the essential contents of source documents, has gained much attention in recent years. In our previous work, we proposed a content-based system to generate a concise Web site summary by means of key phrase and key sentence extraction. Experimental evaluation shows that the automatically generated summaries can convey the same information as human-authored summaries do. However, as the size and diversity of Web sites continue to grow, straightforward summarization of an entire Web site may lead to an incoherent summary or a summary heavily biased to a subset of main topics covered in the target Web site. In this paper, we propose a new approach to summarization of Web sites with diverse topics and heterogeneous contents. The system is focused on creating a topic hierarchy which effectively organizes and visualizes the Web site contents. First a proper link hierarchy is constructed by capturing and refining the raw hyperlink structure of a given Web site. Second, documents in the link hierarchy are clustered into topic groups in a top-down manner. Third, topic groups are summarized and labeled to form a topic hierarchy in a bottom-up manner. We aim to apply extrinsic evaluation to measure the usefulness and effectiveness of the proposed approach in terms of how well the hierarchical summaries can help Web users understand the main topics and essential contents of Web sites.
