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摘要: GMRES 方法是求解大规模非对称稀疏线性方程组最常用的方法, 实际应用中存在着许多对标准 GMRES 进行
改进的算法,比如 Simpler GMRES 和Weighted GMRES. Simpler GMRES 通过改进 GMRES 中基的生成过程来减小计
算量 ,同时保持较好的收敛性, Weighted GMRES 是采用加权技术来加快 GMRES 方法的收敛速度, 但是增加了计算量.
本文提出了一种新称为Weighted Simpler GM RES 的方法, 它以 Simpler GMRES 方法为基础, 结合 Weighted GMRES
方法得到.实验表明, 对某些问题, Weighted Simpler GMRES 方法的收敛性优于 Sim pler GMRES 和 GMRES, 计算量小
于Weighted GMRES.
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本文讨论如何求解一个大规模稀疏线性系统
Ax = b (1)
其中 A Rn n 是稀疏且非奇异.
目前已经出现了许多求解式( 1) 的方法, 其中一
大类就是Kry lov子空间方法.而Kry lov方法中使用最
广泛的 是 GMRES( Gener alized minimum residual
method) 算法[ 1] , GMRES对于大型稀疏非对称矩阵特
别有效,同时在科学和工程计算中应用广泛. 另一种著
名的 Kry lov 方法就是 QMR算法[ 2] .
1994年, Walker 在文献[ 3] 中对 GMRES 方法进
行了变 形, 提出了 Simpler GMRES(以 下简称
SGMRES) 方法. SGMRES 方法的优点在于在每一次
迭代的最后避免了求解一个最小二乘问题, 这样可以
减少计算量,但是它的收敛效果没有GMRES出色(可
能会出现停滞的现象) . 1998年, Essai在文献[ 4] 中对






1 GMRES, SGMRES 和WGMRES
GMRES 方法是利用 Arnoldi过程生成一组正交
基 v 1 , v 2 , !, v k .令 V k = [ v 1 , v 2 , !, v k ] ,
span{ v 1 , v 2 , !, v k } = K k ( A , v 1) = span{ v 1 ,
Av 1 , A
2
v 1 , !, A k- 1 v 1} .
则 Arnoldi过程满足以下等式:
AV k = V kH k + hk+ 1, k v k+ 1e
T
k ,
其中H k = ( h i, j ) 是一个 k阶的上H essenberg矩阵, e k
是 k维向量(0, 0, !, 0, 1) T . GMRES 方法就是寻找式
(1) 的近似解 x k = x 0+ z k ,其中 z k K k ( A , r 0) ,使得,
rk = b- Ax k ∀ AK k ,
此方法应用较广,具体可以参考文献[ 1] .
SGMRES是 GMRES的一种变形,它生成基的过
程与 GMRES方法稍有不同, 但同样都是利用 Krylov
子空间 K k ( A , v 1) ,具体算法可以参考文献[ 3] .
SGMRES满足
A[ r0 , v 1 , !, v k- 1 ] = [ v 1 , v 2 , !, v k ] Rk (2)
其中 v 1 , v 2 , !, v k 是 Kr ylov 子空间 K k 的一组标准正
交基.
这种方法的优点在于最后要解的是 Rky k = [ 1 ,
2 , !, k ] T 这样一个三角方程组, 由于 R k 是一个上三
角矩阵.这样避免了求解最小二乘问题,计算量就小于
GMRES 方法.缺点就是收敛性没有 GMRES 好.
WGMRES 是对 GMRES 方法的一 种改进.
GMRES 生成的是一组 Kry lov 子空间的一组正交基,
而WGMRES生成的是一组 Krylov 子空间D正交基,
具体可以参考文献[ 4] .实际上 WGMRES 可以看成一
个预处理过程, 由于WGMRES过程满足关系:





k DL k = I , L k = [ l 1 , l 2 , !, l k ] .
如果令 Qk = DL k ,那么式(3) 就改写成,
BQ k = QkH k + hk+ 1, kq k+ 1e
T
k (4)
其中 B = DA D
- 1
, Qk = [ q1 , q2 , !, qk ] , qk+ 1 =
Dl k+ 1 , Q
T
k Q k = I .
WGMRES 方法可以看作对 A 进行预处理, 把 A
转化成B ,然后对 B应用 GMRES算法.这种方法的优
点在于收敛性优于 GMRES,但是计算量比较大.本文




先定义一下D内积,如果d i > 0( 1 # i # n) , D =









d i u iv i ,
如果( u, v) D = 0那么称 u和 v 关于D 相互正交,
也可以表示成 u ∀ Dv .
同样定义(加权) 范数:









%K %D = max ( K TDK ) (5)
其中 max ( K
T
DK ) 表示 K
T
DK 最大的特征值.
令d = ( d1 , d2 , !, dn) T ,选取 %d % = n,这样当
d1 = d2 = != dn = 1时,
( u, v) D = ( u, v) (6)
接下来介绍一下 Weighted Simpler 方法.
算法 1( Weighted Simpler 算法)
初始化:选取 r0 ,使得: %r 0 %D = 1.
迭代:
1)For k = 1 !m:
2) 计算: v k = Av k- 1 , 当 k = 1时, v 1 = Ar 0 .
3) 当 k > 1时, for i = 1!k- 1:
&  ik = ( v i , v k ) D .
∋ v k = v k -  ikv i .
4) endfo r.
5) kk = %v k %D ,如果  kk = 0,停止.否则,令 v k =
v k / kk .
6) Rk =
 11 !  1k
!  !
0 !  kk
.
7) endfo r.
从Weighted Simpler算法可以推出,令 V k = [ r0 ,
v 1 , !, v k- 1 ] , W k = [ v 1 , v 2 , !, v k ] ,那么就有
AV k = W kR k (7)
其中
Rk =
 11 !  1k
!  !
0 !  kk
,
W k = [ v 1 , v 2 , !, v k ] 是 D正交的一组基. 并且满足
span{ W k } = span{ Ar 0 , A 2r 0 , !, A kr 0} ,




求解方程就是寻找 z k K k ( A , r0) , x k = x 0 + z k ,
使得:
rk = ( b- Ax k ) ∀DA K k (8)
其中 span{ AK k } = span{ A V k } = span{ W k } .
令 z k = V ky k , y k = [ ∀1 , ∀2 , !, ∀k ] T , 那么:
A z k = A [ r 0 , v 1 , !, v k- 1 ] y k (9)
所以
r0 = r k + AV ky k = r k + W k#k = rk + W kR ky k
(10)
令 Rky k = #k = [ 1 , 2 , !, k ] T ,可以推出




rk = rk- 1 - kv k (12)
根据式(8)、(12) 可得
%r k %2D + % k v k %2D = %rk- 1 %2D ,
所以
%r k %D = %r k- 1 % 2D - 2k =
%rk- 1 %D 1- 2k / %r k- 1 % 2D =
%rk- 1 %D sin( arccos( k / %r k- 1 %D) ) .
假设 %r0 %D = 1, 那么这个过程可以写成:
算法 2
1) = %r0 %D = 1.
2) for k = 1, !, m:
3) =  sin( arccos( k / ) ) .
4) endfo r.
第 3步生成的  就是 r k .
接下来推导如何求出 i (1 # i # m) .
由于 r k ∀DW k , 所以 r k ∀Dv k , 根据式( 12) 可得:
v
T
k Dr k = v
T
k Dr k- 1 - k v
T
k Dv k = 0, 所以
k = v
T
k Dr k- 1 (13)
那么就有以下的迭代式子:
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k = v
T
k Dr k- 1
rk = r k- 1 - k v k
Rky k = [ 1 , 2 , !, k ] T , y k = [ ∀1 , ∀2 , !, ∀k ] T
z k = V ky k
x k = x 0 + z k
因为 r k- 1 = r0 - ∃
k- 1
i= 1
, 令 %r 0 %D =  , r 0 = r0 / , 得到
k = v
T
k Dr k- 1
rk = r k- 1 - k v k
Rky k = [ 1 , 2 , !, k ] T , y k = [ ∀1 , ∀2 , !, ∀k ] T
if k = 1, z 1 = ∀1r 0
if k > 1, z k = ∀1r k- 1 + ∃
k- 1
i= 1
(∀i+ 1 + ∀1 i ) v i
x k = x 0 + z k
接下来给出 WSGMRES的算法.
算法3( WSGMRES算法) 初始化:给定 x , tol ,令 r
= b- Ax ,  0 = %r %D , 如果  0 < tol , x 就是要求的
解.
否则,令 r = r / 0 ,  = 1.
开始迭代:
1)For k = 1 !m:
2) 计算: v k = Av k- 1 , 当 k = 1时, v 1 = Ar .
3) 当 k > 1时, for i = 1!k- 1:
&  ik = ( v i , v k ) D .
∋ v k = v k -  ikv i .
4) endfo r.
5) kk = %v k %D . 如果 kk # tol ,令 k = k- 1, 跳到
第 10步. 否则, 令 v k = v k /  kk .
6) Rk =
 11 !  1k
!  !
0 !  kk
7) k = vTk Dr ,  =  sin( arccos( k / ) ) .如果   0 #
tol ,跳到第 10步.
8) r = r - kv k .
9) endfo r.
10) 求解 R ky k = [ 1 , 2 , !, k ] T ,其中 y k = [ ∀1 ,
∀2 , !, ∀k ] T .
11) z =
if k = 1, z 1 = ∀1r
if k > 1, z k = ∀1 r + ∃
k- 1
i= 1
( ∀i+ 1 + ∀1 i ) v i ,
12) x = x +  0z .
13) r = b- Ax , 如果 %r % 2 # tol , x 就是要求的
解;否则, 令  0 = %r %D ,  = 1.重新进行迭代.
在实际的计算中,
( u, v) D = v
T
Du (14)
( u, v) D = ∃
n
i = 1
d i u iv i (15)
数值实验表明, 利用式( 15) 进行计算会比式(14)




当 d = (1, 1, !, 1) T 时, 也就是 D 是单位阵时, 显然
WSGMRES过程与 SGMRES是一样的.
根据式( 7)、( 8) 和( 9) WSGMRES 最后就是要解
这样一个方程
AV ky k = W kR ky k = r0 (16)
现在考虑方程
W k l = r0 (17)
在 GMRES 方法中, 式( 17) 是有精确解的, l =
%r 0 %2 e1 ,但是这并不代表 GMRES 有精确解, 因为
GMRES 最后要求解一个最小二乘问题, 而不是式
( 17) .而在WSGMRES方法中式( 17)不一定存在精确
解,下面分两种情况进行讨论:
1) 当 v 1 , v 2 , !, v k 和 r 0 线性无关时, (17) 不可能
存在精确解,那么问题就转化成求解:
min%W kl - r 0 %D ! WTk D W k l =
W
T
k Dr 0 ! l = WTk Dr 0 ,
那么方程就转化成 Rky k = W Tk Dr 0 .
根据式(8) 和( 11) , 可以得到 Rky k = [ 1 , 2 , !,
k ]
T
, i = v
T
i Dr 0 ,这与上面的结果是一致的.




AV ky k = r 0 (18)
在 GMRES 方法中, V k 是一组正交基, 因此
∃2( V k ) 是比较好的. 在WSGMRE 方法中, V k 不是一
组正交基,所以现在要讨论一下 V k 的条件数.
根据式(5) 定义 ∃D( V k ) = %V k %D %V- 1k %D 为
V k 的条件数.
引理1 假设M Rk k ,并且M = [ a, e2 , !, ek ] ,
其中 a = ( %1 , %2 , !, %k ) T , %1 ) 0, 那么 ∃2( M) #
( %a %22 + 1) / | %1 | .
证明
∃2( M) = %M %2 %M- 1 %2 ,





( 0, &2 , !, &k ) T ,那么就有
%Mu %2 = %&1 a + (1 - &21 ) 1/ 2u∗% 2 #
| &1 | %a %2 + ( 1- &21) 1/ 2 %u∗%2 #
%a% 22 + %u∗%22 = %a%22 + 1.
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所以 %M %2 # %a %22 + 1. 同样, M- 1 = [ a∗,
e2 , !, ek ] ,其中 a∗= (1/%1 , - %2 /%1 , !, - %k / %1) T .同
样可以得到
%M- 1 %2 # %a∗%22 + 1 = %a%22 + 1/ | %1
| .
所以
∃2( M) = %M %2 %M- 1 %2 #
( %a% 22 + 1) / | %1 | .
定理 1 对于 V k , 有 ∃D ( V k ) # ( %r0 %D +
1) / %rk- 1 %D ,其中 V k = [ r0 / %r 0 %D , v 1 , !, v k- 1 ] .
证明 根据式(11) ,令N k = [ rk- 1 / %rk- 1 %D , v 1 ,
!, v k- 1 ] , 可以得到
V k = N kM k ,
其中
M k =
%r k- 1 %D / %r 0 %D 0 ! 0
1 / %r0 %D 1  !
!  1 !
k- 1 / %r0 %D 0 ! 1
.
因为





k D N kM k ) ,
并且 N
T
k D N k = I ,所以
%V k %D = max ( MTk M k ) = %M k % 2 ,
因此 ∃D( V k ) = ∃2 ( M k ) .
根据引理 1可以得到
∃2( M k ) # ( %a% 22 + 1) / | %1 | ,
a = ( %r k- 1 %D / %r 0 %D , 1 / %r 0 %D , !,
k- 1 / %r 0 %D) T ,
%1 = %rk- 1 %D / %r 0 %D .
令 r0 = %r0 %Dr∗0 , 根据式(11) 可以得到: r 0 =
N ka.可以推出
%r∗0 %D = %a%2 = 1.
因 此 ∃2( M k ) # %r0 %D ( %r∗0 %2D +
1) / %rk- 1 %D .故
∃D ( V k ) # %r0 %D ( %r∗0 % 2D + 1) / %rk- 1 %D =
2%r0 %D / %r k- 1 %D .
r0表示初始残量, r k- 1表示第 k- 1步的残量, 而在
实际的计算中, k 一般比较小, 所以 %r 0 %D / %rk- 1 %D
一般不会很大, 所以 ∃D( V k ) 也不会很大, 对于式(18)
这个线性方程组的求解问题就是良态的.
3 数值实验
下面在Pent ium IV 1. 50 GHz,内存 256 MB的计
算机上使用 Matlab 6. 5 进行数值实验, 来说明
WSGMRES 的 收敛 速 度通 常 要 比 GMRES 和
SGMRES要快.在以下的数值实验中都取 m = 20,初
始向量 x 0 = (0, 0, !, 0) T , 在 WGMRES 中的 D =
diag{ d1 , d2 , !, dn} ,其中 d i = n | r ( i) | / norm( r) ,
r( i ) 表示 r向量的第 i个元素.在计算( a, b) D的过程中
是利用式(15) 进行计算, 这样不仅大大减小了计算
量,也大大减小了存储量,不需要存储整个 D 矩阵,只
需要存储n维向量d = ( d1 , d2 , !, dn) .在求解 y k 的过
程中,并不是采用算法3中的方法,而是利用式( 16) 进
行计算.
在图 1中, 点划线(- () 表示 GMRES 方法, 点线
( !) 表示 SGMRES方法, 而WSGMRES 方法用虚线
(- ) 表示. 横坐标表示迭代步数, 纵坐标表示残量
(norm( r ) ) 的大小.
图 1 3 种算法关于 add20 的收敛比较
Fig . 1 Per fomance of GMRES, SGMRES and
WSGMRES for add20
例子 1 选取的矩阵是 add20, 来自于矩阵市场,
在半导体系统设计技术中应用广泛. 这是一个 2 395
阶的方阵, 这个矩阵有 17 319 个非零元素, 它的条件
数是1. 76e+ 04.把残量( no rm( r ) ) 控制在10
- 13
附近.
从图 1 中可以看到WSGMRES 的收敛速度非常
快. 只需要 51 步残量就可以达到 6. 3631e 014, 而
SGMRES 和 GMRES 需要 171 步残量才能达到
8. 8449e 014和 8. 8340e 014, SGMRES和 GMRES这
两条曲线基本上一致.
例子 2 第 2个例子, 选取的是 bfw 782a矩阵,也
是来自矩阵市场, 应用于一般特征值问题. 这是一个
782阶的方阵,有 7 516个非零元, 条件数是4. 6e+ 03.
同样控制残量在 10- 13 附近.
从图 2 中可以看出WSGMRES 的收敛速度非常
快. 只需要 150 步残量就可以达到 9. 929 6e 014, 而
SGMRES和GMRES分别需要476和 510步残量才能
(487(第 4 期 杨圣炜等:一种加权的 Simpler GMRES 算法
图 2 3 种算法关于 bfw 782a的收敛比较
Fig . 2 Per fomance of GMRES, SGMRES and
WSGMRES for bfw 782a
达到 9. 881 8e 014和 9. 836 1e 014.
例子3 选取的是 can_445矩阵,同样来自于矩阵
市场.这是一个445阶的对称方阵,有 3 809个非零元,
条件数是3. 708 0e+ 017,在飞行设计有限元结构问题
中有广泛的应用.控制迭代步数在 1 000步以内.
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Abstract: GMRES ( Gener alized minimum residual mathed) is the most popular method for so lv ing larg e scale nonsymmetr ic
spar se linear systems. T her e exist a larg e va riety o f modificat ions to the standa rd GM RES alg or ithm, such as Simpler GMRES and
Weighted GM RES. Simpler GMRES is less expensive than GMRES but Weighted GMRES converg es fast er . In this paper, we g iv e a
new method called Weighted Simpler GMRES, which is based on Simpler GMRES and combines it w ith Weighted GMRES. The
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从图 3 中可以看出 WSGMRES 的收敛速度比
GMRES和 SGMRES都要快, GMRES和SGMRES这
两条曲线基本重合, WSGMRES在 1 000 步时残量可
以达到 7. 318 7e 06, SGMRES 和 GMRES 只能达到





析,对 D 矩阵的取法也没有进一步的分析. 这些方面
仍然在研究中.
图 3 3 种算法关于 can_445 的收敛比较
F ig . 3 Perfomance of GMRES, SGMRES and WSG
MRES for can_445
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