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Introduction
The past decade has seen signiﬁcant advances in the study of galaxy evolution
prompted by large astronomical surveys. They have been devised to conduct a
census of star-forming and quiescent galaxies at diﬀerent redshifts, to understand
how they grow across cosmic time. By sampling wide portions of the sky, these
surveys collect large amounts of data, thus facilitating a number of important
statistical studies. Thanks to the development of multi-band photometry and high-
quality spectroscopy, estimating galaxy stellar mass (M) has become a feasible
(and fundamental) step in these analyses, because one of their main goal is to
describe mass assembly and star formation history of galaxies. Moreover, stellar
mass can trace, better than luminosity, the dark matter haloes in which galaxies
reside (except for the bias factor). Thanks to such a relation one may provide
useful constraints to cosmological models.
The galaxy stellar mass function (GSMF), deﬁned as the co-moving number
density of galaxies within a stellar mass bin, is one such fundamental statistic,
allowing us to trace the history of baryonic mass assembly and its conversion
into stars for various galaxy types. Measurements of the GSMF can be used to
investigate how galaxy properties change as a function of stellar mass, redshift,
and environments (e.g. Bundy et al. 2006; Pozzetti et al. 2007; Bolzonella et al.
2010; Ilbert et al. 2010; Vulcani et al. 2012, and many others) and also helps to put
constraints to the cosmic star formation rate (SFR, see e.g. Pozzetti et al. 2010;
Behroozi et al. 2013; Ilbert et al. 2013).
In the nearby universe, the total mass function, i.e. the GSMF for all galaxies
observed in a given volume, has been measured to high accuracy by exploiting
the Two Micron All Sky Survey1 (2MASS), the 2dF Galaxy Redshift Survey2
(2dFGRS), and the Sloan Digital Sky Survey3 (SDSS). The ﬁrst estimates, at the
beginning of the XXI century, were obtained by Cole et al. (2001) and York et al.
(2000), with 2dFGRS and SDSS data respectively. Subsequent work has been
carried out mainly relying on SDSS data (e.g. Baldry et al. 2008; Li & White 2009;
Baldry et al. 2012).
At higher redshift, such statistical studies are more challenging because of the
faintness of the objects, which decrease the probability to detect some of the
sources. Early seminal work took advantage of the Hubble Space Telescope to
construct samples of a few hundred galaxies up to z ≃ 3, ﬁnding evidence of an
increase in the average stellar mass density with cosmic time (Rudnick et al. 2003;
1 http://www.ipac.caltech.edu/2mass/
2 http://www2.aao.gov.au/2dfgrs/
3 http://www.sdss.org
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Dickinson et al. 2003; Fontana et al. 2003). Later, deeper surveys were able to
show the lack of evolution at the high-mass end of the GSMF (Fontana et al. 2006,
using the GOODS-MUSIC catalogue), which contrasted with an increase in galaxy
density at lower masses (VVDS survey, Pozzetti et al. 2007). This is a result that is
consolidated up to z ≃ 4 by means of near- and mid-infrared data, which facilitate
better estimates of the stellar masses (Pe´rez-Gonza´lez et al. 2008; Kajisawa et al.
2009). Although some disagreements exist, such ﬁndings indicate that massive
galaxies were assembled earlier than those with lower stellar mass, suggesting that
a “downsizing in stellar mass” has taken place (Fontanot et al. 2009).
Besides these studies, ﬁrst attempts to study the stellar mass function by divid-
ing blue/active from red/quiescent galaxies provided interesting results. Despite
the relatively limited statistics, they revealed that within the mass function the
number of blue galaxies at intermediate masses (about 1010M⊙) decreases as a
function of cosmic time, while the fraction of red galaxies increases (e.g. Bundy
et al. 2006; Borch et al. 2006). This early work was extended using larger galaxy
samples (as in COSMOS and zCOSMOS, Drory et al. 2009; Ilbert et al. 2010; Pozz-
etti et al. 2010) or very deep observations (GOODS-NICMOS survey, Mortlock
et al. 2011), which produced robust results for the evolution in number density of
both these galaxy populations.
A fundamental picture emerging from these studies is the transformation of star-
forming galaxies into “red and dead” objects through some physical mechanism
that halts the production of new stars. Observations suggest the migration from
the “blue cloud” to the “red sequence” (Faber et al. 2007) to be rapid, with a
timescale of ∼ 1Gyr (Bell et al. 2004; Blanton 2006). Moreover, the process seems
to depend on several galaxy properties, like stellar mass or halo mass (see e.g.
Kauﬀmann et al. 2003a; Behroozi et al. 2010). The suppression of star formation
is needed to explain the GSMF shape and composition, as well as the features
of the luminosity function (e.g. Benson et al. 2003). Moreover, the total stellar
mass density obtained by integrating the mass function is much less than the
total mass density of baryons, indicating that the formation of stars is a very
ineﬃcient process, i.e. a large fraction of galactic gas is not able to collapse and
form stars. Various mechanisms have been proposed in the literature to explain
such a quenching of star formation.
- Virial shock heating produced by the inter-galactic gas falling into the galaxy
halo (see e.g. Birnboim & Dekel 2003; Keresˇ et al. 2005). During the infall,
gas energy is converted from gravitational to thermal. The result is a halo of
hot virialised gas that prevents (by shock heating) new supplies of cold gas
to form stars. This mechanism is eﬃcient in haloes with masses & 1012M⊙,
and thus it is able to explain the exponential decline of the GSMF, which
starts at stellar mass values of about 1011M⊙.4
- Action of active galactic nuclei (AGN). They can be low-luminosity AGN with
extended radio lobes (“radio-mode” feedback, Croton et al. 2006) or bright
ones triggered by merging with another galaxy (“quasar mode” Springel et al.
4 An estimate of the relationship between dark matter halo and galaxy stellar mass is provided
e.g. in Moster et al. (2010, 2013).
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2005a; Di Matteo et al. 2005). The processes impacting the surrounding can
be mechanical (radio jets and wind) or radiative (Ciotti et al. 2009). In both
cases, the AGN heats and/or expel gas from the halo, thus preventing further
cooling and star formation.
- Supernovae explosions and stellar winds (Dekel & Silk 1986; Efstathiou 2000)
are also able, by means of either shock waves or radiative pressure, to reduce
the SFR (Thacker et al. 2000; Springel & Hernquist 2003; Oppenheimer &
Dave 2006).
- In the assumption that the reservoir gas falls into the galaxy through cosmic
ﬁlaments (the so-called cold streams described in Dekel et al. 2009b,a), if
these streams contain dense clumps they can stabilise the galactic disc and
suppress star formation.
- Dark matter feedback, e.g. neutralino annihilations generating relativistic
particles that suppress the cooling ﬂow (see Totani 2005).
To distinguish between these processes, it is crucial to obtain precise and accur-
ate measurements to constrain theoretical models (Lu et al. 2012b; Mutch et al.
2013; Wang et al. 2013). Unfortunately, such comparisons are hard. On one side,
modelling galaxy evolution, when based on N -body dark matter simulations (e.g.
De Lucia & Blaizot 2007; Bower et al. 2006; Guo et al. 2011, 2013), requires a
high level of complexity to parametrise all the physical processes (SFR, supernova
ejecta, etc.). This is true for all the models based on N -body dark matter simu-
lations, either using so-called semi-analytical (e.g. Bower et al. 2006; De Lucia &
Blaizot 2007; Guo et al. 2013) or hydrodynamical (e.g. Finlator et al. 2007; Vogels-
berger et al. 2014; Schaye et al. 2014) treatment of baryons. On the observational
side, instead, it is hard to attain the precision required to constrain models, espe-
cially for the most massive galaxies, which are highly aﬀected by sample variance
and small-number statistics. Moreover, uncertainties in redshift measurements and
stellar mass estimates make the analysis even more complicated (Marchesini et al.
2009, 2010).
The latest galaxy surveys are helping with improved measurements of the GSMF
and could shed light on the discrepancies between data and models (BOSS, Mara-
ston et al. 2013). State-of-the-art analyses provide new evidence suggesting the
dependence on cosmic time and stellar mass of the physical processes that ex-
tinguish star formation: from z = 3 to z = 1, the density of quiescent galaxies
increases continuously for M & 1010.8M⊙ (Ilbert et al. 2013, using UltraVISTA
data), while at z < 1 it evolves signiﬁcantly at lower masses (Moustakas et al. 2013
using PRIMUS data).
The GSMF is also an eﬀective tool to statistically describe galaxies in various
environments, as demonstrated by the abundance of investigations in the literature
(e.g. Baldry et al. 2006; Bundy et al. 2006; Bolzonella et al. 2010; Vulcani et al.
2012; Giodini et al. 2012; Annunziatella et al. 2014). From an observational point of
view, after many decades from the ﬁrst pioneering work (e.g. Oemler 1974; Davis &
Geller 1976; Sandage & Visvanathan 1978), understanding the role of environment
in driving galaxy evolution is still a frontier research. It is commonly accepted
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that, in addition to internal processes, the inﬂuence of the external conditions has
also to be considered. However, whether this inﬂuence is of major importance,
or rather a secondary eﬀect, represents an open issue (cf Cucciati et al. 2010;
Iovino et al. 2010; Peng et al. 2010b; Cooper et al. 2012; Peng et al. 2012; Knobel
et al. 2014). The ﬁrst studies were focused on the striking observational fact that
early-type galaxies preferentially resides in cluster cores, while late-type ones are
more common in the outskirts or in the general ﬁeld. This property, the so-called
morphology-density relation (Dressler 1980; Postman & Geller 1984), is observed
not only when contrasting the densest regions with those scarcely populated: the
mix between early- and late-type changes gradually from the former to the latter,
over the whole range of local densities (Treu et al. 2003; Weinmann et al. 2006).
Many other correlations have been observed in the local universe between the
conditions in which galaxies reside and their internal properties, such as colour
(more galaxies are red in dense environment, see e.g. Balogh et al. 2004; Cucciati
et al. 2010) and star formation rate ( which is on average higher in regions less
populated, Lewis et al. 2002; Go´mez et al. 2003).
These correlations indicate that also the environment should be responsible (at
least in part) for quenching star formation, and even for the entire disruption of
the galaxy. Theoretical studies proposed several physical mechanisms to interpret
those phenomena, the most important being enumerated here.
- Galaxy mergers between gas-rich galaxies may trigger episodes of star form-
ations and AGN (Barnes & Hernquist 1991; Mihos & Hernquist 1994, 1996),
but after that the SFR is expected to decline quickly, e.g. because stellar
wind feedback (Di Matteo et al. 2005).
- A peculiar kind of merger involves galaxies in the dense environment of
clusters. They lose their energy and momentum because of dynamical fric-
tion (see Chandrasekhar 1943, for more details) and sink towards the cluster
core, merging with the central galaxy. Numerous studies (e.g. Ostriker &
Tremaine 1975) point to such a “galactic cannibalism” being responsible for
the formation of cD galaxies.
- Besides mergers, during galaxy encounters tidal forces may strip material
from the outer parts of the galaxy, forming tidal tails and streams (e.g.
Farouki & Shapiro 1981; Moore et al. 1996). In a cluster of galaxies, mul-
tiple (high-speed) encounters should modify (or destroy) the structure of
the galaxy that goes through them (Moore et al. 1998, 1999). This kind of
“galaxy harassment” removes gas and prevents it to collapse and form stars.
Tidal interactions can also drive disc instabilities that funnel gas towards the
galactic centre, then triggering nuclear activity.
- Also the interaction with the intra-cluster medium (ICM) has been shown to
play a role in the cessation of galaxy activity (Gunn & Gott 1972). In fact,
if the ram pressure experienced by the galaxy is strong enough, it may strip
its cold gas component. Other eﬀects due to interactions between galaxy and
ICM can be considered as quenching mechanisms, e.g. thermal evaporation
(Cowie & Songaila 1977) and Kelvin-Helmholtz instability (Nulsen 1982).
ix
- A more gentle process than ram-pressure stripping should remove only the
outer part of the galaxy (i.e., their hot halo, which is weakly bound to the
system). Without this gas reservoir, the SFR gradually declines, and the
galaxy becomes passive in a few Gyr (Larson et al. 1980). This process
may happen when a galaxy becomes a satellite within a more massive halo
(van den Bosch et al. 2008).
However, how these mechanisms actually work in the real universe remain poorly
understood (see e.g. Boselli & Gavazzi 2006; Blanton & Moustakas 2009, to ﬁnd
reviewed most of the open issues). Even the well-established morphology-density
relation has a number of contrasting interpretations. In fact, it may be related to
slow (e.g. ram pressure) stripping that can transform spiral galaxies into “anemic”
spiral and later (by fading) into elliptical galaxies (van der Wel et al. 2010; Cap-
pellari et al. 2011). On the other hand, a scenario involving galaxy interactions
and mergers has been proposed (Thomas et al. 2010).
In this kind of investigations, a major complication is the interplay between the
quantities of interest (e.g. light proﬁle, stellar mass, colours, etc.): some of these
quantities could seem inﬂuenced by the environment only because they are con-
nected to another galaxy property that is in turn environment-dependent. Such
indirect correlations can be disentangled by studying the variation of one para-
meter, keeping ﬁxed the others. With this approach, Blanton et al. (2005) show
that structural properties of local galaxies depend only weakly on environment,
after dividing the sample in bins of luminosity and colour. Skibba et al. (2009) also
come to similar conclusions by using marked statistics, i.e. computing correlations
functions in which each galaxy receives a particular weight (a “mark”) depending
on a given characteristic (see Sheth 2005). These studies, at odds with those men-
tioned before, suggest that the only quantity truly connected to the environment
is either the stellar or halo mass of the galaxy, whereas the other properties show
an environmental dependence just because they are related to mass.
Also at higher redshifts, several questions remain open. Looking at z ∼ 1, Elbaz
et al. (2007) and Cooper et al. (2008) observed the average SFR increasing with
local galaxy density, i.e. the opposite of what occurs locally. Although conﬁrmed
by other work, this ﬁnding has been challenged by recent analyses (see Ziparo
et al. 2014). Also the detection of the colour-density relation is uncertain at such
redshifts: according to Cooper et al. (2007, 2010) it seems to be already in place
at z < 1.2, while Cucciati et al. (2006, 2010) observed a ﬂattening in the relation
at z ∼ 1 and possibly a reversal at z > 1.2.
In such a complex scenario, it is important to chose an adequate framework.
What happens during the lifetime of a galaxy is often thought to be determined by
either “nurture” (the surrounding conditions) or “nature” (its intrinsic properties,
especially stellar mass); while various authors consider both of them having a
major impact (e.g. Go´mez et al. 2003; Gallazzi et al. 2009; Bolzonella et al. 2010),
others look at the galaxy stellar mass (M) as the main evolutionary driver, with
the environment giving a secondary or even negligible contribution (e.g. Pasquali
et al. 2009; Thomas et al. 2010; Gru¨tzbauch et al. 2011). However, this dichotomy
is simplistic, as stellar mass and environment are inter-connected through the halo
mass: given the distribution of dark matter haloes, the most massive galaxies
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preferentially reside in overdense regions (Kauﬀmann et al. 2004; Abbas & Sheth
2005; Scodeggio et al. 2009b). For this reason, it is misleading to contrast them as
two separate aspects of galaxy evolution (see discussion in De Lucia et al. 2012)
Another crucial point is how the environment is deﬁned. One possibility is
to identify high-density regions as galaxy groups and clusters, in opposition to a
low-density “ﬁeld”, sometimes ambiguously deﬁned. When halo mass estimates are
used, the classiﬁcation is more tightly related to the underlying distribution of dark
matter, with galaxies often divided in satellite and central objects (van den Bosch
et al. 2008). Other methods, involving galaxy counts, can identify a broad range of
densities with a resolution from a few Megaparsecs down to ∼ 100 kpc; for instance,
they are based on two-point clustering (e.g. Abbas & Sheth 2005), Voronoi tessel-
lation (e.g. Marinoni et al. 2002), or the galaxy number density inside a window
function (regarding this last kind of estimators, see the comparison by Muldrew
et al. 2012). With respect to the scales probed, several studies questioned the
importance of the large-scale environment, favouring the picture in which galaxies
are aﬀected by external factors mostly on sub-halo scales (e.g Kauﬀmann et al.
2004; Vulcani et al. 2012). However, other investigations measured environmental
dependence of galaxy properties over scales larger than the halo virial radius
Within this context, the VIMOS Public Extragalactic Redshift Survey (VI-
PERS) provides a novel opportunity. As we describe here, this survey provides a
combination of wide angle coverage, depth, and sampling that proves to be ideal
for measuring the GMSF at z ∼ 1 with unprecedented precision. The large volume
allows eﬀective probing of the massive end of the GSMF at these redshifts: at the
high-mass end, where a few interlopers can dramatically change the shape of the
GSMF, accurate spectroscopic redshift measurements are crucial for avoiding con-
taminations. VIPERS also represents an excellent laboratory to study the galaxy
environment. Contrasting the GSMF estimated in regions of low/high galaxy dens-
ity may provide new clues on how environment aﬀects galaxy evolution.
In this work I present the ﬁrst measurements of the GSMF from the ﬁrst public
release of the VIPERS catalogue, containing ∼ 55 000 objects.
• In Chapter 1, I present the survey design, its scientiﬁc goals, the redshift
measurement and validation. I also describe the galaxy catalogue that will
be used here, which in addition to spectroscopic redshifts includes also pho-
tometric data from other surveys.
• Chapter 2 provides details about how galaxy quantities (absolute magnitudes,
stellar mass, SFR) have been estimated by ﬁtting their spectral energy distri-
bution (SED). I also apply alternative techniques to estimate galaxy stellar
masses and SFRs. The comparison of the latter with the SED ﬁtting tech-
nique serves to strength the results and gives an idea of the general uncer-
tainties in this kind of estimates.
• The stellar mass function of the whole VIPERS ﬁeld is presented in Chapter
3, along with a discussion on the sample completeness and the main sources
of uncertainties that could become dominant at the level of precision allowed
by the VIPERS data. The VIPERS mass function is compared with the
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literature to show the improvements with respect to previous work. A com-
parison with models is also performed. Then, I focus on the evolution of
the GSMF from z = 1.3 down to z = 0.5, i.e. within the range covered by
the VIPERS data, for the whole galaxy sample and separately for diﬀerent
galaxy populations. I discuss in detail the potential systematic eﬀects and
their impact on the study of galaxy evolution. In particular, I show how
diﬀerent classiﬁcations of galaxy types (e.g. colours, SFR, spectral features)
lead to complementary results, which have to be carefully interpreted.
• Chapter 4 contains a description of the VIPERS environment, starting from
the computation of local density contrast to the deﬁnition of low- and high-
density regions. After posing this classiﬁcation, I estimate the GSMF in the
two environments, also considering the passive and active galaxy samples
separately. Once compared to each other, the mass functions in low/high
densities show diﬀerences in their shape and normalisation (which is obtained
by means of Voronoi decomposition). I interpret these diﬀerences, and their
evolution across cosmic time, by using the empirical approach of Peng et al.
(2010b).
• Chapter 5 concludes this work, summarising the main ﬁndings and the future
perspectives.
Unless speciﬁed otherwise, the cosmological framework of this work assumes
Ωm = 0.25, ΩΛ = 0.75, and h70 = H0/(70 km s
−1Mpc−1). All the magnitudes are
in the AB system (Oke 1974).

Chapter 1
VIPERS: the VIMOS Public
Extragalactic Redshift Survey
VIPERS is a redshift survey that aims at observing ∼ 100 000 galaxies and active
galactic nuclei (AGN) at intermediate redshifts (〈z〉 ∼ 0.8) in the magnitude range
17.5 6 i 6 22.5. The survey is planned to cover nearly 24 deg2 within two ﬁelds
of the Canada-France-Hawaii Telescope Legacy Survey Wide1 (CFHTLS-Wide),
namely W1 and W4.
The ﬁrst public data release, consisting of 57 204 spectroscopic redshift measure-
ments, is presented in Garilli et al. (2014) and is now available on the survey data-
base2. The sky region covered at present is ∼ 7.5 deg2 in each ﬁeld, with an eﬀective
area of 5.34 deg2 in W1 and 4.97 deg2 in W4 after accounting for the photometric
and spectroscopic masks. Once completed, VIPERS will be the largest spectro-
scopic survey at such redshifts in terms of volume explored (∼ 1.5×108Mpc3 h−370 ),
at least until the development of next-generation instruments like the European Ex-
tremely Large Telescope (E-ELT) and the James Webb Space Telescope (JWST).
All details about the survey design and construction can be found in Guzzo et al.
(2014).
From a cosmological perspective, the main goals of VIPERS are measuring
the growth rate of structure (de la Torre et al. 2013), providing new constraints
to cosmological parameters (Bel et al. 2014; Di Porto et al. 2014), describing the
relation between baryons and dark matter through galaxy clustering (Marulli et al.
2013). Other science drivers refer to extragalactic astrophysics, i.e. a research ﬁeld
in which the statistical power of the VIPERS data can be extremely useful to study
a wide range of galaxy properties at an epoch when the Universe was about half
its current age (e.g. Marchetti et al. 2013; Ma lek et al. 2013; Davidzon et al. 2013;
Fritz et al. 2014).
The spectroscopic survey (described in Sect. 1.1) is complemented by photomet-
ric data (Sect. 1.2) obtained from public surveys and dedicated observations. Such
ancillary data are crucial to estimate several galaxy properties with high precision,
in particular galaxy stellar masses and rest-frame magnitudes. To conclude this
Chapter, I also give a brief overview of the AGN sample and its possible use.
1 http://www.cfht.hawaii.edu/Science/CFHLS/
2 http://vipers.inaf.it
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2 The VIPERS survey
1.1 Spectroscopic data
The spectroscopic catalogue used in this work is the ﬁrst VIPERS Public Data
Release (PDR-1). The candidates to be spectroscopically observed are CFHTLS
sources in the two ﬁelds mentioned above, in the magnitude range 17.5 6 i 6 22.5.
They were selected via two criteria (SC1 and SC2), both of them relying on the
CFHTLS optical photometry (i.e. u, g, r, i, z images and magnitudes, see Sect. 1.2).
SC1) The ﬁrst selection criterion was aimed at separating galaxies from stars. It
relies on a point-like classiﬁcation and on comparing the ﬁve optical mag-
nitudes with galaxy and stellar spectral energy distributions (see Coupon
et al. 2009). The point-like classiﬁcation is based on measuring the half-light
radius, i.e. the radius of the circle containing half of the objects ﬂux in the
selection band. Point-like sources resulting from this selection are targeted
as AGN candidates when located in the AGN loci of two colour diagrams,
namely (g − r) vs (u− g) and (g − i) vs (u − g) (see details in Garilli et al.
2014).
SC2) The second selection criterion is based on the (g − r) and (r − i) colours.
We kept only object for which
(r − i) > 0.5(u− g) ∨ (r − i) > 0.7 . (1.1)
This condition was applied to exclude low-redshift (z < 0.5) objects, and
has been tested to ensure it does not introduce any signiﬁcant bias. The
eﬀectiveness of such a selection is veriﬁed in the sky region where VIPERS
overlaps with the VVDS-Deep survey (Fig. 1.1). According to the VVDS
measurements, most of the low-redshift objects lie below the boundary (or-
ange circles in Fig. 1.1a). Only in a few cases galaxies with known redshift
> 0.5 are not selected a priori as VIPERS target (Fig. 1.1b). It is import-
ant to note that the distance of a galaxy from the threshold is a monotonic
function of redshift.
Once selected the targets, the spectroscopic observations were carried out using the
VIMOS instrument on VLT (Le Fe`vre et al. 2003). An alternative approach instead
of SC1 and SC2 could have been using photometric redshifts obtained from the ﬁve
optical magnitudes. Although such a technique provides comparable performance
in terms of completeness and contamination, the VIPERS team preferred to apply
the colour selection described above, because it can be reproduced precisely at any
time, whereas photometric redshifts depend inevitably on speciﬁc features (like the
adopted templates) that periodically change thanks to new improvements.
1.1.1 Observations
During the VIPERS campaign, the VIMOS spectrograph was set with the LR-Red
grism (R = 230), giving a wavelength range of 5 500–9 500 A˚ that guarantees the
observability of the main spectral features in the VIPERS redshift range, e.g. the
absorption lines CaII H & K λλ3934, 3969 and the emission line [OII] λ3727 (see
Fig. 1.2). Each pointing is observed for a total time of 2 700 s, during ﬁve exposures
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(a)
(b)
Figure 1.1 Testing the VIPERS selection criterion SC2 by means of galaxies
already observed in the VVDS-Deep survey (Le Fe´vre et al. 2005). In the colour-
colour diagram (panel a) the black solid line represents Eq. (1.1), used to separate
candidate targets from galaxies expected to be at z < 0.5 (see z-bins in the legend).
The VVDS sample is used also in panel (b): the red-solid histogram is the redshift
distribution of objects that were above the green line in the (r−i) vs (u−g) diagram,
while the blue-dashed histogram includes those lying in the low-redshift locus. The
dotted black line shows dN/dz of the total sample.
4 The VIPERS survey
of nine minutes each. Spectroscopic slits are 1′′ wide. To minimise the impact of
atmospheric refraction, slits are aligned along the East-West direction.
To maximise the multiplex capability of VIMOS, the VIPERS team adopted
the observational strategy described in Scodeggio et al. (2009a): in the slit posi-
tioning optimization process, the size of the sources is arbitrarily assumed equal
to 0.5′′. In this way, the number of objects per quadrant increases. The drawback
of this approach is that bigger objects may ﬁll most of the slit, whose width is
1′′, making the spectral extraction fail. Despite that, Garilli et al. (2014) veriﬁed
a posteriori that only few among the brightest objects suﬀer from this problem.
Using short slits (the median length is 7′′), the VIPERS survey reached a sampling
rate of approximately 40% with a single VIMOS pass, with a median of 87 slits
per quadrant (Garilli et al. 2014). This achievement is essential e.g. to estimate
the large-scale environment (Cucciati et al., in prep.; Iovino et al., in prep.).
Since the coverage of the VIPERS ﬁeld is conducted with a single pass of the
instrument, the spectroscopic masks that describe the spectroscopically observed
area reproduce the footprint of the VIMOS instrument, with 2′′ gaps that separate
the four CCD quadrants. As a whole, each VIMOS pointing covers 224 arcmin2
(see Fig. 1.3). Vignetted parts of the quadrants have been removed to compute the
eﬀective area. When preparing the spectroscopic masks, at least 1.8′′ are added
on each side of the lists, for sky subtraction (an example of such masks is shown
in Fig. 1.3). A few quadrants are missing (cf Fig. 1.4) because of problems in the
VIMOS set-up, e.g. during the insertion of the masks with the slits layout.
1.1.2 Data processing
Data reduction and redshift measurements were performed within the software
environment Easylife (Garilli et al. 2012), which is based on the VIPGI pipeline
(Scodeggio et al. 2005) and EZ (Easy redshift, Garilli et al. 2010). Once automat-
ically measured by the EZ pipeline, the spectroscopic redshifts were then checked
and validated independently by two team members, who also assign a quality ﬂag
to the measurement (zflag). In case of any discrepancy (in redshift or ﬂag), they
were reconciled by direct comparison. In the vast majority of cases, this further
step involved spectra with very low S/N, not used in most of the studies.
In general, the quality ﬂag is assigned according to the expected conﬁdence
level (CL), based on a well-established scheme developed by previous surveys like
VVDS (Le Fe´vre et al. 2005) and zCOSMOS (Lilly et al. 2009). The scheme is
exempliﬁed in Fig. 1.2. Spectra with high signal-to-noise ratio (S/N), for which the
validators can assess the redshift with > 95% CL, are classiﬁed as zflag = 4. Flag 3
is used when the S/N is lower, but the redshift estimate still has a high probability
(comparable to a ﬂag 4) of being correct. Less secure measurements (∼ 75% CL)
result in zflag = 2. In case of tentative measurements (. 50% chance to be correct)
the quality ﬂag is equal to 1, while it is 0 when zspec is not measurable. Flag 9
was assigned to spectra that do not show any clear feature but one secure emission
line (most of the time [OII] emission). For broad-line AGN a similar scheme is
adopted, but with zflag values increased by 10. Each spectroscopic ﬂag also has
a decimal digit specifying the agreement with the photometric redshift computed
from CFHTLS photometry (Coupon et al. 2009). However, for sake of simplicity, in
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Figure 1.2 Examples of VIPERS spectra of early- and late-type galaxies at various
redshifts. Redshift measurements have different accuracy (i.e., 1 6 zflag 6 4). The
typical spectral features are marked. From Guzzo et al. (2014).
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Figure 1.3 The four CCDs of VIMOS, observing an area of the W1 field. In each
quadrant, blue rectangles are the slits placed by VMMPS, the software for automatic
optimisation of positions and number of slits (Bottini et al. 2005). Note that the
borders of the illuminated area do not coincide with the quadrant size. Since in
general these borders vary pointing-by-pointing, they are traced and reconstructed
(solid red lines) through an automatic detection algorithm. From Guzzo et al. (2014).
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Figure 1.4 The coverage of ancillary data over the two VIPERS fields (W1 and W4 in the upper and lower panels, respectively). The
W1 view is limited to the region sampled by VIPERS until now. Each survey is shown with a different colour (see bottom right legend),
while grey quadrants are the VIMOS pointings that led to the spectroscopic catalogue used in this work.
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the following analysis I will consider only the integer part of each ﬂag (see Fig. 1.5).
After excluding 3 394 objects with no redshift measurement (zflag = 0) and 1 750
stars, the PDR-1 sample contains 53 608 extragalactic sources, nearly equally split
between the two ﬁelds. The quality of redshift measurements can be veriﬁed using
objects observed twice. For the sample with spectroscopic ﬂags larger than 2,
it is very high, with an estimated CL > 99% (i.e. for almost all those multiple
observations, zspec estimated from the two spectra coincide with each other). For
ﬂags equal to 2, the conﬁdence remains above 95%, higher than the indicative
threshold ﬁxed a priori.
Moreover, the sample of objects spectroscopically observed twice can also be
used to estimate the uncertainty (σz) on the full procedure (reduction and z meas-
urement). Part of the objects with a repeated (and reliable) redshift measurement
lie on the border of quadrants (they were therefore observed by two independent
pointings that slightly overlap). Other duplicates come from the full re-observation
of a few pointings, e.g. after the CCD refurbishment in 2010, when some tiles were
observed again to verify the performances with the new set-up (Hammersley et al.
2010). Currently, the duplicate entries in the VIPERS database (with zflag > 2) are
1 622. I used the distribution of the diﬀerences between these double measurements
to estimate the redshift error of the sample, as shown in Fig. 1.6. According to this
procedure, I obtain σz = 0.00045(1 + z), corresponding to a velocity dispersion of
130 km s−1.
Since only a fraction of all the photometric objects have been observed by VI-
MOS, statistical weights are required to make this subsample representative of all
the galaxies with the same limiting magnitude (i 6 22.5) in the survey volume.
Such weights are calculated by considering
- the fraction of possible targets that have been actually put into a slit (target
sampling rate, TSR),
- the fraction of them that yield secure z measurements and that will be used
in the statistical analysis (spectroscopic success rate, SSR),
- and the completeness due to the colour pre-selection of the targets by means
of SC1 and SC2 (colour sampling rate, CSR).
The statistical weights can depend on the magnitude, redshift, colour, and angular
position of the considered object. For each factor of the statistical weight only
the main and relevant dependencies are considered, in order to avoid spurious
ﬂuctuations when there are small subsamples. In detail, the TSR is a function of
the selection magnitude only, the SSR depends on magnitude and redshift, and the
CSR is a function of redshift.
The TSR is deﬁned as the fraction of all observed spectroscopic sources (Nspec)
with respect to the number of CFHTLS photometric galaxies (Nphot) in a given
range of apparent magnitude: TSR(i, i+δi) ≡ Nspec(i, i+δi)/Nphot(i, i+δi). From
the limiting magnitude down to i ≃ 19, the TSR is nearly constant (∼ 45%), but
it starts to decline at i . 19 (Garilli et al. 2014). The magnitude dependency of
the brightest objects can be due to the short slits strategy (Sect. 1.1.1) that may
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(a)
(b)
Figure 1.5 Panel (a) shows the redshift distribution of the VIPERS sample, con-
sidering all the spectroscopic redshifts (1 6 zflag 6 9, grey histogram) or only the
reliable ones (2 6 zflag 6 9, yellow histogram). Panel (b) shows the projected surface
density of galaxies with 2 6 zflag 6 9, considering W1 and W4 independently (blue
and red histograms, respectively), and the whole sample (in grey).
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Figure 1.6 Estimate of the uncertainty σz (see text) using 1622 re-observed objects
with zflag > 2. When two independent measurements are available, the velocity
difference is ∆v ≡ c∆z/(1 + z), where c is the speed of light. The distribution of
∆v (red histogram) is well fitted by a Gaussian function with mean ∼ 15 km s−1 and
dispersion σ ≃ 190 km s−1 (dashed line). This translates into an error (for a single
object) of σz = cσ/
√
2 = 0.00045(1 + z).
disfavour very large objects. It can be also due to the high angular clustering that
characterises the brightest sources, since two slits cannot be placed near each other
to observe close pairs.
Regarding the SSR, it is computed by considering the number of reliable red-
shifts Ns among all the measurements Nspec within [i, i+ δi] and [z, z + δz]. Only
galaxies with quality ﬂags between 2 and 9 are included in Ns (∼ 41 000 galaxies
in the redshift range 0.5 6 z 6 1.2).
The SSR is sensitive to both the apparent magnitude and redshift. Indeed,
it is more diﬃcult to identify spectral features when objects are faint (low S/N)
or when they are at a redshift such that principal emission/absorption lines fall
in a wavelength range aﬀected e.g. by fringing. Conversely, it can be easier to
measure redshifts for strong emission line galaxies, if the emission lines fall within
the observed wavelength range.
One can expect also angular variation of TSR and SSR, because of diﬀerent
observing conditions and ﬂuctuations in the surface density of objects from one
pointing to another. This dependency is important to describe two-point statistics
(e.g. correlation functions) but it is negligible when estimating the galaxy stellar
mass function. Such angular-dependent weights, evaluated on a per-quadrant basis,
are described in de la Torre et al. (2013).
The CSR accounts for the missed galaxies that do not satisfy SC1 and SC2,
although they actually are at z > 0.5. This erroneous classiﬁcation concerns objects
at z ≃ 0.5, i.e. close to the threshold determined by Eq. (1.1). On the other hand,
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galaxies at 0.6 . z . 1.2 are not aﬀected by this kind of incompleteness. In
fact, the distance of a galaxy from the threshold in the (r − i) vs (u − g) plane
increases as a function of redshift (Fig. 1.1a) at least up to z ≃ 1.2. The CSR
is estimated by using data from the VVDS survey (Le Fe´vre et al. 2005), which
is purely ﬂux limited and shares the same CFHTLS photometry of VIPERS (see
details in Guzzo et al. 2014). The measured CSR is well described by the error
function CSR(z) ≡ 0.5 − 0.5 erf[b(zt − z)], with b = 10.8 and zt = 0.44. Another
way to evaluate the CSR, i.e. by using photometric redshifts, is in good agreement
with the previous result, as shown in Garilli et al. (2014, Fig. 10). Eventually, for
a galaxy at redshift z with magnitude i, its statistical weight is
w(i, z) = TSR(i)−1 × SSR(i, z)−1 × CSR(z)−1 . (1.2)
Once each galaxy in the spectroscopic sample is properly weighed, one can recover
the properties of the photometric parent sample starting from the spectroscopic
one.
1.2 Photometric data
Photometric data are described below, grouped according to their wavelength
range. The coverage of each photometric survey is illustrated in Fig. 1.4. Their
main features are summarised in Table 1.1.
1.2.1 Optical data
As mentioned before, the VIPERS spectroscopic sample has been selected from the
W1 and W4 ﬁelds of the CFHTLS-Wide. Therefore, each galaxy has a photometric
baseline consisting of u∗, g′, r′, i′, and z′ magnitudes, measured by the Terapix team
for the T0005 data release3. These magnitudes are SExtractor’s MAG AUTO,
derived in double image mode in order to maintain the same aperture in all bands
(Bertin & Arnouts 1996). These raw magnitudes have been corrected for Milky
Way extinction as follows:
u = u∗ − 4.716E(B − V )
g = g′ − 3.654E(B − V )
r = r′ − 2.691E(B − V ) (1.3)
i = i′ − 1.998E(B − V )
z = z′ − 1.530E(B − V ) ,
where E(B−V ) is the dust extinction derived from the Schlegel et al. (1998) maps
at each galaxy’s position. Typical errors (including zero-point calibration, tile-to-
tile oﬀset, etc.) are on the order of ∆mag = 0.01–0.04 (Fritz et al. 2014). I will
refer to this catalogue, limited at i 6 22.5, as the photometric VIPERS sample.
Applying also SC1 and SC2, the resulting photometric catalogue (a subsample of
the previous one) will be called “parent sample”. Both samples do not include
3http://terapix.iap.fr/cplt/oldSite/Descart/CFHTLS-T0005-Release.pdf
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sources inside the VIPERS photometric masks, i.e. the angular masks that discard
areas around bright stars or with problematic observations. They are a new version
of those provided by Terapix: the latter have been revisited by our team in order to
recover regions where the photometric quality is deemed suﬃcient for our analysis
(see Fig. 1.7).
The CFHTLS observations were performed in tiles of ∼ 1◦ side, overlapping
each other by ∼ 2′ to allow for cross-calibration. To build the photometric parent
sample, the VIPERS team merged adjacent tiles after correcting the tile-to-tile zero
point ﬂuctuations. In fact, it was known that in each T0005 tile the zero-points
still has a small (but not negligible) oﬀset in some of the photometric bands. Such
oﬀsets, which produce colour variations from one tile to another, could introduce
systematic eﬀects when selecting the VIPERS spectroscopic target by means of
the SC1 and SC2 criteria. For this reason, the VIPERS team made a tile-to-
tile homogenisation. The applied correction is based on the well-deﬁned location
of stars in colour-colour space, e.g. in the (r − i) vs (u − g) plane. Under the
assumption that stars are aﬀected by zero-point shifts in a similar way to galaxies,
the observed stellar sequence is used as a calibrator for the colours (u−g), (g− r),
and (r − i), which have been corrected before being used in SC1 and SC2. More
details are given in Guzzo et al. (2014, see also High et al. 2009 for a description
of a similar regression technique). The colour corrections are not applied when
performing the SED ﬁtting (Sect. 2.1) because these tile-to-tile variations have a
negligible impact in that case.
Photometric redshifts have been estimated using optical magnitudes, according
to the procedure described in Coupon et al. (2009); their uncertainty is σzphot =
0.035(1+zphot) up to z = 1.0 and rises to 0.090(1+zphot) in the range 1.0 < z < 1.5
(Coupon et al. 2009, Scodeggio et al., internal VIPERS report).
1.2.2 Infrared data
The VIPERS collaboration has undertaken a follow-up in the K-band in the W1
and W4 ﬁelds with the WIRCam instrument at CFHT. The goal was to exploit
the full data potential in analysing the galaxy properties as a function of time
and environment. The K-band observations were collected between 2010 and 2012
with several discretionary time programmes. The K-band depth has been optim-
ised to match the brightness of the spectroscopic sources: at the magnitude limit
(KWIRCam ≃ 22.0 at 5σ), 95% of the spectroscopic sample in W4 is observed in
KWIRCam, while in W1 this percentage is approximately 80%. This diﬀerence in
the percentages is due to the fact that part of the W1 ﬁeld has not been observed
by WIRCam (see Fig. 1.4).
For this reason, in addition to WIRCam data, I matched our CFHTLS optical
catalogue with the recent UKIDSS data releases4 using a matching radius of 0.8′′.
The W1 ﬁeld overlaps with UDS and DXS, whereas the W4 ﬁeld is fully covered
by the shallower LAS and partially covered by DXS. Where K-band photometry
4DR9 for LAS and DXS, DR8 for UDS. The LAS fields are observed in Y, J,H,K filters, while
in DXS and UDS only J,H,K are used. Note that these (Petrosian) magnitudes are in Vega
system: I converted them into AB according to the conversion factor provided in the UKIDSS
database (http://www.ukidss.org/).
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Figure 1.7 Example of photometric masks developed for VIPERS (magenta circles
and cross patterns) to exclude regions affected by bright stars. These masks are
less conservative than the ones distributed by Terapix, based on the four-point star
template (shown in green). They allow a significant gain in terms of usable sky.
Along with them, spectroscopic masks that make up the VIPERS pointings are
plotted in red. The sky region is the CFHTLS T0005 χ2-image of the field 020631-
050800 produced by Terapix. From Guzzo et al. (2014)
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Figure 1.8 Comparison between KWIRCam and KUKIDSS magnitudes of the pho-
tometric objects for which both bands are available. The W1 field is on the left
panel, W4 on the right one. Only galaxies with i < 22.5 are shown in each plot (red
dots). The subsample of objects with small photometric errors (∆mag < 0.1, both
for WIRCam and UKIDSS data) are highlighted in blue (bright objects substantially
out from the 1:1 relation, in the bottom-left corner of each panel, are saturated ob-
jects). The mean difference relative to this subsample and its scatter are reported
on the top of the plots, as well as the total number of matches (i.e., the number of
red points). In W1, where the UKIDSS data are crucial (cf Fig. 1.4), the consistency
with WIRCam is good, although the small offset of ∼ 0.05mag. The agreement in
W4 is slightly worse, because the UKIDSS photometry mainly comes from the shal-
low survey UKIDSS-LAS, whereas W1 is covered by UKIDSS-DXS, which is deeper
(K = 21mag at 5σ).
is not available, I use instead the J band. When also considering KUKIDSS, the
percentage of our spectroscopic sample with K-band magnitude increases to 97%
in W1 and 96% in W4.
I compared the K-band photometry for optical sources matched with both
UKIDSS and WIRCam surveys, and ﬁnd a good agreement. In fact, there is a
mean diﬀerence 〈∆K〉 = 〈KWIRCam −KUKIDSS〉 ≃ −0.05, with a small dispersion
σ∆K ≃ 0.10 and 0.15, for W1 and W4, respectively (see Fig. 1.8). These diﬀerences
can be ascribed to the transmission functions of the ﬁlters and the deﬁnition of the
aperture used when measuring magnitudes, and are close to photometric errors. To
prevent overweighting the K-band magnitudes in the SED ﬁtting, only the deeper
KWIRCam data have been used when both magnitudes were available for the same
object.
In addition to NIR, for ∼ 30% of the spectroscopic targets in W1, we cross-
correlate VIPERS data with the SWIRE observations5 (which have been carried
5 The Spitzer Wide-area Infra-Red Extragalactic survey (SWIRE,
1.3 AGN subsample 15
out in the XMM-LSS ﬁeld). For the SED ﬁtting I take advantage only of mag-
nitudes in the 3.6µm and 4.5µm bands, since beyond those wavelengths the survey
is shallower, and source detection is very sparse. Moreover, at longer wavelengths
– i.e., the MIPS observations at λ > 20µm – the re-emission from dust begins to
contribute to the ﬂux of galaxies, and this feature is not reproduced by most of
the models of stellar population synthesis (see Sect. 2.1).
1.2.3 Ultraviolet data
The UV part of the spectrum can also be important for constraining the galaxy
dust content and the star formation rate. In far- and near-UV (FUV and NUV )
photometric information has been taken with the GALEX satellite. In both W1
and W4 there are GALEX images from the deep imaging survey (integration time
∼ 3 × 104 s) in both NUV and FUV channels (Arnouts et al., in prep.). More
recently, the coverage in W1 region has been increased with new observations in the
NUV channel alone (integration time Texp > 1.5× 104 s). Because of the GALEX
large PSF (∼ 5′′), the source blending is a major issue in GALEX deep-imaging
mode. To measure the UV ﬂuxes of the sources, Arnouts et al. (in prep.) use the
dedicated photometric algorithm EMphot (Conseil et al. 2011), which adopts the
positions of U -band selected priors and performs a modelled PSF adjustment over
small tiles based on the expectation maximisation algorithm (Guillaume et al.
2006). For our spectroscopic sample, 63% (15%) of the sources have an NUV
(FUV ) ﬂux measurement in W1. In contrast, the W4 ﬁeld has modest GALEX
coverage: 13% (5%) of spectroscopic sources with an NUV (FUV ) ﬂux. Because of
the inhomogeneous coverage, the GALEX data will be used only for some restricted
tests.
1.3 AGN subsample
The PDR-1 catalogue contains 3 371 AGN, selected by Polletta et al. (in prep.)
through diﬀerent techniques. About 1 000 broad-line AGN (BLAGN) are identiﬁed
by their spectral features (e.g. Figures 1.9 and 1.10). Among them, only 124 have
a spectroscopic redshift between z = 0.5 and 1. Other emission lines are useful
to ﬁnd obscured AGN, in particular [NeV] λ3426 (cf Mignoli et al. 2013). In this
way, 344 galaxies (269 at 0.5 6 z 6 1) can be regarded as type-2 AGN. In the
VIPERS redshift range, one can also apply the spectral diagnostic described in
Lamareille (2010), i.e. [OIII]/Hβ vs [OII]/Hβ. This method selects 1 651 possible
AGN, almost all at 0.5 6 z 6 1. Additional candidates (∼ 1 600) in the W1 ﬁeld
have been identiﬁed through their X-ray emission, by inspecting the XMM-LSS
sources (Chiappetti et al. 2012). Also mid-infrared (MIR) colours from SWIRE
can be used in this task, as done e.g. in Stern et al. (2005); in VIPERS, the AGN
selection based on MIR ﬂuxes (F (4.5µm)/F (3.6µm) > 1.3) is satisﬁed by 604
entries of the VIPERS catalogue, half of them being at z < 1.0.
http://swire.ipac.caltech.edu) has been carried out with two distinct instruments in
the following channels: 3.6µm, 4.5µm, 5.8µm, 8.0µm (IRAC camera) and 24µm, 70µm, 160µm
(MIPS camera).
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Table 1.1 Photometric passbands in the VIPERS catalogue.
Filter name Centroid range AB conv. number of sources
[A˚] [A˚] [mag] (out of 53 608)
FUV 1 546.78 262.73 2.07 5 794 (10%)
NUV 2 342.00 767.25 1.66 21 180 (38%)
u 3 844.84 498.04 0.31 53 608
g 4 915.01 1 293.98 -0.08 53 608
r 6 252.39 1 082.23 0.15 53 608
i 7 641.47 1 250.06 0.37 53 608
z 8 852.14 1 042.30 0.51 53 608
J 16 544.53 2 824.64 1.36 277 (< 1%)
K 22 402.56 3 178.50 1.90 4 443 (8%)
Ks 21 630.40 2 976.98 1.83 48 449 (88%)
3.6µm 35 763.44 6 521.24 2.79 8 884 (16%)
4.8µm 45 288.87 8 829.35 3.26 7 135 (13%)
Independent selection criteria can be examined and compared, to study AGN
(and host galaxy) properties, and their evolution with z. Several papers on this
topic are in preparation (Polletta et al., Ma lek et al., Marchetti et al.). It should
be noted that only BLAGN (10 6 zflag 6 19) are removed from the dataset used
in the present work. Further candidates, selected by means of other techniques,
are spectroscopic galaxies (zflag 6 9) and therefore are considered in the following
analysis. These objects are likely narrow-line AGN (see Fig. 1.9), although some
of them are expected to be galaxy contaminants without an active nucleus. I
emphasise that these AGN candidates, which are not removed from the sample, do
not constitute a problem for the SED ﬁtting derived properties, since in most of
the cases their optical and NIR emission are dominated by the host galaxy (Pozzi
et al. 2007).
AGN are useful also indirectly, when their light reveals non-emitting matter
along the line of sight. During the validation process of the VIPERS redshifts,
some team members found a few BLAGN whose spectrum is superimposed on that
of an intervening object. They are usually referred to as quasar absorption-line
(QAL) systems. An example is shown in Fig. 1.10.
In ﬁve cases, absorption lines are suﬃciently clear to ﬁt with galaxy templates
availble in the EZ software. Thus, I was able to estimate, along with the quasar
zspec, also the spectroscopic redshift of the intervening object. The most pro-
nounced line is the MgII resonance doublet (λλ2796, 2803, not resolved by VI-
MOS). This is a feature belonging to a particular kind of absorbers that originate
in regions of photoionised gas at temperatures around T ≃ 104K (Charlton et al.
2003) and N(HI) ≃ 1016 - 1022 cm2 (Rao et al. 2006). There are opposite interpreta-
tions for QAL systems: this kind of absorbers could trace galaxy outﬂows (e.g. due
to star formation driven winds), or conversely they could be part of gas streams
falling into the galaxy, perhaps as a consequence of mergers or other accretion
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Figure 1.9 AGN stacked spectra for the different selection criteria described in
the text. BLAGN (in blue) show blue continuum and broad Balmer lines. X-ray
selected AGN (cyan) have either broad or narrow Hβ, but a red continuum. Also
MIR and [NeV] selections (red and violet) find preferentially red profiles (D4000
break clearly visible) with spectra similar to normal star-forming galaxies (see the
weak [OII] emission). Finally, the stacked spectrum in orange results from objects
selected through the blue diagnostic diagram of Lamareille (2010). Interestingly
enough, its continuum is bluer than the other samples (excluding BLAGN) and
without [NeV] emission; the [OII]/[OIII] ratio is greater than one, like the LINERS
populations. Courtesy of M. Polletta.
mechanisms. There could be some analogy to HI clouds observed in 21 cm surveys
around individual galaxies (cf Doyle et al. 2005).
Several observations in the local universe highlight the presence of a luminous
galaxy close to the QAL system, within a projected radius of 50–100 h−1 kpc (see
Chen et al. 2010, and references therein). In samples of MgII absorbers serendip-
itously found along AGN l.o.s, the extent of the MgII halo seems to increase with
the stellar mass of the galaxy associated with it, but it correlates only weakly
with speciﬁc SFR (e.g. Chen et al. 2010). Conversely, galaxy surveys around AGN
pre-selected for strong MgII absorption tend to ﬁnd systems with high sSFRs (e.g.
Zibetti et al. 2007).
At present, the connection between QAL systems and their nearby galaxies
cannot be investigated in VIPERS, because some of the objects surrounding the
studied BLAGN were not spectroscopically observed. In addition, I estimated the
equivalent width (EW) of the MgII doublet for each VIPERS QAL system. As
mentioned above, the resolution is not high enough to measure separately the two
lines, which I ﬁt by a single Gaussian proﬁle. The resulting EWs range from 2.7 to
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Figure 1.10 VIPERS spectrum of a broad-line AGN at z = 1.9867 (magnitude i =
19.505, black line). Its main lines are marked with vertical dashed lines. Absorption
features of an intervening object are also visible (vertical dotted lines). These features
are fit by a galaxy template (red line) redshifted at z = 1.7564 (the flux is rescaled to
superimpose the template on the AGN spectrum). See discussion on QAL systems
in the text.
8.1 A˚. These approximate estimates are in general agreement with “strong” QAL
systems that can be found in the literature (e.g. in the catalogue of Quider et al.
2011). Despite the observational limitations, it could be worth searching for QAL
systems in VIPERS. For instance, since strong MgII absorbers are often associated
with damped Lyα systems (e.g. Rao et al. 2006, 2011), it could be interesting to
study the UV spectra of these objects (if available) and verify the presence of the
Lyα line.
Chapter 2
Data analysis
Once collected spectroscopic and photometric information, several physical quant-
ities can be estimated for the VIPERS galaxy sample. I achieve this goal by ﬁtting
a set of spectral energy distributions (SEDs) to the multi-band photometry of each
galaxy. This technique is adopted to estimate absolute magnitudes, stellar mass
(M), and star formation rate (SFR). A number of tests are also presented to show
the reliability (but also the limitations) of such a method. When possible, SED
ﬁtting results are compared with estimates obtained through other techniques.
2.1 SED fitting technique
The SED ﬁtting technique has been developed in the last two decades (see seminal
papers of Koo 1985; Pello et al. 1996; Lanzetta et al. 1996), and is now widespread
used in observational astrophysics. The keystone of the method is to ﬁnd the SED
in better agreement with the observed magnitudes of the selected galaxy. After
doing that, the galaxy properties can be recovered directly from the characterist-
ics of that best-ﬁt SED. To perform this fundamental task, diﬀerent methods are
available in the literature, depending also on the goals of the analysis (e.g., estim-
ating redshift, spectral type, stellar mass, etc.). They can be broadly classiﬁed in
four classes:
i. The χ2 template-ﬁtting (e.g. Bolzonella et al. 2000; Arnouts et al. 1999; Ilbert
et al. 2006).
ii. Fitting by inversion (e.g. Heavens et al. 2000; Tojeiro et al. 2007).
iii. Bayesian methods (e.g. Noll et al. 2009).
iv. Neural networks (e.g. Collister & Lahav 2004; Cavuoti et al. 2012).
In the present work, I adopt method (i), as detailed in Sect. 2.1.4. The galaxy
templates (i.e., the synthetic SEDs) used in the procedure are realised starting
from a stellar population synthesis model described in Sect. 2.1.1. The results are
summarised in Sect. 2.1.5.
Galaxy templates can also be constructed from the galaxy SEDs observed with
state-of-the-art facilities from UV to IR (e.g. Coleman et al. 1980). This kind
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of SEDs are useful to determine the distance of a galaxy (i.e. its photometric
redshift, e.g. Ilbert et al. 2009) and determine whether it is late- or early-type (see
e.g. Pozzetti et al. 2010). However, to estimate for instance galaxy stellar masses,
one needs a set of SEDs realised starting from a stellar population synthesis model,
because in that case the ﬂux “emitted” by the galaxy template can be expressed
per unit of stellar mass. In the present work, the latter approach has been adopted,
and is therefore described in the following.
2.1.1 Simple stellar populations
Among the techniques for modelling galactic light, the stellar population synthesis
is the most popular one.1 Its fundamental assumption is that the SED of a galaxy
can be described by adding spectra of several simple stellar populations (SSPs
Renzini & Pecci 1988).2 Each SSP represents an ensemble of stars born at the
same time with the same chemical abundance. The mass distribution of those stars
depends on the initial mass function (IMF, e.g. Salpeter 1955) and the composition
of their spectra gives the total ﬂux of the SSP. Sometimes in the literature, SSPs
are compared to star clusters (globular or open clusters) even though the latter
are now considered more complex than the former: dynamical evolution (e.g.,
mass segregation) and exotic objects (e.g. blue straggler stars, Ferraro et al. 1992)
prevent any meaningful correspondence.
After constructing a set of SSPs, they are combined to obtain a composite stellar
population (CSP), which represents a synthetic galaxy SED. SSPs at diﬀerent ages
are chosen according to the star formation history (SFH) assumed in the galaxy
model. Another component, i.e. dust, is added to modify the resulting SED as it
happens in the observed universe (see Sect. 2.1.3). This scheme is summarised in
Fig. 2.1. Each step is detailed in the following.
For a given SSP, a way to compute its SED is through the isochrone synthesis
(Chiosi et al. 1988; Charlot & Bruzual 1991). Since all stars have the same age,
they lie in a precise locus (i.e. an isochrone) of the Hertzsprung-Russel diagram.
To identify the position of a star in the diagram – knowing its initial mass, age,
and metallicity – the computation of stellar evolutionary tracks is required. Any
of these tracks describes the entire life of a star having certain characteristics. By
following the evolutionary track of a star, one can predict e.g. how its eﬀective
temperature evolves. All information provided by the track is converted in an
observable spectrum through (empirical or theoretical) stellar spectral libraries
(e.g Lejeune et al. 1997; Le Borgne et al. 2003).
Among the isochrone synthesis codes, the most popular are the Padova models
(Bertelli et al. 1994; Girardi et al. 2000; Marigo et al. 2008) and the Geneva models
(Schaller et al. 1992; Lejeune & Schaerer 2001). Other widespread used models are
described e.g. in Pietrinferni et al. (2004, BaSTI team) and Dotter et al. (2008,
Dartmouth collaboration). Even in the state-of-the-art codes, the major sources of
1Excellent reviews of this technique can be found in Faber (1977); Tinsley (1980); Conroy
(2013). For sake of brevity, other approaches (e.g. Faber 1972; Pickles 1985) are not discussed
here.
2 In the following I will not consider SEDs with an AGN component. References to this issue
can be found in Polletta et al. (2007); Delvecchio et al. (2014).
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Figure 2.1 Overview of the fundamental steps in the stellar population synthesis
of a galaxy. An SSP is built by means of isochrones and related stellar spectra,
assuming some IMF. The SSP spectra at various ages are combined according to
a given SFH (in some models also the chemical evolution is accounted for). The
emission is modified including the presence of dust. The result is a composite stellar
population (CSP) that represents the SED of a galaxy. From Conroy (2013).
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uncertainty are related to diﬃculties in modelling stellar evolution: for instance, it
is still unclear how to properly account for stellar rotation (see Maeder & Meynet
2012), or the amount of overshooting (especially for evolved giant stars, see Cassisi
2004). Another open issue is the treatment of the thermally pulsing asymptotic
giant branch (TP-AGB), which is diﬃcult to model also because observations are
still controversial (see discussion below). These uncertainties propagate into de-
rived quantities such as stellar mass, being a major concern in the implementation
of any SED ﬁtting technique based on evolutionary stellar synthesis (Conroy &
Wechsler 2009).
In this work, I use the GALAXEV population synthesis model (hereafter
referred as BC03, Bruzual & Charlot 2003), with the parameters described in
Sect. 2.1.4. Some examples of SSPs produced by this model are shown in Fig. 2.2.
The isochrone tables adopted by Bruzual & Charlot are those from the Padova
1994 models. By means of the BC03 code, it is possible to build CSPs, i.e. galaxy
spectra, from 91 A˚ to 160µm, with a resolving power of λ/∆λ ∼ 200–500. This re-
produces well magnitudes and colours of SDSS objects, and is one of the standard
libraries used to compute galaxy stellar masses.
An alternative method to compute SSPs is the so-called “fuel consumption”
method (Buzzoni 1989). This is the approach followed by Maraston (2005, hereafter
M05), in which the evolution (especially in the post main sequence) is characterised
by analytical functions related to the consumption of hydrogen and/or helium (i.e.,
the “fuel” of stars). It is important to note that M05 diﬀers from BC03 also because
of the TP-AGB phase, which aﬀects NIR emission of stellar populations that are
∼ 1Gyr old, so a diﬀerent treatment results in diﬀerent SEDs (Fig. 2.3). The
question about the relevance of TP-AGB in the stellar population synthesis is still
open (e.g. Marigo & Girardi 2007), with some evidence that supports BC03 (e.g.
Kriek et al. 2010; Zibetti et al. 2013) in contrast to observations favouring M05
(e.g. MacArthur et al. 2010).
2.1.2 Models of galaxy SED
Once chosen a set of SSPs, the next step to build a galaxy SED is to assume a star
formation history (SFH), i.e. a recipe that speciﬁes how many stellar populations
will be created within the galaxy during its life. The SFH can be parametrised by
ψ(t), a simple analytical form such that the galaxy stellar mass assembled since
galaxy formation time (tform) is
M(t) =
∫ t
tform
ψ(t′)fr(tform − t′) dt′ , (2.1)
where the stellar mass loss is parametrised by the return fraction fr (e.g. Conroy
& Wechsler 2009). Under the assumption that the galaxy evolves smoothly, ψ(t)
is often described by an exponentially declining function:
ψ ∝ exp(−t/τ) , (2.2)
where τ is the e-folding timescale.
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Figure 2.2 Spectra of a simple stellar population, as modelled by Bruzual & Char-
lot (2003), assuming solar and subsolar metallicity (blue and red respectively). Three
different ages are shown in both cases. The other parameters (e.g. Chabrier’s IMF)
are kept fixed.
One could argue that such an approximation is too far from the true SFH of
a galaxy, which is likely to go through discrete episodes of star formation. Nev-
ertheless, exponentially declining models provide reasonable ﬁts when most of the
galaxy stellar mass has been assembled in a single event, because the spectral fea-
tures of SSPs vary smoothly with time (as suggested by Fig. 2.2). This is indeed the
case of early-type galaxies (Thomas et al. 2010). On the other hand, for actively
star-forming galaxies in which young stellar populations outshine the older ones,
parametrising the SFH with Eq. (2.2) can lead to an underestimate of the galaxy
age and stellar mass (Papovich et al. 2001). This eﬀect can be reduced by setting
a lower limit on the age parameter, in order to avoid unrealistic solutions that
are too young and too dusty (Pforr et al. 2012). Maraston et al. (2010) propose
an alternative solution by introducing exponentially increasing SFHs: ψ(t) ∝ et/τ .
Another possible issue has been stressed out by Paciﬁci et al. (2013), who identiﬁed
a class of massive blue galaxies that assembled their stellar mass over a relatively
long period, experiencing a progressive reduction of their star formation at a later
evolutionary stage. For such “bell-shaped” SFH, neither increasing nor decreas-
ing τ -models seem to be suitable. A third option consists in delayed τ models
(∝ te−t/τ ) having the peak of star formation at t = τ > tform.
More realistic models of SFH should be provided by superimposing random
peaks of star formation on the exponential (or constant) SFR, as proposed by
Kauﬀmann et al. (2003a). In another pioneering work, Finlator et al. (2007) use
the SFHs drawn from their hydrodynamic simulations. This kind of stochasticity
can also be linked to the accretion history that results from N-body simulation
(Paciﬁci et al. 2013). For some active galaxies, allowing the presence of recent
secondary bursts can lead to higher stellar mass estimates with respect to those
obtained with smooth functions (Papovich et al. 2001; Pozzetti et al. 2010; Pforr
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Figure 2.3 Synthetic galaxy SEDs, as modelled by Bruzual & Charlot (2003, blue
lines) and Maraston (2005, red lines). For each model, two timesteps are shown,
corresponding to galaxy ages of 1 and 5Gyr. Given the e-folding time of the (expo-
nentially declining) SFH assumed in both cases, the former SED represents a young
galaxy still forming stars, while the latter (5Gyr age) is already passive, as indicated
by the deep D4000 break. It should be noticed that the most significant difference
between BC03 and M05 is at NIR wavelengths, in the young (age ≃ 1Gyr) star-
forming galaxy. The discrepancy at log(λ) & 4.4, particularly evident comparing
the 1Gyr templates, is due to computational reason (a different extrapolation in the
Rayleigh regime).
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Figure 2.4 Comparison among different extinction models (listed in the legend);
curves are taken from the Hyperz software package (Bolzonella et al. 2000).
et al. 2012). This happens because the blue colour of this kind of galaxies can
now be obtained by a balanced mix of young and old populations. However, the
improved description of stellar assembly provided by composite SFHs is limited
by unresolved degeneracies (e.g. between dust and metallicity). Moreover, some
“multi-bursts” libraries include a large number of templates, thus requiring much
longer computational time. Therefore, exponentially declining/increasing SFHs
remain a convenient option, indeed used by many authors.
When building a CSP, one should in principle consider that stellar populations
born at diﬀerent epochs do not have the same chemical abundance, since the stars
formed earlier had enriched the ISM. In practice, the time evolution of galaxy
metallicity is over-simpliﬁed in most of the stellar population synthesis models: a
single metallicity is assumed for all the SSPs that origin the CSP. This is also the
case of the BC03 model adopted in this work.
A noteworthy exception is the versatile spectra analysis (VESPA) developed by
Tojeiro et al. (2007). Their code relies on a dynamic parametrization of the SFH
and adaptive Z ranges; it works iteratively until it ﬁnds the series of star-forming
bursts (allowed to have diﬀerent metallicity) that better recover the observations.
Unfortunately, this method works when supplied with high quality data (e.g. SDSS
galaxies, Tojeiro et al. 2009) and its application is not feasible with the medium-
resolution spectra of VIPERS.
The impact of constant Z has not been extensively investigated yet (but see
the notable attempts of Conroy et al. 2009; Mitchell et al. 2013). It should be
emphasised that in the optical (i.e., bands redward of V ) the broadband evolution
of a multi-metallicity population of stars can be fairly described with a single
population with Z ﬁxed to the mean of the multi-metallicity one (Conroy et al.
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2009).
2.1.3 Including dust effects in the SED
Along with stellar emission, also interstellar medium (ISM) has to be modelled.
In particular, dust is one of the ISM ingredients and plays a major role in shaping
the observed galaxy SED by reprocessing the light coming from stars (see e.g.
Mathis 1990). There are still several questions about dust that need an answer. In
particular, its composition and distribution are still unclear. The main components
of dust grains are silicates, graphite, and polycyclic aromatic hydrocarbons (PAH,
see Leger & Puget 1984). All of them absorb light mainly in the UV-to-optical
range, re-emitting it in the IR (λ & 10µm). More details about the physics of dust
can be found e.g. in Draine (2003) and Ciesla et al. (2014).
In SED ﬁtting, the UV-to-optical obscuration by dust is usually described by
means of two terms, namely attenuation and reddening. The former, expressed by
Aλ, represents the change in magnitude at a given wavelength λ, while reddening
can be parametrised by the colour excess E(B − V ) ≡ AB −AV . The attenuation
at a given wavelength can be also described by the optical depth τλ:
I(λ) = I0(λ) exp
−τλ , (2.3)
where the unobscured radiation would have intensity I0, and I is the observed
intensity. From Eq. (2.3) it follows that Aλ = (2.5 log e)τλ.
Both Aλ and E(B − V ) have been empirically determined, through observa-
tions of either the Milky Way (e.g. Cardelli et al. 1989; Fitzpatrick 2004), the
Large Magellanic Cloud (LMC, Howarth 1983), the Small Magellanic Cloud (SMC,
Pre´vot et al. 1984; Bouchet et al. 1985), or on small samples of nearby galaxies
(e.g. Calzetti et al. 1994, 2000). Several techniques can be used to compute Aλ
and E(B − V ), based on multi-wavelength analyses, emission line ratios (e.g.,
Hα/Hβ), or the energy balance between IR and UV (i.e., the infrared luminosity
excess IRX ≡ LIR/LUV). The extinction laws resulting from such studies can be
characterised by the parameter
k(λ) ≡ Aλ
E(B − V ) . (2.4)
As shown in Fig. 2.4, they are very similar at λ > 3 000 A˚, while at lower wavelengths
the slope is signiﬁcantly diﬀerent. Moreover, the absorption peak at 2 175 A˚ is not
always present (cf observations by York et al. 2006, and Stratta et al. 2007). This
distinct feature (named “UV bump” by Stecher 1965; Stecher & Donn 1965) is
thought to be due to graphite or PAH absorption (e.g. Weingartner & Draine
2001). Buat et al. (2012) ﬁnd that, when the bump is present, its amplitude is
lower in galaxies with very high speciﬁc SFR (sSFR ≡ SFR/M).
In order to model the extinction more accurately, Silva et al. (1998) and Charlot
& Fall (2000) take into account the distribution of dust grains with respect to stars
at diﬀerent ages, inside diﬀerent spatial components of the galaxy. Charlot & Fall
(2000) consider the optical depth of the HII and HI regions embedding young
stars, together with the extinction caused by diﬀuse interstellar medium. Silva
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et al. (1998) account also for the geometrical distribution of stars, dividing the
galaxy in three parts, i.e. molecular clouds, disc, and bulge. Both models rely on
radiative transfer equations, coupling stellar populations and ISM. In particular,
they account for the dense molecular clouds in which stars are born, and their
dissipation (i.e., older stars are less attenuated).
The models by Silva et al. (1998) and Charlot & Fall (2000) are angle-averaged.
However, one could expect that a general description of dust absorption should
take into account also geometrical eﬀects in star-forming galaxies, in particular
disc inclination. This is the case of Chevallard et al. (2013), in which the optical
depth τλ depends also on the galaxy inclination angle. Chevallard et al. adopt
four diﬀerent approaches to deal with radiative transfer (Silva et al. 1998; Tuﬀs
et al. 2004; Pierini et al. 2004; Jonsson et al. 2010), and show that all of them
predict a quasi-universal relation after ﬁxing geometry and inclination. In other
words, orientation eﬀects aﬀect the overall attenuation curve more than changing
the physical properties of dust grains.
The models discussed above are not always well-suited for ﬁtting large galaxy
samples, because the large number of parameters broadens signiﬁcantly the para-
meter space, and properly exploring it can require a prohibitive amount of compu-
tational time. As an alternative, there are simpler models that generate IR tem-
plates that include emission features due to dust (e.g. Chary & Elbaz 2001; Dale
et al. 2001). By implementing these templates in the SED ﬁtting procedure (to-
gether with standard ones that ﬁt from UV to NIR) one can recover e.g. rest-frame
luminosity in the desired IR passbands with only a few (or even one) additional
parameters.
2.1.4 Fitting SEDs to VIPERS data
In the present work, the SED ﬁtting is performed by means of the code Hyper-
zmass, a modiﬁed version of Hyperz (Bolzonella et al. 2000, 2010). As anticipated
in Sect. 2.1.1, the template library used for input is constructed by adopting the
BC03 model. Since the procedure is applied to a spectroscopic galaxy sample, the
redshift of the targets is kept ﬁxed: the rest-frame synthetic SEDs will be shifted
toward larger wavelengths by a factor (1 + zspec) before comparing them with the
photometric data.
To do the comparison, Hyperzmass determines for each template the ﬂux (or
apparent magnitude) in the same passbands that have been observed for the real
galaxy. Then, the code uses a maximum-likelihood method to ﬁnd which template
better ﬁts the observations; this is done by searching within the template library
the SED that generates the smallest χ2. For each SED, the χ2 is deﬁned as
χ2 ≡
Nfilt∑
i=1
[
Fgal,i − nFtemp,i(t, τ, Z, k(λ), AV )
σi
]2
, (2.5)
where Fgal,i and Ftemp,i are the ﬂuxes measured in the i-th ﬁlter (out of Nfilt), for
the galaxy and the template respectively. Each template is univocally identiﬁed by
its parameters t, τ, Z, k(λ), AV as detailed below (see also Table 2.1). It is rescaled
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Figure 2.5 The systematic effect caused by changing the IMF. The left panel shows a comparison between M/L of several BC03 SEDs,
assuming either Chabrier’s or Salpeter’s IMF. Each SED is built assuming some SFH (see colour code in the legend), and the ratio
(M/L)Salpeter/(M/L)Chabrier is plotted at different ages (open circles). Note that these templates are arbitrary scaled, and values on the
x-axis are provided only as a guide. In the inset, solid and dashed lines represent the logarithmic IMF according to Chabrier (2003) and
Salpeter (1955) respectively. The latter is heavier than the former by a factor 1.6–1.9, depending on the mix of old and recent stars (i.e.,
the SFR and age of the given galaxy template). This factor translates into an offset of 0.2–0.3 dex in logarithmic stellar mass, as shown in
the right panel. In this plot, for illustrative purposes, it is shown only a subsample of 8 000 VIPERS galaxies at 0.5 < z < 1.2. The SED
fitting on those objects has been performed twice, changing only the IMF. The median offset (horizontal dashed line) is log(1.74) = 0.24.
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through the normalisation constant (n) that minimises the χ2. The uncertainty in
the ﬂux measurement is σi.
We choose Chabrier (2003) IMF, in agreement with many previous studies on
galaxy stellar mass function. Other IMFs widely used in the literature are Salpeter
(1955) and Kroupa (2001), which diﬀer from Chabrier by an average scaling factor
of∼ 1.7 and∼ 1.1, respectively (Fig. 2.5). Although a large number of observations
are consistent with a single bottom-light IMF (see Bastian et al. 2010, for a review),
recent work ﬁnds a relation between IMF and velocity dispersion (e.g. Treu et al.
2010; Cappellari et al. 2013; Spiniello et al. 2014), pointing out that the IMF of
some elliptical galaxies could be more bottom-heavy, like Salpeter (or even steeper,
see La Barbera et al. 2013). McGee et al. (2014) account for a non-universal IMF
when they estimate the GSMF at z ≃ 0.1, which becomes a power-law at the
high-mass end. However, evidence is not clear-cut (see Clauwens et al. 2014; Smith
2014). Moreover, those IMF variations need to be precisely quantiﬁed, otherwise an
incorrect parametrisation could lead e.g. to unphysical stellar-to-halo mass relation
(i.e., a stellar fraction higher than the universal baryon fraction, see McGee et al.
2014). As an aside, it should be emphasised that surveys like VIPERS can help in
this kind of investigations, because the study of the high-mass end of the GSMF
can provide useful constraints to disentangle diﬀerent models of IMF dependencies
(see Fontanot 2014). A similar eﬀort is beyond the scope of this thesis.
The code provided by Bruzual & Charlot (2003) assumes a non-evolving stellar
metallicity. I choose SSPs with either Z = Z⊙ or Z = 0.2Z⊙ to encompass the
metallicity range observed for galaxies at z ∼ 0.8 (Zahid et al. 2011; Gallazzi et al.
2014). This choice allows to take into account the diﬀerent values of metallicity
of the VIPERS galaxies, which can be lower than in the nearby universe (Zahid
et al. 2011). We do not implement a larger number of metallicities, since such
a choice would signiﬁcantly increase the eﬀect of the age-metallicity degeneracy
(see Fig. 2.6). As shown by Mitchell et al. (2013), the SED ﬁtting is improved if
one feeds the procedure with an independent estimate of Z, but unfortunately the
resolution of the VIPERS spectra is not high enough to put reliable constraints on
chemical abundances from spectral line measurements.
After selecting the SSPs, we generate the SEDs for our template library following
exponentially declining evolutions (see Eq. 2.2), in which the time scale of star
formation (τ) assumes one of the following values: 0.1, 0.3, 0.6, 1, 2, 3, 5, 10,
15, 30Gyr. A constant SFH (i.e., SFR ∼ 1M⊙ yr−1) is also considered, for a
total of 11 SFHs. The ratio between galaxy age tage and time scale τ indicates
the evolutionary phase of the ﬁtted object. Large values of tage/τ represent early-
type galaxies, for which the star formation has been quenched since a long time
(Thomas et al. 2010). On the other hand, tage/τ ≈ 1 means that the galaxy is still
forming stars at a rate similar to its ﬁrst stage. For each SFH, the evolution follows
221 unequally spaced time steps, from t = 0.1 to t = 20Gyr. No ﬁxed redshift of
formation is imposed in this model, but during the ﬁtting procedure Hyperzmass
rules out those templates such that, at the redshift of the ﬁtted galaxy, result in a
formation age older than the age of the Universe, i.e. tage(zspec) > tU(zspec).
With respect to the dust content, I implement it as a foreground screen that at-
tenuates the galaxy emission. I assume the extinction model of Calzetti et al. (2000)
and the one based on the studies of Pre´vot et al. (1984) and Bouchet et al. (1985).
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Figure 2.6 An example of SED fitting of one of the VIPERS galaxies. Observed
magnitudes in seven photometric bands (filled circles, with labels) are the input data
of the SED fitting preformed through Hyperzmass (see details in Sect. 2.1.4). To
show how the age-metallicity degeneracy can affect this kind of estimates, two SED
templates are plotted: one represents a relatively young galaxy with solar metallicity
(cyan line), the other is the SED of an older galaxy with Z = 0.2Z⊙ (magenta line).
Stellar mass estimates are 1010.54 and 1010.30M⊙ respectively. Except metallicity
and age, the other parameters of the two templates (e.g. dust extinction) are the
same. This example shows that old stellar populations with low Z can fit data as
well as younger ones having higher metal abundance: both the templates have a χ2r
probability of about 98%. The solution with subsolar metallicity is selected for the
official VIPERS catalogue because of the slightly smaller χ2r value.
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Table 2.1 SED fitting to VIPERS data: details about the input parameters as-
sumed in the procedure.
Parameter range notes
age from 9× 107 yr to tU(zspec) 220 timesteps
SFH τ = [0.1, 0.3, 0.6, 1, 2, 3, 5, 10, 15, 30]Gyr and SFR∼const
Z 0.02Z⊙ or Z⊙ best χ
2 selected
k(λ) Calzetti (SB) or Pre´vot-Bouchet (SMC) best χ2 selected
AV 0–3mag steps of 0.1mag
Values of AV range from 0 (no dust) to 3 magnitudes (∆AV steps equal to 0.1mag).
As pointed out in previous work (e.g. Inoue 2005; Caputi et al. 2008; Ilbert et al.
2009), Calzetti’s law is on average more suitable for the bluest SEDs, having been
calibrated on nearby starburst (SB) galaxies, whereas the Pre´vot-Bouchet law is
better for mild star-forming galaxies, since it was derived from the dust attenu-
ation of the Small Magellanic Cloud (SMC) (see also Wuyts et al. 2011). Neither
the former nor the latter show the UV bump at 2 175 A˚ (see Fig. 2.4). Hereafter I
refer to the Calzetti and Pre´vot-Bouchet models as SB and SMC extinction laws,
respectively. I let the choice between the two extinction laws be free, according to
the best-ﬁt model (smallest χ2), since UV data are not suﬃcient to diﬀerentiate
the trends of the two laws (such an attempt has been performed in Ilbert et al.
2009, with the COSMOS photometric baseline).
Given the wide range of physical properties allowed in the SED ﬁtting procedure,
some unphysical parameter combination or degeneracy have been excluded a priori
from the ﬁtting. In particular, I limit the amount of dust in passive galaxies (by
imposing AV 6 0.6 for galaxies with age/τ > 4) and avoid very young extremely
star-forming galaxies with short τ timescales (i.e. I prevent the selection of models
with τ 6 0.6Gyr when zform < 1 is required).
The VIPERS multi-band photometry used as input in the ﬁtting procedure
consists in optical, and IR magnitudes (see Table 1.1). Thus, the SED templates
are constrained by data ranging from ∼ 3 800 A˚ to ∼ 22µm (∼ 45µmwhen SWIRE
photometry is available). Since the formal uncertainty of these magnitudes in some
cases can underestimate the real error, I add in quadrature 0.05mag to the error
budget in the CFHTLS and WIRCam bands (0.1mag in the UKIDSS and SWIRE
ones). In a paper in preparation, Moutard et al. ﬁnd that the uncertainties in the
z band, as provided in the CFHTLS-T07 catalogue, are underestimated. This fact
causes a systematic eﬀect in the stellar mass computation. The authors solve this
issue by increasing the error bars in the same way as done in the present work. As
stated above, a larger additional amount (i.e., 0.1 dex instead of 0.05) is added to
UKIDSS and SWIRE magnitudes because the photometry of those surveys is less
accurate than CFHTLS and WIRCam.
The results obtained throughHyperzmass are the oﬃcial SED ﬁtting estimates
used in the VIPERS papers (e.g. Marulli et al. 2013; Davidzon et al. 2013; Fritz
et al. 2014). In addition, I run again Hyperzmass on the same galaxies but with
diﬀerent input parameters (for instance, using a single extinction law) to test the
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robustness of this analysis and the absence of severe systematics. An extract of
these tests is discussed in the following.
Moreover, to quantify the eﬀect of using complex SFHs in VIPERS, I computed
stellar masses by using the magphys package (da Cunha et al. 2008).3 This code
parametrises the star formation activity of each galaxy template starting from the
same SSPs asHyperzmass (i.e., from the BC03 model), but using two components
in the SFH, namely an exponentially declining SFR and a second component of
additional bursts randomly superimposed on the former Kauﬀmann et al. (as done
in 2003a). The probability of a secondary burst occurring is such that half of
the galaxy templates in the library have experienced a burst in their last 2Gyr.
Each of those episodes can last 3 × 107–3 × 108 yr, producing stars at a constant
rate. The ratio between the stellar mass produced in a single burst and the one
formed over the entire galaxy’s life by the underlying exponentially declining model
is distributed logarithmically between 0.03 and 4.0. The dust absorption model
adopted in magphys is the one proposed by Charlot & Fall (2000), which considers
the optical depth of HII and HI regions embedding young stars along with the
extinction caused by diﬀuse interstellar medium. magphys treats attenuation in a
consistent way, including dust re-emission at infrared wavelengths. However, this
feature does not represent a signiﬁcant advantage when dealing with VIPERS data
since the cross-correlation of our catalogue with infrared magnitudes (in particular
SWIRE-MIPS) results in very few matches. Metallicity values are distributed
uniformly between 0.02 and 2Z⊙. The wide range of tightly sampled metallicities,
the diﬀerent model for the dust extinction, and in particular the complex SFHs in
the magphys library are the major diﬀerences with respect to the Hyperzmass
code. I will show in the next Section the impact of these diﬀerences on the SED
ﬁtting outcomes.
It should be noted that, according to Mitchell et al. (2013), the assumption
of exponentially declining SFHs is not one of the major uncertainties. Mitchell
et al. (2013) apply the SED ﬁtting technique to mock galaxies, whose observa-
tional features have been emulated through a theoretical model of galaxy form-
ation (galform, Cole et al. 2002). Although τ -models in the SED ﬁtting are
much simpler than the SFHs in the theoretical model, the stellar mass estimates
estimated in the two ways have a negligible oﬀset and scatter (e.g. µ = −0.01 and
σ = 0.03 at z = 0.5).
Mitchell et al. (2013) explore other possible sources of bias, in particular the
parametrization of metallicity and dust. Their analysis indicates that the use of a
few discretely spaced metallicities may be inappropriate for galaxies at log(M/M⊙)∼
9–10. Such an issue, mainly caused by parameter degeneracies, should not aﬀect
the results of the present work, since it has an eﬀects at masses below the VIPERS
completeness limit. However, one should keep in mind the bias due to degeneracies
between various parameters, e.g. metallicity and age, that can aﬀect estimates at
any mass. Regarding the dust extinction in the SED ﬁtting technique, the as-
sumption of uniform screen has well-known ﬂaws, but the major impact should be
limited to very dusty galaxies (Mitchell et al. 2013). It should be also noticed that
3 Since magphys requires a long computational time, we only estimate the stellar mass for
galaxies in the W1 field between z = 0.5 and z = 1.3.
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Figure 2.7 The impact of different stellar population synthesis models is measured
for SED fitting estimates of z ≃ 0 galaxies (photometry from SDSS, 2MASS, and
GALEX). In this plot, reference masses (based on the galaxy templates described
in Conroy et al. 2009) are compared with those derived from other models of stellar
population synthesis, i.e. Bruzual & Charlot (2003, BC03 in the legend), Maraston
(2005, M05) and Fioc & Rocca-Volmerange (1997, Pegase). Adapted from Conroy
(2013).
the introduction of more reﬁned models would represent an improvement only with
IR data. Unfortunately they are not available for the whole survey, therefore it
is diﬃcult to recover the dust re-emission. Among the other systematic eﬀects to
take into account, the choice of the stellar population synthesis model implies some
potential bias (Conroy 2013). Figure 2.7 shows how the stellar mass estimates sys-
tematically change assuming diﬀerent SSPs in the SED ﬁtting. In particular, the
Figure shows the diﬀerence between BC03 and M05, which is mainly due to the
TP-AGB stars (see discussion above).
With respect to statistical uncertainties, typical errors of absolute magnitude
(e.g. in the B-band) range from σB = 0.04 to 0.07 at redshift 0.4 < z < 1.1.
They include measurement uncertainties in the zero-point, SED extrapolation,
and adopted template libraries (Fritz et al. 2014). For stellar mass estimates,
uncertainties in various stages of stellar evolution carry statistical errors of ∼ 30–
50% (1σ CL), with little dependence on luminosity (Wuyts et al. 2007; Muzzin
et al. 2009a,b; Conroy et al. 2009). Clearly, the precision depends on the type of
data used.
2.1.5 Results of SED fitting technique in VIPERS
The SED ﬁtting procedure described above yields estimates of several galaxy quant-
ities, in particular absolute magnitudes, stellar mass, and SFR. The absolute mag-
nitude in a given passband is derived starting from the nearest apparent magnitude,
i.e. the observed-frame ﬁlter that – once shifted to the redshift of the galaxy under
consideration – is the closest to the wavelength of the desired rest-frame passband.
The k-correction factor applied to the selected apparent magnitude is derived from
the shape of the best-ﬁt SED, and it is usually small (see Ilbert et al. 2005, Ap-
pendix A). The dust eﬀect is not removed in the computation (i.e., the absolute
magnitude of the VIPERS galaxies are not “de-reddened”). In this way, the ﬁnal
results are weakly sensitive to the SED ﬁtting procedure. Absolute magnitudes
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Figure 2.8 Rest-frame (U−B) colour distribution of the VIPERS PDR-1 galaxies,
in four redshift bins (as mentioned in each panel). In the lowest z-bin, a black solid
line determines the dip that separates the blue peak from the red one; it is reported
at higher redshifts as a dashed line, to show the weak evolution in such a bimodal
shape up to z ≃ 1.
that will be used in the following are derived with respect to the Johnson U,B, V
ﬁlters; FUV and NUV from GALEX; the Ks ﬁlter of WIRCam.
Once evaluated the absolute magnitudes, it is possible to plot e.g. the (U − V )
colour distribution (Fig. 2.8) to see the classical bimodality observed in many
studies (Strateva et al. 2001; Hogg et al. 2002; Bell et al. 2004, e.g.). In Fritz et al.
(2014) we also derive the luminosity functions (Fig. 2.9) of VIPERS. The unique
large volume probed by VIPERS leads to a higher completeness for rare, very
luminous galaxies (MB − 5 log h < −23), extending by more than one magnitude
the eﬀective sampling of the bright-end of the LF. These very luminous objects
correspond to the most massive systems that will be investigated in the following.
Unlike absolute magnitudes, stellar mass and SFR estimates signiﬁcantly rely
on the best-ﬁt template, being derived directly from the modelled stellar content
and SFH. Therefore, systematic trends more easily emerge when one compares
stellar masses obtained with diﬀerent SED ﬁtting parameters (Fig. 2.10). In ad-
dition to those quantities, for each galaxy template one can obtain the apparent
magnitude in the same (observer frame) passbands of VIPERS. Thus, a basic test
is comparing the best-ﬁt apparent magnitudes with those of the observed galaxy.
This comparison is shown in Fig. 2.11.
In Section 2.1.4 I discussed the reliability of smooth SFHs and the possible
improvements that one can get by including secondary bursts. I referred to pre-
vious work suggesting that SED ﬁtting estimates for a galaxy sample like VI-
PERS should not be seriously aﬀected by the absence of complex SFHs in the
template library. The same conclusion can be drawn by inspecting Fig. 2.12, in
which the estimates of Hyperzmass are compared to magphys. The Figure
shows the outcomes obtained by allowing for secondary bursts (through the code
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Figure 2.9 Luminosity functions in the B-band from five large spectroscopic sur-
veys: VVDS, DEEP2, NDWFS, AGES, VIPERS PDR-1 (Ilbert et al. 2005; Faber
et al. 2007; Brown et al. 2007; Cool et al. 2012; Fritz et al. 2014, respectively). Red
filled circles are 1/Vmax determinations with Poisson error bars for VIPERS. The
same estimator is used for the VVDS sample (blue open squares), with the addi-
tion of the Schechter fit (blue solid line). Only the Schechter function is shown for
DEEP2 (orange dashed line), NDWFS (green long-dashed line), and AGES (brown
dot-dashed line). Luminosity functions taken from the literature are derived in red-
shift intervals that overlap only partially to VIPERS z-bins (see text in each panel).
From Fritz et al. (2014)
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(a)
(b)
Figure 2.10 Comparison between different SED fitting procedures, The first 3 ×
3 panels show estimates obtained with two sets of galaxy templates differing in
metallicity: Z⊙ only (estimates on the x-axis) and 0.2Z⊙, Z⊙ (on the y-axis). Rows
correspond to different redshift bins (whose range is indicated above the central panel
of the row). In each row, the three panels (from left to right) show respectively:
absolute magnitude in the B band, stellar mass, and SFR. The other 3×3 matrix of
plots shows a comparison between two SED fitting procedures that assume a different
extinction model: Pre´vot-Bouchet (SMC, x-axis) and Calzetti’s one (SB, quantities
on the y-axis). Only a subsample of 10 000 VIPERS galaxies (randomly selected)
have been used in this test.
2.1 SED fitting technique 37
Figure 2.11 Apparent magnitudes derived from the best-fit SED, compared to the
observed magnitudes. Histograms show the distribution of the difference between the
two quantities, while the median of such values is marked with a vertical dotted line.
Observations and SED fitting estimates are taken from the whole PDR-1 catalogue,
but in each passband only galaxies with a reliable flux measurement are considered:
when the error is larger than 0.2mag (0.1 in g, r, i, z) the object is excluded from
the histogram. Note also that observations in UV and IR are available only for a
fraction of the sample. In particular, the J band is used only when K-band data are
not available. Without K, the SED fitting estimates are less reliable, as suggested
by the disagreement shown in last panel of the second row.
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Figure 2.12 Comparison between the stellar mass estimates of Hyperzmass and
magphys. The histogram is built with 2 785 galaxies that have solar metallicity
according to both the SED fitting estimates. In this way it is possible to disentangle
the systematics due to the presence/absence of secondary bursts from other effects
that are metallicity-dependent.
magphys, see description above). They are in fairly good agreement with the
exponentially declining SFHs assumed in Hyperzmass: the distribution of the
ratio between the two mass estimates is well reproduced by a Gaussian function
plus a small tail towards positive values of log(Mmagphys/MHyperzmass). There is a
small oﬀset (〈∆ logM〉 = 〈log(Mmagphys/MHyperzmass)〉 ≃ 0.05) and a small disper-
sion (σ∆M ≃ 0.11) for most of the galaxy population, with signiﬁcant diﬀerences
between magphys and Hyperzmass (i.e., ∆ logM > 0.22) for only ∼ 7% of the
testing sample. This subset of galaxies should have undergone recent bursts of star
formation: for these objects, the best-ﬁt template found by magphys includes a
secondary burst of star formation in the last 108–109 yr. Therefore, by incorrectly
ﬁtting young and dusty templates, Hyperzmass systematically underestimates
those objects (similarly to what observed in Micha lowski et al. 2012, 2014, for sub-
millimeter galaxies). These catastrophic errors, given their small number, do not
impair the results of the present work, as I shall show in Sect. 3.2.3.
Another issue mentioned above is the bias caused by the absence of K-band
magnitudes. The NIR photometry is useful to break some degeneracies in the SED
ﬁtting parameter space, and without these data stellar mass is often underestim-
ated, especially for the most massive galaxies (Fig. 2.13).
2.2 Complementary techniques
Along with the SED ﬁtting, which is the technique most extensively used in this
work, other estimators have been applied to the VIPERS data. The main goal of
implementing further methods is to obtain independent estimates that can support
the results of the previous Section (or highlight possible ﬂaws). However, these
2.2 Complementary techniques 39
Figure 2.13 Stellar masses of a subsample of VIPERS galaxies, in different z-bins
(reported in the top-left corner of each panel, together with the number of objects
considered). The absence of K-band photometry in the SED fitting produces a
systematic effect: removing that filter, stellar mass estimates are larger than the
results obtained using also NIR data. The bias is redshift dependent, as evident
especially at z > 0.9. It is almost negligible at z < 0.7 because part of the rest-frame
NIR emission (i.e. old stellar populations) is still observed in the optical z band.
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alternative methods are not necessarily more accurate. Therefore the comparison
of diﬀerent techniques mostly gives an idea of the general uncertainties one has to
deal with.
2.2.1 Alternative estimates of galaxy stellar mass
An alternative stellar mass estimator is based on the empirical relation between
stellar mass-to-light ratio and optical colours of the galaxy as calculated in its rest
frame. Such a relation was investigated for the ﬁrst time by Bell & de Jong (2001).
Their work focused on spiral galaxies, because the original goal was to deriveM/L
in order to constrain the Tully-Fischer relation Tully & Fisher (1977). By means
of a preliminary version of the BC03 model, Bell & de Jong link this correlation
to the common origin of galaxy colour andM/L: both are determined by the star
formation and the chemical enrichment history of the galaxy.
In theM/LB vs (B−R) diagram, galaxies with diﬀerent SFH and Z occupy the
same narrow region (Bell & de Jong 2001, Fig. 2a) and therefore it is possible to
describe M/LB as a function of (B −R). This property holds also after changing
the reference bands in the parameter space (i.e., B and R) with other optical ﬁlters.
In general, the location of spiral galaxy templates in the M/L vs colour plane is
tight enough that can be ﬁtted with a linear relation, i.e.
log
(M
Lx
)
= ax + bx(Mx −My) , (2.6)
where luminosity and colour are computed within two optical ﬁlters x and y. It
should be noticed that this correlation, provided in Bell & de Jong (2001), relies
on the assumption of a universal IMF. After estimating the x-band luminosity, it
is possible to recover the galaxy stellar mass.
Using redder ﬁlters that break the age-metallicity degeneracy (e.g., I and K)
the relation becomes less tight because metal-rich and metal-poor spirals occupy
now diﬀerent regions of theM/L-colour diagram. The same happens with optical
ﬁlters if adopting a larger metallicity range in the models: objects in the diagram
spread out and they are no longer well-ﬁtted by a single linear equation (Bell et al.
2005). On the other hand, dust extinction does not alter the relation, at least
at the ﬁrst order. In fact, galaxies become redder but also fainter, and the two
eﬀects cancel out (i.e., the reddening vector is parallel to the galaxy trend in the
M/L-colour diagram).
Equation (2.6) can be useful when NIR data are not available, since without
that information the SED ﬁtting often overestimates stellar masses, especially for
massive galaxies (Fig. 2.13). Although this is not the case of VIPERS, I apply
this technique to the PDR-1 catalogue: the goal is testing the reliability of this
approach through an independent estimator (i.e., the oﬃcial VIPERS stellar masses
estimated via SED ﬁtting). A similar comparison has been performed in Bundy
et al. (2006) and Maier et al. (2009). It should be noted that the SED ﬁtting plays a
role also in this alternative technique, since it is used to recover the galaxy absolute
magnitudes in the required optical bands. However, the results discussed here can
be considered an independent estimate with respect to those obtained in Sect. 2.1.5,
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Figure 2.14 Stellar mass estimates obtained through Eq. (2.8) and SED fitting
(on the x- and y-axis, respectively). The VIPERS sample is divided into three
galaxy classes with respect to the sSFR (see Sect. 3.3.1 for more details about this
classification); coloured contours encompass 68% of each subsample. Galaxies with
low and intermediate sSFR have red and green contours respectively. For them, the
stellar masses estimated by means of the Lin et al. (2007) relation are lower than
the ones obtained by SED fitting: the offset is about 0.25 dex (dashed black line)
although the dispersion is not large (∼ 0.2 dex). High-sSFR galaxies (blue contour)
do not show such systematics (see the solid black line that marks the bisector) but
have larger scatter.
because they are insensitive to most of the SED ﬁtting drawbacks, which concern
stellar mass estimates more than absolute magnitudes (see Fig. 2.10).
With this approach, neglecting secondary bursts can produce a large uncertainty
because a recent burst of star formation can heavily aﬀect the single colour used
in the relation. However, when such bursts are modest, the relation holds (Bell
& Kennicutt, Jr. 2001). Bell et al. (2003) ﬁnd the random errors of Eq. (2.6) to
be ∼ 20%, while systematics uncertainties are on the order of 30%. Bell et al.
(2005) state an uncertainty of 0.3 dex for the stellar masses they derived through
the equation
log(M/M⊙) = −0.4(V − V⊙) + [1.737(B − V )− 0.628] . (2.7)
Lin et al. (2007) provide Eq. (2.6) with additional terms, to account for evolution
in colour of their galaxy sample (whose redshift range is 0.1 < z < 1.1):
log(M/M⊙) =− 0.4(B −B⊙) + 1.305(B − V )+
0.098(U −B)− 0.130(U − B)2 − 0.268z − 1.003 . (2.8)
The comparison with SED ﬁtting estimates indicates that this technique has an
rms accuracy of 0.25 dex (Bundy et al. 2006; Lin et al. 2007). Maier et al. (2009),
applying Eq. (2.8) to zCOSMOS data, state a statistical rms of ∼ 0.13 dex, and an
oﬀset of 0.10 dex in the mean.
I apply Eq. (2.8) to the VIPERS galaxies, comparing the resulting stellar mass
with the oﬃcial (SED ﬁtting) estimates described in Sect. 2.1.4. Figure 2.14 shows
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such a comparison, for three galaxy types (active, intermediate, passive) classiﬁed
by means of their sSFR (based on the SED ﬁtting, see Sect. 3.3.1 for more details).
Equation (2.8) works better for active galaxies, providing stellar mass estimates in
agreement with those derived thorugh SED ﬁtting (although a scatter of∼ 0.3 dex).
Masses of quiescent galaxies (i.e., with intermediate and low values of sSFR) are on
average overestimated by about 0.25 dex, but the dispersion of these two samples
is about 0.2 dex, smaller than the previous one (see Fig. 2.14). The oﬀset is larger
than the one found by Maier et al. (2009) but it goes in the same direction: we
argue that the systematics in the zCOSMOS results are also due to the presence
of many passive galaxies.
2.2.2 Alternative estimates of star formation rate
Since spectra are available for the VIPERS galaxies, I measured the SFR from
emission lines. Given the redshift range of the survey, this task mainly relies on the
[OII] emission (λλ3726, 3729 doublet, blended because of the VIMOS resolution).
The equivalent width (EW) of the [OII] line has to be converted into a normalised
ﬂux (F[OII]), and then into luminosity through the formula
L[OII] = 4pi F[OII]DL(z)
2 , (2.9)
where DL is the luminosity distance of the considered galaxy at redshift z. F[OII]
is measured in Garilli et al. (2014) for galaxies in the PDR-1 catalogue through a
simple ﬂux integration below the line. Integrations are in counts unit and then are
converted into pure ﬂuxes using the counts-to-ﬂux rate derived from the sensitivity
function of the spectrograph. The local continuum is computed by averaging counts
over two nearby ranges, namely 3600–3700 and 3755–4000 AA. The error on the
continuum level is also subtracted, using the noise spectrum associated to the
considered source (see Garilli et al. 2014, for more details).
First calibrations of SFR by means of L[OII] have been provided by Gallagher
et al. (1989) and Kennicutt, Jr. (1992), using samples of nearby galaxies consisting
respectively of 75 blue irregular galaxies and 90 normal and peculiar galaxies.
Either Hα or Hβ ﬂuxes are used in those analyses to calibrate SFR(L[OII]). It
should be noticed that, once converted to the same calibration, the SFRs provided
by Gallagher et al. and Kennicutt, Jr. diﬀer by a scaling factor of ∼ 1.6 that
reveals how this kind of estimator is sensitive to the excitation diﬀerences among
various galaxy populations. Indeed, the [OII] emission line has several dependencies
(e.g. on reddening, gas fraction, ionization properties, metal abundance) that are
not trivial to account for (Hunter 1994; Jansen et al. 2001; Charlot et al. 2002).
Kennicutt, Jr. (1998) combined the results of Gallagher et al. (1989) and Ken-
nicutt, Jr. (1992), ﬁnding
SFR(M⊙ yr−1) = (1.4± 0.4)× 10−41L[OII](erg s−1) , (2.10)
where the uncertainty is due to the diﬀerence between galaxy types discussed
above. According to Kennicutt, Jr. (1992, 1998), the observed luminosity has to
be corrected for the extinction measured at Hα.
2.2 Complementary techniques 43
Kewley et al. (2004), working on a sample of 97 nearby galaxies, ﬁnd a disagree-
ment between Eq. (2.10) and the SFRs derived from Hα (Kennicutt, Jr. 1998,
Eq. 2). The main reasons for that discrepancy are diﬃculties in reddening and
metallicity calibrations. As stated above, the [OII]/Hα and [OII]/Hβ ratios on
which this relation relies vary signiﬁcantly among star-forming galaxies. In par-
ticular, the [OII]/Hα ratio assumed in Eq. (2.10) still shows a dependency on
E(B − V ) (Fig. 2 of Kewley et al. 2004, see also Jansen et al. 2001). Therefore,
this average calibration is not expected to match the characteristics of other sur-
veys. Moreover, Eq. (2.10) is based on local galaxies and could not be appropriate
at z > 0.5. Kewley et al. (2004) devise a new SFR([OII]) indicator, using a sample
of 97 nearby galaxies. The diﬀerence with respect to Kennicutt, Jr. (1998) is that
they correct the observed [OII]/Hα for dust reddening, assuming the attenuation
curve of Cardelli et al. (1989). The resulting relation is signiﬁcantly diﬀerent from
the previous one:
SFR(M⊙ yr−1) = (6.58± 1.65)× 10−42L[OII](erg s−1) . (2.11)
Also in this case L[OII] should be corrected for dust extinction. Despite the im-
provement, Eq. (2.11) is still based on an average calibration and cannot be applied
blindly to other samples.
The systematic eﬀects of reddening (and metallicity) can be removed on a
galaxy-by-galaxy basis, by using improved estimators as the ones proposed in
Moustakas et al. (2006) and Mostek et al. (2012). These estimators make use
of either galaxy luminosity or stellar mass as a proxy of dust content. In principle,
one can use also the Balmer decrement (Hα/Hβ) to quantify E(B−V ), but if the
Hα nebular emission is observable then it should be directly used to derive a more
reliable estimate of the SFR. In addition, abundance estimates can be obtained
from line diagnostics like ([OII] + [OIII])/Hβ or [NII]/[OII] (Zaritsky et al. 1994;
Kewley & Dopita 2002).
To address the reddening issue, Moustakas et al. (2006) take advantage of the
correlation between attenuation and luminosity, i.e. the fact that galaxies with
higher SFR also produce more dust (Jansen et al. 2001). This is especially true
in the B-band, where luminosity is mildly sensitive also to metal abundance. The
empirical calibration of Moustakas et al., who make use of a local galaxy sample,
is provided in bins of either luminosity (LB) or absolute magnitude (MB). It is
reported in Fig. 2.15. In contrast with previous cases, the [OII] luminosity does
not need extinction correction before being used in the formula; for this reason I
indicate this estimator as SFR(MB, L[OII],obs).
Using high-z data from the literature, Moustakas et al. show that the local
[OII]/LB relation qualitatively holds at z . 1. On the other hand, Mostek et al.
(2012) warn that SFR(MB, L[OII],obs) should not be applied to galaxies at interme-
diate redshifts, because the diﬀerence with respect to local samples (i.e., evolution
of typical B-band luminosity) introduces a considerable systematic uncertainty in
their SFR evaluation (& 0.3 dex overestimate at z = 1). Mostek et al. recommend
to correct the MB values measured at higher z by including a dimming factor (Q)
estimated from the evolution of the luminosity function.
I applied the recipe of Moustakas et al. (2006), together with Mostek et al.
(2012) prescription, to the VIPERS sample. First, I plot the empirical points in
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Figure 2.15 Comparison between SFR estimates obtained through SED fitting (on
the x-axis, see Sect. 2.1.4 for details) and the measurements by means of Eq. (2.12)
relying on the [OII] luminosity (y-axis). Pixels indicate density of objects in the
diagram, with a solid line showing the y = x relation. Only a subsample of the
VIPERS catalogue is used in this plot, i.e. galaxies with 0.5 < zspec < 0.9, 2 6 zflag <
9, and F3.6µm > 0. The inset reports the observational data used by Moustakas et al.
(2006) to calibrate their equation: open circles are the median of the log(SFR/L[OII])-
MB relation for galaxies in bins of absolute magnitude; error bars are computed from
the 25th and 75th percentile in each bin. The red dashed line is the best fit to these
points, leading to Eq. (2.12).
the log(SFR/L[OII],obs) vs MB plane that determine SFR(MB, L[OII],obs). Each of
these points is the median of the log(SFR/L[OII],obs) distribution of galaxies within
bins of absolute magnitude (Moustakas et al. 2006, Table 2). Then, I ﬁt the points
at MB < −16 with a linear relation, obtaining
log(SFR/L[OII],obs) = −0.164(MB)− 2.788 , (2.12)
where L[OII],obs is in units of 10
−41 erg s−1 and SFR is expressed in [M⊙ yr−1].
This result is shown in the inset of Fig. 2.15. In the case of VIPERS, before
applying Eq. (2.12) the absolute magnitude has to be corrected as advocated by
Mostek et al. (2012), i.e. MB,corr = MB − Qzspec. The dimming factor is Q = 1,
according to the evolution of the M⋆B parameter of the Schechter function ﬁtting
the zCOSMOS luminosity function (Zucca et al. 2009).4 The redshift zspec, as well
as MB and L[OII],obs, are the values measured for the considered galaxy.
4 Note that the original computations of Moustakas et al. (2006) assume Salpeter (1955) IMF.
I converted their SFRs into Chabrier (2003) to be in agreement with the VIPERS estimates.
Another correction should be the conversion of the filter they use to derive absolute B-band
magnitude to the VIPERS (B-Buser) filter. Unfortunately the filter is not clearly stated in the
paper, therefore, in the following, another systematic effect could come from a possible difference
between VIPERS and Moustakas et al. MB values, i.e. between the shape of the two filters.
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Figure 2.16 The histograms show the agreement between SFR(MB , L[OII],obs and
the SFR obtained through SED fitting (see text). Galaxies considered here are the
same of Fig. 2.15. Two kinds of estimate, both relying on [OII] luminosity, are
shown: in the solid-red histogram SFR[OII] is obtained from Eq. (2.12), while the
blue histogram does not assume a correction for LB evolution (i.e., Q is equal to
zero in Eq. 2.12).
In Fig. 2.15 the resulting SFRs are compared with the estimates derived from
SED ﬁtting (with the input parameters listed in Table 2.1). Given the large number
of uncertainties in the procedure, it is diﬃcult to state that the estimators are in
agreement. However, it is important to notice that theMB correction does improve
the estimates, although not dramatically (Fig. 2.16). Moreover, in Fig. 2.15 there is
a plume of objects having SFRSED ≈ 1M⊙ yr−1, for which SFR[OII] is signiﬁcantly
lower than SFRSED. I do not investigate the origin of such a discrepancy.
Another SFR indicator is calibrated by Mostek et al. (2012) following the form-
alism of Gilbank et al. (2010). Instead of B-band luminosity, this empirical cal-
ibration (tested on DEEP2 data) relies both on L[OII] and galaxy stellar mass. In
fact, dust attenuation and metal abundance correlate strongly with stellar mass
(e.g. Tremonti et al. 2004; Mannucci et al. 2010; Zahid et al. 2013a,b). However,
a few tests using VIPERS data show that this estimator is not in agreement with
other independent measurements of the SFR. One of the reasons for that could be
indeed the stellar mass estimates: the SED ﬁtting procedure selects a dust attenu-
ation curve, and if this assumption is not fully correct it can introduce a signiﬁcant
deviation in the computation of Mostek et al. (2012). Given the lack of results,
these tests are not shown in the present work.

Chapter 3
Galaxy stellar mass function of
the VIPERS field
As shown before, VIPERS probes a large cosmic volume and collects an impress-
ive amount of data, facilitating therefore a number of important statistical stud-
ies. One such fundamental statistic is the luminosity function, already seen in
Sect. 2.1.5. Another one is the galaxy stellar mass function (GSMF), deﬁned as
the co-moving number density of galaxies within a stellar mass bin (M,M+ dM).
In the following I describe the methods used to compute the VIPERS GSMF and
discuss their outcomes (Sect. 3.2). I also compute the stellar mass functions of dif-
ferent galaxy types (blue/red, active/passive) to get insights on galaxy evolution
at intermediate redshifts (Sect. 3.3). The main results of this Chapter have been
presented in Davidzon et al. (2013, hereafter D13).
3.1 Methods
3.1.1 Overview of the most used estimators
Many methods can be applied to derive the stellar mass function of a galaxy sample.
Some of them are classiﬁed as non-parametric estimators, since they do not describe
the GSMF shape with a speciﬁc model. This kind of algorithms simply provide the
comoving number density of galaxies in each bin of stellar mass, i.e. Φ(M)dM.
In addition to them, there are parametric estimators that assume a certain shape
of Φ. At the ﬁrst order, the GSMF is well parametrised by the Schechter (1976)
function:1
Φ(M)dM = Φ⋆
(M
M⋆
)α
exp
(
− MM⋆
)
dM
M⋆ . (3.1)
The parameter M⋆ is often referred as the “knee” of the GSMF, where the expo-
nential decline begins, while α is the power-law slope of the low-mass end. The
1 The Schechter function is often described using logarithmic stellar mass (log(M), expressed
in solar units) instead of M; i.e., instead of Eq. (3.1) it is possible to use:
Φ(M) = ln(10) Φ⋆
[
10[log(M)−log(M⋆)](1+α)
]
exp
[
10log(M)−log(M⋆)
]
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third parameter, Φ⋆, gives the overall normalisation of the mass function. However,
an upturn at M ≃ 1010M⊙ is visible in many analyses (especially at z ≃ 0, e.g.
Baldry et al. 2012; Moustakas et al. 2013). Thus, the choice of a double Schechter
function, i.e.
Φ(M)dM =Φ⋆1
(M
M⋆
)α1
exp
(
− MM⋆
)
dM
M⋆
+ Φ⋆2
(M
M⋆
)α2
exp
(
− MM⋆
)
dM
M⋆ , (3.2)
should be more appropriate. Given the diﬃculty to constrain its exponential de-
cline, the M⋆ value of the secondary Schechter function is assumed to be equal
to the one of the massive component (i.e., M⋆2 = M⋆1 ≡ M⋆). It is worth noti-
cing that the shape of the GSMF would deviate signiﬁcantly from the Schechter
function, if the IMF was not universal (McGee et al. 2014).
A non-parametric estimator widespread used in the literature is the 1/Vmax
method (Schmidt 1968). First devised as an estimator of quasar luminosity func-
tions, the 1/Vmax is frequently used also to compute the GSMF (e.g. York et al.
2000; Cole et al. 2001; Baldry et al. 2008; Pozzetti et al. 2010; Moustakas et al.
2013). Given a galaxy with apparent magnitude igal in the redshift range [z1, z2],
Vmax is the maximum comoving volume within which this galaxy remains observ-
able, i.e.
Vmax =
∫ min(z2,zmax)
max(z1,zmin)
dV
dz
dz . (3.3)
The integration boundaries of Eq. (3.3) depend on the intrinsic brightness of the
source and the shape of its SED. Being imin and imax the magnitudes corresponding
to the upper and lower limits in ﬂux of the survey, zmin and zmax are such that
i(zmin) ≡ Mgal + 5 logDL(zmin) + 25 + k(zmin) = imin and (3.4)
i(zmax) ≡ Mgal + 5 logDL(zmax) + 25 + k(zmax) = imax , (3.5)
where Mgal is the absolute magnitude of the object, converted to the i-band appar-
ent magnitude through luminosity distance DL and k-correction (in which the SED
dependency resides). Clearly, for other kinds of selection (or surveys with multiple
ﬂux limits) the approach will be diﬀerent than (3.5). In addition to the dimming
that makes the galaxy too faint to be observed, one has also to take into account
the other limitations of the survey – i.e., the selection eﬀects – as explained below
(see Eq. 3.21). From a statistical point of view, the Vmax of a galaxy with certain
characteristics is proportional to the probability of detecting it within the survey
volume.
The GSMF in a single stellar mass bin (e.g. [M,M+∆M]) is therefore
Φ(M) =
∑
M<Mj<M+∆M
1
Vmax(Mj)∆M , (3.6)
where Vmax(Mj) has been evaluated by means of Eq. (3.3) for the j-th galaxy
having stellar mass equal toMj. The (Poissonian) uncertainty associated to (3.6)
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is
σΦ =
Φ(M)√
N
≃
[
N∑
j=1
1
V 2max(Mj)
]1/2
, (3.7)
where N is the number of galaxies in a certain M-bin (se e.g. Zucca et al. 1997).
When in the stellar mass bin there are too few objects (or zero detections) upper
limits can be estimated e.g. following Gehrels (1986), who provides for those cases
analytical approximations of the conﬁdence limits based on Poisson statistics. Once
introduced the window function
W (x) ≡
{
1 −∆M/2 < x 6 ∆M/2
0 elsewhere,
(3.8)
it is possible to describe the GSMF in the whole stellar mass range, after dividing
it into Nb bins:
Φ(M) =
Nb∑
k=1
ΦkW (Mk −M) , (3.9)
where Φk is the estimate relative to the k-th bin [Mk−∆M/2,Mk+∆M/2] (see
Eq. 3.6).
One advantage of Eq. (3.6) is that it gives simultaneously both shape and nor-
malisation of the GSMF. It is well known that the 1/Vmax estimator is unbiased
in case of a homogeneous distribution of sources (Felten 1976), but it is aﬀected
by the presence of clustering (e.g. Takeuchi et al. 2000) especially in pencil-beam
surveys. At variance with the data sets on which the estimator was tested in the
past, VIPERS has a speciﬁc advantage, thanks to its large volume over two in-
dependent ﬁelds. The competing eﬀects of over- and under-dense regions on the
GSMF estimate should cancel out in such a situation. The impact on the present
analysis will also be negligible because an inhomogeneous distribution of sources
mainly aﬀects the faint end (i.e. the low-mass end) of the luminosity (stellar mass)
function (Takeuchi et al. 2000), while here the main interest is the massive tail of
the distribution.
An example of parametric estimator is the one devised by Sandage et al. (1979,
hereafter STY). It determines α andM⋆ of Eq. (3.1) through a maximum-likelihood
approach. The third parameter (Φ⋆) is computed independently, following a pro-
cedure described below. Complementary to the 1/Vmax estimator in many aspects,
the STY method is unbiased to density inhomogeneities (see Efstathiou et al. 1988).
Moreover, it does not require binning the sample.
In the STY formalism, P (M, z) describes the cumulative probability of a galaxy
observed at redshift z of being more massive than M. Namely,
P (M, z) =
∫∞
M
Φ(M′, z)ρ(z) dM′∫∞
0
Φ(M′, z)ρ(z) dM′ , (3.10)
where ρ(z) is the mean galaxy density at that redshift and Φ is the Schechter
function (3.1). The lower boundary of integration (which is zero in Eq. 3.10) can
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be set to some value Mmin representing the stellar mass limit of the survey (see
Sect. 3.1.3). A diﬀerential probability density p(M, z) is obtained by deriving the
cumulative probability deﬁned above:
p(M, z) = ∂P (M, z)
∂M =
Φ(M, z)∫∞
0
Φ(M′, z) dM′ . (3.11)
This function – which is proportional to the stellar mass function – represents the
probability of a certain galaxy to have stellar mass equal to M in the redshift
range z. Given a sample of Ngal galaxies, the product of the probability densities
at each data point, i.e.
L =
Ngal∏
j=1
p(Mj, zj) , (3.12)
is the joint probability (or likelihood) to observe that sample from some parent
distribution. This distribution is the stellar mass function Φ, which is modelled
using Eq. (3.1). Therefore, to estimate the maximum likelihood, one has to ﬁnd
the value of the Schechter parameters α and M⋆ that maximise L. This can be
done through standard optimization algorithm as the one described in Press et al.
(2002, Sect. 10.5).
The formal error of the STY estimates comes from the error ellipsoid deﬁned as
ln(L) = ln(Lmax)−
χ2β
2
, (3.13)
where χ2β is the point of the χ
2 distribution corresponding to a given CL (e.g.,
χ2β = 2.3 to estimate the error contour with 68% CL, for two degree of freedom).
As stated before, the normalisation has to be calculated independently. The reason
is that p(M, z) contains the ratio between the diﬀerential and integrated mass
functions, and the Φ⋆ term cancels out in Eq. (3.10).
2
Another maximum likelihood method (in this case, non-parametric) is the step-
wise maximum-likelihood method (SWML), conceived by Efstathiou et al. (1988).
Like the STY method, SWML completely cancels density information and therefore
requires an independent algorithm to normalise the GSMF (see below).
In this formalism, as done for the 1/Vmax, Φ is divided in Nb stellar mass bins
with ∆M width (Eq. 3.9). For instance, in the bin Mk −∆M/2 <M 6Mk +
∆M],
Φk∆M =
∑N
j=1W (Mj −Mk)∑N
j=1H [Mlim(zj)−Mk] /
∑Nb
i=1ΦiH [Mlim(zk)−Mk]∆M
, (3.14)
where W (Mj −M) is the window function (3.8) and
H(Mlim −M) ≡


1 if M >Mlim + ∆M2
Mlim−M
∆M
+ 1
2
if Mlim − ∆M2 <M 6Mlim + ∆M2
0 if M <Mlim − ∆M2 .
(3.15)
2This simplification is possible thanks to the fundamental assumption, generally accep-
ted, that the GSMF does not correlate with space position, i.e. Φ(M, x, y, z) dMdV =
Φ(M)ρ(x, y, z) dMdV . This assumption has been implied in Eq. (3.10).
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Equation (3.12) becomes
ln(L) =
N∑
j=1
Nb∑
k=1
ln(Φk)W (Mj −Mk)
−
N∑
j=1
ln
{
Nb∑
k=1
ΦkH [Mlim(zj)−Mk] ∆M
}
. (3.16)
Efstathiou et al. (1988) introduce an additional constraint, namely g ≡∑Nb
k=1Φk(Mk/Mf)β∆M−1 = 0, whereMf is a ﬁducial stellar mass and β ≃ −1.5
(see Efstathiou et al. 1988, Sect. 2.2). Using a Lagrangian multiplier λ, Eq. (3.16)
becomes L′ = L + λg(Φk) and has now to be maximised with respect to both Φk
and λ. Solving this Equation, it turns out that λ = 0 and therefore the constraint
g does not aﬀect the resulting GSMF shape.
Evaluation of errors relies on the property that the maximum-likelihood estim-
ates (Φk) are asymptotically normally distributed with covariance matrix (C) that
is the inverse of the information matrix (I, see Eadie et al. 1971). In this case, the
constraint g does play a role, since
C(Φk) = I(Φk)
−1 = −
[
∂2 ln(L)
∂Φi∂Φj
∂g
∂Φi
∂g
∂Φj
∂g
∂Φj
∂g
∂Φi
0
]−1
Φk
. (3.17)
As stated above, likelihood functions of STY and SWML methods have an
arbitrary normalisation. The correct GSMF normalisation (i.e., the parameter Φ⋆
in Eq. 3.1), can be recovered through the mean number density n, since
n = Φ⋆
∫ Mmax
Mmin
Φ(M dM) , (3.18)
where [Mmin,Mmax] is the stellar mass range of the galaxy sample. The mean
density involves the probability of a galaxy at redshift z to be included in the
survey, which is
S(z) =
∫Mmax
min[Mlim(z),Mmin]
Φ(M dM)∫Mmax
Mmin
Φ(M dM)
. (3.19)
According to Efstathiou et al. (1988),
Φ⋆ =
∑N
j=1 S
−1(zj)
V
∫Mmax
Mmin
Φ(M dM)
. (3.20)
3.1.2 Including statistical weights
At M > Mlim, not all galaxies – even though bright enough to be included in
the VIPERS catalogue – have been spectroscopically observed. There are several
factors that contribute to the survey selection function, e.g. the target sampling
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rate, the rate of successful spectroscopic measurements, etc. They have been dis-
cussed in Sect. 1.1.2, and included in the statistical weight w(i, z) (see Eq. 1.2).
The latter is the correction to apply to a galaxy at redshift z with magnitude i, in
order to take into account the incompleteness due to the survey selection eﬀects.
Statistical weights have to be included in the procedures described in Sect. 3.1.1
to correctly estimate the GSMF.
For instance, the main Equation of the 1/Vmax method (Eq. 3.6) becomes
Φ(M) =
∑
M<Mj<M+dM
wj
Vmax(Mj)∆M , (3.21)
where wj is the statistical weight of the j-th object. In a similar way, weights are
introduced in Eq. (3.14):
Φk∆M =
∑N
j=1wjW (Mj −Mk)∑N
j=1wjH [Mlim(zj)−Mk] /
∑Nb
i=1ΦiH [Mlim(zk)−Mk]∆M
.
(3.22)
In the likelihood function (3.12), the weighing factor would artiﬁcially shrink the
error contours of Eq. (3.13). For this reason, it has to be balanced by the average
〈w〉, i.e.
L =
N∏
j=1
[p(Mj, zj)]
wj
〈w〉 . (3.23)
3.1.3 Completeness of the sample
The estimators introduced in the previous Section have been described assuming
that all the objects above the lower limit Mlim were observed. This boundary
is related to the ﬂux limit of the survey and its computation is a crucial task,
as it will be discussed below. Moreover, it considers the incompleteness (in a
given stellar mass range) only due to the objects too faint to be detected. In
a real survey, however, the selection function is more complicated, with several
sources of incompleteness (e.g. missing targets because of some problem during the
observational phase). In the following I will give more details about the estimate
of Mlim.
In the literature, the completeness mass limit of a sample at a given redshift is
often deﬁned as the highest stellar mass a galaxy could have, when its observed
magnitude matches the ﬂux limit (e.g. Pe´rez-Gonza´lez et al. 2008). Such a max-
imum is usually reached by the rescaled SED of an old passive galaxy. However,
this kind of estimate gives rise to a mass threshold that tends to be very con-
servative. The sample incompleteness is due to galaxies that can be potentially
missed, because their ﬂux is close to the limit of the survey. The estimate ofMlim
is complicated by the wide range ofM/L. If one considers the luminosity function
at a given redshift, its completeness limit (in luminosity or absolute magnitude)
will result from the ﬂux limit of the survey after applying the k-correction, which
in general does not introduce a large scatter. For the stellar mass function, the
M cut is less sharp because galaxies close to ilim may have very diﬀerent stellar
masses. This is a consequence of the variety of M/L (Bell & de Jong 2001).
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Figure 3.1 The mass completeness thresholdMlim as a function of redshift, com-
puted for the total sample (the one used in Sect. 3.2, black squares) and for different
galaxy types defined as in Sect. 3.3.1: red (upper half-circles), blue (upward tri-
angles), passive (lower half-circles), and active (downward triangles) galaxies. In
each redshift bin, the Mlim estimate relies on the rescaled stellar mass M(i = ilim)
of the 20% faintest galaxies (see text). Small red/blue dots represent M(i = ilim)
of the red and blue galaxies only. In addition, the Figure shows the limiting stellar
masses estimated in Pozzetti et al. (2010) for photometric early- and late-type galax-
ies (plus signs and asterisks respectively, see text for details about their SED-based
classification).
Depending on the redshift, such a limit in apparent magnitude can correspond
to faint luminosities; in that case, only a small fraction of objects will have a
high stellar mass-to-light ratio, since blue galaxies (with lower M/L) will be the
dominant population (e.g. Zucca et al. 2006). Thus, if based on the SED of an
old passive galaxy, the determination of the stellar mass completeness is somehow
biased in a redshift range that depends on the survey depth (see also the discussion
in Marchesini et al. 2009, Appendix C).
To avoid this problem I apply the technique devised by Pozzetti et al. (2010),
which takes into account typical M/L of the faintest observed galaxies (see also
the discussion in D13). This procedure yields, for a given redshift and ﬂux limit, an
estimate of the threshold Mlim below which some galaxy type cannot be detected
any longer. Following this approach, I estimate the stellar mass that each object
would have if its magnitude, at the observed redshift, were equal to the i-band
limiting magnitude ilim. This limiting mass M(i= ilim) is obtained by rescaling
the original stellar mass of the source at its redshift, i.e.
logM(i= ilim) = logM+ 0.4(i− ilim) . (3.24)
The thresholdMlim is then deﬁned as the value above which 90% of theM(i= ilim)
distribution lies. According to this, the VIPERS GSMF can be considered complete
for M > Mlim. Only objects belonging to the faintest 20% are included in the
computation, in order to mitigate the contribution of bright red galaxies with large
M/L when they are not the dominant population around the ﬂux limit, as they
may cause the bias discussed above.
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When using the 1/Vmax method, I apply to each redshift bin theMlim computed
by considering objects inside a narrow redshift interval (∆z = 0.05) centred on zinf
(i.e., the lower limit of the considered redshift bin). This is because the 1/Vmax
intrinsically corrects the sample incompleteness above zinf . For the other estimators
(STY, SWML) I include in Eq. (3.24) galaxies within ±0.025 from the centre of
the z-bin; the masses estimated in this way are also listed in Table 3.1, in three
redshift bins that will be used in the environmental analysis of Chapter 4.
When working with a particular subsample (e.g., passive galaxies)Mlim should
be speciﬁcally evaluated because the typical SED of that galaxy population may
diﬀer from the average of the whole sample. Figure 3.1 shows the Mlim values for
the total sample, and for some galaxy populations (blue/red and active/passive)
that are deﬁned in Sect. 3.3.1. These latter estimates are used in Sect. 3.3. As
shown in the Figure, two diﬀerent galaxy type classiﬁcations give similar results,
e.g. the limit of red galaxies at a given z is comparable to the correspondingMlim
of the passive sample. As expected, the limiting mass increases as a function of z
and the values for red galaxies are signiﬁcantly higher (∼ 0.5 dex) than those of
the blue ones (see Fig. 3.1, solid lines). The trend is similar when comparing the
active and passive samples (Fig. 3.1, dot-dashed lines).
In the context of the zCOSMOS project (Lilly et al. 2009), the approach of
Pozzetti et al. (2010) produced completeness limits in good agreement with those
obtained through mock survey samples (Meneux et al. 2009). In VIPERS, I suc-
cessfully tested our Mlim estimates by taking advantage of the VVDS-Deep ﬁeld,
which is located in the W1 ﬁeld (see Guzzo et al. 2014, Fig. 2). The VVDS sample
provides spectroscopically observed galaxies down to a fainter limit, i.e. IAB = 24
(Le Fe´vre et al. 2005). Since the CFHTLS-W1 ﬁeld contains both VVDS and part
of VIPERS, it is possible to compare the stellar masses by relying on a similar
photometric baseline (u, g, r, I, i, z, J∗, K∗). When applying a VIPERS-like mag-
nitude cut (I < 22.5), I can ﬁnd the fraction of missed objects with respect to the
parent I < 24 sample as a function of stellar mass. This test is shown in Fig. 3.2,
where the Mlim values of VVDS (limited to I 6 22.5) and VIPERS are compared
to the distribution of stellar masses belonging to the deeper (i.e., I 6 24) VVDS
sample. The computed Mlim values agree with the thresholds at which the stellar
mass distribution starts to be incomplete with respect to the deep VVDS sample
(i.e. the limit where the I < 22.5 sample recovers less than 80% of the parent
Table 3.1 Stellar mass completeness: thresholds for active and passive galaxies in
the redshift bins adopted in Chapter 4. In a conservative approach Mpasslim is used
also for the whole galaxy sample.
redshift range median z log(Mactlim) log(Mpasslim )
[M⊙] [M⊙]
0.51 < z 6 0.65 0.60 10.18 10.39
0.65 < z 6 0.8 0.72 10.47 10.65
0.8 < z 6 0.9 0.84 10.66 10.86
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Figure 3.2 Distributions of stellar masses in six redshift bins for the VVDS-Deep
sample in the CFHTLS-W1 field at its limiting magnitude (I 6 24, dark histograms),
compared to the subset obtained by applying a magnitude cut similar to VIPERS,
at I 6 22.5 (blue histograms). In each panel, the black dashed line represents
the limiting mass for the VVDS sample with I 6 22.5. The red solid line instead
gives the limiting mass for the VIPERS sample in the W1 field. Both limits, in
good agreement with each other, correctly identify the threshold below which the
shallower sample starts to miss a significant fraction (> 20%) of objects. In the
first z-bin (i.e., 0.45 < z < 0.55) the agreement is less good, although the difference
remains < 0.2 dex.
sample cut at I 6 24).
3.2 Stellar mass function of the VIPERS field
3.2.1 Estimate of the total GSMF
I measure the GSMF through the estimators described in Sect. 3.1.1. The number
of galaxies and the volume sampled by VIPERS allows to obtain an estimate of
the GSMF with high statistical precision within six redshifts bins in the range
0.5 6 z 6 1.3. Given the large number of galaxies observed by VIPERS, in terms
of Poisson noise it would be possible to choose even narrower bins (e.g. ∆z ≃ 0.05
wide). However, in that case the measurements start being strongly aﬀected by
cosmic variance: the presence (or absence) of cosmic structure in one z-bin with
respect to another (cf Fig. 1.5b) would cause stochastic ﬂuctuations in the GSMF
normalisation that prevent to see any trend as a function of redshift.
I compute the GSMF within each redshift bin by using the estimators described
in Sect. 3.1.1. When applying the 1/Vmax method (Fig. 3.3), in order to optimise
the binning in stellar mass, I use an adaptive algorithm that extends the width of
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Table 3.2 Total GSMF: 1/Vmax values in regular bins of stellar mass.
logM [h−270 M⊙]† log Φ [h370Mpc−3]
0.5 < z < 0.6 0.6 < z < 0.7 0.7 < z < 0.8 0.8 < z < 0.9 0.9 < z < 1.1 1.1 < z < 1.3
9.50 −2.47+0.02−0.02 −2.42+0.01−0.02 −2.62+0.02−0.02 −2.89+0.03−0.03 −3.20+0.04−0.04 −4.11+0.11−0.15
9.70 −2.51+0.02−0.02 −2.49+0.01−0.01 −2.56+0.02−0.02 −2.78+0.02−0.02 −2.95+0.03−0.03 −3.95+0.07−0.08
9.90 −2.61+0.02−0.02 −2.56+0.02−0.02 −2.63+0.02−0.02 −2.79+0.03−0.03 −2.93+0.03−0.03 −3.69+0.06−0.07
10.10 −2.67+0.02−0.02 −2.59+0.02−0.02 −2.65+0.02−0.02 −2.84+0.02−0.02 −2.98+0.03−0.03 −3.58+0.07−0.08
10.30 −2.68+0.02−0.02 −2.59+0.01−0.01 −2.69+0.02−0.02 −2.85+0.02−0.02 −3.07+0.03−0.03 −3.53+0.06−0.07
10.50 −2.66+0.02−0.02 −2.62+0.01−0.01 −2.70+0.02−0.02 −2.85+0.02−0.02 −3.07+0.03−0.03 −3.73+0.05−0.05
10.70 −2.72+0.02−0.02 −2.67+0.01−0.01 −2.75+0.01−0.02 −2.83+0.02−0.02 −3.04+0.02−0.02 −3.74+0.10−0.13
10.90 −2.91+0.02−0.02 −2.81+0.02−0.02 −2.83+0.02−0.02 −2.97+0.02−0.02 −3.16+0.02−0.02 −3.71+0.06−0.07
11.10 −3.25+0.03−0.03 −3.11+0.02−0.02 −3.14+0.02−0.02 −3.26+0.02−0.03 −3.32+0.02−0.03 −3.93+0.07−0.09
11.30 −3.66+0.05−0.05 −3.55+0.04−0.04 −3.59+0.04−0.04 −3.83+0.04−0.05 −3.81+0.04−0.04 −4.13+0.09−0.12
11.50 −4.34+0.09−0.12 −4.22+0.07−0.09 −4.29+0.07−0.09 −4.54+0.09−0.12 −4.39+0.07−0.08 −4.65+0.11−0.15
11.70 −5.29+0.23−0.53 −5.69+0.30−inf −5.05+0.16−0.26 −5.19+0.18−0.30 −5.78+0.23−0.54 −5.20+0.14−0.21
†The centre of each stellar mass bin is indicated.
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Figure 3.3 The VIPERS galaxy stellar mass function at different redshifts. Circles give the values determined through 1/Vmax in mass
bins of ∆M = 0.2 dex; the centre of each bin corresponds to the weighted mean mass of the objects within it. Empty and filled symbols
correspond to values below and above the completeness limit, respectively (see Sect. 3.1.3). For the latter points, the red error bars show
the uncertainty due to Poisson noise, while green bars account for Poisson noise and cosmic variance. In each panel, a solid line shows the
Schechter best-fit to the GSMF filled points, with the dashed line reproducing that of the first redshift bin, as a reference. The downward
arrows give an upper limit to Φ where no detection is available.
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a bin until it contains a minimum of three objects. The errors associated with the
1/Vmax estimates are computed as in Eq. (3.7). The upper limits for non-detections
(downward arrows in Fig. 3.3) have been estimated following Gehrels (1986). The
values of the 1/Vmax GSMF and associated Poisson errors are given in Table 3.2.
I also ﬁt a Schechter function (Eq. 3.1) to these points, as reported in Table 3.3.
In ﬁtting the points in the ﬁrst bin (0.5 < z < 0.6), all parameters of Eq. (3.1) are
left free, obtaining a value of the slope α = −0.95. Above this redshift, however,
the slope of the low-mass end is only weakly constrained, given the relatively high
values of the completeness limit Mlim. For this reason, in all the other bins α is
ﬁxed to the value −0.95 (see Table 3.3).
The GSMFs estimated by means of the STY method and SWML are both
fully in agreement with 1/Vmax at z < 0.9, while there is a small diﬀerence at
0.9 < z < 1.1, just in the lowest stellar mass bin (Fig. 3.4). In the case of the STY
estimates (Table 3.4), I let α free in all z-bins, to check the assumption made when
ﬁtting the 1/Vmax points. Up to z = 0.8, α is nearly constant (−1.16 < α < −0.95)
and becomes steeper (i.e., more negative) at higher redshifts, although with larger
uncertainties. It should be emphasised that alsoM⋆ does not evolve over the entire
redshift range of VIPERS.
In Fig. 3.4 the diﬀerent methods start to diﬀer at M <Mlim, suggesting that
our estimate of the completeness limit should be correct. In fact, such a discrepancy
is a necessary but not suﬃcient condition to state thatMlim is a good estimate of
Figure 3.4 The VIPERS galaxy stellar mass function at different redshifts, as
provided by the three estimators described in Sect. 3.1. Red circles give the values
determined through 1/Vmax as in Fig. 3.3 (see that Figure for further details). Purple
diamonds are given by the SWML method, while the green solid line in each z-bin
is the Schechter function derived through the STY method (the shaded area being
its 1σ uncertainty).
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Figure 3.5 Evolution of the galaxy number density in different bins of stellar mass.
The error bars of the density estimates include Poisson noise and cosmic variance
(see Sect. 3.2.2). At z ≃ 1.2, for the lowest mass sample, only a lower limit can be
estimated, indicated by the arrow.
the true completeness limit (Mlim, real). If there were some bias aﬀecting the three
estimators in the same way (e.g. missing galaxies from an unobserved population)
the GSMFs would coincide also at masses where the sample is not complete any
longer (e.g., Mlim <M <Mlim, real).
At z < 0.6 there is some hint of the characteristic dip of the mass function
at log(M/M⊙) ∼ 10.2, with an upturn below that value as observed both loc-
ally (e.g. Baldry et al. 2012) and at intermediate redshifts (e.g Drory et al. 2009;
Pozzetti et al. 2010). However, this feature is located too close to Mlim to be
assessed eﬀectively. I avoid using a double Schechter function in the ﬁts also to
ease comparison with the parameters derived at higher redshifts.
The results of Fig. 3.3 conﬁrm, with impressive statistical precision, the lack of
evolution since z ≃ 1.1 of the massive end (log(M/M⊙) > 11) of the galaxy mass
function seen in previous, smaller samples. The exponential tail of the Schechter
ﬁt is nearly constant across the ﬁve redshift bins, down to z ≃ 0.5. However
in Fig. 3.5, where the galaxy number density (ρN) is plotted versus redshift, I
detect a signiﬁcant decrease in the number density of the most massive galaxies
(log(M/M⊙) > 11.1) in the redshift bin 1.1 < z < 1.3. At lower masses (10.8 <
log(M/M⊙) < 11.1), the ﬁrst signs of evolution with respect to z ∼ 0.5 start
to be visible at redshift 0.9 – 1.1. This ﬁgure explicitly shows that the most
massive galaxies are virtually already in place at z ≃ 1. In contrast, galaxies with
lower mass keep assembling their stars in such a way that their number density
increases by a factor ∼ 3.5 from z = 1.2 down to 0.6, consistently with the so-
called downsizing scenario (Cowie et al. 1996; Fontanot et al. 2009). These new
measurements conﬁrm previous evidence, but with higher statistical reliability (see
Sect. 3.2.4).
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Table 3.3 Global GSMF: Schechter parameters fitting the 1/Vmax points (α fixed
at z > 0.6).
z range α logM⋆ Φ⋆
[h−270 M⊙] [10−3 h370Mpc−3]
0.5 < z 6 0.6 −0.95+0.03−0.02 10.87+0.02−0.02 1.42+0.06−0.07
0.6 < z 6 0.7 −0.95 10.91+0.02−0.01 1.58+0.05−0.05
0.7 < z 6 0.8 −0.95 10.91+0.01−0.02 1.38+0.06−0.04
0.8 < z 6 0.9 −0.95 10.85+0.02−0.02 1.29+0.09−0.09
9.0 < z 6 1.1 −0.95 10.91+0.02−0.01 0.82+0.05−0.06
1.1 < z 6 1.3 −0.95 11.03+0.11−0.08 0.20+0.05−0.06
Table 3.4 Total GSMF: Schechter parameters as resulting from the STY method.
z range α logM⋆ Φ⋆
[h−270 M⊙] [10−3 h370Mpc−3]
0.5 < z 6 0.6 −1.05+0.05−0.05 10.98+0.03−0.03 1.25+0.10−0.10
0.6 < z 6 0.7 −1.16+0.06−0.06 11.01+0.03−0.03 1.31+0.13−0.12
0.7 < z 6 0.8 −0.95+0.10−0.10 10.89+0.03−0.03 1.72+0.15−0.16
0.8 < z 6 0.9 −1.69+0.25−0.25 11.01+0.09−0.08 0.93+0.33−0.31
0.9 < z 6 1.1 −1.54+0.35−0.34 10.95+0.08−0.07 1.19+0.29−0.33
0.9 < z 6 1.3 −2.5+∞−∞ 11.26+0.28−0.40 0.25+0.96−0.23
3.2.2 Cosmic variance in the VIPERS survey
When dealing with statistical studies using number counts, a severe complication
is introduced by the ﬁeld-to-ﬁeld ﬂuctuations in the source density, due to the
clustered nature of the galaxy distribution and the existence of ﬂuctuations on
scales comparable to the survey volume. This sampling or ‘cosmic’ variance rep-
resents a further term of uncertainty to be added to the Poisson shot noise. It can
be expressed by removing σ2Poiss ≡ 1/〈N〉 from the total relative error:
σ2cv =
〈N2〉 − 〈N〉2
〈N〉2 −
1
〈N〉 , (3.25)
where 〈N〉 and 〈N2〉 are the mean and the variance of galaxy number counts in
the surveyed volume (Somerville et al. 2004).
Extragalactic pencil-beam surveys, even the deepest ones, are particularly lim-
ited by cosmic variance, given the small volume covered per redshift interval. At
z ∼ 0.8, galaxy density ﬂuctuations are found to be still relevant up to a comoving
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scale of ∼ 140 h−170 Mpc (Scrimgeour et al. 2012), which roughly corresponds to
5 deg.
This is the result of intrinsic clustering in the matter, as predicted by the power
spectrum shape and amplitude at that epoch. Moreover, the eﬀect is ampliﬁed by
the bias factor, which at high redshift can be very large for some galaxy classes
(e.g. Moster et al. 2011; Di Porto et al. 2014). Also the last-generation, largest
deep surveys are signiﬁcantly aﬀected by this issue. For example, the COSMOS
ﬁeld, despite its 2 deg2 area, turned out to be signiﬁcantly overly dense between
z = 0.8 and z = 1 (Kovacˇ et al. 2010b).
The gain obtained by enlarging the area of a single ﬁeld becomes less prominent
beyond a certain coverage, owing to the existing large-scale correlations (see New-
man & Davis 2002, Fig. 1): σcv decreases mildly as a function of volume, with an
approximate dependence σcv ∝ V −0.3 (Somerville et al. 2004, Fig. 2), compared to
σPoiss ∝ V −0.5. Trenti & Stiavelli (2008) found similar results by characterising Ly-
man break galaxies surveys: at high values of 〈N〉, the Poisson noise rapidly drops
and cosmic variance remains the dominant source of uncertainty. A more eﬀective
way to abate cosmic variance is to observe separated regions of sky. Since counts
in these regions, if they are suﬃciently distant, are uncorrelated, their variances
sum up in quadrature (i.e., σcv decreases as the square root of the number of ﬁelds,
Moster et al. 2011). The use of multiple independent ﬁelds can then result in a
smaller uncertainty than for a single ﬁeld, even if the latter has a larger eﬀective
area (Trenti & Stiavelli 2008). The current VIPERS PDR-1 sample is not only
characterised by a signiﬁcantly large area, compared to previous similar surveys at
these redshifts, but it is also split into two independent and well-separated ﬁelds
of ∼ 7.5 deg2 each. Therefore, the impact of cosmic variance is expected to be
limited.
To quantify this eﬀect directly, I follow two approaches. The ﬁrst one, based
on the observations themselves, provides an upper limit of the VIPERS σcv. I
select ﬁve rectangular subregions of about 2 deg2 within the survey and estimate
the mass function Φi in each of them, using the 1/Vmax method described above. I
choose non-contiguous regions (separated by ∼ 1 deg) to minimise the covariance
between subsamples located within the same ﬁeld (W1 or W4). Within mass bins
Mj ±∆M/2, I derive the total random uncertainty
σtot,obs(Mj) = 1
n
n∑
i=1
√
[Φi(Mj)− Φtot(Mj)]2 , (3.26)
where Φtot is the global GSMF of VIPERS (at that redshift) and Φi(Mj) the
number density of galaxies measured in the j-th mass bin for each of the n = 5
subregions. This result should be regarded as an upper limit of the VIPERS cos-
mic variance, given that the subsamples have a smaller volume than the whole
survey, and Eq. (3.26) also includes the variance due to Poisson noise. Conversely,
residual correlation among the subﬁelds within each of the VIPERS ﬁelds (pro-
duced by structures on scales & 1 deg crossing over two or more subregions) would
slightly reduce σtot,obs. More in general, the small number of ﬁelds used to perform
this test makes the computation of Eq. (3.26) statistically uncertain: for these
reasons the estimates of the standard deviation obtained from the ﬁeld-to-ﬁeld
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Figure 3.6 Estimates of the contribution of cosmic variance to the total statistical
uncertainty of the GSMF measurements. For each redshift bin, the upper panels
show the GSMFs obtained through 1/Vmax for five VIPERS subregions of 2 deg
2,
located respectively in the W1 field (blue diamonds, circles, and squares) and in
the W4 field (red triangles, and downward triangles). The Schechter fit to the total
GSMF of Fig. 3.3 is shown as reference (black solid line). The lower panels show
the standard deviations estimated in each redshift bin from these five measurements
(purple squares, Eq. 3.26), together with the estimates of σcv obtained from 57
SHMR mocks by means of Eq. (3.25) (green crosses). To highlight how the effect of
cosmic variance decreases at higher z, σcv,SHMR of the first redshift bin is plotted also
in the other panels (green dashed lines). In addition, the sample variance measured
in 50 SAM mocks (grey solid line) and the estimates provided by Moster et al. (2011)
method (black triangles) are shown as reference.
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ﬂuctuations among the ﬁve subsamples (σtot,obs, squares in Fig. 3.6) show rather
irregular behaviour.
The second approach is based on the use of simulated mock surveys. First, I use a
set of 57 mock samples (26 and 31 in W1 and W4, respectively), built using speciﬁc
recipes for the stellar-to-halo mass relation. They are based on the MultiDark dark
matter simulation (Prada et al. 2012) and have been constructed to reproduce the
detailed geometry and selection function of the VIPERS survey up to z = 1.2.
(see de la Torre et al. 2013, for details). The dark matter haloes identiﬁed in the
simulation, as well as artiﬁcial sub-haloes drawn from the Giocoli et al. (2010)
subhalo mass function, have been associated with galaxies using the stellar-to-halo
mass relations of Moster et al. (2013). The latter are calibrated on previous stellar
mass function measurements in the redshift range 0 < z < 4. These catalogues
are named “SHMR mock catalogues”. I apply Eq. (3.25) to estimate the amount
of cosmic variance independently among the 26 W1 and 31 W4 mock catalogues.
The global estimate of cosmic variance (σcv,SHMR) on the scales of the VIPERS
survey is obtained by combining the results from the two ﬁelds (see Moster et al.
2011, Eq. 7). As expected, σcv,SHMR decreases with redshift, as larger and larger
volumes are probed, and increases with stellar mass owing to the higher bias factor
(and thus higher clustering) of massive galaxies (Somerville et al. 2004). Both
trends are clearly visible in Fig. 3.6, where measurements of σcv,SHMR are presented
for diﬀerent bins of redshift and stellar mass. These values are included in the
error bars of Fig. 3.3 to account for the cosmic variance uncertainty. It should be
noticed that in the highest redshift bin σcv,SHMR represents a conservative estimate,
given the diﬀerent redshift range in SHMR mock catalogues (1.1 < z < 1.2) and
observations (1.1 < z < 1.3).
In Fig. 3.6 it is also shown, as a reference, the estimates provided by the public
code getcv (Moster et al. 2011) for the same area of the SHMR mock catalogues.
These results, limited at log(M/M⊙) 6 11.5, are in good agreement with σcv,SHMR,
with the exception of the highest redshift bin, mainly because of the z = 1.2 cut of
SHMR mocks. However, I prefer to use σcv,SHMR to quantify the cosmic variance
uncertainty in that z-bin, although it should be regarded as an upper limit, since
the outcomes of Moster et al. (2011) code do not reach the high-mass tail of the
GSMF, and are also more uncertain because the galaxy bias function used in this
method is less constrained at such redshifts.
Besides these SHMR mocks, I also used a diﬀerent set of 50 VIPERS-like
light cones built from the Millennium simulation (Springel et al. 2005b), in which
dark-matter haloes are populated with galaxies through the semi-analytical model
(SAM) of De Lucia & Blaizot (2007). Galaxy properties were determined by con-
necting the astrophysical processes with the mass accretion history of the simulated
dark matter haloes. Each mock sample covers 7 × 1 deg2, with a magnitude cut
in the i band equal to that of the observed sample. Although the geometry of
these mocks (and therefore their volume) diﬀers slightly from the design of the
real survey, they provide an independent test, with a completely diﬀerent prescrip-
tion for galaxy formation. SAM mocks in Fig. 3.6 show a trend similar to that
of σcv,SHMR, although with some ﬂuctuations e.g. between z = 0.7 and 0.8. The
values of σcv,SAM are systematically higher mainly because the SAM mocks do not
reproduce two independent ﬁelds. Further diﬀerences with respect to the other
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Figure 3.7 Dependence of the mass function on the input parameters of the SED
fitting (five different cases are considered). Specifically, the points correspond to
different choices of the stellar population synthesis code, metallicity (Z), extinction
law (SB+SMC or SB alone), or the addition of secondary bursts to the smooth star-
formation histories. Four cases correspond to SED fitting using Hyperzmass, for
which the values of the adopted parameters are given in the bottom-left of the first
panel; the fifth is based on magphys.
estimates may be due to the diﬀerent recipes in the simulations.
3.2.3 Other sources of uncertainty
In describing the procedure to derive stellar masses by means of the SED ﬁtting
technique (Sect. 2.1), I emphasised the number of involved parameters and their
possible inﬂuence on the estimates. As already discussed, the assumptions that
have the strongest impact on the results are the choices of the stellar population
synthesis model, IMF, SFH, metallicity, and dust extinction law (Conroy 2013;
Mitchell et al. 2013; Marchesini et al. 2009).
In this Section I brieﬂy test the impact on the GSMF of choosing diﬀerent values
of Z (whether including subsolar metallicities or not), the extinction laws (SB and
SMC, or SB alone), and the addition of secondary bursts to the smooth SFHs
(i.e. complex SFHs instead of exponentially declining τ -models). I do not modify
the other two main ingredients in our procedure, i.e. the universal IMF that we
assumed (Chabrier 2003) and the stellar population synthesis model (BC03).
To perform this test I use stellar mass estimates obtained by assuming ﬁve diﬀer-
ent sets of SED ﬁtting templates, four of them diﬀering in metallicity and extinction
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law: Z⊙ only and SB; two metallicities (Z⊙ and 0.2Z⊙) and SB; solar metallicity
and two extinction laws (SB and SMC); two metallicities (Z⊙ and 0.2Z⊙) and two
extinction laws (SB and SMC). The ﬁfth SED ﬁtting estimate has been derived
with the magphys code assuming the following parameters: complex SFHs, ex-
tinction model derived from Charlot & Fall (2000), and a wider range of metallicity
(including super-solar ones). More details can be found in Sect. 2.1.5, where these
stellar mass estimates were used to show the robustness (but also a few system-
atics) of the SED ﬁtting technique. The following tests are limited to the data in
the VIPERS W1 ﬁeld, i.e. about half of the total sample, given the better overall
photometric coverage in this area and the large computational time involved.
The mass functions resulting from these ﬁve diﬀerent SED-modelling assump-
tions are shown in Fig. 3.7. As expected (see discussion in Sect. 2.1.5 and Fig. 2.12),
the magphys mass function corresponds to the highest estimated values of galaxy
density especially at high stellar masses (at least up to z ≃ 1.1). This trend is
expected, because the four other estimates, obtained by assuming smooth SFHs
templates, are insensitive to an underlying old stellar population that is outshone
by a recent burst of star formation (Fontana et al. 2004; Pozzetti et al. 2010; but
see Moustakas et al. 2013 for an opposite result). As seen in Fig. 2.12, when using
complex SFHs templates one can produce stellar mass estimates that are higher
than those obtained with smooth SFHs for a low percentage of objects. This eﬀect
has major consequences in the high-mass tail of the GSMF.
The other estimates, produced by Hyperzmass, are in quite good agreement
with each other. The mass functions are slightly higher (on average by about
0.1 dex) when obtained through SED ﬁtting procedures that can choose between
two values of metallicity. In fact, in this case, red galaxies can be ﬁt with 0.2Z⊙
and older ages (cf Fig. 2.6), consequently resulting in higher stellar mass values.
The eﬀect of the extinction law is instead marginal, probably because most of
the objects in the stellar mass range of VIPERS are passive galaxies with small
amount of dust. Therefore, a change in the dust extinction model should have a
more visible impact in the low-mass end of the GSMF.
3.2.4 Comparison with other observational estimates
I compare the GSMF of VIPERS with results from other galaxy surveys. I correct
the GSMFs (if necessary) to be in the same cosmological model with Ωm = 0.3,
ΩΛ = 0.7, h70 = 1, and Chabrier (2003) IMF. With respect to Fig. 3.3, I also
modify the binning in redshift to be similar to other work.
I chose eight surveys that adopt comparable z-bins, half of them based on photo-
metric redshifts (Fontana et al. 2006; Pe´rez-Gonza´lez et al. 2008; Ilbert et al. 2010;
Bielby et al. 2012) and half on spectroscopic redshifts (Fontana et al. 2004; Pozzetti
et al. 2007, 2010; Moustakas et al. 2013). The spectroscopic redshift sample used
by Moustakas et al. (2013) is obtained through a pioneering technique based on a
low dispersion prism and slitmasks (Coil et al. 2011), which results in a precision
of σz ≃ 0.007(1 + z) (for their high quality sample Q > 3, see Cool et al. 2013),
i.e. comparable to the precision of the best photometric redshifts available today
in the literature (see Ilbert et al. 2013, who obtain σz ≃ 0.008(1 + z) and a very
low percentage of outliers).
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Figure 3.8 The VIPERS galaxy stellar mass functions from z = 0.5 to 1 (filled red
circles, with a red shaded area accounting for the Poisson uncertainty). The 1/Vmax
determinations of previous surveys are also shown by different symbols, along with
their respective Poisson error bars. In the left-hand panel, whereas the VIPERS
range is 0.5 < z < 0.6, the other GSMFs are computed between z = 0.4 and 0.6, with
the exception of Moustakas et al. (2013) who use 0.5 < z < 0.65, 0.65 < z < 0.8,
0.8 < z < 1.0; notice the very small error bars of the VIPERS data, despite the
narrower redshift range. In the other two panels, the bins of VIPERS are the same
as the other surveys; also at these higher redshifts the error bars of the VIPERS
GSMF are small compared to them.
The redshift ranges of the GSMFs shown in Fig. 3.8 are 0.4 < z < 0.6, 0.6 < z <
0.8, 0.8 < z < 1.0, with the exception of PRIMUS (Moustakas et al. 2013), which is
at 0.5 < z < 0.65, 0.65 < z < 0.8, 0.8 < z < 1.0, and the ﬁrst bin of VIPERS (i.e.,
0.5 < z < 0.6). In the case of Bielby et al. (2012), who provide the GSMFs in four
CFHTLS-Deep quadrants, I consider the results in the D3 ﬁeld (1 440 arcmin2),
which is located in a region of sky uncorrelated with the other selected surveys.
For the VIPERS GSMFs, the error bars account only for σPoiss, i.e. without adding
the uncertainty due to sample variance, in order to be consistent with most of the
literature data, for which only Poisson errors are available.
Nonetheless, through the recipe of Moster et al. (2011) one can obtain, for each
survey, an approximate estimate of the uncertainty due to cosmic variance to a ﬁrst
approximation, and have a rough idea of how much the error bars would increase
in Fig. 3.8 when accounting for it. For Pozzetti et al. (2007), Pe´rez-Gonza´lez et al.
(2008), and Bielby et al. (2012), within the redshift ranges considered in Fig. 3.3,
with only a small evolution with redshift, the GSMF uncertainty related to cosmic
variance is approximatively the same: ∼ 15% between logM/M⊙ = 10.0 and
10.5, ∼ 23% between logM/M⊙ = 11.0 and 11.5. (It should be noticed that
data used by Pe´rez-Gonza´lez et al. cover an area of 273 arcmin2, but split in
three ﬁelds.) For Ilbert et al. (2010) and Pozzetti et al. (2010), σcv ≃ 10% when
10.0 < logM/M⊙ < 10.5 and σcv ≃ 17% when 11.0 < logM/M⊙ < 11.5.
In the same bins of stellar mass, for Fontana et al. (2004) σcv is 20% and 30%,
respectively, while σcv ≃ 30% and 45% in Fontana et al. (2006). The estimates
provided by Moustakas et al. (2013) in their paper are generally below 10%, except
at logM/M⊙ > 11.6 where the uncertainty rises by a factor of 2− 4.
VIPERS results lie on the lower boundary of the range covered by other GS-
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MFs, and are in reasonably good agreement with most of them. At 0.8 < z < 1.0,
the diﬀerence with Ilbert et al. (2010, COSMOS survey over 2 deg2) and Pozzetti
et al. (2010, zCOSMOS, 1.4 deg2) is noteworthy: the likely reason is the presence of
a large structure detected in the COSMOS/zCOSMOS ﬁeld (Kovacˇ et al. 2010b),
demonstrating the impact of cosmic variance in this kind of comparison. A discrep-
ancy (nearly by a factor of two) is also evident with the estimates by Moustakas
et al. (2013). The explanation could be partly related to the statistical weighing, in
particular for the faintest objects, because the lower the sampling rate estimates,
the greater the uncertainty in such a correction. At magnitudes i ≃ 22.5, the SSR
of PRIMUS is approximately 45%, dropping below 20% at the limit of the survey
(i < 23, see Cool et al. 2013). Instead, in VIPERS the SSR is ∼ 75% down to our
magnitude limit i = 22.5 and to z ≃ 1, making the statistical weight corrections
smaller and more robust. In addition to this, it should be noticed that although
several overdensities have been observed in PRIMUS, cosmic variance seems unable
to fully justify the diﬀerence between the GSMFs of the two surveys: the num-
ber of independent ﬁelds (PRIMUS consists of ﬁve ﬁelds with a total of 5.5 deg2)
should reduce this problem, at least to some degree. The disagreement could also
be partially ascribed to the diﬀerent ways stellar masses are estimated: Moustakas
et al. derived their reference SEDs according to the SSP model of Conroy & Gunn
(2010), which results in stellar mass estimates systematically higher than those
obtained by assuming BC03 (see Moustakas et al. 2013, Fig. 19). Regarding the
choices of SEDs, it is worth noticing that Pe´rez-Gonza´lez et al. (2008) also used
a template library diﬀerent from BC03, which they derived from the PEGASE
stellar population synthesis model (Fioc & Rocca-Volmerange 1997), bounding the
parameter space by means of a training set of ∼ 2000 galaxies with spectroscopic
z and wide photometric baseline. The other surveys quoted in Fig. 3.8 (Fontana
et al. 2004, 2006; Pozzetti et al. 2007, 2010; Ilbert et al. 2010; Bielby et al. 2012)
adopt BC03.
VIPERS data provide tight constraints on the high-mass end of the GSMF.
Previous surveys, such as K20, MUSIC, and VVDS-Deep (i.e. Fontana et al.
2004, 2006; Pozzetti et al. 2007), were unable to probe this portion of the GSMF
(log(M/M⊙) & 11.5) because of their relatively small area (about 52, 150, and
1 750 arcmin2 respectively). Instead, GSMFs derived from photometric redshift
surveys are characterised by a Poisson noise that is in general comparable to the
one in VIPERS (Pe´rez-Gonza´lez et al. 2008; Ilbert et al. 2010), but they can be
aﬀected by failures on photometric redshift estimates: even a small fraction of
catastrophic redshift measurements can be relevant at high masses (Marchesini
et al. 2009, 2010). Moreover, the sky area generally covered by high-z photometric
surveys is not large enough for cosmic variance to be negligible.
3.2.5 Comparison with models
Besides the comparison with other surveys, it is important to check the agreement
of our results with simulations. The tight constraints posed by VIPERS can be
very useful when studying whether these models adequately reproduce the real
universe. Although only a preliminary analysis is discussed in this work, it provides
intriguing results. The four semi-analytical models (SAMs) I consider here rely on
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the halo-merger trees of the Millennium Simulation (MS, Springel et al. 2005b) and
the Millennium-II Simulation (MSII, Boylan-Kolchin et al. 2009); namely, three of
them (Bower et al. 2006; De Lucia & Blaizot 2007; Mutch et al. 2013) use the MS
(comoving box size L = 714 h−170 Mpc, particle mass = 1.23 × 109 h−170 M⊙), while
the last one (Guo et al. 2011) is based on both MS and MSII (L = 143 h−170 Mpc,
particle mass = 9.83× 106 h−170 M⊙).
Figure 3.9 shows the mass functions derived from the models of Bower et al.
(2006), De Lucia & Blaizot (2007), and Guo et al. (2011), together with the VI-
PERS results. All the model GSMFs are computed from snapshots at the same
redshifts. The narrow redshift binning that can be set in VIPERS (∆z = 0.1) al-
lows to compare simulated galaxies to observed ones at cosmic times that are very
close to the snapshot considered. In the case of De Lucia & Blaizot model, I also
derived the stellar mass functions from the VIPERS-like light cones introduced in
Sect. 3.2.2, but they are not shown in Fig. 3.9 since they lead to results that are
indistinguishable from those obtained from snapshots. For all three SAMs, I ﬁnd
that the low-mass end of the GSMF is over-estimated. Such a discrepancy, already
observed in other work (Somerville et al. 2008; Cirasuolo et al. 2010), is mainly
due to an over-predicted fraction of passive galaxies on those mass scales. This
can be caused by an under-eﬃcient supernova feedback and/or some issue as to
how the star formation eﬃciency is parametrised at high redshifts (Fontanot et al.
2009; Guo et al. 2011). Rescaling the simulations to an up-to-date value of σ8 (in
MS it is equal to 0.9), with the consequence of reducing the small-scale clustering
of dark-matter haloes, alleviates the tension only in part (e.g. Guo et al. 2013).
At a ﬁrst glance, De Lucia & Blaizot (2007) and Bower et al. (2006) seem to
agree with the observed GSMFs at log(M/M⊙) & 11.0, while the Guo et al.
(2011) mass function lies systematically below by ≃ 0.4 dex. However, it should
be emphasised that in Fig. 3.9 the GSMFs from SAMs are plotted without taking
the observational uncertainties on stellar mass into account. I veriﬁed that adding
this kind of error would increase the density of massive objects in the exponential
tail of the mass function, and therefore the De Lucia & Blaizot (2007) and Bower
et al. (2006) results should be considered at variance with observations also at
log(M/M⊙) > 11.
The eﬀect of introducing observational uncertainties is shown in Fig. 3.9 only
for the Guo et al. (2011) model, which foresees a lower density of objects in the
massive end with respect to the other two models. I recomputed the Guo et al.
GSMFs after convolving stellar masses with a Gaussian of dispersion 0.15 dex. The
predictions of Guo et al. (2011) are then in fair agreement with VIPERS. With
respect to De Lucia & Blaizot (2007), the main distinguishing features of Guo et al.
(2011) model are the high eﬃciency of supernova feedback and a lower rate of gas
recycling at low mass. The transition from central to satellite status in the Guo
et al. prescription also diﬀers, resulting in a larger number of satellite galaxies
than in De Lucia & Blaizot model.
It should be emphasised that only Guo et al. (2011) choose most of the para-
meters in order to ﬁt the observed local mass function, whereas Bower et al. (2006)
and De Lucia & Blaizot (2007) use the local luminosity function to adjust their
recipes. In recent studies, the parameters of these models have been tuned again
by means of a diﬀerent approach, based on Bayesian inference (Henriques et al.
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Figure 3.9 Comparison of the VIPERS mass function (red points, as in Fig. 3.8)
with the semi-analytical models of Bower et al. (2006), De Lucia & Blaizot (2007),
and Guo et al. (2011) (grey dotted, yellow solid, green short-dashed lines), whose GS-
MFs have been derived directly from the tables available in the Millennium database
(Lemson & Virgo Consortium 2006). The Guo et al. (2011) stellar masses have also
been convolved with a Gaussian of dispersion 0.15 dex, to reproduce observational
uncertainty on stellar mass determinations; the resulting GSMFs are represented
with green long-dashed lines.
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Figure 3.10 Comparison of the VIPERS mass function (red points) with the semi-
analytical model of Mutch et al. (2013) (green shaded area at 95% confidence limits).
In several redshift bins Mutch et al. GSMF does not reach masses as high as VIPERS
because of the smaller the volume of the simulation (with a comoving box size L =
89.3h−170 Mpc). In the right-hand middle panel (0.8 < z < 0.9), a grey dashed line
represents the mass function that Mutch et al. obtain by combining observational
data from three different surveys (Pozzetti et al. 2007; Drory et al. 2009; Ilbert et al.
2010, grey triangles,diamonds, and squares, respectively). In addition, the yellow
shaded regions represent the dispersion of the mass functions derived from the 57
SHMR mocks (see Sect. 3.2.2), in the same redshift bins as the VIPERS ones.
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2009; Bower et al. 2010, e.g.). From this perspective, a particular kind of calibra-
tion has been proposed by Mutch et al. (2013), who modify the input parameters
in the SAM of Croton et al. (2006) to match observations at z = 0 and z ≃ 0.8
simultaneously. The results obtained by Mutch et al. (2013) are compared to the
VIPERS mass functions in Fig. 3.10. The plot shows reasonable agreement beyond
M ≃ 1011M⊙, not only at the redshift of calibration (z ≃ 0.83) but also in the
other bins. The authors do not convolve their mass functions with a Gaussian un-
certainty on stellar masses, because at least part of the uncertainties this procedure
accounts for should already be included in the observational constraints they use.
The Mutch et al. (2013) model is calibrated at z = 0.83 by using the results of Pozz-
etti et al. (2007), Drory et al. (2009), and Ilbert et al. (2010). Among these three
GSMFs, only Pozzetti et al. (2007) is based on spectroscopic data (VVDS-Deep),
which are unfortunately quite limited at high masses. The other two estimates
(Drory et al. 2009; Ilbert et al. 2010) are derived from the COSMOS survey, which
contains a signiﬁcant over-density at z ≃ 0.8.
The strategy adopted by Mutch et al. to combine such information may lead to
overconﬁdence in the adopted constraints, especially in the highest mass range,
where observations are most diﬃcult. To reconcile SAM and observations at
log(M/M⊙) > 10.8, Mutch et al. (2013) have assumed a star formation eﬃciency
much higher than the one imposed by Croton et al. (2006), and consequently they
were forced to parametrise supernova feedback eﬃciency with a range of values that
is not completely supported by observations (Rupke et al. 2002; Martin 2006). The
authors would signiﬁcantly relieve these tensions if they were to add VIPERS data
to their analysis.
From a diﬀerent perspective, the SHMR mocks introduced in Sect. 3.2.2 are
also calibrated at multiple redshifts. I decided to test their reliability by deriving
their GSMFs (Fig. 3.10). The agreement is remarkable: VIPERS data conﬁrm
the validity of the stellar-to-halo mass relation of Moster et al. (2013) that was
used to construct these mocks. This relation connects galaxies with their hosting
dark matter halo by means of a redshift-dependent parametrisation that has been
calibrated through the GSMFs of Pe´rez-Gonza´lez et al. (2008) and Santini et al.
(2012) up to z = 4. The SHMR mass functions diverge at high mass from our
estimates probably because of the constraints used by Moster et al. (e.g., the data
from Pe´rez-Gonza´lez et al. 2008) do not reach stellar masses as higher as VIPERS
(see Fig. 3.8).
Improvements in the numerical techniques (e.g. Springel 2010) made hydro-
dynamical simulations on cosmological scales also feasible (e.g. Dave et al. 2013).
With respect to SAMs, the advantage of these models is the possibility of imple-
menting physical processes (e.g. radiative cooling, star formation, metal enrich-
ment, etc.) in the code by tracing baryons as well as dark matter. However, the
ﬁnite resolution (the so-called “sub-grid physics”, see Schaye et al. 2010) still limits
this kind of simulations. I compare the VIPERS GSMF with the one predicted by
the EAGLE project (Furlong et al. 2014) to show the improvement achieved by
the state-of-the-art hydrodynamical simulations, which now reach a level of agree-
ment with observations close to (or even better than) that attained by SAMs (see
also Illustris project Vogelsberger et al. 2014; Genel et al. 2014). The comparison
between VIPERS and EAGLE has been made at z ≃ 0.7 and is shown in Fig. 3.11.
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Figure 3.11 Comparison between the VIPERS data (red circles) and the GSMF
at z ≃ 0.7 (blue squares) predicted by the hydrodynamical simulations developed
within the Virgo Consortium’s EAGLE project (Schaye et al. 2014; Furlong et al.
2014). The VIPERS GSMF estimated between z = 0.6 and 0.8 is the same shown
in Fig. 3.8. Error bars take into account Poisson noise in both cases.
The stellar mass function of EAGLE is computed in a box having a size of 100
comoving Mpc (H0 = 100 km s
−1Mpc−1), containing 1 5043 dark matter particles
with mass 9.70× 106M⊙. The initial number and mass of the baryonic particles
are respectively 1 5043 and 1.81×106M⊙. The number of galaxies in the simulated
box is about 40 000. Feedback processes from massive stars and AGN are calibrated
using z ≃ 0 data (i.e., the local galaxy stellar mass function and the galaxy-black
hole mass relation, for more details see Schaye et al. 2014). There is an excess of
low-mass galaxies in the power-law tail of the GSMF, while the diﬀerence at high
masses is smaller (∼ 0.2 dex). Although the simulation seems to be biased like
the GSMFs of SAMs (i.e., the low-mass end is too steep), quantitatively speaking
the diﬀerences between EAGLE and observations are comparable to the plausible
uncertainties in the interpretation of the data (in particular, stellar mass estimates,
see the thorough discussion in Furlong et al. 2014).
3.3 Mass functions of different galaxy types
Studies on the GSMF by dividing blue/active from red/quiescent objects provided
insights in galaxy evolution. For instance, large galaxy samples (as in COSMOS
and zCOSMOS, Drory et al. 2009; Ilbert et al. 2010; Pozzetti et al. 2010) showed
that the double Schechter proﬁle (Eq. 3.2) of the total GSMF is due to the com-
bined contribution of passive and start-forming objects. The GSMF is an eﬀective
tool to investigate the various processes resulting in such a galaxy mix, since the
transformation of star-forming galaxies into “red and dead” objects may happen
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in various ways (see e.g. Faber et al. 2007).
3.3.1 Galaxy type classifications
The most evident aspect of the distribution of galaxy colours is the colour bimod-
ality (Fig. 2.8). This can be observed also in the colour-magnitude diagram (e.g.
Fritz et al. 2014), where the two peaks found in the colour distribution become
the so-called red-sequence and blue-cloud. In the VIPERS data, as in local sur-
veys, this is a very general feature that reﬂects the presence of diﬀerent galaxy
populations (e.g. Strateva et al. 2001; Hogg et al. 2002; Bell et al. 2004). I adopt
the method described in Fritz et al. (2014) and D13, which classiﬁes the VIPERS
galaxies by means of their (U − V ) colour, as it is highly sensitive to the slope
of the blue/ultraviolet continuum, representing therefore a natural tracer for SF
galaxies. In particular, the U -band ﬁlter represents a good measure of the overall
star formation activity in our galaxies. Unfortunately, the colour bimodality does
not take into account the contamination of the red population by AGN or dust-
obscured red galaxies. Nonetheless, this method is quite reliable: as discussed by
Mignoli et al. (2009) using zCOSMOS data, 86% (93%) of the galaxies selected
as being photometrically red (blue) are also quiescent (star-forming) according to
their spectra.
In VIPERS, a bimodal colour distribution is evident across the whole redshift
interval, but a ﬁxed cut (as in Fig. 2.8) would be too simplistic to divide blue
and red galaxies, because it would not account for redshift evolution. In Fritz
et al. (2014) we thus separate red galaxies from blue ones by measuring the local
minimum in the colour distribution within each redshift bin individually. A simple
linear evolution with redshift is assumed, and by ﬁtting these observed local minima
we derive a separation in the rest-frame (U−V ) between the two main populations.
This threshold evolves as (U − V ) = 1.1− 0.25z.
To verify and validate such a selection, D13 derived galaxy photometric types
by ﬁtting VIPERS photometry with the empirical set of 62 templates used in Ilbert
et al. (2006), which was optimised to reﬁne the match between photometric and
spectroscopic redshifts in the VVDS. The same set was also used to classify galaxies
in several other papers (e.g. Zucca et al. 2006, 2009; Pozzetti et al. 2010; Moresco
et al. 2010). The classiﬁcation of VIPERS galaxies resulting from this second
method matches reasonably well with the (U − V ) colour selection (Fig. 3.12).
More than 70% of the red galaxies are deﬁned as early-type objects by the SED
analysis (E/S0 templates), while more than 95% of blue galaxies are classiﬁed as
late types. For red galaxies this worsens beyond z = 1.1, where only 55% of the
red galaxies are classiﬁed as early types in terms of their SED. In the same redshift
range, instead, 98% of blue galaxies are classiﬁed as late-type objects. In Fig. 3.12
Sa/Sb galaxies (according to their photometric type) are grouped in a distinct
sample, to highlight the location of the green valley.
In order to separate diﬀerent galaxy types, I also apply the method described
in Arnouts et al. (2013), based on the (NUV− r) vs (r−K) diagram (NUVrK in
the following). With this method, recent star formation on a scale of 106–108 yr
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Figure 3.12 The rest-frame (U − V ) colour distribution (black histogram) in dif-
ferent redshift bins (the number of objects in each bin is reported in the relative
panel). In this plot, magnitudes are in the Vega system. The separation between
blue and red galaxies is marked by a red dashed line. Galaxies are also split into
three broad groups, according to their SED type: the blue histogram includes Sc,
Sd, SB and irregular galaxies; the green histogram Sa and Sb; the red one E and S0
(see text for more details). From Fritz et al. (2014).
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is traced by the (NUV − r) colour (Salim et al. 2005), while (r −K) is sensitive
to the inter-stellar medium (ISM) absorption. The absolute magnitudes used here
have been estimated as detailed in Sect. 2.1, through the ﬁlters NUV, r, and Ks of
GALEX, MegaCam, and WIRCam respectively. It should be noticed that VIPERS
redshift range is fully within the interval 0.2 < z < 1.3 used by Arnouts et al. in
their analysis. Their diagram is similar to the (U − V ) vs (V − J) plane proposed
by Williams et al. (2009), but by sampling more extreme wavelengths it results in a
sharper separation between quiescent and star-forming galaxies (cf also Ilbert et al.
2013). Indeed, I shall refer to the samples built through this method as passive
and active galaxies. Moreover, the position of an object in the NUVrK diagram
correlates well with its infrared excess (i.e. the LIR/LNUV ratio) and sSFR, at least
when log(M/M⊙) > 9.3 (for further details, see Arnouts et al. 2013).
With classiﬁcation methods based on a single-colour bimodality the passive
sample is partially contaminated by star-forming galaxies reddened by dust, as
shown e.g. by Moresco et al. (2013). In the NUVrK, the simultaneous use of two
colours disentangles those diﬀerent populations. This eﬀect is shown in Fig. 3.13,
in which the NUVrK classiﬁcation is compared to the results of (U − V ) bimod-
ality. Another degeneracy, between dust content and galaxy inclination, cannot
be removed. In fact, the larger the ISM optical depth is, the redder (r −K) will
result, but this may indicate either that the dust content is intrinsically larger, or
the path of photons toward the observer is longer. Nevertheless, the identiﬁcation
of the passive population should not be aﬀected by that, given their low amount
of dust (Smith et al. 2012).
As illustrated in Fig. 3.14, a galaxy is regarded as passive when

(NUV− r) > 3.75 ,
(NUV− r) > 1.37(r −K) + 3.2 ,
(r −K) < 1.3 .
(3.27)
With respect to the deﬁnition of Arnouts et al. (2013) I add a further cut, namely
(r −K) < 1.3. In this way I take into account the geometrical eﬀect they observe
after including the dust prescription of Chevallard et al. (2013) in their analysis.
According to that study, the reddest (r−K) colours can be reached only by edge-
on disc galaxies with a ﬂat attenuation curve. I also veriﬁed through a set of BC03
templates that passive galaxies (τ = 0.1–3Gyr) have always (r −K) < 1.15. This
result, considering the typical uncertainties in magnitude estimates, justiﬁes the
third condition in Eq. (3.27). It should be noted that, with an analogue argument,
Whitaker et al. (2011) modify the passive locus of Williams et al. (2009) diagram.
In the NUVrK, sSFR increases as galaxies move along a preferential direction,
identiﬁed in Fig.3.14 by a vector. Therefore, lines orthogonal to that direction
work as a cut in sSFR; for instance, the boundary we deﬁned for the passive locus
roughly corresponds to sSFR < 10−11 yr−1. The use of NUVrK is preferred to a
direct selection in sSFR, since the SED ﬁtting estimates of SFR are generally less
reliable than colours (as discussed in Sect. 2.1), especially when far-IR data are not
available. Nevertheless, it is worth noticing that the sSFR values obtained from
Hyperzmass are on average in good agreement with the NUVrK classiﬁcation,
providing an additional test for its robustness (see Fig. 3.14). Among the galaxies
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Figure 3.13 Contribution of galaxies in the various NUVrK classes to the (U −
V ) bimodality (grey histograms, VIPERS galaxies with 2 6 zflag 6 9 divided in
three redshift bins). The red and blue histograms represent the colour distribution
of passive and active objects respectively, while the green histogram includes the
intermediate galaxies (according to NUVrK, see Fig. 3.14).
that have been classiﬁed as passive, about 95% have a (SED ﬁtting derived) sSFR
lower than 10−11 yr−1 (i.e., the typical cut used e.g. in Pozzetti et al. 2010).
I introduce another boundary in the colour-colour space, that is


(NUV − r) > 3.15 ,
(NUV − r) > 1.37(r −K) + 2.6 ,
(r −K) < 1.3 ,
(3.28)
in order to delimit the area likely corresponding to the “green valley” with respect
to galaxies with a signiﬁcant level of star formation. Equations (3.27) and (3.28)
thus encompass galaxies that are probably shutting oﬀ their star formation, as we
will discuss below. I consider those galaxies as part of the active sample, but in a
few passages of the following analysis I will distinguish them from the other star-
forming objects, referring to those objects as intermediate galaxies. They match
the low-sSFR population that Arnouts et al. (2013) identify by tracing similar
boundaries. For that population, which has sSFR ≃ 10−10 yr−1, Arnouts et al. ob-
serve that the NUVrK method becomes uncertain: for instance, the LIR estimates
they obtain in this particular region of the diagram seems to be overestimated with
respect to the one derived from the observed 24µm ﬂux3. Despite the absence of
a robust estimator, the sSFR should be low in this intermediate region: given the
global trend in the diagram (see the NUVrK vector in Fig. 3.14) those galaxies are
expected to be in transition towards the passive locus (cf Schawinski et al. 2014).
We can inspect the intermediate sample taking advantage of the VIPERS spec-
tra. The spectral features measured in Garilli et al. (2014) conﬁrm the peculiar
evolutionary phase of those objects: they already have a low [OII] ﬂux, while their
D4000 break has not reached yet the typical values of passive galaxies (Fig. 3.15).
3 However, for this peculiar class of galaxies not only the NUVrK method could be biased,
but also the IR luminosity derived from data at 24µm, because such an estimator adopts a ratio
LIR/L24µm that could be too high in this case (as suggested by recent work, e.g. Smith et al.
2012)
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This can be interpreted as a characteristic of galaxies that have started to quench
their star formation recently and cannot be considered passive yet.
With the aim of selecting post-starburst galaxies in their sample, Muzzin et al.
(2012) apply a classiﬁcation based on Dn4000 and [OII]; the stacked spectrum of
their post-starburst candidates is classiﬁed as a k+a galaxy (cf Vergani et al. 2010).
Only part of our intermediate galaxies satisfy (a posteriori) the selection criteria
of Muzzin et al. (2012). For instance, about 35% of these galaxies are within
1.0 < Dn4000 < 1.45, i.e. the range that those authors use as a constraint. We also
ﬁnd a median EW([OII]) of −4.1 A˚, while the stacked spectrum of Muzzin et al.
has EW([OII]) = 0.9± 0.7 A˚. This diﬀerence is not surprising, also because in the
VIPERS catalogue the EW is measured only if line emission is detected (see right-
hand histogram in Fig. 3.15). Thus, the NUVrK-intermediate selection cannot be
fully considered as a post-starburst classiﬁcation. The VIPERS galaxies in this
“corridor” (i.e. between solid and dashed lines in Fig. 3.14) probably represent a
more miscellaneous sample than a population selected in the Dn4000-EW([OII])
space.
Summarising, passive galaxies lie above the broken-line border identiﬁed by
Eq. (3.27), whereas active objects are below that. In addition, inside the region of
active galaxies, a transition area is identiﬁed between the boundaries of Equations
(3.27) and (3.28); active galaxies within this area are also referred as “in transition”.
In a paper in preparation, Krywult et al. carry out a morphological analysis
by measuring structural parameters of the VIPERS catalogue. They estimate the
Se´rsic (1963) proﬁle of galaxies between z = 0.5 and 1.2, that is expressed as
I(R) = Ie exp
{
−bn
[(
R
Re
)1/nSersic
− 1
]}
, (3.29)
where Ie is the intensity at the half-right radius Re and nSersic is the so-called Sersic
index, which describes the shape of the light proﬁle (bn is a constant whose value
depends on the adopted nSersic). The parameters in Eq. (3.29) are determined
by using the galfit software (Peng et al. 2010a) with the CFHTLS images in
the i and r bands. Krywult et al. use a novel approach to model the VIPERS
point-spread function (PSF), so that galfit can provide reliable estimates even
for objects at such high redshift. Among the various products of the software, the
Sersic index is remarkably useful, in particular to classify galaxies on the basis of
their morphology: if nSersic > 2.5, the object is considered elliptical, and disc-like
otherwise. I will use also this kind of classiﬁcation in the following, even though
it will be limited to a few tests and preliminary results, since the morphological
analysis is still ongoing (Krywult et al., in prep.).
3.3.2 Stellar mass functions of different galaxy types
Using the classiﬁcations described in Sect. 3.3.1, it is possible to quantify the
contribution of diﬀerent galaxy populations (e.g., blue/red galaxies) to the GSMF
and, in particular, to its high-mass end.
The results for the (U − V ) classiﬁcation are shown in Fig. 3.16. The mass
functions for each class (Φblue, Φred) are estimated in bins of logM, by means of
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Figure 3.14 The colour-colour diagram (NUV −r) vs (r−K) in four redshift bins.
A solid line marks the end of the passive locus that is located in the upper part of
each panel. Between this boundary and the dashed line, there is a “green valley” of
galaxies with intermediate characteristics (see Fig. 3.15). In the diagrams, the colour
of each pixel corresponds to the median sSFR of the galaxies inside it (the sSFR of
those galaxies is estimated through SED fitting). According to that, the NUVrK
classification seems to hold at least up to z = 1.1. Arnouts et al. (2013) find that in
this diagram the sSFR increases as moving along the direction cos(54◦)xˆ,− sin(54◦)yˆ,
identified by the top-right vector NrKsSFR (note that the different scale in x and y-
axis warps the angles).
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Figure 3.15 Measurements of the D4000 break and the [OII] equivalent width, for
the same galaxies of Fig. 3.14, without dividing in z-bins. The quiescent sample is
shown in red, while the active galaxies are split in two sub-samples: intermediate
(green lines) and high-sSFR (blue lines, see Sect. 3.3.1 for details about this classific-
ation). Note that the EW is negative for emission lines. In the central panel, contour
levels enclose 25 and 50% of each sample (solid and dashed lines respectively). The
percentage of galaxies with a signal-to-noise ratio greater than three is reported in
the legend. Projected histograms show the [OII] and D4000 distributions of the three
samples (each one normalised to the number of its elements).
the 1/Vmax method described above. Fits with the usual Schechter function are
provided, as described in the caption, to highlight evolution (or absence thereof) in
redshift. The stellar mass functions of active/passive galaxies (Φact, Φpass), along
with those of elliptical/disc galaxies, are shown in Fig. 3.17. This latter classiﬁca-
tion leads to similar results to those obtained by using the NUVrK diagram, the
main diﬀerence being due to bulge-dominated galaxies with low mass that are still
forming stars. These objects are included in the elliptical (nSersic > 2.5) sample,
but are identiﬁed as active in the NUVrK (see Fig. 3.18). Their M/L is usually
small and for this reason the limiting mass of the elliptical sample is systematic-
ally smaller than the passive one, although by only ∼ 0.1 dex. Apart from that,
the GSMFs relying on the NUVrK and on Galfit agree within the uncertainties
(Fig. 3.17). Nevertheless, the following discussion will focus – in addition to the
(U−V ) – on the NUVrK classiﬁcation only, which is at present more reliable than
the morphological analysis (see Sect. 3.3.1).
The predominance of red (passive) objects among the massive galaxies is clearly
visible in all redshift bins, with blue (active) galaxies mainly contributing at lower
masses (M <M⋆). Since the completeness limit for the blue population (Mbluelim )
extends to suﬃciently low masses, I can perform the Schechter ﬁt by leaving M⋆,
Φ⋆, and α free. The slope of the low-mass end remains almost constant in redshift
for this population, with −1.3 < αblue < −1.2, up to z ≃ 0.9, as seen in previous
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Figure 3.16 The galaxy stellar mass functions of the blue and red populations in
VIPERS, derived using the 1/Vmax. Symbols (circles and diamonds, respectively)
are filled for data above the corresponding completeness limit Mlim (vertical lines)
and empty below. Error bars account for Poisson noise alone. The Schechter fit of
the two populations in the bin 0.5 < z < 0.6 (solid blue and red lines) is reported
for reference as a dashed line in the other panels. The solid black line in each panel
gives the Schechter best fit to the whole VIPERS sample in that redshift bin.
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Figure 3.17 Stellar mass functions of galaxy types determined by the NUVrK
diagram in six redshift bins: 1/Vmax estimates are represented by the filled circles,
to which a Schechter function is fit (solid line). Blue symbols are related to act-
ive galaxies while the passive population is in red. Stellar mass functions from
the morphological classification are shown with lighter colour (red for galaxies with
nSersic > 2.5, blue for nSersic < 2.5). Empty diamonds indicate the 1/Vmax determ-
inations, their Schechter fit to these points is a dashed line. For sake of clarity,
the completeness limits are shown at the bottom of each panel with upward arrows
(same colour code as the GSMFs).
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Figure 3.18 Elliptical galaxies in (NUV − r) vs r−K space. In this Figure only
objects having nSersic > 2.5 are included, with the contour levels (from white to
green) showing their concentration in the upper part of the diagram (see Fig. 3.14
for a description of the various subregions of the plot). In addition, a “plume” of
elliptical galaxies spreads toward the bottom-left corner. The inset shows the stellar
mass distribution of both subsamples (blue histogram for the ellipticals in the passive
locus and magenta histogram for those belonging to the plume).
works (e.g. Pozzetti et al. 2010; Ilbert et al. 2013). When assuming the NUVrK
classiﬁcation, the slope of the active GSMF is similar (αact ≃ −1.2) but there is
a larger number of objects at log(M/M⊙) ≃ M⋆. This diﬀerence is due to star-
forming galaxies strongly aﬀected by reddening (see Sect. 3.3.1). For the same
reason, when comparing the passive GSMF with the red one at the same redshift,
Φpass is lower than Φred. At redshift higher than 0.9 the low-mass tail can no
longer be constrained. With respect to the red (or the passive) population, the
high values of the mass completeness limit (see Sect. 3.1.3) prevent us from studying
those galaxies at masses . M⋆; for instance, it is not possible to determine the
evolution of α (Ilbert et al. 2010) or an upturn of the GSMF (cf. Drory et al. 2009)
in a reliable way.
From these measurements I can determine the value of Mcross, where the blue
and red GSMFs intersect, i.e. the dividing line between the ranges in which blue
and red galaxies respectively dominate the mass function (Kauﬀmann et al. 2003b).
The physical meaning of Mcross has been questioned (Bell et al. 2007), but it
is in general considered as a proxy to the transition mass of physical processes
such the quenching of star formation (responsible for the migration from the blue
cloud to the red sequence), or the AGN activity (e.g. Kauﬀmann et al. 2003a).
Moreover, its clear dependence on environment (Bolzonella et al. 2010) points to
an interpretation of the galaxy transformation that is not only linked to secular
processes.
I quantify the value of the transition mass in each redshift bin using the 1/Vmax
measurements (Fig. 3.19). Beyond z ≃ 0.9, the Mcross estimates should be form-
ally considered as upper limits, since they fall below the mass completeness limit
3.3 Mass functions of different galaxy types 83
of red/passive galaxies, but at least up to z = 1.0, they can be considered as
a good approximation of the real values, given their proximity to the limit. In
Fig. 3.19 results from previous studies are also shown. In this respect, it is im-
portant to underline that the value of Mcross provided by the various authors can
diﬀer signiﬁcantly from each other, depending on the adopted classiﬁcation. For
instance, the results of the morphological classiﬁcation used by Bundy et al. (2006)
on the DEEP2 survey fall between 1011 and 1012M⊙, well above all the estimates
shown in Fig. 3.19. This could be related to part of the “red and dead” galaxies
at such redshifts becoming ellipticals (in a morphological sense) at a later stage
(Bundy et al. 2010). In fact, when they split the DEEP2 sample on the basis of
the (U − B) bimodality, the results are in agreement with our ﬁndings based on
colour bimodality.
For the red/blue classiﬁcation, the VIPERS transition mass increases from
log(Mcross/M⊙) = 10.4 at z ≃ 0.55 to log(Mcross/M⊙) = 10.6 at z ≃ 0.75.
This trend is very well ﬁtted by a power law ∝ (1 + z)3. Estimates of Mcross
for the passive/active samples are 0.2–0.3 dex higher, and evolve proportionally to
(1 + z)4.5.
The NUVrK estimates are fairly consistent with those of Pozzetti et al. (2010)
and Moustakas et al. (2013), which rely on the sSFR, i.e. an approach very similar
to the NUVrK method. Namely, Pozzetti et al. (2010) use a simple cut to separate
star-forming and passive (sSFR ≷ 10−11 yr−1) while Moustakas et al. (2013) deﬁne
active galaxies as lying in the main sequence of the SFR (estimated from the SED
ﬁtting) vs M diagram. They ﬁnd a ﬂatter evolution, with Mcross ∝ (1 + z)1.5.
The results of Vergani et al. (2008) are also in agreement with VIPERS, PRIMUS,
and zCOSMOS. In this case, the authors rely on the identiﬁcation of the D4000
break in the VVDS spectra and have a similar redshift evolution to ours, namely
Mcross ∝ (1 + z)4. Besides the sSFR classiﬁcation, Pozzetti et al. (2010) derived
Mcross using other two criteria: morphology (spheroidal vs disc/irregular galaxies),
as well as best-ﬁt SEDs (same photometric types discussed in Sect. 3.3.1).
3.3.3 Evolution of the different galaxy populations
To collect further evidence of star-formation quenching processes that cause the
transition of galaxies from the so-called blue cloud to the red sequence (Faber
et al. 2007), I measured the evolution of the galaxy number density of blue and
red populations, namely ρblueN (z) and ρ
red
N (z), in addition to the active and passive
samples, i.e. ρactN (z) and ρ
pass
N (z). These estimates are derived using the 1/Vmax
method, taking both Poisson noise and cosmic variance into account. I also veriﬁed
that the results would essentially be the same if I had measured number densities by
integrating the Schechter best-ﬁtting functions. I explore four narrow bins of stellar
mass to highlight the dependence of the quenching processes on this parameter. To
improve statistics at high stellar masses, the adopted redshift bins are wider than
before: 0.5–0.7, 0.7–0.9, 0.9–1.1, 1.1–1.3. The results are all shown in Fig. 3.20.
At intermediate masses (10.6 < log(M/M⊙) < 11.0), the number density of
red galaxies ρredN increases by a factor of ∼ 3 from z=1 to z=0.6, whereas at higher
masses (log(M/M⊙) > 11.0) the variation is ∼ 0.3 dex (about a factor 2) in the
same redshift interval. The picture slightly changes when studying the evolution of
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Figure 3.19 The values of the transition mass Mcross as computed from the
blue/red GSMFs (Fig. 3.16) and from the active/passive (Fig. 3.17), plotted as a
function of redshift. The VIPERS measurements are given in green (filled circles
for the former classification, stars for the latter), with a downward arrow when the
transition mass is below the completeness mass of at least one of the two comple-
mentary classes. The solid line is a fit with a (1 + z)3 power law to the VIPERS
points between z = 0.5 and z = 0.8 in the case of the (U −V ) classification, while it
results (1 + z)4.5 when using the NUVrK. These are compared to literature estim-
ates (in black). Points from Pozzetti et al. (2010) are obtained using three different
classifications: a separation according to the galaxy sSFR (squares), a best-fit SED
classification (diamonds), and a morphological classification (triangles). The points
of Bundy et al. (2006) are based on either the (U − B) bimodality or [OII] emis-
sion (upper and lower half-circles respectively). The points by Vergani et al. (2008)
(asterisks) are based on a spectral classification (D4000 break). The value from
PRIMUS (Moustakas et al. 2013) at z = 0.9 is reported as a cross, while the dashed
line traces an evolution ∝ (1 + z)1.5, as suggested in that paper; these authors clas-
sified active and quiescent galaxies with respect to their position in the SFR vs M
diagram.
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(a)
(b)
Figure 3.20 Panel (a): evolution of the number density of the blue and red galaxy
populations in VIPERS (blue circles and red diamonds, respectively) with different
stellar masses. Panel (b): same analysis of the number density, but dividing the
VIPERS sample in active (blue circles) and passive (red diamonds), by means of the
NUVrK. In both panels, upward arrows represent lower limits when ρN is estimated
in a bin of mass affected by incompleteness, while a downward arrow represents the
upper limit in case of zero detection (rightmost panel). The error corridors reflect the
overall uncertainties, which include both Poisson noise and cosmic variance added
in quadrature.
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the passive fraction. At z & 1 passive galaxies in the VIPERS volume represent a
smaller sample than the red ones, as discussed above. On the other hand, at lower
redshift, their number density is comparable: for instance, for stellar masses above
1011.4M⊙, ρpassN (z ≃ 0.6) = (1.6±0.2)×10−5 and ρredN (z ≃ 0.6) = (1.7±0.2)×10−5.
A similar trend is observed at 11.0 < log(M/M⊙) < 11.4. For this reason, with
respect to galaxies that seem to have quenched their star formation, one ﬁnds
that their number density increases more steeply when the estimate is based on
the deﬁnition of “red and dead galaxy” provided by the NUVrK method, instead
of a simple colour bimodality. For instance, above 1011.4M⊙, ρpassN starts from
(0.7± 0.2)× 10−5 h370Mpc−3 at z ≃ 1 and reaches (1.6± 0.1)× 10−5 h370Mpc−3 at
z ≃ 0.6 (increasing by nearly a factor 2.5). However, with both classiﬁcations we
observe a mild evolution of the red/passive population (0.2–0.4 dex) from redshift
∼ 1 down to 0.5.
With the VIPERS data we are able for the ﬁrst time to provide signiﬁcant
evidence of this trend for such massive galaxies at these redshifts. This result is
in line with the mass-assembly downsizing scenario highlighted in previous works
(Cimatti et al. 2006; Pozzetti et al. 2010; Ilbert et al. 2010): barring systematic
eﬀects due to the uncertainty on M, red galaxies with log(M/M⊙) > 11 build
their stellar mass well before the less massive ones and do not experience any strong
evolution between z ≃ 1.2 and z ≃ 0.6. At these redshifts, quenching mechanisms
seem to be more eﬃcient at low and intermediate masses, as also recently suggested
by Moustakas et al. (2013). With respect to PRIMUS, the VIPERS survey extends
this ﬁnding to higher masses (log(M/M⊙) > 11.4) and redshifts (up to ≃ 1.2).
The evidence of mass dependence of quenching agrees, for instance, with Peng et al.
(2010b), although other mechanisms could play a non-negligible role (e.g. galaxy
mergers, Xu et al. 2012).
The co-moving number density of star-forming galaxies varies signiﬁcantly in
absolute terms, depending whether they are classiﬁed as (U −V )-blue or NUVrK-
active (Fig. 3.20a and 3.20b respectively). This fact is a reﬂection of what observed
for the GSMFs and in particular the values of Mcross. However, the evolution as
a function of redshift is similar: ρactN and ρ
blue
N are found to be relatively stable
between z ≃ 1 to z ≃ 0.6 for objects with mass below 1011M⊙. A steeper
increase is observed between z = 1.3 and 1 in the same mass range. At 10.8 6
log(M/M⊙) < 11.1, where both the samples are complete at all redshifts, the
number density also shows an increase between z ≃ 1.2 and z = 0.8, which is
milder for blue galaxies. Interestingly enough, the most massive blue/active objects
(log(M/M⊙) > 11.4) are not detected at z . 0.6 (see Fig. 3.20), suggesting that,
at such high masses, star formation already turns oﬀ at earlier epochs. When the
whole VIPERS sample is available, the analysis of the massive-end build-up will
continue with more robust statistics.
Chapter 4
Mass functions in the VIPERS
environments
In this Chapter, I present the stellar mass function of VIPERS galaxies living in
diﬀerent “environments”. With this term, one generally refers to external condi-
tions that may have an impact on the evolution of galaxies, but clearly there are
diﬀerent ways to deﬁne it, as I shall discuss in Sect 4.1. In the same Section it is
described the deﬁnition of environment, based on the galaxy local density, used by
the VIPERS collaboration. The GSMFs are shown in Sect. 4.2 and discussed in
Sect. 4.3. The main goal is to provide new pieces of evidence in this context, in
particular by studying the GSMF evolution as a function of redshift. The results
of this Chapter constitute the core of an incoming paper of the VIPERS series
(Davidzon et al., in prep.).
4.1 Defining the environment in VIPERS
A fundamental step in this work is to identify the galaxies residing in two oppos-
ite environments, i.e. regions of low density (LD) and high density (HD). Broadly
speaking, the former ones are regions without a pervasive presence of cosmic struc-
ture, whereas the latter are associated with the highest peaks of the matter dis-
tribution. However, since the dark matter component is not directly observed,
any classiﬁcation has to rely on some proxy of the overall density ﬁeld. Such a
classiﬁcation relies on the galaxy density contrast evaluated in Sect. 4.1.2.
4.1.1 Different environment definitions
In general, one possibility is to identify high-density regions as galaxy groups and
clusters, in opposition to a low-density “ﬁeld”, sometimes ambiguously deﬁned.
When halo mass estimates are feasible, the classiﬁcation is more tightly related to
the underlying distribution of dark matter, with galaxies often divided in satellite
and central objects (e.g. van den Bosch et al. 2008; Skibba et al. 2009). Other
methods, involving galaxy counts, can identify a broad range of densities with
a resolution from a few Megaparsecs down to ∼ 100 kpc; for instance, they are
based on two-point clustering (e.g. Abbas & Sheth 2005), Voronoi tessellation (e.g.
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Marinoni et al. 2002), or the galaxy number density inside a window function
(regarding this last kind of estimators, see Muldrew et al. 2012).
Each method has its peculiarities, and generates an environment parametrisa-
tion linked to diﬀerent aspects of the galaxy surroundings. With respect to the
scales probed, several studies questioned the importance of the large-scale envir-
onment, favouring the picture in which galaxies are aﬀected by external factors
mostly on sub-halo scales (Kauﬀmann et al. 2004; Wilman et al. 2010; Vulcani
et al. 2012). However, diﬀerent scales are expected to correlate, thus a possible
small-scale signal should persist with a lower resolution (e.g. Cucciati et al. 2006;
Cappellari et al. 2011; Bassett et al. 2013).
4.1.2 Galaxy density contrast
In this work, I rely on the galaxy density contrast (δ) to characterise the diﬀerent
environments in which galaxies live (Sect. 4.1). This quantity is related to the
local concentration of galaxies (i.e. the galaxy density ﬁeld ρ) and the mean galaxy
density (ρ¯) such that δ = (ρ − ρ¯)/ρ¯. Although ρ is a point ﬁeld indirectly con-
nected to matter density, it is a good proxy of the underlying matter distribution:
through various smoothing schemes (included the one described here) it is possible
to recover the latter from the former with a scale-independent bias factor (Amara
et al. 2012). The procedure adopted here is thoroughly described in Cucciati et al.
(2014).
To derive the local density around a given galaxy, we count objects inside a ﬁlter
centred on it. Those objects that trace ρ are part of a “volume-limited” sample that
includes both spectroscopic and photometric galaxies within a certain luminosity
range. The photometric galaxies come from the photometric parent catalogue of
VIPERS. To build such a sample, only galaxies withMB < −20.4−Qz are selected,
in both W1 and W4 ﬁelds. The factorQ takes into account the evolution in redshift
of M⋆B, with Q = 1 according to the zCOSMOS luminosity function (Zucca et al.
2009). The choice of a volume-limited sample (instead of e.g. one limited in ﬂux)
is motivated by the goal of the analysis: in order to study galaxy evolution across
cosmic time, the environment has to be deﬁned in a consistent way at diﬀerent
redshift. Relying on a rest-frame property like the B-band luminosity ensures that
we are using the same type of galaxy tracers in all z-bins.
The tracer sample described above is complete up to z = 0.9, and thanks to
the cut in luminosity it traces the underlying cosmic structure avoiding strongly
evolving bias (cf Amara et al. 2012). I will refer to this volume-limited sample as
the sample of “tracers” (to be distinguished from the VIPERS sample for which
we will compute δ).
I use zspec for 19 035 tracers having zflag ∈ [2, 9]. Such a large number of spec-
troscopic redshifts and their accuracy are crucial to robustly determine the density
ﬁeld in the 3-dimensional (redshift) space: generally, when using photometric red-
shifts only, the reconstruction along the line of sight is prevented by their larger
photo-z errors (e.g. Cooper et al. 2005; Scoville et al. 2013). In VIPERS, δ is
computed for galaxies beyond z = 0.51, to avoid that the steep decrease of N(z)
at z . 0.5 (see Fig. 1.5) could aﬀect our density estimates.
In the tracer sample there are also galaxies with only zphot. Thanks to them,
4.1 Defining the environment in VIPERS 89
there is a suﬃcient number of (photometric) tracers also in the gaps produced by
the footprint of VIMOS and in the missing quadrants. Nevertheless, Cucciati et al.
(2014) demonstrate that the major source of uncertainties in the procedure is not
the presence of gaps but the incompleteness of the spectroscopic sample (i.e. the
∼ 35% sampling rate). In absence of a secure spectroscopic measurement, Cucci-
ati et al. treat the photometric redshifts using a modiﬁed version of the method
described in Kovacˇ et al. (2010b). The fundamental idea in Kovacˇ et al. technique
is that the galaxy distribution along the line of sight, recovered by using spectro-
scopic galaxies, provides information about the “most likely” radial positions of a
photometric object (within the 1σ range of zphot, it has a higher probability to lie
where galaxies are more clustered). Thus, to each photometric tracer we assign a
distribution of zpeak values, together with an ensemble of statistical weights. For
each value of zpeak, the associated weight wpeak represents the relative probability
for the object to be at that given redshift (the sum of weights is normalised to
unity). In other words, the zpeak values are the most likely radial positions of a
photometric tracer. In detail, the procedure to determine zpeak and wpeak, is the
following. The starting point is the probability distribution function (PDF) of the
measured zphot, assumed to be a Gaussian with rms equal to σzphot. The other
required input is the galaxy distribution along the line of sight, i.e. N(z), around
the target galaxy. This is computed by using all the objects of the spectroscopic
sample lying inside a cylinder with 7.1 h−170 Mpc radius
1 and half-depth of ±3σzphot;
the cylinder is centred in the coordinates (RA, Dec, zphot) of the considered galaxy.
The desired N(z) distribution is obtained from those objects, using their zspec val-
ues (without errors) in bins of ∆z = 0.003. Then, we multiply the PDF of zphot
by N(z) and renormalise the resulting function. In this way we obtain a new PDF
whose peaks represent the desired set of zpeak values. Their respective wpeak are
provided according to the relative height of each peak (the sum of them being equal
to one).
Given the galaxy coordinates rg = (RAg,Decg) and redshift zg, the local density
ρ(rg, R5NN) is equal to the number of tracers inside a cylindrical ﬁlter centred in rg;
the cylinder has half-depth ∆v = ±1000 km s−1 and radius equal to R5NN, i.e. the
projected distance of the ﬁfth closest tracer (ﬁfth nearest neighbour, hereafter
5NN). By means of the 5NN we deﬁned δ on a scale that is not unique for the
entire sample, because R5NN diﬀers from one galaxy to another. In fact, it ranges
from ∼2.8 to 8.6 h−170 Mpc as moving from the densest regions toward galaxies with
the lowest ρ. Probing a non-uniform scale does not impair the analysis because
the main interest here is the relative classiﬁcation of diﬀerent environments (see
Sect. 4.1.3), and the 5NN estimator leads to the desired ranking. The 5NN has
been adopted because it is an adaptive estimator that eﬃciently samples a broad
range of densities. One could have used, instead, a ﬁxed radius of ∼ 3 h−170 Mpc
(i.e., comparable to the 5NN distance in the highest densities), but in that case
the density reconstruction would be highly aﬀected by shot noise in the VIPERS
regions with medium/low density. In those regions, the number of tracers inside a
ﬁlter with small ﬁxed aperture is very low: considering for instance that at z ≃ 0.7
1 This value corresponds to a radius equal to 5Mpc if one assumes H0 = 100 km s
−1Mpc−1
(as in Cucciati et al. 2014)
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the mean surface density of tracers is about 85 objects per deg2, only three tracers
are expected on average within a cylinder having R ≃ 3 h−170 Mpc. Filters with ﬁxed
aperture larger than ∼3 h−170 Mpc would dilute too much the signal at small scales,
i.e. at high densities.
The use of cylinders, instead of e.g. spherical ﬁlters, minimises the impact of
redshift-space distortions (Cooper et al. 2005). The depth along the line of sight
(2 000 km s−1) is optimal not only for spectroscopic redshifts, but also for photomet-
ric ones after multiplying their PDF by N(z) as described above. The reconstruc-
tion of the density ﬁeld trough the procedure described here is extensively tested in
Cucciati et al. (2014) using spherical ﬁlters with Rfixed = 7.1 and 11.4 h
−1
70 Mpc (5
and 8Mpc setting H0 = 100 km s
−1Mpc−1). Cucciati et al. (in prep.) also veriﬁed
the quality of the density reconstruction when replacing spheres with cylinders.
For a detailed comparison among diﬀerent ﬁlters (spheres or cylinders, ﬁxed or
adaptive apertures, etc.) I refer to Kovacˇ et al. (2010b) and Muldrew et al. (2012).
Eventually, the local density contrast of a given galaxy is
δ(rg, zg, R5NN) =
ρ(rg, zg, R5NN)− ρ¯(zg)
ρ¯(zg)
, (4.1)
where ρ¯(zg) is a function of redshift obtained by smoothing the spectroscopic dis-
tribution N(z) with the Vmax statistical approach, in a similar way to Kovacˇ et al.
(2010b).
For galaxies near the survey edges, δ is corrected as done in Cucciati et al. (2006),
i.e. by rescaling the measured density by the fraction of the cylinder volume within
the survey borders. It should be noticed however that the scatter in the density
ﬁeld reconstruction is mainly due to the survey strategy (e.g., the sampling rate).
The impact of border eﬀects is much smaller, and becomes signiﬁcant only when
most of the cylinder volume (> 50%) is outside the survey area. When it happens,
I prefer to discard the object from the sample. I also remove galaxies for which
the cylinder is inside the survey borders, but less than 60% is included in the
spectroscopically observed volume (e.g., when more than 40% of it falls in gaps
or in a missing VIMOS quadrant). In that case the density contrast should rely
mostly on photometric neighbours, and its estimate would be less accurate. With
these two constraints, about 9% of the objects is removed (almost all located near
the edges of the survey).
4.1.3 The VIPERS environment
In this analysis, I discriminate LD from HD environments by means of the local
density contrast. I include in the LD (HD) sample galaxies that have a density
contrast smaller (larger) than a certain value of δ. These thresholds can be ﬁxed
according to some physical prescription (e.g. to match detections of galaxy groups
or clusters, as in Kovacˇ et al. 2010b), or determined in a relative way, e.g. by con-
sidering the extreme tails of the 1 + δ distribution. Following the latter approach,
Bolzonella et al. (2010, based on zCOSMOS 10k sample) assume as reference for
low and high densities the 25th and 75th percentile (i.e., ﬁrst and third quartile)
of the δ distribution, respectively. The authors compute the distribution in each of
their redshift bins, independently; however, it should be noticed that the quartiles
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Figure 4.1 Upper panel: galaxy density contrast of a mass-limited sample having
log(M/M⊙) >10.86. Galaxies from the W1 field are marked with open triangles,
from W4 with open circles. For each redshift bin, galaxies below the first (above
the third) quartile of the δ distribution are enclosed by orange (violet) rectangles
(dotted lines for W1, short-dashed lines for W4). Thresholds that define LD and
HD, as discussed in Sect. 4.1, are shown by black solid lines. Lower panel: combining
the two fields together, histograms represent the redshift distribution of the LD and
HD subsamples, in orange and violet respectively.
they estimate in bins between z = 1 and 0.5 are almost constant (see also Peng
et al. 2010b, Fig. 9).
Similarly to Bolzonella et al. (2010), I compute the distribution of δ (distinctly
in W1 and W4) within three redshift bins: 0.51 < z 6 0.65, 0.65 < z 6 0.8,
0.8 < z 6 0.9. These bins will be also adopted for the mass functions in Sect. 4.2.
Here I take into account only galaxies with log(M/M⊙) > 10.86, to work with
a complete sample in all z-bins. Indeed, such a value corresponds to the stellar
mass limit of the passive population at z ≃ 0.9 (see Table 3.1). This is a more
conservative choice than the one of Bolzonella et al. (2010), who use the stellar
mass limit of the whole galaxy sample.
The resulting ﬁrst and third quartiles vary among the three z-bins and the two
ﬁelds by less than ∼ 20%, namely 1.55 < 1+δLD < 1.79 and 4.84 < 1+δHD < 5.87.
These changes do not represent a monotonous increase as a function of redshift,
but rather random variations between one z-bin and another, and between one
ﬁeld and the other (see Fig. 4.1).
In Sect. 4.1.4 it is shown, by means of cosmological simulations, that these
small quartile ﬂuctuations are mainly due to sample variance, and do not reﬂect
the growth of structure over cosmic time. Therefore, one can safely use constant
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thresholds to classify LD and HD environments in VIPERS: I deﬁne galaxies with
δ < 0.7 as belonging to LD, and galaxies with δ > 4 to HD. These limits, applied
from z = 0.9 to 0.51, are the mean of ﬁrst and third quartiles computed above
(see Fig. 4.1). Despite the name, chosen for sake of clarity, it should be noted
that the HD regions in VIPERS have actually intermediate densities in absolute
terms. Very concentrated structures, such as massive galaxy clusters, typically
have δ ≃ 15–20 (Kovacˇ et al. 2010b) and should approximately match the upper
5% of environmental density. However, the HD environment deﬁned here, although
on average less extreme than clusters, is certainly interesting to study, since it has
evolved more recently (Smith et al. 2005; Fritz et al. 2005).
As stated above, the 5NN in VIPERS tends to probe scales of 3–8 h−170 Mpc,
i.e. inter-halo separations. Hence, a possible signal at smaller scale could lessen (or
even vanish) in the present analysis. However, this is not the case, as it is shown
in the following. Environmental dependencies at large scales have already been
measured e.g. in Cucciati et al. (2006) and Bassett et al. (2013). These ﬁndings can
be due to physical mechanisms operating at distances larger than the halo virial
radius (e.g. Lu et al. 2012a). Another possibility is that a connection between
large-scale environment and halo properties preserves the small-scale signal even
when working with lower resolution. Also from a theoretical point of view, diﬀerent
scales are expected to correlate in a dark matter hierarchical model (see e.g. Mo
& White 1996).
Besides the tests mentioned above, Sect. 4.1.4 contains details about the purity
and completeness of the LD and HD samples. By working on mock galaxy cata-
logues, I show that the adopted parametrisation of environment is not harmed by
the eﬀects of the VIPERS design: more than 70% of LD/HD galaxies are expected
to be assigned to the correct environment, while a small tail of objects (< 8%) end
up being interlopers in the opposite class.
4.1.4 Tests with mock galaxy catalogues
In the previous Section, two opposite environments (LD and HD) have been deﬁned
at all redshifts by using the same thresholds in δ. The choice of a constant threshold
is based on the assumption that galaxy overdensities do not evolve signiﬁcantly
from z = 0.9 to 0.5. Indeed this is the case, as I will show in the following, and the
observed scatter in the quartile values (see Fig. 4.1) is not due to redshift evolution,
but rather to statistical ﬂuctuations and cosmic variance.
In Sect. 4.1.3 the VIPERS galaxies have been associated to LD and HD en-
vironments by means of their density contrast δ. I used constant values for this
classiﬁcation, in spite of the small variations among the quartiles estimated in
diﬀerent z-bins (and diﬀerent ﬁelds, see Fig. 4.1). In part, such variations are
due to statistical ﬂuctuations, since a limited number of galaxies are sampling the
tails of a nearly-Gaussian distribution (Di Porto et al. 2014). In fact, each z-bin
contains only galaxies that were spectroscopically observed, and the δ ranking is
sensitive to this incompleteness. From this perspective the scatter is originated by
the survey selection: datasets drawn from the same galaxy population can yield
diﬀerent quartile values just because they populate in diﬀerent ways the tails of
the distribution.
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To verify the previous assumption, I perform a Monte Carlo simulation by ex-
tracting 100 000 times the same number of galaxies used in VIPERS in the various
z-bins (keeping W1 and W4 separate). Every time, I assign to those objects a
density contrast according to the PDF derived from the observed 1 + δ distribu-
tion. In other words, this task consists in reproducing many times the plot shown
in Fig. 4.1 as it would appear if one targeted diﬀerent galaxies from the parent
photometric sample. The quartiles resulting from each realisation have a scatter
of the order of 10–15% the mean value (see Fig. 4.2).
Another reason for the ﬂuctuations seen in Fig. 4.1 could be cosmic variance.
In this case, it is not the subsample of observed objects to vary but the density
ﬁeld itself, e.g. because of ﬁeld-to-ﬁeld variations in large-scale clustering (Moster
et al. 2011, and references therein).
In VIPERS, thanks to its large volume, that eﬀect is generally small, as shown
in D13 and Fritz et al. (2014). In order to estimate the impact of cosmic vari-
ance on the deﬁnition of environment (Sect. 4.1) I use 10 independent mock galaxy
catalogues, which originate from the halo occupation distribution (HOD) modelled
by de la Torre et al. (2013, see also the description in Cucciati et al. 2014). Each
catalogue reproduces the two VIPERS ﬁelds, but it has 100% sampling rate, no
masked area, and galaxy redshifts without observational errors (i.e., they are cos-
mological redshifts perturbed by peculiar velocities). I refer to them as “reference”
mock catalogues. The galaxy density contrast of their simulated galaxies has been
computed in Cucciati et al. (2014) and in Cucciati et al. (in prep.) through the
projected 5NN, as described above for the real sample. Also the quartiles have
been estimated in the same z-bins used in VIPERS. Among the 10 realisations,
the quartile values that determine LD and HD have 6–10% scatter. This outcome
implies that the LD and HD thresholds in real data vary also because of cosmic
variance.
In conclusion, the quartiles estimated for VIPERS in the two ﬁelds and in three
z-bins (Sect. 4.1) spread over a range comparable to the range resulting in the
simulations from the undersampling of the 1 + δ distribution and cosmic vari-
ance. No redshift evolution of the galaxy density ﬁeld is necessary to explain those
ﬂuctuations. Moreover, by means of cosmological simulations based on the Millen-
nium Simulation (the same used in Di Porto et al. 2014) I checked also that the
PDF of the underlying matter density ﬁeld is almost constant between z = 1 and
0.5. These tests conﬁrm that we can safely classify galaxies by using a constant
threshold in 1 + δ.
In addition, I can estimate purity and completeness of the LD and HD samples
by means of the 10 mock galaxy catalogues already used to test cosmic variance
eﬀects. We manipulate these reference mocks to make them similar to VIPERS:
we reproduce the VIMOS footprint and add redshift measuring errors to have zphot
and zspec. We call the resulting catalogues “VIPERS-like” mocks. Then, we para-
metrise galaxy environments as done with data, in both the VIPERS-like and the
reference mocks, and classify the (LD and HD) environments. The comparison
indicates that the environment parametrisation in the VIPERS-like mock cata-
logue is not harmed by the eﬀects of the VIPERS design: in each VIPERS-like
mock the classiﬁcation is in good agreement with the one obtained in the reference
(i.e. working without the limitations of the observational strategy). About 70% of
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Figure 4.2 Results of the Monte Carlo simulation to test the variation of the 1+δ
quartiles caused by galaxy sampling. Each grey histogram is derived from the density
contrast of a galaxy sample obtained from the same density distribution of VIPERS
data at 0.51 < z < 0.65 (W1 field only, red histogram). Only 100 realisations (out of
100 000) are shown for sake of clarity. To give an idea of the scatter of the quartiles,
dashed lines encompass the rms of their values (short- and long-dashed lines for
first and third quartiles respectively). Red dotted lines are the quartiles of the real
distribution.
galaxies for which 1+ δ is below the ﬁrst (above the third) quartile in the reference
mocks, remain in the LD (HD) environment also in the VIPERS-like ones. For the
purity, in D14 we considered the interlopers that should have been associated to
LD or HD (according to the reference estimate) but erroneously fall in the opposite
environments. With respect to that, less than 8% of low-density galaxies in the
reference are misclassiﬁed as high-density in the VIPERS-like mocks, and a similar
percentage of HD galaxies become LD interlopers.
4.2 Mass function in the VIPERS environments
I compute the stellar mass functions with respect to the two environments presented
in Sect. 4.1.3, within the three redshift bins adopted there: 0.51 < z 6 0.65,
0.65 < z 6 0.8, 0.8 < z 6 0.9. As in Chapter 3, diﬀerent estimators are used,
in particular the 1/Vmax and STY methods. The SWML method is used here
only to verify the reliability of the other estimators, and it is not shown in the
plots. The details about the 1/Vmax, STY, and SWML methods have already been
included in Sect. 3.1, together with the discussion about the completeness limits
in stellar mass (see Table 3.1). Both in LD and HD, I consider not only the whole
galaxy sample, but also the passive and active classes (see Sect. 3.3.1) individually.
Moreover, I compare our results with the literature highlighting how VIPERS adds
new evidence to more uncertain results found by previous surveys.
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4.2.1 GSMF normalisation
When estimating the GSMFs, I consider the eﬀective area of the whole survey
(∼ 10.31 deg2) to compute comoving volumes. In this case such a normalisation
has to be corrected, because the LD and HD regions do not occupy the total
volume of VIPERS, but only part of it. The correction is done by performing
the Voronoi decomposition (e.g. Marinoni et al. 2002, and references therein) on
our spectroscopic sample. This procedure (performed in Cucciati et al., in prep.)
allows us to rescale the stellar mass functions of each environment after estimating
the fraction of survey volume that the LD and HD represent respectively.
Around a chosen galaxy, a Voronoi polyhedron is unambiguously deﬁned as
the set of points closer to that object than to any other. The decomposition is
potentially aﬀected by missing objects, which would have modiﬁed the polyhedra
faces. We account for that by assigning to each Voronoi cell a weighting factor,
based on the sampling rate of the spectroscopic quadrant in which the related
galaxy lies (quadrant sampling rates are evaluated in de la Torre et al. 2013).
Moreover, we ﬁll gaps and missing quadrants cloning spectroscopic objects from
the nearby quadrants (this method is detailed in Cucciati et al. 2014). Once realised
such a partition of the VIPERS space, we add together the polyhedra of LD or
HD galaxies to estimate the volume of the two environments.
According to the Voronoi 3-dimensional decomposition, HD regions occupy ∼8%
of the total survey volume, while LD regions are the ∼50%. Figure 4.3 is an
example of the resulting Voronoi decomposition in a portion of the W1 ﬁeld. In
this Figure it is possible to see the elongated shapes of the HD regions, which
recover nodes and ﬁlaments of the cosmic structure. On the other hand, the LD
environment is composed by roundish regions that can be compared with the voids
found by Micheletti et al. (2014).
96 VIPERS GSMF and environment
Figure 4.3 Voronoi decomposition in a portion of the VIPERS volume (W1 field,
redshift 0.65 < z < 0.8). The Voronoi cells around LD (HD) galaxies are orange
(violet) polyhedra. Added together, they provide us with an estimate of the effective
volume occupied by each environment. Units on x and y axes are in comoving Mpc,
arbitrary centred. On the z axis the redshift range is converted in comoving Mpc.
Courtesy of Olga Cucciati.
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Figure 4.4 Stellar mass functions of the total, active, and passive samples (black,
blue, and red lines respectively) in the lowest/highest densities (left/right column)
of VIPERS. The GSMFs (solid lines) are estimated through the STY method, with
a shaded area representing the 68% CL of this maximum likelihood technique. The
line is dashed below the limiting mass, which is indicated by a vertical dotted line
(total and passive samples have the same limit). The normalisation of each GSMF
has been done accounting for the fraction of the survey volume occupied by each
environment (see details in the text). In each panel, a black arrow indicatesMcross,
i.e. the stellar mass value at which active and passive mass function overlap each
other.
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Figure 4.5 Evolution of the GSMF in the different VIPERS environments (total, passive, and active samples in black, red, and blue
colours respectively). Each shaded area is obtained from the 1/Vmax estimates with their Poissonian uncertainty (only points above the
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As expected, after the normalisation, the mass function is higher in the densest
regions (larger Φ⋆) since galaxies are more clustered. This is also evident in Fig. 4.4,
comparing left- and right-side panels. Quantitatively, this diﬀerence in normalisa-
tion between LD and HD regions is summarised in Table 4.1, where Φ⋆ values are
reported along with α and M⋆ for each GSMF computed by means of the STY
method. Thanks to the Voronoi decomposition I can also compare a given GSMF
(e.g., the one of active LD galaxies) computed in diﬀerent z-bins, to see whether
its amplitude evolves. Such a comparison is shown in Fig. 4.5. One striking feature
of this Figure is the absence of signiﬁcant evolution (both in shape and normalisa-
tion) of the active mass functions, in both the environments. On the other hand,
the passive population increases with cosmic time, and so its stellar mass function.
4.2.2 Environmental differences in the VIPERS mass func-
tions
The GSMFs shown in Fig. 4.6 are the same of Fig. 4.4, but in this case, to compare
their shapes, I renormalise the GSMFs in such a way that their number density is
equal to unity when the GSMF is integrated at M > Mlim. Each GSMF (total,
passive, and active) estimated in the LD environment is plotted together with its
equivalent in HD, in the redshift bins 0.51 < z 6 0.65, 0.65 < z 6 0.8, and
0.8 < z 6 0.9.
The results are remarkable especially in the high-mass regime, where VIPERS
beneﬁts from the large number statistics. Regarding the total mass functions,
there is a signiﬁcant diﬀerence between the LD and HD galaxies at z 6 0.8: a
large fraction of massive galaxies inhabit the densest regions, resulting in a higher
exponential tail of the HD mass function with respect to the LD environment. At
higher redshifts this diﬀerence becomes less evident. Quantitatively, the diﬀerence
is well described by the Schechter parameterM⋆, which is larger in the HD regions
(see the likelihood contours for α and M⋆ shown in Fig. 4.7, and the evolution of
M⋆ for passive galaxies in Fig. 4.8). In the ﬁrst and second redshift bin, ∆M⋆ ≡
M⋆,HD−M⋆,LD = 0.24±0.12 and 0.27±0.15 dex respectively. A similar deviation
appears at 0.8 < z 6 0.9 (∆M⋆ = 0.21±0.11 dex) although in that case the formal
M⋆ uncertainty has been reduced by keeping α ﬁxed in the ﬁt.
Looking at the GSMFs divided by galaxy types (Fig. 4.6, central and right-hand
panels), it turns out that the behaviour seen for the whole sample is mainly due to
the passive population, which also shows an excess of massive objects in the HD
environment (see Fig. 4.6). A similar trend is observed also in the active GSMFs
at z 6 0.8, but we note that if the intermediate galaxies are not included in these
GSMFs the diﬀerence between HD and LD is reduced (see Sect. 4.3.1).
At intermediate masses, our analysis becomes less stringent. Given the com-
pleteness limit of VIPERS, it is diﬃcult to constrain the power-law slope of the
GSMF. We ﬁnd that αHD and αLD are compatible within the errors, with the excep-
tion of the passive sample at 0.51 < z 6 0.65, for which the stellar mass function
is steeper in the LD regions.
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Figure 4.6 Stellar mass functions of galaxies at low density (orange symbols) and
high density (violet symbols) in three different redshift bins, namely 0.51 < z 6 0.65,
0.65 < z 6 0.8, and 0.8 < z 6 0.9 (from top to bottom). Left-side panels show the
total GSMFs, while central panels refer to passive galaxies. The GSMFs of the
active sample in the same z-bins are shown on the right side. In each plot, filled
(open) circles represent the 1/Vmax points above (below) the completeness massMlim
(vertical dot line), with error bars accounting for Poisson uncertainty. In the total
GSMFs, also the uncertainty due to cosmic variance is added in the error bars. Solid
lines represent the Schechter functions estimated through the STY method, with the
1σ uncertainty highlighted by a shaded area. With this estimator all the Schechter
parameters are free, except at 0.8 < z 6 0.9, where α is fixed to the value found in
the previous z-bin (see Table 4.1). To compare the shape of mass functions in LD
and HD, we renormalise them in such a way that their number density (ρN ) is equal
to unity when we integrate the GSMF at M >Mlim.
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Figure 4.7 Schechter (1976) parameters (filled symbols) of the GSMFs at redhisft
0.51 < z < 0.65 and 0.65 < z < 0.8 (upper and lower rows, respectively). These are
the bins where, during the STY fitting, α was let free (cf Fig. 4.6). The solid- and
dashed-line contours represent the 68.3 and 90% CL respectively. Orange lines and
downward triangles are the estimates for galaxies in the LD regions, violet lines and
upward triangles are used for the HD ones. Each panel concerns a different sample
(total, passive, and active galaxies from left to right). All the values are obtained
by using the Algorithm for Luminosity Function (ALF), the code devised by Ilbert
et al. (2005).
Figure 4.8 Values of the SchechterM⋆ parameter for the passive mass functions of
VIPERS in three redshift bins. For the GSMF in the HD regions,M⋆ is represented
by triangles, while squares correspond to the GSMFs in the LD regions. Error bars
are the 1σ likelihood, as estimated with the STY method.
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Table 4.1 GSMF in low- and high-density regions: Schechter parameters resulting from the STY method, when applied to different
galaxy populations at different redshifts. Before fitting data at 0.8 < z < 0.9, α has been fixed to the value of the previous z-bin.
galaxy sample α logM⋆ Φ⋆ α logM⋆ Φ⋆
[h−270 M⊙] [10−3 h370Mpc−3] [h−270 M⊙] [10−3 h370Mpc−3]
0.51 < z < 0.65 low density high density
total −0.95+0.16−0.16 10.77+0.06−0.05 1.15+0.16−0.17 −0.76+0.14−0.13 11.01+0.06−0.06 3.98+0.51−0.54
passive −0.49+0.20−0.20 10.76+0.06−0.06 0.66+0.05−0.07 −0.00+0.18−0.18 10.89+0.06−0.05 3.04+0.14−0.14
active −0.87+0.20−0.19 10.51+0.06−0.06 1.07+0.15−0.17 −0.93+0.19−0.18 10.77+0.08−0.08 2.34+0.48−0.49
0.65 < z < 0.80 low density high density
total −0.52+0.32−0.31 10.72+0.07−0.06 1.08+0.07−0.11 −0.80+0.23−0.22 10.99+0.08−0.07 3.28+0.47−0.59
passive −0.14+0.40−0.39 10.73+0.09−0.08 0.49+0.03−0.04 −0.40+0.28−0.27 10.97+0.09−0.07 2.07+0.16−0.27
active −1.26+0.32−0.31 10.69+0.10−0.09 0.75+0.20−0.23 −0.91+0.31−0.30 10.78+0.10−0.09 2.18+0.44−0.55
0.80 < z < 0.90 low density high density
total −0.52 10.64+0.05−0.04 1.12+0.07−0.07 −0.80 10.85+0.05−0.04 3.89+0.28−0.28
passive −0.14 10.66+0.06−0.05 0.34+0.03−0.03 −0.40 10.88+0.06−0.05 1.49+0.15−0.15
active −1.26 10.70+0.07−0.07 0.81+0.05−0.05 −0.91 10.75+0.07−0.06 2.84+0.21−0.21
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4.2.3 Comparison with previous work
The comparison with other authors is not always straightforward, given the dif-
ferent deﬁnitions of environment and galaxy types. A piece of work with a very
similar approach is Bolzonella et al. (2010). In that paper, low- and high-density
galaxies in the zCOSMOS survey (0.1 < z < 1.0) are classiﬁed by means of the
galaxy density contrast (derived from the 5NN, as in our case). Bolzonella et al.
observe a higher fraction of massive galaxies in overdense regions, although within
the uncertainties of the GSMF estimates. Down to the redshift range not reached
by VIPERS (0.1 < z < 0.5) they also ﬁnd an upturn of the high-density GSMF
below logM/M⊙ . 10.
I can directly compare our GSMFs to those of Bolzonella et al. (2010) at least
in one redshift bin, which is similar in the two analyses (0.5 < z < 0.7 in their
paper, 0.51 < z < 0.65 in this work). I ﬁnd a good agreement for both passive and
active galaxies (see Fig. 4.9). With respect to the latter sample, higher consistency
is reached considering only high-sSFR galaxies, i.e. when I remove the NUVrK-
intermediate objects. This improvement is probably due to the fact that the high-
sSFR subsample is more similar to the late-type galaxies of Bolzonella et al. (2010),
which they identify using an empirical set of galaxy templates. Figure 4.9 illustrates
the improvement VIPERS represents with respect to zCOSMOS: it is now possible
to robustly discriminate the LD and HD mass functions, ﬁnding diﬀerences that
were not statistically signiﬁcant before.
Bolzonella et al. (2010) detect environmental eﬀects in zCOSMOS when they
analyse the evolution with redshift: since z ≃ 1, the passive population grows more
rapidly inside regions of high density. The authors ﬁnd this trend by studying the
redshift evolution of Mcross, i.e. the value of stellar mass at which the active and
passive GSMFs intersect each other. With respect to that, VIPERS is limited
by the narrower redshift range, which spans only ∼ 2.3Gyr of the history of the
universe. Nevertheless, it is worth noticing that in VIPERS, like zCOSMOS,Mcross
depends on environment, i.e. it is slightly lower in the HD regions (Fig. 4.4; see
also Peng et al. 2010b; Annunziatella et al. 2014).
Using a slightly diﬀerent classiﬁcation, based on the third nearest neighbour,
Bundy et al. (2006) seek for environmental eﬀects in the stellar mass function of
DEEP2 galaxies, from z = 0.4 to 1.4. As in zCOSMOS, also in their analysis a
diﬀerence between LD and HD mass functions is visible but not signiﬁcant (Bundy
et al. 2006, Fig. 11). Being VIPERS less aﬀected by cosmic variance, it can be
exploited to draw more robust conclusions.
Also the evolution of the DEEP2 galaxies shows a (milder) dependence on local
environment, although Bundy et al. (2006) quantify it as a secondary driver with
respect to stellar mass. In the local Universe, Baldry et al. (2006, SDSS data)
observe an increase of M⋆ as a function of the environment (which they estimate
as an average between the fourth and ﬁfth nearest neighbour). Their result is in
agreement with our ﬁndings.
Other studies compare the stellar mass functions of clusters, groups, and isolated
(or “ﬁeld”) galaxies. Kovacˇ et al. (2010a), using the 10k zCOSMOS catalogue,
conﬁrm the trend noted by Bolzonella et al. (2010): massive galaxies preferentially
reside inside groups. On the other hand, Calvi et al. (2013) and Vulcani et al. (2012,
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Figure 4.9 VIPERS (this work) and zCOSMOS (Bolzonella et al. 2010) stellar
mass functions of galaxies in LD/HD regions (orange/violet and grey/black colours,
see the legend in the top-right corner of each panel). The comparison is restricted to
a single redshift bin that is similar in the two surveys (0.5 < z < 0.7 in zCOSMOS,
0.51 < z < 0.65 in VIPERS). All the GSMFs are rescaled in order to have ρN (M >
Mlim) = 1, as in Fig. 4.6. In both panels, solid lines represent the STY estimates
for the various galaxy samples, with a shaded area encompassing the 1σ uncertainty
(the line is dashed below the stellar mass limit). Filled circles and diamonds are
the 1/Vmax determinations of the GSMFs of zCOSMOS (LD and HD respectively).
The left panel includes the stellar mass functions of star-forming galaxies, classified
by Bolzonella et al. (2010) according to their photometric types (T2, i.e. late-type
galaxies), and by means of the NUVrK diagram for VIPERS. I also show with dot-
dashed lines the stellar mass function of the VIPERS galaxies having high sSFR (i.e.,
those remaining after removing the NUVrK-intermediate objects from the active
sample). In the right panel, the VIPERS passive sample and the zCOSMOS early-
type galaxies (i.e., T1 spectrophotometric types) are considered.
2013) compare galaxy clusters and general ﬁeld, without detecting any signiﬁcant
diﬀerence in the respective GSMFs. Calvi et al. (2013) study the GSMF in the local
universe, contrasting general ﬁeld and 0.04 < z < 0.07 galaxy clusters (WINGS
survey, Fasano et al. 2006). Vulcani et al. (2012, 2013) extend this ﬁeld vs clusters
comparison up to z = 0.8 using respectively ICBS and EDisCS catalogues (Dressler
et al. 2013; White et al. 2005).
van der Burg et al. (2013) also ﬁnd similar shapes for active/passive mass func-
tions in both environments, although the total GSMFs diﬀer each other because
of the diﬀerent percentage of passive galaxies in their GCLASS clusters at 0.86 <
z < 1.34 (see Muzzin et al. 2012) with respect to the (UltraVISTA/COSMOS)
ﬁeld (Muzzin et al. 2013).
The lack of environmental dependency in the ﬁeld/cluster GSMFs can be due
to the various (local) environments embraced in the broad deﬁnition of “ﬁeld”
(i.e., a sky region without clusters) that can include single galaxy, pairs, and even
galaxy groups. Indeed, when Calvi et al. (2013) consider only isolated galaxies,
they obtain a stellar mass function that diﬀers from the others. The presence of
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structures in the ﬁeld can thus be crucial in this kind of analysis.
Also the (relatively large-scale) environment represented by a galaxy cluster is
composed by regions with diﬀerent local conditions. For instance we note that in
Vulcani et al. (2012) the local galaxy density assumes a wide range of values also
in clusters. The issue is discussed also by Annunziatella et al. (2014), who analyse
a cluster from the CLASH-VLT survey; they ﬁnd that the stellar mass function of
passive galaxies decreases – as moving towards low masses – more steeply in the
core than in the outskirts.
In addition, I emphasise that VIPERS has more statistical power than current
cluster surveys at M > M⋆. For instance, van der Burg et al. (2013) have 12
spectroscopic members in their 10 GCLASS clusters with 11.2 < log(M/M⊙) <
11.6, and no detection at higher masses; instead, our HD regions contain a few
hundreds (spectroscopic) galaxies above log(M/M⊙) = 11.2.
4.3 Discussion on the environmental effects in
VIPERS
The diﬀerence between LD and HD in the high-mass tail of the GSMF can be inter-
preted as a reﬂection of the dark matter mass segregation. In hierarchical models,
massive haloes preferentially populate the densest regions (e.g. Mo & White 1996),
and the correlation between halo mass and galaxy stellar mass produces in turn a
concentration of massive galaxies in the HD environment (cf Abbas & Sheth 2005,
2006; Scodeggio et al. 2009b; De La Torre et al. 2010). This picture is consistent
with the mass segregation observed by van der Burg et al. (2013) in the GCLASS
clusters at z ≃ 1. They normalise their stellar mass function by estimating the total
mass (baryons and dark matter) contained within the virial radius of each cluster.
After normalising the GSMF in the UltraVISTA ﬁeld multiplying its volume by
the average matter density of the Universe, they ﬁnd that the GSMF is higher in
clusters than in the ﬁeld (see van der Burg et al. 2013, Fig. 8).
Galaxy quenching could also play a role in shaping the mass functions, as sug-
gested by the diﬀerence between passive GSMFs in the LD and HD environments,
which increases going to lower z (see Fig. 4.6). However, the environmental ef-
fects of quenching are also connected to dark matter. In fact, the diﬀerent GSMF
shapes can be linked to their “environmental histories”: haloes in diﬀerent envir-
onments have not the same formation time and accretion history, even when their
ﬁnal mass is comparable (see De Lucia et al. 2012, and discussion therein). In the
present work we apply an alternative approach, to describe the GSMF evolution
in diﬀerent environments as a function of redshift.
4.3.1 An empirical description
I use VIPERS data to test the empirical description of quenching proposed by Peng
et al. (2010b, hereafter P10), which tracks the evolution of galaxies as a function
ofM, SFR, and environment. I emphasise that in P10 the environment is deﬁned
in a way similar to the one described in Sect. 4.1, i.e. using the extreme quartiles
of the 1 + δ distribution, with δ derived using the 5NN.
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Three observational facts are fundamental in P10:
- the stellar mass function of star-forming galaxies has the same shape at
diﬀerent redshifts (i.e., α and M⋆ are nearly constant, see e.g. Ilbert et al.
2010), with little increase in normalisation moving towards lower redshifts;
- there is a tight relation between SFR and stellar mass for star-forming galax-
ies (the so-called “main sequence”) with SFR ∝ M1+β (e.g. Noeske et al.
2007; Elbaz et al. 2007; Daddi et al. 2007);
- average sSFR can be parametrised with respect to stellar mass and red-
shift/cosmic time (Speagle et al. 2014, and references therein), while it is
independent of environment (P10; Muzzin et al. 2012; Wetzel et al. 2012).
In spite of the large consensus in the literature, one should keep in mind that these
three ﬁndings have been established only recently: new data may be in tension
with them, casting doubts on the work of Peng et al..
The keystone of P10 is that the halt of star formation can be due to two fun-
damental mechanisms, either mass quenching or environment quenching, which
depend respectively on M and δ. Using data from local Universe (SDSS-DR7
Abazajian et al. 2009) and at z ∼ 1 (zCOSMOS, Lilly et al. 2007) Peng et al.
show that the two eﬀects are fully separable. The authors express both mechan-
isms analytically; in particular the mass quenching rate is
λm =
SFR
M⋆ = µSFR , (4.2)
where M⋆, namely the Schechter parameter of the star-forming mass function,
is constant. According to observations, they assume M⋆ ≡ µ−1 ≃ 1010.6M⊙.
Equation (4.2) can be regarded as the probability of a galaxy to become passive
via mass quenching. This analytical form is required by the constraints listed
above. The empirical laws of P10 do not shed light on the physical processes
responsible for quenching, however they describe its evolutionary characteristics.
We will make an extensive use of this formalism in Sect. 4.3.2. In Peng et al.
(2012), mass and environment quenching are linked to halo occupation: satellite
galaxies are subject to the latter, whereas the former is the quenching channel of
central galaxies (see also van den Bosch et al. 2008)
With these simple prescriptions, it is possible to reproduce several statistical
properties of galaxies across cosmic time. Regarding the GSMF, one should observe
i same values of α and M⋆ for active GSMFs in the LD and HD regions;2
ii in LD, the stellar mass function of passive galaxies should have same M⋆ of
the active one, but less negative α (namely, αpass,LD − αact,LD ≃ 1);
iii comparing passive galaxies in LD and HD regions, the latter should diﬀer from
the former because of “post-quenching” eﬀects (i.e. dry merging), with a larger
value of M⋆. 3
2 For sake of simplicity, we use our notation (LD and HD) also when referring to the low-
/high-density galaxies of P10, which are named D1 and D4 in the original paper.
3 P10 fit the passive mass functions with a double Schechter function. Here I refer only to
what concerns the primary (most massive) component.
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These features are actually observed in the SDSS red/blue mass functions (see
P10). The unprecedented precision of the VIPERS estimates can be useful to
verify whether they are present also at z ≃ 0.7. It is worth noticing that at z > 0
the environmental signatures (i)–(iii) have not been conﬁrmed yet: several studies
provided contrasting clues (cf Bolzonella et al. 2010; Vulcani et al. 2012; Giodini
et al. 2012; van der Burg et al. 2013; Annunziatella et al. 2014), which remark the
higher uncertainties aﬀecting non-local surveys.
With respect to the passive GSMFs, the STY method applied to VIPERS data
yields a largerM⋆ parameter in the region of higher density, as stated in (iii). I ﬁnd
such a trend in all three redshift bins (see Table 4.1). This result advocates the P10
phenomenological representation. This evidence is discussed in Sect. 4.3.2: it can
be related to the fact that dry mergers are more likely to happen in the overdense
regions.
Turning to the active GSMFs, I veriﬁed (i) and (ii) at z > 0.65: the shape of the
active GSMF is similar in the two VIPERS environments, being both α and M⋆
compatible within the errors. Moreover, Mact,LD⋆ is consistent with Mpass,LD⋆ , and
the diﬀerence αpass,LD−αact,LD = 1.12±0.72 is in agreement with the expectations
of P10.
On the other hand, the VIPERS estimates at 0.51 < z < 0.65 pose a few
questions about (i) and (ii), because these conditions are not satisﬁed any longer.
I argue that such a discrepancy is due to the GSMF parametrisation of the active
sample, which we (and Peng et al.) model with Eq. (3.1). In many studies,
introducing a double Schechter function (Eq. 3.2) improves the ﬁt of the active
GSMF (e.g. Pozzetti et al. 2010; Baldry et al. 2012; Ilbert et al. 2013). Also in
VIPERS, in the lowest z-bin, there is some hint of this characteristic shape. The
active mass function shows a dip at log(M/M⊙) ≃ 10.2 and an upturn below that
value (see also the mass function of the whole VIPERS ﬁeld in Sect. 3.2). This fact
may be considered as a limitation of P10, since their phenomenological description
does not account for these two distinct components. This aspect however is not
the only source of bias in the comparison. Another diﬃculty in testing P10 with
VIPERS data is the diﬀerent galaxy classiﬁcation adopted in the two studies. In
fact, P10 apply a cut in the (U −V ) vsM plane to separate blue and red galaxies.
In this way, star-forming galaxies reddened by dust can be misclassiﬁed as passive;
those objects are active in the NUVrK diagram (see Fig. 4.10).
I did not ﬁt Eq. (3.2) to the active sample at 0.51 < z < 0.8, because for this
task we should have included galaxies much below the stellar mass limit. However,
we apply the STY estimator again (with Eq. 3.1) starting from M > 1010M,
i.e. only ∼ 0.2 lower than Mactlim.4 I ﬁnd that the new GSMF estimates are not at
variance with relations (i) and (ii). Both α and M⋆ do not change signiﬁcantly
in diﬀerent environments, and the diﬀerence between αpass,LD and αact,LD is now
closer to unity (0.75± 0.32).
To summarise, I ﬁnd supporting evidence to P10, especially for the passive
population, but also some divergence when we test their “empirical predictions”
with the GSMF of the VIPERS active sample at z ≃ 0.6. In agreement with
4 Despite this small shift, the GSMF low-mass end should be considered as a lower boundary,
since we extend the computation to a mass range that is potentially incomplete.
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Figure 4.10 The (U − B) vs log(M/M⊙) diagram used by Peng et al. (2010b)
to classify blue and red galaxies (which lie below and above the dashed line re-
spectively). In this Figure, the diagram is populated with the VIPERS galaxies
between z = 0.5 and 0.7 (grey density contours). Since the Peng et al. cut (i.e.,
the dashed line) is calibrated with COSMOS data, it may not be fully appropri-
ate for the VIPERS sample because of possible systematics in the colour estimates
(e.g., different shapes of U and B filters used in the two surveys). Nevertheless, our
high-sSFR galaxies (classified with the NUVrK diagram) are correctly identified as
blue, and most of the passive ones are above the threshold, as expected (see blue
and red contour, enclosing 68% of each galaxy population). On the other hand, the
NUVrK-intermediate galaxies (i.e., those with low-sSFR) are in between, with a
significant fraction lying in the red sequence locus (see green contour).
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P10, the stellar mass function of the VIPERS passive galaxies shows a mild (but
signiﬁcant) dependence on the environment, with values of M⋆ slightly larger in
the HD regions. When considering the active sample at z > 0.65 the shape of the
active mass function does not depend signiﬁcantly on the environment, as stated
in P10. Moreover, the results are consistent with the relation αpass = αact + 1,
which is a consequence of the build-up of the passive mass function by means of
mass quenching (see P10 for more details). At z < 0.65, however, the shape of
the active mass function does not agree with the expectations of P10. I observe
that the P10 framework requires the active GSMF, which should be the sum of
two Schechter functions, to be ﬁtted with only one. Thus, the disagreement could
be partly due to a not optimal choice of the GSMF parametrisation.
4.3.2 Evolution in different environments
I investigate more in detail the GSMF evolution of the VIPERS passive population
with an approach similar to P10. In that study, the authors generate a galaxy
sample at z = 10, and evolve it down to z = 0 by applying their quenching
recipe: at any epoch, a fraction of blue galaxies become passive, according to the
environment and mass quenching rates (see Sect. 4.3.1). The GSMFs that result
at z = 0 are in very good agreement with the SDSS mass functions, both in LD
and HD regions. I perform a similar task in the VIPERS redshift range. I start
in a given z-bin with the observed passive mass function and evolve it to a lower
redshift, then comparing such “predicted” GSMF with data.
The simple simulation of P10 shows also that environmental quenching is more
eﬀective at log(M/M⊙) < 10.5, whereas mass quenching is dominant in the VI-
PERS stellar mass range (see Fig. 4.11). This is a consequence of the diﬀerent
quenching rates that characterise the two mechanisms (see also Peng et al. 2012).
Therefore, in a ﬁrst approximation, the fraction of VIPERS active galaxies that
migrate into the passive GSMF will be proportional only to λm. In addition to
this, P10 regard galaxy mergers as a secondary (but not negligible) driver of the
GSMF evolution at z > 0.5. In the following, I will ﬁrst consider the eﬀect of mass
quenching only. Then I will introduce dry merging and eventually (wet) mergers
between active galaxies. Proceeding in this way, I aim at highlighting the role of
each ingredient of the model.
To apply Eq. (4.2), one has to assume a functional form for the speciﬁc SFR,
i.e.
sSFR(t,M) = 2.5
( M
1010M⊙
)β (
t
3.5Gyr
)−2.2
. (4.3)
In a given bin centred atMb, the evolution of the passive GSMF from z1 to z2 < z1
is
Φpass(z2) =Φpass(z1) +
∫ t(z2)
t(z1)
Φact(z)λm dt
=Φpass(z1) + Φ˜act µ
∫ z2
z1
Mb sSFR(z,Mb) dz , (4.4)
where the GSMF of the active sample is assumed to be constant between z1 and
z2, regardless of the environment in which it is computed. This assumption is
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Figure 4.11 Plots from Peng et al. (2010b) with the findings resulting from the
evolution of a mock galaxy catalogue according to their empirical prescriptions. Up-
per panel: schematic representation of the dominant quenching mechanism at differ-
ent redshifts and stellar masses. Lower panel: fraction of galaxies in the simulated
sample that become passive because of environment quenching (blue shaded area),
mass quenching (red), or merging (green). The colour of these three classes are
lighter for the fraction of objects that, after halting their star formation, undergo a
(post-quenching) merger.
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Figure 4.12 Comparison between the GSMFs constructed with the P10 recipe
and the VIPERS data. In each panel, red filled circles are the 1/Vmax points (with
Poissonian errors) of the VIPERS passive mass function, in the redshift bin and en-
vironment indicated in the legend; lines and shaded area represent the evolution of
the GSMF observed at 0.8 < z < 0.9, down to the same redshift of the plotted data
points. Applying the quenching description of P10, I obtain two different estimates
when using either Eq. (4.3) or Eq. (4.5), the latter being the original sSFR paramet-
risation of P10 (solid line) and the former the equation provided in Speagle et al.
(2014, dashed line); a further error is introduced to account for the uncertainties in
the integration (see Eq. 4.2), giving the final width of the shaded area.
supported by our data (see Fig. 4.5). The constant Φ˜act is determined by averaging
the Φact estimates at z1 and z2.
First, I apply Eq. (4.4) using the estimates derived in the LD environment. I
use data at 0.8 < z < 0.9 (median redshift z˜ = 0.84) and I evolve them down
to z˜ = 0.72 and z˜ = 0.6. The resulting passive GSMFs, built under the action
of mass quenching only, are in good agreement with those observed in the corres-
ponding redshift bins (see Fig. 4.12, upper panels). I repeat the procedure starting
from 0.65 < z < 0.8 and obtain a good agreement with the passive GSMF at
0.51 < z < 0.65 (this comparison is not shown in the Figure). The major un-
certainty in this technique is related to sSFR(z,M). To quantify the impact of
diﬀerent parametrisations, I also use, instead of the equation provided in P10, the
“concordance function” obtained by Speagle et al. (2014) ﬁtting data of 25 studies
from the literature:
sSFR(t,M) =M−(0.16+0.026t) 10−(6.51−0.11t) . (4.5)
I also estimate the uncertainty of Φ˜act by replacing it with upper and lower values
of Φact(z1) and Φact(z2) respectively. It should be noted that the Φact approx-
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imation introduces a much smaller uncertainty with respect to the sSFR(z,M)
parametrisation.
Evolving the galaxies that live in the HD regions, I ﬁnd that when the model
accounts for mass quenching only, it does not well reproduce the GSMF of the
VIPERS passive sample (Fig. 4.12, lower panels). In P10, this diﬀerence is inter-
preted as the eﬀect of dry merging: after quenching, galaxies in the higher densities
can merge and then modify the shape of the passive GSMF. In particular, they
cause an increase of M⋆ (see point iii in Sect. 4.3.1). P10 assume a simple model
in which a fraction of the passive population merges with 1:1 mass ratio. Similar
prescriptions are used also in the “backward evolutionary models” of Boissier et al.
(2010), an analytical approach not very diﬀerent from P10. Both P10 and Bois-
sier et al. (2010) highlight that dry (major) mergers are expected to enhance the
exponential tail of the passive GSMF, causing the increase of M⋆ with respect to
its value in the LD environment. They also consider minor mergers fully negligible
in the GSMF evolution, at least at M > 1010M⊙, because the stellar mass ac-
creted through these processes is small compared to the mass of the host galaxy
(cf Lo´pez-Sanjuan et al. 2011; Ferreras et al. 2014).
I introduce dry mergers in the evolution of Φpass,HD, assuming that two objects
with nearly equal mass can merge together without triggering new episodes of star
formation. Despite its simplicity, such a model (the same of P10 and Boissier
et al. 2010) is suﬃcient for our qualitative analysis. I set the fraction of galaxies
undergoing a 1:1 merger to be equal to fdry(z), with no dependence on the stellar
mass of the initial pair. This is a reasonable approximation, considering that in
general the merger fraction (fm) is weakly dependent on M:
fm ∝
( M
1010.7M⊙
)0.3
, (4.6)
according to the cosmological N -body simulations of Kitzbichler & White (2008).
That implies that there is less than 50% variation across the stellar mass range of
the VIPERS passive sample. Moreover, for sake of simplicity, I do not discriminate
among diﬀerent orbits and inclination of the companion with respect to the host
galaxy.
The value of fdry(z) can be derived from the major-merger rate (Rm) as es-
timated in observational studies. For example, Man et al. (2014) determine Rm
for (star-forming and passive) galaxies with log(M/M⊙) > 10.8, in the UltraV-
ISTA/COSMOS ﬁeld. In that study, the projected separation of galaxy pairs is
14.3 h−170 kpc < rproj < 42.9 h
−1
70 kpc (i.e., 10–30 kpc with H0 = 100 km s
−2Mpc−1)
but the authors checked for consistency with estimates obtained using other selec-
tion boundaries (e.g., 5 kpc < rproj < 20 kpc with H0 = 100 km s
−2Mpc−1). They
ﬁnd
Rm(z) = (0.06± 0.02)(1 + z)0.41±0.33Gyr−1 , (4.7)
for mergers having 1:1 to 1:4 stellar mass ratio.5 Man et al. (2014) emphasise
that at z > 2 their selection in mass is biased against wet (i.e., star forming)
5 It should be emphasised that Man et al. analysis, being performed on the COSMOS field,
can be compared to many other studies (e.g. de Ravel et al. 2011; Xu et al. 2012; Lo´pez-Sanjuan
et al. 2012), with which it shows fairly good agreement. In particular P10, to account for
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mergers, because in that case the satellite galaxy has smallerM/L and thus lower
probability to lie above the stellar mass cut with respect to passive ones (see also
discussion in Sect. 3.1.3). In other words, Eq. (4.7) should be regarded (at least
at z > 2) as an underestimate, but it is more suitable to study dry mergers.
Interestingly enough, the merger rates inferred by Man et al. using the stellar
mass ratio selection are consistent with those of gas-poor galaxies in the SAM
simulation of Hopkins et al. (2010a). When the authors replace that selection with
the one based on the H-band ﬂux ratio, their estimates agree with the gas-rich
merger rate of the same simulation. This systematics is visible, although within
the uncertainties, also at z < 2. For instance, by considering ﬂux-ratio selected
pairs, the major-merger fraction increases from 10 to about 14%.
By integrating Eq. (4.7), one can estimate the number of mergers that a galaxy
undergoes between t = t(z1) and t(z2), i.e.
Ndry =
∫ t2
t1
Rdry(z(t)) dt =
∫ t(z2)
t(z1)
Rdry(z)tH
(1 + z)E(z)
dz , (4.8)
where tH is the Hubble time (tH ≡ H−10 ), and E(z) ≡ H(z)/H0 = [Ωm(1 + z)3 +
ΩΛ]
1/2 (e.g. Dodelson 2003). I remind that Rdry(z) has been deﬁned for galaxies
above log(M/M⊙) > 10.8 that collide with a companion having at least one fourth
of its stellar mass. Applying Eq. (4.8), I estimate the probability of the VIPERS
galaxies to merge: from z ≃ 0.84 to 0.72 a galaxy experiences on average 0.05+0.03−0.02
mergers, while from z ≃ 0.84 to 0.6 Ndry = 0.10+0.06−0.04 (these translate in merger
fractions of about 5 and 10%, respectively). Moreover, one should expect Rdry
being a function of the environment, with the majority of mergers occurring where
galaxies are more clustered. In fact, the merger fraction can be ∼2–3 time higher
in HD than in LD environments (Kampczyk et al. 2013; see also Lin et al. 2010;
Lotz et al. 2013). For this reason I test a range of value of fdry: from 0.05 to 0.15
in the evolution from z ≃ 0.84 to 0.72 (∼0.7Gyr) and 0.1–0.3 across ∼1.4Gyr
(i.e., from z ≃ 0.84 to 0.6). Dry mergers modiﬁes the “predicted” passive mass
function towards a better agreement with observations (Fig. 4.13). Higher fdry
values reconcile even more the low-mass tail, but such an amount of mergers is
unlikely.
It could be argued that this scenario is plausible under the assumption that the
merging timescale (τdry) is shorter than the time elapsing from one z-bin and the
other. Otherwise, the galaxies interacting at z ≃ 0.84 will not coalesce in a more
massive galaxy before z = 0.5, as assumed above. Given the complexity of the
process (see Hopkins et al. 2010a, for a review) τdry can be determined at best to a
factor ∼2 accuracy (Hopkins et al. 2010b). I take as a reference Xu et al. (2012),
who combine results from diﬀerent suites of simulations (Kitzbichler & White 2008;
Lotz et al. 2013) focusing on close encounters of massive galaxies. They ﬁnd
τdry = 0.3Gyr×
( M
1010.7M
)−0.3 (
1 +
z
8
)
, (4.9)
mergers, use the rate derived by de Ravel et al. (2011) for the zCOSMOS galaxies, which is equal
to 0.027(1 + z)1.2Gyr−1. Their function is consistent with Eq. (4.7). Another advantage of the
COSMOS field is that an accurate estimate of the cosmic variance is available in Lo´pez-Sanjuan
et al. (2014); in that study, σcv = 0.17 for massive galaxies, and σcv = 0.07 for log(M/M⊙) > 10
(the uncertainty σcv has been defined in Eq. 3.25).
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Figure 4.13 Evolution of the passive mass function in the HD environment, in-
cluding dry mergers. Upper panels: solid line is the predicted GSMF in the HD
environment, as in Fig. 4.12, assuming mass quenching only and the sSFR paramet-
rization of P10; yellow shaded area is the GSMF modified by dry mergers, whose
percentage ranges from 5–10% (triple-dot-dashed line) to 15–30% (dot-dashed line)
depending on the redshift bin. In each z-bin, red circles are the 1/Vmax estimate
(with Poissonian error) of the stellar mass function of the VIPERS passive galax-
ies (symbols are filled above the completeness limit Mpasslim ). Lower panels: dashed
line is the predicted GSMF in the HD environment, as in Fig. 4.12, assuming mass
quenching only and the sSFR parametrization of Speagle et al. (2014). This mass
function is then modified by dry mergers and compared with the observed mass
function (codified with the same symbols of the upper panel).
4.3 Discussion on the environmental effects in VIPERS 115
Figure 4.14 Comparison between the GSMFs constructed with the full P10 recipe
(mass quenching, dry and wet mergers) and the passive mass function of VIPERS in
the HD regions. In each panel, the yellow shaded area represents, as in Fig. 4.13, the
predicted GSMF obtained by assuming a certain percentage of dry mergers. The
brown shaded area encompasses the same variety of mass function, but including
also wet mergers (see text). Red circles represent the observed GSMF estimated by
means of the 1/Vmax technique (symbols are filled above Mpasslim ).
for galaxy pairs with stellar mass ratio 6 3 and separation 7.1 h−1 kpc < rproj <
28.6, h−1 kpc (i.e., between 5 and 20 kpc assuming H0 = 100 km s
−2Mpc−1). In
the VIPERS redshift range, Eq. (4.9) leads to a major-merger timescale of τdry ≃
0.3Gyr for galaxies withM≃M⋆ (see also timescales used in Keenan et al. 2014,
and references therein). Moreover, galaxies may have started their interaction at
z & 0.9 and terminate the merging phase at 0.51 < z < 0.8 without changing
dramatically the picture, because the merger rate does not vary much between
z=1.5 and 0.5 (e.g. Xu et al. 2012; Keenan et al. 2014; Man et al. 2014).
Then, I introduce the third element of the model, i.e. major mergers between
active galaxies. Even though the result of these (wet) mergers is the cessation
of the star formation, P10 keep them distinct from the environment quenching,
which is a mechanism related to the transition of a galaxy in a denser region
(thus, possibly related to gas stripping, strangulation, and other physical processes
happening during accretion into a more massive halo). For sake of simplicity, I
assume Rwet = Rdry. Given the diﬀerent mass range of the active sample, (i.e.,
much less objects above 1011M⊙ than the passive sample) wet mergers do not
change the exponential tail of the passive mass function. At lower masses they
produce an increase of Φpass of . 0.1 dex (Fig. 4.14). Thus, wet mergers do not
aﬀect signiﬁcantly the results described above.
I caution that this analysis is based on simpliﬁed assumptions (e.g., mergers
with 1:1 mass ratio only) to describe qualitatively the GSMF evolution in the
overdense regions of VIPERS. A more detailed study, e.g. with an estimate of
Rdry based on the VIPERS galaxy pairs, is beyond the goal of the present work.
Moreover, alternative models can explain the observed trends. Among them, the
interpretation proposed by Knobel et al. (2014) is especially intriguing, because
the authors go beyond the widespread used central/satellite classiﬁcation (which
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is tightly connected to the dichotomy of mass and environment quenching, see
Peng et al. 2012). They suggest a “group quenching” mechanism, environmentally
driven, that strongly aﬀects also galaxies at log(M/M⊙) > 10.5, both satellite
and central ones. In this context, mass and environment quenching should be con-
sidered as two manifestations linked to the same underlying process (see discussion
in Knobel et al. 2014; Carollo et al. 2014). Nevertheless, even though its physical
origin is still unclear, the observational evidence detailed in this Section is out-
standing: the rate at which galaxies in the LD regions become passive is consistent
with an internal quenching mechanisms ∝ SFR/M⋆, while in the HD regions this
“mass quenching” is not enough. Environmental eﬀects (galaxy mergers and/or
other environment-dependent mechanism) are required to explain the shape and
the normalisation of the GSMF where the galaxy density contrast is high.
Chapter 5
Conclusions
In this work, I measured the stellar mass function of galaxies between z = 0.5 and
z = 1.3 using the ﬁrst data release of VIPERS, i.e. a catalogue of more than 50 000
spectroscopic galaxy redshifts. The galaxy stellar masses were estimated through
the SED ﬁtting technique, relying on a large photometric baseline and, in partic-
ular, on a nearly full coverage of the two VIPERS ﬁelds with near-infrared data.
I performed several tests to verify that the systematics intrinsic to the method of
SED ﬁtting (e.g. the parametrisation of the SFH) do not introduce any signiﬁcant
bias into the analysis. The large volume probed by VIPERS results in extremely
high statistics, dramatically reducing the uncertainties due to Poisson noise and
sample variance. I estimated the latter by using 57 galaxy mock catalogues based
on the MultiDark simulation (Prada et al. 2012) and the stellar-to-halo mass re-
lation of Moster et al. (2013). Each mock catalogue closely reproduce the charac-
teristics of the VIPERS survey. I empirically determined a completeness threshold
Mlim above which the mass function can be considered complete. This limiting
mass evolves as a function of z, ranging from log(M/M⊙) = 9.8 to 11 in the red-
shift interval 0.5–1.1. I focused on the high-mass end of the GSMF, where VIPERS
detects a particularly high number of rare massive galaxies. The main results I
obtain follow.
• VIPERS data tightly constrain the exponential tail of the Schechter function,
which does not show signiﬁcant evolution at high masses below z = 1.1.
The same result is provided by analysis of the co-moving number density
ρN , calculated in diﬀerent bins of stellar mass. At z ≃ 1.2 most of the
massive galaxies with log(M/M⊙) > 11.4 are already in place, whereas
below log(M/M⊙) = 11.4, the galaxy number density increases by a factor
of ∼ 3.5 from z ≃ 1.2 to z ≃ 0.6.
• The observed GSMFs are compared with those derived from semi-analytical
models (De Lucia & Blaizot 2007; Bower et al. 2006; Guo et al. 2011). While
the discrepancy at low masses between models and observations is well es-
tablished and has been exhaustively discussed in literature, predictions at
the high-mass end of the GSMF have not yet been veriﬁed with suﬃcient
precision. I show that the high accuracy of the VIPERS mass functions
makes them suitable for this kind of test, although further improvement to
reduce stellar mass uncertainties would be beneﬁcial. From a ﬁrst analysis,
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the VIPERS data appear to be consistent with the Guo et al. (2011) model
at log(M/M⊙) > 11, once the uncertainties in the stellar mass estimates
are taken into account. I show that VIPERS GSMFs can be eﬀectively used
to constrain models at multiple redshifts simultaneously, in small steps of
∆z. This could shed light on the time scale of the physical mechanisms that
determine the evolution at higher masses (for instance, the AGN-feedback
eﬃciency). The stellar mass function of VIPERS is used to calibrate simu-
lations e.g. in Torrey et al. (2014) and Okamoto et al. (2014). It is also used
to test model predictions in Benson et al. (in prep.).
• I divided the VIPERS sample by means of a colour criterion based on the
(U −V ) bimodality (Fritz et al. 2014) and by means of the NUVrK diagram
devised by Arnouts et al. (2013). I discuss the diﬀerences between the two
deﬁnition, e.g. the reddened active galaxies that are misclassiﬁed when rely-
ing on (U − V ) instead of NUVrK. In the latter, I can also distinguish a
“green valley” in which star-forming galaxies are in transition towards the
passive locus. Spectral features of the VIPERS galaxies, namely Dn 4000
and EW([OII]) measurements, represent useful information information to
test this new classiﬁcation. I ﬁnd that the transition mass above which the
GSMF is dominated by red galaxies is about log(Mcross/M⊙) ≃ 10.4 at
z ≃ 0.55 and evolves proportional to (1 + z)3. Things slightly change if
one uses the NUVrK diagram: passive objects overcome active ones above
log(Mcross/M⊙) ≃ 10.7 at z ≃ 0.55 with a redshift evolution ∝ (1 + z)4.5.
• The number density of the red sample shows an evolution that depends on
stellar mass, being steeper at lower masses. At high stellar masses, the
quenching of active galaxies has not been thoroughly studied because of
their rareness. I obtained a ﬁrst impressive result with VIPERS, by de-
tecting at z ≃ 1 a signiﬁcant number of very massive active galaxies with
log(M/M⊙) > 11.4, which have all migrated onto the red sequence by
z = 0.6, i.e. in about 2Gyrs.
The ﬁrst data release of VIPERS allowed also to study the dependency of the
GSMF on galaxy density contrast (δ), which has been calculated exploiting both
spectroscopic and photometric redshifts. The unprecedented volume at z = 0.5–
0.9, and the high sampling rate, make VIPERS the ideal survey to reconstruct
cosmic environment in the 3-dimensional space. I identiﬁed regions of low (high)
density on the basis of the 1+ δ distribution, selecting objects in the ﬁrst (fourth)
quartile. By means of the mock catalogues mentioned above I veriﬁed the reliability
of this classiﬁcation, which is not impaired by the observational strategy (e.g., the
gaps between VIMOS quadrants). After estimating the stellar mass function of
galaxies in the low- and high-density regions (LD and HD, respectively) I achieve
the following results.
• Rescaling the mass functions in order to compare their shape, I ﬁnd that
the exponential tail is higher in HD than in LD. This diﬀerence remains
signiﬁcant also when I restrict the comparison to the passive sample alone,
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and it is marginally signiﬁcant considering only active galaxies. I emphas-
ise that the diﬀerence between the opposite environments is clearly visible
in VIPERS thanks to its larger statistics: previous surveys like zCOSMOS
(Bolzonella et al. 2010) hardly detected the massive objects that determine
such an enhancement in overdense regions.
• Examining this ﬁnding in the context given by the literature, the contribution
of this work is clear: it adds important clues in favour of a major role of the
environment in galaxy evolution. The piece of evidence shown here is in
agreement with previous studies (e.g. Bundy et al. 2006; Bolzonella et al.
2010; Annunziatella et al. 2014); the present analysis not only strengthens
but also extends their results.
• In particular, the Schechter parameters of the passive mass function provide
a robust test of the phenomenological model of Peng et al. (2010b, also
referred as P10). The model assumes the shape of the passive GSMF resulting
the combined eﬀect of two quenching mechanisms, mass and environment
quenching, along with (post-quenching) dry mergers. As expected in P10
the value of M⋆ is larger in HD than LD. It is more diﬃcult to conﬁrm
the predictions related to the active galaxies, because the parametrization of
their stellar mass function is aﬀected by larger uncertainties. Nevertheless,
at two (out of three) z-bins the GSMFs of VIPERS show the same trends
found in P10, e.g. the α parameter in LD is expected to be less negative for
the passive than the active sample.
• Turning to the GSMF evolution across cosmic time, I use the P10 formalism
to interpret the observations. I evolve the VIPERS galaxies at 0.8 < z < 0.9
to lower redshifts, comparing the resulting GSMFs (in LD and HD) to the
observed ones. I restrict this task to the passive mass functions, while for
the active sample a larger dataset is needed, to reduce the uncertainties at
high masses. In LD, the GSMF evolution can be explained accounting for
mass quenching only. In HD, this is not suﬃcient, and the introduction of
galaxy major mergers (according to the P10 recipe) improves the agreement
between the predicted GSMF and the observed one.
These results represent a ﬁrst step to investigate the environmental eﬀects at
intermediate redshifts. In forthcoming studies I shall make use of more reﬁned
models to describe, also in a quantitative way, the evolution of the stellar mass
function. Galaxy pairs in the VIPERS ﬁeld may provide better constraints to
merger rates, and by means of cosmological simulations should it should be possible
to extend the analysis to the underlying dark matter distribution. The completion
of the survey will result in further improvements, thanks to the larger volume
probed, and the increased number of spectroscopic measurements.
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