We investigate monotonicity properties of the Poincaré and Log-Sobolev constants of symmetric Gibbs measures on compact intervals. More specifically, we show that if the (not necessarily convex) Hamiltonian is an increasing function, then the Poincaré constant is strictly decreasing in the inverse temperature, and vice versa. Applying this result to the O(2) model allows us to give a sharpened upper bound on its Poincaré constant. We further show that this model exhibits a qualitatively different zero-temperature behavior of the Poincaré and Log-Sobolev constants. MSC2010: Primary 60J60; secondary 82B21, 35P15, 47A55.
Introduction and Main Results
The study of functional inequalities such as the Poincaré and Logarithmic Sobolev inequality is of paramount interest not only from an purely analytic viewpoint but also in the theory of Markov processes. The convergence speed of the law of an ergodic Markov process to the invariant measure is solely determined by the sharp constant in one of these functional inequalities (depending on the "metric" in which this convergence is ought to be measured). Beginning with Gross's seminal work linking Log-Sobolev inequalities to hypercontractivity of semigroups [11] , functional inequalities have been successfully applied in a multitude of areas of mathematics [1, 5, 9, 10, 13] . The interested reader may refer to the monographs [2, 18] for comprehensive overviews of the subject.
In this article we consider Gibbs probability measures µ β at inverse temperature β 0 on a compact, symmetric, and non-trivial interval I = [−a, a] for some a > 0. The Lebesgue density of µ β is given by
where the Hamiltonian (or energy) H : I → R is a continuous function and the normalization constant Z β = I e −βH(x) dx is known as partition function.
It is well known that there is an α β 0 such that the measure µ β satisfies the Poincaré inequality renders it into a Hilbert space. It is easy to see that the space H 1 µ β (I) is topologically equivalent to the usual (unweighted) Sobolev space H 1 (I).
The optimal constant α β in (1.2) is called the Poincaré constant of the measure µ β . Henceforth, α β shall always denote this sharp constant. If the Hamiltonian H is twice differentiable and strictly convex, i.e., there exists a κ > 0 such that H (x) κ for all x ∈ int(I), then it is known that
In fact, this bound is an immediate consequence of the one-dimensional version of either the Brascamp-Lieb inequality [7] or the Bakry-Émery criterion [1] . The latter also implies an estimate similar to (1.4) for the Log-Sobolev constant introduced below. The presence of the upper bound (1.4) already provides a strong indication that the Poincaré constant of log-concave Gibbs measures is strictly decreasing in the inverse temperature. This is established by Theorem 1.1 below. In a similar vein to the Poincaré inequality, it is known that the measure µ β satisfies a Logarithmic Sobolev inequality with constant ρ β 0:
The quantity Ent µ β (·) is called the entropy of the measure µ β and we agree on the convention Ent µ β (0) = 0. Note that the inequality (1.5) implies in particular Ent µ β (f 2 ) < ∞ for all f ∈ H 1 µ β (I). Again, we shall denote the optimal constant in (1.5) by ρ β in the sequel. It turns out that the Logarithmic Sobolev inequality (1.5) is stronger than the Poincaré inequality (1.2). This was first observed by Rothaus [16] .
We can now present our first main result. Recall that we say H : I → R is piecewise C 1 if there is a finite subset of kinks K ⊂ I such that H I\K is continuously differentiable. At the exceptional points K, we require the left-and right-sided derivative to exist. We postpone the proof of Theorem 1.1 to Section 3 and turn to some applications instead. To begin with, it is not hard to see that any even, twice differentiable, strictly convex function is strictly increasing on [0, a]. Thus, the Poincaré constant of log-concave Gibbs measures is strictly decreasing in the inverse temperature as already hinted by the Bakry-Émery criterion (1.4) . There are, however, a variety of Gibbs measures of practical importance that are not log-concave, but which do fall in the regime of Theorem 1.1 (see Fig. 1 for the illustration of a generic Hamiltonian satisfying the assumptions). An explicit instance of such a measure is provided by the O(2) model, which we shall briefly introduce below.
x H(x) a a Let Λ be a finite set of nodes and let M = (m i,j ) i,j∈Λ be a positive definite matrix with operator norm M < c for some c < 2. We further denote the unit circle in R 2 by S 1 . The O(2) (or XY) model is the probability measure ν on the torus
where the quadratic form q acts as 
Here, |∇ σ i f | denotes the length of the gradient of f with respect to the i th argument, both taken in the Riemannian sense.
Proof. We shall use the same notation as [4] . Given ψ ∈ R 2 , let us consider the single-spin measure ν ψ defined by
with the renormalized single-spin potential
It is easy to see that for h = c|ψ|,
(1.11)
By Theorem 1.1, the Poincaré constant of the single-spin measure ν ψ (1.11) can be bounded uniformly from above by the Poincaré constant of the measure ν 0 . A wellknown computation shows that the latter is equal to 4. The rest of the proof proceeds analogously to the work of Bauerschmidt and Bodineau.
The argument given by Bauerschmidt and Bodineau actually applies to the Log-Sobolev inequality, too. To improve their constant in this case, we would need a similar result as Theorem 1.1 for the Log-Sobolev constant. This, however, does not hold true in the same generality as we illustrate in Example 1 in Section 3 below. Of course, we do not really need a result as strong as Theorem 1.1 in order to derive Corollary 1.2 for the Log-Sobolev inequality but only wish to show monotonicity of the Log-Sobolev constant of the single-spin measure ν ψ in (1.11). Unfortunately, this currently seems to be out of reach.
Instead we show that the single-spin measure ν ψ exhibits a noteworthy property: the Log-Sobolev constant saturates at a strictly positive value in the zero-temperature limit whereas the Poincaré constant vanishes. This is summarized in the second main result of this article. 
respectively. Then there are constants 0 < c 1 < c 2 independent of β such that
for all β 0. Similarly, there exists a uniform constant c 3 > 0 such that
for all β > 0.
The measure (1.12) is a particular instance of the n-dimensional Boltzmann measure on the sphere S n−1 ⊂ R n . For dimensions n > 2, the β-independent upper bound (1.13) was already obtained by Ma, Qian, and Zhang [20] . Though conceptually similar, our argument benefits from substantial simplifications the case n = 2 allows for. We give the proof of Theorem 1.3 in Section 4.
The Poincaré Inequality and Stochastic Gradient Flows
Since the results presented in this subsection do not depend on the symmetry of the interval I, we let I = [a, b], a < b, at first.
Fix β 0 and consider the Itô diffusion (X β t ) t 0 on the interval I obeying the dynamics
where (B t ) t 0 denotes a standard Brownian motion and H :
When (X β t ) t 0 hits a boundary point of the interval I, we reflect it instantaneously. The associated Markov generator reads
, the domain of the generator. Note that this set is independent of β. The last equality in (2.2) identifies the Markov generator as regular Sturm-Liouville operator. Hence, standard results show that L β is a self-adjoint operator and L β 0, see e.g. [19] . Furthermore, the spectrum of L β is purely discrete, the eigenvalues 0 = λ β 0 > λ β 1 > λ β 2 > · · · satisfy λ β n → −∞, and the associated normalized eigenfunctions {ϕ β n } n∈N 0 form an orthonormal basis of L 2 (I, µ β ). The first eigenfunction ϕ β 0 is manifestly given by the constant function ϕ β 0 ≡ 1. In Section 2.2 we shall present some further results, which are available due to the symmetric setup assumed in Theorem 1.1.
Instead of working directly with the generator L β , it is often more convenient to consider the associated quadratic form E β , which is also known as Dirichlet form in this probabilistic context. We define
Remark. The choice of boundary conditions on (X β t ) t 0 , which directly translates into boundary conditions on the second-order differential operator L β , is somewhat subtle. In fact instead of the reflection chosen above, we could have stopped (X β t ) t 0 upon hitting the boundary. This would correspond to Dirichlet boundary conditions on L β . As we see below, Neumann boundary conditions are the right choice since D(L β ) is dense in H 1 µ β (I). 
.
(2.4)
In other words, the Poincaré constant is α β = −(λ β 1 ) −1 and the inequality (1.2) is saturated by f ∈ span(ϕ β 1 ). Proposition 2.1 is in essence only a restatement of the celebrated Courant-Fischer variational characterization of the spectrum of L β . The minimum in (2.4) is initially taken over f ∈ D(L β ) but extends by the aforementioned density to all of H 1 µ β (I). For the reader's convenience, we spell out the argument below.
Proof of Proposition 2.1. The Courant-Fischer theorem implies that
. We need to extend the minimization in (2.5) to 0 ≡ f ∈ H 1 µ β (I) with I f dµ β = 0. Since the ratio on the right-hand side is a continuous functional on H 1 µ β , it suffices to show that H 1 µ β (I) = D(L) · H 1 µ β (I) . By a standard result and the topological equivalence of H 1 µ β (I) and H 1 (I), this in turn follows once we have shown that
To this end, let g ∈ C ∞ (I) and ε > 0 be given. We find a function h ∈ C ∞ (I) with Neumann boundary conditions h (a) = h (b) = 0 which approximates g in the H 1 µ β -norm. As a first step, let us takeh ∈ C ∞ (I) with Dirichlet boundary conditions h(a) =h(b) = 0 and g −h 2 L 2 (I,µ β ) ε. Then for h(x) = g(a) + x ah (t) dt, we get using the Cauchy-Schwarz inequality,
for some constant C > 0 depending on the length of the interval I but not on ε. Since ε > 0 was arbitrary, the inclusion (2.6) follows.
Remark. Under the assumption H ∈ C 2 (I), the operator L β is in fact just a unitary rotation of a Schrödinger operator on the unweighted L 2 (I) space. To see this, define
where q β (x) = βH (x)/2. Operators of this kind have been studied by physicists as pair Hamiltonians in the context of supersymmetric quantum mechanics, see [8] .
Some Results on Sturm-Liouville Operators
One of the key ingredients in proving Theorem 1.1 is the following proposition, which lists some known properties of the eigenfunctions of the Sturm-Liouville operator L β (2.2).
Proposition 2.2. Let L β be the Sturm-Liouville operator defined in (2.2) with Neumann boundary conditions and denote its k th eigenvalue and normalized eigenfunction by λ β k and ϕ β k respectively. Then the following hold true:
(i) The derivative of ϕ β k can be computed by
for all k ∈ N 0 and Lebesgue-a.e x ∈ I.
(ii) The eigenfunction ϕ β 1 is strictly monotone. If, in addition, the interval I = [−a, a], a > 0, is symmetric and H : I → R is an even function, then (iii) the eigenfunction ϕ β 1 is odd. The representation (2.9) follows immediately from the fact that H 1 µ β consists precisely all absolutely continuous functions. Item (ii) is then an easy consequence and (iii) is obtained by an elementary argument. The interested reader may find the full proofs in [6, 17] .
Muckenhoupt's Criterion
The last piece of preliminary material, which we would like to recall, is Muckenhoupt's criterion and relatives thereof. These results completely characterize the probability measures on the real line that satisfy a Poincaré or Logarithmic Sobolev inequality respectively.
The following bounds on the Poincaré constant were first given by Muckenhoupt [14] . The version we state below features improved numerical factors and was obtained by Bobkov and Götze [6] . 
There is an analogous result for the Logarithmic Sobolev constant, which is originally due to Bobkov and Götze [5] . We state the criterion in a sharpened version by Barthe and Roberto [3] . with the convention 0 · ∞ = ∞ · 0 = 0. Furthermore, we have B β 4b β and therefore
Monotonicity of the Constants
The aim of this section is to prove Theorem 1.1. In order to establish that the Poincaré constant is increasing or decreasing in β, we may, thanks to Proposition 2.1, equivalently prove the same monotonicity for the first non-zero eigenvalue λ β 1 of the Markov generator L β . To that end, we wish to look at the derivative of the map β → λ β 1 . As we have seen in Section 2.1, the spectrum of the operator L β is purely discrete and non-degenerate. Moreover right from the definition (2.2), it is straightforward to verify that the operators (L β ) β>0 form an analytic family of type A. A theorem by Kato and Rellich (see e.g. [15, Theorem XII.8] or [12, Theorem VII.3.9] ) shows that the spectral gap λ β 1 is analytic in β > 0. Furthermore, using functional calculus, it is possible to check that the first order coefficient in the series expansion of λ β 1 is given by
a result often attributed to Feynman and Hellmann.
We are now in the position to give the Proof of Theorem 1.1. The asserted result follows once we have shown that
for all β > 0 whenever H 0 on (0, a). In fact appealing to (3.1), the other case follows by considering −H.
Using (3.1) and Proposition 2.2 (i), it is easy to verify that
We now claim that
for all continuous, strictly monotone, and odd functions f : [−a, a] → R. Upon establishing this claim, we can deduce (3.2) thanks to Proposition 2.2 (ii)-(iii). To prove (3.4), we first observe that there is no loss of generality in assuming f to be strictly increasing (consider −f otherwise). We further notice that, since H is not constant, there is an ε > 0 and an x 0 ∈ (0, a) such that H (x) > 0 for all x ∈ (x 0 − ε, x 0 + ε) ∩ K c . Finally, elementary manipulations exploiting symmetry properties of the integrands show that the left-hand side of (3.4) becomes
5)
which is strictly positive by the observations above.
We conclude this section by giving an explicit measure for which the Poincaré constant is monotone in β, but the Log-Sobolev constant is not. 1] . Given a cutoff γ ∈ (0, 1), we consider the Hamiltonian
Then the associated Gibbs measure clearly falls in the regime of Theorem 1.1 and the Poincaré constant is thus strictly monotone decreasing in the inverse temperature β.
Defining the functions
for x 0, we see that the quantities (2.13) and (2.14) become
Evaluating the these two expressions numerically, we find the plot depicted in Fig. 2 . Appealing thus to Proposition 2.4, we can conclude that the Log-Sobolev constant of this measure is not monotone. 
Saturation of the Log-Sobolev Constant
This section is devoted to the proof of Theorem 1.3. In order not to overburden the exposition, we postpone some computational parts of the argument to Appendix A.
Recall the Gibbs measure µ β considered in Theorem 1.3:
For the partition function Z β , we have the explicit expression
where I ν denotes the modified Bessel function of the first kind. We therefore find the bound
for all β 0. Notice also that Z β is increasing in β. uniformly in x ∈ [π/2, π). In view of (4.4) and (4.5), it now clearly suffices show that for In summary, we found b β η β /8 def = d 1 > 0 uniformly in β > 1. β 1: Here, we just take x = π/2 to find π 2e π π/2 e β cos t dt = π/2 0 e −β cos t dt π 2 .
(4.12)
Consequently, we obtain where we used that Z β Z 0 = 2π for all β 0.
Setting c 1 def = d 1 ∧ d 2 , we thus deduced ρ β c 1 uniformly in β 0. Let us now turn to the upper bound on ρ β . Again, we distinguish the cases β > 1 and β 1. (4.14) If, in addition, β > 1, then certainly (1 ∧ β(1 + cos x)) = 1 and (4.8) follows. For (4.7), we compute analogously
x 0 e −β cos t dt 2 √ βe β cos x , x ∈ [0, π/2], (A.7)
x π/2 e −β cos t dt 2 √ βe β cos x , x ∈ (π/2, π], (A.8) from which the asserted upper bound easily follows.
