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La plasticité synaptique dépendante de l’activité est classiquement considérée comme le substrat cellulaire de 
l’apprentissage et de la mémorisation. Cependant, il est expérimentalement avéré que les propriétés membranaires des 
neurones sont également modifiées par l’activité. L’impact fonctionnel de cette plasticité intrinsèque reste largement 
inconnu. Récemment, Paz et al. (soumis) ont montré in vivo que le seuil et le gain de la relation intensité-fréquence (I-f) 
des neurones pyramidaux du cortex de rat sont modifiés par l’activité, probablement via la régulation plastique de 
conductances ioniques non synaptiques. Cependant, l’effet de la plasticité intrinsèque sur la fonction de transfert des 
neurones reste encore inexpliqué en terme de mécanismes. 
 Nous montrons ici au travers de simulations de type Hodgkin-Huxley que l’impact computationnel de la 
plasticité intrinsèque diffère radicalement selon que la conductance plastique est activée entre le potentiel de repos et le 
seuil du potentiel d’action (infraliminaires ou infra) ou non (supra). En effet, la plasticité de ces deux types de 
conductances affectent respectivement le seuil et le gain de la relation I-f des neurones et s’appliquent à la vaste majorité 
des conductances sodium, calcium et potassium. Nous décrivons analytiquement la façon dont la relation I-f dépend 
explicitement des paramètres biophysiques de la conductance plastique, et nous démontrons que les modifications 
plastiques dues à différentes conductances (infra et /ou supra) se somment linéairement. 
Ensemble, ces résultats montrent que la plasticité intrinsèque permet au neurone de sélectionner 
indépendamment la distribution de ses entrées et la réponse à celles-ci. De plus les résultats analytiques que nous avons 




Plasticité intrinsèque. Canaux ioniques. Fonction de transfert. 
 
 
1.  Introduction 
 
Il est généralement admis que la mémoire et 
l’apprentissage sont sous-tendus par des modifications 
synaptiques dépendantes de l’activité [1]. La pl sticité 
synaptique fixerait ainsi les patrons d’activité adaptés 
dans les circuits neuronaux mis en jeu lors de 
l’expérience. Cependant des travaux expérimentaux 
indiquent que l’excitabilité intrinsèque des neurones 
(leur capacité d’activation) peut également être 
modifiée par l’activité (plasticité intrinsèque) [2], au 
travers de modifications biochimiques des canaux 
ioniques membranaires [3]. Cependant, l’impact de la 
plasticité intrinsèque en terme computationnel, sur la 
fonction entrée-sortie des neurones par exemple, reste 
obscur. Une récente étude in vivo [4] indique que les 
neurones peuvent modifier indépendamment le seuil et 
le gain de leur relation entre intensité de courant injecté 
et fréquence moyenne de décharge. 
En utilisant un modèle Hodgkin-Huxley, nous montrons 
que les deux classes majeures de conductances non 
synaptiques (infra- et supra- liminaires) affectent 
respectivement le seuil et le gain (la pente) de la 
relation entre l’intensité du courant injecté et la 
fréquence de décharge moyenne (relation I-f). De plus, 
nous formalisons à l’ide e modèles intègre-et-tire la 
dépendance du seuil et du gain en fonction des 
paramètres biophysiques des conductances plastiques. 
 
2. Matériel et Méthodes 
 
Modèle biophysique 
Nous avons simulé un modèle de neurone isopotentiel 
contenant les conductances du potentiel d’action [5], 
une conductance « X » dont on étudie l’effet, et des 
entrées synaptiques bruitées [6]. Le courant IX est décrit 
comme 
(A.1) : )( XX
p
XXX VVhmgI −=  
où gX indique la conductance maximale, mX est la 
variable d’activation, p l’ordre de sa cinétique, hX la 
variable d’inactivation et VX le potentiel de réversion de 







−∞= Xm  
où mx∞ est l’activation stationnaire au potentiel V et xτ  
la constante de temps. De même, l’activation 
stationnaire est décrite par (A.3) 






où VXh est le potentiel de demi-activation et kX l’inverse 
de la pente de l’activation. 
 
Etude paramétrique 
La relation I-f est déterminée par l’injection de courant 
dépolarisant d’intensité croissante (figures 1A et 1B) 
pour un ensemble de paramètres PX = {hX EX τX VXh kX} 
définissant une conductance « voltage-dépendante », et 
une conductance maximale gX donnée. Pour chaque 
valeur de gX (figures 1C et 1D), la régression linéaire de 
la relation I-f entre 10 et 100 Hz permet de déterminer 
(1) l’efficacité (l’inverse du gain) et (2) le courant seuil 
de la relation I-f du neurone. Nous utilisons ici 
l’ efficacité pour décrire la relation I-f du fait de la 
linéarité de plusieurs de ses propriétés, contrairement au 
gain (voir « Résultats »). Les sensibilités du seuil (Ss) et 
de l’efficacité (Se) en fonction de la conductance sont 
déterminées comme la dérivée de la dépendance 




Figure 1. Caractérisation des effets de la plasticité 
intrinsèque. (A) Potentiel membranaire du modèle 
biophysique simulé en présence d’entrées synaptiques 
bruitées. (B) Seuil et gain de la relation I-f du modèle 
biophysique pour un jeu de paramètres PX donné. (C) 
Seuil de la relation I-f en fonction de gX. La sensibilité 
du seuil Ss est la pente de cette relation. (D) Efficacité 
(inverse du gain) de la relation I-f en fonction de gX. La 





Dans le but de formaliser des expressions théoriques d  
seuil et de l’efficacité de la relation I-f du neurone en 
fonction de gX et de PX, plusieurs hypothèses, justifiées 
physiologiquement, permettent une réduction de 
dimension du modèle initial. Ainsi, pour obtenir des 
modèles de taux moyen de décharge, les conductances 
du potentiel d’action sont négligées et l’activation de la 
conductance X peut être simplifiée selon qu’elle est 
infra ou supra. Un modèle intègre-et-tire non linéaire 
est ainsi obtenu, et résolu analytiquement via des 
hypothèses supplémentaires justifiées pour chaque type 
de conductance. La fréquence moyenne de décharge est 
alors décrite comme une fonction non linéaire de I, de 
gX et de PX. La linéarisation de cette relation aux grands 
I permet d’obtenir une droite dont l’inverse de la pente 
et le courant extrapolé en f = 0 constituent des 
approximations analytiques de l’fficacité et du seuil de 




Le but principal de cette étude est de formaliser 
l’impact de la plasticité intrinsèque (modifications de la 
conductance maximale gX) sur la fonction de transfert 




Figure 2. Cartes de sensibilité du seuil (A) et de 
l’ efficacité (B) en fonction du potentiel de demi 
activation (VXh) et de la pente de l’activation (kX) de la 
conductance étudiée. (C) Les conductances 
infraliminaires (ici VXh=-50mV, kX=15mV) affectent le 
seuil de la relation I-f des neurones, tandis que (D) les 
conductances supraliminaires (ici VXh=-30mV, kX= 
5mV) affectent leur efficacité. (A-D) VX=VNa, p=1, 
τX=1ms. 
 
Simulations biophysiques : cartes de sensibilités 
En premier lieu, nous avons quantifié la sensibilité du 
seuil et de l’efficacité de la relation I-f du neurone à une 
conductance gX en fonction de la nature de celle-ci (VXh 
et kX déterminant le caractère infra ou supra- liminaire ; 
p=1, xτ =1, VX =VNa). Ces cartes de sensibilité (voir 
figure 2A et B) montrent que les changements de seuil 
résultent de modifications de conductances infra 
(activées dans toute la gamme de potentiels entre le 
potentiel de repos VR et le seuil du potentiel d’action 
VS), tandis que les changements de conductances supra
modifient principalement l’efficacité de la relation I-f 
des neurones (figure 2C et D). L’augmentation de la 
puissance de l’activation produit essentiellement u 
déplacement de la frontière entre ces deux domaines 
mais ne change pas qualitativement les résultats (voir  




Figure 3. Impact de la puissance de l’activation. 
L’augmentation de la puissance de l’activation (p=3) 
modifie la frontière entre les domaines infra et supra 
aussi bien pour les sensibilités du seuil (A) que pour les 
sensibilités de l’efficacité (B). VX=VNa. 
 
Approche analytique 
Ici, le but est de simplifier le système d’équations 
différentielles du modèle biophysique pour obtenir des 
expressions théoriques du seuil et de l’efficacité de la 
relation I-f en fonction de gX et de PX. Le système a été 
simplifié en utilisant des hypothèses différentes slon le 
type de conductance étudiée, infra ou supra. Il apparaît 
que la frontière observée dans les simulations 
biophysiques entre domaines infra et supra correspond 
analytiquement aux points de l’espace (VXh, kX) pour 
lesquels l’activation de la conductance (
p
Xm ) est de 
0,15 en VR. 
 
Conductances infra 
On fait ici l’hypothèse, justifiée expérimentalement, que 
les conductances infra ont des activations très rapides et 
linéaires en fonction du voltage entre VR et VS. On peut 
alors résoudre analytiquement le système. La sensibilité 













où VM = (VR + VS)/2. En revanche, la sensibilité de 
l’efficacité est nulle : l’efficacité est indépendante de gX. 
Ces résultats sont consistants qualitativement et 
quantitativement avec ceux obtenus par les simulations 
biophysiques (voir figure 4 A et C). 
 
Conductances supra 
Pour ces conductances, l’activation (mx) est considérée 
comme décroissant exponentiellement avec le temps 
entre deux potentiels d’action, avec xτ  << mτ . Sous 
ces hypothèses, la sensibilité de l’efficacité du neurone 
s’exprime comme 
1))(( −+ −−= pXXMisi PEVmmSe τ  
où misi et m+
 représentent respectivement l’activation 
moyenne durant l’intervalle interspike et à la fin 










Notamment pour p=1, P0=1. En revanche, sensibilité du 
seuil est nulle : le seuil est indépendant de gX. De même 
ces résultats sont consistants qualitativement et 
quantitativement avec ceux obtenus par les simulations 




Figure 4. Résultats analytiques : carte de sensibilités 
pour les conductances infra (A et C) et supra (B et D). 
pour p = 1 (A et B) et p = 3 (C et D). Les résultats 
analytiques permettent de rendre compte des sen ibilités 
du seuil (A) et de l’efficacité (B) quantifiées par les 
simulations biophysiques, ainsi que de l’impact de la 
puissance de l’activation sur ces sensibilités et sur la 
frontière entre domaines infra et supra. 
 
Combinatoire des effets plastiques 
Enfin, nous avons montré analytiquement que (i) les 
modifications de seuil résultant de la plasticité de 
plusieurs conductances infra se somment linéairement ; 
(ii) les modifications d’efficacité résultant de la 
plasticité de plusieurs conductances supra se somment 
linéairement ; (iii) les modifications résultant de la 
plasticité de conductances infra et supra (i.e. de seuil et 
d’efficacité) sont indépendantes. Ces résultats 
permettent de prédire par simple sommation les 
modifications de seuil et d’efficacité dans le cas 
« physiologique » d’un neurone possédant un nombre 
arbitraire de conductances plastiques.  
 
4.  Conclusion 
Nous avons montré, par des modèles de type Hodgkin-
Huxley et intègre-et-tire que la plasticité de 
conductances membranaires non synaptique peut 
entraîner des modifications radicalement différentes d  
la relation entrée-sortie des neurones. Ainsi, les 
conductances activées de type infra modifient le seuil 
de la relation I-f  tandis que les canaux ioniques supra 
influent sur l’efficacité du neurone. 
Ces résultats constituent une interprétation directe, en 
terme de courants ioniques probablement impliqués, de  
données obtenues in vivo [4], qui indiquent 
l’indépendance des changements de seuil et de gain de 
la relation I-f des neurones pyramidaux du cortex 
moteur chez le rat. 
Pour agrandir le champ d’application de nos résultats, 
nous étudions actuellement l’impact de l’inactivation 
des courants intrinsèques sur la fonction de transfert des 
neurones.  
La présente étude paramétrique ne rend pas compte de 
tous les phénomènes de plasticité intrinsèque, tels que 
les modifications d’intégration dendritique des 
potentiels post-synaptiques [7], ou de patron temporel 
de la décharge neuronale [8]. Ainsi, seul l’effet sur la 
relation I-f moyenne a été étudié, le codage en 
fréquence moyenne représentant tout de même environ 
80% de l’information transmise par les neurones [9]. 
Le travail d’analyse que nous avons développé pourrait 
permettre de simuler simplement des phénomènes de 
plasticité intrinsèque observés in vivo et in vitro dans 
des modèles de réseaux neuronaux basés sur les taux 
moyens de décharge et d’étudier leur impact au plan
fonctionnel.  
Enfin, les résultats de cette étude indiquent que les 
neurones peuvent modifier la distribution des entrées 
auxquelles ils vont répondre (plasticité du seuil), 
indépendamment de la distribution des réponses à ces 
entrées (plasticité de l’efficacité ou du gain). Il est donc 
possible que ces formes de plasticité intrinsèque 
obéissent à des principes de régulation distincts. 
Cependant de telles règles reliant l’historique de 
l’activité de décharge aux modifications de 
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