Lecture I. Introduction to the Trace Formula
The ultimate purpose of the trace formula is to better understand the structure of automorphic forms on a general reductive group G. In particular, one wants to understand the decomposition of the right regular representation R 0 (g) of G(A ) in the space of cusp forms L 2 0 (G(F ) n G(A )). The original idea of the (Selberg) trace formula|roughly speaking|was to describe the trace of the integral operator R 0 (f) = 1. Some history. \The" trace formula was introduced by Selberg, in the context of a semi-simple Lie group G and discrete subgroup ?, in his famous 1956 paper Se]. In that paper Selberg rst of all described a general formula in the case of compact quotient ? n G (see the next section below for a brief description). Secondly, he treated in detail certain special non-compact quotient cases such as SL 2 (Z) nSL 2 (R);
here Selberg analytically continued Eisenstein Series E(z; s) in order to handle the continuous spectrum of L 2 (? n G), and derived a formula for the trace of R(f) in the space of cusp forms. In both the case of compact and non-compact quotient, Selberg was motivated by applications to geometry and number theory (lengths of geodesics in the Riemann surface in the case of compact quotient, traces of Hecke operators in case of non-compact quotient, etc.). But despite the obvious desirability of generalizing these results in the case of non-compact quotient, the obstacles|such as analytically continuing the Eisenstein series in higher rank|were formidable. A big breakthrough came in the 1960's when Langlands developed a theory of Eisenstein series valid for any reductive group G, and used it to describe the continuous spectrum of L 2 (G(F ) n G(A )) (cf. La 1]). As an outgrowth of this theory, Langlands was led to his amazing conjectures about automorphic forms and their L-functions, i.e., the \Langlands program", with its cornerstone the principle of functoriality of automorphic forms. A typical result in this program is the following:
Theorem 1 ( JL]). Let 
Interestingly enough, this correspondence (the well-known Jacquet{Langlands correspondence) can be proved using any one of the three basic tools of the theory of automorphic forms: the theory of automorphic L-functions, the theory of theta-series liftings, or the trace formula (for both G 0 and G = GL 2 , essentially as developed by Selberg). However, in this case at least, the trace formula approach gives the strongest payo , namely a characterization of the image of the correspondence ! ( ): a cuspidal representation of G(A ) is of the form ( ) for some on a given G 0 D if and only if for each rami ed prime v, v is a square integrable (discrete series) representation of G v = GL 2 (F v ).
Subsequently, a (\twisted") trace formula for GL 2 was developed by Saito-Shintani and Langlands to prove another important instance of functoriality, namely base change (with spectacular applications to Artin's conjecture for Galois representations, and hence ultimately to Wiles' proof of Fermat : : : ). Thus the need to generalize the trace formula to a general reductive group G was clear, and this is precisely what Arthur did in his papers between the early 1970's and late 1980's.
2. The Case of Compact Quotient. In order to motivate Arthur's work, let us explain how the form (2) takes in the case of compact quotient. Thus G is a semisimple group over (the number eld) F, with G(F)nG(A ) compact. In particular, G is anisotropic, without unipotent elements. With R(g) the right regular representation in L 2 (G(F ) n G(A )) and f in C 1 c (G(A )), a straightforward computation gives
f(x ?1 y)) (y) dy;
i.e., R(f) is an integral operator on in L 2 (G(F ) n G(A )), with kernel K f (x; y) = X 2G (F) f(x ?1 y): 
and thus
On the other hand, the compactness of G(F) n G(A ) also implies a discrete decomposition R(g) = P m (g) where runs through the irreducible \automorphic"
representations of G(A ), and m < 1 is the multiplicity of in R. Equivalently, 
The power of the trace formula derives from the fact that this equality
relates two completely di erent kinds of data, geometric and spectral (the latter of which we rarely know much about, but very much want to!).
3. Di culties in the Non-Compact Case. Arthur's great contribution was to gure out how to overcome all the obstacles that present themselves in generalizing (2.1) from the compact to the non-compact quotient setting. Some of the principal problems in the non-compact setting are these:
(a) Although R(f) is still an integral operator, with kernel K f (x; y) = X f(x ?1 y);
this kernel is no longer integrable over the diagonal; and (b) The regular representation R(g) no longer decomposes discretely, Eisenstein series are required to describe the continuous spectrum, and R(f) is of course no longer of trace class. Nevertheless, Arthur derives a formula (0.1) which still relates \geometric" and \spectral" distributions attached to G|and has powerful applications to number theory (even if neither side of (0.1) represents a formula for trR(f)!). 
(where Z is the center of scalar matrices). A formal computation then shows To compensate for this, Arthur \modi es" K o to K T o , using a truncation parameter T = (T 1 ; T 2 ) in the Lie algebra of M. As we shall see, this modi cation operator (in this case) \truncates" F n A to a nite interval of length T 2 ? T 1 , but turns F f into a \weighted" orbital integral! In general, for an arbitrary G, it will turn out that K o will be integrable \over the diagonal" only when o intersects no proper parabolic subgroup P of G. Of course for anisotropic G this always happens, but in general one really needs to modify K o (as in the above example), prove that the modi ed kernels K T o are indeed integrable, and then evaluate them (as generalized weighted orbital integrals).
What about the spectral side? Here it turns out that L 2 (Z(A )G(F ) n G(A )) = P 2X L 2 , where each L 2 is a G(A )-invariant (not necessary discretely decomposable) submodule indexed by certain cuspidal data X = f(M; )g, where M is a Levi subgroup of a parabolic P G, and is a cuspidal automorphic representation of M(A ). Thus we have K(x; y) = P K (x; y), the spectral decomposition of K f (x; y) corresponding to (0.1). Here it also turns out that K (x; y) will not be integrable over the diagonal, unless the cuspidal data (M; ) = (G; ) (i.e. P = G). Thus we again need to deal with modi ed K T (which are integrable : : : ), eventually arriving at the trace formula (0.1) by integrating the equality
Remarks. (1) The expressions on either side of (3.1) no longer (generally) represent the kernel K f (x; y) = P f(x ?1 y), and hence (0.1) is no longer a real trace formula at all. Nevertheless, what is true is the following. Let X(G) be the subset of cuspidal data = (M; ) 2 X with M = G. Then
, it is integrable over the diagonal, and (0.1) asserts that .2) i.e., Arthur's trace formula may be viewed as a trace formula after all.
(2) In most applications of the trace formula to automorphic forms we want to compare the formula for one group with the trace formula for another. In that case the form of (0.1) is no less useful than (3.2).
4. Possible Applications. We have already mentioned the applications to quaternion algebras and base change, both of which we plan to discuss (at the level of GL (2), not GL(n) -which is the subject matter of AC], using the more di cult GL(n) trace formulas). We also plan to discuss (i) Jacquet's relative trace formula, where the idea is to integrate the (di erent expressions for the) kernel over interesting non-diagonal subgroups of G G; and (ii) applications of the simple trace formula such as to the embedding of a (local) discrete series representation of GL 2 (F v ) into a (global) cuspidal representation of GL 2 (A ). In all these applications, one needs to further rene Arthur's rst form of the trace formula. This is because (as already hinted) the \truncation" i.e., modi cation process used to make K o or K integrable introduces various defects into the distributions J T o (f) and J T (f). For example, they may no longer be invariant distributions (invariant under conjugation by G(A )), or factorizable as the product of local distributions over G (F v Our purpose here is to develop the geometric side of Arthur's rst form of the trace formula
for the group G = GL(2). In particular, we must introduce the modi ed kernels k T o (x; f), and prove they are integrable. N.B. The treatment of the trace formula in Ge] and GJ] largely ignored the integrability of these modi ed kernels. 2. The Integrability of Elliptic K o . As suggested in Lecture I, it is a general phenomenon that for an elliptic class o, the kernel K o (x; y) is integrable over the diagonal subset Z(A )G(F )nG(A ). We now prove this for G = GL(2), following the general arguments of A1]. The crucial step is a lemma which rst requires some preliminary notions to be recalled. According to the Iwasawa decomposition for G, we have G ( Assuming this Lemma (for the moment), let us quickly dispose of the integrability of K o . For this, and for other purposes later on, we also need to recall the notion of a Siegel domain, together with an explicit integration formula for its volume.
First we re ne the Iwasawa decomposition 2.1 by writing, for each g in G(A ), g = znh t mk .2) with n 2 C 1 , a 2 C 2 and t > c=2. Such a set is called a Siegel set. Note that S c f g 2 G(A ) j H(g) > c g: Fact 1 (see Go, Thm 9] ). For any c 1 , c 2 , S c 1 \ S c 2 6 = ;
for only nitely many in G(F) modulo B(F).
Fact 2 (see Go, p 16] ). If S c is su ciently large (i.e. C 1 and C 2 are su ciently large, and c is su ciently small), then G(A ) = G(F) S c : (2.4) In other words, S c is essentially a fundamental domain for G(F) acting on G(A ); more precisely, Fact 2 says only that certain S c contain a fundamental domain. Henceforth, we always assume that S c is so chosen that 2.4 holds, and we refer to such a S c as a Siegel domain. It remains now to prove Lemma 2.1. It might be tempting to do so for GL(2) by simply trying to multiply out some 2 2 matrices (as we did in Ge, p 201]). However, this more quickly than not leads to an incomplete proof (as happened in fact in Ge]), whereas the approach of A1, p 362] works simply and generally, as we shall show below. Proof of Lemma 2.1. Let : G ! G`(V ) denote the adjoint representation of G on the space of trace zero 2 2 matrices over F; its highest weight vector is = , the unique simple root of G with respect to the torus M. Fix a basis fe 0 ; e 1 ; e 2 g of V such that (a)e j = a ?j e j for a 2 M (j = 0; 1; 2) (n)e 0 = e 0 for n 2 N and (w)e 0 = e 2 For in V (A ), de ne
Remark. From the above, it is clear that Z(A )G(F )nG(
where, for nite , k k = max j fj j j g (where ( j ) denote the coordinates of with respect to the basis fe j g), and for in nite , k k is de ned by the Hilbert space structure that makes fe j g into an orthonormal basis. (To make sense out of the in nite product, we restrict to be \primitive", i.e. , k k = 1 for all but nitely many .) To prove the Lemma, suppose that g ?1 ng 2 ( ) with n 2 N(A ) and compact modulo Z(A ). Write g = n 1 ak, so that ( ) implies a ?1 n ?1 1 nn 1 a 2 K K:
Because the map g 7 ! (g)e 0 is continuous, and is trivial on Z(A ), it follows that = e 2 H(a) k (n ) e 2 k e 2 H(a) k e 2 k = e 2 H(g) (since H(g) = H(a), (a) e 2 = a ? e 2 , and k (n) e 2 k k e 2 k for any n in N(A )). We have seen|for GL(2)|that the kernel K o (x; x) is already integrable on S c if o is an elliptic class (as opposed to hyperbolic or unipotent). For general G, the proper distinction is between those o which never intersect any proper parabolic subgroup subgroup P of G and those that do. Indeed Arthur does not talk about \elliptic" o at all, but rather de nes a modi ed kernel k T o (x; f) for any o, and proves that k T o (x; f) is integrable. But of course|as we have already observed|k T o (x; f) = K o (x; x) precisely when o is elliptic in this sense (that it intersects no proper P : : : ).
