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Various layer potential operators are constructed for general elliptic systems of 
partial differential equations with constant coeffkients. These operators are used to 
study the boundary value problems for these systems. For Q, a bounded Lipschitz 
domain in R”, n 2 3, it is shown that if the coefficients of the system satisfy the 
Legendre-Hadamard condition and a symmetry condition, then there exists a 
unique solution u of the system that solves the Dirichlet problem for given data g 
in P(rX2) for p in a neighborhood of 2. Also, the oblique derivative problem for 
the system is studied. Furthermore, some regularity results for the Dirichlet 
problem are obtained. 6 1991 Academic Press, Inc. 
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In this work, using the layer potential method, we study the boundary 
value problem in Lipschitz domains for general second order linear elliptic 
systems of partial differential equations with constant coefficients. 
Over the past decade, there have been many successes in solving 
boundary value problems in Lipschitz domains for Laplace’s equation 
and for some special elliptic systems, e.g., see [5-7, 181. One important 
ingredient in obtaining these results is a Rellich type equivalence, i.e., the 
equivalence of the L2 norm of the tangential derivatives of the solution and 
the L* norm of the normal (conormal) derivative of the function. 
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For the general elliptic system 
a?D.D u”=O, I, J i cY=l ) . ..) m 
with constant coefficients atisfying the Legendre-Hadamard condition, 
for some positive p, we cannot expect the equivalence of the L2 norm of the 
tangential derivative and the L2 norm of the conormal derivative, 
In fact, we can find a nonzero function and an elliptic system satisfying the 
Legendre-Hadamard condition such that the conormal derivative defined 
as above is always zero (see [13, p. 1141). Hence the above method cannot 
be applied to such systems. It is interesting to note that different ways of 
writing the coefficients can sometimes change the ellipticity of some systems 
(see [9]) and hence the Rellich type equivalence may be obtained by 
suitable choice of the conormal. It can be proved that if the coefficients 
satisfy the stronger ellipticity 
then a Rellich type equivalence holds (see [9, 111). 
In 1985, A. P. Calderon [ 1 ] introduced a new technique in the method 
of layer potentials which avoided the use of the Rellich type equivalence in 
solving the Dirichlet problem and the oblique derivative problems for 
Laplace’s equation. We show here that his method is flexible enough to use 
for solving boundary value problems for elliptic systems satisfying the 
Legendre-Hadamard condition. 
In the first section, we construct the single layer potential and the double 
layer potential operators as usual and construct another class of layer 
potentials denoted by D, by using Calderon’s idea in [ 11. We then use the 
method in [lo, 133 and some results in [4, 81 to find the trace of these 
operators on the boundary of the domain. 
After obtaining the explicit representation of the trace operators, in Sec- 
tion 2, we use the standard method in [lo] to conclude the boundedness 
of the operators and reduce our problems to that of systems of integral 
equations. We use Calderon’s method in [ 11 to prove that the trace of D, 
is Fredholm in Lp for p near 2 with index 0 and then we construct a family 
of such operators and prove that the sum of the ranges of these operators 
is the whole space Lp and therefore conclude the existence of solutions for 
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the boundary value problems. We shall also give an a priori estimate for 
the L* norm of the nontangential maximal function of the solution. 
In the third section, we prove the invertibility of the single layer potential 
operator constructed in the first section. We shall first prove one-half of a 
Rellich type inequality by using the method in [12, 15) which is then used 
to prove that the single layer potential operator is one to one with closed 
range. We then show that the range of the operator is dense by first 
proving it on smooth domains and using the approximation scheme used 
in [9]. The difficulty on a smooth domain is overcome by considering the 
operator as a pseudo-differential operator and using some results in 
[2, 16, 171. 
In Section 4, we first prove a uniqueness theorem for the solution 
obtained in Section 2, and then we use the method in [ 1 ] to prove that the 
solution of the Dirichlet problem is still unique if we define it in a weak 
form (see Definition 4.1). Once we obtain the uniqueness, we can combine 
the result in Section 3 to state the regularity result for the solution of the 
Dirichlet problem; i.e., if u is a solution of the Dirichlet problem with 
boundary data in LT, then the nontangential maximum of the gradient of 
u is in L* for p close to 2. This, in particular, implies that u is Holder 
continuous in the closure of the domain if p > 2 and n = 3 (e.g., see [9]). 
Section 0 contains definitions and notations which are used throughout 
this paper. Most of them are conventional. We will adopt several detini- 
tions and notations from [l, 9, 18-J. 
This paper is a revision of part of my Ph. D. thesis written at the Univer- 
sity of Minnesota. My advisor was Professor Eugene B. Fabes. I express 
my deepest gratitude and appreciation to him. I thank Professor C. E. 
Kenig for introducing me to this field and G. Verchota and R. Brown for 
some helpful conversations. 
0. SOME DEFINITIONS AND NOTATIONS 
We use Sz to denote a bounded domain in R”, n >/ 3. For simplicity, we 
assume that both Sz and R”\Q are connected open sets. We use 852 to 
denote the boundary of Sz. We use the same definitions as in Section 0 of 
G. Verchota’s paper [18] for the definition of a Lipschitz domain, for the 
definition of a cylinder Z(x, r), a coordinate cylinder Z(Q, r), Q E 852, and 
for the definition of a cone, but we use A(Q) to denote the cone with vertex 
at Q and use Ai( d,(Q) to represent the components of the cone 
interior or exterior to 1;2, respectively. 
Depending where a given function, u, is defined, we will write 
N(u)(Q)= sup u(x), Ni(u)(Q)= sup u(x), 
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We define 
u+(Q)= ?i_m, u(x) and us (Q)= lFQ u(x) 
-reA,(P) -YEA<,(Q) 
for function, u, defined in a neighborhood of 22. 
We will use B(x, r) to denote the ball in R” centered at x with radius r. 
Unless otherwise indicated, we use the summation convention. 
We shall consider the elliptic system 
a?“D .D .up ‘, 1 , = 0 for a = 1, . . . . m, (0.1) 
where a;@ are constants with azp = a: and satisfying the Legendre- 
Hadamard condition stated in the Introduction. We set A = (DiazDDi)m xm, 
A is an m x m matrix of second order operators on R” as entries. If u(x) = 
(u’(x), ..., P(x)), then (0.1) is the same as (Au), = 0, for a from 1 to m. We 
define 
(Q)=uj(Q) @Diua(Q), a=1 m, 9 ...’ 
where u(Q) = (u, (Q), . . . . v,(Q)) is a vector field defined on X2. We always 
use n(Q) to denote the outer unit normal to X2 at Q and call b/an, the 
conormal derivarive of u. Note that du/dn will be the normal derivative of 
u, i.e., (&@n), (Q) = niDiua(Q). We will call du/% an oblique derivative of 
u if v is not the normal vector on X2 and (n, u) > 0 on 852. 
On a smooth manifold S of n - 1 dimensional in R”, we define L$ (S) to 
be the space of functions, f, defined on S such that the tangential 
derivatives D”f of f, for h d k, belong to Lp(S) for k 2 0. If k < 0, Lkp(S) is 
defined as the dual space of Lfk (S), where p’ = p/p - 1. 
As usual, H’(Q) is the closure of the C” function under the norm 
and HA(SZ) is the closure of C,“(Q) under the same norm, where C; is the 
space of all C” functions with compact support in Sz. We will define 
Lf(cX2) as the spce of Lp functions with first derivatives in Lp (see [lg]) 
in the case when Sz is a Lipschitz domain. 
Some other well-known notations (e.g., C”, Lp, L”, etc.) will be used 
without any explanation. 
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1. LAYER POTENTIALS FOR 
GENERAL ELLIPTIC SYSTEMS OF EQUATIONS 
This section will be devoted to constructing the layer potentials for 
system (0.1) and to studying the properties of these potentials. We will con- 
centrate especially on finding the trace of the operators on the boundary of 
the domains. In order to construct layer potentials, we must know 
the existance and the properties of the fundamental solution matrix for the 
system. We therefore begin by stating the existing properties of the 
fundamental solution matrix. 
LEMMA 1.1. There exists an elementary matrix T(x) = (PB(x)),,, for 
the system (0.1) satisfying : 
(1) P(x) are real analytic for all x # 0. P(x) = P( -x), 
PB(x) = rsb(x), and Z@(rx) = r*-“raP(x) all r > 0. Also, 
(DkT(x)I dC (xj2Pn-kfor any kk0, where C is a constant. 
(2) ayD;DjP(x) = apD,D,P(x) = 0. 
(3) u’(x) = ( P(< - x) a;!D,D,d(() da, 
R 
if u = 0 near cX2 and u is smooth in ~2. 
6 if xESZ 
(4) Is, aibnj(r) DirBy(x - 4) da, = 
1 
4%’ if xEaf2 
0 if XER”\& 
When XE 82, the integral represents the principal value, and the equality 
holds if aI2 has a tangent plane at x; here Li,, are the Kronecker-Delta 
functions, i.e., 6,, = 1 and 6,, = 0 if a # /I. 
This lemma follows from the results in [14] and a simple calculation. 
Now, we can define the potentials. As usual, we define the single layer 
potential as 
sfcx)=~ W-P)f(P)d~, 
m 
(1.1) 
and the double layer potential as 
(1.2) 
where a/an, is applied to each column vector of the matrix. We use T as 
a superscript o denote the transpose of the matrix. 
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Induced by Calderon’s idea in [ 11, we see that it is necessary to define 
a new operator: For a given vector field u = (uI, . . . . t’,,) on &?, set 
(1.3) 
It is easy to see that 5” D, f, and D, f are solutions of (0.1) in R”\cXJ if 
f is integrable. 
In order to find the trace of the potentials, we need the following 
lemmas. The proofs are all standard, see [ 111 for details. 
LEMMA 1.2. For f in Lp(%2)), i between 1 and n, define 
K?(Q)= j DiUQ - PI f(P) do,, 
aQ\WQ> ~1 
then lim, _ 0 Ki f (Q) = rx(Q) exists for a.e. Q in dl2 and in Lp(XJ) for any 
p > 1. K’ is a bounded map from Lp to Lp with bounds depending only on the 
Lipschitz constant of &2 and the system. 
Now, set 
KAf(Q)=p.v j8,[&r(Q-p)]‘f(Wo, 
A 
and 
(1.5) 
for any bounded measurable vector field u on 852. 
By Lemma 1.2, these two operators are well-defined bounded linear 
operators in Lp for any p > 1. 
LEMMA 1.3. Let T(Q)= (Tl(Q), . . . . T,,(Q)) be any tangential vector to 
&2 at Q, then for any g in Lp(&2), 
lim s Ti(Q) Dir(X-P) g(P) da, x-Q aa 
red(Q) 
=p.v 
s Ti(Q) Dir(Q- J’) g(P) da, PR 
for a.e. Q E iX2. 
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LEMMA 1.4. Let Sg be defined as in (1.1) where T’(x) is the fundamental 
matrix obtained in Lemma 1.1, then 
(Disg)'(Q)= *ini W4Q)) g(Ql+P.u~ Dir(Q-f') g(P)da, JR 
for a.e. Q E ~22 zf g E Lp(XI), where B(n) = (ai%rini);i,. 
Finally, recalling the definitions of DA, D,, K,, K,, and S, using the 
results in [4] and the above lemmas, and following the method in [lo], 
we obtain 
THEOREM 1.1. The single layer potential operator S is a bounded map 
from Lp(X2) to Lf(aQ); the traces of D,, D, to the boundary of 52 are 
bounded linear maps from L*(aO) to Lp(asZ) for any p > 1; furthermore 
tl) liw(vsg)ll LP(JQ) d c 11 d LP(JQ); 
(2) IiN@, g)ll LqJR) 6 c 11 gll u(m), IIJW, g)/lLp(an) d c 11 gil u(m); 
(3) (D,g)‘=(fiI+K,)g, (D,g)‘=+~(v,n)B(n)g+K,g; 
(4) u,(D,Sg)’ = + (iv, n) B(n) g- Kdg, 
where Kt is the adjoint operator of K,. These operators are all continuous 
linear maps in Lp(iX2) for any p > 1; K, + K,* is compact zf v is a continuous 
vector field on X2. Moreover, K, + K,* maps Lp(cX2) to Lq(CX2) continuously 
for all q satisfying l/q > l/p - l/(n - 1) if v is Lipschitz continuous. 
Remark. All results in this section hold if we use the weaker ellipticity 
det(a:‘<itj) # 0 for all r E R”, r # 0 
to replace the Legendre-Hadamard condition. 
2. EXISTENCE OF SOLUTIONS FOR 
THE BOUNDARY VALUE PROBLEMS 
We shall study the existence of solutions for the Dirichlet problem 
(Au), = c+DiDiuP = 0 for a = 1, . . . . m 
u=g on asz, g E Lqaa) (2.1) 
and the oblique derivative problem 
(Au),=0 for ci = 1, . . . . m 
au 
-=v,D,u=g av on as2, gdqaq, 
(2.2) 
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where u is any continuous nontangential vector field on dSZ. We shall study 
these problems under the assumptions in Section 0. 
We will say that u is a solution of (2.1) if u satisfies the system (0.1) 
U+ = g a.e. on aa and N(u) E Lp; and that u is a solution of (2.2) if u 
satisfies (O.l), vi(Q)(Dz~)+(Q)=g(Q) for a.e. QEX? and NELL. 
The main results in this section are 
THEOREM 2.1. There exists a p,, in (1, 2) such that the Dirichlet problem 
(2.1) is solvable for g in Lp, p0 < p < pO/( p0 - 1). Furthermore, the 
constructed solution u verijiies 
IIN(u)ll LP(dQ) d c II ‘4 LD(a2) (2.3) 
with C independent of g. 
For the oblique derivative problem we have 
THEOREM 2.2. There exits a p0 in (1, 2) such that the oblique derivative 
problem (2.2) is solvable for g in Lp(XI), p,, < p < pO/( p0 - 1) tfg satisfies 
finitely many linear conditions. Also, the constructed solution u satisfies the 
estimate 
IINVu)ll LP(a2) d c II gll byan) (2.4) 
with C independent of g. In fact, u can be written as u = 5” for some 
function f in Lp(X?). 
We now proceed to prove these theorems. We need 
LEMMA 2.1. There exists a p,, between 1 and 2 such that 
+ f (v, n ) B + K, and + i (v, n ) B - K: are all Fredholm operators from Lp 
to Lp with index 0 for PE (p,,, pO/(pO- 1)) y t v is a continuous nontangen- 
tial vector field on X?. Moreover, if v is Lipschitz continuous on dR, then 
(_+i(v,n)B+K,)f=Oor (ki(v,n)B-K,*)f=Oimplies thatfELPfor 
all P < pOl(pO - 1). 
Proof We prove this lemma only for the operator 4 (u, n ) B + K,, all 
the other cases are similar. In the case of p = 2, we can write the operator 
as 4 (t’, n ) B + 4 (K, - Kt ) + 4 (K, + K,* ). Therefore, the operator is 
Fredholm with index 0 since 4 (v, n )B + i (K, - K,*) is a positive operator 
hence invertible and i (K, + K,* ) is compact by Theorem 1.1. For p near 2, 
we use the technique used in Calderon’s paper [ 11. 
First, since B(n(Q)) is a positive definite real symmetric matrix and 
(u, n) 2 c > 0 on LX& we can find an invertible matrix M(Q) such that 
(u, n )B = MMT. Therefore, our assertion about 8 (v, n )B + K, will hold if 
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and only if it holds for the operator iI+ M- ‘K, (MT) ~ ‘. We denote 
M-‘K,(MT)-’ by E, i.e., 
Ef(e)=~+j M-‘(Q,ui(P)Dir(Q-P)(MT)-‘(P)f(P)da,. 
as2 
It is easy to see that the adjoint operator of E has the form 
E*f(Q) = -P .v jaQ M-‘(Q) vi(Q) Dir(Q - PW=)-‘(P) f(P) da,. 
Now, the procedure in [l] can be applied to this operator and the lemma 
can be easily proved. 
Proof of Theorem 2.2. The conclusion of Theorem 2.2 is an immediate 
conseqeunce of Theorem 1.1 and Lemma 2.1, since the trace of %/au, i.e., 
$ <v, n)B- K,*, is Fredholm with index 0. 
The following lemma will be needed in proving Theorem 2.1. The lemma 
can be proved by a direct construction (see [ 111). 
LEMMA 2.2. There exists a family of Lipschitz continuous vector fields 
v,(Q), . . . . vN(Q), for some integer N, on &I such that 
<Vi(Q), n(Q)> 2 c > 0 for i = 1, . . . . N 
for all Q in 852, where c is independent of Q; and 
wn(u, (Q), . . . . u,(Q)> = R” (2.5) 
for all Q in XJ. Furthermore, we may require that the vls be well-defined C” 
functions in a neighborhood of al2 in R”. 
The following lemma follows from the Legendre-Hadamard condition. 
LEMMA 2.3. For any u E HA(a), 
We now start to prove Theorem 2.1. 
By Lemma 2.2, we can construct finitely many Lipschitz continuous non- 
tangential vector fields vi, . . . . uN on K? such that (2.5) holds for any Q in 
%2. We define Ti= 4 (vi, n )B+ K,, for i = 1, . . . . N. By Lemma 2.1, the T;s 
are Fredholm operators from Lp to Lp of index 0 for p in a neighborhood 
of 2. Let Ri be the range of T, in Lp(%2). By Lemma 2.1, the R;s are closed 
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subspaces of finite codimension in Lp. To prove the existence of solutions 
for the Dirichlet problem, it suffices to prove 
icl Ri = L”(aQ) for P~~<P-~/(P~- 1L (2.6) 
where p,, is the number between 1 and 2 so that the Tts are all Fredholm 
in Lp for p between p0 and pO/( p0 - 1). 
We have only to prove that CR, is dense in Lp(cX2). Since if this is true, 
then CRJR, is a dense linear subspace of the quotient space LPjR,, there- 
fore they are equal because LP/R, is a linear space of finite dimension. This 
implies (2.6). 
For contradiction, suppose CR, were not dense in Lp(as2) for 
some p E (pO, pO/( p0 - 1)); then, we could find a function g E LP’(&2), 
p’=p/(p- l), such that g#O but 
I T&Q) g(Q) do, = 0 for i = 1, . . . . N (2.7) an 
for all f in Lp(Z2). Equation (2.7) is equivalent to T,*g= 0 for all i. By 
Lemma 2.1, g E L9(&Z?) for all q < pO/( p,, - 1). In particular g E L2. Define 
u(x)= Sg(x). u is a solution of (0.1) in Rn\Xl. By Theorem 1.1, 
(au/auj) - = 0 for all i. Equation (2.5) implies that 
(D,u)- = 0 for a.e. Q E XJ and all i = 1, . . . . n. (2.8) 
On dO, u = Sg E L: (&2), (2.8) implies that u is a constant vector C, on a&? 
u is obviously a solution of (0.1) inside Sz and belongs to H’(Q), and is 
continuous across the boundary. By Lemma 2.3, u = C, in Sz. Theorem 1.1 
gives 
o= -g 
+ 
0 ( 
= &,~I~B-K,T 
> 
g. (2.9) 
Adding (2.9) with T,*g = 0, we obtain ( ui, n) Bg = 0. Therefore g = 0 since 
( ui, n) > 0 and B is invertible, a contradiction. 
Now, we have only to prove that for any ge Lp(&2), we can find a solu- 
tion u of (2.1) such that the estimate (2.3) holds for some C independent 
of g. 
Let N( T:) denote the null space of T: and N( T,) the null space of T, . 
Since T, is a Fredholm operator of index 0, we know that N(T:) and 
N(T,) are linite dimensional subspaces of L9 for all q between p0 and 
pO/(po - 1) with the same dimension. Let the dimension be k. In particular, 
they are both subspaces in L2. Therefore, we can find orthonormal basis 
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{flT . . . . fk > and ( g,, . . . . gk}, respectively, such that N( T,) = span{f,, . . . . f,} 
and N(T:)=span{g,,..., gk}. Define for f in Lp the operator 
PftQ) = i gi(Q) j-, U-itP)> f(P)) da,. 
i=l 
Since the fi’s and g,‘s are in Lq for all q < p&,, - l), P is a well-defined, 
bounded operator from Lp to Lq. By a simple argument and use of 
the Fredholm theory, it can be easily proved that the operator T, + P is 
bounded and invertible from LP to Lp for all p in ( pO, pO/( pO - 1)). 
By the previous proof, ZRi = Lp. Therefore, we can find function ui that 
solves the Dirichlet problem with boundary data gi for i from 1 to k such 
that N(ui) E Lp. Since T, + P is invertible, for any g in Lp, we can find an 
f in Lp such that (T, + P)f= g and llfll Lp Q C 1) g\( Lp with C independent 
of g. We define 
then u is a solution of (2.1) with boundary data g and the estimate (2.3) 
can be easily verified with C independent of g. The theorem is proved. 
3. INVERTIBILITY OF THE SINGLE LAYER POTENTIALS 
As in the case of Laplace’s equation, the invertibility of the single layer 
potential operator will imply some regularity results for the Dirichlet 
problem which will be stated at the end of Section 4. The invertibility will 
also provide us with a “nice” Green’s function which will be used to prove 
the uniqueness of the solution of the Dirichlet problem. 
The main theorem in this section is 
THEOREM 3.1. There exists a positive number E depending only on the 
Lipschitz constant of the domain and the system so that the single layer 
potential S defined by (1.1) is invertible from Lp to Lf’for p in [2, 2 + E). 
The following is one-half of the Rellich inequality: 
LEMMA 3.1. Zf u is a solution of (2.1) with boundary data g in LT(iX2), 
then there is a constant C depending only on the Lipschitz constant of the 
boundary of R, the dimension of the space and the system so that 
IIWI .Lz(Jf2) G c 11 id L;(JO). (3.1) 
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We shall use J. Necas’ [ 151 and C. E. Kenig’s [ 121 methods to prove 
this inequality. First, we need to control JIVUII.~(,, by using the boundary 
data. The proof of the following lemma is standard. 
LEMMA 3.2. Let u E H’(Q) be the solution of (2.1) with boundary data g 
in Li(8.Q) and N(Vu) E L’(lK?). Then, for any E > 0, we can find a C’,: 
depending only on E, the Lipschitz constant of 8Q and the coefficients in the 
system such that 
IIVUII LZ(Q) d c, II gll Lf(iiQ) + 6 IIW Lqdn). 
Now, we are ready for the proof of Lemma 3.1. 
Proof of Lemma 3.1. It is easy to see that we can find a h(x) in C”(O), 
h is Lipschitz continuous on B and 
(h(Q),n(Q)>~~>O and IIWI .Z(,,dC<cO (3.2) 
with p independent of Q. Since u is a solution of the system, we have the 
following Rellich identity (see J. Necas [15]): 
where 
BY (3.2), II~II Lxi(nj < C < 00. Using the divergence theorem, we have 
s /f$$?!!!d,= R q axI axj nk(hka$-h,a~~-hJa$)~~dcr. (3.3) 1 J 
By Lemma 3.2, the left hand side of (3.3) can be controlled by 
c llvull Lz(JQ) < CE 11 idI I&Q) + E llvull L*(JQ) . (3.4) 
Using the same argument as in [12] (see [ll]), we know that the right 
hand side of (3.3) can be written as 
J8, h,n,b,@ ( a#zknj~)(afnin, g) do + I, F(vu) da (3.5) 
with 
Vu) da G C II gll L;(an) IIWI L2(aR)2 
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where b,, are the entries of the matrix B(n(Q)). Note that (h, n) > p > 0 
and both B and (u;~~~H,~), xm are strictly positive definite matrices, by 
(3.3k(3.5), we know that 
The lemma follows from the fact that lVul* = l&/&l* + IV,ul*, where V,u 
is the tangential derivative of U, i.e., V,u = Vu - (&/&z)n. 
In order to prove the invertibility of S, we need first to prove the result 
on smooth domains, i.e., 
LEMMA 3.3. The single layer potential operator S is invertible from 
L*(aQ) to Lo if 852 is a C” compact manifold. 
Proof: From Theorem 1.1, we know that S is a bounded map from 
L*(&?) to LT(X2). We need to show: 
(1) Sis one to one; 
(2) S has closed range in L: (X2); and 
(3) the range of S is dense in LT(asZ). 
Proof of (1). If Sf = 0 on &2 for some f in L*(aQ), set u = S’ then 
u E H’(Q) is a solution of (2.1) with boundary data 0. Hence, by 
Lemma 2.3, u = 0 in G. Since u is a solution of (0.1) in R”\a, satisfying the 
estimate Vu1 d C (x11-n and lu(x)l 6 C 1x1*-“ for 1x1 large, it can be easily 
seen that 
a;‘$u”D,(cpd) dx = 0 (3.6) 
for any cp E C”(R”\6) n L”(R”\D) and q(x) = 0 for 
of aa. Now, we take qE, II/, E Cm(Rn\@ such that 
and 
if d(x, Xl) 2 E 
if d(x, X?) < f& 
if d(x, Xl) 2 $ 
if d(x, Xl) < a& 
also, 
x in a neighborhood 
O~cp,,~,<l and IVvel + IWCI <Cc-’ (3.7) 
with C independent of E. 
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Using (3.6) and noting that cpc. II/, = cp,, we have 
o=J 
R”\fi 
a;~‘D,u”D,(cp,u~) dx 
= 
R”\D 
a;fiD;(cp,u”) D,(cp,u”) dx 
+ s R” \ii u~~Di((l-cp,)~,u”)D,(cp,uS)dx. 
For any compact subset K of R”\Q, choosing E small enough so that 
d(x, &2) > E for any x E K, then by Lemma 2.3, we have 
Set Qep={x;x~R”\Q, d(x,cX2)<&} and note that $,(l--cp,)=O for 
x # a,, (3.8) implies that 
It is obvious that the first term on the right hand side of (3.9) goes to zero 
as E tends to zero since Vu E L’(R”\Q). For E small, we can find a positive 
number Y so that Sz, c (x; x = Q + W(Q), Q E dSZ, 0 d t d YE) where u(Q) is 
a fixed, continuous, nontangential vector field on 352. Thus 
s 
YE re 
s (1 
2 
< IVu(Q + W(Q))\ dz dt da, 
al20 0 
< C( r-&)3 s N’(Vu) do, 2R 
the second term in (3.9) also goes to zero as E tends to zero. This implies 
that Vu =0 in K for any compact subset K of Rn\fi. Therefore u is a 
constant vector in R*\a. But u + 0 as 1x1 -+ co, and so u = 0 in R”\fi. 
Together with u=O in 52 and using Theorem 1.1, we get 
This implies that f = 0 since B is invertible. Part (1) is proved. 
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Remark. This proof gives a uniqueness result for the Dirichlet problem 
in R”@ with boundary data in Lf(as2) and the solution is suitably small 
at co. 
Proof of (2). Assume 5”. + g in ~5: (852). 
If there are infinitely many fr’s such that ilfill L2can) <C< cc for some 
constant C independent of j, then there exists a subsequence of (fj} 
denoted again by {hi) so that f, -f weakly in L’(as2) for some f in 
L*(&I). Since S is compact from L2 to L2, we know that Sfi- Sf in L2 
strongly. Therefore g = 5” 
If l\fjll + co, we can find a sequence of L* functions again denoted by 
{fi> such that llfJllLzcan, = 1 and Sfi + 0 in Lf(852). In this case, by 
Lemma 3.1, 
By Theorem 1.1, this implies that llf;ll Lo + 0, a contradiction. 
Remark. The proof of (1) and (2) can be used when Sz is a Lipschitz 
domain. 
Proof of (3). By Theorem 7 in [16], there exists an isomorphism /i 
from Lpk(iX2) to Lpk- , (8Q) for any integer k. Therefore, AS is a bounded, 
one to one, linear map from L2(lK2) to L2(i%2) with closed range by (1) 
and (2). Hence, we have only to prove that the range of AS is dense in 
L2(&2). This is equivalent to proving that the perpendicular space of the 
range of /1S is {0}, or to proving that (/iS)*f=S/i*f=O if and only if 
f= 0, where A* is the adjoint operator of /i. Since n is an isomorphism 
from L: (852) to L,?j _, (K?) for any integer k, so is /1*. Therefore, we only 
need to show that S/l*f = 0 implies that ,4 *f = 0. Set g = n*f, then 
ge Lf-,W). By (11, we have only to prove that ge L2(iJO). Furthermore, 
since asz is a C” compact manifold, it suffices to show that for any 
Q,E aB, we can find a neighborhood U,, of Q0 such that ge L2( U,,). 
Since &J is locally a graph of a C” function, without loss of generality, 
we may assume that Q, is the origin in R” and that for r small, we may 
find a C” function X: R”-’ + R such that U,= ((P, X(P)), PER”-‘, 
(PI <r} c%2, and 
max (MWI + W(U) -+ 0 as r-0. 
PER”-’ 
Now, fix r (to be chosen later) and the function X, choose q(x), 
$(x) E C;(U,) such that 0 G+(X) d 1, t&x) = 1 for x in U(1,2), and 
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SUPP cp c U(l’l2W cp = 1 in U, ,14,r. Detine a partition of unity (I/I,) yzO on dL? 
such that tiO = II/. From the assumption, we know that 
.v 
o=cP(x)s C $,S (-x)=~D(x)s(~g)(x)+ $ cPs($jg)(-r). t3.10) 
( > j=O ,=I 
By the choice of @j’ I//I(x) q(x) = 0 for ja 1. Hence, (PS’$~ maps L.:(X?) to 
L:+2(lJQ) for any k. Therefore, ~L’S($.~~)E Ly(iU2) for ,j> 1. From (3.10), 
cpS(ll/g) ELT(XJ). By the definition of S, if g is “nice,” then for x in U,, 
x = (x’, X(x’)), 
v(x) S(Iclg)(x) = 44c,, z-(x - Y) ti(Y) ET(Y) da,
= cp(x') jR"-, ryx' - L", VX(x')(X - y')) 
x (Il/gN Y’)( 1 + w-l 2)1’2 w 
+ q(x’) jR”-, [r(x’-y’, X(x’)-X(y’)) 
-T(x’-y’,VX(x’)(x’-y’))] $g(l+ IVX]2)l’2& (3.11) 
where we write cp(x’) = (p(x’, X(x’)) = q(x), etc. It is easy to see that 
Ir(x’ - y’, X(x’) - X( y’)) - z-(x’ - y’, VX(x’)(x’ - y’))l 6 c Ix’ - $1 3--n. 
Therefore, the second term on the right hand side of (3.11) defines an 
operator mapping Ly , (R”- ‘) to L:(R”- ‘) and so therefore also the first 
term. 
By the result in [16], I- CT:: (d/cYxj)Rj is an isomorphism from LE,, 
to L: for any integer k where the RI’s are the M. Riesz tranforms, i.e., the 
singular” integral operators with kernel K, satisfying kj(t’) = -i(tj/i/l<I), 
where Kj is the Fourier transform of Kj in the n - 1 dimensional space. 
Hence, we can find an h E L2( R” ~ ‘) such that 
n-1 
(1 + IVX(‘)“‘$g=h- c $ Rjh. 
j=l I 
(3.12) 
Therefore the first term of the right hand side of (3.11) can be writen as 
dx’) jRn-, r(x’ - y’, VX(x’)(x’ - y’)) h( y’) dy’ 
+q(x’)j n--I a R”~,jC,~,r(x’- ~‘3 Vx(x’)(X’-Y’)) Rjh(  h”. 
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Hence the second term is in Lf since the first term is. cp(x’) can be 
considered as a function in Cz(R”- i). By the choice of $ and (3.12), we 
only need to show that h E L:(V) for some neighborhood U of 0. Set 
QJ(x’) = y J cp(x’) $. f(x’ - y’, VX(x’)(x’ - y’)) R,h( y’) dy’ (3.13) 
j=l R”-’ J 
and consider Q as a pseudo-differential operator. As in [ 16, 173, its symbol 
is 
o(Q)(x’, t’) = cp(x’) @5’)(Dj-rL W.0)) A (5’) 
= Cdx’) ITI {W, VJW’) .,I A (5’). (3.14) 
Since %2 is a C” manifold, we can find an n x n matrix M(X(x’)) with the 
properties that M(0) = Z, M(X) is smooth in X for X in a neighborhood of 
0, and MMT= Z for any X near 0. Also, (q, VX(x’)q)= (5,O) M(X(x’)) 
defines a linear transform in n - 1 dimensional space. We may choose r so 
small that the (n - 1) x (n - 1) minor M,- i of M has a bounded inverse 
for all x’ in R”-‘. Then, formally (this can be checked in the sense of 
distribution), 
41 e-i(t’,q’>f(tf, VX(x’) I() dq’ 
p-1 
=C 
5 p-I 
f((~‘,0)M)e~‘<5’,q’Mn-1> ldet M,-ij dq’ 
=C jdetM,_,l jm I T((rlM)e~‘tP’“‘,S’,“‘,~> dq) ds 
-cc R” 
=CldetM,-,l Jlq; (a~~~i5j)-‘Ie;=p(x’,5,,S)MdS, (3.15) 
-cc 
where P(x’, r’, s) = (l’M,T- i (X(x’)), s) and the last equality is obtained by 
the fact that the Fourier transform of the fundamental solution matrix in 
R” is B(<)=(a$D<i5j)-1. By the properties of B(t), we know that 
IB(P(x’, {‘, s)M)I < C IP(x’, t’, s)Ml P2 = C(s2 + )t’M,- iI’)-‘. Therefore, 
the integrand in (3.15) is absolutely integrable in s for any x’ E R” ~ ’ and 
5’ # 0. It is a function of x’, t’, homogeneous of degree - 1 in 5’. Using the 
fact that B is a strictly positive definite matrix and by (3.14), we know that 
ldet a(Q)(x’, <‘)I >O for all x’, Ix’1 < ir and all (‘~0. Also a(Q)(x’, 5’) 
is homogeneous of degree 0 in l’. By Theorem 7 in Seeley’s paper [ 171 
and the definition of Q, we know that h E L:(B(,,,,,), where Bc,,2J,= 
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(x’ER”~ I, lx’1 < fr}. This implies that go L2( U(,;,,,). The proof of (3) is 
completed and so is the proof of the lemma. 
Now, we can give the proof of Theorem 3.1. We first prove the theorem 
for p = 2. 
As in the Remark, S is one to one with closed range. We only need to 
prove that for any g in C”(F), the restriction of g on asz is in the range 
of s. 
Take a sequence of C” domains s2, constructed by G. Verchota in [ 181, 
Q, c 52, and homeomorphism /ii: XJ -+ &2 such that 
(a) SUPQ~c3R IQ-Aj(Q)l -+o as j-t co; 
(b) there are positive functions wj: &2 -+ R, bounded away from 
zero and infinity uniformly in j such that for any measurable set E c X2, 
(c) wi + 1 pointwise a.e. on XJ and in every L4(%2), 1 d q < 00; 
(d) the unit normal to XJ,,, n(n,(Q)), converges pointwise a.e. to 
n(Q), the unit normal to &2 at Q; 
(e) there is a covering of %2 by coordinates cylinders, 2, so that 
given a coordinate pair (2, q), then Z* n XJj (see [ 111 or [IS] for 
notations) is given for each j as the graph of a C” function ‘pi so that 
qj + cp uniformly, I(VqjlJ Lm ,< IlVcpll Lz and Vqj -+ Vqo pointwise a.e. and in 
every L4(Z*nR”-‘), l<q<co. 
Let Sj denote the single layer potential defined on XI]. We first prove 
that for any h in C”(R”) n Lm(R”), 
(sjh)(Aj(Q)) + Sh(Q) in L2(asZ). (3.16) 
Since 
= I QAj(Q)-nj(P)) h(nj(P)) h(Aj(f’)) wj(P) da,, m 
using properties (a)-(e) above, we know that (S,h)(/i,(Q)) converges 
to S/z(Q) pointwise a.e. on afi; on the other hand, he L” implies 
that (S,Iz)(/i,(Q)), S/z(Q) are all in Lp(i%2) for any finite p> 1. Also 
(S,h)(n,(Q)) is uniformly bounded in the Lp norm. Therefore, this 
sequence converges to Sh in L2(iX2); (3.16) is proved. 
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For g as above, since Sj is invertible from L2(8Qj) to LT(aQj), we can 
find the -f;‘s such that Sjfi= g on aQj. We define 
If the fi’s are bounded in L’(aQj), then the Fj’s are also bounded in 
L*(lK2) and 
= I (sjh(nj(Q)), F’(Q)> da. an 
Since the Fj’s are uniformly bounded in L*(aQ), we may find a weak 
convergence subsequence, again denoted by Fj, which converges to F 
weakly for some F in Lz(&2). Then by (3.16), 
[J,WW~=;~“r~Ja (g,h)da, 
I 
= lim s j+m ix2 ((sjh)(Aj(Q)h Fj) do 
= j- (Sh, F) da=j” (h, SF) da (3.17) 
JQ ac2 
for any h E C”(R”) n L”(W). Hence, g = SF a.e. on 30. 
If the J’s are unbounded in L2(&?j), we may reduce our consideration 
to II&II Lqm,) = 1 and S,f, = gj -+ 0 in LT (852,). By Theorem 1.1 and 
Lemma 3.1, we know that 
Il.6 II L*(m,) ~c(ll(~B(n(nj))fi-K,*(/ij)~)ll 
+ II(iB(n(Aj)) + K,*(nj)) &II } 
G c II Sjll Lf(aQ,) * O2 
this is a contradiction. Therefore, g is in the range of S and hence S is 
invertible from L*(XJ) to Lf(as2). 
Using the same method as in [6], we can prove that there exists an 
E > 0, so that if u is a solution of (0.1) N(Vu) E L*(asZ), with boundary data 
g in L$‘(aQ) for p in (2,2 + a), then 
II~(V~)ll .vcan)G c II gllLf(m) (3.18) 
with C independent of u and g (see [ 1 l] for details). Now, for g in 
Ly (dQ) c L:(aQ), by the result for p = 2, we can find an f in L* such that 
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Sf = g on XZ?. Inequality (3.18) and Theorem 1.1 imply that f~ Ly. There- 
fore, as a map from LP(dQ) to LT(lK?), S is onto. Since p is bigger than 
2, S is obviously one to one and hence invertible. The proof of Theorem 3.1 
is completed. 
4. UNIQUENESS AND REGULARITY RESULTS 
We have proved the existence of solutions for the Dirichlet problem in 
Section 2 where the boundary data are taken nontangentially a.e. on X? 
and the nontengential maximum of the solution belongs to LP(XJ). In this 
section, we may use a weaker definition for the solution and prove that the 
solution under this definition is the same as the one we obtained. 
DEFINITION 4.1. We say that u is a solution of system (2.1) with 
Dirichlet boundary data g in Lp(&2) if 
lim 1 6-0 x2 MQ - MQ)) - .dQ)l’ da, = 0, 
where u(Q) is a Lipschitz continuous, nontangential vector field on XJ and 
(u, n) 2 C for some positive constant C. 
It is obvious that the solution we obtained in Section 2 satisfies this 
definition for any Lipschitz continuous, nontangential vector u on ZJ. We 
shall prove: 
THEOREM 4.1. Under Definition 4.1, there is a unique solution u for the 
Dirichlet problem with boundary data g in Lp, p. < p < po/(po - 1) for some 
p. between 1 and 2. Moreover, N(u) E LP(dQ) and 
IIN(u)ll L,P(x?) d c II gll L.P(a2) 
for some C independent of g. 
As in A. P. Galderon’s paper [ 11, we need the following: 
LEMMA 4.1. If u is a solution of (2.1) in IR, u --) 0 a.e. on aQ nontangen- 
tially and N(u) E Lp(&2) for p. < p < po/( p. - 1) where p. is defined as in 
Section 2 (we may require po/(po - 1) < 2 + E with E defined in Theorem 3.1), 
then u=O in Q. 
This lemma can be proved by using the result in Section 3 and the 
method in [lo]. We omit the details. 
Proof of Theorem 4.1. The existence of such a solution was proved in 
Section 2. We have only to prove that if u is a solution of system (0.1) with 
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lim,,ojaa l~(Q-~u(Q))l~d~=O, h t en u = 0 in Sz, where u(Q) satisfies the 
requirements in Definition 4.1. 
As in [l], we define Q’=sl\( x;x=P-su(P), PE&?, O<s<t}. Then, 
for t small, 52’ is a Lipschitz domain contained in CJ and Sz’ /1 a as t I 0, 
&2’= {x;x=P-W(P), PEdQ}. 
Let T: be the operator associated with Sz’ as T, is associated with s2 in 
Theorem 2.1. If we identify KY with cX~ by identifying the point P - W(P) 
with P and denote by n,(P - m(P)) the normal to 1352’ at P - to(P), then 
Tf(P)=f (u(P), n,(P- W))> W,(P- W’))S(P)) 
+p*u 5 Ui(Q)oiT(P-Q-t(u(P)-u(Q)))f(Q) as2 
where da, represents the area elements of %2’. 
As in [ 1, Sect. 1, pp. 34-371, n,(P - to(P)) converges uniformly to n(P) 
as t tends to zero and da,/do tends uniformly to 1. Using results in [3,4], 
we know that T: converges to T, in the operator norm of every Lp(%2) for 
l<p<Go. 
Let N(T,) = span(h, i = 1, . . . . k}, N( T,*) = span{ gi, i = 1, . . . . k) be the 
finite dimensional null space of T, and T,*, respectively. Define the 
operator P as we did in Section 2, 
W(Q)= i gi(Q)jar, (fi(P),f(P)) da,. 
r=l 
Let u, be the solution of the Dirichlet problem with boundary data g;. Set 
g: as the restriction of ui at ~352’ and define 
P,f(Q)= i g:(Q) ja, Ui(P)>f(P)) da, for QE&C~‘. 
i=l 
It is obvious that P, tends to P in the operator norm of every LP for 
p,, < p < po/(po - 1). Thus, Tl+ P, converges to T, + P in the operator 
norm of Lp. Recall that T, + P is invertible from Lp(XJ) to Lp(X2), we 
know that T: + P is invertible if t is sulficiently small and its inverse has a 
bounded norm independent of t. 
Let u be a solution of (0.1) with Dirichlet boundary data 0 in the sense 
of Definition 4.1, let g, be the restriction of ZJ to 8~2’. By assumption, 
II glll byacsq tends to zero as t goes to zero. Thus, if we set g, = (T: + P)f, 
for some f, in Lp, then Ilf,l\Lp -+ 0 as t ---f 0. Now, we consider the functions 
u,(x)= j u,(P) DiT(x- P+ tu(P))f,(P) 
a2 
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U, + W, = g, on 122’ and N(u, + W,) E Lp(XI’). By Lemma 4.1, u = U, + W, 
for x in Qt. Since Ilf,llU tends to zero, we know that U(X) goes to zero 
uniformly for x in any compact set of Q. Therefore, u = 0. 
Finally, we conclude this paper by giving a regularity result which is just 
a consequence of Theorem 3.1 and Theorem 4.1. 
THEOREM 4.2. There exists a positive number E such that if u is a solution 
of the Dirichlet problem with boundary data g in LT(aO), 2 6 p < 2 + E, 
then N(Vu) E Lp(XJ) and IIN(Vu)llLp < C Ij g(/,f with C independent of g. 
Moreover, u can be written as 
u(x)= j T(x-P)f(P)do, (4.1) 
ac2 
for some f in LqaS2). 
Proof: By Theorem 3.1, there exists an f in Lp(8Q) such that g = Sf on 
X?. Then, defining u by (4.1), u is a solution of the Dirichlet problem with 
the desired properties. The theorem then follows from Theorem 4.1. 
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