Restricted sums of sets of cardinality 1+p in a vector space over Fp  by Eliahou, Shalom & Kervaire, Michel
Discrete Mathematics 235 (2001) 199–213
www.elsevier.com/locate/disc
Restricted sums of sets of cardinality 1 + p in a vector
space over Fp
Shalom Eliahoua;b; ∗, Michel Kervairea;b
aDepartement de Mathematiques, LMPA Joseph Liouville, Universite du Littoral, Coˆte d’Opale,
B.P. 699, F-62228 Calais, Cedex, France
bDepartement de Mathematiques, Universite de Gen)eve, B.P. 240, CH-1211 Gen)eve 24, Switzerland
In memory of Fran*cois Jaeger
1. Introduction
In an abelian group V , the restricted sum of the sets A; B⊂V is the set of sums
a+ b of distinct elements of A and B. Notation:
A+′ B= {a+ b | a ∈ A; b ∈ B; a = b}:
For V =Fp, the 0nite 0eld with p elements, p an odd prime, a recent theorem states
that |A +′ B|¿min{p; r + s − 3}, where r= |A|; s= |B| and A; B⊂V =Fp, thereby
solving a conjecture of Erdo˝s and Heilbronn dating back to the sixties.
In [1], we have generalized this result to the case where V is any vector space
over Fp. Indeed, we have de0ned a number theoretic function p(r; s) which provides a
lower bound for the size of the restricted sum A+′ B, where A; B⊂V are any subsets
of the given cardinalities r; s.
Let Fp[x; y] denote the polynomial ring in 2 variables x and y over Fp. Then p(r; s)
is the smallest integer n such that (x−y)(x+y)n belongs to the ideal I(r; s)= (xr; ys)
generated by xr and ys in Fp[x; y].
In formula,
p(r; s)=min{n ∈ N | (x − y)(x + y)n ∈ (xr; ys)Fp[x; y]}:
The result we have just mentioned states:
Theorem ((6.2) of [1]). Let A and B be subsets in some vector space V over Fp, and
let r= |A|; s= |B|. Then,
|A+′ B|¿p(r; s):
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It turns out that very often the number p(r; s) actually is the sharp lower bound, de-
noted ′V (r; s), for the size of |A+′B| over all possible choices of subsets A; B in V with
the prescribed cardinalities. That is, for most pairs (r; s), we have ′V (r; s)= p(r; s).
Having de0ned ′V (r; s) by
′V (r; s)=min{|A+′ B| | A; B⊂V; |A|= r; |B|= s};
we proved in [1], more precisely, that the equality ′V (r; s)= p(r; s) holds at least
when (r; s) is not a special pair. Here, a pair (r; s) is said to be special for p if the
p-adic expansions of r and s have the form
r=1 + aph +
n∑
i=h+1
aipi;
s=1 + aph +
n∑
i=h+1
bipi;
where 16a6(p− 1)=2; h¿1, and ai + bi6p− 1 for all i= h+ 1; : : : ; n.
Note that if (r; s) is such a pair, then in particular r ≡ s ≡ 1modp. The simplest
example of a special pair is (r; s)= (1 + p; 1 + p). It is this case with which we are
concerned in the present paper.
For an arbitrary special pair (r; s), we know from Corollary (7:5) of [1], that
p(r; s)6′V (r; s)6p(r; s) + 1:
In other words, either ′V (r; s)= p(r; s), as in the non-special case, or else 
′
V (r; s)= p(r; s)+
1.
The problem of deciding this alternative is unsolved and looks amazingly diGcult
in general.
In the present paper we do solve the problem for the particular special pair (1 +
p; 1 + p). Speci0cally, we prove that
′V (1 + p; 1 + p)= p(1 + p; 1 + p) + 1
for any vector space V over Fp, of dimension at least 2 of course, and p¿5. For
de0niteness, the value of p(1 + p; 1 + p) is 2p− 1.
Observe that, for 0xed r and s; ′V (r; s) is a (weakly) decreasing function of V .
We denote by ′p(r; s) the stable value of 
′
V (r; s) for large V . It is unknown whether
′V (r; s) may actually depend on V .
With this notation, we prove the following result which answers in the aGrmative
one of the questions left unsolved in the last section of [1]: Does ′p(1 + p; 1 +
p)= 2p for p¿11? The result for p=5 and 7 was announced there, without proof.
Theorem (1.1). For all primes p¿5 and any subsets A; B of cardinality p + 1 in a
vector space V over Fp, the smallest possible size of the restricted sum A+′ B is
′V (1 + p; 1 + p)= p(1 + p; 1 + p) + 1=2p:
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For p=3, a simple counter-example in the plane over F3 is given by the set
A= {0; e; f; e + f}, where e and f are two linearly independent vectors. This set
has the property |A+′ A|= 3(4; 4)=5. Indeed, A+′ A= {e; f; e+f; 2e+f; e+2f}.
Therefore, ′3(4; 4)= 3(4; 4).
Although our interest is concentrated on restricted sumsets, we shall also have to
use in addition to the lower bound p(r; s), the (sharp) lower bound for the (ordinary)
sumset A+ B= {a+ b | a ∈ A; b ∈ B}.
Let
p(r; s)=min{n ∈ N | (x + y)n ∈ (xr; ys)Fp[x; y]}:
We shall require the following result:
Theorem ((2.1) in [1]). If A; B⊂V are subsets of cardinalities |A|= r and |B|= s in
a vector space V over Fp, then
|A+ B|¿p(r; s):
Note that for r; s6p, the de0nitions of p(r; s) and of p(r; s) easily furnish the
formulas
p(r; s)=min{p; r + s− 1} for 16r; s6p (1)
and
p(r; s)=min{p; r + s− 2} for 16r = s6p;
p(r; r)=min{p; 2r − 3} for 26r6p;
p(1; 1)=0: (2)
It is equally easy to calculate
p(1 + p; 1 + p)= 2p− 1; p(1 + p; 1 + p)= 2p+ 1
and the other values of p(r; s) and p(r; s) occurring in this paper, directly from the
de0nitions, using the fact that the rs monomials xiyj, with i; j in the range 06i6r−1;
06j6s− 1, form an Fp-basis of Fp[x; y] modulo the ideal I(r; s)= (xr; ys)Fp[x; y].
With some more work, explicit general formulas for p(r; s) and p(r; s) can be
derived from the de0nitions. Such formulas are provided in [1]. They will not be used
here.
In the particular case V =Fp, of dimension 1, our inequalities |A + B|¿p(r; s)
and |A +′ B|¿p(r; s), together with formulas (1) and (2), reduce to the well known
Cauchy–Davenport theorem and the solution of the Erdo˝s–Heilbronn conjecture, re-
spectively. See Section 2:3 of Chapters 2 and 3 of [2] for these classical results. In
the sequel, we will refer to them simply as formulas (1) and (2).
We begin the proof of Theorem (1:1) by 0rst taking care of the case where A = B.
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2. The case A =B
Proposition (2.1). Let the subsets A; B⊂V both have cardinality 1+p. If A = B then
|A+′ B|¿p(1 + p; 1 + p) + 1=2p:
Note that we have not excluded the case p=3. Hence, for example, the size |A+′
B|= 3(4; 4)=5 cannot be realized by the restricted sumset of A; B⊂V , a vector space
over F3, with |A|= |B|=4, whenever A = B. An example as above is possible only
with A=B.
In fact, we can show more generally that if A = B, then
|A+′ B|¿p(1 + aph; 1 + aph) + 1=2aph
for |A|= |B|=1+ aph, with 16a6(p− 1)=2 and h¿1. In the present paper, we need
only the case a=1; h=1.
Proof. We 0rst dispose of the case where A∩B= ∅. Then, A+′B=A+B, and thus by
the theorem of [1] recalled above, we have |A+′B|= |A+B|¿p(p+1; p+1)=2p+1.
This last equality is easy enough to prove as (x + y)2p ≡ 2xpyp modulo the ideal
I =(xp+1; yp+1)Fp[x; y].
Let X =A∩B, which we now assume to be = ∅, and let Y =A∪B. Set r= |X |¿1,
and s= |Y |. We have r + s=2p + 2. Since |A|= |B|=p + 1, our assumption A = B
implies p¿r¿1.
Obviously, X +′ Y ⊂A+′ B and therefore |A+′ B|¿|X +′ Y |¿p(r; s).
We claim that p(r; 2p+ 2− r)¿2p for 16r6p.
In order to prove this, we have to compute (x − y)(x + y)2p−1 and prove that
(x − y)(x + y)2p−1 ≡ 0mod I(r; 2p+ 2− r).
Note 0rst that for r=1, we have I(r; 2p+2− r)= I(1; 2p+1)= (x; y2p+1)Fp[x; y],
and (x − y)(x + y)2p−1 ≡ −y2p ≡ 0mod I(1; 2p+ 1).
We assume now that r¿2 and compute
(x − y)(x + y)2p−1 ≡ (x − y)
((
2p− 1
r − 2
)
xr−2y2p+1−r +
(
2p− 1
r − 1
)
xr−1y2p−r
)
≡
((
2p− 1
r − 2
)
−
(
2p− 1
r − 1
))
xr−1y2p+1−r ;
mod I(r; 2p+ 2− r).
We have
(
2p− 1
r − 2
)
≡ (−1)r−2 modp and
(
2p− 1
r − 1
)
≡ (−1)r−1 modp, simply
by developing the binomial coeGcients and reducing modp. Hence,
(x − y)(x + y)2p−1 ≡ (−1)r2xr−1y2p+1−r ∈ I(r; 2p+ 2− r):
This suGces to conclude that p(r; 2p + 2 − r)¿2p for 16r6p. We even have
equality as is apparent by multiplying the last congruence by (x + y).
This 0nishes the proof of the proposition.
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Henceforth, we shall be dealing with the restricted sumset of a single subset A⊂V
with itself, i.e. A+′ A.
3. Description of the method
One diGculty in counting the number of points of A+′ A is of course the fact that
two distinct pairs of points (a1; b1) ∈ A×A and (a2; b2) ∈ A×A may produce the same
sum a1 + b1 = a2 + b2 ∈ A+′ A.
Our approach for dealing with this problem will consist in keeping track of the
classes of elements of A modulo a prescribed subspace of V . For that purpose, we
slice the set A by the translates of a hyperplane H ⊂V . We denote by Hc the (aGne)
hyperplane Hc = −1(c) in class c ∈ V=H , where  :V → V=H is the natural projection.
Let Ac =A ∩ Hc denote the slice in class c. For instance, A0 =A ∩ H0, with H0 =H .
Note that there are at most p non-empty slices since V=H is isomorphic to Fp.
We will repeatedly use the fact that since Hu and Hv are disjoint for distinct classes
u; v ∈ V=H , the restricted sum of Au and Av coincides with the ordinary sum, that is
Au +′ Av=Au + Av whenever u = v.
To 0x notation, let C = {c0; c1; : : : ; c‘} denote the set of classes c ∈ V=H such that
Ac = ∅. We assume that the classes c0; c1; : : : ; c‘ are ordered so that |Ac0 |¿|Ac1 |¿ · · ·¿
|Ac‘ |¿1.
The maximum |Ac0 | of these cardinalities will play a prominent roˆle in the sequel.
We denote it by r= |Ac0 |.
We also use the notation si = |Aci |, for i=1; : : : ; l. Thus, we have r¿s1¿ · · ·¿s‘¿1.
We shall call (r; s1; : : : ; s‘) the partition of A associated with H .
Note that, of course, r +
∑‘
i=1 si = |A|.
A translation of A does not change |A +′ A|. Hence, we may assume that the size
of A0 =A ∩ H is maximal in the collection of sizes {|Ac|; c ∈ V=H}, and so we shall
assume c0 = 0.
Since we may assume that A is not contained in any hyperplane of V , we can take
16‘6p− 1.
The case where ‘=1, i.e. the case of a partition of length 2, can be treated at once
and will also provide an illustration of the method.
Proposition (3.1). Let the subset A⊂V of cardinality |A|=1 + p have a partition
(r; s) of length 1 + ‘=2. Then, if p¿5, we have
|A+′ A|¿2p:
Proof. By hypothesis, A=A0
∐
Ac; r= |A0|; s= |Ac|, for some class c ∈ V=H; c = 0.
(As usual, the symbol
∐
denotes disjoint union.)
We have
A+′ A=(A0 +′ A0)
∐
(A0 + Ac)
∐
(Ac +′ Ac);
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where the sets are disjoint because they belong to distinct hyperplanes, namely H , Hc,
H2c, respectively.
We shall evaluate the right-hand side of the resulting inequality
|A+′ A|¿p(r; r) + p(r; s) + p(s; s)
and claim that p(r; r) + p(r; s) + p(s; s)¿2p.
If s=1, then p(s; s)= 0; r=p and
p(p;p) + p(p; 1)=p+ p=2p:
This gives indeed |A+′ A|¿2p.
Suppose now that s¿2.
Using formulas (1) and (2), we get
|A+′ A|¿ p(r; r) + p(r; s) + p(s; s)
¿min{p; 2r − 3}+min{p; r + s− 1}+min{p; 2s− 3}:
Since r + s=p+ 1, these inequalities yield the estimates{
|A+′ A|¿2p+ (p− 4) for r= s=(p+ 1)=2;
|A+′ A|¿2p+ (2s− 3) for 26s6(p− 1)=2;
as desired.
Indeed, r+s=p+1 gives min{p; r+s−1}=p. If s¿(p+1)=2, then r= s=(p+1)=2
and min{p; 2r − 3}=min{p; 2s− 3}=p− 2. If 26s6(p− 1)=2, then r¿(p+ 3)=2.
Thus min{p; 2r − 3}=p and min{p; 2s− 3}=2s− 3.
From now on we assume throughout that ‘¿2. The remainder of the proof of Theo-
rem (1:1) will depend on a case distinction according to the value of r= |A0|=max{|Ac|; c ∈
V=H} in the partition of A. Note that we always have r¿2, since otherwise each slice
Ac of A would contain at most one point and thus |A| would not exceed p.
The next two sections will treat in succession the cases r¿3 and r=2 respectively,
thereby completing the proof of Theorem (1:1).
4. The case of a partition with r¿3
Let A of cardinality p + 1 be a subset of a vector space V over Fp. We keep the
notation Ac =A ∩ Hc for c ∈ V=H , where H is some hyperplane of V , and Hc is the
aGne hyperplane in the class c.
As above, we denote by c0 = 0; c1; : : : ; c‘ the classes of V=H such that Aci = ∅.
Thus,
A=A0
∐
Ac1
∐
· · ·
∐
Ac‘ :
We write (r; s1; : : : ; s‘) for the partition, where r= |A0|; si = |Aci | for i=1; : : : ; l and
r¿s1¿ · · ·¿s‘¿1.
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As stated in the title of the section, we assume that r¿3. We also keep the overall
assumption ‘¿2.
The argument we shall use if r=max{|Ac|; c ∈ V=H}=2 for every hyperplane H
is of a somewhat diNerent nature and is deferred to the next section.
Our objective in this section is to prove that |A+′A|¿2p under the above hypotheses.
Since for ci = 0, the slices A0 and Aci are disjoint, we have A0 +′ Aci =A0 +Aci and
therefore
A+′ A⊃ (A0 +′ A0)
∐
(A0 + Ac1 )
∐
· · ·
∐
(A0 + Ac‘):
Setting  = p(r; r) +
∑‘
i=1 p(r; si), we thus have
|A+′ A|¿ :
The proof of Theorem (1:1) in the case r¿3, which we develop in this section, will
consist in several propositions, under various hypotheses on r and ‘, each concluding
with an assertion which implies |A+′ A|¿2p.
We begin with a short formula for  .
Lemma (4.1). Let  be de@ned as above. Then,
 = p(r; r) + (r − 1)(‘ − 1) + p:
Proof. We have r+ si − 16r+
∑‘
j=1 sj − 1=p. It follows that p(r; si)=min{p; r+
si − 1}= r + si − 1, for i=1; : : : ; ‘. Hence
 = p(r; r) +
‘∑
i=1
(r + si − 1)
= p(r; r) + (‘ − 1)r +
(
r +
‘∑
i=1
si
)
− ‘
= p(r; r) + (‘ − 1)r + (1 + p)− ‘
= p(r; r) + (‘ − 1)(r − 1) + p:
Proposition (4.2). Suppose that the partition (r; s1; : : : ; s‘) of A is such that r¿
(p+ 3)=2 and ‘¿2. Then,
|A+′ A|¿ ¿2p+ p+ 1
2
:
Proof. We have p(r; r)=min{p; 2r−3}=p, by formula (2). The bound |A+′ A|¿ 
and the above expression for  together yield |A+′ A|¿ =2p+(‘−1)(r−1)¿2p+
(p+ 1)=2.
For 2r6p+1, it may well happen that  ¡ 2p. For example, if p=7 and r=3; s1 = 3
and s2 = 2, we have  =12.
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Nevertheless, if 36r6(p + 1)=2 and ‘ is large enough, we still 0nd a suGcient
lower bound for  and hence for |A+′ A|.
Proposition (4.3). Suppose that the partition (r; s1; : : : ; s‘) of A is such that 36r6
(p+ 1)=2 and ‘¿(p+ 1)=2. Then; |A+′ A|¿ ¿2p+ 2.
Proof. We now have p(r; r)= 2r − 3. Using Lemma (4:1), we obtain
 = 2r − 3 + (‘ − 1)(r − 1) + p
¿ 3 +
p− 1
2
2 + p
= 2p+ 2:
If ‘6(p−1)=2, the formula for  in Lemma (4.1) does not always suGce to produce
the inequality |A+′ A|¿2p. In this case however we can strengthen our basic estimate
|A+′ A|¿ .
Lemma (4.4). Suppose that the partition of A satis@es 26‘6(p− 1)=2. Then; |A+′
A|¿ + (‘ − 2).
Proof. Let C ⊂Fp be the set of classes for which Ac is not empty. We have C = {0; c1; : : : ; c‘}
keeping the above notation, and |C|= ‘ + 1.
By formula (2), we have
|C +′ C|¿min{p; 2(‘ + 1)− 3}:
For ‘6(p−1)=2, the resulting inequality |C+′C|¿2‘−1 implies that the set A+′A
contains, in addition to the disjoint union of A0 +′ A0 and A0 + Ac for c ∈ C \ {0}, at
least ‘ − 2 (disjoint) sets of the form Au + Av with u; v ∈ C \ {0}, u = v; u+ v ∈ C.
Therefore, we have inequalities of the form
|A+′ A|¿ +
‘−2∑
k=1
|Auk + Avk |¿ +
‘−2∑
k=1
p(sik ; sjk ); (3)
where  = p(r; r) +
∑‘
i=1 p(r; si) as above, uk = vk and sik = |Auk |; sjk = |Avk |.
Since p(sik ; sjk )¿1 for all k ∈ [1; ‘ − 2], we get the desired result.
Combining the formula for  in Lemma (4:1) with the above estimate, we get
|A+′ A|¿ +(‘−2)=(2r−3)+(r−1)(‘−1)+p+(‘−2)=r(‘+1)−4+p;
provided 36r6(p+ 1)=2 and 26‘6(p− 1)=2.
Note that the number r(‘+1) in the above formula is greater than or equal to p+1,
since p+ 1= r +
∑‘
i=1 si6r + ‘r.
We call the diNerence d= r(‘+1)− (p+1) the de@cit of the partition (r; s1; : : : ; s‘).
As observed above, the de0cit d satis0es d¿0.
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The balance of the argument in this section will now depend on whether d¿3 or
d62.
Proposition (4.5). Assume that the partition of A veri@es 36r6(p + 1)=2; 26‘6
(p− 1)=2. Then; |A+′ A|¿2p+ (d− 3). Thus; |A+′ A|¿2p if d¿3.
Proof. Simply plugging the de0nition of d into the above estimate, we get |A+′ A|¿
 + (‘ − 2)= r(‘ + 1)− 4 + p=2p+ (d− 3).
It remains to consider the case where 36r6(p+1)=2; 26‘6(p−1)=2 and 06d62.
For this purpose, instead of estimating the size of C +′ C, as in the proof of
Lemma (4:4), we work with the ordinary sumset C + C, with size satisfying
|C + C|¿min{p; 2(‘ + 1)− 1}
and thus |C + C|¿2‘ + 1, under the hypothesis ‘6(p− 1)=2.
We shall prove the following estimate for |A +′ A|, which now depends on the
assumption d62.
Lemma (4.6). If 36r6(p+ 1)=2; 26‘6(p− 1)=2 and d62; then
|A+′ A|¿2p+ 2‘(r − 2)− 1− d:
Proof. The estimate |C + C|¿2‘ + 1 shows that the set A +′ A contains, in addition
to the disjoint union (A0 +′ A0)
∐
(A0 + Ac1 )
∐ · · ·∐(A0 + Acl), at least ‘ disjoint sets
Au1 +
′ Av1 ; : : : ; Au‘ +
′ Av‘ with u1; : : : ; u‘; v1; : : : ; v‘ ∈ C:
Therefore, we obtain an inequality similar to the estimate (3),
|A+′ A|¿ +
‘∑
k=1
|Auk +′ Avk |; (4)
where as above,  = p(r; r) +
∑‘
i=1 p(r; si).
For the purpose of bounding below the last term in inequality (4), we appeal to the
de0cit.
It follows immediately from the de0nition d= r(‘ + 1)− (p+ 1) that
d=
‘∑
i=1
(r − si):
Note that each summand is non-negative. Therefore, for d62, the partition
(r; s1; : : : ; s‘) must be of the form
s1 = · · ·= s‘−2 = r; s‘−1 = r − t0; s‘ = r − t1;
where 06t06t162, and t0 + t1 =d62.
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There are four cases for (t0; t1), namely (0; 0); (0; 1); (1; 1) and (0; 2). In each of
them, the smallest possible value of the term
∑‘
k=1 |Auk +′ Avk | turns out to be
(‘ − 2)(2r − 3) + (2(r − t0)− 3) + (2(r − t1)− 3)=2‘r − 3‘ − 2d:
This follows by easy calculations, using formulas (1) and (2) stated in the
Introduction.
We thus have |A+′ A|¿ + (2‘r − 3‘ − 2d).
Using the expression for  in Lemma (4:1), together with p(r; r)= 2r−3, we easily
obtain the claimed lower bound.
As a consequence, we get
Proposition (4.7). Assume that the partition of A veri@es 36r6(p + 1)=2; 26‘6
(p− 1)=2 and has de@cit d62. Then; |A+′ A|¿2p+ 1.
Proof. By the above lemma, we have |A+′ A|¿2p + 2‘(r − 2)− 1− d. Now, ‘¿2
and r¿3 guarantees that 2‘(r − 2)¿4.
Hence, for d62, we have |A+′ A|¿2p+ 1.
We leave to the reader to see that the hypotheses of Propositions (4:2); (4:3); (4:5)
and (4.7) cover all cases needed to conclude |A+′ A|¿2p, for r¿3 and ‘¿2.
5. Ovals
The only remaining case in order to 0nish the proof of Theorem (1:1) is the case,
where for every hyperplane H the associated partition of A satis0es r=2, where as
before |A|=p + 1; r=max{|Ac|} and Ac =A ∩ Hc is the intersection of A with the
coset of H in the class c ∈ V=H .
The spirit of this section is somewhat diNerent from the preceding ones. Instead of
starting with a 0xed partition, we 0rst use geometric arguments to get one nice partition
under the above hypothesis on A, and only then work with it to prove the inequality
|A+′ A|¿2p.
It is very easy to see that in addition to the assumption r=2, we may assume
that A is contained in a plane. To wit, if dim(V )¿3, we can 0nd a projection on
a two-dimensional subspace of V which is injective on A. Indeed, there are at least
p2+p+1 projection directions available, more than the number p(p+1)=2 of straight
lines joining 2 points of A. Moreover, the assumption r=2 is thereby preserved.
For a subset A⊂F2p , the assumption r=2 for every hyperplane (line) H means
that no three points of A are on a straight line. A subset of F2p (or more generally
of the projective plane P2(Fp)), of cardinality p + 1 for p odd, and satisfying this
no-three-in-line property is an instance of what is known as an oval in 0nite projective
geometry. Here, we shall use the term oval in the restricted sense of a subset A⊂F2p
of cardinality p+ 1; p an odd prime, satisfying the above no-three-in-line property.
S. Eliahou, M. Kervaire /Discrete Mathematics 235 (2001) 199–213 209
As an example, for p=5 the set
{(0; 0); (0; 2); (1; 3); (4; 3); (1; 4); (4; 4)}⊂F5 × F5
is an oval.
In fact, for every prime p¿3, the conic C given in coordinates by the equation
X 2 =Y (1+ &Y ), where & is a non-square in F×p , is an oval in the plane F
2
p . Moreover,
Segre [3] has proved in 1954 that (for p an odd prime), every oval in P2(Fp) is in
fact a conic.
We can prove that for the above curve C⊂F2p one has |C +′ C|=(p2 + 1)=2. It
follows that the corresponding equality |A +′ A|=(p2 + 1)=2 holds for every oval
A⊂F2p .
Nevertheless, we give a self-contained proof of the much weaker statement
|A+′ A|¿2p+ 1, for p¿5, avoiding the use of Segre’s theorem.
We begin by proving that an oval in the plane always admits a partition of the form
(2; : : : ; 2).
Lemma (5.1). Let A⊂V =F2p be an oval. Then there is a line H ⊂V such that the
partition (r; s1; : : : ; s‘) of A associated with H is the constant partition (2; : : : ; 2); with
(p+ 1)=2 occurrences of 2.
Proof. Let L be the set of aGne straight lines joining all pairs of (distinct) points in
A. The no-three-in-line property of A implies that |L|=p(p + 1)=2. Let P=P1(Fp)
be the set of directions H ⊂V , i.e. straight lines through the origin 0 ∈ V .
Assigning to each L ∈L the unique direction H ∈ P which is parallel to it, we get
a map ( :L→ P.
There is at least one direction H for which |(−1(H)|¿(p + 1)=2. Indeed, since
|P|=p+ 1 and ∑H∈P |(−1(H)|= |L|=p(p+ 1)=2, there is some line H ∈ P such
that |(−1(H)|¿p=2. As p is odd, this implies |(−1(H)|¿(p+ 1)=2.
For such a direction H , the 0ber (−1(H) contains at least (p+1)=2 mutually parallel
straight lines, each intersecting A in 2 points. The p + 1 points of A obtained this
way are all distinct, and thus constitute exactly A. This means that the partition of A
associated with H is (2; : : : ; 2).
Using the above lemma, we now conclude the proof of Theorem (1:1) by showing
that any subset A of cardinality p+ 1 with partition (2; : : : ; 2) has a restricted sumset
of size at least 2p+ 1, provided p¿5.
Proposition (5.2). Let A⊂V of cardinality p+1 admit the constant partition (2; : : : ; 2)
with respect to some hyperplane H .
Then; |A+′ A|¿2p+ (p− 4).
Proof. The set C ⊂V=H of classes of points of A has cardinality (p + 1)=2, with
|Ac|=2 for every c ∈ C.
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We claim that C + C =V=H . Indeed,
|C + C|¿min
{
p; 2
(
p+ 1
2
)
− 1
}
=p;
by formula (1) in the Introduction.
Moreover |C +′ C|¿p− 2, since
|C +′ C|¿min
{
p; 2
(
p+ 1
2
)
− 3
}
=p− 2;
by formula (2).
Therefore, there exist p pairs (u1; v1); : : : ; (up; vp) ∈ C×C such that {u1+v1; : : : ; up+
vp}=V=H and ui = vi for i=1; : : : ; p− 2.
Thus,
A+′ A⊃
p−2∐
i=1
(Aui + Avi)
∐
(Aup−1 +
′ Avp−1 )
∐
(Aup +
′ Avp):
It follows that
|A+′ A|¿(p− 2)p(2; 2) + 2p(2; 2)= (p− 2)3 + 2=3p− 4;
as claimed.
Combining the results obtained in this section and the preceding ones, we have
shown that ′p(p+ 1; p+ 1)¿2p for every prime p¿5.
Note that this proves that ′p(p + 1; p + 1)=2p for p¿5, since obviously, the
set M =Fpe1
∐{e2} in the plane Fpe1 ⊕ Fpe2 for instance, realizes the lower bound
|M +′ M |=2p.
The proof of Theorem (1:1) is now complete.
6. The inverse problem in the extremal case
In the preceding sections, we have proved that if A is a subset of cardinality p+ 1
in a vector space V over Fp with p¿5, then |A+′ A|¿2p.
Still for p¿5, we will call extremal a subset A⊂V of cardinality p+ 1 for which
the equality |A+′ A|=2p holds.
For example, the union of an aGne line and an external point, like the set M at the
end of the preceding section, is extremal.
We propose to show here that there are no other extremal sets, thereby solving the
inverse problem for such sets.
We begin with an assertion restricting the possible partitions of an extremal set A.
Lemma (6.1). Let A⊂V be an extremal set. Let H be a hyperplane not containing
A such that |A ∩ H |¿3. Then; |A ∩ H |=p and |A \ H |=1.
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Proof. Let (r; s1; : : : ; s‘) be the partition of A associated with H . We have r¿|A∩H |¿3
by assumption. We must show that the partition is in fact equal to (p; 1).
If ‘=1, a glance at the proof of Proposition (3:1) shows that if (r; s1) were distinct
from (p; 1), then we would have |A+′ A|¿2p+ 1, and A would not be extremal.
We shall show that all other cases lead to the conclusion |A+′ A|¿2p+ 1.
Suppose then that ‘¿2. By examining the statements of the successive propositions
in Section 4, we see that we do reach the conclusion |A +′ A|¿2p + 1, except in
Proposition (4:5) for d=3.
This case, i.e. d=3 under the hypotheses 36r6(p+1)=2, 26‘6(p−1)=2, requires
a sharper analysis.
Recall that d=(r + 1)‘ − (p + 1)=∑‘i=1(r − si). Thus, for d=3, the partition of
A must be of one of the three forms
(r; : : : ; r; r − 1; r − 1; r − 1);
(r; : : : ; r; r; r − 1; r − 2);
(r; : : : ; r; r; r; r − 3):
Consider again inequality (3) in the proof of Lemma (4:4), namely
|A+′ A|¿ +
‘−2∑
k=1
p(sik ; sjk ):
The very crude estimate
∑‘−2
k=1 p(sik ; sjk )¿‘ − 2 was suGcient there to conclude
|A+′ A|¿ + (‘ − 2)=2p+ (d− 3), that is |A+′ A|¿2p if d=3.
Using the fact that p(s; t)¿2¿ 1 if either s or t is greater than 1, the estimate∑‘−2
k=1 p(sik ; sjk )¿‘ − 2 can easily be improved by at least 1, for ‘¿3. This yields
|A+′ A|¿2p+ 1 for all partitions with d=3 and ‘¿3.
The only remaining partitions with d=3 to be examined are those with ‘=2, namely
(r; s1; s2)= (r; r − 1; r − 2) or (r; r; r − 3).
For these two partitions, we need an argument similar to the one used in the proof
of Lemma (4:6).
Let C ⊂V=H be the set of non-empty classes of elements of A. Then |C|=3, the
length of the partition. Thus |C+C|¿p(3; 3)=5, by formula (1) and the assumption
p¿5.
Now, the de0nition of  = p(r; r)+p(r; s1)+p(r; s2) and the estimate |A+′A|¿ 
only involve 3 classes in C + C. Since there are at least two more classes available
in C +C, the lower bound |A+′ A|¿ =2p can easily be improved to |A+′ A|¿ +
p(s1; s2) + p(s2; s2). This yields once again |A+′ A|¿2p+ 1, as desired.
Summarizing, we are left with the partition (p; 1) as the only possible partition of
the extremal set A with respect to H , under the assumption |A∩H |¿3, and of course
A ⊂H .
We are now ready to complete our description of extremal sets.
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Theorem (6.2). Let A be an extremal set in a vector space V over Fp; i.e. |A|=p+1
and |A+′ A|=2p; with p¿5. Then; A is the union of an aAne line and an external
point.
Proof. Set A= {a0; a1; : : : ; ap}. We assume a0 = 0, up to a translation if needed. Also,
we may plainly assume that V coincides with the subspace spanned by A.
We will prove that V is a plane. Let m denote the dimension of V . By renumbering
the ai if needed, we can take a1; : : : ; am as a basis of V . Of course, m¿2.
We claim that m¡p. To see this, consider the m(m + 1)=2 sums ai + aj, for
06i¡ j6m. These sums are pairwise distinct elements of A +′ A. Thus m(m +
1)=262p, and the claim follows.
Let Hi denote the hyperplane with basis {a1; : : : ; am} \ {ai}, for i=1; : : : ; m. Then
A ∩ Hi contains at least m elements, namely the above basis and, in addition, a0 = 0.
Suppose for a contradiction that m¿3. Since |A∩Hi|¿m¿3, it follows from Lemma
(6:1) that |A∩Hi|=p and |A\Hi|=1. The only point of A\Hi must then be ai, which
is linearly independent of Hi. Therefore ap ∈ A∩Hi for all i=1; : : : ; m, because m¡p.
But this is impossible, since H1 ∩ · · · ∩ Hm= {0}. Therefore m=2, and V is a plane
as stated above.
Now, A cannot have the no-three-in-line property. Indeed, we have proved in
Section 5 that if B is an oval then |B+′ B|¿3p− 4¿2p+ 1 for p¿5.
Therefore, there is some line H ⊂V such that |A ∩ H |¿3. By Lemma (6:1),
it follows that |A ∩ H |=p, whence A is the union of the line H and one external
point.
7. Remarks
Besides the question raised in [1] which is now answered here by Theorem (1:1),
we had conjectured that if A; B are sets of cardinalities |A|= |B|=1 + 3h, with h¿2,
in a vector space over F3, then
|A+′ B|¿3(1 + 3h; 1 + 3h) + 1=2· 3h:
We now also have a proof of this statement. However, the arguments involve the
more complicated formulas for p(r; s) and p(r; s) given in Section 4 of [1], which
fortunately turned out to be unnecessary for the present paper.
We hope to present the proof of this result, together with more general calculations
of ′p(r; s) for some other special pairs (r; s) in a future publication.
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