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Metal matrix nanocomposites (MMNCs) have attracted considerable research interest due to 
their high strength and stiffness, while retaining much of the ductility of the metallic matrix. Due 
to the difficulties in material processing and fabrication, the experimental studies on the effect of 
morphology on the mechanical response of MMNCs have seldom been reported. On the other 
hand, numerical simulations can be carried out with greater ease and the effects of shape, size 
and distribution of particles have been reported in literature. In particular, the discrete dislocation 
approach has successfully simulated the trend of increasing flow stress and degree of hardening 
with nano-particles. However, the existing discrete dislocation approach has ignored the 
presence of interphase regions, thermal residual stress and void, which are important features 
that are present in the MMNCs after processing. The objective of is to this study investigate 
these features in MMNCs using numerical simulation and determine their effects on overall 
mechanical response of these materials.  
  
By using level set in XFEM, interphases regions are introduced into the numerical model. The 
simulations show that impediment of dislocation motion by the particles and the load-bearing 
effect are the two dominant strengthening mechanisms in MMNCs. When the interphase 
thickness is small (half the particle radius or smaller), the elastic properties of interphase do not 
have significant effect on the overall response of MMNCs. An increase in the particle volume 
fraction, the young’s modulus and the resistance to dislocation motion of the interphase result in 
a significant increase in the flow stresses. The simulations of MMNCs shows that by including 





The development of thermal residual stresses and thermal induced dislocations in MMNCs are 
predicted using discrete dislocation simulation. The effect of thermal residual stresses and 
thermal generated dislocation on the overall response is investigated by applying in-plane shear 
on a unit cell after the thermal cooling process. The simulations show that thermal residual 
stresses in MMNCs are high enough to generate thermal induced dislocations. Dislocation 
density is higher around particles compared to the rest of the matrix. Under applied shear 
deformation, new generated dislocations are likely hindered by thermal induced dislocations and 
form pile-ups. Consequently, the flow stress and degree of hardening are higher when thermal 
residual stresses are included in the simulations. By considering thermal residual stresses in the 
model, the predicted mechanical behavior of the MMNCs can match with experimental results 
better. 
 
By using level set method in XFEM, the void is simulated as an inclusion with a Young’s 
modulus 1000 times lower than the matrix. Image stresses due to dislocations reach the surface 
of the void are computed by embedding the discontinuities in the finite element solution. 
Simulation results show that the stiffness, yield stress and flow stress of MMNCs decrease with 
increasing void content when the void is fixed at the center of the unit cell. Under 2 % tensile 
strain, the difference of flow stress can be as much as 32 % with different void distribution, 
which suggests that the volume fraction of the void itself is not sufficient to estimate the strength 
of voided MMNCs. The change of lattice orientation can also induce a 37 % change in flow 
stress at 2 % tensile strain. Moreover, current results show that flow stress in voided MMNCs 
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CHAPTER 1. INTRODUCTION 
 
1.1 Background and motivation 
 
When a reinforcement phase is dispersed within a continuous metallic host material, it is called 
metal matrix composite (MMC). Particle-reinforced metal matrix composites have been 
extensively used in mechanical engineering as structural and/or functional materials, in particular 
aluminum-matrix composites. The purpose of the particle is to improve the thermo-mechanical 
properties and performance of the host metal (Callister, 2003). For example, the addition of 
particle may improve specific stiffness, specific strength, creep resistance, thermal conductivity 
and dimensional stability. However, the presence of the particulate decreases the composite 
ductility and fracture toughness dramatically, which limits the structural applications of such 
composites in, for example, the aerospace and automotive industries (Su et al., 1999). This leads 
to the development of metal matrix nanocomposites (MMNCs). 
 
Nanomaterials in general can be classified into two categories: (a) nano-structured material 
where the characteristics length of the microstructure, e.g. grain size of a polycrystalline 
material, is in the nanometer range; and (b) nano-sized structural element where at least one of 
the overall dimensions of a structural element is in the nanometer range (Paliwal and Cherkaoui, 
2012). Recent advances in nanotechnology have led many investigations devoted to nanoscale 
science and to the development of various nanomaterials e.g. nanocomposites and nano-scale 
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multilayer laminates (Benkassem et al., 2008; Demkowicz et al., 2008; Li et al., 2010). These 
nanomaterials are extremely interesting because they exhibit unusual mechanical, 
thermomechanical, electrical, optical and magnetic properties as compared to conventional 
composites or laminates of similar constituents, volume proportion and shape/orientation of 
reinforcement (Paliwal and Cherkaoui, 2012).  
 
MMNCs, which can be defined as MMCs reinforced with nano-sized fillers, show significant 
promise for use as structural and/or functional materials. The reason is many experimental results 
shown that reducing the size of particles to the nanoscale dramatically increases the mechanical 
strength of MMCs while preserving good ductility (Cao et al., 2008). However, due to their high 
specific surface area and poor wettability, nano-size particles in metal matrix composites tend to 
agglomerate into coarse clusters even at very low particle content (Tjong, 2007), leading to little 
further improvement in the mechanical properties beyond a few volume percent of particles. 
Furthermore, controlling the sizes of nano-particles is still difficult during manufacture. Hence, 
current experimental studies have mainly focused on developing and improving various methods 
to achieve good dispersion of nano-size particles in metal matrix composites (Tjong, 2008); few 
have explored the effects of particle size, geometry and distribution as well as mechanisms and 
processes which govern the response and mechanical behavior of MMNCs.  
 
In the view of difficulties faced in experimental work, numerical simulation can be extremely 
useful for studying the properties of MMNCs, e.g. Law et al. (2011 and 2012) conducted a two-
dimensional multiparticle representative volume element (RVE) simulation using discrete 
dislocation method to investigate the mechanical properties of MMNCs. The trends of increasing 
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flow stress and degree of hardening with lager particle volume fraction and smaller particle size 
in MMNCs are successfully demonstrated in the simulations considering two phases, the matrix 
and the reinforcements (Law, 2011). 
 
However, the improvements of the mechanical responses reported in experiments are more 
significant than those shown in simulations especially at very low particle volume fractions. 
Furthermore, the simulations show that the elastic properties of the particles relative to the 
matrix do not have a considerable effect on the mechanical properties of the resulting 
nanocomposites. This phenomenon suggests that different MMNCs with the same type of matrix 
but different kinds of particles have similar mechanical properties, which does not match the 
experimental results. Those results reported by Hassan and Gupta (2006), show that the type (i.e. 
chemical composition) of reinforcing particles results in different degrees of strength and 
ductility improvements compared to the pure metallic matrix. Hassan and Gupta (2006) reported 
that alumina nanoparticles result in greater improvement on 0.2% yield strength (YS) and 
ultimate tensile strength (UTS) of magnesium nanocomposite compared to zirconia nanoparticles 
(shown in Table 1.1). They suggest that this is because the former are more susceptible to 
diffusion controlled superficial reaction with magnesium to form strong interfacial bonding. In 
addition, under the current numerical model, some features like interphase, thermal residual 
stress and porosity, which may significantly affect the mechanical properties of MMNCs, have 
not been considered. These discrepancies indicate that there are other predominant strengthening 
mechanisms which should be considered in the simulations and the current numerical model 




Table 1.1 Room temperature mechanical properties of Mg and composites samples (Hassan and 
Gupta, 2006). 
Materials Hardness 0.2% YS 
(MPa) 





Mg 43.5±0.3 37.4±0.4 132±7 193±2 4.2±0.1 
Mg/1.1 Al2O3 59.7±0.5 69.5±0.5 194±5 250±3 6.9±1.0 
Mg/1.1 Y2O3 49.0±0.5 51.0±0.7 153±3 195±2 9.1±0.2 
Mg/1.1 ZrO2 48.4±0.7 45.7±0.6 146±1 199±5 10.8±1.3 
 
 
Interphase, which plays a key role in all multicomponent materials, should be included in the 
simulation. By definition, the interphase exists over a small thickness around the reinforcement 
surface where the local properties including the morphological features, chemical compositions 
and thermo-mechanical properties begin to change from the bulk matrix properties (Drzal, 1986; 
Kim and Mai, 1998; Gao and Mäder, 2002). Interphase is really the third phase between the 
reinforced phase and matrix of composites and exists inevitably, often due to the coated material 
to enhance the bond between matrix and inclusion in manufacturing process, the chemical 
diffusion between inclusion and matrix, special design (e.g. functionally graded interphase, 
adsorbed contaminants on the surface of fiber/particle results in a third material phase) and/or 
others (Zhang et al., 2007). The chemical reaction can be controlled by (1) pretreatment and/or 
coating of reinforcement, (2) selection of the matrix alloy, and (3), more practically, varying the 
process parameters, such as melt temperature, melt holding time, and stirring time (Luo, 1995). 
The particle/matrix interphase can be defined to include not only any discrete chemical phase at 
the interface, but also the region of enhanced dislocation density in the adjacent matrix, which is 
due to the thermal expansion coefficients mismatch between the matrix and reinforcement. This 
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increased dislocation density may increase the rate and extent of aging during heat treatment in 
precipitation hardenable matrices (Das et al., 1997).  
 
For composites, whether interphases are important for their effective elastic properties depending 
on two factors, (1) the interphase thickness compared with the filler sizes and (2) the contrast 
between the properties of the interphase and matrix. Extensive experimental and numerical 
studies suggest that interphase is important for MMCs, which affects the microscopic fields and 
then the overall properties of MMCs significantly (Zheng et al., 2001; Das et al., 1997; Zhang et 
al, 2007). In MMCs, the interphase contributes an amount considerably smaller than the matrix 
and the reinforcements, thus the interphase is mainly considered for its contribution to the load 
transfer. However, due to the large surface to volume ratio of nanofillers (several orders of 
magnitude larger than conventional fillers), the amount of interphase generated in 
nanocomposites can be substantial. Therefore, in the case of nanocomposites, the elastic 
properties of the interphase become very important and should be given due consideration while 
formulating their overall properties (Paliwal and Cherkaoui, 2012). However, one of the major 
problems of studying the behavior of interphase is that experimental determination of its 
parameters such as thickness, elastic properties and variations of its properties through its 
thickness are extremely difficult to measure, even with modern nanotechnology tools (Barber et 
al., 2007; Strus et al., 2009). In this regard, numerical simulation can be very useful for 
investigating the influence of these parameters. 
 
Another important factor which should be considered in the simulation is the effect of thermal 
residual stress. During the fabrication and subsequent heat treatment processes, MMCs initially 
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behave in a stress-free state at the solution treatment temperature and then develop significant 
thermal residual stresses upon cooling to the room temperature due to the difference of the 
coefficients of thermal expansion (CTE) between the matrix (e.g. CTE of Al is 23.2×10
-6
/K) and 
the reinforcement (e.g. CTE of Al2O3 is 7.4×10
-6
/K) (Liu and Sun, 2004). As in most MMC 
systems, the CTE of the metallic matrix is larger than that of the reinforcement, the matrix 
shrinks tight around the reinforcement, resulting in average tensile stresses in the matrix and 
average compressive stresses in the reinforcement (Meijer et al., 2000). To relieve stresses due to 
the mismatch in CTEs with the matrix, reinforcements in MMCs generate (1) rows of prismatic 
loops and/or (2) tangles of dislocations, forming a well-defined plastic zone (Dunand and 
Mortensen, 1991a). It is believed the density of thermal induced dislocation increase with 
decrease in reinforcement size; thus the extremely fine nanoparticle with low volume 
percentages can induce high dislocation density in the MMNCs system (Hassan and Gupta, 
2005). Indeed, thermal-generated dislocations in MMNCs have been observed by experiments 
(Shee et al., 1998; Lee et al., 2006; Goh et al., 2007). However, the dislocation density of the 
fine-grained material is difficult to determine by experiments at nanoscale (Ferkel and Mordike, 
2001). 
 
The plastic zone and thermal-generated dislocations play important roles on the mechanical 
properties of the composite material. When the material is to be subsequently deformed or work 
hardened, the plastic zone due to thermal residual stresses may essentially alter the rate at which 
dislocations bypass the particle, the yield stress, and the continued work hardening of the 
material (Johnson and Lee, 1983). The high density of thermal-generated dislocations results in 
the improvement of hardness (Shee et al., 1998) and yield strength (Goh et al., 2007) of the 
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composites. In addition, the matrix around the reinforcements reveals much higher densities of 
thermal-generated dislocations than the bulk of the matrix (Dunand and Mortensen, 1991a) 
making the mechanical properties of that regions different from rest of the matrix. According to 
previous definition, these regions should be treated as interphase instead of matrix. 
 
As with any composite models, before any imposed loadings, one must first assess the current 
material state to predict accurately the material’s actual response (Zywicz and Parks, 1988). The 
existing numerical models of MMNCs have assumed that the material is initially stress and 
dislocation free (Cleveringa et al., 1997; Ward et al., 2006; Broedling et al., 2008; Law et al., 
2011). It seems natural to conclude that more realistic models should include the effect of 
thermal residual stresses and thermal-generated dislocations. Hence, an influential step towards 
understanding the mechanical properties of MMNCs would be a quantitative description of 
thermal residual stresses as well as thermal induced dislocations. 
 
The influence of void on mechanical properties of MMNCs needs to be investigated. Void is one 
of the commonly observed structural defects in MMNCs. In MMNCs, there are two types of 
void: processing induced void which is void exists in MMNCs before loading is applied (also 
known as porosity) and mechanical generated void. The processing induced void formations are 
generally due to (1) air bubbles entering the melt matrix material, (2) water vapour on the 
particles surfaces, (3) gas entrapment during mixing process, (4) evolution of hydrogen gas 
bubbles due to a sudden decrease in hydrogen solubility during solidification, and (5) shrinkage 
coupled with a lack of interdentritic feeding during mushy zone solidification (Aqida et al., 2004; 
Tekmen et al., 2003). It is difficult or impossible to eliminate completely the processing induced 
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void during fabrication of nanocomposite materials (Mirza and Chen, 2012). In this study, void 
is assumed to be processing induced and mechanical generated void is not included. 
 
The occurrence of void has a considerable impact on the mechanical properties of discontinuous 
reinforced MMCs. In general, the mechanical properties of discontinuous reinforced MMCs, 
such as tensile strength, stiffness and fatigue strength will decrease with increasing content of 
void (Aqida et al., 2004; Tekmen et al., 2003). The presence of void in particulate-reinforced 
MMCs interrupted the balance between the matrix and reinforcing particles sharing the load, 
created stress and strain concentrations and facilitated the crack initiation and growth, and 
thereby decreased its strength and ductility (Ahmad et al., 2007; Mirza and Chen, 2012). Mirza 
and Chen (2012) present an analytical model to account for the influences of porosity on the 
yield strength of MMNCs. However, the effect of parameters, such as porosity size and 
distribution on mechanical properties are still incomplete and it is difficult to investigate these 
parameters in analytical work. Meanwhile, it is possible to study porosity size and distribution on 
mechanical properties with numerical simulation. It is believed that the probability of forming 
the processing-induced porosity increases with increasing volume fraction of reinforced particles 
in MMNCs (Zhong and Gupta, 2008; Mazahery and Ostadshabani, 2011; Mazahery and Shabani, 
2012). Based on the experiment results, the strength of MMNCs increase significantly with 
increasing reinforced particles when particle volume fraction is low. However, further increase in 
particle content leads to the reduction in strength values (Tjong, 2007; Mazahery and 
Ostadshabani, 2011). This phenomenon might be induced by the increasing porosity volume 
fraction. Thus, it is necessary to perform numerical investigate the effects of processing induced 
void on the mechanical properties of MMNCs.  
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In summary, it is necessary and useful to simulate interphase, thermal residual stress and void in 
MMNCs numerically to obtain an overall understanding of their roles. Numerical studies can be 
used to perform virtual experiments to explore effects which are currently extremely difficult, if 
not impossible, to investigate by experiments, i.e. elastic properties and thickness of the 
interphase. Numerical simulations can also be used to provide guidelines on selecting the 
optimum set of parameters for interphases. Numerical study of thermal residual stress can help 
estimate the material state prior to external imposed loading as well as the size of the plastic 
zone. Including void in the simulation can get a more realistic model for studying the mechanical 
behavior of MMNCs. Moreover, numerical investigations of interphase, thermal residual stress 
and void can be employed to investigate the relation between the microstructure as well as the 




The objectives of this study are: (1) introduce interphase into the MMNCs simulation and 
investigate the effects of elastic properties, thickness of the interphase and resistance to 
dislocation motion within the interphase regions on the overall responses of MMNCs; (2) 
simulate the development of thermal residual stresses and thermal induced dislocations in 
MMNCs and study their effects on the overall responses of MMNCs; (3) model void in MMNCs 
and examine the effects of void content, void distribution, lattice orientation as well as particle 






Numerical simulation will be carried out using discrete dislocation framework. For the sake of 
simplification and computational cost, only two-dimensional plane strain models based on the 
unit cell approach will be used in this study. Metal matrix – ceramic reinforcement systems will 
be used and the host material is treated as lightweight metals such as aluminum and magnesium, 
while reinforcements are selected from common ceramic particles like silicon carbide and 
alumina. Matrix, reinforcements as well as interphases are assumed to be isotropic. Plastic 
deformation in the composites is treated as resulting from the collective motion of discrete 
dislocations that allows stress concentrations and gradients associated with dislocations and 
dislocation patterns to be captured. 
 
In this study, the modeling of interphases will be described by using the level set method within 
the framework of the extended finite element method (XFEM). By introducing additional 
degrees of freedom through XFEM, the finite element mesh can be independent of the shapes 
and sizes of the interphases. The effect of interphase elastic properties, thickness of interphase 
regions, different particle volume fractions as well as the resistance to dislocation motion within 
the interphase regions on the overall behavior of MMNCs will be investigated.  
 
Thermal residual stresses are introduced in MMNCs owing to the mismatch in thermal expansion 
between matrix and reinforcement. The stresses develop upon cooling from a stress and 
dislocation free state. Unless otherwise stated, matrix is analyzed that is an idealization of a face-
centered cubic (fcc) single-crystal. Unless otherwise stated, in the thermal stresses simulation, 
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the angles of slip orientations are taken to be near the FCC orientation and three slip systems 
with the slip plan directions: ϕ(1) = 0°; ϕ(2) = 60°; ϕ(3) = 120°, are used. Temperature will 
always be assumed uniform throughout the composites: no account will be given of thermal 
stresses which arise in any solid due to the presence of temperature gradients. Shear deformation 
is applied after the composites are cooled down to room temperature and the influence of thermal 
residual stresses and thermal generated dislocation on the overall response of particulate-
reinforced MMNCs will be investigated. 
 
In the study of void, the simulation of void will be carried out using level set method within 
XFEM and the void is assigned a Young’s modulus which is 1000 times smaller than the matrix 
to prevent numerical instability due to zero local stiffness. Dislocations will exit the RVE if they 
enter into the void. This will cause displacement jumps across the slip segments of dislocations, 
thereby generate image stresses due to finite boundaries. These image stresses will be computed 
by embedding the discontinuities in the finite element solution. In this study, only single void is 
considered and the void is assumed exist before loading is applied. The influence of void 
content, void distribution, lattice orientation as well as particle aspect ratio on the mechanical 
properties of MMNCs will be studied. 
 
1.4 Organization of Thesis 
 
Chapter 2 presents a review on the previous literatures of interphases, thermal residual stresses 
and void in metallic matrix composites. These literatures are categorized into four groups: the 
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first group mainly focuses on the existing and effects of interphases in MMCs and MMNCs; the 
second group deals with the thermal residual stress and thermal induced dislocation in MMCs 
and MMNCs; the third group reviews the importance of void in MMCs and MMNCs; the last 
group covers the analytical and numerical models of MMNCs. 
 
Chapter 3 discusses the issues concerning the influence of interphase on mechanical response of 
MMNCs. This section couples the level set method and XFEM with discrete dislocation 
simulation in order to simulate the interphase. The results and discussion for effects of interphase 
elastic properties, thickness of interphase regions, different particle volume fractions as well as 
the resistance to dislocation motion within the interphase regions are given. 
 
Chapter 4 introduces thermal stress in the discrete dislocation simulation of MMNCs. Multiple 
slip systems are used in the simulation. Results from current study are compared with work by 
original authors (Nicola et al., 2004). The effect of different particle volume fraction is 
discussed. The influences of thermal residual stress and thermal induced dislocations on the 
mechanical properties of MMNCs are discussed. 
 
Chapter 5 simulates void in MMNCs using level set method within XFEM. The image stresses 
due to dislocations exit through the void is computed by embedding the discontinuities in the 
finite element solution. Discussions are made focusing on the influence of void content, void 





Chapter 6 summarizes the key findings based on the work performed in this study and provides 








CHAPTER 2. LITERATURE REVIEW 
 
2.1 Interphase in metal matrix composites (MMCs) 
2.1.1 Experimental results 
 
The existence of an interphase in MMCs is documented by several researchers. A complex 
ternary Al-C-O phase was found at the surface of the reinforcement AZ91D magnesium alloy-
SiC particles system (Laurent et al., 1992). Similar result was reported by Luo (1995), in which 
particle/matrix interfacial reactions were evidenced by the presence of Mg2Si phase and the 
complex reaction products containing Mg, Si, Al, C, and O on the surface of particles in the SiC-
reinforced AZ91. Das et al. (1997) used nano-indentation to study the mechanical behavior of 
aluminum-based particle reinforced MMCs. In their investigation, a distinction was made 
between indentations in a particle, interface or matrix, which suggested an existing ‘interphase’ 
between particle and matrix. Osborne et al. (2001) found the formation of interphase in several 
types of Ti-alloy matrices. Mg rich zones were obtained in the interfacial region of 
reinforcements in the study of AA6061 reinforced with Al2O3 particles (Mussert et al., 2002), 
which indicated the existence of the interphase. Al-2014 matrix composites reinforced with 
intermetallics also promote the formation of an interphase (Torralba et al., 2002). Study on the 
mechanical properties of the interphase shows that this interphase is harder than the initial 
intermetallic but maintains the same Young modulus value. The results suggest that interphases 
exist in MMCs with varies types of matrix and reinforcement materials.  
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Chemical reactions are observed between the matrix and the reinforcements in MMCs by 
experimental results. In the study of SiC/Mg alloy interface, particle/matrix interfacial reactions 
are evidenced by the presence of Mg2Si phase (Laurent et al., 1992; Luo, 1995) and the complex 
reaction products containing Mg, Si, Al, C, and O on the surface of SiC particles (Laurent et al., 
1992; Luo, 1995). Several workers (Homeny and Buckley, 1991; Wang et al., 1992) noted the 
existence of magnesium enrichment at particle/matrix interfaces in aluminum based MMCs. 
Clear indications of Mg enrichment near particles were also obtained in the investigation of 
AA6061 reinforced with Al2O3 (Mussert et al., 2002). The average thickness of this Mg rich 
zone could not be established exactly, but was estimated to be approximately 4 μm. Electron 
probe microanalysis (EPMA) (Das et al., 1997) and X-ray diffraction (Hadianfard et al., 1994), 
indicated that magnesium enrichment occurred in the interfacial region between the particle and 
the matrix. This magnesium enrichment has been attributed to the presence of a MgAl2O4 spinel 
which formed during fabrication and which gave rise to a layer of matrix material around the 
particles with high hardness. Torralba et al. (2002) used electron microscopy (SEM) combined 
with qualitative energy dispersive X-ray (EDX) analysis the interphase in Al-2014 matrix 
composites reinforced with (Ni3Al)p, where copper-rich compounds were found, giving rise to 
the diffusion of this element towards the interior of the reinforcement. Fig. 2.1 shows the 
reaction zone in the composite materials. The experimental results revealed that the chemical 
reactions between the matrix and the reinforcement in MMCs lead to the formations of the 
interphases. 
 
Experimental results also showed that the properties of interphases are variable. In the study of 




Fig. 2.1 Qualitative analysis of the interphase intermetallic-aluminium alloy. Top, atomized 
intermetallic; bottom, mechanical alloying (MA) intermetallic (Torralba et al., 2002). 
 
matrix and the interphase in both composites were dependent on aging time, shown in Table 2.1, 
and the width of interphase regions, although cannot be measured accurately, generally increased 
with aging time. Similar results were reported by Hadianfard et al. (1993), in which the quantity 
of interphase was increased following aging at 180
o
C. In the study of Al-2014 matrix composites 
reinforced with (Ni3Al)p, Torralba et al. (2002) found that particles obtained by  two different 
routes: atomization and MA reinforcing the same matrix material ended up with different 
gradient of hardness in the interphase. As a result, the different mechanical nature of the 
interphase promoted a different fracture micromechanism. Luo (1995) suggested that the 
chemical reactions can be controlled by (1) pretreatment and/or coating of reinforcement, (2) 
selection of the matrix alloy, and (3) varying the process parameters, such as melt temperature, 
melt holding time, and stirring time. Due to the chemical reaction formation nature of the 




Table 2.1 Elastic modulus, in form E/(1-v2), for matrix, interphase, and particles in composites 
(Das et al., 1997). 




Matrix Interphase Particle 
15%Al2O3 
2 69 80 219 
8 95 116 182 
72 75 102 240 
20%Al2O3 
2 69 95 175 
8 92 111 176 
72 78 108 236 
 
 
Different experimental methods have been used to evaluate the properties of the interphase in 
MMCs, e.g. Electron probe microanalysis (EPMA), linescans with a SEM equipped with Energy 
Dispersive Spectrum (EDS) facilities, X-ray diffraction, and nano-indentation, etc. Due to the 
fact that the interphase are formed by chemical reactions, the prediction of its properties is very 
difficult (Pukánszky, 2005; Taliercio, 2007). Although Das et al. (1997) tested the elastic 
modulus of the interphase in MMCs using nano-indentation method, Mussert et al. (2002) argued 
that it is not possible to measure the hardness and the elastic modulus of this interfacial layer 
using the same method. The average thickness of the interphase also could not be established 
exactly (Mussert et al., 2002). Numerical study of the role of interphases in MMCs is required 
since their properties are almost unfeasible to be properly investigated by experiments, not to 






2.1.2 Effect of the interphase 
 
The mechanical properties of MMCs are not only determined by the mechanical properties of the 
matrix and the reinforcement, but a significant contribution is due to the behavior of the 
interphase. In conventional MMCs, the interphase constitutes an area/volume smaller than the 
matrix and the reinforcement, thus the interphase is mainly considered for its contribution to the 
load transfer. The load transfer efficiency of the interphase is dependent on its elastic properties 
(relative to the matrix and the reinforcement), its thickness and the degree of adhesion between 
interphase and matrix as well as interphase and reinforcement. The stiffening and strengthening, 
toughness, ductility and other mechanical properties of MMCs are affected by the load transfer 
efficiency of the interphase. 
 
The properties of interphase have effects on the stress-strain relations for MMCs. Evaluation of 
effective material properties of different types of three phase composites (reinforcement, matrix 
and interphase) using numerical homogenization techniques (such as representative volume 
element (RVE) approach) based on finite element method has been presented by Kari et al. 
(2008). They found that if the interphase material is not stiff enough to transmit the load between 
the phases, the resulting overall material properties are significantly affected for isotropic 
randomly distributed spherical particle composites. So it may be necessary to design appropriate 
materials at the interfaces to get an efficient load transfer between the phases. Zhang et al. (2007) 
investigated interphase effect using embedded cell model and finite element method, they 
suggested that hard interphase between the particle and matrix enhances the reinforcement of 
particle to the matrix, but soft interphase lessens the strengthening effect of MMC significantly. 
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Similar results were reported by Jiang et al. (2011). In their investigation, three-phase 
incremental damage model was used to study the interphase influence on the overall stress-strain 
response of MMCs. They found that, if the Young’s modulus of the interphase is higher than the 
matrix, the differences in the overall stress-strain curves for different composites are very small, 
which indicates that the overall response is insensitive to the interphase modulus. However, if the 
interphase stiffness is lower than the matrix, the stress-strain relation changes significantly with 
changing interphase modulus, which reflects the softer interphase largely influences on the 
mechanical behavior of composites. Numerical results (Zhang et al., 2007, Jiang et al., 2011) 
illustrated that the stress–strain relations change significantly with increasing interphase 








− 1                                                                                                                          (2.1) 
where dp and Ri are particle diameter and interphase thickness, respectively. 
 
Eq. 2.1 implies that a small increment in the interphase thickness will cause a great increase in 
the volume fraction of interphase. Therefore, the interphase thickness is an important parameter 
in dominating the stress–strain relation of composites. Meanwhile, suggested by Jiang et al. 
(2008 and 2009), the Poisson ratio of the interphase has little effect on the overall properties of 
MMCs.  In addition, debonding modes has different effects on the strengthening of composites 
(Zhang et al., 2007). Pole debonding (see Fig. 2.2) has more significant effect on the overall 
mechanical behavior of composites than equator debonding. For the case of hard interphase, 
debonding between the interphase and matrix has clearer effect on the overall strengthening of 




In practice, the interphase play a non-negligible role in the energy dissipation behavior of 
MMCs. Wang and Yang (2001) presented a cell model based on finite element analysis to 
simulate the behavior of energy dissipation for the particle-reinforced MMCs. They indicate that 
for the soft interphase, the energy dissipation of the composite is much higher than that for the 
hard interphase. When the interphase is soft, the plastic deformation will only occur within the 
interphase near the interface of particle-interphase. However, when the interphase is hard, the 
plastic deformation will occur within the matrix near the interface of interphase-matrix. 
 
 
Fig. 2.2 Pole debonding and equator debonding. 
 
 
In the work by Monette et al. (1993), the effect of interphase modulus on the load transfer 
properties is studied based upon a shear-lag type analysis and computer simulations. The results 
show that, in spite of an increased load transfer efficiency with increasing interphase modulus, 
the stress amplification generated in the matrix causes embrittlement of the composite: the 
composite fails at a value of applied strain much lower than that without interphase. For an 
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interphase modulus less than the matrix, the yield point can occur at higher values of applied 
strain, and hence may significantly increase the toughness (area under the stress-strain curve) for 
certain MMCs. A thick interphase with a modulus weaker than the matrix modulus eventually 
decreases the efficiency of load transfer for composites. A thicker interphase redistributes the 
stresses so they are more uniform. Thicker interphases can potentially reduce stress 
amplifications effects, for an interphase whose modulus is greater than the matrix modulus. 
 
The damage mechanisms of MMCs depend to a great extent on the strength of the interphase, 
which in turn is governed by the chemical and physical nature of its constituents, specifically by 
the reactions which may occur during the fabrication process and/or heat treatment. For 
particulate-reinforced ductile metals, a high interphase strength is desirable to derive the 
maximum strengthening properties (Taya et al., 1991; Arsenault and Taya, 1987). Unfortunately, 
a high bond strength can often result in the degradation of the composite toughness (Ribes et al., 
1990). Therefore, the design of metal–matrix composites should be based upon the interaction 
between strengthening and toughening effects. Transformation of the failure mode from brittle 
fracture to ductile fracture is usually determined by the properties of the interphase, which 
depend greatly on the artificial ageing process of the matrix (Singh and Lewandowski, 1993; Lee 
et al., 1994).  
 
Wang et al. (2008) used FEM to study the effect of an interphase on composite toughness, and 
their results showed that a thin and high strength interphase results in efficient stress transfer 
between the particle and matrix and leads to the deflection and propagation of cracks within the 
matrix. Yang et al. (2011) proposed incremental damage theory to describe the evolution of 
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debonding damage of particulate-reinforced composites with a ductile interphase. They 
suggested that the material properties of the ductile interphase do have a great influence to the 
overall mechanical behaviors and damage propagation of the composites. Using the same theory, 
Jiang et al. (2011) investigated the evolution of debonding damage of particulate-reinforced 
composites with a brittle interphase. The results indicate that the location of debonding damage 
depends on the interphase strength and the applied loading mode. If the interphase is weak, 
debonding often occurs between particle and interphase, or else appears between matrix and 
interphase. Su et al. (1999) develop a finite element version of the Generalized Self-Consistent 
Method (GSCM) combined with the Gurson model (Gurson, 1977) to undertake a parametric 
investigation of the damage mechanisms in MMCs. The results show that the interphase strength 
is a governing factor for damage propagation in the composite.  A transformation of the failure 
mechanism, from a mode of reinforcement fracture to a mode of void nucleation and growth, can 
be achieved by varying the interphase strength from a strong interphase bond to a weak one. 
Weak interphase strength increases the composite ductility, but lessens the strengthening effect 
of the composite. 
 
The mechanical properties of the interphase can also affect the ductility and fatigue life of the 
composites. Nie and Basaran (2005) develop a micromechanical model for effective elastic 
properties of particulate composites with imperfect interfacial bonds. From their results, it is 
observed that increasing the interfacial thickness or reducing the interfacial strength between the 
filler particles and matrix would reduce the effective elastic modulus seriously, which would 
most likely lead to more ductile behavior and fatigue life could be improved. They suggest that 
by controlling the interphase region thickness and elastic properties it is possible to control the 
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ductility and fatigue life of this particle filled composite. 
 
2.2 Interphase in metal matrix nanocomposites (MMNCs) 
 
Chemical reactions between the matrix and the reinforcements in MMNCs are revealed by 
experimental results. Although chemical reactions between reinforcements/matrix are not direct 
evidence of the existence of the interphase in MMNCs, the properties of reaction products are 
likely different from reinforcements and matrix materials and the products are formed at 
reinforcements/matrix interface, which indicate the formation of the interphase. Ferkel and 
Mordike (2001) study Mg reinforced with SiC nanoparticles by powder metallurgical technique. 
In their work, when the reinforced specimens are annealed at temperature higher than 400°C, the 
SiC particles seem to react with the Mg matrix and no SiC was found in the composites as 
observed in the transmission electron microscope (TEM) after annealing the material for 1 h at 
600°C. The formation of Mg2Si seems probable but could not be clearly shown by the TEM 
study. In addition, correlated to the reaction of the SiC nanoparticles with the Mg matrix, the 
hardness of the composites declined. Lee et al. (2006) fabricated Mg-based nano-composites by 
friction stir processing. They suggested that part of the nano-sized silica particles were originally 
transformed into MgO and Si, and the Mg and Si reacted to form the Mg2Si compound. It 
implies that the SiO2 particles would gradually react with the Mg matrix with an increasing 
number of friction stir passes. Some SiO2 reinforcement would react with Mg to form the Mg2Si 
and MgO phases, which are still in the 5-200 nm fine scale. Using X-ray photoelectron 
spectroscopy (XPS) analysis, partly oxidize of SiC nanoparticles are also indicated in AZ91D 
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magnesium composites fabricated by ultrasonic method (Lan et al., 2004). In their study of the 
chemical composition of the nanoparticles in the magnesium matrix, it is evident that Si, C, and 
O peaks correspond only to composition of nanoparticles. It is believed that during the melting 
and ultrasonic processing, free Si or SiO2 from the SiC particles together with Mg forms Mg2Si 
at the matrix/SiC interface. Because the MgO is loosely on the surface of SiC, the Mg2Si and 
MgO phases on the surface of SiC will be detached from SiC under intensive ultrasonic 
cavitation. However, the SiO2 may still cover the surfaces of SiC nanoparticles. 
 
Despite the presence of chemical reaction between reinforcement/matrix, experimental results 
also suggest interphase exist in some, if not all, MMNCs. Wong and Gupta (2007) successfully 
synthesized magnesium composites containing different amounts of nano-size Cu particulates 
using powder metallurgy (PM) technique incorporating microwave assisted two-directional 
sintering. In their investigation, microstructural characterization revealed minimal porosity and 
the presence of a continuous network of nano-size Cu particulates and Mg2Cu intermetallic 
phase decorating the particle boundaries of the metal matrix. TEM micrographs indicate good 
interfacial bonding between Cu particles and the Mg matrix. They suggested that the presence of 
molten Mg-Cu during sintering may help to improve bonding of the Mg matrix with Cu particles 
and Mg2Cu intermetallic phase. Al2O3 nanoparticle reinforced copper matrix composites, with 
various alumina contents, are produced by in situ processing (Shehata et al., 2009). In their work, 
the formation of copper aluminate (CuAlO2) structure at copper alumina interface is revealed. 
They also suggested that the formation of CuAlO2 is responsible for improving bond between Cu 
and Al2O3 particles. In the study by Hassan and Gupta (2006), magnesium based composites 
were fabricated with three different types of 1.1 volume percent nanosize oxide particulate 
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reinforcements (i.e., Al2O3, Y2O3 and ZrO2) using blend-press-sinter methodology avoiding ball 
milling. They find that increase in 0.2% yield strength and ultimate tensile strength of 
magnesium was highest in the case of Mg/Al2O3 and lowest in the case of Mg/ZrO2 composite 
(see Table 1.1) and it can be attributed to the matrix/reinforcement interfacial compatibility 
governed stability. As a matter of fact, Al2O3 is most susceptible to diffusion controlled 
superficial reaction with magnesium to form strong interfacial bonding and that might be the 
reason of its highest strengthening effect on matrix material. 
 
Nevertheless, experimental evaluation of the mechanical properties and chemical composition of 
the interphase in MMNCs is still very difficult. Lan et al. (2004) found it difficult to verify the 
SiC phase from the XRD results because of the low content and size of SiC in the matrix. They 
use energy dispersion spectrum (EDS) to determine the chemical composition of the 
nanoparticles in the magnesium matrix. However, due to the detection zone of EDS beam is 
bigger than the average size of SiC, the EDS peaks for SiC nanoparticles will inevitably include 
compositional information of Mg matrix near particles. Traditional nano-indentation, which has 
been used to measure hardness and elastic modulus of MMCs, cannot be applied to test the 
interphase parameters in MMNCs. This is due to the fact that the tip radius of traditional nano-
indenter is about 100 nm. Due to the so called ‘boundary effect’, the effect that the constriction 
on the development of indentation plastic zone near interphase may increase the resistance to 
indentation, the indentations are separated by a few micrometers depending on the indentation 
depth. Hence, it is not possible to measure the interphase parameters in MMNCs using traditional 
nano-indentation as they are nanosized. Gao and Mäder (2002) used tapping mode phase 
imaging and nanoindentation tests based on the atomic force microscope (AFM) to investigate 
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the interphase properties of glass fiber reinforced polymer composites and epoxy matrix 
composites. In their study, a nano-indenter tip radius about 5 nm was used in an AFM tapping 
mode. They claimed that nanoindentation with sufficient small indentation force is able to 
measure the actual interphase properties within 100 nm region close to the reinforcement surface, 
which makes it possible to measure the interphase properties of MMNCs. However, the 
implementation of this method on MMNCs cannot be found in the literatures. 
 
2.3 Thermal residual stress in MMCs 
2.3.1 Experimental results 
 
Thermal residual stresses in different composite systems have been measured using X-ray, 
neutron diffraction, TEM and nanoindentation techniques. 
 
Tsai et al. (1981) measured the average residual stress in aluminum matrix - graphite fiber 
composite system. They found that the longitudinal fiber stress values are comparable with the 
nominal yield strength of the aluminum matrix, which support the presence of plastic flow at the 
interfacial areas. Sun et al. (1992) investigated the residual stresses as a function of temperature 
change in a SiC particles reinforced pure AI composite using an X-ray diffraction technique. The 
average residual stresses were determined to be tensile in the Al matrix and compressive in the 
reinforcement in their study.  
 
Neutron diffraction is a very powerful tool to measure the residual stress in the bulk material in a 
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non-destructive way (Carradò et al., 2001). Lorentzen and Clarke (1998) measured the residual 
strain in Al/SiCp metal-matrix composites using neutron diffraction at room and elevated 
temperatures. Carradò et al. (2001) reported the results of neutron diffraction experiments for the 
determination of residual stresses in metal matrix composite samples. Residual stresses were 
determined in both the matrix and the reinforcement, in different gauge points while the spacings 
of those gauge points are several millimeters. Again, the average residual stresses were 
determined to be tensile in the Al matrix and compressive in the reinforcement in their study. 
 
Cottu and Couderc (1991) proposed to estimate residual stresses in MMCs depending on the 
material composition and the thermal treatment conditions using TEM. Their idea is to measure 
the stress inside the matrix from dislocation movement observations. 
 
Olivas et al. (2006) measured the surface residual stresses in SiC particle-reinforced Al matrix 
composites using nanoindentation technique. They found that the tensile biaxial residual stress in 
Al is to increase with the particle concentration. However, due to the size of conventional 
indenter tip, it is impossible to measure residual stresses at nanoscale using traditional 
nanoindentation (see section 2.2). 
 
Experimental measurements of residual stresses have two major disadvantages. First, they do not 
measure residual stresses accurately at small dimension, especially at nanoscale. Second, they 
can only measure the average stresses but cannot capture stress gradients. Using AFM tapping 
mode may offer significant improvement in this regard (see section 2.2); however, the 
implementation could not be found in existing literatures. 
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2.3.2 Effect of thermal residual stresses 
 
The thermal residual stresses in MMCs have long been of interest as their nature and magnitude 
significantly affect the mechanical properties of the resulting composites. Tensile residual 
stresses, present within matrix of MMCs before the application of external load, have often been 
regarded as defects or inherent flaws (Ho and Saigal, 1994), and may affect the elastic modulus, 
strength, fatigue behavior, as well as initiate and amplify some early damage, such as 
microcracking and void, when MMCs are mechanically loaded. 
 
Ho and Saigal (1994) investigated thermal residual stresses in SiC/aluminum particulate-
reinforced MMCs using thermo-elastoplastic finite element analysis. They found that the 
apparent modulus of elasticity tends to decrease with the presence of thermal induced residual 
stresses. Similar results were also reported by Meijer et al. (2000). In their FEM study of 
influence of thermal residual stresses and strains on the mechanical behavior of Al2O3 particulate 
reinforced Al alloy MMCs, the apparent stiffness decreases with the introduction of residual 
thermal stresses/strains prior to external loading. 
 
In most MMCs system, there is a residual tension stress in the matrix and a residual compression 
stress in the reinforcement. Theoretical models (Arsenault and Taya, 1987; Warner and Stobbs, 
1989) based on Eshelby’s method have been constructed to investigate the mechanical behavior 
of MMCs with thermal residual stresses. A higher compression yield strength than tensile 
strength in MMCs is predicted by these models. This phenomenon is in agreement with 
experimental results observed by Arsenault and Taya (1987) and Warner and Stobbs (1989). 
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FEM models developed by Povirk et al. (1991) and Ho and Saigal (1994) also obtained the same 
results. 
 
Experiments by Lewandowski et al. (1989) showed that, in particulate-reinforced Al-SiC, 
damage accumulation was most likely to occur in clustered regions of the composite. It may be 
that the reduced residual compressive stress at the interface that occurs in areas where the 
reinforcement has close side-to-side spacing plays a role in promoting early void nucleation. This 
leads to numerically analysis the tractions at the interface of matrix/reinforcement due to thermal 
residual stresses by Povirk et al. (1990), because of their potential effect on the void nucleation 
process. 
 
Dutta (1991) investigated the nature and effect of thermal residual stress in discontinuous fiber 
reinforced metal matrix composites using FEM. He suggested that the thermal residual stresses 
adversely affect the ability of the matrix to transfer load to the fibers, thereby reducing the 
importance of load transfer as a strengthening mechanism in discontinuously reinforced MMCs 
with large thermal expansion coefficient difference between the matrix and fiber materials. He 
also found that the presence of matrix residual stresses increases the difference between the 
proportional limit and the yield strength in tension and makes the compressive yield strength of 





2.4 Thermal induced dislocations in MMCs 
2.4.1 Existence of thermal induced dislocations 
 
It is well documented that the thermal residual stresses are high enough to produce dislocation in 
MMCs near reinforcements. Numerous observations have been made of this phenomenon which 
has shown a variety of different dislocation punching mechanisms and substructures. 
 
TEM are widely used in the investigations of thermal induced dislocations. Arsenault and Shi 
(1986) undertook an in situ TEM observation of dislocation generation at the inclusions due to 
the differential thermal contraction. High dislocation density is found in bulk annealed 
composites due to differential thermal contraction of aluminum and SiC on cooling from the 
elevated temperatures of annealing. Similar results were reported by Cottu and Couderc (1991). 
Dunand and Mortensen (1991a) found that the matrix around the particles exhibited much higher 
densities of decorated dislocations than the bulk of the matrix. Small particles surrounded 
unresolved tangled dislocations zone were observed in their study. In the study by Hong et al. 
(1993), the cooling rate is found to have limit influence on the density of thermal induced 
dislocations. The formation of more stable dislocation tangles and cells is found by promoting 
thermal cycling of the composite. Dislocations are observed to be more homogeneously 
distributed near interface regions compared with the rest of matrix. 
 
Other experimental techniques have been used to study thermal induced dislocations. Vogelsang 
et al. (1986) used a High Voltage Electron Microscope (HVEM) equipped with a double tilt 
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heating stage to observe dislocation generation process during cooling from annealing 
temperatures. Dunand and Mortensen (1991b) investigated matrix dislocations in the bulk 
material at room tempera using transmission optical microscopy. 
 
2.4.2 Theoretical model of thermal induced dislocations 
 
Following the experimental observations of thermal-generated dislocations, a vast number of 
theoretical models have been established to investigate the dislocation density and dislocation 
punching/plastic zones. 
 
Hill (1950) treated the plasticity caused by a pressurized spherical void. Kim et al. (1990) 
developed a theoretical model, which is essentially identical to those by Hill, for the plastic 
relaxation of thermal misfit stress in composites to obtain the size of plastic zone. Dunand and 
Mortensen (1991b) proposed a simple model based on Hill’s solution to predict the radius of the 
plastic zone around embedded cylinders and spheres.  
 
Using Eshelby's inclusion theory, Tanaka et al. (1972) investigated the punching of prismatic 
loops from inclusions during straining of dispersion strengthened alloys. Taya and Mori (1987) 
used a similar approach to study dislocation punching distance of the prismatic dislocation loops 
that simulate the thermal expansion mismatch strain between a short fiber and the metal matrix. 
Extending the Taya-Mori dislocation model, Taya et al. (1991) presented a model for an 
ellipsoidal fiber with the punching direction taken along the fiber axis. One of the widely used 
models is given by Shibata et al. (1992). They calculated the thermal induced dislocation 
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punching distance using a combined plastic energy dissipation and Eshelby theory. The size of 
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                                       (2.2) 
where rp is the radius of the particle, τym is the tensile yield strength of the matrix and μm is 
shear modulus of the matrix. The coefficients C and P can be determined from  
C =
(1 + υm)|∆α ∙ ∆T|
(1 − υm)
                                                                                                                            (2.3) 
P =
2(1 − υm)(3λ̅̅ + 2μ̅)
(1 − υm) {(1 − VFp)(3λ̅ + 2μ̅) (
1 + υm
1 − υm
) + 3[VFp(3λp + 2μp) + (1 − VFp)(3λm + 2μm)]}
  (2.4) 
where υ  is the Poisson’s ratio, ∆α  is the difference in the coefficient of thermal expansion 
between the matrix and reinforced particle, ∆T is the temperature change, μ is the shear modulus, 
and λ̅ = λp − λm and μ̅ = μp − μm are mismatches of the Lame constants. 
 
The effect of thermal induced dislocations on the strength of the composites material can be 
deduced from (Taylor, 1934) 
τ = βμ𝑏√ρ                                                                                                                                                 (2.5) 
where β  is a geometric constant, 𝑏  is the magnitude of the Burger’s vector and ρ  is the 
dislocation density. The dislocation density contributes to the strength of the metallic material, 
which results in zones with thermal induced dislocations having different mechanical properties 




Arsenault and Shi (1986) proposed a simple model based on prismatic punching to account for 
the relative dislocation density due to the differential thermal contraction. For equiaxed particles, 
the thermal induced dislocation density can be given by the following expression 
𝜌 = 12
∆α ∙ ∆T ∙ VFp
𝑏Rp(1 − VFp)
                                                                                                                              (2.6) 
where Rp is the particle size. To develop the model, several simplify assumptions are adopted. 
 
Theoretical models are useful to estimate the size of plastic/dislocation punching zones as well as 
the density of dislocations. However, one must keep in mind that simplifying assumptions, such 
as a certain reinforcement shape, simplify dislocation distribution, and neglecting the particle 
volume fraction, have been made to develop those models. 
 
2.4.3 Effect of thermal induced dislocations 
 
The high thermal induced dislocation density brings along several influence on mechanical 
properties of MMCs. 
 
Experiments showed a higher ultimate strength in MMCs than that of continuum mechanics 
formulation (Vogelsang et al., 1986), which is believed due to the high dislocation density in 
MMCs (Arsenault and Taya, 1987; Bonollo et al., 1991; Hong et al., 1993). However, an 
important consequence of this phenomenon is that ductility of MMCs decreases (Hong et al., 
1993). Shibata et al. (1992) suggested that the flow stress of MMCs increase due to statistically 
stored dislocations in the wake of punching. 
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Arsenault and Taya (1987) suggested that the region between reinforcements is weaker due to it 
contains a lower dislocation density than that adjacent to the reinforcement. This is proved by 
experimental results (Das et al., 1997), which show that the interfacial region exhibiting higher 
stiffness than the matrix.  
 
The presence of residual stresses and the resulting high dislocation density in MMCs affect the 
microstructural development of the matrix (Povirk et al., 1990). Das et al. (1997) found that 
higher densities would lead to a higher degree of solute diffusion and may act as preferred 
nucleation sites for precipitates, thus altering the aging characteristics of the composite. Similar 
conclusion was reported by Mussert et al. (2002), which indicated that the dislocations may act 
as preferential paths for solute diffusion which can accelerate the ageing process of MMCs. 
 
2.5 Thermal induced dislocations in MMNCs 
 
The existence of thermal-generated dislocations in different MMNCs systems has been proved 
by experimental observations (Shee et al., 1998; Hassan and Gupta, 2005; Lee et al., 2006; Goh 
et al., 2007; Wong and Gupta, 2007). The extremely finer nanoparticles with low volume 
percentages can induce high dislocation density due to density of thermally induced dislocation 
increase with decrease in reinforcement particulates size (Hassan and Gupta, 2005). Shee et al. 
(1998) find that the values of dislocation density increase with increasing processing 
temperatures. Lee et al. (2006) observed tangled dislocations within the grain interior in nano-
sized SiO2 reinforced AZ61Mg alloy using TEM. 
36 
 
The Taylor relationship relates the contribution of dislocation density to the strength of the 
material (Sanaty-Zadeh, 2012). High values of dislocation density as evaluated for the metallic 
matrix containing nanoparticles result in the improvement in hardness and mechanical properties 
of the present composites (Shee et al., 1998). Enhanced dislocation density due to the residual 
plastic strain caused by the difference in the coefficients of thermal expansion between the 
matrix and particles has been identified as an important strengthening mechanism in MMNCs 
(Zhang and Chen, 2006; Hassan and Gupta, 2006; Wong and Gupta, 2007; Hassan and Gupta, 
2007; Sanaty-Zadeh, 2012).  
 
2.6 Void in MMCs 
2.6.1 Experimental results 
 
Void is an important structural defect in MMCs, which tends to decrease the mechanical and 
fatigue properties of the composites (Tekmen et al., 2003).  Due to porosity, void exists in 
MMCs before loading is applied. In general, porosity formation is caused by (1) air bubbles 
entering the melt matrix material, (2) water vapour on the particles surfaces, (3) gas entrapment 
during mixing process, (4) evolution of hydrogen gas bubbles due to a sudden decrease in 
hydrogen solubility during solidification, and (5) shrinkage coupled with a lack of interdentritic 
feeding during mushy zone solidification (Aqida et al., 2004; Tekmen et al., 2003). Many studies 
have revealed that porosity content increases with increasing reinforced particle volume fraction, 




Experimental studies have shown that fabrication methods and casting parameters have 
considerable impact on porosity formation. Ahmad et al. (2007) used both conventional stir 
casting and modified stir casting method to fabricate A356/SiC/15p composites. They found that 
there is a significant porosity reduction in MMCs when using the modified stir casting method. 
There is an average 68% deviation between conventional stir cast MMCs and modified stir cast 
MMCs. Barmouz et al. (2011) fabricated Cu/SiC composites using multi-pass friction stir 
processing and determined the amount of porosity by comparing the measured density with their 
theoretical density. They suggested that increasing friction stir processing passes can effectively 
reduce the porosity contents as shown in Table 2.2. As also can be seen from Table, the 
difference between the porosity contents of 1-Pass and 4-Pass is more notable than those 
fabricated by 4 and 8-pass, which suggested that the effectiveness of porosity contents is 
gradually diminished upon increasing the number of passes. Meanwhile, the complete 
elimination of porosity is either difficult or impossible as stated in the literatures (Ray, 1993; 
Aqida et al., 2004; Ahmad et al., 2007; Mirza and Chen, 2012). 
 
Table 2.2 Values of the measured and theoretical density and porosity (%) for the pure copper 
and 1-Pass, 4-Pass and 8-Pass. 
Specimens Measured density (g/cm
3
) Theoretical density (g/cm
3
) Porosity (%) 
Pure copper 8.68 8.94 2.9 
1-Pass 6.77 8.36 19 
4-Pass 7.68 8.36 8.2 
8-Pass 7.94 8.36 5 
 
 
Some studies indicated that reinforcement particles have a tendency to associate themselves with 
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porosity, thereby giving rise to particle-porosity clusters (Bindumadhavan et al., 2001; Tekmen 
et al., 2003). It has been observed that porosity is likely to appear at the matrix reinforcement 
interfaces, although isolated pores are also found in MMCs (Ahmad et al., 2007). 
 
2.6.2 Effect of void 
 
In general, the presence of void tends to cause a reduction in fatigue properties and mechanical 
properties of MMCs such as the elastic modulus, Poisson ratio, yield strength, tensile strength 
and ductility (Tekmen et al., 2003; Aqida et al., 2004; Ahmad et al., 2007). When void content is 
low, inhomogeneous stress distribution around pores are non-overlapping, thereby each pore can 
be considered as independent. The reduction to mechanical properties due to the presence of 
void, such as strength, is additive and strength of MMCs can be expressed as a linear function of 
the void content. As void volume fraction increases, inhomogeneous stress distributions around 
pores start to overlap and reduction to mechanical properties becomes a non-linear function of 
void (Ray, 1993). 
 
As mentioned before, the overall porosity content increases with increasing reinforcement 
particle volume fraction. The increase in porosity volume fraction decreases both yield and 
ultimate tensile strength of MMCs (Tekmen et al., 2003; Aqida et al., 2004; Ahmad et al., 2007). 
The bonding strength between the matrix and the reinforcement will be lowered by voids when 
they are located at the interface of matrix and particles. When loading applied, void may cause 
debonding of particles from the matrix under low stress and reduce the capability of load transfer 
to the particle, thus lower the strength. When voids are located away from the particles, the 
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presence of void will reduce the effective area supporting the load. The defective region will 
yield earlier when stress is applied (Tekmen et al., 2003).  
 
Void is an important factor of MMCs failure in the tensile test (Ahmad et al., 2007). The failure 
of MMCs is affected by varied size, shape and orientation of pores. The commonly encountered 
spherical pores or gas porosity are observed to create stress concentrations and thus lead to 
failure (Ahmad et al., 2007). The formation and nucleation of voids and the balance between 
matrix and reinforcement particles sharing the load significantly influence the ductility and 
toughness of MMCs. Individual or clusters of reinforcing particles often surround a great number 
of porosity, which considerably reduce the ductility of MMCs. Based on the experimental study 
by Srivatsan et al. (2002), MMCs fracture initiates from pores through the debonded particles at 
matrix–particle interfaces and cracked particles. When load is applied, porosity tends to increase 
the strain of a particular region in MMCs (Ahmad et al., 2007). Referring to the work of Murali 
et al. (1997), short crack formation is preferably associated with porosity. 
 
Rohatgi at al. (2007) investigated the fatigue properties of A359-20 vol% SiC particle 
composites under total strain control conditions. They found that fatigue cracks frequently 
initiated from porosity present near the surface of the test samples and larger porosity size were 
observed to have lower fatigue life. They also suggested that the size and amount of inclusions, 






2.7 Void in MMNCs 
 
Experimental studies have confirmed the existence of porosity in different MMNCs systems 
(Zhong and Gupta, 2008; Tun, 2009; Mazahery and Shabani, 2012 and 2013). However, the 
difference of the porosity between MMCs and MMNCs is not yet clear (Mirza and Chen, 2012). 
Tun (2009) investigated the porosity in Mg/(Y2O3+Ni) hybrid nanocomposites. Unlike MMCs, 
no evidence of reinforcement cluster associated with porosity was found in the micrographs. The 
presence of isolated void observed through microstructural characterization is consistent with the 
porosity levels computed using density results. In his study of Mg/Y2O3 nanocomposites, Tun 
(2009) found the presence of nanopores in the result of microstructural characterization and 
those pores were almost equiaxed and not necessarily located with particulate clusters (shown in 
Fig. 2.3). Zhong and Gupta (2008) found that pore size, pore aspect ratio and shape factor 
increased with increasing reinforcement content. They argued that greater number of big pores 
due to increasing amount of reinforcing particles was indicted by (a) the bigger average pore 
size, (b) broader pore size distribution and (c) shift of the highest frequency peak to bigger pore 
size. And increasing pore aspect ratio and shape factor due to the increasing number of 
reinforcement particulates means higher irregularity of the pores. 
 
Like MMCs, experimental works show that the probability of forming the processing-induced 
porosity increases with increasing volume fraction of reinforced particles in MMNCs (Zhong and 
Gupta, 2008; Mazahery and Ostadshabani, 2011; Mazahery and Shabani, 2012). Based on the 
experiment results, the strength of MMNCs increase significantly with increasing reinforced 
particles when particle volume fraction is low. However, further increase in particle content 
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leads to the reduction in strength values (Tjong, 2007; Mazahery and Ostadshabani, 2011; 
Mazahery and Shabani, 2012). This phenomenon might be induced by the increasing porosity 
volume fraction. Although it is believed that the presence of porosity induced loss in strength, it 
is difficult to estimate strength from the porosity value itself as the pore size, pore shape and 
distribution also play an important part in the overall failure process (Zhong and Gupta, 2008). 
 
 
Fig. 2.3 Representative micrographs showing reinforcement distribution of Y2O3 particulates and 
presence of nanopores in the case of (a) Mg/0.17Y2O3 and (b) Mg/0.7Y2O3 (Tun 2009). 
 
 
2.8 Analytical model of MMNCs 
 
Some analytical models have been established to develop constitutive relationships that can be 
used to predict the mechanical properties of MMNCs. Holtz and Provenzano (1997) used a two-
phase topological model, assuming Hall-Petch behaviors for the pure constituent phases, and 
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accounting for thermally stable grain sizes in the context of the Zener drag model, to study 
nanoscale particles reinforced MMCs. Lurie et al. (2003) developed the multiscale continuum 
model by considering interactions between nanoparticles and matrix of solids to explain the 
uncommon properties of MMNCs. These works are based on continuum mechanics which 
ignores the influence of particles on the micromechanics of deformation and strengthening 
mechanisms, such as the location of particles, grain size, and dislocation density (Zhang and 
Chen, 2006). Zhang and Chen (2006) established an analytical model for predicting the yield 
strength of MMNCs considering the following strengthening effects: (1) Orowan strengthening 
effect, (2) enhanced dislocation density due to the residual plastic strain caused by the difference 
in the coefficients of thermal expansion between the matrix and particles, and (3) load-bearing 
effect. Mirza and Chen (2012) extended Zhang and Chen’s model (2006) to take the influence of 
porosity into account and they suggested the predicted results were more reasonable compared to 
Zhang and Chen’s model. Sanaty-Zadeh (2012) establish a model based on Clyne model 
considering the effects of all active strengthening mechanisms including Hall–Petch, Orowan, 
CTE mismatch and load bearing to study MMNCs. Although these analytical models claim their 
predictions have good agreement with experimental results, they have several drawbacks 
including (1) not considering the effect of particle shape and distribution, (2) cannot reveal local 
information like local displacement, strain and stress, (3) particle and matrix damage is not 
included, and (4) without considering the effect of interface/interphase. Sevostianov and 
Kachanov (2007) developed a model to study the effect of interphases on the overall properties 
of nanocomposites. They are motivated primarily by copper matrix–diamond nanoparticles 
composites. They suggested that amongst various interface parameters, the thickness is identified 
as the parameter of dominant importance. Other parameters, such as the exact form of property 
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variation across thickness, are much less important. 
 
2.9 Numerical simulation of MMNCs 
 
Only a few numerical simulations are performed for MMNCs although a large number of works 
about MMCs are reported in the literature.  
 
Cleveringa et al. (1997) used discrete dislocation method to study MMNCs. In their study, a two-
dimensional plane strain unit cell with hexagonally arranged particles was subjectd to simple 
shear. Significant size effect and high local stress concentrations were observed when dislocation 
pile-ups occurred at the particle matrix interfaces. These local stress concentrations, which are of 
significance for reinforcement fracture, cannot be represented by the continuum crystal plasticity 
solution.  
 
Molecular dynamics (MD) simulations have been performed to investigate the mechanical 
behavior of MMNCs (Ward et al., 2006; Broedling et al., 2008). Due to the limitation of 
computational power, quasi-two-dimensional model was used. Ward et al. (2006) investigated 
the mechanisms of deformation and failure in Al-Si nanocomposites using MD simulation. They 
suggested that control of the interfaces through material modification may be one route by which 
Al/Si nanocomposite properties could be enhanced even further as failure are dominated by the 
Al/Si interfaces. Broedling et al. (2008) investigated the plastic deformation behavior of a 
bioinspired metallic nanocomposite which consists of hard nanosized Ni platelets embedded in a 
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soft Al matrix using large-scale MD simulation. They found that interfacial sliding contributes 
significantly to the plastic deformation despite a strong bonding across the interface. At a length 
scale lager than 80 nm, the presence of interfacial flaws dramatically decreases the strength. 
These two MD simulations reveal the importance of the interphase for mechanical properties in 
MMNCs. MD simulations involve potential functions which contain the atomic interaction 
details, but their dimensional scale is too limited to model a significant volume of a 
nanocomposite, at least from the engineering point of view (Hernández-Pérez and Avilés, 2010).  
 
Following the idea of Cleveringa et al. (1997), Law et al. (2011 and 2012) conduct a two-
dimensional multi-particle representative volume element simulation using discrete dislocation 
method to investigate the mechanical properties of MMNCs. Effects of particle size, aspect ratio, 
orientation and arrangement as well as the damage of particle and matrix are studied. The 
numerical simulations predict the same trend of experimental results, but the improvement in 
flow stress is much less significant in the numerical results (Law, 2011), which suggests that 
interphase should be included into the simulations.  Despite the importance, numerical 




CHAPTER 3. EFFECTS OF INTERPHASE ON MECHANICAL 
RESPONSE OF MMNCS 
 
This chapter introduces XFEM into discrete dislocation simulation to investigate the influence of 
the interphase on mechanical properties of MMNCs. The FEM part of discrete dislocation 
simulation will be extended to XFEM by introducing additional degrees of freedom while the 
dislocation part of discrete dislocation simulation remains unchanged. The geometry of 
interphase will be represented using level set method. The effects of interphase elastic properties, 
interphase thickness, particle volume fraction and resistance to dislocation motion within the 
interphase regions on the overall behavior of MMNCs will be discussed separately. In the study 
on the effects of the first three parameters (elastic properties, thickness, particle volume fraction), 
the dislocation are assumed to be able to pass through the interphase regions freely to study the 
contribution of these parameters on the yield and flow stresses of the MMNCs. In the study of 
resistance to dislocation motion, the elastic properties of the interphase are taken to be the same 
of the matrix. 
 
3.1 Simulation of interphase using level set in extended finite element method 
(XFEM) 
3.1.1 Types of discontinuities 
 
There are two types of discontinuity: strong discontinuity and weak discontinuity. Take 
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displacement fields as an example. For strong discontinuous, displacements will be 
discontinuous across the line of discontinuity. While displacements will be continuous across the 
line of discontinuity but there is a jump in its derivative, i.e. a discontinuity in the gradient of 
displacements. Fig. 3.1 shows different categories of continuities (Mohammadi, 2003). 
 
 
Fig. 3.1 Different categories of continuities (Mohammadi, 2003). 
 
Consider the following example: a bi-material bar in one-dimension is considered. A zero-
displacement boundary is prescribed on the left. A horizontal line force and a point force on the 
right end are present. A sketch of the situation is in Fig. 3.2. 
 





Fig. 3.2 Sketch of one-dimension bi-material bar. 
 
The situation is familiar in two-dimensional problems. As shown in Fig. 3.3, a plane with an 
inclusion is subject to external force. The displacement field is continuous while the gradient of 
displacements is discontinuous cross the material interface. Hence, interphase problem in 
composites material can consider as weak discontinuity problems. 
 
 





3.1.2 Introduction to XFEM 
 
The basic idea of extended finite element method (XFEM) is to introduce inside the elements the 
proper discontinuities so as to relax the need for the mesh to conform to them. This introduction 
is done via the technique of the partition of unity finite element method (Melenk and Babuška 
1996; Babuška and Melenk 1997), which can construct effective and robust methods by 
engaging the structure of the differential equation. Using the local partition of unity finite 
element method, Belytschko and Black (1999) presented a minimal remeshing finite element 
method for crack growth, which has been considered as the first effort for developing the 
extended finite element methodology. In their study, the crack was represented by discontinuous 
enrichment functions in the finite element approximation. Although the method required 
remeshing for severely curved cracks, it allowed the crack to be arbitrarily aligned within the 
mesh. In the work by Moës et al. (1999), the method was improved and called the extended finite 
element method. 
 
The development of XFEM required an efficient way to track the moving boundaries, thus, level 
set methods gradually evolved. Coupling level set method with XFEM was first introduced by 
Stolarska et al. (2001) to model crack growth. Belytschko et al. (2001) presented a technique for 
modeling arbitrary discontinuities using level sets to update the position of the discontinuities. 
The level set method in XFEM is also used to describe holes and inclusions (Sukumar et al., 
2001; Moës et al., 2003). 
 
Consider a point in a two-dimensional finite element model, 𝐱 ∈ ℝ2 . Assuming there is a 
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discontinuity lay in a n node finite elements domain. In the XFEM, the displacement for the 
point x locating within the domain can by calculated using the following approximation 
(Belytschko and Black, 1999) 
𝐮ℎ(𝐱) = 𝐮FE + 𝐮enr = ∑𝑁𝑗(𝐱)
𝑛
𝑗=1
𝐮𝑗 + ∑ 𝑁𝑘(𝐱)𝛙
𝑚
𝑘=1
(𝐱)𝐚𝑘                                                              (3.1) 
where 𝑁𝑗 are the standard finite element shape functions, 𝐮𝑗 is the vector of regular degrees of 
nodal freedom in the finite element method, 𝐚𝑘 is the added set of degrees of freedom to the 
standard finite element model and 𝛙(𝐱) is the discontinuous enrichment function defined for the 
set of nodes that the discontinuity has in its influence (support) domain. The enrichment function 
𝛙(𝐱)  can be chosen by applying appropriate analytical solutions according to the type of 
discontinuity. The first part of the right hand side of Eq. 3.1 is the standard finite element 
approximation, whereas the second part is the partition of unity enrichment. 
 
3.1.3 Level set method 
 
The level set method, introduced by Osher and Sethian (1988), is a powerful numerical technique 
for tracking moving interfaces. It is based on the idea that, instead of following the interface 
itself, the level set method builds the original curve into a surface by representing the interface 
curve as a higher-dimensional function.  
 
In this study, only two-dimensional problems are considered which makes the interface curves to 




𝚪(t) = {𝐱 ∈ ℝ2: φ(𝐱, t) = 0}                                                                                                                 (3.2) 
 
One common choice for the level set function φ  would be the signed distance function.  
Consider the interface 𝚪 divided a domain 𝛀 into two non-overlapping subdomains, 𝛀1 and 𝛀2, 
as shown in Fig. 3.4. The signed distance level set function φ can be written as 
φ(𝐱, t) = {
+min‖𝐱 − 𝐱𝚪‖, 𝐱 ∈ 𝛀1 
 −min‖𝐱 − 𝐱𝚪‖, 𝐱 ∈ 𝛀2  
                                                                                                    (3.3) 
where 𝐱𝚪 ∈ 𝚪(t).  
 
 
Fig.3.4 Signed distance level set function φ. 
 
Although the use of level set method leads to higher storage and computational costs as it 
requires a higher dimension function, it has many advantages. Firstly, the moving interface is 
computed on a fixed Eulerian mesh. Secondly, the topology changes of the interface are handled 
naturally. Thirdly, formulation in higher dimensions can be easily developed. Most XFEM 
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formulations make use of the level set method, although it is not essential.  
 
The calculation of the level set value at a point 𝐱 can be elemental based. By discretization of the 
level set, one level set φ(𝐱, t) can be obtained from the nodal level set values φI(𝐱I, t) and finite 
element shape functions 𝑁I(𝐱I) 
φ(𝐱, t) = 𝑁I(𝐱I)φI(𝐱I, t)                                                                                                                         (3.4) 
By applying this approximation, the derivative of level set function can be achieved by 
expressing it using the derivatives of the finite element shape functions 
φ,i(𝐱, t) = 𝑁I,i(𝐱I)φI(𝐱I, t)                                                                                                                     (3.5) 
 
Despite the signed distance level set function, several types of useful level set functions, such as 
circular, elliptical and polygonal functions, have been established. In this study, the interface is 
static, so the time dependence of the level set function is removed. The circular level set function 
can be written as (Sukumar et al., 2001) 




i ‖ − rc
i }                                                                                                  (3.6)  
where 𝛀i
c is the domain of the ith inclusion, nc is the number of circular inclusions, and 𝐱c
i  is the 
location of the center of the ith inclusions with radius rc
i . An illustration of the circular level set 
function is depicted in Fig. 3.5. 
 
For an ellipse with semi-major and semi-minor lengths of ai and bi, respectively, with centre  𝐱c
i . 
Let si and ti be the local axes, and 𝐑i be the mapping vector between the global and the local 
coordinate system. A point ?̅?i(si, ti) at local coordinate system with the origin at the centre of 
ellipse is written as 
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?̅?i(si, ti) = 𝐑i(𝐱 − 𝐱c
i )                                                                                                                             (3.7) 
With 𝛏1
i = si/ai, 𝛏2
i = ti/bi, and  𝛏
i = (𝛏1
i , 𝛏2
i ), the equation of ellipse i in the local coordination 
system is 
𝑓(𝛏i) = ‖𝛏i‖ − 1                                                                                                                                       (3.8) 
The elliptical level set function is given by (Sukumar et al., 2001) 
φ(𝐱) = min
i=1,2,…,nd
{𝑓(𝛏i)}                                                                                                                          (3.9) 
where nd is the number of elliptical inclusions. 
 
 
Fig. 3.5 Circular level set function. 
 
 
For a polygonal inclusion with interface Γp = ⋃ Γi
p
i=1  consists of p segments: Γ1 = [𝐱1, 𝐱2], Γ2 =
[𝐱2, 𝐱3], … , Γp = [𝐱p, 𝐱1]. The polygonal level set function can be defined as 




+1, if ξ ≥ 0
−1, if ξ < 0
                                                                                                                        (3.10b) 
‖𝐱 − 𝐱min‖ = min𝐱i∈𝚪𝐢
i=1,2,…,p
‖𝐱 − 𝐱i‖                                                                                                        (3.10c) 
where 𝐱min is the orthogonal projection of 𝐱 on the interface Γp and 𝐧min is its assoiated normal 
to the interface. For case more than one normal is defined at 𝐱min , the sign is negative if 
𝐱 − 𝐱min out of the cone of normals at 𝐱min and positive otherwise. 
 
3.1.4 Enrichment and selection of enriched nodes 
 
The essence of the XFEM lies in sub-dividing a model into two distinct parts: mesh generation 
for the domain (excluding internal boundaries); and enriching the finite-element approximation 
by additional functions that model the internal boundaries (Sukumar et al., 2001). 
 
Theoretically, enrichment can be regarded as the principal of increasing the order of 
completeness that can be achieved. Computationally, it may simply target higher accuracy of the 
approximation by including the information obtained from the analytical solution (Mohammadi, 
2008).  
 
There are two types of enrichment, which are ‘extrinsic enrichment’ and ‘intrinsic enrichment’. 
The extrinsic enrichment is to enrich a polynomial approximation space which is achieved by 
traditional FEM, such that the non-smooth solutions can be modeled independent of the mesh. 
The enrichment can be achieved by adding special shape functions (which are customized so as 
to capture jumps, singularities, etc.) to the polynomial approximation space. The intrinsic 
54 
 
enrichment, however, is to replace (at least some of) the shape functions in the polynomial 
approximation space by special shape functions that can capture non-smooth solutions and with 
that, unknowns are unchanged (Fries and Belytschko, 2010). Mesh-based enrichment methods 
that realize the enrichment extrinsically by the partition of unity (PU) concept is adopted in this 
current work. 
 
The choice of the enriched functions depends on the a priori solution of the problem 
(Mohammadi, 2008). For instance, in a crack analysis this is equivalent to an increase in 
accuracy of the approximation if analytical near crack tip solutions are somehow included in the 
enrichment terms. 
 
The inclusion enrichment is focused on here. Sukumar et al. (2001) was the first to present a 
methodology to modeled arbitrary holes and material interfaces in two-dimensional linear 
elastostatics without meshing the internal boundaries. In their work, the inclusion enrichment 
took the form 
𝛙(𝐱) = |∑𝑁𝐼(𝐱)𝜑𝐼
𝐼
|                                                                                                                           (3.11) 
where 𝜑𝐼 are the nodal level set values for the material interface level set function. This solution 
however, leads to issues with blending between the enriched and unenriched elements (Pais, 
2010). To improve the convergence rate a minimization problem has to be formulated to improve 
the convergence. 
 








|                                                                                            (3.12) 
 
This enrichment was shown to have optimal convergence. In addition, note that the enrichment 
function goes to zero at all nodes such that it does not need to be shifted like many other 
enrichment functions (Pais, 2010). This enrichment function is used in the current simulation. 
 
In XFEM, only nodes which close to the discontinuous interface need to be enriched. The 
enriched node set 𝐍𝑒𝑛𝑟 includes all nodes that are in the connectivity set T of the element. An 
element t belongs to the element set T if it consists of two nodes 𝑛𝑖 and 𝑛𝑗  in its connectivity 
such that 𝜑𝑖𝜑𝑗 < 0. This selection algorithm of enriched nodes makes sure that a node is not 
enriched if it belongs to two edges that both lie on the interface. That is to say, no nodes are 
enriched if the mesh conforms to the discontinuous interface. The XFEM converts back to the 
FEM. An illustration of selection of enriched nodes is depicted in Fig. 3.6 for a circular interface. 
 
3.1.5 Discretization and numerical integration 
 
Consider a body which is described by a domain 𝛀 ⊂ ℝ2 , with boundary 𝚪 . The Dirichlet 
boundary conditions are applied on the surface 𝚪u  such that 𝚪t ⊂ 𝚪, 𝚪u ⊂ 𝚪.The continuity of 
tractions hold on material interfaces 𝚪I. The equilibrium and kinematics of the body is given as 
(Sukumar et al., 2001) 
𝛁 ∙ 𝛔 + 𝐟b = 𝟎  in 𝛀                                                                                                                             (3.13a) 
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𝛔 = 𝐋: 𝛆                                                                                                                                                  (3.13b) 
𝛆 = 𝛁s𝐮                                                                                                                                                   (3.13c) 
𝐮 = ?̅? on 𝚪u                                                                                                                                           (3.13d) 
𝛔 ∙ 𝐧 = 𝐟ton 𝚪t                                                                                                                                      (3.13e) 
⟦𝛔 ∙ 𝐧I⟧ = 0 on 𝚪I                                                                                                                                  (3.13f) 
where 𝐧 and 𝐧I are the unit outward normal to 𝛀 and 𝚪I, respectively. ?̅? and 𝐟
t are the prescribed 
displacements and tractions, and 𝐟b is the body force. 𝛁s is symmetric gradient operator and L is 
the  elastic stiffness tensor. 
 
Fig. 3.6 Selection of enriched nodes for circular interface; nodes marked by circles are enriched. 
 
Let u be the displacement trial solution, with σ(u) the corresponding Cauchy stress tensor, and v 
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be any set of kinematically admissible test functions (virtual displacements). The weak form is 
then obtained by multiplying the differential equation i.e the strong form of equilibrium equation 
with a weighting function w and then integrating over the domain 𝛀, which can be stated as 
(Sukumar et al., 2001; Mohammadi, 2008) 
∫ 𝛔(𝐮)
𝛀
: 𝛆(𝐯)d𝛀 = ∫ 𝐟b
𝛀
∙ 𝐯d𝛀 + ∫ 𝐟t
𝚪t
∙ 𝐯d𝚪                                                                             (3.14) 
 
Using the Bubnov-Galerkin method, the trial function 𝐮ℎ  as well as the test function 𝐯ℎ  are 
represented as the linear combination of the same shape functions. Then the XFEM displacement 










(𝐱)𝐜𝐾                                                                                      (3.16) 
 
Discretization of Eq. 3.14 using the XFEM procedure (Eq. 3.15) results in a discrete system of 
linear equilibrium equations: 
𝐊𝐮ℎ = 𝐟                                                                                                                                                    (3.17) 
where 𝐊 is the stiffness matrix, 𝐮ℎ is the vector of both classical and enriched nodal degrees of 








𝐚𝐚]                                                                                                                                    (3.18) 
𝐟𝐽 = {𝐟𝐽
𝐮 𝐟𝐽










𝑠 d𝛀   (𝑟, 𝑠 = 𝐮, 𝐚)                                                                                            (3.20) 
𝐟𝐽







                                                                                                          (3.21) 
𝐟𝐽







                                                                                                 (3.22) 
where 𝑁𝐽
enr is the shape function for enriched degree of freedom and 𝑁𝐽
enr can be written as 
𝑁𝐽
enr = 𝑁𝐽(𝐱)𝛙(𝐱)                                                                                                                                 (3.23) 
 
In Eq. 3.11, 𝐁 is the matrix relating strains to displacements and it can be stated as the matrix of 
























]                                                                                                                                (3.25) 
 
On substituting the shape function for enriched degree of freedom from Eq. 3.23 in Eq. 3.25, the 
following 𝐁𝐽










]                                                                   (3.26) 
 
In XFEM, the mesh does not need to conform to the discontinuous interfaces. This is a major 
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advantage of XFEM, however, it also leads to a problem; the material properties may be 
different within one element if the element intersects the discontinuous interfaces. Hence, the 
integrands from Gauss quadrature may result in substantial accuracy reduction. In order to 
accurately integrate the field in the elements cut by the interfaces, a modified integration scheme 
(Dolbow, 1999; Sukumar et al., 2001) is established. By using the level set function φ, this 
scheme is to subdivide the element at both side of the interface into sub-triangles, and use Gauss 
quadrature rules in each sub-element to carry out the numerical integration of the weak form.  
 
To subdivide the element, one must determine the intersection point 𝐱int . For an element t 
belonged to T (see section 3.1.4), it is divided into two domains by a one-dimensional segment 
[m,n] which is obtained from the level set function φ, where m and n lie on the edges of t. 
Traverse the edges of t, an intersection point 𝐱int  is set if for a specific edge i with nodal 
connectivity [𝑛𝑗
𝑖, 𝑛𝑘
𝑖  ], 𝜑𝑗
𝑖𝜑𝑘





𝑖)                                                                                                                          (3.27) 





𝑖 . An illustration of the partitioning is depicted in Fig. 3.7 for an elliptical 
interface. 
 
It is emphasized that the partitioning of elements cut by the interface in XFEM is different from 
the re-meshing in FEM; it is only for the integration purpose and no additional degrees of 




Fig. 3.7The sub-triangles associated with elements cut by interface. 
 
 
3.1.6 Review discrete dislocation simulation of MMNCs and numerical procedure 
 
Before introducing the numerical procedure of modeling interphase in MMNCs, a brief review of 
discrete dislocation simulation of MMNCs is summarized here. For more details, please refer to 
Law (2011). 
 
The discrete dislocation plasticity framework used in this study follows closely the formulation 
developed by Van der Giessen and Needleman (1995), which is an extension of the original 
formulation of Lubarda et al. (1993). One of the earliest numerical studies on MMCs using 
discrete dislocation method was done by Cleveringa et al. (1997).  Following Cleveringa et al. 
(1997), Law et al. (2011 and 2012) conducted a two-dimensional multi-particle representative 
volume element simulation using discrete dislocation method to investigate the mechanical 
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properties of MMNCs. 
 
Consider a linear elastic body of volume 𝑉 which contains a distribution of dislocations in the 
matrix material 𝑉m  and elastic inclusion with volume 𝑉p , as shown in Fig. 3.8. The elastic 
properties of the matrix material are governed by the fourth-order tensor 𝐋mwhile the elastic 
modulus tensor for the inclusion is denoted by 𝐋p. The dislocations are treated as line defects in 
the matrix material. Each dislocation i is characterized by its Burgers vector 𝐛𝑖  and the unit 
vector 𝐧𝑖  of its slip plane. The body, with boundary 𝑺 =  𝑺u ∪ 𝑺f , is now considered to be 
subject to time-dependent traction and displacement boundary conditions 𝑻 = 𝑻0(𝑡) on 𝑺f and 
𝑼 = 𝑼0(𝑡) on 𝑺u, respectively. 
 
The essence of discrete dislocation simulation lies in sub-dividing a model into two parts: 
conventional FEM and discrete dislocation. The conventional FEM is purely elastic and plastic 
deformation in the composite is treated as resulting from the collective motion of discrete 
dislocations. The displacement 𝐮, strain 𝛆 and stress 𝛔 fields can be obtained by decomposing 
the fields as: 
𝐮 = ?̃? + ?̂?,   𝛆 = ?̃? + ?̂?,   𝛔 = ?̃? + ?̂?  in 𝑉                                                                                         (3.28) 
where the (~)-fields are associated to the dislocations in their current configuration but in an 
infinite medium. These fields are obtained by sum of the long-range fields of each individual 
dislocation 





Fig. 3.8 Decomposition of problem for dislocation body with inclusions into problem of 
interacting dislocations in the homogeneous finite solid and the complementary problem for the 
non-homogeneous body without dislocations (Van der Giessen and Needleman, 1995). 
 
Outside a small core region with radius 𝑟0  around each dislocation loop, these fields are 
governed by the standard equations of linear elasticity. The governing equations for the (~)-fields 
can be summarized as 
𝛁 ∙ ?̃? = 𝟎
?̃? =  𝛁?̃?
?̃? =  𝐋m: ?̃?
}     in 𝑉 =  𝑉m ∪ 𝑉p                                                                                                             (3.30) 
with the following boundary values at the actual boundary 𝑺: 
𝒗 ∙ ?̃? =  ?̃?    on 𝑺f                                                                                                                                    (3.31) 
𝒖 =  ?̃?    on 𝑺u                                                                                                                                        (3.32) 
where 𝒗 is the outer unit normal to 𝑺. 
 
The (^)-fields are associated to the image fields which correct for the actual boundary conditions 
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on 𝑺 as well as for the presence of particles. The governing equations for the image fields are: 
𝛁 ∙ ?̂? = 𝟎
?̂? =  𝛁?̂?
}      in 𝑉 =  𝑉m ∪ 𝑉p                                                                                                              (3.33) 
?̂? =  𝐋m: ?̂?    in 𝑉m                                                                                                                                   (3.34) 
?̂? =  𝐋p: ?̂? + (𝐋p − 𝐋m): ?̃?    in 𝑉p                                                                                                       (3.35) 
𝒗 ∙ ?̂? =  ?̂? =  𝑻0 − ?̃?    on 𝑺f                                                                                                               (3.36) 
𝒖 = ?̂? =  𝒖0 − ?̃?    on 𝑺u                                                                                                                   (3.37) 
 
The presence of inclusions gives rise to the so-called polarization stress to the ?̂? field in the 
particles: 
?̂? = (𝐋p − 𝐋m): ?̃? = (𝐋p: 𝐋m
−1 − 𝐈): ?̃?                                                                                             (3.38) 
 
The polarization stress is caused by the dislocation strain field and the different elastic properties 
of the inclusions compared to the matrix material. With 𝜇m and 𝐵m denoting the shear and bulk 
moduli of the matrix material, and with 𝜇p and 𝐵p denoting the corresponding values for the 










) 𝛿𝑖𝑗σ̃𝑘𝑘                                                                           (3.39) 
where 𝛿𝑖𝑗 is the Kronecker delta: 
𝛿𝑖𝑗 = {
1   if   𝑖 = 𝑗
0   if   𝑖 ≠ 𝑗
                                                                                                                                 (3.40) 
 
Provided that the dislocation displacement fields remain continuous on 𝑺u  and along the 
interface between the matrix and the inclusion, the (^)-fields are smooth. Hence, the equations to 
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constitute a well-posed linear elastic boundary value problem which can be conveniently solved 
by finite element method. 
 
The dislocations are evaluated through the following constitutive rules: (1) dislocation 
generation; (2) dislocation motion; (3) dislocation annihilation and (4) pinning at obstacles. All 
these are governed by the Peach-Koehler force 
𝑓i = 𝒏i ∙ (?̂? + ∑?̃?𝑗
𝑗≠𝑖
) ∙ 𝒃i                                                                                                                    (3.41) 
 
The dislocations are generated through a distribution of Frank-Read sources. A dislocation 
dipole is created when the Peach-Koehler force on the source exceeds the nucleation strength 
𝜏nuc during a time span 𝑡nuc. The dipole consists of two opposite dislocations which signs are 







                                                                                                                      (3.42) 
where b is the magnitude of the Burgers vector. And the dislocation nucleation time 𝑡nuc is 
defined as 




                                                                                                                             (3.43) 
where 𝐵 is the drag coefficient and it is related to the applied shear rate Γ̇ and the shear modulus 
through a dimensionless number 
𝐵Γ̇
𝜇m
= 0.38 × 10−11                                                                                                                                (3.44) 
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Dislocation motion is taken to be drag controlled and the magnitude of the velocity  υi  of 
dislocation i is directly proportional to the Peach-Koehler force 
𝑓i = 𝐵υi                                                                                                                                                     (3.45) 
 
There is a cut-off value υmax for velocity υi and that value is taken to be 20m/s (Cleveringa et 
al., 1999). Moving dislocation will be get pinned by a distribution of obstacles if the Peach-
Koehler force acting on the dislocation is smaller than the obstacle strength 𝜏obs. 
 
Two dislocations with opposite Burgers vector annihilate with each other when they approach 
each other within a material-dependent annihilation distance 𝐿e = 6𝑏. Following Law (2011), 
the annihilation of dislocation is performed using tracking method: the dislocation motions are 
tracked on each slip plane, and a pair of opposite dislocations will be considered as annihilated 
once they have crossed paths. Using this tracking method, a larger time step is allowed, thus 
saving the computational time.  
 
The MMNCs is simulated using a two-dimension unit cell of width W and height H, as shown in 
Fig. 3.9. The unit cell is prescribed under simple shear deformation and periodic boundary 
conditions are imposed along sides x = 0 and x = W as well as vertical deformation along y = 0 
and y = H. Additional constraint equations due to imposed periodic boundary conditions are 
solved using the Lagrange multiplier approach. The unit cell contains distributed particles, 
Frank-Read sources and obstacles. The computational procedure within each time step is 




The interphase simulations are based on discrete dislocation simulation of MMNCs (Law, 2011) 
written in MATLAB®. Associating with the presence of interphases, the XFEM is used to 
solved the (^)-fields. Based on the input, level set method is used to describe the geometry of 
interphase by calculating level set value for each point. In this study, only circular interphases 
are considered, thus nodal level set values are computed using Eq. 3.6. Additional degrees of 
freedom are identified according to nodal level set values, following with the definition of 
enriched elements. The construction of stiffness matrix and force vector is performed depending 
on whether the element is enriched. The computational procedure for simulation of MMNCs 
with interphases is summarized in Fig. 3.11. 
 
 
Fig. 3.9 Two-dimensional unit cell with distributed particles (shaded elements), Frank-Read 













3.1.7 Comparison with work by original author 
 
To verify the current model, simulations of MMNCs with and without interphases are performed. 
The height and width of the unit cell are both taken to be 2000nm, while the size of the element 
is 50nm. Particle size is the same as the element and particle volume fraction is VFp = 2%. The 
elastic properties for matrix are specified by Em = 70GPa and υm = 0.3 while Ep = 460GPa 
and υp = 0.17  for particles. The elastic properties are taken to represent silicon carbide 
reinforced aluminum matrix nanocomposites. In this section, the elastic properties of interphases 
are taken to be the same as the matrix material when they are included in the simulations. The 
drag coefficient is taken to be B = 10−4Pa ∙ s and the magnitudes of the Burgers vector is taken 
as b = 0.25nm. The dislocation nucleation time span is tnuc = 10ns. The Frank-Read sources 
density is ρnuc = 40𝜇𝑚
−2 with a mean strength τnuc = 27 MPa and coefficient of variation of 
0.2. The obstacle density is taken to be ρobs = 120𝜇𝑚
−2 with strength τobs = 300 MPa. An 
applied shear deformation rate Γ̇ = 103𝑠−1 with time step ∆t = 0.5ns is adopted. 
 
The undeformed configuration of the unit cell with location of the discontinuities and enriched 
nodes is shown in Fig. 3.12. Fig. 3.13 shows the overall response of MMNCs containing 
interphases with properties taken to be the same as the matrix material, and compare with results 
obtained from Law’s (2011) program. The responses within the elastic stage are almost the same, 
the difference in elastic stiffness less being than 0.2%. The initial yield stresses are also identical 
while the flow stresses share the same trend.  
 
The difference in flow stress is due to the difference in evaluating the Peach-Koehler force in the 
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(^)-fields. As interphases are included in the simulation, the calculation of Peach-Koehler force 
in enriched elements is performed with a larger size matrix compared with that without 
interphases due to the presence of additional degrees of freedom. Although the elastic properties 
of the interphases are taken to be the same as the matrix material, the numerical evaluation of 
Peach-Koehler force may not be exactly the same. Hence, the (~)-fields are not identical in these 
two simulations. However, this difference is small that the overall trend remains the same. 




Fig. 3.12 Underformed configuration of unit cell with location of the discontinuities (marked 




Fig. 3.13 Overall response of MMNCs with (current simulation) and without (Law, 2011) 
interphases subjected to simple shear. 
 
 
3.2 Effects of interphase elastic properties 
 
In this investigation on the effects of interphase elastic properties, the particle volume fraction is 
set to be VFp = 4%. The elastic properties of interphases are different from case to case. Other 
parameters are taken the same as those in Section 3.1.7.  
 
3.2.1 Effect of interphase Poisson ratio 
 
Firstly, the influence of the Poisson’s ratio of the interphase on the overall response of the 
MMNCs is investigated. The Young’s modulus of the interphase is taken as 280GPa with an 






























different interphase Poisson’s ratios used are: (a) same as the matrix material, i.e. 0.3; (b) same 
as the reinforcement, i.e. 0.17; and (c) average value of the two values, i.e. 0.235.  
 
Fig. 3.14 shows the overall response of MMNCs with different interphase Poisson ratios. The 
initial yield stress and strain, the flow stress all are similar for all interphase Poisson ratios. The 
elastic stiffness of MMNCs tends to be slightly higher when interphase Poisson ratio is smaller. 
Therefore, the interphase Poisson ratio has little influence on the mechanical properties of the 
MMNCs. The results are expected as previous studies (Jiang et al., 2008 and 2009) showed that 
the Poisson ratio of interphase has a little effect on the overall properties of MMCs. 
 
 
Fig. 3.14 Overall response of MMNCs with different interphase Poisson ratio. Each curve bases 





































3.2.2 Effect of interphase Young’s modulus 
 
Secondly, the influence of the Young's modulus of the interphase on the overall response of the 
MMNC is investigated. The interphase thickness remains the same as before and the Poisson’s 
ratio for the interphase is taken as 0.3. The ratios of the Young's modulus of the interphase Ei to 
that of the matrix Em are taken as 0.5, 0.75, 1, 2 and 4. 
 
The overall response of MMNCs with different Young's moduli for the interphase is shown in 
Fig. 3.15a. For all cases, the flow stresses are almost the same. Therefore, unlike conventional 
MMCs, the Young's modulus of the interphase has little effect on the mechanical properties of 
MMNCs even when the interphase is softer than the matrix material. This is due to the difference 
in strengthening mechanisms between MMCs and MMNCs. The major strengthening mechanism 
of MMCs is the load-bearing effect – the load transfer from the matrix to the reinforcement 
through the interphase. If the interphase is weak, the load transfer efficiency is reduced. Thus, in 
MMCs, the stress–strain relation changes greatly with the Young's modulus of the interphase 
when the interphase stiffness is lower than the matrix (Zhang et al. 2007; Jiang et al. 2011). In 
discrete dislocation simulation of MMNCs, however, the strengthening effect involves 
impediment of dislocation motion by the particles and load-bearing effect. As the interphase 
thickness for cases shown in Fig. 3.15a is not large, the volume fraction of particles plus 
interphase regions is small such that the load-bearing effect is secondary as compared to the 





Fig. 3.15 Effect of interphase Young’s modulus for Ri Rp⁄ = 0.5 and VFp = 4%: (a) overall 
response of MMNCs; (b) evolution of √ρ. 
 
Zhang and Chen (2006) have developed an analytical model to predict the tensile strength of 
MMNCs. In their model, the strength of MMNCs can be expressed as 
𝜎c = 𝜎ym(1 + 𝑓l)(1 + 𝑓d)(1 + 𝑓Orowan)                                                                                           (3.46) 
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where 𝜎c is the tensile yield strength of MMNCs, 𝜎ym is the tensile yield strength of the matrix, 
𝑓l is the improvement factor associated with the load-bearing effect of the reinforcement, 𝑓d is 
the improvement factor related to the thermal induced dislocation density and 𝑓Orowan is the 
improvement factor associated with Orowan strengthening of the particles. For particulate 
reinforced composites, 𝑓l can be expressed as  
𝑓l = 0.5VFp                                                                                                                                              (3.47) 
 
As particulate reinforced MMNCs and the matrix can be considered as isotropic materials, their 
shear strength can be expressed as a constant times the tensile strength (Voyiadjis and Kattan 
1999), i.e. 𝜏c = 𝛽c𝜎c and 𝜏ym = 𝛽ym𝜎ym. Thus, the shear strength of MMNCs can be predicted 
as 
𝜏c = 𝛽s𝜏ym(1 + 𝑓l)(1 + 𝑓d)(1 + 𝑓Orowan)                                                                                       (3.48) 
where 𝛽s = 𝛽c/𝛽ym is a constant. As the model is assumed to be initially dislocation free and 
particle configuration for all cases are the same in this section, 𝑓d  and 𝑓Orowan  are equal. 
According to Eq. 3.48, the differences of shear yield stresses come from the differences of 𝑓l. 
When interphase stiffness is larger than the matrix, the load will transfer from the matrix to both 
the interphase and particle. Hence, we can consider interphase region as part of the effective 
particle region. When interphase stiffness is lower than the matrix, the load will only transfer 
from the matrix to the particle with the interphase being ineffective in carrying the load. Here, 
the volume fraction of particles plus interphase regions is about 12.6% and from Eq. 3.47, the 
contribution of 𝑓l will be smaller than 6.5%. As shown in Fig. 3.15a, the load-bearing effect and 
the differences of shear yield stresses are not significant, and the shear yield stress for cases 
Ei Em⁄ > 1  (corresponding to case where the interphase region is considered as part of the 
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effective particle region) is about 4% to 7% higher than that of Ei Em⁄ < 1 (corresponding to 
case where only the particle region is considered).  
 
The major strengthening comes from the impediment of dislocation motion by the particles. The 
evolution of dislocation density  with different Young's moduli for the interphase is shown in 
Fig. 3.15b. For all cases in this section, the flow stresses at average shear strain 𝛾ave of 0.3% are 
16% to 22% higher than their initial yield stress. From Eq. 2.5, we know that the degree of 
strengthening is dependent on the dislocation density which is similar for all cases, and that leads 
to the closeness in the flow stresses. 
 
3.3 Effect of interphase thickness 
 
In this section, the effect of the interphase thickness on the mechanical response of MMNCs is 
investigated. The Young’s modulus of interphase is taken as 280GPa (Ei Em⁄ = 4 ) with a 
Poisson’s ratio of 0.3, i.e. the interphase is harder than the matrix but softer than the 
reinforcement. This case corresponds to a nanocomposite system without special treatment or 
coating of the particles, but the interphase regions are likely to be harder than the matrix due to 
the higher density of thermally generated dislocations around the particles. The ratio of thickness 
of the interphase zone Ri to particle size Rp is varied from 0 to 1. 
 
In these cases, when Ri/Rp is increased from 0 to 1, the volume fraction of particles plus the 
interphase regions increases from 4% to 28% with a corresponding change of 𝑓l from 2% to 
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14%. Thus, the load-bearing effect becomes a noticeable strengthening mechanism in MMNCs if 
the interphase regions are large compared to the particle size. This is shown by the simulation 
results shown in Fig. 3.16a, where considerable differences in the overall stress-strain curves are 
observed when the thickness of the interphase regions is increased. Since the interphase is harder 
than the matrix, significant increases in the stiffness and initial yield stress occur as the thickness 
of the interphase regions increases. From our simulation, the initial yield stress for the case 
Ri Rp⁄ = 1 is found to be approximately 14% higher than that of  Ri Rp⁄ = 0 and this compares 
well with the 12% prediction from Eq. 3.48 by taking 𝑓d and 𝑓Orowan to be constant for the two 
cases. The evolution of √ρ with different interphase thickness is shown in Fig. 3.16b and it 
shows that the degree of hardening increases with increasing interphase thickness. In summary, 
the overall response of MMNCs is greatly affected by the interphase thickness. A similar 
phenomenon is also observed in the study of interphase in conventional MMCs (Zhang et al. 
2007; Jiang et al. 2011). 
 
3.4 Effect of particle volume fraction 
 
In this section, effect of particle volume fraction on the mechanical response of MMNCs is 
investigated. The Young’s modulus of the interphase is taken as 280GPa with Poisson’s ratio of 
0.3. The thickness of the interphase regions are taken to be the same as the particle size, i.e. 





Fig. 3.16 Effect of interphase thickness for Ei Em⁄ = 4 and VFp = 4%: (a) overall response of 
MMNCs; (b) evolution of √ρ. 
 




Fig. 3.17 Effect of particle volume fraction with interphase region for Ei Em⁄ = 4 and Ri Rp⁄ =
1: (a) overall response of MMNCs; (b) evolution of √ρ. 
 
while the evolution of √ρ is shown in Fig. 3.17b. The flow stress at average shear strain 𝛾ave of  
0.3% is approximately 25% and 50% higher for MMNCs with 3% and 4% particle volume 
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fraction, respectively, compared with that of 2% particle volume fraction. The improvement in 
flow stress with increasing particle volume fraction in these cases in which the interphase regions 
are taken into account is more significant than that for cases without the interphase regions. In 
the simulation of MMNCs without interphases (Law 2011), the increase in flow stress at average 
shear strain 𝛾ave of 0.3% is not as significant even at 5% particle volume fraction, as shown in 
Fig. 3.18. The improvements in mechanical properties shown in the simulations of MMNCs 
without interphases are not as substantial as those reported from experiments (Law 2011). The 
simulations of MMNCs with interphases in this study suggest that prescribing the proper 
properties and size of the interphase regions, one can obtain a more accurate estimate of the 




Fig. 3.18 Effect of particle volume fraction without interphase region on the overall response of 




3.5 Effect of resistance to dislocation motion in the interphase region 
 
Due to the presence of thermally induced dislocations and dislocation tangles as well as the 
chemical reaction in the interphase regions, the atomic structure of the interphase regions would 
be considerably altered compared with the bulk matrix (Law 2011). The resistance to dislocation 
motion in the interphase region should be accounted for. In the study of the resistance to 
dislocation motion, the dislocation mobility law is modified by introducing a friction force 𝑓c to 
resist dislocation motion within the interphase regions. Specifically, within the interphase 
regions, the magnitude of the dislocation velocity υi  of dislocation i is related to the Peach-
Koehler force as 
υi = {
0          if |𝑓c| > |𝑓i|
𝑓i − 𝑓c
𝐵
   otherwise
                                                                                                                     (3.49) 
 
In this section, effect of resistance to dislocation motion due to the presence of interphase regions 
on the mechanical response of MMNCs is investigated. The elastic properties of the interphase 
are taken to be the same as the matrix to isolate the load-bearing effects, i.e. the Young’s 
modulus of interphase is 70GPa (Ei Em⁄ = 1) with a Poisson’s ratio of 0.3. Due to lack of actual 
data, the resistance to dislocation motion within the interphase regions, 𝑓c, will use the strength 
of the obstacles, τobs, as a benchmark. Its values are taken as 0, 0.05τobs𝑏, 0.1τobs𝑏, 0.5τobs𝑏 
and ∞. The resistance to dislocation motion is partially due to the presence of thermally induced 
dislocations and dislocation tangles. Thus, the size of interphase regions can be estimated using 
Eq. (1). Depending on the fabrication method, the difference between the processing and test 
temperatures can range about 400 to 750°C for aluminum-based MMNCs (Kang and Chan 2004; 
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Yang et al. 2004; Hsu et al. 2006). Using Eq. 2.2, the size of interphase regions can be estimated 
and the range of Ri Rp⁄  is from 0.9 to 1.6. Here, in order to compare with other results, the 
thickness of the interphase regions is taken to be the same as the particle size, i.e. Ri Rp⁄ = 1. 
 
The overall response of MMNCs with different resistance to dislocation motion is shown in Fig. 
3.19a, while the evolution of √ρ is shown in Fig. 3.19b. The elastic properties and initial yield 
stress are identical for all cases. However, the degrees of hardening are different with different 
resistance to dislocation motion. This is due to higher resistance to dislocation motion is easier to 
block the dislocation motion, leading to more dislocation pile-ups. Thus, the degree of hardening 
increases with increasing resistance to dislocation motion. When the resistance to dislocation 
motion within the interphase region 𝑓c is greater than 0.05τobs𝑏, further increase in 𝑓c does not 
bring about any significant increase in yield or flow stresses. 
 
Comparing case 𝑓c = ∞ and case Ri Rp⁄ = 1 in Section 3.3 (Fig. 3.15), one can also find that 
flow stress at average shear strain 𝛾ave of 0.3% for case Ri Rp⁄ = 1 in Section 3.3 is higher than 
case 𝑓c = ∞ despite of similar dislocation density. This suggests that load-bearing effect cannot 




Fig. 3.19 Effect of resistance to dislocation motion in interphase region for Ei Em⁄ = 1 and 





3.6 Comparison with Mg-ZnO nanoxomposites experimental results 
 
In this section, discrete dislocation simulations are conducted for the Mg-ZnO nanocomposites 
and the results are compared with the existing experimental results (Law 2011). Details about the 
fabrication of the materials and specimens as well as testing procedure can be found in Law 
(2011). 
 
For Mg-ZnO nanocomposites, the matrix is HCP material and the Peierls stress cannot be 
ignored (Olarithinun et al., 2013). A Peierls stress τp is implemented as a friction stress within 
the existing discrete dislocation model. Specifically, the magnitude of the dislocation velocity 𝜈𝑖 
of dislocation i is related to the Peach-Koehler force 𝑓𝑖 as 
νi = {
𝑓i − 𝜏p𝑏 ∙ sign(𝑓i)
𝐵
   if  |𝑓i| > 𝜏p𝑏
0                              otherwise
                                                                                            (3.50) 
 
Assume only basal slip planes is activated under shear deformation and they are parallel to the 
main loading axis. The magnitude of Burger’s vector for basal planes is 𝑏 = 0.321nm (Oppedal 
et al., 2012). The critical resolved shear stress is used to represent Peierls stress at finite 
temperature and τp = 0.8 MPa for basal planes (Hutchinson and Barnett, 2010). The Young’s 
modulus and Poisson’s ratio for Mg matrix are Em = 44GPa  and υm = 0.35  with thermal 
expansion coefficient αm = 28 × 10
−6/K (Friedrich and Mordike, 2004). For the ZnO particles, 
Young’s modulus Ep = 120GPa and Poisson’s ratio υp = 0.36 are used (Martin et al., 1996) 
with thermal expansion coefficient αp = 4.45 × 10
−6/K (Gadzhiev, 2003). Particle size Rp  is 
140nm. The drag coefficient is taken to be B = 6 × 10−5Pa ∙ s while nucleation time tnuc =
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10ns  (Law, 2011). A calibration procedure developed by Law et al. (2011) is carried out 
attempting to match the simulation result for 0% particle volume fraction (pure Mg matrix) with 
the experimental result. Based on the calibration procedure, the following values can be 
obtained: mean nucleation strength τnuc = 17 MPa  with coefficient of variation of 0.2 and 
density ρnuc = 10μm
−2 for the dislocation sources, and strength τobs = 250 MPa and density 
ρobs = 70μm
−2  for the obstacles As the particle volume fraction is low (<=4%) in the 
simulations, the parameters of the matrix ( τnuc, ρnuc, τobs, ρobs ) and the resistance to 
dislocation motion within the interphase are considered the same for different particle volume 
fractions. An applied shear deformation rate Γ̇ = 103𝑠−1 is adopted here, which is considerably 
faster than experimental shear deformation rate (about 10−1𝑠−1).  
 
Based on the parameters given above, numerical simulations for Mg-ZnO nanocomposites with 
two phases, matrix and reinforcing particles, are performed and results are compared with 
experimental measured overall responses, which is shown in Fig. 3.20. The mean overall 
response for pure Mg obtained from the simulations matches reasonably well with the 
experimental results except in the initial parts, i.e. the linear-elastic phase and transition to the 
plastic deformation stage. This discrepancy is due to weak gripping of the specimens in the test 
which resulted in a significant initial slip (Law, 2011). The fixture and testing procedure in the 
experiments are similar to that in ASTM D 5379 (V-notched beam method). However, the 
specimens are smaller than the standard size and weak gripping of the specimens in the test 
fixture resulting in a significant initial slip. As mentioned before, the simulation results without 
interphase regions show a similar trend of increasing flow stress with increasing particle volume 
fraction, but the improvements in flow stress reported in the experiments are more significant 
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than those shown in simulations, as shown in Fig. 3.20. 
 
 
Fig. 3.20 Comparison numerical predictions for Mg-ZnO nanocomposite with absence of 
interphase regions and experimentally obtained shear response for 0%, 0.5% and 1.5% of ZnO. 
 
As shown in previous sections, one way to improve the simulation result is to include interphase 
regions in the model. In order to do that, parameters for interphase regions must be determined. 
However, if assume that interphase regions are generated due to chemical reaction that they 
elastic properties are different from the matrix, experimental evaluation of the properties of 
interphase regions is still difficult, as discussed in section 2.2. One possible way to estimate the 
parameters for interphase regions is to assume that the interphase regions are generated due to 
thermal induced dislocations. Thus, the size of the interphase regions can be estimated using Eq. 
2.2 and assume that the values of resistance to dislocation motion within the interphase regions 









































Fig. 3.21 Comparison between numerical predictions for Mg-ZnO nanocomposite with 
interphase regions and experimentally obtained shear response for 0%, 0.5% and 1.5% of ZnO. 
 
Use the Mg-ZnO nanocomposites case as an example. First, parameters for dislocation sources 
and obstacles are determined by using the calibration procedure developed by Law et al. (2011). 
Second, let ∆T in Eq. 2.3 as the extrusion temperature 350ºC (Law, 2011), the size of interphase 
regions is calculated as 216.10nm for 0.5% Mg-ZnO nanocomposites with particle size of 140nm 
using Eq. 2.2. The value of resistance to dislocation motion within the interphase regions, 𝑓c, is 
adjusted until the computed overall response matches the experimental curve with 0.5% 
particles. Here, 𝑓c = 1.25τobs𝑏. Using parameters obtained above, the overall response for case 
with 1.5% particles can be computed, as shown in Fig. 3.21. Comparing Fig. 3.20 and Fig. 3.21, 










































Impediment of dislocation motion by the particles and the load-bearing effect are the two 
dominant strengthening mechanisms in MMNCs. When the size of the interphase regions is 
small, the dominating strengthening effect is impediment of dislocation motion by the particles. 
On the other hand, the load-bearing effect becomes more significant as the size of the interphase 
regions increases. Although results in Section 3.2 suggest that the elastic properties of the 
interphases have limited influence on the overall response of MMNCs, the results are obtained 
for cases in which the thickness of the interphase regions is taken as half of the particle size. As 
the thickness of the interphase regions increases, the elastic properties of these regions may also 
have a considerable effect of the mechanical properties of MMNCs. As shown in Fig. 3.22 in 
which the interphase thickness is taken to be the same as the particle size, the initial yield stress 
and flow stress increase significantly with increasing Young's modulus of the interphase. Also, 
softer interphase reduces the initial yield stress as shown in Fig. 3.22.  For example, the initial 
yield stress for the case Ei Em⁄ = 0.5 is about 16% lower than that for Ei Em⁄ = 4, but the initial 
yield strain is increased significantly by approximately 26%. The softer interphase leads to a 
reduction in the overall stiffness and since the dislocation source configurations are the same, the 
weakest dislocation source will be activated at a higher strain. 
 
Different interphase properties of MMCs can be achieved by (1) different matrix and 




Fig. 3.22 Overall response of MMNCs with different interphase Young’s modulus and 50nm 
interphase thickness. 
 
that is, different aging time; and (3) different coatings for the reinforcement particles. Depend on 
specific applications, the desired mechanical properties of MMNCs may be achieved by 
controlling the thickness as well as the elastic properties of the interphase. Based on the current 
simulation results, higher MMNCs strength can be achieved by harder interphase and higher 
resistance to dislocation motion in the interphase region. Larger interphase thickness can further 
enhance these effects. As mentioned before, due to poor wettability of nanoparticles, further 
improvement in mechanical properties of MMNCs is limited. Providing suitable coatings for the 
particles may be able to increase wettability as well as modify the properties of the interphase, 
thus, leading to further improvements in the mechanical properties of MMNCs. Although this is 
currently difficult to manage, with the rapidly development in nanotechnology this may be 
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realized in the future. 
 
 
For the sake of simplification, interphase regions are assumed to be homogeneous and gained 
beyond the particle region in current study. This is a common assumption when simulating 
interphase (Fan et al. 2004; Marcadon at al. 2007; Sevostianov and Kachanov 2007; Zhang et al. 
2007; Liu and Sun 2008). However, it is worth noticing that there are other research that studied 
on the inhomogeneous, multilayer interphase (Jiang et al. 2008 and 2009; Markenscoff and 
Dundurs, 2014) and interphase gained beyond as well as within the particle (Paliwal and 
Cherkaoui, 2012). Due to limitation of computational time, current simulations choose to use 
square reinforcement with circular interphase. Using the current framework, circular 
reinforcement with circular interphase can be achieved with better computational power. In 
current study, effects of interphase elastic properties, interphase thickness and resistance to 
dislocation motion are investigated individually. Reconciling these effects in the form of 
property maps, such as a three-dimensional plot of how flow stress varies with interphase 
thickness and resistance to dislocation motion could be really useful. However, it requires a large 
number of simulations and a long computational time for each configuration which are beyond 
current computational capacity. Further study of these and other factors deserve to be considered 






CHAPTER 4. EFFECTS OF THERMAL RESIDUAL STRESSES 
AND THERMAL GENERATED DISLOCATION ON THE 
MECHANICAL RESPONSE OF MMNCS 
 
Due to thermal expansion mismatch between reinforcing particles and matrix, thermal induced 
dislocations are generated in MMNCs during cooling down from the processing temperature. 
These dislocations have been identified as an important strengthening mechanism in particulate-
reinforced MMNCs. In this study, the development of thermal residual stresses and thermal 
induced dislocations in MMNCs are predicted using discrete dislocation simulation, assuming 
the whole material is under uniform temperature change. Shear deformation is applied after the 
composites are cooled down to room temperature. The influences of thermal residual stresses and 
thermal generated dislocation on the overall response of particulate-reinforced MMNCs are 
investigated. 
 
4.1 Formulation of thermal stress 
 
We will now consider the two-dimensional plane strain thermal stress problem (Logan, 2001). 
For an isotropic material with coefficient of thermal expansion α, and subjected to a uniform 
temperature change T, the thermal strain matrix is 




}                                                                                                                                    (4.1) 
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Total strain is the sum of the strain due to applied load and thermal strain—that is 
𝛆 = 𝛆𝐹 + 𝛆𝑇                                                                                                                                                (4.2)    
Let D to be the tensor of elastic moduli for a homogeneous isotropic material, we solve for σ as     
𝛔 = 𝐃(𝛆 − 𝛆𝑇)                                                                                                                                           (4.3)           





𝑇𝐃(𝛆 − 𝛆𝑇)dΩ                                                                                                          (4.4)    








                                                            (4.5) 
The usual strain energy due to stress produced from mechanical loading is the first term in Eq. 






                                                                                                                          (4.6) 
We can observe that terms 2 and 3 in Eq. 4.5 are identical. By writing them together, U𝑇 can be 
defined as  
U𝑇 = ∫ 𝐮
𝑻𝐁T𝐃𝛆𝑇dΩ
Ω
                                                                                                                              (4.7) 
Apply the energy minimization principle in Eq. 4.5 (take ∂U/ ∂𝐮 = 𝟎), the last term drops out. 











= ∫ 𝐁T𝐃𝛆𝑇dΩΩ = 𝐟𝑇                                                                                                                       (4.9)   
Thus, the general form of the stiffness matrix K can be calculated from the integral term in Eq. 
4.8, and the force vector due to temperature change can be obtained from Eq. 4.9. 
 
The following steps are carried out for the finite element part of the computer program (Cook et 
al., 2002). 
1. Using Eq. 4.3, compute ‘initial’ stress, which are stresses induced by the temperature field 
when all displacements are restricted, in each element. Also compute force vectors applied to 
nodes by initial stresses using Eq. 4.9. 
2. Assemble the global stiffness matrix 𝐊 and the force vectors 𝐅𝑇 due to temperature change 
which are calculated in Step 1. The result is a model that is loaded by thermal induced stresses 
but yet has zero displacements. 
3. Solve 𝐅𝑇 = 𝐊𝐮, where if only thermal loading is considered. Compute element strains and 
stresses they produce. Superpose on these stresses the thermal induced stresses calculated in Step 
1. 
If mechanical loads are also applied, solve 𝐅 − 𝐅𝑇 = 𝐊𝐮 instead of 𝐅𝑇 = 𝐊𝐮 in step 3. 
 
4.2 Multiple slip systems 
 
The earlier numerical study performed on MMNCs was simulated with a two-dimensional unit 
cell analyses with elastic reinforcements in a crystalline subject to macroscopic shear (Law et al., 
2011 and 2012). Results were presented for materials with only horizontal slip system by 
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assuming only that slip system was activated. However, for MMNCs under thermal stresses, it 
may not be reasonable to model with only horizontal slip system. Multiple slip systems will be 
used in the following analysis. 
 
4.2.1 Multiple slip systems orientations for an idealized fcc single-crystal 
 
Unless otherwise stated, the matrix material is analyzed as an idealization of an fcc single-crystal 
orientation with the plane of deformation being the (110) plane, as illustrated in Fig. 4.1. 
 
With this direction, dislocation loops can nucleate along the x3 axis direction. In the plane strain 
limit, X3 axis is infinite long, and these dislocation are straight and of edge character. Equal slip 
on the two face diagonals of the (1̅11) and (11̅1) slip planes tie in with the [110] direction being 
perpendicular to the deformation plane. Therefore, on the (11̅1) plane (Fig. 4.1), slip effectively 
occurs in the [1̅12] direction. Equivalently, slip on the (1̅11) plane effectively occurs in the [11̅2] 
direction. Slip in the [110] orientation on the (111) slip plane is another deformation possibility. 
However, this does not conform to a dislocation in the (110) plane (hence, it shows with dashed 
in Fig. 4.1). Due to symmetry which requires equal slip on the (1̅1̅ 1) plane, the combination of 
these is equivalent to slip on the (001) plane. Hence, the slip orientations are inclined at ±54.7° 
and 0° with the [1̅10] direction on the (110) plane, and the [1̅10] direction is identified as the X1 






Fig. 4.1Schematic of dislocation motion on fcc slip planes when crystal is oriented with [110] 
parallel to X3 direction. Because of symmetry and when X3 direction is very long, the slip mode 
is such that dislocations can be idealized as three pairs of straight ed edge dislocations as shown 
by ⊥ symbols (Nicola et al., 2004). 
 
 
In the thermal stresses simulation, the angles of slip orientations are taken to be near this fcc 
orientation and three slip systems with the slip plane directions: ϕ(1) = 0°; ϕ(2) = 60°; ϕ(3) =
120°, are used. This is referred to the fcc-like orientation (Nicola et al., 2004). 
 
4.2.2 Formulation of inclined slip systems 
 
Formulation of inclined slip systems are required as inclined slip planes are involved in this 
study. Two methods to obtain formulas of inclined slip plane are described here. The first 
method makes use of complex potentials and the second method converts formulas of horizontal 
slip plane to inclined slip plane. 
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Complex potential method 
As shown in Fig. 4.2, the direction of one slip plane with respect to the x-axis (i.e. angle between 
m and the x-axis) is labeled by θ where θ ∈ [−π/2,+π/2]. The angle ϕ (ϕ ∈ [0,2π]) represents 
the direction of a dislocation with respect to the x-axis (i.e. angle between the x'-axis and the x-
axis). It is necessary to differentiate with sign convention for positive and negative dislocations 
as both of them can be present on the same slip plane. The positive dislocation will be 
characterized by the one with ϕ = θ while the one with ϕ = θ + π  will represent the negative 
dislocation.  
 
Fig. 4.2 Sign convention for slip plane and dislocation orientations. 
 




) generates an infinite-body stress field ?̃?𝑖(𝑥, 𝑦) and 
displacement field  ?̃?𝑖(𝑥, 𝑦). Following Muskhelishvili's method (Freund, 1994; Muskhelishvili, 
1953; Shu et al., 2001), these two field can be calculated in terms of a pair of complex potentials 




𝑖 (𝑥, 𝑦) + ?̃?𝑥




𝑖 (𝑥, 𝑦) − ?̃?𝑥
𝑖(𝑥, 𝑦)] + 𝑖?̃?𝑥𝑦




𝑖 (𝑥, 𝑦) + ?̃?𝑥
𝑖 (𝑥, 𝑦)] = (3 − 4𝜈𝑀)φ(ζ) − 𝜁𝜑′(𝜁)̅̅ ̅̅ ̅̅ ̅ − ψ(ζ)̅̅ ̅̅ ̅̅                                                 (4.12) 
where the overbar marks the complex conjugate, ζ = x + iy, ℜ is the real part, and 𝑖2 = −1. 
 
Using the following expressions, the derivatives of the complex potentials can be expressed as 
















]                                                                                    (4.14) 
where b = b𝑥 + 𝑖b𝑦 = |b|(𝑐𝑜𝑠𝜙 + 𝑖𝑠𝑖𝑛𝜙) and 𝑍 = X
𝑖 + iY𝑖. 
 
In the unit cell, any dislocation generates infinitely long strings of dislocation with equal 
distances of w on the horizontal direction and h along the vertical direction, together with all its 
replicas. In order to slash the computational cost by minimizing the number of dislocations to 
evaluate in the dislocation fields computing process, a cut-off radius is commonly used (Kubin et 
al., 1992). Nevertheless, in the work by Van der Giessen and Needleman (1995), the periodic 
nature of the dislocation fields cannot be imposed precisely, and the truncation of the number of 
adjacent replicas may give rise to artificial dislocation wall formation. In the formulation here, 
analytically summation is carried out for strings along the horizontal direction. After that, the 
fields induced by these infinitely long strings of dislocations are summed over a finite number of 
replicas of the strings above and below the unit cell. The infinite string solutions decay so rapidly 
in the normal direction that only a few replicas of those strings are needed to obtain desirable 
results. To obtain excellent convergence, only three to five strings on either side of the central 
string need to be evaluated (Cleveringa et al., 1997; Van der Giessen and Needleman, 1995). 
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Performing the analytical summation over strings of dislocations rather than over walls of 
dislocations has the advantage for the current unit cell configuration that periodicity along edges 
x = 0 and x = w is realized exactly. This is exceptionally influential for the displacement field 
ũi(x, y) (Cleveringa et al., 1997). 
 
From the summation of all dislocation replicas along the horizontal direction, the resultant 
derivatives of the complex potentials are written as 





















𝜁 − (𝑍 + 𝑗𝑤)
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(𝜁 − 2𝑖ℑ(𝑍))𝑐𝑠𝑐2 [𝜋 (
𝜁 − 𝑍
𝑤
)]}                                                                  (4.16) 
where ℑ is the imaginary part. 
 
To calculate the stress field, the second derivative of the complex potential 𝜑(ζ) is required. By 









𝑖𝑏 𝑐𝑠𝑐2 [𝜋 (
𝜁 − 𝑍
𝑤
)]                                                                           (4.17) 
 
Integration of Eq. 4.15 and 4.16 is needed to evaluate the displacement field. Direct integration 
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+ 𝐶𝜓                                                                                                                               (4.19) 
 
The solution for complex potentials φ(ζ) and ψ(ζ) obtained from Eqs. 4.18 and 4.19 is only 
valid up to an integration constant 𝐶𝑢  (which is a function of constants 𝐶𝜑  and 𝐶𝜓 ). The 
displacement field calculated using the expressions for complex potentials φ(ζ) and ψ(ζ)  is 
discontinuous in certain regions without the addition of the integration constant. Therefore, the 
integration constant has to be chosen carefully in order that the displacement discontinuity 
corresponding to each dislocation is oriented along the slip plane and obeys the periodicity of the 
distribution (Shu et al., 2001). By developing the fields for a pair of positive and negative 
dislocations on a slip plane, the displacement discontinuity due to slip is located between the 
dislocations. This is most convenient way to evaluate the integration constant (Shu et al., 2001). 
 
Coordinate transformation method 
There are existing formulas for the dislocation stress and displacement field based on infinite-
body and horizontal slip planes (Nabarro, 1952; Van der Giessen and Needleman, 1995). To 
simulating using arbitrary slip system, first compute the stress and displacement field using local 
coordinate, which is parallel with the slip plane, and then change the stress and displacement 
field back to the global coordinates. Let s-t to be the local coordinate system and x-y to be the 





Fig. 4.3 s-t coordinate system and x-y global coordinate system. 
 
 
The relationship between these two coordinate systems can be written by coordinate 
transformation: 
s = xcosθ + ysinθ                                                                                                                                  (4.20) 
t = −xsinθ + ycosθ                                                                                                                               (4.21) 
 
The infinite-body stress field with respect to the local coordinate system ?̃?𝑖(𝑠, 𝑡) due to an edge 




) are given by (Nabarro, 1952; Van der Giessen and Needleman, 
1995): 
?̃?𝑠












                                                                                      (4.23) 
?̃?𝑠𝑡





                                                                                     (4.24) 
where Δ𝑠 = 𝑠 − 𝑆𝑖, Δ𝑡 = 𝑡 − 𝑇𝑖, (s,t) and  (Si,Ti) can be calculated using Eq. 4.20 and Eq. 4.21. 
 
The infinite-body displacement field with respect to the local coordinate system ?̃?𝑖(𝑠, 𝑡) can be 
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derived by integration and are given by the following expressions (Nabarro, 1952; Van der 
Giessen and Needleman, 1995): 
?̃?𝑠








− (1 − 𝜈𝑀)𝑡𝑎𝑛−1 (
Δ𝑠
Δ𝑡













(1 − 2𝜈𝑀)𝑙𝑛 [
(Δ𝑠)2 + (Δ𝑡)2
(𝑏𝑖)2
]}                       (4.26) 
 
The global stress and displacement fields can be computed from local stress and displacement 
fields by using the following expressions: 
?̃?𝑥
𝑖(𝑥, 𝑦) = ?̃?𝑠
𝑖(𝑠, 𝑡)𝑐𝑜𝑠2𝜃 + ?̃?𝑡
𝑖(𝑠, 𝑡)𝑠𝑖𝑛2𝜃 − 2?̃?𝑠𝑡
𝑖 (𝑠, 𝑡)𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃                                              (4.27) 
?̃?𝑦
𝑖 (𝑥, 𝑦) = ?̃?𝑠
𝑖(𝑠, 𝑡)𝑠𝑖𝑛2𝜃 + ?̃?𝑡
𝑖(𝑠, 𝑡)𝑐𝑜𝑠2𝜃 + 2?̃?𝑠𝑡
𝑖 (𝑠, 𝑡)𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃                                              (4.28) 
?̃?𝑥𝑦
𝑖 (𝑥, 𝑦) = [?̃?𝑠
𝑖(𝑠, 𝑡)−?̃?𝑡
𝑖(𝑠, 𝑡)]𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 + ?̃?𝑠𝑡
𝑖 (𝑠, 𝑡)(𝑐𝑜𝑠2𝜃 − 𝑠𝑖𝑛2𝜃)                                    (4.29) 
?̃?𝑥
𝑖 (𝑥, 𝑦) = ?̃?𝑠
𝑖(𝑠, 𝑡) 𝑐𝑜𝑠𝜃 − ?̃?𝑡
𝑖(𝑠, 𝑡)𝑠𝑖𝑛𝜃                                                                                           (4.30) 
?̃?𝑦
𝑖 (𝑥, 𝑦) = ?̃?𝑠
𝑖(𝑠, 𝑡) 𝑠𝑖𝑛𝜃 + ?̃?𝑡
𝑖(𝑠, 𝑡)𝑐𝑜𝑠𝜃                                                                                           (4.31) 
 
For the formulation and motion of dislocations, first calculate the stresses 
?̃?𝑥
𝑖(𝑥, 𝑦), ?̃?𝑦
𝑖 (𝑥, 𝑦) and ?̃?𝑥𝑦
𝑖 (𝑥, 𝑦) using Eq. 4.22, 4.23 and 4.24 with respect to global coordinate 
and then compute the stress field in local coordinate using equations similar with Eq. 4.27, 4.28 
and 4.29:  
?̃?𝑠
𝑖(𝑠, 𝑡) = ?̃?𝑥
𝑖(𝑥, 𝑦)𝑐𝑜𝑠2𝜃 + ?̃?𝑦
𝑖 (𝑥, 𝑦)𝑠𝑖𝑛2𝜃 + 2?̃?𝑥𝑦
𝑖 (𝑥, 𝑦)𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃                                          (4.32) 
?̃?𝑡
𝑖(𝑠, 𝑡) = ?̃?𝑥
𝑖(𝑥, 𝑦)𝑠𝑖𝑛2𝜃 + ?̃?𝑦
𝑖 (𝑥, 𝑦)𝑐𝑜𝑠2𝜃 − 2?̃?𝑥𝑦
𝑖 (𝑥, 𝑦)𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃                                          (4.33) 
?̃?𝑠𝑡
𝑖 (𝑠, 𝑡) = [?̃?𝑦
𝑖 (𝑥, 𝑦)−?̃?𝑥
𝑖(𝑥, 𝑦)]𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 + ?̃?𝑥𝑦




After we updated the dislocation position in the local coordinates using the stress field in local 
coordinate, we convert it back to the global coordinates. 
 
The evaluation of dislocation nucleation is similar with dislocation motion. Firstly, the global 
stress field is computed following with the calculation of local stress field using Eq. 4.32, 4.33 
and 4.34. After evaluating the dislocation nucleation in the local coordinates, the dislocation 
coordinate is transfer back to the global coordinates. 
 
To use the complex potential method, additional calculations are required to obtain the correct 
integration constant. However, the coordinate transformation method is straightforward, no 
additional calculation steps are demanded. In view of its simplification, the convert method is 
employed in the current work. 
 
4.2.3 Implementation of multiple slip systems 
 
After modifying the program to the inclined slip systems, the implementation of multiple slip 
systems is straightforward. To achieve this, each slip system has a number of slip planes, and 
dislocation sources are placed random positions on the slip planes. Thus, different dislocation 
sources may belong to different slip systems. The orientations of multiple slip systems for an 





4.3 Numerical implementation 
 
Thermal stress analysis within a two-dimensional discrete dislocation plasticity framework has 
been used to study the behavior of thin film (Nicola et al., 2003) and passivated metal 
interconnects (Nicola et al., 2004). In order to verify the program, a simulation for passivated 
metal interconnects is first performed using the same parameters reported in the original study 
(Nicola et al., 2004). 
 
4.3.1 Problem formulation 
 
The problem is briefly described here. Details are found in Nicola et al. (2004). Consider a two-
dimensional passivated metal interconnect, the metal part is treated as an infinitely long array of 
single-crystal lines which is covered by a planar passivation layer and bonded to a semi-infinite 
substrate perfectly, as illustrated in Fig. 4.4. Assuming plane strain conditions in the direction 
along the lines, the development of the dislocation structure and of the stress field in the cross-
section of the lines is investigated. This study is particularly motivated by aluminum lines on a 
silicon substrate, capped with a silicon-nitride passivation layer. In this kind of set-up, plastic 
flow in the line in directions perpendicular to the line axis is considerable constraint by the 
relatively stiff passivation layer and substrate. 
 
As shown in Fig. 4.4, a single cell of width w + 2p, where w is the width of each line and 2p is 
the spacing (pitch) between lines, is used to simulate the passivated metal interconnect. Discrete 
104 
 
dislocation plasticity method is adopted. The solution of the image (^)-fields (See section 3.1.6) 
for the single cell superposes with the analytical solution for the dislocations (~)-fields which is 
treated as line singularities in an infinite elastic medium to capture the total fields in the line. The 
(^)-fields for thermal problem is solved following the formulae and procedures in Section 4.1, 
while the constitutive rules and formulae for (~)-fields can be found in Section 3.1.6. 
 
 
Fig. 4.4(a) Geometry of line model. (b) Decomposition of unit-cell problem into thermo-elastic 
problem and plastic relaxation problem (Nicola et al., 2004). 
 
As shown in Fig. 4.4(b), the problem is divided into two parts: the ( )
th
 part, which is an 
unconstrained thermo-elastic problem, and the ( )’ part, which is operated by the thermal 
expansion mismatch between the line and its surrounding materials. The solution of the problem 
is obtained by coupling these two parts 
ui = ui
th + ui
′,   εij = εij
th + εij
′ ,   σij = σij
th + σij
′                                                                                (4.35) 
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The solution of ( )
th
 part is trivial. This is because the unconstrained thermal expansion of the 
line–substrate–passivation layer system is assumed that all components have the same coefficient 
of thermal expansion αs in the ( )
th
 part. Stress σij
th = 0 everywhere in the solution of the ( )th part 
and no dislocation exists.  
 
On the other hand, the coefficients of thermal expansion of the passivation layers and the 
substrate are αp = αs = 0 and that of the line is taken to be α = αs − αp in the ( )’ part of the 
problem. The following boundary conditions are applied to the ( )’ part 
stress-free surface 
σ12
′ (x1, hp) = σ22
′ (x1, hp) = σ22
′ (x1, −h) = 0                                                                                (4.36) 
periodicity conditions 
ui
′(0, x2) = ui
′(w + 2p, x2)                                                                                                                   (4.37) 
3. ui
′(x1, −h) = 0                                                                                                                                    (4.38)  
 
As mentioned before, the solution is obtained by superposition of the image (^)-fields and the 
dislocations (~)-fields. Thus, the ( )’ part is further decomposed into the (^)-fields and the (~)-
fields. 
 
The simulations are carried out in a linear incremental manner. A fixed time increment Δt is 
adopted and an explicit time-stepping algorithm is used. With a prescribed temperature decrease 





4.3.2 Computation parameters 
 
The dislocation annihilation distance is 𝐿e = 6𝑏 , thus, in order to capture the annihilation 
process a small time step ∆t = 0.05ns is required. As the result, a cooling rate Ṫ = 40 × 106K/
s,  which is much faster than experimental cooling rates, is needed to limit the computing time. 
The drag coefficient is taken to be B = 10−4Pa ∙ s . The strength of Frank–Read sources is 
τnuc = 25 MPa with a source density is ρnuc = 60/μm
2 . A pair of dislocations is generated 
when the Peach–Koehler force on the source exceeds τnuc  during the nucleation time span 
tnuc = 10ns. The obstacle density is taken to be the same as the source density, while the 
obstacle strength is set to be τobs = 150 MPa. The dislocations exist within the line and cannot 
cross the line boundaries with the passivation layer and substrate. The Frank–Read sources are 
placed that all dislocations are nucleated within the line. Therefore, a source free zone with a 
thickness Lnucsinϕ is presented around the line edges. 
 
The line section is initially under a stress-free and dislocation-free state with a temperature of 
600K. The temperature is then dropped to 400K and the thermal stress in the line section is 
evaluated during the process. The thermal expansion coefficient of the line is taken to be 
representative of aluminum, α1 = 23.2 × 10
−6/K , and use a value representative of silicon, 
αs = 4.2 × 10
−6/K , for the substrate. Moreover, for the lines, the elastic properties for 
aluminum are specified by E = 70GPa  and υ = 0.3 . Differences in elastic properties are 
neglected, so that the same elastic constants are used for the substrate and passivation layers 




4.3.3 Numerical validation using passivated metal interconnects 
 
Two cases are simulated to verify the program. The height of the line is fixed, h = 0.5μm, and 
the line widths are w = 1μm  and w = 0.5μm , so that the aspect ratios are h w⁄ = 0.5  and 
h w⁄ = 1. To keep the line area fraction the same for these two lines, the ratio of passivation 
layer thickness to line height and the ratio of pitch 2p to line width w are fixed at hp h⁄ = 2 and 
2p w⁄ = 1, respectively. Bilinear quadrilateral element is used in both cases. A uniform mesh is 
adopted in the model and different element sizes are used as the mesh detail in the original study 
(Nicola et al., 2004) is unknown. The undeformed configurations are shown in Fig. 4.5. 
 
 
Fig. 4.5 Undeformed configuration of line model with element size of 50 nm. (a) h/w=1, (b) 
h/w=0.5. 
 
Fig. 4.6 shows the evolution of the average stress in the line, σ11, with different meshes as well as 
results reported in the original work (Nicola et al., 2004) in case aspect ratio h/w = 1. The 
108 
 
element size of mesh 1, mesh 2 and mesh 3 are 100nm, 50nm and 25nm, respectively. The 
elastic slope of mesh 1 is smaller than that of finer meshes, mesh 2 and 3, which indicates that 
the elastic slope is dependent on mesh size. The elastic slope reported in (Nicola et al., 2004) is 
between that of mesh 1 and mesh 2, 3. The initial yield stress and yield temperature are also 
different between current work and the work by Nicola et al. (2004). The initial yield stress and 
yield temperature are lower in current work with mesh 2 and 3 than that by Nicola et al. (2004), 
while the results from mesh 1 are the highest. This is due to the fact that while the strength and 
density of dislocation sources and obstacles are the same in both simulations, the actual locations 
are not identical. The final results are highly sensitive to the initial configuration of dislocation 
sources and obstacles. It may also suggest that the initial yield stress and yield temperature are 
mesh dependent. The flow stresses are not significantly different for all cases. Overall, the results  
 
 
Fig. 4.6 Average σ11 in the line versus imposed temperature for the line with aspect ratio h/w=1. 

























Nicola et al. (2004)
current work, mesh 1
current work, mesh 2
current work, mesh 3
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tend to be mesh dependent and the results reported in the original work (Nicola et al., 2004) is in 
between that of mesh 1 and mesh 2. The differences between results of mesh 2 and mesh 3 are 
negligible compared with that of mesh 1 and mesh 2, which indicate that mesh 2 is adequate in 
this simulation and further finer mesh is unnecessary.  
 
Fig. 4.7 shows the evolution of the average stress in the line, σ11, with aspect ratio h/w = 0.5. The 
results show that the elastic slopes of the current works are close with that in the original work 
(Nicola et al., 2004). The flow stress obtained by mesh 2 is closer with the original work (Nicola 
et al., 2004) than that of mesh 1 and 3. The difference in initial yield stress between the current 
work and the original work (Nicola et al., 2004) is due to the difference in the initial 
configuration of dislocation sources and obstacles. 
 
 
Fig. 4.7 Average σ11 in the line versus imposed temperature for line with aspect ratio h/w=0.5. 
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current work, mesh 2
current work, mesh 3
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Despite the differences on elastic slopes, initial yield stress and flow stress, similar trends and 
results are observed in both works, which reflects that thermal stress problem has been 
implemented correctly in this current work. 
 
4.4 Numerical simulation of thermal residual stress in MMNCs 
4.4.1 Problem formulation  
 
Two-dimensional discrete dislocation analysis is performed on the investigation of thermal 
residual stress in MMNCs. A unit cell with randomly distributed multiple particle is used, 
assuming plane strain conditions. Both the width and height of the unit cell are taken to be 2000 
nm and the element size is set as 50 nm, as shown in Fig. 4.8a. The simulation is divided into 
two stages: in stage one, the thermal residual stresses and thermal induced dislocations are 
developed by simulating a uniform temperature drop; in stage two, the unit cell is subsequently 
deformed by applying prescribed shear displacements along the top and bottom edges and the 
overall shear stress–strain response is computed. 
 
In stage one, the temperature change is applied as a uniform body load to the unit cell throughout 
the simulation and no extra loadings and displacements are applied during the process. The 
problem is decomposed into the ( )
th
 part and ( )’ part. As the solution of the ( )th part is trivial, 
only the analysis of the ( )’ part need to be carried out. The thermal stress arises from the thermal 
mismatch between the matrix and the reinforcement. The ( )’ part is subject to periodicity 
boundary conditions along the left and right edges as well as the top and bottom edges. 
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In stage two, the unit cell is subjected to the bound periodic boundary conditions shown in Fig. 
4.8b. Simple shear deformation is applied on the unit cell through prescribed displacements 
along the top and bottom edges and the overall shear stress–strain response is computed. The 
overall or average shear stress and average shear strain are calculated, respectively, from the 
traction and displacement along the top and bottom edges of the unit cell. Computation of the 
deformation history, assuming small-strain kinematics, is carried out in an incremental manner. 
In this stage, only dislocation sources on slip planes at ϕ(1) = 0° are activated. This is due to the 
fact that slip mainly occurs on slip planes at ϕ(1) = 0° as loading direction is parallel with that 
slip planes. 
 
Fig. 4.8 (a) Two-dimensional unit cell with distributed particles (shaded elements), Frank-Read 
sources (squares) and obstacles (circles); (b) 2D unit cell model subjected to simple shear. 
 
4.4.2 Temperature range and cooling rate 
 




be constant, i.e. elastic properties do not change with temperature. This assumption is valid for 
ceramic particle as its elastic properties are not sensitive to temperature, especially when it is 
lower than 900 K. However, elastic properties for matrix may be a function of temperature 
(Povirk et al., 1990 and 1991; Shi et al., 1992; Zywicz et al., 1988). The material properties may 
be linear interpolated from a list of temperature values as in Table 4.1 (Shi et al., 1992; ALCOA, 
1967) or may be taken from expressions as listed in Table 4.2 (Zywicz et al., 1988; Frost et al., 
1982; Simmons et al., 1971; Hatch, 1984). Meanwhile, as shown in Table 4.1, when the 
temperature is low compared with the melting point, which is 933 K for Al, the material 
properties can be considered as constant. Hence, in Nicola et al. (2004), the elastic properties of 
Al are constant when the temperature range is 400 K to 600 K. When the temperature is close to 
the melting point, the material properties change so significantly that temperature-dependent 
values must be used. 
 
Table 4.1 Tensile material properties for 6061 Al. 
 Temp. (℃) E (104MPa) ν σy (MPa) ET (10
3
MPa) α (10-4) 
6061 Al 
0 6.83 0.3 55.2 2.08 0.234 
50 6.83 0.3 55.2 2.08 0.234 
180 6.83 0.3 55.2 2.08 0.234 
250 5.66 0.3 40.3 1.51 0.274 
350 4.21 0.3 14.4 1.13 0.302 
450 2.76 0.3 11.6 0.8 0.337 
550 1.10 0.3 5.5 0.4 0.374 
 
 
In the case of temperature-dependent material properties, the stiffness matrix will also be 
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temperature-dependent. This will make the computational cost too prohibitive for discrete 
dislocation simulation in view of the small time step used (see Section 4.3.2). Therefore, the 
temperature range must not be near the melting point to ensure constant material properties 
assumption is valid. In the study of thermal residual stress in MMNCs, the temperature range is 
taken to be 600 K to 300 K (or room temperature). Thus, the elastic properties of the matrix 
material are treated as temperature independent. Furthermore, 600 K is also within the range of 
commonly used extrusion temperatures for MMNCs. 
 




















 Fitted to data between 273K and 900K, T is in Kelvin 
 
To represent the temperatures experienced by the material when undergoing a quench in ice 
water, a temperature history of the form T(t) = T0exp (−3.75𝑡) (with t in seconds) should be 
applied, where T0 is the stress-free and dislocation-free temperature. However, this will require 
the magnitude of total computing step to be 10
11
 as a small time step ∆t = 0.05ns is needed. 
This computational cost is exorbitant based on current computational capability. Hence, the 






4.4.3 Material parameters 
 
In the simulation of thin film (Nicola et al., 2003) and MMNCs (Law et al., 2011), the strength 
of dislocation sources has a standard deviation of 0.2, while in the simulation of passivated metal 
interconnects (Nicola et al., 2004), the dislocation sources strength is taken to be constant. In the 
simulation here, the strength of the sources is taken randomly from a Gaussian distribution with 
mean strength τnuc = 25 MPa and standard deviation of 5 MPa which is following the first two 
works.  
 
Except otherwise stated, the thermal expansion coefficient of the matrix material is taken to be 
representative of aluminum, αm = 23.2 × 10
−6/K , and for the nanoparticles, is taken to be 
representative of silicon carbide, αp = 4.1 × 10
−6/K . Moreover, for the matrix, the elastic 
properties for aluminum are specified by Em = 70GPa and υm = 0.3, while for the particle, the 
elastic properties for silicon carbide are specified by Ep = 460GPa and υp = 0.17. 
 
Other parameters are taken the same as the simulation of passivated metal interconnects. 
 
4.5 Results of thermal residual stress in MMNCs  
 




4.5.1 Thermal stress and thermal induced dislocation  
 
Fig. 4.9 shows the undeformed shape with particle volume fraction VFp = 2%, while Fig. 4.10 
shows the final dislocation structure at the end of stage one. Thermal stress arises due to thermal  
 
 
Fig. 4.9 Undeformed shape with particle volume fraction VFp = 2%. Particles are filled in black, 
while Frank-Read sources and obstacles are marked with squares and circles, respectively. 
 
mismatch between the matrix and the nanoparticle; thus, regions around the particles are under 
high stresses while the stresses away from the particles are low. Therefore, it is expected that 
dislocations are more likely nucleated at the regions around the particles. As shown in Fig. 4.10, 
regions around particles, which are highlighted with shaded elements, contain most of the 
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existing dislocation while dislocations are hardly found outside those regions. This phenomenon 
also matches with experimental observations (Das et al., 1997), which shows that the interfacial 
region
1
 exhibiting higher dislocation density than the matrix. The Taylor relationship relates the 
contribution of dislocation density to the strength of the material (Sanaty-Zadeh, 2012). Thus, the 
interfacial region may have a higher stiffness and hardness than other part of the matrix.  
 
 
Fig. 4.10 Final dislocation structure with particle volume fraction VFp = 2%. Positive 
dislocations and negative dislocation are marked with ‘+’ and ‘×’, respectively. Shaded elements 
highlight the regions around particles. 
 
                                                 
1
 The interfacial region used here is to help discussing the results of thermal residual stress in MMNCs. It is simply a 
region adjacent to the reinforcement without a clear boundary. In this chapter, only the reinforcement phase and 
matrix phase are considered. There is no a third phase that has chemical composition different from the 
reinforcement and matrix. Thus, the interfacial region here is different from the term interphase used in Chapter 3, 
although according to Das et al. (1997), this region can be considered as interphase. 
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Therefore, these regions adjacent to the reinforcement are of interest. The stress state of these 




(𝜎11 + 𝜎22 + 𝜎33)                                                                                                                     (4.39) 
 
For plain strain problem, 𝜎33 can be obtained from 





(1 + 𝜐)(𝜎11 + 𝜎22)                                                                                                                   (4.41) 
 
Fig. 4.11 shows the evolution of the average stress within the highlighted regions, σh, with the 
average stress of all the matrix elements. As expected, the average stress in the interfacial 
regions is higher than that of all the matrix elements. Although the average stress of the 
interfacial region versus imposed temperature curve is slightly non-linear from about 570 K and 
below, the interfacial region yield at about 350 K (the temperature at which the σh versus 
imposed temperature curve in Fig. 4.11 deviates from the initial stiffness) with an yield stress 
about 15.2 MPa. Fig. 4.12 shows the corresponding dislocation density versus imposed 
temperature and, one can observe that there is a jump in dislocation density at the yield 
temperature. This is expected in the discrete dislocation model since the plastic deformation 
results from the collective motion of discrete dislocation. The increase in dislocation motion due 





Fig. 4.11 Average σh in matrix versus imposed temperature. 
 
Fig. 4.13 shows the development of average stress in the particles. The particles are under 
compression and the average stress versus imposed temperature curve is linear. As the 
coefficient of the matrix material is larger than that of the particle, the matrix will be under 
tension and the particle will be under compassion as the temperature decreases.  Fig. 4.14 shows 
the stress distribution at 300 K. 
 
 































































Fig. 4.13 Average σh in particles versus imposed temperature. 
 
 
Fig. 4.14 Stress σh distribution at 300 K. 
 
4.5.2 Effect of particle volume fraction 
 






























volume fractions. As the values of particle volume fraction used in the simulations are low, the 
elastic stiffness of MMNCs is not significantly affected by the particle volume fraction (Law, 
2011). However, thermal residual stress comes from thermal mismatch between the matrix and 
the particle, thus, thermal residual stress increases with increasing particle volume fraction 
(assuming the particle size is the same). Therefore, the elastic slopes in Fig. 4.15 have visible 
differences among different particle volume fractions. The yield temperatures are similar for all 
cases while the yield stress increases with increasing particle volume fraction. 
 
 
Fig. 4.15 Average σh in interfacial regions versus imposed temperature with different particle 
volume fractions. 
 
Fig. 4.16 shows the development of dislocation density with different particle volume fractions. 
Eq. 2.6 shows that thermal induced dislocation density increases linearly with increasing 
































imposed temperature curves for different particle volume fractions are approximately linear after 
dislocations are generated. Thermal residual stress arises from thermal mismatch between the 
matrix and the particle, thus, thermal residual stress increases with increasing particle volume 
fraction (assuming the particle size is the same). As the total thermal force is larger with higher 
particle volume fraction, dislocation density increases with increasing particle volume fraction.  
 
 




The thermal induced dislocation density after the temperature drop is approximately 50% and 
100% higher for MMNCs with 3% and 4% particle volume fraction, respectively, compared with 
that of 2%. This also matches with the thermal induced dislocation density differences for 
different particle volume fraction calculated using Eq. 2.6. Table 4.3 summarizes different 

































Table 4.3 Different material properties in MMNCs with different particle volume fractions under 







Flow stress at 
300 K (MPa) 




2 336 15.23 15.65 56.35 
3 336 19.62 20.94 84.17 
4 344 24.47 26.06 119.50 
 
4.6 Effect of thermal residual stresses and thermal induced dislocations 
 
In order to investigate the effect of thermal residual stresses and thermal induced dislocations on 
the mechanical behavior of MMNCs, composites with and without thermal residual stresses are 
subjected to simple shear deformation. For composites with thermal residual stresses, simple 
shear deformation is applied on the unit cell through prescribed displacements along the top and 
bottom edges after the composites are cooled down to room temperature and the overall shear 
stress–strain response is computed. The overall or average shear stress and average shear strain 
are calculated, respectively, from the traction and displacement along the top and bottom edges 
of the unit cell. Computation of the deformation history, assuming small-strain kinematics, is 
carried out in an incremental manner.  
 
For cases without thermal residual stresses, the uniform shear stress increases linearly with 
applied shear deformation and sources will not generate dislocations until at some instant when 
the resolved shear stress reaches the lowest critical value τnuc for any of the sources. As shown in 
Fig. 4.17(a), no dislocation is generated under 0.05% shear strain. However, for cases with 
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thermal residual stresses, thermal induced dislocations exist before shear deformation applied. 
Stress field for thermal induced dislocations may trigger dislocation sources and new 
dislocations are generated before the resolved shear stress reaches the lowest critical value τnuc 
for any of the sources. Fig. 4.17(b) shows the dislocation configuration for composites with 
thermal residual stresses under 0.05% shear strain. Considerable number of dislocations is 
generated even when the applied shear strain is low. Fig. 4.18 shows the evolution of the 
dislocation densities for particle volume fraction of 2%. For cases with thermal residual stresses, 
new dislocations are generated at the beginning of applied shear deformation while dislocations 
are not generated until about 0.06% shear strain for cases without thermal residual stresses.  In 
addition, the newly generated dislocation density for cases with thermal residual stresses is 
higher than dislocation density for cases without thermal residual stresses. 
 
The motion of dislocations along a slip plane can be hindered in real crystals by several types of 
obstacles, such as dislocations on intersecting slip planes, small precipitates, etc (Van der 
Giessen and Needleman, 1995). Thermal induced dislocations on slip planes at  ϕ(2) = 60° and 
ϕ(3) = 120° may act as obstacles for the motion of new generated dislocations as they are on 
slip planes at ϕ(1) = 0°. This is due to the strong interactions between the two families of 
dislocations. Pinned dislocations are usually the origin of dislocation pile-ups (Van der Giessen 
and Needleman, 1995). Fig. 4.19 shows the dislocation distributions for composites with and 
without thermal residual stresses under 0.6% shear strain for particle volume fraction of 2%. 
More dislocation pile-ups are formed for case with thermal residual stresses. This will cause a 
greater back-stress on dislocation sources and existing dislocations in the matrix, which results in 





Fig. 4.17 (a) Distribution of dislocations for case without thermal residual stresses under 0.05% 
shear strain, VFp = 2%; (b) distribution of dislocations for case with thermal residual stresses 
under 0.05% shear strain, VFp = 2% (thermal induced dislocations are marked with blue color 






dislocations (Law et al., 2011). Consequently, the flow stress and degree of hardening will be 




Fig. 4.18 Evolution of dislocation density under shear deformation for cases with or without 
































Matrix without thermal residual stress
Matrix with thermal residual stress





Fig. 4.19 (a) Distribution of dislocations for case without thermal residual stresses under 0.6% 
shear strain, VFp = 2%; (b) distribution of dislocations for case with thermal residual stresses 





The shear stress responses during simple shear for cases with or without thermal residual stresses 
are shown in Fig. 4.20 with different particle volume fractions. Due to the presence of thermal 
induced dislocations, the responses for cases with thermal residual stresses do not show an 
elastic regime. The thermal residual stresses are larger enough to cause the matrix of the 
composites to undergo plastic deformation and generate dislocations before the shear 
deformation is applied. As a result, the composite behaves in a nonlinear manner as soon as the 
mechanical loading is applied and shows a drop in the apparent stiffness. Similar phenomenon is 
also observed in the study of thermal residual stresses in MMCs (Ho and Saigal, 1994; Meijer et 
al., 2000). As mentioned before, the existing thermal induced dislocations leads to higher 
dislocation density and more dislocation pile-ups. Thus, cases with thermal residual stresses have 
higher 0.2% offset yield stress as well as higher degree of hardening. As shown in Fig. 4.16, the 
thermal induced dislocation density increases with increasing particle volume fraction, which 
leads to more dislocation pile-ups. At the same time, a higher particle volume fraction also 
means a greater proportion of the dislocations impeded by the particles (Law et al., 2011). Thus, 
the increase in flow stress and degree of hardening are more significant for case with higher 
particle volume fraction. As shown in Fig. 4.20, for cases without thermal residual stress, the 
flow stress at shear strain of 0.6% is only about 4% and 15% higher for MMNCs with 3% and 
4% particle volume fraction compared with that of 2% while the corresponding number is 
approximately 14% and 45% when thermal residual stresses are considered. Suh et al. (2009) 
used a simple and elegance approach to capture the size effect in MMCs and yielded a similar 
conclusion with current work. Aghababaei and Joshi (2013) applied a two-steps loading 
approach similar to the one used in current study to investigate the size effect in MMCs. Their 
study also showed similar results with current work, although new dislocations generate at a 
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lower mechanical strain than the current work and the lower apparent stiffness is not observed in 
Aghababaei and Joshi’s study.       
 
 
Fig. 4.20 Effect of thermal residual stresses on overall response of MMNCs with different 
particle volume fraction. 
 
As shown above, the shear stress responses change significantly with and without thermal 
residual stress and thermal induced dislocation. Since thermal residual stress and thermal 
induced dislocations vary greatly for different reinforcements, matrix materials, as well as 



















VFp=2%, without thermal residual stresses
VFp=3%, without thermal residual stresses
VFp=4%, without thermal residual stresses
VFp=2%, with thermal residual stresses
VFp=3%, with thermal residual stresses
VFp=4%, with thermal residual stresses
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4.7 Comparison with Mg-ZnO nanoxomposites experimental results 
 
In section 3.6, a comparison between the numerically-computed (including interphase regions) 
and experimentally-measured overall response of Mg-ZnO nanocomposites is performed. In 
order to obtain suitable parameters, a calibration procedure of matching numerically-computed 
and experimentally-measured curves for both 0% and 0.5% particle volume fraction is required. 
Thus, this calibration procedure cannot be used to predict overall response of MMNCs before it 
is fabricated as at least one experimental result with non-zero percentage particles is necessary to 
perform the calibration procedure. Here, thermal residual stress is included in the model, and a 
calibration procedure of matching numerically-computed and experimentally-measured curves 
for 0% particle volume fraction only is needed. 
 
Material properties are the same as in section 3.6. For stage one (temperature change stage), 
three slip systems are assigned to the matrix material, at  ϕ(1) = 0° for basal planes and  ϕ(2) =
60° as well as  ϕ(3) = 120°  for pyramidal planes (Olarithinun et al., 2013) with slip plane 
spacing 𝑑 = 200𝑏B . The burgers vectors are 𝑏B = 0.321nm  for basal dislocations and 𝑏P =
0.321nm for pyramidal planes (Oppedal et al., 2012). The critical resolved shear stress is used to 
represent Peierls stress at finite temperature and τp
B = 0.8 MPa  for basal planes and τp
P =
50 MPa for pyramidal planes (Hutchinson and Barnett, 2010). Again, the cooling temperature 
range is taken from 600 K to 300 K. Parameters for dislocation sources and obstacles are 
determined by matching numerically-computed and experimentally-measured curves for 0% 




Fig. 4.21 shows a comparison between the numerical simulations without thermal residual 
stresses and the experimental measured overall response of the Mg-ZnO nanocomposites with 
different particle volume fraction. As mentioned in section 3.6, the improvements in flow stress 
reported in the experiments are more significant than those shown in simulations. Fig. 4.22 
shows the numerical simulations with thermal residual stresses compared with experimental 
measured. Please note that the simulation results for 0% particle volume fraction are identical for 
cases with or without thermal residual stresses as thermal residual stresses are zero. Compared to 
the simulations without thermal residual stress, the increases in flow stress and degree of 
hardening with increasing particle content are more significant. Thus, simulation results with 
thermal residual stresses match with experimental results more closely. Yet the flow stresses with 
0.5% and 1.5% particles given by simulations are still consistently lower that of experimental 
results. A number of factors can attribute to this discrepancy. Firstly, the temperature change 
used in the simulation is lower than the temperature drop in the fabrication due to the reasons 
stated in section 4.4.2, which leads to lower thermal induced dislocation densities and their 
strengthening effect. Consequently, to obtain more accurate results, the complete temperature 
change should be modeled in the future. Secondly, interphase regions are not taken into account 
in the simulations here. As shown in Chapter 3, interphase regions play an important role in the 
strengthening of MMNCs. Including interphase regions should increase the accuracy of the 
modelling, although it is difficult to determine the suitable parameters for the interphase regions, 





Fig. 4.21 Comparison between numerical predictions for Mg-ZnO nanocomposite with absence 





Fig. 4.22 Comparison between numerical predictions for Mg-ZnO nanocomposite with thermal 























































As a demonstration, Fig. 4.23 shows the overall response of Mg-ZnO composites with both 
thermal residual stress and interphase regions. Due to the absence of experiment data on the 
properties of interphase, reasonable assumptions for the interphase properties have to be made. 
Properties for the interphase, Ri Rp⁄ = 1 and Ei Em⁄ = 2 are used and the rest of the material 
properties follow those used in Fig. 4.22. Flow stresses for Mg nano-composites with 0.5% and  
 
 
Fig. 4.23 Comparison numerical predictions for Mg-ZnO nanocomposite with inclusion of 
thermal residual stresses and interphase regions, and experimentally obtained shear response for 
0%, 0.5% and 1.5% of ZnO. 
 
1.5% ZnO increase slightly with the inclusion of the interphase regions as compared with those 
without interphase regions shown in Fig. 4.22 and the simulation results match very well with 
the experiment. As the stiffness the interphase regions are higher than the matrix, the overall 
stiffness of Mg with 0.5% and 1.5% ZnO also increase slightly, thus closing the gap between the 





























CHAPTER 5. EFFECTS OF VOID ON THE MECHANICAL 
RESPONSE OF MMNCS 
 
By using level set method in XFEM, the void can be modeled without meshing the internal 
boundary and its complex or random geometries can be easily computed. XFEM is used here to 
simulate the void as an inclusion with a Young’s modulus 1000 times lower than the matrix. 
Once a dislocation reaches the surface of the void, it will exit the domain and introduce a 
displacement jump across the slip plane of itself. Due to displacement jump in the finite 
boundaries, image stresses are generated. These image stresses will be computed by embedding 
the discontinuities in the finite element solution. A unit cell with a single void under uniaxial 
tension will be studied. The effect of void content, void distribution, lattice orientation as well as 
particle aspect ratio on the mechanical properties of MMNCs will be investigated. 
 
5.1 Modeling of dislocations leaving non-convex domain 
 
When a dislocation leaves the unit cell, the dislocation fields need to be corrected. In the convex 
domain considered in Chapters 3 and 4, the intersection of the slip plane with the domain is a 
continuous segment as illustrated in Fig. 5.1a, and only the displacement fields of the dislocation 
need to be changed to account for the contribution of a dislocation leaving the domain. However, 
in case of non-convex domain that contain defects like cracks and voids like the one shown in 
Fig. 5.1b, the intersection of the slip plane with the domain may not be a continuous segment. 
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Thus, in a non-convex domain, the change in the dislocation fields is not the same as the convex 
domain when a dislocation leaves the unit cell. An approach developed by Romero et al. (2008) 




Fig. 5.1 Intersection of the slip plane with the domain. (a) Convex domain; (b) Non-convex 
domain. 
 
Let Γ denotes the line at the intersection of the slip plane and the plane of a domain 𝛀. Consider 
a point 𝒙 of the domain 𝛀 and lying on Γ. A jump in any scalar, vector or tensor field 𝜙 can be 
expressed in terms of the jump operator ⟦∙⟧Γ which is defined as 
⟦𝜙⟧Γ = lim
𝜖→0+
𝜙(𝒙 + 𝝐𝒏) − 𝜙(𝒙 − 𝝐𝒏)                                                                                                (5.1) 
where 𝒏 is the oriented unit normal to Γ. 
 
The effect of a dislocation on the displacement field of a body when it reaches the domain 




                                                                                                                                                    (5.2) 
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where 𝒃 is the Burgers vector. 
 
 A general case, denoted as problem 𝐐, consists of a deformable elastic domain with imposed 
displacements 𝑼  on the boundary 𝜕𝑢Ω  and imposed tractions 𝑻  on tis boundary 𝜕𝑡Ω . 
Dislocations will move along their slip planes and those that have reached the domain boundaries 
will exit the domain. If the domain is convex as illustrated in Fig. 5.2, the problem can be 
decomposed into two parts: the (~)-fields which are associated to the dislocations in their current 
configuration but in an infinite medium, and the (˄)-fields which are associated to the image 
fields that correct for the actual boundary conditions.  
 
 
Fig.5.2 Problem decomposition for convex domain. The problem in the center is posed on an 
infinite domain with dislocations in it. The problem on the right is on the original domain Ω, but 
the imposed tractions and displacement boundary conditions are corrected. The three problems in 
the figure will be denoted problems 𝐐,  ?̃? and ?̂?, respectively (Romero et al., 2008). 
 
If the domain is non-convex, the slip across the plane needs to be included. This can be done by 
decomposing the problem into three parts, as shown in Fig. 5.3. The first part (the (~)-fields) and 
the third part (the (˄)-fields) are the same as the convex domain. The second part, denoted as the 
(˅)-fields, consists of the domain with displacement discontinuities across the slip planes in 
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which one or more dislocations have reached the boundary, and it is obtained by a linear 
combination of simpler solutions of the type schematized in Fig. 5.3. 
 
 
Fig. 5.3 Problem decomposition including the slip across the plane. The complete problem with 
discontinuities reaching the boundaries is approximated by the sum of three simpler problems. 
The four problems will be referred to, from left to right, as 𝐐,  ?̃?,  ?̌? and ?̂?, respectively 
(Romero et al., 2008). 
 
Define Γ𝜖 as 
Γ𝜖 = {𝒙 ∈ Ω, distance(𝒙, Γ) < 𝜖},with the condition Γ𝜖 ∩ 𝜕𝑢Ω = ∅                                          (5.3)  
This set is a band of width 2𝜖 around the discontinuity Γ. 
 
Let ?̌? be a known displacement function that satisfies 
?̌? = 𝟎 for 𝒙 ∉ Γ𝑒 , ⟦?̌?⟧Γ = 𝒃 2⁄ , ⟦∇?̌?⟧Γ = 𝟎                                                                                        (5.4) 
and 𝒖𝑐 be the combination of the solutions to problem ?̌? and ?̂? which can be expressed as 
𝒖𝑐(𝒙) = ?̅?(𝒙) + ?̌?(𝒙)                                                                                                                              (5.5) 
where ?̅? satisfies the displacement boundary conditions of problem ?̂?. The corresponding strain 




𝑐(𝒙) = ?̅?(𝒙) + ?̌?(𝒙),with ?̅?(𝒙) = 𝛁s?̅?(𝒙) and ?̌?(𝒙) = 𝛁s?̌?(𝒙)                            (5.6)  
where 𝛁s is symmetric gradient operator. The corresponding stress tensor is given by 
𝝈𝑐(𝒙) = 𝐋: 𝜺𝑐(𝒙) = ?̅?(𝒙) + ?̌?(𝒙),with ?̅?(𝒙) = 𝐋: ?̅?(𝒙) and ?̌?(𝒙) = 𝐋: ?̌?(𝒙)                          (5.7)  
The boundary value problem expressing the equilibrium of 𝝈𝑐 and the boundary conditions for 
𝒖𝑐 and 𝑻 can be written as 
𝛁 ∙ (?̅? + ?̌?) = 𝟎 in Ω                                                                                                                             (5.8a)  
?̅? = 𝐋: ?̅? in Ω                                                                                                                                            (5.8b) 
?̅? = 𝛁s?̅?                                                                                                                                                     (5.8c) 
(?̅? + ?̌?)𝒏 = 𝑻 − ?̃?𝒏 on 𝜕𝑡Ω                                                                                                                (5.8d) 
?̅? = 𝑼 − ?̃? − ?̌? on 𝜕𝑢Ω                                                                                                                         (5.8e) 
 
Given a finite element mesh, the domain Ω is partitioned into elements occupying a subset 
Ω𝑒 ⊂ Ω. Let Γ𝑒 be the set of all elements crossed by the discontinuity, i.e. 
Γ𝑒 = ⋃ Ω𝑒
Ω𝑒∩Γ≠∅
                                                                                                                                          (5.9) 
 
Denote ?̌?ℎ as an element-by-element fashion of discontinuous function ?̌?. Let ?̌?ℎ = 𝟎 for all the 
elements that do not belong to Γ𝑒. The discontinuity Γ splits the remaining elements into two 
parts Ω𝑒
+ and Ω𝑒
− which are above and below the discontinuity respectively and the sign provided 
by the normal 𝒏. The nodes of elements that belong to Γ𝑒 are denoted 𝒩𝑒 and can also be divided 








+(𝒙) be the discontinuous function defined in Ω𝑒 with 
𝐻𝑒
+(𝒙) = {
1   if 𝒙 ∈ Ω𝑒
+
0   if 𝒙 ∈ Ω𝑒
−                                                                                                                          (5.10) 
 
The function ?̌? in elements that belong to Γ𝑒 is defined as 
?̌?ℎ(𝒙) = (𝐻𝑒
+(𝒙) − ∑ 𝑁𝑎(𝒙)
𝑎∈𝒩𝑒
+
)𝒃/2                                                                                            (5.11) 
where 𝑁𝑎  are the standard finite element shape functions associated with node 𝑎. The finite 
element support area of ?̌? is the band Γ𝑒, continuous everywhere except at the discontinuity Γ 
which exhibits a jump with value 𝒃/2. Its gradient is also continuous across Γ, thereby satisfying 
Eq. 5.4. 
 
The finite element approximation to the displacement 𝒖𝑐 is denoted 𝒖ℎ, and it can be split into a 
continuous and a discontinuous part: 
𝒖ℎ(𝒙) = ?̌?ℎ(𝒙) + ?̅?ℎ(𝒙)                                                                                                                      (5.12) 
 
Note that the discontinuous part ?̌?ℎ has a zero value at all the nods of the finite element mesh. 
Thus, at nodal coordinates 𝒙𝑎 
𝒖ℎ(𝒙𝑎) = ?̅?ℎ(𝒙𝑎)                                                                                                                                   (5.13) 
 
This property is very convenient for post-processing the solution, making the computation of the 
total displacement field unnecessary. However, the stress 𝝈𝑐 = ?̅? + ?̌? is required to compute the 
resolved shear stress in the dislocations. 
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In order to account for the effects of the slip, it suffices to compute the strain ?̌? in the elements 









                                                                                                      (5.14) 
where the notation (∙)𝑆 indicates the symmetric part of the tensor. 
 
5.2 Numerical Implementation 
 
The idea of extending discrete dislocation plasticity framework to non-convex domains through 
the use of finite elements with embedded discontinuities has been applied to study the 
mechanical behavior of voided single crystal (Segurado and Llorca, 2009 and 2010). To verify 
the implementation of the numerical code, the tensile response of a voided single crystal is 
simulated using the same parameters adopted by Segurado and Llorca (2009) in their study. 
 
5.2.1 Problem formulation 
 
The problem found in Segurado and Llorca (2009) is briefly described here.  As shown in Fig. 
5.4, a void with diameter 2R locates at the center of a L × L isotropic crystal. Assume plane 
strain conditions in the x1 − x2plane, and the dislocations can only leave the crystal through the 
void and cannot cross the external boundaries. The angles of slip orientations are taken to be near 
a fcc orientation, and two slip systems with slip plane directions ϕ(1) = 54.75o  and ϕ(2) =
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−54.75o are used.  
 
 
Fig. 5.4 Geometry of a voided single crystal. 
 
The crystal is under uniaxial tension, and the following boundary conditions are applied 
𝑢2 = 0   and   𝑇1 = 0   on   x2 = 0                                                                                                   (5.15a) 
𝑢2 = 𝑈   and   𝑇1 = 0   on   x2 = L                                                                                                   (5.15b) 
𝑇1 = 𝑇2 = 0   on   x1 = 0   and   x1 = L                                                                                          (5.15c) 
 
Loading is imposed by applying a constant strain rate of 𝜀̇ = ?̇? L⁄ = 2000s−1 up to maximum 
strain of 2%. 
 
Instead of the conventional way of meshing the internal boundaries to model the void such as the 
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approach used by Segurado and Llorca (2009), the void is simulated as an inclusion by using 
level set method in XFEM as introduced in Chapter 3. The Young’s modulus of the void is taken 
as 1000 times lower than the matrix. The reason to assign the void with non-zero stiffness is to 
prevent numerical instability. 
 
5.2.2 Computation parameters 
 
The size of the crystal L is taken to be 0.5 μm. The void covers 10% of the crystal area, thus 
R = 89.21nm. The drag coefficient is taken to be B = 10−4Pa ∙ s . The average strength of 
Frank–Read sources is τnuc = 50 MPa with a standard deviation of 0.3 and a source density of  
ρnuc = 150/μm
2 . A pair of dislocations is generated when the Peach–Koehler force on the 
source exceeds τnuc during the nucleation time span of  tnuc = 10ns. Current simulation is free 
of obstacles. The magnitude of the Burgers vector is 0.25 nm and the distance between the slip 
planes of each systems is 100𝑏. The time step ∆t is equal to 0.05 ns and the maximum velocity 
of dislocation is limited to 100 ms
-1
. The elastic properties of the crystal are specified by 
E = 70GPa and υ = 0.33.   
 
The normal stress 𝜎22 acting on the face  x2 = L is computed by averaging the normal tractions 











5.2.3 Numerical validation using a voided single crystal 
 
By using level set method in XFEM, a uniform mesh with element size of 12.5 nm is adopted in 
the simulation here. The initial configuration is shown in Fig. 5.5. The shaded area represents the 
crystal while the bright area stands for the void. 
 
 
Fig. 5.5 Initial configuration of voided single crystal with distributed Frank-Read sources (blue 
squares). 
 
Fig. 5.6 shows comparisons of the stress-strain curves between current works and the results 
from Segurado and Llorca (2009). The responses within the elastic stage are the same while the 
flow stresses share the same trend. The scatter in the flow stresses among the different 
realizations is common in discrete dislocation simulations and is due to the stochastic nature of 





Fig. 5.6 Overall responses of voided single crystal under uniaxial tension. Dash curves in (a), (b) 
and (c) are results of three realizations in current works while solid black curves are results from 
Segurado and Llorca (2009). 
 
The dislocation patterns at 2% tensile strain for both studies are compared in Fig. 5.7a and b, 
respectively. In both cases, the dislocation activities are accumulated in a discrete number of slip 
planes having the most active dislocation sources, and the dislocation patterns and densities are 
similar. Again, the differences in dislocation positions come from the differences of position and 









Fig. 5.7 Dislocation structures at 2% tensile strain in voided single crystal. (a) Result from 
current simulation. (b) Result from Segurado and Llorca (2009). Green upward-pointing and red 
downward-pointing triangles represent positive and negative dislocations, respectively. Crosses 
in (b) stand for dislocation sources. 
 
The marginal deviations between current simulations and the original study by Segurado and 
Llorca (2009) suggest that the current model is a reasonable good match with the original study 
and the effect of dislocations leaving a non-convex domain has been successfully implemented 
in the current model. Conventional FEM is used in the study by Segurado and Llorca (2009) 
while XFEM is used here for simulating inclusion/voids in solid mechanics without meshing the 
internal boundaries. 
 
5.3 Numerical simulation of voided MMNCs 
 
Two-dimensional discrete dislocation analysis is performed to investigate the influence of void 




5.8 is used. Both the width and height of the unit cell are taken to be 500 nm and the element size 
is set as 12.5 nm. The elastic properties for particles are specified as Ep = 460GPa and υp =




Fig. 5.8 Two-dimensional unit cell with multiple particles (shaded elements), a void (a blue 
circle) and dislocation sources (squares). 
 
In addition to boundary conditions stated in Eq. 5.15, the following periodic boundary conditions 
are applied  
𝑢𝑖(0, x2) = 𝑢𝑖(L, x2)   for   𝑖 = 1,2                                                                                                   (5.17a) 
𝑢1(x1, 0) = 𝑢1(x1, L)                                                                                                                           (5.17a) 
 
Due to the periodic boundary conditions, dislocations leaving from one external boundary will 
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re-enter into the cell through the opposite boundary. If dislocations reach the surface of the void, 
the approach described in section 5.1 will be applied. 
 
5.4 Effect of void volume fraction 
 
In this section, the effect of void volume fraction on the mechanical response of MMNCs is 
investigated. The particle size is taken to be 50 nm with particle volume fraction VFp = 4%. The 
particles are evenly distributed within the unit cell, thus, the centers of particles are located at 
(0.25L, 0.25L), (0.25L, 0.75L), (0.75L, 0.25L), and (0.75L, 0.75L), the same as those shown in 
Fig. 5.8. The content of porosity in MMNCs is known to vary with composites systems, 
processing techniques and processing parameters.  Here, three typical values of 1%, 3% and 5% 
(Mirza and Chen, 2012) are selected to reflect the variation of void volume fractions. Based on 
the void contents and the size of the unit cell, the radius of void can be calculated, which are 
28.21 nm, 48.86 nm and 63.08 nm, respectively. Moreover, as a benchmark, the result for 0% 
void will also be presented. 
 
The stress-strain curves of MMNCs with different void volume fractions are plotted in Fig. 5.9. 
Each curve is the average of four different realizations. As the cell is initially free of dislocations, 
the response is linear elastic at the beginning, and the stiffness as well as the initial yield stress 
varies inversely with the void volume fraction. Once dislocations are generated, the overall 
response becomes nonlinear. From initial yield strain to a strain of about 0.002, the new 





Fig. 5.9 Effect of void volume fraction for VF_p=4%: (a) Overall response for 0 to 2% tensile 
strain; (b) Overall response for 0 to 0.2% tensile strain. 
 





















































the particles, the flow stress starts increasing with increasing applied strain. However, the flow 
stress seems insensitive to void content for strain up to about 0.005. Beyond the 0.005 strain 
level, the flow stress increases with decreasing void volume fraction. The presence of the void 
reduces the effective area supporting the load, and the defective region yields earlier when stress 
is applied due to stress concentration (Tekmen et al., 2003). The higher the void content, the 
smaller the effective area and the higher the stress concentration will be. Thus, the existence of 
void reduces the stiffness, the yield stress and the tensile strength of MMNCs. 
 
Mirza and Chen (2012) have developed an analytical model to predict the yield stress of 
MMNCs by including the effect of porosity based on Zhang and Chen’s model (2006), which is 
given by Eq. 3.46. Eq. 3.46 is modified and can be expressed as 
𝜎c = 𝜎ym(1 + 𝑓l)(1 + 𝑓d)(1 + 𝑓Orowan)(1 − 𝑓porosity)                                                                (5.18) 
where 𝑓porosity is the deterioration factor associated with the presence of porosity in MMNCs 
and can be given by (Brassell et al., 1975) 
𝑓porosity = 1 − 𝑒
−𝑛∙VFpo                                                                                                                         (5.19) 
where VFpo is the porosity volume fraction and 𝑛 is an constant depending on the pore geometry 
and orientation. For equiaxed pores, 𝑛 = 1.94. 
 
Using void contents as porosity volume fractions in Eq. 5.19, the change in yield stress due to the 
change of void contents can be calculated using Eq. 5.20. A comparison between the results 
shown in Fig. 5.9b and results base on the analytical model is shown in Table 5.1. The numerical 
predictions are consistently larger by a small margin due to uniform distribution of voids and 
particles assumed in the simulations, but it nevertheless gives a sound prediction of the change in 
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yield stress with varying void content.  
 
Table 5.1 Change in yield stress with different void volume fraction. 





0 −2.88% −8.43% −13.69% 
Numerical 
simulation 
0 −3.01% −8.9% −14.50% 
 
 
Dislocations are free to slip within the unit cell unless they reach the free surface of a void or 
hindered by the particles. When a dislocation reaches the surface of a void, it will exit the 
domain and leave a step on the surface; if it arrives at the surface of the particles, it will be 
blocked by the particles and generates pile-ups around the particle. These pile-ups reduce the 
mobility of dislocations and generate a back-stress which also reduces the activity of the sources 
and contributes to the strain hardening (Segurado and Llorca, 2009) of MMNCs after yielding. 
The dislocation patterns at 2% tensile strain for different void contents are shown in Fig. 5.10. 
Dislocation activities are localized in a discrete number of slip planes which are mainly around 
particles and the void where the stresses are higher compared to other regions. 
 
5.5 Effect of void distribution 
 
In this section, the effect of void distribution on the mechanical response of MMNCs is 




Fig. 5.10 Dislocation structures at 2% tensile strain: (a), (b), (c) and (d) are cases with 0%, 1%, 3% 
and 5% void content, respectively. Green upward-pointing and red downward-pointing triangles 
represent positive and negative dislocations. Blue circles mark the void area while shaded 
elements represent particles. 
 
previous section. The void volume fraction is fixed at 5% (the radius is 63.08 nm) while the 
location of the void varies. When the void is located in the center of the void, the distance from 
the center of the void to the center of the nearest particle, Rc is maximum. In order to describe 
the distribution of the void, the following parameter is calculated 
Dv =
R − (Rv + Rp)
Rc − (Rv + Rp)
                                                                                                                           (5.20) 





are the radii of the void and half the length of the diagonal of the square particle, respectively. 
This parameter ranges from 0 to 1, with 0 when the void is touching the surface of the particle 
and its center is located along the line extended from the diagonal of the particle, and 1 when the 
void is isolated from the particles and has the maximum distance to the nearest particle. Dv are 
taken to be 1, 0.60, 0.34 and 0.01 to investigate the effect of void distribution. Clearly, the 
smaller the ratio, the closer the void is to the nearest particle. If Dv ≠ 1, the location of the void 
is not unique with a given Dv value. 
 
Fig. 5.11a shows the overall response of MMNCs with different void distributions under tensile 
strain of up to 2% while Fig. 5.11b shows the corresponding evolution of dislocation density. 
Except for the case Dv = 1 where the location of the void is unique, the curve for each Dv is the 
average response of the unit cell for three different possible void locations that satisfy Dv, and 
the response of the unit cell for each void location is based on the average value of four 
realizations. The overall responses are close for different void distributions at low strain. Beyond 
a strain of 0.012 strain, the flow stress is higher when Dv is smaller. As shown in Fig. 5.11a, the 
flow stress at 2 % strain is about 32% higher for the case with Dv = 0.01 as compared with the 
case with Dv = 1. Based on Fig. 5.11b, dislocation density is higher for smaller Dv, especially 
for strain exceeding 0.012. According to Taylor dislocation model (Taylor, 1934), the degree of 
hardening is dependent on the dislocation density and the flow stress is proportional to the square 
root of the dislocation density. The higher dislocation density contributes to the higher flow 
stress when Dv is smaller. 
 
The difference in the dislocation density can be explained by the difference in stress 





Fig. 5.11 MMNC with varying distribution for 5% void under tensile strain of up to 2%  (a) 




















































Fig. 5.12 for comparison. Due to the tension applied to the top and bottom edges, the stress 
around the void is highest near the equator of the void. When Dv  is smaller, the stress 




Fig. 5.12 von Mises stress contour of unit cell with different void distributions at 0.08% tensile 
strain: (a) Dv = 1  (b) Dv = 0.60  (c) Dv = 0.34 and (d) Dv = 0.01. 
 
The distribution of the void also affects the yield stress as shown in Fig. 5.13. The dislocations in 
stress concentration regions are more easily triggered and the dislocation source with the lowest 







shown in Fig 5.12 and that triggers the sources around the equator of the void more easily and 
resulting in a lower yield stress. 
 
Results in this section show that the distribution of the void with respect to the particles has 
significant influence on the overall response of MMNCs as it affects both the yield stress and the 
flow stress. Although it is believed that the presence of void induces loss in strength, 
characterizing the volume fraction of the void itself is not sufficient to predict the strength of 
voided MMNCs. Further information, such as the distribution the void, is required. However, the 
existing literatures on experiments of MMNCs only characterize the volume fraction of the void 
































5.6 Effect of lattice orientation 
 
In this section, the effect of lattice orientation on the mechanical response of MMNCs is 
investigated. The particle size, volume fraction and location are taken to be the same as the 
previous section. The void volume fraction is fixed at 5% (the radius is 63.08 nm) and the void is 
located at the center of the unit cell. Three slip systems as shown in Fig. 5.14 are used, in which 




 with respect to system (II). The angle of 







. While system (II) stands for the slip system parallel to [1̅ 1 0], these four 
different slip systems correspond to [0 0 1] , [1̅ 1 2] , [1̅ 1 1]  and [1̅ 1 0]  crystal orientations 
(Segurado and Llorca, 2010). 
 
 





 with respect to system (II). 
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Fig. 5.15a shows the response of a unit cell with different lattice orientations under a tensile 
strain of up to 2% while Fig. 5.15b shows the corresponding evolution of dislocation density. As 
the lattice orientation has no effect on the elastic properties, the linear elastic part of the stress- 
 
 
Fig. 5.15 (a) Overall response for different lattice orientations with tensile strain from 0 to 2%. (b) 

















































strain curves are identical for different lattice orientations. The yield stress is dependent on the 
highest Schmid factor in the three slip systems of the four orientations. Four different lattice 
orientations have similar yield stress as their highest Schmid factor values are similar. 
 
The ranking of the flow stress in descending order for different lattice orientation at 2% tensile 
strain are: ϕ = 54.75o, ϕ = 0o, ϕ = 35.5o and ϕ = 90o, which are the same as the dislocation 
density ranking and in agreement with the results obtained by Segurado and Llorca (2010) in 
their discrete dislocation simulations of voided single crystal under uniaxial tension. The flow 
stress at 2 % tensile strain for the case ϕ = 54.75o is about 37 % higher than that of ϕ = 90o. 
The differences in flow stress for the four different lattice orientations are mainly due to 
(Segurado and Llorca, 2010): (1) dislocations in most active slip planes for cases  ϕ = 0o and 
ϕ = 54.75o are likely to pass through the upper or lower boundary (x2 = 0 or L) where a fixed 
displacement boundary condition is applied, while dislocations in most active slip planes for 
cases  ϕ = 35.5o and ϕ = 90o are likely to pass through the lateral surface (x1 = 0 or L) where 
a less constrained boundary condition is applied; (2) dislocations in the most active slip planes 
for cases  ϕ = 0o (plane (i) and (iii), 54.75o with respect to the horizontal axis) and ϕ = 54.75o 
(plane (i) and (ii), 70.5o  and 54.75o with respect to the horizontal axis) are likely to move along 
the regions above and below the void where stresses coming from the external forces are 
minimum while dislocations in the most active slip planes for cases  ϕ = 35.5o (plane (ii) and 
(iii), 35.5o  and 19.25° with respect to the horizontal axis) and ϕ = 90o  (plane (i) and (iii), 
35.25o with respect to the horizontal axis) are more likely to move along around the equator of 
the void where stresses coming from the external forces are maximum; (3) dislocation systems 
and deformation for cases ϕ = 0o  (plane (i), (ii) and (iii) are 35.25o ,90o  and 35.25o  with 
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respect to the loading axis) and ϕ = 90o (plane (i), (ii) and (iii) are 54.75o, 0o and 54.75o  with 
respect to the loading axis) are symmetric with respect to the loading axis while dislocation 
systems and deformation for casea ϕ = 35.5o  (plane (i), (ii) and (iii) are 0.25o ,54.75o  and 
70.75o  with respect to the loading axis) and ϕ = 54.75o  (plane (i), (ii) & (iii) are 
19.5o,35.25o and 0o with respect to the loading axis) are asymmetric with respect to the loading 
axis. When active slip planes move along the regions above and below the void where stresses 
coming from the external forces are minimum and dislocation systems are asymmetric with 
respect to the loading axis, higher stresses were necessary to accommodate the imposed 
displacement by plastic deformation and the difficulties associated with dislocation motion led to 
a homogeneous distribution of dislocations within the crystal. The dislocation patterns at 2% 
tensile strain for different lattice orientations are shown in Fig. 5.16. 
 
By comparing the results here for voided MMNCs and the results of voided single crystal by 
Segurado and Llorca (2010), it appears that the additional symmetrical particles will not affect 
the differences in flow stress due to different lattice orientations. This is because although 
additional particles will increase the elastic stiffness and generate more dislocations and 
dislocation pile-ups, the reasons caused the differences in flow stress listed above to be invariant 
with regards to the presence of particles.  
 
The differences in flow stress as shown in Fig. 5.15 are less significant than that of a voided 
single crystal under uniaxial tension with its boundary conditions described by Eq. 5.15 but more 
significant than that of voided single crystal under uniaxial deformation with its boundary 
conditions given by 
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𝑢2 = 0   and   𝑇1 = 0   on   x2 = 0                                                                                                   (5.21a) 
𝑢2 = 𝑈   and   𝑇1 = 0   on   x2 = L                                                                                                   (5.21b) 




Fig. 5.16 Dislocation structures at 2% tensile strain, (a), (b), (c) and (d) are case ϕ = 0o, 
ϕ = 35.5o, ϕ = 54.75o and ϕ = 90o, respectively. 
 
 
The level of constrains on the lateral surface (x1 = 0 or L) here are in between uniaxial tension 





constrains on the lateral surface will lead to more similar boundary conditions applied on each 
external surface and a more homogeneous stress state, thereby reducing the influence of the 
lattice orientation. Thus, the differences in flow stress based on study here are in between 
uniaxial tension and uniaxial deformation. 
 
5.7 Effect of particle aspect ratio  
 
In this section, the effect of particle aspect ratio on the mechanical response of MMNCs is 
investigated. The slip systems are taken to be the same as that of section 5.4 and 5.5. The void 
volume fraction is fixed at 5% (the radius is 63.08 nm) and the void is located at the center of the 
unit cell. Since the aspect ratio typically used in particulate-reinforced MMCs is usually lower 
than 5 (Lloyd, 1994), the aspect ratios used here are taken to be 1, 2 and 4. The width of the 
particle is fixed at 25 nm while its length is varied based on the aspect ratios. The particle 
volume fraction for each case is fixed at 4%. The particles are randomly distributed within the 
unit cell and randomly aligned (which are modelled by an equal mix between horizontally and 
vertically aligned particles). For each particle aspect ratio, six different realizations are used. A 
scheme of undeformed configurations with different particle aspect ratios considered here is 
shown in Fig. 5.17. 
 
Fig. 5.18a shows the response of a unit cell with different tensile strain of up to 2% while Fig. 
5.18b shows the corresponding evolution of dislocation density. When the tensile strain is lower 
than 0.8%, dislocation densities are similar for different cases, and the particle aspect ratio seem 
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to have limited effect on the overall response. As the applied strain increases, dislocation density 
increases and the influence of particle aspect ratio rises. As shown in Fig. 5.18a, for tensile strain 
higher than 1 %, the flow stress is higher with smaller particle aspect ratio in general. The flow 
stress from 1 % to 2 % tensile strain is approximately 12 % higher on average for particle with 




Fig. 5.17 Scheme of undeformed configurations with different particle aspect ratios. (a) Aspect 









Fig. 5.18 (a) Overall response for different particle aspect ratios with tensile strain from 0 to 2%. 



















































Fig. 5.19 shows the von Mises stress contour at 0.08% tensile strain. The stress is highest near 
the equator of the void, and the stress concentration level around the equator of the void is 
similar for different particle aspect ratios. Thus, the yield stresses are similar for different particle 
aspect ratios, as shown in Fig. 5.18a. What’s more, the similarity of stress concentration level 
also leads to similarity in dislocation density at this strain level as shown in Fig. 5.18b. 
 
 
Fig. 5.19 von Mises stress contour of 0.08% tensile strain. (a) Aspect ratio = 1; (b) Aspect ratio = 
2; (c) Aspect ratio = 4. 
 
Fig. 5.20 shows the dislocation patterns for different particle aspect ratios. At 0.8% tensile strain, 
the dislocation densities are low and similar for different particle aspect ratios. Limited number 





tensile strain, however, more dislocation pile-ups against particles are found in for particles with 
aspect ratio=1 compared to the other two cases. When the particle volume fraction is kept 
constant, the number of particles increases with decreasing particle aspect ratio, and it lead s to 
more obstructed paths for the particles to move freely. With particle aspect ratio=1, the 
dislocation density rises and the dislocations are more likely blocked by the particles to form 
pile-ups. Moreover, more particles are surrounding the void when aspect ratio decreases, as 
shown in Fig. 5.20. As the stress-free boundary conditions at the void surface attract dislocations, 
smaller aspect ratio results in more impediments to dislocation motion and formation of more 













Fig.5.20 Dislocation structures. (a) Aspect ratio = 1, 0.8% strain; (b) Aspect ratio = 1, 2% strain; 
(c) Aspect ratio = 2, 0.8% strain; (d) Aspect ratio = 2, 2% strain; (e) Aspect ratio = 4, 0.8% strain; 




































Using two-dimensional discrete dislocation simulation, the effects of interphase regions, thermal 
residual stress and void on the mechanical properties of particulate-reinforced MMNCs have 
been investigated. Matrix, reinforcements, as well as the interphases are considered to be 
isotropic. Plastic deformation in the composites is the resulting effect from the collective motion 
of discrete dislocations that allows stress concentrations and gradients associated with 
dislocations and dislocation patterns to be captured. 
 
By using level set in XFEM, interphases regions are introduced into the numerical model. The 
effects of elastic properties, thickness of interphase regions as well as the resistance to 
dislocation motion within the interphase regions have been examined. The simulations show that 
impediment of dislocation motion by the particles and the load-bearing effect are the two 
dominant strengthening mechanisms in MMNCs. When the interphase thickness is small (half 
the particle radius or smaller), the elastic properties of interphase do not have significant effect 
on the overall response of MMNCs and the strengthening mechanism comes from the 
impediment to dislocation motion. For current processing method of MMNCs, the interphase 
thickness is estimated to range between 0.9 to 1.6 times the particle size. For this practical range 
of interphase thickness, an increase in the particle volume fraction or the young’s modulus of the 
interphase will result in a significant increase in the flow stresses and this can better explain the 
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shear response observed from the experiments reported in literature. Furthermore, the resistance 
to dislocation motion in the interphase region due to the presence of the thermally induced 
dislocations and dislocation tangles can further increase the flow stresses by close to 50%. The 
simulations of MMNCs with interphases shows that by including interphase regions in the 
simulation, one can obtain a more accurate estimate of the overall response. 
 
The development of thermal residual stresses and thermal induced dislocations in MMNCs are 
predicted using discrete dislocation simulation, assuming the whole material is under uniform 
temperature change. The effects of thermal residual stresses and thermal generated dislocation on 
the overall response are investigated by applying in-plane shear on a unit cell after the thermal 
cooling process. The simulations show that thermal residual stresses are high enough to generate 
dislocations during cooling and the interfacial region generated higher dislocation density than 
the rest of the matrix. This is due to thermal mismatch between the particles and the matrix, 
resulting in higher thermal residual stresses around the interfacial region. Thermal induced 
dislocation density increases with increasing particle volume fraction, as the lock-in thermal 
stresses increases with higher particle volume fraction. The thermal induced dislocation density 
after cooling is approximately 50% and 100% higher for MMNCs with 3% and 4% particle 
volume fraction, respectively, compared with that of 2%, which matches with the prediction 
using Arsenault and Shi’s model. The number of newly generated dislocation is highly 
dependent on the cooling process. Due to the activation of dislocations and yielding of matrix 
during the cooling process, the newly generated dislocation for MMNCs with 2% of particles has 
doubled as compared to the same material without thermal residual stress. As the thermal 
induced dislocations may act as obstacles for the motion of newly generated dislocations, more 
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dislocation pile-ups are formed when thermal residual stresses are included in the simulation. 
The flow stress at 0.6% shear strain is approximately 14% and 45% higher for MMNCs with 3% 
and 4% particle volume fraction compared with that of 2% while the corresponding increases in 
flow stress are only about 4% and 15% for cases without thermal residual stresses.  Stress field 
for thermal induced dislocations will trigger dislocation sources and new dislocations are 
generated at a lower applied shear deformation. This reduces the initial stiffness of MMNCs but 
the pile-ups increase the hardening of the material. Using only pure Mg to calibrate the matrix, a 
very close prediction in shear response for Mg-ZnO nanocomposite with 0.5% and 1.5% 
particles can be obtained when thermal residual stresses and interphase regions are considered in 
the simulations. 
 
By using level set method in XFEM, the void is simulated as an inclusion with a Young’s 
modulus 1000 times lower than the matrix. Images stresses are generated due to the displacement 
jumps across the slip planes when dislocations reach the surface of the void. These image 
stresses are computed by embedding discontinuities in the finite element solution. The presence 
of the void disrupts the load sharing between the matrix and the reinforcing particles and leads to 
stress concentrations around the equator of the void. Simulation results show that the stiffness, 
yield stress and flow stress of MMNCs decrease with increasing void content and the yield stress 
matches the predictions from the analytical model. The location of the void with respect to the 
particles affects the stress concentration around the void. At 2 % tensile strain, the difference in 
flow stress can be as much as 32 % with different void distributions, which suggests that the 
volume fraction of the void itself is not sufficient to estimate the strength of voided MMNCs. It 
has been shown in this study that the distributions of the voids have a significant effect and 
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should be characterized. Similar to voided single crystal, the lattice orientation has considerable 
effect on the flow stress of voided MMNCs. The change of lattice orientation can also induce a 
37 % change in flow stress at 2 % tensile strain. The influence of particle aspect ratio and 
orientation increases with increasing applied strain. Moreover, current results show that flow 
stress in voided MMNCs increases with decreasing particle aspect ratios. This is due to more 
implement to dislocation motion and more formation of dislocation pile-ups when particle aspect 
ratio is smaller. 
 
 
6.2 Recommendations for future work 
 
An important mechanical property that has not been explored in current study is the ductility of 
MMNCs. One of the substantial improvements in mechanical properties of MMNCs compared 
with that of MMCs is it preserves good ductility (Cao et al., 2008). A reasonable amount of 
ductility is required to form MMNCs into useful parts by forging, rolling, extrusion, or other 
plastic working processes and to prevent failure in service. However, due to their high specific 
surface area and poor wettability, nano-size particles in metal matrix composites tend to 
agglomerate into coarse clusters even at very low particle content (Tjong, 2007), which greatly 
affects the ductility of MMNCs. Therefore, investigating ductility of MMNCs can be useful. 
 
In order to simulate ductility, one needs to simulate the damage evolution of the material. It has 
been demonstrated that the damage evolution of MMCs is affected by changes associated with 
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the matrix as well as the reinforcement, and common forms of damage in MMCs are fractured 
particulate and debonding/cracking of reinforcement/matrix interfaces (Srivatsan and 
Lewandowski, 2006). Decohesion of the reinforcement/matrix interfaces and inclusion cracking 
lead to void initiation which plays a key role in limiting the ductility of structural composites 
(Needleman, 1987). One of the possible ways to simulate ductility is to model void nucleation, 
growth, coalescence and final fracture. 
 
Law et al. (2011) investigated the effect of particle damage on mechanical response of MMNCs. 
However, in their model, damaged particles were simulated by allowing dislocations glide pass 
particles and since the particles were still present in the unit cell, it contributed to the stiffening. 
In that case, no void will nucleate. One of the possible methods to simulate void initiation is to 
use a cohesive zone model (Barenblatt, 1962; Dugdale, 1960; Needleman, 1987) to describe the 
process of void nucleation. The discontinuity induced by the void nucleation can be handled by 
XFEM which have been implemented to investigate interphase and void in current study. And 
the image stresses due to dislocations enter into the discontinuity can be computed by embedding 
the discontinuities in the finite element solution as shown in section 5.1. 
 
To simulate ductility, the small-strain assumption, which applied in the current study, is not 
adequate even if the discontinuity is handled by XFEM. It is expected to encounter large strains 
when modelling void growth and coalescence. A framework that can solve the nonlinearity in 
discrete dislocation analysis due to finite deformation is required. One of such frameworks is 




Other possible future works, as suggested at the end of Chapter 3, are inhomogeneous, multilayer 
interphase (Jiang et al. 2008 and 2009; Markenscoff and Dundurs, 2014) and interphase gained 
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