A regularized optimization problem for computing numerical differentiation for the second order derivatives of functions with two variables from noisy values at scattered points is discussed in this article. We prove the existence and uniqueness of the solution to this problem, provide a constructive scheme for the solution which is based on bi-harmonic Green's function and give a convergence estimate of the regularized solution to the exact solution for the problem under a simple choice of regularization parameter. The efficiency of the constructive scheme is shown by some numerical examples.
Introduction
Numerical differentiation is a problem to determine the derivatives of an unknown function from given noisy values of the unknown function at the scattered points. Hereafter, for simplicity, we abbreviate this determination of derivatives by numerical differentiation from noisy scattered data. This arises in many scientific applications, but it is an ill-posed problem, which means, the small errors in the measurement of the function may lead to large errors in its computed derivatives [5, 7, 12] . There have been many approaches proposed [6, 7, 10] for treating the numerical differentiation problem.
In 1968, Ramm [10] proposed an approach for stable numerical differentiation by using finite-difference methods. Recently, Ramm and Smirnova gave the error estimate and presented some numerical examples for this approach [11] . Their detailed study was given for functions with one variable. But, consulting the argument in [9] , it can be applied to functions with several variables. The error estimate of this method is precise and optimal.
On the other hand, Hanke and Scherzer proposed another approach to the problem based on the discrepancy principle for the least square method combined with Tikhonov regularization finding the minimizer in the form of natural cubic splines [7] . They only considered it for functions with one variable. Wang et al. adopted the idea given in [7] to treat irregular grids and gave a simple way to choose the regularization parameter. These are the advantages of this method. The byproduct of this method is that it can identify the discontinuity of an unknown function from the noisy values of the unknown function at the scattered points. This identification of the discontinuity was used to find discontinuous solutions of Abel integral equations [2] and for edge detection in image analysis [8] . The numerical results showed that this method was efficient.
For higher order derivatives in the one-dimensional case and for first order derivatives in two-dimensional case, numerical differentiation method along the line of this method were given in [13, 15] , respectively. For the twodimensional case, the new ingredient was that the variational problem for the regularized minimization problem is solved by using Green's function for the Laplacian with Dirichlet boundary condition and a scheme for computing the first order derivative was given in [15] . The numerical example showed that this method was efficient. But in many applications, it is necessary to compute higher order derivatives, for example, in the plate bending problem, the bending moments are obtained from the second derivatives of the vertical displacement of the plate [1] , so in this paper we will give a numerical differentiation technique for second order derivatives based on noisy scattered data. The error estimate for our method has the form and order similar to that of [11] in terms of the noise level of the data and size of the irregular grid. But the order in terms of the size of irregular grid is slightly worse than that of [11] . Comparing the two error estimates of [11] and ours, we have to be aware of the difference that the former is for functions with one variable and the latter is for functions with two variables. This paper is organized as follows: in Section 2, we describe the problem in detail and prove the existence and uniqueness of the solution; in Section 3 we give the convergence estimate of the regularized solution to the exact solution for the problem by error estimate; the numerical examples are given in Section 4; in Section 5, we discuss the efficiency of this method by analyzing the results of the numerical examples in Section 4. In an Appendix we give the algorithm for computing Green's function.
Problem and some results
Suppose that ⊂ R 2 is a bounded domain with piecewise C 2 boundary and = (x) ∈ H 4 ( ) is a function defined in . Let N be a natural number and {x i } N i=1 be a group of points in . We assume that is divided into N parts { i } N i=1 , and there is only one point of {x i } N i=1 in each part. For simplicity we also assume that the areas | i | of all i (1 i N) are equal. We denote by d i the diameter of i and let d = max{d i }.
We will discuss the following problem Suppose that we know an approximate value˜ i of (x) at point x i , i.e.,
where > 0 is a given constant called the error level. We want to find a function f * (x) which approximates function (x) such that
In most applications it is enough to have
for any open subset ⊂ such that ⊂ . Having this in mind, let ∈ C 4 0 ( ) be such that = 1 on and 0 1 on \ . We replace˜ i and by (x i )˜ i and , and consider finding a function f * (x) such that
In order to simplify the notation, we denote (x i )˜ i and by˜ i and , and hence we consider the same problem looking for f * ∈ H 4 ( ) satisfying (2.2) under the assumption ∈ H 4 0 ( ).
We treat this problem as the following optimization problem by using Tikhonov regularization method. 
, and > 0 is a regularization parameter. Then, the problem is to find
We will prove the existence and uniqueness of the minimizer of Problem 2.1. . Now let f * ∈ H be a unique solution to (2.3) and for any f ∈ H , let h = f − f * , then it is easy to see that the following equations:
and
By the definition of f * , we have
Substituting the equations I 1 and I 2 into (2.4) gives
Thus, f * is a minimizer of Problem 2.1. Finally, we prove the uniqueness of the minimizer of Problem 2.1. Since solving Problem 2.1 and the variational problem (2.3) are equivalent, it is enough to show the variational problem (2.3) only admits one solution. If there is another f * ∈ H minimizing Problem 2.1, denote g = f * − f * , then the function g satisfies: ( 2 g) 2 dx = 0 and
Therefore, the uniqueness of the minimizer of Problem 2.1 has been proven.
To solve the numerical differentiation problem, it is necessary to provide a scheme for constructing f * . For that, by a formal argument using Green's function for the bi-harmonic operator, we derive a method of constructing f * . It will be shown as a theorem that the f * constructed by this method is the solution of (2.3).
Let us recall the definition of the bi-harmonic Green's function before going into the construction. A function G(x, y) with fixed y ∈ is called the bi-harmonic Green's function if it satisfies
We can obtain G(x, y) by solving
We denote 1 as the Laplacian operator for the first argument, and 2 as the Laplacian operator for the second argument.
Multiplying the two sides of the above equation by G(x, y) and integrating over , we obtain by integrating by parts
where is the unit normal of j directed outside . We rewrite the above equation in the form
By defining
Now the problem of constructing f * reduces to computing the coefficients c j from˜ j . From (2.8) and (2.9) with x = x j (j = 1, 2, . . . , N) we obtain
Then (2.10) becomes the linear algebraic system
Solving these equations, we will obtain coefficients c j , which finishes the derivation of a method for constructing f * . Since the construction of f * is not rigorous, we have to check the constructed f * is really the solution of (2.3). The next theorem gives an answer to this. Proof. For every x ∈ j , from the definition of Green's function, we know that G(x, y) = G(y, x) = 0 for y ∈ . So
Thus we have f * (x)| j = 0.
We also have
Thus we have f * (x)| j = 0. Moreover, from the definition of a j (x), we know that for every x ∈ ,
From the well-posedness of the Poisson equation with homogeneous Dirichlet boundary condition, we know f * ∈ H 4 ( ). Furthermore f * ∈ H .
For any h ∈ H , we have
So f * is the solution of (2.3). This completes the proof.
Remark 2.5. The unique solvability of (2.11) can be seen as follows. Let c satisfy Ac = 0. Then, f * given by (2.9) is a solution of the variational (2.3) with˜ j = 0 (j = 1, 2, . . . , N). Since this variational problem has a trivial solution by Theorem 2.2, f * = 0 in due to the uniqueness of the variational problem (2.3). Then, using the linear independency of a j (x) (j = 1, 2, . . . , N), we have c = 0. Therefore, (2.11) is uniquely solvable.
Error estimate
In this section we will give a convergence estimate that is
for our proposed solution under a priori choice of the regularization parameter. We can actually prove stronger result
The proof will use the following lemma.
Lemma 3.1. Let E be a bounded domain in R n with Lipschitz boundary jE, u ∈ W 1,p (E), and suppose that n < p ∞, then
where K is independent of u.
This lemma can be found in [4, p. 27 ].
According to the result of [3] , we choose the regularization parameter = 2 . Such choice has been proven quite effective (see [14] 
where L i (i = 1, 2, . . . , 8) are constants which depend on and
Proof. For simplicity, we use the abbreviation
Now we estimate I 3 , I 4 , and I 5 .
where | | is the area of . Here, note that the general constants C 1 , C 2 can be different in each estimate. The second inequality is obtained from Lemma 3.1 with n = 2. We may set p = 4, then
From the embedding theorem of Sobolev spaces we know that W 2,2 ( ) → W 1,4 ( ), which means, there is a constant C 1 independent of e satisfying e 1,4 C 1 e 2,2 . By the well-posedness of the boundary value problem for the Poisson equation with homogeneous Dirichlet condition
Hence, we have
By the same way, we have
e . The estimate of I 5 is simple. In fact
From all the estimates for I 3 to I 5 , we can conclude that
Then, we have
Therefore, we have proven some of the estimates in the theorem
Also, since
we have
Thus
And since
This completes the proof.
Remark 3.3. In this paper, for the simplicity, we assume that the areas of all i are equal. In real applications, this condition may be not easily satisfied. But if we denote V 1=max i {| i |} and V 2=min i {| i |} and let V 1/V 2 is bounded with some constant, then we still have the same error estimate.
Remark 3.4. In Theorem 3.2, we used Lemma 3.1 to estimate I 3 in which we chose the parameter p to be 4. Actually we can choose any p satisfying 2 < p < ∞. And we can still use the embedding theorem of Sobolev spaces
where L jp (j = 1, 2, . . . , 8) are constants depending on , 2 L 2 and p. Hence, if we choose a larger p we will get a better convergence rate.
Numerical examples
We provide numerical examples in this section. In order to compute the Green's function G in our construction scheme, we use Fourier series. The details of the algorithm for constructing f * and its second derivatives are given in the Appendix.
Let (x 1 , x 2 ) be a function with two variables given by where = {(x 1 , x 2 ) : 0 x 1 1, 0 x 1 2 }. We take (x 1 , x 2 ) as the unknown function to compute the numerical differentiation of its second order derivatives.
We generate the simulated noisy data as follows:
(1) Decompose into N elements denoted by i (1 i N) . (2) In each element, we choose the center of i as the grid point and get value i (1 i N) at each grid point. (3) By adding some random noise to i , we get the simulated noisy data˜ i (1 i N) . The noise level is .
We define a cut-off function (x) ∈ C 4 0 ( ) such that = 1 on and 0 1 on \ with ⊂ (Fig. 1) . In our computation, we define = {x = (x 1 , x 2 ) : In Figs. 6 and 7, the constructed errors of f * , f * x 1 x 1 and f * x 2 x 2 f * x 1 x 2 are presented, respectively.
Discussion for the numerical results
In Figs. 2-5, we observe that the reconstructed functions are very similar to those of the corresponding functions. Hence, in general we can say our construction is efficient. However, since it is difficult to observe the numerical precision of the constructed functions from the figures, we investigate how the relative errors depend on N(N ) and (see Tables 1 -4) . Because N is the number of the elements in the valid domain , we replace N by N in our investigation.
In our construction scheme, we need to solve the linear equations (2.11). Therefore the condition numbers of the coefficient matrix A are included in Tables 1-4. The relative errors E f * , E f * x 1 x 1 , E f * x 2 x 2 , E f * x 1 x 2 and the condition numbers (Cond A ) of the matrix A are presented in Table 1 when increases from 0.01 to 0.05 with fixed N = 20 2 . Here, the relative errors E f * , E f * x 1 x 1 for constructed Table 1 Relative errors (%) with different noise level (N = 20 2 , fixed). Table 2 Relative errors (%) with different numbers of grid points N ( = 0.01, fixed) Table 3 Relative errors (%) for different numbers of grid points N ( = 0.02, fixed) Table 4 Relative errors (%) for different numbers of grid points N ( = 0.05, fixed) 
We also define E f * x 2 x 2 , E f * x 1 x 2 in the same way. From Table 1 , we can see that when the noise level is decreased from 0.05 to 0.01, the relative errors will decrease too.
On the other hand, in Tables 2-4 we present the relative errors and the condition numbers (Cond A ) of the matrix A when N increases from 12 2 to 24 2 with fixed =0.01, 0.02, 0.05, respectively. Due to the limitation of our computer's memory, we cannot use a larger N in our computation.
In Table 2 , is fixed as 0.01. We can see that when N increases from 12 2 to 24 2 , the relative errors for all the constructed functions become smaller.
In Tables 3 and 4 , are chosen as 0.02 and 0.05, respectively, and the results are similar with Table 1 . Also, from all the four tables, we can see that the condition numbers (Cond A ) of the matrix A are not very big, which means, the linear systems are well conditioned.
From Table 1 , we can conclude that the relative errors will become smaller if is getting smaller. And from Tables 2-4, we can conclude that increasing N can improve the precision of the constructed functions.
The above numerical results show that the proposed method is efficient and promising for numerically computing the second derivatives of functions with two variables from the noisy data.
Since y, x / ∈ , for any z ∈ with z = x, z = y,
By the same way, we can prove that I 4 ( ) → G(y, x) as → 0. This completes the proof. 
