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a b s t r a c t
The frequent connected subgraphmining problem, i.e., the problem of listing all connected
graphs that are subgraph isomorphic to at least a certain number of transaction graphs of
a database, cannot be solved in output polynomial time in the general case. If, however,
the transaction graphs are restricted to forests then the problem becomes tractable. In
this paper we generalize the positive result on forests to graphs of bounded tree-width. In
particular, we show that for this class of transaction graphs, frequent connected subgraphs
can be listed in incremental polynomial time. Since subgraph isomorphism remains NP-
complete for bounded tree-width graphs, the positive complexity result of this paper shows
that efficient frequent pattern mining is possible even for computationally hard pattern
matching operators.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
During the last decade, graph mining developed into a separate field of knowledge discovery in databases, motivated by
various practical applications for example in bioinformatics, computational chemistry, and the WWW. A basic task in this
field is the frequent connected subgraphmining (FCSM) problem: Given a database of labeled graphs, called transaction graphs,
and some positive integer threshold t , list all connected graphs that are subgraph isomorphic to at least t transaction graphs.
Such frequent connected patterns have successfully been used, for example, in ligand-based virtual screening as features [9].
For arbitrary transaction graphs, the FCSM problem cannot be solved in output polynomial time (if P 6= NP) [13]. While
several heuristic methods have been developed for this general problem that proved to be effective on various graph
datasets, surprisingly there are only few theoretical results concerning the identification of tractable graph classes. To the
best of our knowledge, the only positive (non-trivial) result towards this direction is about forests; the FCSM problem can be
solved with polynomial delay, and hence, in incremental polynomial time for forest transaction graphs (see [8] for a survey
on tree mining). The exploration of the border between tractable and intractable graph classes is an important theoretical
challenge because it could provide useful insights into the problem which could then be exploited in the design of practical
algorithms.
In this paper we take a step towards this goal by generalizing the positive result on mining forests in incremental
polynomial time to graphs of bounded tree-width. Tree-width [18] is a measure of tree-likeness of graphs that proved to
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be a useful property in algorithmic graph theory; several NP-hard problems on graphs become tractable for the class of
bounded tree-width graphs. This class is also of practical importance, as it includes many graph classes (see, e.g., [4,6]) that
appear in practical applications. For example, themolecular graphs of the vastmajority of pharmacological compounds have
tree-width at most 3.
We present a levelwise search algorithm listing frequent connected subgraphs in incremental polynomial time if the
tree-width of the transaction graphs is bounded by some constant. To avoid redundant pattern generation, we make use of
the fact that isomorphism between graphs of bounded tree-width can be decided efficiently [7]. To calculate the support
count of candidate patterns, we use amodification of the subgraph isomorphism algorithmdeveloped for graphs of bounded
tree-width and k-log-bounded fragmentation [12], where the class of k-log-bounded fragmentation graphs properly contains
the class of bounded degree graphs. This algorithm is based on a fundamental generic algorithm designed for deciding
various morphisms between graphs of bounded tree-width and bounded degree [17]. In a nutshell, the main result of [17]
is that several graph morphisms, including subgraph isomorphism, can be decided efficiently by a dynamic programming
algorithm computing a certain set of polynomially many, polynomial time computable properties (tuples) used to decide
the underlying graph morphism if the tree-width and the degree of the graphs are both bounded by some constant.
Since we do not assume any bound on the degree, the number of such properties can be exponentially large. We can
show, however, that for a given candidate pattern H , it is sufficient to compute only a polynomially large subset of these
properties; the rest, maybe exponentially large set, can be derived from those of the frequent subgraphs listed before H . To
show this result, we utilise the levelwise generation of frequent patterns and the anti-monotonic property of frequency. In
this way, the delay can be exponential in the size of the input only after the enumeration of exponentially many frequent
patterns. This technique might be of some independent interest and useful to design efficient pattern mining algorithms
where straightforward dynamic programming would require exponential space.
We note that subgraph isomorphism remains NP-complete even for connected graphs of bounded tree-width (see, e.g.,
[17]). A significant consequence of the positive result of this paper is thus immediate to the study of mining frequent
patterns: Efficient frequent pattern mining is possible even for NP-hard pattern matching operators.
The rest of the paper is organised as follows. In Section 2 we first collect the necessary notions and fix the notations.
In Section 3 we present a generic levelwise search algorithm mining frequent connected subgraphs and analyse its
computational properties. In Section 4 we adapt this generic algorithm to graphs of bounded tree-width and show that
it lists frequent connected subgraphs in incremental polynomial time. Finally, in Section 5, we conclude and discuss an open
problem.
2. Preliminaries
In this section we first briefly review some basic concepts and fix the notations used in this paper. We start with some
standard definitions from graph theory.
Graphs. An undirected graph is a pair (V , E), where V is a finite set of vertices and E ⊆ {e ⊆ V : |e| = 2} is a set of edges. A
labeled undirected graph is a triple (V , E, λ), where (V , E) is an undirected graph and λ : V ∪ E → N is a function assigning a
label to every element of V ∪ E. Unless otherwise stated, in this paper by graphs we always mean labeled undirected graphs
and denote the set of vertices, the set of edges, and the labeling function of a graph G by V (G), E(G), and λG, respectively.
Let G and G′ be graphs. Then G′ is a subgraph of G, if V (G′) ⊆ V (G), E(G′) ⊆ E(G), and λG′(x) = λG(x) for every
x ∈ V (G′) ∪ E(G′); it is an induced subgraph of G if it is a subgraph of G satisfying {u, v} ∈ E(G′) if and only if {u, v} ∈ E(G)
for every u, v ∈ V (G′). For a subset S ⊆ V (G), G[S] denotes the induced subgraph of Gwith vertex set S.
A path connecting the vertices v1, vk ∈ V (G) in a graph G is a sequence {v1, v2}, {v2, v3}, . . . , {vk−1, vk} ∈ E(G) such that
the vi’s are pairwise distinct. A graph is connected if there is a path between any pair of its vertices. A connected component
of a graph G is a maximal subgraph of G that is connected. The set of all connected components of a graph G is denoted by
C(G).
Isomorphism and subgraph isomorphism. Let G1 and G2 be graphs. They are isomorphic if there is a bijection ϕ : V (G1) →
V (G2) satisfying
(i) {u, v} ∈ E(G1) if and only if {ϕ(u), ϕ(v)} ∈ E(G2) for every u, v ∈ V (G1),
(ii) λG1(u) = λG2(ϕ(u)) for every u ∈ V (G1), and
(iii) λG1({u, v}) = λG2({ϕ(u), ϕ(v)}) for every {u, v} ∈ E(G1).
For G1 and G2 we say that G1 is subgraph isomorphic to G2, denoted G1 4 G2, if G1 is isomorphic to a subgraph of G2.
Deciding whether a graph is subgraph isomorphic to another graph is NP-complete, as it generalizes the Hamiltonian path
problem [10].
Tree-width. The notion of tree-width was reintroduced in [18]. It proved to be a useful parameter of graphs in algorithmic
graph theory. A tree-decomposition of a graph G, denoted TD(G), is a pair (T ,X), where T is a rooted unordered tree and
X = (Xz)z∈V (T ) is a family of subsets of V (G) satisfying
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(i) ∪z∈V (T )Xz = V (G),
(ii) for every {u, v} ∈ E(G), there is a z ∈ V (T ) such that u, v ∈ Xz , and
(iii) Xz1 ∩ Xz3 ⊆ Xz2 for every z1, z2, z3 ∈ V (T ) such that z2 is on the path connecting z1 with z3 in T .
The set Xz associated with a node z of T is called the bag of z. The nodes of T will often be referred to as the nodes of TD(G).
The tree-width of TD(G) is maxz∈V (T ) |Xz | − 1, and the tree-width of G, denoted tw(G), is the minimum tree-width over
all tree-decompositions of G. By graphs of bounded tree-width we mean graphs of tree-width at most k, where k is some
constant.
The following notation will be used many times in what follows. Let G be a graph, TD(G) = (T ,X) be a tree-
decomposition of G, and z ∈ V (T ). Then G[z] denotes the induced subgraph of G defined by the union of the bags of z’s
descendants, where z is considered also as a descendant of itself.
3. Frequent connected subgraph mining
In this sectionwe first define the frequent connected subgraphmining problem, present a generic listing algorithm based
on levelwise search for this problem, and provide sufficient conditions for the efficiency of this algorithm. Applying these
conditions, we then show that the frequent connected subgraph mining problem can be solved with polynomial delay, and
hence, in incremental polynomial time for forest transaction graphs. In the next section we then generalize the positive
result on mining forests in incremental polynomial time to graphs of bounded tree-width. We start with the definition of
the general problem setting.
The Frequent Connected Subgraph Mining (FCSM) Problem: Given a class G of graphs, a transaction database DB of
graphs from G (i.e., a multiset of graphs from G), and an integer threshold t > 0, list the set of frequent connected
subgraphs, that is, the set of connected graphs that are subgraph isomorphic to at least t graphs in DB.
The parameter of the above problem is the size ofDB. One can easily construct examples forwhich the number of frequent
connected subgraphs is exponential in this parameter. Thus, in general, the set of all frequent connected subgraphs cannot
be computed in time polynomial only in the size ofDB. Since this is a common feature ofmany listing problems, the following
problem classes are usually considered in the literature (see, e.g., [15]): For some input I , let O be the output set of some
finite cardinality N . Then the elements of O, say o1, . . . , oN , are listed with
polynomial delay if the time before printing o1, the time between printing oi and oi+1 for every i = 1, . . . ,N − 1, and the
time between printing oN and the termination is bounded by a polynomial of the size of I ,
incremental polynomial time if o1 is printed with polynomial delay, the time between printing oi and oi+1 for every i =
1, . . . ,N−1 (resp. the time between printing oN and the termination) is bounded by a polynomial of the combined
size of I and the set {o1, . . . , oi} (resp. O),
output polynomial time (or polynomial total time) if O is printed in time polynomial in the combined size of I and the entire
output O.
Clearly, polynomial delay implies incremental polynomial time, which, in turn, implies output polynomial time.
Furthermore, in contrast to incremental polynomial time, the delay of an output polynomial time algorithm may be
exponential in the size of the input even before printing the first element of the output.
Although several frequent connected subgraph mining algorithms have been developed that proved to be effective in
various practical applications, we note that, unless P= NP, the FCSM problem cannot be solved in output polynomial time
for arbitrary transaction graphs [13]. It can be solved, however,with polynomial delay, and hence, in incremental polynomial
time if the transaction graphs are restricted to forests (see, e.g., [8,14]). The main contribution of this work is to extend the
positive result on mining forests in incremental polynomial time to graphs of bounded tree-width. To show this result, we
first give a generic levelwise search algorithm designed for mining graph classes closed under taking subgraphs.
3.1. A generic mining algorithm
A generic algorithm listing frequent connected subgraphs with levelwise search is given in Algorithm 1. It requires the
transaction graphs to be elements of some graph classG closed under taking subgraphs. Thus, as we are interested inmining
frequent connected subgraphs, the patterns are also elements of G. In the algorithm we first compute the set of frequent
subgraphs consisting of a single (labeled) vertex. (We recall that by graphs we mean labeled graphs.) In the main loop we
then iteratively compute the set Sl+1 of frequent connected subgraphs containing l+ 1 edges from those containing l edges
for every l ≥ 0. In particular, for each frequent pattern P ∈ Sl, we first print P and then compute the set ρ(P)∩ G of graphs,
where the elements of ρ(P) are obtained from P by either connecting two vertices with a labeled edge or by adding a new
labeled vertex to P and connecting it with an old vertex by a labeled edge. Clearly, the graphs in ρ(P) are all connected,
as P is connected. For each H ∈ ρ(P) ∩ G, we check whether or not it has already been generated during the current
iteration step of the main loop (condition (i) in line 6). If not, we also check for each graph in ρ−1(H)whether it is frequent
(condition (ii) in line 6), where ρ−1(H) is the set of connected graphs obtained from H by removing an edge and the vertices
of degree 1 adjacent to the removed edge. Clearly, H cannot be frequent if there is an infrequent graph in ρ−1(H). Though
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Algorithm 1 FCSM
Input: database DB of transaction graphs and integer t > 0
Output: all frequent connected subgraphs
1: let S0 ⊆ G be the set of frequent graphs consisting of a single labeled vertex
2: for (l := 0; Sl 6= ∅; l := l+ 1) do
3: Cl+1 := Sl+1 := ∅
4: forall P ∈ Sl do
5: print P
6: forall H ∈ ρ(P) ∩ G satisfying (i) H 6∈ Cl+1 and (ii) ρ−1(H) ⊆ Sl do
7: add H to Cl+1
8: if SupportCount(H) ≥ t then
9: add H to Sl+1
10: function SupportCount(H)
11: counter := 0
12: forall G in DB do
13: if H 4 G then
14: counter := counter+ 1
15: return counter
this simple pruning rule does not influence the asymptotic complexity of the algorithm, it is of practical importance, as it
often significantly improves the practical run time of frequent pattern mining algorithms. Throughout this paper, candidate
patterns generated by levelwise search that satisfy conditions (i) and (ii) in line 6 are called strong candidates. If H is a strong
candidate, we add it to the set Cl+1 of candidate graphs consisting of l + 1 edges and compute its support count. If, in
addition, H is frequent, i.e., subgraph isomorphic to at least t graphs in DB, we add it to the set Sl+1 of frequent connected
graphs containing l+ 1 edges.
As mentioned earlier, without any further assumption on G, the FCSM problem cannot be solved in output polynomial
time [13]. If, however, G satisfies the conditions of the theorem below, the following positive result holds. (Notice that the
elements of G are not required to be connected.)
Theorem 1. Let G be a graph class satisfying the following properties:
(i) G is closed under taking subgraphs,
(ii) the membership problem in G (i.e., does G ∈ G hold for any graph G) can be decided in polynomial time, and
(iii) for every H,G ∈ G such that H is connected, it can be decided in polynomial time whether H is subgraph isomorphic to G.
If the transaction graphs in DB belong to G then Algorithm 1 lists the frequent connected subgraphs with polynomial delay and
incremental polynomial space.
Proof. The proof of the theorem is straightforward by noting that the cardinalities and hence, the sizes of the sets ρ(H)∩G
and ρ−1(H) in line 6 are bounded by a polynomial of the size of DB, and both sets can be computed in polynomial time.
Furthermore, (i) and (iii) together imply that one can define a canonical string representation for the graphs in G that can be
computed in time polynomial in the size of DB. Thus, using some advanced (e.g., trie-based) data structure for the storage
of Sl and the elements of Cl+1 generated before H , conditions (i) and (ii) in line 6 can be decided in time polynomial in the
size of DB. 
Remark 2. We note that Algorithm 1 postpones the print of frequent patterns. If S0 and H are printed immediately after
lines 1 and 9, respectively, we obtain an algorithm listing frequent connected subgraphs in incremental polynomial time;
the size of Cl+1 is bounded by a polynomial of the combined size of DB and Sl. Notice that this modified algorithm is of
the same total run time as Algorithm 1 if the conditions of Theorem 1 hold. However, in contrast to Algorithm 1, frequent
patterns are printed in this way as soon as they have been computed; an advantageous property in practice with respect to
the generic polynomial delay algorithm.
We now mention an immediate application of the above theorem to forest transaction graphs. We note that the result
below follows also, e.g., from that of [8,14].
Corollary 3. The FCSM problem can be solved with polynomial delay for forest transaction graphs.
Proof. All conditions of Theorem 1 hold by noting that any subgraph of a forest is also a forest and that subgraph
isomorphism from a tree into a forest can be decided in polynomial time (see, e.g., [16]). 
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Table 1
Distribution of the molecules in the NCI dataset with respect to their tree-width.
Tree-width Number of molecules
0 13 (isolated vertices)
1 21,950 (trees)
2 221,675 (mostly outerplanar graphs (see [14]))
3 6,548
≥4 65
4. Mining graphs of bounded tree-width
Corollary 3 above implies that the FCSM problem can be solved in incremental polynomial time for forests transaction
graphs. In this sectionwe generalize this positive result to graphs of bounded tree-width. As an example of potential practical
applications of this more general result, we note that the molecular graphs of pharmacological compounds are mostly k-
outerplanar for some small k and have thus tree-width atmost 3k−1 [6]. For example, for the publicly available NCI chemical
dataset,1which is used as a benchmark graph dataset in graphmining, Table 1 shows the distribution of themolecular graphs
with respect to their tree-width. Out of the 250,251molecular graphs in this dataset, 250,186 compounds (i.e., 99.97%) have
tree-width at most 3.
Consider the conditions in Theorem1 for graphs of bounded tree-width. It is easy to see that condition (i) holds. Regarding
(ii), one can decide in linear time for any constant k whether a graph has tree-width at most k, and if so, compute a tree-
decomposition of tree-width atmost k [5]. Condition (iii), however, does not hold; the subgraph isomorphismproblem isNP-
complete actually for k = 2, even when both the pattern and transaction graphs have bounded tree-width and the pattern
graph is connected [19]. The NP-completeness of the subforest isomorphism problem [10] implies that the connectivity
of the pattern graph is necessary even for acyclic graphs. For graphs of tree-width at most k, there is a clear demarcation
between tractable and intractable instances of the subgraph isomorphism problem: if the pattern is not k-connected or
has more than k vertices of unbounded degree then subgraph isomorphism is NP-complete; otherwise it can be decided in
polynomial time [11].
Since condition (iii) of Theorem 1 does not hold for arbitrary graphs of bounded tree-width, Theorem 1 cannot be applied.
It is an open question whether the FCSM problem can be solved with polynomial delay for bounded tree-width graphs. We
can show, however, that it can be solved in incremental polynomial time. In general, to prove that Algorithm 1 generates
frequent patterns in incremental polynomial time for a graph class G, we actually do not need (iii); incremental polynomial
time enumeration follows from the following conditions together with (i) and (ii) of Theorem 1:
(iii∗) For any strong candidate patternH and transaction graph G,H 4 G can be decided in time polynomial in the combined
size of G and the set of frequent patterns generated before H .
(iv) Isomorphism for G can be decided in polynomial time.
For graphs of bounded tree-width, isomorphism can be decided in polynomial time [7]. Thus, to show that the FCSMproblem
can be solved in incremental polynomial time for bounded tree-width graphs, we only need to show condition (iii∗) above.
The rest of this section is organised as follows. In Section 4.1 we first overview the subgraph isomorphism algorithm
in [12] developed for graphs of bounded tree-width and k-log-bounded fragmentation.2 Given a connected graph H and a
transaction graph G, both of bounded tree-width, this dynamic programming algorithm computes a certain set of tuples
representing partial subgraph isomorphisms for the nodes of some tree-decomposition of G fixed for the entire mining
process. The number of such tuples for a node can, however, be exponential in the order (i.e., number of vertices) of the
pattern graph H . In Section 4.2 we then show that in order to decide H 4 G, it is sufficient to compute actually a polynomial
number of new tuples; any tuple from the rest, possibly exponentiallymany tuples, can be derived from the tuples computed
for the frequent patterns in the previous steps. Finally, in Section 4.3, we show how to integrate this modified subgraph
isomorphism algorithm into Algorithm 1.
4.1. A dynamic programming algorithm
Throughout this section H and G denote connected graphs of tree-width at most k, where k is some constant. In fact,
we need only H to be connected. Since, however, any subgraph isomorphism maps a connected graph into a connected
component of a graph, we may assume without loss of generality that G is also connected.
Following the dynamic-programming approach of [3], the subgraph isomorphism algorithm described in [12] first
computes a nice tree-decomposition TD(G) = (T ,X) of G, where a nice tree-decomposition3 is a tree-decomposition such
that T is a rooted binary tree composed of three types of nodes (we recall that the bag of a node z in T is denoted by Xz):
1 http://cactus.nci.nih.gov/.
2 A graph Gwith n vertices is a k-log-bounded fragmentation graph if the removal of any set of at most k vertices from G results in O (k log n) connected
components.
3 We note that we follow the definition of nice tree-decompositions given in [12] which is different from the one used in [6].
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(i) a leaf node has no children,
(ii) a separator node z has a single child z ′ with Xz ⊆ Xz′ , and
(iii) a join node z has two children z1 and z2 with Xz = Xz1 ∪ Xz2 .
It follows from the results in [6] that for graphs of tree-width at most k, where k is some constant, such a nice tree-
decomposition of tree-width at most k always exists and can be constructed in linear time.
Given a nice tree-decomposition TD(G) of G, the dynamic programming algorithm in [12] computes a set of tuples for
each node by traversing TD(G) in a postorder manner and decides whether H 4 G holds by checking a condition for the set
computed for the root of TD(G). To define this condition precisely, we need some notions. (We recall from Section 2 that for
a graph G and set V ′ ⊆ V (G), C(G) and G[V ′] denote the set of connected components of G and the induced subgraph of G
with vertex set V ′, respectively).
An iso-quadruple of H relative to a node z of TD(G) is a quadruple (S,D, K , ψ), where
• S ⊆ V (H) satisfying |S| ≤ k+ 1,
• D ⊆ C(H[V (H) \ S]),
• K = H[S ∪ V (D)], and
• ψ : S → Xz is a subgraph isomorphism from H[S] to G[Xz].
We note that K is redundant in the above notation; we add it to the tuple only for the reader’s convenience. The set of all
iso-quadruples of H relative to a node z of TD(G) is denoted by Γ (H, z).
A partial solution relative to a node z in TD(G) is a subgraph isomorphism from a subgraph H ′ of H into G[z] (see the last
paragraph of Section 2 for the definition of G[z]). A characteristic of a partial solution ϕ relative to a node z in TD(G) is an
iso-quadruple (S,D, K , ψ) ∈ Γ (H, z) such that ϕ is a subgraph isomorphism from K to G[z] satisfying
• ϕ(u) = ψ(u) for every u ∈ S and
• ϕ(v) 6∈ Xz for every v ∈ V (D).
The definitions imply that ϕ(u) ∈ Xz for every u ∈ S.
Finally, a z-characteristic of H is an iso-quadruple in Γ (H, z) that is the characteristic of at least one partial solution
relative to z. The set of all z-characteristics of H relative to z is denoted by Γch(H, z). Clearly, Γch(H, z) ⊆ Γ (H, z). The
following lemma provides a characterization of subgraph isomorphism in terms of r-characteristics for the root r of TD(G):
Lemma 4 ([12]). Let r be the root of a nice tree-decomposition TD(G) of G. Then
H 4 G ⇐⇒ ∃(S,D, K , ψ) ∈ Γch(H, r) such that K = H.
Notice that by definition, S can be the empty set. By the above lemma, we can decide H 4 G by computing and testing
the set of r-characteristics for the root r of TD(G). This can be carried out by traversing TD(G) in a postorder manner and
computing the set of characteristics for each non-leaf node from those of its children. Depending on the type of the current
node z visited, we performone of the following steps (formore details on themethod described below, the reader is referred,
e.g., to [12]):
leaf nodes: For this case, the following lemma holds. Note thatD = ∅ in the lemma below implies K = H[S].
Lemma 5 ([12]). Let G and H be graphs of bounded tree-width and z be a leaf in TD(G). Then, for every (S,D, K , ψ) ∈
Γ (H, z),
(S,D, K , ψ) ∈ Γch(H, z) ⇐⇒ D = ∅.
separator nodes: If z is a separator node in TD(G) then, by definition, it has a single child z ′ with Xz ⊆ Xz′ . To state a lemma
for this case, we first introduce a notation. For an iso-quadruple ξ = (S,D, K , ψ) ∈ Γ (H, z), letS(ξ) denote the
set of iso-quadruples (S ′,D ′, K ′, ψ ′) ∈ Γ (H, z ′) satisfying
(S.a)S = {v ∈ S ′ : ψ ′(v) ∈ Xz},
(S.b)D ′ = {D′ ∈ C(H[V (H) \ S ′]) : D′ is a subgraph of some D ∈ D},
(S.c)ψ(v) = ψ ′(v) for every v ∈ S.
Using this definition, the set of characteristics relative to a separator node can be computed by the following
lemma.
Lemma 6 ([12]). Let G and H be graphs of bounded tree-width and z be a separator node in TD(G)with child z ′. Then,
for every ξ ∈ Γ (H, z),
ξ ∈ Γch(H, z) ⇐⇒ Γch(H, z ′) ∩S(ξ) 6= ∅.
For a separator node z with child z ′ and ξ ∈ Γ (H, z), we have
|S(ξ)| ≤ (k+ 1)! · |V (H)|k+1.
However, |Γ (H, z)| can be exponential in the order of H if only its tree-width is restricted.
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join nodes: If z is a join node then it has two children z1 and z2 with bags satisfying Xz = Xz1 ∪Xz2 . We first recall the notion
of join consistency. Let ξ = (S,D, K , ψ) ∈ Γ (H, z) and ξi = (Si,Di, Ki, ψi) ∈ Γ (H, zi) be iso-quadruples for
i = 1, 2. We say that the pair (ξ1, ξ2) is join consistentwith ξ if it satisfies the following conditions:
(J.a) Si = {v ∈ S : ψ(v) ∈ Xzi} for i = 1, 2,
(J.b) the connected components ofD are partitioned intoD1 andD2, and
(J.c) for i = 1, 2, ψi(v) = ψ(v) for every v ∈ Si.
The set of pairs of iso-quadruples join consistent with ξ is denoted by J(ξ). From the sets of characteristics relative
to the children of z, the set of z-characteristics can be computed by the following lemma:
Lemma 7 ([12]). Let G and H be graphs of bounded tree-width and z be a join node in TD(G) with children z1 and z2.
Then, for every ξ = (S,D, K , ψ) ∈ Γ (H, z),
ξ ∈ Γch(H, z) ⇐⇒ Γch(H, z1)× Γch(H, z2) ∩ J(ξ) 6= ∅.
By condition (J.b) above we have to take the set of all possible partitionings of a setD of connected components,
which is exponential in the number of connected components ofD . Thus, the situation becomes much worse for
join nodes than for separator nodes if only the tree-width of H is bounded because not only |Γ (H, z)|, but also
|Γch(H, z1)× Γch(H, z2) ∩ J(ξ)| can be exponential in the order of H .
In case of k-log-bounded fragmentation graphs, the set of characteristics can be computed in polynomial time for
separator and join nodes aswell [12]. If, however, we do not assume any further restrictions on connected graphs of bounded
tree-width, the above bottom-up evaluation may require exponential time.
4.2. An incremental polynomial time algorithm
In this section we show that, for transaction graphs of bounded tree-width, the subgraph isomorphism algorithm
described above can be integrated into Algorithm 1 in such a way that for any strong candidate pattern H (i.e., which
satisfies conditions (i) and (ii) in line 6 of Algorithm 1) and for any transaction graph G ∈ DB, H 4 G can be decided in time
polynomial in the combined size of H , G, and the set of frequent patterns listed before H by Algorithm 1. The key observation
is that it is sufficient to compute only polynomially many characteristics for H and to use the characteristics of the frequent
patterns computed before H . We recall that Algorithm 1 lists the set of frequent patterns with levelwise search. Thus, all
connected (proper) subgraphs H ′ of H have already been processed in the frequency counting step. One of the changes in
Algorithm 1 is that for every transaction graph G, we compute a nice tree-decomposition TD(G) of tree-width at most k in a
preprocessing step and use this tree-decomposition during the entire mining process. This is necessary for the reutilisation
of the characteristics computed for the frequent patterns in the earlier steps.
Equivalent iso-quadruples. We start with a definition that will be used to determine the set of characteristics of a strong
candidate pattern H relative to a node in a tree-decomposition that cannot be recovered from the set of characteristics of
the frequent patterns computed before H . Let H1, H2, and G be connected graphs of bounded tree-width, TD(G) be the nice
tree-decomposition of G computed in the preprocessing step, and z be a node in TD(G). Let ξ1 = (S1,D1, K1, ψ1) ∈ Γ (H1, z)
and ξ2 = (S2,D2, K2, ψ2) ∈ Γ (H2, z) be iso-quadruples relative to z. We say that ξ1 is equivalent to ξ2, denoted ξ1 ≡ ξ2, if
there is an isomorphism pi between K1 and K2 such that
• pi is a bijection between S1 and S2 and• ψ1(v) = ψ2(pi(v)) for every v ∈ S1.
In order to utilise the information computed previously, for each node z in TD(G) we need the set of z-characteristics for
the frequent patterns listed earlier by the algorithm. Proposition 8 below implies that it is sufficient to store only one
representative z-characteristic for each equivalence class of the set of z-characteristics.
Proposition 8. Let H1,H2 be arbitrary graphs, z be a node of TD(G), and ξ1 ∈ Γ (H1, z) and ξ2 ∈ Γ (H2, z) be equivalent
iso-quadruples. Then
ξ1 ∈ Γch(H1, z) ⇐⇒ ξ2 ∈ Γch(H2, z).
Proof. It follows directly from the definitions. 
The next lemma is concerned with the complexity of deciding equivalence between iso-quadruples.
Lemma 9. Let G, H1, and H2 be graphs of tree-width at most k, z be a node in TD(G), and ξi = (Si,Di, Ki, ψi) ∈ Γ (Hi, z) with






Proof (Sketch). The key is that we ‘‘color’’ each vertex u ∈ Si of Ki by ψi(u) for i = 1, 2. Since ψi is an injective function
mapping Si to Xz , each vertex in Si has a unique label. Thus, ξ1 ≡ ξ2 if and only if the obtained labeled graphs K ′1 and K ′2
are isomorphic. The statement then follows from the positive complexity result of [7] on isomorphism between unlabeled
graphs of bounded tree-width by noting that the isomorphism algorithm in [7] can easily be generalized to labeled graphs
without changing its complexity. 
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Non-redundant iso-quadruples. We now define some notions and notations that will be used many times in what follows.
Let G be a transaction graph and TD(G) be a nice tree-decomposition of G fixed for the entire mining process. For a strong
candidate pattern H generated by levelwise search, FH denotes the set of patterns consisting of H and all frequent patterns
listed before H . An iso-quadruple ξ ∈ Γ (H, z) of a strong candidate pattern H is redundant if there is an equivalent
iso-quadruple in Γ (P, z) for some frequent pattern P ∈ FH \ {H}; otherwise, it is non-redundant. Finally, Γnr(H, z) and
Γnr,ch(H, z) denote the set of non-redundant iso-quadruples of H relative to a node z in TD(G) and the set of non-redundant
z-characteristics of H , respectively.
By Proposition 10 below, for a strong candidate pattern H and iso-quadruple ξ ∈ Γ (H, z) we have to perform a new
calculation deciding whether ξ is a z-characteristic of TD(G) only when ξ is non-redundant; otherwise, it is sufficient to
check whether ξ is equivalent to a non-redundant z-characteristic for some frequent pattern P ∈ FH \ {H} computed
earlier.
Proposition 10. Let H be a strong candidate pattern, G be a transaction graph, both of bounded tree-width, z be a node in TD(G),
and ξ ∈ Γ (H, z). Then
ξ ∈ Γch(H, z) ⇐⇒ ∃ξ ′ ∈
⋃
P∈FH
Γnr,ch(P, z) such that ξ ≡ ξ ′.
Proof. It follows from the definitions and Proposition 8. 
Thus, in order to decide subgraph isomorphism, it suffices to store only the non-redundant z-characteristics for the
frequent patterns. Below we define a further set of iso-quadruples, the set of feasible iso-quadruples, which contains the
set of non-redundant iso-quadruples, is of polynomial size, and can be computed in time polynomial in the order of the
pattern graph. The characteristicswill be calculated only for the set of feasible iso-quadruples. Though in thisway redundant
characteristics may also be stored by the mining algorithm, their number per pattern is bounded by a polynomial of the
pattern’s order.
Feasible iso-quadruples. Thenumber of iso-quadruples of a pattern relative to a node z canbe exponential. Theorem13below
is of special importance for the main result of this paper, as it implies that the number of non-redundant iso-quadruples of
a strong candidate pattern is always bounded by a polynomial of the combined size of the pattern and the largest graph in
the transaction database. To prove this result, we first state two lemmas. The first lemma provides a necessary condition of
non-redundancy.
Lemma 11. Let H be a strong candidate pattern generated by levelwise search, z be a node in TD(G), and ξ = (S,D, K , ψ) ∈
Γnr(H, z) be a non-redundant iso-quadruple. Then, for every vertex v ∈ V (H) \ V (K) it holds that
(i) the degree of v in H is at least 2 and
(ii) H has no cycle containing v.
Proof. To show (i), suppose for contradiction that there is a v in V (H) \ V (K) with degree 1 in H . (Notice that since H is
connected, all vertices have degree at least 1.) Removing v from H and the edge adjacent to it, we get a connected subgraph
H ′ ofH . SinceH is a strong candidate pattern, the conditions satisfied byH imply thatH ′ is a frequent pattern and has already
been processed by the levelwise search algorithm. By construction, K is also a subgraph of H ′ and hence, ξ ∈ Γ (H ′, z). But
ξ is then redundant for H , contradicting the assumption.
To prove (ii), suppose that there exists a vertex v ∈ V (H) \ V (K) belonging to a cycle of H . This cycle must have an edge
e which is not in E(K). Let H ′ be the graph obtained by removing this edge e from H . Since H is connected, H ′ remains also
connected. Similarly to the previous case, it holds that H ′ contains K as a subgraph. Thus, ξ ∈ Γ (H ′, z) contradicting that ξ
is non-redundant. 
The next lemma shows that for any set S of constant size, only a small number of connected components in H[V (H) \ S]
may contain a vertex satisfying the properties formulated in the above lemma.
Lemma 12. Let H be a strong candidate pattern generated by levelwise search, S be a subset of V (H) having at most k + 1
elements, and CA be the maximal subset of C(H[V (H) \ S]) such that for every C ∈ CA, all vertices of C satisfy conditions (i) and
(ii) of Lemma 11. Then
|CA| ≤ k.
Proof. Suppose for contradiction that |CA| > k. Conditions (i) and (ii) of Lemma 11 imply that C is a tree for every C ∈ CA
and is connected to S by at least two edges. The edges connecting C with S must have different endpoints in S, as otherwise
C has a vertex belonging to a cycle in H contradicting (ii) of Lemma 11. Thus, each connected component of CA connects at
least two different vertices of S by a path. By (ii) of Lemma 11 it must be the case that there are at least k+ 1 different pairs
of vertices in S which are connected by such a path because, by assumption, |CA| > k. But then, at least one of these paths,
and thus, all of its vertices as well must be in a cycle contradicting (ii) of Lemma 11. 
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Algorithm 2 FeasibleCharacteristics
Input: connected strong pattern graphH generated by levelwise search and transaction graph G, both of tree-width atmost
k for some constant k, a nice tree-decomposition TD(G) of Gwith nodes associated with
⋃
P∈FH\{H} Γf,ch(P, w) for every
nodew in TD(G), and a node z in TD(G)
Output: set Γf,ch(H, z) of feasible z-characteristics
1: Γf,ch(H, z) := ∅
2: Γf(H, z) := FeasibleIsoQuadruples(H, Xz) (see Algorithm 3)
3: forall ξ = (S,D, K , ψ) ∈ Γf(H, z) do
4: if z is a leaf node then
5: ifD = ∅ then
6: add ξ to Γf,ch(H, z)
7: else if z is a separator node with child z ′
8: Γf,ch(H, z ′) := FeasibleCharacteristics(H,G, TD(G), z ′)
9: if ∃ξ ′ ∈ S(ξ) and ∃ξ ′′ ∈ Γf,ch(H, z ′) such that ξ ′ ≡ ξ ′′ then
10: add ξ to Γf,ch(H, z)
11: else (z is a join node with children z1 and z2)
12: Γf,ch(H, z1) := FeasibleCharacteristics(H,G, TD(G), z1)
13: Γf,ch(H, z2) := FeasibleCharacteristics(H,G, TD(G), z2)
14: if ∃ξi ∈⋃P∈FH Γf,ch(P, zi) for i = 1, 2 such that ξ ≡ ⊕ξ (ξ1, ξ2) then
15: add ξ to Γf,ch(H, z)
16: return Γf,ch(H, z)
For a strong candidate pattern H generated by levelwise search and for a node z in TD(G), an iso-quadruple ξ =
(S,D, K , ψ) ∈ Γ (H, z) is called feasible if it satisfies the conditions of Lemma 11, i.e., (i) the degree of v in H is at least
2 and (ii) H has no cycle containing v for every v ∈ V (H) \ V (K). The set of feasible iso-quadruples in Γ (H, z) is denoted by
Γf(H, z). Using the above lemmas, we have the following theorem.
Theorem 13. Let H be a strong candidate pattern generated by levelwise search and let z be a node of TD(G) for some transaction
graph G. Then
(i) Γnr(H, z) ⊆ Γf(H, z) and
(ii) |Γf(H, z)| = O
(|V (H)|k+1).
Proof. (i) It is immediate from Lemma 11. (ii) Let S be a subset of V (H) with at most k + 1 vertices, CA be the set of
connected components defined in Lemma 12, and let CB = C(H[V (H) \ S]) \ CA. By definition, CB ⊆ D for every
ξ = (S,D, K , ψ) ∈ Γf(H, z). Thus, the number of different D ’s that can occur in ξ is at most 2|CA|, which, in turn, is
bounded by 2k by Lemma 12. The number of subgraph isomorphisms from H[S] to G[Xz] is at most the number of injective
functions from S to the bag Xz of z which, in turn, is bounded by (k+1)!. Since S can be chosen in at most |V (H)|k+1 different
ways, we have
|Γf(H, z)| ≤ 2k · (k+ 1)! · |V (H)k+1|,
from which (ii) directly follows, as k is assumed to be a constant. 
Let Γf,ch(H, z) ⊆ Γf(H, z) denote the set of feasible z-characteristics.
Proposition 14. Let H be a strong candidate pattern, G be a transaction graph, both of bounded tree-width, z be a node in TD(G),
and ξ ∈ Γ (H, z). Then
ξ ∈ Γch(H, z) ⇐⇒ ∃ξ ′ ∈
⋃
P∈FH
Γf,ch(P, z) such that ξ ≡ ξ ′.
Proof. It follows from Proposition 10, as
⋃
P∈FH Γnr,ch(P, z) and
⋃
P∈FH Γf,ch(P, z) are equal up to equivalence. 
Deciding subgraph isomorphism. We now turn to the question of how to decide subgraph isomorphism computing only
feasible characteristics. Let H be a strong candidate pattern generated by levelwise search and r be the root of TD(G). From
the definitions of non-redundant and feasible iso-quadruples and from Lemma 4 it follows that
H 4 G ⇐⇒ ∃(S,C(H[V (H) \ S]),H, ψ) ∈ Γnr,ch(H, r)
⇐⇒ ∃(S,C(H[V (H) \ S]),H, ψ) ∈ Γf,ch(H, r)
for some S ⊆ V (H). Below we show that Γf,ch(H, r) can be computed in time polynomial in the combined size of G and FH
(we recall that H ∈ FH ).
A recursive algorithm computing Γf,ch(H, z) for every node z in TD(G) is given in Algorithm 2. For the current node z
in TD(G), the algorithm first sets Γf,ch(H, z) to ∅ and computes the set Γf(H, z) of feasible iso-quadruples by Algorithm 3.
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Algorithm 3 FeasibleIsoQuadruples
Input: connected graph H and bag Xz of a node z in TD(G)
Output: Γf(H, z)
1: Y := ∅
2: forall S ⊆ V (H) satisfying |S| ≤ |Xz | do
3: compute the set CA ⊆ C(H[V (H) \ S]) defined in Lemma 12
4: forallD ′ ⊆ CA do
5: D := C(H[V (H) \ S]) \D ′
6: forall subgraph isomorphisms ψ from H[S] to Xz do
7: add (S,D,H[S ∪ V (D)], ψ) to Y
8: return Y
Regarding line 6 of Algorithm 3, note that there are atmost (k+1)! injective functions from S to Xz and that it can be decided
in constant time (i.e., (k + 1)2), whether such an injection is a subgraph isomorphism from H[S] to G[Xz]. From Lemma 11
and Theorem 13 it follows that Algorithm 3 is correct and runs in time polynomial in the order of H .
In the body of the loop (lines 4–15 of Algorithm2), depending on the type of z,Γf,ch(H, z) is then computed by performing
one of the following steps:
z is a leaf node (lines 4–6): By Lemma 5, for every feasible iso-quadruple ξ = (S,D, K , ψ) ∈ Γf(H, z) it holds that
ξ ∈ Γf,ch(H, z) if and only ifD = ∅. Thus, together with Theorem 13, we have:
Lemma 15. For every leaf node z in TD(G), Algorithm 2 computes Γf,ch(H, z) correctly in time
O
(|V (H)|k+1) .
z is a separator node with child z ′ (lines 7–10): To state a lemma for this case, we recall that for an iso-quadruple ξ ∈
Γ (H, z),S(ξ) denotes the set of iso-quadruples in Γ (H, z ′) satisfying conditions (S.a)–(S.c) (see Section 4.1).
Lemma 16. Let z be a separator node in TD(G)with child z ′ and suppose that Γf,ch(P, z ′) has been computed correctly
by Algorithm 2 for every P ∈ FH . Then Algorithm 2 computes Γf,ch(H, z) correctly in time
O
(|V (H)|2k+3) . (1)
Proof. For the correctness, let ξ ∈ Γf(H, z). Then
ξ ∈ Γf,ch(H, z) ⇐⇒ Γch(H, z ′) ∩S(ξ) 6= ∅ (2)
⇐⇒ Γf,ch(H, z ′) ∩S(ξ) 6= ∅, (3)
where (2) holds directly by Lemma 6 and the sufficiency of (3) is automatic. For the necessity of (3), let ξ ′ =
(S ′,D ′, K ′, ψ ′) ∈ S(ξ). Since ξ ∈ Γf(H, z), condition (S.b) guarantees that the vertices in V (H) \ V (K ′) all satisfy
conditions (i) and (ii) of Lemma 11. Thus, ξ ′ is also feasible and hence,S(ξ) ⊆ Γf(H, z ′), from which the necessity
follows.
Regarding (1), for every ξ ∈ Γf(H, z),S(ξ)has atmost (k+1)!·|V (H)|k+1 iso-quadruples and it can be computed
efficiently. Using some advanced data structure for storing Γf,ch(H, z ′), for any ξ ′ ∈ S(ξ) we can decide in time
O (|V (H)|)whether ξ ′ ∈ Γf,ch(H, z ′). Thus, the right-hand side of (3) for a feasible iso-quadruple can be decided in
time O
(|V (H)|k+2), from which (1) follows by (ii) of Theorem 13. 
z is a join node with children z1 and z2 (lines 11–15): We recall that for an iso-quadruple ξ ∈ Γ (H, z), J(ξ) denotes the set of
pairs of iso-quadruples satisfying conditions (J.a)–(J.c) (see Section 4.1). To state the lemma below for join nodes,
we need the following definition. Let ξi = (Si,Di, Ki, ψi) ∈ Γ (Hi, zi) for some graph Hi (i = 0, 1, 2) such that
z0 = z. We may assume without loss of generality that K0, K1, and K2 are pairwise vertex disjoint. Then the join of
ξ1 and ξ2 with respect to ξ0, denoted⊕ξ0(ξ1, ξ2), is an iso-quadruple ξ = (S,D, K , ψ) relative to z satisfying• S = {wu : u ∈ ψ1(S1) ∪ ψ2(S2)} is a set of new vertices,
• D = D1 ∪D2,
• K is the graph obtained from the union of S andD by labeling all wu ∈ S with the label of the corresponding
vertex u and connecting
– wψi(u) and wψi(v) by an edge associated with the label of {u, v} for all {u, v} ∈ E(Ki) such that u, v ∈ Si
(i = 1, 2),
– wψi(u) and v by an edge associatedwith the label of {u, v} for all {u, v} ∈ E(Ki) such that u ∈ Si and v ∈ V (Di)
(i = 1, 2), and
– wψ1(u) and wψ2(v) by an edge associated with the label of {u′, v′} for all {u′, v′} ∈ E(K0) such that ψ0(u′) =
ψ1(u), ψ0(v′) = ψ2(v) for some u ∈ S1, v ∈ S2, and ψ1(u), ψ2(v) 6∈ ψ1(S1) ∩ ψ2(S2),
• ψ : S → Xz is defined by ψ(wu) = u for everywu ∈ S.
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Since the ψi’s are all subgraph isomorphisms, they preserve the vertex and edge labels, and hence, K is uniquely
defined. Furthermore, ξ ∈ Γ (P, z) for some graph P such that K is an induced subgraph of P satisfying D ⊆
C(P[V (P) \ S]). Indeed, |S| ≤ k+ 1 because
ψ1(S1) ∪ ψ2(S2) ⊆ Xz1 ∪ Xz2 = Xz
and |Xz | ≤ k+ 1, as z is a join node and ψ is injective.
Lemma 17. Let z be a join node in TD(G) with children z1 and z2, and suppose that Γf,ch(P, zi) has been computed
correctly by Algorithm 2 for every P ∈ FH and i = 1, 2. Then Algorithm 2 computes Γf,ch(H, z) correctly in time
O




Proof. For the correctness, let ξ ∈ Γf(H, z). Then
ξ ∈ Γf,ch (H, z)




Γf,ch(P, zi) for i = 1, 2 with ξ ≡ ⊕ξ (ξ1, ξ2). (6)
Equivalence (5) holds by Lemma 7 and (6) by Propositions 8, 14 and by the definitions of J and⊕ξ .
Finally, (4) follows directly from Lemma 9 and Theorem 13. 






|V (P)|k+1(|V (H)|k+6.5 + Tk(|V (H)|))
)
,
where Tk(n) denotes the time complexity of computing a canonical representation for a graphwith n vertices and tree-width
at most k (see the Appendix for the proof). We note that Tk(n) is linear in n for k ≤ 3 [1].
Combining the above results, we have the following lemma:
Lemma 19. For every strong candidate pattern H generated by levelwise search and for every G in DB, both of bounded tree-
width, Algorithm 2 computes Γf,ch(H, z) correctly for every node z in TD(G) in time polynomial in the combined size of G and
FH .
Proof. The size of TD(G) is linear in that of G [5]. The statement then follows from Lemmas 15–17 by induction on the depth
of TD(G). 
The following theorem states that subgraph isomorphism between graphs of bounded tree-width can be decided in
incremental polynomial time.
Theorem 20. Let DB be a database of transaction graphs of tree-width at most k for some constant k and H be a strong candidate
pattern generated by a levelwise search algorithm mining frequent connected subgraphs from DB. Let TD(G) be some fixed nice
tree-decomposition used by the mining algorithm and let r be the root of TD(G). Then H 4 G if and only if
∃ξ = (S,D,H, ψ) ∈ Γ (H, r) and ∃ξ ′ ∈
⋃
P∈FH
Γf,ch(P, r) such that ξ ≡ ξ ′. (7)
Furthermore, condition (7) can be decided in time polynomial in the combined size of G and FH .
Proof. The first part of the theorem concerning the correctness follows from Lemma 4 and Proposition 14. Regarding the
second, complexity part, we first note that the number of iso-quadruples in Γ (H, r) to be checked by (7) is at most
(k+ 1)! · |V (H)k+1|.
By Lemma 19 we have that
⋃
P∈FH Γf,ch(P, r) can be computed in time polynomial in the combined size of G and FH . The
statement then follows by Lemma 9. 
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Algorithm 4 FCSM in Graphs of Bounded Tree-Width
Input: database DB of graphs of tree-width at most k and integer t > 0
Output: all frequent connected subgraphs
(preprocessing of the transaction graphs)
1: forall G in DB do
2: compute a nice tree-decomposition TD(G) of G
3: forall node z in TD(G) doΣG,z := ∅
(computing frequent subgraphs)
4: let S0 be the set of frequent graphs consisting of a single labeled vertex
5: print S0
6: for (l := 0; Sl 6= ∅; l := l+ 1) do
7: Cl+1 := Sl+1 := ∅
8: forall P ∈ Sl do
9: forall H ∈ ρ(P) satisfying tw(H) ≤ k ∧ H 6∈ Cl+1 ∧ ρ−1(H) ⊆ Sl do
10: add H to Cl+1
11: if SupportCount_Tree-Width(H) ≥ t then (H is frequent)
12: print H and add it to Sl+1
13: forall G in DB such that G is marked do
14: forall node z in TD(G) doΣG,z := ΣG,z ∪ Γf,ch(H, z)
15: function SupportCount_Tree-Width(H)
16: counter := 0
17: forall G in DB do
18: unmark G
19: r := root of TD(G)
20: Γf,ch(H, r) := FeasibleCharacteristics(H,G, TD(G), r)
21: if ∃(S,D,H, ψ) ∈ Γ (H, r) equivalent to some ξ ∈ ΣG,r ∪ Γf,ch(H, r) then
22: counter := counter+ 1 (H 4 G)
23: mark G
24: return counter
4.3. The mining algorithm
Using the results of the previous sections, we now show how to combine Algorithms 1 and 2 with each other in order to
obtain an algorithm solving the FCSM problem in incremental polynomial time for graphs of bounded tree-width. A listing
algorithm solving this problem is given in Algorithm 4. In the preprocessing step (lines 1–3), for every transaction graph G
we first compute a nice tree decomposition TD(G) that will be fixed for the entire listing process and initialize a variableΣG,z
for every node z in TD(G). These variables will be used to store the set of feasible z-characteristics for the frequent patterns
already listed by the algorithm. Since a nice tree-decomposition of tree-width k can be computed in linear time for graphs
of tree-width at most k [5], the preprocessing step can be performed in time linear in the size of DB.
Lines 4–14, the main part of Algorithm 4, is an adaptation of the generic levelwise search Algorithm 1 to bounded tree-
width graphs. One of the differences is in lines 13–14: for every new frequent pattern H , we update the setΣG,z of feasible
z-characteristics for every transaction graph G satisfying H 4 G and for every z ∈ TD(G). Since G in Algorithm 1 is now the
class of graphs of tree-width at most k, deciding whether H is an element of G corresponds to checking whether tw(H) ≤ k
(see line 6 and line 9 in Algorithms 1 and 4, respectively). As mentioned above, for constant k, this property can be decided
in linear time [5]. Since the sizes of ρ(H) and ρ−1(H) are both bounded by the size of DB, the size of Cl+1 is bounded by a
polynomial of the combined size of the set of frequent patterns computed before H . Furthermore, as isomorphism between
graphs of bounded tree-width can be decided in polynomial time [7], the conditions in line 9 of Algorithm 4 can be checked
in time polynomial in the combined size of DB and the set of frequent patterns listed before H . Finally, by Theorem 20,
subgraph isomorphism (lines 20–21) can be decided in time polynomial in the combined size ofH , G, and the set of frequent
patterns computed before H . Thus, the support count of a strong candidate pattern H can be calculated in time polynomial
in the combined size of DB and the set of frequent patterns listed before H . Putting all these together, we get the main result
of this paper:
Theorem 21. For graphs of bounded tree-width, the FCSM problem can be solved in incremental polynomial time.
For graphs of tree-width 1 (i.e., for forests), all conditions of Theorem 1 hold implying polynomial delay enumeration of
frequent patterns. For graphs of tree-width at least 2, condition (iii) of Theorem1 (i.e., subgraph isomorphism can be decided
in polynomial time) does not hold [19]. Relaxing, however, condition (iii) (i.e., subgraph isomorphism can be decided in
time polynomial in the combined size of the text graph and the set of pairwise non-isomorphic connected subgraphs of the
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pattern graph), we can obtain the positive result formulated in Theorem 21 for graphs of tree-width at least 2. Though, in
general, listing in incremental polynomial time is weaker than listing with polynomial delay, we note that for tree-width 1
one may prefer the incremental polynomial time listing algorithm obtained from Algorithm 1 by printing frequent patterns
immediately after their discovery (see Remark 2). Notice that, in contrast to Algorithm 1, Algorithm 4 prints each new
frequent pattern directly after its generation (see lines 5 and 12).
5. Summary and concluding remarks
The main result of this paper is formulated in Theorem 21 above. There are only a few results concerning the
complexity of the FCSM problem. In particular, for arbitrary transaction graphs, this problem cannot be solved in output
polynomial time, unless P = NP [13]. If, however, the transaction graphs are restricted to forests then it can be solved
with polynomial delay [8,14] (see also Corollary 3). The positive result on forests is generalized to outerplanar graphs in
[14]. However, this result is shown for a constrained subgraph isomorphism, called BBP subgraph isomorphism, that maps
different biconnected components to different biconnected components and bridges to bridges. Notice that BBP subgraph
isomorphism corresponds to subgraph isomorphism between trees for forest transaction databases. As far as we know, no
non-trivial tractable graph classes beyond forests have so far been identified for the FCSM problem.
Since subgraph isomorphism remains NP-complete for connected graphs of bounded tree-width, our result provides an
example of a frequent pattern mining problem when the matching operator is NP-hard, but efficient mining is still possible.
To the best of our knowledge, existing pattern mining algorithms that work in output polynomial time are all resorted to
problems with tractable matching operators.
The algorithm presented in this work can be optimized in several ways. Deriving and implementing a practical algorithm
from the algorithm described in this paper for tree-width at most 3 is an interesting task for future work. This plan is
motivated by practical applications, e.g., in computational drug discovery where molecular graphs mostly have tree-width
at most 3. For k ≤ 3, there are practical linear time algorithms deciding whether a graph has tree-width at most k (see, e.g.,
[2]).
We close thepaperwith anopenproblem. For graphs of bounded tree-width and bounded degree, we can apply Theorem1,
as subgraph isomorphism for this class can be decided in polynomial time [17]. Thus, frequent connected subgraphs can be
listedwith polynomial delay for this restricted class of bounded tree-width graphs. The question is whether this result holds
for broader graph classes as well, in particular, whether the FCSM problem can be solvedwith polynomial delay for arbitrary
graphs of bounded tree-width.
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Appendix
Belowwe reformulate and prove the claim stated in Remark 18. For a graph G and V1, V2 ⊆ V (G),N (V1, V2) denotes the
set of neighbours of V1 in V2, i.e.,N (V1, V2) = {v ∈ V2 : {u, v} ∈ E(G) for some u ∈ V1}.
Remark 18. Let G be a transaction graph of tree-width at most k and z be a join node in a nice tree-decomposition TD(G) with







|V (P)|k+1(|V (H)|k+6.5 + Tk(|V (H)|))
)
, (8)
where Tk(n) denotes the time complexity of computing a canonical representation for a graph with n vertices and tree-width at
most k.
Proof. Let ξ = (S,D, K , ψ) ∈ Γ (H, z) and ξ1 = (S1,D1, K1, ψ1) ∈ Γ (H ′, z1) for some H and H ′, and consider the
bipartite graph B defined as follows: A vertex is introduced in B for each connected component inD andD1. For all vertices
u, v corresponding to Cu ∈ D and Cv ∈ D1, respectively, u and v are connected with an edge in B if and only if there is a
function
pi : V (Cu) ∪N (V (Cu), S)→ V (Cv) ∪N (V (Cv), S1),
such that
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• pi is an isomorphism between the subgraphs K [V (Cu) ∪N (V (Cu), S)] and K1[V (Cv) ∪N (V (Cv), S1)],• for allw ∈ V (Cu) ∪N (V (Cu), S),w ∈ V (Cu) if and only if pi(w) ∈ V (Cv), and• ψ(w) = ψ1(pi(w)) for allw ∈ N (V (Cu), S).
LetM be a maximummatching in B and define	(ξ , ξ1) ∈ Γ (H, z2) ∪ {⊥} by
	(ξ , ξ1) =
{
ξ2 if size(M) = |D1|
⊥ otherwise ,
where ξ2 = (S2,D2, K2, ψ2) ∈ Γ (H, z2) is defined as follows:
• S2 = {u ∈ S : ψ(u) ∈ Xz2},• D2 is obtained fromD by removing all connected components whose corresponding vertices are covered byM ,• K2 = K [S2 ∪ V (D2)], and• ψ2 is defined by ψ2 : u 7→ ψ(u) for all u ∈ S2.
Notice that	(ξ , ξ1) is unique up to equivalence whenever	(ξ , ξ1) 6= ⊥. Given a pattern H , for every ξ ∈ Γf(H, z) it holds
that
ξ ∈ Γf,ch(H, z)




Γf,ch(P, z1) and ∃ξ2 ∈
⋃
P∈FH
Γf,ch(P, z2) such that ξ2 ≡ 	(ξ , ξ1). (9)
Thus, for all ξ = (S,D, K , ψ) ∈ Γf(H, z) and for all ξ1 = (S1,D1, K1, ψ1) ∈ ⋃P∈FH Γf,ch(P, z1), we have to calculate
ξ2 = 	(ξ , ξ1) and decide whether there exists a ξ ′2 ∈
⋃
P∈FH Γf,ch(P, z2) such that ξ2 ≡ ξ ′2.
Regarding the complexity of computing	(ξ , ξ1), the number of connected components inD andD1 are both bounded
by O (|V (H)|), and for each pair of vertices in the corresponding bipartite graph, one can decide in O (|V (H)|k+4.5) time
whether they have to be connected by an edge. This can be shown similarly to the proof of Lemma 9. Since the complexity
of constructing B dominates that of computing a maximum matching in B, we have that	(ξ , ξ1) can be computed in time
O
(|V (H)|k+6.5).
Regarding the complexity of deciding whether ξ2 is equivalent to a feasible characteristic, we note that any canonical
representation of bounded tree-width graphs can be used to represent an iso-quadruple ξ2 = (S2,D2, K2, ψ2) relative to a
node z2; by associating each vertex u ∈ S2with the additional labelψ2(u), the graph K ′2 obtained from K2 in this way encodes
ξ2. Since the size of this canonical representation is bounded by Tk(|V (K2)|) and the size of K2 is bounded by that of H , using
some advanced (e.g., trie-based) data structure for the storage of
⋃
P∈FH Γf,ch(P, z2), we can decide in time O (Tk(|V (H)|))
whether or not ξ2 is equivalent to an element of
⋃
P∈FH Γf,ch(P, z2).
Thus, for ξ and ξ1 above it can be decided in time
O
(|V (H)|k+6.5 + Tk(|V (H)|))
whether ξ is a characteristic, from which (8) follows by Theorem 13 and by (9). 
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