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Abstract—This paper presents an approach for reproducing 
optimal 3D facial expressions based on blendshape regression. It 
aims to improve fidelity of facial expressions but maintain the 
efficiency of the blendshape method, which is necessary for 
human-machine interaction and online avatars etc. The proposed 
method intends to optimize the given facial expression using 
Action Units (AUs) based on the Facial Action Coding System 
(FACS) which were recorded from real human beings. To help 
capture facial movements for the target face, an intermediate 
model space has then been generated, in which both the target 
and source AUs have the same mesh topology and vertex 
number. The optimization can be conducted interactively in the 
intermediate model space through adjusting the regulating 
parameter. Finally, the optimized facial expression model is 
transferred back to the target facial model to produce the final 
facial expression. We have demonstrated that given a sketched 
facial expression with rough vertex positions indicating the 
intended facial expression, the proposed method is able to 
approach the sketched facial expression through automatically 
selecting blendshapes with corresponding weights. The sketched 
expression model is finally approximated through AUs 
representing true muscle movements, which is able to 
significantly improve the fidelity of facial expressions.  
  
Index Terms—Blendshape, facial expression, FACS action 
unit, online avatar, optimization, regression 
 
I. INTRODUCTION 
ACIAL EXPRESSION techniques play a very important role in 
the success of human-machine interaction, online virtual 
worlds, the animation industry, computer games and online 
avatars for mobile devices etc. [1, 3]. In the early stages, to 
create a facial animation, animators had to tediously sculpt 
facial expressions by using hand crafted skills. Since the 
pioneering work conducted by Parke [9], the blendshape 
method has been popular in industries due to its efficiency and 
intuitive controllability. However, this method still suffers 
from several disadvantages making it difficult to achieve ideal 
facial expressions. On one hand, the post-processing and 
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corrective procedure for the blended expressions is time-
consuming. Digital artists need to spend massive amount of 
time to manually correct vertex positions. Since human beings 
are very sensitive to even subtle glitches of facial movements, 
it is non-trivial to place vertices in the proper positions to 
satisfy the sensitivity of human perception. On the other hand, 
since there is no pure boundary for vertex deviations among 
different blendshapes, deviation of overlap vertices will 
accumulate to generate unrealistic or exaggerated facial 
movements with more than one blendshape being added to the 
facial expression. This problem becomes worse when more 
blendshapes are involved in facial expression generation. 
Artists have to repeatedly adjust positions for those 
overlapped vertices, which makes the facial animation 
generation a painful task. Therefore, how to solve the 
aforementioned problems has become a challenging and 
interesting piece of work. 
In this paper, the proposed method aims to solve these 
problems and improve the fidelity of facial expressions but 
maintain the efficiency of the blendshape method, with the 
hope of significantly improving the users’ experience. The 
artist sketched facial expression can then be updated with true 
muscle movements but keeps the key characteristics of the 
original expression. To this end two questions need to be 
solved. First, how to transfer muscle movements as much as 
possible from the source AUs to the target face. Second, how 
to keep the characteristics of the original artist’s sketched 
facial expression.  
For the first question, we created an intermediate model 
space through nonrigid registration using a dense template 
mesh. To solve the second question, we proposed an 
optimization scheme in the intermediate model space. We 
developed an approach to automatically correct vertex 
positions through iteratively optimizing blendshapes using 
captured facial movements from real actors. In the application, 
we use AUs as blendshapes based on FACS. Those AUs were 
recorded from certified FACS actors. Our method will not 
completely replace artist’s manual work for facial animation 
generation. Instead, it intends to help digital artists with their 
post-processing, which will significantly reduce the manual 
work and processing time.  
We propose to optimize the sketched facial expression 
based on the regression concept. Relevant blendshapes and 
their corresponding weights are automatically produced during  
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Fig.1. Schematic diagram for facial expression optimization 
 
 
the optimization, which are then used to generate the target 
facial expression based on the blendshape method. An 
intermediate optimized facial expression model is obtained 
during this stage. And the final optimized facial expression is 
achieved through mapping the intermediate optimized facial 
expression to the target neutral face. The schematic diagram is 
illustrated in Fig. 1.  
Our contributions are triple fold. Firstly, a regression-based 
blending method has been developed to approximate sketched 
facial deviations. This method can effectively avoid the 
challenging problem in shape blending: negative and 
cancelling combinations. The combination of automatically 
selected blendshapes with their corresponding weights can 
approximate the sketched facial expression with high quality. 
There is no need to specifically constrain the weights in a 
certain range. Relevant AUs and their corresponding weights  
are produced during the optimization procedure. Secondly, 
smooth weight propagation for blending shapes has been 
considered. Vertices’ positions on blendshapes represent facial 
muscle movements, which can nicely match the source face 
model. Finally, since those blendshapes used in this paper are 
peak frames of AUs recorded from real human beings, they 
represent the maximum muscle movements for normal facial 
expressions. This actually sets movement constraints for facial 
shape vertices. Any vertex movements that goes beyond the 
deviation boundary will be forced to fall back. Thus, 
unrealistic facial vertex movements can be avoided. As a 
dense template mesh is used to transfer the muscle movement 
to the target face mode, it can capture some wrinkles on the 
face.   
II. RELATED WORK 
Various techniques have been developed to create 
blendshape facial animations since Parke’s work [9]. Many 
blending shape models have been explored from user-defined 
blendshapes, facial action units to scanned data [3, 12, 14, 21, 
22, 28, 30]. Pighin et al. [4] developed a system for creating 
photorealistic 3D facial animation by manually assigning 
blending weights. In their method, a blending interface has 
been provided to specify the blending function including 
global blend, regional blend and a painting tool. Principal 
Component Analysis (PCA) has been used to compute weights 
for blendshape face model generation [14]. These principal 
components correspond to each key blendshape, which are 
then combined to generate the new face model through 
adjusting corresponding weights [29]. Joshi et al.[12] 
proposed to segment the face into subregions with similar 
amount of deformation. Those subregions fitted to the motion 
capture data by finding their blendshape weights.  
Choe et al. [31] developed a method for synthesizing facial 
expressions using hand-generated muscle actuation bases. An 
iterative algorithm was used, taking the form of fixed point 
iteration as input for a set of markers. However, it lacks 
flexibility in practice since the 3D model is constrained to the 
actor’s face. Liu et al. [6] presented a optimization method 
using motion capture data. It then used an optimization 
algorithm to find the transformation matrix including rigid and 
nonrigid deformation and relied on Radial Basis Function 
(RBF) to transfer the optimized shape back to the target face. 
However, the final facial movements may not fully reflect the 
true facial muscle movement due to the RBF-based transfer 
based on sparse landmarks. Lewis et al. [27] proposed a 
system for direct manipulation of vertices for blendshape 
facial expression generation. Chuang et al. [24] applied the 
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Fig. 2. Illustration of recorded AU image (row 1 and 2) and 3D shape (row 3 
and 4) examples:  AU1, AU4, AU5, AU10 right, AU12, AU14 left, AU23 and 
AU25.   
source weights to the target face to generate facial animations. 
But due to large positive and negative blendshape 
combinations, their method led to poor animation results. 
Some efforts have been taken trying to overcome the 
extrapolation problem, such as constraining blendshape 
weights in a certain range [25, 26]. Li et al. [28] constructed 
an orthogonal blendshape model base on facial regions, which 
also applied constraints on weight propagation.  
Those methods mentioned above have different focuses and 
details when creating facial animation based on the principle 
of blendshape. However, most of them require proficient skills 
making those methods less feasible for professional projects. 
Some methods lack realistic representation of true facial 
muscle movements, thus leaving too much flexibility to users 
to obtain the desired facial expression. In our method, 
nonprofessional users can explore arbitrary facial expressions 
without considering the plausible face space. 
FACS invented by Ekman et al. [13], is a widely accepted 
technique for analyzing facial expressions and activities. It 
defines a set of Action Units encoding any facial action in 
terms of small visible units of muscle movements. FACS 
intends to represent possible visually detectable facial 
variations in terms of 44 AUs. With FACS, human coders can 
manually code nearly any anatomically possible facial  
 
Fig. 3. Illustration of the template face model and landmarks 
 
expressions, which can then be decoded into the specific AU. 
Thus, it is intuitive to represent facial expressions by 
combinations of certain AUs. FACS has already been 
successfully applied in computer games and movies [10]. And 
some facial expression generation methods have been 
developed based on the principle of FACS [18]. In this paper 
an AU database recorded from certified FACS actors is used 
[16]. In the database, captured data has been processed to 
produce a sequence of 3D face models for each AU with the 
same mesh topology. Fig. 2 demonstrates some example 
images of those recorded AUs.  Facial movements represented 
by vertex deviations from the neutral face can be obtained by 
using various techniques [16, 30]. Since those AUs are 
recorded from real human beings, vertex movements of those 
AUs represent true muscle motions.  
III. GENERATE THE INTERMEDIATE MODEL SPACE 
As the optimization of sketched facial expression is 
actually taken place in the intermediate space, the optimization 
is more efficient and flexible. To this end, we generate 
intermediate face models for the target neutral face and the 
facial expression face using a template mesh with the same 
vertex number (4375 vertices) and mesh topology of the 
source AU mesh. Fig. 3 shows the template face model and 
manually labeled landmarks. Landmarks on the face are used 
as assistance during shape fitting for more accurate and 
efficient shape fitting. The facial expression optimization 
procedure and the vertex “boundary” regulation are both 
implemented in the intermediate model space. Though we use 
FACS AUs in this paper, the deviation “boundary” definition 
can be generalized to any blendshapes created by digital 
artists.  
Both source AUs and target face models have the same 
vertex number and mesh topology in the intermediate model 
space, which gives more flexibility to process the facial 
expression. After the model fitting, two new intermediate 
target face models are generated. Because the intermediate 
target face model has the same vertex number and topology 
with the source AU models, we transfer the source AUs to the 
intermediate target model using the method proposed by Yu et 
al. [11]. A set of AUs for the target face and the target facial 
expression model from artist in the intermediate model space 
have been obtained through the fitting procedure (Fig. 4).  
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Fig. 4. Illustration of target AUs in the intermediate model space 
IV. FACIAL EXPRESSION OPTIMIZATION 
The blendshape facial animation method is a general 
technique for combining weighted underlying parameters from 
various methods eg. FACS, PCA, Facial Animation 
Parameters (FAP) specified in MPEG-4 etc. It assumes that 
facial expressions can be interpreted and parameterized in 
terms of different definitions, eg. PCA, FACS and so on. 
Through controlling these underlying parameters, animators 
are able to create various facial expressions. Various methods 
have been proposed for animating and manipulating 
blendshape faces [5,15]. The blendshape method can be 
expressed using the following equation: 
                     


N
i
iidwSS
1
0                                   (1) 
where S is the blendshape expression, 
0S  the neutral face 
model, id  the set of difference between the neutral face and 
the captured 3D AU shape AU
iS , 0SSd
AU
ii  , and iw the 
set of corresponding weights of each blendshape. Therefore, 
the blendshape quality largely depends on the given 
blendshapes and blending weights. In this paper, we have 
developed an iterative scheme to find the combination of base 
shapes involved in the facial expression and their 
corresponding blending weights. 
Given an expressive facial expression of the target, the 
proposed scheme interprets it in terms of AUs. The 
corresponding weights of AUs are obtained through this 
iterative procedure by introducing constraints.  
And a deformation method is developed to deform the target 
face model using the optimized deformation of markers. To 
generate a facial animation, we adopt the performance-driven 
method by adapting the recorded AU motion to the 
synthesized facial expression frame. 
We rely on the optimization procedure to determine the 
blendshapes and corresponding weight distribution. Through 
shape fitting, dense meshes for both target face AUs and target 
facial expression have been obtained in the intermediate 
model space. Thus, we have options on how many vertices are 
involved in the optimization procedure. We can use the full 
mesh with 4375 vertices or the simplified mesh with fewer 
vertices. With the full mesh, we can have better representation 
of muscle movements for facial expression but takes more 
time to converge during the optimization compared with the 
simplified mesh.  
The idea of using the optimization of AUs to approximate 
the sketched facial expression is based on the regression 
concept that patterns from a single object class lie in a linear 
space [20]. And this concept is consistent with the blendshape 
method. Thus any given facial expression can be represented 
by linearly combining the expression samples from the same 
identities as follows: 
                                     WSS
~
                                  (2) 
Where 
NW  is the set of unknown weights. More 
specifically, W can be expressed as ),...,,( 21 NwwwW  , N 
the number of AU involved in the blendshape blending 
(N=40). And S
~
is the sketched facial expression with S being 
AUs, 
n  a residual term with a bounded energy
 2|||| . 
Rather than optimizing vertex positions to approximate the 
target expression, we choose to use deviations of each 
blendshape. Since vertex deviations represent the movement 
of a set of facial muscles, by optimizing deviations, we intend 
to approximate the target movements using blendshape 
movements. We use AUs as blendshapes, the deviations of 
each blendshape is actually the AU deviations from the neutral 
face. Thus, equation (2) can be rewritten as follows: 
                                 WDD
~
                                     (3) 
Where ),...,( 21
i
n
ii dddD   is deviations of n vertices of the 
AU, n being the total number of shape vertices ( 4735n ). 
And D
~
is the difference between the sketched face and the 
neutral face.  The term 
NW  is the set of unknown 
weights as explained above in (2). The problem for matching 
the right AUs and computing their corresponding weights can 
be solved as an optimization problem. The error function can 
be formulated as follows:  
                         
2||
~
||)( DWDwF iw                            (4) 
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However, the error function in (4) does not guarantee a 
valid and ideal result [19]. This is because the data can be 
overfitted during the process of least square error 
minimization. As a result, it sometimes stretches the weighting 
W  to unreasonably large values, which results in unrealistic 
AU deviations beyond the full limitation. When the space 
Nn  , the weight matrix W can be estimated in the least 
square sense as follow: 
                              DDDDW TT
~
)(ˆ 1                          (5) 
However, in practice the inverse operator of the matrix in 
above equation often fails due to the singularity of the matrix 
DDT , since the matrix of blendshapes cannot guarantee a full 
column rank, nDrank )( . This could happen even when 
the feature dimension is greater than the blendshape space, 
Nn  . The reason behind this is that those blendshapes may 
not be orthogonal, which causes linear correlations among the 
data.  
To solve the problem in the above equation, we suppose 
that the approximation includes two parts: the coarse and 
refined regression. The coarse regression part determines the 
dominant blendshapes while the refined part is used to 
approximate the minor deviations. Since the vertex deviations 
of the blendshapes may not orthogonal, it is possible to 
linearly combine this subspace for refined approximation. 
Thus equation (3) can be expressed as follows:  
                          rr DWDWD 1
ˆ                             (6) 
Where 
rD can be seen as the blending shape set without those 
dominant blendshapes. And 
NW 1  and 
N
rW  are 
weightings for shape D and 
rD respectively. 
Equation (6) is a nx40 (n>40), overdetermined linear system. 
Theoretically, the above equation can be estimated in the 
least-square sense as follows: 
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However, equation (7) is not practical, since we never know 
rD until we obtain D. To overcome this problem, we 
introduce the following regularization term: 
                             2
1
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iwwF                        (8) 
where  is a control parameter. With the value of , we can 
control the refined blendshapes and their corresponding 
weights. We can obtain a coarse regression and 1Wˆ  by setting
0 . Through adjusting  , we can further adjust the 
involved blendshapes and their corresponding weights. Thus, 
the minimization function can be written as follows: 
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The regulating parameter λ is an experimental value. 
Equation (9) can be minimized interactively to find the “best 
match” optimized facial expression model with the sketched 
one. The error between the sketched facial expression and the 
optimized one can be computed using the root-mean-square 
(RMS) error 
rmse :  
                     
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where Sˆ  and S
~
 are the optimized shape and the target shape 
respectively. 
V. FACE DEFORMATION 
If full meshes are used in the intermediate model space 
during optimization, we obtain an optimized facial expression 
with a full mesh in the intermediate model space. Then the 
optimized facial expression model is mapped to the target 
neutral face.  In the case where simplified face models are 
used for optimization, we deform the full mesh in the 
intermediate model space using the Laplacian deformation 
method.  
A. Deform Face in the Intermediate Model Space  
This step is carried out only when simplified face models 
are used. The target face model is deformed using Laplacian 
deformation based on the optimized vertex positions. 
Since Laplacian coordinates embed geometric information 
of the local shape, it can preserve the local detail. The 
Laplacian of a shape is invariant to the locally linearized rigid 
transformations. The local geometry can be preserved as much 
as possible through reconstruction of global coordinates. In 
addition, the sparse linear system can be solved efficiently. 
The idea is that we deform the target neutral face model in the 
intermediate model space using Laplacian coordinates with 
deformed vertices being anchored. New vertices can be 
reconstructed based on Laplacian coordinates. 
In the intermediate model space, the mesh model can be 
represented as ),( EVM   with V being vertices and E the 
set of triangle edges. 
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Fig. 5. Blendshape example – expression exp 1. The top row is the sketched face and optimized facial expressions. The bottom row is the blendshapes 
distribution corresponding to each facial expression above.  For each blendshape figure, the horizontal axis is the selected blendshape – AUs. And the vertical 
axis is the weight values for those selected blendshapes.  (a) The sketched facial expression.  Facial expressions from (b) to (g) are the optimized facial 
expressions with λ=1. The control parameter   takes values 0, 5 10, 14, 20 and 25 respectively. The dominant blendshapes for this facial expression is 
blendshape 14 (AU10R – right upper lip raiser) and a small value of  blendshape 21(AU12 – the right lip corner puller). With the increase of  value the weight 
for some blendshape increase accordingly such as blendshape 16 (AU11L – Nasolabial Deepener) and 31 (AU20R – right lip stretcher) etc. 
 
Fig. 6. Blendshape example - expression exp 2. The top row is the sketched face and optimized facial expressions. The bottom row is the blendshapes distribution 
corresponding to each facial expression above.  For each blendshape figure, the horizontal axis is the selected blendshape – AUs. And the vertical axis is the 
weight values for those selected blendshapes. (a) The sketched facial expression by an artist with unrealistic expression. Figures from (b) to (g) are optimized 
facial expressions with control parameter values  being 0, 5 14, 20, 27 and 35 respectively. We set λ=1 for those cases. Facial expressions in (b), (c) and (d) 
mainly involve two blendshapes – blendshape 14 (AU10 – Upper Lip Raiser) and 21 (AU12 – Lip Corner Puller) with a small value of blendshape 31 (AU20 – 
Lip stretcher). Facial expressions in (d), (f) and (g) involve more blendshapes such as blendshape 6 (AU5 – Upper Lid Raiser) and 26 (AU15 – Lip Corner 
Depressor) etc. with the increase of   value. 
Laplacian coordinates, denoted by 
},,{,),...,,( 21 zyxd
T
ndddd   can be computed using 
the following equation ,dd LV },,{ zyxd  , where 
T
ndddd vvvV )...,( ,2,1 are vertex coordinates of the mesh 
model. L is the n by n Laplacian matrix with elements as 
follows:  
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This can be achieved through minimizing the quadratic 
energy: 
                   2
1
22 ||~||||
~
|| idid
m
i
dd vvVLE  

          (12) 
where 
dV
~
is the unknown deformed vertex set, 
idv
~ and idv are 
optimized feature points and feature points on the neutral face 
model respectively. And α is a weighting parameter for feature 
points. The above quadratic energy minimization can be 
achieved by solving a linear system: 
                                          bVA 
~
                                    (13) 
Specifically, the above equation can be rewritten as follows: 
 7 
 
 
Fig. 7 Examples of extreme - facial expression exp 3 optimization with corresponding weights on the bottom row.  (a)  The sketched face with an extreme facial 
expression with very rough vertex positions around the mouth area. (b) optimized facial expression using equation (4) with over 10 blendshapes. The main 
blendshapes involved are blendshape 7 (AU6 –  cheek raiser), 9 (AU6R), 15 (AU10R – right upper Lip Raiser), 17 (AU11R – right Nasolabial Deepener), 24 
(AU14L – left Dimpler), 28 (AU17 – Chin Raiser), 30 (AU20L – left Lip stretcher), 31 (AU20R – right Lip stretcher);  Figures from  (c) to (g) show the 
optimized facial expressions using equation 9 with increasing  values from left to right: 0, 5 14, 20, 27 and 35. The main blendshapes involved in the 
expression are blendshape 9 (AU6R), 15(AU10ROpen), 20(AU12L – left Lip Corner Puller) and 24(AU14L). Blendshape weight distribution changes slightly 
when adjusting the value of  . For example, the weights for blendshape 7 (AU6) and 30 (AU20L) increase slightly with the value of  , which results in a 
slightly stronger cheek raising and left lip stretch.    
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Since this is a (n+m) by n, overdetermined linear system, it 
can be solved in the least square sense using its normal 
equation: 
                                bAAAV TT 1)(
~                            (15) 
The weighting parameter is determined through 
experiments. In this paper, we set 5.0 for all experiments. 
The full mesh deformation in the intermediate model space is 
then used to map to the target neutral face to get the final 
facial expression through calculating barycentric coordinates 
using the method proposed in [30].  
The procedure for the optimization of sketched facial 
expression can be described in Algorithm 1. 
Algorithm 1 The procedure for sketched facial expression 
optimization 
1. Initialization. Set initial values )0,...,0,0(iw ,  01.0 , 
 =0; 
2. Minimization. Update 
iw by minimizing quadratic equation (9). 
This constrained linear optimization is solved by using reflective 
Newton method [23]. 
3. Target shape deformation. The target shape is deformed based on the 
optimized landmark model using (12)  
4. Error evaluation. Compute the root-mean-square (RMS) error 
rmse  
using (10). 
5. Termination. Loop  until 100 . We set 100 as the 
maximum value for the control parameter .  
VI. EXPERIMENT AND DISCUSSION 
We have done a set of experiments using both full mesh and 
simplified mesh for several face models. Two ways have been 
used to generate the raw facial expressions. In the first case, 
we want to test raw facial expression with known AUs. We 
created some facial expressions by combining different AUs. 
And then we intentionally offset some vertices to create twists 
in the facial expressions. In this experiment, since AUs 
involved in the facial expression generation are known, we 
want to test whether the proposed method can accurately filter 
the right AUs. We tried not to completely change the AU 
selection during the approximation. 
The experiments have been conducted in the MatlabR2012 
environment on a computer with the specifications of CPU 
2.6GHz and RAM 8.00GB. The average runtime is 1.52 
seconds for each expression for the model used in this paper. 
We asked artists to briefly sketch some facial expressions 
without further sculpting fine detail. Those sketched facial 
models represented rough facial expressions only with main 
features of the ideal expressions. A significant number of 
vertices, which represent detailed muscle movements for those 
expressions, have not been finely adjusted. Expressions shown 
from Fig. 5 to Fig. 7 are getting more complex with more AUs 
involved in the expression. 
Fig. 5 shows a simple example of blendshape optimization 
for the sketched face from an artist. There is only one 
dominant blendshape -  AU10L. It is very clear that with the 
increase of  , the weight of the dominant blendshape does 
not change much. But the weights for the auxiliary 
blendshapes have slightly changed. There are more 
blendshapes involved in the approximated facial expression 
from column 4 (Fig. 5) though with very small weight values. 
Fig. 8 shows the MSE errors for expressions in Fig. 5, Fig. 6 
and Fig. 7 with different  values. The optimal  value is 
 8 
the one with a minimal error calculated using equation (10). 
Through experiment, we find that there is no need to go 
 
Fig. 8. MSE rmse for three expressions in Fig. 5, Fig. 6 and Fig. 7. 
 
                            (a)                                (b) 
Fig. 9 A close-up view of AU17 and AU23. (a) AU 17. (b) AU 23. 
beyond 100 for  . Thus during the experiment we terminate 
the iteration at 100 . For exp 1 (Fig. 5), the facial 
expression in column 5 with 14 has the minimum MSE. 
Thus, in terms of MSE, we can obtain the “best” regression 
facial expression model when 14 . For exp 2 (Fig. 6), the 
blendshape has the minimum MSE when 27 . This 
“best” facial expression just provides a suggestion for the user 
to make a decision. Fig. 7 shows an optimization example for 
an extreme facial expression. The sketched facial expression 
generated by the artist shows overstretched facial actions, 
which is beyond the normal muscle movements. In most cases, 
we want to avoid the unrealistic facial movements, though it is 
not an easy task to manually control the movements within the 
“boundary”. As it is demonstrated in Fig. 5, Fig. 6 and Fig. 7, 
the proposed optimization scheme can automatically maintain 
the vertex “boundary”. With the increasing of the  value, the 
blendshapes involved and their corresponding weights also 
change accordingly. However, those main blendshapes are not 
replaced by new blendshapes but by their weights changing 
slightly. With the increasing of , those auxiliary blendshapes 
have a larger change than the main ones. The weight for 
blendshape 30 (AU20L) in (f) and (g) Fig. 7 is 0.4, but it is 
zero when 0 in (b). Since AU20L is left lip stretcher on 
the corner, we can see that facial expression in (f) and (g) 
slightly stretches at the left lip corner compared with the one 
in column 1. And the weight for blendshape 7 (AU6) increases 
from nearly zero to 0.3 when   value increases from 0 to 35. 
There are about 18 blendshapes involved in the facial 
expression in (b) Fig. 7 optimized using equation (4), which 
leads to an unrealistic regression result. As we can see from 
the mouth area in the figure – there is clear lip tightening on 
the lower lip caused by blendshape 28 (AU17 – Chin Raiser) 
and 33 (AU23 – Lip Tightener) with weight being 0.8 and 
0.43 respectively. The illustration of these two AUs can be 
found in Fig. 9. This problem can be avoided using the 
proposed optimization method in equation (9). The result is 
illustrated in (c)-( g) in Fig. 7. 
Fig. 10 shows an optimization example mainly involving 
eyebrow raising (AU4), lip corner puller (AU12), dimpler 
(AU14). Eyebrow raiser causes small movements compared 
with that around the mouth and cheek areas. Our method can 
effectively approximate these minor movements on the 
sketched face shown on the left block (bottom row) in Fig. 10. 
As shown in right block of Fig. 10, with the increase of  , 
the movements of AU4, AU12 and AU14 increases slightly. 
Fig. 11 demonstrates another example of eyebrow lower 
(AU4) and eyelid tightener (AU7). The proposed method can 
capture minor movements such as frown and eyelid tightening. 
VII.  CONCLUSION AND FUTURE WORK 
In this paper, a method for facial expression optimization 
based on the regression concept has been presented. This 
technique has various potential applications such as real time 
human machine interaction, telecommunation and online 
avatars for mobile devices combining facial expression 
recognition techniques etc. [5, 8]. Through capturing rough 
positions of facial expression features of the end users, the 
proposed method could quickly reproduce the optimal facial 
expression model with high fidelity. Since the blendshapes are 
predefined on the local end, the reproduction is very efficient. 
We demonstrated the feasibility of the techniques for 
reproducing optimal facial expressions for a single frame. 
Dynamic facial expressions can be generated through iterating 
this procedure for the image sequence. Not only is the 
proposed scheme able to optimize expressions with wrong 
vertex positions but it also “compensates” fine muscle 
movements on the face model. Since the source AUs are 
recorded from real human actors, it is confirmed to capture 
expression wrinkles using a dense template mesh. The 
optimization is able to set a vertex “boundary” for each 
individual AU with the introduction of a regulating term. It 
effectively avoids the unrealistic regression. Since the 
optimization is carried out in the intermediate model space, it 
is flexible to use templates with different densities.  
We have demonstrated the feasibility of the techniques for 
reproducing optimal facial expressions for a single frame. 
Hence, to generate dynamic facial expressions and give users 
more effective experience when interacting with computers, 
the dynamic facial expression model will also be investigated 
and the human age factor will even be taken into account [2] 
in the future work. Eye movements have not been 
experimented in the proposed method due to the limited 3D 
data captured for eyeballs. Since eye movements convey 
important emotional information, we also would like to 
incorporate this part in our future work. 
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Fig.10 Optimization of minor eyebrow movements. This example mainly involves eyebrow raising (AU4), lip corner puller (AU12), dimpler (AU14). The left 
block shows the neutral face (top row) and the sketched face (bottom row). The facial moveiments involved in the sketched face mainly in the eyebrow area and 
upper lip and mouth corners. The right block illustrates the optimized expressions with parameter  increasing from left to right where  takes the value of 1, 
3,5 and 10 in the top row and 15, 20, 25 and 30 in the bottom row. The movements of AU4, AU12 and AU14 changes slightly with the increase of  as shown 
in the right block. 
 
Fig. 11 Approximating frown expression. The left block in the red frame shows the neutral face (top row) and the sketched face (bottom row). The sketched face 
shows a rough frown expression with eyelid tightening. Block 2 and 3 show approximated facial expressions with  0 and 1 respectively. The 
bottom row of these two blocks shows the weights for these two expressions. Both expressions contain AU4 (brow lowerer), AU5 (uppper lid raiser), AU7 (lid 
tightener) for left and right eyes. But two more ununwanted AUs involved in the second block expression, AU14 (dimpler) and AU15 (lip coner depressor) with 
small values.The right two expressions in both rows were generated with  takes 5, 10, 20 and 25 respectively.  
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