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Monopole Floer homology
for rational homology 3–spheres
Kim A. Frøyshov
Abstract
We give a new construction of monopole Floer homology for spinc
rational homology 3–spheres. As applications we define two invariants
of certain 4–manifolds with b1 = 1 and b
+ = 0.
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1 Introduction
In their recent book [13] Kronheimer and Mrowka constructed monopole
Floer homology groups for arbitrary closed oriented 3–manifolds by applying
a new kind of Morse homology to certain blown-up configuration spaces. In
this paper we will develop the theory from a different angle in the case of
an oriented rational homology 3–sphere Y equipped with a spinc structure.
Our starting-point will be the “irreducible” Floer cohomology HF∗(Y,m)
which is the result of adapting Floer’s original definition [6] to monopoles.
Here the parameter m, which runs through a set m(Y ) of the form m0 + Z
with m0 ∈ Q, indicates which chamber for the metric and perturbation is
being used. (Because of our choice of grading conventions we find it more
natural to work with Floer cohomology.)
By taking suitable limits of HF∗(Y,m) as m → ±∞ we obtain invari-
ants HF∗(Y ), HF∗(Y ) of the spinc manifold Y . These “equivariant” Floer
cohomology groups are modules over a polynomial ring and are related by
a long exact sequence (which we call the fundamental sequence) involving a
third module which is essentially the module of Laurent polynomials. Exact
sequences of this kind are well known from Ozsva´th and Szabo´’s Heegaard
Floer homology [18] and also appear in [13]. In fact, it seems likely that
our equivariant groups are isomorphic to the (∗-versions of the) monopole
Floer groups of Kronheimer and Mrowka (and their Heegaard cousins) when
differences in grading conventions are taken into account.
A perhaps unusual feature in our model is that the fundamental sequence
is not constructed from a short exact sequence of cochain complexes. Ex-
actness is established by geometric means, without recourse to homological
algebra.
In the case of coefficients in a field F of characteristic p (where we allow
p = 0) we give a precise description of how HF∗(Y,m;F) depends on m, in
terms of an invariant hp(Y ) ∈ m(Y ). For a fixed chamber m the integer
m− hp(Y ) measures interaction between irreducible critical points and the
reducible critical point of the Chern–Simons–Dirac functional, much in the
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same way as the instanton h–invariant (see [8]). The invariant hp(Y ) can
also be read off from the fundamental sequence.
Our approach to understanding the relationship between the groups
HF∗(Y,m) for different m involves a trick to avoid obstructed gluing prob-
lems. The idea is to study moduli spaces not only over the cylinder R× Y
but also over a manifold obtained by removing one point from R×Y , thereby
creating an additional end R− × S3. By placing a suitable metric and per-
turbation on this new end we are able to correct the index of the Dirac
operator. In this way we construct certain chain homomorphisms which are
also essential to the proof of the exactness of the fundamental sequence.
In a slightly different direction we give some applications of Floer coho-
mology to spinc smooth closed 4–manifolds X with b1(X) = 1 which contain
a non-separating smoothly embedded rational homology 3–sphere Y . In the
case b+(X) > 1 we express the Seiberg–Witten invariant of X as the Lef-
schetz number of a certain endomorphism of the reduced Floer cohomology
of Y . If b+(X) = 0 then, for certain spinc structures on X, this Lefschetz
number yields an invariant of X, i.e. is independent of Y . If in addition Y
is an integral homology sphere or b2(X) = 0 then hp(Y ) is an invariant of
(X, e), where e denotes the generator of H3(X;Z) represented by Y .
Part of this paper was written in 2001-2 while the author was a visitor at
the Institut des Hautes E´tudes Scientifiques, to which the author is grateful
for its hospitality. This work was also partially supported by NSF grant
DMS-9971731, a grant from the DFG (German Research Foundation) as
well as by the CRC 701 at the University of Bielefeld.
Acknowledgement: The author wishes to thank an anonymous referee
for several suggestions that helped improve the exposition of the paper.
2 Main results
2.1 Irreducible Floer groups
By a spinc manifold we shall mean a smooth, oriented manifold with a spinc
structure. The spinc structure will usually be suppressed from notation, ex-
cept in explicit computations. Let Y be a spinc rational homology 3–sphere.
There is a classical invariant m(Y ) ∈ Q/Z which may be characterized as
follows: If X is any compact spinc 4–manifold with ∂X = Y (as spinc man-
ifolds) then
m(Y ) ≡ 1
8
(σ(X) − c1(LX)2) mod Z.
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Here LX is the determinant line bundle of the spinc structure, and σ(X) is
the signature of X. We will think of m(Y ) as a set of rational numbers of
the form m0+Z, m0 ∈ Q. Note that m(Y ) = Z if Y is an integral homology
sphere.
For any m ∈ m(Y ) we will define an irreducible Floer cohomology group
HF∗(Y,m) which is a finitely generated, graded Abelian group, where the
grading runs through 2m+Z. This is the monopole analogue of the instanton
homology groups introduced by Floer [6]. We will use the set-up of [9], see
in particular Section 1.2 and Chapter 3 of that book.
Choose a Riemannian metric g and 1–form ν on Y , and define the Chern–
Simons–Dirac functional ϑ as in [9, Section 3.2] with η = dν. Let R =
R(g,ν) = RY be the set of gauge equivalence classes of critical points of
ϑ. There is a unique reducible point in R, which we denote by θ. Set
R∗ := R\{θ}. In Section 4 we will associate to any non-degenerate α ∈ R
an index (or degree) in 2m(Y )+Z. For generic ν, all critical points of ϑ are
non-degenerate, in which case R is a finite set.
We can then form a cochain complex CF∗ where CFq is essentially the
free Abelian group generated by the elements of R∗ of index q, and the
differential is defined in terms of Seiberg–Witten moduli spaces over the
cylinder R× Y . The cohomology group of CF∗ turns out to depend only on
the spinc manifold Y and m := 12 ind(θ). This cohomology group is what we
denote by HF∗(Y,m). It is defined for all m ∈ m(Y ) because every such m
can be realized for some pair (g, ν), as we will show in Section 3.
Let G be any Abelian group and HF∗(Y,m;G) the irreducible Floer co-
homology group with coefficients in G. If m1 ≤ m2 then there is a canonical
homomorphism
Jm2m1 : HF
∗(Y,m1;G)→ HF∗(Y,m2;G)
which is an isomorphism in degree q unless 2m1 ≤ q < 2m2. These maps
obey the composition law Jm3m2 ◦ Jm2m1 = Jm3m1 .
Theorem 1 Let F be a field of characteristic p. Then there is an element
hp(Y ) ∈ m(Y ) such that for Floer cohomology with coefficients in F the
following hold:
(i) Let m1 ≤ m2 ≤ hp(Y ). Then Jm2m1 is surjective, and its kernel has
dimension 1 in degree 2m1+2k−1 for k = 1, . . . ,m2−m1 and is zero
in all other degrees.
(ii) Let hp(Y ) ≤ m1 ≤ m2. Then Jm2m1 is injective, and its cokernel has
dimension 1 in degree 2m2− 2k for k = 1, . . . ,m2 −m1 and is zero in
all other degrees.
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A precise description of the kernel and cokernel of Jm2m1 is provided by
Proposition 13 below. Some related material can be found in [15, Section 7].
It follows from Proposition 21 below that if HF∗(Y, h0(Y );Z) is torsion-
free then HF∗(Y,m;Z) is torsion-free for all m. Now, if Y admits a metric of
positive scalar curvature, then HF∗(Y, h0(Y );Z) = 0. Applying Theorem 1
with rational coefficients then yields a complete description of HF∗(Y,m;Z)
for all m.
2.2 Equivariant Floer groups
We define the equivariant Floer cohomology groups HFq(Y ;G) and HFq(Y ;G)
to be the direct and inverse limits, respectively, of the sequence of homo-
morphisms
· · · → HFq(Y,m− 1;G)→ HFq(Y,m;G)→ HFq(Y,m+ 1;G)→ . . . .
(Section 14 will provide some justification for the term “equivariant”.) Clearly,
there are natural homomorphisms
HFq(Y ;G)→ HFq(Y,m;G)→ HFq(Y ;G)
for any q,m. The first of these maps is an isomorphism when 2m ≤ q, the
second one when q ≤ 2m − 1. Hence HFq(Y ;G) vanishes for q  0, and
HFq(Y ;G) vanishes for q  0. We define the homology groups HFq(Y ;G)
and HFq(Y ;G) in a similar fashion as limits of the groups HFq(Y,m;G) as
m→ ∓∞.
The equivariant groups HF∗(Y ;G) and HF∗(Y ;G) both come equipped
with a natural degree 2 endomorphism u. There is also a natural homomor-
phism of Z[u]–modules
J = JY : HF
∗(Y ;G)→ HF∗(Y ;G)
whose image we denote by ĤF∗(Y ;G) and call the reduced Floer cohomology
of Y .
The two kinds of equivariant Floer groups are related by a long exact
sequence (the fundamental sequence) which we now describe. This sequence
involves the graded Z[u]–module P ∗(Y ) of “generalized polynomials”∑
m∈m(Y )
amx
m
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where the coefficients am are integers and only finitely many of them are
non-zero. The grading and module structure are given by
deg(xm) = 2m, u · xm = xm+1.
If Y is an integral homology sphere then m(Y ) = Z, so in this case P ∗(Y ) is
the module of Laurent polynomials. There is a canonical long exact sequence
of Z[u]–homomorphisms
· · · D′−→ HF∗(Y ;G) J−→ HF∗(Y ;G) D−→ P ∗(Y )⊗G D′−→ HF∗+1(Y ;G) J−→ · · ·
(1)
where J,D have degree 0 and D′ has degree 1. The maps D,D′, which
are defined at the end of Section 10, in some sense measure interaction
between reducible and irreducible critical points of the Chern–Simons–Dirac
functional. In our set-up this sequence is not constructed from a short exact
sequence of cochain complexes. Instead, exactness is proved by means of an
“almost inverse” of the map Jm+1m .
Theorem 2 If F is any field of characteristic p then 2hp(Y ) is the lowest
degree in which D : HF∗(Y ;F)→ P ∗(Y )⊗ F is non-zero.
Thus, with field coefficients the irreducible Floer groups contain no in-
formation that cannot be read off from the sequence (1). (With integral
coefficients the situation might be different.)
Recall that reversing the orientation of Y reverses the sign of the Chern–
Simons–Dirac functional. This gives rise to canonical “Poincare´ duality”
isomorphisms
HF∗(−Y,−m;G) = HF−1−∗(Y,m;G),
HF∗(−Y ;G) = HF−1−∗(Y ;G), HF∗(−Y ;G) = HF−1−∗(Y ;G),
the latter two being isomorphisms of Z[u]–modules.
2.3 The h–invariant
In this section p will be fixed and we mostly write h instead of hp.
Theorem 3 For all spinc rational homology 3–spheres Y1, Y2 one has
h(Y1#Y2) = h(Y1) + h(Y2).
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Theorem 4 Let W be a smooth, compact spinc 4–manifold whose boundary
is a disjoint union of rational homology spheres Y1, . . . , Yr. IfW has negative
definite intersection form then
−
r∑
j=1
h(Yj) ≥ 1
8
(b2(W ) + c1(LW )2).
Note that if d denotes the correction term in Heegaard Floer homology
then the above two theorems hold with −d/2 in place of h, see [17].
If each Yj is an integral homology sphere then by a theorem of Elkies [5]
there is a spinc structure onW for which the right hand side of the inequality
in Theorem 4 is non-negative, and positive if the intersection form is not
diagonalizable over the integers.
In the case of binary polyhedral spaces, [7, Proposition 8] holds with
−8h in place of γ. In particular, for the Poincare´ homology sphere oriented
as the boundary of the negative definite E8–manifold one has
h(Σ(2, 3, 5)) = −1.
For simple lens spaces L(q, 1), q ≥ 2, Theorem 4 and the property
h(−Y ) = −h(Y ) suffice for the computation of h. To see this, let Σ be an
internal connected sum of q disjoint (−1)–spheres in the q–fold connected
sum W := −qCP2. Then the link of Σ, a copy of L(q, 1), separates W
into two pieces W1,W2. Now observe that every spin
c structure on L(q, 1)
is the restriction of a spinc structure s on W with c1(s)
2 = −q. Applying
Theorem 4 to each of W1,W2 then gives
h(L(q, 1), sj) =
1
8
[
(q − 2j)2
q
− 1
]
for a suitable labelling s0, . . . , sq−1 of the spin
c structures on L(q, 1).
This example shows that ifW is a negative definite spinc cobordism from
one rational homology 3–sphere Y1 to another one Y2 (i.e. ∂W = (−Y1)∪Y2)
then one need not have h(Y1) ≥ h(Y2) unless Y1, Y2 are integral homology
spheres.
There is a relationship between the h–invariant and Casson’s invari-
ant which we will now describe. It follows from Theorem 1 that λ˜(Y ) :=
χ(HF∗(Y,m)) − m is independent of m and therefore an invariant of the
spinc manifold Y . (Here χ denotes the Euler characteristic with respect to
the mod 2 grading.) This result was proved with different methods by Lim
[14]. He also showed that, when Y is an integral homology sphere, −λ˜ agrees
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with Casson’s invariant λ (normalized so that λ(Σ(2, 3, 5)) = −1), thereby
confirming a conjecture of Kronheimer. Since HF∗(Y, hp(Y );F) maps iso-
morphically onto ĤF∗(Y ;F), we obtain:
Theorem 5 Let F be a field of characteristic p. Then for every oriented
integral homology 3–sphere Y one has
hp(Y )− χ(ĤF∗(Y ;F)) = λ(Y ),
where λ denotes Casson’s invariant.
Similar results hold for the instanton and Heegaard Floer homologies,
see [8, Section 8] and [17, Theorem 1.3].
2.4 Invariants of 4–manifolds
The results in this subsection will only be stated in their simplest form,
ignoring the 1–dimensional µ–classes, and using integral coefficients for the
Floer groups unless otherwise specified. Throughout the subsection Y, Y ′
will denote rational homology 3–spheres. All 4–manifolds will be smooth.
Let Z be a compact, homology oriented spinc 4–manifold with ∂Z = Y .
Then Z has a “relative” Seiberg–Witten invariant
ψ(Z) ∈ HF−d(Y ),
where
d =
1
4
(
c1(LZ)2 − σ(Z)
)
+ b1(Z)− b+(Z).
If moreover b+(Z) > 1 then there is also an invariant
ψ(Z) ∈ HF−d(Y )
with Jψ(Z) = ψ(Z).
Theorem 6 Let Z be a closed, connected spinc 4–manifold which is sepa-
rated by an embedded rational homology 3–sphere Y :
Z = Z0 ∪Y Z1.
Let Z0 and Z1 be homology oriented and let Z be equipped with the cor-
responding glued homology orientation as defined in [9, Section 12.6]. If
b+(Z1) > 1 and dimM(Z) = 2n ≥ 0, then the Seiberg–Witten invariant of
Z is
SW(Z) = unψ(Z0) · ψ(Z1).
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We now turn to cobordisms. Let W be a compact, homology oriented
spinc 4–manifold with ∂W = (−Y ) ∪ Y ′. Then W induces graded homo-
morphisms of Z[u]–modules
ψ(W ) : HF∗(Y )→ HF∗−d(Y ′), ψ(W ) : HF∗(Y )→ HF∗−d(Y ′)
which intertwine with the J–maps and therefore induce a homomorphism
ψˆ(W ) : ĤF∗(Y )→ ĤF∗−d(Y ′).
Here d is defined as above with W in place of Z. In general, the ψ–invariant
of a composite cobordism or of a composite manifold Z ∪Y W is the com-
position (or product) of the ψ–invariants of the two pieces, provided the
homology orientations are related as in Theorem 6. The same holds for the
ψ–invariants as long as these are defined. If b+(W ) > 0 then ψ(W ) factors
through JY .
If b1(W ) = 0 or b
+(W ) > 0 we define the Z[u]–homomorphism
P (W ) : P ∗(Y1)→ P ∗−d(Y2)
as follows: If b+(W ) > 0 set P (W ) := 0. If b+(W ) = 0 = b1(W ) set
P (W ) · xm := xm−d/2. Then we have a commutative diagram
HF∗(Y1) −→ HF∗(Y1) −→ P ∗(Y1) −→ HF∗+1(Y1)
↓ ↓ ↓ ↓
HF∗−d(Y2) −→ HF∗−d(Y2) −→ P ∗−d(Y2) −→ HF∗+1−d(Y2)
(2)
where the vertical maps are the ones induced by W and the horizontal ones
are as in (1). We expect that there is a similar commutative diagram when
b+(W ) = 0, b1(W ) > 0 but have not yet computed the map P (W ) in that
case. (The left-most square of the diagram commutes for any W , as already
mentioned.)
The homomorphisms induced by cobordisms can be defined more gener-
ally for Floer groups with coefficients in any Abelian group, and have similar
properties.
We will now describe an analogue of Theorem 6 for a non-separating
hypersurface Y .
If V = V0 ⊕ V1 is any finitely generated mod 2 graded Abelian group
then the Lefschetz number of a degree preserving endomorphism f = f0⊕f1
of V is defined as
L(f) := tr(f0)− tr(f1).
If Y is an oriented compact hypersurface in an oriented manifold X then
we denote by X‖Y the oriented manifold with boundary (−Y )∪Y obtained
by cutting X open along Y .
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Theorem 7 Let X be a closed, connected, homology oriented spinc 4–manifold
with b+(X) > 1. Let Y be a non-separating, smoothly embedded oriented ra-
tional homology 3–sphere in X and set W = X‖Y . If dimM(X) = 2n ≥ 0
then
SW(X) = L(unψˆ(W )), (3)
where ψˆ(W ) : ĤF∗(Y )→ ĤF∗−2n(Y ).
Here, as well as in Theorem 8 below, W should have the homology
orientation determined by the homology orientation ofX and the orientation
of Y as specified in [9, Section 12.5].
The fact that the right hand side of (3) is defined whenever dimM(X)
is non-negative and even can be exploited to extend the Seiberg–Witten
invariant to a class of 4–manifolds for which the usual definition is not
available.
Theorem 8 Let X be a closed, connected, homology oriented spinc 4–manifold
with b1(X) = 1, b
+(X) = 0, and c1(LX)2 = σ(X), so that dimM(X) = 0.
For j = 0, 1 let Yj be a non-separating, smoothly embedded oriented rational
homology 3–sphere in X. Suppose Y0 and Y1 represent the same generator
of H3(X;Z), and set Wj = X‖Yj . Then
L(ψˆ(W0)) = L(ψˆ(W1)).
If Y0 and Y1 are in fact integral homology spheres, or if b2(X) = 0, then
hp(Y0) = hp(Y1)
for all p.
Assuming the appropriate hypersurface Y ⊂ X exists (which is not al-
ways the case) we can therefore define invariants
L(X) := L(ψˆ(W )), hp(X, e) := hp(Y ),
where W = X‖Y , and e is the generator of H3(X;Z) represented by Y . For
instance, if Y is any oriented integral homology 3–sphere and S1×Y has the
homology orientation opposite to the one given by the canonical generators
of H0(S1 × Y ) and H1(S1 × Y ) then by Theorem 5 one has
L(S1 × Y ) = χ(ĤF∗(Y ;Z)) = χ(ĤF∗(Y ;Q)) = h0(Y )− λ(Y ).
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In particular,
L(S1 × S3) = 0, L(S1 × Σ(2, 3, 7)) = 1.
Moreover, the global spherical shell conjecture for minimal class VII surfaces
with b2 > 0 (known for b2 = 1, see [21]) would imply that L is defined and
zero for such surfaces with the canonical spinc structure.
There is an alternative description of L(X) as the number of irreducible
monopoles over X, counted with sign, for a suitable choice of metric and
perturbation (using a long neck [−T, T ] × Y ). However, it was shown by
Okonek–Teleman [16] that this number in general depends on the chamber
of the metric and perturbation.
The reader may wish to compare the definition of L(X) with Ruberman–
Saveliev’s description [20] of the Furuta–Ohta invariant [10] in the case of
mapping tori.
2.5 Outline
Here is an outline of the remainder of this paper.
Section 3 provides a proof of a technical fact which underpins our whole
approach to Floer homology, namely the non-emptiness of every chamber
for the metric and perturbation on a spinc rational homology 3–sphere.
The proof relies on Ba¨r’s gluing theorem for spectra of operators of Dirac
type. The proof may safely be skipped on first reading, since the tech-
niques involved are rather different from those in the rest of the paper.
Section 4 introduces moduli spaces of monopoles and defines the index of
a non-degenerate critical point of the Chern–Simons–Dirac functional. Sec-
tion 5 shows that certain properties of reducible monopoles over 4–manifolds
are stable under small perturbations. In Section 6 we specify our orienta-
tion conventions and describe the behaviour of orientations under (un)gluing
maps. In Section 7 the irreducible Floer cohomology HF∗(Y,m) is defined
and a first comparison of these groups for different m is made. Section 8
introduces the u–map and establishes its compatibility with cobordism-
induced homomorphisms. The subject of Section 9 is the extra structure
on the irreducible Floer groups that arises from the presence of the re-
ducible critical point, and the way this structure relates to maps induced by
cobordisms. In Section 10 the trick mentioned in the introduction is used
to determine the kernel and cokernel of Jm2m1 . At the end of the section the
mapsD,D′ are defined and the exactness of the fundamental sequence ist es-
tablished. In Section 11 it is shown how the reduced Floer cohomology may
be computed in an arbitrary chamber for the metric and perturbation. This
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is then used to prove the Lefschetz trace formula of Theorem 7. Section 12
contains all material on the h–invariant. Most of this section is logically
independent from Sections 9–11. Section 13 is devoted to negative definite
4–manifolds with b1 = 1. The final Section 14 presents a finite-dimensional
analogue of the construction of the equivariant group HF∗(Y ) in order to
justify the term “equivariant”.
3 Chambers for the metric and perturbation
Let Y be a spinc rational homology 3–sphere with Riemannian metric g and
perturbation 1–form ν. Let ϑ be the corresponding Chern–Simons–Dirac
functional (which depends on the choice of a reference spin connection over
Y ). The critical points of ϑ are the solutions (B,Ψ) to the following 3–
dimensional monopole equations:
∗(FˆB + i dν) = 1
2
σ(Ψ,Ψ),
∂BΨ = 0.
Here B is a spin connection over Y and FˆB half the curvature of the in-
duced U(1)–connection Bˇ, whereas Ψ is a section of the spin bundle over
Y . For more details, including the definition of the quadratic term σ, see
[9, Subsection 3.2].
Any representative of the reducible critical point θ has the form (B−iν, 0)
with Bˇ flat. We will say (g, ν) is a TND-pair if θ is non-degenerate (i.e. if
the kernel of the Dirac operator ∂B−iν is zero) and an ND-pair if all critical
points of ϑ are non-degenerate. According to [9, Proposition 8.1.1], if g is
any metric on Y then (g, ν) will be an ND-pair for generic ν.
To any TND-pair (g, ν) we associate an index I(g, ν) ∈ m(Y ) as follows.
Let X be any spinc Riemannian 4–manifold with one tubular end R+ × Y .
Let A be a spin connection over X whose restriction to the end agrees with
the spin connection induced by B − iν. Now set
I(g, ν) = indC(DA)− 1
8
(c1(LX)2 − σ(X)), (4)
where DA : L
2
1(X;S
+) → L2(X;S−), cf. [9, Chapter 9]. Here S± denote
the spin bundles over X. Then m := I(g, ν) depends only on g, ν and
the orientation and spinc structure on Y , essentially because the right-hand
side of (4) vanishes when X is closed. In situations where we are dealing
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with several pairs (g, ν) simultaneously we will often write θm and R(Y,m)
instead of θ and RY , resp.
The following theorem is crucial to this whole paper:
Theorem 9 For any m ∈ m(Y ) there exists a metric g and 1–form ν on Y
such that m = I(g, ν).
The idea of the proof, which occupies the remainder of this section, is
to graft onto Y a family of Berger metrics on S3 and then apply Hitchin’s
computation [11] of the spectrum of the Dirac operator for these metrics
together with Ba¨r’s theorem [3] on spectra of twisted Dirac operators over
connected sums.
Let m′(Y ) be the set of all m ∈ m(Y ) that can be realized as I(g, ν) for
some pair (g, ν). Theorem 9 is an immediate consequence of the following
lemma.
Lemma 1 (i) The set m′(Y ) is unbounded both below and above.
(ii) If m1,m3 ∈ m′(Y ) and m2 ∈ m(Y ) satisfy m1 < m2 < m3 then
m2 ∈ m′(Y ).
The proof will involve the notion of spectral flow, which for the present
purposes we will interpret as an index (cf. [4, 19]). To explain this, suppose
Z is a closed manifold and E → Z an Hermitian vector bundle. Let Pt :
Γ(E) → Γ(E), a ≤ t ≤ b be a smooth family of first-order, self-adjoint,
elliptic operators such that the kernels of Pa and Pb are zero. Choose a
smooth function f : R → [a, b] such that f(t) = a for t ≤ −1 and f(t) = b
for t ≥ 1. We then define the spectral flow SF of the family {Pt}a≤t≤b to be
the index of
∂
∂t
+ Pf(t) : L
2
1 → L2,
which is independent of f . (It is easy to see that ∂∂t + Pf(t) is an elliptic
operator.) We will make use of the following simple fact:
Observation 1 If h : [a, b] → [0,∞) is a continuous function such that
ker(Pt − h(t)) = 0 for all t then SF = nb − na, where nt is the number of
eigenvalues of Pt in the interval (0, h(t)), counted with multiplicity.
Proof of Lemma 1: (i) Hitchin [11] computed the spectrum of the Dirac
operator over S3 for a family of metrics {gT }T>0 known as Berger metrics,
g1 being the standard metric. Let DT denote the Dirac operator over S
3
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for the metric gT . The eigenvalues of DT are given by a countable family
of smooth functions of T , each function describing an eigenvalue of a fixed
multiplicity. Each function is either ≥ √2 for all T , or has positive derivative
and one zero. Moreover, there are infinitely many functions of the second
kind. The set of those T for which DT has non-trivial kernel is a closed and
discrete subset of R whose smallest element is 4.
Fix τ > 1 with ker(Dτ ) = 0. The idea now is to graft the family
{gT }1≤T≤τ onto Y and apply Ba¨r’s gluing theorem for spectra of twisted
Dirac operators over connected sums [3]. To this end we fix x0 ∈ S3 and
construct a new family of metrics gT,r on S
3 by flattening gT in the geodesic
ball of radius r around x0. To make this precise, choose r0 > 0 such that
S3 contains a gT –geodesic ball UT of radius 2r0 around x0 for 1 ≤ T ≤ τ .
For the remainder of this paragraph we fix T ∈ [1, τ ] and use gT to define
exponential maps etc. Let g¯T denote the flat metric on UT which under
the exponential map corresponds to the constant metric gT (x0) on Tx0S
3.
Choose a smooth function β : R → R such that β(t) = 0 for t ≤ 1 and
β(t) = 1 for t ≥ 2. For 0 < r < r0 define βr : UT → R by
βr(exp(v)) = β(|v|/r)
for v ∈ Tx0S3 of norm < 2r0. Let gT,r be the metric on S3 which agrees
with gT outside UT and such that
gT,r = βrgT + (1− βr)g¯T on UT .
Then gT,r = g¯T on the ball of radius r around x0.
We will need to compare Dirac operators for different metrics on S3 .
In general, if g, g˜ are Riemannian metrics on a spin manifold Z, one can
identify the spin bundles such that g˜–Clifford multiplication with a tangent
vector e corresponds to g–Clifford multiplication with v(e), where v is the
positive g–symmetric bundle automorphism of the tangent bundle TZ with
v∗g = g˜. Let ∇, ∇˜ be the Riemannian connections and D, D˜ the Dirac
operators on Z for the metrics g, g˜, resp. Then for any spinor s one has a
pointwise estimate
|(D˜ −D)s| ≤ C
(
α · |∇s|+ (1 + α) · |∇˜ − ∇| · |s|
)
,
where α = |g˜ − g|, norms on tensors are taken with respect to g, and the
constant C depends only on the dimension of Z.
Returning to our main discussion, let DT,r be the Dirac operator on S
3
for the metric gT,r. It is a simple exercise to show that
sup
1≤T≤τ
‖gT,r − gT ‖C1 → 0 as r → 0+.
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Recalling the explicit formula for the Riemannian connection in terms of the
metric, we conclude that
sup
1≤T≤τ
‖DT,r −DT ‖ → 0 as r → 0+, (5)
where we use the operator norm for bounded operators L21 → L2.
We now introduce a suitable family of metrics on the cylinder R × S2.
As in [3, p 230] choose a smooth function ρ : R→ R such that
• ρ(t) = |t| for |t| ≥ 1,
• 0 < ρ(t) ≤ 1 for |t| ≤ 1,
• |ρ′(t)| ≤ 1 for all t.
For u > 0 set ρu(t) = uρ(t/u). Let g
c
u denote the warped product metric on
R× S2 given by
ds2 = dt2 + ρu(t)
2dσ2,
where dσ2 is the standard metric on S2 and t is the R–coordinate.
Choose a metric g on Y for which Y contains a Euclidean ball of radius
r0 around some point y0. Fix 1 ≤ T ≤ τ and 0 < u < r < r0. In
this paragraph, S3 and Zr := (−r, r) × S2 will have the metrics gT,r and
gcu, respectively, and Bu(p) will denote the open geodesic ball of radius u
around a point p. Let A± denote the region in Zr defined by the inequality
u < ±t < r. Choose an orientation preserving isometry ι+ between A+
and the corresponding annulus in Y around y0. Choose a smooth family
{φT }T>0 of orientation reversing orthogonal transformations R3 → Tx0S3,
where R3 has the Euclidean metric. Identifying A− with an annulus in R3
in the obvious way we obtain from φT an orientation preserving isometry ι
−
between A− and the corresponding annulus in S3 around x0. We can now
introduce the glued smooth manifold
YT := S
3\Bu(x0) ∪ι− (−r, r)× S3 ∪ι+ Y \Bu(y0),
which inherits a metric g˜T,r,u from gT,r, g
c
u, g. Set Y
− := Y \Br0(y0).
Note that Y − can also be regarded as a subset of YT . Since g1 is the
standard metric on S3, there is clearly a diffeomorphism q : Y → Y1 which
is the identity on Y −.
The disjoint union
Y˜ :=
⋃
1≤T≤τ
YT × {T}
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has a natural smooth structure such that the projection pi : Y˜ → [1, τ ] is a
submersion. Let Ξ be a vector field on Y˜ whose restriction to Y − × [1, τ ] is
∂
∂T and such that pi∗Ξ =
∂
∂T . The flow of Ξ together with the diffeomorphism
q : Y → Y1 yields a diffeomorphism Y × [1, τ ] → Y˜ which commutes with
the projections onto [1, τ ] and is the identity on Y − × [1, τ ]. Let gT,r,u be
the pull-back of the metric g˜T,r,u by the induced diffeomorphism Y → YT .
Choose a connection in the determinant line bundle L0 → Y which is
flat outside Y − and such that the kernel of the corresponding Dirac operator
D for the metric g is zero (see [9, Lemma 8.1.2]). In this proof, all Dirac
operators over Y will be defined using this connection. Let DT,r,u denote the
Dirac operator on Y for the metric gT,r,u. Choose Λ > 0 such that neither
of the operators D1 and D has any eigenvalue in [−Λ,Λ]. Because of (5) we
can find an r1 ∈ (0, r0) such that for 0 < r < r1 the operator D1,r has no
eigenvalue in [−Λ,Λ]. By the claim on [3, p 230] and the explicit expression
for δ given after that claim, there is a positive, increasing function f with
the following significance: Set
K =
{
(r, u) ∈ R2 : 0 < r < r1, 0 < u < f(r)
}
.
Then for (r, u) ∈ K the kernel of D1,r,u is zero. Since any two points in K
can be joined by a smooth path in K, it follows that the spectral flow of the
Dirac operator on Y along a path of metrics from g to g1,r,u is independent
of (r, u) ∈ K.
Let T1 < · · · < TN be the values of T ∈ (1, τ) for which ker(DT ) 6= 0.
Set T0 = 1, TN+1 = τ , dk = dimker(DTk). Choose c, λ such that
0 < c < min
0≤k≤N
(Tk+1 − Tk), 0 < λ ≤ Λ,
and
(a) ker(DT − λ) = 0 if |T − Tk| ≤ c for some k,
(b) DTk−c has no eigenvalue in (0, λ),
(c) DTk+c has exactly dk eigenvalues in (0, λ), counted with multiplicity.
Of course we also have
(d) ker(DT ) = 0 if 1 ≤ T ≤ τ and |T − Tk| ≥ c for all k.
By (5) there is an r2 ∈ (0, r1) such that if 0 < r < r2 then (a)–(d) also
hold with D•,r in place of D•. Fix such an r. Another application of Ba¨r’s
16
gluing theorem then shows that if u > 0 is sufficiently small then (a)–(d) also
hold with D•,r,u in place of D•. For such r, u the spectral flow of the path of
operators {DT,r,u}1≤T≤τ is therefore
∑
dk. (This follows from Observation 1
and the addition formula for the index [9, Corollary C.0.1].) Since this sum
can be made arbitrarily large by suitable choice of τ , we conclude that the
set m′(Y ) is unbounded above. Now recall that reversing the orientation of
an odd-dimensional base-manifold reverses the sign of the Dirac operator,
see [9, Section 3.1]. By replacing gT with ι
∗(gT ) for some fixed orientation
reversing diffeomorphism ι of S3 one can therefore show in a similar way
that m′(Y ) is unbounded below.
(ii) If (g0, ν0), (g1, ν1) are any TND-pairs on Y then these can be con-
nected by a smooth path {(gt, νt)}0≤t≤1 of metrics and 1–forms. By es-
sentially the same argument as in [9, Lemma 8.1.2] one can show that by
replacing νt by νt + t(1− t)ω for a generic 1–form ω on Y one can arrange
that
dimC ker(D(gt,νt)) ≤ 1 for 0 ≤ t ≤ 1, (6)
where D(gt,νt) denotes the Dirac operator on Y for the metric gt and spin
connection B − iνt. Using Observation 1 it is easy to see that this implies
statement (ii) of the lemma.
4 Moduli spaces and index
As in [9, Section 1.4] let X be a spinc Riemannian 4–manifold with tubular
ends R+×Yj, j = 1, . . . , r, where each Yj is a rational homology sphere. Let
(gj , νj) be an ND-pair for Yj as defined at the beginning of Section 3. By a
GM-pair for X (with respect to the above structure) we mean a pair (g¯, µ)
consisting of a metric g¯ and 2–form µ on X which restrict to 1 × gj resp.
pi∗j dνj over the j’th end, where pij : R+ × Yj → Yj. We will refer to I(gj , νj)
as the index of (g¯, µ) over the end R+ × Yj .
Now suppose we are given such g¯, µ as well as vectors ~α = (α1, . . . , αr)
and ~p = (p1, . . . , pr), where αj ∈ RYj and pj is a perturbation parame-
ter for the Seiberg–Witten equations over R × Y . We define the moduli
space M(X; ~α) =M(X; ~α;~p) to be the space of gauge equivalence classes of
solutions (A,Φ) to the Seiberg–Witten equations(
FˆA + iµ + Pert(S,~p)
)+
= Q(Φ),
DAΦ = 0
such that (A,Φ) is asymptotic to αj over the end R+ × Yj. Here A is a
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spin connection over X and FˆA half the curvature of the induced U(1)–
connection, Φ is a section of the positive spin bundle over X and Q(Φ) a
certain quadratic function of Φ, whereas Pert(S,~p) is a certain compactly
supported perturbation, see [9, Section 3.4] for more details.
In the case X = R × Y we denote by M(α, β) the moduli space over
R× Y with asymptotic limits α at −∞ and β at ∞.
By definition, dimM(X; ~α) is the expected dimension of the moduli
space, i.e. the index of any Fredholm operator of a certain kind, see [9,
p. 33]. In the case of reducible limits ~θ = (θ, . . . , θ) that Fredholm operator
can be taken to be the one induced by (−d∗ + d+)⊕DA, which yields
dimM(X; ~θ) = −b0(X) + b1(X)− b+(X) + 2 indC(DA). (7)
Here indC(DA) is as in (4). (A priori, one should consider DA as a map
between certain Lp rather than L2 Sobolev-spaces, but this gives the same
index.)
The addition formula for the index (see [9, Corollary C.0.1]) tells us how
the expected dimension of the moduli space changes when two ends of X
with the same asymptotic limit are being glued. In the simplest case when
X has only two ends R± × Y one has
dimM(X(T )) = dimM(X;α,α) + nα, (8)
where X(T ) is the manifold obtained from X by replacing the two ends by a
neck [−T, T ]× Y , and nα = 0 if α is irreducible and nα = 1 otherwise. An
analogous formula holds if X has further ends which are not being glued.
Now let Y be any spinc rational homology 3–sphere equipped with an
ND-pair of index m. We will associate an index (or degree) to any α ∈ RY .
Let X be any connected spinc Riemannian 4–manifold with one tubular end
R+ × Y . We define ind(α) ∈ 2m(Y ) + Z and ind2(α) ∈ Z/2Z by
dimM(X,α) = ind(α) +
1
4
(
c1(LX)2 − σ(X)
) − nα + b1(X) − b+(X),
dimM(X,α) ≡ ind2(α)− nα + b1(X)− b+(X) mod 2.
(9)
Thus, ind2(α) ≡ ind(α) mod 2 if Y is an integral homology sphere. More-
over, by (7) one has
ind(θ) = 2m, ind2(θ) = 0.
If α is irreducible then an application of the addition formula (8) yields
ind2(α) ≡ dimM(θ, α) mod 2.
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The reason for our preference for Floer cohomology rather than homology
is that we want ind(α) to appear with a positive sign in (9), in which case the
Seiberg–Witten invariants of a 4–manifold with boundary lie in the Floer
cohomology of the boundary.
5 Perturbations and reducibles
We will usually assume that g¯, µ,~p have a certain generic form with regard
to reducibles in M(X; ~θ). To explain this, let g¯ be given. We first take
~p = 0. If b+(X) > 0 choose µ such that M(X; ~θ) is free of reducibles. If
b1(X) = 0 = b
+(X) then M(X; ~θ) contains a unique reducible point for any
µ, and if in addition dimM(X; ~θ) ≥ −1 then by [9, Lemma 14.2.1] we may
choose µ such that the reducible point is regular. Having chosen g¯, µ we will
now show that these properties of the moduli space are retained if we allow
small perturbation parameters pj .
Let Pj be a Banach space of perturbation parameters pj as in [9, Sec-
tion 8.2], and set P = P1 × . . .Pr.
Proposition 1 In the above situation the following hold when ‖~p‖ is suffi-
ciently small:
(i) If b+(X) > 0 then M(X; ~θ) is free of reducibles.
(ii) If b1(X) = 0 = b
+(X) then M(X; ~θ) contains a unique reducible point
ω(~p). Moreover, if dimM(X; ~θ) ≥ −1 then this point is a regular point
of the moduli space.
Proof. We prove (ii) and leave the easier part (i) to the reader. We can
identify the reducible part of B(X; ~θ) with a configuration space B(LX) of
connections in LX . Let A0 be a connection in LX representing ω(0). By
[9, Proposition 2.3.1] any point in B(LX) has a representative A satisfying
d∗a = 0, where a = A − A0. Moreover, [A] lies in the reducible part M~p ⊂
B(LX) of the moduli space M(X; ~θ;~p) if and only if
0 =
1
2
F+A + iµ
+ + (A,~p) =
1
2
d+a+ (A,~p),
where  is a perturbation term. For δ > 0 set
Uδ = {a ∈ Lp,w1 (X; iΛ1) : d∗a = 0, ‖a‖Lp,w1 < δ},
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and consider the smooth map
f : U1 ×P→ Lp,w, (a,~p) 7→ 1
2
d+a+ (A0 + a,~p).
Since b1(X) = 0 = b
+(X), the derivative in the first variable D1f(0, 0) = d
+
is an isomorphism. By the implicit function theorem there exist , δ > 0
such that if ‖~p‖ <  then f has a unique zero (a(~p),~p) with a(~p) ∈ Uδ.
We will show that [A0 + a(~p)] is the only point in M~p when ~p is sufficiently
small. So suppose {~p(n)} is a sequence in P converging to 0, and ωn ∈M~p(n)
for each n. After passing to a subsequence we may assume that ωn chain-
converges. (This does not quite follow from [9, Theorem 1.3.1] since we
vary the perturbation parameters, but the proof of that theorem works just
as well in the present situation.) For a rational homology 3–sphere there
is only one reducible point in R˜ = R, so the chain-limit lies in M0 and is
therefore equal to [A0]. By [9, Proposition 6.4.1] the sequence {ωn} actually
converges in B(LX). Now, A0 + U1 → B(LX) is an open map, so when n
is sufficiently large there is a representative of ωn of the form A0 + an such
that d∗an = 0 and ‖an‖Lp,w
1
→ 0. But then an = a(~p(n)) for n 0.
6 Orientations
Let Y be a spinc rational homology 3–sphere equipped with an ND-pair.
By an orientation of a critical point α ∈ R∗Y we mean an orientation of
B(θ, α) = B(R × Y ; θ, α), or more precisely, a section of the orientation
cover λ→ B(θ, α) constructed in [9, Section 4.2].
We will now state the conventions that we will use for orienting mod-
uli spaces. Let X be a homology oriented Riemannian spinc 4–manifold
with tubular ends modelled on rational homology spheres. The canonical
orientation ocan of B(X; ~θ) is the one determined by the homology orien-
tation of X as in [9, Proposition 12.2.1]. Now suppose the ends of X are
R− × Y −j = R+ × (−Y −j ), j = 1, . . . , r− and R+ × Y +j , j = 1, . . . , r+.
We will refer to these as “negative” and “positive” ends, respectively. Let
α±j be a monopole over Y
±
j which is irreducible and equipped with an ori-
entation o±j for j = 1, . . . , ρ
± and reducible for j = ρ± + 1, . . . , r±. Let
~α± := (α±1 , . . . , α
±
r±
). We give B(X; ~α−, ~α+) the orientation o satisfying
o−1 # · · ·#o−ρ−#o = ocan#o+1 # · · ·#o+ρ+
as orientations of B(X; ~θ, ~α+), where # is as defined in [9, Section 13.6].
Note that this definition is sensitive to the orderings of the (positive and
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negative) ends of X. We call o the proper orientation of B(X; ~α−, ~α+).
Recall that an orientation of B(X; ~α−, ~α+) determines an orientation of the
regular and irreducible part of the moduli space M(X; ~α−, ~α+).
If X = R × Y , where the negative and positive ends are the obvious
ones, then we obtain orientations of B(R × Y ;α, θ) and B(R × Y ;α, β) for
all oriented α, β ∈ R∗Y . In particular, an orientation of α ∈ R∗Y determines
an orientation of the corresponding element of R∗−Y (which in turn induces
the original orientation of α, essentially because either M(α, θ) or M(θ, α)
is even-dimensional).
Returning to the general case, note that changing the status of an “ir-
reducible” end of X from negative to positive alters the orientation of
B(X; ~α−, ~α+) by a sign which only depends on the parity of b0(X)+b1(X)+
b+(X), the mod 2 indices ind2(α
±
j ), and the new and old orderings of the
ends of X.
Proposition 2 Let X1 and X2 be two 4–manifolds as above, both connected.
Suppose X1 has only one positive end R+×Y , with limit α, and that X2 has
only one negative end R− × Y , with the same limit α. Let ~α± be the limits
assigned to the negative ends of X1 and the positive ends of X2, respectively.
For T > 0 let X(T ) denote the glued manifold obtained from the disjoint
union X1 ∪ X2 by replacing the two ends R± × Y with a neck [−T, T ] ×
Y . We regard X(T ) as having the same negative (resp. positive) ends as
X1 (resp. X2). Let X
(T ) have the glued homology orientation defined in
[9, Section 13.6]. Let each limit α,α±j be oriented if irreducible, and let
o1, o2, o
′ denote the proper orientations of B(X1; ~α−, α), B(X2;α, ~α+), and
B(X(T ); ~α−, ~α+), respectively. Then
o1#o2 = o
′. (10)
If α is irreducible, then any ungluing map as in [9, Theorem 11.1.1] is an ori-
entation preserving diffeomorphism from an open subset of M(X(T ); ~α−, ~α+)
onto an open subset of M(X1; ~α
−, α) ×M(X2;α, ~α+).
Proof. Equation 10 is easily deduced from the properties of the #–
operation mentioned in [9, Section 13.6]. The statement about the ungluing
maps then follows from [9, Theorem 13.4.1] by unraveling the definition of
#.
We call a diffeomorphism –preserving (where  = ±1) if it preserves or
reverses orientations according to the sign of .
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Proposition 3 Let X be a 4–manifold as above which is connected and
has only one negative end R− × Y and only one positive end R+ × Y . Let
the same oriented irreducible limit α be assigned to both ends. For T > 0
let X(T ) denote the glued manifold obtained from X by replacing the two
ends R± × Y with a neck [−T, T ] × Y . Let X(T ) have the glued homology
orientation defined in [9, Section 13.5]. Let B(X;α,α) have the proper
orientation, and let o˜ denote the corresponding glued orientation of B(X(T ))
defined in [9, Section 13.4]. Then
o˜ = (−1)ab+a+bocan,
where a = ind2(α) and b = dimM(X
(T )). Any ungluing map as in [9,
Theorem 11.1.1] is a (−1)ab+a+b–preserving diffeomorphism from an open
subset of M(X(T )) onto an open subset of M(X;α,α).
Proof. The sign requires a simple computation, which we omit. The
statement about the ungluing map is just a special case of [9, Theorem 13.4.1].
7 Irreducible Floer groups
Let Y be a spinc rational homology 3–sphere and m ∈ m(Y ). We will now
define the irreducible Floer cohomology group HF∗(Y,m). By Theorem 9
and [9, Proposition 8.1.1] we can find an ND-pair (g, ν) on Y of index m.
We first explain how to associate signs to index 1 flow-lines. Let α, β ∈
R := R(g,ν), not both reducible, and oriented if irreducible. Let R act on
M :=M(α, β) by
r · ω := T ∗−rω, (11)
for (r, ω) ∈ R ×M , where the translation operator Ts on R × Y is defined
by Ts(t, y) = (t+ s, y). If dimM = 1 then the elements of the orbit space
Mˇ :=M/R
are precisely the connected components of M , and to each such component
Γ we associate a sign ±1 according as to whether the diffeomorphism R→ Γ,
r 7→ r · ω preserves or reverses orientation for ω ∈ Γ.
LetRq be the set of all elements ofR∗ of index q. Let CFq be the Abelian
group generated by all pairs (α, o) where α ∈ Rq and o is an orientation of
α, subject to the relation (α,−o) = −(α, o). For convenience of notation,
however, we will always assume that an orientation has been chosen for every
element of R∗, in which case CFq can be identified with the free Abelian
group generated by Rq.
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We define the differential d = dq : CFq → CFq+1 as usual by
dα =
∑
β
(#Mˇ(α, β))β,
where the sum is taken over all β ∈ R∗ of index q + 1. Here and elsewhere
in this paper, # denotes a signed count. Note that the differential depends
on the choice of a small perturbation of the Seiberg–Witten equations over
R × Y as in [9]. However, this perturbation will not be reflected in our
notation.
We also need to study flow-lines running between irreducibles and the
reducible. Noting that
dimM(α, θm) = 2m− 1− ind(α),
dimM(θm, α) = ind(α)− 2m,
we define, following [4], homomorphisms
δ : CF2m−2 → Z, α 7→ #Mˇ(α, θm),
δ′ : Z→ CF2m+1, 1 7→
∑
α
(#Mˇ(θm, α))α,
where the sum is taken over all α ∈ R∗ of index 2m+ 1.
Proposition 4 d ◦ d = 0, δ ◦ d = 0, d ◦ δ′ = 0.
Proof. This follows from [9, Section 12.2] and Proposition 2.
For a fixed Abelian group G let HF∗ denote the cohomology of CF∗⊗G,
and let
HF2m−2
δ0−→ G δ
′
0−→ HF2m+1 (12)
be the homomorphisms induced by δ, δ′. It is convenient to extend δ0 to all
of HF∗ by setting δ0 := 0 in degrees different from 2m− 2, and similarly for
δ.
We wish to understand the dependence of the group HF∗ on (g, ν). (As
we will see later, this problem has very much to do with δ0, δ
′
0.) So let
(gj , νj), j = 1, 2 be two ND-pairs for Y and let mj ,R∗j ,CFj,HFj be the
corresponding data as introduced above. We will investigate for which q the
usual cobordism construction yields a homomorphism HFq2 → HFq1. Let g¯ be
a Riemannian metric and µ a two-form on R×Y such that (g¯, µ) agrees with
(1×g2, pi∗1(dν2)) in the region (−∞,−1]×Y and agrees with (1×g1, pi∗2(dν1))
in [1,∞) × Y . Let X21 denote the manifold R × Y equipped with the pair
g¯, µ.
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Lemma 2 Let α ∈ R∗2 and β ∈ R∗1 be critical points of index q. If either
q ≤ 2m1 or q ≥ 2m2 − 1 then M(X21;α, β) is compact.
Proof. SinceM(X21;α, β) has dimension zero, it can only fail to be compact
if it contains a sequence which has a chain-limit involving some monopole
of negative index. The only candidate for such monopole would be the re-
ducible point in M(X21; θm2 , θm1). For such a chain-limit to exist, however,
the moduli spaces M(α, θm2) and M(θm1 , β) would both need to have pos-
itive dimension. The lemma now follows from the dimension formulae for
these spaces given above.
For any q satisfying the assumptions of the previous lemma we define
the homomorphism
kq : CFq2 → CFq1, α 7→
∑
β
(#M(X21;α, β))β.
Lemma 3 If q ≤ 2m1 − 1 or q ≥ 2m2 then kp+1dp = dpkp for p = q − 1, q,
hence kq induces a homomorphism
Kq : HFq2 → HFq1.
Proof. Again the point is that the assumptions on q prevent factorizations
through the reducible monopole on X21.
Now suppose m1 ≤ m2. Reversing the roles of Y1 and Y2 we obtain a
cobordism X12 which by the previous lemma induces a homomorphism
Jq : HFq1 → HFq2
for all q. (That Jq is well-defined can also be seen by a dimension count.)
Proposition 5 If q ≤ 2m1 − 1 or q ≥ 2m2 then Jq and Kq are inverse
maps.
Proof. Gluing the positive end of X12 with the negative end of X21 yields a
cobordism X(T ) with a band of length 2T where the metric and perturba-
tion 2–form agrees with (1 × g2, pi∗1(dν2)). Let α, β be two elements of R∗1
of index q. The assumptions on q mean precisely that one of the moduli
spaces M(X12;α, θm2) and M(θm1 , β) have negative dimension. Therefore
no sequence ωn ∈ M(X(T (n));α, β) with Tn → ∞ can have a chain-limit
involving the reducible monopole over X21. Consequently, no factorizations
through reducible critical points may appear in such chain-limits. Thus any
chain-limit must lie inM(X12;α, γ)×M(X21; γ, β) for some γ ∈ R∗2 of index
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q. The gluing theorem in [9] then says that for large T the endomorphism
`q of CFq1 induced by the cobordism X
(T ) is equal to the composite of the
homomorphisms CFq1 → CFq2 → CFq1 induced by X12 and X21. Considering
1–parameter families of moduli spaces over R × Y obtained by deforming
the metric and perturbation form on X(T ) to (1 × g1, pi∗1(dν1)) we obtain
a chain-homotopy between `q and the identity. Hence KqJq = id, and a
similar argument proves JqKq = id.
A first corollary of this proposition is that if m1 = m2 then HF
∗
1 and
HF∗2 are canonically isomorphic.
Definition 1 For any m ∈ m(Y ) let HF∗(Y,m;G) denote the cohomology
group of the cochain complex CF∗ ⊗ G defined using an ND-pair (g, ν) of
index m.
Similarly, we define the Floer homology HF∗(Y,m;G) as the homology
of the chain complex Hom(CF∗, G).
We set HF∗(Y,m) := HF∗(Y,m;Z). We will often write CF∗(Y,m) for
CF∗, although CF∗ really depends on g, ν and not just on m.
Proposition 5 now gives:
Proposition 6 Let m1,m2 ∈ m(Y ) and m1 ≤ m2. If either q ≤ 2m1− 1 or
q ≥ 2m2 then the natural homomorphism HFq(Y,m1;G) → HFq(Y,m2;G)
is an isomorphism.
Let g˜ be the round metric on S3. Because g˜ has positive scalar curvature
we have R(g˜,0) = {θ}. Since I(g˜, 0) = 0 (see [9, Ch. 9]), it follows that
HF∗(S3, 0;G) = 0.
Combining this with Proposition 6 yields:
Proposition 7 Ifm ≥ 0 and either q ≤ −1 or q ≥ 2m then HFq(S3,m;G) =
0. The same conclusion holds if m ≤ 0 and either q ≤ 2m − 1 or q ≥ 0.
8 The u–map and cobordisms
We begin by defining, in analogy with [8, Section 3], a natural degree 2
homomorphism u : HFq(Y,m;G)→ HFq+2(Y,m;G) for q 6= 2m− 2, 2m− 1.
The constraint on the degree is related to interaction with the reducible
25
critical point. Set CF∗ := CF∗(Y,m). The u–map will be induced by a
homomorphism
v : CF∗ → CF∗+2
defined in all degrees. Let α, β ∈ R(Y,m) be distinct critical points, and let
E→M(α, β) and F→ B∗([−1, 1]× Y ) be the natural complex line bundles
associated to the base-point (0, y0). (Here we use the same convention as
in [9, Section 15.1].) Let R : M(α, β) → B∗([−1, 1] × Y ) be the natural
restriction map. This is well defined because of the unique continuation
property of Dirac operators (see [12]). Note that we can identify R∗F = E.
Choose a generic section s of F and let σ be the induced section of E. If
α, β are irreducible and ind(β) − ind(α) = 2 then σ−1(0) is a finite set of
oriented points, and we define the matrix coefficient 〈vα, β〉 by
〈vα, β〉 = #σ−1(0).
Proposition 8 dv − vd+ δ′δ = 0.
Proof. This is similar to the proof of [8, Theorem 4(ii)]. Note however,
that the modifications to the sections σj made in part (I) of that proof are
unnecessary, as their role in ruling out cases (b), (c) can be replaced by a
transversality argument. (See Part (V), Case 1 of the proof of Lemma 4
below.) This simplifies the proof somewhat. In particular, a general unique
continuation property for monopoles is not needed for the proof of the propo-
sition. (We do not know whether this property holds for the perturbed
Seiberg–Witten equations used in this paper (see [9, Section 8.2]), because
these equations are not of gradient flow type – in fact the perturbations are
non-local in the time direction. In particular, we do not see how to apply
the unique continuation results of [13].)
Up to sign, the coefficient of δ′δ in the proposition is the Euler number of
the rank 1 Hermitian vector bundle over S2 = D2 ∪S1 D2 whose “clutching
map” S1 → U(1) has degree 1. The sign can be determined using Proposi-
tion 2.
Definition 2 For q 6= 2m− 2, 2m − 1 we define
u : HFq(Y,m;G)→ HFq+2(Y,m;G)
to be the homomorphism induced by v.
It will follow from Proposition 9 below that u is independent of the choice
of section σ and of the metric and perturbations used in the definition of
the Floer cohomology.
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If W is any compact spinc 4–manifold with boundary Y then we denote
by
Wˆ :=W ∪Y ([0,∞) × Y )
the result of attaching a half-infinite cylinder to each boundary component
of W . Now suppose Y = (−Y1) ∪ Y2, where each Yj is a rational homology
3–sphere. If αj ∈ R(Y,mj), j = 1, 2, then
dimM(Wˆ ;α1, α2) = ind(α2)− ind(α1)− nα2 + d,
where
d =
1
4
(c1(LW )2 − σ(W )) + b1(W )− b+(W ). (13)
Let mj ∈ m(Yj) and set k = m2 −m1 + d2 ∈ 12Z, so that
dimM(Wˆ ; θm1 , θm2) = 2k − 1.
If either b+(W ) > 1 or k > −1 then W gives rise to a cochain map
W# : CF∗(Y1,m1)→ CF∗−d(Y2,m2),
α 7→
∑
β
(#M(Wˆ ;α, β))β,
which in turn induces a homomorphism
W ∗ : HF∗(Y1,m1;G)→ HF∗−d(Y2,m2;G).
Note that W ∗ only depends on the spinc manifold W . The constraint on b+
or k was imposed to rule out factorizations through a reducible monopole
on W . If b+(W ) > 1 then generically there is no reducible on X even in
a one-parameter family of metrics and 2–forms µ (cf. Proposition 1 (i)). If
k > −1 and α, β are irreducible then for dimensional reasons no reducible
monopole over W can appear in the chain-limit of a sequence inM(W ;α, β)
provided that moduli space has dimension ≤ 1, and the analogous statement
holds for parametrized moduli spaces of dimension ≤ 1.
These mapsW ∗ are functorial with respect to composition of cobordisms
as long as the composite cobordism has the glued homology orientation and
also satisfies b+ > 1 or k > −1.
If b+(W ) ≤ 1 and k ≤ −1 then W ∗ can still be defined under certain
restrictions on the degree, cf. Lemma 3.
We will now show thatW ∗ commutes with the u–maps, in as far as these
are defined. Let vj : CF
∗(Yj ,mj) → CF∗+2(Yj ,mj) be a homomorphism as
above.
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Proposition 9 If b+(W ) > 1 or k ≥ 0 then there exists a homomorphism
φ : CF∗(Y1,m1)→ CF∗−d+1(Y2,m2) such that
W#v1 − v2W# + δ′δW + δ′W δ = dφ± φd
as maps CF∗(Y1,m1)→ CF∗−d+2(Y2,m2), where
δW : CF
2m2−1+d(Y1,m1)→ Z, α 7→ #M(Wˆ ;α, θm2),
δ′W : Z→ CF2m1−d(Y2,m2), 1 7→
∑
β
(#M(Wˆ ; θm1 , β))β,
and δW := 0 in degrees different from 2m2 − 1 + d.
Proof. See [8, Theorem 6].
Corollary 1
W ∗u = uW ∗ : HFq(Y1,m1)→ HFq−d+2(Y2,m2)
for all q for which both u–maps are defined.
The assumption that b+(W ) > 1 or k ≥ 0 is only used to rule out that a
2–dimensional moduli spaceM(Wˆ ;α, β) with α, β irreducible may contain a
chain-convergent sequence whose limit involves a reducible monopole on Wˆ .
Therefore, if b+(X) ≤ 1 and k < 0 then the conclusion of the proposition
still holds under certain restrictions on the degree.
We will now define the u–maps on the equivariant Floer groups HF∗(Y ;G)
and HF∗(Y ;G) (which for brevity we will here denote by HF∗ and HF∗).
To define these maps in degree q choose m1,m2 ∈ m(Y ) with 2m1 ≤ q ≤
2m2 − 3. We define u : HFq → HFq+2 and u : HFq → HFq+2 by requiring
that the left- and right-most squares in the following diagram commute:
HFq
≈−→ HFqm1 −→ HFqm2
≈−→ HFq
u ↓ u ↓ u ↓ u ↓
HFq+2
≈−→ HFq+2m1 −→ HFq+2m2
≈−→ HFq+2
(14)
Here HFpm = HF
p(Y,m;G), and the horizontal maps are the natural ones.
(The maps marked as isomorphisms are so by Proposition 6). This definition
is independent of the choice of m1,m2. Since the middle square commutes,
the homomorphism JY : HF
∗ → HF∗ commutes with the u–maps.
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Let W be as above, without any constraint on b+(W ). We define ψ(W )
in degree q by requiring that the diagram
HFq(Y1,m1;G)
W ∗−→ HFq−d(Y2,m2;G)
≈↑ ≈↑
HFq(Y1;G)
ψ(W )−→ HFq−d(Y2;G)
commute, where m1,m2 are chosen so that 2m1 ≤ q and 2m2 ≤ q− d. This
definition is independent of the choice of m1,m2. In a similar fashion we
define ψ(W ) and the invariants ψ(Z), ψ(Z) of Subsection 2.4 when Z has
one boundary component.
We can now easily prove Theorem 6 by observing that when stretching Z
along Y and using an ND-pair of index m 0 on Y then no complications
with reducibles can arise.
9 Cobordisms and reducibles
Combining the maps δ0, δ
′
0 of (12) with the u–map we obtain, for n ≥ 0,
homomorphisms
δ0u
n : HF2(m−n−1)(Y,m;G)→ G, unδ′0 : G→ HF2m+2n+1(Y,m;G)
which measure interaction between reducible and irreducible critical points
and will play a central role in this paper. We will now give an alternative
description of these maps.
First some notation. Let (g, ν) be an ND-pair for Y of index m and
consider the corresponding translationary invariant monopole equations on
R × Y . Let J be an open interval and S a monopole over J × Y such that
∂tϑ(St) < 0, where St = S|{t}×Y . (This will be the case unless S is gauge
equivalent to the monopole determined by some critical point of ϑ, see [9,
Section 7.1].) Let  be a real number. If there exists a τ = τ(S) ∈ J such
that [τ − 1, τ + 1] ⊂ J and
ϑ(Sτ ) = ϑ(θm) + , (15)
then we call τ the –slice of S.
Now set K := [−1, 1] × Y and let L → B∗(K) be the natural complex
line bundle. Choose a generic smooth section s of ⊕nL. Choose  > 0 such
that there is no monopole β over Y with 0 < |ϑ(β) − ϑ(θm)| ≤ . Then
for any α ∈ R∗(Y,m) and ω ∈ M(α, θm) the –slice τ(ω) is well-defined.
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[9, Proposition 3.4.2 and Lemma 3.3.1] and an application of the implicit
function theorem show that τ is a smooth function on M(α, θm). Set
M ′(α, θm) := {ω ∈M(α, θm) : τ(ω) = 0, s(ω|K) = 0}.
If α has index 2(m − n − 1) then M ′(α, θm) consists of a finite number of
oriented points; let δ¯n(α) denote the number of these points counted with
sign. By considering the ends of the 1–dimensional spaces M ′(β, θm) where
ind(β) = 2m−2n−3 one finds that δ¯nd = 0. Similarly, for any α ∈ R∗(Y,m)
and ω ∈M(θm, α) the (−)–slice τ(ω) is well-defined. Setting
M ′(θm, α) = {ω ∈M(θm, α) : τ(ω) = 0, s(ω|K) = 0}
we obtain a homomorphism
δ¯′n : Z→ CF2m+2n+1(Y,m), 1 7→
∑
α
(#M ′(θm, α))α
satisfying dδ¯′n = 0. Let
HF2(m−n−1)(Y,m;G)
δn−→ G δ
′
n−→ HF2m+2n+1(Y,m;G)
be the homomorphisms induced by δ¯n, δ¯
′
n. This agrees with the previous
definition in the case n = 0.
Proposition 10 δn = δ0u
n and δ′n = u
nδ′0 for all n ≥ 0.
Proof. Moving one base-point towards −∞ (see the proof of Theorem 6 in
[8]) one finds that δn+1 = δnu. Similarly, δ
′
n+1 = uδ
′
n.
We will now again consider a cobordism W as in the previous section,
using the same notation.
Proposition 11 If W is a cobordism as in Section 8 then the following
hold:
(i) If b+(W ) ≥ 1 then for all j ≥ 0,
δjW
∗ = 0, W ∗δ′j = 0.
(ii) If b1(W ) = b
+(W ) = 0 and k ≥ 0 then
δjW
∗ = 0, W ∗δ′j = 0 for 0 ≤ j ≤ k − 1,
δjW
∗ = δj−k, W
∗δ′j = δ
′
j−k for j ≥ k.
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Proof. We first introduce some notation that will be used in both parts
of the proof. Choose a base-point yj ∈ Yj. We take xj := (0, yj) as base-
point for the band Kj := [−1, 1]×Yj . The natural complex line bundle over
B∗(Kj) will be denoted Lj. For j = 1, 2 choose j > 0 such that there is
no monopole β over Yj with 0 < ϑ(β) − ϑ(θmj ) ≤ j. For elements ω of
a moduli space M(Wˆ ;α, θm2) the 1–slice on R− × Y1 and the 2–slice on
R+ × Y2 (when defined) will be denoted τ1(ω) and τ2(ω), respectively. The
restriction of ω to the band [τj(ω)−1, τj(ω)+1]×Yj will be denoted Rj(ω).
In both parts of the proof we assume that metric and perturbations on
Wˆ are chosen so that the conclusions of Proposition 5 hold.
(i) By assumption there is no reducible monopole in any moduli space
over Wˆ . If 2 is sufficiently small then τ2 is defined on any moduli space
M(Wˆ ;α, θm2) with α ∈ R(Y1,m1). Let s be a generic section of ⊕jL2. Set
M ′α := {ω ∈M(Wˆ ;α, θm2) : s(R2(ω)) = 0}.
If ind(α) = 2m2 − 2j − 1 + d then M ′α consists of a finite number of ori-
ented points; for irreducible α let δ¯W,j(α) denote the number of these points
counted with sign. If ind(α) is one less, then since the number of ends of
the 1–manifold M ′α, counted with sign, must be zero, we have
(δ¯jW
# − δ¯W,jd)α = 0,
hence δjW
∗ = 0. Similarly one finds that W ∗δ′j = 0.
(ii) We will focus on the statement about δj . The case of δ
′
j is similar.
We will write Rj = R(Yj ,mj) and CF∗j = CF∗(Yj ,mj).
Let α ∈ R∗1 have index 2m2− 2+ d = 2(m1+ k)− 2. Counting with sign
the ends of the 1–manifold M(Wˆ ;α, θm2) we find that
(δW# − δW d)α =
{
δα if k = 0,
0 if k ≥ 1.
If k = 0 then δ0W
∗ = δ0 in cohomology, and we are done. From now on
assume k ≥ 1, in which case δ0W ∗ = 0. Propositions 9 and 10 yield
δjW
∗ = δ0u
jW ∗ = δ0W
∗uj = 0, 0 ≤ j ≤ k − 1.
For j ≥ k, Proposition 9 yields
δjW
∗ = δku
j−kW ∗ = δkW
∗uj−k, j ≥ k.
To complete the proof of the proposition we need only prove the following
lemma:
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Lemma 4 δkW
∗ = δ0.
Proof. Let α ∈ R∗1 have index ≥ 2m1 − 2. Then the moduli space
Mα := M(Wˆ ;α, θm2) has dimension ≤ 2k + 1. We are going to cut down
Mα, roughly speaking, by the k’th power of the Chern class of a complex line
bundle Lα to obtain a manifold Σα of dimension ≤ 1. This line bundle may
be thought of as the natural line bundle associated to a base-point at∞ over
the end R+×Y2. (Compare the definition of δn above). The proof will involve
studying the ends of Σα. In the case when α has index 2m1− 2 special care
must be taken with the part ofMα consisting of monopoles whose spinors are
small over W . By the gluing theorem in [9], such monopoles are obtained
by gluing elements of M(α, θm1) := M(R × Y1;α, θm1) with elements of
Mθ := M(Wˆ ; θm1 , θm2) that are close to the reducible point ωred. We will
use c1(Lα)
k−1 to cut down the link of ωred, a copy of CP
k−1, to a point,
while the last factor c1(Lα) will be played off against the gluing parameter.
Note that M(α, θm1) is empty if ind(α) > 2m1− 2 or ϑ(α) ≤ ϑ(θm1). In
that case
inf
[A,φ]∈Mα
∫
W
|φ| > 0
and the discussion below simplifies significantly.
First some notation: Let x0 ∈ W be a base-point for W and Wˆ . The
natural complex line bundle over Mα be denoted Lα. As in [9] we denote by
RK(S) or S|K the restriction of a configuration S (or a gauge equivalence
class of such) to a codimension 0 submanifold K ⊂ Wˆ .
(I) This part of the proof is concerned with the framed moduli space
Mθ,x0 := Mx0(Wˆ ; θm1 , θm2) with base-point x0. To prepare for the applica-
tion of the gluing theorem we will construct the following:
• a U(1)–invariant precompact open neighbourhood G0 of ωred in Mθ,x0 ,
• a U(1)–invariant open subset V0 ⊂ Bx0(W ) containing RW (G0),
• a U(1)–equivariant smooth map q0 : V0 →Mθ,x0 such that q0(ω|W ) =
ω for all ω ∈ G0.
Let (Ared, 0) be a representative for ωred and set Bred := Ared|W . By [9,
Section 2.5] there is a closed U(1)–invariant subspace
Ξ ⊂ Lp1(W ; iΛ1W ⊕ S+W )
such that
Ξ′ := (Bred, 0) + Ξ→ Bx0(W )
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is a local diffeomorphism at (Bred, 0). Since the tangent space of Mθ,x0 at
ωred can be identified with kerDAred , it follows by unique continuation for
harmonic spinors that the restriction map
RW :Mθ,x0 → Bx0(W )
is immersive at ωred. Let G
+
0 ⊂Mθ,x0 be an open subset such that
• G+0 is the image of a U(1)–equivariant smooth embedding
ι : Ck →Mθ,x0 ,
• RW maps G+0 diffeomorphically onto a submanifold H ⊂ Bx0(W ),
• there is a U(1)–invariant submanifold H˜ ⊂ Ξ′ which maps diffeomor-
phically onto H.
Let Ξ0 ⊂ Ξ be a closed linear complement of the tangent space T(Bred,0)H˜,
so that Ξ = T(Bred,0)H˜ ⊕ Ξ0. Then
µ : H˜ × Ξ0 → Bx0(W ), (S, s) 7→ [S + s]
is a U(1)–equivariant local diffeomorphism at ((Bred, 0), 0), by the inverse
function theorem. If pi1 : H˜ × Ξ0 → H˜ then pi1 ◦ µ−1 is a U(1)–equivariant
smooth map V0 → H˜ for some U(1)–invariant open neighbourhood V0 of
ωred|W . Let Vˇ0 denote the image of V0 in B(W ) and Vˇ ∗0 the irreducible part
of Vˇ0. Let f : H˜ → G+0 be the obvious map, such that [S] = f(S)|W for all
S ∈ H˜. Set
q0 := f ◦ pi1 ◦ µ−1 : V0 → G+0 ⊂Mθ,x0
and
z := ι−1 : G+0 → Ck,
and let zj be the j’th coordinate of z. If U is any open subset of an unframed
moduli space over Wˆ which is mapped into Vˇ ∗0 by RW then the U(1)–
equivariant map
zj ◦ q0 : V0 → C (16)
defines a section σj of the appropriate complex line bundle over U .
Let G0 ⊂ Mθ,x0 be the image under ι of the ρ–ball about the origin in
Ck, where ρ > 0 is small. In particular, the closure G0 of G0 should be
contained in the image of q0, and RW (G0) ⊂ V0.
(II) This part is concerned with the moduli space M(α, θm1) and is
only relevant in the case when ind(α) = 2m1 − 2 and ϑ(α) > ϑ(θm1). Then
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M(α, θm1) has dimension 1. Again we must construct certain data G1, V1, q1
needed for the application of the gluing theorem.
For any configuration S over K1 set
J(S) := ϑ(S0),
where S0 = S|{0}×Y1 . Because of the lack of unique continuation for our
perturbed equations we introduce a larger band K ′1 := [−ν, ν] × Y1, where
ν ≥ 1 is chosen so large that elements of M(α, θm1) with J = ϑ(θm1) + 1
are distinguished by their restrictions to K ′1. (The constant 1 was chosen
at the beginning of the proof of Proposition 11.) For small ′1 > 0 the set
G1 := {ω ∈Mx1(α, θm1) : |J(ω)− ϑ(θm1)− 1| < ′1}
is precompact inMx1(α, θm1) and one can find a U(1)–invariant open neigh-
bourhood V ′1 of RK ′1(G1) ⊂ B∗x1(K ′1) and a U(1)–invariant open subset
V1 ⊂ B∗x1(K1) such that
(i) RK1(V
′
1) ⊂ V1,
(ii) if Vˇ1 ⊂ B(K1) denotes the image of V1, then V1 → Vˇ1 is a trivial U(1)–
bundle,
(iii) for every ω ∈ Vˇ1 there exists a (necessarily unique) ω˜ ∈ M(α, θm1)
with J(ω) = J(ω˜|K1),
(iv) Vˇ ′1 is a disjoint union of open sets, one for each component of Gˇ1
(the image of G1 in M(α, θm1)), such that RK ′1 maps each of these
components into the corresponding open subset of Vˇ ′1 .
The ω˜ in (iii) will be denoted qˇ1(ω). Choose a section e of the bundle
V1 → Vˇ1, and a section e′ of the bundle Mx1(α, θm1) → M(α, θm1) which
agrees with the pull-back section (RK1)
∗e on Gˇ1. Let q1 : V1 →Mx1(α, θm1)
be the U(1)–equivariant map satisfying q1 ◦ e = e′ ◦ qˇ1.
(III)We will now construct the sections of Lα that will be used to define
Σα. For any configuration (A,Φ) over Wˆ set
`(A,Φ) =
∫
W
|Φ|. (17)
If 0 > 0 is sufficiently small then the region U ⊂ Mα defined by the in-
equality ` < 0 (which is empty if M(α, θm1) is empty) can be described by
the gluing theorem [9, Theorem 11.1.1] with G = G1 × G0, K = K1
∐
W ,
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V = V1 × V0, and q = q1 × q0. (Thus, roughly speaking, all elements of U
can be obtained by gluing elements of G1 with elements of G0.) We will not
spell this out precisely, but contend ourselves with a list of the conditions
on 0 most relevant for the exposition (including two conditions not directly
related to the gluing theorem):
(v) for any ω ∈ U the 1–slice τ1(ω) on R− × Y1 is defined, τ1(ω) + ν < 0,
and the restriction of ω to the band [τ1(ω) − ν, τ1(ω) + ν]× Y1 lies in
Vˇ ′1 ,
(vi) ω|W ∈ Vˇ0 for all ω ∈ U ,
(vii) all ω ∈Mθ with `(ω) < 20 lie in the image Gˇ0 of G0 in Mθ,
(viii) ` > 0 on any moduli space M(Wˆ ;β1, β2) in which inf(`) > 0.
Note that the chain-limit (see [9, Section 7.1]) of a sequence in U must
either lie in Mα or have the form (ω1, ω0), where ω1 ∈ M(α, θm1) and ω0 ∈
Gˇ0. The map U → Vˇ ′1 indicated in (v) together with the decomposition of
Vˇ ′1 in (iv) gives rise to a map ψ : U → Mˇ(α, θm1).
Let γ : R→ Wˆ be a smooth path such that γ(0) = x0 and
γ(t) =
{
(t, y1) t ≤ −1,
(t, y2) t ≥ 1.
Let Bx := B(Wˆ ;α, θm2) be the framed orbit space of configurations with
base-point x (see [9, Section 3.4]). For a < b we define the holonomy map
hba : Bγ(a) → Bγ(b)
(depending on the choice of a reference spin connection Ao over Wˆ ) as
follows: If S = (A,Φ) is a representative of ω ∈ Bγ(a) and u : Wˆ → U(1) an
element of the group of gauge transformations acting on the configuration
space C(Wˆ ;α, θm2) such that
u(γ(b)) = exp
(∫ b
a
γ∗(A−Ao)
)
,
then u(S) is a representative of hba(ω). (Cf. [9, Eqn. 11.1].) One can easily
verify that this holonomy map behaves functorially with respect to compo-
sition of paths.
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That the map R1 : U → B∗(K1) (defined in the very beginning of the
proof of Proposition 11) is smooth follows from [9, Proposition 3.4.2 and
Lemma 3.3.1] By means of holonomy along γ the pull-back R∗1(e) defines a
smooth section σ− (of constant norm 1) of Lα|U . Because of the condition
(vi) above the map (16) provides sections σ1, . . . , σk of Lα|U . On the part
of U where σ1 6= 0 we define a map η into U(1) by the condition
σ− = η · σ1/|σ1|.
Choose a smooth function c : R → (1,∞) such that c(t) = t for t ≥ 4
and c(t) = 2 for t ≤ 3. For ω ∈Mα set
τ¯2(ω) =
{
c(τ2(ω)) if τ2(ω) is defined,
2 otherwise.
(18)
For any ω ∈Mα let R¯2(ω) ∈ B∗(K2) denote the restriction of ω to the band
[τ¯2(ω)− 1, τ¯2(ω) + 1]× Y2. Choose generic smooth sections s′1, . . . , s′k of L2.
By means of holonomy along γ the pull-back (R¯2)
∗s′j defines a section σ
′
j of
Lα. In a similar way one obtains a section (also denoted σ
′
j) of the natural
complex line bundle over M∗θ .
Choose a smooth map ξ : R×U(1)→ C such that
ξ(t, z) =
{
1, t ≥ 2,
z, t ≤ 1,
and such that 0 is a regular value of ξ. Then #ξ−1(0) is independent of ξ,
and a simple computation shows that #ξ−1(0) = −1.
Define a smooth section σ˜1 of Lα|U as follows:
σ˜1 :=
{
σ− where σ1 = 0,
ξ(−τ1|σ1|, η) · σ1/|σ1| where σ1 6= 0.
Note that if ω ∈ U and σ1(ω) = 0 then σ˜1 = σ− in a neighbourhood of
ω. To see this, observe that τ1 is bounded in any compact neighbourhood
of ω, hence −τ1|σ1| ≤ 1 in a small neighbourhood. On the other hand, if
|σ1(ω)| ≥ 2 then σ˜1 = σ1/|σ1| at ω, since τ1 < −1 by definition.
Choose a smooth function κ˜ : R → R such that κ˜(t) = 1 for t ≥ 0/2,
κ˜(t) > 0 for t > 0/4, and κ˜(t) = 0 for t ≤ 0/4. Set
κ := κ˜ ◦ `, κ := κ˜ ◦ (`/2),
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where ` is as in (17), and define smooth sections σˆ1, . . . , σˆk of Lα by
σˆ1 = κσ
′
1 + (1− κ)σ˜1,
σˆj = κσ
′
j + (1− κ)σj, 2 ≤ j ≤ k.
Note that the interpolation regions are different in the two cases: For σˆ1 the
region is given by 0/4 < ` < 0/2, whereas for σˆj, j > 1 it is 0/2 < ` < 0.
This will be essential in the compactness argument in part (V), Case 1 below.
(IV) We will now derive a gluing result which will be used in (V). For
any τ > 0 let Uˆτ be the part of U where −τ1 > τ , 0 < |σ1| < ρ, and σj = 0
for j = 2, . . . , k. Applying the gluing theorem [9, Theorem 14.3.1] with
G = G1 × G0, K = K1
∐
W , V = V1 × V0, and q = q1 × q0 we find that if
τ  0 then Uˆτ is a smooth submanifold of Mα and the map
(η,−τ1, |σ1|, ψ) : Uˆτ → U(1) × (τ,∞)× (0, ρ) × Mˇ(α, θm1)
is an orientation reversing diffeomorphism. (Argue by contradiction to prove
the map is injective for τ  0. Another application of the gluing theorem
shows that the map is also a surjective submersion for large τ . To obtain
submersiveness it is useful to vary the parameter T in the gluing theorem
as well.)
(V) Let Σα ⊂ Mα be the locus where σˆj = 0 for j = 1, . . . , k. If 0 > 0
is sufficiently small then Σα is transversely cut out from Mα. If α has index
2m1 − 1 then Σα consists of a finite number of points, and we define
δW,k : CF
2m1−1
1 → Z, β 7→ #Σβ.
Now let α have index 2m1 − 2, in which case Σα has dimension 1. We
will determine the ends of Σα. Let {ωn} be a sequence in Σα. After passing
to a subsequence we may assume that {ωn} chain-converges to some triple
consisting of a broken gradient line over R×Y1, a monopole ω over Wˆ , and a
broken gradient line over R×Y2. Suppose ω 6∈Mα (or equivalently, ω 6∈ Σα).
Case 1: ω ∈ Mθ. We will show shortly that ω must be the reducible
point ωred. Granted this we deduce from (IV) that the corresponding number
of ends of Σα is (#ξ
−1(0))δα = −δα.
Suppose now to the contrary that ω 6= ωred. If `(ω) > 0/2 then ω would
satisfy the equations
σ′1 = 0,
κσ′j + (1− κ)σj = 0, j = 2, . . . , k.
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However, the zero-set of these equations in M∗θ is empty for a generic choice
of sections s′j , because dimM
∗
θ = 2k − 1. Hence `(ω) ≤ 0/2, and con-
sequently ω ∈ Gˇ0 by condition (vii) above. Certainly, ω must satisfy the
equations
σj = 0, j = 2, . . . , k. (19)
Therefore σ1(ω) 6= 0. Since τ1(ωn)→ −∞ as n→∞, we conclude that
σ˜1(ωn) =
σ1(ωn)
|σ1(ωn)| for n 0,
so ω satisfies the equation
κσ′1 +
1− κ
|σ1| σ1 = 0. (20)
However, for dimensional reasons the common zero-set of the equations (19)
and (20) in Gˇ0\{ωred} is empty for a generic choice of section s′1. This is a
contradiction, so we conclude that ω = ωred as claimed.
Case 2: ω 6∈Mθ. Then `(ω) > 0 by condition (viii) above, so for large
n one has σ′j(ωn) = 0, j = 1, . . . , k. There are now two possibilities: If
factorization over R+ × Y2 does not occur then τ¯2(ωn) → τ¯2(ω) and ω will
lie in some 2k–dimensional space M(Wˆ ;β1, θm2) where β1 ∈ R∗1. The corre-
sponding number of ends of Σα is −δ¯W,kdα. If such factorization does occur
then τ2(ωn)→∞ and ω must lie in some 0–dimensional space M(Wˆ ;α, β2)
where β2 ∈ R∗2. The corresponding number of ends of Σα is δ¯kW#α.
Since the total number of ends of Σα must be zero, we conclude, after
passing to Floer cohomology, that δ0 = δkW
∗. This completes the proof of
the lemma, and also of Proposition 11.
10 Irreducible Floer groups for different chambers
Let Y be a spinc rational homology 3–sphere, m ∈ m(Y ), and G an Abelian
group. In this section we will determine the kernel and image of the canonical
homomorphism
HF∗(Y,G;m)→ HF∗(Y,G;m+ `) (21)
for any natural number `. We first consider the case ` = 1 and then do the
general case by induction on `. For ` = 1 Proposition 11 (ii) says that the
map (21) induces a homomorphism
J¯ : coker(δ′0)→ ker(δ0).
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Proposition 12 J¯ is an isomorphism.
The proof is divided into three lemmas. We begin by constructing two
graded homomorphisms
Q1, Q2 : CF
∗(Y,m+ 1)→ CF∗(Y,m).
such that Q = Q1 +Q2 will induce an inverse of J¯ .
Fix a point y0 ∈ Y . Let D ⊂ (−1, 1) × Y be a compact 4–ball disjoint
from (−1, 1) × {y0}, and set W = [−1, 1] × Y \ int(D). We regard Wˆ as
a manifold with two negative ends R− × Y and R− × S3 (in that order)
and one positive end R+ × Y . The notation M(Wˆ ;α−, α+, β) will refer to
a moduli space over Wˆ with limits α± over R± × Y and β over R− × S3.
Note that
dimM(Wˆ ;α−, α+, β) = −ind(α−) + (ind(α+)− nα+)− ind(β).
If instead one regards Wˆ as a manifold with one negative end R− × Y
and two positive ends R+ × S3 and R+ × Y , then one obtains in general
a different orientation of M = M(Wˆ ;α−, α+, β). If α+ and β are both
irreducible then the two orientations differ by the sign (−1)ind2(β)(d+ind2(α+)),
where d ≡ dimM mod 2.
For the construction of Q we use a GM-pair for Wˆ of index m + 1, m,
−1 on the ends R−× Y , R+× Y , R−×S3, resp. An important point in the
proof of the proposition will be that
dimM(Wˆ ; θm+1, θm, θ−1) = −1.
Generically, this moduli space consists of the reducible monopole ωred only,
and this is a regular point.
Fix a small  > 0 and for any element ω of a moduli spaceM(Wˆ ;α, β, θ−1)
where α, β are not both reducible let τ(ω) be the (−)–slice over the end
R− × S3, when this is defined. Let c be as in (18) and define
τ¯(ω) =
{
−c(−τ(ω)) if τ(ω) is defined,
−2 otherwise.
Set K = [−1, 1] × S3 and let R(ω) ∈ B∗(K) denote the restriction of ω to
the band [τ¯(ω)− 1, τ¯ (ω)+1]×S3. Choose a generic smooth section s of the
natural complex line bundle over B∗(K) and set
M ′(α, β) := {ω ∈M(Wˆ ;α, β, θ−1) : s(R(ω)) = 0}.
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If α, β are both irreducible and of the same index then M ′(α, β) is a finite
set of points, so we can define Q1 on generators α by
Q1α =
∑
β
(#M ′(α, β))β.
According to Proposition 7 we have HF1(S3,−1) = 0, so there is a cochain
z ∈ CF0(S3,−1) such that δ¯′1 + dz = 0. Define Q2 by
Q2α =
∑
β
(#M(Wˆ ;α, β, z))β,
where we regard M(Wˆ ;α, β, z) formally as a linear function in z. (To sim-
plify language, we will often speak of such formal linear combinations of
moduli spaces as a single moduli space.) Set Q = Q1 +Q2.
Lemma 5 dQ−Qd+ δ′δ = 0.
Here δ : CF2m(Y,m + 1) → Z and δ′ : Z → CF2m+1(Y,m) are the maps
defined in Section 7.
Proof. Let α ∈ R∗(Y,m+1) and β ∈ R∗(Y,m) satisfy ind(β) = ind(α)+
1. Choose 1 > 0 such that there is no monopole γ ∈ R∗(Y,m + 1) with
0 < ϑ(γ) − ϑ(θm+1) ≤ 1. Choose 2 > 0 such that there is no monopole
γ ∈ R∗(Y,m) with 0 < ϑ(θm) − ϑ(γ) ≤ 2. For any configuration (A,Φ)
over Wˆ set
`(A,Φ) :=
∫
W
|Φ|. (22)
Note that if {ωn} is any chain-convergent sequence in M(Wˆ ;α, β) with
`(ωn) → 0 then the chain-limit has the form (ω′, ωred, ω′′), where ω′ ∈
Mˇ(α, θm+1), ω
′′ ∈ Mˇ(θm, β). Fix a small 0 > 0. If ω ∈ M(Wˆ ;α, β)
and `(ω) < 0 then the 1–slice of ω on R− × Y and the 2–slice of ω on
R+ × Y will be well-defined; we denote these by τ1(ω) and τ2(ω), resp. Let
Rj(ω) denote the restriction of ω to the band [τj(ω)− 1, τj(ω) + 1].
Let L → M(Wˆ ;α, β) be the natural complex line bundle associated to
the base-point (0, y0). Let q : (−∞, 1]→ Wˆ be a path with q(1) = (0, y0) ∈
W and q(t) = (t, y−1) for t ≤ 0, where y−1 ∈ S3. We use holonomy along
the paths R×{y0} and q to identify L with the natural complex line bundles
associated to other base-points along these paths. Much as in the proof of
Lemma 4 we construct a section σˆ of L such that
• σˆ agrees with the pull-back section R∗s in the region where ` ≥ 0/2,
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• For j = 1, 2, if `(ω) ≤ 0/4 and (−1)j(τ1(ω) + τ2(ω)) ≥ 1 then σˆ(ω) is
non-zero and depends only on the restriction of ω to [τj(ω)−1, τj(ω)+
1]× Y .
In the intermediate regions we interpolate as in the proof of Lemma 4. Let
Σ ⊂M(Wˆ ;α, β, θ−1) be the zero-set of σˆ.
Now let {ωn} be a chain-convergent sequence in Σ whose limit does not
lie in Σ. If τ¯(ωn)→∞ then factorization takes place over R−× S3 through
some γ ∈ R∗(S3,−1) of index 1; the corresponding number of ends of Σ
(counted with sign) is 〈χ, δ¯′1〉, where
χ =
∑
γ
(#M(Wˆ ;α, β, γ))γ ∈ CF1(S3,−1).
If τ¯(ωn) stays bounded, then there are two cases depending on whether the
chain-limit involves the reducible monopole over Wˆ or not. In the reducible
case one finds as in the proof of Proposition 8 that the corresponding number
of ends of Σ is 〈δ′δα, β〉. In the irreducible case factorization takes place over
one of the tubular ends R± × Y ; here the corresponding number of ends of
Σ is 〈(dQ1 −Q1d)α, β〉. Since the total number of ends of Σ must be zero,
we conclude that
〈(dQ1 −Q1d+ δ′δ)α, β〉 + 〈χ, δ¯′1〉 = 0.
Similarly, by considering the ends of M(Wˆ ;α, β, z) we find that
〈(dQ2 −Q2d)α, β〉 + 〈χ, dz〉 = 0.
Summing the last two equations and recalling that δ¯′1 + dz = 0 we obtain
〈(dQ−Qd+ δ′δ)α, β〉.
Consider an arbitrary m′ ∈ m(Y ) and let B : CF∗(Y,m′) → CF∗(Y,m′)
be the homomorphism defined in the same way as Q, but now using a GM-
pair for Wˆ of index m′, −1 on the ends R± × Y , R− × S3, resp., and with
the same element z. Arguing as in the proof of Lemma 5 we find that B is
a cochain map (there are no complications from reducibles here).
Lemma 6 B induces the identity map on HF∗(Y,m′;G).
As there are two signs in the proof which the author has not computed
(and which affect the sign of I in formula (23)), this lemma as well as the
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next one really hold only up to sign. However, we will ignore this, as it is
irrelevant to the proof of Proposition 12.
Proof. Set Z := [−1, 0] × S3, and let S3−1 and S30 be two copies of the
three-sphere. We will think of Zˆ as having tubular ends R− × S3−1 and
R+ × S30 , and the end R− × S3 of Wˆ will now be denoted R− × S30 . Choose
a GM-pair for Wˆ which has index m′ on each of the ends R±×Y and which
agrees with (1× g˜, 0) on R−×S30 , where g˜ is the round metric on the three-
sphere. Choose a GM-pair for Zˆ which has index −1 on the end R− × S3−1
and which agrees with (1× g˜, 0) on R+× S30 . Let X(T ) denote the manifold
with tubular ends obtained from Wˆ ∪ Zˆ by replacing the ends R±×S30 with
a neck [−T, T ]×S30 . Let X(T ) be equipped with the GM-pair inherited from
the GM-pairs of Wˆ , Zˆ in the natural way.
Now fix α, β ∈ R∗(Y,m′) of the same index and for any γ ∈ R(S3,−1)
define the parametrized moduli space
Mγ :=
⋃
T≥1
M(X(T );α, β, γ) × {T}.
Set M :=Mθ−1 . Fix a small 0 > 0 and let U be the set of all (ω, T ) ∈ M
with `(ω) < 0, where
`(A,Φ) :=
∫
Z
|Φ|.
We now copy the construction in the proof of Lemma 4 (with k = 1) of
a section σˆ1 of the natural complex line bundle over M corresponding to
some base-point in Z. Here the present Z, M(Wˆ ;α, β, θ0), −T correspond
to the W , Mˇ(α, θm1), τ1 resp. in the proof of Lemma 4. Let M′ ⊂ M be
the zero-set of σˆ1 and set
M′′ :=M′ +Mz,
regarded as a formal linear combination of oriented, smooth 1–manifolds
with boundary. With the orientation conventions in [9] one has
#∂M′′ = −〈Bα, β〉.
We will now describe the ends of M′′. Because dimM(Zˆ; z, θ0) = −1 and
there are no non-empty moduli spaces over Zˆ of negative expected dimen-
sion, it follows that M(X(T );α, β, z) is empty for large T . Therefore the
ends of Mz correspond to factorization through irreducible critical points
over the tubular ends R± × Y or R− × S3−1, which may occur for finitely
may values of T .
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Determining the ends of M′ requires a little more consideration. Let
{(ωn, Tn)} be a sequence in M′. By passing to a subsequence we may
arrange that the sequence chain-converges. This means in particular that
{Tn} converges to some point T∞ ∈ [1,∞]. Suppose the chain-limit does not
lie in M (or equivalently, not in M′). We consider first the case T∞ < ∞.
Observe that
dimM(X(T∞); θm′ , θm′ , θ−1) = 1.
Therefore, for dimensional reasons the limit over X(T∞) cannot be reducible.
Hence factorization through an irreducible critical point has taken place over
R± × Y or R− × S3−1. We now turn to the case T∞ =∞. Since
dimM(Zˆ; θ−1, θ0) = 1,
the chain-limit must have the form (ω, ω′), where ω ∈ M(Wˆ ;α, β, θ0) and
ω′ ∈M(Zˆ; θ−1, θ0). As in the proof of Lemma 4 (Part (V), Case 1) one finds
that ω′ must be the reducible point and that the corresponding number N of
ends of M′ is equal to #M(Wˆ ;α, β, θ0). Let W (T ) be the result of capping
off the end R−×S30 ⊂ Wˆ with a disk, allowing for a long neck [−T, T ]×S30 .
An easy version of the argument in [9, Part 3] yields
#M(Wˆ ;α, β, θ0) = #M(W
(T );α, β).
Deforming the metric on W (T ) back to a cylindrical one we conclude that
N = 〈(I + f2d± df2)α, β〉 (23)
for some homomorphism f2 : CF
∗(Y,m′)→ CF∗−1(Y,m′).
Summing up, recall that the number of boundary points plus the number
of ends of M′′ must be zero, and note that the number of ends resulting
from factorizations over R− × S3−1 cancel out as in the proof of Lemma 5.
It follows that
〈(−B + I + fd± df)α, β〉 = 0,
where f is the sum of f2 and a homomorphism of degree −1 related to
factorizations over R± × Y .
Lemma 5 shows that Q induces a homomorphism
Q¯ : ker(δ0)→ coker(δ′0).
Lemma 7 J¯ and Q¯ are inverse maps.
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Proof. We show that J¯Q¯ = id, the proof of Q¯J¯ = id being similar. Set
Z := [0, 1]×Y . Choose a GM-pair for Wˆ which has index m+1,m,−1 over
the ends R− × Y , R+ × Y , R− × S3, resp., and a GM-pair for Zˆ which has
index m,m + 1 over the ends R− × Y , R+ × Y , resp., and such that over
the ends R+ × Y ⊂ Wˆ and R− × Y ⊂ Zˆ these are induced from the same
ND-pair for Y . Let X(T ) denote the manifold with tubular ends obtained
from Wˆ ∪ Zˆ by replacing the ends R+ × Y ⊂ Wˆ and R− × Y ⊂ Zˆ with a
neck [−T, T ] × Y . Let X(T ) be equipped with the GM-pair inherited from
those of Wˆ , Zˆ.
Now fix α, β ∈ R∗(Y,m+1) of the same index and define the parametrized
moduli spaces Mγ and M as in the proof of Lemma 6. Let ` be as in
(22). Note that if {(ωn, Tn)} is any chain-convergent sequence in M with
`(ωn) → 0 then Tn → ∞ and the chain-limit is made up of the reducible
monopole over Wˆ and one element from each of the sets Mˇ(α, θm+1) and
M(Zˆ; θm, β) (which must then both be finite). We now copy the construc-
tion of σˆ in the proof of Lemma 5, with T and M(Zˆ; θm, β) playing the roles
of τ2 and Mˇ(R× Y ; θm, β), resp. Let M′ ⊂M be the zero-set of σˆ and set
M′′ :=M′ +Mz.
By considering the boundary points and ends of M′′ one finds that
JQ = B + δˆ′δ + df ± fd, (24)
where J : CF∗(Y,m) → CF∗(Y,m + 1) is a cochain map which induces the
canonical map in cohomology, B is of the kind discussed in Lemma 6, and
δˆ′(1) =
∑
γ
(#M(Zˆ; θm, γ))γ ∈ CF2m(Y,m+ 1).
Combining equation (24) with Lemma 6 we conclude that J¯Q¯ = id. This
completes the proof of Lemma 7, and also of Proposition 12.
Proposition 13 Let ` be any natural number. Then the kernel and image
of the natural homomorphism
HF∗(Y,G;m)→ HF∗(Y,G;m + `)
are
`−1∑
j=0
im(δ′j) and
`−1⋂
j=0
ker(δj),
respectively.
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Proof. For both the kernel and the image, one inclusion follows from
Proposition 11 (ii), whereas the other inclusion is easily proved by induction
on ` using Propositions 11, 12 and the functoriality of the homomorphisms
in question with respect to composition of cobordisms.
We will now define the maps D,D′ in the sequence (1) and prove that
the sequence is exact. Fix m ∈ m(Y ) and let
v : HF2m+1(Y ;G)
≈−→ HF2m+1(Y,m;G),
w : HF2m(Y,m+ 1;G)
≈−→ HF2m(Y ;G)
be the canonical maps. For z ∈ HF2m(Y ;G) and g ∈ G we define
D(z) := xm ⊗ δ0w−1(z), D′(xm ⊗ g) := v−1δ′0(g).
We set D = 0 on HF2m+1(Y ;G). (There is little choice, since P 2m+1(Y ) =
0.)
From Proposition 11 we deduce that D,D′ are Z[u]–homomorphisms and
that the two right-most squares of Diagram (2) commute.
Proposition 14 The fundamental sequence (1) is exact.
Proof. Exactness at the terms HF and HF follows from Proposition 13,
and Lemma 5 yields D′D = 0. It remains to show that ker(D′) ⊂ im(D).
Suppose D′(xm ⊗ g) = 0. This means there is a chain σ =∑j αj ⊗ gj with
αj ∈ R(Y,m) and gj ∈ G such that
ρ⊗ g + dσ = 0,
where ρ = δ′(1) ∈ CF2m+1(Y,m). The oriented 1–manifoldM(R×Y ; θm, θm+1)
has (generically) exactly one boundary point (namely the reducible one).
Counting with sign we have that the number of boundary points plus the
number of ends of that moduli space must be zero, and similarly the number
of ends of M(R× Y ;αj , θm+1) is zero. Thus
±1 = 〈ρ, φ〉 + δψ, 0 = 〈dαj , φ〉+ δψj
for a suitable chain φ ∈ CF2m+1(Y,m) and cochains ψ,ψj ∈ CF2m(Y,m+1).
Tensoring the second equation with gj , summing over j, and adding the first
equation tensored with g we obtain ±g = δτ , where
τ = ψ ⊗ g +
∑
j
ψj ⊗ gj .
A similar argument shows that dτ = 0, hence xm ⊗ g ∈ im(D).
45
11 Reduced Floer groups
In this section we will show how the reduced Floer cohomology ĤF∗(Y ;G)
can be computed in an arbitrary chamber m by factoring out interaction in
HF∗(Y,m;G) with the reducible critical point. We will then prove Theo-
rem 7.
Definition 3 We define the reduced Floer cohomology group ĤF∗(Y,m;G)
by
ĤFq(Y,m;G) = Zq/Bq,
where
Z∗ =
⋂
j≥0
ker(δj), B
∗ =
∑
j≥0
im(δ′j).
We define
u : ĤF∗(Y,m;G)→ ĤF∗+2(Y,m;G)
as follows: Choose a map v as in Proposition 8. Let Z ′∗ (resp. B′∗) be the
set of cocycles in CF∗(Y,m) ⊗G representing an element of Z∗ (resp. B∗).
By Proposition 8 the endomorphism v⊗1 maps each of Z∗ and B∗ into itself
and therefore induces the desired endomorphism of Z ′∗/B′∗ = ĤF∗(Y,m;G).
Let W be a cobordism as in Section 8. If the assumptions of either
part (i) or part (ii) of Proposition 11 are satisfied then by Propositions 9,
11 the map W ∗ gives rise to a homomorphism
ĤF∗(Y1,m1;G)→ ĤF∗−d(Y2,m2;G)
which commutes with the u–maps.
Proposition 15 (i) If m1 ≤ m2 then the spinc cobordism [0, 1]×Y induces
an isomorphism
ĤF∗(Y,m1;G)
≈→ ĤF∗(Y,m2;G).
(ii) ĤF∗(Y,m;G) is canonically isomorphic to ĤF∗(Y ;G) as a Z[u] module.
Proof. Statement (i) is an immediate consequence of Propositions 11 (ii)
and 13. To prove (ii), recall that if 2m1 ≤ q ≤ 2m2−1 then by Proposition 6
we have a sequence of homomorphisms
HFq
≈→ HFqm1 → HFqm2
≈→ HFq,
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where we have used the same abbreviations as in (14). By Proposition 13
the image of the middle homomorphism is precisely ĤFq(Y,m2;G). On the
other hand, that image can clearly be identified with ĤF∗(Y ;G).
Proof of Theorem 7: Choose m ∈ m(Y ) and a sequence {sj} of generic
sections of the natural complex line bundle over B∗(W ). For any α, β ∈
R∗(Y,m) and non-negative integer k let
Mαβk := {ω ∈M(Wˆ ;α, β) : sj(ω|W ) = 0, j = 1, . . . , k}.
Define a cochain map
Pk : CF
∗(Y,m)→ CF∗−2n+2k(Y,m)
on generators by
Pk(α) =
∑
β
(#Mαβk)β.
Let ψk denote the induced endomorphism of HF
∗(Y,m) (with integral coef-
ficients). In analogy with Proposition 11 (i) one has
δjψk = 0, ψkδ
′
j = 0
for all j ≥ 0, hence ψk gives rise to an endomorphism ψˆk of ĤF∗(Y,m).
Choose a map v as in Proposition 8. Then
Pk+1 − vPk + δ′δ(k) = dφk ± φkd,
where δ(k) and φk are maps similar to δW and φ in Proposition 9. By
induction on k we conclude that ψˆk = u
kψˆ0 for all k. By definition, ψˆ0 =
ψˆ(W ). Now
SW(X) = L(Pn) = L(ψn) = L(ψn|Z∗) = L(ψˆn) = L(unψˆ(W )).
The first equality is basic gluing theory, the signs being given by Proposi-
tion 3. The second equality is the general fact that the Lefschetz number of
a degree 0 chain endomorphism of a finitely generated chain complex agrees
with the Lefschetz number of the induced endomorphism on homology. The
third and fourth equalities hold because ψn takes values in Z
∗ and vanishes
on B∗.
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12 The h–invariant
In this section we will work with Floer cohomology with coefficients in a
fixed field F, which will usually be suppressed from notation. Y will denote
a spinc rational homology 3–sphere. All 4–manifolds will be smooth.
Proposition 16 Let m ∈ m(Y ). Then for the group HF∗(Y,m), either
δ0 = 0 or δ
′
0 = 0.
Proof. This follows immediately from Proposition 8.
Definition 4 For any m ∈ m(Y ) set
ζ = ζ(Y,m) := χ(HF∗(Y,m))− χ(ĤF∗(Y )),
where χ means the Euler characteristic with respect to the mod 2 grading.
In other words:
• If δ0, δ′0 are both zero then ζ = 0.
• If δ0 6= 0 then ζ = max{n ≥ 1 : δn−1 6= 0}.
• If δ′0 6= 0 then ζ = −max{n ≥ 1 : δ′n−1 6= 0}.
Lemma 8 ζ(−Y,−m) = −ζ(Y,m).
Proof. The vector space HF∗(−Y,−m) is the dual of HF∗(−Y,−m) =
HF−1−∗(Y,m). Moreover, the u–map on the former vector space (in the
degrees in which it is defined) is the dual of the u–map on the latter. Sim-
ilarly, δ0 : HF
−2m−2(−Y,−m) → F is the dual of δ′0 : F → HF2m+1(Y,m).
Together with Proposition 10, this proves the lemma.
Proposition 17 Let W be a compact, connected spinc 4–manifold whose
boundary is a disjoint union of rational homology spheres Y1, . . . , Yr, where
r ≥ 1, and let mj ∈ m(Yj). Suppose b+(W ) = 0 and ζ(Yj,mj) ≤ 0 for j > 1.
Then
ζ(Y1,m1) ≥
r∑
j=1
mj +
1
8
(c1(LW )2 − σ(W ))
provided the right hand side of the inequality is positive.
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Proof. Let γ1, . . . , γ` be a collection of disjoint loops in W representing a
basis for H1(W ;Z)/torsion, and let W
′ denote the manifold obtained by
performing surgery on each γj. Then b1(W
′) = 0. Let Vi be a small open
tubular neighbourhood of γi, and set W
− = W \ ∪iVi. Then with integral
coefficients there are isomorphisms
H2(W )
≈→ H2(W−) ≈← H2(W ′),
and similarly for H2. Hence, W and W
′ have the same intersection forms,
the induced spinc structure on W− has a unique extension to W ′, and the
canonical classes for W and W ′ have the same square. Now let X := Wˆ be
the result of adding half-infinite tubes to W .
Set
~θ := (θm1 , . . . , θmr ).
Then
dimM(X; ~θ) = 2k + 1,
where
k + 1 = indC(DAo) =
∑
j
mj +
1
8
(c1(LW )2 − σ(W )).
Here Ao can be taken to be the reference spin
c connection over X used in
defining the moduli space M(X; ~θ), see [9, Section 3.4].
Suppose k ≥ 0. By Proposition 1 we may assume that M(X; ~θ) contains
a unique reducible point, and that this point is regular. Let M−(X; ~θ) be
the result of removing fromM(X; ~θ) a small neighbourhood of the reducible
point, so that the boundary of M−(X; ~θ) is diffeomorphic to CPk.
Let L → B∗(W ) be the natural complex line bundle. Choose a generic
smooth section s of ⊕kL. For any moduli space M over X and subset Σ of
the irreducible part of M set
c1(L)
k ∩Σ := {ω ∈ Σ : s(ω|W ) = 0}.
For j > 1 the assumption ζ(Yj,mj) ≤ 0 means, by the universal coeffi-
cient theorem, that the cycle δ ∈ CF2mj−2(Yj,mj) is in fact a boundary, i.e.
there is a ρj ∈ CF2mj−1(Yj ,mj) with
δ + ∂ρj = 0,
where ∂ is the boundary operator of the chain complex CF∗. For any α ∈
RY1 set
Mα :=M(X;α, σ2, . . . , σr),
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where σj = ρj + θmj . Here we treat M(X; ·) as a multilinear function, so
that Mα is a formal linear combination of moduli spaces over X. In the case
α = θ := θm1 one of the terms appearing in that formal linear combination
is M(X; ~θ). Let M−θ be obtained from Mθ by replacing the term M(X;
~θ)
with M−(X; ~θ).
For any irreducible α set
Mˆα := c1(L)
k ∩Mα, Mˆ−θ := c1(L)k ∩M−θ ,
where c1(L)
k ∩ · is treated as a linear function. For the formal linear com-
bination Mˆ−θ of oriented 1–manifolds the number of boundary points plus
the number of ends (both counted with sign) must be zero. The number of
boundary points is
#
(
c1(L)
k ∩ ∂M−(X; ~θ)
)
= ±1.
The ends of Mˆ−θ correspond to factorizations over the ends of X. Because
of the choice of σj, only factorizations over the end R+ × Y1 contribute.
Therefore, the number of ends of Mˆ−θ is δa, where the cocycle a is defined
by
a =
∑
α
(#Mˆα) · α,
the sum being taken over all α ∈ R∗Y1 of index 2m1 − 2. Writing [ ] for
cohomology classes we have [a] = uk[b], where
b =
∑
β
(#Mβ) · β.
Thus,
δ0u
k[b] = δα = ∓1,
proving that ζ(Y1,m1) ≥ k + 1 as claimed.
Corollary 2 LetW be a compact, connected spinc 4–manifold whose bound-
ary is a disjoint union of rational homology spheres Y1, . . . , Yr, and let
mj ∈ m(Yj). Suppose b2(W ) = 0 and ζ(Yj ,mj) = 0 for all j. Then∑r
j=1mj = 0.
Proof. If
∑
jmj 6= 0 then after perhaps reversing the orientation of W
we may assume
∑
j mj > 0, contradicting the proposition.
Lemma 9 ζ(S3,m) = m for all m ∈ Z.
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Proof. Since ζ(S3,−m) = −ζ(S3,m), we may assume m ≥ 0. The
lemma clearly holds for m = 0, because HF∗(S3, 0) = 0. Now let m ≥ 1.
Applying Proposition 17 with W = [0, 1] × S3, m1 = m, m2 = 0 we obtain
ζ(S3,m) ≥ m. On the other hand, Proposition 7 gives ζ(S3,m) ≤ m.
Together this proves the lemma.
Proposition 18 Let W be a spinc, compact, connected 4–manifold with
boundary components −Y0,−Y1, Y2, such that each Yj is a rational homology
sphere and b2(W ) = 0. Suppose mj ∈ m(Yj), j = 0, 1, 2 satisfy −m0−m1+
m2 = 0. Then the following hold:
(i) If ζ(Yj,mj) > 0 for j = 0, 1 then
ζ(Y2,m2) ≥ ζ(Y0,m0) + ζ(Y1,m1).
(ii) If ζ(Y0,m0) = 0 then
ζ(Y1,m1) = ζ(Y2,m2).
Proof. The proofs are similar to those of [8, Lemma 6] and [8, Theorem 14],
respectively.
Corollary 3 If ζ(Y1,m1) = ζ(Y2,m2) 6= 0 then ζ(Y1#(−Y2),m1−m2) = 0.
Proof. Apply part (i) of the proposition to W or −W , where W is the
standard cobordism from Y1 ∪ (−Y2) to Y1#(−Y2).
Proposition 19 For any Y there exists an m ∈ m(Y ) such that ζ(Y,m) =
0.
Proof. Pick any m′ ∈ m(Y ) and set k := ζ(Y,m′). If k = 0 then we are done.
Otherwise, set m = m′ − k. Then Lemma 9 and Corollary 3 give
ζ(Y,m) = ζ(Y#(−S3),m′ − k) = 0.
Proposition 20 If ζ(Y,m) = 0 then ζ(Y,m+ k) = k for all integers k.
Proof. Let D ⊂ (0, 1) × Y be an embedded closed 4–ball. Applying Propo-
sition 18 (ii) to W = ([0, 1] × Y ) \ int(D) we get
ζ(Y,m+ k) = ζ(S3, k) = k.
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Definition 5 For any spinc rational homology 3–sphere Y we define h(Y ) =
h(Y ;F) to be the unique m ∈ m(Y ) such that ζ(Y,m) = 0.
It follows from Propositions 19 and 20 that h(Y ) is well defined, and that
h(Y ) = m− ζ(Y,m) (25)
for all m ∈ m(Y ).
Theorem 1 is now an immediate consequence of Propositions 13, 19, and
20, and Theorem 2 follows from (25).
Proof of Theorem 3: Set mj := h(Yj) for j = 1, 2 and m3 := h(Y1#Y2).
Applying Corollary 2 to the standard cobordism W from Y1 ∪ Y2 to Y1#Y2
we obtain −m1−m2+m3 = 0, which is the assertion of the theorem.
Proof of Theorem 4: Set mj := h(Yj) for j > 1 and choose m1 ∈ m(Y1)
with
r∑
j=1
mj +
1
8
(c1(LW )2 − σ(W )) > 0.
The theorem then follows from Proposition 17.
We now address the dependence of h on the coefficient field F. Let F
have characteristic p and let K be the prime field of F, i.e. K = Q if p = 0
and K = Z/pZ if p > 0. Then
HF∗(Y ;F) = HF∗(Y ;K)⊗K F,
from which one easily deduces that
h(Y ;F) = h(Y ;K).
Thus we may write hp(Y ) instead of h(Y ;F).
Note that if Y admits a metric g of positive scalar curvature then (g, 0)
is an ND-pair for Y for which the corresponding Floer cochain complex
vanishes. Hence hp(Y ) = I(g, 0) for all p. (The index I was defined in (4)).
If hp(Y ) 6= h0(Y ) for some p then it is not hard to see that HF∗(Y, h0(Y );Z)
contains an element of order p (in degree 2h0(Y )± 1). The following propo-
sition shows that this group is in a sense the universal home for torsion:
Proposition 21 For anym, q let T qm be the torsion subgroup of HF
q(Y,m;Z).
For m1 ≤ m2 the canonical homomorphism
HFq(Y,m1;Z)→ HFq(Y,m2;Z)
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restricts to a homomorphism
T qm1 → T qm2
which is injective if m2 ≤ h0(Y ) and surjective if h0(Y ) ≤ m1.
Proof. The element δ′j ∈ HF∗(Y,m1;Z) has infinite order for j = 0, . . . , h0(Y )−
m1− 1 if m2 ≤ h0(Y ) and finite order for all j if h0(Y ) ≤ m1. The proposi-
tion now follows from Proposition 13.
13 Proof of Theorem 8
Lemma 10 Let A,B be r × r complex matrices and m a natural number
such that tr(An) = tr(Bn) for all natural numbers n satisfying m ≤ n < 2r+
m. Then A and B have the same characteristic polynomial. In particular,
tr(A) = tr(B).
Proof. Let E denote the set of all the eigenvalues of A and B. For any
square matrix C and complex number λ let mC(λ) denote the multiplicity
of λ as an eigenvalue of C. It suffices to show that mA(λ) = mB(λ) for all
λ 6= 0. So suppose mA(λ) > 0 and consider the polynomial
P (z) = zm
∏
a∈E\{λ}
(z − a).
Putting A in triangular form we see that the multiplicity of P (λ) as an
eigenvalue of P (A) is mA(λ), and there are no other non-zero eigenvalues.
Similarly for B. Hence
mA(λ) · P (λ) = tr(P (A)) = tr(P (B)) = mB(λ) · P (λ).
But P (λ) 6= 0, so mA(λ) = mB(λ).
Corollary 4 Let U = U0⊕U1 and V = V0⊕V1 be finite-dimensional mod 2
graded complex vector spaces. Let f = f0 ⊕ f1 ∈ End(U) and g = g0 ⊕ g1 ∈
End(V ) preserve degrees. If m is a natural number such that the Lefschetz
numbers L(fn) = L(gn) for all n ≥ m, then L(f) = L(g).
Proof. Apply the lemma to f0 ⊕ g1 and g0 ⊕ f1.
Proof of Theorem 8: Because Yj is non-separating, there is a loop in X
whose intersection number with Yj is ±1. Hence each of Y0 and Y1 represents
a generator of H3(X;Z), and by assumption these two generators are equal.
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Let fj : X → S1 be a smooth map such that 1 is a regular value of fj and
(fj)
−1(1) = Yj as oriented manifolds. Then f0 and f1 represent the same
generator of [X,S1] ≈ H1(X;Z). Set
Xj,∞ = {(x, t) ∈ X × R : fj(x) = e2piit}.
Then the projection
pij,∞ : Xj,∞ → X
is a covering whose group of deck transformations is canonically isomorphic
to Z. Let
qj : Xj,∞ → R
be the projection onto the second factor. We may take
Wj := (qj)
−1[0, 1]
as the definition of Wj. Then
Wj,n := (qj)
−1 [−bn/2c , n − bn/2c]
is the result of gluing together n copies of Wj in a chain.
Since f0 and f1 are homotopic, the coverings pi0,∞ and pi1,∞ are isomor-
phic. In particular, pi0,∞ restricts to a trivial covering of Y1. Let B be a
component of (pi0,∞)
−1(Y1). Since B is compact, there is a natural num-
ber m such that B is contained in the interior of W0,m. For every natural
number n set Xn := X0,∞/nZ and let
pin : Xn → X
be the natural n–fold covering. For n ≥ m there is a component Cj of
pi−1n (Yj), j = 0, 1, with C0 ∩ C1 = ∅. Let Cj be oriented such that the
diffeomorphism Cj → Yj obtained by restriction of pin is orientation pre-
serving. Then Xn is the union of two compact, connected, codimension 0
submanifolds Z0, Z1 with
Z0 ∩ Z1 = C0 ∪ C1, ∂Zj = (−Cj) ∪C1−j .
Moreover, b1(Zj) = 0 = b
+(Zj). If each Yj is an integral homology sphere
then it follows from Theorem 4 and Elkies’ theorem that hp(Y0) = hp(Y1).
The same conclusion holds if b2(X) = 0, because then b2(Zj) = 0, too.
Returning to the general case, we can identify
Wj,n = Z1−j ∪C1−j Zj .
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Setting
Aj := ψˆ(Wj) : ĤF
∗(Yj)→ ĤF∗(Yj)
we have
(Aj)
n = ψˆ(Wj,n) = ψˆ(Z1−j) ◦ ψˆ(Zj).
Since ψˆ(Zj) preserves the mod 2 grading, we conclude that
L((A0)
n) = L((A1)
n) for all n ≥ m.
Corollary 4 now says that L(A0) = L(A1), and the theorem is proved.
14 A finite-dimensional analogue
Whereas Marcolli–Wang’s construction of equivariant Seiberg–Witten Floer
homology [15] was modelled on Austin–Braam’s equivariant Morse complex
[1], it may seem less obvious why the groups HF∗(Y ) deserve being called
equivariant Floer cohomology. This section will provide justification for
this name by means of a finite-dimensional analogue. We will use integer
coefficients, for simplicity.
Conceptually, a natural setting for our construction of Floer cohomology
is the Hilbert manifold By(Y ) of L21 configurations (B,Ψ) on Y modulo L22
gauge transformations u : Y → U(1) with u(y) = 1, where y ∈ Y is a base-
point. There is a smooth action of U(1) on By(Y ) whose fixed-points are
the elements [B,Ψ] with spinor Ψ = 0. Away from the fixed-point set F the
action is free, so that the quotient
B∗(Y ) = (By(Y )\F )/U(1)
is also a Hilbert manifold. The Chern–Simons–Dirac functional on Y de-
scends to a smooth U(1)–invariant function
ϑ : By(Y )→ R,
which in turn induces a smooth function
ϑ : B∗(Y )→ R.
An important point here is that ϑ has exactly one critical point which is
also a fixed-point. The group HF∗(Y,m) was defined as the cohomology of
a “Morse complex” of ϑ, whereas HFq(Y ) was obtained from HF∗(Y,m) by
a limiting construction as m = 12 ind(θ)→∞.
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We will now interpret this construction in terms of finite-dimensional
Morse theory (see for instance [2]). As our analogue of By(Y ) we consider
a compact manifold-with-boundary V of positive dimension on which U(1)
acts smoothly, and such that the action is free away from one fixed-point
p which lies in the interior of V . In the proof of Proposition 22 below we
will show that the U(1)–action on V around p is equivalent to the standard
action on Cn around the origin for some n. In particular, dimV = 2n. (It
is easy to deduce from this that the boundary ∂V must be non-empty.) We
assume ∂V is the disjoint union of two relatively open subsets V0 and V1,
one of which might be empty. Let
pi : V → B := V/U(1)
be the projection onto the quotient space and set p := pi(p) and Bi := pi(Vi)
for i = 0, 1. Then the manifold
B∗ := B\{p}.
is our analogue of B∗(Y ). Now let
f : V → [0, 1]
be a smooth U(1)–invariant function such that the following hold:
• f−1(i) = Vi for i = 0, 1.
• p is a non-degenerate critical point of f of maximal index, i.e. ind(p) =
2n. (In particular, p is a local maximum of f .)
• The induced function
g : B∗ → R
has only non-degenerate critical points, all of which lie in the interior
of B∗.
Note that taking ind(p) maximal mirrors the construction of HF∗(Y ).
Choose a U(1)–invariant Riemannian metric on V and let B∗ have the
Riemannian metric for which
V ∗ := V \{p} → B∗
is a Riemannian submersion. Then flow-lines of −∇f in V ∗ map to flow-
lines of −∇g in B∗. Let C be the image in B of the set of critical points of
f . Then
C∗ := C\{p}
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is the set of critical points of g. For any a ∈ C let W s(a) and W u(a) denote
the stable and unstable manifolds of a, resp. (The usual definitions carry
over in an obvious way, even though B is not a manifold due to the singular
point p.) In particular, W u(p) agrees with the image in B of the unstable
manifold of p in V , and W s(p) = {p}. We assume that the Morse–Smale
condition holds in the sense that W s(a) and W u(b) intersect transversely
for any a ∈ C∗, b ∈ C (which holds trivially if b = p), and set
M(a, b) :=W s(a) ∩W u(b).
Then
dimM(a, p) = 2n− 1− ind(a).
For comparison: In gauge theory one has, for any α ∈ R∗Y ,
dimM(α, θ) = 2m− 1− ind(α).
This means that 2n = ind(p) corresponds to 2m = ind(θ). The analogue of
HF∗(Y,m) is now the cohomology of the usual Morse complex of g, which
is isomorphic to the singular cohomology of the pair (B∗, B0).
Before stating the main result of this section recall that if a Lie group K
acts on a space X then the equivariant cohomology H∗K(X) is by definition
the cohomology of the homotopy quotient
XK := X ×K EK,
where EK → BK is a universal principal K–bundle. If Y is a K–invariant
subspace of X such that YK ⊂ XK has the subspace topology (which it
always has when K is compact and Y is closed in X) then we define
H∗K(X,Y ) := H
∗(XK , YK).
If the projection X → X/K is a principal bundle then the canonical map
XK → X/K is a weak homotopy equivalence and therefore induces an iso-
morphism on (co)homology. For instance, this applies to the map
(V ∗)U(1) → V ∗/U(1) = B∗.
Therefore, the inclusions of (V ∗, V0) and ({p}, ∅) in (V, V0) induce homomor-
phisms
Hq(B∗, B0)← HqU(1)(V, V0)→ Hq(CP∞). (26)
Proposition 22 The first map in (26) is an isomorphism for q ≤ 2n − 1
whereas the second map is an isomorphism for q ≥ 2n.
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Thus, the equivariant cohomology of (V, V0) (as an Abelian group) is com-
pletely determined by the cohomology of (B∗, B0). An analogous statement
holds for the Floer groups provided m is so large that HFq(Y ) = 0 for
q ≥ 2m. Namely, in the sequence
HFq(Y,m)→ HFq(Y ) D→ P q(Y ) (27)
the first map is an isomorphism for q ≤ 2m − 1 whereas D is an isomor-
phism for q ≥ 2m. (See Subsection 2.2.) Thus, in this analogy with finite-
dimensional Morse theory, HF∗(Y ) plays the role of the U(1)–equivariant
cohomology of By(Y ) (since the latter has no boundary).
Proof of Proposition 22: Set T := U(1). Note that the action of T on V
induces a representation of T on the tangent space TpV . Let D
′ ⊂ TpV be a
small closed ball centred at the origin. Then exp : D′ → V is a T–equivariant
embedding. Because T acts freely on V ∗ it follows from the classification
of real T–representations that for some integer n there is an isomorphism
TpV
≈→ Cn of euclidean vector spaces which is equivariant with respect to
the standard action of T on Cn.
Let S be the boundary of the geodesic ballD := exp(D′). Note that there
is a deformation retraction of the homotopy quotient DT onto a subspace
which we can identify with BT = CP∞. Moreover, the inclusion ST → DT is
homotopic to a classifying map ST → CP∞ of the T–bundle S × ET→ ST.
From the Mayer–Vietoris sequence of the pairs ((V ∗)T, (V0)T) and (DT, ∅)
in (VT, (V0)T) we then obtain for every integer q a short exact sequence
0 −→ HqT(V, V0) −→ Hq(B∗, B0)⊕Hq(CP∞)
a+b−→ Hq(CPn−1) −→ 0,
where b is an isomorphism for q ≤ 2n− 1. Since
Hq(B∗, B0) = H
q(CPn−1) = 0 for q ≥ 2n
for dimensional reasons, the proposition follows.
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