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Im Internet ist eine sta¨ndig steigende Anzahl von Benutzern zu beobachten. Da-
bei erho¨ht sich speziell auch die Zahl der Personen mit Breitbandzuga¨ngen [63].
Parallel dazu steigt die Vielfalt der u¨ber das Internet angebotenen und genutzten
Dienstleistungen an, wie aus vero¨ffentlichten Verfu¨gbarkeits- und Nutzungsme-
triken von Dienstportalen und verwandten Berichten geschlossen werden kann
[111]. Die Einsatzgebiete reichen von der Bu¨rgerkommunikation mit Beho¨rden
u¨ber die Nutzung freier und kommerzieller Dienste fu¨r den privaten Gebrauch
bis hin zu vertraglich abgesicherten langfristigen Dienstbeziehungen zwischen
Unternehmen.
Klassische Dienstleistungen werden auf all diesen Gebieten zunehmend durch
technische Verfahren erga¨nzt, gestu¨tzt oder gar abgelo¨st. Diese Konvergenz im
entstehenden Internet der Dienste erfordert leistungsstarke Infrastrukturen zur
Erbringung von Diensten mit erkennbaren, garantierbaren und fu¨r die Nutzer
nachvollziehbaren Eigenschaften [92].
Trotz erkennbarer Verbesserungen der eingesetzten Server- und Netzwerk-
technologien treten Fehler und Qualita¨tsverluste nach wie vor ha¨ufig auf, sowohl
aufgrund nicht ausgereifter Technologien als auch aufgrund von Fehlern im Be-
trieb [74]. Als Konsequenz aus diesen Erfahrungen kann man davon ausgehen,
dass auch in naher Zukunft eine Erbringung von Dienstleistungen im Internet
nicht vollsta¨ndig fehlerfrei mo¨glich sein wird. Als Reaktion darauf mu¨ssen In-
frastrukturen zur Dienstbereitstellung mit autonom agierenden Techniken zur
Fehlererkennung und -behebung ausgestattet werden. Zudem muss eine Mo¨glich-
keit geschaffen werden, dem Nutzer die auftretenden qualitativen Unterschiede
transparent zuga¨nglich zu machen.
Mitunter kann ein Verlust an Zuverla¨ssigkeit von Dienstimplementierungen
absorbiert werden, indem gegen ho¨here Kosten eine fru¨hzeitige Ressourcenreser-
vierung und dynamische Anpassung der Ausfu¨hrung an vera¨nderte Bedingungen
durch Adaptionsstrategien stattfindet. Dadurch kann in kritischen Situationen
eine nach subjektiver Wahrnehmung gleichgute Dienstgu¨te erreicht werden. Sol-
che Techniken mu¨ssen durch Infrastrukturen aufgenommen werden. Sie sind
aber trotz aller Vorausplanungen zur Gewa¨hrleistung einer hohen Dienstgu¨te
aufgrund plo¨tzlich auftretender Fehlersituationen nicht genug, wenn etwa Hard-
ware ausfa¨llt oder Systemsoftware Anomalien aufweist. Schwierigkeiten treten
auch durch den Einsatz heterogener Diensttechnologien auf, die eine Erkennung
qualitativer Eigenschaften und erst recht eine darauf basierende Vorausplanung
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nur bedingt ermo¨glichen. Die systematische plattformseitige U¨berpru¨fung der
Dienstqualita¨tsangaben und ein darauf basierendes dynamisches Angebot an
umfa¨nglich beschriebenen Diensten fu¨r jede angefragte Funktionalita¨t hilft bei
der weiteren Reduktion von Risiken. An dieser Stelle setzt die Dissertation mit
der Einfu¨hrung der Metaqualita¨t als Maß fu¨r die Gu¨te von Dienstbeschreibun-
gen und als Abstandsmaß zwischen beworbener und tatsa¨chlicher Dienstqualita¨t
an.
Schließlich kann es Situationen geben, in denen eine technische Kompensie-
rung nicht mehr mo¨glich ist. In diesen Fa¨llen lassen sich oftmals dennoch die
Zufriedenheitswerte der Dienstnutzer halten, indem Rabatte oder andere nicht-
technische Anreize in vorher definierten Dienstnutzungsvereinbarungen festge-
halten werden. Aus diesem Grund sind an reale Gegebenheiten angepasste Ver-
tragsverwaltungsfunktionen unter Beru¨cksichtigung der Metaqualita¨t zur pra¨-
zisen Definition von Garantien auf nichtfunktionale Eigenschaften eine weitere
notwendige Voraussetzung zur Erbringung von Dienstleistungen im Internet.
Das Ziel dieser Dissertation ist demnach die Entwicklung von Verfahren zur
schrittweisen Qualita¨tsverbesserung in Dienstumgebungen durch Steigerung der
Metaqualita¨t und die Realisierung einer solchen Umgebung als modulare Erwei-
terung einer Basisplattform fu¨r das Internet der Dienste.
1.1 Problemdefinition
Aus der vorgestellten Problematik lassen sich zwei zusammenha¨ngende Teilpro-
bleme ableiten:
1. Eine flexible Nutzung elektronischer Dienstleistungen in komplexen Sze-
narien beno¨tigt nicht nur eine Vielfalt an lose gekoppelten Einzeldiensten
mit garantierbaren Eigenschaften, sondern daru¨ber hinaus eine stets ak-
tuell gehaltene, vollsta¨ndige, abfragbare und unabha¨ngige Bewertung der
tatsa¨chlich erbringbaren Dienstgu¨te. Bisher existiert keine durchga¨ngige
Methodik zur Berechnung, Vermittlung und Verbesserung dieser Metaqua-
lita¨tsdaten.
2. Das Internet der Dienste beno¨tigt leistungsfa¨hige Infrastrukturen fu¨r das
Anbieten, Suchen, Konfigurieren, Nutzen und Bewerten von Diensten. Ei-
ne Umsetzung der Methodik zur inkrementellen Qualita¨tsverbesserung
durch Beru¨cksichtigung der Metaqualita¨t muss dabei ein integraler Teil
der Infrastruktur sein. Zur Zeit existiert keine Dienstplattform, die diese
Bedingung erfu¨llt oder durch eine Erweiterung um Metaqualita¨tsmecha-
nismen erfu¨llen kann.
1.2 Wissenschaftliche Beitra¨ge der Dissertation
Die vorliegende Arbeit leistet zwei zusammenha¨ngende prima¨re wissenschaftli-
che Beitra¨ge, die eine fundierte und praktikable Lo¨sung der definierten Probleme
darstellen:
1. Ein Konzept fu¨r inkrementelle Qualita¨tsverbesserungen von Diensten durch
Nutzung von Laufzeitmechanismen zur dynamischen Beschreibung und
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Bewertung nichtfunktionaler Eigenschaften. Dieses in den Lebenszyklus
von Diensten integrierte Konzept sieht einerseits die weitestgehende Nut-
zung existierender formaler Beschreibungen vor, minimiert jedoch den
Aufwand fu¨r deren Pflege und erho¨ht den Grad der Anpassung an re-
elle Gegebenheiten. Zur pra¨zisen Erkennung vollsta¨ndiger und korrekter
Angaben wird die neue Metrik Metaqualita¨t auf unterschiedlichen Granu-
larita¨tsstufen eingefu¨hrt.
2. Eine Definition eines abstrakten Zusammenspiels von Architekturmustern
und Prozessen zur vertraglich abgesicherten Gewa¨hrleistung von Dienst-
gu¨teeigenschaften in Dienstlandschaften in Form einer Referenzarchitek-
tur. Hierbei werden bekannte Verfahren zur Spezifikation, Aushandlung
und Anpassung von Dienstgu¨tekriterien sowie deren objektive Bewertung
durch Monitoring und subjektive Bewertung durch Benutzer eingebun-
den. Gegenu¨ber existierenden Architekturansa¨tzen werden dynamisierte
beschreibende Dienstartefakte und somit die Propagierung der Metaqua-
lita¨t in allen Phasen der Dienstnutzung unterstu¨tzt.
Desweiteren sind zwei sekunda¨re Beitra¨ge entstanden, die den bisherigen
Stand verwandter Arbeiten signifikant erweitern und die prima¨ren wissenschaft-
lichen Beitra¨ge belegen, unterstu¨tzen und nachnutzbar gestalten.
1. Eine modulare, mehrstufig integrierte Dienstplattform als Systemimple-
mentierung zur Demonstration der Anwendbarkeit der erarbeiteten Kon-
zepte. Dabei befinden sich auf der unteren Stufe eine Menge von fu¨r
sich nutzbaren Komponenten und Plattformdiensten zur Verarbeitung von
Dienstartefakten. Diese sind auf ho¨herer Stufe zu einem Gesamtsystem
als Basisplattform fu¨r das Internet der Dienste zusammengeschlossen. Die
Umsetzung der Konzepte zur Metaqualita¨t fu¨hrt u¨ber eine modulare Er-
weiterung zu einer konkreten hochqualitativen Dienstplattform.
2. Ein prototypischer Dienstmarktplatz im Internet, der als experimentell
evaluierter Anwendungsfall der Dienstplattform deren Skalierbarkeit und
Wettbewerbsfa¨higkeit durch Belegung der Korrektheit der Metaqualita¨ts-
konzepte im realen Einsatz u¨ber einen bestimmten Zeitraum belegt.
1.3 Aufbau der Arbeit
Die Arbeit leistet einen Beitrag zur automatisierbaren, langfristigen qualitati-
ven Verbesserung der Dienstausfu¨hrung und Dienstbeschreibung. Sie stellt zu-
erst Grundlagen und verwandte Arbeiten zur Dienst-, Daten- und Metaquali-
ta¨t vor und analysiert existierende Ansa¨tze zur Beschreibung nichtfunktionaler
Dienstmerkmale in Beschreibungen und Vertra¨gen. Ein abstraktes annotierba-
res Beschreibungsmodell wird dabei basierend auf den Analyseergebnissen als
Grundlage fu¨r die nachfolgenden Modellierungsansa¨tze der Dissertation extra-
hiert. Der weitere Text zu den Grundlagen erla¨utert die Fa¨higkeiten bereits
existierender Infrastrukturen fu¨r die Bereitstellung und die Inanspruchnahme
von Diensten.
Im Konzeptteil wird einleitend ein generisches Modell fu¨r die Repra¨sentation
unterschiedlich expressiver nichtfunktionaler Eigenschaften und deren Metaei-
genschaften in allen Phasen des Dienstlebenszyklus erarbeitet. Dies fu¨hrt zur
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Definition der Metaqualita¨t von Diensten. Die zur Erkennung, Propagierung
und Verbesserung der Metaqualita¨t notwendigen Verfahren und Berechnungs-
vorschriften werden in algorithmischer Tiefe ebenfalls im Konzept vorgestellt.
Das Kapitel schließt mit einer abstrakten Betrachtung der Einbindung dieser
Verfahren in Dienstumgebungen u¨ber Plattformschnittstellen und dynamisierte
beschreibende Dienstartefakte sowie ein weiteres Modell zur Repra¨sentation von
paketierten Diensten.
Darauf folgt ein Kapitel zur praktischen Umsetzung und Integration der
entwickelten Verfahren in eine Dienstplattform. Es beginnt mit einer Diskussion
von notwendigen Architekturentscheidungen zur Erbringung einer vertragsge-
bundenen adaptiven Dienstausfu¨hrung. Darauf basierend werden die autarken
Plattformbestandteile als Komponenten und eine integrierte Dienstplattform
sowohl abstrakt als auch als konkret umgesetzte erweiterbare Basisplattform
vorgestellt, die schließlich durch eine modulare Erga¨nzung die Konzepte zur
Qualita¨tsverbesserung einfach und transparent integriert.
Schließlich wird fu¨r die Validierung ein Experiment vorgestellt, welches unter
Ausnutzung der entwickelten Verfahren zeigt, dass sich durch die Qualita¨tsver-
besserungen die Erlebnisqualita¨t einer Dienstnutzung auch im praktischen Ein-
satz steigern la¨sst. Hierfu¨r ist ein spezieller Marktplatz fu¨r handelbare Dienste
auf Basis der Dienstplattform entwickelt und in einer kontrollierten Experimen-
tierumgebung u¨ber la¨ngere Zeit beobachtet worden.
Das zusammenfassende Kapitel beinhaltet einen Ausblick auf das Verwer-
tungspotenzial der Forschungsergebnisse und sich ergebende wissenschaftliche
Anknu¨pfungspunkte.
Die nachfolgende Grafik repra¨sentiert den Aufbau der Dissertation und die
mo¨glichen und empfohlenen Pfade einer vollsta¨ndigen oder interessenfokussier-
ten Abarbeitung.




Dieses Kapitel gibt einen umfassenden U¨berblick u¨ber verwandte Arbeiten in
drei fu¨r das Versta¨ndnis der Arbeit vorausgesetzten Bereichen: Dienstbeschrei-
bungen, Qualita¨tsbetrachtungen und Laufzeitplattformen.
Zuerst werden grundlegende Techniken zur Beschreibung von Diensten ma-
kroskopisch vorgestellt. Dabei wird auf die Einbindung nichtfunktionaler Ei-
genschaften (NFE) ebenso Wert gelegt wie auf deren Projektion auf Dienst-
nutzungsvertra¨ge. Darauf folgt eine erweiterte Betrachtung der operativen Ver-
arbeitung von Dokumenten mit Angabe nichtfunktionaler Eigenschaften in al-
len Phasen der Dienstverarbeitung zur Laufzeit. Davon abgeleitet widmet sich
der dritte Abschnitt einer vereinheitlichten Sicht auf Ansa¨tze zum detaillier-
ten strukturellen Aufbau nichtfunktionaler Eigenschaften aus mikroskopischer
Perspektive.
Anschließend werden Vorarbeiten und laufende Projekte zur Sicherung der
Dienstqualita¨t beschrieben. Diese Betrachtungen werden erga¨nzt um eine Dar-
stellung allgemeiner Qualita¨tskriterien auch im Bereich der Daten-, Erlebnis-
und Metaqualita¨t.
Schließlich wird durch einen systematischen Vergleich von Dienstplattfor-
men untersucht, inwiefern die bereits bekannten Ergebnisse wie auch die in die-
ser Arbeit geplanten Erweiterungen bereits umgesetzt sind oder sich zumindest
aufwandsarm umsetzen lassen.
Die resultierenden fu¨nf Grundlagenabschnitte sind im Schema 2.1 grafisch
zusammenha¨ngend abgebildet.
Abbildung 2.1: Unterkapitelstruktur zu Grundlagen und verwandte Arbeiten
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2.1 Dienstbeschreibungen und Dienstnutzungs-
vertra¨ge
Der interdisziplina¨re Begriff Dienst umfasst weit auslegbare Definitionen zur
Erbringung von Leistungen ausgehend von einem Anbieter u¨ber mo¨gliche Mitt-
ler hin zu einem Dienstnehmer. In der Informatik werden darunter elektroni-
sche Dienste verstanden. Eine scharfe Abgrenzung zum wirtschaftlich gepra¨gten
Dienstleistungsbegriff ist hingegen kaum mo¨glich, da sich beide u¨ber hybride
IT-gestu¨tzte Dienste zunehmend anna¨hern [86, 101] und speziell wissensintensi-
ve Dienstleistungen vermehrt als elektronische Dienste angeboten werden [51].
Das Spektrum an elektronischen Diensten reicht von sitzungsorientierten Te-
lekommunikationsdiensten [21] bis zu diskreten Diensten mit Anfrage-Antwort-
Funktion. Diese wiederum treten aufgrund der chronologischen Entwicklung und
spezialisierter Einsatzdoma¨nen in unterschiedlichen Varianten auf. Beispiele sind
entfernte Methodenaufrufe (Remote Procedure Call, RPC), lokale Systeme fu¨r
Interprozesskommunikation und RPC-verwandte Systemdienste wie D-Bus, auf
Internetprotokollen aufsetzende Web Services und an Web Services angelehnte
Dienste zur Kapselung von Benutzerschnittstellen (UI Services) [31, 79]. Dar-
u¨ber hinaus existieren hybride Ansa¨tze wie IPC-RPC-Gateways [38] oder strom-
verarbeitende Web Services [81] und erschweren somit eine Abgrenzung.
Ein schematischer U¨berblick u¨ber Dienste wird in Abbildung 2.2 gegeben.
Der fu¨r diese Dissertation relevante Begriff verteilbarer und handelbarer Diens-
te umfasst alle deklarativ beschriebenen Dienste. Somit sind insbesondere Web
Services und elektronisch auffindbare und verwaltbare konventionelle Dienst-
leistungen Gegenstand der Betrachtungen. Neben den Beschreibungen existieren
als weitere Gemeinsamkeiten die Abha¨ngigkeit von technischen, finanziellen und
























Abbildung 2.2: Dienstbegriffe und Diensttechnologien
Die deklarativen Dienstbeschreibungsdokumente werden prima¨r dazu ein-
gesetzt, die Spezifikation sowohl funktionaler als auch qualita¨tsbezogener und
sonstiger nichtfunktionaler Eigenschaften von Diensten abzubilden. Diese sind
zur eigentlichen Kommunikation und Nutzung der Dienstfunktionalita¨t nicht
zwingend erforderlich. Fu¨r eine flexible Dienstsuche, -nutzung und -komposition
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sowie eine evolutiona¨re Weiterentwicklung, Integration und Verwaltung sind sie
hingegen essentiell. Die in den Dienstbeschreibungen hinterlegten Angaben zu
Diensteigenschaften werden auf Dienstplattformen in a¨hnlicher Form noch in
weiteren Dokumenten wie etwa vertraglich abgesicherten Dienstgu¨tevereinba-
rungen zur Kontrolle (Monitoring) und Anpassung (Adaption) der Dienstaus-
fu¨hrung genutzt.
In den folgenden Abschnitten werden zuerst die Grundlagen und der derzeiti-
ge Stand der Forschung zu deklarativen Angaben der Diensteigenschaften vorge-
stellt. Ein Hauptaugenmerk liegt dabei auf der Darstellbarkeit von Qualita¨tsme-
triken. In der Folge werden weitere Grundlagen zu vertraglichen Zusicherungen
nichtfunktionaler Eigenschaften und schließlich zu holistischen Dienstmodellen
als Kapselung von Dienstbeschreibungen und Vertragsdokumenten vermittelt.
2.1.1 Beschreibung nichtfunktionaler Eigenschaften
Im Allgemeinen bedingt die Zusicherung einer Garantie, insbesondere einer Qua-
lita¨tsgarantie, mehr als die bloße Zusicherung der Funktionalita¨t eines Produktes
oder einer Dienstleistung. Ein Produkt sollte beispielsweise eine hohe Verar-
beitungsqualita¨t, ein gutes Preis-Leistungs-Verha¨ltnis und eine lange Garantie-
zeit aufweisen. Auch im Bereich der Dienstleistungen wird es ungern gesehen,
wenn zwar ein Reparaturauftrag erledigt wird, dieser aber zeitintensiver und
teurer wird als urspru¨nglich geplant. Gerade u¨ber diese Eigenschaften ko¨nnen
sich Wettbewerber differenzieren, wa¨hrend die eigentliche Funktion oft den Cha-
rakter einer beliebigen Austauschbarkeit annimmt. Je sta¨rker die angenommene
Austauschbarkeit der Funktion ausgepra¨gt ist, desto wichtiger werden die nicht-
funktionalen Aspekte fu¨r eine zielgerichtete Auswahl der besten Angebote aus
der Vielfalt an Anbietern [77].
Dienstleistungen, die u¨ber das Internet angeboten werden, besitzen heute
noch einen hohen Grad an Individualita¨t. Dies betrifft nicht nur die Bandbrei-
te der Angebote und Funktionen, sondern auch die Durchfu¨hrung der Dienst-
leistung auf technischer Ebene. Die eingesetzten U¨bertragungsformate fu¨r In-
formationen, Protokolle und Ablaufsprachen zur Abwicklung unterstu¨tzender
Prozesse wie etwa der Bezahlung sind hochgradig heterogen. Durch die Ein-
fu¨hrung standardisierter Schnittstellen und Formate durch Middleware-Ansa¨tze
und Web Services wa¨chst jedoch bereits die Zahl der Dienste, die sich sowohl
funktional vergleichen la¨sst als auch technische Kompatibilita¨t aufweist. Dies er-
mo¨glicht damit zunehmend eine kurzfristige Auswahl des Dienstanbieters durch
den Benutzer oder Kunden. In der Folge steigt damit auch in diesem Bereich
die Wichtigkeit deklarativ spezifizierter nichtfunktionaler Eigenschaften (NFE)
rapide an.
Dennoch ist nach heutigen Maßsta¨ben fu¨r Benutzer von Diensten nur schwer
erkennbar, welche NFE ein Dienst tatsa¨chlich hat und inwiefern diese Schwan-
kungen unterworfen sind. Die Zusicherung der NFE durch den Dienstanbieter
ist aufgrund jener Schwankungen aus dessen Sicht ebenfalls kaum mo¨glich, ohne
ha¨ufige und schwer vorhersagbare Verletzungen der Zusicherungen zu riskieren.
Das Anliegen dieses Unterkapitels ist daher die Schaffung eines U¨berblicks u¨ber
existierende Notationen von NFE als Teil von Dienstbeschreibungen sowie u¨ber
existierende Mechanismen zu deren Zusicherung. Auch werden bereits vorge-
schlagene Erweiterungen und Lo¨sungsansa¨tze zu den vorhandenen Problemen
vorgestellt und analysiert.
16 KAPITEL 2. GRUNDLAGEN UND VERWANDTE ARBEITEN
Beschreibung von Komponenteneigenschaften
Die Eigenschaften eines Dienstes leiten sich zwar aufgrund mo¨glicher Einflu¨sse
der Umgebung wie etwa Laufzeitcontainer nicht vollsta¨ndig und unmittelbar,
aber doch zu großen Teilen von der Implementierung der eigentlichen Funktionen
ab. Somit bietet es sich an, das softwaretheoretisch bereits gut erforschte Feld der
formalen Beschreibungssprachen fu¨r Eigenschaften von Softwarekomponenten
zu betrachten.
Allgemein u¨blich fu¨r die abstrakte Darstellung von Komponenten ist die Uni-
fied Modelling Language (OMG UML, ISO/IEC 19501). Sie bietet eine grafische
Notation fu¨r die Struktur einschließlich Komposition und hierarchischen oder
anderen Beziehungen zwischen Komponenten. Die derzeitige Sprachversion 2.2
wird dabei erga¨nzt von der Object Constraint Language (OCL), mit der sich Ei-
genschaften von Parametern in Abha¨ngigkeit von anderen Eigenschaften sowie
Invarianten ausdru¨cken lassen.
Als Beispiel fu¨r die Modellierung in UML wird nun ein stereotypischer Dienst
fu¨r die Beurteilung von Projektantra¨gen vorgestellt. Ein u¨bermittelter Antrag
wird zuerst automatisch auf formale Fehler wie fehlende Angaben oder u¨ber-
schrittene Abgabefristen gepru¨ft. In einer zweiten Stufe wird ein eher langwie-
riger Pru¨f- und Annahmeentscheidungsprozess durchgefu¨hrt. Das Beispiel wird
konsistent und vergleichend auch in den anderen Abschnitten verwendet wer-
den. Es weist die interessante Eigenschaft auf, dass bestimmte Eigenschaften
wie die Verarbeitungszeit der Eingabenachricht vom Inhalt abha¨ngen und eine
vorstellbare Nutzung des Dienstes zwar wiederholt, jedoch nicht sta¨ndig erfolgt.
Abbildung 2.3: Beispiel einer Komponentenbeschreibung mit UML und OCL
Eine weitere Beschreibungssprache fu¨r Komponenteneigenschaften ist die
Component Quality Modelling Language (CQML) [131]. Diese ist speziell fu¨r
die Angabe von diskreten Qualita¨tsmerkmalen entworfen worden. In ihr sind
einfache und komposite NFE typisiert und wertebeschra¨nkt ausdru¨ckbar. Sie
stellt damit eine Alternative zu UML/OCL fu¨r nichtfunktionale Aspekte dar.
Eine Erweiterung von CQML um systemische Aspekte ist CQML+. Hierbei
werden die Komponenten im Kontext eines Laufzeitcontainers betrachtet und
die Qualita¨tsmerkmale an die Verfu¨gbarkeit und Reservierbarkeit von Ressour-
cen gekoppelt [89]. Desweiteren sind fachliche Verbesserungen an der Sprache
selbst wie eine zur Laufzeit maschinenauswertbare Repra¨sentation mit CQML+
hinzugekommen. Der nachfolgende Codeausschnitt 2.1 entha¨lt ein CQML-Frag-
ment zur rudimenta¨ren Spezifikation der Projektantragskomponente mit einer
CQML+-spezifischen Ressourcenklausel. Ein Speicherbedarf der Komponente
von mindestens 200 Kilobytes wird daru¨ber zur Funktionserbringung erkennbar
vorausgesetzt.
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Listing 2.1: NFE-Beschreibung in CQML+
1 quality_characteristic responsetime {
2 domain: decreasing numeric real seconds;
3 }
4 quality quick(task: Task) {
5 responsetime(task) <= 3.0;
6 }
7 quality deferred(task: Task) {
8 responsetime(task) <= 604800.0;
9 }
10 resource memory {
11 quality_characteristic size (r: Resource) {
12 domain: numeric kilobytes;
13 }
14 }
15 quality memory_high(r: Resource) {
16 size(r).minimum > 200;
17 }
18 component proposalvalidator {
19 uses proposal incoming;
20 provides quick(formalcheck) outgoing;
21 provides deferred(finalcheck) outgoing;
22 resources memory_high(memory);
23 };
Erkennbares Verhalten und wechselseitige Einflu¨sse
Die vorgestellten Sprachen UML/OCL und CQML(+) sind weitestgehend auf
die Angabe diskreter Eigenschaften zu jeder Funktion einer Komponente be-
schra¨nkt. Eine direkte Ableitung von Metriken wie der Antwortzeit abha¨ngig
von der u¨bermittelten Datenmenge ist mit ihnen nicht mo¨glich. Gleichermaßen
sind die Angaben auf isoliert ablaufende Vorga¨nge beschra¨nkt, ein wechselsei-
tiger Einfluss paralleler Anfragen oder Sto¨rungen durch Umgebungsparameter
sind nicht vorgesehen.
Zwar existieren erste Ansa¨tze zur Einbeziehung solcher Einflu¨sse in seman-
tisch erweiterten Beschreibungssprachen. Diese sollen jedoch in dieser Arbeit
nicht weiter betrachtet werden. Stattdessen wird die Annahme getroffen, dass
jeder Dienst isoliert arbeitet und nichtfunktionale Eigenschaften unabha¨ngig
voneinander sind.
Beschreibung von Diensteigenschaften
Ein Dienst kann nicht nur aus mehreren Komponenten zusammengesetzt sein,
sondern auch verteilt unter Nutzung verschiedener Komponententechnologien
und weiterer nicht komponentenbasierter Bestandteile arbeiten. Insbesondere
bei komplexen Diensten und Prozessen ist dies die Regel. Die Einbindung wei-
terer unterstu¨tzender Subsysteme wie Datenbanken, Replikationsmanager und
Kommunikationsmodulen erfordert einen erweiterten Ansatz zur Modellierung,
der u¨ber Komponenten hinausgeht und dienstspezifische heterogene Architek-
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turen und deren Eigenschaften abbilden kann.
Als brauchbar fu¨r die architektonische Beschreibung der Dienstarchitektur
hat sich dabei die grafische Notation Fundamental Modelling Concepts (FMC)
herausgestellt, mit der man nicht nur den Aufbau eines Systems darstellen kann.
In Anlehnung an Petrinetze lassen sich Abla¨ufe sowie in Anlehnung an Entity-
Relationship-Diagramme Wertebereiche formulieren. Insbesondere mehrschich-
tige Architekturen wie u¨bliche 3-Schichten-Systeme mit einer Trennung zwischen
der persistenten Datenspeicherung, der Datenverarbeitung und der Interaktion
mit dem Benutzer lassen sich dadurch repra¨sentieren. Ebenso la¨sst sich eine
Anwendung konzeptuell skalieren, indem ihre Bestandteile wie Datenbank oder
Nachrichtenversand redundant ausgelegt und miteinander vernetzt werden. Eine
solchermaßen ausgerichtete Architektur des Beispieldienstes zur Antragspru¨fung
ist im FMC-Blockdiagramm 2.4 dargestellt.
Abbildung 2.4: FMC-Blockdiagramm zur Beschreibung eines Dienstes
Als weiterer Vertreter sei die Systems Modelling Language (SysML) genannt,
die derzeit in der Version 1.1 vorliegt und UML um Aspekte fu¨r komplexe Sys-
teme erweitert. Mit dieser ebenfalls grafischen Notation ist der Einfluss von
Komponenten vom Systemkontext darstellbar.
Weit verbreitet fu¨r die rein syntaktische Beschreibung der funktionalen As-
pekte von Diensten sind XML-Beschreibungsdateien wie die Web Service De-
scription Language (WSDL) fu¨r prozedurale Dienste und die Web Application
Description Language (WADL) fu¨r ressourcenzentrische Dienste. Beide enthal-
ten grundsa¨tzlich keine Mo¨glichkeit, nichtfunktionale Angaben vorzunehmen.
Es existieren jedoch Erweiterungen wie etwa SAWSDL zur elementweisen Ver-
knu¨pfung mit Konzepten in Ontologien, die wiederum NFE-Angaben enthalten
ko¨nnen. Der nachfolgende Codeauszug 2.2 verdeutlicht den stark vereinfachten
Aufbau einer WSDL-Datei. Gut erkennbar ist die notwendige Aufteilung der
komplexen Dienstinteraktion auf zwei einzelne Operationen, deren Verknu¨pfung
nicht erkennbar ist. Dies ließe sich u¨ber Erweiterungen wie WS-Conversation
realisieren.
Als Vertreter der Dienstbeschreibungssprachen aus dem Bereich der seman-
tischen Web Services bietet sich die Web Service Modelling Language (WMSL)
an. Sie definiert weniger ein abgeschlossenes Beschreibungsmodell als vielmehr
eine Syntax mit Basisnotationen zu Eigenschaften, Vor- und Nachbedingungen
(IOPEs) sowie Verhaltensweisen von Diensten. Der Beispieldienst zur U¨berpru¨-
fung von Projektantra¨gen ist nachfolgend im Quelltext 2.3 dargestellt. Erkenn-
bar ist die fehlende Funktions- und Nachrichtenbeschreibung, wofu¨r IOPEs und
Grounding-Angaben hinzugefu¨gt werden mu¨ssten.
Die Unified Service Description Language (USDL) ist ein Ansatz, neben
technischen auch operative, juristische und gescha¨ftliche Dienstmerkmale aus-
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Listing 2.2: NFE-Beschreibung in WSDL (Pseudocode-Notation)
1 service proposalvalidator {
2 port default {
3 operation validatequick {
4 message incoming proposal;
5 message outgoing formalcheck;
6 }
7 operation validatedeferred {




Listing 2.3: NFE-Beschreibung in WSML
1 wsmlVariant _"http ://www.wsmo.org/wsml/wsml -syntax/wsml -
flight"
2 namespace { _"http :// smp/ontologies/Project/
ProposalValidator.wsml#",
3 qos _"http ://smp/ontologies/QoSBase.wsml#",
4 remoteqos _"http ://smp/ontologies/RemoteQoSBase.wsml#",
5 wsml _"http ://www.wsmo.org/wsml/wsml -syntax#" }
6
7 webService ProposalValidator






13 definedBy ?serviceType memberOf remoteqos#RemoteQoS.
14
15 interface Basic




19 importsOntology _"http ://smp/ontologies/RemoteQoSBase.
wsml#"
20
21 instance RT memberOf { remoteqos#ResponseTime , qos#
ServiceSpec }
22 qos#value hasValue 10
23 qos#unit hasValue qos#Second
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Listing 2.4: NFE-Beschreibung in USDL (Pseudocode-Notation)
1 service {


















zudru¨cken [17]. Vor dem Hintergrund einer erho¨hten Akzeptanz von Internet-
diensten ist dies eine wichtige konzeptionelle Erweiterung. Im Gegensatz zu
WSDL lassen sich in USDL Preismodelle, Qualita¨tsstufen, Dienstzugangsop-
tionen, Kontaktdaten und allgemeine Nutzungsbedingungen formulieren. Aller-
dings weist USDL Schwa¨chen auf, indem Strukturmerkmale von WSDL dupli-
ziert anstatt referenziert werden. Auch die strukturierte Angabe komplexer oder
annotierter nichtfunktionaler Eigenschaften ist nicht vorgesehen. Das folgende
Syntaxbeispiel 2.4 in USDL Version 1 wurde auf wenige ausgewa¨hlte Merkmale
reduziert und als kompakte Variante dargestellt. Die Granularita¨t der NFE-
Angaben ist erkennbar nicht auf die Pra¨senz mehrerer Operationen ausgerich-
tet, sondern bezieht sich auf den gesamten Dienst. Das laufende Standardisie-
rungsverfahren zu USDL Version 3 deutet derzeitig nicht auf eine besondere
Beru¨cksichtigung flexibler NFE-Modellierung hin 1.
Schlussfolgerungen
Die in der Tabelle 2.1 zusammengefasste Betrachtung der verschiedenen Ansa¨tze
zur Dienstbeschreibung hat gezeigt, dass es kein singula¨res Format zur Anga-
be aller Diensteigenschaften und -verhaltensweisen gibt. Insbesondere wird die
Praxis nach wie vor durch rein syntaktische Formate wie WSDL dominiert, wa¨h-
rend sich weitergehende Beschreibungen unter Einbeziehung von Ontologien und
u¨ber technische Aspekte hinausgehende Angaben zu gescha¨ftlichen und opera-
tiven Eigenschaften noch nicht u¨ber Forschungsprototypen hinaus durchsetzen
konnten. Dieser Situation werden die in dieser Arbeit entwickelten Konzepte
gerecht werden mu¨ssen. Zur Maximierung der Anwendbarkeit auf existierende
Dienste wird daher vorgeschlagen, die Diensteigenschaften von ihrer konkreten
1USDL-Spezifikation: http://internet-of-services.com
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USDL (XML) wenige vordefinierte NFE
Darstellung in Dienstbeschreibungen u¨ber Abbildungsvorschriften zu abstrahie-
ren.
2.1.2 Vertragliche Zusicherung von nichtfunktionalen Ei-
genschaften
Zwar werden deklarative Dienstbeschreibungen unter Entwicklern ha¨ufig als
Kontrakt bezeichnet, der die zu nutzenden Schnittstellen festlegt und im Sin-
ne einer modellgetriebenen Softwareentwicklung manifestiert und dokumentiert,
aber im juristischen Sinne sind dies keine rechtsgu¨ltigen Dokumente.
Mo¨chte sich ein Benutzer bestimmte Eigenschaften der Dienstausfu¨hrung ga-
rantieren lassen, so ist dafu¨r ein gesondertes Dokument notwendig, welches die
Vereinbarungen zur Dienstgu¨te (Service Level Agreement, SLA) entha¨lt. U¨bli-
cherweise beziehen sich die darin beschriebenen Garantien neben einer stets zu
erbringenden Funktion auf verhandelbare NFE, deren Verhandlungsspielraum
aus der Dienstbeschreibung oder einer speziellen SLA-Vorlage (Service Level
Agreement Template, SLAT) ersichtlich ist. Eine SLA als technisches Kerndoku-
ment bildet erga¨nzt um relevante juristische Aspekte dann einen Vertrag. In die-
sem werden die zeitliche und ra¨umliche Gu¨ltigkeit eingeschra¨nkt, der Gerichts-
standort festgelegt sowie weitere wohlbekannte Dienstnutzungsregeln (Terms of
Service, ToS) festgelegt.
In diesem Unterkapitel werden relevante Sprachen fu¨r elektronische Vertra¨ge
und Vertragsabschlu¨sse vorgestellt. Die Bezeichnungen Vertrag und technische
Dienstgu¨tevereinbarungen (SLA) werden, sofern nicht aus juristischen Gru¨nden
von gesondertem Interesse, synonym verwendet.
Aufbau von Dienstgu¨tevereinbarungen
Die Struktur von Dienstgu¨tevereinbarungen richtet sich prima¨r nach den betei-
ligten Teilnehmern. U¨blicherweise werden SLA zwischen einem Dienstanbieter
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und einem Dienstnutzer betrachtet. Jedoch sind sie auch zwischen Dienstan-
bieter und Dienstentwickler ga¨ngig, um etwa dem Entwickler einen Teil des
erzielten Einkommens zukommen zu lassen. Auf technischer Ebene sind weitere
SLAs zwischen verteilten Systemkomponenten wie einer Dienstverwaltung und
einem Ausfu¨hrungsserver definierbar. Seltener sind Konstellationen, in denen
SLA zwischen mehr als zwei Teilnehmern existieren.
Wa¨hrend viele SLA individuell gestaltet und somit zwar flexibel, aber nur
bedingt maschinell auswertbar sind, sind mit dem Aufkommen von Gridsyste-
men und Web Services diverse Sprachen entwickelt worden, die eine einheitli-
che deklarative Notation von Vereinbarungen ermo¨glichen. Aufgrund ihrer ho-
hen Verbreitung in der Literatur und konzeptionellen Spannweite seien hier die
Sprachen WSLA [29], WS-Agreement [28] und SLAng [61] vorgestellt. Neben
diesen Auszeichnungssprachen existieren vorlagenbasierte Ansa¨tze, die zumin-
dest hinsichtlich der A¨nderung von ausgehandelten Werten flexibel sind, jedoch
strukturell keine Modifikationen zulassen.
Ein Vertrag gema¨ß der Web Services Agreement Specification (WS-Agree-
ment) besteht aus einer Menge von allgemeinen Metadaten zu den Vertrags-
partnern und zum Vertrag selbst, sowie aus einer weiteren Menge von einzelnen
Dienstgu¨tezielen, auch Service Level Objective (SLO) oder Key Performance
Indicator (KPI) genannt. Die konkrete Syntax der SLOs wird dabei durch WS-
Agreement nicht vorgegeben, wodurch jede Implementierung eine Formatver-
feinerung voraussetzen muss. Als brauchbar hat sich dabei das Format WS-
Agreement+ValueTypes herausgestellt, in welchem jede SLO einen gerichteten
und einheitennormierten Grenzwert oder als Vorlage einen Wertebereich besitzt.
Eine alternative Spezialisierung fu¨r dynamisch aushandelbare SLO existiert fu¨r
Vertra¨ge zwischen virtuellen Organisationen in Gridumgebungen [49].
Web Service Level Agreement (WSLA) ist ein a¨lterer Ansatz, der sich aus
einer Sprachspezifikation [29] und einer operativen Einbindung [50] zusammen-
setzt. Metriken ko¨nnen analog zu Typen in XML Schema definiert werden, wobei
dafu¨r proprieta¨re Sprachkonstrukte beno¨tigt werden.
Ein ausfu¨hrlicher Vergleich von WS-Agreement und WSLA findet sich in
[83].
SLAng ist gegenu¨ber WS-Agreement und WSLA sta¨rker an eine geschich-
tete Systemarchitektur angelehnt [61]. Vertikal werden die SLO somit von der
Netzwerkschicht u¨ber Container und Hostingumgebungen bis hin zur Anwen-
dung betrachtet. Horizontal wird die Komposition von Diensten beru¨cksichtigt.
Nachteilig fu¨r die Verwendung von SLAng in Dienstlandschaften ist eine fehlen-
de syntaktische Spezifikation.
Die Tabelle 2.2 fasst die Merkmale u¨blicher SLA-Sprachen anhand syntak-
tischer und operativer Kriterien zusammen.
Kein bisher spezifiziertes SLA-Format deckt alle Anforderungen ab. Beispiel-
haft seien hier nur der Aufbau und die Schwa¨chen von WS-Agreement aufge-
fu¨hrt. Diese Spezifikation ist fest an einen bestimmten Aushandlungsalgorithmus
gekoppelt und kennt keine Neuaushandlung. Die SLO-Angaben unterliegen kei-
ner formalen Semantik. Ausfu¨hrliche Analysen sind an anderer Stelle bereits
durchgefu¨hrt worden ([68, 37]). Da im Rahmen dieser Arbeit keine eigene SLA-
Sprache entworfen werden soll, sind die aufgezeigten Ma¨ngel im Entwurf der
Lo¨sung zu beru¨cksichtigen.
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Aufbau von rechtsgu¨ltigen Vertra¨gen
Die Akzeptanz qualita¨tswahrender Dienstanbieter im Internet der Dienste ha¨ngt
wesentlich davon ab, inwiefern die gegebenen Garantien im Ernstfall einforder-
bar und gegebenfalls sogar einklagbar sind. Diese Anforderung bedingt eine Ein-
bindung der geschlossenen Vereinbarungen in rechtsgu¨ltige Vertra¨ge. Die rechtli-
chen Rahmenbedingungen dafu¨r unterscheiden sich von Land zu Land und sind
abha¨ngig vom Kontext der Vereinbarung wie einer Gescha¨ftsbeziehung oder ei-
ner Privatnutzung. Aus diesem Grund sind die hier dargelegten Ansa¨tze auf die
Bundesrepublik Deutschland beschra¨nkt.
Aufgrund der teilweise diffusen rechtlichen Situation wurde speziell fu¨r die
vorliegende Arbeit eine entwicklungsbegleitende Begutachtung durch juristi-
sche Projektpartner an der Universita¨t Karlsruhe (TH) angefragt und durch-
gefu¨hrt [121]. Das grundlegende Versta¨ndnis eines Vertragsdokuments zwischen
Dienstanbieter und Dienstnutzer ist dabei wie in Abbildung 2.5 dargestellt eine
Komposition aus Allgemeinen Gescha¨ftsbedingungen, einer Leistungsbeschrei-
bung sowie aushandelbaren Parametern, die rechtlich eine Leistungseinschra¨n-
kung bedeuten.
U¨berwachung der Einhaltung von Vertra¨gen
Nach der Einfu¨hrung in Dienstgu¨tevereinbarungen und das Vertragswesen im
Dienstleistungsbereich werden nun existierende Ansa¨tze fu¨r die U¨berwachung
von Vertra¨gen dargestellt. Weitere vertragsgebundene Verwaltungsverfahren wie
SLA-Aushandlungen werden fu¨r die vorliegende Arbeit nicht betrachtet. Ein
U¨berblick wird in [68] gegeben. Spezielle Verfahren existieren fu¨r die Voraus-
handlung [11] und die eigentliche Aushandlung von Vertra¨gen [126].
Ist ein Vertrag zustandegekommen, so sollte dessen Einhaltung mo¨glichst
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Abbildung 2.5: Aufbau eines rechtsgu¨ltigen Vertragsdokuments
vollsta¨ndig autonom u¨berwacht werden, um strittige Auffassungen von der Er-
fu¨llung der vertraglich festgelegten Leistungen zu minimieren. Auf technischer
Ebene gibt es dazu eine Vielzahl von Verfahren, die ausgehend von einem Vertrag
eine U¨berwachung mittels Monitoring ermo¨glichen. Dazu mu¨ssen NFE in Dienst-
beschreibungen, Vertragsvorlagen und aktiven Vertra¨gen auf systemseitig ver-
fu¨gbare Mess- und Aggregationsfunktionen abgebildet werden. Bislang existiert
keine SLA-bezogene Sprache zur Realisierung dieser Anforderung. Neben der
Interpretation der SLA zur Laufzeit existieren Verfahren zur Instrumentierung
von Dienstimplementierungen oder Laufzeitumgebungen mit Monitoring-Code
wie im CQML+-basierten Ansatz von COMQUAD [90] und im BPEL-basierten
Prozessmonitoring [119]. Allen Ansa¨tzen ist gemeinsam, dass bei Eintritt ei-
ner SLA-Verletzung korrigierende Aktionen wie eine Adaption der Ausfu¨hrung
vorgenommen werden.
Schlussfolgerungen
Die Absicherung der Dienstausfu¨hrung durch Dienstgu¨tevereinbarungen und
Vertra¨ge ist einhergehend mit einer zunehmenden o¨ffentlichen Bereitstellung
von Diensten ein gut untersuchtes Gebiet. Die Aushandlung und Spezifikati-
on der Vereinbarungen ist mit existierenden Ansa¨tzen mo¨glich. Allerdings sind
trotz bisheriger speziell darauf ausgerichteter Forschungsprojekte verschiede-
ne Aspekte der Vertragsgestaltung nur unzureichend beleuchtet worden. Dies
betrifft insbesondere die Bereitstellung von Vertragsvorlagen, deren Angaben
zu Diensteigenschaften im Kontext einer automatisierten Aushandlung unbe-
dingt die tatsa¨chlich erbringbare Leistung widerspiegeln mu¨ssen. Davon abge-
leitet wird eine Betrachtung von Vertra¨gen und Vertragsvorlagen als dynamische
Dokumente mit einem wohldefinierten Prozess zur Anpassung beno¨tigt.
2.1.3 Dienstmodelle und verteilbare Dienste
Ein bisher wenig untersuchter Bereich ist die gesamtheitliche Modellierung, Ent-
wicklung und Verbreitung von Diensten.
Die Modellierung von abstrakten Gescha¨ftsprozessen, deren Transformation
auf ausfu¨hrbare Prozesse und die Nutzung von Regelsprachen zur Reaktion auf
Ereignisse wa¨hrend der Prozessausfu¨hrung sind bisher weitestgehend entkoppel-
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te Themenfelder. Eine kombinierte Betrachtung findet erst in ju¨ngster Zeit statt
[129]. Vereinzelt werden auch Aspekte wie der U¨bergang von der Idee zu einem
Dienst zu seiner Realisierung [87] und die Verbindung eines Dienstes zu einem
passenden Gescha¨fts- und Preismodell [40, 62] auf Basis von Ontologien in die
Modellierung eingebunden.
Eine weitergehende Verknu¨pfung zwischen Modellen und Abbildungen auf
verschiedenen Ebenen einer technischen und einer rollenbezogenen Dimension
bietet die Methodologie zur Integrierten Dienstentwicklung (Integrated Service
Engineering, ISE). Die ISE-Methodologie ist noch nicht abschließend fertig ge-
stellt, eine Evaluierung wird derzeitig anhand der dafu¨r eigens auf Eclipse-Basis
entwickelten Entwicklungsumgebung ISE Workbench [91] durchgefu¨hrt.
Um elektronische Dienstleistungen greifbar (tangible) und handelbar zu ma-
chen, mu¨ssen sie a¨hnlich wie Produkte von immateriellen zu materiellen Gu¨-
tern umgestaltet werden. Technisch geschieht dies durch eine Paketierung des
Dienstes fu¨r eine bestimmte Zielumgebung und anschließend durch den eigentli-
chen Handelsvorgang. Je nach Gescha¨ftsmodell kann dafu¨r eine Replikation des
Dienstpaketes vonno¨ten sein. Derartig verteil- und handelbare Dienste repra¨-
sentieren nach weit verbreiteter Ansicht ein Kernelement fu¨r das Internet der
Dienste.
Ein auf die ISE-Methodologie passendes Paketformat stellt das Service Ar-
chive (SAR) dar. In ihm werden die Dienstimplementierung als ausfu¨hrbarer
Prozess, die Beschreibungen und Vertragsvorlagen dieses Dienstes sowie die
Beschreibungen von ihm genutzter Dienste abgelegt. Als Dienstbeschreibung
kommt hierbei USDL zum Einsatz. Aufgrund der starren Spezifikation und star-
ren Kopplung an USDL ist SAR fu¨r den Einsatz in heterogenen Umgebungen
wie dem partizipativen Internet der Dienste nur bedingt geeignet.
Herko¨mmliche Paketformate, die durch die Auslieferung von Diensten als
Teil von Softwaremodulen oder Webanwendungen um serviceorientierte Merk-
male erga¨nzt worden sind, sind noch weniger geeignet, da der deterministische
Zugriff auf Dienstbeschreibungen oder gar weitere Dokumente wie SLA-Vorlagen
nicht mo¨glich ist.
Aufgrund fehlender akzeptierter Ansa¨tze zur Verbreitung von Diensten wird
in dieser Arbeit die Einfu¨hrung eines Modells fu¨r verteilbare Dienste bei gro¨ßt-
mo¨glicher Beibehaltung existierender Paketformate als notwendiger Schritt gese-
hen. Die Modellierung und Entwicklung der Dienste wird nicht als Problematik
betrachtet.
2.1.4 Zusammenfassung Dienstbeschreibungen und Dienst-
nutzungsvertra¨ge
Die Untersuchung der existierenden Ansa¨tze zum Aufbau von Dienstbeschrei-
bungen und Dienstnutzungsvertra¨gen und zu deren Handhabung in Dienstplatt-
formen hat etliche Ma¨ngel aufgezeigt, die an dieser Stelle noch einmal zusam-
mengefasst werden sollen.
Es existieren nur wenige Beschreibungsformate, um Diensteigenschaften und
darauf bezogene Garantieterme pra¨zise und umfa¨nglich formulieren zu ko¨n-
nen. Die darauf spezialisierten Sprachen wie CQML+ sind mit den in SOA-
Umgebungen durchga¨ngig unterstu¨tzten Formaten wie WSDL disjunkt. Soll die-
se Diskrepanz nicht in einem weiteren Format resultieren, so ist es notwendig,
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die Verarbeitung von Teilaspekten der Beschreibungsdokumente wie die Aus-
wertung nichtfunktionaler Eigenschaften zu abstrahieren.
Es fehlt zudem an Konzepten fu¨r dynamische Dokumente als Grundlage
einer vollsta¨ndig adaptiven Dienstumgebung. Sowohl fu¨r den Dienstentwickler
als auch systemseitig muss es mo¨glich sein, dienstbezogene Beschreibungen zu
aktualisieren. Statisch abgelegte oder aus der Implementierung heraus generierte
Dienstbeschreibungen reduzieren die Flexibilita¨t von SOA-Umgebungen.
Schließlich existieren nur wenige Kontrollmechanismen, die u¨ber Ru¨ckkopp-
lungsverfahren die spezifizierten Eigenschaften u¨berpru¨fen und korrigieren ko¨n-
nen. Hierfu¨r ist es notwendig, eine durchga¨ngige Betrachtung der Diskrepanz
zwischen angegebenen Werten und tatsa¨chlich auftretenden Messgro¨ßen durch
die Metrik Metaqualita¨t zu ermo¨glichen.
2.2 Qualita¨tsbezogene Prozesse in Dienstumge-
bungen
Nach der Darstellung der statischen Repra¨sentation von Diensteigenschaften
und vertraglichen Zusicherungen soll die Betrachtung nichtfunktionaler Eigen-
schaften u¨ber den gesamten Lebenszyklus des Dienstes ausgeweitet werden. Es
ergibt sich daraus die Anforderung der uniformen Repra¨sentation von NFE auch
in Anfragesprachen, Dienstbewertungen und Monitoringergebnissen.
2.2.1 Ru¨ckversicherungsstrategien: Ressourcenreservierung
und Adaption
Die Risikominimierung bei Anbietern von Versicherungen gegen Diebstahl oder
Blitzschlag fu¨hrte zur Bildung von Ru¨ckversicherern, die im Falle von Naturka-
tastrophen kurzfristig ho¨here Geldbetra¨ge an die Versicherungen auszahlen und
diesen damit u¨berhaupt erst ermo¨glichen, ihre Beitra¨ge und Leistungen u¨ber
statistisch nicht vollsta¨ndig erfassbare Modelle wie dem Wetter zu kalkulieren.
Analog dazu muss sich auch ein Dienstanbieter seinerseits ru¨ckversichern, da-
mit nicht im Ausnahmefall zu hohe Kosten auf ihn zukommen. Eine rein mone-
ta¨re Ru¨ckversicherung federt zwar die Kosten ab, liefert aber keinen Beitrag zur
Kontinuita¨t hochqualitativer Dienstbereitstellung, was sich sekunda¨r in Form
abwandernder Nutzer auswirken kann. Hierfu¨r gibt es verschiedene Lo¨sungs-
strategien, die autonom agieren und Ausfa¨lle oder drohende Qualita¨tsverluste
im System ausgleichen ko¨nnen. Die bedeutendsten Ansa¨tze sind die vorherige
Reservierung einer ada¨quaten Menge an Ressourcen im System sowie die nach-
tra¨gliche Anpassung von Ressourcen, Diensten oder Vertra¨gen an vera¨nderte
Verha¨ltnisse. Diese Differenzierung zwischen pessimistischer und optimistischer
Voraussicht ist aus anderen Bereichen wie etwa der Sperrung von Datensa¨tzen
fu¨r den konkurrierenden Zugriff in Datenbanksystemen bekannt [46]. Im Rah-
men der Bereitstellung von Diensten muss ein Kompromiss gefunden werden,
der einerseits der kostspieligen U¨berprovisionierung vorbeugt, andererseits hin-
gegen eine Grundsicherheit gegenu¨ber Ausnahmesituationen bietet.
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Ressourcenreservierung
Die von einem Dienst erforderlichen Ressourcen ko¨nnen sehr unterschiedlicher
Natur sein. Dazu geho¨ren die von einem Betriebssystem verwalteten Betriebs-
mittel wie Rechenzeit, Arbeitsspeicher oder persistenter Datenspeicher ebenso
wie verteilt laufendene Dienste.
Wird ein neuer Dienst in Betrieb genommen, so mu¨ssen Ressourcen ent-
sprechend den Anforderungen des Dienstes reserviert werden. Dies bedingt die
schichtenu¨bergreifende Unterstu¨tzung solcher Mechanismen bis hin zum Be-
triebssystemkern.
Adaption des Systems
Ist keine ausreichende Ressourcenreservierung vor Beginn der Dienstnutzung
vorgenommen worden oder ist ein vera¨nderter Ressourcenbedarf erkennbar, so
kann eine dynamische Anpassung der verfu¨gbaren Ressourcen auf Systemebe-
ne zur adaptiven Dienstausfu¨hrung beitragen. Es existieren bereits Ansa¨tze zur
lastgesteuerten dynamischen Ressourcenreservierung in Cloud-Systemen [110].
Optimierte Verfahren unter Einbeziehung vertraglich zugesicherter Diensteigen-
schaften sind jedoch bisher nicht bekannt.
Adaption von Diensten
Ist die Skalierung des Systems an die Grenzen geraten oder ist eine weitere
Skalierung o¨konomisch oder technisch nicht sinnvoll, so bietet es sich an, statt-
dessen den Ressourcenbedarf der Dienste zu senken. Hierbei muss zwischen der
statischen A¨nderung der Dienstkonfiguration (offline) einerseits und der dyna-
mischen Anpassung laufender Dienstinstanzen (online) andererseits unterschie-
den werden. Auch spielt der Grad der Anpassparkeit von Diensten eine Rolle. In
Dienstkompositionen ko¨nnen die genutzten Einzeldienste durch Neubindung an
funktional a¨quivalente Alternativen (Rebinding) ausgetauscht werden. Sowohl
in Kompositionen als auch in atomaren Dienste lassen sich mitunter u¨ber den
Laufzeitcontainer Parameter rekonfigurieren.
Der Adaptionsmechanismus Neubindung wird speziell auf Dienste angewen-
det, die ihrerseits wieder Web Services aufrufen. So ko¨nnen die an die Aufrufe
gebundenen Dienste durch andere funktional kompatible, aber nichtfunktional
eher den gea¨nderten Anforderungen entsprechende Alternativen ersetzt werden.
Die durch die darauf folgenden Aufrufe betroffenen NFE wie Verarbeitungszeit
oder Gro¨ße von Nachrichten wirken sich dabei auf den aufrufenden Dienst aus
und ko¨nnen das System entlasten.
Der Adaptionsmechanismus Rekonfiguration betrachtet generell die A¨nde-
rung der Konfiguration von Diensten und Dienstinstanzen durch dafu¨r vorgese-
hene Schnittstellen wie Konfigurationsdateien, Umgebungsvariablen oder Auf-
rufparameter. Da die Dienstimplementierungen nur selten direkt auf die Ausnut-
zung von Ressourcen hin konfigurierbar sind, sondern die Ausnutzung sich eher
indirekt als Folge von doma¨nenspezifischen Konfigurationsparametern ergibt,
versteht man speziell unter Rekonfiguration auch die Abbildung von Doma¨nen-
parametern auf Systemparameter im Kontext jeder Anpassung der Konfigura-
tion eines Dienstes.
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Adaption von Vertra¨gen
Bei Erreichen der Flexibilita¨tsgrenze wa¨hrend der Adaption des Systems und
der Dienste wird im Falle einer erneut drohenden Vertragsverletzung die Wahr-
scheinlichkeit einer tatsa¨chlichen Verletzung sehr hoch sein. In einem solchen
Fall ist es unter Beachtung von zeitlichen und juristischen Einschra¨nkungen
mo¨glich, die Vertra¨ge u¨ber die Dienstnutzung selbst unter Zustimmung der Be-
nutzer zu modifizieren. Dies wird durch eine Neuaushandlung des betroffenen
Vertrags erreicht. Im Fall einer fortwa¨hrenden Verletzung kann es hilfreich sein,
stattdessen langfristig die Vertragsbedingungen konservativer zu gestalten. Dies
wird durch eine Anpassung der fu¨r die Aushandlung genutzten Vertragsvorlagen
erreicht.
Beitra¨ge der Adaptionsverfahren zur Qualita¨tsverbesserung
Der U¨bergang von einer erkannten Garantieverletzung zu einer Behebung ist
in den vorgestellten SLA-Sprachen wie WSLA oder WS-Agreement unterspe-
zifiziert. Zur Steuerung der Adaption von Dienstkompositionen existiert daher
als Erga¨nzung die Sprache WS-Re2Policy [85]. Die von den Bedingungen ei-
nes WS-Re2Policy-Dokuments akzeptierten Ereignisse lo¨sen abha¨ngig vom Grad
der Abweichung korrigierende Reaktionen wie Neubindung, Neuplanung, Neu-
aushandlung oder Rekonfiguration aus. Ereignisse repra¨sentieren dabei QoS-
Messwerte, die in einem eigenen Format spezifiziert werden. Als passive Re-
aktion kann ein Messwert aufgezeichnet werden. Eine Umsetzung existiert als
Framework AMAS.KOM. Die Spezifikation und die Umsetzung sehen keine lang-
fristige Qualita¨tsverbesserung vor, der Fokus liegt klar auf einmalig ausgelo¨sten
Adaptionen.
Schlussfolgerungen
Durch die Nutzung von Ru¨ckversicherungsstrategien erha¨lt der Dienstanbieter
einen Freiraum zur Optimierung der Gestaltung von Vertra¨gen. Dieser Freiraum
kann bei Ressourcenreservierung unter Umsta¨nden pra¨zise berechnet werden,
bei einer Einplanung von Adaptionsmechanismen kann er nur heuristisch be-
stimmt werden. Der Freiraum erstreckt sich dabei generell nur auf NFE, die
unter der unmittelbaren Kontrolle des Anbieters stehen. U¨blicherweise schließt
dies die Qualita¨t der Netzwerkverbindung zwischen Anbieter und Dienstnutzer
aus. Um den Freiraum zu maximieren und wechselseitige Beeinflussungen und
Neutralisierungen auszuschließen, ist eine koordinierte Adaption unter Einbe-
ziehung aller Adaptionsstrategien, -mechanismen und -ziele erforderlich. Diese
erfordert hochqualitative Beschreibungen der Qualita¨tseigenschaften der betrof-
fenen Dienste.
Die Abbildung 2.6 zeigt die Relation zwischen dem Erwartungswert E einer
NFE und dem garantierbaren Wert B. Dabei wird B aus betriebswirtschaftli-
chen Gru¨nden meist niedriger als E angesetzt, um ha¨ufige Vertragsverletzungen
zu vermeiden. Ist die Dienstausfu¨hrung adaptiv gestaltet, so kann der Puffer
durch Verschiebung von B auf M heuristisch vergro¨ßert werden. Je pra¨ziser die
NFE-Angaben gestaltet sind, desto sicherer kann eine Vergro¨ßerung erfolgen.
Dem Anbieter entstehen somit geringere Kosten. Bei einer durch Ressourcenre-
servierung erreichten vollsta¨ndigen Qualita¨tsgarantie sind alle drei Gro¨ßen M ,
B und E identisch.
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Abbildung 2.6: Heuristische Angabe von NFE in Dienstbeschreibungsdokumenten
und Vertragsvorlagen
2.2.2 Operative Perspektive der Dienstbereitstellung und
Dienstnutzung
In einem funktionierenden O¨kosystem aus Dienstanbietern und Dienstnutzern
ist es unerla¨sslich, dass standardisierte Vorga¨nge zum Auffinden, Konfigurie-
ren und Nutzen von Diensten existieren. Die Steuerung der Vorga¨nge wie Re-
gistrierung, Dienstsuche, Vertragserzeugung und Nutzungsanalyse wird dabei
zumeist zentral u¨ber einen Anbieter oder einen Marktplatz mit mehreren An-
bietern durchgefu¨hrt. In diesem Unterkapitel werden die wichtigsten Vorga¨nge
aus Sicht der Anbieter und Nutzer vorgestellt. Fu¨r jeden Vorgang werden exis-
tierende Arbeiten und Projekte genannt, die fu¨r die praktische Durchfu¨hrung
genutzt werden ko¨nnen.
Bereitstellung von Diensten
Abha¨ngig vom Grad der Spezialisierung wird ein anzubietender Dienst vom
Entwickler selbst betrieben oder aber an einen Dienstanbieter weitergegeben.
Letzterer hat in der Regel die Voraussetzungen fu¨r einen permanenten, zuverla¨s-
sigen und o¨konomisch sinnvollen Betrieb in einem Rechenzentrum. Von beiden
Seiten her ko¨nnen zusa¨tzlich zur Implementierung Metainformationen wie die
Dienstbeschreibung, Angabe von NFE, Vertragsvorlagen und Tarifinformatio-
nen hinzugefu¨gt werden.
Die Bereitstellung kann durch einen dienstspezifischen Vertrag mit SLA oder
durch eine Generalvereinbarung abgesichert werden. In jedem Fall wird der
Dienst auf einem oder mehreren Servern in einem Repository vorgehalten oder in
einer Laufzeitumgebung installiert. Verlaufen die Installation und abschließende
U¨berpru¨fungen erfolgreich, so wird der Dienst in einem Verzeichnis (Dienstre-
gistry) eingetragen. Von diesem Moment an kann er von einem potenziellen
Benutzer gefunden werden.
Nutzung von Diensten
Der Prozess der Nutzung beginnt mit der Suche nach einem Dienstangebot
in einer bestimmten Doma¨ne. Neben dem Prima¨rkriterium der Funktionalita¨t
ko¨nnen dabei je nach Unterstu¨tzung des Anbieters qualitative Anforderungen
und Kontextbedingungen, aber auch zu erreichende Ziele semantisch definiert
werden.
Ist ein passender Dienst gefunden worden, so kann dieser entweder sofort
oder erst nach einer Konfiguration und vertraglichen Bindung genutzt werden.
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Der Vorgang der Vertragsbindung beinhaltet im Regelfall die Auswahl der zu
garantierenden Eigenschaften durch den Nutzer, die Erstellung eines Vertrags-
angebotes aus Vorlagen und die Entscheidung u¨ber eine Annahme des Angebotes
durch den Betreiber. Stellvertretend fu¨r den Betreiber ko¨nnen dabei Software-
Agenten zum Einsatz kommen.
Wurde ein Vertrag abgeschlossen, so hat der Benutzer von da an die Mo¨glich-
keit, den Dienst zu den abgeschlossenen vertraglichen und tariflichen Bedingun-
gen zu benutzen. Kommt es zu einer tatsa¨chlichen oder drohenden Verletzung
der Bedingungen seitens des Betreibers, so ko¨nnen autonome Anpassungen der
Dienste, Dienstumgebungen oder vertraglicher Bestimmungen im Rahmen vor-
her definierter Toleranzbereiche vorgenommen werden.
2.2.3 Systemseitige und nutzerseitige Ru¨ckmeldungen
Adaptive und selbstadaptive Systeme beno¨tigen eine sta¨ndige Ru¨ckkopplung
von beobachtetem Verhalten zu gewu¨nschtem Verhalten. In Dienstplattformen
sind zwei Ru¨ckkopplungskana¨le von besonderer Bedeutung: Eine objektive Beur-
teilung der Dienstgu¨te durch Monitoring, und eine subjektive Beurteilung durch
Benutzerbewertungen.
2.3 Klassifikation und Struktur von NFE
Jeder Dienst besitzt funktionale Eigenschaften, die angeben, was ein Dienst
leistet. Daru¨ber hinaus besitzt jeder Dienst jedoch auch nichtfunktionale Ei-
genschaften (NFE), die angeben, wie ein Dienst seine Leistung erbringt. Fu¨r
funktionale Eigenschaften gibt es, wie im vorangegangenen Abschnitt aufge-
fu¨hrt, vielfa¨ltige syntaktische und semantische Beschreibungsmo¨glichkeiten, wel-
che teilweise bereits standardisiert sind. Die Spezifikation der NFE wird hin-
gegen zumeist informell vorgenommen. Es fehlen neben einer standardisierten
Ausdrucksmo¨glichkeit insbesondere auch gemeinsame Modelle, die einen Ver-
gleich ermo¨glichen. Die vorliegende Arbeit beno¨tigt allerdings ein NFE-Modell
fu¨r eine feingranulare Angabe von Metaqualita¨tsmetriken. Ausgehend von ei-
ner Analyse existierender u¨blicher NFE-Angaben wird daher ein erweiterbares
Modell der Innenstruktur von NFE abgeleitet.
2.3.1 Grundlagen der NFE-Modellierung
Die Modellierung von NFE la¨sst sich auf zwei zusammenha¨ngende Teilmodel-
le aufteilen. Ein makroskopisches Modell stellt die Klassifikation der NFE dar,
welche Informationen u¨ber die Doma¨nen der Eigenschaften entha¨lt. Eine derar-
tige Klassifikation teilt die NFE in QoS-Eigenschaften, Metadaten zur Herkunft
eines Dienstes, Preisangaben und Kontextinformationen ein. Auch Abha¨ngigkei-
ten zwischen NFE lassen sich auf der Makroebene modellieren. Die Klassifikation
la¨sst sich baumstrukturiert als Hierarchie oder graphstrukturiert als Ontologie
repra¨sentieren. Ein zweites, mikroskopisches Modell betrachtet den generischen
inneren Aufbau der NFE. Es entha¨lt Informationen u¨ber die Expressivita¨t der
Eigenschaftsangaben, die Mo¨glichkeit zu deren Annotation, Wertbeschra¨nkun-
gen, Priorita¨ten und Messungen.
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2.3.2 Existierende Ansa¨tze
Die makroskopische Sicht wird in dieser Arbeit nicht vertiefend betrachtet.
Klassifikationen von NFE sind in ausreichender Zahl in der Literatur zu fin-
den [10, 8, 75]. Eine dominierende Klassifikation ist nicht erkennbar und wird
demzufolge auch nicht vorausgesetzt.
Hingegen ist eine pra¨zise und ausdrucksstarke Notation der einzelnen NFE
von besonderer Bedeutung. Als besondere Anforderung wird die Annotations-
fa¨higkeit von NFE aufgestellt. Dieser Aspekt ist in der Literatur bisher nur in
Ansa¨tzen betrachtet worden und muss fu¨r diese Arbeit ausgebaut werden.
Die meisten Ansa¨tze behandeln NFE als atomare Eigenschaften. Sie ko¨nnen
je nach Ausdruckssta¨rke simpel oder komplex sein, von einfachen Schlu¨ssel-Wert-
Paaren mit ganzzahligen Werten bis hin zu kontextabha¨ngigen, berechnungs-
intensiven Wertzuweisungen. Sie sind jedoch selten als komposite Eigenschaf-
ten repra¨sentiert. Analog zur zunehmenden externalisierten Strukturierung von
Diensten durch Prozesssprachen mit deklarativen Anteilen anstelle von reinen
imperativen und objektorientierten Programmiersprachen ist auch die Betrach-
tung der Innenstruktur von NFE sinnvoll. Ein paar ausgewa¨hlte Ansa¨tze zur
Spezifikation von NFE werden daraufhin untersucht.
Die Web Service Modelling Language (WSML) ermo¨glicht die Angabe von
NFE mit optionalen Annotationen [22]. Diese nachtra¨gliche Erga¨nzung der Spra-
che ist ein generischer Mechanismus ohne Vorgabe bestimmter Annotationen.
WSML selbst beinhaltet dabei keine Mo¨glichkeit der Angabe komplexer Werte
oder sonstiger Strukturen in NFE. Eine Formalisierung der NFE-Spezifikation
als WSML-Erweiterung wird durch das Policy Centered Metamodel (PCM) [77]
vorgeschlagen. Dabei werden die NFE-Angaben mit Hilfe von Ontologien klas-
sifiziert sowie Wertebereiche und abha¨ngig von NFE berechenbare aggregierte
NFE eingefu¨hrt.
NFE nach dem Modell von O’Sullivan [75] sind teilweise sehr umfangreich
strukturiert. Im Gegensatz zu WSML sind auch temporale Aspekte ausdru¨ck-
bar. NFE in den Doma¨nen Preis, Bezahlmodalita¨ten, Rechte und Pflichten eines
Dienstnutzers sowie Sicherheit sind mit ausdrucksstarken Operatoren, Wertebe-
reichen und Einheiten versehen. Allerdings ist das Modell stark doma¨nenabha¨n-
gig, es stellt keine generische Struktur fu¨r NFE zur Verfu¨gung. Dabei wa¨re eine
Trennung zwischen NFE-Aufbau und NFE-Doma¨ne sinnvoll.
Der Aufbau von NFE im WSQoSX-Framework [8] erfolgt als Quadrupel be-
stehend aus Name, Einheit, Operator fu¨r gerichtete Werte sowie einem Aggre-
gationsparameter. Im Fall der Nutzung der NFE in SLAs wird eine Untermenge
von WSLA genutzt. Nichtfunktionale Anforderungen ko¨nnen fu¨r die Aushand-
lung der Vertra¨ge numerisch und als Wahrheitswerte angegeben werden. Wei-
terfu¨hrende strukturelle Merkmale von NFE, insbesondere die Annotierbarkeit
sowie versta¨rkte Expressivita¨t, sind in WSQoSX nicht vorgesehen.
Die Contract Quality Modelling Language (CQML bzw. CQML+) definiert
ebenfalls den Aufbau von NFE, allerdings auf Komponentenebene, so dass dienst-
spezifische Anwendungen wie SLA-Vorlagen nicht untersucht worden sind [131].
In CQML+ sind sowohl numerisch getypte Wertangaben mo¨glich als auch Men-
gen und Enumerationen. Einheiten sind als informelle Kennzeichnungen mo¨g-
lich. Einschra¨nkungen etwa in Vertra¨gen lassen sich durch komplexe gerichtete
Grenzwerte angeben, wobei die Grenzen hart oder weich sein ko¨nnen. Komple-
xe Wertverteilungen lassen sich u¨ber statistische Methoden und Abha¨ngigkeiten
32 KAPITEL 2. GRUNDLAGEN UND VERWANDTE ARBEITEN
von NFE untereinander ausdru¨cken. Eine Annotierbarkeit von NFE ist hingegen
nicht explizit vorgesehen.
Die Object Management Group (OMG) betreibt Standardisierungsbestre-
bungen im SOA-Umfeld. Die derzeitigen Arbeiten zur standardisierten Angabe
von NFE sehen eine hohe Qualita¨t und Ausdruckskraft vor, enthalten aber kei-
ne expliziten Angaben zu Annotationen oder sonstigen strukturellen Merkmalen
[73].
Die Integration der NFE-Verarbeitung in einen Dienstlebenszyklus ist ein
wenig untersuchtes Gebiet. Wie bei allen Metadaten ist auch die manuelle Spe-
zifikation von NFE kostenintensiv und wird daher oftmals nicht als Teil des
Entwicklungsprozesses von Diensten gesehen. Automatische und semiautomati-
sche Verfahren existieren, sind aber durch einen Bruch zwischen experimentellen
Retrieval-Techniken und Anwendungsunterstu¨tzung sehr eingeschra¨nkt nutzbar
[47, 6]. Sowohl generische NFE wie Dublin-Core-Metadaten als auch u¨berwach-
bare dienstspezifische Angaben beno¨tigen somit eine bessere Integration in den
Lebenszyklus und damit verbunden in Entwicklungsumgebungen und Dienst-
plattformen. Anforderungen an NFE speziell fu¨r den Dienstauswahlprozess als
einen Schritt des Lebenszyklus sind bereits untersucht worden [127]. Sie bein-
halten ein leistungsfa¨higes Modell fu¨r nichtfunktionale Eigenschaften sowie eine
flexible Auswertung der Eigenschaften zur Laufzeit unter Beru¨cksichtigung der
Doma¨nen der Eigenschaften. In der Untersuchung sind jedoch nur zwei Ansa¨t-
ze zur Evaluierung der Eigenschaften zur Laufzeit gefunden worden, von denen
keine Annotationen auf NFE unterstu¨tzt. In diesen Ansa¨tzen ko¨nnen Aspekte
wie die Herkunft oder Gu¨ltigkeit von NFE somit nicht ausgedru¨ckt werden.
2.3.3 Ableitung struktureller Merkmale
Basierend auf der Analyse der NFE-Ansa¨tze lassen sich gemeinsame strukturelle
Merkmale erkennen, die als Anforderungen fu¨r ein in dieser Arbeit vorausgesetz-
tes NFE-Modell in Frage kommen. Dies betrifft insbesondere die Notwendigkeit
der Bildung eines annotierbaren, ausdrucksstarken Modells sowie die Integration
in den Lebenszyklus.
NFE sind demnach durch einen eindeutigen Schlu¨ssel identifiziert, der je
nach Klassifikationsschema ein Name oder ein ontologisches Konzept sein kann.
Sie haben dazu einen Wert unterschiedlicher Komplexita¨t und Expressivita¨t.
Zusa¨tzlich zu dieser Schlu¨ssel-Wert-Relation kann es eine Anzahl von Annota-
tionen geben, die weitere Aussagen u¨ber die NFE zulassen. Beispiele dafu¨r sind:
1. zur Laufzeit generierte Daten wie dynamisch gemessene Werte und Qua-
lita¨tspru¨fzahlen
2. von Benutzern gesammelte Ru¨ckmeldungen wie Bewertungen und Repu-
tationseigenschaften
3. kontextabha¨ngige Anbietereinschra¨nkungen zur Gestaltung differenzierter
Qualita¨tsprofile
4. Zugriffsrechte zur Einschra¨nkung der Sichtbarkeit von Eigenschaften
Weitere Annotationen sind auf der Metamodell- bzw. Schemaebene mo¨glich,
etwa die Dokumentation, Herkunftsangabe und Standardisierungsinformationen
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zu jeder Eigenschaft. Ein abgeleitetes Modell verbindet mehrere Auspra¨gungen
dieser Eigenschaften anhand einer Klassifikation miteinander.
Die Abbildung 2.7 fasst grafisch die Strukturen zusammen, die den meisten
Arbeiten zu NFE gemeinsam zugrundeliegen. Erkennbar ist der hohe Wiederver-
wendungsgrad struktureller Merkmale der NFE-Angaben in Dienstbeschreibun-
gen. Neben reinen Erga¨nzungen ist allerdings auch eine Reinterpretation eines
Merkmals, der Wertangabe, notwendig. Diese ist stark von der Ausdruckssta¨rke
und der Einbindung in den Lebenszyklus abha¨ngig.
Abbildung 2.7: Modelleigenschaften: Annotierbare interne Strukturen je nach Auf-
treten der NFE
2.3.4 Zusammenfassung NFE-Strukturen
Bisherige Arbeiten zu NFE gehen meist auf die Nutzung und stellenweise auf
die Klassifikation der Eigenschaften ein, jedoch nur in seltenen Fa¨llen auf den
strukturellen Aufbau. Die Bildung eines annotierbaren NFE-Modells ermo¨glicht
demgegenu¨ber eine feingranulare Annotation jeder Eigenschaft beispielsweise
mit Qualita¨tsangaben.
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2.4 Dienst-, Datenqualita¨t und Metaqualita¨t
Die Beru¨cksichtigung qualitativer Aspekte einer Dienstausfu¨hrung ist unter dem
Term Dienstgu¨te oder Quality of Service (QoS) bekannt. Die Aspekte werden
zunehmend direkt in deklarativen Dienstbeschreibungen und semiformalen elek-
tronischen Vertragsdokumenten als Annotationen im Sinne nichtfunktionaler Ei-
genschaften festgehalten. Eine umfassende Betrachtung des Themas Dienstqua-
lita¨t muss somit auch die Qualita¨t der Beschreibungen beru¨cksichtigen, wodurch
zusa¨tzlich zur QoS auch die Datenqualita¨t (DQ) oder Quality of Data (QoD) in
den Fokus ru¨ckt. Qualita¨tsmodelle und -maße existieren in großer Zahl je nach
Anwendungsdoma¨ne. Man unterscheidet beispielsweise nach Qualita¨t von Soft-
ware, Diensten, Daten, Prozessen und Erzeugnissen (Quality of Process/Product,
beide QoP). Im Sinne einer Ende-zu-Ende-Dienstleistungskette ist zusa¨tzlich die
Erlebnisqualita¨t (Quality of Experience, QoE bzw. QoX) relevant. Die folgenden
Abschnitte fu¨hren in die Grundlagen zu Qualita¨tsbetrachtungen ein und fu¨hren
aktuelle, fu¨r die Themenstellung relevante Ansa¨tze und Umsetzungen auf.
2.4.1 Dienstqualita¨t
Der direkte Zusammenhang der Gu¨te einer erbrachten Dienstleistung mit der
Bereitschaft zur Gegenleistung hat im Dienstleistungssektor den Begriff Dienst-
gu¨te oder QoS hervorgebracht. Vertragliche oder informelle Vereinbarungen dar-
u¨ber werden als Service Level Agreement (SLA) bezeichnet. U¨berlegungen zu
einer formal definierbaren und u¨berwachbar einhaltbaren Dienstgu¨te haben ih-
ren Ursprung in der Telekommunikationsindustrie [70]. U¨ber die Konvergenz
der Netze hat sich das Thema dann zunehmend auf moderne paketorientierte
und mobile Netzwerkarchitekturen ausgebreitet [25, 64]. U¨ber Betriebssysteme
und komponentenbasierte Middlewaresysteme ist die unbedingte Einhaltung der
garantierten Dienstgu¨te auch zu einem Softwareproblem geworden [35, 69].
Je nach Systemebene und den damit zusammenha¨ngenden Ressourcen kom-
men so unterschiedliche Verfahren zur vorausschauenden und reaktiven Wah-
rung der Dienstgu¨te zum Einsatz, die zumeist auf einem Modell konkurrieren-
der Dienstzugriffe basieren, teilweise aber auch unerwu¨nschte Fehlerquellen wie
Hardwareausfa¨lle beru¨cksichtigen.
Netzwerk Reservierung und Priorisierung von Bandbreite u¨ber Verfahren wie
DiffServ oder IntServ sowie Queuing-Disziplinen und dynamische Beschra¨n-
kung der Bandbreite (Throttling).
Betriebssystem Reservierung von Ressourcen wie CPU, Arbeitsspeicher und
nichtflu¨chtigem Speicher, Echtzeitscheduling, Isolation von Prozessen und
Virtualisierung.
Dienstcontainer Priorisierung der Dienstausfu¨hrung anhand von Konfigura-
tionseintra¨gen und Vertra¨gen, dynamische Auswahl der Inhaltsrepra¨sen-
tation (Content Negotiation).
Dienst Spezifische Adaptionsmechanismen wie etwa gezieltes Auslassen von
Elementen in einem Datenstrom.
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Die Einhaltung der Dienstgu¨te kann in allen Doma¨nen durch Dienstnut-
zungsvereinbarungen vertraglich garantiert und durch adaptive Systembestand-
teile begu¨nstigt werden, wenn die vertraglich festgelegten Grenzwerte und Kos-
ten einer Nichteinhaltung bekannt sind. Erkennbar ist ebenfalls eine doma¨nen-
u¨bergreifende Kombination aus pessimistischen Verfahren mit vorausplanender
Reservierung von Ressourcen mit optimistischen Verfahren, die sich ausschließ-
lich auf eine Adaption im Fehlerfall stu¨tzen. Es kommen dabei ha¨ufig Verfahren
zum Einsatz, die die Dienstausfu¨hrung bezu¨glich der zugesicherten Eigenschaf-
ten automatisch durch von den Garantietermen abgeleitete Messvorga¨nge u¨ber-
wachen [35].
2.4.2 Erlebnisqualita¨t
Die Erlebnisqualita¨t gibt an, inwieweit die Qualita¨t eines Dienstes u¨ber sein
Transportmedium und seine Interaktionsschnittstellen bei dessen Benutzern an-
kommt oder inwiefern Darstellungs-, Daten- oder Transportmedienma¨ngel eine
beeintra¨chtigende Wirkung entfalten ko¨nnen [118].
Der Begriff Wahrnehmungs- oder Erlebnisqualita¨t bezieht sich somit auf ei-
ne unterschiedliche subjektive Wahrnehmung von Qualita¨t durch Menschen im
Gegensatz zu objektiven, messbaren Dienstqualita¨tsparametern. Dieses Prinzip
wird bereits in vielen Bereichen der Informatik erkannt. So ist zwar in der Kryp-
tographie die Kollisionswahrscheinlichkeit eines Hash-Algorithmus berechenbar,
die besten Algorithmen sind jedoch nicht gleichzeitig die intuitiv nachvollzieh-
barsten. Insbesondere audiovisuelle Inhalte ko¨nnen vom Betrachter trotz infor-
mationstheoretisch hoher Unterschiede als identisch klassifiziert werden, was als
Grundprinzip fu¨r Wahrnehmungshashfunktionen [24] genutzt wird. Nach a¨hn-
lichem Muster ist die Wahrnehmung einer Dienstausfu¨hrung subjektiv zwar zu
großen Teilen von den qualitativen Eigenschaften beeinflusst, es spielen aber
noch weitere Faktoren eine Rolle, insbesondere die Benutzbarkeit sowie doma¨-
nenspezifische Gro¨ßen [116]. Die Erlebnisqualita¨t als Ausdruck einer subjektiv
wahrgenommenen Ende-zu-Ende-Dienstgu¨te kann u¨ber objektive Monitoring-
daten hinaus als subjektive Benutzerru¨ckmeldung registriert werden.
2.4.3 Datenqualita¨t
Die Qualita¨t von Daten (DQ), und somit auch von dienstbezogenen Dokumen-
ten, ist eine mehrdimensionale Gro¨ße. Fu¨r viele Probleme in der Praxis rei-
chen die beiden DQ-Dimensionen Vollsta¨ndigkeit und Genauigkeit aus. Eine
weit verbreitete feinere Einteilung der Datenqualita¨t sieht vier Qualita¨tsarten
vor: intrinsische, kontextuelle, repra¨sentative und Zugriffsqualita¨t [113]. In die
ersten beiden Kategorien ko¨nnen objektive DQ-Metriken oder DQ-Dimensionen
wie Genauigkeit, Konfidenz, Objektivita¨t, Reputation, Vollsta¨ndigkeit, Daten-
menge und Aktualita¨t eingeordnet werden. Daraus lassen sich subjektive DQ-
Metriken wie Relevanz oder Mehrwehrt fu¨r eine bestimmte Anwendung in einem
bestimmten Kontext ableiten. Die repra¨sentative DQ-Kategorie umfasst Metri-
ken wie die Interpretierbarkeit, Versta¨ndlichkeit, Konsistenz und Pra¨gnanz von
Daten. Schließlich dru¨cken die Zuga¨nglichkeit und die Sicherheit von Daten ihre
Zugriffsqualita¨t aus. Diese feingliedrige Unterteilung der Datenqualita¨t ist in vie-
len Anwendungsbereichen wie der Datenstromverarbeitung nu¨tzlich und dient
unter anderem als Grundlage fu¨r das Datenqualita¨tsmodell DQMx [54]. Daru¨ber
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hinaus sind weitere DQ-Metriken wie Aktualisierungsfrequenz und Granularita¨t
bekannt [67], so dass man von einer stets unvollsta¨ndigen und anwendungsab-
ha¨ngigen Klassifikation ausgehen muss.
2.4.4 Metaqualita¨t
Der Begriff Metaqualita¨t taucht bereits vereinzelt in verschiedenen Wissenschaf-
ten auf, ohne dass es jedoch eine genaue oder gar allgemeingu¨ltige Definition
dafu¨r gibt. Erkennbar ist ein Bezug zu ausgewiesenen Qualita¨tsmerkmalen von
Daten und Prozessen als Anwendung von DQ-Metriken auf qualita¨tsbezogene
Beschreibungen. Fu¨r einen systematischen Vergleich von Ansa¨tzen zur Bestim-
mung und Verwendung von Metaqualita¨ts-Metriken sind vor allem die unter-
stu¨tzten DQ-Dimensionen sowie die Ru¨ckfu¨hrbarkeit als Annotation in die qua-
lita¨tsbezogenen Beschreibungen von Interesse.
Begriffskla¨rung
In [122] bezeichnet Metaqualita¨t bezogen auf Abla¨ufe in Bibliotheken die Qua-
lita¨t von Qualita¨tsprozessen in einer Organisation. Im Bereich der Informati-
onssysteme fu¨r geografische Anwendungen (GIS) wird Metaqualita¨t nach [109]
bezogen auf Qualita¨tsdaten bezeichnet als Qualita¨t der Qualita¨tsinformation
zur Charakterisierung der Qualita¨t der Qualita¨tsbeschreibung. Dabei werden die
Konfidenz als notwendiges, hingegen die Zuverla¨ssigkeit, die Methodologie und
das Abstraktionsniveau als hilfreiches Kriterium im Sinne einer DQ-Dimension
angegeben. Zur Angabe von Metaqualita¨tsinformationen werden zunehmend
Ontologien eingesetzt. Die Trennung der Ontologien von den eigentlichen Daten
sowie die Angabe einer fu¨r Produzenten und Konsumenten gleichermaßen objek-
tiv brauchbaren Tauglichkeitsmetrik ist dabei Gegenstand aktueller Forschung
[36].
Abbildung 2.8: Allgemeine Definition der Metaqualita¨t
Eine allgemeine Definition des Begriffs Metaqualita¨t la¨sst sich somit wie in
Abbildung 2.8 dargestellt als Qualita¨tsmaß fu¨r Qualita¨tsangaben ableiten. In der
Informatik, speziell im Bereich der Entwicklung und des Einsatzes von Kompo-
nenten und Diensten, ist der Begriff Metaqualita¨t bisher nicht gela¨ufig. Dennoch
gibt es verschiedene Ansa¨tze zur Beurteilung der Qualita¨t von Dienstbeschrei-
bungen, wenn auch nicht speziell der darin enthaltenen Qualita¨tsangaben und
weiteren NFE. Diese Ansa¨tze und ihre statistischen Maße sollen in der Arbeit
mit betrachtet werden, um eine spezialisierte und wohldefinierte Metaqualita¨ts-
definition fu¨r Dienste zu bilden.
Ansa¨tze zur Qualita¨tsbewertung
Ein Problem nahezu aller QoS-Spezifikationen ist ihre Qualita¨t bezogen auf
die Pra¨senz, Aktualita¨t und Pra¨zision der Angaben. Sind QoS-Angaben nicht
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pra¨sent, ko¨nnen sie bedingt u¨ber Lernverfahren in Bayesschen Netzen anhand
von vertrauenswu¨rdigen subjektiven Ru¨ckmeldungen probabilistisch ermittelt
werden [120]. Der Erfolg solcher Verfahren wird durch Mehrdimensionalita¨t,
Kontextabha¨ngigkeit und Nichtdeterminismus der oftmals doma¨nenspezifischen
Eigenschaften eingeschra¨nkt.
Ein Ansatz unter Nutzung desWeb of Trust bescha¨ftigt sich konkret mit den
Qualita¨tsmaßen Vertrauenswu¨rdigkeit und Zuverla¨ssigkeit der Dienstbe-
schreibungsmetrik Bewertung [16]. U¨ber einen Kalman-Filter wird der Einfluss
der Bewertungen verteilenden Personen bestimmt. Eine Generalisierung des An-
satzes ist von den Autoren nicht vorgesehen.
Eine weitere Arbeit betrachtet die Qualita¨t von Ontologien [42] im biomedi-
zinischen Bereich. Da Ontologien zur Beschreibung funktionaler und nichtfunk-
tionaler Diensteigenschaften eingesetzt werden ko¨nnen soll dieser Ansatz mit be-
trachtet werden. In ihm werden die drei Qualita¨tsdimensionen Vollsta¨ndigkeit,
Korrektheit und Effektivita¨t klassifiziert. Die Vollsta¨ndigkeit als intrinsisches
Maß wird in einem offenen System nie zu 100% erreicht, da das vorhandene
Wissen stets wachsen kann. Die Abdeckung dieser Dimension ist jedoch zumin-
dest bestimmbar. Die Korrektheit als weiteres intrinsisches Maß definiert die
Wohldefiniertheit und Wohlstrukturiertheit sowie die Resistenz gegenu¨ber evo-
lutiona¨ren Vera¨nderungen einer Ontologie. Als extrinsisches Maß ist die Effek-
tivita¨t von einem Anwendungsfall abha¨ngig und definiert dafu¨r das Verha¨ltnis
von Aufwand und Nutzen einer Ontologieerstellung, beispielsweise unter Ein-
beziehung automatischer Inferenzmechanismen oder manueller Annotationen.
QoS-bezogene Pru¨fungen wie automatisiertes Monitoring werden nicht behan-
delt.
Im experimentellen SOA-Umfeld existiert mit dem Projekt QWS [3] ein auf-
bereiteter Datensatz zu dynamischen QoS-Werten und statischen Metriken wie
der Vollsta¨ndigkeit der Dokumentation einer WSDL-Dienstbeschreibung und
der Konformita¨t der Beschreibung mit der WSDL-Spezifikation und den WS-
Interoperabilita¨tsrichtlinien. Diese Werte wurden unter Verwendung eines ei-
genen Crawlers namens WSCE fu¨r Dienstbeschreibungen anhand von UDDI-
Eintra¨gen generiert. Als aggregierte Qualita¨tsmetriken werden eine Relevanz-
funktion WsRF sowie eine vierteilige Klassifikation der Dienstgu¨te von Bronze
bis Platin generiert.
Eine a¨hnliche Analyse wurde im Rahmen des Forschungsprojekts Service-
Finder durchgefu¨hrt [111]. Hierbei stand allerdings die Problematik der Du-
plikatserkennung und automatischen funktionalen Klassifizierung von Diensten
anhand ihrer Beschreibungen im Zentrum der Arbeiten. Erkennbar ist aus den
Ergebnissen eine deutliche Dominanz von WSDL 1.1 als Dienstbeschreibungs-
sprache. Damit ist es bezu¨glich internetweit verfu¨gbarer Dienstbeschreibungen
nicht mo¨glich, Aussagen zur statischen Qualita¨t nichtfunktionaler Dienstanga-
ben zu treffen oder gar deren U¨bereinstimmung mit tatsa¨chlich erzielbaren Wer-
ten festzustellen.
Eine statische Analyse der Qualita¨tsmetrik Kopplungsgrad von BPEL-
Prozessen ist ebenfalls bekannt [125]. Diese als Average Service Invocation Coup-
ling (ASIC) bezeichnete Metrik gibt an, wie stark ein Dienst von einem ande-
ren genutzt wird. Die Metrik unterteilt sich in eine Zustandsabha¨ngigkeitsgrad
(DSD), einen Persistenzabha¨ngigkeitsgrad (DPD) und eine durchschnittliche
Dienstabha¨ngigkeit (ARSD). Eine quantitative Angabe der U¨bereinstimmung
von Leistungsdaten der analysierten Dienste mit ihren Dienstbeschreibungen
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ist in dem Ansatz nicht vorgesehen.
Die dynamische Analyse der Unterschiede zwischen beworbener und tatsa¨ch-
lich erzielter Dienstgu¨te wurde sowohl systemseitig [76] als auch nutzerseitig [78]
bereits vorgeschlagen. Besonders der zweite Ansatz beinhaltet die subjektive
Qualita¨tseinscha¨tzung im Sinne einer QoE. Die Metrik der Abweichung wird als
user rating bezeichnet. Es existiert allerdings bisher noch keine Umsetzung, da
die Untersuchungen rein simulativ durchgefu¨hrt worden sind. Im alternativen
Ansatz mit dem Namen Quality of Web Services (QoWS) werden zum Selek-
tionszeitpunkt Benutzerbewertungen mit Messungen gewichtet kombiniert, um
die U¨bereinstimmung der angeforderten mit den geleisteten Qualita¨tsdaten zu
bewerten.
Ein Ansatz fu¨r die kontextabha¨ngige Dienstauswahl beru¨cksichtigt bereits
explizit die Qualita¨t der Kontextangaben in der Dienstbeschreibung [53]. Da-
bei wird die Sammlung der Kontextinformationen durch spezielle Gera¨te und
der Einfluss inexakter U¨bereinstimmungen durch variierende Kontextqualita¨t
untersucht. Der Ansatz nimmt allerdings die a-priori-Spezifikation des Grades
der Unsicherheit durch die Hersteller der Kontextsensoren an. Die Theorie hin-
ter Kontextunsicherheit ist dabei bereits in [20] erarbeitet worden. Der Ansatz
liefert einen Beitrag zur Entwicklung eines Frameworks fu¨r die Metaqualita¨t
von Diensten. Er ist allerdings weder vollsta¨ndig, da er sich auf Kontext-NFE
beschra¨nkt, noch ausreichend, da er eine bereits bekannte und ohne weitere
Verifikation als gu¨ltig angenommene Spezifikation der Kontexteigenschaften an-
nimmt.
Die Schlussfolgerung aus den bisherigen Ansa¨tzen zur Bestimmung von Qua-
lita¨tsmetriken in Diensten ist ein deutliches Defizit an uniform spezifizierten und
fu¨r die Dienstauswahl auf unterschiedlichen Granularita¨tsebenen nutzbaren Me-
taqualita¨tsinformationen. Die Tabelle 2.3 fasst die vorhandenen Ansa¨tze zur
Qualita¨tsbewertung von Dienstbeschreibungen noch einmal hinsichtlich zweier
DQ-Dimensionen und zweier die Informationen nutzender Verfahren zusammen.
Wa¨hrend die Bestimmung einer der Metaqualita¨t vergleichbaren Gro¨ße zumeist
nur auf eine DQ-Dimension bezogen erfolgt und noch seltener ein Abruf der
Metriken als Beschreibungsdokument konzeptionell vorgesehen ist, sind Behe-
bungen erkannter Qualita¨tsdefizite in keinem Ansatz enthalten.
2.4.5 Zusammenfassung dienstbezogener Qualita¨tsaspek-
te
Von den untersuchten qualita¨tsbezogenen Themenfeldern ist bezogen auf Dienst-
plattformen bislang ausschließlich die eigentliche Dienstqualita¨t (QoS) hinrei-
chend untersucht worden. Ansa¨tze zur dynamischen Auswahl oder Ersetzung
von Diensten verlassen sich auf vorhandene Qualita¨tsangaben und stellen die
Qualita¨t der Angaben selten in Frage. Eine solche Herangehensweise ist den bis-
lang zumeist in geschlossenen Systemen betriebenen Diensten geschuldet, wobei
die Beschra¨nkung auf solche und die Notwendigkeit fu¨r erweiterte Konzepte fu¨r
einen Betrieb in offenen, heterogenen Systemen bereits bekannt und akzeptiert
ist. Diese Arbeit sollte demnach einen Beitrag leisten, die Qualita¨tsangaben zu
u¨berpru¨fen und anhand von deren Metaqualita¨t den Prozess der Auswahl an
hochqualitativen Diensten mit belastbaren Eigenschaftsangaben zu verbessern.
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2.5 Dienstumgebungen
Die folgenden Abschnitte geben einen Querschnittsu¨berblick u¨ber existierende
Ansa¨tze zur Verwaltung und zum Betrieb von Diensten. Dabei werden etablier-
te Dienstplattformen auf System- und Middlewareebene den neueren Ansa¨tzen
in serviceorientierten Architekturen gegenu¨bergestellt. Die wichtigsten Vertre-
ter jeder Gruppe werden vorgestellt und auf ihre Brauchbarkeit bezu¨glich des
Vorhabens der Dissertation untersucht.
2.5.1 Systemnahe Dienstplattformen
Der Entwurf und die Umsetzung von Softwarearchitekturen fu¨r die Bereitstel-
lung von digitalen Diensten ist bereits mit den ersten Aufkommen von entfernt
aufrufbarer Funktionalita¨t als eigensta¨ndiges Thema identifiziert worden. Die-
se Entwicklung vollzog sich beginnend mit einer Separierung der Adressierung
von Diensten auf Betriebssystemebene durch Einfu¨hrung von logischen Netz-
werkanschlu¨ssen, den heutigen TCP-Ports [27], hin zu dienstunterstu¨tzender
Middleware wie dem Distributed Computing Environment [55] und den damit
zusammenha¨ngenden Forschungsfragen wie Dienstregistrierung und zentraler
Dienstverwaltung in dezentralen Systemen. Bereits DCE kannte das Konzept
von Plattformdiensten Core Services als plattformintegrale modulare Bestand-
teile mit standardisierter Funktionalita¨t und einheitlich auf RPC aufsetzenden
Kommunikationsschnittstellen. Es sind jedoch nur wenige, zumeist systemnahe,
Core Services definiert und umgesetzt worden. Da diese nicht im Sinne heutiger
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Dienste mit einer einheitlichen auffindbaren Beschreibung und einer Lebenszy-
klusverwaltung versehen sind, ist DCE kein geeigneter Kandidat fu¨r qualita¨ts-
sichernde Verfahren.
2.5.2 Komponentenplattformen
Als Vertreter der Komponentenplattformen stellt die vormalige Open Services
Gateway Initiative ein Java-basiertes Modulsystem zur Verfu¨gung. Alle Module,
auch als Bundles bezeichnet, sind dynamisch installierbar und laufen innerhalb
eines Adressraums. Die Kommunikation erfolgt u¨ber lokale Dienstschnittstellen.
Sa¨mtliche Dienste sind zur Laufzeit abfragbar. Zusa¨tzliche Bundles ko¨nnen von
einem globalen Archiv wie OBR (OSGi Bundle Repository) bezogen werden.
U¨ber die Erweiterung R-OSGi kann die Plattform auch im verteilten Betrieb
arbeiten [84].
Im Gegensatz zu DCE wird eine wesentlich ho¨here Dynamik und Modularita¨t
erzielt. Gleichzeitig fehlt auch bei OSGi eine benutzerzentrische Funktionalita¨t
zum Anbieten, Suchen und Nutzen von Diensten. Eine vertragliche Zusicherung
von Diensteigenschaften wird nicht unterstu¨tzt. Zudem sind alle Dienste an eine
Java-Implementierung gebunden, was gegen das Prinzip der Implementierungs-
transparenz versto¨ßt.
2.5.3 Dienstorientierte Architekturen und SOA-Plattformen
Die steigende Popularita¨t des Internet, speziell des World Wide Web, fu¨hrte zu
einer Zunahme an global verfu¨gbaren Onlinediensten, deren Standardisierung
maßgeblich durch Webstandards beeinflusst wurde und somit auf eine ho¨here
Netzwerkschicht als bei den bis dahin ga¨ngigen Dienstprotokollen abgebildet
wurde. Aus dieser Entwicklung sind die mittlerweile u¨blich gewordenen Web
Services konzeptionell hervorgegangen. Der Einfluss des Web la¨sst sich insbe-
sondere bei der Verwendung von deklarativen Auszeichnungssprachen wie XML
oder JSON feststellen. Das XML-Format wird in Protokollen wie HTTP und
teilweise darauf basierender Protokolle wie XML-RPC und SOAP eingesetzt.
Die Weiterentwicklung auf Protokollebene und die Globalisierung von Dienst-
angeboten bedingte eine parallel stattfindende Verbesserung von Dienstarchitek-
turen. Neben eher dezentral und dynamisch wachsenden ressourcenorientierten
HTTP-Dienstangeboten, den RESTful Web Services, haben sich dedizierte Web-
Service-Management-Plattformen herausgebildet, welche meist auf prozedurale
oder dokumentenorientierte SOAP-Dienste beschra¨nkt sind. Die Gru¨nde fu¨r die
unterschiedlichen Sichtweisen auf Webdienste liegen in den unterschiedlichen
Herangehensweisen zur Dienstbeschreibung und zur Komposition auf Basis von
Choreographie oder Orchestrierung sowie in der asymmetrischen industriellen
Standardisierung und Werkzeugunterstu¨tzung [130].
Abgrenzend zu den bisher betrachteten eingeschra¨nkten Komponenten- und
Dienstumgebungen soll der Begriff Dienstplattform somit Verwaltungs- und
Ausfu¨hrungsfunktionen bezeichnen, die den Lebenszyklus eines Web Services
von der Installation u¨ber die Nutzung bis hin zur langfristigen Verwaltung un-
terstu¨tzen.
Die momentan verfu¨gbaren Dienstplattformen unterscheiden sich prima¨r hin-
sichtlich der ausfu¨hrbaren und verwaltbaren Diensttechnologien. Dies betrifft
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die Paketierung der Dienste, deren Beschreibung sowie die zur Entwicklung ein-
gesetzten Modelle und Frameworks. Sekunda¨r sind Verwaltungsfunktionen wie
Benutzer- und Sicherheitsverwaltung, QoS-Monitoring, adaptive Skalierbarkeit
und Integration mit weiteren Plattformen von Bedeutung. Der weitaus gro¨ß-
te Anteil wird durch Plattformen zur Ausfu¨hrung von Diensten basierend auf
Java-Technologien gestellt.
Das aus den Forschungsarbeiten zu semantischen Diensten unter Nutzung
der WSMO-Methodologie hervorgegangeneWeb Service Execution Environment
(WSMX) [41] stellt neben einigen Entwicklungswerkzeugen wie Transformati-
onswerkzeugen und Editoren fu¨r die Abbildung funktionaler Konzepte vor al-
lem eine Laufzeitplattform fu¨r die Dienstausfu¨hrung bereit. Zentrale Bestand-
teile sind Ontologie-Reasoner sowie Komponenten wie Dienstregistrierung und
-suche, zielorientierte automatisierte Komposition, Mediation und Ausfu¨hrung.
U¨ber das Dienstbeschreibungsformat WSML lassen sich nichtfunktionale Eigen-
schaften u¨ber ein dafu¨r vorgesehenes Syntaxkonstrukt (nfp) direkt ausdru¨cken.
Die weitere Verarbeitung der NFE ist in WSMO im Rahmen der Komposition
und Mediation stark ausgebaut. Es sind jedoch keine dynamischen NFEs oder
SLAs konzeptionell vorgesehen und sind demzufolge in WSMX auch nicht um-
gesetzt. WSMX wird kontinuierlich o¨ffentlich entwickelt, eine laufende Instanz
im Internet existiert nicht.
Einen a¨hnlichen Ansatz wie WSMX verfolgte die ASG-Plattform als Um-
setzung eines Adaptive Services Grid. Es erweiterte die WSMO-Ansa¨tze um
Adaptivita¨t speziell in kompositen Diensten durch Strategien wie Planung von
Prozessen, Einfassung von Diensten in die Prozesse und dynamisches Neuplanen
und Neubinden abha¨ngig von durch Monitoring u¨berwachten Qualita¨tskriterien
[57]. Die Entwicklung beinhaltete schließlich jedoch keine Laufzeitplattform fu¨r
die verwalteten Dienste. Der ASG-Prototyp ist nachnutzbar, eine permanente
Instanz existiert hingegen nicht.
Die Plattform WSQoSX [8] stellt die qualita¨tsbewusste Dienstausfu¨hrung in
den Mittelpunkt. Dazu geho¨rt die Beschreibung von Qualita¨tseigenschaften, die
heuristisch optimierte Suche nach passenden Diensten unter Beru¨cksichtigung
nichtfunktionaler Anforderungen, die Bildung von Vertra¨gen und die Adaption
von (komponierten) Diensten in Hinblick auf die Einhaltung der vertraglich ga-
rantierten Dienstgu¨te u¨ber ein Neuplanungsverfahren. Der entwickelte Prototyp
ist nicht o¨ffentlich verfu¨gbar oder als Instanz im Einsatz.
In europa¨ischen La¨ndern la¨sst sich eine versta¨rkte Fo¨rderung von gesamt-
heitlichen Dienstplattformen erkennen. Zwischen einer zugrundeliegenden Er-
weiterung von Netzwerk- und Kommunikationstechniken hin zu Netzwerken der
na¨chsten Generation mit Ende-zu-Ende-Garantien und einer anwendungsseiti-
gen Ausrichtung auf multimediale, mehrdimensionale und greifbare Inhalte wer-
den unter dem Schlagwort Internet der Zukunft dazwischenliegende Plattfor-
men als dienstorientierte Middlewaresysteme mit der Sammelbezeichnung Ser-
vices and Software Architectures, Infrastructures and Engineering (SSAI) pro-
pagiert. Diese teilen sich wiederum auf in virtualisierte Basisinfrastrukturpro-
jekte, Dienstplattformen und Benutzerschnittstellen fu¨r Dienste. Nebengeordnet
zu dieser Laufzeitsicht werden neuartige Entwicklungsumgebungen fu¨r Dienste
geschaffen.
Auf Architekturebene sind diese Plattformen entweder als monolitische Midd-
lewaresysteme realisiert, deren Funktionen nur teilweise als Dienstschnittstelle
zur Verfu¨gung gestellt wird, oder als modulare dienstbasierte Middleware, deren
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Kernbestandteile auf lose gekoppelten und austauschbaren Plattformdiensten
beruht, analog zu den Core Services von DCE.
Neben den akademischen Ansa¨tzen, von denen bisher keine permanente ge-
scha¨ftlich genutzte Instanz im Internet existiert, gibt es auch kommerzielle An-
bieter mit teils a¨hnlicher Ausrichtung, die sich fu¨r einen Vergleich eignen.
Salesforce [33] betreibt mit force.com eine SaaS-Portal zur kostenpflichti-
gen Bereitstellung von Dienstleistungen u¨ber das Internet. Durch den Anbieter
werden jedoch einige der Grundprinzipien von SOA nicht beru¨cksichtigt. Insbe-
sondere sind Dienste nicht technologieunabha¨ngig, da zwangsweise die proprie-
ta¨re Programmiersprache Apex eingesetzt werden muss. Da es keine weiteren
Hostinganbieter fu¨r Programme in dieser Sprache gibt, ist zudem eine Anbie-
terabha¨ngigkeit entgegen des Prinzips der losen Kopplung gegeben.
Die selektiv vorgestellten Vertreter von Dienstplattformen weisen bereits et-
liche Merkmale auf, die sie fu¨r einen Einsatz als Dienstmarktpla¨tze qualifizieren
wu¨rden. Es werden jedoch stets nur wenige der Anforderungen gleichzeitig er-
fu¨llt. Insbesondere existiert unter diesen existerenden Ansa¨tzen keine Plattform,
die eine echte Handelbarkeit von Diensten ermo¨glicht. Aus dem Grund werden
die Betrachtungen nun auf zwar noch nicht im Internet nutzbare, aber zumindest
in Entwicklung befindliche Prototypen und Forschungsansa¨tze ausgeweitet.
2.5.4 Dienstplattformen fu¨r das Internet der Dienste
Fu¨r einen Betrieb im Internet der Dienste sind konventionelle SOA-Plattformen
nur bedingt geeignet. Zum einen ist der Architekturstil der Plattformdienste
nicht ausgereift genug, u¨ber den Austausch und die Bereitstellung von Platt-
formfunktionalita¨t in komponierten Mehrwertdiensten komplexe handelbare Dienst-
leistungen technisch realisieren und anbieten zu ko¨nnen. Weiterhin sind die
Plattformen zwar auf den Betrieb und die Verwaltung von Diensten ausgelegt,
jedoch kaum auf eine Mediation zwischen Anbietern und Nutzern von Diensten.
Die wenigen Ansa¨tze zu einer nutzerzentrischen Mediation sind wiederum meist
nur auf die Auswahl von Diensten, nicht jedoch auf die weitergehenden Aspek-
te wie langfristige vertragliche Bindung oder Ausfu¨hrung ausgelegt. Als dritter
Grund sei die unzureichende Einstellung auf das extrem heterogene Diensttech-
nologiespektrum genannt, welches sich bei einer Zunahme von Dienstanbietern
eher noch verbreitern wird.
Aus diesem Grund entstehen zur Zeit eine Reihe von Infrastrukturansa¨t-
zen, die die Forschung an inkrementellen Qualita¨tssteigerungen im Internet der
Dienste u¨berhaupt erst ermo¨glichen. Sie erweitern SOA-Plattformen um Aspek-
te des globalen Handels von Diensten auf speziellen Marktpla¨tzen. Insbesondere
wird der erprobte Betrieb unter realen Bedingungen im Internet als weiteres
Kriterium fu¨r den Vergleich vorausgesetzt.
Durch die Abschaltung der UDDI-basiertenUniveral Business Registry (UBR)
ist ein neuerlicher Bedarf nach globalen Dienstverzeichnissen entstanden. Dienst-
verzeichnisse unterschiedlichen Umfangs fu¨llen diese Lu¨cke mittlerweile aus. Als
Vertreter sind etwa Service-Finder unter demo.service-finder.eu, Service-
Repository unter service-repository.com und Opossum unter fusion.cs.uni-
jena.de zu nennen. Einige der Verzeichnisse enthalten bereits textuelle und
grafische Metadaten zur Verfu¨gbarkeit und zur Popularita¨t der Dienste. Ein in
die Dienstbeschreibung integriertes Format respektive dynamisch dadurch ange-
reicherte Beschreibungsdokumente sind jedoch derzeitig nicht im Einsatz. Auch
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beschra¨nken sich die Metadaten auf das Monitoring entfernter Dienste, ein eige-
nes Hosting erfolgt nicht. Auch der Abschluss von Vertra¨gen wird unabha¨ngig
davon in keinem der Ansa¨tze unterstu¨tzt.
Die im Rahmen europa¨ischer Fo¨rderprojekte getragene NESSI-Initiative fu¨r
vernetzte Forschung an Software und Diensten fu¨hrt einige der SSAI-Dienstplatt-
formvorhaben in der Referenzarchitektur NEXOF-RA zusammen [23]. Diese
noch in Entwicklung befindliche Architektur unterliegt einem fu¨r derartige Pro-
jektverha¨ltnisse relativ offen zuga¨nglichen Entwurfsverfahren. Die Architektur
ist sehr umfangreich und ambitioniert ausgelegt, wie aus Abbildung 2.9 ersicht-
lich. Es existiert jedoch noch kein lauffa¨higer Prototyp. Im Fall einer generellen
Verfu¨gbarkeit dieser Entwicklungen ist fu¨r zuku¨nftige Forschungsvorhaben zu
Diensten und Dienstplattformen eine Konsolidierung auf eine Architektur denk-
bar. Die relevanten Architekturformen sollen am Beispiel eines SSAI-Projekts
aufgezeigt werden.
Abbildung 2.9: Gesamtansatz von NEXOF-RA, vereinfachte Darstellung
Das Projekt SLA@SOI propagiert eine SLA-bezogene Dienstausfu¨hrungs-
und verwaltungsumgebung. Die Architektur reicht dabei von der Infrastruk-
turebene u¨ber die Dienste bis hin zu komplexen Gescha¨ftsprozessen. Der Ansatz
sieht zur Unterstu¨tzung der in den SLAs vereinbarten Qualita¨tskriterien einen
Entwicklungsprozess vor, der die Modellierung von NFE zur Vorhersagbarkeit
von SLA-Grenzwerten bereits beinhaltet. Durch Gewinnung von Monitoring-
informationen zur Laufzeit ko¨nnen diese Informationen weiter erga¨nzt werden
[30]. Die Ziele von SLA@SOI decken sich zu großen Teilen mit dem Thema
dieser Arbeit. Eine Umsetzung der angestrebten Architektur des Projekts steht
allerdings noch nicht zur Verfu¨gung, wenn auch eine Vero¨ffentlichung angestrebt
wird.
2.5.5 Zusammenfassung Dienstplattformen
Zur besseren U¨bersichtlichkeit werden die existierenden SOA-Plattformen in der
Tabelle 2.4 noch einmal bezu¨glich ihrer Funktionalita¨t gegenu¨bergestellt. Die
erga¨nzende Tabelle 2.5 fasst zudem die nichtfunktionalen Aspekte zusammen.
Im Bereich der SOA-Umgebungen existieren nur wenige tatsa¨chlich einge-
setzte Systeme, die den Handel mit verteilbaren Diensten unterstu¨tzen. Auch
die aktuellen Forschungsprojekte weisen kaum die notwendige holistische Heran-
gehensweise auf, um einen hinreichend integrierten Dienstmarktplatz betreiben
zu ko¨nnen. Zudem bietet kein Ansatz bisher eine durchga¨ngige U¨berpru¨fung der
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Dienstgu¨te und davon abgeleitet eine programmatisch auswertbare Bereitstel-
lung dynamisch angepasster Dienstbeschreibungsdokumente. Nur wenige Regis-
trierdienste u¨berwachen objektiv und durch Benutzerbewertungen subjektiv die
Dienstausfu¨hrung. Insbesondere ist in diesen Ansa¨tzen kein Bezug auf individu-
ell ausgehandelte Dienstgu¨tevereinbarungen erkennbar.
Abbildung 2.10 zeigt abschließend, auf welchen Ebenen und auf welchem Ab-
straktionsniveau sich die in dieser Arbeit zu erstellenden konzeptionellen und ar-
chitektonischen Erweiterungen von SOA-Technologien einordnen lassen. Die vor-
handenen praktischen Ansa¨tze zur Beschreibung nichtfunktionaler Eigenschaf-
ten und zur Auslieferung von Dienstpaketen mu¨ssen um eine modelltheoretische
Sicht erga¨nzt werden, um darauf basierend eine Methodik zur Verbesserung der
Qualita¨t der Dienstausfu¨hrung definieren zu ko¨nnen. Die Umsetzung einer der
Methodik entsprechenden Dienstplattform soll hingegen vorrangig als konkrete
Implementierung durchgefu¨hrt werden, um anschließend eine Evaluierung der
Konzepte zu erzielen.
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Dieses Kapitel beinhaltet die Darstellung des Konzepts zur inkrementellen Ver-
besserung der Metaqualita¨t und damit der Gesamtqualita¨t angebotener Dienst-
leistungen in Dienstumgebungen. Dafu¨r wird zuerst eine U¨bersicht u¨ber den
konzeptionellen Gesamtansatz gegeben, gefolgt von einer Vorstellung der zen-
tralen Modelle, mathematischen Definitionen und algorithmischen Verfahren.
Das Kapitel schließt mit einer Betrachtung der Nutzung der Verfahren in einer
Dienstplattform.
Der Gesamtansatz beschreibt dabei die Gewinnung, Nutzung und inkremen-
telle Verbesserung der Metaqualita¨t von Diensten (Service Meta Quality, SMQ).
Aufbauend auf den im vorherigen Kapitel erarbeiteten Grundlagen zur Modellie-
rung von NFE wird dazu ein spezielles Expressivita¨tsmodell fu¨r nichtfunktionale
Eigenschaften pra¨sentiert, welches als Berechnungsgrundlage fu¨r die Verfahren
dient. Unter Nutzung dieses Modells wird eine eindeutige Definition fu¨r die
Metaqualita¨t von Diensten als hierarchisch strukturierte Metrik sowie als Aus-
pra¨gung in Form von Annotationen gegeben. Die Gewinnung, Verwendung und
Verbesserung der Metaqualita¨tsdaten wird anschließend als Menge von Prozes-
sen dargestellt. Anhand eines Beispiels werden dabei die Vorteile beim Einsatz
der Verfahren deutlich. Darauf folgt abschließend eine abstrakte Betrachtung
zur Integration der Verfahren in Dienstplattformen.
Der Zusammenhang aller Teilkonzepte wird durch die Abbildung 3.1 veran-
schaulicht.
Abbildung 3.1: Erarbeitung der Teilkonzepte in diesem Kapitel
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3.1 Inkrementelle Qualita¨tsverbesserung durch
Abgleichverfahren
Dienste im Sinne dieser Arbeit sind durch deklarative Spezifikationen funktiona-
ler und nichtfunktionaler Eigenschaften gekennzeichnet. Die Abgleichsverfahren
haben zum Ziel, die Qualita¨t der Spezifikation aller nichtfunktionalen Eigen-
schaften zu erfassen (Gewinnung, Bestimmung), abfragbar auszudru¨cken (Ru¨ck-
fu¨hrung, Propagierung) und langfristig zu verbessern (Verbesserung).
Durch einen Abgleich von spezifizierten Qualita¨tsmerkmalen eines Dienstes
mit einer Erwartungsvorlage einerseits und seinen tatsa¨chlich erzielten Qua-
lita¨tswerten andererseits wird die Qualita¨t der Beschreibungen eines Dienstes
bestimmt. Die Betrachtung dieser Metaqualita¨t punktuell oder u¨ber die Zeit
la¨sst Ru¨ckschlu¨sse auf zufa¨llige Spezifikationsfehler oder inha¨rente Abweichun-
gen durch unpassende Spezifikationsansa¨tze zu. Eine Plattform zum Betrieb des
Internets der Dienste mit integrierten Abgleichsverfahren kann systematisch die
Metaqualita¨t von Diensten bestimmen und somit langfristig die Markierung oder
den Ausschluss der problematischen Dienste sicherstellen. Allein dadurch wird
nicht nur die Qualita¨t jedes einzelnen Dienstes in die Betrachtungen eingezogen,
sondern im Hinblick auf verteilte komposite Dienstleistungen die Gesamtqualita¨t
jeder Plattforminstanz spu¨rbar und messbar verbessert. Eine weitere Steigerung
der Gesamtqualita¨t ist mo¨glich, wenn die Metaqualita¨t nicht nur erkannt und
propagiert, sondern selbst auch noch gesteigert wird. Die drei Verfahren zur Ge-
winnung, Ru¨ckfu¨hrung und Verbesserung der Metaqualita¨tswerte werden durch
die Grafik 3.2 anhand ihrer Anknu¨pfung an die Struktur von NFE veranschau-
licht.
Abbildung 3.2: Prozessschritte der Metaqualita¨tsgewinnung, -ru¨ckfu¨hrung und -
verbesserung
Das Konzept zur inkrementellen Metaqualita¨tsverbesserung umfasst eine
gro¨ßtmo¨gliche Einbeziehung von statischen und dynamischen Informationsquel-
len zur Laufzeit. Es werden dabei nichtfunktionale Diensteigenschaften aus Dienst-
beschreibungen, Vertragsvorlagen, Monitoringinformationen zu aktiven Vertra¨-
gen und Benutzerbewertungen beru¨cksichtigt. Zusa¨tzlich wird die Vollsta¨ndig-
keit und Pra¨zision der Metaqualita¨tsangaben durch Einbeziehung von existie-
renden Datenabha¨ngigkeits- und Vorhersagemodellen erho¨ht.
Die datenintensive Kombination von Angaben u¨ber Diensteigenschaften ist
bisher in keiner Dienstplattform zu finden. Sie ist jedoch notwendig, um vor
dem Hintergrund der zuku¨nftig zu erwartenden Menge an angebotenen Diens-
ten klare Entscheidungen fu¨r oder gegen die Nutzung bestimmter Dienste treffen
zu ko¨nnen. Aus diesem Grund wird das Konzept erst detailliert dargelegt, an-
schließend dessen Einbindung in Dienstplattformen fu¨r das Internet der Dienste
erla¨utert und schließlich anhand einer konkreten qualita¨tsfokussierten Dienst-
plattform experimentell validiert.
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Ein beispielhafter Prozess ist in der Abbildung 3.3 dargestellt. Es sind hier-
bei zwei NFE angedeutet, die zu unterschiedlichen Zeitpunkten in ein anfangs
leeres Dienstbeschreibungsdokument eingetragen werden. Dabei weist insbeson-
dere der zweite Wert eine hohe anfa¨ngliche Schwankung auf, verbleibt jedoch
letztlich in geringer Abweichung seines spezifizierten Wertes. Fu¨r die beiden
betrachteten Qualita¨tskriterien fu¨hrt diese Stabilisierung zu anhaltend hohen
Werten.
Abbildung 3.3: Iterative Verbesserung der Metaqualita¨t als imagina¨res Beispiel
3.2 CPEM - Ein Modell fu¨r die Ausdruckssta¨rke
von NFE
Das Property Expressivity Model (PEM) definiert Expressivita¨tsniveaus zum
Vergleich der Ausdruckssta¨rke von Spezifikationen nichtfunktionaler Eigenschaf-
ten. Es dient als Grundlage fu¨r die pra¨zise Berechnung der Metaqualita¨t.
Das erweiterte Concentric Property Expressivity Modell (CPEM) dient als
grafische Notation fu¨r sowohl die Expressivita¨t von NFE als auch deren Ein-
ordnung in den Lebenszyklus von Diensten. Es soll somit basierend auf den
Vorarbeiten zu NFE-Strukturen und unter Einbeziehung der PEM-Stufen (sie-
he Abbildung 3.4) der Definition der Metaqualita¨t vorangestellt werden.
Abbildung 3.4: Ableitung expliziter Expressivita¨tsstufen von NFE
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Die Modellierung von PEM und CPEM leitet sich aus dem Aufbau und
der Verwendung handelbarer Dienste ab. Die mehrstufige Einordnung von NFE
in solchen Diensten wird an dieser Stelle grob skizziert, um das Versta¨ndnis
der nachfolgenden Erla¨uterungen zur Notation zu erleichtern. In Abbildung 3.5
wird gezeigt, wie sich ein Dienst aus verschiedenen abstrakten Artefakten an
zusammensetzt. Als Artefakt za¨hlen dabei neben der Implementierung auch be-
schreibende Dokumente, welche, sofern sie nichtfunktionale Diensteigenschaften
beschreiben, auch als NFE-Tra¨gerdokumente bezeichnet werden. Dazu za¨hlen
insbesondere Dienstbeschreibungen und SLA-Vorlagen, die als Teil eines Diens-
tes bereitgestellt werden. Zusa¨tzliche NFE-Tra¨gerdokumente sind nicht notwen-
digerweise an ein physisches Artefakt des Dienstes gekoppelt. Dies betrifft vor
allem nutzerseitige Tra¨gerdokumente wie Zielanfragen, SLA-Vorschla¨ge und Be-
wertungen sowie systemseitige Tra¨gerdokumente wie Monitoringberichte und
ausgehandelte SLAs. Als imagina¨res NFE-Tra¨gerdokument wird der konzentri-
sche Tra¨gerdokumentverbund aX eingefu¨hrt, welcher in den einzelnen Phasen pn
der Dienstverwendung unterschiedliche Auspra¨gungen aufweist, die aus logisch
zusammenha¨ngenden Tra¨gerdokumenten bestehen. Beispielsweise gibt es einen
im Sinne der Dienstausfu¨hrung logischen Zusammenhang der NFE-Angaben
in einer Dienstbeschreibung, einer davon abgeleiteten SLA-Vorlage und einem
daraus generierten SLA, nicht jedoch zwischen diesem und weiteren SLAs. Des-
weiteren ko¨nnen in jeder Phase die NFE-Angaben im Tra¨gerdokument unter-
schiedlich ausdrucksstark mit der Notation en sein. Die entstehende grafische
Notation soll nachfolgend definiert werden.
Abbildung 3.5: NFE-Modell CPEM: Zuordnung zu Artefakten eines handelbaren
Dienstes, dessen Phasen und deren Ausdruckssta¨rken
3.2.1 Expressivita¨tsstufen in PEM
Die Expressivita¨t oder Ausdruckssta¨rke einer NFE en gibt an, wieviele Infor-
mationen u¨ber den Wert der NFE und dessen Zusammensetzung direkt analy-
tisch erkennbar sind. Ausgehend von Einzelwerten mit oder ohne statistischen
Kennzahlen (e1 bzw. e1+) u¨ber gewichtete Wertebereiche (e2) bis hin zu pra¨zise
erfassten, kontext-, eingabe-, ressourcen- und zeitabha¨ngigen Merkmalen von
Eigenschaften mit mo¨glichen Interdependenzen zu anderen NFE (e3) ist eine
Analyse auf diese Weise vergleichbar mo¨glich. PEM definiert ha¨ufig anzutref-
fende Expressivita¨tsstufen ohne Anspruch auf Vollsta¨ndigkeit und ihre U¨ber-
fu¨hrbarkeit in jeweils angrenzende Stufen durch Lifting und Lowering.
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e1+ Einzelwerte mit statistischen Kennzahlen, insbesondere Lage- und
Streuungsmaße
e2 gewichtete Wertebereiche
e3 Abha¨ngigkeit von Eingabe- und Kontextparametern, Ressourcen-
bindung, temporale Abha¨ngigkeiten, Interdependenzen - extrinsi-
sche Eigenschaften
Tabelle 3.2: Kompatibilita¨t unterschiedlicher Ausdruckssta¨rken
Expressivita¨t Lifting zu en+1 Lowering zu en−1
e0 nicht mo¨glich aufgrund fehlen-
der Information
–
e1 nicht mo¨glich aufgrund fehlen-
der Information
trivial durch Lo¨schung
e1+ Aufteilung auf mehrere Werte-










e3 – Berechnung der Wertebereiche
Abzuwa¨gende Faktoren fu¨r die Wahl einer Expressivita¨t sind neben der auf-
wa¨ndigeren Verarbeitung ho¨herer Stufen auch die damit einhergehenden perfor-
manzreduzierenden umfangreicheren Spezifikationen in NFE-Tra¨gerdokumenten.
Von PEM werden in dieser Arbeit neben vollsta¨ndig fehlenden Angaben nur
die beiden unteren Expressivita¨tsstufen e1 und e2 betrachtet, da diese fu¨r die
meisten Anwendungsfa¨lle bereits hinreichend aussagekra¨ftig sind. Diese sollen
nachfolgend als Einzelwerte und Wertebereiche bezeichnet werden. Die Unab-
ha¨ngigkeit der NFE voneinander und von a¨ußeren Einflussen wird angenommen.
Tabelle 3.1 fasst die definierten Ausdruckssta¨rken zusammen.
Die Beru¨cksichtigung der Expressivita¨tsniveaus ist fu¨r sa¨mtliche Vergleichs-
verfahren von hoher Bedeutung. Nicht jede Ausdruckssta¨rke la¨sst sich auf die
jeweils ho¨here oder niedrigere Stufe abbilden, so dass gerade in heterogenen
Dienstumgebungen Kontrollverfahren eingesetzt werden mu¨ssen, um die fehlen-
de Vergleichbarkeit zu signalisieren. Die Kompatibilita¨t der Niveaus hinsichtlich
der Vergleichbarkeit zeigt Tabelle 3.2.
3.2.2 Grafische Notation fu¨r CPEM
CPEM erweitert PEM um kausale Zusammenha¨nge anhand des Lebenszyklus
handelbarer Dienste. Die Expressivita¨t oder Ausdruckssta¨rke einer NFE en wird
in der grafischen Notation durch den symbolischen Radius n eines Rings be-
stimmt, wobei der Kreismittelpunkt eine vo¨llig fehlende Angabe e0 repra¨sen-
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tiert. Je gro¨ßer der dargestellte Radius ist, desto detaillierter ist die Angabe der
NFE.
Die Einordnung in den Lebenszyklus erfolgt durch Kreissektoren, deren An-
zahl sich aus der Zahl der NFE-Verarbeitungsschritte pn auf einer Dienstplatt-
form ergibt. Durch die Analyse der Vorarbeiten wurden fu¨nf allgemeine Schritte
identifiziert, so dass sich eine Einteilung in Quintupel ergibt. Das erste Quin-
tupel beschreibt die Angabe von NFE in Dienstbeschreibungen (Service Des-
criptions, SD), die u¨blicherweise von den Anbietern eines Dienstes bereitgestellt
werden. Das zweite Quintupel beschreibt die NFE-Angaben innerhalb von SLA-
Vorlagen (SLA Templates, SLAT), die oftmals von den Dienstbeschreibungen
abgeleitet sind. Im dritten Quintupel werden die Anforderungen und Zielstel-
lungen eines potenziellen Dienstbenutzers u¨ber ihre NFE dargestellt (Goal).
Das vierte Quintupel repra¨sentiert die NFE-Angaben in den Dienstgu¨teverein-
barungen eines Vertrages, der durch eine Aushandlung entstanden ist (SLA).
Der Aushandlungsprozess kann dabei die NFE aus der Vertragsvorlage und
den Anforderungen nutzen und resultiert zuerst in einem SLA Offer. Dieses
ist jedoch bezu¨glich der NFE-Angaben semantisch a¨quivalent zum SLA und
muss somit nicht als gesonderte Phase betrachtet werden. Das fu¨nfte Quintupel
entha¨lt schließlich die gemessenen NFE basierend auf den vertraglichen Zusi-
cherungen (Monitor, Mon). Ausgehend von den Messungen ko¨nnen u¨ber eine
Ru¨ckkopplung nun wiederum die NFE-Angaben in den Dienstbeschreibungen
und SLA-Vorlagen aktualisiert oder annotiert werden.
Das Modell CPEM ist in der Abbildung 3.6 dargestellt. Die weiter außen
befindlichen Ringe e3+ mit ho¨herer Expressivita¨t sind in der Abbildung nicht
enthalten. Die grafische Notation erlaubt eine Darstellung der in der jeweiligen
Nutzungsphase der NFE-Tra¨gerdokumente voraussetzbaren Expressivita¨t und
eine intuitive Erkennung von U¨berga¨ngen.
Um die NFE in ihren Phasen unterscheiden zu ko¨nnen, wird eine Notation
mit Indizes eingefu¨hrt. Somit stellen nfesd die NFE in Dienstbeschreibungsdo-
kumenten dar, nfeslat solche in Vertragsvorlagen, nfegoal solche in Zielstellun-
gen des Konsumenten, nfesla solche in Dienstgu¨tevereinbarungen und nfemon
die durch ein Monitoringframework gemessenen Werte.
Jede einzelne NFE wird dabei als zusammengesetzte, annotierbare Struk-
tur angenommen (vgl. Abschnitt 2.3.3 und Abbildung 2.7). Die Annotierbarkeit
wird fu¨r Benutzerbewertungen auf nfesla und Metaqualita¨tsangaben zu nfesd
genutzt. Beide Angaben ko¨nnen aufgrund abweichender Basistypisierung und
ebenfalls unterschiedlicher Einheiten nicht als eigene Phase in CPEM repra¨sen-
tiert werden. Sie sind demnach nur als Erga¨nzung in der grafischen Notation
dargestellt.
Die Eigenschaften nfeslat und nfesla werden oftmals auch als Service Level
Objectives (SLO) oder Service Level Specifications (SLS) bezeichnet. Die An-
gaben nfesd und nfegoal entsprechen dabei den Angaben offers/provides und
requires/uses in Ansa¨tzen zur NFE-Repra¨sentation in Komponentensystemen.
Das Modell CPEM geht somit u¨ber diese bisherige Darstellung hinaus und er-
mo¨glicht durch eine generalisierte Darstellung die Bildung von vergleichbaren
NFE in Dienstlandschaften.
CPEM definierte keine syntaktische Darstellung der NFE. Diese ist abha¨n-
gig von den heterogenen Dokumentenformaten und deren Varianten wie im Fall
der SLA-Sprache WS-Agreement, welche gerade die pra¨zise Angabe der garan-
tierten Eigenschaften nicht spezifiziert. In dieser Arbeit wird daher stets mit
















































Abbildung 3.6: NFE-Modell CPEM: Expressivita¨t und Lebenszykluseinordnung fu¨r
nichtfunktionale Eigenschaften
einer ada¨quaten Pseudo-Notation gearbeitet, sofern keine konkrete Syntax zur
Verfu¨gung steht.
3.2.3 Beispiel fu¨r Ausdruckssta¨rken nach CPEM
Die unterschiedliche Expressivita¨t der NFE la¨sst sich mit einem Beispieldienst
demonstrieren. Dieser sei bezu¨glich der zwei Eigenschaften Antwortzeit und Auf-
ruferfolg beschrieben. Die Antwortzeit (rt fu¨r response time) ist dabei ein mit
einer Einheit versehener numerischer Wert, der angibt, wieviele Sekunden der
Aufruf eines Dienstes beno¨tigt. Der Aufruferfolg (success) ist ein einheitenloser
Wahrheitswert fu¨r den erfolgreichen Aufruf ohne Dienst- und U¨bertragungsfeh-
ler.
Im Fall einfacher Wertangaben u¨ber Einzelwerte mit teilweiser Nutzung sta-
tistischer Merkmale wie dem arithmetischen Mittel µ (average) und der Stan-
dardabweichung σ (sigma) sind die folgenden NFE-Spezifikationen in e1 und
e1+ mo¨glich:
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• nfesd: success=true, rt=6.7s
• nfeslat: success=[true..false], rt<[5..10]s
• nfegoal: success=true, rt<4s
• nfesla: success=true, rt<5s
• nfemon: success:median=true, rt:average=6.7s, rt:sigma=2.9s
Auffa¨llig sind dabei die typabha¨ngig unterschiedlich sinnvoll einsetzbaren
Verfahren zur Bildung von Durchschnittswerten. Vor allem Wahrheitswerte las-
sen sich nur bedingt nu¨tzlich als aggregierte Werte darstellen, da dieser Angabe
unter Beachtung der Typsicherheit wiederum nur ein Wertebereich der Kardi-
nalita¨t zwei zur Verfu¨gung stu¨nde. Bei Verwendung von gewichteten Wertbe-
reichsangaben unter Angabe der relativen Auftrittsha¨ufigkeiten sind wesentlich
genauere Aussagen u¨ber die Diensteigenschaften in e2 erzielbar:
• nfesd: success=true(98%), rt=[5;9]s(95%)/[9;∞]s(5%)
• nfeslat: success=true([>=<][70..100]%), rt=[5;9]s([>=<][80..100]%)
• nfegoal: success=true(>80%), rt=[5;9]s(>90%)
• nfesla: success=true(>=94%), rt=[5;8]s(>85%)
• nfemon: success=true(98%), rt=[5;8]s(87%)
U¨blicherweise stehen fu¨r die Vertragsaushandlung beliebige Vergleichsopera-
toren (<,≤,=,≥, >) zur Verfu¨gung. Die Angabe des Operators fu¨r nfegoal und
nfesla ergibt sich hier aus der aus Sicht des Anfragers sinnvollen Sortierung.
Die in SLAs oft vorkommende SLO-Formulierung, dass eine NFE einen
Grenzwert ho¨chstens zu einem bestimmten Prozentsatz unter- bzw. u¨berschrei-
ten du¨rfe, ist ein bina¨r vereinfachter Spezialfall der Wertbereichsangaben.
3.3 Metaqualita¨t von Diensten
Ausgehend vom allgemeinen Begriff Metaqualita¨t (vgl. 2.4.4) la¨sst sich ein dienst-
spezifischer Begriff ableiten. Diese Dienstmetaqualita¨t (Service Meta Quality,
SMQ) ist strukturell auf die Angabe von Qualita¨tseigenschaften in dienstar-
tefaktgebundenen NFE-Tra¨gerdokumenten wie Dienstbeschreibungen und Vor-
lagen fu¨r Dienstgu¨tevereinbarungen gema¨ß der CPEM-Notation angepasst. In
Abbildung 3.7 ist diese spezialisierte Form der Metaqualita¨t unter Beru¨cksich-
tigung mehrerer Granularita¨tsstufen schematisch abgebildet.
In den weiteren Unterabschnitten wird die Metaqualita¨t fu¨r Dienste definiert,
ihre mathematische und algorithmische Berechnungsvorschrift angegeben und
ihre Manifestierung in NFE-Tra¨gerdokumenten exemplarisch gezeigt.
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Abbildung 3.7: Einordnung der Metaqualita¨t von Diensten
3.3.1 Motivation
Die Angabe von NFE in Dienstbeschreibungen, SLA-Vorlagen und SLAs kann
u¨ber unterschiedliche Verfahren realisiert werden. Sie reicht von der willku¨rli-
chen Festlegung basierend auf Abscha¨tzungen u¨ber projezierte Simulationser-
gebnisse bis hin zu formal bestimmten Parametergrenzen. Typischerweise sind
der Ursprung und die Qualita¨t der NFE-Angaben jedoch unbekannt und werden
nicht kritisch untersucht. Die Metaqualita¨t fu¨r Dienste, Service Meta Quality
(SMQ), soll die damit verbundenen Nachteile ausschließen.
Je mehr dienstorientierte Anwendungslandschaften von bestimmten NFE
abha¨ngen, desto wichtiger wird es zu wissen, was genau mit deren Spezifika-
tion ausgedru¨ckt wird. Bisherige Forschungsergebnisse verlangen bereits eine
hohe Pra¨zision und Expressivita¨t von NFE sowie deren Komponierbarkeit und
effiziente automatische Berechnung und Validierung [128]. Auch sollen neben
technischen Eigenschaften nutzerzentrische Aussagen u¨ber Dienste ausgedru¨ckt
werden ko¨nnen. Im Kontext der vertragsgebundenen Dienstausfu¨hrung ist es es-
sentiell, dass sich der Dienstnutzer auf Zusicherungen bezu¨glich der Dienstgu¨te
verlassen kann. Diese Zusicherungen verlangen wiederum eine pra¨zise und akku-
rate Spezifikation der nichtfunktionalen Eigenschaften in Dienstbeschreibungen,
Vertragsvorlagen und anderen NFE-Tra¨gerdokumenten.
Wie im Abschnitt zu verwandten Arbeiten zur Dienst- und Metaqualita¨t dar-
gelegt sind bisher keine Ansa¨tze bekannt, die eine Unscha¨rfe, Unsicherheit oder
sonstige ungenu¨gende Qualita¨t von NFE fu¨r die Vertragsbildung, die Dienstaus-
wahl und das Hosting von Diensten beru¨cksichtigen. Als Lo¨sung soll dafu¨r die
Metaqualita¨t von Diensten definiert werden.
3.3.2 Definition
Die Metaqualita¨t von Diensten, oder SMQ, ist eine komposite Qualita¨tsme-
trik, die sich auf die Angabe von QoS-Eigenschaften und anderen NFE in den in
Dienstlandschaften genutzten dienstartefaktgebundenen NFE-Tra¨gerdokumenten
wie Dienstbeschreibungen und SLA-Vorlagen bezieht. SMQ definiert eine hier-
archisch gebildete skalare Metrik, die auf jeder Stufe aus teils mehrdimensio-
nalen Teilmetriken gebildet wird. Die Metriken sind jeweils auf den Prozentbe-
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reich 0% bis 100% und somit auf den Bereich [0..1] normiert. Fu¨r jedes NFE-
Tra¨gerdokument wird SMQ als Matrix definiert, die fu¨r jede NFE-Angabe deren
Qualita¨tseigenschaften als Zeilenvektor beschreibt. Hierbei steht jede Kompo-
nente des Vektors fu¨r eine Datenqualita¨tsdimension (vgl. Aufza¨hlung in Ab-
schnitt 2.4.3), also beispielsweise die Aktualita¨t, Vollsta¨ndigkeit, Brauchbarkeit
und Effizienz der Angabe der nichtfunktionalen Eigenschaft.
Die umfassende Betrachtung sa¨mtlicher Vektorkomponenten u¨bersteigt die
Anforderungen dieser Arbeit. Als Einschra¨nkung soll mit SMQ nunmehr jeweils
der Teilvektor bezeichnet werden, welcher fu¨r eine hochqualitative Dienstausfu¨h-
rung im Internet der Dienste den gro¨ßten Beitrag liefert. Das Schema 3.8 fasst
dazu ha¨ufig auftretende Qualita¨tsprobleme als Absta¨nde zwischen jeweils zwei
NFE-Angaben zusammen. Neben (1) fehlenden oder anderweitig unterspezifi-
zierten NFE-Angaben sind dies bei Voraussetzung einer hinreichend nutzbaren
Spezifikation (2) Abweichungen von den tatsa¨chlich erbrachten NFE und (3)
interne Abweichungen innerhalb der mo¨glicherweise aus mehreren Dokumenten












Abbildung 3.8: Semantik der ausgewa¨hlten Qualita¨tsdimensionen als Abstandsmaße
zwischen NFE-Spezifikationen
SMQ wird demnach als Tupel definiert, welches sich aus einer extern beob-
achtbaren und statisch analysierbaren Dimension (SMQ-Coverage) und einer
dynamisch messbaren Dimension bei entsprechender Plattformunterstu¨tzung
(SMQ-Validity) zusammensetzt. Damit werden bezu¨glich der qualitativen Beur-
teilung von Qualita¨tsangaben zwei Qualita¨tsdimensionen, na¨mlich Vollsta¨ndig-
keit und Korrektheit, abgedeckt. Die Pra¨zision als weitere Dimension wird nicht
bewertet, sondern durch die Nutzung von CPEM implizit beru¨cksichtigt. Die
Konsistenz wird ebenfalls nicht bewertet, Inkonsistenzen lassen sich jedoch von
auftretenden Unterschieden zwischen SMQ-Bewertungen eines Dienstes ablei-
ten. Andere Dimensionen wie Aktualita¨t oder Objektivita¨t werden nicht beru¨ck-
sichtigt, da die dafu¨r notwendigen Zusatzinformationen zumeist nicht im System
verfu¨gbar sind. Die durch die Dissertation geleistete Abdeckung der Qualita¨ts-
dimensionen bezu¨glich der Angabe nichtfunktionaler Eigenschaften wird durch
Abbildung 3.9 zusammengefasst.
Die Metrik SMQ-Coverage gibt an, wieviel Informationen u¨ber die NFE
eines Dienstes abrufbar sind, beispielsweise durch Dienstbeschreibungen oder
Vertragsvorlagen. Diese Informationen werden dabei mit einem Anforderungs-
katalog AK verglichen. Die Abdeckung wird entweder bina¨r verlangt (ja/nein)
oder reicht von fehlenden Informationen u¨ber einzelne Durchschnittswerte bis
hin zu komplexen stochastischen Verteilungen mit Beru¨cksichtigung tempora-
ler und eingabeabha¨ngiger Einflu¨sse gema¨ß der Expressivita¨t in CPEM. Dabei
entha¨lt AK keine Zielspezifikation zu den konkreten Werten der Eigenschaften
wie etwa nfpgoal, sondern dient als Vorstufe zur Gewa¨hrleistung einer mo¨glichst
















Abbildung 3.9: Durch SMQ beru¨cksichtigte Qualita¨tsdimensionen von NFE
breiten Anwendbarkeit einer Zielanfrage auf alle Dienste.
Die Metrik SMQ-Validity basiert auf Messungen und Berechnungen zum Ab-
gleich der angegebenen NFE mit den tatsa¨chlichen Eigenschaften eines Dienstes.
Es baut daher direkt auf den Festsetzungen von SMQ-Coverage auf und erzeugt
einen Eindruck von den vorliegenden Unzula¨nglichkeiten in der Spezifikation von
NFE. Dabei ko¨nnen neben den Ergebnissen des Monitorings zur Laufzeit auch
Vorhersagetechniken und Benutzerbewertungen (Ratings) einbezogen werden.
SMQ-Validity ist aus diesem Grund nur auf messbare Eigenschaften anwend-
bar. Darin enthalten sind die meisten QoS-Eigenschaften, nicht jedoch statische
Metadatenangaben wie die Autorenschaft nach Dublin Core.
Als Bildungsvorschrift der Gesamtmetrik SMQ wird vorgeschlagen, das arith-
metische Mittel aus SMQ-Coverage und SMQ-Validity zu bilden. Abha¨ngig vom
Einsatzzweck kann aber auch eine gewichtete Bildung oder eine Erweiterung um
die in dieser Definition ausgelassenen Qualita¨tsdimensionen erfolgen. Die forma-
le generische Bildungsvorschrift wird im folgenden Unterabschnitt angegeben.
Die beiden Qualita¨tsdimensionen von SMQ sowie die erreichte Expressivi-
ta¨t ko¨nnen durch eine grafische Darstellung in einem zweidimensionalen Ko-
ordinatensystem veranschaulicht werden. Derartige Illustrationen bieten einen
schnellen visuellen U¨berblick u¨ber die Metaqualita¨t von Diensten und zugeho¨-
rigen nichtfunktionalen Eigenschaften. Beispiele werden in der Abbildung 3.10
gezeigt.
Die Metaqualita¨t kann auf unterschiedlichen Granularita¨tsstufen angegeben
werden. Jede in einem Dienstbeschreibungsdokument erfasste oder ausgelassene
NFE kann auf der untersten Ebene bewertet werden. Das Beschreibungsdo-
kument kann anschließend eine aggregierte Bewertung erhalten. Sa¨mtliche Be-
schreibungsdokumente eines Dienstes zusammen ergeben anschließend die auf
ho¨chster Ebene aggregierte SMQ-Angabe fu¨r den Dienst. Die Gesamtheit al-
ler Dienste beno¨tigt schließlich eine Dienstplattform, welche mit Mechanismen
zur Verarbeitung von Metaqualita¨tsdaten ausgestattet ist. Die konkrete Berech-
nung der SMQ auf der untersten Ebene und die Aggregation zu ho¨herwertigen
Metriken wird im nachfolgenden Abschnitt detailliert erla¨utert.
Die Anwendbarkeit der SMQ-Teilmetriken auf NFE in ihren Tra¨gerdokumen-
ten wird durch Grafik 3.11 herausgestellt. Neben Dokumentformaten mit rein
funktional-syntaktischen Angaben wie WSDL existieren auch solche, die nur
























var(throughput) = +/- 200 kB/s
errorrate = 0.0 if load < 4 else 0.08





frequency > 10: 80% min
frequency > 100: 30% min
Abbildung 3.10: SMQ-Diagramm mit beispielhaften SMQ-Resultaten
nichtfunktionale oder gemischte Angaben enthalten. Dazu geho¨ren SAWSDL,
WSML und USDL. Die nichtfunktionalen Eigenschaften lassen sich in quantita-
tive und nichtquantitative Metadaten unterteilen, und die quantitativen wieder-
um in automatisch u¨berpru¨fbare und nicht oder nur mit unverha¨ltnisma¨ßig ho-
hem Aufwand u¨berpru¨fbare Eigenschaften. Zur Vereinfachung werden die u¨ber-
pru¨fbaren Eigenschaften mit QoS-Eigenschaften gleichgesetzt, auch wenn es in
Grenzfa¨llen definitorische Unterschiede gibt, etwa bezu¨glich der Nichtu¨berwach-
barkeit von Ende-zu-Ende-Eigenschaften. Die nichtu¨berwachbaren Eigenschaf-
ten betreffen somit numerische, boolesche oder sonstige quantitative Angaben
zum Kontext, zum Preis und zur Reputation eines Dienstes, die zusammen-
gefasst als CPR-Angaben bezeichnet werden sollen. Schließlich fallen Autor-
angaben oder Versionsangaben unter die nichtquantitativen Metadaten. Diese
Einordnung erweist sich als gu¨nstig fu¨r die Abgrenzung der Anwendbarkeit der
Metaqualita¨ts-Verfahren. Dafu¨r werden hiermit die Bezeichnungen QoS-NFE,
CPR-NFE und Metadata-NFE eingefu¨hrt und an den betreffenden Stellen
referenziert.
3.3.3 Berechnungsvorschrift
In diesem Abschnitt erfolgt die mathematisch-algorithmische Definition der Be-
rechnungsvorschrift fu¨r die Metaqualita¨t SMQ. Zuerst wird nach einfu¨hrenden
mathematischen Vorbetrachtungen zu expressivita¨tsabha¨ngigen Abstandsma-
ßen eine generische Vorschrift fu¨r die Berechnung der SMQ einer einzelnen nicht-
funktionalen Eigenschaft u¨ber alle Qualita¨tsdimensionen gegeben, wobei die Al-
gorithmen fu¨r SMQ-Coverage und SMQ-Validity erla¨utert werden. Anschließend
erfolgt die Betrachtung der matrizengestu¨tzten Aggregation der SMQ-Werte auf
Dokumentenebene sowie die weitere hierarchische Aggregation bis hin zur SMQ
von Dienstportalen.
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Abbildung 3.11: Anwendbarkeit der Metaqualita¨t auf Beschreibungsdokumente
Abstandsmaße nach Expressivita¨tsniveaus
Die Metaqualita¨t fu¨r Dienste wird auf der Ebene der NFE je nach deren Ex-
pressivita¨t wie folgt berechnet.
1. Nicht vorhandene NFE, Expressivita¨t e0: Es kann nur eine statische Analy-
se mit dem Ergebnis nicht vorhandener Angaben von QoS-NFE, CPR-
NFE und Metadata-NFE durchgefu¨hrt werden. Ist die NFE-Angabe
allerdings erforderlich, wird die SMQ-Coverage fu¨r die NFE auf 0 gesetzt,
jene fu¨r den Dienst wird folglich zumindest reduziert.
2. Einzelwerte, Expressivita¨t e1: Die Qualita¨t der Angaben im Sinne der
SMQ-Validity wird durch das Abstandsmaß zwischen gemessenen und an-
gegebenen Werten fu¨r alle QoS-NFE bestimmt. Hierbei wird entweder
der Durchschnittswert fu¨r alle Messungen oder die mittlere quadratische
Abweichung als Berechnungsgrundlage herangezogen. Die SMQ-Coverage
wird bei einer entsprechenden Erfordernis fu¨r die NFE auf 1 gesetzt, jene
fu¨r den Dienst dadurch folglich erho¨ht.
3. Wertebereiche, Expressivita¨t e2: Ein Abstandsmaß fu¨r die SMQ-Validity
von QoS-NFE wird analog zu den Einzelwerten, jedoch fu¨r jeden Werte-
bereich richtungsabha¨ngig kumulativ ermittelt. Dabei bestimmt die Rich-
tung eine Bevorteilung des Nutzers bzw. des Anbieters, falls dies etwa
durch Grenzwerte in Dienstbeschreibungen und Vertra¨gen vorgesehen ist.
Fu¨r eine objektive Bestimmung entfa¨llt die Kumulation. Die Bestimmung
der SMQ-Coverage verla¨uft unabha¨ngig von der Expressivita¨t und somit
analog zum Vorhandensein von Einzelwerten.
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Beispielhaft sei an dieser Stelle die Bestimmung der SMQ-Validity fu¨r eine
u¨ber Wertebereiche garantierte NFE Antwortzeit in Abbildung 3.12 dargestellt.
SLA
Monitor










Abbildung 3.12: Berechnungsbeispiel fu¨r Wertebereiche
Restriktionen der Berechnung der Abstandsmaße
Die Berechnungsformel fu¨r Abstandsmaße muss dabei mehrere Besonderheiten
beru¨cksichtigen, um unabha¨ngig von den Berechnungsumsta¨nden ihre Konsis-
tenz zu behalten. Die beiden wichtigsten Besonderheiten werden an dieser Stelle
als Beru¨cksichtigung der U¨bererfu¨llung und Beru¨cksichtigung der Mittelwertbil-
dung bezeichnet.
U¨bererfu¨llung Fu¨r NFE-Angaben in SLAs sowie sonstige gerichtete Angaben
gilt, dass die garantierten Grenzwerte in die Berechnung so einbezogen
werden mu¨ssen, dass eine U¨bererfu¨llung der Garantien sich nicht nega-
tiv auf die Metaqualita¨t auswirkt. Fu¨r Einzelwerte la¨sst sich dies u¨ber
gerichtete Schranken zusichern. Betra¨gt die Spezifikation einer NFE in
e1 beispielsweise 0, 5 mit der implizierten Richtung ≤ und dem beobach-
teten Wert 0, 4, so betra¨gt der Abstand gerichtet −0, 1 und wird auf 0
beschra¨nkt, wodurch die SMQ maximiert wird. Betra¨gt der beobachtete
Wert hingegen 0, 6, so wird das Abstandsmaß ausgehend vom absoluten
Abstand 0, 1 berechnet. Fu¨r Wertebereiche empfiehlt sich hingegen eine
kumulative Aufrechnung, so dass u¨bererfu¨llte Werte unabha¨ngig von ihrer
Verteilung nur in der Summe den spezifizierten Bereichswahrscheinlich-
keiten genu¨gen mu¨ssen. Lautet die Spezifikation beispielsweise, dass 50%
aller Werte zwischen 0, 0s und 0, 4s liegen, weitere 40% zwischen 0, 4s und
0, 8s und nur 10% schlechter als 0, 8s, so wu¨rde ohne Beru¨cksichtigung der
U¨bererfu¨llung bei Beobachtung von 60% Auftrittsha¨ufigkeit im unteren
und 35% im mittleren Intervall der Abstand im mittleren Intervall ungleich
Null und auch nicht u¨bererfu¨llt sein. Durch iterative Kumulation betra¨gt
die Ha¨ufigkeit im ersten und zweiten Intervall jedoch 95% und u¨bererfu¨llt
damit den spezifizierten Wert von 90%. Die unteren Intervalle dienen da-
bei als Entlastung fu¨r das jeweils nachfolgende, womit das letzte Intervall
stets minimiert werden muss, da kein weiteres folgt. Der Fall der Existenz
zweier Bereiche, etwa fu¨r spezifizierte Auftrittswahrscheinlichkeiten boole-
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scher Variablen, ist demnach trivial und von dieser Beru¨cksichtigung nicht
betroffen.
Mittelwertbildung Das Abstandsmaß der SMQ-Validity bezieht sich stehts
auf die Spezifikation der NFE im Vergleich zu einem beobachteten Refe-
renzwert, der sich aus Monitoring-, Vorhersage- und Bewertungsinforma-
tionen zusammensetzt. Wird der Referenzwert nicht aus der jeweils letzten
Beobachtung, sondern aus einer chronologischen Reihe dieser Informatio-
nen berechnet, wie bei der Verwendung eines einfachen gleitenden oder
exponentiell gegla¨tteten Mittelwerts, so ist fu¨r jeden Wert der Reihe die
SMQ-Validity separat zu bilden, da andernfalls ein Informationsverlust
die Folge wa¨re. Liegen nach drei Messungen beispielsweise die absoluten
Absta¨nde d0 = 0, d1 = 0, 3 und d2 = −0, 4 vor, so wa¨re im Schnitt nach
Beru¨cksichtigung der U¨bererfu¨llung ein Abstand von 0 ausschlaggebend,
obwohl mo¨glicherweise eine SLA-Verletzung vorliegt. Werden hingegen die
SMQ-Validity-Werte nachtra¨glich wie die Messwerte zusammengefu¨hrt, so
wa¨re unabha¨ngig von der konkreten Mittelwertbildung ein Abstandsmaß
verschieden von Null garantiert.
Berechnung der SMQ einer NFE als Abstandsmaß
Die Metaqualita¨t von Diensten SMQ auf Ebene der nichtfunktionalen Eigen-
schaften liegt zwischen 0 im schlechtesten und 1 im optimalen Fall:
SMQ ∈ R, 0 ≤ SMQ ≤ 1 (3.1)
Fu¨r SMQ sei ein Vektor ⃗smq mit n Komponenten smqQD zur Repra¨sentation
der Abstandsmaße in den jeweiligen Qualita¨tsdimensionen sowie ein korrespon-
dierender Vektor w⃗ mit ebenfalls n Komponenten zur Gewichtung gegeben.
Es gilt stets die Normierung der Gewichtung: |w⃗| = 1. Im vereinfachten Fall
der gleichen Gewichtung gilt daru¨ber hinaus: ∀i, 1 ≤ i ≤ n : wi = n−1
SMQ wird folglich als Skalarprodukt definiert:
SMQ = ⟨ ⃗smq, w⃗⟩ (3.2)
Eine algorithmische Umsetzung kann effizient u¨ber die Map-Reduce-Methoden
[34] der funktionalen Programmierung im λ-Kalku¨l erreicht werden:
SMQ = reduce(λxy.x+ y,map(λxy.x ∗ y, ⃗smq, w⃗)) (3.3)
Die Berechnung der Einzelwerte smqQD wird individuell je nach Expressi-
vita¨t definiert. Jedes Abstandsmaß fu¨r Einzelwerte bildet sich aus dem Quo-
tienten des gerichteten absoluten Abstands zwischen dem spezifizierten Wert
nfespec und einem Referenzwert nferef und der typgebundenen Definitionsbe-
reichsla¨nge der nichtfunktionalen Eigenschaft. Der absolute Abstand wird dabei
als Differenz zwischen dem beobachteten und spezifizierten Wert so berechnet,
dass eine U¨bererfu¨llung zu einem positiven Ergebnis fu¨hrt, was durch einen
Multiplikator dir erreicht wird. Der Multiplikator ist fu¨r implizit aufsteigend
gerichtete NFE, also fu¨r die Operatoren > und ≥, −1, sonst 1. Die resultierende
Formel lautet damit:
smqQD =
dir ∗ (nferef − nfespec)
∥range(nfe)∥ (3.4)
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Listing 3.1: Berechnung der Teilmetrik SMQ-Coverage
1 def smqcoverage(nfpreqs , nfpsds):
2 smqcov = 0.0
3 prios = 0.0
4 foreach nfpreq in nfpreqs:
5 nfpsd = identify(nfpsds ,nfpreq)
6 cov = covered(nfpreq ,nfpsd)
7 if nfpreq.prio == required and not cov:
8 return 0.0
9 else:
10 smqcov += cov * nfpreq.prio
11 prios += nfpreq.prio
12 if prios == 0.0:
13 return 0.0
14 smqcov /= prios
15 return smqcov
Ist smqQD < 0, dann gilt die U¨bererfu¨llung. Ist nferef /∈ range(nfe), kann
dies als Hinweis auf eine ungenu¨gende Definitionsbereichsspezifikation angesehen
werden. Andernfalls ist smqQD ≤ 1 garantiert.
Fu¨r Wertebereiche wird das Abstandsmaß als Durchschnitt aller kumulativen
Abweichungen auf der Prozentskala definiert. Da kein einzelner Abstand > 100%
sein kann, ist smqQD ≤ 1 garantiert.
Als Referenzwerte nferef auf Dienstplattformen gelten dynamisch gesam-
melte Monitoringdaten nfemon und statische Eintra¨ge nfereq im Anforderungs-
katalog AK.
Algorithmus zur Berechnung der SMQ-Coverage
Der Anforderungskatalog zur U¨berpru¨fung des Vorhandenseins von NFE-Angaben
in den Dienstbeschreibungen wird als Vektor von nicht wertbehafteten NFE re-
pra¨sentiert. Diese sollen im weiteren Verlauf als nfpreq bezeichnet werden. Ihre
Struktur ist demnach eine Untermenge von nfpgoal. Sie enthalten durch den
Wegfall der Wertangabe noch den Identifikator sowie eine Priorisierung im Be-
reich von 0-100%. Ein gesonderter Priorita¨tswert required sorgt dafu¨r, dass ein
Fehlen einer damit priorisierten NFE sofort zu einer SMQ-Coverage von 0 fu¨hrt,
um die betroffenen Dienste gezielt vorbehaltslos ausschließen zu ko¨nnen.
Die Berechnung der SMQ-Coverage erfolgt durch gewichtete Durchschnitts-
bildung u¨ber alle angeforderten NFE und die zugeho¨rigen spezifizierten NFE
wie im nachfolgenden Pseudocode 3.1 algorithmisch dargestellt. Die U¨berein-
stimmung zwischen NFE wird u¨ber die Funktion covered als zentrale Routine
unter Nutzung von Identifikatoren und Definitionsbereichen der NFE-Typen
festgestellt.
Algorithmus zur Berechnung der SMQ-Validity
Die Berechnung der Abstandsmaße erfolgt ohne Darstellung der Gewichtung
nach dem im Quelltext 3.2 abgebildeten Schema. Dabei dienen fu¨r jedes NFE-
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Listing 3.2: Berechnung der Teilmetrik SMQ-Validity
1 def smqvalidity(nfpsds ,nfpmons):
2 counter = 0
3 foreach nfpsd in nfpsds:
4 nfpmon = identify(nfpmons ,nfpsd)
5 if nfpmon:
6 nfpval = dist(nfpsd ,nfpmon)
7 smqval += nfpval
8 counter += 1
9 if counter == 0:
10 return 0.0
11 smqval /= counter
12 return smqval
Listing 3.3: Abstandsmaß fu¨r Einzelwerte
1 def dist(nfpsd ,nfpmon):
2 return (nfpsd -nfpmon)/nfpsd.typerange
Tra¨gerdokument die enthaltenen NFE sowie die fu¨r den Dienst vorhandenen
Monitoringwerte als Eingabe der Berechnungsmethode.
Die zentrale Abstandsfunktion dist ist abha¨ngig von der Expressivita¨t de-
finiert. Fu¨r Einzelwerte wird sie wie im Codeausschnitt 3.3 als Umsetzung der
Berechnungsformel eingesetzt.
Fu¨r Wertebereichsangaben wird das ein modifiziertes Berechnungsschema
angewandt. Dieses ist im Codeausschnitt 3.4 algorithmisch dargestellt.
SMQ-Wertaggregation auf Dokumentebene u¨ber Tableaus
Die Berechnung der SMQ fu¨r einzelne NFE als Vektorprodukt und Map-Reduce-
Algorithmus dient als Grundlage fu¨r die Berechnung auf ho¨heren Ebenen. Fu¨r
Listing 3.4: Abstandsmaß fu¨r Wertebereiche
1 def dist(nfpsd ,nfpmon):
2 cufraction = 0.0
3 curanges = 0.0
4 dist = 0.0
5 foreach range in nfpsd.ranges:
6 curanges += range
7 fraction = getfraction(nfpmon ,range)
8 cufraction += fraction
9 if cufraction < curange:
10 dist += curange - cufraction
11 return dist
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die Betrachtung eines NFE-Tra¨gerdokuments ko¨nnen bereits mehrdimensionale
Abstandsmaße gebildet werden. Da nicht alle Werte in dieser Granularita¨t be-
no¨tigt werden, empfiehlt sich eine fru¨hzeitige Projektion auf niederdimensionale
Maße.
Zur Erla¨uterung soll ein Beispiel dienen. Gegeben sei eine Dienstbeschrei-
bung als Tra¨ger fu¨r nfespec, ein dazugeho¨riger Monitoringreport sowie ein glo-
baler Anforderungskatalog mit notwendigen NFE-Angaben jeweils als Tra¨ger
fu¨r nferef . Diese drei Dokumente bilden jeweils Dokumentvektoren d⃗oc u¨ber
die NFE, wie in Abbildung 3.13 vertikal dargestellt. Zwischen jeweils einem
Spezifikationsvektor und einem Referenzvektor wird die SMQ u¨ber alle Quali-
ta¨tsdimensionen berechnet.
Abbildung 3.13: Eingabe: NFE-Tra¨gerdokumente und Anforderungsdokument
Horizontal mu¨ssen dafu¨r alle NFE einander zugeordnet werden ko¨nnen. Ne-
ben fehlenden Eintra¨gen sind auch unterschiedliche Bezeichner zu beru¨cksichti-
gen. Es entsteht jeweils der Ergebnisvektor ⃗smq mit den Abstandsmaßen u¨ber
alle NFE in den um nicht vergleichbare NFE reduzierten Dokumentvektoren
⃗docsmq. Der Filteralgorithmus lautet:
docsmq = filter(λx.∃y = ⃗docref i : x = y, ⃗docspec) (3.5)
U¨ber alle in den erzeugten Vektoren ⃗docsmq vorkommenden NFE ko¨nnen
nun fu¨r jede betrachtete Qualita¨tsdimension Abstandsmaße gebildet werden,
wie in Abbildung 3.14 gezeigt. Zur Repra¨sentation kommt ein Tableau bzw.
eine Matrix zum Einsatz, in deren Feldern die normierten Abstandsmaße und
die nicht gebildeten Abstandsmaße vermerkt werden ko¨nnen. Die Gru¨nde fu¨r
nicht eingetragene Abstandsmaße sind abha¨ngig von der Qualita¨tsdimension. So
sind beispielsweise nicht alle NFE in ihrer Korrektheit u¨berpru¨fbar oder in ihrer
Vollsta¨ndigkeit gefordert. Sowohl bezu¨glich der Qualita¨tsdimensionen (u¨ber alle
NFE, spaltenweise) als auch bezu¨glich der NFE (u¨ber alle Qualita¨tsdimensionen,
zeilenweise) lassen sich einfache und gewichtete Durchschnittswerte bilden. Jede
Zeile entspricht dabei ⃗smq, der Durchschnitt jeder Zeile SMQ.
Hierarchische Aggregation der Metaqualita¨t
Die Metaqualita¨t von Diensten kann auf fu¨nf unterschiedlichen Ebenen L0 bis
L4 angegeben werden, welche sich nach den betrachteten Artefakten und Entita¨-
ten richten. Orthogonal zu den phasenweise betrachteten NFE-Angaben werden
SMQ-Angaben also ebenenweise betrachtet. Eine Zusammenfu¨hrung zu einer
Gesamtmetrik pro Dienst oder daru¨ber hinaus bis hin zu einer qualitativen Be-
wertung eines Dienstmarktplatzes erfolgt hierarchisch, wie aus Abbildung 3.15
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Abbildung 3.14: Ausgabe: SMQ-Tableau mit Spalten- und Zeilenzwischenwerten
ersichtlich wird. Als einschra¨nkende Annahme wird dabei festgelegt, dass der
Begriff Dienst sich auf eine bestimmte kontextfreie (zustandslose) Funktion mit
wohldefinierter Ein- und Ausgabe bezieht. Sammlungen von Funktionen bilden
somit keine eigene Ebene. Fu¨r ha¨ufig in Dienstbeschreibungen auftretende Bu¨n-
del von Operationen, die teilweise untereinander implizite Aufrufreihenfolgen
festlegen, ist somit eine Zerlegung in Einzeldienste mit gemeinsam genutzten
Beschreibungsdokumenten notwendig.
Abbildung 3.15: Hierarchische Aggregation der SMQ
Auf jeder Ebene L werden dazu gewichtete arithmetische Durchschnitte der
nMetriken, mindestens jedoch einer, der darunterliegenden Ebene L−1 gebildet.
Die Gewichte werden in einer Matrix w u¨ber alle Ebenen L und jeweils nL zuge-
ho¨rigen Metriken ausgedru¨ckt. Zur Vereinfachung wird eine Gleichgewichtung
in w angenommen. Eine Gewichtung nach Faktoren wie der Ho¨he der SLA-
Kompensation oder der Abrufpopularita¨t von Dienstbeschreibungsdokumenten
wird in dem vorgestellten Konzept nicht betrachtet, wa¨re aber als Erweiterung
mo¨glich und aufgrund der gewichtsbehafteten Formel problemlos einbindbar.







smqLi ∗ wLi, 0 ≤ L < 4, n > 0;L, n ∈ N (3.7)
Fu¨r jede Ebene ergibt sich semantisch eine individuelle Interpretation der
Metaqualita¨t. Diese ist strukturell, nicht jedoch in ihrer Bedeutung, a¨quivalent
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zur hierarchischen subjektiven Benutzerbewertung der Artefakte und Entita¨ten.
1. SLAs: Fu¨r jede SLA wird basierend auf Monitoringinformationen fu¨r je-
de enthaltene SLO die Metaqualita¨t smqcontract bestimmt. Dabei ko¨nnen
neben den reinen Messwerten auch Informationen u¨ber die Auswirkungen
auf SLA-Verletzungen einbezogen werden. Es ergibt sich ein Abstandsmaß,
welches semantisch die Qualita¨t im Sinne der Einhaltbarkeit der SLA be-
schreibt.
2. SLA-Vorlagen und Dienstbeschreibungen: Diese NFE-Tra¨gerdokumente
werden zumindest statisch u¨berpru¨ft. Die Metriken der von einer SLA-
Vorlage abgeleiteten Vertra¨ge fließen in die Metriken der SLA-Vorlage mit
ein. Es ergibt sich die Metaqualita¨t smqdocument.
3. Dienst: Die Metriken der zugeho¨rigen SLA-Vorlagen und Dienstbeschrei-
bungen ergeben zusammen die Metrik fu¨r den Dienst smqservice.
4. Dienstanbieter: Die Metaqualita¨t aller Dienste eines Anbieters bestimmt
die Metaqualita¨t des Dienstportfolios des Anbieters smqprovider.
5. Dienstplattform: Die Metaqualita¨t u¨ber alle Anbieter bestimmt die Me-
taqualita¨t des Dienstangebots auf einer Plattform smqplatform.
3.3.4 Beispiel fu¨r die Berechnung von SMQ
Ein einfaches Beispiel fu¨r einen Dienst mit einer Dienstbeschreibung und einem
SLA als NFE-Tra¨gerdokumenten verdeutlicht die Berechnungsvorschrift fu¨r die
Metaqualita¨t. Die ho¨heren Ebenen Dienstanbieter und Dienstplattform entfallen
im Beispiel.
Die NFE Antwortzeit (rt) des Dienstes wird in aufeinanderfolgenden Aufru-
fen durch einen Monitor bestimmt. Die Messreihe lautet rtmon : i = [2, 2, 7, 8, 4, 2, 5]s.
Die NFE sei im Fall einfacher Wertangaben ungerichtet, also fix, mit rt = 5s
angegeben. Der Durchschnitt der Messungen betra¨gt hingegen 4,57s. Das Ab-
standsmaß betra¨gt somit 0.43s im arithmetischen bzw. 0.91s im quadratischen
Mittel.
rtsd = 5s
rtmon : avg = 4, 57s
smq(rtsd) = 0, 43s
Im Fall von Wertbereichsangaben sei rt gerichtet in drei geschlossenen bzw.
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im Mittel demnach 19,3%.







garantiert. Somit stellen nur die beiden Messwerte zu 7s und 8s eine SLO-
Verletzung dar, ohne dass sich daraus notwendigerweise bereits eine SLA-Verletzung
erga¨be. Es ergibt sich eine durchschnittliche Abweichung vom Einzelwert um
0,71s im arithmetischen und 0,52s im quadratischen Mittel sowie eine kumula-
tive Abweichung von 0%.
3.3.5 Angabe der Metaqualita¨t in Beschreibungsdokumen-
ten
Der Zusammenhang zwischen Metaqualita¨tsinformationen und NFE-Tra¨gerdoku-
menten erschließt sich sowohl bezu¨glich der Bildung als auch der Ru¨ckfu¨hrung
der SMQ-Metriken.
Die Ausdruckssta¨rke von SMQ-Coverage ha¨ngt von der Ausdruckssta¨rke der
spezifizierten NFE ab. Die Abbildung 3.16 zeigt, inwieweit u¨bliche Dienstbe-
schreibungssprachen und SLA-Formate in der Lage sind, eine SMQ-Coverage
mit hoher Expressivita¨t zu erreichen. Fu¨r unterspezifizierte Formate wie WS-
Agreement muss dabei mangels Mindestanforderungen an Implementierungen
von einer Nichtangabe von Werten ausgegangen werden. Diese Einschra¨nkung
ist nur durch spezialisierte Formate wie WS-Agreement+ValueTypes oder WS-
Agreement+USDL aufhebbar.
Jede SMQ-Metrik wird auf der untersten Ebene mit ihrer zugeho¨rigen NFE-
Angabe im korrespondierenden Tra¨gerdokument in einer 1:1-Relation ausge-
dru¨ckt. Aus diesem Grund folgt auch die annotierte Spezifikation von SMQ in
Dienstbeschreibungsdokumenten dem Format der NFE-Spezifikation unter Aus-
nutzung der Annotierbarkeit der NFE-Angaben. Es entstehen somit neue eigen-
schaftsspezifische Metaproperties, fu¨r deren Auswertung spezielle Werkzeugun-
terstu¨tzung beno¨tigt wird. Die aggregierten Metaqualita¨tswerte ko¨nnen hinge-
gen unter geringem Informationsverlust als normale Properties auf der Ebene
der betrachteten NFE angegeben und ebenso wie vorhandene NFE verarbeitet























Abbildung 3.16: Sprachunterstu¨tzung fu¨r die Angabe von SMQ-Coverage
werden, um etwa darauf ein Ausschlusskriterium im Filter einer Dienstauswahl
anzuwenden. Insbesondere fo¨rdert diese Art der Angabe von SMQ-Werten die
weitere Analyse durch zusa¨tzliche Metaproperties auf die SMQ-Angaben.
Die Metaqualita¨t ist unabha¨ngig von einem konkreten Beschreibungsformat
zu betrachten. Um die mo¨gliche Anwendbarkeit in dienstorientierten Umgebun-
gen zu demonstrieren, stellt dieser Abschnitt die Angabe in zwei konkreten Spra-
chen CQML+ und WSML vor. Aufgrund der teilweise eingeschra¨nkten Aus-
druckskraft der Sprachen ist die vollsta¨ndige U¨bernahme der symbolischen An-
gaben von smq(nfesd) nur bedingt mo¨glich. Desweiteren werden menschenles-
bare Metaqualita¨tsberichte als neuer Dokumenttyp und dynamischer Dienstar-
tefakt SMQ Report analog zu Monitoring-Reports eingefu¨hrt, um die langfristige
Verbesserung von Qualita¨tseigenschaften im Rahmen von Entwicklungsprozes-
sen zu fo¨rdern.
Angabe in CQML+
CQML+ als Sprache zur Spezifikation der Qualita¨t von Softwarekomponenten
beinhaltet ein optimiertes maschinenlesbares XML-Format sowie die Angabe
von Ressourcenabha¨ngigkeiten. Die Sprache beinhaltet allerdings per se keine
Notationsmo¨glichkeit fu¨r Annotationen auf Qualita¨tscharakteristiken, die ih-
rerseits zur Spezifikation von NFE genutzt werden. Eine Evaluierung des Ab-
deckungsgrades und eine Feststellung der Gu¨ltigkeit von CQML-Ausdru¨cken
basierend auf einem Evaluationsframework fu¨r die Qualita¨t von Modellierungs-
sprachen wurde vom Autor zwar vorgeschlagen [56]. Das semiotische Evalu-
ierungsframework ist unter dem Namen SEQUAL bekannt geworden, wurde
jedoch noch nicht auf CQML angewendet.
Als Folge empfiehlt sich die Angabe von SMQ-Metriken in CQML+ als asso-
ziierte Qualita¨tscharakteristiken, die durch einen abgeleiteten Namen von ihrer
eigentlichen NFE gebildet werden. Die Assoziation ist dabei nicht durch die
Semantik von CQML+ gedeckt und erfordert eine spezielle Auswertung. Bei-
spielsweise kann die doma¨nenspezifische Ebenheits-Eigenschaft der Ergebnisse
eines Bildverarbeitungsdienstes wie im Quelltext 3.5 angegeben sein:
Die korrespondierende Metaqualita¨tsmetrik kann nun wie in der Spezifikati-
on 3.6 annotiert werden.
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Listing 3.5: Minimalspezifikation eines Dienstes in CQML+
1 quality smooth {
2 smoothness = good;
3 }
Listing 3.6: Metaqualita¨tsangaben in CQML+
1 quality smooth {
2 smoothness = good;
3 smoothness_confidence = 95%;
4 }
Angabe in WSML
WSML als Sprache zur semantischen Repra¨sentation von Dienstkonzepten ist
syntaktisch flexibel gestaltet. WSML-Ausdru¨cke enthalten im Gegensatz zu CQ-
ML+ bereits die Mo¨glichkeit der Metadatenangabe zu jeder NFE. Eine Spezi-
fikation inklusive der Metaqualita¨tsinformationen kann u¨ber derartige Annota-
tionen analog zum Codeausschnitt 3.7 werden.
Einschra¨nkend gilt, dass diese Annotationen zwar spezifiziert und verarbei-
tet werden ko¨nnen, ihnen allerdings keine Metaqualita¨ts-Semantik gema¨ß der
Sprachspezifikation zugrunde liegt. Somit mu¨ssen verarbeitende Anwendungen
die Annotationen in ihrer Anwendungslogik interpretieren.
Angabe in Metaqualita¨tsberichten
Die Angabe der SMQ wird von Dienstnutzern nur dann sinnvoll interpretiert
werden ko¨nnen, wenn sie auf einem genu¨gend hohen Niveau aggregiert wird,
etwa auf der Methoden- oder Dienstebene. Die Entwickler eines Dienstes ha-
ben hingegen ein Interesse an einer mo¨glichst feingliedrigen Analyse der NFE-
Angaben und somit an einer mo¨glichst umfassenden Darstellung aller SMQ-
Informationen. Um diese effizient von der Laufzeitumgebung in die Entwick-
lungsumgebung transferieren zu ko¨nnen, empfiehlt sich ein Zugriff via Web Ser-
vice und eine Formatierung der SMQ-Informationen als XML-strukturierter Me-
Listing 3.7: Metaqualita¨tsangaben in WSML
1 namespace {smq _"urn:service:metaquality"}
2 webService
3 nfp
4 smoothness hasValue "good"
5 annotations
6 smq#confidence hasValue 95%
7 endAnnotations
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taqualita¨tsbericht. Es folgt ein Beispiel eines solchen Berichts zur Qualita¨t einer
Dienstbeschreibung in Kompaktnotation im Listing 3.8. Der Bericht gibt Auf-
schluss daru¨ber, dass der Dienst vermutlich korrekt arbeitet, die Dienstinstanz
jedoch unter ungu¨nstigen Hostingbedingungen angeboten wird. Die Berechnung
erfolgt unter der Annahme gleicher Gewichtung aller Metriken.
3.3.6 Anwendungsfelder
Fu¨r die Metaqualita¨t von Diensten lassen sich eine Vielzahl an Anwendungsfel-
dern anhand bisheriger Defizite in Dienstplattformen bestimmen.
• In großen Dienstangeboten werden statische Metadaten wie etwa Dublin-
Core-Angaben zum Autor und zur Versionierung wahrscheinlich nicht von
Hand gepflegt werden. Stattdessen werden diese NFE im Rahmen des Ent-
wicklungsprozesses aus anderen Datenquellen hinzugefu¨gt. Datenbankin-
halte weisen jedoch aufgrund von Konsistenzproblemen fast immer eine
Fehlerrate ungleich Null auf. Auch unzureichend spezifizierte Schemaein-
schra¨nkungen, Ein- und Ausgabefehler sowie generelle Fehler im Ablauf
der Datenpflegeprogramme tragen dazu bei [80]. Das Wissen u¨ber solche
Fehlerraten sollte in die Dienstbeschreibungen propagiert werden.
• Dienste, die nach dem Paradigma der modellgetriebenen Softwareentwick-
lung erstellt werden, ko¨nnen einige QoS-Eigenschaften direkt aus dem
Modell ableiten. Dabei kann das Wissen u¨ber die zu erwartende Laufzeit-
umgebung mit einberechnet werden. Derartige Vorausberechnungen von
Verhaltensweisen sind jedoch zumeist unvollsta¨ndig. Es ist nahezu unmo¨g-
lich, sa¨mtliche Einflussfaktoren mit in die Berechnung einzubeziehen. In
der Konsequenz kann es zu Diskrepanzen zwischen den vom Modell vor-
gegebenen und den gemessenen Werten kommen. In solchen Fa¨llen ist es
dann oftmals nicht klar, ob das Modell oder der Monitor die Fehlerursache
beinhalten. Es kann zumindest aus der Verletzung von Dienstgu¨teverein-
barungen die Aussage gewonnen werden, dass die Dienstbeschreibungen
nicht hinreichend spezifiziert worden sind.
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• In Dienst-Communities bewerten die Nutzer die von ihnen ausgehandelten
Vertra¨ge und die von ihnen genutzten Dienste. Abha¨ngig von der Aggrega-
tion der Bewertungen und Robustheit des Bewertungssystems gegenu¨ber
Manipulationsversuchen ko¨nnen diese Bewertungen ebenfalls wieder als
Qualita¨tsmerkmale aufgefasst werden.
Zwei hauptsa¨chliche Anwendungsfa¨lle haben sich dabei fu¨r die Nutzung der
Metaqualita¨tsangaben herausgestellt:
• Unscha¨rfe: In einigen Szenarien wie der Dienstauswahl ist es wu¨nschens-
wert, eine gewisse Unscha¨rfe der NFE beru¨cksichtigen zu ko¨nnen. Wenn
beispielsweise ein Dienst eine Antwortzeit von 20 Millisekunden oder we-
niger aufweisen soll und ein Dienst eine durchschnittliche Antwortzeit von
20,12 Millisekunden angibt, kann das Wissen u¨ber die Auftrittswahrschein-
lichkeiten der einzelnen Messergebnisse oder andere Details zur Modellie-
rung verhindern, dass dieser Dienst aus der Ergebnisliste der Dienstaus-
wahl ausgeschlossen wird.
• Herabsetzung: In anderen Szenarien hilft die Kenntnis u¨ber die Qualita¨t
von NFE, schlechte Dienste auszuschließen, die durch ihre inakkurat be-
schriebenen Verhaltensweisen Probleme bei der Ausfu¨hrung verursachen.
3.3.7 Abgrenzung zu anderen Metriken
Zur besseren Einordnung und Abgrenzung zu a¨hnlichen dienstbewertenden Me-
triken wird die Metaqualita¨t fu¨r Dienste anderen weit verbreiteten NFE gegen-
u¨bergestellt.
Dienstqualita¨t: Die Qualita¨t eines Dienstes unterliegt gewollten und unge-
wollten Schwankungen. Die erste Gruppe umfasst Differenzierungsmerkmale wie
Preismodelle, individuelle Vertragsterme, Priorisierungen und Lastbegrenzungs-
verfahren. Die zweite Gruppe umfasst Sto¨rungen auf Software-, System- und
Verbindungsebene. Die Metaqualita¨t liefert hingegen ein Maß dafu¨r, wie um-
fassend, schnell und genau diese Schwankungen erfasst und in die Prozesse zur
Dienstverarbeitung einbezogen werden ko¨nnen. In dieser Hinsicht existiert eine
definitorische Unterscheidung zwischen den Metriken Dienstqualita¨t und Me-
taqualita¨t.
Reputation: Die NFE Reputation bestimmt das Ansehen eines Dienstes bei
einem einzelnen Dienstkonsumenten oder einer Gruppe von Konsumenten. Als
solches ist es eine subjektive, nichtlineare und schwer vorhersagbare NFE. Ein
Dienst, der u¨ber eine lange Zeit alle Anforderungen erfu¨llt und anschließend
kurzzeitig von einem schweren Zwischenfall betroffen ist, wird ho¨chstwahrschein-
lich fu¨r die darauffolgende Zeit eine schlechte Reputation aufweisen, die von
der dann gelieferten Dienstqualita¨t entkoppelt sein wird. Ein Beispiel dafu¨r ist
eine ohne vorherige Anku¨ndigung durchgefu¨hrte und anschließend wieder zu-
ru¨ckgenommene Preiserho¨hung. Jedoch wa¨re die Metaqualita¨t in diesem Fall
sowohl wa¨hrend der Erho¨hungsphase als auch nachher nicht betroffen, wenn
die Dienstbeschreibung diese A¨nderungen akkurat widerspiegelt. Aus diesem
Grund unterscheidet sich das objektive Maß Metaqualita¨t von dem subjektiven
Maß Reputation.
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3.4 Verfahren zur inkrementellen Qualita¨tsver-
besserung
Vertragliche Garantien auf Dienstgu¨tekriterien sind abha¨ngig von einer mo¨g-
lichst umfassenden und hochqualitativen formalen Beschreibung der NFE von
Diensten. Viele Ansa¨tze treffen keine Aussage u¨ber die Herkunft der NFE oder
positionieren deren Erzeugung in den Dienstentwicklungsprozess. Die Praxis
zeigt jedoch, dass die durch die Entwicklungsprozesse durchaus gegebenen Mo¨g-
lichkeiten der Modelltransformation und Annotation nur wenig genutzt werden.
In der ga¨ngigen Praxis werden demnach die NFE oft willku¨rlich spezifiziert. Ein
evolutiona¨rer Prozess zu deren Pflege existiert nicht. Diese Problematik der Pfle-
ge von Metadaten spiegelt sich auch in anderen Bereichen wie dem semantischen
Tagging von multimedialen Inhalten und perso¨nlich genutzten Dokumenten wi-
der, wie in den Grundlagen zur NFE-Modellierung erla¨utert wurde.
Ein bekanntes Verfahren zur Lo¨sung des Problems ist die automatische oder
manuelle nachtra¨gliche Erga¨nzung fehlender oder die Korrektur ungu¨ltiger Me-
tadaten und Annotationen. Beispiele hierfu¨r finden sich beispielsweise in Me-
thoden zur Anreicherung syntaktischer Dienstbeschreibung um Annotationen
fu¨r grafische Schnittstellen fu¨r die Interaktion mit Diensten im WSGUI-Ansatz
oder im dazu verwandten ServFace-Ansatz [32] sowie im Umfeld des Semantic
Web [115]. Eine Ausweitung auf die Angabe von NFE wurde hingegen bisher
nicht erprobt.
Das Konzept der koordinierten inkrementellen Qualita¨tsverbesserung soll so-
mit die Zusammenfu¨hrung der aus dem Entwicklungsprozess stammenden NFE-
Spezifikationen mit den aus Monitoringinformationen und anderen Laufzeitquel-
len gewonnenen NFE sowie statischen Anforderungskatalogen bewirken. Hierbei
wird ein integrierter zusammengesetzter Prozess geschaffen, der mit minimalen
Aufwa¨nden seitens der Nutzer im Internet der Dienste eine Qualita¨tsverbesse-
rung sowohl fu¨r einzelne Dienste als auch fu¨r Kompositionen und Dienstportale
bewirkt, deren Qualita¨t indirekt von den Spezifikationen der genutzten und an-
gebotenen Dienste abha¨ngt.
Abbildung 3.17: Konkreter Prozess der Metaqualita¨tsgewinnung, -ru¨ckfu¨hrung und
-verbesserung
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Die U¨bersichtsgrafik 3.17 gibt einen Einblick in die gegenu¨ber der Grafik 3.2
technisch und architektonisch konkretisierten Verfahrensabla¨ufe zur Gewinnung
und Verwendung der Metaqualita¨t aller auf einer Dienstplattform angebote-
nen Dienste. NFE-Angaben in Dienstbeschreibungen und SLA-Vorlagen wer-
den kontinuierlich auf Qualita¨tskriterien wie Vollsta¨ndigkeit gepru¨ft. Sie wer-
den auch gegenu¨ber weiteren Datenquellen wie Messergebnissen eines Monitors
dynamisch auf Korrektheit gepru¨ft. Zusa¨tzlich ko¨nnen Vorhersagemechanismen
sowohl als Messdatenquelle als auch zur Verbesserung der NFE-Wertangaben in
Beschreibungen herangezogen werden. Ist dadurch die Metaqualita¨t bestimmt,
wird sie zuna¨chst als Annotation auf die betreffenden NFE-Angaben zuru¨ckpro-
pagiert. Die NFE-Angaben werden daru¨ber hinaus automatisch auf der Dienst-
plattform oder manuell durch den Entwickler so lange angepasst, bis sie vollsta¨n-
dig und akkurat das Verhalten des Dienstes beschreiben. Durch diesen iterativen
Prozess konvergiert die Metaqualita¨t schließlich gegen ihren Maximalwert.
Die Verfahren richten sich nach den in Grafik 3.17 enthaltenen Abla¨ufen zur
Gewinnung, Propagierung und Verbesserung der Metaqualita¨t von Diensten.
Sie werden an dieser Stelle detailliert als Einzelverfahren unabha¨ngig von einer
zugrunde liegenden Dienstplattform angegeben. Die Position im Gesamtpro-
zess wird jeweils zum besseren Versta¨ndnis zu Beginn der Erla¨uterungen jedes
Einzelverfahrens noch einmal in einer vereinfachten Prozessdarstellung hervor-
gehoben.
3.4.1 Gewinnung von Aussagen u¨ber NFE aus Monito-
ringdaten
Abbildung 3.18: Einordnung in den Gesamtprozess
Monitoring auf Dienstplattformen ist ein parallel zur Dienstausfu¨hrung ab-
laufender Hintergrundprozess, der zum System, zu jedem Dienst und zu jedem
Dienstaufruf eine Menge an Messdaten zu funktionalen und nichtfunktionalen
Eigenschaften liefert. Neben direkten Messungen durch Sensoren ko¨nnen weitere
Daten wie Durchschnittswerte u¨ber die Zeit durch Aggregation dieser Messda-
ten erzeugt werden. Um die Metaqualita¨t zu NFE bilden zu ko¨nnen, ist die
Bestimmung der tatsa¨chlich erzielten Dienstgu¨te durch Monitoringkonzepte als
Voraussetzung notwendig.
Allerdings la¨sst sich nicht jede NFE stets durch automatisches Monitoring
u¨berpru¨fen (vgl. Abbildung 3.11). Die Eigenschaften werden daher orthogonal
zu einer eventuell vorhandenen makroskopischen NFE-Klassifikation (vgl. Ab-
schnitt 2.3.1) in drei Kategorien bezu¨glich der U¨berpru¨fbarkeit eingeteilt:
1. Monitoring ohne Plattformunterstu¨tzung. In diese Kategorie fallen Eigen-
schaften, die von außerhalb des Systems bestimmbar sind, wie beispiels-
weise die Verfu¨gbarkeit und (bei Einsatz eines Proxy) die aufrufbezogenen
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Gro¨ßen Antwortzeit, Datendurchsatz und Erfolgsgrad. Diese Eigenschaf-
ten stellen eine Teilmenge von QoS-NFE dar.
2. Monitoring mit Plattformunterstu¨tzung. Eigenschaften, die nur durch di-
rekten Zugriff auf die Diensterbringung bestimmt werden ko¨nnen, sind
in dieser Kategorie zu finden. Beispiele hierfu¨r sind der Ressourcenver-
brauch und die Aufrufha¨ufigkeit von Diensten. Diese Eigenschaften bilden
die komplementa¨re Teilmenge von QoS-NFE.
3. Kein Monitoring. Dies betrifft alle Eigenschaften der subjektiven Wahr-
nehmung, nichttechnische Eigenschaften wie Preise sowie aus Komplexi-
ta¨tsgru¨nden nicht u¨berpru¨fbare Angaben wie etwa den garantierten Aus-
schluss der Datenweitergabe an Unbeteiligte in der Diensterbringungsket-
te. Hierin werden also Metadata-NFE und CPR-NFE zusammenge-
fasst.
Die Konfiguration eines Monitors erfolgt u¨ber Dienstbeschreibungen, SLA-
Vorlagen und SLAs. Die darin angegebenen NFE werden auf ihre strukturellen
Merkmale wie Typisierung, Einheiten und Grenzwerte gepru¨ft. Ist eine NFE als
automatisch kontrollierbar gekennzeichnet, ohne dass der Monitor diese U¨ber-
pru¨fung jedoch durchfu¨hren kann, so muss dies in der Ausgabe des Monitors
vermerkt werden, um diese Diskrepanz nicht zu Lasten des Dienstes auszulegen.
3.4.2 Vorhersage von NFE basierend auf Monitoringdaten
Abbildung 3.19: Einordnung in den Gesamtprozess
Die Heterogenita¨t von Diensten bezieht sich sowohl auf deren Implementie-
rung als auch auf deren Beschreibung. Je pra¨ziser ein Dienst beschrieben ist,
desto bessere Aussagen lassen sich daraus u¨ber sein Verhalten und seine Ei-
genschaften ableiten. Die Angabe von NFE in Dienstbeschreibungen und SLA-
Vorlagen reicht dabei von willku¨rlichen Festlegungen und Abscha¨tzungen seitens
des Entwicklers bis hin zu modelltheoretisch abgeleiteten Gro¨ßen und Formeln.
Der Zusammenhang zwischen diesen qualitativ unterschiedlichen Angaben und
den tatsa¨chlichen Laufzeiteigenschaften ist in Abbildung 3.20 dargestellt.
Aus den genannten Gru¨nden ist die bloße Betrachtung der gemessenen und
aggregierten Monitoringdaten nicht ausreichend fu¨r eine Aussage u¨ber das tat-
sa¨chliche Qualita¨tsprofil eines Dienstes. Je nach Vorhandensein von zusa¨tzlichen
Dienstbeschreibungsmerkmalen lassen sich die Eigenschaften u¨ber ein vorhersa-
gendes Tendenzmonitoring oder u¨ber eine analytische Vorhersage basierend auf
Monitoring- und Modelldaten genauer bestimmen.
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Abbildung 3.20: Problematik der inkonsistenten Dienstbeschreibungen
Tendenzmonitoring
Eine Problematik von nicht a priori bekannten NFE la¨sst sich durch die Frage




grey box“ bestimmbar sind. Die Gefahr besteht darin, durch
Beeinflussungen der Umgebung, der Eingabedaten oder anderer Dienste ver-
fa¨lschte Messwerte zu bekommen, die sich nicht direkt auf die gewu¨nschte NFE
abbilden lassen. Beispielsweise unterliegt die Ausfu¨hrungszeit eines Dienstauf-
rufs Schwankungen, wenn im Betriebssystem ho¨her priorisierte Prozesse aktiv
werden.
Das Tendenzmonitoring, auch Trendmonitoring genannt, betrachtet Mess-
werte u¨ber einen Zeitraum unter Beru¨cksichtigung a¨ußerer Faktoren und hilft
hierbei, solche Fehler zu reduzieren. Prinzipiell geht es dabei um die Frage,
inwieweit die Menge aller beobachteten Dienstverhaltensweisen sich durch Sub-
traktion der erkennbaren Verhaltensweisen auf eine mo¨glichst kleine Restmenge
an nicht identifizierbaren oder chaotischen Verhaltensweisen reduzieren la¨sst. Im
Umkehrschluss beno¨tigt man eine mo¨glichst hohe Zahl an erkennbaren Verhal-
tensweisen. Bezogen auf die Monitoringdaten und deren Darstellung als Funkti-
on u¨ber die Zeit oder die Dienstaufrufe la¨sst sich das Problem also zuru¨ckfu¨hren
auf die Ableitung von Formeln aus Messkurven. Die Ableitung ist trivial fu¨r in-
variante NFE, also konstante Werte, sowie linear von einer Gro¨ße abha¨ngigen
NFE. Sind komplexere Abha¨ngigkeiten festzustellen oder liegen selbst im Falle
der Linearita¨t mehrere Ursprungsgro¨ßen vor, so ist eine Ableitung selbst un-
ter Einbeziehung mathematischer Approximations- und Interpolationsmethoden
und anderer numerischer Verfahren nicht ohne weiteres mo¨glich, da die Ergeb-
nisfunktion erst in ihre Einzelbestandteile dekomponiert werden muss [1, 7].
Das Tendenzmonitoring u¨berfu¨hrt jede Messgro¨ße nfemon in ein Derivat
nfemontrend.
Analytische Vorhersage durch Scha¨tzer
Eine prima¨re Quelle fu¨r die Vorhersage von Diensteigenschaften ist die Imple-
mentierung des Dienstes. Allerdings ist die Analyse auf Basis von Quellcode
oder Bina¨rcode, beispielsweise durch statische interprozedurale Programmana-
lyse oder Tracing-Mechanismen, nicht trivial und in heutigen Ablaufumgebun-
gen fu¨r Dienste nicht praktikabel.
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Gu¨nstiger ist bei gegebener Mo¨glichkeit die Analyse von Modellen zur Imple-
mentierung, welche bereits verifiziert worden sind. Insbesondere fu¨r prozessori-
entierte Dienste und fu¨r Softwarekomponenten existieren Verfahren zur Ablei-
tung von Performanzmodellen als Spezialisierung genereller dynamischer Lauf-
zeitmodelle zur Vorhersage des Verhaltens von Anwendungen [18]. Diese ko¨nnen
im Kontext der Dienstausfu¨hrung als Scha¨tzer genutzt werden, um ausgewa¨hlte
NFE wie Antwortzeit oder Durchsatz vorherzusagen.
Im Fall spezifizierter Ressourcenanforderungen einer dienstanbietenden Soft-
warekomponente ko¨nnen NFE dynamisch von den zur Verfu¨gung stehenden Res-
sourcen wie Prozessorleistung, freier Arbeitsspeicher und Netzwerkkapazita¨t be-
rechnet werden [66]. Erlaubt das System eine Ressourcenreservierung, lassen sich
die so abgescha¨tzten Werte sogar fixieren, so dass der iterative Ableichsprozess
entfa¨llt.
Fu¨r die Vorhersage der Antwortzeit komponierter Dienste wird eine Perfor-
manz-Analyse eingebunden, wofu¨r unterschiedliche Ansa¨tze wie PerMoTo und
WPX.KOM existieren [44, 26]. Dabei wird der dienstinterne Ausfu¨hrungs- und
Datenfluss auf ein Warteschlangensystem abgebildet. Fu¨r den Durchsatz kann
eine aktive oder passive Bandbreitenanalyse durchgefu¨hrt werden. Fu¨r diesen
Zweck existieren bewa¨hrte Verfahren wie Pathload, Yaz und Spruce, die je nach
verfu¨gbarem Wissen u¨ber die Leitungseigenschaften unterschiedlich brauchbare
Ergebnisse liefern [39].
Fu¨r alle anderen NFE ohne spezialisierten Scha¨tzer ist nur ein generischer
Scha¨tzer nutzbar, der sich auf das vorhersagende Monitoring und eventuell vor-
handene Benutzerbewertungen stu¨tzt [120]. Dieser liefert je nach Komplexita¨t
direkt den abgescha¨tzten Wert zuru¨ck oder verwendet aus Gru¨nden erho¨h-
ter Stabilita¨t bei gleichzeitig geringerer Anpassungsgeschwindigkeit gegla¨ttete
Durchschnitte [105].
Allerdings findet bei all diesen Verfahren eine teilweise Verschiebung des
Problems statt, da nunmehr zwar bestimmte NFE berechnet werden ko¨nnen,
allerdings in Abha¨ngigkeit von per se nicht bekannten Eingangsvariablen wie zu
erwartender Ha¨ufigkeit von Anfragen an den Dienst. Zumindest sind grundsa¨tz-
lich untere und obere Schranken fu¨r die NFE ableitbar.
Dem Gewinn an Metaqualita¨t durch den Einsatz von Scha¨tzern stehen zwei
Nachteile entgegen. Einerseits ko¨nnen im Vorfeld Kosten entstehen, wenn die
Scha¨tzer mit parametrisierbaren Modellen konfiguriert werden mu¨ssen. Dies ist
beispielsweise bei der Performance Prediction der Fall. Andererseits ko¨nnen zur
Ablaufzeit Kosten entstehen, da durch das Monitoring und den Analysevorgang
Ressourcen wie Verarbeitungszeit und Speicher in Anspruch genommen werden.
Nicht zu vernachla¨ssigen ist neben diesen internen Qualita¨tseigenschaften des
Monitors und der Scha¨tzer auch deren externer Einfluss auf die Qualita¨t der
Vorhersagedaten und die Gesamtsituation des Systems. So verlassen sich etliche
Mechanismen zur Vorhersage der Bandbreite auf aktive Pru¨fspitzen (probes), de-
ren exzessiver Einsatz eine kritische Netzwerksituation noch verschlechtern und
Vorhersageergebnisse verfa¨lschen kann. Es ist demnach ratsam, die Qualita¨tsei-
genschaften aller am Verfahren zur Verbesserung der Metaqualita¨t beteiligten
Komponenten in die Gesamtbetrachtung mit einzubeziehen. Dies betrifft ins-
besondere die Exaktheit, die Laufzeit und den Sto¨reinfluss der Komponenten
[39].
Die Scha¨tzer der analytischen Vorhersage u¨berfu¨hren jede Messgro¨ße nfemon
in ein Derivat nfemonpred. Der Ablauf der analytischen Vorhersage mitsamt der
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mo¨glichen Fehlerstellen wird in Abbildung 3.21 gezeigt.
Abbildung 3.21: Analyse durch spezialisierte Scha¨tzer mit mo¨glichen Fehlerstellen
3.4.3 Bestimmung der Metaqualita¨t
Abbildung 3.22: Einordnung in den Gesamtprozess
Im Unterabschnitt 3.3.3 wurde die SMQ-Berechnungsvorschrift entworfen.
Diese ist ein zentraler Bestandteil des Prozesses zur Bestimmung der SMQ.
Zur Bestimmung der SMQ-Coverage werden sowohl die Dokumente mit An-
gaben nichtfunktionaler Eigenschaften (NFE-Tra¨gerdokumente) als auch ein
Anforderungskatalog als Vergleichsdokument in der Laufzeitumgebung beno¨tigt.
Diese Eingaben werden u¨ber die Berechnungsformeln in eine SMQ-Coverage-
Metrik gewandelt, welche entweder direkt oder als Teilmetrik von SMQ in den
Messdatenstrom zuru¨ckgegeben wird und somit fu¨r die Visualisierung oder NFE-
basierte Dienstauswahl ohne weitere architektonische Erga¨nzungen direkt zur
Verfu¨gung steht.
Zur Bestimmung der SMQ-Validity werden zumindest Monitoringdaten, op-
tional jedoch auch Vorhersagedaten herangezogen. Die weitere Nutzung erfolgt
analog zur Teilmetrik SMQ-Coverage.
3.4.4 Ru¨ckfu¨hrung und Nutzung der Metaqualita¨t
Der Kreislauf der Verarbeitung von SMQ schließt sich mit der kurzfristigen
Ru¨ckfu¨hrung der Metrik in die Dienstbeschreibungsdokumente und der lang-
fristigen Maximierung der SMQ durch eine dynamische Anpassung der NFE-
Angaben an die tatsa¨chlich erbringbaren Leistungswerte der Dienste gema¨ß Ab-
bildung 3.23. Die dynamische Anpassung kann automatisch zur Laufzeit oder
semiautomatisch nach Besta¨tigung des Dienstentwicklers erfolgen. Weiterhin hat
der Entwickler die Mo¨glichkeit, Informationen zu Modifikationen in die Entwick-
lungsumgebung zu laden, um zuku¨nftige Versionen eines Dienstes von vornherein
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Abbildung 3.23: Einordnung in den Gesamtprozess
mit hochqualitativen Beschreibungen ausliefern zu ko¨nnen. Damit wird u¨ber die
Erkennung von Qualita¨tsdefiziten hinaus eine Propagierung und ein Verbesse-
rungskonzept in den Lebenszyklus integriert.
Nutzen der Ru¨ckfu¨hrung und Maximierung der SMQ
Die Ru¨ckfu¨hrung der SMQ-Metriken hilft vor allem dem Dienstnutzer, zwischen
hoch- und niederqualitativ beschriebenen Diensten zu unterscheiden. Allerdings
wird dabei unter der Annahme, dass eine zu niedrige Metaqualita¨t in der Dienst-
suche als Ausschlusskriterium genutzt wird, das verfu¨gbare Dienstangebot re-
duziert.
Sofern Vorhersage- oder andere Verbesserungstechniken angewandt werden,
fließen auch die aktualisierten NFE entweder automatisch in die dynamisch ak-
tualisierten Beschreibungsdokumente ein, oder stehen zumindest fu¨r den Abruf
in Entwicklungsumgebungen zur manuellen U¨bernahme bereit. In diesem Fall
profitiert in erster Linie der Dienstanbieter, da mit den auf diese Weise rea-
listischer gestalteten Dokumenten eine Nutzung der Dienste attraktiver wird.
Indirekt profitiert ebenfalls der Dienstnutzer, da sich im Vergleich mit einer
reinen Propagierung der SMQ das Dienstangebot nicht reduziert, sondern nur
anders einordnet.
Beide Verfahren beno¨tigen ein Konzept fu¨r dynamisierte deklarative Spezifi-
kationen von NFE in Beschreibungsdokumenten, und somit auch eine darauf an-
gepasste Laufzeitumgebung. Dies stellt eine Erweiterung gegenu¨ber der u¨blichen
statischen Verwaltung von Dokumenten in Registries und SLA-Verwaltungen
dar. Der Adaptionsmechanismus zur Anpassung von Dokumenten soll dabei
als Adjustment bezeichnet werden. Er agiert komplementa¨r zur Adaption auf
Dienst- oder Systemebene, also zu Verfahren wie Rekonfiguration von Diensten,
Neubindung von atomaren Diensten in komplexen Prozessen und Ressourcenal-
lokation. Im speziellen Fall der Aktualisierung nichtfunktionaler Angaben in ei-
nem Vertragsdokument ist jedoch bereits der Begriff Neuaushandlung etabliert,
der dafu¨r als Spezialisierung des Adjustment auch verwendet werden soll.
In Anlehnung an das vorausgesetzte NFE-Strukturmodell (siehe Abbildung
2.7) kann nun eine Modellverfeinerung vorgenommen werden, die eine Auftei-
lung der Metaeigenschaften in statische und durch die Metaqualita¨ts-Verfahren
dynamisierte Eigenschaften vollzieht. Die Aufteilung wird durch Abbildung 3.24
veranschaulicht. Wa¨hrend der Bezeichner und die Einheit von NFE als statisch
angenommen werden, sind A¨nderungen der Werte, Typen oder Wertebereiche
und beliebiger Annotationen in der Methodik vorgesehen.
Abbildung 3.25 stellt sowohl die Ru¨ckfu¨hrung als auch die Maximierung der
SMQ noch einmal exemplarisch dar. Im Schritt (a) ist initial eine NFE success
definiert, die die Wahrscheinlichkeit angibt, dass ein Dienstaufruf erfolgreich
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Abbildung 3.24: Statische und dynamische Metaeigenschaften
verla¨uft. Im Schritt (b) liefert das Monitoring nach einigen Aufrufen das Wis-
sen daru¨ber, dass die angegebene Wahrscheinlichkeit zu hoch angesetzt wurde.
Gleichzeitig wird unter Ausnutzung von weiteren Informationsquellen wie der
Auslastung des Systems eine Aufrufwahrscheinlichkeit gescha¨tzt, die zwar etwas
besser als die bisher gemessenen Werte liegt, aber immer noch den angegebenen
Wert unterbietet. Der Schritt (c) entha¨lt nun die Berechnung der Metaqualita¨t
bezogen auf die Metrik success und deren Propagierung in die Dienstbeschrei-
bung. Nach weiteren Aufrufen wird die NFE-Angabe dynamisiert und an die
auf Monitorwerten basierende Vorhersage angepasst. Dies fu¨hrt in Schritt (d)
zu einer ho¨heren Metaqualita¨t.
Abbildung 3.25: Ru¨ckfu¨hrung und Maximierung der SMQ
Das technische Konzept zur Ru¨ckfu¨hrung der SMQ in Dienstbeschreibungen,
Vorlagen fu¨r Dienstgu¨tevereinbarungen (SLAs) und aktive SLAs wird an dieser
Stelle im Detail vorgestellt. Darauf folgt fu¨r die gleichen Dokumenttypen eine
Erla¨uterung der dynamischen Anpassungen dieser Dokumente.
Ru¨ckfu¨hrung in dynamische Dienstbeschreibungen und Dienstgu¨te-
vereinbarungen
Die Metaqualita¨t einer Dienstbeschreibung la¨sst sich auf Ebene der NFE oder
auf Ebene der gesamten Beschreibung als Annotationen auf den NFE aus-
dru¨cken. Diese Ru¨ckfu¨hrung muss durch die verwaltende Registry-Komponente
unterstu¨tzt werden. Die Ru¨ckfu¨hrung hat einen direkten Effekt auf die Auswahl
von Diensten und indirekt auf daraus abgeleitete SLA-Vorlagen.
Die Metaqualita¨t einer SLA-Vorlage berechnet sich aus der Wahrscheinlich-
keit, dass aus dieser Vorlage abgeleitete Vertra¨ge u¨ber die gesamte Laufzeit ein-
gehalten werden. Die Ru¨ckfu¨hrung muss durch die verwaltende Komponente,
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z.B. eine erweiterte Registry oder eine gesonderte SLA-Verwaltung, unterstu¨tzt
werden. Sie hat einen indirekten Effekt auf die zuku¨nftige Bildung von Vertra¨-
gen.
Die Metaqualita¨t eines aktuellen Vertrags berechnet sich aus der Verlet-
zungsha¨ufigkeit seiner Bestimmungen. Die Ru¨ckfu¨hrung muss durch die SLA-
Verwaltung unterstu¨tzt werden. Sie hat einen indirekten Einfluss auf die Bildung
der Metaqualita¨t der korrespondierenden Vertragsvorlage, sofern eine existiert,
sowie auf den laufenden Vertrag.
Angepasste Dienstbeschreibungen
Die NFE-Angaben in Dienstbeschreibungen ko¨nnen automatisch oder semiauto-
matisch aktualisiert werden. Eine automatische Modifikation wird verzo¨gerungs-
frei anhand von Monitoringdaten (nfemon) bzw. davon abgeleiteten Vorhersa-
gedaten (nfemontrend, nfemonpred) durchgefu¨hrt. Dafu¨r bieten sich gleitende
Mittelwerte an, um ein mo¨glichst repra¨sentatives Bild der jeweils aktuellen Si-
tuation zu erhalten.
Die Dynamisierung von Dienstbeschreibungen erfordert konzeptionelle Er-
weiterungen in Komponenten zur Verwaltung der Beschreibungen (Registries).
Insbesondere muss es mo¨glich sein, in zwei Schritten zuerst fu¨r jede NFE den
neuen Wert zu bestimmen und diesen anschließend programmatisch an die Re-
gistry zu u¨bermitteln. Fu¨r eine semiautomatische Aktualisierung wird zudem
ein interaktiver Prozess zur Einsicht und U¨bernahme der neuen Werte durch
den Dienstanbieter beno¨tigt.
Angepasste Vorlagen fu¨r Dienstgu¨tevereinbarungen
Analog zu den angepassten Dienstbeschreibungen ist wiederum eine Entschei-
dung zwischen automatisch und semiautomatisch ausgefu¨hrten Aktualisierun-
gen mo¨glich. Fu¨r beide Fa¨lle sind u¨ber SLA-Vorlagen hinaus weitere SLA-
bezogene Dokumenttypen notwendig, die an dieser Stelle eingefu¨hrt und er-
la¨utert werden sollen:
• SLA-Vorlagen-Vorschlag (SLA Template Proposal/SLATP)
• SLA-Vorlagen-Metaeinschra¨nkungen (SLA Template Meta Constraints/SL-
ATMC)
Sollen Aktualisierungen an SLA-Vorlagen nicht automatisch fu¨r zuku¨nftige
SLA-Aushandlungen zur Verfu¨gung stehen, sondern erst durch den Dienstan-
bieter begutachtet und akzeptiert werden, sind Vorschla¨ge fu¨r SLA-Vorlagen
(SLATP) eine Lo¨sung. Hierbei wird die Verwaltung von SLA-Vorlagen, also ei-
ne Registry oder ein SLA-Manager, um Eintra¨ge fu¨r noch nicht freigegebene
SLA-Vorlagen erga¨nzt. Desweiteren muss der Anbieter die Mo¨glichkeit bekom-
men, derartige Vorschla¨ge mit der bereits existierenden Variante zu vergleichen
und eine direkte Zustimmung, Zustimmung mit A¨nderungen oder Ablehnung
vorzunehmen.
SLATP-Dokumente haben exakt den gleichen Aufbau wie akzeptierte SLA-
Vorlagen. Eine Erla¨uterung der Struktur entfa¨llt damit.
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Listing 3.9: SLATMC-Dokument
1 <slatmc >
2 <slot ref="responsetime" upperbound="1.2" lowerbound="0.8"
/>
3 <slot ref="availability" value="0.9"/>
4 </slatmc >
Ein SLATMC-Dokument definiert, wie ausgehend von einer Dienstbeschrei-
bung SLA-Vorlagen definiert werden. Es fließt in die ansonsten nicht profil-
bildende Transformation von NFE-Angaben in Dienstbeschreibungen zu SLO-
Vorlagen in SLA-Vorlagen ein und ermo¨glicht damit die Bildung von Profilen
durch Einschra¨nkungen der Wertebereiche. Insbesondere ko¨nnen gescha¨ftlich
relevante Entscheidungen zu mehr oder weniger strikt kalkulierten angebote-
nen Dienstgu¨tekriterien durch SLATMC-Dokumente ausgedru¨ckt werden. So-
mit sind SLATMC-Dokumente im Gegensatz zu den eigentlichen SLA-Vorlagen
nicht fu¨r den Dienstkonsumenten einsehbar, sondern in der Sichtbarkeit auf den
Dienstanbieter beschra¨nkt.
Das folgende Syntaxbeispiel 3.9 definiert die Transformation von NFE zu
SLO-Vorlagen (SLOT). Die NFE responsetime wird als Wertebereich ange-
geben, aus dem der potentielle Konsument im Rahmen der SLA-Aushandlung
einen garantierbarenWert auswa¨hlen kann. Die NFE availability hingegen wird
auf einen festen Wert gesetzt, der einen Sicherheitsabstand von 10% auf den o¨f-
fentlich bekanntgegebenen Verfu¨gbarkeitswert aufweist.
Die Erweiterung der Verarbeitung von SLA-Vorlagen um SLATP und SL-
ATMC wird in Abbildung 3.26 zusammengefasst.
Abbildung 3.26: Vorschla¨ge und Bildungseinschra¨nkungen fu¨r SLA-Vorlagen
Angepasste aktive Dienstgu¨tevereinbarungen
Werden ausgehandelte Garantien einer Dienstgu¨tevereinbarung ha¨ufig verletzt,
so ist die alleinige Bereitstellung neuer SLA-Vorlagen nicht ausreichend, da so-
wohl eine Terminierung des laufenden SLA als auch eine erneute Aushandlung
mit Kosten verbunden sein kann. Stattdessen bietet sich eine Neuaushandlung
von Vertragsbestandteilen an, sofern diese Mo¨glichkeit im urspru¨nglichen Ver-
trag vorgesehen worden ist. Im Ergebnis steht dann ein modifizierter Vertrag,
der besser an die Laufzeitsituation angepasst ist und somit zuku¨nftig weniger
Verletzungen aufweisen wird. Die Neuaushandlung als Adaptionsmechanismus
ist bereits Gegenstand existierender Forschungsarbeiten und soll an dieser Stelle
als integraler Bestandteil des Konzepts aufgefu¨hrt werden.
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3.4.5 Zusammenfassung der Verfahren
Ein Beispiel soll das Zusammenspiel der Verfahren erla¨utern. Gegeben sei ein
Dienst, der gema¨ß der Top-Down-Methodologie aus einer WSDL-Datei entwi-
ckelt worden ist und keine weiteren Bestandteile außer der Implementierung und
der syntaktischen Dienstbeschreibung aufweist. Nach bereits einem Dienstaufruf
lassen sich nun Aussagen u¨ber NFE u¨ber eine erweiterte Dienstbeschreibung wie
WSML hinzufu¨gen, die zudem initial eine vollsta¨ndige Validita¨t aufweisen. Der
Entwickler kann anschließend diese WSML-Datei importieren, um sie weiter zu
annotieren oder zu verfeinern. Das Beispiel ist angelehnt an die U¨bersichtsgrafik
zu den Verfahren in Abbildung 3.27 als Ablaufsequenz dargestellt.
Abbildung 3.27: Beispielhafter Ablauf der Bestimmung und Nutzung der SMQ
Um die Einbindung der Verfahren in allgemeine IoS-Architekturen zu ermo¨g-
lichen, sollen im na¨chsten Schritt die an den Abla¨ufen beteiligten Komponenten
und ihre Rollen sowie die damit verbundene dynamische Verarbeitung der Me-
taqualita¨tsangaben tragenden Dokumente beschrieben werden.
3.5 Einbindung der Verfahren in IoS-Plattformen
Sowohl die vorgestellten Verfahren als auch die dynamischen Dokumente mu¨ssen
fu¨r den reibungslosen Betrieb in einer Dienstplattform verankert werden. Dazu
wird in diesem Abschnitt sowohl ein dynamisches Dienstmodell vorgestellt als
auch eine abstrakte Sicht auf notwendige Plattformfunktionalita¨t gegeben, die
alle Architekturen erfu¨llen mu¨ssen, sofern auf ihrer Basis Metaqualita¨tsanga-
ben generiert und genutzt werden sollen. Schließlich werden dedizierte SMQ-
Komponenten konzeptionell vorgestellt, mit denen die identifizierten Zielarchi-
tekturen erweitert werden ko¨nnen. Eine konkrete Umsetzung einer Architektur
fu¨r das IoS erfolgt im na¨chsten Kapitel.
3.5.1 TSM: Modell fu¨r handelbare Dienste mit dynami-
schen Dokumenten
Eine generalisierte Darstellung von Dienstleistungen auf einer Modellebene ist
derzeitig nicht vollsta¨ndig mo¨glich. Die Forschung zu Produkten und herko¨mm-
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lichen Dienstleistungen im wirtschaftswissenschaftlichen Umfeld wurde durch
die starke Verbreitung von SOA-Techniken um den Begriff Dienstwissenschaft
(
”
Service Science“) erweitert, welcher interdisziplina¨r Elemente aus der Infor-
matik aufgreift. Dieser weit gefasste, gesellschaftsorientierte Begriff zur Durch-
dringung der IT-gestu¨tzten Wirtschaftswelt mit Dienstleistungen wird derzeitig
nicht einheitlich interpretiert. Es existieren weiterhin anbieterspezifische Varian-
ten wie Service Science, Management and Engineering (SSME) [108], Systems
und Services Sciences [82] und Service Engineering [14] mit eigenen Zielstellun-
gen. Somit eignet sich der weitla¨ufige Begriff Dienst aus dem Umfeld von Service
Science nicht fu¨r die vorliegende Arbeit.
Auch der eher technisch angelegte und enger gefasste Begriff Internet der
Dienste (
”
Internet of Services“) wird derzeitig zwar mit definierten Zielen ver-
bunden, hat aber bisher ebenfalls noch keinen einheitlichen Dienstbegriff her-
vorgebracht. Selbst bei einer Einschra¨nkung auf Web Services im Sinne von
Softwarekomponenten divergieren die Vorstellungen und Anforderungen. Die
Festlegung eines Dienstbegriffs und eine detaillierte Modellierung von Dienstei-
genschaften ist jedoch fu¨r eine eindeutige Interpretierbarkeit von Forschungser-
gebnissen zu Diensten unverzichtbar.
Aus diesem Grund fu¨hrt dieser Abschnitt ein Dienstmodell TSM (Tradea-
ble Service Model) ein, welches sich einerseits an vorhandenen impliziten Vor-
stellungen orientiert, andererseits aber auch die notwendigen Eigenschaften fu¨r
den Einsatz im Internet der Dienste aufweist. TSM definiert einen handelbaren
konventionellen, elektronischen oder hybriden Dienst als physisch verteilbares
digitales Paket, das aus heterogenen, teilweise dynamischen Artefakten wie Im-
plementierung und Beschreibung besteht.
Neben der eigentlichen Dienstimplementierung im Fall von Web Services ent-
ha¨lt ein TSM zwingend eine deklarative Beschreibung. Hierbei sind sowohl rein
syntaktische Formate wie WSDL oder WADL mo¨glich, als auch semantische
Dienstbeschreibungen in WSML oder USDL oder weitergehende Spezialforma-
te wie CQML+ zur Angabe nichtfunktionaler Eigenschaften. Desweiteren ko¨n-
nen Vertragsvorlagen nach WS-Agreement und a¨hnlichen Formaten beigefu¨gt
werden. Zur Steigerung der Attraktivita¨t des Bezugs aus Dienstverzeichnissen
ko¨nnen Informationen u¨ber passende Clients sowie grafische Abbildungen zur
Funktionalita¨t hinterlegt werden. Zudem sind weitergehende Annotationen wie
etwa GUIDD fu¨r die automatische Formulargenerierung zur ad-hoc-Nutzung des
Dienstes integrierbar. Insbesondere sind auch Metaqualita¨ts-Reports als quali-
ta¨tsbezogene Annotationen mo¨glich. Schließlich sind weitere Dokumententypen
wie Dokumentationen im HTML-Format oder als PDF denkbar, die allerdings in
dieser Arbeit nicht betrachtet und somit nicht explizit als Teil des TSM model-
liert werden. Die a¨ußere Struktur eines Dienstpakets mit Dokumenten und deren
Kardinalita¨ten gema¨ß TSM wird somit zusammenfassend in der Abbildung 3.28
gezeigt.
Das Dienstmodell TSM unterstu¨tzt insbesondere die mehrstufige Beschrei-
bung nichtfunktionaler Eigenschaften (NFE) und die Verknu¨pfung mit Anbie-
tern und Benutzern durch Dienstgu¨tevereinbarungen (Service Level Agreements,
SLA). Eine semiformalisierte Darstellung der Angaben in ihren jeweiligen Tra¨-
gerdokumenten ist als UML-Diagramm in Abbildung 3.29 zu sehen. Entnommen
werden die Angaben sowohl den Dienstbeschreibungen als auch den Vertrags-
vorlagen im Dienstpaket. Damit wird die Berechnung der Metaqualita¨t SMQ fu¨r
alle Tra¨gerdokumente auf den Ebenen der einzelnen Operationen, der Dienste
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Abbildung 3.28: Mo¨gliche Inhalte eines Dienstpaketes bei Konformita¨t zum Dienst-
modell TSM
und der Dienstpakete ermo¨glicht.
Abbildung 3.29: Die Struktur von NFE im Dienstmodell TSM
Abbildung von Diensten auf das Dienstmodell TSM
Um die Heterogenita¨t angebotener Dienste auf Hostingplattformen unterstu¨t-
zen zu ko¨nnen, ohne jedoch die Komplexita¨t der Plattformen unno¨tig erho¨hen
zu mu¨ssen, bietet sich eine Abstraktion der jeweiligen Merkmale in einem ge-
meinsamen Modell und damit eine Homogenisierung der wichtigsten Differen-
zierungsmerkmale an. Dies betrifft die Beschreibung eines Dienstes und darauf
aufbauender Vertragsvorlagen und Vertra¨ge, die Installation (Deployment), den
Aufruf (Protokolladapter), die Ausfu¨hrung, sowie die U¨berwachung und Anpas-
sung der Ausfu¨hrung. Das Modell TSM eignet sich fu¨r eine Abstraktion aller zu
einem Dienst geho¨renden Artefakte.
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Fu¨r jedes konkrete Dienstpaket muss eine Abbildungsvorschrift existieren,
die die Projektion von Dateien auf TSM-Artefakte vornimmt. Dabei existieren
sowohl deterministische als auch heuristische Projektionen.
Am Beispiel der verbreiteten verteilbaren Axis-Web-Services soll dies erla¨u-
tert werden. Diese in Java entwickelten Dienste nutzen die Bibliothek Axis fu¨r
die Umsetzung der SOAP-Kommunikation. Sie laufen als Servlets in einem Serv-
letcontainer. Ihr Aufbau entspricht demnach der WAR-Spezifikation. Oftmals
enthalten diese Archive die WSDL-Dateien der entwickelten Dienste. Dies ist
jedoch nicht vorgeschrieben, so dass der statische Zugriff auf die Dienstbeschrei-
bung nicht garantiert werden kann. Alternativ definiert Axis den Zugriff zur
Laufzeit u¨ber spezielle URLs in der Form http://serverpfad/servletpfad/
services/dienstname?wsdl.
Die heuristische Projektion verursacht unno¨tige Komplexita¨t und erho¨h-
ten Ressourcenverbrauch in der Handhabung der Dienstpakete. Empfehlenswert
sind demnach deterministische Projektionen durch klar strukturierte Dienstpa-
kete wie beispielsweise SAR fu¨r USDL-beschriebene Dienste.
3.5.2 Anforderungen an Dienstplattformen
Die Modelle und Verfahren zur Verbesserung der Metaqualita¨t auf Dienstplatt-
formen lassen sich nur dann effizient anwenden, wenn die Plattformen bestimmte
architektonische und funktionale Voraussetzungen erfu¨llen. Vereinzelt sind diese
bereits erwa¨hnt worden. An dieser Stelle sollen sie noch einmal zusammenfas-
send aufgeza¨hlt werden.
1. Dynamisierte NFE-Tra¨gerdokumente: Sowohl Dienstbeschreibungen als
auch SLA-Vorlagen und SLAs mu¨ssen derart verwaltet werden, dass jeder-
zeit zur Laufzeit eine automatische oder semiautomatische Aktualisierung
mo¨glich ist.
2. Query-Schnittstellen: Der Zugriff auf die NFE-Tra¨gerdokumente, inklusive
dynamisch erzeugter Daten wie Monitoringreports und Benutzerbewertun-
gen, muss u¨ber Web-Service-Schnittstellen mo¨glich sein.
3. Homogenisierungs-Schichten: Die Heterogenita¨t von Dienstpaketen und
NFE-Tra¨gerdokumenten muss durch eine Homogenisierung und somit eine
Abbildbarkeit auf die konzipierten Modelle TSM und CPEM handhabbar
gemacht werden.
3.5.3 Erweiterung von IoS-Plattformen um SMQ-Komponenten
Die Methodik zur inkrementellen Verbesserung der Metaqualita¨t setzt eine er-
weiterbare Dienstplattform voraus. U¨blicherweise sind dabei Plattformbestand-
teile mit Funktionen zur Dienstregistrierung, Suche nach Diensten, Vertragsge-
staltung und u¨berwachten Ausfu¨hrung bereits enthalten (vgl. Abschnitt 2.5.4).
Die Umsetzung der konzipierten Lo¨sung erfordert auf der Architekturebene
die Einfu¨hrung eines neuen Plattformdienstes zur Abfrage von sowohl statischen
als auch dynamischen Daten zu einem Dienst. Sie erfordert außerdem auf der
Prozessebene die Einfu¨hrung einer Feedbackschleife. Sowohl die Komponente als
auch der Prozess werden an dieser Stelle abstrakt dargestellt. Eine Umsetzung
der Komponente folgt im na¨chsten Kapitel.
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Einbindung in verteilte IoS-Plattformen
Wie in der Illustration 3.30 dargestellt, wa¨re aufgrund der losen Kopplung an
die Schnittstellen der Plattformdienste auch ein autark betriebenes Portal zur
Sammlung und Darstellung der Metaqualita¨t u¨ber mo¨glichst viele Plattform-
betreiber hinweg vorstellbar. Damit wa¨re sogar die Bildung einer globalen Me-
taqualita¨tsmetrik fu¨r das gesamte Internet der Dienste mo¨glich. Allerdings fu¨hrt
ein solches Konzept zu einer Vielzahl zusa¨tzlicher Herausforderungen, die ins-
besondere die Sicherheit zur Ru¨ckfu¨hrung der Werte in die Portale sowie das
Betreiberkonzept betreffen. Als realistischeres Konzept wird daher die plattfor-
mintegrierte Umsetzung gewa¨hlt.
Abbildung 3.30: Entwurf fu¨r einen separaten Betrieb eines Metaqualita¨ts-Portals
Metadaten-Korrelationsdienst (MDCS)
Dieser Metadaten-Korrelationsdienst (Metadata Correlation Service, MDCS)
dient als zentrale Abfrageschnittstelle zu spezialisierteren Metadatendiensten
wie Monitoringanfrageschnittstelle, Dienstbeschreibungsverwaltung, Benutzer-
bewertungsdienst und Vertragsverwaltung. Zur Handhabung heterogener Dienstar-
tefakte wird als Teil des MDCS eine Abstraktionsschnittstelle fu¨r die Extraktion
und Modifikation von NFE (Service Abstraction Layer) beno¨tigt.
Die Funktionalita¨t des MDCS umfasst eine zeit-, ereignis- und abfragege-
steuerte Berechnung der Metaqualita¨t von Diensten. Liegt diese Information
noch nicht vor, wird sie periodisch oder bei erkannten Aktualisierungen der zu-
grundeliegenden Daten ereignisgesteuert, spa¨testens jedoch bei Eintreffen der
ersten Abfrage, berechnet und in einem Zwischenspeicher vorgehalten. Fu¨r wei-
tere analytische Abfragen steht sie somit direkt zur Verfu¨gung. Die Gro¨ße des
Zwischenspeichers ist u¨blicherweise begrenzt und betra¨gt einen Bruchteil der ab-
fragbaren Informationsmenge. Es wird jedoch keine bestimmte Gro¨ße und keine
spezielle Cacheverwaltungsstrategie vorausgesetzt.
Die errechnete Metaqualita¨t kann und sollte als nichtfunktionale Eigenschaft
in die Dienstbeschreibung ru¨ckgefu¨hrt werden. Dies bedingt eine Erweiterung
des Service Abstraction Layers um auf heterogene Dienstbeschreibungsformate
ausgerichtete Schreibfunktionalita¨t zusa¨tzlich zu den Parsern zur Extraktion der
Eigenschaften. Eine solche Erweiterung ist derzeitig nicht als Teil dieser Arbeit
vorgesehen.
Desweiteren kann die Metaqualita¨t sowohl durch Administratoren als auch
durch Dienstentwickler programmatisch abgefragt werden. Administratoren ha-
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ben ein Interesse daran, unter den angebotenen Diensten diejenigen selektieren
zu ko¨nnen, die starke Abweichungen gegenu¨ber ihrer beworbenen Leistungsfa¨-
higkeit bieten. Entwickler wiederum haben ein Interesse daran, ihre unterspezi-
fizierten Dienste mit besseren Beschreibungen zu versehen. Aus diesem Grund
sollte die Abfrage der Metaqualita¨t in die Dienstentwicklungsumgebungen (IDE)
der Entwickler mo¨glich sein. Durch die Ru¨ckfu¨hrung der Metaqualita¨tsdaten in
die Dienstbeschreibungen als NFE wa¨re dies prinzipiell ohne zusa¨tzliche WS-
Schnittstellen mo¨glich, indem stattdessen auf die Schnittstelle der Discovery
zugegriffen wird. Dennoch bietet der Zugriff u¨ber die Schnittstelle des MDCS
Vorteile durch eine geringere zu u¨bertragende Datenmenge und weitere Optimie-
rungen, und erspart die bereits erwa¨hnte Erweiterung der Abstraktionsschnitt-
stelle um Schreibzugriffe.
Der Metadaten-Korrelationsdienst (MDCS) ist eine abstrakte Erweiterung
von Dienstplattformen im Sinne einer dienstorientierten erweiterbaren Midd-
leware. Er fu¨hrt dynamisch generierte Informationen u¨ber die Dienstausfu¨h-
rung aus Monitoring und Dienstbewertung zusammen und gleicht diese Infor-
mationen mit statischen Informationen ab. Dabei werden Dienstbeschreibungen,
SLA-Vorlagen und aktive SLA beru¨cksichtigt. Der MDCS kontaktiert dazu die
Registry und die SLA-Verwaltung, um eine Liste verfu¨gbarer Beschreibungsdo-
kumente fu¨r einen ausgewa¨hlten Dienst zu erhalten. Jedes Dokument wird u¨ber
eine Abstraktionsschnittstelle so verarbeitet, dass alle Identifikatoren und Infor-
mationen u¨ber NFE extrahiert werden ko¨nnen. Fu¨r jeden Identifikator werden
die Plattformdienste fu¨r die Abfrage von Monitoring- und Bewertungsinforma-
tionen abgefragt und die Bewertungen und Messungen gesammelt. MDCS fu¨hrt
anschließend einen namensbasierten Vergleich der NFE durch und berechnet
u¨ber eine Distanzfunktion die Diskrepanz zwischen ermitteltem und urspru¨ng-
lich angegebenem Wert. Die Ergebnisse werden in einer SMQ-Metrik fu¨r den
Dienst zusammengefasst und fu¨r zuku¨nftige Zugriffe gespeichert. Diese Methode
erlaubt es dem MDCS, die Dienstbeschreibungsqualita¨t und die Brauchbarkeit
von SLA-Vorlagen u¨ber die Zeit zu verfolgen.
Fu¨r die Angabe der Aggregationsregeln ist die Verwendung einer ausdrucks-
starken Regelsprache denkbar, um gescha¨ftliche Belange wie die Kriterien fu¨r die
Berechnung der Diskrepanz von Implementierungsdetails wie dem Web-Service-
Zugriff und der Konfiguration des MDCS getrennt zu halten. Diese Separierung
ist derzeitig nicht Teil des angedachten Konzepts.
Die abstrakte Innenarchitektur von MDCS ist in Abbildung 3.31 dargestellt.
Prozess zur Sammlung und Aggregation von Ru¨cklaufdaten
In autonomen Systemen, zu denen Dienstplattformen mehrheitlich geho¨ren,
werden Kontrollschleifen oft mit vier Phasen modelliert: Sammlung, Analy-
se, Entscheidung und Aktion [13]. Das Konzept des MDCS ist auf diese ge-
nerische Herangehensweise abgestimmt und la¨sst sich somit in Ablaufprozesse
auf den Plattformen integrieren. Messung und Aggregation durch Monitoring
(Sammlung), NFE-Vorhersage (Analyse), Bestimmung der Metaqualita¨t (Ent-
scheidung), Ru¨ckfu¨hrung der SMQ-Angaben und Anpassung der NFE-Angaben
(Aktion) als Abschluss der Ru¨ckkopplung (Feedback).
Die Grafik 3.32 gibt einen U¨berblick u¨ber die Ansatzpunkte und Auswirkun-
gen von kurz-, mittel- und langfristigen Strategien zur Qualita¨tsverbesserung
von Diensten durch Feedbackschleifen. Zur Laufzeit werden Informationen zur
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Abbildung 3.31: Prinzipieller Aufbau des Metadaten-Korrelationsdienstes
Dienstnutzung sowohl auf einer Dienst- als auch einer Dienstaufrufebene gesam-
melt. Jede Ausfu¨hrung kann dabei an einen Vertrag gebunden sein. Messungen
auf Dienstebene sind dabei als vertragsu¨bergreifend zu verstehen. Vertragsver-
letzungen ko¨nnen zu sofortigen und kurzfristigen Korrekturen durch Laufzeita-
daptionsmechanismen fu¨hren. Nach dem Auslaufen oder der expliziten Termi-
nierung eines Vertrags kann der Dienstnutzer fu¨r diesen Bewertungen abgeben.
Zusammen mit den aggregierten Monitoringergebnissen bilden sie Ru¨cklaufda-
ten, die mit der Vertragsvorlage verknu¨pft werden, von welcher der zugeho¨rige
Vertrag abgeleitet worden war. Diese Ru¨cklaufdaten ko¨nnen zu semiautomati-
schen Anpassungen der Dienstbeschreibungen und Vertragsvorlagen im Sinne
mittelfristiger Dienstqualita¨tsverbesserungen dienen [105].
Bis zu dieser Stelle liegen bereits folgende Ru¨cklaufdaten fu¨r jeden Vertrag
vor: Eine Menge an gemeinsamen Messungen auf Dienstebene, eine Menge an
vertragsspezifischen Messungen auf Aufruf- bzw. Dienstinstanzebene, und eine
Bewertung. Auf einer weiteren Aggregationsebene ko¨nnen nun die Ru¨cklaufda-
ten u¨ber alle Vertra¨ge eines Dienstes zusammengefu¨hrt werden. Das Aggregat
dient dabei der langfristigen Verbesserung sowohl der Qualita¨tsspezifikation als
auch der Anpassung der Implementierung als Teil des Dienstentwicklungspro-
zesses. Zu diesem Zweck werden externe Zugriffsmo¨glichkeiten auf die Ru¨cklauf-
datenbasis aus den Dienstentwicklungsumgebungen (IDE) beno¨tigt. Der kon-
zeptionelle Ansatz des MDCS folgt dem Architekturstil der Plattformdienste,
welcher sich fu¨r solche Aufgaben eignet [97]. Die Verwendung der sich ergeben-
den Dienstschnittstellen wird dabei fu¨r Innovations- und Entwicklungswerkzeu-
ge empfohlen.
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Abbildung 3.32: Feedbackschleifen im System
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Kapitel 4
Plattform fu¨r das Internet
der Dienste
Dieses Kapitel geht detailliert auf die Konzeption und Umsetzung einer Dienst-
plattform und ihrer modularen Plattformdienste ein. Die angestrebte Flexibilita¨t
der Plattform zielt auf ihre Nutzung als Basisinfrastruktur in unterschiedlichen
anwendungsabha¨ngigen Konfigurationen im Internet der Dienste. Die Beru¨ck-
sichtigung der Metaqualita¨t von Diensten ist eine solche Anwendung, die sich
u¨ber eine Erweiterung der Basisplattform realisieren la¨sst.
Die Konzeption der Architektur mit ihren Entwurfsrichtlinien, Anforderun-
gen und Abla¨ufen wird unter Beru¨cksichtigung dieser Zielstellung zuerst darge-
legt. Nach der Dekomposition des angestrebten Funktionsumfangs in einzelne
Bausteine auf Systemebene folgt darauf eine Vorstellung der umgesetzten Be-
standteile als modulare Plattformdienste. Auf Basis der Komposition der Platt-
formdienste wird die integrierte Basisdienstplattform im Sinne einer dienstorien-
tierten Middleware vorgestellt. Ausgewa¨hlte u¨ber Erweiterungen und Konfigu-
rationen gebildete Derivate der Plattform werden dabei ebenso erwa¨hnt. Als ei-
ne spezialisierte Auspra¨gung werden schließlich erweiterte Plattformdienste zur
Gewa¨hrleistung eines qualitativ hochwertigen Dienstangebots integriert. Diese
setzen die vorgestellte Methodik zur inkrementellen Qualita¨tsverbesserung u¨ber
die Metaqualita¨t um.
Die Aufteilung des Kapitels wird durch die Abbildung 4.1 veranschaulicht.
Abbildung 4.1: Aufteilung des Kapitels zu Konzept und Umsetzung der Dienstplatt-
form
4.1 Konzeption der Architektur
Der Entwurf einer dedizierten Dienstplattform mit der Eignung als Basissystem
fu¨r ein Internet der Dienste wird in diesem Abschnitt auf architektonischer und
prozessorientierter Ebene beschrieben. Die Darstellung der Architektur gliedert
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sich in die anforderungsbezogenen Entwurfsrichtlinien, die Beschreibung der ab-
strakten Plattformbestandteile sowie das angestrebte Zusammenspiel derer zu
einer Gesamtarchitektur. Auf Basis der Zusammenstellung werden anschließend
die benutzerbezogenen interaktiven Prozesse zur Bereitstellung und Ausfu¨hrung
von Diensten sowie systemseitig autonom ablaufende Prozesse demonstriert.
Die Konzeption der Architektur orientiert sich an existierenden Plattformen
fu¨r das Internet der Dienste. Sie u¨bernimmt den grundsa¨tzlichen Dreiecksaufbau
einer SOA, spezifiziert allerdings deutlich konkreter die zwischen Anbietern und
Nutzern von Diensten befindlichen Systeme an der Spitze des Dreiecks. Dabei
werden sowohl rollenbezogene Funktionen als auch systemtopologische Merkma-
le explizit betrachtet. Die resultierende abstrakte Architektur mit einer logisch



















Abbildung 4.2: Abstrakte Architektur fu¨r die Basisdienstplattform
4.1.1 Entwurfsrichtlinien
Um die Anforderungen einer vertragsgebundenen und adaptiven Dienstausfu¨h-
rung im Internet der Dienste erfu¨llen zu ko¨nnen, ist eine spezielle Infrastruktur
notwendig. Eine mit den meisten in der Literatur und aktuellen Forschungsar-
beiten vorhandenen Modellvorstellungen eines Internets der Dienste kompatible,
jedoch wesentlich konkretere, Definition der Entwurfsrichtlinien ist in Abbildung
4.3 dargestellt. Diese prima¨ren und sekunda¨ren Anforderungen dienen als Rah-
men fu¨r die Entwicklung der Architektur.
Abbildung 4.3: Prima¨re und sekunda¨re Entwurfsschwerpunkte
Zentrales Merkmal ist die Beru¨cksichtigung von Dienstgu¨tevereinbarungen
vor, wa¨hrend und nach der Dienstausfu¨hrung. Die Ausfu¨hrung selbst sollte u¨ber-
wacht und anpassbar stattfinden.
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Die Plattform muss in allen Phasen der Dienstbereitstellung und -nutzung ei-
ne nachvollziehbare und benutzerfreundliche Handhabung heterogener Dienste
unterstu¨tzen. Eine Dienstplattform ohne ausdru¨ckliche Einbeziehung von Be-
nutzern in alle wichtigen Abla¨ufe wird nur wenig Akzeptanz finden [19].
Die Notwendigkeit einer umfassenden Unterstu¨tzung von Heterogenita¨t be-
zieht sich auf die von Dienstentwicklern bereits verwendeten Implementierungs-
ansa¨tze, die somit ohne Neuerwerb von Wissen weiterhin angewandt werden
ko¨nnen [99]. Insbesondere mu¨ssen Dienste als abgeschlossene Entita¨ten in Paket-
form verarbeitet werden ko¨nnen, um im Gegensatz zu eher stationa¨ren Diensten
in starren Umgebungen klassischer SOA-Architekturen eine flexible Verteilbar-
keit und Handelbarkeit zu ermo¨glichen.
Um zusa¨tzlich die vorteilhaften Eigenschaften von Web Services, beispiels-
weise die lose Kopplung und Komponierbarkeit, auf die Plattform selbst zu u¨ber-
tragen, wurde als Architekturstil eine modulare Plattform auf Basis einzelner
Plattformdienste und weiterer Komponenten gewa¨hlt [97]. Diese Entscheidung
fo¨rdert speziell auch die Wiederverwendung einzelner Funktionen in zuku¨nftigen
Forschungsprojekten.
Schließlich ist es fu¨r die Verbreitung und Akzeptanz einer solchen Plattform
fo¨rderlich, wenn insbesondere bei Verwendung unterschiedlicher Implementie-
rungsansa¨tze die Installation und Konfiguration keinen hohen Zeitaufwand ver-
ursacht. Aus dem Grund wird eine Integration in die Installationsroutinen von
Betriebssystemen mit mo¨glichst hohem Automatisierungsgrad fu¨r die Konfigu-
ration von Datenbankanbindungen, Zugriffs-URLs und funktionalen Merkma-
len angestrebt. Ein positiver Nebeneffekt ist die einfache Erstellung verteilter
Dienstumgebungen durch eine mehrfache zeitsparende Installation des gleichen
Systems.
Als weitere sekunda¨re Anforderungen werden implizit eine hohe Skalierbar-
keit der entwickelten Lo¨sung durch verteilte Dienstausfu¨hrung sowie eine all-
gemeine Verfu¨gbarkeit der entstehenden Umsetzung als Software angedacht.
Zusa¨tzlich zu der Systemintegrationsschicht soll optional eine Pra¨sentations-
schicht hinzugefu¨gt werden ko¨nnen. Diese dient vor allem der Demonstrierbar-
keit der Plattformfa¨higkeiten anhand einer desktopintegrierten, vorkonfigurier-
ten Benutzerumgebung anhand von Beispielszenarien.
4.1.2 Anforderungen an Plattformdienste
Zur Umsetzung der Anforderung einer modularen Dienstplattform wird die an-
gestrebte Funktionalita¨t in Teilfunktionen dekomponiert. Jede Teilfunktion soll
dabei durch einen eigenen Plattformdienst sowohl autark genutzt werden ko¨nnen
als auch als Komponente im Gesamtsystem repra¨sentiert werden. Der Plattform-
dienst soll sowohl programmatischen als auch, falls sinnvoll, interaktiven Zugriff
ermo¨glichen. Die modulare Aufteilung fo¨rdert die Flexibilita¨t sowohl hinsicht-
lich der Zusammenstellung der Plattformdienste als auch hinsichtlich mo¨glicher
Ersetzungen durch funktionsa¨quivalente, aber leistungsfa¨higere Komponenten.
Die folgenden Teilfunktionen ko¨nnen fu¨r eine Basisplattform fu¨r handelbare
Dienste identifiziert werden:
1. Bereitstellung von Diensten durch Anbieter. Diese Komponente nimmt ein
Dienstpaket entgegen und installiert es in der Plattform. Sa¨mtliche Arte-
fakte im Paket mu¨ssen in die jeweils passenden Datenbanken u¨bermittelt
94 KAPITEL 4. PLATTFORM FU¨R DAS INTERNET DER DIENSTE
werden. Der Anbieter muss die Mo¨glichkeit bekommen, das Dienstangebot
zu vera¨ndern oder den Dienst wieder zu entfernen.
2. Dienstsuche durch Konsumenten u¨ber die Menge aller angebotenen Diens-
te. Die Suche soll sowohl nach funktionalen als auch nach nichtfunktionalen
Kriterien mo¨glich sein.
3. Vertragsaushandlung durch Konsumenten zu einem ausgesuchten Dienst.
Auf Basis von Vertragsvorlagen, die zu einem ausgesuchten Dienst geho¨-
ren, soll die Einstellung von NFE-Grenzwerten mo¨glich sein.
4. Dienstaufruf durch Konsumenten mit einem zugeho¨rigen oder ad-hoc ge-
nerierten Client. Dabei soll vor der Ausfu¨hrung die Existenz eines Vertrags
zu dem aufgerufenen Dienst gepru¨ft werden, sofern ein Vertrag erforderlich
ist.
5. U¨berwachung und Anpassung von Diensten durch das System. Parallel
zur Ausfu¨hrung werden alle automatisch pru¨fbaren vertraglich vereinbar-
ten NFE-Grenzwerte u¨berpru¨ft. Im Fall von Diskrepanzen soll versucht
werden, die Ausfu¨hrung so zu adaptieren, dass Vertragsverletzungen mi-
nimiert werden.
6. Vertragsverwaltung durch Konsumenten. Der Konsument soll auch abge-
schlossene Vertra¨ge u¨berpru¨fen, neu aushandeln und terminieren ko¨nnen.
7. Dienstbewertung durch Konsumenten zu einem abgelaufenen Vertrag. Je-
der ausgehandelte NFE-Grenzwert soll dabei separat bewertbar sein, um
Unstimmigkeiten eingrenzen zu ko¨nnen.
8. Zugriff auf alle Dienstartefakte im System. Dies ist no¨tig, um statistische
Analysen durchfu¨hren und Erweiterungen anschließen zu ko¨nnen.
9. Dienstverbesserung durch Anbieter. Laufzeitinformationen sollen dem An-
bieter helfen, seinen Dienst und die zugeho¨rigen Artefakte kontinuierlich
zu verbessern.
Die Umsetzung der Teilfunktionen als Plattformdienste wird nachfolgend
durch eine Beschreibung der Nutzungsabla¨ufe und durch konkrete Komponenten
dargestellt.
4.1.3 Prozessabla¨ufe
Zur Umsetzung eines Lebenszyklus von Dienstangebot und -nutzung findet zur
Laufzeit ein Datenaustausch zwischen den Plattformdiensten statt. Die Zugriffe
auf die Dienstschnittstellen auf der Dienstplattform erfolgen nicht willku¨rlich,
sondern unterliegen gewissen Mustern, die mit einer Choreographie oder Or-
chestrierung vergleichbar sind. Die wichtigsten dieser Prozesse sowohl zwischen
Benutzern und Plattform als auch innerhalb der Plattform sollen an dieser Stelle
erla¨utert werden.
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Prozesse mit Nutzerinteraktion
Prinzipiell lassen sich drei Prozesse definieren, die notwendig sind, um den Aus-
tausch und die Handelbarkeit von Diensten zu erlangen: Die Bereitstellung eines
Dienstes durch einen Anbieter oder Entwickler, die Erstellung und Verwaltung
eines Vertrages durch einen Benutzer, sowie der eigentliche Dienstaufruf eben-
falls durch einen Benutzer.
Der auch als
”
Deployment“ bezeichnete Prozess zur Bereitstellung eines Diens-
tes deckt ausgehend von dessen Entwicklung die Installation und Bestimmung
der Nutzungsbedingungen ab. Die Installation erfolgt als Dienstpaket entspre-
chend dem Modell TSM. U¨ber die Laufzeit lassen sich daru¨ber weiterhin Nut-
zungsdaten wie etwa die Popularita¨t bestimmen und Aktualisierungen vorneh-
men. Sobald ein Dienstpaket installiert ist und die konstituierenden Artefakte in
den sie verwaltenden Plattformdiensten hinterlegt sind, ko¨nnen bereits statische
Analysen auf den Dokumenten vorgenommen werden.
Die Erstellung, Verwaltung und Bewertung von Dienstnutzungsvereinbarun-
gen, auch als
”
Contracting“ bezeichnet, dient dem Nutzer zur Definition von
Gewa¨hrleistungsanforderungen [100]. Im Rahmen der Erstellung werden entwe-
der basierend auf den im Dienstpaket vorhandenen Vertragsvorlagen oder vorla-
genfrei neue SLAs ausgehandelt, welche bei ihrer Fertigstellung an den Monitor
u¨bermittelt werden. Aufrufunabha¨ngige NFE wie die Verfu¨gbarkeit eines Diens-
tes ko¨nnen hiernach bereits gemessen und stehen anschließend fu¨r eine Analyse
zur Verfu¨gung.
Nach Abschluss eines Vertrages oder bei vertragsloser Aufrufbarkeit eines
Dienstes kann der Dienstaufrufprozess seitens des Benutzers initiiert werden.
Dazu werden im Fall einer interaktiven Nutzung die im Dienstpaket hinterlegten
Dienst-Client-Schnittstellen genutzt beziehungsweise Benutzerschnittstellen un-
ter mo¨glicher Einbeziehung ebenfalls hinterlegter UI-Annotationen automatisch
generiert. Die Varianten der interaktiven Nutzung von Diensten liegen außer-
halb des konzipierten Funktionsumfangs der Basisdienstplattform. Im Fall einer
programmatischen Nutzung im Rahmen einer Dienstkomposition wird direkt
die Dienstschnittstelle angesprochen.
Schließlich kann der Benutzer wa¨hrend der Vertragslaufzeit oder letztmalig
nach dem Vertragsende eine subjektive Bewertung der zugesicherten Eigenschaf-
ten und der Gesamtzufriedenheit abgeben.
Autonome Prozesse
Die hier dargestellten Prozesse zur Ausfu¨hrung, U¨berwachung und Anpassung
von Diensten involvieren zwei Plattformbestandteile als Subarchitektur mit be-
reits in der Literatur bekannten Problemstellungen. Von besonderem Interesse
sind das Zusammenspiel von Vertragsbildung und vertragsgebundener Ausfu¨h-
rung einerseits [107] und von Monitoring und Adaption der ausgefu¨hrten Dienste
andererseits [45].
Dienste werden abha¨ngig von ihrer Implementierungstechnologie direkt auf
dem Betriebssystem oder in einem verwaltenden Container ausgefu¨hrt. Die Aus-
fu¨hrung wird durch einen Kontrollpunkt, etwa einen Proxy, auf das Vorhanden-
sein eines gu¨ltigen Vertrags gepru¨ft und kann daru¨ber an weitere Prozesse wie
eine hier nicht betrachtete Abrechnung angebunden werden [123].
Die vertragsgebundene U¨berwachung der Dienstausfu¨hrung und der dazu
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verwendeten Umgebung findet demnach auf der System-, Dienstcontainer-, Dienst-
und Dienstintanzebene statt. Es werden dazu aktiv Messwerte aus Sensoren und
Aggregatoren gesammelt und mit den vom Container gelieferten Werten und den
instanzspezifischen Werten eines authentifizierenden Proxy kombiniert. Der Zu-
griff auf Monitoring- wie auch auf von Benutzern abgegebenen Bewertungsdaten
ist verzo¨gerungsfrei u¨ber Abfragedienste mo¨glich.
In der pra¨sentierten Architektur sind Schnittstellen fu¨r die Einbindung einer
koordinierten Adaption auf der System-, Dienstcontainer-, Dienst-, Dienstinstanz-
und Vertragsebene vorgesehen. Adaptionsstrategien wie dynamische Ressour-
cenallokation, Neubindung und Neuplanung von Prozessen, Rekonfiguration ato-
marer Dienste [98] sowie eine Neuaushandlung von Vertra¨gen lassen sich damit
umsetzen.
Im Sinne einer inkrementellen Qualita¨tsverbesserung sind kurzfristig wir-
kende Adaptionsstrategien nur begrenzt nu¨tzlich. Idealerweise werden die Ad-
aptionsmechanismen mit einer dauerhaften Erkennung und Manifestierung der
real angebotenen Dienstgu¨te in den Dienstbeschreibungen und Vertragsvorla-
gen kombiniert [105]. Dieser bisher in keiner Dienstplattform verfu¨gbare au-
tonom agierende Prozess soll u¨ber die Verfahren zur inkrementellen Verbesse-
rung der Metaqualita¨t eingebunden werden, wofu¨r die Basisplattform erweiter-
bare Schnittstellen entha¨lt. Nach der folgenden Beschreibung der Umsetzung
der Komponenten und Prozesse wird deshalb auch eine Beschreibung konkreter
Bestandteile der um Metaqualita¨tsaspekte erweiterten Plattform erfolgen.
4.2 Umsetzung der Plattformdienste und Kom-
ponenten
Fu¨r die praktische Umsetzung der Verfahren zur Qualita¨tsverbesserung im In-
ternet der Dienste wird vor allem eine lauffa¨hige Basisinfrastruktur beno¨tigt,
mit der der Betrieb eines IoS mo¨glich wird. Die im Rahmen der Arbeit iterativ
entwickelte und umgesetzte Dienstplattform mit der Bezeichnung SPACE wird
dafu¨r als Vertreter ausgewa¨hlt. Die Plattform zeichnet sich durch eine hohe
Modularita¨t, nutzerzentrische Funktionalita¨t, freie Verfu¨gbarkeit, systeminte-
grierten Betrieb und die Unterstu¨tzung heterogener Dienste im partizipativen
Internet der Dienste aus. Der Entwurf folgt den Prinzipien einer durchga¨ngigen
Zusicherbarkeit von Dienstgu¨teeigenschaften im Internet der Dienste [12]. Somit
erfu¨llt die Plattform grundlegend die gestellten Anforderungen.
Die Modularita¨t wird durch die Aufteilung der Funktionalita¨t der Platt-
form auf einzelne Plattformdienste als Architekturmuster realisiert, wobei eine
dienstorientierte Middleware entsteht. Es existieren sowohl rein programmati-
sche Plattformdienste im Sinne von Web Services als auch solche, die aufbauend
auf der Web-Service-Schnittstelle eine oder mehrere zumeist webbasierte Benut-
zerschnittstellen bieten. Daru¨ber hinaus existieren einige Komponenten ohne
Dienstschnittstelle, welche als Systemdienste im Hintergrund fu¨r zeit- oder er-
eignisgesteuerte Aktionen zusta¨ndig sind. Sowohl Systemdienste als auch rein
programmatische Plattformdienste enthalten teilweise jedoch eine minimale We-
boberfla¨che zu administrativen Zwecken.
Die nutzerzentrische Funktionalita¨t wird durch viele semiautomatische Pro-
zesse realisiert, in denen der Benutzer interaktiv Entscheidungen fa¨llen kann. Als
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Webanwendungen sind fu¨r Dienstnutzer die Dienstsuche ConQo [112] und die
Anwendung zur Vertragsaushandlung und -verwaltung Contract Wizard [100]
umgesetzt. Fu¨r Dienstanbieter steht zudem die Anwendung Provider Wizard
zur Bereitstellung und Verwaltung von Diensten zur Verfu¨gung.
Als rein programmatische Dienste und Komponenten existieren eine verein-
heitlichte Hostingumgebung fu¨r heterogene Dienste (Unified Hosting Environ-
ment, UHE) [99], ein modular aufgebauter vertragsgesteuerter Monitor mit Sen-
soren und Aggregatoren mit dem Namen Grand SLAM [103], eine dazugeho¨rige
Monitoringdatenschnittstelle Monitoring-as-a-Service (MaaS) und ein spezielles
Monitoringwerkzeug zur Durchsetzung von Systemrichtlinien [95]. Die vertrags-
gebundene Zugriffssteuerung erfolgt u¨ber einen authentifizierenden Proxy Access
Gate. Mit NFPcalc steht exemplarisch die Anbindung eines rekonfigurierenden
Adaptionsmechanismus zur Verfu¨gung. Ein Rating Service zum Zugriff auf sub-
jektive Bewertungen der Diensteigenschaften komplettiert die programmatisch
nutzbaren Dienste.
Nahezu jeder Plattformdienst ist autark ohne die jeweils anderen nutzbar,
sofern die Konfiguration auf diese Situation angepasst ist. Im Sinne der Tech-
nologieunabha¨ngigkeit von Web Services sind auch die Plattformdienste in un-
terschiedlichen Programmiersprachen und Frameworks realisiert. Es entstehen
jedoch implizit Abha¨ngigkeiten aufgrund gemeinsam genutzter Datenbanksche-
mata. Auch sind einige der Dienste optional u¨ber eine nachrichtenorientierte
Middleware (MoM) mit schematisch definierten Nachrichten integrierbar.
4.2.1 Architektur der Plattformdienste
In diesem Abschnitt werden die fu¨r diese Arbeit wichtigsten Einzelkomponenten
detailliert pra¨sentiert.
Bereitstellung von Diensten u¨ber den Provider Wizard
Der Plattformdienst Provider Wizard beinhaltet eine programmatische und ei-
ne interaktive Schnittstelle fu¨r die Bereitstellung und anschließende Verwaltung
von Diensten auf der Dienstplattform. Die interaktive Schnittstelle ist als We-
banwendung realisiert und in Menu¨s unterteilt.
Ein Installationsmenu¨ ermo¨glicht das Hochladen von Dienstpaketen gema¨ß
der Struktur von TSM. Die Dienstpakete werden zu ihrer Installation vom Provi-
der Wizard an die Deployment-Schnittstelle einer Ausfu¨hrungsumgebung u¨ber-
geben. Eine solche Schnittstelle wird durch das Unified Hosting Environment
bereitgestellt. Der Aufruf des Deploymentprozesses erfolgt als SOAP-Nachricht
mit einem WS-Attachment-Anhang des Dienstpakets, oder alternativ als loka-
ler Prozessaufruf. Die interaktive Installation zeigt aufgrund der heuristischen
Projektion von Dienstpaketbestandteilen auf TSM-Artefakte ein Besta¨tigungs-
menu¨ an und verla¨uft somit semiautomatisch. Die programmatische Installation
u¨ber die Web-Service-Schnittstelle liefert hingegen einen simplen Erfolgsstatus
zuru¨ck. Fehler in der Projektion mu¨ssen anschließend interaktiv korrigiert wer-
den.
In einem Verwaltungsmenu¨ werden dem Anbieter u¨ber alle Dienste statisti-
sche Informationen zum eigenen Angebot geliefert. Damit kann der Dienstan-
bieter sein Portfolio verwalten und die Popularita¨t der Dienste einsehen. In die-
sem Menu¨ werden laufzeitgenerierte Informationen wie abgeschlossene Vertra¨ge
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und visualisierte Monitoringdaten eingebunden. Es bestehen somit Web-Service-
Aufrufe an einen Monitordienst wie Grand SLAM und einen SLA-Manager.
Desweiteren dient Provider Wizard zur Aufnahme von anbieterspezifischen
Personen- und Organisationsdaten, welche im Fall einer Vertragsbildung als ju-
ristisch notwendige Angaben genutzt werden. Sie ko¨nnen auch genutzt werden,
um Vertragsvorlagen zu dynamisieren, in denen diese Informationen u¨blicher-
weise statisch hinterlegt sind. Die Angaben umfassen abha¨ngig von der Anbieter-
form eine ladungsfa¨hige Anschrift, Kontaktinformationen, eine Bankverbindung,
einen Handelsregistereintrag sowie Steuernummern.
Implementiert ist die Anwendung als Python-Webanwendung unter Nutzung
des Template-Frameworks Cheetah fu¨r eine Model-View-Controller-Architektur.
Der Controller ist an die CGI-Schnittstelle eines Webservers wie Apache httpd
angeschlossen und interagiert mit dem Client u¨ber HTTP. Die Oberfla¨che be-
steht aus internationalisierten HTML-Seiten mit einer austauschbaren Stildefi-
nition als CSS, um Layout und Erscheinungsbild anpassen zu ko¨nnen. HTTP-
Cookies werden verwendet, um Benutzerpra¨ferenzen wie die Sprache zu persis-
tieren. Der aktuelle Benutzer wird u¨ber HTTP-Authentifizierungsinformationen
bestimmt, sofern diese vorliegen. Das Modell wird durch Datenbankeintra¨ge re-
pra¨sentiert, die abha¨ngig von den HTTP-Anfragen verarbeitet werden. Es wer-
den drei Datenbanken zur Verwaltung der Benutzer, der installierten Dienste
und extrahierter Dienstbeschreibungen beno¨tigt. U¨ber die Schnittstelle DB-API
2.0 ko¨nnen nahezu beliebige SQL-Datenbanken dazu verwendet werden.
Die Abbildung 4.4 fasst die Schnittstellen von Provider Wizard grafisch zu-
sammen.
Abbildung 4.4: Schnittstellen von Provider Wizard
Registrierung und Abfrage von Diensten u¨ber ConQo
ConQo ermo¨glicht die Registrierung von und die Suche nach Diensten auf se-
mantischer Basis unter Einbeziehung von nichtfunktionalen Pra¨ferenzen in un-
terschiedlichen Doma¨nen wie Kontext, QoS und Reputation [112].
Jeder Dienst wird prima¨r u¨ber eine Beschreibung nach der Web Service Mo-
delling Language (WSML) repra¨sentiert. Die Registrierung erfolgt u¨ber Angabe
einer Dienstontologie, welche sowohl ihre Doma¨nenklassifikation als auch tech-
nische Konzepte von in ConQo bereits enthaltenen, aber ebenfalls zusa¨tzlich
registrierbaren Basisontologien ableitet. Jeder Dienst wird dabei mit einem men-
schenlesbaren Namen und einem eindeutigen IRI-Bezeichner registriert. Optio-
nal ist dabei die Angabe eines Logos, eines Diensteigentu¨mers und einer Kurz-
beschreibung mo¨glich. Die WSML-Datei kann fu¨r den Dienst unterschiedliche
Profile, genannt Schnittstellen, anbieten. Dies kann zur Differenzierung von Leis-
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tungsmerkmalen genutzt werden. An den Registrierungseintrag ko¨nnen dazu
fu¨r jede Dienstschnittstelle weitere Dokumente wie etwa WSDL-Dateien, SLA-
Vorlagen (SLAT) und GUI-Annotationen angehangen werden. Weitere Eintra¨ge
sind als Verweise mo¨glich. Damit ko¨nnen die Dienstimplementierung oder her-
unterladbare Clientanwendungen mit dem Dienst verknu¨pft werden. Durch den
flexiblen Aufbau der Eintra¨ge werden die strukturellen Merkmale des Dienst-
modells TSM durch ConQo umgesetzt.
Die Angaben zu NFE sind in ConQo dynamisch realisiert und ko¨nnen durch
eine angebundene Komponente wie einen Monitor aktualisiert werden. Dabei
wird eine weitere, aktualisierte WSML-Datei generiert und bevorzugt gegenu¨ber
der originalen, statischen Datei fu¨r die Bewertung der Dienstkriterien gegenu¨ber
einer Anfrage wa¨hrend der Dienstsuche verwendet.
Die Dienstsuche (Discovery) beginnt aus einer simplifizierten funktionalen
Suche durch Auswahl einer Doma¨ne u¨ber eine ebenfalls in WSML spezifizierte
semantische Zielbeschreibung. Anschließend wird das Suchergebnis durch Be-
ru¨cksichtigung von nichtfunktionalen Anforderungen in der Zielbeschreibung des
Benutzers dahingehend reduziert, dass sa¨mtliche die Anforderungen nicht erfu¨l-
lenden Dienste aus der Ergebnisliste aussortiert und die verbleibenden Dienste
nach der Reihenfolge der Erfu¨llung aller Pra¨ferenzen sortiert werden. Das Er-
gebnis der Discovery ist eine Liste von Registrierungseintra¨gen.
In der Abbildung 4.5 wird der Funktionsumfang von ConQo als Plattform-
dienst u¨ber dessen Schnittstellen skizziert.
Abbildung 4.5: Schnittstellen von ConQo
ConQo ist als Java-Servlet mit einer SOAP-Schnittstelle (Matchmaker) und
JSP-Servlet mit HTML-Oberfla¨che (ConQoCockpit) implementiert. Es nutzt
dabei existierende Bibliotheken zur Verarbeitung der WSML-Dateien wie WSM-
O4J und WSML2Reasoner sowie als zentrale Komponente die QoS-Enabled Ser-
vice Discovery Component, welche aus dem Forschungsprojekt DIP u¨bernommen
wurde 1. Der Matchmaker ist u¨ber JDBC an eine SQL-Datenbank angebunden.
Die Architektur des ConQo-Matchmakers wird durch die Abbildung 4.6 erla¨u-
tert.
ConQo entha¨lt bereits eine Menge von Basis- und Doma¨nenontologien, die
unter dem Namen WSMO4IoS zusammengefasst sind. Die Struktur der Onto-
logie ist aus der Abbildung 4.7 ersichtlich.
Die Basisontologien definieren nichtfunktionale Qualita¨ts-, Kontext- und Re-
putationseigenschaften sowie als Teilontologie WSAGBase erweiterte Attribute
fu¨r Metadaten, die fu¨r die Ableitung von Vertragsvorlagen aus den Dienstbe-
schreibungen notwendig sind. Die Qualita¨tsmerkmale sind anhand der Nutzung
durch QoS-Monitoring in lokal und entfernt u¨berwachbare Eigenschaften un-
terteilt. Die Basisontologien werden mit einer Doma¨nenontologie kombiniert,
1Data, Information and Process Integration: http://dip.semanticweb.org/
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Abbildung 4.6: Kernarchitektur von ConQo
welche die funktionale Doma¨ne des Dienstes repra¨sentiert. Zur zielgerichteteren
Suche nach passenden Diensten lassen sich die Doma¨nen dabei noch in Subdo-
ma¨nen untergliedern. WSMO4IoS entha¨lt Doma¨nendefinitionen fu¨r eine Viel-
zahl von Funktionen wie Hotelreservierungen, Druckdienste und UI-Services.
Beno¨tigt ein Dienst andere oder weitere Definitionen, mu¨ssen diese als Teil der
Dienstbeschreibung im Dienstpaket vorhanden sein.
Vertragsverwaltung mit Contract Wizard
Ist eine vertragliche Bindung an einen Dienstanbieter erforderlich, so kann mit
Contract Wizard ein Vertrag basierend auf einer Vorlage abgeschlossen, anschlie-
ßend genutzt und u¨berpru¨ft und schließlich terminiert und bewertet werden
[100]. Diese Anwendung besteht aus drei Teilkomponenten. Eine in Ruby imple-
Abbildung 4.7: WSMO4IoS als Basisontologie fu¨r ConQo
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mentierten CGI-Anwendung zur generellen Ablaufkontrolle beinhaltet auch die
konkreten Schritte Vertragsvorlagen- und Tarifauswahl, Auktionsunterstu¨tzung,
Vertragsabschluss und anschließende Vertragskontrolle. Eine zweite Anwendung
auf Basis von Java-Servlets beinhaltet den zentralen Schritt der Vertragsaus-
handlung auf Basis einstellbarer Anforderungen an die NFE, sowie die Bewer-
tung eines Vertrags nach Beendigung des Vertragsverha¨ltnisses. Schließlich exis-
tiert eine ebenfalls als Java-Servlet implementierte Komponente zur Verwaltung
von Vertra¨gen als SLA-Dokumente.
Abbildung 4.8 zeigt die Schnittstellen von Contract Wizard.
Abbildung 4.8: Schnittstellen von Contract Wizard
Dienstausfu¨hrung u¨ber das Unified Hosting Environment (UHE)
Die eigentliche Dienstausfu¨hrung obliegt dem UHE, welches speziell fu¨r die Ver-
wendung heterogener Diensttechnologien entwickelt wurde [99]. Es zeichnet sich
dadurch aus, unterschiedliche Dienstpaketformate gema¨ß TSM durch eine mo-
dulare Verarbeitung und anschließende Weiterreichung an einen spezialisierten
Container zu unterstu¨tzen. UHE definiert Schnittstellen fu¨r die Installation, das
Monitoring und die Adaption der Container und der darin enthaltenen Dienste.
Nachdem ein Dienstpaket u¨ber Provider Wizard in einem durch UHE ver-
walteten Dienstcontainer installiert wurde, ko¨nnen anschließend Dienstanfragen
direkt an den Container gesendet werden. Diese Anfragen werden unter Umsta¨n-
den durch einen Proxy geleitet, nicht jedoch durch UHE, so dass hierbei kein
Skalierbarkeitsproblem entsteht. UHE u¨bernimmt vielmehr die administrative
Homogenisierung von Installation, Monitoring und Adaption der Dienste.
Abbildung 4.9 zeigt die Schnittstellen von UHE.
Abbildung 4.9: Schnittstellen der vereinheitlichten Hostingumgebung UHE
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Dienstaufruf und Dienstinstanzmonitoring mit Access Gate
Das Access Gate wird als Proxy vor die Container des UHE geschaltet, wenn
Dienstaufrufe u¨berpru¨ft und protokolliert werden sollen. Hierbei wird sowohl ei-
ne Authentifikation des Aufrufers als auch eine Autorisierung des Aufrufs durch-
gefu¨hrt. Die Authentifikation erfolgt durch die aus einemWS-Security-Abschnitt
in der SOAP-Nachricht ausgelesenen Anmeldeinformationen. Wird eine Auto-
risierung beno¨tigt, so erfolgt dies durch die U¨berpru¨fung des Vorhandenseins
eines Vertrags in der SLA-Verwaltung.
Gewonnene Logdaten ko¨nnen sowohl lokal abgelegt als auch zur weiteren
Aggregation an den Monitor Grand SLAM u¨bergeben werden. Das Access Gate
liefert dabei Metriken auf der Aufruf- bzw. Dienstinstanzebene. Diese umfassen
die Antwortzeit des Dienstes, den Durchsatz und den Aufruferfolg.
Abbildung 4.10 zeigt die Schnittstellen des Access Gate.
Abbildung 4.10: Schnittstellen des Proxy Access Gate
SLA-bezogenes Monitoring mit Grand SLAM
Durch Aushandlung im Contract Wizard hinterlegte Vertra¨ge werden zur konti-
nuierlichen U¨berpru¨fung an den Monitor Grand SLAM u¨bergeben [103]. Dieser
u¨bernimmt nicht nur aufrufbezogene diskrete Messgro¨ßen aus dem Access Ga-
te, sondern fu¨hrt auch eigensta¨ndig und aufrufunabha¨ngig diskrete Messungen
quasikontinuierlicher Metriken, etwa der Verfu¨gbarkeit eines Dienstes, durch.
Sa¨mtliche Messergebnisse werden in einer Datenbank abgelegt.
Die Abbildung 4.11 stellt die Schnittstellen zu Grand SLAM dar.
Abbildung 4.11: Schnittstellen von Grand SLAM
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Abfrage von Monitoringdaten u¨ber Monitoring-as-a-Service (MaaS)
Der Zugriff auf die Monitoringdatenbank von Grand SLAM ist u¨ber einen de-
dizierten Abfragedienst realisiert. Dieser MaaS genannte Plattformdienst inte-
griert Abfrage- und Optimierungsmethoden fu¨r einen effizienten und vorherseh-
baren Zugriff auf die Monitordaten.
MaaS besteht aus drei Java-Servlets. Der eigentliche Abfragedienst wird er-
ga¨nzt um eine interaktiv nutzbare Weboberfla¨che fu¨r administrative Zwecke so-
wie eine Visualisierungsfunktion, die unter Zugriff auf den Abfragedienst Mess-
diagramme fu¨r die Einbindung in interaktive Anwendungen erzeugt.
Die Abbildung 4.12 stellt die Schnittstellen zu MaaS dar.
Abbildung 4.12: Schnittstellen von MaaS
Abfrage von Bewertungsdaten u¨ber einen Rating-Service
Die interaktive Bewertung von Vertra¨gen und der programmatische Abruf die-
ser Bewertungen ist u¨ber den Contract Wizard realisiert. Allerdings sind gerade
subjektive Bewertungen personengebundene Daten, die fu¨r die meisten Anwen-
dungsfa¨lle in der Form nicht verarbeitet werden ko¨nnen. Desweiteren unterliegen
sie Abweichungen aufgrund der individuell unterschiedlich garantierten Eigen-
schaften in den Dienstnutzungsvertra¨gen. Somit wird eine Aggregationsfunktio-
nalita¨t beno¨tigt, die unterschiedliche SLA-Bedingungen beru¨cksichtigt.
Der Rating Service stellt genau diese Funktionalita¨t zur Verfu¨gung. Er er-
mo¨glicht zu jeder Vertragsvorlage und zu jedem Dienst den Abruf der Bewertun-
gen. Dabei werden die numerischen Werte normalisiert und als Durchschnitts-
wert zusammengefasst, wa¨hrend die Textanteile zu einer Liste von Meinungen
kombiniert werden.
Die Implementierung stellt einen REST-Dienst auf Basis von Ruby mit einer
auf der Bibliothek Sinatra aufbauenden Schnittstelle dar. Die Funktionalita¨t
zum Abruf und zur Zusammenfu¨hrung von Bewertungen ist in einem Modul
gekapselt. Bei Eintreffen einer HTTP-Anfrage werden die Einzelbewertungen fu¨r
den betreffenden Dienst von der Vertragsverwaltung Contract Wizard abgefragt.
Sowohl die Einzelbewertungen als auch die aggregierten Ratings weisen das im
Listing 4.1 enthaltene Format auf.
Die Bewertungen fu¨r NFE (propRating) und Kategorien (catRating) reichen
aufsteigend von 1 bis 5. Ist eine bestimmte NFE nicht bewertet, wird ersatzweise
die u¨bergeordnete Kategorienbewertung genutzt, die ansonsten nicht zum Ein-
satz kommt. Die im Contract Wizard frei wa¨hlbare Kategorisierung kann somit
an beliebige NFE-Klassifikationen angepasst werden, ohne eine Auswirkung auf
die resultierende Bewertung zu haben.
Zur Reduktion der Arbeitslast und damit der Antwortzeit dieses Plattform-
dienstes kommt ein Cache zum Einsatz, welcher die Ergebnisse fu¨r eine feste
Zeitdauer zwischenspeichert. Durch die Konfigurierbarkeit der Vorhaltezeit kann
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Listing 4.1: Format der Vertragsbewertungen durch Benutzer
1
2 < ratingtemplateId="..." user="..." time="...">
3 < categorycatKey="..." catRating="...">






ein Kompromiss zwischen Aktualita¨t und Ressourcenverbrauch der abgerufenen
Daten gefunden werden.
Die Schnittstellen zum Rating-Dienst sind in Abbildung 4.13 zu sehen.
Abbildung 4.13: Schnittstellen des Rating-Abfragedienstes
4.2.2 Einbindung der konzipierten Modelle TSM und CPEM
In den Abschnitten 3.2 und 3.5.1 sind die Modelle CPEM zur Repra¨sentation
unterschiedlich ausdrucksstarker NFE im Lebenszyklus der Dienste und TSM
zur Repra¨sentation verteilbarer heterogener Dienstpakete vorgestellt worden.
An dieser Stelle soll die Nutzung der Modelle in den Einzelkomponenten der
entwickelten Plattform als Grundlage fu¨r die spa¨tere Erweiterung um Metaqua-
lita¨tsfunktionen zusammenfassend erla¨utert werden.
Zugriff auf NFE nach CPEM
Der Service Abstraction Layer stellt eine vereinheitlichte Sicht auf NFE-Tra¨ger-
dokumente wie Dienstbeschreibungen dar. Aufgrund der zahlreichen doma¨nen-
und anwendungsspezifischen Beschreibungsformate kann sich eine solche Ab-
straktionsschicht nur auf einige wenige Merkmale konzentrieren. Dies sind haupt-
sa¨chlich die Beschreibungen der funktionalen und nichtfunktionalen Eigenschaf-
ten des Dienstes.
Fu¨r die Handhabung heterogener SLAs existieren desweiteren spezielle Ab-
straktionsschichten, die den Zugriff auf u¨ber NFE hinaus gehende Angaben wie
Ablaufdaten oder allgemeine Dienstbestimmungen erlauben. Fu¨r das Monitoring
mit Grand SLAM existiert eine Umsetzung in Form einer Java-Abstraktions-
bibliothek namens
”
slalib“. Durch sie werden SLA-Dokumente auf ein internes
Objektmodell abgebildet. Fu¨r die Vertragsgestaltung in Contract Wizard exis-
tieren einer Menge von XSL-Transformationen. Diese wandeln SLA-Dokumente
in eine einheitliche XML-Syntax um.
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Somit ist sowohl fu¨r generische NFE-Tra¨gerdokumente als auch fu¨r phasen-
weise genutzte spezielle Formate wie SLAs eine fu¨r den Rahmen dieser Arbeit
hinreichende Unterstu¨tzung heterogener Dateiformate sichergestellt.
Zugriff auf Dienstartefakte nach TSM
Wird ein Dienst u¨ber den Provider Wizard an die Deployment-Schnittstelle
des UHE u¨bergeben, erfolgt eine Projektion der enthaltenen Dateien auf die
Artefakte von TSM. Diese werden anschließend abha¨ngig von ihrem Typ in der
Dienstverwaltung ConQo registriert. U¨ber den Provider Wizard ko¨nnen einige
der Artefakte abgerufen oder aktualisiert werden.
Somit ist die Umsetzung des Modells TSM durch die Plattformdienste hin-
reichend umfa¨nglich vorhanden.
4.3 Integrierte Architektur und Derivate
Die Zusammenstellung der Komponenten und Plattformdienste mu¨ndet in einer
flexiblen Architektur, wie sie in Abbildung 4.14 dargestellt ist. Diese SPACE
genannte Dienstplattform [106] bildet als konkretes Ergebnis der vorliegenden



































































Abbildung 4.14: Integrierte Architektur von SPACE, angelehnt an [106]
4.3.1 Systemintegration
Aufbauend auf der losen Integration der Plattformbestandteile untereinander
durch Konfigurationsdateien, Protokolle und Datenbanken existiert auf einer
weiteren Schicht eine Integration in das Betriebssystem durch eine genormte
2Webseite der SPACE Service Platform: http://serviceplatform.org
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Paketierung. Die dazu erbrachten grundsa¨tzlichen Betrachtungen der Integrati-
onsmo¨glichkeiten sowie technische Details zur Umsetzung der Integration ko¨n-
nen einem technischen Bericht entnommen werden [96].
Es existieren dabei zwei Hauptanwendungsfa¨lle der Systemintegrationsschicht.
Fu¨r den Aufbau verteilter Dienstinfrastrukturen ist es notwendig, auch kurzfris-
tig neue Ausfu¨hrungsserver einzubinden oder zentrale Dienste zu migrieren. Fu¨r
den volatilen Betrieb als Demonstrator ist es hingegen notwendig, die Plattform-
dienste mit System- und Desktopdiensten zu integrieren.
4.3.2 Plattforminstanzen als Marktpla¨tze
Schließlich existiert auf einer dritten Schicht u¨ber den Plattformdiensten und
der integrierten Plattform eine Marktplatzintegration mit dedizierter grafischer
Gestaltung auf einer einheitlichen Oberfla¨che und anwendungsu¨bergreifender
mehrbenutzerfa¨higer Authentifizierung. Ein solcher Marktplatz wird im Kapitel
zur Validierung vorgestellt werden.
4.3.3 Plattformderivate
Durch die uniformen Schnittstellen sind diverse Erweiterungspunkte geschaffen
worden, die prototypisch auch durch Anbindung weiterer Komponenten genutzt
werden. Nach dem Baukastenprinzip ko¨nnen daraus spezialisierte Architekturen
abgeleitet werden, was auch bereits in Einzelfa¨llen geschehen ist. So ist auch die
Erweiterung der Architektur um Bestandteile zur Verarbeitung der Metaquali-
ta¨t als abgleitete Spezialisierung zu sehen, die im na¨chsten Abschnitt vorgestellt
wird. Die bisherigen Erweiterungen und Integrationsstufen werden in der Ab-













Abbildung 4.15: Abgeleitete und integrierte Systeme auf Basis von SPACE
TEXO-Laufzeitumgebung
Die Erprobung der Dienstplattform als Basistechnologie erfolgt im Rahmen
des Forschungsprojekts THESEUS/TEXO3. Ein zentrales Modellmerkmal der
TEXO-Architektur ist die alleinige Verwendung von USDL als Dienstbeschrei-
bungssprache und einer dahinter liegenden pyramidal aufgebauten Dienstonto-
logie zur Repra¨sentation von Wissen als juristische, gescha¨ftliche und branchen-
spezifische Angaben [72]. Der Gesamtansatz von TEXO ist in der Abbildung 4.16
3Webseite des THESEUS-Programms: http://www.theseus-programm.de/
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dargestellt. Die zentrale Laufzeitumgebung der TEXO-Plattform als Anpassung
und Erweiterung von SPACE ist mit allen weiteren Architekturbestandteilen wie
Dienstentwicklung und Dienstauslieferungsframework verknu¨pft.
Abbildung 4.16: Gesamtansatz von TEXO mit Entwurfs- und Laufzeitkomponenten
• Die Entwicklungsumgebung ISE Workbench [91] dient zur modellgetrie-
benen Erstellung neuer Dienste. Sie besteht aus einer Vielzahl an Edi-
toren und Transformatoren, welche sich in ihrer Anordnung an der ISE-
Methodologie, angelehnt an dem Zachmann-Framework, orientieren [52].
Erstellte Dienste ko¨nnen direkt aus dem Editor auf die Laufzeitumgebung
gebracht werden.
• Die Suche nach passenden Diensten ist in der TEXO-Discovery auf Basis
des semantischen Suchintegrationsframeworks SMILA realisiert, welches
als BPEL-Prozess die einzelnen Suchmechanismen orchestriert und deren
Ergebnisse zusammenfu¨hrt 4. Eine Suche ist nach Volltext, Schlu¨sselwo¨r-
tern und semantischen Konzepten mo¨glich.
• Webanwendungen, mobile Gera¨te oder Unternehmensanwendungen inter-
agieren mit den Diensten. Ein Codesign von Dienst und Client fo¨rdert
dabei das Zusammenspiel.
• Auf Basis von Dienstbewertungen, ha¨ufigen Suchbegriffen und anderen
Feedback-Informationen aus der Laufzeit lassen sich Ideen fu¨r innovative
Dienstleistungen bilden und zu neuen konkreten Diensten entwickeln [87].
Die Abla¨ufe auf der TEXO-Plattform werden durch ein Governance-Frame-
work kontrolliert [48]. Dabei werden insbesondere die Anforderungen an den
Lebenszyklus und die Granularita¨t von Diensten sowie deren Interaktion mit
Benutzern betrachtet [71].
Die TEXO-Laufzeitumgebung gliedert sich in einen zentralen Marktplatz
(Service Management Platform, SMP) und dezentrale Ausfu¨hrungsserver (Tra-
dable Services Runtime, TSR). In TEXO werden Komponenten zur Dienster-
stellung, -suche, -nutzung und zur Innovationsgewinnung teils erga¨nzend und
teils ersetzend auf der Basisplattform aufgesetzt.
4SMILA-Projektseite: http://www.eclipse.org/smila/
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Die Laufzeitumgebung von TEXO besteht aus zahlreichen Komponenten
u¨ber SPACE-Plattformdienste hinaus, um eine Plattform mit ho¨herer Funkti-
onsvielfalt bilden zu ko¨nnen. Die Integrationspunkte sollen an der Stelle skizziert
werden, um die Erweiterbarkeit der Plattform zu belegen.
• Ergebnisse des Rating-Abfragedienstes lassen sich in die TEXO-Kompo-
nente Semantic Backend hinterlegen. Dazu werden die XML-Daten u¨ber
ein Skript rating2onto in RDF/XML-Instanzen des Rating-Moduls der
TEXO-Dienstontologiepyramide gewandelt. Auf dieser Basis ko¨nnen Inno-
vations- und Empfehlungswerkzeuge aus dem Projekt Vorschla¨ge fu¨r die
zuku¨nftige Dienstnutzung erstellen.
• Die Vertragsverwaltung Contract Wizard ist neben der Nutzung des ent-
haltenen SLA-Managers auch die Nutzung des TEXO-SLA-Managers mo¨g-
lich [124]. Anstelle der MaaS-Visualisierung ist auch eine Nutzung des
SemaVis-Frameworks fu¨r eine Visualisierung der Monitoringdaten zu je-
dem Vertrag u¨ber das Flex-Toolkit mo¨glich [9]. Schließlich ist eine Platt-
form fu¨r kombinatorische Reversauktionen eingebunden, an die der Aus-
handelnde Beschreibungen fu¨r Dienstbu¨ndel zum Zweck der Preisredukti-
on u¨bermitteln kann.
• Im Anbieterwerkzeug Provider Wizard kann alternativ zum Deployment-
dienst des Unified Hosting Environments der TEXO-Deploymentdienst
aufgerufen werden. Dieser Dienst installiert weitere Dienstartefakte in Da-
tenbanken von Plattformdiensten und ruft anschließend den UHE-Deploy-
mentdienst auf. Der TEXO-Deploymentdienst wird auch fu¨r das Deploy-
ment aus der ISE-Workbench heraus genutzt.
• Eine Performance-Prediction-Komponente liefert Laufzeitscha¨tzungen fu¨r
installierte BPEL-Dienste [44]. Die Scha¨tzungen werden genutzt, um Vor-
schla¨ge fu¨r A¨nderungen an SLA-Vorlagen zu generieren.
• Authentifizierte Aufrufe im Access Gate werden an den TEXO-SLA-Ma-
nager gebunden, um eine Autorisierung anhand der Existenz eines gu¨ltigen
Vertrags durchzufu¨hren.
• Messungen des SLA-Monitors Grand SLAM werden u¨ber eine nachrichten-
orientierte Middleware an einen SLA Violation Analyser u¨bertragen. Die-
se Komponente hat weitreichendere Mo¨glichkeiten der Feststellung einer
SLA-Verletzung auf Basis von horizontalen und vertikalen Abha¨ngigkeiten
zwischen Vertra¨gen [65].
TUBITS - Basisinfrastruktur fu¨r handelbare Dienste
Eine weitere Nutzung als flexible Basisplattform erfolgt im Rahmen der TU
Dresden Base Infrastructure for Tradeable Services (TUBITS) mit teilweise
aus TEXO u¨bernommenen und teilweise eigens entwickelten Bestandteilen. Die
Dienstplattform SPACE wird fu¨r TUBITS um mehrere Komponenten der Ent-
wicklungs- und Laufzeit erweitert:
• Editoren ermo¨glichen die Suche nach Diensten mit einem Discovery Wi-
zard und die explizite Festlegung alternativer Dienste, um eine zeitintensi-
ve Alternativensuche zur Laufzeit auf Basis funktionaler A¨quivalenz oder
A¨hnlichkeit vermeiden zu ko¨nnen.
4.4. UMSETZUNG UND INTEGRATION DER SMQ-ERWEITERUNGEN109
• Benutzerbewertungen werden u¨ber ein Reputationssystem (WebRat) aus-
gewertet und fließen in die Dienstsuche in ConQo mit ein. Dazu sind erwei-
terte Basisontologien geschaffen worden, um solche Ru¨ckmeldungen abbil-
den zu ko¨nnen.
• Die Adaptionsmechanismen werden um eine Komponente fu¨r das erneute
Binden von Diensten in BPEL-Prozessen (Rebinder) erweitert. Dadurch
wird die Wahrscheinlichkeit von SLA-Verletzungen gesenkt [114].
• Die Benutzung von Diensten u¨ber zugeordnete und vertraglich zubuchbare
Benutzerschnittstellen ist in TUBITS realisiert. Eine dynamische Dienst-
nutzung ist bei Vorhandensein einer syntaktischen Dienstbeschreibung wie
WSDL oder WADL stets u¨ber die ad-hoc-Generierung von Formularen
durch die Anwendung Dynvoker auch ohne spezielle Clientsoftware mo¨g-
lich [102]. Weitere Clients sind entsprechend der Vertragsbedingungen her-
unterladbar.
Im Gegensatz zu SPACE stellt TUBITS keine allgemein verfu¨gbare Basis-
plattform dar, sondern dient der Evaluierung von Verfahren zur Qualita¨tssi-
cherung durch Ausschluss fehlerhafter und nicht vertrauenswu¨rdiger Dienste.
Im Gegensatz zur TEXO-Laufzeitumgebung sind weniger Funktionen enthal-
ten, dafu¨r ist ein ho¨herer Integrationsgrad erreicht.
4.4 Umsetzung und Integration der SMQ-Erweiterungen
Im Unterabschnitt 3.5.3 sind auf abstrakter Ebene SQM-Komponenten zur qua-
lita¨tssteigernden Erweiterung von IoS-Plattformen vorgestellt worden. Neben
der eigentlichen Dienstplattform liegen auch die konzipierten Erweiterungen zur
Gewa¨hrleistung der Dienstqualita¨t als implementierte Plattformdienste und Bi-
bliotheken vor. Sie sollen an dieser Stelle erla¨utert werden.
4.4.1 Umsetzung der Dienstabstraktionsschicht SAL
Die Dienstabstraktionsschicht SAL wurde als Bibliothek fu¨r die Programmier-
sprache Python implementiert. Das Hauptmodul entha¨lt alle beno¨tigten Klas-
sen zur Strukturdefinition sowie Verwaltungsfa¨higkeiten. Der Auffassung von
heterogenen, paketierten, selbstbeschriebenen und handelbaren Diensten nach
dem TSM folgend repra¨sentieren die Klassen die Modellbestandteile fu¨r Pake-
te, Dienste, Operationen, Beschreibungen und Eigenschaften. Ein Dispatcher
und ein Cache sind verfu¨gbar, um den Zugriff auf Dienstbeschreibungen und
durch sie referenzierte Ressourcen transparent und effizient zu ermo¨glichen. So-
mit ko¨nnen sowohl lokale als auch entfernt befindliche Dateien, die u¨ber HTTP
oder andere Protokolle abgerufen werden, analysiert werden.
Fu¨r jedes Format einer Dienstbeschreibung oder einer SLA-Vorlage existiert
eine Parserklasse als sogenannter Format-Handler. Diese Handler ko¨nnen zu
beliebigen Zeitpunkten installiert werden und werden anschließend automatisch
genutzt, falls ihre Angabe zu den durch sie verarbeitbaren Formaten auf das
aktuelle Dokument zutrifft. Derzeitig existieren acht derartige Handler:
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1. Einfache Schlu¨ssel-Wert-Paare fu¨r NFE als Dienstbeschreibung. Eine sol-
che Syntax kommt zwar in keiner praktisch verwendeten Dienstbeschrei-
bung vor. Sie ist allerdings einfach zu generieren und auszulesen und stellt
somit ein ideales Format fu¨r Evaluierungszwecke dar.
2. Resource Description Framework (RDF) als semantische Beschreibungs-
sprache. Aus diesen Dateien werden vor allem Dublin-Core-Metadaten ex-
trahiert.
3. UISDL fu¨r Beschreibung fu¨r UI-Dienste [43]. Aus diesen Dateien werden
die im UISDL-Format festgelegten Eigenschaften wie Lizenz, Preis und
Zielplattform der Dienste ausgelesen.
4. WSDL als klassische Beschreibung der Syntax vonWeb-Service-Operationen.
Wa¨hrend die semantische Annotation von WSDL-Strukturen u¨ber die Er-
weiterung SAWSDLmo¨glich ist, beschra¨nkt sich die SAL-Implementierung
auf die Extraktion weniger technischer Elemente wie dem Namen, dem
Endpunkt und des Transportprotokolls.
5. WSML fu¨r semantische Dienstbeschreibungen und NFE-Angaben. DaWSML
konkrete Angaben zu NFE kennt, werden diese direkt ausgelesen.
6. WS-Agreement mit Erweiterungen als Vertragsvorlagenformat. In diesem
Format werden alle garantierten NFE als Service Level Objectives (SLOs)
erkannt.
7. Monitoring-Reports der Komponente Access Gate. Die Angaben korre-
spondieren zu den vertraglich garantierten NFE.
8. Ergebnisse der Performance-Prediction-Komponente. Diese Beschreibun-
gen enthalten stets eine einzige NFE, na¨mlich die zu erwartende Perfor-
manz eines Dienstes in Sekunden.
Alle relevanten Diensteigenschaften werden aus den Beschreibungsdateien
ausgelesen und in den instanziierten Modellklassen als Attribute repra¨sentiert.
Dabei werden insbesondere die Expressivita¨tsstufen nach CPEM betrachtet.
Nicht vorhandene Angaben (e0) werden durch den Nullwert None repra¨sentiert.
Einzelwerte (e1) nutzen die vordefinierten Datentypen string, float, integer
und bool. Fu¨r Wertebereiche existiert die Klasse ValueRange zur Aufnahme
statistischer Merkmale.
Derzeitig ist nur der rein lesende Zugriff auf Dienstbeschreibungen u¨ber den
SAL-Parser mo¨glich. Zwar ko¨nnen die Objekte im Hauptspeicher vera¨ndert wer-
den, eine Persistierung mit Unterstu¨tzung fu¨r die gleiche Varieta¨t an heteroge-
nen Formaten fu¨r Dienstbeschreibungen und SLA-Vorlagen wu¨rde jedoch weit-
reichende Erweiterungen beno¨tigen. Diese sind im Rahmen dieser Arbeit nicht
vorgesehen.
4.4.2 Umsetzung des Metadatenkorrelationsdienstes MD-
CS
Der Metadatenkorrelationsdienst MDCS wurde in Python implementiert. Er
beinhaltet fu¨r einen REST-Zugriff auf seine Funktionalita¨t das Dienstentwick-
lungsframework web.py. Die an die SOAP-Schnittstellen der Dienstregistry sowie
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der Monitoring-Abfrageschnittstelle MaaS durchgereichten Anfragen sind ba-
sierend auf der Python-Bibliothek suds implementiert. Anfragen an die REST-
Schnittstelle der Dienstbewertungsabfrageschnittstelle wurden ohne externe Bi-
bliotheken realisiert. Schließlich sind die Anfragen an die Abfrageschnittstel-
le der SLA-Verwaltung abha¨ngig davon, ob diese fu¨r einen dedizierten SLA-
Manager mit SOAP-Schnittstelle oder die einfache Abfrage aus der Datenbank
von Contract Wizard konfiguriert worden sind. Derzeitig ist nur letztere Mo¨g-
lichkeit umfassend implementiert und getestet.
Die Architektur des MDCS mitsamt der enthaltenen verfahrensgebunde-
nen Module und der angesprochenen Datenquellen fu¨r den Abruf von NFE-




















































Abbildung 4.17: Architektur des Metadaten-Korrelationsdienstes
Eine beispielhafte Abfrage des MDCS zum Abruf und zur Vereinigung von
statischen und dynamischen Informationen eines Dienstes ist nach dem folgen-
den Schema mo¨glich:
1 http:// localhost :8080/ quality/EcoCalculator
Diese Abfrage weist den MDCS an, die Dienstbeschreibung und SLA-Vorlagen
fu¨r den Dienst aus der Registry zu laden und sie zwecks einer statischen Quali-
ta¨tsanalyse in SAL zu verarbeiten. Anschließend werden die korrespondierenden
Dienst- und Vertragsbewertungen sowie Monitoringergebnisse abgerufen und zu
den Beschreibungen korreliert. Fu¨r jede im SLA-Dokument gefundene NFE wird
eine Korrelationsmetrik bestimmt. Die Berechnung dieser Metrik ha¨ngt von der
Expressivita¨t der NFE ab. Fu¨r Einzelwerte und einfach begrenzten Werten in
den SLAs wird die Distanz als mittlerer quadratischer Fehler bestimmt. Schließ-
lich wird daraus as folgende beispielhafte Resultat auf der ho¨chsten Aggregati-
onsebene generiert:
1 <quality >0.77 </ quality >
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Dieser Wert repra¨sentiert eine Metrik fu¨r die Gesamtbeschreibungsqualita¨t
des Dienstes. Sein Wertebereich liegt zwischen 0 und 1. Je niedriger der Wert
wird, desto mehr muss der Dienstentwickler dafu¨r sorgen, dass die Abdeckung
und Korrektheit der NFE durch zusa¨tzliche Beschreibungsfacetten und mo¨gli-
cherweise Re-Engineering des Dienstes verbessert wird. Werte nahe 1 markieren
einen akkurat und vollsta¨ndig beschriebenen Dienst, der somit ein wahrschein-
licher Kandidat fu¨r automatische Dienstauswahlverfahren sein wird.
4.4.3 Gesamtsicht auf die erweiterte Plattform
Die um Metaqualita¨tskomponenten erweiterte Dienstplattform SPACE ermo¨g-
licht den qualitativ hochwertigen Betrieb eines Internets der Dienste. Abschlie-
ßend soll dazu eine Architektursicht zur entwickelten Gesamtlo¨sung pra¨sentiert
werden.
Die Gesamtarchitektur ergibt sich nicht nur aus einer bloßen Zusammenstel-
lung von SPACE und MDCS, sondern auch durch eine vertiefte Integration mit
zusa¨tzlichen Verbindungen zwischen den Komponenten. Die Anzeige der ange-
botenen Dienste im Provider Wizard wird beispielsweise um ein Nennung der
Metaqualita¨t erga¨nzt. Eine solche Integrationstiefe ist selbst mit SOA-Techniken
nicht automatisiert realisierbar. Es sind dazu folglich geringfu¨gige Erweiterun-
gen an der Dienstplattform no¨tig.
Die vollsta¨ndige Architektur unter Beru¨cksichtigung aller Akteure (Paral-
lelogramme), Plattformdienste (weiße Ellipsen), Datenbanken (graue Ellipsen)
und Dienstaufrufe (Pfeile) ist im Diagramm 4.18 abgebildet.
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Abbildung 4.18: Gesamtarchitektur von SPACE mit Erweiterungen zur Metaqualita¨t




Die in den beiden vorherigen Kapiteln erarbeiteten Modelle, Konzepte und
Plattformbestandteile sollen durch eine Validierung gepru¨ft werden. Dabei muss
zuerst die Auswahl eines geeigneten Verfahrens getroffen werden.
Eine formale Validierung auf Basis verifizierter Modelle wird aufgrund der
hohen Dynamik aller Entwicklungen im Internet der Dienste als derzeitig nicht
praktikabel eingescha¨tzt. Prozess-Formalisierungsgrundlagen wie Bindungsgra-
phen in BPEL [15] und Choreographiemodelle im π-Kalku¨l [117] sind stets mit
Einschra¨nkungen verbunden, zumeist mit einer Restriktion der Syntax. Dies wi-
derspra¨che dem heterogenen Character der auf der konzipierten Dienstplattform
verwalteten Dienste. Zudem wird in dieser Arbeit ein holistischer Ansatz fu¨r eine
verteilte Dienstplattform gegenu¨ber den meist thematisch isoliert durchgefu¨hr-
ten Arbeiten in Bereichen wie Dienstsuche und -bewertung, ad-hoc-Komposition
oder SLA-Aushandlung verfolgt, wodurch sich die Komplexita¨t der Modelle ver-
vielfacht und die Fehlerfreiheit in den Modellen nicht mehr sichergestellt werden
kann [2].
Eine rein simulative Validierung kann anhand generierter Beispieldatensa¨tze
vorgenommen werden. Es entstu¨nden jedoch mit zunehmender Beru¨cksichtigung
mo¨glicher Einflussfaktoren der Dienstkontraktierung und -ausfu¨hrung zu viele
unbekannte Variablen, so dass diese Form der Validierung fu¨r den vorliegen-
den Anwendungsfall ebenfalls als nicht praktikabel eingescha¨tzt wird. Deswei-
teren wu¨rde sich die Validierung auf die Korrektheit beschra¨nken, wa¨hrend die
Pru¨fung der Skalierbarkeit der entwickelten Dienstplattform unberu¨cksichtigt
bliebe.
Die experimentelle Validierung der Qualita¨tsverbesserungskonzepte an ei-
nem Realsystem bietet sich als Validierungsmethode an. Sie beno¨tigt allerdings
u¨ber die konzipierten und implementierten Plattformbestandteile hinaus weite-
re Vorbedingungen und Implementierungsarbeiten. Aufgrund einer erwarteten
wirkungsvollen U¨berfu¨hrung der Konzepte in die Praxis sind solche Arbeiten
aber ohnehin nicht auszusparen. Aus dem Grund wird die experimentelle Vali-
dierung mit aktiven Benutzern auf einem Realsystem als Verfahren ausgewa¨hlt.
Die dabei zu erwartenden Aktivita¨tsdefizite sollen u¨ber eine hybride Simulation
der Vorga¨nge auf einer Replika des Realsystems ausgeglichen werden.
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Einleitend werden daher Ziele und Anforderungen fu¨r die experimentelle Va-
lidierung vorgestellt und ein Komplexita¨tsmodell auf Basis mathematischer Ma-
trizennotation erarbeitet. Anschließend wird die Erweiterung der Dienstplatt-
form SPACE um eine fu¨r die Validierung im Feldversuch gu¨nstige einheitliche
Oberfla¨che und ein Agentensystem sowie die Einbindung der erweiterten Platt-
form in eine Experimentierumgebung pra¨sentiert. Schließlich erfolgt nach dieser
Vorbereitung des Experiments die Durchfu¨hrung auf Basis aufgezeichneter und
durch Simulation versta¨rkter Benutzeraktivita¨t und die Auswertung der Er-
gebnisse hinsichtlich der Skalierbarkeit und Korrektheit der Konzepte und der
erweiterten Plattform.
5.1 Anforderungen an die Validierung
Die praktische Validierung der entwickelten Dienstplattform wird anhand ei-
ner beispielhaften Installation (
”
Instanz“) durchgefu¨hrt. Diese weist jeweils ei-
ne Mindestanzahl fu¨r alle skalierbaren unabha¨ngigen Parameter wie Benutzer
und Dienste auf und kann somit aussagekra¨ftige Daten u¨ber den Dienstbetrieb
und die Dienstverwaltung liefern, sofern sich daraus auch eine Mindestaktivi-
ta¨t an nutzer- und anbietertypischen Prozessen wie SLA-Aushandlungen oder
Deployments als abha¨ngige Parametergro¨ße ergibt. Neben der Skalierbarkeit
der Lo¨sung soll mit Hilfe eines anhand typischer Merkmale zusammengestellten
Szenarios auch die Korrektheit u¨berpru¨ft werden. Diese U¨berpru¨fung basiert auf
Stabilita¨ts- und Konvergenzbetrachtungen der Metaqualita¨t u¨ber die Zeit.
5.1.1 Skalierungsbetrachtungen
Zur Erreichung der Mindestanzahl an Benutzern, Diensten und Dienstbeschrei-
bungen sowie Ausfu¨hrungsplattformen sind jeweils spezielle Methoden anzuwen-
den, die nachfolgend erla¨utert werden. Mangels vergleichbarer Validierungsan-
sa¨tze wird als Zielgro¨ßenordnung angestrebt, die Experimente auf 10 Ausfu¨h-
rungsservern parallel zu betreiben, 100 Benutzer zu beteiligen, 1000 auf den
Servern installierte Dienste anzubieten sowie 10000 registrierte entfernt befind-
liche Dienste zur statischen Pru¨fung hinzuzuziehen. Das Dienstangebot wird
dabei aus speziell konzipierten Szenariodiensten und automatisch generierten
Dienstschnittstellen fu¨r Anwendungsprogramme zusammengesetzt. Das Radar-
diagramm 5.1 visualisiert die Zielstellung bezu¨glich aller skalierbaren Basispara-
meter fu¨r die Validierung. Die Zielgro¨ßen sind dabei nicht als konkrete Zahlen,
sondern als realistische und bezogen auf einen Realbetrieb aussagekra¨ftige Gro¨-
ßenordnung zu verstehen.
Mindestanzahl an Diensten
Fu¨r die Erreichung einer mo¨glichst hohen Zahl an Diensten wird in der An-
fangsphase des Betriebs nicht mit einer entsprechenden Angebotsaktivita¨t der
Benutzer zu rechnen sein. Stattdessen werden Dienste in hoher Zahl mit einer
mo¨glichst einfachen Aufrufbarkeit vorinstalliert sein mu¨ssen. Dabei wird sowohl
die Angebotstiefe durch speziell vorkonfigurierte Dienste mit besonderen Ei-
genschaftsmerkmalen als auch die Angebotsbreite durch eine Vielzahl einfacher
Dienste abgedeckt werden.
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Abbildung 5.1: Zielstellung: Skalierbare Basisparameter
Als umfa¨nglich aufbereitete Szenariodienste wurden ein Fortune-Service und
ein Sudoku-Service mit einer SOAP-Schnittstelle realisiert. Die Funktion des
Fortune-Dienst besteht aus einer parameterlosen Operation, die jeweils ein histo-
risches Zitat zuru¨ckliefert. Der Sudoku-Dienst nimmt eine ASCII-Repra¨sentation
eines beliebig vollsta¨ndig gelo¨sten Sudoku-Spielbretts entgegen und beantwor-
tet die Anfrage mit einer vollsta¨ndigen Lo¨sung. Zu beiden Diensten sind jeweils
Clients fu¨r verschiedene Ablaufumgebungen realisiert worden, um die Benutze-
rattraktivita¨t zu steigern. Angeboten werden Clients fu¨r den Desktop, fu¨r die
Kommandozeile und fu¨r den Webbrowser. Die Clients lassen eine Konfiguration
des Endpunktes zu, um die Dienste vertragsgebunden u¨ber den Proxy Access
Gate aufrufen zu ko¨nnen. Die Dienstpakete enthalten Beschreibungsdokumen-
te in den Formaten WSDL, WSML und USDL sowie Vertragsvorlagen nach
WS-Agreement. Die Implementierung besteht aus Dienstmodulen fu¨r den Ru-
by Services Container (Rusco) unter Nutzung der Bibliothek SOAP4R fu¨r die
synchrone Kommunikation.
Exemplarische Implementierungen von Diensten auf Basis heterogener Fra-
meworks bilden eine weitere Quelle. Diese Dienste dienen nicht zuletzt auch der
automatisierbaren U¨berpru¨fung der Funktionstu¨chtigkeit aller Dienstcontainer
im Rahmen des Monitoring. Hingegen sind die Beschreibungen dieser Diens-
te meist auf eine WSDL-Datei beschra¨nkt. Als Technologien kommen hierbei
beispielsweise BPEL-Prozesse zum Einsatz, die durch den Container Apache
Orchestration Director Engine (ODE) ausgefu¨hrt werden.
Fu¨r die Gewinnung des Hauptteils der Dienste wurde ein Verfahren zu Seri-
enfertigung hunderter Dienste aus existierenden Kommandozeilenprogrammen
entwickelt. Dabei werden sowohl auf Ebene der Quellcodes die Verwendung von
Kommandozeilenparsern als auch verfu¨gbare Dokumentationen im Manpage-
Format analysiert. Die Ergebnisse werden anschließend in ein deklaratives Zwi-
schenformat u¨berfu¨hrt, welches durch den generischen SOAP-Wrapperdienst
SOAPlab [93] in eine WSDL-Datei gewandelt wird. Somit werden die Komman-
dozeilenprogramme als Dienste von SOAPlab verwaltet und zuga¨nglich gemacht.
Da SOAPlab nur eine rudimenta¨re Registry bietet, werden parallel zur Ge-
nerierung des Zwischenformats auch WSML-Dienstbeschreibungsvorlagen au-
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Tabelle 5.1: Fu¨r die Evaluierung zusammengestellte Dienste
Dienste und Quelle Anzahl Besonderheiten











Individuelle Angebote 6 Axis2-Module
tomatisiert ausgefu¨llt und zusammen mit einem Verweis auf die WSDL-Datei
aus SOAPlab in der Registry ConQo hinterlegt. Dabei kommt eine angepass-
te Doma¨nenontologie zum Einsatz, um Gu¨teparameter des Wrapping-Prozesses
abbilden zu ko¨nnen. Dadurch wirkt sich die Beschreibungsqualita¨t der erkann-
ten Kommandozeilenparameter direkt auf die Bewertung der Dienste in einer
Dienstsuche aus. Die entstandene Lo¨sung Mass Production of Web Services
(MPWS) [58] liefert derzeitig u¨ber 500 generisch aufrufbare Dienste. Diese Zahl
kann durch weitere semiautomatische Analysela¨ufe erho¨ht werden.
Diese Menge an Diensten wird erga¨nzt um verfu¨gbare Dienste auf Java-Basis,
die im Rahmen studentischer Praktika entwickelt worden sind. Zusammen sind
u¨ber 50 Dienste in den Doma¨nen Flugbuchung, Einschreibung in Lehrveran-
staltungen einer Universita¨t, Wetterdienstabfragen und Videokonvertierung aus
diesen Quellen nutzbar.
Als erga¨nzende Quelle dienen schließlich Dienstangebote, die im Verlauf des
Experiments durch Dritte u¨ber das Dienstportal angeboten worden sind. Diese
Mo¨glichkeit wurde eingefu¨hrt, um das Experiment unter mo¨glichst realistischen
Bedingungen ablaufen zu lassen und die Aktivita¨t auf dem Portal weiter zu stei-
gern. Hervorzuheben sind hierbei vor allem die im Bereich Internet Information
Retrieval produktiv genutzten Dienste des WebKnox-Portals 1.
Die Dienste, ihre Herkunft und Besonderheiten sind in der Tabelle 5.1 zu-
sammengefasst.
Alle Dienste sind, sofern sie nicht bereits mit einer semantischen Beschrei-
bung aufwarten konnten, mit einer automatisch generierten WSML-Datei aus-
gestattet worden, welche nur generische NFE fu¨r nichtlokale Dienste wie Verfu¨g-
barkeit und Antwortzeit entha¨lt. U¨ber ein Transformationsverfahren sind daraus
anschließend, wiederum nur in den notwendigen Fa¨llen, SLA-Vorlagen im For-
mat WS-Agreement+ValueTypes erzeugt und registriert worden. Somit weisen
alle installierten Dienste mehrere NFE-Tra¨gerdokumente auf. Dies ist der Voll-
sta¨ndigkeit der Beschreibungen und somit der Metaqualita¨t des Dienstangebots
zutra¨glich. Andererseits wird durch die automatische Generierung und Anpas-
sung von Dokumenten die Zuordnung der Metaqualita¨t zu einem bestimmten
Dienstanbieter gegenu¨ber der Zuordnung zum Dienstportal wie bereits vermutet
erschwert.
1WebKnox-Informationsportal: http://www.webknox.com/
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Service-Repository 25 (37) Testdienste
OPOSSum 1173
(1261)





EBI 22 (298) SOAPlab-Dienste der Biowissenschaf-
ten, mehrheitlich bereits in BioCata-
logue enthalten
Mindestanzahl an Dienstbeschreibungen
Die Performance der statischen Qualita¨tsanalyse kann mit einer gro¨ßeren Da-
tenmenge als nur den Dienstbeschreibungen der installierten Dienste gemessen
werden. Dazu werden weitere Dienstbeschreibungen aus o¨ffentlich zuga¨nglichen
Dienstverzeichnissen in den Verzeichnisdienst ConQo importiert und anschlie-
ßend auf die Vollsta¨ndigkeit der NFE-Angaben u¨berpru¨ft.
Die Tabelle 5.2 zeigt die derzeitig bekannten globalen Dienstverzeichnisse,
die als Quelle fu¨r Dienstbeschreibungen in unterschiedlichen Formaten dienen
ko¨nnen. Einige der Quellen stellen Abfrageschnittstellen bereit, u¨ber die neben
den syntaktischen Dienstaufrufbeschreibungen auch Metadaten zu jedem Dienst
abgerufen werden ko¨nnen. Die angegebene Anzahl an Diensten entspricht der
Zahl der erfolgreich in ConQo importierten Beschreibungsdokumente bezogen
auf die Gesamtzahl an extrahierten WSDL-Dateien.
Fu¨r den Import der Dienstbeschreibungen in die Registry und deren Anrei-
cherung mit Metadaten ist der Pica-Pica Service Description Crawler entwickelt
worden 2. Dieses Werkzeug entha¨lt Zugriffsroutinen fu¨r alle betrachteten o¨ffentli-
chen Dienstverzeichnisse sowie einfache Validierungs- und Duplikaterkennungs-
funktionen. Da sich die inkrementelle Erga¨nzung der NFE-Tra¨gerdokumente
im Konzept dieser Arbeit auf nichtfunktionale Eigenschaften beschra¨nkt, im
Fall importierter Dienstbeschreibungen aber ha¨ufig die weiteren Dokumente wie
SLA-Vorlagen fehlen, wurde Pica-Pica mit den Generatoren fu¨r WSML und dar-
auf basierend WS-Agreement gekoppelt, die bereits in der Darstellung der Sze-
nariodienste erwa¨hnt worden sind. Die Architektur und der Ablauf des Crawlers
sind in der Abbildung 5.2 dargestellt.
Mindestanzahl an Dienstbenutzern
Die hohe Zahl an Benutzern wird durch die visuelle Integration der Plattform-
dienste in ein Webportal mit Fokus auf soziale Netzwerke und Produkt- und
Dienstangeboten realisiert. Hierbei wird angenommen, dass ausgehend von ei-
ner kleinen Zahl anfa¨nglich angemeldeter Benutzer (
”
Seeding“) bald weitere Be-
2Pica-Pica-Framework: http://serviceplatform.org/wiki/Pica-Pica
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Abbildung 5.2: Architektur und Funktionsweise des Pica-Pica-Crawlers
Tabelle 5.3: Registrierte Benutzer
Quelle Anzahl
TU Dresden 15
Vellore Institute of Technology 47
Kiewer Polytechnisches Institut 16
Sonstige 21
nutzer aus dem gesamten Web hinzukommen und so eine mo¨glichst unvoreinge-
nommene Bewertung der angebotenen Dienste vornehmen ko¨nnen.
Wa¨hrend der Vorbereitung der Validierungsarbeiten sind vor allem studen-
tische Nutzer aus drei Universita¨ten (Technische Universita¨t Dresden, Kiewer
Polytechnisches Institut und Vellore Institute of Technology) angeworben wor-
den. Insgesamt haben sich in dieser Zeit 99 Benutzer registriert, von denen einige
indirekt u¨ber existierende Benutzer hinzugekommen sind.
In der Tabelle 5.3 wird die Zusammenstellung der Nutzer in der Evaluie-
rungsumgebung erla¨utert.
Mindestanzahl an Ausfu¨hrungsservern
Die SPACE-Plattform ist prinzipiell fu¨r die verteilte Dienstausfu¨hrung unter ei-
ner logisch, nicht jedoch notwendigerweise physisch, zentralen Verwaltungsebene
konzipiert. Neue Instanzen der Plattform lassen sich durch einen Bootvorgang
des Live-Demonstrators SPACEflight in einer virtuellen Maschine oder auf dedi-
zierten Servern innerhalb von Sekunden bilden. Die Zuordnung von installierten
Diensten zu Ausfu¨hrungsservern erfordert jedoch eine diesbezu¨gliche Erweite-
rung der Basisplattform. Diese ist basierend auf der Verwaltungsschnittstelle fu¨r
Ausfu¨hrungsserver Nodeman entwickelt worden.
Fu¨r das Experiment kommen drei Ausfu¨hrungsserver zum Einsatz.
Mindestanzahl an dynamischen Parametern
Weitere Parameter sind sowohl von den Basisparametern (Zahl an Benutzern,
Diensten und Servern) als auch von der Aktivita¨t der Benutzer abha¨ngig. Diese
sollen als dynamische Skalierungsparameter bezeichnet werden. Sie umfassen auf
Providerseite die Anzahl der Deployments und auf Konsumentenseite die An-
zahl der SLA-Aushandlungen und Dienstausfu¨hrungen. Systemseitig wird dazu
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eine Belastung durch Ausfu¨hrungs- und Monitoringereignisse erzeugt. Schließ-
lich wird das Gesamtsystem auch durch die Benutzerschnittstellen des Portals
belastet, beispielsweise durch den Abruf von Webseiten durch Benutzer und
Crawler von Suchmaschinen. Die Zugriffe auf den Webserver sollen an dieser
Stelle nicht betrachtet werden. Das Radardiagramm 5.3 zeigt analog zum Dia-
gramm 5.1 die geplanten Zielgro¨ßen der dynamischen Parameter an. Als Technik
zum Erreichen dieser Zielgro¨ßen wird eine hybride Simulation in einer speziell
vorbereiteten Experimentierumgebung durchgefu¨hrt, die im Anschluss an die
theoretischen Betrachtungen zum Komplexita¨tsmodell vorgestellt wird.
Abbildung 5.3: Zielstellung: Skalierbare abha¨ngige dynamische Parameter
5.1.2 Komplexita¨tsmodell
Das Komplexita¨tsmodell stellt sich als eine Kombination der Anzahl von Dienstan-
bietern und -nutzern, verfu¨gbaren Diensten und dynamischen Parametern dar.
Hierbei entstehen schwach besetzte Matrizen mit den Dimensionen Dienste und
Dienstnutzer, deren Belegung durch die dynamischen Parameter wie den ab-
geschlossenen Vertra¨gen oder den aufgerufenen Diensten bestimmt wird. Dies
geschieht unter der Annahme, dass zwischen jedem Benutzer und Dienstanbieter
ho¨chstens ein Vertrag abgeschlossen wird, jedoch beliebig viele daran gebundene
Aufrufe erfolgen ko¨nnen.
Die Komplexita¨t der Berechnungen der Metaqualita¨t bezogen auf m Dienst-
nutzer und n Dienste ist somit auf m ∗ n Vertra¨ge und bei k durchschnittlichen
Aufrufen fu¨r jeden abgeschlossenen Vertrag auf m ∗ n ∗ k vertragsgebundene
Dienstaufrufe beschra¨nkt. Jeder Aufruf produziert ein Monitoringereignis auf
der Aufruf- bzw. Instanzebene zusa¨tzlich zum instanzunabha¨ngigen Monitoring,
dessen Frequenz abha¨ngig von vorhandenen Vertragsvorlagen und Vertra¨gen
ist. Unter der Annahme von l diskreten Zeitpunkten fu¨r das instanzunabha¨n-
gige Monitoring u¨ber die Laufzeit des Experiments sind somit m ∗ n ∗ (k + l)
vertragsgebundene Monitoringereignisse zu beru¨cksichtigen. Durch vollsta¨ndi-
ge Eliminierung redundanter Ereignisse, beispielsweise der mehrfachen Pru¨fung
der Verfu¨gbarkeit jedes Dienstes fu¨r jeden Vertragspartner, wird die Zahl auf
m ∗ n ∗ k + n ∗ l reduziert.
Es ist davon auszugehen, dass die Mehrheit der Benutzer nur eine geringe
Zahl von Diensten nutzen wird. Dies wird nachfolgend durch die Aufstellung
von Aktivita¨tsmatrizen verdeutlicht.
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Aktivita¨tsmatrizen
Es lassen sich zwei Matrizen gema¨ß dem aufgestellten Komplexita¨tsmodell bil-
den. Die erste, genannt Anbietermatrix A, beinhaltet bezogen auf m Teilnehmer
die Verteilung des Angebots von n Diensten. Dabei sind, wie in Abbildung 5.4
dargestellt, unterschiedliche Verteilungen denkbar. Es ko¨nnen im monopolarti-
gen Extremfall alle Dienste von einem Anbieter kommen, im anderen Extremfall
wird von jedem Anbieter nur ein Dienst zur Verfu¨gung gestellt. Die Belegung
der Elemente der Matrix gibt die Zahl der Beschreibungsdokumente an, die fu¨r
eine statische Analyse in Frage kommen. Unter Beachtung der Annahme, dass
jeder Dienst von genau einem Provider angeboten wird, gilt
∀namn =
{
> 0 falls m Provider fu¨r amn
0 sonst
.
Abbildung 5.4: Matrix der angebotenen Dienste: (a) Normalbeispiel, (b) Monopol,
(c) Gleichverteilung
Die zweite Matrix, genannt Benutzermatrix B, entha¨lt die gleiche Grundge-
samtheit bestehend aus m Teilnehmern und n Diensten, da die Nutzung und
das Anbieten eines Dienstes nur Rollenunterschiede derselben Personen bedeu-
ten. Die Elementbelegung gibt hier jedoch an, ob ein Vertrag abgeschlossen
worden ist und wieviele Dienstaufrufe durch diesen Vertrag abgedeckt worden
sind. Anonyme Dienstaufrufe sind separat zu betrachten und sind nicht Teil
der Experimente. Die Benutzermatrix B ist schematisch in der Abbildung 5.5
dargestellt. Es lassen sich auch hier Extremverteilungen feststellen, wenn etwa
nur einzelne Benutzer das gesamte Aufrufaufkommen verursachen oder einzelne
Dienste eine Ausnahmepopularita¨t erreichen.
Abbildung 5.5:Matrix der konsumierten Dienste: (a) Normalbeispiel, (b) Power-User,
(c) Ausnahmedienst
Anforderungskatalog
Gema¨ß der Definition der SMQ-Coverage wird ein Katalog mit einer Liste not-
wendiger NFE-Angaben und ihrer Priorisierung beno¨tigt. Fu¨r die experimen-
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Listing 5.1: Anforderungskatalog fu¨r SMQ-Coverage
1 nfp_req = {
2 dc:name : required
3 dc:desc : 100%
4 availability : 70%
5 responsetime: 70%
6 }
telle Validierung sollte dieser Katalog nur wenige NFE enthalten, da aufgrund
der Dominanz von WSDL-Dateien unter den Dienstbeschreibungen die meis-
ten Dienste nicht mehr bezu¨glich ihrer Metaqualita¨t unterscheidbar wa¨ren. Der
speziell fu¨r die Validierung erstellte Katalog soll als AKval bezeichnet werden.
Als unbedingt notwendig wird eine Namensangabe fu¨r einen Dienst betrachtet.
Ebenfalls von hoher Priorita¨t ist eine Beschreibung des Dienstes. Beide Anga-
ben sind nicht messbare statische Metadaten. Desweiteren liefern viele, aber
nicht alle Dienstportale eine messbare Verfu¨gbarkeitsangabe zu Diensten mit,
auch wenn diese nicht in der WSDL-Datei selbst angegeben ist. Hierfu¨r wird
eine mittlere Priorita¨t definiert unter der Annahme, dass die SMQ-Prozesse der
Dienstplattform ohnehin die fehlenden Verfu¨gbarkeitsangaben erga¨nzen werden.
Die Anforderungen nfpreq werden syntaktisch analog zu dem im Listing 5.1 ex-
emplarisch erzeugten Katalog AKval definiert.
Auswirkungen der Komplexita¨t auf die Validierung
Durch die Validierung soll gezeigt werden, dass sich skalierbar auf viele Be-
nutzer und Vertra¨ge das Konzept der inkrementellen Qualita¨tsverbesserungen
in Diensthostingumgebungen realisieren la¨sst und einen belegbaren praktischen
Nutzen bringt. Somit ist die Validierung auf zwei Experimente verteilt:
1. Eine Analyse des Overheads, der durch Messungen, Aggregationen und
Korrelationen zusa¨tzlich zur Ausfu¨hrung entsteht. Dieser Overhead kann
sowohl auf abstrakter Ebene bestimmt als auch unter Nutzung der vorlie-
genden Implementierung als Obergrenze angegeben werden.
2. Die Nutzung der errechneten SMQ-Werte zur langfristigen Verbesserung
des Dienstangebotes. Durch eine Instrumentierung des Dienstangebotes
mit bewusst fehlerhaft gestalteten Diensten soll gezeigt werden, dass diese
nach einer bestimmten Zeit geringer bewertet und somit fu¨r die Dienst-
auswahl irrelevant werden.
5.2 Experimentierumfeld fu¨r die Validierung
SPACE ist aufgrund der Ausrichtung als erweiterbare Basisplattform nicht di-
rekt fu¨r Demonstrations- oder Experimentierzwecke nutzbar. Vielmehr mu¨ssen
Erweiterungen und Einstellungen zweckgerecht vorgenommen werden [104]. Zur
Umsetzung der Anforderungen an die Validierungen werden zwei neue Bestand-
teile eingefu¨hrt:
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• Ein Dienstportal als grafische Oberfla¨che zur Gewa¨hrleistung einer ein-
fachen Benutzbarkeit und somit hohen Zahl an Nutzern. Das Portal soll
zudem einen Grundumfang an verfu¨gbaren Diensten aufweisen.
• Ein Simulationswerkzeug in Form eines Agenten zur Sicherstellung einer
hohen Aktivita¨t in der Dienstumgebung u¨ber das natu¨rliche Nutzerverhal-
ten hinaus. Hierbei soll ein Konzept fu¨r eine hybride Simulation auf Basis
reeller Aktivita¨ten genutzt werden.
Diese beiden Erweiterungen werden nachfolgend beschrieben.
5.2.1 Dienstportal
Die Dienstplattform SPACE besteht aus einer Vielzahl an Plattformdiensten, die
entweder keine Benutzeroberfla¨che oder nur auf Funktionalita¨t getrimmte Ad-
ministrationsschnittstellen beinhalten. Eine externe Validierung der Konzepte
und Verfahren zur Metaqualita¨t im Feldversuch mit Anwendern ist mit solchen
Komponenten kaum durchfu¨hrbar.
Um dem benutzerzentrischen Ansatz der Plattformdienste die notwendige
Attraktivita¨t und Akzeptanz zu verleihen, ist eine Erweiterung der Plattform
um eine einheitliche Benutzerschnittstelle notwendig. Diese sollte die in den
Plattformdiensten nicht enthaltene globale Funktionalita¨t wie die Registrierung
von Benutzern und das A¨ndern der Profilinformationen gleich enthalten.
Angelehnt an aktuelle Arbeiten zur Kollaboration und zur Schaffung von
Communities sieht das Erweiterungskonzept dabei die Einfu¨hrung eines so-
zialen Netzwerkes vor. Damit lassen sich klassische Ansa¨tze zur Registrierung
von Dienstleistungen in Branchenverzeichnissen, gescha¨ftliche Kontaktnetzwer-
ke und konventionelle SOA-Dienstverzeichnisse vereinheitlicht abbilden [101].
Zur Umsetzung des Dienstportals wurde die auf den Betrieb sozialer Netz-
werke spezialisierte und umfassend konfigurierbare Webanwendung Noosfero ge-
wa¨hlt. Diese auf dem Webframework Ruby on Rails aufbauende Anwendung
beinhaltet bereits die grundlegenden Funktionen zur Anmeldung und Verwal-
tung von Benutzern, zur Bildung von Gruppen und zur Darstellung von An-
geboten und Nachfragen zu Produkten und nichttechnischen Dienstleistungen.
Auf dieses Modell la¨sst sich das TSM abbilden, wie in Abbildung 5.6 als Entity-
Relationship-Diagramm gezeigt ist. Dabei werden angebotene Dienstpakete als
Dienstleistungen und zugeho¨rige Clients als bu¨ndelbare Produkte repra¨sentiert.
Die durch die Integration von SPACE-Komponenten erzeugten Instanzen
von Noosfero lassen sich als soziale Dienstnetzwerke bezeichnen, um die Idee des
partizipativen Internets der Dienste zu unterstreichen. Es existieren dabei zwei
parallele Instanzen auf der gleichen Codebasis, die sowohl den globalen Betrieb
im Rahmen der Validierung als auch den eingeschra¨nkten internen Zugriff in der
Lehre ermo¨glichen.
Die Integration der Dienstplattform in das Portal umfasst die folgenden
Punkte:
Bereitstellung Umleitung des Benutzers auf die Dienstverwaltungsanwendung
Provider Wizard, wenn eine neue Dienstleistung angeboten werden soll.
Dienstsuche Anzeige von Inhalten und Suchergebnissen nach Abfrage der Con-
Qo-Discovery direkt im Portal.
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Abbildung 5.6: Konzept fu¨r die Einfu¨hrung elektronischer Dienstleistungen in soziale
Netzwerke
Vertragsverwaltung Verwaltung und Visualisierung von ausgehandelten Dienst-
nutzungsvertra¨gen.
Benutzerdatenbank Bidirektionaler Abgleich zwischen den Benutzerprofilen
des Portals und denen der Plattformkomponenten.
Zuerst wurde die Anbindung auf Basis von Verknu¨pfungen in HTML und
programmatischen Aufrufen der Plattformdienste vorgenommen. Bei der geplan-
ten großen Menge an Diensten hat sich die Nutzung der Web-Service-Schnittstel-
len jedoch als nicht performant genug herausgestellt. Aus diesem Grund ist
die auf objektrelationalen Abbildungen (ORM) basierende SQL-Datenbank von
Noosfero um Tabellen erweitert worden, die die Inhalte der ConQo-Registry
periodisch u¨bernehmen und fu¨r den direkten Zugriff u¨ber die ohnehin geo¨ffne-
te Datenbankverbindung bereitstellen. Der Abgleich erfolgt u¨ber das Werkzeug
ConQoNoosferoUpdater.
Zur weiteren Erho¨hung der Attraktivita¨t und Aktivita¨t ist das Portal um
ein moneta¨res Anreizsystem erga¨nzt worden. Durch sie erha¨lt jeder angemel-
dete Benutzer ein initiales Guthaben in Spielgeldeinheiten, welches durch die
vertragsgebundene Nutzung von Diensten reduziert und durch das Anbieten
popula¨rer Dienste erho¨ht werden kann. Derartige Anreizsysteme sind bereits er-
folgreich in Prognosesystemen und Bo¨rsensimulationen eingesetzt worden, eine
Nutzung auf Dienstmarktpla¨tzen ist bisher hingegen noch nicht erfolgt. Eine
Auswertung des Nutzungsverhaltens unter finanziellen Gesichtspunkten kann
dennoch nur mit den gleichsam alle Doma¨nen betreffenden Einschra¨nkungen
der Aussagekraft von Vorhersageergebnissen unter Einfluss von virtueller Wa¨h-
rung erfolgen [88]. Die Spielgeldbank wurde als RESTful Web Service unter
dem Namen ServBank implementiert. Der Dienst bietet Methoden zum Ab-
ruf und zur Durchfu¨hrung von Transaktionen an, welche nur lokal seitens des
Portals aufgerufen werden ko¨nnen. Die Transaktionen werden asynchron und
tarifabha¨ngig von vertragsgebundenen Dienstaufrufen ausgelo¨st, indem aufge-
zeichnete Messdaten mit hinterlegten Vertragsinformationen periodisch durch
ein Transaktionstool auf ausstehende Zahlungen untersucht werden. Die dadurch
offensichtliche Mo¨glichkeit, kurzfristig u¨ber das Guthaben hinaus Dienstaufrufe
ta¨tigen zu ko¨nnen, wird aufgrund der vermutlich meist gescha¨ftlichen Bezie-
hungen der Vertragspartner mit einhergehender Forderung von Nachzahlungen
zugunsten einer ho¨heren Performance bewusst gestattet. Die Alternative, eine
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eingehende Vertrags- und Tarifpru¨fung zum jeweiligen Aufrufzeitpunkt, wu¨rde
sich nicht nur negativ auf die durchschnittliche Antwortzeit auswirken, sondern
zusa¨tzlich das Risiko eines Ausfalls des Proxydienstes Access Gate als zentrale
Komponente erho¨hen.
Um das zu erwartende Ungleichgewicht zwischen der ohne Vorbereitung
mo¨glichen Dienstnutzung und der mit doch erheblichem Aufwand verbunde-
nen Dienstentwicklung abzuschwa¨chen, sind als weiterer Anreiz Szenariodienste
entwickelt worden, deren nichtfunktionale Eigenschaften durch alternative Im-
plementierungen einfach u¨berboten werden ko¨nnen. Zusammen mit den regis-
trierten Benutzern und den installierten Diensten sowie den hinterlegten Be-
schreibungen externer Dienste stellen sie den Inhalt des Portals dar.
Die resultierende integrierte Kombination der Noosfero-Instanz Crowdser-
ving mit der Dienstplattform SPACE und weiteren Komponenten wird durch
Abbildung 5.7 vorgestellt.
Abbildung 5.7: Integriertes Dienstleistungsportal aus sozialem Netzwerk und Dienst-
plattform SPACE
5.2.2 Hybride Simulation und Simulationsagenten
Die Erzielung einer mo¨glichst hohen Aktivita¨t von Benutzern hinsichtlich des
Anbietens und Nutzens von Diensten, insbesondere auch des Abschließens und
Bewertens von Vertra¨gen, wa¨re trotz mo¨glicher Anreize nur wenig aussagekra¨f-
tig u¨ber das tatsa¨chliche Skalierbarkeitspotenzial einer Plattform. Aus diesem
Grund wird das Simulationswerkzeug SPACEagent eingefu¨hrt, welcher sich wie
die Portaloberfla¨che fu¨r menschliche Benutzer auf die Schnittstellen der SPACE-
Plattformdienste stu¨tzt. Die Simulation ist auf vielen Gebieten ein verbreitetes
und anerkanntes Instrument zur Validierung, wird jedoch bisher fu¨r Problemstel-
lungen in dienstorientierten Umgebungen und speziell im Internet der Dienste
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nur sehr selten eingesetzt, etwa zur U¨berpru¨fung gescha¨ftlicher Auktionsvorga¨n-
ge [59]. Um die Vorteile der Planbarkeit einer Simulation mit den Eigenschaften
einer produktiven Plattform verknu¨pfen zu ko¨nnen, bietet sich die Variante einer
hybriden Simulation an [94, 60]. In dieser Simulationsart wird dual zum Real-
system ein Replikat aufgebaut. Die Koexistenz und der Abgleich der Systeme
sind in der Abbildung 5.8 zu sehen. Auf der weitestgehend isoliert ablaufen-
den replizierten Plattform werden Simulationstechniken genutzt, um ku¨nstliche
Nutzeraktivita¨ten zu generieren, die wiederum reelle Systemaktivita¨ten auslo¨-
sen und damit weitere Eintra¨ge in den Datenbanken der Plattform erzeugen.
Dadurch ko¨nnen Benutzer, Dienste, Vertra¨ge, Aufrufe und Monitoringdaten ab-
ha¨ngig vom vorherigen oder parallelen Verhalten auf dem Realsystem erzeugt
werden.
Abbildung 5.8: Abla¨ufe der hybriden Simulation
Der Replikationsprozess kann grobgranular durch die Kopie und erneute In-
stanziierung eines Abbilds der virtuellen Maschine der Dienstplattform vorge-
nommen werden. Mo¨glich ist jedoch auch eine feingranulare Replikation durch
das Kopieren einzelner Dateien und die Sicherung und Wiedereinspielung der
Inhalte von SQL- und XML-Datenbanken. Das feingranulare Verfahren ist we-
sentlich flexibler. Es erlaubt beispielsweise die zwischenzeitliche Anonymisierung
der Benutzerdaten und weitere Modifikationen fu¨r die Aufbereitung und Publi-
kation von Momentaufnahmen der Plattformaktivita¨ten. Desweiteren wird in
dem Verfahren ein wiederholter Abgleich mit dem Realsystem aufwandsarm
ermo¨glicht. Durch die Snapshot-Fa¨higkeiten moderner Dateisysteme und Vir-
tualisierungstechniken ist es in beiden Verfahren mo¨glich, zu jedem beliebigen
Zeitpunkt in sich konsistente Momentaufnahmen zu generieren.
Auf der replizierten Plattform werden Schlu¨sselmetriken des IoS wie etwa
die Zahl registrierter Benutzer, angebotene Dienste, ausgehandelte Dienstgu¨te-
vereinbarungen (SLAs) und u¨berwachte Dienstausfu¨hrungen gesammelt, ausge-
wertet und durch Simulationen ru¨ckwirkend in gleicher oder modifizierter Ab-
folge und Frequenz eingespeist. Einstellbar sind dabei vor allem die Wartezei-
ten zwischen den Aktivita¨ten, die bei Beachtung kausaler Abha¨ngigkeiten fu¨r
die Simulation stark verku¨rzt werden ko¨nnen. Abha¨ngigkeiten sind in konven-
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tionellen Dienstplattformen kaum von Bedeutung. In ru¨ckgekoppelten Platt-
formen hingegen haben vorherige Dienstausfu¨hrungen durch gea¨nderte NFE-
Tra¨gerdokumente, abgegebene Bewertungen und andere dynamische Faktoren
wie langfristig adaptierte Dienstimplementierungen einen starken Einfluss auf
spa¨tere Nutzungsmuster und mu¨ssen aus dem Grund beachtet werden. Die in
dieser Arbeit betrachtete Simulationstechnik beschra¨nkt sich auf die Erzeugung
neuer Vertra¨ge und Dienstausfu¨hrungen. Das simulierte Anbieten neuer Diens-
te wa¨re ungleich komplexer und vermutlich auf die Permutation numerischer
Daten wie die Wertzuweisungen nichtfunktionaler Eigenschaften in Dienstbe-
schreibungen beschra¨nkt. Weitere Einschra¨nkungen resultieren aus den Unter-
schieden der Konnektivita¨t der Ursprungsplattform und der Replika zu den auf-
rufenden Clients. Somit mu¨ssten Netzwerkeigenschaften komplementa¨r simuliert
werden. Desweiteren ist die Replikation bisher nur fu¨r Einzelplattformen aus-
gelegt. Eine U¨bernahme von Daten aus verteilt arbeitenden Dienstlandschaften
ist schon aufgrund der mo¨glichen unterschiedlichen Eigentumsverha¨ltnisse und
Verantwortungsbereiche sowohl organisatorisch als auch technisch schwierig und
derzeitig noch Gegenstand der weiteren Forschung.
Fu¨r die Generierung neuer Metriken werden Agenten eingesetzt, die das
menschliche Verhalten bezu¨glich der Anforderungen an Dienste und SLAs si-
mulieren. Die Aufgaben der Agenten umfassen die Auswahl von Diensten aus
der Registry, die nachfolgende Aushandlung von SLAs und die Nutzung des
resultierenden Vertrags zur Ausfu¨hrung einer vertragsgebundenen Dienstaus-
handlung. Wa¨hrend der Laufzeit der Simulation werden durch die Plattform
weitere Monitoringdaten unabha¨ngig von den Agenten generiert, beispielsweise
durch die stetige U¨berwachung der Verfu¨gbarkeit von Dienstendpunkten durch
regelma¨ßig gesendete HTTP-Pru¨fanfragen.
Der wesentlicher Vorteil des hybriden Ansatzes ist der durch die zu erwar-
tende Zunahme an Dienstplattformen zuku¨nftig reduzierte Simulationsanteil bei
gleichzeitig ho¨herem Anteil an reell beobachteten Aktivita¨ten. Der Vorteil einer
Nutzung von Agenten fu¨r die hybride Simulation ist die Ru¨ckwirkung der dis-
kreten Simulationsereignisse auf die Plattform, da der Simulator die gleichen
programmatischen Plattformschnittstellen nutzt wie die u¨ber eine Benutzer-
schnittstelle angebundenen menschlichen Benutzer.
Der Aufbau des SPACEagent ist aus der Abbildung 5.9 ersichtlich. Er besteht
aus einem in Python implementierten Hauptprogramm, mehreren als Threads
gestarteten Agentenobjekten und fu¨r die Ausfu¨hrung der Agententa¨tigkeit not-
wendigen externen Werkzeugen. Das Hauptprogramm verwaltet die Agenten
und verarbeitet die Konfigurationsdaten, die unter anderem die Endpunkte der
genutzten SPACE-Plattformdienste enthalten. Die externen Werkzeuge ko¨nnen
durch ihre adressra¨umliche Trennung in unterschiedlichen Programmiersprachen
entwickelt werden. Die fu¨r das Experiment umgesetzten Werkzeuge umfassen ein
Ruby-Skript zur automatischen Aushandlung von Vertra¨gen sowie einen dienst-
spezifischen automatischen Aufrufer. Die Entwicklung eines generischen Aufru-
fers ist mit heutigen Techniken hingegen aufgrund beliebig komplexer funktiona-
ler Schnittstellen mit ungenu¨gender semantischer Beschreibung nur bedingt im
Rahmen der Erzeugung von Testfa¨llen mo¨glich [4, 5]. Die Einschra¨nkung fu¨r das
Experiment lautet somit, dass die Dienstaufrufe nur fu¨r eine vorher bestimmte
Teilmenge der verfu¨gbaren Dienste hybrid simuliert werden ko¨nnen. Aus Prak-
tikabilita¨tsgru¨nden wird diese Teilmenge zudem klein gegenu¨ber dem gesamten
Dienstangebot und somit nur eingeschra¨nkt repra¨sentativ sein.
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Abbildung 5.9: Simulationswerkzeug SPACEagent
5.2.3 Gesamte Simulationsumgebung
Die um die Metaqualita¨tsanalyse, die Portalumgebung und die Experimentier-
werkzeuge erweiterte Validierungsarchitektur auf Basis der SPACE-Plattform
ist in der Grafik 5.10 abschließend dargestellt. Als Werkzeuge kommen neben
den Simulationsagenten auch die vorgestellten Tools Pica-Pica als Web-Service-
Beschreibungs-Crawler, die Transformatoren fu¨r die Generierung von WSML











































































Abbildung 5.10: SPACE mit Portal- und Agentenerweiterungen sowie dem
Metadaten-Korrelationsdienst
Neben der rein architektonischen Betrachtung soll an dieser Stelle auch auf
die konkrete Instanziierung mitsamt der fu¨r das Experiment wichtigen Daten-
quellen und Abla¨ufe hingewiesen werden. Schematisch ist die Durchfu¨hrung in
Abbildung 5.11 zu erkennen.
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Abbildung 5.11: Durchfu¨hrung des Experiments
5.3 Experimentelle Abla¨ufe und Ergebnisse
Das o¨ffentliche soziale Dienstnetzwerk als Einstiegspunkt in das Experimentier-
system auf Basis der Dienstplattform SPACE ist unter dem Namen Crowdser-
ving3 Mitte Dezember 2009 gestartet und ab Anfang Januar 2010 zunehmend
bekannt gemacht worden. Der Verlauf der Entwicklung aller Kennzahlen in der
Dienstplattform ist im Diagramm 5.12 ersichtlich. Die durchgefu¨hrten Experi-
mente auf Basis dieser Daten begannen dabei bei einer Konfiguration der Ak-
tivita¨tsmatrizen von m = 99 Personen und n = 87 installierten Diensten mit
Stand vom 19. Mai 2010. Zum Startzeitpunkt waren noch keine Beschreibungen
externer Dienste hinterlegt, und nur einer der installierten Szenariodienste war
mit zwei SLA-Vorlagen fu¨r feststehende und verhandelbare QoS-Eigenschaften
versehen. Zum Zeitpunkt der Replikation aller Daten fu¨r die kontrollierte Durch-
fu¨hrung von Experimenten in der replizierten Plattforminstanz am 27. Mai 2010
waren m = 100 Personen registriert und n = 471 Dienste installiert. Von 35318
WSDL-Beschreibungen als Ergebnismenge des Pica-Pica-Crawlers waren 15547
erga¨nzend dazu in die Registry eingetragen. Bis zum Schlusstag der Beobach-
tungen auf dem Realsystem am 22. Juni 2010 erho¨hte sich die Zahl der Benutzer
geringfu¨gig auf m = 103.
Im Vergleich mit den geplanten Gro¨ßenordnungen fu¨r die Kennzahlen liegt
die erreichte Ausbaustufe des Dienstportals teilweise unter und teilweise u¨ber
den Planungen. Die Abbildung 5.13 verdeutlicht auf logarithmischer Skala den
Grad der Erfu¨llung der Plankennzahlen. Trotz der nicht vollsta¨ndig erreichten
Wachstumsziele stellen diese Daten eine fu¨r die Skalierbarkeitsuntersuchungen
brauchbare und fu¨r experimentelle Untersuchungen im Internet der Dienste re-
pra¨sentative Grundlage dar, insbesondere auch durch die Mo¨glichkeit der Erga¨n-
zung im Rahmen der hybriden Simulation. In den folgenden Abschnitten wer-
den daher der Verlauf der Experimente und die daraus gewonnenen Ergebnisse
dargelegt, bevor anschließend eine Auswertung hinsichtlich der Validierungskri-
terien erfolgt.
5.3.1 Ausbau der Grundkonfiguration
Zur Gewa¨hrleistung der U¨berwachung aller registrierten Dienste hinsichtlich ih-
rer nichtfunktionalen Eigenschaften wurde das Werkzeug wsdl2wsag zur Ge-
nerierung von SLA-Vorlagen aus WSDL-Dateien auf alle u¨ber den Pica-Pica-
3Crowdserving-Portal: http://beta.crowdserving.com:3000/
5.3. EXPERIMENTELLE ABLA¨UFE UND ERGEBNISSE 131
Abbildung 5.12: Wachstum aller Kennzahlen im Crowdserving-Portal wa¨hrend der
Validierungsphase
Crawler bezogenen Dienstbeschreibungen mit Ausnahme des Service-Finder-
Katalogs angewendet. Dabei wurden die von den Ursprungsportalen extrahier-
ten assoziierten Metadaten zur Verfu¨gbarkeit ausgewertet und als SLO-Angaben
in die SLA-Vorlagen eingetragen. Von 35318 WSDL-Dateien konnten im ersten
Lauf lediglich 14317 erfolgreich genutzt werden. Die Komplementa¨rmenge be-
stand aus komplexeren WSDL-Strukturen, die mehrere Dienste oder Dienste mit
mehreren Endpunkten beschreiben. Ihre eindeutige Abbildung auf das Format
WS-Agreement+ValueTypes erfordert A¨nderungen an dem Format zur Aufnah-
me mehrerer zu u¨berwachender Endpunkte pro Vertrag. Eine solche A¨nderung
widerspra¨che der Unterstu¨tzung existierender heterogener Formate. Aus diesem
Grund ist als zweckma¨ßige Lo¨sung die Nutzung des jeweils ersten gefundenen
Endpunktes in wsdl2wsag implementiert worden. Damit stieg die Zahl der er-
folgreich generierten WSAG-Dateien auf 33156 und die Quote auf 93,9%. Der
Generierungsvorgang fu¨r diese Menge wurde auf dem Testsystem in 120 Minuten
und 2 Sekunden abgeschlossen. Das Resultat der Generierung ist ein deutlicher
Ausbau der Grundkennzahlen der Experimentierumgebung hinsichtlich der zur
U¨berpru¨fung der Skalierbarkeit des Monitors notwendigen SLA-Vorlagen.
5.3.2 Durchfu¨hrung der Evaluierungs-Sprints
Bis Mai 2010 wurden mehrere Evaluierungs-Sprints mit reellen Benutzern zur
Verbesserung der Ausgangslage fu¨r die eigentlichen Evaluierung durchgefu¨hrt,
um u¨ber die erreichten Grundkennzahlen hinaus weitere Kennzahlen wie ausge-
handelte SLAs und aufgerufene Dienste steigern zu ko¨nnen. Die Evaluierungs-
sprints sind nach dem folgenden Schema in fu¨nf Teilschritten durchgefu¨hrt wor-
den:
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Abbildung 5.13: Vergleich Plankennzahlen zu erzielten Kennzahlen
1. Kontinuierlicher Aufbau des Netzwerks durch Gewinnung von Benutzern
und Installation von Diensten, wie vorangehend erla¨utert
2. Auswahl einer Evaluierungsgruppe
3. Durchfu¨hrung des Sprints zur Dienstsuche, SLA-Aushandlung und Dienst-
aufruf innerhalb weniger Stunden
4. Replikation der Dienstplattform und hybrid simulierte Weiterfu¨hrung des
Experiments
5. Nachbearbeitung und Auswertung der Ergebnisse
Stellvertretend soll ein Evaluierungssprint an dieser Stelle detailliert dar-
gestellt werden. Es wurden 44 Studenten des Vellore Institute of Technology
(VIT) in Tamil Nadu, Indien, zur Teilnahme ausgewa¨hlt. Die Aufgabenstellung
umfasste die Auswahl eines in WSML, WSDL und USDL beschriebenen Szenari-
odienstes mit einer fixen und einer variablen Vertragsvorlage im WS-Agreement-
Format. Drei Teilnehmer sind durch ungu¨ltige E-Mail-Adressen ausgeschlossen
worden. Weitere 28 Teilnehmer haben entweder den Dienst nicht gefunden oder
sind noch vor Abschluss der SLA-Aushandlung ausgeschieden, so dass insgesamt
nur 13 SLAs ausgehandelt wurden. Fu¨nf Teilnehmern gelang es auf Basis dieser
Vertra¨ge, den Dienst vertragsgebunden auszufu¨hren.
Die beobachteten Aktivita¨ten und gesammelten Daten wurden genutzt, um
eine Instanz des Simulationsagenten zu parametrisieren. Die zeitlichen Absta¨nde
zwischen den Aktivita¨ten und damit die Phasen der Inaktivita¨t wurden mini-
miert, und zufa¨llige zeitliche Abweichungen von den urspru¨nglichen Aktivita¨ten
in einem Toleranzbereich von +/- 10 s eingestellt. Dadurch wurden die Frequenz
und die probabilistische Verteilung der Aktivita¨ten auf die Plattformreplika als
aktivita¨tsversta¨rkte logische Weiterfu¨hrung der Benutzerstudie abgebildet.
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Listing 5.2: Log eines Durchlaufs des Simulationswerkzeugs SPACEagent
1 $ ./ spaceagent --probability 0.60
2 SpaceAgent: Create new agent agent_0
3 [Agent agent_0] starting ...
4 [Agent agent_0] sleep ...
5 SpaceAgent: Check
6 SpaceAgent: Check
7 [Agent agent_0] invoke service
8 Invoke FortuneService at http:// 192.168.0.8:9000/
FortuneService ...
9 SpaceAgent: Check
10 [Agent agent_0] sleep ...
11 SpaceAgent: Check
12 [Agent agent_0] create SLA
13 SpaceAgent: Check
14 Fetch SLA templates ...
15 * FortuneServicePremium Flexible
16 Create and register offers ...
17 * FortuneServicePremium Flexible -> FortuneServicePremium
Flexible |1274986761.26182
18 -> FortuneServicePremium Flexible |1274986761.26182
19 Negotiate SLAs ...
20 * FortuneServicePremium Flexible |1274986761.26182
21 -> Negotiation finished. Agreement is now active!
22 [Agent agent_0] sleep ...
23 SpaceAgent: Check
5.3.3 Durchfu¨hrung der Simulation
Auf Grundlage der gesammelten Grundkennzahlen zum Systemausbau und durch
die Sprints erreichten Aktivita¨tskennzahlen wurde ein Systemreplikat erzeugt
und ein Datenbankabgleich durchgefu¨hrt. Anschließend wurde die hybride Si-
mulation darauf angewendet, um die Aktivita¨tsmetriken zu steigern. Durch
die daraus resultierende erho¨hte Systembelastung lassen sich die Grenzen der
SPACE-Plattformdienste und der darauf aufsetzenden Werkzeuge zur Bestim-
mung, Propagierung und Verbesserung der Metaqualita¨t experimentell bestim-
men.
Zur Veranschaulichung der Vorga¨nge der Simulation wird zuerst exempla-
risch der Simulationsagent mit einer geringen Gesamtaktivita¨tswahrscheinlich-
keit bezogen auf den Szenariodienst FortuneService ohne Vertragsvorlage und
den Szenariodienst FortuneServicePremium mit Vertragsvorlage aufgerufen. Die
Logausgabe 5.2 des Agenten zeigt an, wann welcher Thread einen SLA aushan-
delt oder einen Dienstaufruf durchfu¨hrt. Erkennbar ist auch der Hauptthread,
welcher in regelma¨ßigen Absta¨nden u¨berpru¨ft, ob die Agententhreads noch aktiv
sind oder nach Ablauf ihrer Ta¨tigkeit eingesammelt werden mu¨ssen.
Bezogen auf die ermittelten Aktivita¨tskennzahlen im Dienstportal wurde
die durchgefu¨hrte Simulation in der Replika mit unterschiedlichen Aktivita¨ts-
wahrscheinlichkeiten fu¨r SLA-Aushandlungen und Dienstaufrufe konfiguriert.
Das Verha¨ltnis der beiden Wahrscheinlichkeiten zueinander gleicht dem Ver-
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ha¨ltnis der Kennzahlen. Die absoluten Wahrscheinlichkeiten enthalten die In-
aktivita¨t der meisten Benutzer. Somit betrug P (negotiation) = 13/41 = 0, 317
und P (invocation) = 5/41 = 0, 122. Die Zahl der Threads wurde auf 100 konfi-
guriert. Somit lautet die Aufrufparametrisierung des Simulationsagenten:
1 $ ./ spaceagent --agents 100 --probability:negotiation 0.317
--probability:invocation 0.122
Das resultierende Wachstum der simulierten Kennzahlen innerhalb einer Ex-
perimentdauer von 25 Minuten wird durch das Diagramm 5.14 verdeutlicht. Er-
kennbar ist die vom Realsystem u¨bernommene Ursprungskonfiguration sowie die
unterschiedlichen Wachstumsgeschwindigkeiten aufgrund der Parametrisierung.
Abbildung 5.14: Wachstum der simulierten Kennzahlen
5.3.4 Bestimmung und Verbesserung der Metaqualita¨t
Zur initialen Bestimmung der Metaqualita¨t wurde das MDCS-Werkzeug mdcs-
local verwendet, welches eine fu¨r Experimentalzwecke gu¨nstige exakte Parame-
trisierung des Metadaten-Korrelationsdienstes ermo¨glicht. Damit soll an einem
isolierten Beispiel die Vorgehensweise demonstriert werden, bevor die Ergebnisse
des Experiments u¨ber alle Dienste erla¨utert werden.
Das dargestellte Ablaufbeispiel zeigt exemplarisch an, wie die Metaqualita¨t
fu¨r den Szenariodienst FortuneServicePremium u¨ber eine Abfrage der SPACE-
Plattformdienste bestimmt wird. Der Dienst ist dabei mit einer Vertragsvor-
lage, einem abgelaufenen Vertrag, einem vorher durchgefu¨hrten Aufruf und ei-
ner abgegebenen Bewertung versehen. Unter Nutzung des spezifischen Anfor-
derungskataloges AKval wird die SMQ-Coverage ermittelt. Hierbei erfolgt ei-
ne Abwertung aufgrund der nicht vorhandenen NFE-Angaben in der WSML-
Dienstbeschreibung sowie eine weitere, geringe Abwertung der fehlenden Angabe
der Antwortzeit im Vertrag. Die Bestimmung der SMQ-Validity erfolgt auf Basis
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der abgerufenen Monitoringdaten. Im Beispiellog 5.3 und 5.4 stimmt die Verfu¨g-
barkeit mit der vertraglichen Zusicherung u¨berein, so dass die SMQ-Coverage
maximiert wird. Die Gesamtmetrik SMQ wird allerdings durch die in der ersten
Iteration nicht durchfu¨hrbare Validierbarkeit der Antwortzeit abgewertet.
Da zu Beginn keine vollsta¨ndige Abdeckung der geforderten NFE durch den
SLA angenommen werden kann, werden Proxy-Monitoringdaten hinzugenom-
men, die SLA-unabha¨ngig ermittelt und fu¨r die dynamische Eintragung u¨ber
einen Vorhersagemechanismus genutzt werden. Im gegeben Fall sieht ein glo-
baler SLATMC vor, die Monitoringdaten mit einem Puffer von 10% als SLAT-
Grenzwerte einzutragen. Somit wird die Antwortzeit auf 2.224s festgelegt. Als
Wertebereichsgrenzen werden basierend auf Intervallschritten 0s und 10s be-
stimmt. Die Dienstbeschreibung wird hingegen mit den tatsa¨chlichen Durch-
schnittswerten dynamisch aktualisiert.
Nach Aushandlung eines neuen Vertrags und einigen erneuten Aufrufen lie-
fert der Monitoringdienst leicht abweichende Werte wie im Log 5.5 gezeigt.
Die Antwortzeit ist in der SLA-Vorlage und im SLA vorhanden und liegt
nach U¨berpru¨fung durch den Monitor im gu¨ltigen Bereich. Auch in der Dienstbe-
schreibung sind die Werte vorhanden. Allerdings sind sie aufgrund der direkten
U¨bernahme der Einzelwerte anstelle statistisch ermittelter Wertebereiche einer
permanenten Abwertung in der SMQ-Validity unterworfen. In dem im Log 5.6
nachvollzogenen Fall weicht die nicht konstante Antwortzeit allerdings nur mini-
mal ab, so dass bezogen auf den Wertebereich die SMQ-Validity fu¨r diese NFE
0.999895125 und damit gerundet 1.0 betra¨gt.
5.4 Auswertung des Experiments
Insgesamt sind die folgenden Metriken als Grund- und Aktivita¨tskennzahlen im
Experiment gebildet worden:
• 103 registrierte Benutzer
• 2 angebotene Dienste mit Vertragsvorlage und 469 ohne Vertragsvorlage
• 15547 registrierte und 19771 weitere nicht angebotene externe Dienste,
davon 33156 mit Vertragsvorlage
• 94 ausgehandelte SLAs, davon 81 simuliert
• 35 Dienstaufrufe, davon 30 simuliert
• 189965 Monitoringdatensa¨tze nach 15718 Sekunden (12,09 pro Sekunde),
sowie zusa¨tzlich 35 aufrufbezogene Eintra¨ge
• 2 Vertragsbewertungen
Die Aushandlung von Vertra¨gen mit dem Szenariodienstanbieter ergab vor
der Simulation eine Abdeckung von 13%. Wa¨hrend der Simulation steigerte sich
der Wert auf 94%. Aufgrund der Beschra¨nkung auf einen Dienst entspricht dieser
Wert auch gleichzeitig der Auslastung des Komplexita¨tsmodells. Hinsichtlich der
Dienstaufrufe wird die Zahl der durchschnittlichen Dienstaufrufe pro Vertrag,
mit k = 0, 37 bestimmt.
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Listing 5.3: Log eines Aufrufs des Metadaten-Korrelationsdienstes MDCS
1 $ ./mdcs -local --requirements required/akval.ini --config
replica.ini FortuneServicePremium
2 Loading configuration from replica.ini ...
3 Running local MDCS for service FortuneServicePremium ...
4 // fetch requirements from required/akval.ini
5 ** fetch description(s) from http:// 192.168.0.8:8080/
Matchmaker/
6 ** fetch contract(s) from http:// 192.168.0.8:8080/ SlaManager
/
7 ** fetch monitoring data from http:// 192.168.0.8:8080/ maas/
8 ** fetch proxy measurements from http:// accessgate.vtsr/
9 ** fetch ratings from http:// 192.168.0.8:4567/
10 ** fetch contracts from http:// contractwizard.vtsr/
11 ## maas , using SOAP , WSDL: file:mdcs/wsdl/MaaSWebService.
wsdl
12 -- SLA Fortune Service Sample Template
13 >> Availability
14 pred= None avg= 1.0
15 >> responseTime
16 pred= None avg= None
17 ## conqo , using SOAP , WSDL: file:mdcs/wsdl/ConQo -
ClientAccess.wsdl
18 -- Service FortuneServicePremium [ urn:FortuneServicePremium
.wsml#FortuneServicePremium ]
19 ## proxy , using HTTP: http:// accessgate.vtsr//
proxyaggregator.php?service=FortuneServicePremium
20 -- throughput 754.47275
21 -- responsetime 2.02170875
22 -- success 1
23 ## sla manager , using SOAP , WSDL: file:mdcs/wsdl/CWNR -
SLAManager.wsdl
24 -- SLAT FortuneServicePremium Flexible
25 -- SLA FortuneServicePremium Flexible |1274983523346
26 ## ratings , using HTTP: http:// 192.168.0.8:4567/ ratings/
service/FortuneServicePremium
27 -- Rating Availability 5.0
28 -- Rating reponseTime 5.0
29 ## contracts , using HTTP: http:// contractwizard.vtsr//
get_contract.rhtml
30 -- SLA 17 finished
31 -> FortuneServicePremium Flexible
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Listing 5.4: Log des Metadaten-Korrelationsdienstes MDCS (Fortsetzung)
1 ## loading requirements catalogue
2 == Package requirementscatalogue [requirementscatalogue] ==
3 -- Service dummy [dummy] --
4 -- Description [ini] --
5 -- Property responsetime/None --
6 Measured value (average): ranges
7 -- Property availability/None --
8 Measured value (average): singlevalue
9 ##> http:// 192.168.0.8:8080/ Matchmaker // getInterfaceDoc.jsp?
iri=urn%3 AFortuneServicePremium.wsml %23
FortuneServicePremium&doctype=WSML
10 == Package servicedescription [servicedescription] ==
11 -- Service dummy [dummy] --
12 -- Description [wsml] --
13 SMQ -Coverage [SD] 0.58823529411764708
14 SMQ -Validity [SD] None
15 SMQ -Coverage [SLAT] 0.79411764705882348
16 SMQ -Validity [SLAT] 1.0
17 SMQ 0.84558823529411764
Listing 5.5: Logausschnitt aus MDCS-Aufruf: SLA-Vorlagen
1 -- SLA Fortune Service Sample Template
2 >> Availability
3 pred= None avg= 1.0
4 >> responseTime
5 pred= None avg= 2.02066
Listing 5.6: Logausschnitt aus MDCS-Aufruf: Ergebnis
1 SMQ -Coverage [SD] 1.0
2 SMQ -Validity [SD] 1.0
3 SMQ -Coverage [SLAT] 1.0
4 SMQ -Validity [SLAT] 1.0
5 SMQ 1.0
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5.4.1 Aussagen zur Korrektheit
Der Nachweis der Korrektheit aller beteiligten Komponenten und Algorithmen
zur Berechnung der Metaqualita¨t soll u¨ber eine Stabilta¨ts- und Konvergenzbe-
trachtung erfolgen.
Die Stabilita¨t der Metaqualita¨tsangaben ist eine notwendige, wenn auch
nicht hinreichende Gro¨ße. Sind Metaqualita¨tsangaben instabil, so deutet die-
ser Umstand darauf hin, dass qualitative Schwankungen der Dienstausfu¨hrung
zu u¨berma¨ßig hohen Abweichungen von den in den NFE-Tra¨gerdokumenten
spezifizierten Werten fu¨hren und diese demnach relaxiert werden mu¨ssen (Not-
wendigkeit). Sind die Angaben hingegen stabil, so ist dadurch allein noch nicht
sichergestellt, ob sie nicht insgesamt additiv verschoben sind oder multiplikativ
gestreckt oder gestaucht sind (fehlende Hinreichbarkeit). Vermutet wird, dass die
Metaqualita¨tsangaben nach anfa¨nglich chaotischem Verhalten schnell in einen
geringen Schwankungsbereich u¨berfu¨hrt werden ko¨nnen, wie in Abbildung 5.15.
Abbildung 5.15: Vermutete Entwickung der Stabilita¨t der Metaqualita¨tsangaben
Die Konvergenz der Metaqualita¨tsangaben bedingt neben der Ru¨ckfu¨hrung
der Werte auch die Anpassung der NFE-Angaben. Idealerweise konvergiert die
Gesamtmetaqualita¨t stets gegen 1, da sa¨mtliche fehlenden NFE-Angaben auf-
gefu¨llt und abweichende NFE-Angaben korrigiert wu¨rden. Vermutet wird, dass
durch in der Praxis auftauchende kurzzeitige Schwankungen dieser Wert weder
kurz- noch langfristig erreicht wird. Die Vermutung wird in der Abbildung 5.16
skizziert.
Abbildung 5.16: Vermutete Entwicklung der Konvergenz der Metaqualita¨tsangaben
Nach 1000 Durchla¨ufen der Metaqualita¨ts-Korrelationsdienstes MDCS bezo-
gen auf einen exemplarischen Dienst ergibt sich u¨ber alle errechneten Metaqua-
lita¨tswerte das Diagramm 5.17 unter Beinhaltung der Konvergenz- und Sta-
bilita¨tseigenschaften der SMQ-Validity. Die SMQ-Coverage wird hierbei nicht
betrachtet, da sa¨mtliche Erga¨nzungen im ersten Durchlauf erfolgen ko¨nnen. Die
SMQ-Validity wird je nach Vorhersagetechnik auf die Durchschnittswerte, den
Gesamtwertebereich und den Interdezilbereich berechnet.
Bei Nutzung des jeweils letzten Messwertes als neuer NFE-Angabe ohne An-
wendung gleitender Mittelwertbildung oder sonstiger Gla¨ttungsverfahren tritt
wie erwartet fast immer eine Abweichung ein, so dass die SMQ-Validity selten
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Abbildung 5.17: Tatsa¨chliche Entwicklung der Konvergenz und Stabilita¨t der Me-
taqualita¨tsangaben
u¨ber 0, 5 steigt. Eine Konvergenz ist in dem Fall nicht erkennbar. Wesentlich
bessere U¨bereinstimmungen lassen sich mit Wertebereichen erzielen. Die Kon-
vergenz gegen den Wert 1, 0 wird bereits nach 10 Durchla¨ufen erreicht. Die
Stabilita¨t der SMQ-Angabe mit Interdezil-Bezug manifestiert sich in einer auf
die letzten 300 Durchla¨ufe bezogene maximale Abweichung von ϵ = 0.0014, be-
zogen auf die letzten 100 Durchla¨ufe sogar nur ϵ = 0.0011. Meist noch bessere
Werte, dafu¨r allerdings stellenweise auch wesentlich ho¨here Abweichungen, weist
die SMQ-Angabe mit Bezug auf den Gesamtwertebereich auf.
Auf der vom Crowdserving-Portal ausgehend replizierten Experimentier-
plattform konvergiert die Metaqualita¨ts-Teilmetrik SMQ-Coverage u¨ber alle Diens-
te, und damit die SMQ-Coverage des Portals, unter Nutzung des Anforderungs-
kataloges AKval gegen den Wert 0,795. Auffa¨llig sind vor allem die nicht au-
tomatisch nachtragbaren Antwortzeiten aufgrund der geringen Zahl der realen
und nicht simulierbaren Aufrufe. Diese bestimmen auch die Geschwindigkeit
der Konvergenz, da alle u¨brigen Werte aus dem Anforderungskatalog bereits
nach einer statischen Analyse von Dienstnamen und -beschreibungen und ei-
nem Durchlauf des Monitorings mit nachgetragenen Verfu¨gbarkeitswerten ver-
vollsta¨ndigt sind. Die ho¨here Gewichtung der statischen Merkmale in AKval ist
in diesem Fall fo¨rderlich.
Die SMQ-Validity konvergiert u¨ber die betrachtete Teilmenge der Dienste ge-
gen den Wert 0,986. Als Gesamtmetrik ist die Metaqualita¨t des Portals aufgrund
der nur teilweisen Berechnung der SMQ-Validity nicht bestimmbar, allerdings
unter der Annahme der Gleichverteilung und Repra¨sentanz der ausgesuchten
Teilmenge als Stichprobe u¨ber die Grundgesamtheit aller registrierten Dienste
auf den Wert SMQ(Crowdserving) = 0, 89 abscha¨tzbar.
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5.4.2 Aussagen zur Skalierbarkeit
Die Skalierbarkeitsuntersuchungen beziehen sich sowohl auf die durchgefu¨hrten
Experimente insgesamt als auch auf die Einzelkomponenten wa¨hrend der durch-
gefu¨hrten Prozessschritte wie beispielsweise der Abfrage von Dienstbeschreibun-
gen aus der Registry oder die Durchfu¨hrung der Dienstu¨berwachung.
Monitor Grand SLAM
Die Startphase des Monitors umfasst das Einlesen und Interpretieren der regis-
trierten SLAs. Das Laden von 33156 SLA-Vorlagen mit einer Gesamtdateigro¨ße
von 263 MB wurde auf dem Testsystem in 572,2 Sekunden abgeschlossen. Dies
entspricht einer Verarbeitungszeit von 16,4 Millisekunden pro Datei. Deutlich
weniger performant ist der Aufruf des Parsers zur Extraktion der SLO-Angaben
und Aktivierung der Mess- und Aggregationsbundles fu¨r jeden zu u¨berwachen-
den Parameter. Mit zunehmender Zahl an Monitoringtasks sinkt die Performanz
deutlich. Dieser Vorgang dauerte fu¨r die ersten 883 SLAs 1510 Sekunden und
somit 1,7 Sekunden pro Datei. Erst nach 15598 Sekunden waren 1000 SLAs
verarbeitet, dies entspricht 15,6 Sekunden pro Datei. Sowohl Implementierungs-
entscheidungen als auch Systembedingungen wie die Zahl der gleichzeitig in die
Verarbeitung einbeziehbaren Dateien tragen zu dem Ergebnis bei.
Die Skalierbarkeit der Arbeitsphase des Monitors wird durch den internen
Scheduler maßgeblich beeinflusst. Dieser fu¨hrte auf dem Testsystem nahezu kon-
stant 12,1 Verfu¨gbarkeitsmessungen pro Sekunde durch. Dies entspricht einem
Zeitbedarf von 82,7 Millisekunden fu¨r jede Messung.
Metadaten-Korrelationsdienst
Ein Profiling des MDCS u¨ber 100 Durchla¨ufe ermittelt die zeitliche Verteilung
des Datenabrufs u¨ber die SPACE-Plattformdienste. Die Ergebnisse der beno¨-
tigten Zeit pro Durchlauf bezogen auf einen exemplarischen dienst sind in der
Tabelle 5.4 zusammengefasst. Als Aussage fu¨r die Skalierbarkeit la¨sst sich eine
maximale Obergrenze definieren, bis zu welcher die Zahl der Dienstbeschrei-
bungen, SLA-Vorlagen, SLAs und Monitoringreports zeitnah behandelt werden
ko¨nnen. Ausschlaggebend sind dafu¨r die Richtlinien der jeweiligen Plattformin-
stanz u¨ber die Frequenz der Anwendung der Metadatenverfahren. Auffa¨llig ist
die sowohl absolut als auch im Vergleich zu den anderen Schnittstellen hohe
Abrufzeit des Rating-Dienstes. Es empfiehlt sich daher die Deaktivierung des
Einflusses der Benutzerbewertungen auf die Metaqualita¨t in zeitkritischen Um-
gebungen bis zur Verfu¨gbarkeit einer optimierten Implementierung.
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Dienstverzeichnis ConQo
Parallel zu MDCS ist auch das Synchronisationswerkzeug ConQoNoosferoUp-
dater ein Aufrufer des Verzeichnisdienstes ConQo, sofern eine Portalintegration
erreicht werden soll. Zum Zweck der Messung ist das Werkzeug isoliert aufge-
rufen worden. Fu¨r 15547 registrierte Dienste beno¨tigte der SOAP-Aufruf zur
Ru¨ckgabe aller Dienste und ihrer Dokumente 122 Minuten. Der anschließende
Synchronisationsvorgang mit der lokalen Datenbank von Noosfero beanspruchte
weitere 28 Minuten. Dies entspricht einem Zeitbedarf von 578,9 Millisekunden
pro Dienst.
Die sich an den Abruf der Daten durch MDCS anschließende Registrierung
von aktualisierten WSML-Dienstbeschreibungen in der ConQo-Registry beno¨-
tigte fu¨r 15547 registrierte Dienste inklusive Aktualisierung einer assoziierten
Daten wie WSDL oder WSAG 732 Minuten. Dies entspricht einem Zeitbedarf
von 2,82 Sekunden pro Dienst. Dieser erho¨hte Zeitbedarf gegenu¨ber einer Ab-
frage ist mit der Analyse der referenzierten Basis- und Doma¨nenontologien aus
WSMO4IoS zu erkla¨ren. In der Konsequenz ist es derzeitig nicht ratsam, die Pro-
pagierung der Metaqualita¨tsdaten sowie die dynamische Anpassung von NFE
ha¨ufiger als notwendig durchzufu¨hren. Stattdessen empfiehlt sich bei niedriger
Aktivita¨t eine ereignisgebundene Durchfu¨hrung als Neuberechnung der Metri-
ken fu¨r einen Dienst. Bei hoher Aktivita¨t hingegen empfiehlt sich die Zusam-
menfassung mehrerer Ereignisse in einer zeitlich fixierten Durchfu¨hrung. Die
Richtlinien zu den Umfa¨ngen und Zeitpunkten der Metaqualita¨tsvorga¨nge be-
stimmen dabei die DQ-Dimension Aktualita¨t. U¨ber diese in der Dissertation
nicht weiter betrachtete Dimension ko¨nnen sich Plattformbetreiber im Wettbe-
werb voneinander u¨ber die Metaqualita¨t hinaus abgrenzen.
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Kapitel 6
Zusammenfassung
Eine umfa¨ngliche Beru¨cksichtigung der qualitativen Zusammensetzung von be-
schreibenden Artefakten im Internet der Dienste u¨ber dafu¨r ausgelegte Dienst-
plattformen steigert die Erlebnisqualita¨t fu¨r die Benutzer der angebotenen Dienst-
leistungen. In dieser Dissertation sind die existierenden Verfahren zur Erken-
nung, Propagierung und Verbesserung von Qualita¨tsmetriken in dienstorientier-
ten Architekturen in Hinblick auf diese gesteigerten Anforderungen systematisch
in Verfahren eingebunden und erweitert worden.
Das konzeptionelle Resultat ist eine feingranulare, phasenu¨bergreifende Be-
ru¨cksichtigung der Metaqualita¨t von Diensten als abstrakte Methodik und ar-
chitekturgebundener Prozess.
Das praktische Resultat der Arbeit ist eine modulare und offene Plattform
fu¨r die Bereitstellung und Nutzung von Diensten. Die Skalierbarkeit der Platt-
form ist in weiten Teilen untersucht und bis auf ausstehende Optimierungs-
punkte nachgewiesen worden. Die Erweiterbarkeit der Plattform wurde mit ei-
ner Umsetzung der Konzepte zur Metaqualita¨t sowie mit einer Anbindung eines
Dienstleistungsportals und einer Experimentierumgebung im Rahmen der Vali-
dierung belegt.
Zum Abschluss soll das Verwertungspotenzial der Resultate skizziert und
ein Ausblick auf konzeptionelle Erweiterungen u¨ber die in dieser Arbeit explizit
festgelegten Einschra¨nkungen hinaus gegeben werden.
6.1 Verwertungspotenzial
Die in dieser Dissertation erbrachten Konzeptions- und Umsetzungsarbeiten las-
sen sich sowohl im akademischen als auch im wirtschaftlichen Bereich verwerten.
Aufgrund der derzeitigen Dynamik der Entwicklung des Internets der Dienste
wird der Beitrag der Dissertation hierfu¨r skizziert.
Auf wirtschaftlicher Seite stellt das im Rahmen der Validierungsarbeiten die-
ser Dissertation entstandene Dienstportal Crowdserving eines der ersten Weban-
gebote dar, auf dem sowohl technische als auch nichttechnische Dienstleistungen
reeller Unternehmen gesucht und genutzt werden ko¨nnen. Die Basisdienstplatt-
form SPACE als zugrundeliegende Infrastruktur wird von verschiedenen Inter-
netdienstanbietern (ISPs) auf einen praktischen Einsatz u¨berpru¨ft. Eine Instanz
der Plattform ist zudem im THESEUS-Innovationszentrum in Berlin installiert
143
144 KAPITEL 6. ZUSAMMENFASSUNG
und zur intuitiven Erfassung der operativen und qualitativen Aspekte handel-
barer Dienste o¨ffentlich nutzbar 1.
Auf akademischer Seite steht mit dem Dienstportal Servomat ein interak-
tives und kollaboratives Werkzeug zur qualita¨tsfokussierten Bereitstellung von
Diensten zur Verfu¨gung. Neben systemseitigen U¨berpru¨fungen ko¨nnen Studen-
ten und Betreuer u¨ber das System kommentieren und Verbesserungen vor-
schlagen. Mit den Experimentiererweiterungen zur SPACE-Plattform, speziell
dem Open-Access-Repository, dem Simulationsagenten SPACEagent und dem
Metadaten-Korrelationsdienst, lassen sich zuku¨nftige Forschungsfragen im In-
ternet der Dienste wesentlich einfacher experimentell lo¨sen. Schließlich dient
die modulare Struktur der SPACE-Plattform anderen Forschungsprojekten als
Technologielieferant. Dies wurde bereits in der Nutzung der Discovery-Kompo-
nente ConQo im Projekt CRUISe erprobt 2. Hierbei werden Dienste zur Repra¨-
sentation und Auslieferung komponierbarer Benutzerschnittstellen (UI Services)
mit Hilfe der deklarativen XML-Sprache UISDL registriert. Die darin enthalte-
nen nichtfunktionalen Eigenschaften ko¨nnen mit dem in dieser Dissertation ent-
wickelten SAL sowohl direkt als auch indirekt u¨ber eine Abbildung auf die jeder
Registrierung zugrunde liegenden WSML verarbeitet und qualitativ bemessen
werden.
6.2 Ausblick
Im Verlauf dieser Arbeit sind bewusst Einschra¨nkungen vorgenommen worden,
um einen zeitlich und thematisch eng gesetzten Rahmen nicht zu u¨berschreiten.
Eine Priorisierung und Erga¨nzung der erforschten Konzepte und umgesetzten
Prototypen wird fu¨r Folgearbeiten empfohlen. Ein wissenschaftlich verwertbares
Potenzial wird in diesen Erweiterungen vermutet:
• Wechselwirkung zwischen kurzfristig zur Laufzeit eines Dienstes durchge-
fu¨hrten Adaptionsmechanismen und Berechnung der Metaqualita¨t. Hier-
bei ko¨nnte eine konzeptionell getrennte Angabe der mit und ohne Ad-
aptionsmechanismen garantierbaren Qualita¨tsstufen auf Basis annotier-
barer nichtfunktionaler Eigenschaften erfolgen. Dies erlaubt im Sinne der
wirtschaftlich flexiblen Nutzung von Diensten eine getrennte Preisgestal-
tung und Abrechnung fu¨r komplexe Adaptionsverfahren als Bestandteil
von Dienstbu¨ndeln.
• Verfeinerte Berechnung der Metaqualita¨t unter Beru¨cksichtigung des zeit-
lichen Verlaufs, verfu¨gbarer Kontextdaten und der Eingabedaten zu Dienst-
aufrufen. Mit dieser Erweiterung entstu¨nde die Mo¨glichkeit, Sto¨reinflu¨sse
wie tempora¨re U¨berlastungen oder fehlerhafte Plattformbestandteile zu
beru¨cksichtigen sowie die Qualita¨t anspruchsvoller Dienstbeschreibungs-
formate wie CQML+ detaillierter zu u¨berpru¨fen.
• Verteilter Abgleich von Metaqualita¨tsinformationen, die aus mo¨glicher-
weise unterschiedlichen Implementierungen der Berechnungsalgorithmen,




Zusammenfu¨hrung und einen Abgleich der Daten ko¨nnen sich Drittan-
bieter als Metaqualita¨tspru¨fer etablieren und die Dienstnutzer deren Er-
gebnisse mit den weiteren verfu¨gbaren vergleichen. Eine Automatisierung
des Vergleichs ließe sogar zu, bei starken Abweichungen mo¨glicherweise
fehlerhafte Metaqualita¨tsquellen zu erkennen und auszuschließen.
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Die in dieser Dissertation enthaltenen Forschungsergebnisse decken sich punk-
tuell mit publizierten Ergebnissen, die in der Folge durch Diskussionen und
die weitere Entwicklung und Evaluierung verfeinert worden sind. Eine Auswahl
dieser eigenen Publikationen soll zum besseren U¨berblick nach Kapiteln und
Themenblo¨cken geordnet an dieser Stelle aufgefu¨hrt werden.
Die erarbeiteten Konzepte und Verfahren zur Metaqualita¨t in Kapitel 3 sind
bisher nicht publiziert worden. Die Dissertation stellt somit die Erstvero¨ffentli-
chungsform dar. Eine baldige Einreichung zur vertiefenden Darstellung zentraler
Thesen wird angestrebt.
Die Architekturkonzepte, Komponenten und Methoden der Dienstplattform
SPACE in Kapitel 4 sind bereits durch Publikationen in Fachzeitschriften und
auf Konferenzen belegt worden. Diese sollen an dieser Stelle als thematisch ge-
ordnete Auswahl noch einmal aufgefu¨hrt werden.
• Suche nach Diensten und vertragliche Bindung
– Contract Services for Post-Discovery Guarantee Management. J. Spill-
ner, B. Buder, T. Schiefer, A. Schill. 4th International Conference on
Software and Data Technologies/Special Session on ACT4SOC. Sofia,
Bulgarien, Juli 2009. INSTICC-Tagungsband Bd. 2, S. 369-375.
• U¨berwachung und Anpassung der vertragsgebundenen Dienstausfu¨hrung
– Distributed Contracting and Monitoring in the Internet of Services.
J. Spillner, M. Winkler, S. Reichert, J. Cardoso, A. Schill. 9th IFIP
International Conference on Distributed Applications and Interope-
rable Systems (DAIS) / 4th International Federated Conferences on
Distributed Computing Techniques (DisCoTec). Lissabon, Portugal,
Juni 2009. Springer LNCS 5523, S. 129-142.
– SLA-driven Service Marketplace Monitoring with Grand SLAM. J.
Spillner, J. Hoyer. 4th International Conference on Software and Da-
ta Technologies (ICSOFT). Sofia, Bulgarien, Juli 2009. INSTICC-
Tagungsband Bd. 2, S. 71-74.
– Service Adaptivity through Cross-Domain Reconfiguration of Non-
Functional Properties. J. Spillner, I. Braun, A. Schill. 3rd Interna-
tional DisCoTec Workshop on Middleware-Application Interaction
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160 ANHANG A. AUSGEWA¨HLTE PUBLIKATIONEN
(MAI). Lissabon, Portugal, Juni 2009. Electronic Communications
of the EASST, S. 17-22 / ACM International Conference Proceeding
Series, S. 13-18.
– Zusicherung nichtfunktionaler Eigenschaften und Dienstgu¨te im Fu-
ture Internet of Services. I. Braun, S. Reichert, J. Spillner, A. Strunk,
A. Schill. PIK - Praxis der Informationsverarbeitung und Kommuni-
kation 31 (4), 2008, S. 225-231.
• Dienstbeschreibungen und Vertragsvorlagen als dynamisierte Artefakte
– Dynamic SLA Template Adjustments based on Service Property Mo-
nitoring. J. Spillner, A. Schill. 1st IEEE International Conference
on Cloud Computing (CLOUD). Bangalore, Indien, September 2009.
CLOUD-Tagungsband, S. 183-189.
Die auf der SPACE-Plattform aufbauende Experimentierumgebung fu¨r das
Internet der Dienste in Kapitel 5 ist durch weitere Einreichungen thematisiert
worden.
• Infrastruktur zur Experimentellen Evaluierung von Konzepten im Internet
der Dienste. J. Spillner, A. Ku¨mpel, I. Braun, A. Schill. Angenommen zum
GI-Workshop Internet der Dienste (IDD). Leipzig, September 2010.
Anhang B
Experimentierumgebung
Aufgrund der Natur verteilter, nur teilweise kontrollierbarer Systeme unterliegen
die im Rahmen dieser Arbeit entwickelten Software-Prototypen und durchge-
fu¨hrten Experimente mit resultierenden Prima¨rdaten einer besonderen Sorgfalt
bezu¨glich ihrer langfristigen externen Validierbarkeit und Nachvollziehbarkeit.
In diesem Abschnitt werden dazu grundlegende Eigenschaften der physischen
Experimentierumgebung sowie Versionierungs- und Archivierungsinformationen
bereitgestellt.
Die Software der Basisdienstplattform SPACE (vgl. Abschnitte 4.2 und 4.3)
steht unter Open-Source-Konditionen (Lizenz AGPLv3 und kompatible) zur
Verfu¨gung. Die langfristige Sicherung des Zugriffs und der Weiterentwicklung




• Versionsstand: 03. Juni 2010, Branch: stable-spaceflight-1.0beta3
• SHA-1-Commit-ID: b71ac445a20d7a02d930914fb89e303ce8851394
In a¨hnlicher Form wird die in Abschnitt 4.4 vorgestellte Software zur dienst-
lebenszyklusgebundenen Verarbeitung der Metaqualita¨ts-Metriken als SPACE-
Erweiterung unter dem Namen Cross-Format Non-Functional Properties (Xnfp)
Tools zur Verfu¨gung gestellt. Darin sind der Metadaten-Korrelationsdienst (MD-
CS) sowie die von diesem Plattformdienst genutzte Bibliothek Service Abstrac-
tion Layer (SAL) enthalten.
• Repository: http://gitorious.org/xnfp
• Versionsstand: 18. Juni 2010, Branch: master
• SHA-1-Commit-ID: 5b044dc7baf114a61370f2fa00b6440355fa3d42
Die Experimentierumgebung inklusive der SPACE-Erweiterungen zur Durch-
fu¨hrung der Experimente und der clientseitigen Simulationsagenten (vgl. Ab-
schnitt 5.2) stehen u¨ber das Projekt Internet of Services Simulators zur Verfu¨-
gung.
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• Repository: http://gitorious.org/ios-simulators
• Versionsstand: 30. Juni 2010, Branch: master
• SHA-1-Commit-ID: 840c223f17e74102220eaf4f6491d75bbe100a05
Schließlich ist ein Open-Access-Zugriff auf die wa¨hrend der Experimente und
Simulationen (vgl. Abschnitt 5.3) gewonnenen und generierten Datenbesta¨nde
u¨ber die Protokolle Git und HTTP mo¨glich.
• Prima¨r-Repository: http://data.serviceplatform.org/
Die eingesetzten Systeme setzen sich aus physischen und virtuellen Servern
zusammen.
• Das Crowdserving-Portal la¨uft als virtueller Linux-Server mit SPACE-
Komponenten auf einem Xeon-E5405-Prozessor und 2 GB RAM. Als Da-
tenbank kommt MySQL 5.1 fu¨r SPACE und SQlite 3 fu¨r Noosfero zum
Einsatz.
• Die fu¨r die Experimente verwendete Replika ist ein Core2-Dualprozessorsystem
mit 2200 MHz Taktfrequenz unter SPACEflight 1.0 beta3 mit 2 GB RAM.
• Angeschlossene Ausfu¨hrungsumgebungen ohne Replikation: Das MPWS-
System zum Hosting der Dienste u¨ber SOAPlab la¨uft als virtueller Linux-
Server mit Opteron-2224-Dualprozessor und 2 GB RAM. Der Betrieb der
Flugbuchungs-Web-Services erfolgt u¨ber einen PentiumIII-Prozessor mit
800 MHz Takt und 512 MB RAM unter Linux.
