Abstract-This communication describes an extension of the alternating direction implicit finite-difference time-domain (ADI-FDTD) method to analyze problems involving Debye media.
IV. DISCUSSION AND CONCLUSION
The results show that resistive loading applied over short distances can be effective in controlling edge effects in the scattering from high conductivity surfaces such as sea water. The Taylor-taper loading developed by Haupt and Liepta [6] proved superior to the power-law taper overall. As expected, the stronger off-specular backscattering with the power-law taper demonstrated in Fig. 3 interferes with the true surface scattering, giving poorer accuracy. However, the sidelobe level is not the only limiting factor in the use of the tapers, as evidenced by the small errors that appear in the VV scattering in Fig. 7 as the grazing angle decreases below 10 . This loss of accuracy is consistent with the behavior of the surface current in Fig. 4 . Due to the downward slope of the leading edge of the surface, the local illumination grazing angle on the leading edge is less than 30 in this region, which is also the grazing angle at which the current on the flat plate becomes significantly perturbed in Fig. 4 . The oscillations in the error in Fig. 7 appear to be due to the oscillations in the current moving across the major scattering feature (the crest jet) as the grazing angle changes. These oscillations were consistently observed for the later waves in the LONGTANK series using both the complete wave profiles (as shown here), or using the shorter "isolated-crest" profiles that were also considered in the multipath study in [4] . The largest error observed in any case when the local grazing angle was more than 20 was 1.5 dB, and occurred with an isolated-crest surface where the loading was quite close to the crest scattering feature. Moreover, errors of several dB appeared in test cases where the local grazing angle on the loaded section was permitted to move below 20 (not shown). This is clearly a limiting factor in the use of resistive loading for control of edge effects. The current oscillations may be reduced by increasing the surface length over which the loading is added. However, simply increasing the length of the unloaded section has no effect on the maximum current perturbation. The limitations in the edge loading identified in this study do not result because the surfaces that are of finite conductivity are considered. In fact, the VV current oscillations in Fig. 4 actually increased somewhat when a perfectly conducting surface was considered, behavior that was reflected by greater errors in the wave-profile cross section (greater than 2 dB in some cases where the local grazing angle on the loading was more than 20 ). No explanation is offered for this behavior. (The HH accuracy was unchanged.) Finally, the resistive-loading approach is significantly more efficient than even the MM/GTD technique for the 2-D calculations, requiring less than 30% of the CPU time for the 31 grazing angles presented in Fig. 7 . The advantage further increases as more angles are added. This makes resistive loading an attractive approach for scattering from 3-D surfaces, provided that the surface geometry allows the local grazing angle on the loaded surface sections to remain above 20 .
I. INTRODUCTION
The alternating direction implicit finite-difference time-domain (ADI-FDTD) method to solve Maxwell curl equations [1] , [2] represents, due to its unconditional stability, a new alternative to the traditional FDTD method. It is specially well suited for problems involving geometries needing different details of discretization (narrow slots, high-permittivity materials, etc.) treated with nonuniform meshing techniques [3] , [4] , since the use of locally small spatial increments does not imply, for stability reasons, the use of unnecessarily small time increments, achieving in many practical problems significant reductions in CPU time compared to the FDTD method [1] - [6] . In this communication, we propose a technique to incorporate Debye materials into the ADI formulation.
The communication is organized as follows. In Section II, we formulate Maxwell time-domain equations for Debye media in a way convenient for the ADI algorithm presented in this communication, which is described in Section III. In Section IV, a simple normal incidence problem is simulated to validate the method.
II. DISPERSIVE MATERIAL EQUATIONS
There are several approaches to the treatment of dispersive media in FDTD: convolution methods [7] , the auxiliary differential equation form [8] , etc. In this paper we use the latter as the starting point to build an extension of the ADI-FDTD to Debye dispersive media. Maxwell's curl equations for source-free homogeneous linear, isotropic, lossy, electrically dispersive Debye media can be written in the time domain as " 0 @ tẼ (t) + @ tP (t) + Ẽ(t) =r 2H(t) (1) @ tH (t) = 0 r 2Ẽ(t) (2) P(t) + @ tP (t) =(" s 0 " 0 )Ẽ(t) + (" 1 0 " 0 )@ tẼ (t) (3) withẼ ,H, andP being the usual electric, magnetic, and electrical polarization vector fields, respectively. is the magnetic permeability, "0 is the free-space permittivity, and is the constant conductivity. "1
and " s are the infinite and null frequency permittivities, respectively, and is the relaxation time of the material. Equation (3) is the auxiliary differential equation form of the frequency relationship between the electric field and the polarization in a Debye medium
Equations (1)- (3) can be written in the form
with~ (t) being the compound cartesian vector = (E x ; E y ; E z ; H x ; H y ; H z ; P x ; P y ; P z ) T
where the superscript T denotes the matrix transpose.RD is the nine-
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It can easily be seen that an equation formally similar to (10), (11) but with different actual values of r i , is obtained working with the displacement vectorD and the auxiliary differential equation relating it tõ E instead of (3).
III. ADI-FDTD
By replacing all the time and space derivatives @ u in (10) by secondorder accurate centered differences @uf(u; ...) ) f u + 1u 2 ; ... 0 f u 0 1u 2 ; ... 1u
at the space positions given by the Yee cube [9] , and at (n +(1=2))1t
in time, and averaging the right-hand side of (10) in time, we obtain the Crank-Nicolson Finite Difference Time Domain (CN-FDTD) scheme (9 n+1 09 n ) =RT 1t 2 (9 n+1 +9 n )
where9 n stands for the numerical field 9 n = E n x ; E n y ; E n z ; H n x ; H n y ; H n z ; P n x ; P n y ; P n z T
andRT represents the finite-difference replacement of the analytical space operatorR T (11) .
The application of the CN-FDTD scheme to practical problems requires prohibitively large computational resources, since it involves the solution of a sparse linear system of equations at each time step. Using the ideas of Peaceman, Rachford, and Douglas [10] , [11] , it is possible to factorize the CN-FDTD scheme into a two-substep procedure, each one only needing the solution of a tridiagonal system of equations, by adding an extra term in the following manner (9 n+1 09 n )+ 1t 2 4ÃB (9 n+1 09 n ) =RT 1t 2 (9 n+1 +9 n ): (18) Both the CN-FDTD scheme and the scheme (18) are unconditionally stable regardless of the ratio between the space and time increment employed [12] . If the operatorsÃ andB are chosen so that A +B =R T 
The system (26), (27) can now be solved by back-substitution at each time step: to advance from n to n 3 , first obtainẼ n , thenH n , finallỹ P n , and similarly to advance from n 3 to n + 1. Notice that at each sub-step n 3 and n + 1 only the electric field equations involve the solution of a system of equations which is tridiagonally implicit-inspace because the operatorsRoRe andReRo only use second-order differences in one direction in turn. Both the magnetic field and the polarization are obtained explicitly in space.
In the lossless nondispersive case ("s = "1 ", ! 1, = 0), we have r 0 = r 2 = r 4 = r 6 = 0, r 1 = (1="), r 3 = 0(1=), r 5 = ((" 0 " 0 )="), s 0 = s 2 = 1, s 1 = (1t 2 =4"), s 3 = (1t=2"), and, as expected, the polarization is no longer necessary to advance the electric field. Notice that, in this case (26), (27) coincide with the usual algorithm described in [1] , [2] for nondispersive media setting n 3 = n + (1=2).
IV. NUMERICAL RESULTS
A very simple problem is used to test this method. Aẑ-polarized Gaussian-pulsed plane wave propagates along +ŷ inciding normally on a PEC-backed parallelepipedic slab of a dispersive material ( Fig. 1) with dimensions along (x, y, z) of (1,2.5,1) mm, respectively. The parameter of the pulse is taken so that there is a decay of 020 dB in its frequency spectrum at 57 GHz. The dispersive parameters and the constant conductivity have been chosen so that the effect of each parameter has a noticeable influence on the frequency behavior of the reflected field: " s = 4" 0 , " 1 = 2" 0 , = 9:4 s, = 2 S=m. PEC conditions in the upper and lower planes, and PMC ones in the front and back planes support the plane wave. An eight-cell perfectly matched layer (PML) with 080 dB of normal reflection coefficient with the formulation described in [13] is employed to truncate the computational (free-)space in the 0ŷ direction.
A uniformly spaced mesh was chosen with cells of 0.1 mm, leading to a minimum resolution of 52.6 cells per wavelength (at 57 GHz) in free-space (36.8 cells per wavelength inside the slab). For the ADI-FDTD procedure, we sampled the period at 57 GHz with 20 points, while we used 52:7 p 3 samples per period for the explicit FDTD procedure (to fulfill the Courant limit). Our ADI-FDTD code (roughly 1.5 times slower than the FDTD one to advance a single step) was then able to obtain the solution three times faster than the explicit FDTD method, for this test case. Fig. 1 shows the incident and total fields at the interface, computed both with the ADI-FDTD and with the usual FDTD schemes. In Fig. 2 we plot the magnitude and phase of the reflection coefficient compared to the theoretical value. Excellent agreement is observed in all cases.
V. CONCLUSION
A systematic approach has been used to construct an ADI-FDTD scheme which is able to deal with Debye type materials. The starting point is an implicit Crank-Nicolson scheme approximating the timedomain Maxwell equations and the partial differential equation relating the polarization to the electric field. The Peaceman-Rachford-Douglas procedure is then used to split the Crank-Nicolson equation, obtaining a tridiagonally implicit-in-space ADI-FDTD algorithm which can easily be computationally solved by rapid routines.
