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The positive solutions of a class of singular third-order three-point boundary value
problems are considered by using the Guo–Krasnosel’skii ﬁxed point theorem of cone
expansion-compression type. In this class of problems, the nonlinear term is allowed to
be singular. Main results show that this class of problems can have n positive solutions
provided that the conditions on the nonlinear term on some bounded sets are appropriate.
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1. Introduction
Let 12  η < 1. In this paper we consider the existence of multiple positive solutions for the following nonlinear third-
order three-point boundary value problem
(P)
{
u′′′(t) = h(t) f (t,u(t)), 0< t < 1,
u(0) = u′(η) = u′′(1) = 0.
Here, by a positive solution u∗ of (P) we mean a solution u∗ of (P) which satisﬁes u∗(t) > 0, 0< t < 1.
Throughout this paper, let 0< α < β < 1, C[0,1] be the Banach space with norm ‖u‖ =max0t1|u(t)| and
G(t, s) =
{
tmin{η, s} − 12 t2, 0 t  s 1,
tmin{η, s} + 12 s2 − ts, 0 s t  1,
A =
[
max
0t1
1∫
0
G(t, s)h(s)ds
]−1
, B =
[
max
0t1
β∫
α
G(t, s)h(s)ds
]−1
.
The nonlinear third-order three-point problem (P) has been widely studied by a number of authors when f : [0,1] ×
[0,+∞) → [0,+∞) is continuous. For details, see [1–8] and references therein.
By applying the localization method used in [3,7] we can prove the following local existence theorem.
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(a1) f (t,u) aA, (t,u) ∈ [0,1] × [0,a].
(a2) f (t,u) bB, (t,u) ∈ [α,β] × [σ¯b,b].
Then problem (P) has at least one positive solution u∗ ∈ K¯ satisfyingmin{a,b} ‖u∗‖max{a,b}.
In Theorem 1.1, σ¯ = min{α,1− β},
K¯ = {u ∈ C[0,1]: u(t) σ¯‖u‖, α  t  β}.
All of the results in [3] and [7] are corollaries of Theorem 1.1. It is worth point out that the paper [7] concerned only
with the singularity of the coeﬃcient h(t) at t = 0, t = 1. More precisely, the paper [1–7] do not consider the singularity of
the nonlinear term f (t,u) at t = 0, t = 1 and u = 0. In this paper, we will consider the third-order three-point problems (P)
with the above.
Throughout this paper, we assume that
(H1) h : (0,1) → [0,+∞) is continuous and
0< max
0t1
β∫
α
G(t, s)h(s)ds max
0t1
1∫
0
G(t, s)h(s)ds < +∞.
(H2) f : (0,1) × (0,+∞) → [0,+∞) is continuous.
(H3) There exist continuous functions g : [0,1] × [0,+∞) → [0,+∞) and λ : (0,1) × (0,+∞) → [0,+∞) such that
f (t,u) g(t,u) + λ(t,u), (t,u) ∈ (0,1) × (0,+∞).
(H4) λ : (0,1) × (0,+∞) → [0,+∞) is a nonincreasing function in u for any 0< t < 1.
(H5) For any r > 0, max0t1
∫ 1
0 G(t, s)h(s)λ(s, rq(s))ds < +∞, where q(t) = min{ tη , 1−t1−η }.
Therefore, we allow that the nonlinear term h(t) f (t,u) is singular at t = 0, t = 1 and u = 0.
This paper will establish some general criteria for the existence of single and multiple positive solutions of the prob-
lem (P) under the assumptions (H1)–(H5). If f (t,u) = g(t,u) + λ(t,u), then the singular part λ(t,u) is regarded as a
perturbation for the continuous part g(t,u).
The paper is organized as follows. In Section 2, we will construct a suitable cone and transform the problem (P) into
an integral equation. We will prove that the related integral operator is local completely continuous. In Section 3, we
will establish the local existence of n positive solutions by applying the Guo–Krasnosel’skii ﬁxed point theorem of cone
expansion-compression type. The idea of this paper originates in many recent investigations, see, for example, [9–15].
2. Preliminaries
Denote
K = {u ∈ C[0,1]: u(t) ‖u‖q(t), 0 t  1},
Ω(r) = {u ∈ K : ‖u‖ < r}, ∂Ω(r) = {u ∈ K : ‖u‖ = r}.
Then K is a cone of nonnegative functions in C[0,1].
Deﬁne the operator T as follows
(Tu)(t) =
1∫
0
G(t, s)h(s) f
(
s,u(s)
)
ds, 0 t  1.
Lemma 2.1. Let 0< a < b. Then T : Ω(b)\Ω(a) → K is a completely continuous operator.
Proof. Let u ∈ Ω(b)\Ω(a). Then
aq(t) ‖u‖q(t) u(t) ‖u‖ b, 0 t  1.
By the assumption (H4), λ(t,u(t)) λ(t,aq(t)), 0 t  1. By (H5), max0t1
∫ 1
0 G(t, s)h(s)λ(s,aq(s))ds < +∞.
Let λn(t,aq(t)) = min{λ(t,aq(t)),n}. Then
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0t1
1∫
0
G(t, s)h(s)
[
λ
(
s,aq(s)
)− λn(s,aq(s))]ds → 0.
Let fn(t,u) =min{ f (t,u), g(t,u) + λn(t,aq(t))}. Then fn : [0,1] × [0,+∞) → [0,+∞) is continuous. Deﬁne the operator Tn
as follows
(Tnu)(t) =
1∫
0
G(t, s)h(s) fn
(
s,u(s)
)
ds, 0 t  1.
Modeling the proof of Theorem 2.3 in [7] we can prove Tn : K → C[0,1] is completely continuous by the continuity of
fn(t,u) and the Arzela–Ascoli theorem. Direct computations give that
sup
u∈Ω(b)\Ω(a)
‖Tu − Tnu‖ = sup
u∈Ω(b)\Ω(a)
max
0t1
1∫
0
G(t, s)h(s)
[
f
(
s,u(s)
)− fn(s,u(s))]ds
 sup
u∈Ω(b)\Ω(a)
max
0t1
1∫
0
G(t, s)h(s)
[
λ
(
s,aq(s)
)− λn(s,aq(s))]ds
= max
0t1
1∫
0
G(t, s)h(s)
[
λ
(
s,aq(s)
)− λn(s,aq(s))]ds → 0.
It shows that the completely continuous operators Tn converge to the operator T uniformly on the set Ω(b)\Ω(a). Hence,
T : Ω(b)\Ω(a) → C[0,1] is a completely continuous operator.
On the other hand, since
(Tu)′′′(t) = h(t) f (t,u(t)) 0, 0< t < 1,
we see that (Tu)′′(t) is a nondecreasing function in t . Since (Tu)′′(1) = 0, we have (Tu)′′(t) 0, 0 t  1. It implies that
(Tu)(t) is a nonnegative concave function, i.e. for any t1, t2 ∈ [0,1] and λ ∈ [0,1],
(Tu)
(
λt2 + (1− λ)t1
)
 λ(Tu)(t2) + (1− λ)(Tu)(t1) 0.
Since
∂
∂t
G(t, s) =
{
min{η, s} − t, 0 t  s 1,
min{η, s} − s, 0 s t  1,
we have ∂
∂t G(η, s) ≡ 0, 0 t  1. Since
(Tu)′(t) =
1∫
0
∂
∂t
G(t, s)h(s) f
(
s,u(s)
)
ds, 0 t  1,
we obtain (Tu)′(η) = 0. Thus (Tu)(η) = max0t1(Tu)(t) = ‖Tu‖. Since (Tu)(t) is a nonnegative concave function on [0,1],
we have
(Tu)(t) t
η
‖Tu‖, 0 t  η; (Tu)(t) 1− t
1− η ‖Tu‖, η t  1.
It follows (Tu)(t) ‖Tu‖q(t), 0 t  1.
Therefore T : Ω(b)\Ω(a) → K is a completely continuous operator. 
Our approach is based on the following Guo–Krasnosel’skii ﬁxed point theorem of cone expansion-compression type.
Lemma 2.2. Let X be a Banach space, and K ⊂ X be a cone in X. Assume Ω1 , Ω2 are bounded open subset of K with 0 ∈ Ω1 ⊂
Ω1 ⊂ Ω2, and let F : Ω2\Ω1 → K be a completely continuous operator such that, either
(1) ‖Fu‖ ‖u‖, u ∈ ∂Ω1 , and ‖Fu‖ ‖u‖, u ∈ ∂Ω2 , or
(2) ‖Fu‖ ‖u‖, u ∈ ∂Ω1 , and ‖Fu‖ ‖u‖, u ∈ ∂Ω2 .
Then F has a ﬁxed point in Ω2\Ω1.
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We introduce the following height functions:
ϕ(r) = max{g(t,u): 0 t  1, rq(t) u  r},
ψ(r) = min{ f (t,u): α  t  β, rq(t) u  r}.
In addition, denote I(r) = max0t1
∫ 1
0 G(t, s)h(s)λ(s, rq(s))ds.
Theorem 3.1 is an existence criterion of a positive solution for the singular problem (P). The theorem shows that
the existence of a positive solution depends only on the properties of the nonlinear term f (t,u) on the bounded set
{(t,u): 0< t < 1, aq(t) u  b} and is independent of the states of f (t,u) outside the set.
Theorem 3.1. Assume that there exist two positive numbers a < b such that one of the following conditions is satisﬁed:
(b1) ϕ(a) (a − I(a))A, ψ(b) bB.
(b2) ψ(a) aB, ϕ(b) (b − I(b))A.
Then problem (P) has at least one positive solution u∗ ∈ K such that a ‖u∗‖ b.
Proof. Without loss of generality, we prove only the case (b1).
If u ∈ ∂Ω(a), then ‖u‖ = a and aq(t)  u(t)  a, 0  t  1. From this, g(t,u(t))  ϕ(a)  (a − I(a))A, λ(t,u(t)) 
λ(t,aq(t)), 0 t  1. It follows
‖Tu‖ = max
0t1
1∫
0
G(t, s)h(s) f
(
s,u(s)
)
ds
 max
0t1
1∫
0
G(t, s)h(s)
[
g
(
s,u(s)
)+ λ(s,u(s))]ds
 max
0t1
1∫
0
G(t, s)h(s)g
(
s,u(s)
)
ds + max
0t1
1∫
0
G(t, s)h(s)λ
(
s,aq(s)
)
ds

(
a − I(a))A max
0t1
1∫
0
G(t, s)h(s)ds + I(a)
= (a − I(a))AA−1 + I(a) = a = ‖u‖.
If u ∈ ∂Ω(b), then ‖u‖ = b and bq(t) u(t) b, 0 t  1. Thus f (t,u(t))ψ(b) bB , α  t  β . It follows
‖Tu‖ max
0t1
β∫
α
G(t, s)h(s) f
(
s,u(s)
)
ds bB max
0t1
β∫
α
G(t, s)h(s)ds = bB · B−1 = b = ‖u‖.
By Lemmas 2.1 and 2.2, the operator T has one ﬁxed point u∗ ∈ Ω(b)\Ω(a). It implies
u∗(t) =
t∫
0
G(t, s)h(s) f
(
s,u∗(s)
)
ds, 0 t  1.
Computing the third derivative of u∗(t), we get
(u∗)′′′(t) = h(t) f (t,u∗(t)), 0< t < 1.
Since G(0, s) ≡ 0, ∂
∂t G(η, s) ≡ 0, ∂
2
∂t2
G(1, s) ≡ 0, 0 s 1, we have u∗(0) = (u∗)′(η) = (u∗)′′(1) = 0.
Therefore, u∗ is a solution of the problem (P) and a  ‖u∗‖  b. Since u∗(t)  aq(t) > 0, 0 < t < 1, the solution u∗ is
positive. 
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(c1) ϕ(a) (a − I(a))A, ψ(b) > bB, ϕ(c) (c − I(c))A.
(c2) ψ(a) aB, ϕ(b) < (b − I(b))A, ψ(c) cB.
Then problem (P) has at least two positive solutions u∗1,u∗2 ∈ K such that a ‖u∗1‖ < b < ‖u∗2‖ c.
Proof. We prove only the case (c2).
Applying the assumptions ϕ(b) < (b − I(b))A, ψ(c)  cB and copying the proof of Theorem 3.1, we see that (P) has
one positive solution u∗2 ∈ K such that b < ‖u∗2‖ c. Similarly, the problem (P) has one positive solution u∗1 ∈ K such that
a ‖u∗1‖ < b by the assumption ψ(a) aB , ϕ(b) < (b − I(b))A. 
Theorem 3.3. Assume that there exist four positive numbers a < b < c < d such that one of the following conditions is satisﬁed:
(d1) ϕ(a) (a − I(a))A, ψ(b) > bB, ϕ(c) < (c − I(c))A, ψ(d) dB.
(d2) ψ(a) aB, ϕ(b) < (b − I(b))A, ψ(c) > cB, ϕ(d) (d − I(d))A.
Then problem (P) has at least three positive solutions u∗1,u∗2,u∗3 ∈ K such that a ‖u∗1‖ < b < ‖u∗2‖ < c < ‖u∗3‖ d.
Denote the integer part of c by [c]. Generally, we have the following existence theorem.
Theorem 3.4. Assume that there exist n + 1 positive numbers a1 < a2 < · · · < an+1 such that one of the following conditions is
satisﬁed:
(e1) ϕ(a2k−1) < (a2k−1 − I(a2k−1))A, k = 1, . . . , [n+22 ] and ψ(a2k) > a2kB, k = 1, . . . , [n+12 ].
(e2) ψ(a2k−1) > a2k−1B, k = 1, . . . , [n+22 ] and ϕ(a2k) < (a2k − I(a2k))A, k = 1, . . . , [n+12 ].
Then problem (P) has at least n positive solutions u∗k ∈ K , k = 1,2, . . . ,n, such that ak < ‖u∗k‖ < ak+1 .
If lim infu→+0 minαtβ f (t,u) > 0 (particularly, limu→+0 minαtβ f (t,u) = +∞), we have the following existence the-
orems.
Corollary 3.5. Assume lim infu→+0 minαtβ f (t,u) > 0 and there exists a positive number a > 0 such that ϕ(a)  (a − I(a))A.
Then problem (P) has at least one positive solution u∗ ∈ K such that 0< ‖u∗‖ a.
Proof. Since lim infu→+0 minαtβ f (t,u) > 0, there exists 0< b < a such that f (t,u) bB , (t,u) ∈ [α,β]×[0,b]. It follows
ψ(b) bB .
By Theorem 3.1, the problem (P) has one positive solution u∗ ∈ K such that 0< b ‖u∗‖ a. 
Corollary 3.6. Assume lim infu→+0 minαtβ f (t,u) > 0 and there exist two positive numbers 0 < a < b such that
ϕ(a) < (a − I(a))A, ψ(b) bB. Then problem (P) has at least two positive solutions u∗1,u∗2 ∈ K such that 0< ‖u∗1‖ < a ‖u∗2‖ b.
Proof. The proof is completed by Theorem 3.1 and Corollary 3.5. 
Corollary 3.7. Assume lim infu→+0 minαtβ f (t,u) > 0 and there exist n positive numbers a1 < a2 < · · · < an such that
ϕ(a2k−1) < (a2k−1 − I(a2k−1))A, k = 1, . . . , [n+12 ] and ψ(a2k) > a2kB, k = 1, . . . , [ n2 ]. Then problem (P) has at least n positive
solutions u∗k ∈ K , k = 1,2, . . . ,n, such that
0<
∥∥u∗1∥∥< a1 < ∥∥u∗2∥∥< a2 < · · · < ∥∥u∗n∥∥< an.
The following corollary is convenient for the existence of a single positive solution.
Corollary 3.8. Assume lim infu→+0 minαtβ f (t,u) > 0 and limsupu→+∞ max0t1 g(t,u)/u < A. Then problem (P) has at least
one positive solution u∗ ∈ K .
Proof. Let ε = 12 [A − limsupu→+∞ max0t1 g(t,u)/u]. Then there exists a1 > 0 such that
g(t,u) (A − ε)u, (t,u) ∈ [0,1] × [a1,+∞).
Choose a2 > a1 such that max{g(t,u): (t,u) ∈ [0,1] × [0,a1]} (A − ε)a2 and AI(a1) a2ε. From this,
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Noticing I(a2) I(a1), we have
ϕ(a2) (A − ε)a2 
(
a2 − I(a1)
)
A 
(
a2 − I(a2)
)
A.
By Corollary 3.5, the proof is completed. 
Remark. Theorem 1.1 is a special case of Theorem 3.1 with f (t,u) = g(t,u) and λ(t,u) ≡ 0.
Assume that the conditions of Theorem 1.1 are hold, f (t,u) = g(t,u) and λ(t,u) ≡ 0. Then, we have I(r) = 0 for any
r > 0.
Since q(t) min{t,1 − t} and σ¯ = minαtβ min{t,1 − t}, we see that, if (t,u) ∈ [α,β] × [σ¯b,b], then (t,u) ∈ [α,β] ×
[bq(t),b].
It follows that ϕ(a) aA if f (t,u) aA, (t,u) ∈ [0,1] × [0,a], ψ(b) bB if f (t,u) bB , (t,u) ∈ [α,β] × [σ¯b,b].
By Theorem 3.1, the conclusion of Theorem 1.1 is obtained.
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