Abstract. A sequence of almost critical Galton-Watson branching processes with immigration is studied. Sufficient conditions for the weak convergence of such processes to a diffusion process are found.
(n) k , k ∈ N, defined by the following recursion relations:
If one treats the random variable ξ are finite for all n ∈ N. A stochastic process defined by (1) is called subcritical, critical, or supercritical if m n < 1, m n = 1, or m n > 1, respectively. Further, a process given by (1) is called almost critical if m n → 1 as n → ∞. Wei and Winnicki [1] consider the random step function
for the case where the distributions of random variables ξ (n)
i,j and ε (n) 1 do not depend on n and m = 1; that is, they study the critical case where λ n = λ, σ 
Here C ∞ c (R + ) is the space of infinitely differentiable functions defined on R + and whose support is a compact set. The process X is a (unique) solution of the following stochastic differential equation:
with the initial condition X(0) = 0, where (w(t)) t∈R + is a standard Wiener process. Sriram [2] proved that
where (X α (t)) t∈R + , X α (0) = 0, is a (nonnegative) diffusion process with an infinitesimal operator A α such that
Sriram [2] assumed the following:
The process (X α (t)) t∈R + is a (unique) solution of the following stochastic differential equation:
where µ(t) = λ t 0 e αs ds, t ∈ R + , if conditions C1) and C3) hold and if σ 2 n → 0 as n → ∞ (conditions such as C4) can be omitted in this case). It is clear that µ(t) is a solution of the following ordinary differential equation:
and its operator A α can be written as follows:
. This result shows that the Sriram theorem mentioned above holds for the case where σ 2 n → 0 (if one formally puts σ = 0 in (2), then one obtains (4)).
The aim of this paper is to generalize the Sriram theorem for the case where the behavior (as n → ∞) of m n , σ 
where (X α,β (t)) t∈R + is a (nonnegative and unique) solution of the following stochastic differential equation:
Note that Sriram's result follows from the latter theorem if β = 1, γ = 1, and if condition D2) holds.
As follows from results of [5, Chapter 4, §8] a solution of the latter equation is nonnegative and unique, indeed.
Proof of the theorem. We consider only the case where condition D1) is satisfied. It is not hard to see that
. . is a Markov chain assuming values in the set E n = {l/n γ , l = 0, 1, . . . }, since the families of random variables
According to Theorem 6.5 of Chapter 1 and Corollary 8.9 of Chapter 4 in [4] , we need to show that (5) lim
It is obvious that
n γ x . By the Taylor formula with the Schlö-milch-Roche remainder term we get
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Now we represent ∆ f n (x) in the following form:
To prove equality (5), one needs to show that
for any sequence {x n } such that x n ∈ E n , n ∈ N, and
Assume that the support of the function f coincides with the interval [0, c]. According to conditions A and C we get
It is obvious that
If x n → 0, then the latter relation together with (7) implies that
by the assumptions of the theorem. Consider the case of x n → ∞ as n → ∞. In this case,
Then we obtain from (13) that
It remains to consider the case where x n → x as n → ∞ for some 0 < x < ∞. By conditions B and C,
Then the Chebyshev inequality implies that
as n → ∞. This result, condition F, and the central limit theorem imply that
where N is a random variable whose distribution is normal with parameters (0, 1) and where the symbol ⇒ denotes the weak convergence. Taking into account condition B of the theorem we conclude that
as n → ∞.
Further,
n γ x n .
