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Abstract
The edge-Wiener index of a connected graph G is defined as the Wiener index of the line graph
of G. In this paper it is shown that the edge-Wiener index of an edge-weighted graph can be
computed in terms of the Wiener index, the edge-Wiener index, and the vertex-edge-Wiener
index of weighted quotient graphs which are defined by a partition of the edge set that is
coarser than Θ∗-partition. Thus, already known analogous methods for computing the edge-
Wiener index of benzenoid systems and phenylenes are greatly generalized. Moreover, reduction
theorems are developed for the edge-Wiener index and the vertex-edge-Wiener index since they
can be applied in order to compute a corresponding index of a (quotient) graph from the so-
called reduced graph. Finally, the obtained results are used to find the closed formula for the
edge-Wiener index of an infinite family of graphs.
1 Introduction
The Wiener index of a connected graph G is defined as
W (G) =
∑
{u,v}⊆V (G)
dG(u, v) =
1
2
∑
u∈V (G)
∑
v∈V (G)
dG(u, v),
where dG(u, v) represents the distance between vertices u and v of G (naturally, dG(u, v) is
defined as the number of edges on a shortest path from u to v). This index was developed by
Wiener in 1947 and has many applications in chemistry and also in network theory since it is
used for analysing the structure of communication, social, and other networks [17]. It is also
closely related to the average distance of a graph. As a consequence, the Wiener index was
investigated in many papers (see [22] for a survey).
On the other hand, the edge-Wiener index was introduced 10 years ago in papers [8, 14, 16].
In [14] the authors concluded that the distance between edges e, f of a graph G, here denoted
by d0G(e, f), should be defined as the distance between the vertices e and f in the line graph
L(G) of G, i.e.
d0G(e, f) = dL(G)(e, f).
The reason for such a definition is in the fact that (E(G), d0G) represents a metric space. There-
fore, the edge-Wiener index of a connected graph G is defined as
We(G) =
1
2
∑
e∈E(G)
∑
f∈E(G)
d0G(e, f).
We can easily see from the above definition that We(G) is actually the Wiener index of the line
graph of G, i.e. We(G) = W (L(G)). Because of this equality, many results on the edge-Wiener
index were known before the index was defined (see [9, 10]).
Nevertheless, if e = xy, f = ab are two edges of a graph G, we can also set
d1G(e, f) = min{dG(x, a), dG(x, b), dG(y, a), dG(y, b)},
which was denoted by d̂G(e, f) in [15]. The above definition leads to a different version of the
edge-Wiener index, denoted by Ŵe(G), which is defined in the following way:
Ŵe(G) =
1
2
∑
e∈E(G)
∑
f∈E(G)
d1G(e, f).
Note that in [14] the numbers We(G) and Ŵe(G) were denoted by We0(G) and We1(G), respec-
tively. It is easy to observe that for two edges e, f of a graph G, e 6= f , it holds d0G(e, f) =
d1G(e, f) + 1 and therefore, the following relation holds for We(G) and Ŵe(G) (see also [14, 16]):
We(G) = Ŵe(G) +
(
|E(G)|
2
)
. (1)
For our purposes, d1G turns out to be more convenient than d
0
G. Hence, we also write dG
instead of d1G, i.e. for any two edges e, f ∈ E(G) we set
dG(e, f) = d
1
G(e, f).
For some of the recent discoveries on the edge-Wiener index the reader can refer to [6, 20,
21, 24] and also to a survey paper [13]. Moreover, it is worth mentioning that the edge-Wiener
index of any connected graph G is closely related to the edge-Hosoya polynomial [4] of G, defined
as He(G,x) =
∑
k≥0 de(G, k)x
k , where de(G, k) denotes the number of (unordered) edge pairs
at distance k.
The cut method is a very common and popular method for calculating molecular descriptors.
Usually, it reduces the problem of calculating a topological index to the problem of calculating
some indices of smaller graphs obtained by the edge cuts, see [18] for a recent survey. This
method is often applied on benzenoid systems, partial cubes, and other families of molecular
graphs [2, 26, 27]. In particular, some methods for computing the edge-Wiener index were
developed, for instance, in [3, 7, 28].
In [15] it has been shown that the edge-Wiener index of a benzenoid system can be computed
by using the three Wiener indices of three weighted quotient trees obtained from elementary
cuts. Later, a similar result has been established for phenylenes [29] (note that phenylenes and
benzenoid systems represent important chemical graphs). In this paper, we generalize the results
from [15, 29] and prove that the edge-Wiener index of an edge-weighted graph can be calculated
in terms of the Wiener index, the edge-Wiener index, and the vertex-edge-Wiener index of
weighted quotient graphs defined by a partition of the edge set that is coarser than the Θ∗-
partition (definitions of these concepts are included in the next section). Therefore, our method
is not restricted to some specific family of graphs and neither to partial cubes, but can be applied
on any graph with at least two Θ∗-classes. Consequently, the mentioned result can be used to
develop very fast algorithms for calculating the edge-Wiener index of important chemical graphs
or networks and also to easily find formulas in the closed form for some families of graphs. Such
methods were recently developed also for other distance-based topological indices: the Wiener
index [19], the revised (edge-)Szeged index [23], the degree distance [5], the Graovac-Pisanski
index [25]. We should mention that instead of using our method for the edge-Wiener index one
could use the method from [19] on the line graph. However, it turns out that the line graphs of
interesting networks often contain a small number of Θ∗-classes and therefore, this method does
not improve efficiency of calculating the edge-Wiener index on such graphs.
As already mentioned, with our method it is possible to calculate the edge-Wiener index
by calculating the corresponding indices on quotient graphs. However, it turns out that in
some cases such a quotient graph can be transformed into the smaller graph in such a way
that the indices of the first graph can be computed in terms of the corresponding indices of the
reduced graph. In [17] it was shown that the Wiener index of a vertex-weighted graph can be
computed from the Wiener index of a reduced graph. Therefore, we prove such results also for
the edge-Wiener index and the vertex-edge-Wiener index.
The paper is divided into six sections. In the next section, we include some basic definitions
and results that are needed later. In Section 3, it is firstly shown how the distance between two
edges can be computed by using the corresponding distances in quotient graphs. In addition,
we use this result to obtain the method for computing the edge-Wiener index. Moreover, the
reduction theorems are proved in Section 4. Furthermore, in Section 5 the obtained results are
applied to an infinite family of graphs in order to calculate the closed formula for the edge-Wiener
index. Finally, some concluding remarks are mentioned in the last section.
2 Preliminaries
The graphs appearing in this paper are simple and finite. For a vertex v of a graph G, we denote
by NG(v), or shortly by N(v), the set of vertices adjacent to v, i.e. NG(v) = {u ∈ V (G) |uv ∈
E(G)}. The distance between two vertices and the two distances between two edges have already
been defined in the previous section. In addition, the distance between a vertex v ∈ V (G) and
an edge e = xy ∈ E(G) is
dG(v, e) = min{dG(v, x), dG(v, y)} .
The vertex-edge-Wiener index of a graph G was defined in [15] as
Wve(G) =
∑
v∈V (G)
∑
e∈E(G)
dG(v, e).
However, in [16] the definition of Wve(G) was stated with factor 1/2.
Next, we introduce the Wiener index, both versions of the edge-Wiener index, and the vertex-
edge-Wiener index of weighted graphs. Let R+0 = [0,∞). Suppose G is a graph and w : V (G)→
R
+
0 , we : E(G) → R
+
0 are some weights on the set of vertices and edges, respectively. We say
that (G,w) is the vertex-weighted graph, (G,we) is the edge-weighted graph, and (G,w,we) is
the vertex-edge-weighted graph. Therefore, it is possible to define Wiener indices of such graphs
as follows [15]:
W (G,w) =
1
2
∑
u∈V (G)
∑
v∈V (G)
w(u)w(v)dG(u, v),
We(G,we) =
1
2
∑
e∈E(G)
∑
f∈E(G)
we(e)we(f)d
0
G(e, f),
Ŵe(G,we) =
1
2
∑
e∈E(G)
∑
f∈E(G)
we(e)we(f)dG(e, f),
Wve(G,w,we) =
∑
v∈V (G)
∑
e∈E(G)
w(v)we(e)dG(v, e).
Let e = xy and f = ab be two edges of a graph G. If
dG(x, a) + dG(y, b) 6= dG(x, b) + dG(y, a),
we say that e and f are in relation Θ (also known as Djokovic´-Winkler relation) and write eΘf .
Note that in some graphs this relation is not transitive (for example in odd cycles), although it
is always reflexive and symmetric. As a consequence, we often consider the smallest transitive
relation that contains relation Θ (i.e. the transitive closure of Θ) and denote it by Θ∗. It is known
that in a partial cube, which is defined as an isometric subgraph of some hypercube, relation Θ
is always transitive, so Θ = Θ∗. Moreover, the class of partial cubes contains many interesting
molecular graphs (for example benzenoid systems and phenylenes). For more information on
partial cubes and relation Θ see [12].
Let E = {E1, . . . , Et} be the Θ
∗-partition of the edge set E(G) and F = {F1, . . . , Fr} an arbitrary
partition of E(G). If every element of E is a subset of some element of F , we say that F is
coarser than E . In such a case F will be shortly called a c-partition.
Suppose G is a graph and E′ ⊆ E(G) is some subset of its edges. The quotient graph G/E′ is
defined as the graph that has connected components of G \E′ as vertices; two such components
X and Y being adjacent in G/E′ if and only if some vertex from X is adjacent to a vertex
from Y in graph G. If F = XY ∈ E(G/E′) is an edge in graph G/E′, then we denote by F
also the set of edges of G that have one end vertex in X and the other end vertex in Y , i.e.
F = {xy ∈ E(G) |x ∈ V (X), y ∈ V (Y )}.
Let G be a connected graph and let {F1, . . . , Fr} be a c-partition of the set E(G). For any
i ∈ {1, . . . , r}, we define the function ℓi : V (G) → V (G/Fi) as follows: for any v ∈ V (G) let
ℓi(v) be the connected component X of the graph G \ Fi such that v ∈ V (X). The next lemma
was obtained in [19], but the proof can be also found in [25].
Lemma 2.1 [19, 25] Suppose G is a connected graph and {F1, . . . , Fr} is a c-partition of the
set E(G). If u, v ∈ V (G) are two vertices, then
dG(u, v) =
r∑
i=1
dG/Fi(ℓi(u), ℓi(v)).
3 The method for computing the edge-Wiener index
In this section we prove that the edge-Wiener index of a graph can be computed from the
corresponding quotient graphs with specific weights on vertices and edges. Firstly, we define a
function which maps any edge of G either to a vertex or to an edge of a quotient graph. Note
that our definition generalizes the corresponding definition from [15].
Definition 3.1 Suppose G is a connected graph and {F1, . . . , Fr} is a c-partition of the set
E(G). For any i ∈ {1, . . . , r}, we introduce the function αi : E(G)→ V (G/Fi) ∪ E(G/Fi) by
αi(xy) =
{
ℓi(x) ∈ V (G/Fi); ℓi(x) = ℓi(y) ,
ℓi(x)ℓi(y) ∈ E(G/Fi); ℓi(x) 6= ℓi(y) ,
where xy is an arbitrary edge of G.
We can now show how the distance between two edges can be computed from the distances in
the quotient graphs. In the proof, we use some ideas from [15, 23] but many new observations
are needed as well.
Theorem 3.2 If G is a connected graph and {F1, . . . , Fr} a c-partition of the set E(G), then
for every e, f ∈ E(G),
dG(e, f) =
r∑
i=1
dG/Fi(αi(e), αi(f)) .
Proof. Let e = xy and f = ab. Moreover, we can assume (without loss of generality) that
dG(e, f) = dG(x, a). By Lemma 2.1 it follows
dG(e, f) =
r∑
i=1
dG/Fi(ℓi(x), ℓi(a)).
To finish the proof, we show that dG/Fi(αi(e), αi(f)) = dG/Fi(ℓi(x), ℓi(a)) for any i ∈ {1, . . . , r}.
Therefore, choose an arbitrary i ∈ {1, . . . , r} and consider the following four cases.
Case 1. ℓi(x) = ℓi(y) and ℓi(a) = ℓi(b).
We obtain αi(e) = ℓi(x) and αi(f) = ℓi(a). Therefore, the result follows.
Case 2. ℓi(x) 6= ℓi(y) and ℓi(a) = ℓi(b).
Obviously, e ∈ Fi and for any j ∈ {1, . . . , r}, j 6= i, it holds ℓj(x) = ℓj(y). Thus, we obtain
dG/Fj (ℓj(x), ℓj(a)) = dG/Fj (ℓj(y), ℓj(a)) for all j 6= i. Moreover, by Lemma 2.1 it follows
dG(x, a)− dG(y, a) =
r∑
j=1
dG/Fj (ℓj(x), ℓj(a))−
r∑
j=1
dG/Fj (ℓj(y), ℓj(a))
=
r∑
j=1
(
dG/Fj (ℓj(x), ℓj(a)) − dG/Fj (ℓj(y), ℓj(a))
)
= dG/Fi(ℓi(x), ℓi(a)) − dG/Fi(ℓi(y), ℓi(a)).
Since dG(x, a) ≤ dG(y, a), we now deduce dG/Fi(ℓi(x), ℓi(a)) ≤ dG/Fi(ℓi(y), ℓi(a)) and
therefore,
dG/Fi(αi(e), αi(f)) = dG/Fi(ℓi(x)ℓi(y), ℓi(a)) = dG/Fi(ℓi(x), ℓi(a)).
Case 3. ℓi(x) = ℓi(y) and ℓi(a) 6= ℓi(b).
This case is similar to Case 2.
Case 4. ℓi(x) 6= ℓi(y) and ℓi(a) 6= ℓi(b).
It is clear that e, f ∈ Fi and for any j ∈ {1, . . . , r}, j 6= i, it holds ℓj(x) = ℓj(y) and
ℓj(a) = ℓj(b). Suppose that dG(e, b) = dG(z, b), where z ∈ {x, y}. We can calculate
dG(e, a) − dG(e, b) = dG(x, a)− dG(z, b)
=
r∑
j=1
dG/Fj (ℓj(x), ℓj(a))−
r∑
j=1
dG/Fj (ℓj(z), ℓj(b))
=
r∑
j=1
(
dG/Fj(ℓj(x), ℓj(a))− dG/Fj (ℓj(z), ℓj(b))
)
= dG/Fi(ℓi(x), ℓi(a))− dG/Fi(ℓi(z), ℓi(b)).
Since dG(e, a) = dG(x, a) ≤ dG(e, b), we now get
dG/Fi(ℓi(x), ℓi(a)) ≤ dG/Fi(ℓi(z), ℓi(b)). (2)
Obviously, dG(x, a) ≤ dG(y, a), dG(z, b) ≤ dG(x, b), and dG(z, b) ≤ dG(y, b). By using
similar reasoning as in Case 2, we can show
dG/Fi(ℓi(x), ℓi(a)) ≤ dG/Fi(ℓi(y), ℓi(a)),
dG/Fi(ℓi(z), ℓi(b)) ≤ dG/Fi(ℓi(x), ℓi(b)),
dG/Fi(ℓi(z), ℓi(b)) ≤ dG/Fi(ℓi(y), ℓi(b)).
From these inequalities and from inequality (2) we conclude
dG/Fi(αi(e), αi(f)) = dG/Fi(ℓi(x)ℓi(y), ℓi(a)ℓi(b)) = dG/Fi(ℓi(x), ℓi(a)).
In each case it holds dG/Fi(αi(e), αi(f)) = dG/Fi(ℓi(x), ℓi(a)), which is what we wanted to
prove. 
Let (G,we) be a connected edge-weighted graph and {F1, . . . , Fr} a c-partition of the set
E(G). The graphs G/Fi, i ∈ {1, . . . , r}, are extended to weighted graphs (G/Fi, w
i), (G/Fi, w
i
e),
(Ti, w
i, wie) in the following way:
• for each X ∈ V (G/Fi), we define w
i(X) as the sum of all the weights of edges in the
connected component X of G \ Fi, i.e. w
i(X) =
∑
e∈E(X) we(e);
• for each F = XY ∈ E(G/Fi), we define w
i
e(F ) as the sum of all the weights of edges in G
that have one end vertex in X and the other end vertex in Y , i.e. wie(F ) =
∑
e∈F we(e).
The main theorem can now be stated.
Theorem 3.3 If (G,we) is an edge-weighted connected graph and {F1, . . . , Fr} a c-partition of
the set E(G), then
Ŵe(G,we) =
r∑
i=1
(
W (G/Fi, w
i) + Ŵe(G/Fi, w
i
e) +Wve(G/Fi, w
i, wie)
)
.
Proof. By Theorem 3.2 we get
Ŵe(G,we) =
1
2
∑
e∈E(G)
∑
f∈E(G)
we(e)we(f)dG(e, f)
=
1
2
∑
e∈E(G)
∑
f∈E(G)
we(e)we(f)
(
r∑
i=1
dG/Fi(αi(e), αi(f))
)
=
r∑
i=1
(
1
2
∑
e∈E(G)
∑
f∈E(G)
we(e)we(f)dG/Fi(αi(e), αi(f))
)
.
For any i ∈ {1, . . . , r}, we denote by Ei1 and E
i
2 the set of edges of G that are mapped by
function αi to a vertex or to an edge, respectively. More precisely,
Ei1(G) = {e ∈ E(G) |αi(e) ∈ V (G/Fi)}, E
i
2(G) = {e ∈ E(G) |αi(e) ∈ E(G/Fi)}.
Obviously, it holds Ei1 ∪ E
i
2 = E(G) and E
i
1 ∩ E
i
2 = ∅ for any i ∈ {1, . . . , r}. Therefore, for two
distinct edges of G we have three possibilities: both edges belong to Ei1, both edges belong to
Ei2, or one edge belongs to E
i
1 and the other belongs to E
i
2. Consequently, we arrive to the next
formula:
Ŵe(G,we) =
r∑
i=1
(
1
2
∑
e∈Ei
1
(G)
∑
f∈Ei
1
(G)
we(e)we(f)dG/Fi(αi(e), αi(f))
+
1
2
∑
e∈Ei
2
(G)
∑
f∈Ei
2
(G)
we(e)we(f)dG/Fi(αi(e), αi(f))
+
∑
e∈Ei
1
(G)
∑
f∈Ei
2
(G)
we(e)we(f)dG/Fi(αi(e), αi(f))
)
.
Let X,Y be two arbitrary distinct connected components of G \ Fi. Obviously, for any e, e
′ ∈
E(X) and f, f ′ ∈ E(Y ) it holds dG/Fi(X,Y ) = dG/Fi(αi(e), αi(f)) = dG/Fi(αi(e
′), αi(f
′)). More-
over, ∑
e∈E(X)
∑
f∈E(Y )
we(e)we(f)dG/Fi(αi(e), αi(f)) = dG/Fi(X,Y )
∑
e∈E(X)
we(e)
∑
f∈E(Y )
we(f)
= wi(X)wi(Y )dG/Fi(X,Y ).
Let E, F be two arbitrary distinct edges of the graph G/Fi. Obviously, for any e, e
′ ∈ E and
f, f ′ ∈ F it holds dG/Fi(E,F ) = dG/Fi(αi(e), αi(f)) = dG/Fi(αi(e
′), αi(f
′)). Moreover,∑
e∈E
∑
f∈F
we(e)we(f)dG/Fi(αi(e), αi(f)) = dG/Fi(E,F )
∑
e∈E
we(e)
∑
f∈F
we(f)
= wie(E)w
i
e(F )dG/Fi(E,F ).
Finally, letX be a connected component ofG\Fi and F an edge of the graphG/Fi. Obviously, for
any e, e′ ∈ E(X) and f, f ′ ∈ F it holds dG/Fi(X,F ) = dG/Fi(αi(e), αi(f)) = dG/Fi(αi(e
′), αi(f
′)).
Moreover,∑
e∈E(X)
∑
f∈F
we(e)we(f)dG/Fi(αi(e), αi(f)) = dG/Fi(X,F )
∑
e∈E(X)
we(e)
∑
f∈F
we(f)
= wi(X)wie(F )dG/Fi(X,F ).
From the obtained observations we finally conclude
Ŵe(G,we) =
r∑
i=1
(
1
2
∑
X∈V (G/Fi)
∑
Y ∈V (G/Fi)
wi(X)wi(Y )dG/Fi(X,Y )
+
1
2
∑
E∈E(G/Fi)
∑
F∈E(G/Fi)
wie(E)w
i
e(F )dG/Fi(E,F )
+
∑
X∈V (G/Fi)
∑
F∈E(G/Fi)
wi(X)wie(F )dG/Fi(X,F )
)
=
r∑
i=1
(
W (G/Fi, w
i) + Ŵe(G/Fi, w
i
e) +Wve(G/Fi, w
i, wie)
)
.
If we set we(e) = 1 for all e ∈ E(G), the following corollary follows by equation (1).
Corollary 3.4 If G is a connected graph and {F1, . . . , Fr} a c-partition of the set E(G), then
We(G) =
r∑
i=1
(
W (G/Fi, w
i) + Ŵe(G/Fi, w
i
e) +Wve(G/Fi, w
i, wie)
)
+
(
|E(G)|
2
)
,
where wi : V (G/Fi) → R
+
0 , w
i
e : E(G/Fi) → R
+
0 are defined as follows: w
i(X) is the number
of edges in the connected component X and wie(XY ) is the number of edges in G that have one
end vertex in X and the other end vertex in Y .
4 Reduction theorems
It was shown in [17] that in some cases the computation of W (G,w) can be done by computing
the Wiener index of a smaller graph obtained by a special reduction. Such a reduction can be
defined, for example, by the so-called relation R, which is significant in various research areas
(vertices in this relation are sometimes called twin vertices). In this section, we develop analogous
results for Ŵe(G,we) and forWve(G,w,we), since these indices are needed to efficiently compute
the edge-Wiener index in terms of Corollary 3.4. An example showing how the mentioned
reductions can be used is provided in the next section.
Let G be a graph and let u, v be two vertices of G. If N(u) = N(v), then u and v are in relation
R. It is easy to check that R is an equivalence relation on the set V (G). The equivalence class
of a vertex v with respect to relation R is denoted by [v]R. The following theorem was obtained
in [17]
Theorem 4.1 [17] Let (G,w) be a connected vertex-weighted graph, c ∈ V (G), and C = [c]R =
{c1, . . . , ck}. If (G
′, w′) is defined by G′ = G \ (C \ {c}), w′(c) =
∑
x∈C w(x), and w
′(v) = w(v)
for all v ∈ V (G) \ C, then
W (G,w) =W (G′, w′) +
∑
{ci,cj}⊆C
2w(ci)w(cj).
Moreover, if w(ci) = a for any i ∈ {1, . . . , k}, a ∈ R
+
0 , then
W (G,w) =W (G′, w′) + a2k(k − 1).
However, in [17] it was assumed that a weight w is a function to the set R+ = (0,∞), but
the same proof works also when w : V (G)→ R+0 .
For the rest of the section, we define the graph G′ as in Theorem 4.1. For any c ∈ V (G),
let C = [c]R = {c1, . . . , ck} and G
′ the graph defined by G′ = G \ (C \ {c}). Let us denote
N(c) = N(ci) = {n1, . . . , ns} for any i ∈ {1, . . . , k}. Moreover, we denote
I(ci) = {cinj ∈ E(G) | j ∈ {1, . . . , s}},
I(nj) = {cinj ∈ E(G) | i ∈ {1, . . . , k}}
for any i ∈ {1, . . . , k} or j ∈ {1, . . . , s}. In other words, I(ci) is the set of edges that are
incident with vertex ci and I(nj) is the set of edges that are incident to nj and a vertex from
C. We also set I(C) = ∪i∈{1,...,k}I(ci) = ∪j∈{1,...,s}I(nj), which represents the set of edges
that are incident to a vertex of C. In addition, for any i ∈ {1, . . . , k}, j ∈ {1, . . . , s}, let
I(C)ij = I(C) \ (I(ci) ∪ I(nj)).
Furthermore, for any weight w : V (G) → R+0 we define the weight w
′ : V (G′) → R+0
by w′(c) =
∑k
i=1 w(ci) and w
′(v) = w(v) for any v ∈ V (G) \ C. Finally, for any weight
we : E(G) → R
+
0 we define the weight w
′
e : E(G
′) → R+0 in the following way: w
′
e(cnj) =∑k
i=1we(cinj), j ∈ {1, . . . , s}, and w
′
e(e) = we(e) for any e ∈ E(G) \ I(C). Now we can state
our results.
Theorem 4.2 If (G,we) is a connected edge-weighted graph, c ∈ V (G), C = [c]R = {c1, . . . , ck},
and N(c) = {n1, . . . , ns}, then
Ŵe(G,we) = Ŵe(G
′, w′e) +
1
2
∑
cinj∈I(C)
∑
e∈I(C)ij
we(cinj)we(e).
Moreover, if we(e) = a for all e ∈ I(C), a ∈ R
+
0 , then
Ŵe(G,we) = Ŵe(G
′, w′e) +
a2ks
2
(k − 1)(s − 1).
Proof. It is obvious that the theorem holds if |C| = 1. Therefore, suppose c1 = c and k ≥ 2.
We can easily check that the following properties hold true:
(i) dG(cinj, e) = dG(crnj, e) for any ci, cr ∈ C, nj ∈ N(c), and e ∈ E(G) \ I(C),
(ii) dG(e, f) = dG′(e, f) for any two edges e, f ∈ E(G) \ I(C),
(iii) dG(cinj, crnt) = 1 for any cinj, crnt ∈ I(C), i 6= r, j 6= t.
Using the obtained facts one can proceed as follows:
Ŵe(G,we) =
∑
{e,f}⊆E(G)
we(e)we(f)dG(e, f)
=
∑
e∈E(G)\I(C)
s∑
j=1
k∑
i=1
we(e)we(cinj)dG(cinj, e)
+
∑
{e,f}⊆E(G)\I(C)
we(e)we(f)dG(e, f)
+
∑
{e,f}⊆I(C)
we(e)we(f)dG(e, f)
=
∑
e∈E(G)\I(C)
s∑
j=1
we(e)dG(cnj , e)
k∑
i=1
we(cinj)
+
∑
{e,f}⊆E(G)\I(C)
we(e)we(f)dG(e, f)
+
1
2
∑
cinj∈I(C)
∑
e∈I(C)ij
we(cinj)we(e).
Therefore, we finally deduce
Ŵe(G,we) =
∑
e∈E(G′)\I(c)
s∑
j=1
w′e(e)w
′
e(cnj)dG′(cnj , e)
+
∑
{e,f}⊆E(G′)\I(c)
w′e(e)w
′
e(f)dG′(e, f)
+
1
2
∑
cinj∈I(C)
∑
e∈I(C)ij
we(cinj)we(e)
= Ŵe(G
′, w′e) +
1
2
∑
cinj∈I(C)
∑
e∈I(C)ij
we(cinj)we(e).
Furthermore, when all the edges from I(C) have the same weight a, the last term in the above
formula can obviously be simplified to a
2ks
2 (k − 1)(s − 1). 
Next, we prove a similar result also for Wve(G,w,we).
Theorem 4.3 If (G,w,we) is a connected weighted graph, c ∈ V (G), C = [c]R = {c1, . . . , ck},
and N(c) = {n1, . . . , ns}, then
Wve(G,w,we) =Wve(G
′, w′, w′e) +
k∑
i=1
∑
cr∈C\{ci}
∑
e∈I(cr)
w(ci)we(e).
Moreover, if w(ci) = a for any i ∈ {1, . . . , k} and we(e) = b for all e ∈ I(C), a, b ∈ R
+
0 , then
Wve(G,w,we) =Wve(G
′, w′, w′e) + abk(k − 1)s.
Proof. It is obvious that the theorem holds if |C| = 1. Therefore, suppose c1 = c and k ≥ 2.
We can easily check that the following properties hold true:
(i) dG(ci, e) = dG(cr, e) for any ci, cr ∈ C and e ∈ E(G) \ I(C),
(ii) dG(v, cinj) = dG(v, crnj) for any v ∈ V (G) \ C, ci, cr ∈ C, and nj ∈ N(c),
(iii) dG(v, e) = dG′(v, e) for any v ∈ V (G) \ C and e ∈ E(G) \ I(C),
(iv) dG(ci, crnj) = 1 for any ci, cr ∈ C, i 6= r, and nj ∈ I(cr).
Using these facts one can proceed as follows:
Wve(G,w,we) =
∑
v∈V (G)
∑
e∈E(G)
w(v)we(e)dG(v, e)
=
∑
e∈E(G)\I(C)
k∑
i=1
w(ci)we(e)dG(ci, e)
+
∑
v∈V (G)\C
s∑
j=1
k∑
i=1
w(v)we(cinj)dG(v, cinj)
+
∑
v∈V (G)\C
∑
e∈E(G)\I(C)
w(v)we(e)dG(v, e)
+
k∑
i=1
∑
e∈I(C)
w(ci)we(e)dG(ci, e)
=
∑
e∈E(G)\I(C)
we(e)dG(c, e)
k∑
i=1
w(ci)
+
∑
v∈V (G)\C
s∑
j=1
w(v)dG(v, cnj)
k∑
i=1
we(cinj)
+
∑
v∈V (G)\C
∑
e∈E(G)\I(C)
w(v)we(e)dG(v, e)
+
k∑
i=1
∑
cr∈C\{ci}
∑
nj∈N(cr)
w(ci)we(crnj).
Hence, we finally deduce
Wve(G,w,we) =
∑
e∈E(G′)\I(c)
w′(c)w′e(e)dG′(c, e)
+
∑
v∈V (G′)\{c}
s∑
j=1
w′(v)w′e(cnj)dG′(v, cnj)
+
∑
v∈V (G′)\{c}
∑
e∈E(G′)\I(c)
w′(v)w′e(e)dG′(v, e)
+
k∑
i=1
∑
cr∈C\{ci}
∑
e∈I(cr)
w(ci)we(e)
= W (G′, w′, w′e) +
k∑
i=1
∑
cr∈C\{ci}
∑
e∈I(cr)
w(ci)we(e).
In addition, if w(ci) = a for any i ∈ {1, . . . , k} and we(e) = b for all e ∈ I(C), the last term
obviously equals abk(k − 1)s. 
5 An example
Here we apply the obtained results on an infinite family of graphs to show how they can be used
to easily calculate the edge-Wiener index. For m,n ≥ 1, let Gm,n be the graph shown in Figure 1
which hasm horizontal and n vertical layers of hexagons. We obtain |V (Gm,n)| = (m+1)(2n+1)
and |E(Gm,n)| = 3mn + m + 2n. Note that this family of graphs includes many important
molecular graphs. In particular, when m = 1, graph G1,n is the linear benzenoid chain with n
hexagons (also called polyacene) [11]. Moreover, if n = 1, then the family Gm,1 represents fused
cyclohexane rings: for an example, G2,1 is the molecular graph of bicyclo[3.3.1]nonane [1].
Firstly, we have to determine the Θ∗-classes of Gm,n. It is easy to see that any two edges on
a shortest path can not be in relation Θ. Moreover, any two diametrically opposite edges in an
isometric even cycle of a graph are in relation Θ. By using these facts, it is not difficult to check
that graph Gm,n, where m ≥ 2, has Θ
∗-classes D1, . . . ,Dm and E1, . . . , En as shown in Figure
2. Moreover, for m = 1, the set Ei, i ∈ {1, . . . , n}, in Figure 2 is composed of two Θ-classes.
Furthermore, it is easy to see that for m ≥ 2 graph Gm,n is not a partial cube since relation Θ
is not transitive.
Next, we define F1 = ∪
m
i=1Di and F2 = ∪
n
i=1Ei. Obviously, {F1, F2} is a c-partition of the
set E(Gm,n). The quotient graph Gm,n/F1 is isomorphic to the path on m+ 1 vertices and the
weights w1, w1e are calculated as in Corollary 3.4, see Figure 3.
Figure 1: Graph Gm,n.
Figure 2: Θ∗-classes of Gm,n, where m ≥ 2.
Figure 3: Weighted quotient graph (Gm,n/F1, w
1, w1e), Gm,n/F1
∼= Pm+1.
Therefore, we compute:
W (Gm,n/F1, w
1) = 4n2
m∑
i=1
m+1∑
j=i+1
(j − i) =
2n2
3
(
m3 + 3m2 + 2m
)
,
Ŵe(Gm,n/F1, w
1
e) = (n+ 1)
2
m−1∑
i=1
m∑
j=i+1
(j − i− 1) =
(n+ 1)2
6
(
m3 − 3m2 + 2m
)
,
Wve(Gm,n/F1, w
1, w1e) = 2n(n+ 1)
m+1∑
i=2
i−1∑
j=1
(i− j − 1) +
m∑
i=1
m∑
j=i
(j − i)

=
2n(n+ 1)
3
(
m3 −m
)
.
On the other hand, the quotient graph Gm,n/F2 is depicted in Figure 4. Weights w
2, w2e
are again calculated in terms of Corollary 3.4. The sets of vertices C1, . . . , Cn are shown in the
same figure and each of them contains m+ 1 vertices.
Figure 4: Weighted quotient graph (Gm,n/F2, w
2, w2e) with sets of vertices C
1, . . . , Cn.
Note that the sets Ci, i ∈ {1, . . . , n}, represent some of the equivalence classes of R. There-
fore, we perform the reduction from Section 4 exactly n times on Gm,n/F2 and obtain the
weighted graph which will be denoted as (H,w3, w3e). Obviously, H is isomorphic to the path
on 2n+ 1 vertices, see Figure 5.
Figure 5: Weighted graph (H,w3, w3e), H
∼= P2n+1.
Hence, we can calculate:
W (H,w3) = m2
n−1∑
i=0
n∑
j=i+1
((2j + 1)− (2i+ 1)) =
m2
3
(
n3 + 3n2 + 2n
)
,
Ŵe(H,w
3
e) = (m+ 1)
2
2n−1∑
i=1
2n∑
j=i+1
(j − i− 1) =
2(m+ 1)2
3
(
2n3 − 3n2 + n
)
,
Wve(H,w
3, w3e) = m(m+ 1)
 n∑
i=1
2i∑
j=1
(2i + 1− j − 1) +
n−1∑
i=0
2n∑
j=2i+1
(j − 2i− 1)

=
m(m+ 1)
3
(
4n3 + 3n2 − n
)
.
By Theorems 4.1, 4.2, and 4.3 we obtain
W (Gm,n/F2, w
2) = W (H,w3) + 0 · n,
Ŵe(Gm,n/F2, w
2
e) = Ŵe(H,w
3
e) +m(m+ 1)n,
Wve(Gm,n/F2, w
2, w2e) = Wve(H,w
3, w3e) + 0 · n.
Finally, by Corollary 3.4 it follows
We(Gm,n) =
1
6
(
9m3n2 + 18m2n3 + 6m3n+ 36m2n2 + 24mn3 +m3
+ 24m2n+ 24mn2 + 8n3 + 15mn −m− 2n
)
.
6 Concluding remarks
In the paper, we have developed a method for computing the edge-Wiener index, which is a
well investigated distance-based topological descriptor. Our method is useful for any connected
graph with at least two Θ∗-classes and reduces the problem of computing the edge-Wiener index
to the problem of computing three Wiener indices of weighted quotient graphs. Therefore, it
generalizes analogous results known for benzenoid systems and phenylenes. Since in some cases
such quotient graphs can be further transformed into smaller (also called reduced) graphs, we
have proved that the edge-Wiener index and the vertex-edge-Wiener index of a weighted graph
can be computed from the reduced graphs. These results were applied in Section 5, where the
closed formula for the edge-Wiener index of an infinite family of graphs was deduced.
It is worth mentioning that the obtained results can be used to efficiently calculate the edge-
Wiener index for many important families of molecular graphs. Moreover, in Section 3 we have
proved a formula for computing the distance between two edges in a graph from the distances
in the quotient graphs, which can be applied in order to develop new methods for computing
some other distance-based topological indices.
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