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взаимодействия пользователей и устройств. В данной работе рассматривают­
ся методы и алгоритмы поиска объекта на видеопотоке, в реальном времени. 
Рассматриваются проблемы автоматизированного распознавания объекта на 
видеопотоке на основе сверточной нейронной сети.
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Системам автоматизированной обработки видео и фото изображений в 
настоящее время уделяется все большее внимания. Они применяются во мно­
гих современных областях: для обнаружения и сегментации объектов в обла­
сти технического зрения, системах безопасности в автотранспорте. охранных 
системах, вспомогательных системах для врачей и т.д.
С помощью существующих средств компьютерного зрения возможно 
выявление на видеопотоке объектов различных классов, таких как: человек, 
автомобиль, животное, оружие и т.п. Возможно построение траекторий объ­
ектов определенных классов с присвоением идентификатору объекта наиме­
нования класса. Также возможно игнорирование всех объектов за исключе­
нием объектов интересующего заказчика класса. При построении систем ви­
деонаблюдения возможно назначения сигнала тревоги на появление в кадре 
объекта определенного класса - например, оружия.
В настоящее время существует ряд подходов, используемых для обна­
ружения необходимых объектов на изображение. Принцип действия всех ме­
тодов разный. Некоторые методы обрабатывают образы целиком, сравнивая 
исследуемое изображение с заранее подготовленной базой шаблонов или по 
заранее заданной форме: некоторые - занимаются поиском определенных 
признаков на изображение или детальным анализом всего изображения.
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Наиболее интересным является метод, основанный на использование
1 2нейронных сетей . Сравнение методов представлено в таблице 1 .
Таблица 1 - Сравнение методов распознавания
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Mobile 4et - передовая (на 2019 год) архитектура сверточной нейронной
сети, позволяющая распознавать объекты на изображении с высокой точно­
стью и низким потреблением ресурсов. Разработана компанией Google. Дан­
ная архитектура находится в открытом доступе. Проект поддерживается и 
активно развивается. В данный момент выпущена версия MobileNetV2 .
Программное обеспечение, использующее данную архитектуру, имеет 
низкие системные требования и поэтому может выполняться на устройствах 
с ограниченными ресурсами, такими как смартфоны или одноплатные ком­
пьютеры (например, Raspberry PI). Архитектура MobileNets отличается от
1 L. Xu и E. Oja. «Randomized Hough transform (RHT): basic mechanisms, algorithms, and computa­
tional complexities.» CVGIP: Image Understanding, t. 57, №2, pp. 131-154, 1993.
2 Редько, В.Г. Эволюция, нейронные сети, интеллект: Модели и концепции эволюционной кибер­
нетики / В.Г. Редько. - М.: Ленанд, 2019. - 224 c.
3 Ширяев, В.И. Финансовые рынки: Нейронные сети, хаос и нелинейная динамика / В.И. Ширяев. - 
М.: Ленанд, 2019. - 232 c.
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традиционных сверточных нейронных сетей использованием глубинной от­
делимой свертки.
Данное решение позволяет уменьшить фактическое количество пара­
метров нейронной сети.
Рис. 1 Блок обычной сверточной сети и базовый блок MobileNet 
Сверточная часть сети MobileNet состоит из одного обычного свёрточ­
ного слоя со свёрткой 3x3 в начале и тринадцати блоков, изображенных 
справа на рисунке, с постепенно увеличивающимся числом фильтров и по­
нижающейся пространственной размерностью тензора.
Для сравнения выбраны архитектуры Xception, VGG16, а также не­
сколько вариаций MobileNet. Результаты сравнения приводятся в таблице 1. 
Таблица 1 - Сравнение архитектур нейронных сетей для распознавания
Архитектура сети Количество параметров Top-1 accuracy
Xception 22.91M 0.790
VGG16 138.35M 0.715
MobileNetVl (alpha=l. rlio=l) 4.20M 0.709
MobileNetVl (alpha=0.75, rho=0.85) 2.59M 0.672
MobileNetVl (alpha=0.25, rho=0.57) 0.47M 0.415
MobileNetV2 (alpha=1.4, rho=l) 6.06M 0.750
MobileNetV2 (alpha=l, rho=l) 3.47M 0.718
MobileNetV2 (alpha=0.35, rho=0.43) 1.66M 0.455
Следует отметить тот факт, что сети, способные работать на мобиль­
ных устройствах, показывают accuracy выше, чем у VGG16, ориентирован­
ной для работы на сравнительно мощных стационарных вычислительных 
устройствах.
Для поиска объекта типа окружность чаще всего используют преобра­
зование Хафа1. Однако, данный метод не дает необходимую точность. По­
этому, было решено воспользоваться алгоритмом случайного поиска окруж­
ностей (Randomized Circle Detection - RCD) - поиск окружности происходит 
путем выбора четырех случайных точек на границах изображения.
1 Обработка потоков изображений с целью выделения объекта. [Электронный ресурс]. - Режим 
доступа - URL: https://storage.tusur.ru/files/11309/АСУ-1402_Ивашко_Мусиенко.
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Для решения задачи ограниченности вычислительных ресурсов мо­
бильной платформы в работе был предложен алгоритм локализации: разбие­
ние исходного изображения на сектора и обработка только тех секторов, ко­
торые представляют интерес. Дальнейшим улучшением стало выделение 
только тех областей, где есть подозрение на наличие объекта поиска.
Исходя их вышеперечисленного, был реализован следующий алгоритм:
1. Предобработка изображения. Данных этап включает наложение 
фильтров, коррекция изображения для устранения искажений на краях изоб­
ражения. Благодаря тому, что объекты поиска (маркеры) имеют заранее 
определённые параметры, возможно выделить данные объекты на исходном 
изображении, упростив последующую обработку.
2. Локализация областей интереса. Для определения областей инте­
реса сначала проводится пороговая бинаризация исходного изображения, 
уменьшение размеров изображения путем бикубической интерполяции. Да­
лее происходит поиск местоположения потенциального объекта путем по- 
писксельного обхода изображения. Для определения границ области исполь­
зован рекурсивный алгоритм разрастания.
3. Определение границ на изображении. На данном этапе происхо­
дит процедура определения границ в областях интереса с помощью фильтра 
Канни. Данных этап нужен для классификации объекта по его форме и раз­
меру.
4. Определение формы объекта. В данном случае в качестве формы 
исходного объекта выступала сфера или окружность. С помощью алгоритма 
RCD происходит определение класса объекта.
5. Вычисление координат. На данном этапе происходит вычисление 
координат объекта на изображении путем сложения координат обрабатывае­
мой области и относительной координаты объекта в данной области.
В качестве объектов для поиска выступали сферические оптические 
маркеры, обладающие светоотражающей поверхностью. В качестве источни­
ка изображений выступала стереокамера с установленным светофильтром, 
пропускающая лишь световые волны с длиной волны 850 ± 20 пт. Источни­
ком освещения являлся ИК осветитель, обеспечивающие равномерное осве­
щение всей рабочей области. В качестве мобильной платформы для вычис­
лений был выбран одноплатный компьютер NVIDIA Jetson ТК1 ввиду малых 
размеров и удовлетворяющих вычислительных ресурсов (четырехъядерный 
процессор со встроенным графическим процессором NVidia Kepler со 192-мя 
ядрами CUDA. 2Гб оперативной памяти). Использование ИК камер позволи­
ло значительно упростить процесс предобработки изображения.
Для оценки результатов была проведена апробация модуля для марке­
ров диаметром 10 мм на расстоянии от 1 до 3 м[7]. Оценка полученных ре­
зультатов приведена в таб. 1.
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Таблица 1. Сравнительные результаты
Метрика Значение метрики, в зависимости от рас­
стояния до объекта, %
1 м 1-2 м 2-3 м
Истинно положительные 97,6 98,9 99,0
Истинно отрицательные 100 100 100
Ложноположительные 2,40 1,07 1,98
Ложноотрицательные 0 0 0




Метод вычитания фона является наиболее распространенным подходом 
для обнаружения движущихся объектов в видеоизображениях, полученных с 
помощью стационарной видеокамеры. Суть метода заключается в попик- 
сельном сравнении текущего кадра с шаблоном, называемым фоновой моде­
лью. Эта модель представляет собой описание сцены без движущихся объек­
тов. Для отображения изменений освещенности и геометрических парамет­
ров модель должна регулярно обновляться. Алгоритм вычитания фона состо­
ит из предварительной обработки, фонового моделирования, обнаружения 
движения и последующей обработки и. В этом случае предварительная обра­
ботка сводится к выделению на изображении тех элементов, которые пред­
положительно принадлежат движущимся объектам. Чтобы этот алгоритм 
был устойчивым к изменениям фона, например, к освещению, необходимо 
время от времени обновлять фон. Типичная схема метода представлена на 
рис. 2.
Рис. 2. Схема обнаружения объектов при методе вычитания фона 
Межкадровый разностный метод. Этот метод состоит из получения по­
следовательных изображений изображения объекта и определения изменений 
между двумя изображениями изображения путем вычитания двух последова­
тельных изображений и последующей обработки разности между изображе­
ниями. Во время обработки позиции в кадре, относящиеся к движению объ­
екта, помечаются двоичной единицей, остальные - двоичными нулями. В ре­
зультате пиксели изображения движущегося объекта выделяются. Вы можете 
определить положение и параметры движения объекта из полученного изоб­
ражения. Преимущество этого метода заключается в его простоте и нетребо­
вательных вычислительных ресурсах. Недостатками метода межкадровой 
разницы являются сложность обнаружения движения объекта и параметров 
его движения при изменении освещения, высокий уровень шума, например.
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Перемещение листьев деревьев, легкое покачивание камеры и т. д. До недав­
него времени многие детекторы движения работали именно по этому прин­
ципу1.
В статье были рассмотрены и классифицированы методы поиска и сле­
жения за объектом на видеопотоке. Представленные методы являются про­
стыми в применении и обычно используются параллельно с другими алго­
ритмами для достижения поставленных целей при программной реализации 
системы видеонаблюдении.
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АНАЛИЗ ВЛИЯНИЯ КЛЮЧЕВОЙ ИНФОРМАЦИИ 
НА ИНФОРМАТИВНОСТЬ ЧАСТОТНЫХ ХАРАКТЕРИСТИК 
ФАЙЛОВ ПОСЛЕ ШИФРОВАНИЯ
Создание ключей и управление ими - это важная часть процесса шиф­
рования. Симметричные алгоритмы требуют создания ключа и вектора ини­
циализации. Ключ следует хранить в тайне от любого, кто не должен рас-
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