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ON EFFICIENTLY COMPUTING THE EIGENVALUES OF
LIMITED-MEMORY QUASI-NEWTON MATRICES
JENNIFER B. ERWAY AND ROUMMEL F. MARCIA
Abstract. In this paper, we consider the problem of efficiently computing the
eigenvalues of limited-memory quasi-Newton matrices that exhibit a compact
formulation. In addition, we produce a compact formula for quasi-Newton
matrices generated by any member of the Broyden convex class of updates.
Our proposed method makes use of efficient updates to the QR factorization
that substantially reduces the cost of computing the eigenvalues after the quasi-
Newton matrix is updated. Numerical experiments suggest that the proposed
method is able to compute eigenvalues to high accuracy. Applications for this
work include modified quasi-Newton methods and trust-region methods for
large-scale optimization, the efficient computation of condition numbers and
singular values, and sensitivity analysis.
Limited-memory quasi-Newton methods, quasi-Newton matrices, eigenvalues,
spectral decomposition, QR decomposition
1. Introduction
Newton’s method for minimizing a twice-continuously differentiable real-valued
function f : ℜn → ℜ requires solving linear systems of the following form:
(1) ∇2f(xk)pk = −∇f(xk).
When computing the Hessian is prohibitively expensive (e.g., n is very large) or
∇2f(xk) is unavailable, solving (1) is impractical or impossible. In these cases,
methods that only require first-order information can be used in place of a pure
Newton method. Some of the most commonly-used first-order methods are quasi-
Newton methods, which employ previous iterates and gradients to define a quasi-
Newton approximation Bk to ∇
2f(xk), for each k. Conventional quasi-Newton ma-
trices include Broyden-Fletcher-Goldfarb-Shanno (BFGS), Davidon-Fletcher-Powell
(DFP), symmetric rank-one (SR1), and the Broyden convex class. In large-scale ap-
plications limited-memory versions of these quasi-Newton matrices are often used
since they require less storage.
In this paper we demonstrate how to efficiently compute the eigenvalues of these
limited-memory quasi-Newton matrices–allowing tools and methods previously re-
stricted to small or medium-scale problems to be used in a large-scale quasi-Newton
setting. For example, the ability to efficiently compute eigenvalues of these matrices
allows for the use of traditional modified Newton methods (see, e.g., [17, 26]). In
these methods, a modified Newton step is computed from solving a system of the
form
B˜kpk = −∇f(xk)
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where B˜k is a positive-definite modification of Bk obtained by (i) replacing any
negative eigenvalues with their absolute value in the spectral decomposition and
(ii) thresholding to prevent small eigenvalues. (For more details on modified Newton
methods, please see, e.g., [17, Section 11.4] or [26, Section 3.4].) Knowledge of the
eigenvalues of a quasi-Newton matrix are also important in trust-region methods. In
these methods, one of the challenges with using indefinite quasi-Newton matrices
is in dealing with the so-called “hard case”, which occurs when the trust-region
subproblem does not have a solution on the boundary of the trust region and∇f(xk)
is perpendicular to the eigenspace associated with the most negative eigenvalue [8,
13, 23]. However, knowing the leftmost eigenvalue provides an important bound in
the “hard case” that simplifies computations considerably (see, e.g., [8, Algorithm
7.3.6]).
Knowing the spectrum of the BFGS, DFP, SR1 or any member of the Broyden
convex class also enables the computation of their condition numbers and singular
values [16]. From these, practical strategies may be devised to avoid matrices that
are poorly scaled or nearly singular. Moreover, normwise sensitivity analysis for
linear solves (e.g., forward and backward error bounds) often use the condition
number, the two-norm, or the Frobenius norm of the system matrix (see e.g., [16,
Chapter 2.7] or [18]); with the results of this paper, these bounds can be explicitly
computed.
Our proposed method for efficiently computing eigenvalues of limited-memory
quasi-Newton matrices relies on compact representations of these matrices. It is
well-known that compact representations of BFGS, DFP, and SR1 matrices are
available [5, 6, 11]; in particular, if B is generated using any of these updates with
an initial Hessian approximation B0 = γI, γ ∈ ℜ, then B can be written in the
form
(2) B = γI +ΨMΨT ,
where M is symmetric. With this compact representation in hand, the eigen-
value computation makes use of the QR factorization of Ψ. This method was first
proposed by Burdakov et al. [4]. The bulk of the computational effort involves
computing the QR factorization of Ψ.
This paper has two main contributions: (1) The compact representation of the
Broyden convex class of updates, and (2) the efficient updating of the QR fac-
torization used for the eigenvalue decomposition. We note that while compact
representations of BFGS and DFP matrices are known [5, 6, 11], to our knowledge
there has been no work done on generalizing the compact representation to the
entire Broyden convex class of updates. This new compact representation allows us
to extend the eigenvalue computation to any member of the Broyden convex class
of updates.
Prior work on explicitly computing eigenvalues of quasi-Newton matrices has
been restricted to at most two updates. A theorem by Wilkinson [27, pp. 94–97]
can be used to compute the eigenvalues of a quasi-Newton matrix after one rank-one
update. For more than one rank-one update, Wilkinson’s theorem only provides
bounds on eigenvalues. The eigenvalues of rank-one modifications are considered
by Golub [15] and several methods are proposed, including Newton’s method on
the characteristic equation, linear interpolation on a related tridiagonal generalized
eigenvalue problem, and finding zeros of the secular equation. Bunch et al. [3]
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extend the work of Golub to the case of eigenvalue algebraic multiplicity of more
than one. Eigenvalue computations for more than one rank-one update are not
proposed and, as is, these methods cannot be used to compute the eigenvalues for
the general Broyden convex class of updates. Apostolopoulou et al. [2] and Apos-
tolopoulou et al. [1] compute the eigenvalues of minimal -memory BFGS matrices,
where the number of BFGS updates is limited to at most two. In these papers,
formulas for the characteristic polynomials are derived that may be solved analyt-
ically. Due to the complexity involved in formulating characteristic polynomials
and root finding, these approaches cannot be generalized to handle more than two
updates. (In Appendix A, we show how the same characteristic polynomial for the
case of one update as in [1, 2] can be derived using our proposed approach.)
This paper is organized in six sections. In Section 2, we outline the compact
formulations for the BFGS, DFP, and SR1 matrices. In Section 3, we present the
compact formulation for the Broyden convex class of updates. The method to com-
pute the eigenvalues of any limited-memory quasi-Newton matrix with the compact
formulation (2) is given in Section 4. An efficient method to update the QR factor-
ization of Ψ is also given in this section. In Section 5 we demonstrate the accuracy
of the proposed method on a variety of limited-memory quasi-Newton matrices.
Finally, in Section 6, there are some concluding remarks.
2. Compact formulations of quasi-Newton matrices
In this section, we review compact formulations of some of the most widely-
used quasi-Newton matrices; in particular, we consider the BFGS, DFP, and SR1
matrices. First, we introduce notation and assumptions used throughout this paper.
Given a continuously differentiable function f(x) ∈ ℜ and iterates {xk}, the
quasi-Newton pairs {si, yi} are defined as follows:
si
△
= xi+1 − xi and yi
△
= ∇f(xi+1)−∇f(xi),
where ∇f denotes the gradient of f .
The goal of this section is to express a quasi-Newton matrix obtained from these
updates in the form
(3) Bk+1 = B0 +ΨkMkΨ
T
k ,
where Ψk ∈ ℜ
n×l, Mk ∈ ℜ
l×l, and B0 is a diagonal matrix (i.e., B0 = γI, γ ∈ ℜ).
We will obtain factorizations of the form (3) where l = k + 1 or l = 2(k + 1); in
either case, we assume l≪ n.
Throughout this section, we make use of the following matrices:
Sk
△
= [ s0 s1 s2 · · · sk ] ∈ ℜ
n×(k+1),
Yk
△
= [ y0 y1 y2 · · · yk ] ∈ ℜ
n×(k+1).
Furthermore, we make use of the following decomposition of STk Yk ∈ ℜ
(k+1)×(k+1):
STk Yk = Lk +Dk +Rk,
where Lk is strictly lower triangular, Dk is diagonal, and Rk is strictly upper
triangular. We assume all updates are well-defined; for example, for the BFGS and
DFP updates, we assume that sTi yi > 0 for i = 0, 1, . . . , k.
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2.1. The BFGS update. The Broyden-Fletcher-Goldfarb-Shanno (BFGS) update
is given by
Bk+1 = Bk −
1
sTkBksk
Bksks
T
kBk +
1
yTk sk
yky
T
k ,
where B0 is a positive scalar multiple of the identity. The BFGS update is the most
widely-used rank-two update formula that (i) satisfies the quasi-Newton condition
Bk+1sk = yk, (ii) has hereditary symmetry, and (iii) provided that y
T
i si > 0 for i =
0, . . . k, then {Bk} exhibits hereditary positive-definiteness. (For more background
on the BFGS update formula, see, e.g., [17] or [26].)
We now consider compact formulations of the BFGS updates. Byrd et al. [6,
Theorem 2.3] showed that Bk+1 can be written in the form
(4) Bk+1 = B0 +ΨkΓ
−1
k Ψ
T
k ,
where
(5) Ψk =
(
B0Sk Yk
)
and Γk = −
(
STk B0Sk Lk
LTk −Dk
)
.
Defining Mk
△
= Γ−1k gives us the desired compact form (3) with l = 2(k + 1).
2.2. The DFP update. The Davidon-Fletcher-Powell (DFP) update is derived
from applying BFGS updates to approximate the inverse of the Hessian. The DFP
update formula is given by
Bk+1 =
(
I −
yks
T
k
yTk sk
)
Bk
(
I −
sky
T
k
yTk sk
)
+
yky
T
k
yTk sk
Like BFGS, DFP updates satisfy the quasi-Newton condition while exhibiting
hereditary symmetry and positive-definiteness. (For more background on the DFP
update formula, see, e.g., [17] or [26].)
The compact formulation for the DFP update is found in [11, Theorem 1], where
Erway et al. showed that Bk+1 can be written in the form (3) with
(6) Ψk =
(
B0Sk Yk
)
and Mk =
(
0 −L¯−Tk
−L¯−1k L¯
−1
k (Dk + S
T
k B0Sk)L¯
−T
k
)
,
where L¯k
△
= Lk +Dk. In this case, l = 2(k + 1). We note that in [11], ΨkMkΨ
T
k is
expressed as the equivalent product
ΨkMkΨ
T
k =
(
Yk B0Sk
)(L¯−1k (Dk + STk B0Sk)L¯−Tk −L¯−1k
−L¯−Tk 0
)(
Y Tk
(B0Sk)
T
)
.
2.3. The SR1 update. The symmetric rank-one (SR1) update formula is given
by
Bk+1 = Bk +
1
sTk (yk −Bksk)
(yk − Bksk)(yk −Bksk)
T .(7)
The SR1 update is the unique rank-one update that satisfies the quasi-Newton
condition Bk+1sk = yk and exhibits hereditary symmetry. Unlike BFGS and DFP,
these matrices do not exhibit hereditary positive-definiteness. In fact, even if yTi si >
0 for each i = 0, . . . , k, the sequence {Bk} may not be positive definite. The SR1
update tends to be a better approximation of the true Hessian since it is allowed to
take on negative curvature; moreover, it has known convergence properties superior
to other widely-used quasi-Newton methods such as BFGS [7]. However, when using
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these updates extra precaution must be taken so the denominator sTk (yk − Bksk)
is nonzero. (For more background on the SR1 update formula, please see, e.g., [26]
or [17].)
The compact formulation for the SR1 update is due to Byrd et al. [6, Theorem
5.1], where they showed that Bk+1 can be written in the form (3) with
Ψk = Yk −B0Sk and Mk = (Dk + Lk + L
T
k − S
T
k B0Sk)
−1.
Note that in the SR1 case, l = k + 1.
3. The Broyden convex class of updates
In this section, we present a compact formulation for the Broyden convex class
of updates. The Broyden convex class of updates is given by
(8) Bφk+1 = B
φ
k −
1
sTkB
φ
k sk
Bφk sks
T
kB
φ
k +
1
yTk sk
yky
T
k + φ(s
T
kB
φ
k sk)wkw
T
k ,
where φ ∈ [0, 1] and
wk =
yk
yTk sk
−
Bφk sk
sTkB
φ
k sk
,
(see, e.g., [22, 17]). Both the BFGS and the DFP updates are members of this
family. (Setting φ = 0 gives the BFGS update, and setting φ = 1 yields the DFP
update.) In fact, this class of updates can be expressed in terms of the BFGS and
DFP updates:
(9) Bφk+1 = (1 − φ)B
BFGS
k+1 + φB
DFP
k+1 ,
where φ ∈ [0, 1] and
BBFGSk+1 = B
φ
k −
1
sTkB
φ
k sk
Bφk sks
T
kB
φ
k +
1
yTk sk
yky
T
k ,
and
BDFPk+1 =
(
I −
yks
T
k
yTk sk
)
Bφk
(
I −
sky
T
k
yTk sk
)
+
yky
T
k
yTk sk
.
(In other words, Bφk+1 is the Broyden convex class matrix B
φ
k updated using the
BFGS update and the DFP update, respectively.) All updates in this class satisfy
the quasi-Newton condition. Moreover, members of this class enjoy hereditary
symmetry and positive-definiteness provided yTi si > 0 for all i. Dixon [10] shows
that, under some conditions, the iterates generated using a quasi-Newton method
belonging to the Broyden class of convex updates together with an exact line search
will be identical in direction; in fact, the choice of φ only affects the step length of
the search direction (see [12] for a detailed explanation). In practice, for general
nonlinear functions, exact line searches are impractical; with inexact line searches,
it is well known that members of the Broyden convex class of updates can behave
significantly differently. (For more background and analysis of the Broyden convex
class of updates, see [12].)
We now consider compact formulations of the Broyden convex class of updates.
For notational simplicity, we drop the superscript φ for the duration of this paper.
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To find the compact formulation, we expand (8) to obtain
Bk+1 = Bk −
1− φ
sTkBksk
Bksks
T
kBk −
φ
yTk sk
Bksky
T
k −
φ
yTk sk
yks
T
kBk
+
(
1 + φ
sTkBksk
yTk sk
)
1
yTk sk
yky
T
k ,
and thus, Bk+1 can be written compactly as
(10) Bk+1 = Bk+(Bksk yk)
−
(1− φ)
sTkBksk
−
φ
yTk sk
−
φ
yTk sk
(
1 + φ
sTkBksk
yTk sk
)
1
yTk sk
((Bksk)TyTk
)
.
Recall that our goal is to write Bk+1 in the form
Bk+1 = B0 +ΨkMkΨ
T
k ,
where Ψk ∈ ℜ
n×2(k+1) and Mk ∈ ℜ
2(k+1)×2(k+1). Letting Ψk be defined as
(11) Ψk
△
=
(
B0s0 B0s1 · · · B0sk y0 y1 · · · yk
)
=
(
B0Sk Yk
)
,
we now derive an expression for Mk.
3.1. General Mk. In this section we state and prove a theorem that gives an
expression for Mk. The eigenvalue computation in Section 5 requires the ability
to form Mk. For this reason, we also provide a practical recursive method for
computing Mk.
Theorem 1. Let Λk ∈ ℜ
(k+1)×(k+1) be a diagonal matrix such that
(12) Λk = diag
0≤i≤k
(
λi
)
, where λi =
1
−
1− φ
sTi Bisi
−
φ
sTi yi
for 0 ≤ i ≤ k.
If Bk+1 is updated using the Broyden convex class of updates (8), where φ ∈ [0, 1],
then Bk+1 can be written as Bk+1 = B0+ΨkMkΨ
T
k , where Ψk is defined as in (11)
and
(13) Mk =
(
−STk B0Sk + φΛk −Lk + φΛk
−LTk + φΛk Dk + φΛk
)−1
.
Proof. This proof is broken into two parts. First, we consider the special cases
when φ = 0 and φ = 1. Then, we prove by induction the case when φ ∈ (0, 1).
When φ = 0, (8) becomes the BFGS update and Mk in (13) simplifies to
Mk =
(
−STk B0Sk −Lk
−LTk Dk
)−1
,
which is consistent with (4) and (5). When φ = 1, then Λk = −Dk and so (8) is
the DFP update and with
Mk =
(
−STk B0Sk −Dk −L¯k
−L¯Tk 0
)−1
,
where L¯ = Lk +Dk. After some algebra, it can be shown that this is exactly Mk
given in (6). Thus, Mk in (13) is correct for φ = 0 and φ = 1.
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The proof for φ ∈ (0, 1) is by induction on k. We begin by considering the base
case k = 0. For k = 0, B1 is given by (10), and thus, B1 = B0 + Ψ0M̂0Ψ
T
0 where
Ψ0 = ( B0s0 y0 ) and
(14) M̂0
△
=
−
(1− φ)
sT0 B0s0
−
φ
yT0 s0
−
φ
yT0 s0
(
1 + φ
sT0 B0s0
yT0 s0
)
1
yT0 s0
 .
To complete the base case, we now show that M̂0 in (14) is equivalent to M0 in
(13). For simplicity, M̂0 can be written as
(15) M̂0 =
(
α0 β0
β0 δ0
)
,
where
(16) α0 = −
(1− φ)
sT0 B0s0
, β0 = −
φ
yT0 s0
, and δ0 =
(
1 + φ
sT0 B0s0
yT0 s0
)
1
yT0 s0
.
We note that α0 and β0 are nonzero since 0 < φ < 1. Consequently, δ0 can be
written as
(17) δ0 =
(
1 + φ
sT0 B0s0
yT0 s0
)
1
yT0 s0
= −
(
1 + (1− φ)
β0
α0
)
β0
φ
= −
β0
φ
−
β20
φα0
+
β20
α0
.
The determinant, η0, of M̂0 can be written as
η0 = α0δ0 − β
2
0 = −
α0β0
φ
−
β20
φ
= −
β0
φ
(α0 + β0).(18)
Since all members of the convex class are positive definite, both α0 and β0 are
negative, and thus, α0+β0 6= 0 and η0 6= 0 in (18). It follows that M̂0 is invertible,
and in particular,
M̂−10 =
(
δ0/η0 −β0/η0
−β0/η0 α0/η0
)
.
Together with (17), the (1,1) entry of M̂−10 simplifies to
δ0
η0
=
−
(
α0 + β0
α0
−
φβ0
α0
)
β0
φ
−
β0
φ
(α0 + β0)
=
1
α0
−
φβ0
α0(α0 + β0)
=
(α0 + β0)(1 − φ) + φα0
α0(α0 + β0)
=
1− φ
α0
+
φ
α0 + β0
.(19)
Finally, the (2,2) entry of M̂−10 can be written as
α0
η0
= −
φα0
β0(α0 + β0)
= −
φ
β0
+
φ
α0 + β0
.(20)
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Thus, combining (18), (19), and (20), we obtain the following equivalent expression
for M̂−10 :
M̂−10 =

1− φ
α0
+
φ
α0 + β0
φ
α0 + β0
φ
α0 + β0
−
φ
β0
+
φ
α0 + β0
 .(21)
For the case k = 0, L0 = R0 = 0; moreover, λ0 = 1/(α0 + β0). Substituting back
in for α0, β0 and δ0 using (16), we obtain
M̂0 =
(
−sT0 B0s0 + φλ0 φλ0
φλ0 s
T
0 y0 + φλ0
)−1
,
=
(
−STk B0Sk + φΛk −Lk + φΛk
−LTk + φΛk Dk + φΛk
)−1
= M0,
proving the base case.
For the induction step, assume
(22) Bm = B0 +Ψm−1Mm−1Ψ
T
m−1,
where Ψm−1 is defined as in (11) and
Mm−1 =
(
−STm−1B0Sm−1 + φΛm−1 −Lm−1 + φΛm−1
−LTm−1 + φΛm−1 Dm−1 + φΛm−1
)−1
.(23)
From (10), we have
Bm+1 = B0 +Ψm−1Mm−1Ψ
T
m−1 + (Bmsm ym)
(
αm βm
βm δm
)(
(Bmsm)
T
yTm
)
,(24)
where
αm = −
1− φ
sTmBmsm
, βm = −
φ
yTmsm
,
and
δm =
(
1 + φ
sTmBmsm
yTmsm
)
1
yTmsm
= −
(
1 + (1− φ)
βm
αm
)
βm
φ
.
As in the base case, k = 0, we note that αm and βm are nonzero since 0 < φ < 1,
and that the determinant αmδm − β
2
m is also nonzero.
Multiplying (22) by sm on the right, we obtain
(25) Bmsm = B0sm +Ψm−1Mm−1Ψ
T
m−1sm.
Then, substituting this into (24) yields
(26)
Bm+1 = B0+Ψm−1Mm−1Ψ
T
m−1+(B0sm +Ψm−1pm ym)
(
αm βm
βm δm
)(
(B0sm +Ψm−1pm)
T
yTm
)
,
where pm
△
= Mm−1Ψ
T
m−1sm. Equivalently,
(27)
Bm+1 = B0+(Ψm−1 B0sm ym)
Mm−1 + αmpmpTm αmpm βmpmαmpTm αm βm
βmp
T
m βm δm
 ΨTm−1(B0sm)T
yTm
 .
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The 3× 3 block matrix in (27) has the following decomposition:
(28)Mm−1 + αmpmpTm αmpm βmpmαmpTm αm βm
βmp
T
m βm δm
 =
I pm 00 1 0
0 0 1
Mm−1 0 00 αm βm
0 βm δm
 I 0 0pTm 1 0
0 0 1
 ,
allowing us to compute its inverse as follows:Mm−1 + αmpmpTm αmpm βmpmαmpTm αm βm
βmp
T
m βm δm
−1 =
 I 0 0−pTm 1 0
0 0 1
M−1m−1 0 00 α˜m β˜m
0 β˜m δ˜m
I −pm 00 1 0
0 0 1

=
 M−1m−1 −M−1m−1pm 0−pTmM−1m−1 pTmM−1m−1pm + α˜m β˜m
0 β˜m δ˜m
 ,(29)
where
α˜m =
δm
αmδm − β2m
=
1− φ
αm
+
φ
αm + βm
β˜m =
−βm
αmδm − β2m
=
φ
αm + βm
δ˜m =
αm
αmδm − β2m
= −
φ
β0
+
φ
α0 + β0
.
We now simplify the entries of (29). Since pm =Mm−1Ψ
T
m−1sm, thenM
−1
m−1pm =
ΨTm−1sm, giving us an expression for the (1,2) and (2,1) entries. The (2,2) block
entry is simplified by first multiplying (25) by sTm on the left to obtain s
T
mBmsm =
sTmB0sm + p
T
mM
−1
m−1pm. Then,
pTmM
−1
m−1pm + α˜m = −s
T
mB0sm + s
T
mBmsm + α˜m
= −sTmB0sm −
1− φ
αm
+
1− φ
αm
+
φ
αm + βm
= −sTmB0sm +
φ
αm + βm
.
Thus, (29) can be written as
(30)

M−1m−1 −Ψ
T
m−1sm 0
−sTmΨm−1 −s
T
mB0sm+
φ
αm + βm
φ
αm + βm
0
φ
αm + βm
yTmsm+
φ
αm + βm
 .
We now show (13) holds using (30). Define the permutation matrix Πm ∈
ℜ2(m+1)×2(m+1) as follows:
(31) Πm =

Im
0 Im
1 0
1
 .
Then,
[Ψm−1 B0sm ym] Πm = Ψm;
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in other words, [Ψm−1 B0sm ym] = ΨmΠ
T
m. Therefore, (27) can be written as
Bm+1 = B0 +ΨmΠ
T
mM̂mΠmΨ
T
m,
where
M̂m
△
=
Mm−1 + αmpmpTm αmpm βmpmαmpTm αm βm
βmp
T
m βm δm
 .
It remains to show (13) holds for k = m with Mm
△
= ΠTmM̂mΠm.
We now consider M−1m given by
M−1m =
ΠTm
Mm−1 + αmpmpTm αmpm βmpmαmpTm αm βm
βmp
T
m βm δm
Πm
−1 ,(32)
which can be simplified using (30):
(33) M−1m = Π
T
m

M−1m−1 −Ψ
T
m−1sm 0
−sTmΨm−1 −s
T
mB0sm+
φ
αm + βm
φ
αm + βm
0
φ
αm + βm
yTmsm+
φ
αm + βm
Πm.
Now partition M−1m−1 as follows:
M−1m−1 =
(
(M−1m−1)11 (M
−1
m−1)12
(M−1m−1)21 (M
−1
m−1)22
)
.
Applying the permutation matrices together with ΨTm−1sm =
(
STm−1B0sm
Y Tm−1sm
)
, we
have that
M−1m =

(M−1m−1)11 −S
T
m−1B0sm (M
−1
m−1)12 0
−sTmB0Sm−1 −s
T
mB0sm +
φ
αm + βm
−sTmYm
φ
αm + βm
(M−1m−1)21 −Y
T
m sm (M
−1
m−1)22 0
0
φ
αm + βm
0 yTmsm+
φ
αm + βm
 .
Simplifying using the induction hypothesis (23) yields
M−1m =

−STm−1B0Sm−1 + φΛm−1 −S
T
m−1B0sm −Lm−1 + φΛm−1 0
−sTmB0Sm−1 −s
T
mB0sm +
φ
αm + βm
−sTmYm
φ
αm + βm
−LTk−1 + φΛk−1 −Y
T
msm Dk−1 + φΛk−1 0
0
φ
αm + βm
0 yTmsm+
φ
αm + βm

=
(
−STmB0Sm + φΛm −Lm + φΛm
−LTm + φΛm Dm + φΛm
)
,
i.e., (13) holds for k = m. 
Although we have found an expression for Mk, computing Mk is not straight-
forward. In particular, the diagonal matrix Λk in Eq. (12) involves s
T
i Bisi, which
requires Bi for 0 ≤ i ≤ k. In the following section we propose a different way of
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computing Mk that does not necessitate storing the quasi-Newton matrices Bi for
0 ≤ i ≤ k.
3.2. Computing Mk. In this section we propose a recursive method for computing
Mk from Mk−1. We have shown that
Mk = Π
T
k
Mk−1 + αkpkpTk αkpk βkpkαkpTk αk βk
βkp
T
k βk δk
Πk.
The vector pk can be computed as follows:
pk =Mk−1Ψ
T
k−1sk =Mk−1
(
(B0Sk−1)
T
Y Tk−1
)
sk =Mk−1
(
STk−1B0sk
Y Tk−1sk
)
.
Note that (STk−1B0sk)
T is the last row (save the diagonal entry) of STk B0Sk and
(Y Tk−1sk)
T is the last row (save the diagonal entry) of STk Yk. The entry αk, which
is given by αk = −(1− φ)/s
T
kBksk can be computed from the following:
(34) sTkBksk = s
T
k
(
B0 +Ψk−1Mk−1Ψ
T
k−1
)
sk = s
T
kB0sk + s
T
kΨk−1pk.
The quantity sTkB0sk is the last diagonal entry in S
T
k B0Sk, and s
T
kΨk−1pk is the
inner product of ΨTk−1sk (which was formed when computing pk) and pk. The
entry βk is given by βk = −φ/y
T
k sk, where y
T
k sk is the last diagonal entry in
STk Yk. Finally, δk = (1+φs
T
kBksk/y
T
k sk)/y
T
k sk, which uses the previously computed
quantities sTkBksk and y
T
k sk.
We summarize this recursive method in Algorithm 1.
Algorithm 1. This algorithm computes Mk in (13).
Define φ and B0;
Define M0 using (14);
Define Ψ0 = (B0s0 y0);
for j = 1 : k
pj ←Mj−1(Ψ
T
j−1sj);
sTj Bjsj ← s
T
j B0sj + (s
T
j Ψj−1)pj ;
αj ← −(1− φ)/(s
T
j Bjsj);
βj ← −φ/(y
T
j sj);
δj ← (1 + φ(s
T
j Bjsj)/(y
T
j sj))/(y
T
j sj);
Mj ← Π
T
j
Mj−1 + αjpjpTj αjpj βjpjαjpTj αj βj
βjp
T
j βj δj
Πj , where Πj is as in (31);
end
The matrices {Πj} are not formed explicitly since they are permutation matrices;
thus, no matrix-matrix products are required by the recursion algorithm.
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4. Computing the eigenvalues of Bk+1
In this section, we demonstrate how to compute the eigenvalues of a limited-
memory matrix Bk+1 when the following decomposition is available:
(35) Bk+1 = B0 +ΨkMkΨ
T
k ,
where B0 = γI, γ ∈ ℜ. We assume that Bk+1 ∈ ℜ
n×n but only m limited-
memory updates are stored, where m≪ n (see, e.g., [19, 21, 24, 25]). In large-scale
optimization, typically m < 10 (e.g., Byrd et al. [6] recommend m ∈ [2, 6]).
The material presented in Section 4.1 was first proposed by Burdakov et al. [4]
in a different manner. We explain these differences at the end of the section.
4.1. Eigenvalues via the QR decomposition. We begin by finding the eigen-
values of Bk+1 when Bk+1 is obtained using the Broyden convex class of updates; at
the end of this section, we describe the modifications needed to find the eigenvalues
for the SR1 case. We assume k + 1 ≤ m≪ n.
For the Broyden convex class of updates, Ψk =
(
B0Sk Yk
)
, i.e.,
Ψk =
(
B0s0 B0s1 · · · B0sk y0 y1 · · · yk
)
.
To facilitate updating Ψk after computing a new limited-memory pair (see Sec-
tion 4.2), we permute the columns of Ψk using a permutation matrix P (also called
the “perfect shuffle”–see, e.g., [20]) so that
Ψˆk
△
= ΨkP =
(
B0s0 y0 B0s1 y1 · · · B0sk yk
)
.
Let
Ψˆk = QR ∈ ℜ
n×l
be the QR decomposition of Ψˆk, where Q ∈ ℜ
n×n has orthonormal columns and
R ∈ ℜn×l is upper triangular (see, e.g., [16]).
Then,
Bk+1 = B0 +ΨkMkΨ
T
k
= B0 + ΨˆkP
TMkP Ψˆ
T
k
= B0 +QRP
TMkPR
TQT
The matrix RPTMkPR
T is a real symmetric n×n matrix. Since Ψˆk ∈ ℜ
n×l, R
has at most rank l; moreover, R can be written in the form
R =
(
R1
0
)
,
where R1 ∈ ℜ
l×l. Then,
RPTMkPR
T =
(
R1
0
)
PTMkP
(
RT1 0
)
=
(
R1P
TMkPR
T
1 0
0 0
)
.
The eigenvalues of RPTMkPR
T can be explicitly computed by forming the spectral
decomposition of R1P
TMkPR
T
1 ∈ ℜ
l×l. That is, suppose V1D1V1 is the spectral
decomposition of R1P
TMkPR
T
1 . Then,
RPTMkPR
T =
(
R1P
TMkPR
T
1 0
0 0
)
=
(
V1D1V
T
1 0
0 0
)
= V DV T
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where
V △=
(
V1 0
0 I
)
∈ ℜn×n and D △=
(
D1 0
0 0
)
∈ ℜn×n.
This gives that
Bk+1 = B0 +QVDV
TQT
= γI +QVDV TQT
= QV (γI +D)V TQT ,(36)
yielding the spectral decomposition of Bk+1. The matrix Bk+1 has an eigenvalue
of γ with multiplicity n− l and l eigenvalues given by γ + di, where 1 ≤ i ≤ l. In
practice, the matrices Q and V in (36) are not stored.
In the case of the SR1 updates, Ψk = Yk − B0Sk and no permutation matrix is
required (i.e., P = I).
Computing the eigenvalues of Bk+1 directly is an O(n
3) process. In contrast, the
above decomposition requires the QR factorization of Ψk and the eigendecomposi-
tion of R1P
TMkPR
T
1 , requiring (O(nl
2) flops) and O(l3) flops, respectively. Since
l≪ n, the proposed method results in substantial computational savings.
The material presented above was first presented in [4] using the so-called “thin
QR” factorization together with a Choleksy factorization of an m ×m symmetric
matrix. We chose to present the eigenvalue decomposition in terms of “full QR”
since we are able update the QR factorization as new quasi-Newton pairs are com-
puted without having to store Q explicitly. Here we describe in detail how the
update to the QR factorization can be performed–enabling the eigenvalues of the
updated quasi-Newton matrix to be computed efficiently.
4.2. Handling updates to Ψˆ. In this section we detail handling updates to the
QR decomposition of Ψˆk when additional limited-memory pairs are added to S
and Y . We consider two cases: Adding a limited-memory pair (sk+1, yk+1) when
k + 1 < m and when k + 1 ≥ m, where m is the maximum number of limited-
memory updates allowed to be stored. The case k + 1 < m requires adding a row
and column to the R factor; whereas the case k + 1 ≥ m requires first deleting
a column (or two) of Ψˆk before adding the newest limited-memory pair. In both
cases, the columns of Q need not be formed nor stored. However, when Ψˆk is not
full rank, the QR decomposition must be computed from scratch.
We begin by discussing the process to compute Ψˆk+1 from Ψˆk when a new
limited-memory pair is added to S and Y . The discussion considers the Broy-
den convex class of updates; however, comments are included at the end of each
subsection regarding the SR1 case.
4.2.1. Adding a column to S and Y . Suppose Ψˆk = QR ∈ ℜ
n×l is full rank and we
have stored k+1 limited-memory Broyden convex class updates such that k+1 < m,
where m is the maximum number of limited-memory updates allowed to be stored
by the limited-memory quasi-Newton method. Further, suppose we have computed
a (k+2)nd pair (sk+1, yk+1). To update the QR decomposition, we augment Ψˆk with
the two columns
(
B0sk+1 yk+1
)
. This can be accomplished by using the procedure
proposed by Gill et al. [14] for updating the QR factorization after a column is
added. This method relies upon Ψˆk having full column rank. For completeness,
this procedure is presented below in the context of adding two columns to Ψˆk. As
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in the previous section, we assume that Bk is updated using the Broyden convex
set of updates.
We begin by first adding the column B0sk+1 to Ψˆk; the same process may be
followed to add the new last column, yk+1. Suppose
(37) Ψˆk = Q
(
R1
0
)
,
where R1 ∈ ℜ
l×l. Moreover, suppose we insert B0sk+1 into the final column of Ψˆk
to obtain
ˆˆ
Ψk. Setting
ˆˆ
Ψk = Q
(
R1 u1
0 u2
)
yields that
(38) B0sk+1 = Qu with u =
(
u1
u2
)
,
where u1 ∈ ℜ
l and u2 ∈ ℜ
n−l. We now construct an orthogonal matrix H1 such
that
(39) H1
(
u1
u2
)
=
u1η
0
 ,
where η = ±‖u2‖, i.e.,
H1 =
(
I 0
0 Hˆ1
)
where Hˆ1 is a Householder matrix such that Hˆ1u2 =
(
η 0
)T
. This choice of H1
preserves the structure of R1, i.e.,
H1
(
R1 u1
0 u2
)
=
R1 u10 η
0 0
 .
Then,
ˆˆ
Ψk = QˆRˆ is the QR decomposition of
ˆˆ
Ψk, where
Rˆ =
R1 u10 η
0 0
 ,
and Qˆ = QHT1 .
In this procedure, the matrices Q, Qˆ, and H1 are not stored; moreover, the un-
knowns u1 and η can be computed without explicitly using these matrices. Specif-
ically, the relation in (38) implies ΨˆTkB0sk+1 =
(
RT1 0
)
QTQu, i.e.,
(40) ΨˆTkB0sk+1 = R
T
1 u1.
Equation (40) is a square l× l system that can be solved for u1 provided Ψˆk is full
rank. Finally, the scalar η can be computed from the following relation obtained
from combining equations (38) and (39): ‖B0sk+1‖
2 = ‖
(
u1 η
)
‖2. This yields
that η2 = ‖B0sk+1‖
2 − ‖u1‖
2. This procedure can be repeated to add yk+1 to the
new last column of
ˆˆ
Ψk, thereby updating the QR factorization of Ψˆk to Ψˆk+1 with
a new pair of updates (B0sk+1, yk+1).
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The process of adding a new SR1 update to Ψˆk is simpler since Ψˆk is augmented
by only one column: yk −B0sk.
4.2.2. The full-rank assumption. The process described above requires Ψˆk to be full
rank so that there is a (unique) solution to (40). When Ψˆk is not full rank, the QR
decomposition must be computed from scratch. Fortunately, there is an a priori
way to determine when there is no unique solution: The matrix Ψˆk has full rank
if and only if R1 in (40) is invertible; in particular, the diagonal of R1 is nonzero.
When R1 is singular, the process described above to update the QR decomposition
for Ψˆk+1 is skipped and the QR decomposition of Ψˆk+1 should be computed from
scratch at a cost of 2l2(n − l/3) flops. The process described in Section 4.2.1 can
be reinstated to update the QR decomposition when the R1 factor has nonzero
diagonal entries, which may occur again once the limited-memory updates exceed
the maximum number allowed, (i.e., k ≥ m), and we are forced to delete the oldest
pairs.
Similarly, when Ψˆk is ill-conditioned, R1 will also be ill-conditioned with at least
one relatively small diagonal entry. In this case, (40) should not be solved; instead,
the QR factorization should be computed from scratch. As with the rank-deficient
case, it is possible to know this a priori.
4.2.3. Deleting and adding columns to S and Y . In this section, we detail the pro-
cess to update the QR factorization in an efficient manner when Ψˆk is full rank and
k+1 ≥ m. As in the previous section, we assume we are working with the Broyden
convex class of updates.
Suppose Ψˆk = QR and we have stored the maximum number (k + 1) limited-
memory pairs {(si, yi)}, i = 0, . . . , k allowed by the limited-memory quasi-Newton
method. Further, suppose we have computed a (k + 2)nd pair (sk+1, yk+1). The
process to obtain an updated QR factorization of Ψˆk+1 from Ψˆk can be viewed as
a two step process:
(1) Delete a column of S and Y .
(2) Add a new column to S and Y .
For the first step, we use ideas based on Daniel et al. [9] and Gill et al. [14].
Consider the Broyden class of updates. Suppose we rewrite Ψˆk and R as
(41) Ψˆk =
(
B0s0 y0 Ψ˜k
)
and R =
(
r1 r2 R˜
)
,
where Ψ˜k ∈ ℜ
n×(l−2) and R˜ ∈ ℜn×(l−2). This gives that
Ψˆk =
(
B0s0 y0 Ψ˜k
)
= Q
(
r1 r2 R˜
)
.
Deleting the first two columns of Ψˆk yields the matrix Ψ¯k = QR˜. Notice that R˜
has zeros beneath the second subdiagonal. For clarity, we illustrate the nonzero
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entries of R˜ for the case n = 8 and k = 2:
(42)

∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 ∗ ∗
0 0 0 ∗
0 0 0 0
0 0 0 0

,
where * denotes possible nonzero entries. Givens rotations can be used to zero out
the entries beneath the main diagonal in R˜ at a cost of 24k2 − 36k. (In the above
example, eight entries must be zeroed out to reduce (42) to upper triangular form;
more generally, 4(k − 1) entries must zeroed out to reduce R˜ to upper triangu-
lar form.) Let Gi,j ∈ ℜ
n×n denote the Givens matrix that zeros out the (i, j)th
component of R˜, and suppose Gˆ is given by
Gˆ △= G2j−1,2j−2G2j,2j−2 · · ·G2,1G3,1.
Then, Rˆ △= GˆR˜ is an upper triangular matrix. This yields the QR decomposition
of the matrix Ψ¯k defined as follows:
(43) Ψ¯k
△
= QˆRˆ,
where Qˆ = QGˆT ∈ ℜn×n is orthogonal and Rˆ ∈ ℜn×(l−2) is an upper triangular
matrix. With the computation of Ψ¯k we have completed the first step. Notice that
neither Q nor Qˆ must be stored in order to obtain Rˆ.
For the second step, the QR factorization of Ψˆk+1 can be obtained from Ψ¯k using
the procedure outlined in Section 4.2.1.
The process required for SR1 updates is simpler than for the Broyden convex
class of updates since it is only a rank-one update. That is, only one column of Ψˆk
must be deleted to remove the old pair of updates and only one column must be
added to incorporate the newest pair of updates.
5. Numerical experiments
In this section, we demonstrate the accuracy of the proposed method imple-
mented in MATLAB to compute the eigenvalues of limited-memory quasi-Newton
matrices. For the experiments, we considered limited-memory SR1 matrices and
three limited-memory members of the Broyden convex class of updates; namely,
limited-memory BFGS updates (φ = 0), limited-memory DFP updates (φ = 1),
and limited-memory updates obtained by selecting φ = 0.5 in (8). The number of
limited-memory updates was set to 5 and γ = 3. The pairs S and Y were generated
using random data. In addition, in the case of the Broyden convex class of updates,
the updates were ensured to generate a positive definite matrix by redefining si as
follows: si = sign(s
T
i yi)si whenever s
T
i yi < 0 for each i ∈ {1, . . . , 5}.
We report the results of following three numerical experiments on each quasi-
Newton matrix:
Experiment 1. The eigenvalues of the quasi-Newton matrix were computed using
the procedure outlined in Section 4.1.
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Experiment 2. A new quasi-Newton pair was generated, adding a column to both
S and Y . The procedure outlined in Section 4.2.1 was used to update Ψ, and then
the eigenvalues were recomputed using the procedure outlined in Section 4.1.
Experiment 3. The first columns of S and Y were deleted, simulating the case
when the oldest pair of updates is discarded. Then, a new quasi-Newton pair was
generated, adding a new column to the end of both S and Y . The procedure
outlined in Section 4.2.3 was used to update Ψ, and then the eigenvalues were
recomputed using the procedure outlined in Section 4.1.
To determine the accuracy of the proposed method, we explicitly formed each
quasi-Newton matrix and used the MATLAB eig command to compute its actual
eigenvalues. Due to memory limitations in computing actual eigenvalues to test the
proposed method, we restricted the matrix sizes to n ≤ 5000. For each of the three
experiments, we report the size of the quasi-Newton matrix (“n”) and the relative
error in the computed eigenvalues measured by the infinity norm (“RE Experiment
1”, “RE Experiment 2”, and “RE Experiment 3”); that is, for each experiment the
relative error was computed as
RE =
‖(D + γI)− Λ‖∞
‖Λ‖∞
,
where (D + γI) is as in (36) and Λ is the matrix of eigenvalues obtained using the
MATLAB eig command.
In Table 1, we report the results when B was taken to be randomly-generated
limited-memory SR1matrices of sizes n = 100, 500, 1000 and 5000. For each matrix,
the relative error in computing the eigenvalues using the proposed method is very
small (column 1). As seen in column 2, the relative error remained very small after
a new column was added to both S and Y , Ψ was updated using using Section 4.2.1,
and the eigenvalues were recomputed using the procedure outlined in Section 4.1.
Finally, column 3 shows that the relative error remained very small after discarding
the first stored quasi-Newton pair and adding a new column to both S and Y using
the procedures outlined in Section 4.2.3 and Section 4.1.
Table 1. Summary of results when B is a limited-memory SR1 matrix.
n RE Experiment 1 RE Experiment 2 RE Experiment 3
100 1.92439e-15 2.07242e-15 2.81256e-15
500 4.88498e-15 4.44089e-15 6.21725e-15
1000 8.14164e-15 7.99361e-15 7.84558e-15
5000 1.71714e-14 1.98360e-14 1.68754e-14
Table 2 reports the results when B was a randomly-generated limited-memory
BFGS matrix of sizes n = 100, 500, 1000, and 5000. In all cases, the proposed
method computed the eigenvalues to high accuracy. Table 3 reports the results
when B was a randomly-generated limited-memory DFP matrix of various sizes.
As in Tables 1 and 2, the proposed method computed the eigenvalues of these
matrices to high accuracy in each experiment.
Finally, Table 4 reports the results when B obtained using the Broyden convex
class of updates with φ = 0.5. In all experiments with this type of update, the
proposed method was able to compute all the eigenvalues to high accuracy.
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Table 2. Summary of results when B is a limited-memory BFGS matrix.
n RE Experiment 1 RE Experiment 2 RE Experiment 3
100 5.53332e-16 1.21039e-16 7.86896e-16
500 6.35220e-16 4.28038e-16 5.86555e-16
1000 1.13708e-15 2.39590e-15 1.62325e-15
5000 1.14773e-15 3.39882e-15 1.30101e-15
Table 3. Summary of results when B is a limited-memory DFP matrix.
n RE Experiment 1 RE Experiment 2 RE Experiment 3
100 1.69275e-15 2.05758e-16 3.65114e-16
500 9.58309e-16 6.19241e-16 2.10460e-15
1000 4.15522e-15 1.30844e-14 1.72417e-14
5000 2.27937e-15 1.20206e-14 2.97026e-15
Table 4. Summary of results when B is a limited-memory mem-
ber of the Broyden class of convex updates with φ = 0.5.
n RE Experiment 1 RE Experiment 2 RE Experiment 3
100 5.11757e-15 9.05737e-15 6.02940e-16
500 1.11222e-15 4.90513e-15 1.60814e-15
1000 1.76830e-15 2.83112e-15 2.18559e-15
5000 9.86622e-15 2.95003e-15 5.88569e-15
6. Concluding remarks
In this paper we produced the compact formulation of quasi-Newton matrices
generated by the Broyden convex class of updates. Together with the QR factor-
ization, this compact representation was used to compute the eigenvalues of any
member of this class of updates. In addition, we presented an efficient procedure
to update the QR factorization when a new pair of updates for the quasi-Newton
matrix is computed. With this approach we are able to substantially reduce the
computational costs of computing the eigenvalues of quasi-Newton matrices. Ap-
plications of this work are the subject of current research. Code and drivers used
for this paper can be found on the following website:
http://users.wfu.edu/erwayjb/software.html.
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Appendix A. In [1, 2], Apostolopoulou et al. find explicit formulas for com-
puting the eigenvalues of a BFGS matrix when at most two limited-memory quasi-
Newton pairs are used to update an initial B0. While the methods in this paper are
not limited to two updates and can be applied to SR1 matrices and any matrix gen-
erated using the Broyden convex class of updates, we show that the results found
in [1, 2] for the case of one update can be derived using the technique proposed in
this paper.
Without loss of generality, Apostolopoulou et al. derive a formula for computing
the eigenvalues of the following matrix obtained after applying one update:
(A.44) B1 =
1
θ0
I −
1
θ0
s0s
T
0
sT0 s0
+
y0y
T
0
sT0 y0
, where θ0 =
sT0 s0
sT0 y0
.
The compact formulation of B1 is given by B1 = B0 +Ψ0M0Ψ
T
0 where
Ψ1 =
[
B0s0 y0
]
and M0 =
[
−sT0 B0s0 0
0 sT0 y0
]−1
.
For notational simplicity, we drop the subscript k = 0 for the duration of Appen-
dix A. We now compute the eigenvalues of B1 = (1/θ)I + ΨMΨ
T using the QR
factorization of Ψ and show that these eigenvalues are the same as those obtained
in [1, 2] by comparing the characteristic polynomials.
The QR factorization can be computed using Householder transformations. The
first Householder transformation zeros out all the elements in the first column of Ψ
below the first entry. Let v1
△
= Ψe1−‖Ψe1‖e1, where e1 denotes the first canonical
basis vector. Since Ψe1 = (1/θ)s, then
Q1 = I −
2
vT1 v1
v1v
T
1
is such that
Q1 (Ψe1) = Q1
(
1
θ
)
s =
‖s‖
θ
e1.
(For more details on constructing Householder matrices, see e.g., [16].)
Using the definition of Q1 and v1 gives that
(A.45) Q1Ψ = Q1[(1/θ)s y] =
[
‖s‖
θ
e1 y −
2vT
1
y
vT
1
v1
v1
]
=

‖s‖
θ
0 y −
2vT
1
y
vT
1
v1
v1
...
0
 .
The second Householder transformation zeros out all entries in the second column
below the second row. Let
u2 =

(y −
2vT
1
y
vT
1
v1
v1)
T e2
...
(y −
2vT
1
y
vT
1
v1
v1)
T en
 .
Defining v2
△
= u2 − ‖u2‖e1, then
Qˆ2 = I −
2
vT2 v2
v2v
T
2
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is such that Qˆ2u2 = ‖u2‖e1, and
Q2
△
=
[
1 0
0 Qˆ2
]
is such that
(A.46) R △= Q2Q1Ψ =

‖s‖
θ
(
y −
2vT
1
y
vT
1
v1
v1
)T
e1
0 ‖u2‖
0 0
...
...
0 0

is an upper triangular matrix. If Q △= QT1Q
T
2 then by (A.46)
(A.47) B1 = Q
(
1
θ
I +RMRT
)
QT .
Let R1 ∈ ℜ
2×2 be the first 2× 2 block of R, i.e.,
R1 =
[
‖s‖
θ
(
y −
2vT
1
y
vT
1
v1
v1
)T
e1
0 ‖u2‖
]
.
The matrix R1 can be further simplified by noting that(
y −
2vT1 y
vT1 v1
v1
)T
e1 =
yT e1v
T
1 v1
vT1 v1
−
2vT1 y
vT1 v1
vT1 e1
=
yT e1(s− ‖s‖e1)
T (s− ‖s‖e1)− 2(s− ‖s‖e1)
T y(s− ‖s‖e1)
T e1
(s− ‖s‖e1)T (s− ‖s‖e1)
=
2yT e1‖s‖(‖s‖ − s
T e1) + 2(s− ‖s‖e1)
T y(‖s‖ − sT e1)
2‖s‖(‖s‖ − sT e1)
=
yT e1‖s‖+ (s− ‖s‖e1)
T y
‖s‖
=
sT y
‖s‖
,
and thus,
R1 =
[
‖s‖
θ
sT y
‖s‖ .
0 ‖u2‖
]
.
Rewriting (A.47) using R1 yields
B1 = Q
[
1
θ
I2 +R1MR
T
1 0
0 1
θ
In−2
]
QT ,
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implying that the eigenvalues of B1 are the union of eigenvalues of the two diagonal
blocks in B1. Note that the leading 2× 2 block can be simplified as follows:
1
θ
I2 +R1MR
T
1 =
1
θ
I −
[
‖s‖
θ
sT y
‖s‖
0 ‖u2‖
] [
θ
sT s
0
0 − 1
sT y
] [ ‖s‖
θ
0
sT y
‖s‖ ‖u2‖
]
=
1
θ
I −
[
1
θ
− (s
T y)
‖s‖2 −
‖u2‖
‖s‖
− ‖u2‖‖s‖ −
‖u2‖
2
sT y
]
=
[
(sT y)
‖s‖2
‖u2‖
‖s‖
‖u2‖
‖s‖
1
θ
+ ‖u2‖
2
sT y
]
.
The characteristic polynomial of leading 2× 2 block of B1 is given by
(A.48) det
(
1
θ
I +R1MR
T
1 − λI
)
= λ2 − λ
(
1
θ
+
‖u2‖
2
sT y
+
sT y
‖s‖2
)
+
1
θ
sT y
‖s‖2
.
Finally, since[(
y −
2vT1 y
vT1 v1
v1
)T
e1
]2
+‖u2‖
2 = ‖Q2Q1y‖
2 = yT y and
[(
y −
2vT1 y
vT1 v1
v1
)T
e1
]2
=
(sT y)2
‖s‖2
,
then (A.48) simplifies to
(A.49) λ2 −
λ
θ
(
1 + θ
yT y
sT y
+
1
θ2
)
.
Thus, the characteristic polynomial of B1 is given by
p(λ) =
(
λ2 −
λ
θ
(
1 + θ
yT y
sT y
)
+
1
θ2
)(
λ−
1
θ
)n−2
,
which is the same as the characteristic polynomial derived in [1, Equation 4] and [2,
Equation 9].
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