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NORMALITY AND K1-STABILITY OF ROY’S ELEMENTARY
ORTHOGONAL GROUP
A. A. AMBILY
Abstract. In this paper, we prove the normality of the Roy’s elementary orthogonal
group (Dickson–Siegel–Eichler–Roy or DSER group) over a commutative ring which
was introduced by A. Roy in [10] under some conditions on the hyperbolic rank. We
also establish a stability theorem for K1 of Roy’s group. We obtain a decomposition
theorem for the elementary orthogonal group which is used to deduce the stability
theorem.
1. Introduction
In 1960’s, H. Bass initiated the study of the normal subgroup structure of linear
groups. He introduced a new notion of dimension of rings, called stable rank, and
proved that the principal structure theorems hold for groups whose degrees are large
with respect to the stable rank. Later, J. S. Wilson, I. Z. Golubchik and A. A. Suslin
made many other important contributions in this direction. In 1977, A. A. Suslin proved
that over any commutative ring A, the group En(A) is always normal in GLn(A) when
n ≥ 3.
The normal subgroup structure of symplectic and classical unitary groups over rings
were studied by V. I. Kope˘ıko in [6], G. Taddei in [12] and by Suslin-Kope˘ıko in [11].
Similar results were obtained for general quadratic groups by A. Bak, V. Petrov, and
G. Tang in [4], for general Hermitian groups by G. Tang in [13] and A. Bak and G.
Tang in [3], and for odd unitary groups by V. Petrov in [8] and W. Yu in [15].
The stability problem for K1 of quadratic forms was studied in 1960’s and in early
1970’s by H. Bass, A. Bak, A. Roy, M. Kolster and L. N. Vaserstein. The stability
theorems relate unitary groups and their elementary subgroups in different ranges. The
stability results for quadratic K1 are due to A. Bak, V. Petrov and G. Tang (see [4]),
and for Hermitian K1 are due to A. Bak and G. Tang (see [3]). Recently, in [15], W.
Yu proved the K1-stability for odd unitary groups which were introduced by V. Petrov.
Stronger results for spaces over semilocal rings are due to A. Roy and M. Knebusch for
quadratic spaces (see [5, 10]) and H. Reiter for Hermitian spaces (see [9]).
In this paper, we study the Dickson–Siegel–Eichler–Roy (DSER) orthogonal group
over a commutative ring A, defined by A. Roy in [10]. We prove results on normality
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as well as on stability. There are three normality theorems that we will prove and the
stability results will be obtained under Bass’s stable range condition. A useful tool in
the proof will be a decomposition theorem for the elementary subgroup that we will
establish in Section 5. For proving stability, we adapt the method used in [3, 4]. We
also need some commutator relations which we have proved in [1].
2. Preliminaries
Let A be a commutative ring with identity in which 2 is invertible. Let Q be a
quadratic space and P be a finitely generated projective module. Let M = Q⊥H(P ),
where H(P ) denote the hyperbolic space. Let OA(Q⊥H(P )) denote the orthogonal
group of the quadratic space Q ⊥ H(P ). Here, Q is equipped with a non-singular
quadratic form and H(P ) has the natural hyperbolic form. Let EOA(Q⊥H(P ) be the
subgroup of OA(Q⊥H(P )) generated by Eα, E
∗
β for α ∈ Hom(Q,P ), β ∈ Hom(Q,P
∗).
We now recall some basic definitions from [2]. Assume that Q and P are free modules
of rank n and m respectively. In [2], by fixing bases for Q and P , we defined the maps
αij ∈ Hom(Q,P ), β
∗
ij ∈ Hom(Q,P
∗) for α ∈ Hom(Q,P ) and β ∈ Hom(Q,P ∗). Then
we extended these maps to Q⊕ P ⊕ P ∗ as follows:
αij(z, x, f) = ηi ◦ pi ◦ α ◦ ηj ◦ pj(z, x, f) = (0, 〈wij, z〉xi, 0) ,
βij(z, x, f) = ηi ◦ pi ◦ β ◦ ηj ◦ pj(z, x, f) = (0, 0, 〈vij, z〉fi) ,
where {zi : 1 ≤ i ≤ n} is a basis forQ, {xi : 1 ≤ i ≤ m} is a basis for P , {fi : 1 ≤ i ≤ m}
is a basis for P ∗ and wij , vij ∈ Q.
In terms of these bases, the elementary orthogonal transformations Eαij and E
∗
βij
for
1 ≤ i ≤ m, 1 ≤ j ≤ n are given as follows:
Eαij (z, x, f) =
(
I − α∗ij + αij −
1
2
αijα
∗
ij
)
(z, x, f)
= (z − 〈f, xi〉wij, x+ 〈wij, z〉xi − 〈f, xi〉q(wij)xi, f) ;
E∗βij (z, x, f) =
(
I − β∗ij + βij −
1
2
βijβ
∗
ij
)
(z, x, f)
= (z − 〈fi, x〉vij, x, f + 〈vij , z〉fi − 〈x, fi〉q(vij)fi ) .
We denote Q ⊥ H(P ) by Q ⊥ H(A)m, when rank(P ) = m. There is a natural
embedding OA(Q ⊥ H(A)
m−1) −→ OA(Q ⊥ H(A)
m) of groups which is called the
stabilization homomorphism and is given by the following matrix equation.
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Let

a
′ b′ c′
d′ e′ f ′
g′ h′ j′

 be an element of OA(Q⊥H(A)(m−1)). Then
(1)

a
′ b′ c′
d′ e′ f ′
g′ h′ j′

 7→


a′ b′ 0 c′ 0
d′ e′ 0 f ′ 0
0 0 1 0 0
g′ h′ 0 j′ 0
0 0 0 0 1


=

a b cd e f
g h j

 .
Using this equation, we define the stable orthogonal group and elementary orthogonal
group as follows:
OA = lim
m→∞
OA(Q⊥H(A)
m) and
EOA = lim
m→∞
EOA(Q⊥H(A)
m).
We now define
KO1,m(Q⊥H(A)
m) = OA(Q⊥H(A)
m)/EOA(Q⊥H(A)
m),
which is a coset space.
We now recall some basic definitions.
Definition 2.1 ([7, Chapter I]). Let A be a commutative ring with identity. A vec-
tor (a1, . . . , an) with coefficients ai ∈ A is called unimodular if there are elements
b1, . . . , bn ∈ A such that
a1b1 + . . .+ anbn = 1.
Definition 2.2 ([14]). The ring A is said to satisfy Bass’s stable range condition
SAl in the formulation of L. N. Vaserstein if, whenever (a1, . . . al+1) is a unimodular
vector, there exist elements b1, . . . , bl ∈ A such that (a1 + al+1b1, . . . , al + al+1bl) is
unimodular. It follows easily that SAl ⇒ SAk for any k ≥ l.
Definition 2.3 ([7, p.320]). The stable rank, s-rank A, of A is defined to be the
smallest positive integer l such that A satisfies SAl. If no such l exists, then the stable
rank of A can be taken to be infinite. If A is a local ring, s-rank A = 1.
In this paper, we prove the following normality theorems.
(i) OA(Q⊥H(A)
m−1) normalizes EOA(Q⊥H(A)
m). In particular, EOA is a normal
subgroup of OA.
(ii) If m ≥ dimMax(A) + 2, then OA(Q⊥H(A)
m) normalizes EOA(Q⊥H(A)
m).
(iii) If m > l, then OA(Q⊥H(A)
m) normalizes EOA(Q⊥H(A)
m) provided A satis-
fies the stable range condition SAl.
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Using these normality theorems, we establish the following stability theorem for K1.
Suppose A satisfies the stable range condition SAl. Then, for all m > l, KO1,m(Q⊥
H(A)m) is a group. Further, the canonical map
KO1,r(Q⊥H(A)
r) −→ KO1,m(Q⊥H(A)
m)
is surjective for l ≤ r < m, and the canonical homomorphism
KO1,m(Q⊥H(A)
m) −→ KO1,m+1(Q⊥H(A)
m+1)
is an isomorphism.
A key tool used in the proofs of the above theorems is a decomposition theorem for
EOA(Q⊥H(A)
m). The decomposition involves the following subgroups.
Cm =
〈
[Eαij , E
∗
βmk
], [E∗βij , E
∗
γmk
], E∗βmj : 1 ≤ i < m, 1 ≤ j, k ≤ n
〉
,
Dm =
〈
[Eαmj , E
∗
βik
], [Eαmj , Eδil], Eαmj : 1 ≤ i < m, 1 ≤ j, k ≤ n
〉
,
Gm =
〈
E∗βjk , [Eαir , E
∗
βjk
], [E∗βir , E
∗
γjk
] : 1 ≤ i, j ≤ m, 1 ≤ r, k ≤ m
〉
,
Fm =
{
ηη1 : η ∈ EOA(Q⊥H(A)
m−1) and η1 ∈ Cm
}
.
It can be easily observed that Cm ⊆ Gm.
Definition 2.4. Let θ ∈ EOA(Q⊥H(A)
m), whereQ has rank n. A FDG-decomposition
of θ is a product decomposition θ = ηξµ, where η ∈ Fm, ξ ∈ Dm and µ ∈ Gm. An
FDG-decomposition θ = ηξµ will be called reduced if the (n+m−1, n+m)th coefficient
of η is 0.
In Section 5, we prove a decomposition theorem for EOA(Q⊥H(A)
m).
3. Roy’s elementary group is normalized by smaller orthogonal group
In this section, we prove that OA(Q⊥H(A)
m−1) normalizes EOA(Q⊥H(A)
m).
Now, by [2, Lemma 3.4], each Eα, E
∗
β for α ∈ Hom(Q,P ) and β ∈ Hom(Q,P
∗) can
be written as a product of Eαij , E
∗
βij
, 1 ≤ i ≤ m, 1 ≤ j ≤ n. Hence we can consider
EOA(Q⊥H(P )) as the group generated by Eαij ’s and E
∗
βij
’s for α ∈ Hom(Q,P ) and
β ∈ Hom(Q,P ∗).
Now, by [2, Lemma 4.3] and the commutator relations which we proved in [1], we
note the following useful interpretation.
The elementary orthogonal group EOA(Q⊥H(P )) is generated by the elements of the
type Eαij , E
∗
βkl
,
[
Eαij , Eδkl
]
,
[
Eαij , E
∗
βkl
]
,
[
E∗γij , E
∗
βkl
]
for 1 ≤ i, k ≤ m, 1 ≤ j, l ≤ n and
i 6= k.
Proposition 3.1. OA(Q⊥H(A)
m−1) normalizes EOA(Q⊥H(A)
m).
Towards this, we recall some of the commutator relations which we proved in [1,
Lemma 3.10, 3.14, 3.18, 3.19, 3.20].
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Lemma 3.2. Let α, δ, ξ ∈ Hom(Q,P ) and β, γ, µ ∈ Hom(Q,P ∗). Then, for any given
i, j, k, l such that 1 ≤ i, j, t ≤ m and 1 ≤ k, l, r, s ≤ n, we have the following commutator
relations.
(i)
[
E∗βik ,
[
Eαir , E
∗
γjl
]]
= E∗ηjk
[
E∗νjk , E
∗
ζik
]
, where ηjk = −γjlαirβ
∗
ik, νjk = −
1
2
γjlαirβ
∗
ik,
ζik = −βik and i 6= j.
(ii)
[
E∗βik ,
[
Eαir , Eδjl
]]
= Eλjk
[
Eξjk , E
∗
ζik
]
, where λjk = δjlα
∗
irβik, ξjk =
1
2
δjlα
∗
irβik,
ζik = βik and i 6= j.
(iii)
[[
E∗βir , E
∗
γjl
]
,
[
Eαjs , E
∗
µtk
]]
=
[
E∗ζil , E
∗
νts
]
, where ζil = −βirγjl
∗, νts = µtkαjs
∗
and for i, j, t distinct.
(iv)
[[
Eαir , Eδjl
]
,
[
Eξtk , E
∗
βjs
]]
= [Eλil , Eηts ], where λil = αirδjl
∗, ηts = ξtkβjs
∗ and
for i, j, t distinct.
(v)
[[
Eαir , E
∗
βjl
]
,
[
Eδjs , E
∗
γtk
]]
=
[
Eηil , E
∗
µts
]
, where ηil = −αirβjl
∗, µts = γtkδjs
∗
and for i, j, t distinct.
In particular,
(i) E∗µkj =
[
E∗βmj ,
[
Eαmr , E
∗
γkl
]] [
E∗νkj , E
∗
ζmj
]
−1
,
(ii) Eλkj =
[
E∗βmj , [Eαmr , Eδkl]
] [
Eξkj , E
∗
ζmj
]
−1
,
(iii)
[
E∗ζil , E
∗
νks
]
=
[[
E∗βir , E
∗
γml
]
,
[
Eαms , E
∗
µkt
]]
,
(iv) [Eλil , Eηks] =
[
[Eαir , Eδml ] ,
[
Eξkt , E
∗
βjs
]]
,
(v)
[
Eηil , E
∗
µks
]
=
[[
Eαir , E
∗
βml
]
,
[
Eδms , E
∗
γkt
]]
.
Lemma 3.3. The elementary orthogonal group EOA(Q⊥H(A)
m) is generated by those
elementary generators which have m as one of the subscripts.
Proof. The proof follows from Lemma 3.2. The relations in Lemma 3.2 show that the
group EOA(Q⊥H(A)
m) is generated by the elements of type Eαmj , E
∗
βmk
, [Eαij , E
∗
βmk
] ,
[Eαmj , E
∗
βik
], [Eαmj , Eδil], [E
∗
βij
, E∗γmk ], when Q and P are free A-modules. 
As a consequence of the above lemma, it follows that the groups Dm and Cm generate
the elementary group EOA(Q ⊥ H(A)
m). We now prove a normality result for the
elementary orthogonal group EOA(Q⊥H(A)
m).
Proposition 3.4. OA(Q⊥H(A)
m−1) normalizes EOA(Q⊥H(A)
m).
Proof. To prove this, it is sufficient to prove that Dm and Cm are normalized by
OA(Q⊥H(A)
m−1), and we do this by direct matrix calculation.
We consider the matrix representation of the elements of OA(Q⊥H(A)
m).
Let T =

a b cd e f
g h j

 ∈ OA(Q⊥H(A)m). Then
(2) T tΨT = Ψ,
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where Ψ = ϕ⊥
(
0 I
I 0
)
is the matrix of the quadratic form on Q⊥H(A)m. Here ϕ
denotes the matrix corresponding to the nondegenerate bilinear form and
(
0 I
I 0
)
is
the matrix of the bilinear form on the hyperbolic space. This equation is equivalent to
the following set of equations.
atϕa+ gtd+ dtg = ϕ, btϕa+ htd+ etg = 0, ctϕa+ jtd+ f tg = 0,
atϕb+ gte+ dth = 0, btϕb+ hte+ eth = 0, ctϕb+ jte+ f th = I,
atϕc+ gtf + dtj = 0, btϕc+ htf + etj = I, ctϕc+ jtf + f tj = 0.
These equations are equivalent to the equation
T−1 =

ϕ
−1atϕ ϕ−1gt ϕ−1dt
ctϕ jt f t
btϕ ht et

 .
We now consider the generators for the subgroups Dm and Cm of EOA(Q ⊥H(A)
m)
and prove that they are normalized by an element in OA(Q⊥H(A)
m−1).
Consider T ∈ OA(Q⊥H(A)
m−1) as an element in OA(Q⊥H(A)
m) by the stabiliza-
tion homomorphism. Then we conjugate the elementary generators of EOA(Q⊥H(A)
m)
and write the conjugated element as a product of elementary generators.
Corresponding to the elementary generator Eαmj , we have
T−1EαmjT =

 I 0 −φ
−1atαmj
tj
jtαmja I + j
tαmjb j
tαmjc− c
tαmj
tj− 1
2
jtαmjαmj
∗j
0 0 I − btαmj
tj


= [Ejtαmjbctφ, E jtαmj
2
][Ectφ, Ejtαmj ][E
∗
btφ, Ejtαmj ]Ejtαmja.
Corresponding to the elementary generator E∗βmj , we have
T−1E∗βmjT =

 I −φ
−1atβtmje 0
0 I − ctβtmje 0
etβmja e
tβmjb− b
tβtmje−
1
2
etβmjβ
∗
mje I + e
tβmjc


=
[
E∗etβmjcbtφ, E
∗
etβmj
2
] [
E∗btφ, E
∗
etβmj
] [
Ectφ, E
∗
etβmj
]
E(etβmja).
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Corresponding to the elementary generator [Eαmj , E
∗
βkl
], we have
T−1[Eαmj , E
∗
βkl
]T =

 I 0 φ
−1(dtβklα
∗
mjj)
t
−jtαmjφ
−1βtkld I − j
tαmjβ
∗
kle f
tβklφ
−1αtmjj− j
tαmjφ
−1βtklf
0 0 I + etβklα
∗
mjj


=
[
E
(
jtαmj
2
)
, E(jtαmjφ−1βkltfetβkl)
] [
E(jtαmj), E(f tβkl)
]
[
E(jtαmj), E
∗
(etβkl)
]
E−(jtαmjφ−1βtkld).
Corresponding to the elementary generator [Eαij , E
∗
βmk
], we have
T−1[Eαij , E
∗
βmk
]T =

 I −φ
−1(etβmkα
∗
ijg)
t 0
0 I − jtαijβ
∗
mke 0
etβmkα
∗
ijg e
tβmkα
∗
ijh− h
tαijβ
∗
mke I + e
tβmkα
∗
ijj


=
[
E∗(etβmkφ−1αtij jhtαij)
, E∗
(
etβmk
2
)
] [
E∗(htαij), E
∗
(etβmk)
]
[
E(jtαij), E
∗
(etβmk)
]
E∗(etβmkφ−1αtijg)
.
Corresponding to the elementary generator [Eαmk , Eδjl], we have
T−1[Eαmk , Eδjl]T =

 I 0 φ
−1gtδjlα
∗
mkj
−jtαmkδ
∗
jlg I − j
tαmkδ
∗
jlh j
t(δjlα
∗
mk − αmkδ
∗
jl)j
0 0 I + htδjlα
∗
mkj


=
[
E( 1
2
jtαmk)
, E(jtαmkδ∗jlhjtδjl)
] [
E(jtαmk), E
∗
(htδjl)
] [
E(αmk), E(jtδjl)
]
E(−jtαmkδ∗jlg).
Corresponding to the elementary generator [E∗βmk , E
∗
γjl
], we have
T−1[E∗βmk , E
∗
γjl
]T =

 I φ
−1dtγjlφ
−1βtmke 0
0 I + f tγjlφ
−1βmk
te 0
−etβmkφ
−1γtjld e
t(γjlβ
∗
mk − βmkγ
∗
jl)e I − e
tβmjφ
−1γtjlf


= [E∗
(
etβmk
2
)
, E∗(etβmkγ∗jlef tγjl)][E
∗
(etβmk)
, E∗(etγjl)]
[E∗(etβmk), E(f tγjl)]E(−etβmkγ∗jld).
Now it follows from the above equations that Cm and Dm are normalized by OA(Q⊥
H(A)m−1). Hence the proposition follows. 
Corollary 3.5. EOA is a normal subgroup of OA.
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4. Normality of Roy’s elementary group under condition on
hyperbolic rank
In this section, we prove that EOA(Q⊥H(A)
m) is normal in OA(Q⊥H(A)
m) under
a condition on the hyperbolic rank. First, we prove the normality when the hyperbolic
rank is at least d+ 2, where d = dimMax(A) .
Theorem 4.1. EOA(Q⊥H(A)
m) is normal in OA(Q⊥H(A)
m) when m ≥ d+2, where
d = dimMax(A) .
Proof. By [10, Theorem 7.1], it follows that EOA(Q ⊥ H(A)
m) acts transitively on
hyperbolic pairs. In the case of semi-local rings, by [10, Theorem 8.1′], the same holds
for m ≥ 1.
For, if α ∈ OA(Q ⊥ H(A)
m) and (e1, f1) is a hyperbolic pair, then, by [10, Corol-
lary 6.4], (αe1, αf1) and (e1, f1) are in the same orbit of EOA(Q ⊥ H(A)
m). Let e
be a map which takes one orbit to the other. Therefore eα fixes (e1, f1) and hence
eα ∈ OA(Q ⊥ H(A)
m−1), whence so does (eα)−1. Now, by Proposition 3.4, it fol-
lows that (eα)−1 normalizes the elementary orthogonal group EOA(Q⊥H(A)
m). This
implies that α−1 normalizes EOA(Q⊥H(A)
m). 
5. A decomposition theorem
In this section, we prove a decomposition of Roy’s elementary orthogonal group under
the stable range condition. We start with the following lemma.
Lemma 5.1. Let m ≥ l + 1. Then, for any σ ∈ OA(Q⊥H(A)
m), there is an element
̺ ∈ Gm such that σ̺ has 1 in its (n +m,n+m)
th position.
Proof. Let σ be the 3× 3 block matrix corresponding to the orthogonal transformation
σ ∈ OA(Q⊥H(A)
m) given by
σ =

σ11 σ12 σ13σ21 σ22 σ23
σ31 σ32 σ33

 ,
where σ11 is an n×n matrix, σ12, σ13 are n×m matrices, σ21, σ31 are m×n matrices and
σ22, σ23, σ32, σ33 are m×m matrices. Since σ
−1 ∈ OA(Q⊥H(A)
m), it also has a similar
matrix description. Now (σ21, σ22, σ23) is a unimodular vector in Mn(A) × (Mm(A))
2.
Let (u, v, w) be the bottom row of (σ21, σ22, σ23). Since σ
−1 ∈ OA(Q ⊥ H(A)
m), it
also has a similar matrix description. Now (σ21, σ22, σ23) is a unimodular vector in
Mn(A)× (Mm(A))
2. Let (u, v, w) be the bottom row of (σ21, σ22, σ23). It is unimodular
in An×A2m. Also, v is unimodular in Am ∼= P . Then, by [10, Remark 5.6], there exists
an orthogonal transformation µ1 = E
∗
β ∈ Gm which maps (u, v, w) into a unimodular
vector (0, v, w′) ∈ H(P ).
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Since A satisfies the stable range condition SAl and m ≥ l+ 1, there exists a matrix
γ ∈Mm(A) such that v
′ + w′γ is unimodular in Am. Now set
µ2 =

I 0 00 I 0
0 γ I

 ∈ Gm,
where I denotes the identity matrix and 0 denotes the zero matrix of the corresponding
block size.
Since A satisfies stable range condition SAl and m ≥ l + 1, there is a product ǫ of
elementary matrices such that (v′ + w′γ)ǫ = (0, . . . , 0, 1).
Set
µ3 =

I 0 00 ε 0
0 0 εt
−1

 ∈ Gm.
Then σµ1µ2µ3 has (n +m)
th row (0, 0, . . . , 1, wεt
−1
). This completes the proof of the
lemma. 
Now we can prove the following decomposition theorem.
Theorem 5.2 (Decomposition Theorem). Let m ≥ l + 2. Then every element of
EOA(Q⊥H(A)
m) has a reduced FDG-decomposition.
Proof. We first show that if θ has an FDG-decomposition, then it has a reduced one.
Let ηξµ be an FDG-decomposition of θ. Write
η =


η11 η12 0 η14 0
η21 η22 0 η24 0
0 0 1 0 0
η41 η42 0 η44 0
0 0 0 0 1

 ,
where the block matrix η11 is of size n × n, the block matrices η12, η14 are of size n ×
(m− 1), η21, η41 are of size (m− 1)×n and η22, η24, η42, η44 are of size (m− 1)×(m− 1).
and set
η1 =

η11 η12 η14η21 η22 η24
η41 η42 η44

 .
By definition, η1 ∈ EOA(Q⊥H(A)
m−1). Since m ≥ l + 2, it follows from Lemma 5.1
that there is an element µ1 ∈ Gm−1 such that the (n +m− 1, n +m − 1)
th coefficient
of η1µ1 is 1. Identifying µ1 with its image under the stabilization map
EOA(Q⊥H(A)
m−1) −→ EOA(Q⊥H(A)
m−1⊥H(A)),
we have µ1 ∈ Gm and the (n +m − 1, n +m − 1)
th coefficient of ηµ1 is 1. Also, µ1 ∈
Fm ∩Gm and µ1 normalizes Dm. Thus (ηµ1)(µ
−1
1 ξµ1)(µ
−1
1 µ) is an FDG-decomposition
of θ such that the (n +m− 1, n+m− 1)th coefficient of ηµ1 is 1.
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Choose an element α ∈ HomA(Q,P ) such that the (n+m− 1, n+m)
th coefficient of
ηµ1[Eαm−1,j , E
∗
βmk
] is 0. Choose δ ∈ HomA(Q,P ) such that the (n+m,n+m− 1)
th co-
efficient of µ−11 ξµ1[Eδmj , E
∗
βm−1,k
] is 0. Let µ2 = [Eαm−1,j , E
∗
βmk
] and µ3 = [Eδmj , E
∗
βm−1,k
].
Then
µ−12 (µ
−1
1 ξµ1µ3)µ2 = η2ξ1
for some η2 ∈ EOA(Q⊥H(A)
m−1) ⊆ Fm and some ξ ∈ Dm. Thus
θ = ηξµ = (ηµ1µ2)(µ
−1
2 (µ
−1
1 ξµ1µ3)µ2)(µ
−1
2 µ
−1
3 µ
−1
1 µ)
which is a reduced FDG-decomposition of θ.
We now prove that every element of EOA(Q⊥H(A)
m) does have an FDG-decomposition.
In order to do this, we consider the generators ε of EOA(Q⊥H(A)
m) and show that
εFmDmGm ⊆ FmDmGm. It would follow from this that EOA(Q⊥H(A)
m) = FmDmGm.
Thus, by the first part of the proof, it is enough to prove that εηξµ ∈ FmDmGm for
each reduced FDG-decomposition ηξµ. The rest of the proof shows this.
The commutator relations in the Lemma 3.2 show that Fm and the matrices [Eδmj , E
∗
βm−1,k
]
generate EOA(Q⊥H(A)
m), where rank(Q) = n. Evidently,
Fm(FmDmGm) ⊆ FmDmGm.
We now consider an element with a reduced FDG-decomposition ηξµ. Since the
(n + m − 1, n + m)th coefficient of η is 0, η can be expressed as a product η = η3η4,
where η3 ∈ Cm such that the (n+m−1, n+m)
th coefficient of η3 is 0 and η4 ∈ EOA(Q⊥
H(A)m). By a straightforward computation, one can show that
[Eδmj , E
∗
βm−1,k
]η3[Eδmj , E
∗
βm−1,k
]−1 ∈ Fm.
Clearly, EOA(Q⊥H(A)
m) normalizes Dm. Thus
[Eδmj , E
∗
βm−1,k
]ηξµ = ([Eδmj , E
∗
βm−1,k
]η3[Eδmj , E
∗
βm−1,k
]−1η4)(η
−1
4 [Eδmj , E
∗
βm−1,k
]η4ξ)µ
which is an FDG-decomposition. 
6. Normality under stable range
In this section, we prove the normality under the assumption that A satisfies the
stable range condition SAl.
Theorem 6.1. Let A be a commutative ring in which 2 is invertible. Suppose A satisfies
the stable range condition SAl. Then, for all m > l, EOA(Q⊥H(A)
m) is normal in
OA(Q⊥H(A)
m).
Proof. Let η ∈ EOA(Q ⊥ H(A)
m), where rank(Q) = n. By Lemma 5.1, there is an
element ̺1 in Gm ⊆ EOA(Q⊥H(A)
m) such that the (n+m,n+m)th coefficient of η̺1
is 1. Then there is a matrix ̺2 =
∏m−1
i=1 [Eαmj , E
∗
βik
] such that η̺1̺2 has 0 in the first
n+m−1 entries of its (n+m)th row and 1 in the (n+m)th entry of this row. It follows
that there is a matrix ̺3 =
∏m
i=1[E
∗
βir
, E∗γmk ]
∏m−1
i=1 [Eαir , E
∗
βmk
]E∗γmj such that ̺3η̺1̺2
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has the same mth row as η̺1̺2 and the same m
th column as the (n + 2m)× (n + 2m)
identity matrix. For any matrix
σ =

σ11 σ12 σ13σ21 σ22 σ23
σ31 σ32 σ33

 ∈ OA(Q⊥H(A)m),
it follows from the Equation (2) that we get the (n+2m,n+2m)th coefficient of ̺3η̺1̺2
is 1. Then there is a matrix
̺4 =
m−1∏
i=1
[Eαmk , E
∗
βir
]
m∏
i=1
[E∗βir , E
∗
γmk
]
m∏
i=1
[Eαir , Eδmk ]Eζmj
such that ̺4̺3η̺1̺2 has the same (n + m)
th row and (n + m)th column as ̺3η̺1̺2
and the same (n + 2m)th column as the (n + 2m,n + 2m) identity matrix. Now, it
follows that ̺4̺3η̺1̺2 has the same (n + 2m)
th row as the (n + 2m,n + 2m) identity
matrix. Thus, by the stabilization homomorphism, we have ̺4̺3η̺1̺2 ∈ OA(Q ⊥
H(A)m−1), where rank(Q) = n. Let ρ = ̺4̺3η̺1̺2. By Proposition 3.4, it follows
that ρ normalizes EOA(Q⊥H(A)
m), where rank(Q) = n. Since η = ̺−13 ̺
−1
4 ρ̺
−1
2 ̺
−1
1 ,
it follows that η normalizes EOA(Q⊥H(A)
m). Thus EOA(Q⊥H(A)
m) is normal in
OA(Q⊥H(A)
m). 
7. Stability of K1
In this section, we prove the following stability theorem using the normality theorem
of the previous section and the decomposition theorem.
Theorem 7.1. Let A be a commutative ring of stable rank l in which 2 is invertible.
Then, for all m > l, KO1,m(Q⊥H(A)
m) is a group. Further, the canonical map
KO1,r(Q⊥H(A)
r) −→ KO1,m(Q⊥H(A)
m)
is surjective for l ≤ r < m, and the canonical homomorphism
KO1,m(Q⊥H(A)
m) −→ KO1,m+1(Q⊥H(A)
m+1)
is an isomorphism.
Proof. By Theorem 6.1, we get KO1,m(Q⊥H(A)
m) is a group and the map
KO1,m−1(Q⊥H(A)
m−1) −→ KO1,m(Q⊥H(A)
m)
is surjective. By induction on m− l, we obtain that the map
KO1,r(Q⊥H(A)
r) −→ KO1,m(Q⊥H(P ))
is surjective for l ≤ r < m.
To prove the final assertion, let σ ∈ OA(Q⊥H(A)
m) ∩ EOA(Q⊥H(A)
m ⊥H(A)).
Let ηξµ be an F(m+1)D(m+1)G(m+1)-decomposition of σ. Since the (n+m+ 1)
th row of
η coincides with that of the (n+ 2(m+ 1))× (n+ 2(m+ 1)) identity matrix, it follows
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that the (n + m + 1)th row of ηξµ coincides with the (n +m + 1)th row of ξµ. Thus
the (n+m+ 1)th row of ξµ coincides with that of the (n+ 2(m+ 1))× (n+ 2(m+ 1))
identity matrix. We can write the matrix µ as
µ =

I γ 00 ε 0
ϑ ψ εt
−1

 ,
where I is an n × n identity matrix, γ is an n × m matrix, ε is an m × m invertible
matrix, ϑ and ψ are matrices of size m× n and m×m respectively.
If (u, v, w) denotes the (n+m+ 1)th row of ξ, then the (n +m+ 1)th row of ξµ is
(
u, v, w
)I γ 00 ε 0
ϑ ψ εt
−1

 = (u+ wϑ, uγ + vε+ wψ, wεt−1)
The (n +m + 1)th row of ξµ coincides with that of the n + 2(m + 1) × n + 2(m + 1)
identity matrix. Hence w(εt)−1 = 0. Since (εt)−1 is invertible, we get w = 0. This
implies that u = 0. Thus ξ ∈ Gm+1.
Now write η = η1µ1, where η1 ∈ EOA(Q⊥H(A)
m) and µ1 ∈ Cm+1 ⊆ Gm+1.
Then σ = η1µ1ξµ and µ1ξµ ∈ Gm+1 ∩ OA(Q ⊥ H(A)
m). It suffices to show that
µ1ξµ ∈ EOA(Q⊥H(A)
m). In fact, we show that µ1ξµ ∈ Gm.
Write
µ1ξµ =

I γ 00 ε 0
ϑ δ εt
−1

 .
Since µ1ξµ ∈ OA(Q ⊥H(A)
m), it follows that γ, δ have their last column 0 and ϑ, δ
have their last row 0. Also, it follows that ε ∈ GLm(A). From the definition of Gm+1,
we see that ε is an (m+ 1)× (m+ 1) matrix of the form
ε =
(
ε′ 0
0 1
)
∈ Em+1(A)
Thus ε′ ∈ Em+1(A) ∩ GLm(A). Since A satisfies the stable range condition, by the
stability for K1 of the general linear group, we have ε
′ ∈ Em(A).
Thus µ1ξµ lies in Gm. Hence the canonical homomorphism
KO1,m(Q⊥H(A)
m) −→ KO1,m+1(Q⊥H(A)
m)
is an isomorphism. 
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