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Let n and m be natural numbers, n > m. The separation power of order n 
and degree m is the largest integer k = k(n, m) such that for every (0, I)-matrix 
A of order n with constant linesums equal to m and any set of k l’s in A there 
exist (disjoint) permutation matrices P, ,..., P, such that A = PI + ... + P,,, 
and each of the k l’s lies in a different Pi. Almost immediately we have 1 < 
k(n, m) Q m - 1, yet in all cases where the value of k(n, m) is actually known it 
equals m - 1 (except under the somewhat trivial circumstances of k(n, m) = 1). 
This leads to a conjecture about the separation power, namely that k(n, m) = m- 
l if m > [n/2] + 1. We obtain the bound k(n, m) > m - [n/2] + 2, so that this 
conjecture holds for n Q 7. We then move on to latin squares, describing several 
equivalent formulations of the concept. After establishing a sufficient condition 
for the completion of a partial latin square in terms of the separation power, we 
can show that the Evans conjecture follows from this conjecture about the se- 
paration power. Finally the lower bound on k(n, m) allows us to show, after 
some calculations, that the Evans conjecture is true for orders n < 11. 
1. THE SEPARATION POWER 
Throughout much of this paper we will be dealing with square (0, l)- 
matrices. If A is a (0, l)-matrix of order n we say that e lies in A if the 
e = (e”J, e@)) entry of A is a 1. Here we think of e as actually being the 1; 
we will consider e to be invariant under row and column permutations, 
transpositions, and the like. Thus although the coordinates (e(l), et2)) of 
e may change, the 1 which e labels will always be the same. A decomposition 
of A into permutations is a collection of permutation matrices PI ,..., P, 
such that A = PI + ... + P,. Of course A can be decomposed into per- 
mutations if and only if all its linesums are equal. We say that a collection 
of l’s (e, ,,.., ek} lying in A can be separated when there is a decomposition 
of A into permutations A = PI + *a* + P, such that each ei lies in Pi, 
i = l,..., k. 
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For example, let 
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Then ((2,2), (3, 3)) can be separated in A, but {(3,2), (4, 3)) cannot be 
separated in A, . 
One of the basic quantities we will look at in this paper is the maximal 
number of l’s that can be separated in (0, I)-matrices. Specifically for natural 
numbers n and m, n 3 m: 
DEFINITION 1 .l. The separation power of order n and degree m is the 
largest integer k = k(n, m) such that for every (0, 1)-matrix A of order n 
with constant linesums equal to m, any set of k l’s lying in A can be separated. 
2. PROPERTIES OF THE SEPARATION POWER 
Let A be a (0, 1)-matrix of order n with constant linesums equal to m. 
Then A can be decomposed into permutations, say A = P, + .** + P,,, . 
Given any 1 lying in A, say e, we certainly have e lying in some Pi and so (e} 
can be separated. Thus k(n, m) 3 1 always. On the other hand, any set of 
l’s in A that can be separated could have at most m elements. So k(n, m) < m 
always and certainly k(n, 1) = 1. In fact for m 3 2 we have k(n, m) < m - I. 
This follows from a stronger claim: For each (0, 1)-matrix A of order IZ 
and constant linesums equal to m > 2, there is a set of m l’s in A that cannot 
be separated. The claim holds because we can permute the rows and columns 
of A so that without loss of generality 
and then ((2, l), (1, 2), (1, 3) ,..., (1, m)} cannot be separated. 
Thus 
1 <k(n,m) <m-I, 2<m<n. 
So all the separation powers of degree 1 or 2 are equal to 1. We will next 
determine all degrees and orders for which the separation power is only 1. 
We start with a definition and a lemma. 
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DEFINITION 2.1. In a (0, I)-matrix A we say that a set {e, ,..., q} of l’s 
lying in A is a critical set when, after appropriate row and column permu- 
tations, A can be broken into nontrivial blocks 
such that the matrices A,, and ASI consist precisely of the l’s e, ,..., q (and 
O’s elsewhere). 
LEMMA 2.2. Let A be a (0, I)-matrix of order n with constant linesums 
equal to m 3 3, and let e, and e, be two l’s lying in A. Then {e, , e,> cannot 
be separated if and only if{e, , ez} is a critical set. 
Proof. Assume {e, , eZ} is a critical set. Then A is of the form specified 
in (2.1) and all the entries of A,, and A,, are 0 except for eI and e, . Say e, 
lies in AZ1 ; if e, were also to lie in A,, then AI2 would be a O-matrix and, by 
constant linesums, 
number of l’s in A,, and AI, = 0 (mod m), 
number of I’s in Al, and A,, = 0 (mod m). 
This implies 2 = 0 (mod m), a contradiction as m 3 3. Thus e2 lies in Al, 
and we see without loss of generality 
where AI1 is a block of size r by c, E,, denotes matrices of the appropri- 
ate size with a 1 in position (1, 1) and O’s elsewhere, and e, and e2 are 
entries (r + 1, 1) and (1, c + l), respectively. Here r = c because the 
number of l’s in the first r rows of A and the number in the first c 
columns must be the same, giving mr = mc. Now e, and e2 can 
be separated if and only if there is a permutation matrix P such that 
P < A (i.e., every 1 of P lies in A) and such that e, lies in P but e2 
does not. To find such a P we must select n l’s in A such that no two lie in 
the same line, starting with e, and avoiding e2 . But then the r l’s we must 
select from the first r rows would all need to come from columns 2 through c 
-a total of c - 1 = r - 1 columns. Such a selection is impossible to make, 
so e, and e2 cannot be separated. 
Conversely suppose e, and e2 cannot be separated. They cannot both lie 
on one line for then they could automatically be separated. Thus, by row 
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and column permutations, e, and e2 are entries (1, 1) and (2.2) of A. Consider 
B = A(l, 1) (i.e., A with row 1 and column 1 deleted); e, and e2 cannot be 
separated, so every permutation P < B must contain eB . So B’, the matrix 
obtained from B by changing e, to a 0, cannot contain a permutation. That is, 
considering B’ as the incidence matrix of (n - 1) subsets of an (n - I)-set, 
there is no system of distinct representatives. By the Hall theorem on S.D.R.‘s 
(Hall [3]) there must be k sets with only k - I elements among them. Thus 
there is a collection 01 of k rows of B’ all of whose l’s lie in some collection 
/? of k - 1 columns. On the other hand, there is an SDR for the sets with 
incidence matrix B so e2 must lie in one of the rows of 01 but in none of the 
columns of /I. So without loss of generality 
IPermute the columns so that column 2 becomes adjacent to the block * 
on the right. Permute the rows so that row 1 becomes adjacent to the block 
*c* from below. Then 
where ** and * form a block of size k by k. From constant linesums we see 
that the unknown entries in ? are all 0. Hence {eI , ez} is a critical set. g 
Now we can determine the cases for which the separation power is only 1. 
For n 2 m > 3, k(n, m) = 1 if and only if there exists a (0, 1)-matrix A 
of order n and constant linesums equal to m with some pair of l’s that cannot 
be separated, i.e., that form a critical set. Since existence of a critical set 
implies 
and for A to have linesums m > 3 we must have A, and A, each of order at 
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least m, we see a necessary condition for k(n, m) = 1 is 2m < n, i.e., 
m < [n/2]. On the other hand, this condition is also sufficient in light of 
J - 4, En 0 
-41 J - En 0 1 , 0 0 0 
a matrix of linesums m and order n > 2m, since ((m + 1, l), (1, m + 1)) 
cannot be separated. (Here J is the matrix of l’s of order m.) 
We now have the first three parts of 
THEOREM 2.3. Let m > 3. Then the separation power satisfies 
(1) I <k(n,m) <cm- 1, 
(2) k(n, m) = 1 when m < [n/2], 
(3) k(n, m) 3 2 when m >, [n/2] + 1, 
(4) k(n,m+l)ak(n,m)+l when [n/2]<m<n-1. 
Proof. Only (4) remains. Let j = k(n, m + 1) + 1 < m + 1 < n. By 
(3) j > 3. Then there is a (0, I)-matrix A of order n with linesums m + 1 
and a set E = {e, ,..., ej} of j l’s lying in A which cannot be separated. But 
{e, ,..., ejPl} can be separated, so there are permutations P, ,..., P, such that 
A=P,+ ... + P, and ei lies in Pi for i = l,...,j - 1; without loss of 
generality ei lies in PieI . Consider A’ = A - P, , a matrix of order n and 
constant linesums equal to m. E’ = {ez ,..., ei} is a set of l’s lying in A’. 
If E’ could be separated in A’ then E’ could be separated in A. Hence E 
is a set of (j - 1) l’s lying in A’ which cannot be separated. Thus (j - 1) 3 
k(n, m) + 1, i.e., k(n, m + 1) > k(n, m) + 1. a 
Still the simple bound k(rz, m) < m - 1 pertains and the only known cases 
of equality not being attained occur when k(n, m) = 1, i.e., m < 2 or 
m < [n/2]. At the Fifth Hungarian Colloquium in Combinatorics (1976), 
R. Hlggkvist presented a conjecture which amounts to the following: 
Conjecture 2.4. Let m 3 3. When m > [n/2] + 1 we have k(n, m) = 
m - 1. (Later in this paper we will show that this conjecture is stronger than 
the Evans conjecture [l].) 
In light of (2) (3) (4) one need simply show that k(n, [n/2] + 1) = [n/2] 
to extablish conjecture 2.4 for order n. We are a far cry from this considering 
we only have k(n, [n/2] + 1) 3 2. But this does give k(n, m) > m - 
b/21 + 1. 
We can better this slightly: 
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LEMMA 2.5. Furj > 3 we have k(2j, j + 1) > 3. 
Proof. Suppose k(2j, j + 1) = 2. Then there is a (0, l)-matrix A of 
order 2j, with constant linesums j + 1 and a set E = {e, , e2 , es} of l’s 
lying in A which cannot be separated. However {e, , eJ can be separated so 
there are permutation matrices P, ,..., Pj+l such that A = PI + .+. + Pj+l , 
e, lies in PI , and e2 and e, lie in P, . Let A’ = A - PI , E’ = {ez , e3}. 
Then E’ cannot be separated in A’. A’ is a (0, l)-matrix of order 2j, and con- 
stant linesums equal toj > 3, so E’ is a critical set by (2.2) and without loss 
of generality 
e, is the (,j + 1, 1) entry and e, is the (1,j + 1) entry. A calculation will show 
that w.1.o.g. (by row and column permutations) 
1 0 
O .‘l . . 
P, = i * 0 . O1 0 1 0 1 
Thus either 
A= 
11, ( 
” 
J . . 
. . 
01 O 
1 
0 1 
J 
1 O 
or PI = 
or A= 
0 
1 
1 
**-I 
l 0 . 
J 
lo l 
1 O 
lo l 
1 O 
J - 4, 
Recalling that e, lies in P, we see w.1.o.g. that in the first case e, = (1, 1) 
or (2,2j) and in the second case e, = (1,2j) or (2,2j - 1). 
A check will verify that in all situations {eI , e, , es} can be separated. This 
is a contradiction, so k(2j,j + 1) 3 3. 1 
LEMMA 2.6. For j >, 3 we have k(2j + 1, j + 1) > 3. 
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Proof. Suppose k(2j + 1,j + 1) = 2. As before A = A’ + PI , where 
w.l.0.g. 
A’ = 
0 0 
El1 
1 * 
* ‘1 
0 
e2 = (j + 1, 1) and e3 = (j + 1, 1). This time PI is w.1.o.g. one of 17 
permutation matrices; a lengthy computation which is omitted shows that 
no matter what e, is, {e, , e2 , e8> can be separated. 1 
THEOREM 2.7. For m 3 [n/2] + 1 and n 3 6 we have 
k(n, m) 3 m - [n/2] + 2. 
Proof. For such n, m we have k(n, [n/2] + 1) >, 3 from (2.5) and (2.6) 
so k(n, m) 2 3 + (m - ([n/2] + 1)) by (2.3.4). 1 
3. LATIN SQUARES 
An n by n square array of cells filled with the numbers 1 through n is a latin 
square of order n when each number appears exactly once in each line, i.e., 
when no two entries on a line are the same. A partial latin square of order n 
is an n by n square array of cells some with the numbers 1 through n entered 
such that no two entries on a line are the same. Certainly every latin square 
is a partial latin square. A partial latin square can be completed when it can 
be embedded in a latin square of the same order. We will be working with 
some equivalent formulations of these concepts, 
The first is in terms of (0, l)-matrices. Let J be the n by n matrix consisting 
entirely of l’s; there is a one-to-one correspondence between latin squares 
of order n and ordered decompositions of J into permutation matrices given 
by (PI ,..., P,) f-) P, + 2P2 + ..* + nP, . Call a (0, I)-matrix Q a subper- 
mutation matrix when Q has at most one 1 in each line. Clearly if Q is a sub- 
permutation matrix there is a permutation matrix P such that Q < P. 
Ordered decompositions of (0, I)-matrices into subpermutation matrices 
correspond in a one-to-one fashion to partial lating squares under 
<Ql ,..., Qn)++Ql+2Q2+--*+nQn. 
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The second formulation is based on the one-to-one correspondence between 
partial latin squares and subsets 9 of N x N x N (here N = {l,..., n}) 
such that no two elements of 9 agree in two coordinates; e.g., 
(a, b, c) E 64 iff cell(a, b) has entry c. 
Let 9, 9 C N x N x N. We say dp and 9’ are conjugate when there is 
a permutation u of {I, 2,3} such that (x1 , x2 , x3) E Y iff (x,,u) , x0(,) , 
x0t3)) E 9’. Clearly this notion of conjugacy can be extended to all of our 
equivalent formulations of the latin square (or partial latin square) concept. 
Note that if we view N x N x N as a cube of lattice points in 3-space and 
take as lines those which are parallel to the coordinate axes, a partial latin 
square is a subset of the lattice such that no two points lie on one line and 
a latin square is a subset of the lattice such that every line contains exactly 
one point. In this geometric outlook, conjugacy is simply a change of axes. 
Finally there is a one-to-one correspondence between partial latin squares 
and colorings of subgraphs of K,,, . Here K,,, is the complete bipartite 
graph with n points in each vertex class and a coloring is an assignment of 
colors to the edges of the subgraph of K,,,, such that no two dependent edges 
receive the same color; i.e., if the colorclasses are C, ,..., C, then each Ci 
is a set of independent edges. In this situation one correspondence is 
(a, b) E C, iff cell (a, b) has entry c. 
It should be clear that any one of these partial objects can be completed 
(i.e., embedded in the appropriate sense in one of the complete objects) 
if and only if the corresponding partial objects in all of the equivalent for- 
mulations can be completed. So in discussing the completion of partial 
latin squares we can work with a square or its conjugates or (0, I)-matrices, 
etc., without loss of generality. 
Finally we note one outstanding conjecture involving the completion 
of partial latin squares. Note for every n there is a(partia1 latin square of 
order n with only n entries which cannot be completed (Fig. 3.1.). 
1 2 . . . n-l 
______ ___- 
n 
-~ 
This inspired a 
. . . 
FIGURE 3.1 
Conjecture (Evans [l]). Any partial latin square of order n with fewer 
than n entries can be completed. 
582427/3-9 
350 ALBERT L. WELLS, JR. 
At the end of this paper we will see this is true for n < 11. We also show 
that the Evans conjecture follows from Conjecture 2.4. However, the two 
are not “equivalent”; although truth of the Evans conjecture for order n 
implies k(n, n) = n - I, this sheds no light on whether k(n, [n/2] + 1) = 
[n/2], the crucial fact for the establishment of Conjecture 2.4. 
4. SUFFICIENT CONDITIONSFOR THE COMPLETION OF APARTIAL LATIN SQUARE 
Let Ni be the set of symbols in N = (I,..., n} which appear exactly i times 
in a given partial latin square, i = O,..., n. Then the Ni partition N. Our 
equivalence with (0, l)-matrices yields the following lemma: 
LEMMA 4.1. Given a partial Iatin square of order n such that all the symbols 
appearing are only in NI v N,, ; let a = 1 N, 1 and b = 1 NI I. Then if 
b < k(n, n - a) the square can be completed. 
Proof. Assume without loss of generality that N, = {l,..., a}. Let 
J = A + P, + *** + P, , where each P, is the permutation matrix corre- 
sponding to the positions of i in the partial latin square. Thus A has constant 
linesums equal to n - a. Let e, ,..., e, be the l’s in A corresponding to the 
positions of the elements of NI . Now if (e, ,..., eb} can be separated in A, 
say by Pa+1 ,..., P, , then the decomposition of J into permutations P, ,..., P, 
corresponds to a latin square in which the given partial latin square can be 
embedded. Since b < k(n, n - a) we see {eI ,..., e& can be separated. i 
The next lemma shows that any partial latin square of order n with fewer 
than n entries can be embedded in a square of the type described in the 
hypothesis of Lemma 4.1. 
LEMMA 4.2. Any partial latin square 8 of order n with fewer than n entries 
can be embedded in a partial latin square 8* such that NO = N$ , NI = Nf 
and Nz u ... u N, = N* . That is, the symbols which appear more than once 
in 9 can be repeatedly inserted so that they each appear n times in 8*. 
Proof. Say l,..., k are the multiply appearing symbols and let ai be the 
number of times i appears in 3’. Without loss of generality a, >, a2 > 1.. > 
a, > 2. Let 9 be represented as Q, + 2Qz + *.* + kQk: + (k + 1) x 
Qk+l + ... + nQnT where the Qi are subpermutation matrices. Certainly 
each of Qk+, ,..., Qn has at most one 1 and Qi has aj l’s, i = l,..., k. It will 
suffice to find permutation matrices PI ,..., Pt such that Qi < Pi , i = l,..., t 
and PI + ... + P, + Qt,, + ... + Qn < J for t = I,..., k. We proceed 
by inducti’on on t. 
If t = 1 we restrict our attention only to the n - a, rows and columns 
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which avoid the l’s in Q1 . We wish to find a permutation in J1 = J - 
Q, - . . . - Qn, because such a permutation can be adjoined to Q, to form 
the desired P1 . But this J can be written as a sum of n - a, permutation 
matrices and Q, ,..., Qpa contain at most n - 1 - a, l’s among them; thus 
J1 must contain a permutation. 
We assume now that the permutation matrices PI ,..., Ptel have been found 
and now show Pt exists with the needed properties. We have P, ,..., P,-, 
with Qi S Pi, i = l,..., t - 1 and PI + ... + Pt-I + Qt + Qt+, + *** + 
Qn < J. We restrict our attention to the n - at rows and columns which 
avoid the l’s in Qt . We will be done if there is a permutation in Jt = J - 
p, - . . . -Pt-l-Qt+,--.*-en, as this permutation can be adjoined 
to Qt to form the needed Pt . So we examine this Jt . If there is no permutation 
matrix P with P < Jt then there is no S.D.R. for the sets with incidence 
matrix Jt . Thus by the Hall theorem we may rearrange the rows and columns 
of Jt (and possibly transpose it) to obtain 
A 0 
Jt = [ I 1 -- 3 B C 
where A is a j by j - 1 block and the zero block is of size j by (n - a, - 
j + 1); w.1.o.g. j < n - a, -j + 1, i.e.. n > 2j + a, - 1. Thus the first 
j rows of Jt must contain at least j (n - a, - j + 1) O’s; by counting the 
O’s from their sources we will show Jt could not possibly contain this many 
0’s. The O’s in Jt arise from P, ,..., Pt-l and Qt+, ,..., Q,, . In the first j rows 
of Jt at most j(t - 1) O’s could be contributed by the PI ,..., Ptel ; in Jt the 
Q t+1 P-*-P Qn could contribute at most n - 1 - a, - ... - a, 0’s. Thus for 
Jt to contain no permutation it would be necessary that there be a j for which 
n - 1 - a, - . . . - a, + j(t - 1) >,j(n - at -j+ 1). 
We will show, on the contrary, that 
n - 1 - a, - . . . -at+j(t--l)<j(,--u,-j+l). (*) 
Once this inequality is established the induction will be complete and our 
proof done. 
The inequalities on which (*) will be based are 
n>a,+2j-1, al 3 a2 2 ... > uk 3 2, tat < n - 1, 
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It will suffice to show 
or 
n - 1 - tu, +jr -j <jn -ja, -jz +j, 
or 
jt+ju,-ta,<(j-l)n-jz+2j+1, 
or 
j2 + (j - a&t -j) < (j - 1) n -j2 + 2j + 1, 
(j - a&t -j) < (j - 1) n - 2j2 + 2j + 1. t**> 
As n > 2j + 1 we see the r.h.s. is always positive: 
(j - 1) n - 2j2 + 2j + 1 > (j - 1)(2j + 1) - 2j2 + 2j + 1 = j. 
So it will suffice to establish (**) when its 1.h.s. is positive. There are two 
cases: 
Case 1. j-aa,<Oandt-j<O.Nowt>2soitwillsufficetoshow 
or 
(j - 2)(4 -j) < (j - 1) n - 2j2 + 2j + 1, 
or 
(j-2)c.q <(j- l)n-j2+ 1, 
or 
(j - 2) a, < (j - I)(4 + 2j - 1) - j2 + 1, 
or 
0 <at+j2-3j+2, 
which certainly holds. Thus (*) is valid in case 1. 
Case 2. j - a, > 0 and t - j > 0. Now a, > 2 so it will suffice to show 
(j - 2)(t - j) < (j - 1) n - 2j2 + 2j + 1, 
or 
or 
(j-2)t <(j- l)n-j2+ 1. 
or 
(j - 2) t < (j - 1)(2t + 1) -j2 + 1, 
0 <it-j2+j. 
As I > j this holds. 1 
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Combining Lemmas 4.1 and 4.2 we have the main result: 
THEOREM 4.3. Given a partial latin square of order n with fewer than n 
entries, let a be the number of symbols appearing more than once and b the 
number appearing only once. If b < k(n, n - a) then the partial latin square 
can be completed. 
Thus Conjecture 2.4, if true, would establish the Evans conjecture. For, 
using the above notation, 2a + b < n - 1 so n - a 3 [n/2] + 1 and we 
would have k(n, n - a) = n - a - 1 > b. 
5. SOME CONSEQUENCES OF THESE CONDITIONS 
For the remainder of this paper we will study the completion of partial 
latin squares of order n with fewer than n entries. The Evans conjecture 
claims that these always can be completed; the conjecture is known to be 
true for n < 8 (Wells [6]). Thus the lower bounds on n in the hypothesis 
of some of the following results are a convenience and not of great impor- 
tance. 
COROLLARY 5.1. Any partial latin square of order n B 5 with fewer than n 
entries such that all the entries lie on [(n + 5)/2] rows can be completed. 
Proof. By conjugacy we take the hypothesis to be [(n + 5)/2] symbols. 
Say a are repeated and b are singleton symbols. Now k(n, n - a) > 
(n - a) - [n/2] + 2 and a + b < [(n + 1)/2] + 2 = n - [n/2] + 2 so 
b < (n - a) - [n/2] + 2 < k(n, n - a) and (4.3) gives us that the square 
can be completed. 1 
Let e(n) be the minimal number of entries among all partial latin squares 
of order n which cannot be completed. Certainly e(n) < n in light of Fig. 3.1. 
The Evans conjecture is that e(n) = n. We have, again from the sufficient 
condition (Theorem 4.3) 
COROLLARY 5.2. e(n) 3 min,{2(n - m) + k(n, m) + l} where the mini- 
mum is taken over [n/2] + 1 < m < n. 
Proof, Let e = min,{2(n - m) + k(n, m)}. It will suffice to show that 
any partial latin square of order n with e entries can be completed. Say 
a symbols in such a square occur multiply and b appear only once. Then 
2a + b < e. The condition of Theorem (4.3) for completion is b < k(n, n - a). 
Now e < n - 1 since k(n, n) < n - 1. Thus 0 < a < [(n - 1)/2] and setting 
m = n - a we see [n/2] + 1 f m f n. Finally b < e - 2a = e - 
2(n - m) = min,{2(n - m’) + k(n, m’)] - 2(n - m) < k(n, m). j 
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Using two other results we will be able to find a fair estimate for e(n). 
The first is a theorem of Marica and Schijnheim [5]. 
THEOREM 5.3. Any partial latin square of order n with fewer than n entries, 
no two on a line, can be completed. 
The other is an embedding theorem of Hilton [4]: 
THEOREM 5.4. Let 9 be a latin square of order n. Then 2 can be embedded 
in a latin square B* of order t which is diagonal off 2 for all t > 2n + 1. 
Now the estimate: 
THEOREM 5.5. e(n) = n or e(n) > [(n + 1)/2] + 5. 
Proof. Since the Evans conjecture is true for n < 8 we may assume n 2 9. 
Suppose there were [(n + 1)/2] + 4 entries in some partial latin square which 
could not be completed. Let 
A, be the number of rows in which an entry occurs, 
A, be the number of columns in which an entry occurs, 
A, be the number of symbols in which an entry occurs. 
By conjugacy and Corollary 5.1 we must have Al , A, , A, 2 [(n + 1)/2] + 3. 
By conjugacy and Theorem 5.3 at most one of A, , AS, A, is [(n + 1)/2] + 4. 
So without loss of generality we have A, = A, = A, = [(n + 1)/2] + 3 
or A, = A, = [(n + 1)/2] + 3 and A, = [(n + 1)/2] + 4, and the partial 
latin square must be one of (j = [(n + 1)/2] + 3): 
I 2 3 1 I 3 3 4 4 I 1 1 2 4 ,or ... 
L 
5 . 
j j_ 
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A computation using Theorem 5.4 and constructing a few latin squares will 
verify that all these partial latin squares can be completed. For example, 
to complete the first one note that 
[IJ+l 2 I can be embedded in j+1 2 1 .i+1 2  2 1 .i+ 1  
and that this last latin square can be embedded in a square diagonal off this: 
- 1 j-t1 2 
j+1 2 1 * 
2 I j+l 
3 
* 
.i- 
Finally we note this shows the Evans conjecture is true for n < 11. 
Note u&fed in proof. At the seventh British Combinatorial Conference (Cambridge, 
August 1979), A. J. W. Hilton and L. Anderson announced a proof of the Evans con- 
jecture. 
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