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ON REGULARITY OF THE TIME DERIVATIVE FOR DEGENERATE
PARABOLIC SYSTEMS
JENS FREHSE AND SEBASTIAN SCHWARZACHER
Abstract. We prove regularity estimates for time derivatives of a large class of nonlinear
parabolic partial differential systems. This includes the instationary (symmetric) p-Laplace
system and models for non Newtonien fluids of powerlaw or Carreau type. By the use of
special weak different quotients, adapted to the variational structure we bound fractional
derivatives of ut in time and space direction.
Although the estimates presented here are valid under very general assumptions they are
a novelty even for the parabolic p-Laplace equation.
1. Introduction
In this paper we will prove fractional differentiability for the time derivative ut. This we
can do for a very general class of essential non-linear PDE; the model case is the parabolic p-
Laplace. But our results include models of non-Newtonian fluids of power-law type initiated
by Ladyzhenskaya [20, 21] and J.J.-Lions [23] (see Subsection 1.3 below).
To our knowledge little regularity for the time derivative is known up to now even for the
homogeneous instationary p-Laplace equation (i.e. (1.1), with f ≡ 0). In comparison quite a
lot of regularity is known for the space gradient. After the pioneering work of Friedman and
DiBenedetto [7] where they proof that space gradients are Ho¨lder continous if the right hand
side is zero a multifarious collection of results on gradient regularity was developed. We will
discuss the known results and its implication of the regularity of ut more detailed in the next
subsection.
In the framework of embedding theory, interpolation to finite element spaces or com-
pactness issues the regularity of the time derivative is of essential importance. Indeed, its
regularity often restricts the estimates crucially. Therefore and because of the generality of
our approach, we emphasize that the results and techniques developed in this article will be
an important step in the analysis and numeric to many instationary applications.
1.1. The parabolic p-Laplace system. The reader will be introduced to the results of this
article by explaining them on the model case. Namely, the (symmetric) parabolic p-Laplace
system.
ut − div(|Du|p−2Du) = f on QT
u = 0 on (0, T ) × ∂Ω
u(0, x) = u0(x) on Ω.
(1.1)
Here Ω ⊂ Rn is a domain in space and [0, T ) a time interval QT := [0, T ) × Ω. We will
use Dv as a substitute for both the gradient ∇v as well as the symmetric gradient εv :=
1
2(∇v + (∇v)T (which is of course only defined, whenever n = N). This is due to the fact,
that we can treat both cases simultaneously. Standard existence theory implies that there
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is a unique solution u ∈ Lp((0, T ), V 1,p0 (Ω)) ∩ L∞([0, T ), L2(Ω)) for every right hand side
f ∈ Lp′([0, T ), (V 1,p0 (Ω))∗) and every u0 ∈ L2(Ω). The space V 1,p0 (Ω) := C∞0 (Ω)
‖∇·‖Lp(Ω) .
Our aim are estimates for ut in terms of Nikolskij spaces. These are spaces that represent
fractional derivatives. For α ∈ (0, 1] (the order of derivative) and q ∈ [1,∞) (the exponent
of integrability) we say that g ∈ Nα,q((a, b)), if
‖g‖qNα,q((a,b)) := sup
h>0
∫ b−h
a
∣∣∣g(t+ h)− g(t)
hα
∣∣∣q dt+
∫ b
a
|g|q dt <∞.
For a general domain A we say that g ∈ Nα,q(A) if the property above holds in all coor-
dinate directions. Nikolskij spaces are closely related to fractional Sobolev spaces Wα,q(A).
Let us just mention that 0 < α < β < 1 both
W β,q((a, b)) ⊂ N β,q((a, b)) ⊂Wα,q((a, b)).
In our setting the relation can be used, as for fractional Sobolev spaces the following embed-
ding theorem is available: For a Lipschitz domain A ⊂ Rn and g ∈Wα,q(A) we have
‖g‖
L
nq
n−αq (A)
≤ c‖g‖Wα,q(A).(1.2)
This implies for instance that if g ∈ Nα,q(A), g ∈ Lalocal(A) for every 1 ≤ a < nqn−αq . For the
embedding theorem and a more detailed study on the given function spaces we refer to [29, 2].
For the study of fractional spaces in the framework of PDE we recommend [25].
The first result of this article is that ut has fractional derivatives of order one half in time.
More precisely ut is in the Bochner-Nikolskij space N 12 ,2(a, T − a), L2(Ω)); which means
sup
h<a
∫ T−a
a
∫
Ω
∣∣∣ut(t+ h)− ut(t)
h
1
2
∣∣∣2dxdt <∞,
for a > 0 (see Theorem 2.3.
Our second result concerns spatial derivatives of ut. In the degenerate case the existence
of the space gradient of ut is not necessarily available. Therefore the fractional regularity of
ut in space direction is of interest.
In case of the whole space Ω = Rn (or in the space periodic case) we can prove that ut has
fractional spatial derivatives.
For all 1 < p <∞ we prove a global estimates, i.e.
sup
h<a
∫ T−a
a
∫
Rn
∣∣∣ut(t, x+ hei)− ut(t, x)
h
1
4
∣∣∣2dxdt <∞,
for ei the i-th unit vector. This implies that ut ∈ L2((a, T −a),N 14 ,2(Rn)) (see Theorem 2.4).
These estimates can be refined in case the solutions are space-periodic. In this case we
can show that ut ∈ L2loc((0, T ),N
1
2
,2
loc (R
n)), provided 2 − 2
n
< p ≤ 4, furthermore we obtain
Nikolskij differentiability orders in the interval (14 ,
1
2 ] for all 2− 2n ≤ p <∞ (see Theorem 2.6).
It turned out to be more difficult to gain regularity in space direction then in time. If one
considers bounded domains one gets non-trivial additional boundary terms; a possible way
of treating also this situation looks sophisticated and we postpone it to a future project.
In the special case of the parabolic p-Laplace one will find quite satisfactory estimates of
u and ∇u in the literature. Particular, the gradient is Ho¨lder continuous provided the right
hand side is smooth [6, Chapter 8] and [26, 28]. This is the parabolic version of the elliptic
analogue initiated by Uhralzeva [31] for equations and Uhlenbeck [30] for systems. Moreover,
an Lq-Theory [1] (by non-linear Caldero´n-Zygmund theory initiated by Iwaniec [15]) and
pointwise estimates of Riesz type are available for the parabolic p-Laplace [19, 18]. The only
results for the time derivative that is available is see [22] and [23, Theorem 8.1].
In the next two paragraphs we introduce two generalizations of the parabolic p-Laplace
for which we can prove the very same regularity results.
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1.2. General systems. We present the general case of systems where the elliptic operator
is Euler of a variational problem.
We consider the following energy functional. For v : Ω→ RN
J (v) =
∫
Ω
F (x,Dv)− fvdx.(1.3)
The respective Euler operator is defined as−div(∂zF ). Again we will useDv as a substitute for
both the gradient as well as the symmetric gradient as we can treat both cases simultaneously.
At this point we discuss the assumptions for systems with p-growth. Observe, that we will
include later generalized conditions of Orlicz growth (see Assumptions 2.2 below).
Assumption 1.1. For x ∈ Rn and Q,P ∈ RnN we assume the following growth conditions
for µ ≥ 0
(a) F is measurable and F (x, ·) ∈ C0,1(Rn×N ) ∩ C2(Rn×N \ {0}).
(b) For Ai,j(x,Q) := ∂QijF (x,Q), λ(|Q|2 + µ2)
p−2
2 |Q|2 ≤ A(x,Q) · Q and |A(x,Q)| ≤
Λ(|Q|2 + µ2) p−22 |Q|, for 0 < λ ≤ Λ.
(c) (A(x,Q) −A(x, P )) · (Q− P ) ∼ |V (Q)− V (P )|2, for V (Q) := (µ2 + |Q|2) p−24 Q.
(d) |DxA(x,Q)| ≤ (|Q|2 + µ2)
p−2
2 |Q|.
(e) DQA(x,Q)P ⊗ P ∼ |P |2(µ2 + |Q|2)
p−2
2
(f) F (x, 0) = 0.
In case we consider the symmetric gradient, we need additionally that
(g) If Q is symmetric, then A(x,Q) is also symmetric.
The constants used in this assumption are called the characteristics of F .
Remark 1.2. Well known is the case of Uhlenbeck structure; F (x, |Du|). In case F (x,Du) =
1
p
|Du|p (1.4) becomes the p-Laplace or the symmetric p-Laplace.
It is possible to replace (b) by the assumption
λ(|Q|2 + µ2) p−22 |Q|2 − k(x) ≤ A(x,Q) · Q and |A(x,Q)| ≤ Λ(|Q|2 + µ2) p−12 + K(x), with
k,K ∈ L1(Rn) ∩ L∞(Rn).
It is also possible to replace (d) by the assumption DxA(x,Q) = B1(x,Q) + B(x), such
that |B1(x,Q)| ≤ c(|Q|2 + µ2)
p−2
2 |Q| and ∇B ∈ Lp′(QT ). More general one considers B to
be of lower order. I.e. of the form B(x,Q) has lower then p − 1 growth in |Q|. Finally it is
possible to replace (f) by F (x, 0) = g(x) ∈ L1(QT )∩L∞(QT ). We did not include this weaker
assumptions, as the proof would not change significantly but would be more complicated to
read.
From the above energy functional (1.3) we associate the following flow.
ut − div(A(x,Du)) = f on QT
u = 0 on (0, T )× ∂Ω
u(0, x) = u0(x) on Ω.
(1.4)
In the general case, in particular problems where the symmetric gradient is involved one knows
only the improved differentiability based on classical difference quotient techniques. Recently
in the PhD thesis of Burczak, some local (in space) estimates of fractional time derivative of
u is shown [5, Lemma 4.9]. See also [4] for an overview of regularity of symmetric p-Laplace.
Our paper gives an additional progress in the theory, by showing partial differentiability of ut
in time and space direction. Clearly there are many paper on partial regularity or short-time
regularity, which is not of our concern here.
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1.3. Non-Newtonian fluids. Our regularity theory implies results for certain non Newto-
nian fluids; in explicit for solutions of the following system
ut − div(A(x, εu)) +∇π = f on QT
div(u) = 0
u = 0 on (0, T )× ∂Ω
u(0, x) = u0(x) on Ω.
(1.5)
Here u : Ω → Rn describes the velocity and π : ω → R describes the pressure of a fluid
moving through time in Ω. We denote the symmetric gradient as εv := 12(∇v+(∇v)T ). The
vector field f : Ω→ Rn×n is the outer force (e.g. the gravity) and u0 some given initial state.
The matrix A(x, εu) is the (non-linear) stress tensor. Our model situation is, that A is of
power law type, i.e. A(x, εu) = ν(µ2+ |εu|) p−22 εu, for 1 < p <∞, ν > 0 and µ ≥ 0. However
we can also treat Carreau type fluids: A(x, εu) = ν∞εu+ ν(µ
2 + |εu|) p−22 εu, for ν∞ ≥ 0.
Observe, that if p = 2, i.e. A(x, εu) = νεu the system becomes the classical (linear) Stokes
equation. The non-linear dependence of |εu| is due to the fact, that in the case of non-
Newtonian fluids the viscosity changes with the velocity (more explicit by the shear rate).
Power-law or Carreau type fluids are therefore widely used among engineers. For a more
detailed discussion of the physical model we refer to [24, 27] and references therein.
Please observe, that the weak formulation of (1.4) and (1.5) are the same on divergence
free testfunctions. Indeed, Assumption 1.1 and implies that there exists a unique1 u ∈
Lp((0, T ), V 1,p0,div(Ω)) ∩ L∞((0, T ), L2(Ω)), such that
−
∫ T
0
∫
Ω
u∂tξ +A(x,Du)Dξ dx dt+
∫
Ω
u(y, T )ξ(T, x) − u0(x)ξ(0, x) dx
=
∫ T
0
∫
Ω
fξ dx dt for ξ ∈ {C∞0 (Ω), divξ = 0},
(1.6)
for every right hand side f ∈ Lp′([0, T ), (V 1,p0,div(Ω))∗) and every u0 ∈ L2(Ω).
Although our techniques are shaped for the reduced Stokes power law model (1.5) they
are of relevance for the full Navier-Stokes power law model that includes the convective term
ut − div(ν|εu+ µ|p−2εu) + [∇u]u+∇π = f.
It is clear, that for sufficiently large p the convective term can be treated as right hand side.
For instationary power law fluids little regularity is known. In fact, the results mainly
relay on classical difference quotients. If they are applied in time direction they imply
L∞((0, T ), L2(Ω)) estimates for ut, see [3] (and Proposition 4.1). In [17] the authors used
space and time difference quotient to deduce by embedding Ho¨lder continuity for gradients,
in two space dimensions. See also [16] where some fractional derivatives of ut are shown in
the non-degenerate case and in two space dimensions.
The results present here might very well be an important step to be able to transfer sta-
tionary theory to the instationary case. However, namely in case of three space dimension the
additional regularity ut ∈ N 12 ((0, T ), L2(Ω)) and ut ∈ L2((0, T ),N 14 ,2(Rn) is of independent
value.
Let us briefly discuss the techniques we will use and develop. For the estimate of the
fractional time derivative we construct backward-forward quotients of the type
ut(t, x)− −
∫ h
0 ut(t+ s, x)ds
h
.(1.7)
This quotient technique was developed in [13, 14] but used on different types of PDE.
1Here V 1,p0,div(Ω) := {g ∈ C
∞
0 (Ω) : divg = 0}
‖∇·‖Lp(Ω) .
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For the spatial estimates we will use what we call “Queer Quotients”, which are a mixed
in time-space difference quotient of of type (1.7). By doing so we can use the variational
structure of the elliptic part of the system. This can be combined with the estimate for pure
in time fractional derivatives already obtained to get fractional differentiability in space for
ut. Interestingly the estimates are mainly driven by the term ut; although the ellipticity
assumptions are needed to treat the term A(·,Du).
Indeed, the positive terms in our estimates will always be derived from the term ut; not
like more common from both terms of the right hand side.
Remark 1.3. Assumption 1.1-(e), which might at first seem the most restrictive assumption
is actually a consequence of (c). As A(x, ·) is differentiable we deduce from (c), that
1
h2
(A(x,Q+ hP )−A(x,Q)) · hP ∼
∣∣∣V (Q+ hP )− V (Q)
h
∣∣∣2.
By letting h→ 0 we get DQA(x,Q)P ⊗ P ∼ |DQV (Q)|2|P |2. Now (e) follows by calculating
DQV (Q).
2. Assumptions and Main results
Our estimates allow to assume growth condition related to a convex Orlicz function.
Assumption 2.1. Let ϕ ∈ C2((0,∞), (0,∞)) ∩ C1([0,∞), [0,∞)), be a convex, ϕ′(0) = 0
and ϕ′(t) > 0, for t > 0 function, that holds ϕ′′(t)t2 ∼ ϕ(t), for t > 0.
This includes ϕ(t) = tp, for 1 < p < ∞ and also ϕ(t) = max {tp, tq}, for two different
exponents. Excluded are t log(t) on the one end and et on the other end.
Assumption 2.2. Let ϕ hold Assumption 2.1. Additional we assume the following growth
conditions for x ∈ Rn and Q,P ∈ RnN and µ ≥ 0.
(a) F is measurable and F (x, ·) ∈ C0,1(Rn×N ) ∩ C2(Rn×N \ {0}).
(b) For A(x,Q) := DQF (x,Q), λϕ
′(|Q|+µ)|Q| ≤ A(x,Q) ·Q and |A(x,Q)| ≤ Λϕ′′(|Q|+
µ)|Q|.
(c) (A(x,Q) −A(x, P ))(Q − P ) ∼ |V (Q)− V (P )|2, for V (Q) :=√ϕ′(|Q|+ µ)|Q| Q|Q| .
(d) |DxA(x,Q)| ≤ cϕ′(|Q|+ µ).
(e) DQA(x,Q)P ⊗ P ∼ |P |2ϕ′′(|Q|+ µ).
(f) F (x, 0) = 0.
In case we consider the symmetric gradient, we need additionally that
(g) If Q is symmetric, then A(x,Q) is also symmetric.
The constants used in this assumption are called the characteristics of F .
In case of ϕ(t) = tp we have the typical p-growth, which is included in the assumption
above.
Assumption 2.2 include the following case of Uhlenbeck structure, that F (x,Q) = ϕ(|Q|).
Then we have Ai,j(x,Q) := ϕ
′(|Q|)Qij|Q| . This particular case of Uhlenbeck structure is the sub-
ject of study by an increasing number of mathematicians nowadays. Many physical relevant
models are of Orlicz growth and not p-growth. For example Carreau type fluids.
We introduce ϕ∗(t) := supa>0(at − ϕ(a)) is the conjugate Orlicz function. The following
inequality of Young type holds (by definition)
ab ≤ ϕ∗(a) + ϕ(b), for all a, b ∈ [0,∞).(2.1)
The assumption ϕ′′(t)t2 ∼ ϕ(t) implies that its conjugate ϕ∗ has analogous properties,
see [8, 10]. The space Lϕ(Ω) := {f : ∫Ω ϕ(|f |) <∞} is a Banach space endowed with the
Luxembourg norm. Moreover, we define
V 1,ϕ0 (Ω) = C
∞
0 (Ω)
‖∇·‖Lϕ(Ω) and V 1,ϕ0,div(Ω) := {g ∈ C∞0 (Ω) : divg = 0}
‖∇·‖Lϕ(Ω) .
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For the definition and properties of Lϕ(Ω),W 1,ϕ(Ω) and for the analysis on divergence free
Orlicz spaces we refer to [9, 11]. The following estimate is important for us. It can be found
in [10, Lemma 2.4],
(ϕ′(|Q|+ µ)Q
µ+ |Q| −
ϕ′(|P |+ µ)P
µ+ |P |
)
(Q− P ) ∼ |V (Q)− V (P )|2 ∼ ϕ′′(µ+ |Q|+ |Q− P |)|P −Q|2.
(2.2)
Together with Remark 1.3, this implies that whenever it is well defined
|∂iV (Du)|2 ∼ ϕ′′(µ + |Q|)|∂iDu|2.(2.3)
Now, standard existence theory implies that if Assumption 2.2 holds, then there exists a
unique solution of (1.4) or (1.5) for u0 ∈ L2(Ω) and f ∈ Lϕ∗([0, T ), (V 1,ϕ0 )∗). Nevertheless,
because we need more regularity of the solutions and to keep the paper self contained, we
include an existence result (Proposition 4.1).
We can now state our results. The first theorem concerns fractional derivatives of ut in
time direction.
Theorem 2.3. Let F hold Assumption 1.1 or Assumption 2.2. Let u0 ∈ L2(Ω) and f ∈
Lϕ
∗
([0, T ), (V 1,ϕ0 (Ω))
∗). Let u be a solution of (1.4) or (1.5). If additionally f ∈W 1,2((0, T ), L2(Ω)),
then ut ∈ N 12 ,2((a, T − a), L2(Ω)) and
‖ut‖
N
1
2 ,2((a,T−a),L2(Ω))
≤ K
a2
for every a > 0. The constant K only depends on the characteristics of F and the regularity
of f .
In case of a bounded domain Ω, the following estimate is available
‖ut‖
N
1
2 ,2((a,T−a),L2(Ω))
≤ c
a2
(
‖ϕ∗(|f |)‖L1(QT ) + ‖f‖W 1,2((0,T ),L2(Ω))
)
.
The second theorem concerns fractional derivatives of ut in space direction.
Theorem 2.4. Let F hold Assumption 1.1 or Assumption 2.2 on the wholespace Rn. Let
u0 ∈ L2(Rn) and f ∈ Lϕ∗([0, T ), (V 1,ϕ0 (Rn))∗). Let u be a solution of (1.4) or (1.5).
If additionally f ∈ N 12 ,2(QT ), ft ∈ L2(QT ) and ∇f ∈ Lϕ∗(QT ), then,
‖ut‖
L2((a,T−a),N
1
4 ,2(Rn)
≤ K
a2
.
The constant K only depends on the characteristics of F and the regularity of f .
Theorem 2.3 and Theorem 2.4 and (1.2) imply the following corollary
Corollary 2.5. With the same hypothesis as in Theorem 2.4, we find for u a solution of
(1.4) or (1.5), that ut ∈ N
1
4
,2
loc
(QT ) and therefore ut ∈ Lqloc(QT ), for q ∈ [2, 2 n+1n+ 1
2
), by (1.2).
In case F has p-growth (i.e. Assumption 1.1 holds) we can refine the regularity of ut in
dependence of p. If p ≥ 2 we have to restrict to space periodic solutions. I.e. solutions in
V 1,pper (R
n) =
{
g ∈ C∞0 (Rn) : g(a+ x) = f(x) for some a ∈ Rn and
∫
Rn
g = 0
}‖∇·‖p
.
This is a closed subspace of V 1,p(Rn), therefore a solution of (1.4) exists. The solution
then is periodic and it is enough to estimate it over one period, which is a bounded cube.
These solutions are artificial, however, they are useful to introduce new techniques and new
observations. In our case we introduce periodic solutions to empathize possible extensions of
regularity for ut which are to some extend inherited in our techniques.
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Theorem 2.6. With the same hypothesis as in Theorem 2.4 but replacing Assumption 2.2
by Assumption 1.1. In case the system (1.4) is in terms of the full gradient we have:
(a) p ≥ 2 and u ∈ V 1,pper (Rn),
ut ∈ L2loc((0, T ),N β,2loc (Rn)). For β = min {12 , 14 + 1p}
Moreover, ut ∈ L2loc((0, T ), Lqloc(Rn) for q ∈
[
1,min
{
2n
n− p+4
2p
, 2n
n−1
})
, by embedding.
(b) 1 < p ≤ 2 and u ∈ V 1,p(Rn) ut ∈ L2((a, T − a),N 1,β(Rn)), for
β = min
{1
2
,max
{p+ 2− (2− p)n2
2p
,
3
4
− n
8
(2− p), 1
4
}}
.
For (1.5) this improvement does not work. However, it is possible to show ut has a β-
fractional symmetric gradient. See Remark 5.6.
We conclude the section with the following corollary. It collects the differentiability regu-
larity on ut and Sobolev embedding (1.2).
Corollary 2.7. With the same hypothesis as in Theorem 2.6 we have ut ∈ L∞loc((0, T ), L2(Rn))∩
Laloc(QT ) ∩ L2loc((0, T ), Lqloc(Ω). If
(2D) q ∈ [1, 4), a ∈ [1, 3) for p ∈ (1, 4] or q ∈ [1, 83 ], a ∈ [1, 125 ] for p ∈ (1,∞),
(3D) q ∈ [1, 3), a ∈ [1, 83 ) for p ∈ [43 , 4] or q ∈ [1, 125 ], a ∈ [1, 167 ] for p ∈ (1,∞),
(nD) q ∈ [1, 2n
n−1), a ∈ [1, 22(n+1)n ) for p ∈ [2 − 2n , 4] or q ∈ [1, 2nn− 1
2
], a ∈ [1, n+1
n+ 1
2
] for
p ∈ (2− 4
n
,∞).
3. Preliminary
3.1. Notation. We will write g ∼ h if there exist two constants c, C, such that cg ≤ h ≤ Cg.
For a set A with finite measure, we use
−
∫
A
gdx :=
1
|A|
∫
A
gdx.
We define for g : Rn → RN
∆hxi(g) := (g(x1, .., xi + h, ..., xn)− g(x1, .., xi, ..., xn))
and
Dhxi(g) :=
1
h
(g(x1, .., xi + h, ..., xn)− g(x1, .., xi, ..., xn)).
For an arbitrary direction v ∈ Sn−1 we define
∆hv (g) := (g(x + hv)− g(x))
and
Dhv (g) :=
1
h
(g(x+ hv) − g(x)).
Moreover, we define the ”Queer Quotient” as
∆hր(g) := (g(x1, .., xi + h, ..., xj + h, ..., xn)− g(x1, .., xi, ..., xj + h, ..., xn)),
and
Dhր(g) :=
1
h
(g(x1, .., xi + h, ..., xj + h, ..., xn)− g(x1, .., xi, ..., xj + h, ..., xn)),
for arbitrary i, j.
Remark, that in case of u being a solution of (1.5), difference-quotients of u are divergence-
free and therefore suitable test functions for (1.6).
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We will use the following partial summation rules, without further reference
∫ b
a
∆h(f)(x)g(x) dx =
∫ b
a+h
f(x)∆−h(g)(x) dx +
∫ b+h
b
f(x)g(x− h)−
∫ a+h
a
f(x)g(x),
∫ b
a
∆−h(f)(x)g(x) dx =
∫ b−h
a
f(x)∆h(g)(x) dx −
∫ b
b−h
f(x)g(x) +
∫ a
a−h
f(x+ h)g(x)
and
∫ b
a
Dh(f)(x)g(x) dx = −
∫ b
a+h
f(x)D−h(g)(x) dx +−
∫ b+h
b
f(x)g(x− h)−−
∫ a+h
a
f(x)g(x).
Please notice also the following cancellation property we will use
∫ b
a
f(t+ h)− f(t− h) dt =
∫ b+h
a+h
f(t) dt−
∫ b−h
a−h
f(t) dt =
∫ b+h
b−h
f(t) dt−
∫ a+h
a−h
f(t) dt.
(3.1)
Finally the following observation is needed (for the sake of completeness). We find for g ∈
W 1,1((a, b)) and for s < h
∫ b−h
a
|(Dsg)(t)|dt ≤
∫ b−h
a
s
−
∫
0
|g′(t+ s)|dsdt =
s
−
∫
0
∫ b−h+s
a+s
|g′(t)|dtds ≤
∫ b
a
|g′(t)|dt.(3.2)
3.2. Preliminary estimates. We start with the following elementary pointwise estimate for
real functions. It is, however, essential for all our estimates. We use the following estimate
which is a direct consequence of [12, Lemma 2.7]. If ϕ′′(t)t2 ∼ ϕ(t) and a0, a1 ∈ Rn we have
ϕ′′(|a1|+ |a0|) ∼
∫ 1
0
ϕ′′(|θa0 + (1− θ)a1|)dθ.(3.3)
Observe, that although the estimates in Lemma 3.1 and Corollary 3.2 below are purely
analytic (i.e. not depending on the PDE). We use the notation of the PDE as we will use it.
Lemma 3.1. Let F hold Assumption 1.1 or 2.2. And Du : Ω → RN×n. There exists
constants depending only on the characteristics of F , such that for every h > 0 the following
identities hold.
(a) A(Du)(t) ·Dht (Du)(t) + c1h |∆ht V (Du)(t)|
2 ≤ Dht F (Du)(t) ≤ A(Du)(t) ·Dht (Du)(t) +
c2
h
|∆ht V (Du)(t)|2,
(b) A(Du)(t)·D−ht (Du)(t)− ch |∆−ht V (Du)(t)|
2 ≤ D−ht F (Du)(t) ≤ A(Du)(t)·D−ht (Du)(t)+
c
h
|∆−ht V (Du)(t)|
2
,
(c)
A(Du)(t) · 1
2h
(
Du(t+ h)−Du(t− h))+ c1
2h
|∆ht V (Du)(t)|
2 − c
2h
|∆−ht V (Du)(t)|
2
≤ 1
2h
(
F (Du(t+ h)) − F (Du(t− h)))
≤ A(Du)(t) · 1
2h
(
Du(t+ h)−Du(t− h))+ c2
2h
|∆ht V (Du)(t)|
2
+
c
2h
|∆−ht V (Du)(t)|
2
for any fixed value. I.e. A(·) := A(x, ·) and F (·) := F (x, ·).
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Proof. We use the monotonicity of Assumption 2.2, to find
Dht F (·,Du)(t) =
1
h
∫ 1
0
d
ds
F (sDu(t+ h) + (1− s)Du(t)) ds
=
∫ 1
0
A(sDu(t+ h) + (1− s)Du(t)) ·Dht (Du)(t) ds
=
∫ 1
0
(A(sDu(t+ h) + (1− s)Du(t))−A(Du(t))) ·Dht (Du)(t) ds
+
∫ 1
0
A(Du(t)) ·Dht (Du)(t) ds
=
∫ 1
0
1
sh
(A(Du(t) + s(Du(t+ h)−Du(t)))−A(Du(t))) · s(Du(t+ h)−Du(t)) ds
+A(Du(t)) ·Dht (Du)(t)
We estimate using Assumption 2.2(d) and (2.2) to gain
∫ 1
0
1
sh
(
A(Du(t) + s∆htDu(t))−A(Du(t))
) · s(∆ht (Du)(t)) ds
∼
∫ 1
0
1
sh
ϕ′′(µ + |s∆ht (Du)(t)|+ |Du(t)|)s2|∆htDu|
2
ds.
Because |s∆ht (Du)(t)| + |Du(t)| = s(|∆ht (Du)(t)| + |Du(t)|) + (1 − s)|Du(t)| we use (3.3),
Assumption 2.2 and (2.2) to find
∫ 1
0
1
sh
ϕ′′(µ+ |s∆ht (Du)(t)|+ |Du(t)|)s2|∆htDu|
2
ds ∼ 1
h
|∆ht V (Du)(t)|
2
.
This implies the first estimate.
We redo the argument to find that
D−ht F (Du)(t) = D
h
t F (Du)(t− h)
=
1
h
∫ 1
0
d
ds
F (sDu(t) + (1− s)Du(t− h)) ds
=
∫ 1
0
A(sDu(t) + (1− s)Du(t− h)) ·Dht (Du)(t− h) ds
=
∫ 1
0
(
A(Du(t) + (1− s)(−∆hDu(t− h)))−A(Du(t))) ·Dht (Du)(t− h) ds
+
∫ 1
0
A(Du(t)) ·Dht (Du)(t) ds
= −
∫ 1
0
1
(1− s)h
(
A(Du(t)− (1− s)∆htDu(t− h))−A(Du(t))
) · (1− s)(−∆ht (Du)(t− h)) ds
+A(Du(t)) ·Dht (Du)(t− h)
We estimate again using Assumption 2.2(d) and (2.2)
∫ 1
0
1
(1− s)h
(
A(Du(t) + (1− s)∆htDu(t− h)) −A(Du(t))
) · (1− s)(−∆ht (Du)(t)) ds
∼
∫ 1
0
1
(1− s)hϕ
′′(µ+ |(1− s)∆−ht (Du)(t)|+ |Du(t)|)(1− s)2|∆−ht Du|
2
ds
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Because |s∆−ht (Du)(t)| + |Du(t)| = s(|∆−ht (Du)(t)| + |Du(t)|) + (1 − s)|Du(t)| we can use
(3.3), (2.2) and Assumption 2.2 to find
∫ 1
0
1
(1− s)hϕ
′′(µ + |(1− s)∆−ht (Du)(t)|+ |Du(t)|)(1− s)2|∆−ht Du|
2
ds
∼ 1
h
|∆−ht V (Du)(t)|
2
.
This implies the second estimate.
For the third estimate we use
A(Du(t)) · (Du(t+ h)−Du(t− h))
= A(Du(t))(Du(t+ h)−Du(t))−A(Du(t)) · (Du(t− h)−Du(t)),
therefore
A(Du(t)) · 1
2h
(
Du(t+ h)−Du(t− h)) = 1
2
(
A(Du(t))Dht (Du(t)) +A(Du(t))D
−h
t (Du(t))
)
,
which implies by estimate one and two the third estimate because
Dht F (Du)(t) +D
−h
t F (Du)(t) =
1
h
(
F (Du(t+ h)− F (Du(t− h))
)
.

Corollary 3.2. For every h > 0 and for v ∈ Sn the following identities hold.
(a) A(Du)(z) ·Dhv (Du)(z) + c1h |∆hvV (Du)(z)| ≤ DhvF (Du)(z) ≤ A(Du)(z) ·Dhv (Du)(z) +
c1
h
|∆hvV (Du)(z)|,
(b) A(Du)(z)·D−hv (Du)(z)− ch |∆hvV (Du)(z)| ≤ D−hv F (Du)(z) ≤ A(Du)(z)·D−hv (Du)(z)+
c
h
|∆hvV (Du)(z)|,
(c)
A(Du)(z) · 1
2h
(
Du(z + hv)−Du(x− hv)) + c1
2h
|∆−hv V (Du)(z)| −
c
2h
|∆hvV (Du)(z)|
≤ 1
2h
(
F (Du(z + hv))− F (Du(z − hv)))
≤ A(Du)(z) · 1
2h
(
Du(z + hv)−Du(x− hv)) + c2
2h
|∆−hv V (Du)(z)|+
c
2h
|∆hvV (Du)(z)|.
The constants only depend on the characteristics of F .
Proof. As the arguments in the proof of Lemma 3.1 works for arbitrary directions the proof
is line by line the same. 
We will need the following analytic Lemma, which was hinted to us by L. Diening. A
similar estimate can be found in [8, Lemma 12]. It is an integral characterization of Nikolskij
spaces.
Lemma 3.3. Let 1 ≤ q ≤ ∞. If f ∈ Lq([a, b+H]). If
sup
H≥h>0
∥∥∥−
∫ h
0
|f(t+ s)− f(t)| ds
∥∥∥
Lq([a,b+h])
≤ hαK,(3.4)
then f ∈ Nα,q([a, b]), moreover
sup
H
2
≥h>0
‖|f(t+ h)− f(t)|‖Lq([a,b]) ≤ 3hαK.
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Remark 3.4. Clearly, the reverse direction is true as well. Simply because
−
∫ h
0
|f(t+ s)− f(t)| ds ≤ sup
h≥s>0
|f(t+ s)− f(t)|.
Previously one used the slightly weaker but more obvious statement that the bound of (3.4)
implied that f ∈ N β,q((a, b)), for all β < α [14, Appendix].
Proof of Lemma 3.3. We estimate
|f(t+ h)− f(t)| =
∣∣∣−
∫ h
0
f(t+ h)− f(t+ h+ s) ds+−
∫ h
0
f(t+ h+ s)− f(t) ds
∣∣∣
≤ −
∫ h
0
|f(t+ h)− f(t+ h+ s)| ds+−
∫ h
0
|f(t)− f(t+ h+ s)| ds
≤ −
∫ h
0
|f(t+ h)− f(t+ h+ s)| ds+ 2−
∫ 2h
0
|f(t)− f(t+ a)| da.
This implies, for 2h ≤ H
‖|f(·+ h)− f(·)|‖Lq([a,b])
≤
∥∥∥−
∫ h
0
|f(·+ s)− f(·)| ds
∥∥∥
Lq([a+h,b+h])
+ 2
∥∥∥−
∫ 2h
0
|f(·+ s)− f(·)| ds
∥∥∥
Lq([a,b])
≤ 3hαK.

4. Estimates in time direction
We introduce some natural estimates, which are closely connected to the existence theory
for (1.4) and (1.5).
Proposition 4.1. Let Assumption 2.2 hold, 0 < 2a < T and f ∈ L2(QT )∩Lϕ∗((0, T ), (V 1,ϕ(Ω))∗).
Then there exists a unique solution u of (1.4) or (1.5), such that∫ T
a
∫
Ω
|ut|2 dt dx+ sup
(a,T )
∫
Ω
F (Du) dx ≤ c
a
∫ T
0
∫
Ω
ϕ(|Du|) + |f |2 dx dt.
If additionally f ∈W 1,2((0.T );L2(Ω))∫ T
2a
∫
Ω
|∂tV (Du)|2 dx dt+ sup
t∈[2a,T ]
∫
Ω
|ut|2 dx ≤ c
∫ T
a
∫
Ω
|∂tf |2 dx dt+ c
a
∫ T
a
∫
Ω
|ut|2 dx.
The above estimates are standard. Formally they can be derived by using ut and ∂
2
t u
as testfunctions. These are solenoidal, such that the pressure does not interfere. In case of
p-structure the second estimate can be found in [23, Theorem 8.1]. For the Orlicz setting
we refer to [3]. As our assumptions are not immediately covered by these references. For
this reason and to keep the paper self-contained we include a proof of Proposition 4.1 in the
appendix below.
To simplify notation we will assume, that u holds (1.4) or (1.5) on a larger interval say
(−A,T + A) with initial data at the point −A. We can then assume in the following (by
using (3.2)), that for all h ∈ (0, A]∫ T
0
∫
Ω
|Dht V (Du)|
2
+ |ut|2 dx dt+ sup
t∈[0,T ]
∫
Ω
|ut|2 + F (Du) dx ≤ K
A
,(4.1)
Here K depends on f by the right hand side of Proposition 4.1. If Ω is bounded one can esti-
mate
∫ T
0
∫
Ω ϕ(|Du|) dx dt ≤
∫ T
0
∫
Ω ϕ
∗(|f |), by testing with u, Poincare´ and Young’ s inequality
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for Orlicz functions (2.1). Then
K ∼
∫ T
0
∫
Ω
ϕ∗(|f |) + |f |2 + |ft|2 dx dt.
Remark 4.2. Please observe, that in case of p-growth and 1 < p ≤ 2, this implies that
Dut ∈ Lp((a, T ) × Ω). As Young’s inequality and (2.3) imply
|∂tDu|p = (|Du|p−2|∂tDu|2)
p
2 |Du| (2−p)p2 ≤ |Du|p−2|∂tDu|2 + |Du|p ∼ |∂tV (Du)|+ |Du|p.
We will need to use ut as a testfunction for our general assumptions. The next lemma
justifies it.
Lemma 4.3. Let u be a solution to (1.4) or (1.5), such that (4.1) holds. Then ut can be
used as a testfunction to (1.4) or (1.5), in the sense that∫ T−a
a
∫
Ω
A(·,Du) ·Dut + ut · ut dx dt =
∫ T−a
a
∫
Ω
f · ut.
Proof. We start with the following observation which follows from (2.3) and Assumption 2.2∫ T
a
∫
Ω
|A(·,Du)||Dut| ≤ ≤ c
∫ T
a
∫
Ω
ϕ′′(µ+ |Du|)|Du||Dut| dz
≤ c
∫ T
a
∫
Ω
ϕ′′(µ+ |Du|)(|Du|2 + |Dut|2) dz
≤ c
∫ T
a
∫
Ω
ϕ(|Du|) + |∂tV (Du)|2 dz.
This implies that A(·,Du) · Dut ∈ L1((a, T ) × Ω). Next we will approximate ut. We use
the approximation Dht u, for 0 < h < a which is a testfunction to the system on the interval
[a, T − a]. We then have pointwisely, that
A(x,Du(t, x)) ·Dht (Du)(t, x)→ A(x,Du(t, x)) ·Dut(t, x) for h→ 0
and almost every (t, x). To be able to use Lebesgues convergence theorem we have to provide
a majorant. Let t ∈ [a, T − a]. Please observe, that by (2.2) we have that
|Dht V (Du)(t)|
2 ∼ ϕ′′(µ+max {|Du(t)|, |Du(t+ h)|})|Dht (Du)(t)|
2
.
If |Du(t+ h)| ≤ |Du(t)|, we estimate using the previous and Young’s inequality
|A(Du(t)) ·Dht (Du)| ≤ ϕ′′(µ+ |Du(t)|)|Du||Dht (Du)(t)| ≤ cϕ(|Du|) + c|Dht V (Du)(t)|
2
.
In case |Du(t+ h)| ≥ |Du(t)|, we estimate using Assumption 2.2 and the last estimate to get
|A(Du(t)) ·Dht (Du)| ≤ |(A(Du(t)) −A(Du(t+ h))) ·Dht (Du)|+ |A(Du(t+ h)) ·Dht (Du)|
≤ c|Dht V (Du)(t)|
2
+ c|Dht V (Du)(t+ h)|
2
+ cϕ(|Du(t+ h)|).
All together we have the majorant c(|Dht V (Du)(t)|2+ |Dht V (Du)(t+ h)|2+ϕ(|Du(t + h)|)+
ϕ(|Du(t)|)) which is converging in L1((a, T − a)× Ω). As we assume f ∈ L2(QT ) and as we
know by (4.1) that ut ∈ L2(QT ), we find that∫ T−a
a
∫
Ω
A(·,Du) ·DDht u+ ut ·Dht u dx dt =
∫ T−a
a
∫
Ω
f ·Dht u,
converges to the right limit equation with h→ 0. 
The following Proposition is the main effort to prove Theorem 2.3.
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Proposition 4.4. Let the assumptions of Proposition 4.1 be satisfied, such that (4.1) holds.
Then ut ∈ N 12 ,2((0, T ), L2(Ω)). Moreover, for every A ≥ h > 0 we have
−
∫ h
0
∫ T−A−h
A+h
∫
Ω
|∆st (ut)(t)|2
h
dx dt ds da ≤ K
A
,
where K depends (linearly) on the right hand side of (4.1) and on the characteristics of F .
Proof. Let A ≥ h > 0 and a ∈ [0, h]. We use the testfunction 1
h
−
∫ h
0∆
−s
t ∆
s
t (ut)(t) ds on
[a + h, T − a − h]. Let us briefly show we are allowed to use this test function for every
positive h. We calculate
−
∫ h
0
∆−st ∆
s
t(ut)(t) ds = 2ut − u(t+ h)− u(t− h),
the functions u(t + h), u(t − h) ∈ V 1,ϕ(QT ) and therefore admissible. The function ut is
admissible by Lemma 4.3.
Therefore we may apply the testfunction to our system. Partial summation implies
(I) + (II) + (III) :=
1
h
−
∫ h
0
∫
Ω
∫ T−a−h
a+h
|∆st (ut)(t)|2 dx dt ds
+
1
h
−
∫ h
0
∫
Ω
∫ a+h
a+h−s
ut∆
s
t (ut) dt dx−
∫
Ω
∫ T−a−h
T−a−h−s
ut∆
s
t (ut) dt dx ds
+
1
h
∫
Ω
∫ T−a−h
a+h
A(Du)(t)D−
∫ h
0
2ut(t)− ut(t+ s)− ut(t− s) ds dx dt
=
1
h
−
∫ h
0
∫
Ω
∫ T−a−h
a+h
∆st (f)∆
s
t(ut) dt
+
∫ a+h
a+h−s
f∆st(ut) dt−
∫ T−a−h
T−a−h−s
f∆st(ut) dt dx ds =: (IV )
We start by estimating (II) with Young’s inequality
|(II)| ≤ −
∫ h
0
−
∫ a+h
a
∫
Ω
|ut(t)|2 + |ut(t+ s)|2 dt+−
∫ T−a−h
T−2h−a
|ut(t)|2 + |ut(t+ s)|2 dt dx ds
≤ c sup
(a,2a+h)∪(T−2h−a,T−a)
∫
Ω
|ut|2 dx.
Next we estimate (IV ) by Young’s inequality and similar as before
|(IV )| ≤δ(I) + cδ 1
h
−
∫ h
0
∫
Ω
∫ T−a−h
a+h
|∆st(f)|2 dx dt ds + c sup
(a,2a+h)∪(T−2h−a,T−a)
∫
Ω
|ut|2 + |f |2 dx.
We divide (III) into
(III) =
2
h
∫
Ω
∫ T−a−h
a+h
A(Du)(t)Dut(t) dx dt
− 1
h2
∫
Ω
∫ T−a−h
a+h
A(Du(t))(Du(t + h)−Du(t− h)) ds dx dt = (III)1 + (III)2.
(III)1 =
2
h2
∫
Ω
∫ T−a−h
a+h
∂tF (Du(t)) dx dt =
2
h2
∫
Ω
F (Du(T − a− h)− F (Du(a+ h)) dx
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To estimate (III)2 we need to use Lemma 3.1
(III)2 =
1
h2
∫
Ω
∫ T−a−h
a+h
(
F (Du(t− h))− F (Du(t+ h)))
− c2
2h2
|∆−ht V (Du)(t)|+
c
2h2
|∆ht V (Du)(t)|
2
dx dt
≥ −c
∫
Ω
∫ T−a−h
a+h
∣∣∣∆ht V (Du)(t)
h
∣∣∣
2
dx dt
+
1
h2
(∫ a+2h
a
∫
Ω
F (Du(s)) dx ds −
∫ T−a
T−a−2h
∫
Ω
F (Du(s)) dx ds
)
= −c
∫
Ω
∫ T−a−h
a+h
∣∣∣∆ht V (Du)(t)
h
∣∣∣
2
dx dt
+
2
h
(
−
∫ a+2h
a
∫
Ω
F (Du(s)) dx ds −−
∫ T−a
T−a−2h
∫
Ω
F (Du(s)) dx ds
)
where we used (3.1). This implies
(I) ≤c|(II)|+ c(|(IV )| − δ(I)) + c
∫
Ω
∫ T−a−h
a+h
∣∣∣∆ht V (Du)(t)
h
∣∣∣
2
dx dt
+
2
h
−
∫ a+2h
a
∫
Ω
F (Du(s)) dx ds − F (Du(a+ h)) dx ds
+
2
h
−
∫ T−a
T−a−2h
∫
Ω
F (Du(T − a− h))− F (Du(s)) dx ds.
(4.2)
The terms in consideration have the factor 1
h
, which looks to much. However, by an inte-
gration with respect to a, there is an additional cancellation effect which gives the “correct”
order in h. This procedure is an important moment in the proof.
We integrate a over the interval [0, A] to find
1
h
∫ A
0
−
∫ a+2h
a
∫
Ω
F (Du(s)) dx ds − F (Du(a+ h)) dx ds da
=
1
h
∫
Ω
∫ A
0
−
∫ 2h
0
F (Du(a+ s)) da ds −
∫ A+h
h
F (Du(a)) da dx
=
1
h
∫
Ω
−
∫ 2h
0
∫ A+s
s
F (Du(a)) da ds −
∫ A+h
h
F (Du(a)) da dx
=
1
h
∫
Ω
−
∫ 2h
0
∫ h
s
F (Du(a)) da −
∫ A+h
A+s
F (Du(a)) da ds dx
=
∫
Ω
−
∫ 2h
0
|h− s|
h
(
−
∫ h
s
F (Du(a)) da −−
∫ A+h
A+s
F (Du(a)) da
)
ds dx
≤ sup
(0,h)∪(A+h,A+2h)
∫
Ω
F (Du) dx.
(4.3)
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The second difference of F is estimated analogous, such that∫ A
0
1
h
−
∫ T−a
T−a−2h
∫
Ω
F (Du(T − a− h)) − F (Du(s)) dx ds da
=
1
h
∫
Ω
−
∫ T−h
T−A−h
F (Du(a)) da +−
∫ 2h
0
∫ T−2h+s
T−A−2h+s
F (Du(a)) da ds dx
=
1
h
∫
Ω
−
∫ 2h
0
−
∫ T−A−2h+s
T−A−h
F (Du(a)) da +
∫
Ω
∫ T−2h+s
T−h
F (Du(a)) da ds dx
≤ sup
(T−A−2h,T−A−h)∪(T−h,T )
∫
Ω
F (Du) dx.
(4.4)
Combining (4.2) with (4.3) and (4.4) gives
−
∫ h
0
∫ T−A−h
A+h
∫
Ω
|∆st (ut)(t)|2
h
dx dt ds ≤ −
∫ A
0
∫ h
0
∫
Ω
∫ T−a−h
a+h
|∆st (ut)(t)|2
h
dx dt ds da
≤ c
A
(
sup
(0,A+2h)∪(T−A−2h,T )
∫
Ω
F (Du) dx+ sup
(0,2h+A)∪(T−2h−A,T )
∫
Ω
|ut|2 dx
+
1
h
−
∫ h
0
∫ T−h
h
∫
Ω
|∆st(f)|2 dx dt ds + sup
(0,2h+A)∪(T−2h−A,T )
∫
Ω
|ut|2 + |f |2 dx
+ c
∫
Ω
∫ T−h
h
∣∣∣∆ht V (Du)(t)
h
∣∣∣
2
dx dt
)
≤ cK
A
by Sobolev embedding and (4.1). 
Proof of Theorem 2.3. We imply Proposition 4.4 on the interval on [a2 , T ] for A =
a
2 . Lemma 3.3
then concludes the proof. 
5. Estimates in space direction
In this section we derive estimates for mixed derivatives (in time and space) for the whole
space situation. Therefore Ω ≡ Rn and QT = (0, T ) × Rn.
The aim of this section is to show fractional derivatives in all directions including slanted
ones in space-time. Naturally we will assume more regularity of the data in space direction.
The following proposition is the space-analogue of Proposition 4.1. It can be derived by
formally testing with −∆u
Proposition 5.1. Let Assumption 2.2 hold, 0 < 2a < T and f ∈ Lϕ∗((0, T ), (V 1,ϕ(Ω))∗). If
additionally ∇f ∈ Lϕ∗(QT ) we have for u the solution of (1.4) or (1.5).∫ T
a
∫
Rn
|∇V (Du)|2 dx dt+ sup
t∈[a,T ]
∫
Rn
|∇u|2 dx ≤ c
∫ T
0
∫
Rn
ϕ∗(|∇f |) + ϕ(|∇u|) dx dt.
The proof of the above proposition for (1.4) follows by the difference quotient technique.
Basically the technique of [8, Theorem 6.1] can be applied to the parabolic situation with
general F . For the convenience of the reader we include a proof in the appendix.
As before to simplify notation we shift the time interval by A, such that we can assume in
the following
n∑
i=1
∫ T
0
∫
Rn
|DhxiV (Du)|
2
+ |Dht V (Du)|
2
+ |ut|2 + ϕ(|Du|) dx dt
+ sup
t∈[0,T ]
∫
Rn
|∇u|2 + |ut|2 + F (Du) dx ≤ K
A
.
(5.1)
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for all 0 < h ≤ A. Where K depends on f by Proposition 5.1 and (4.1). The next step is to
redo the argument before in space directions.
Lemma 5.2. Let u be a solution to (1.4) or (1.5), and let the assumptions on f be such that
(5.1) holds. Then
∣∣∣ 1
h
−
∫ h
0
∫ T
0
∫
Rn
∆sxi(ut)(x)∆
s
xi
(uxi)(x) dx ds
∣∣∣ ≤ cK
A
,
Where K
A
is the right hand side of (5.1).
Proof. We use the test function 1
h
−
∫ h
0 ∆
−s
xi
∆sxi(uxi)(x) ds. This implies for almost every t ∈
[0, T ]
(I) + (II) + (III) :=
1
h
−
∫ h
0
∫
Rn
∆sxi(ut)(x)∆
s
xi
(uxi)(x) dx ds
+
1
h
∫
Rn
A(Du)(x) ·D−
∫ h
0
2uxi(x)− uxi(x+ sei)− uxi(x− sei) ds(x) dx
=
1
h
−
∫ h
0
∫
Rn
∆sxi(f) ·∆sxi(uxi) dx ds =: (IV )
The term (IV ) can be estimated
|(IV )| ≤ −
∫ h
0
∫
Rn
ϕ∗(|Dsxif(x)|) + ϕ(|Du|) dx.
The terms (II) can be estimated exactly as in the proof of Proposition 4.4,
(II) =
1
h
∫
Rn
A(Du(x)) · ∂i(Du(x))2 + 1
h2
∫
Rn
A(Du(x)) · (Du(x)−Du(x+ hei)) dx
+
2
h2
∫
Rn
A(Du(x)) · (Du(x− hei)−Du(x)) dx
= −2
h
∫
Rn
∂iF (Du(x)) dx− 1
h
∫
Rn
A(Du(x))(Dhxi(Du(x)) +D
−h
xi
(Du(x)) dx.
The first term vanishes, the second can be estimated by Corollary 3.2:
|(II)| ≤ −1
h
∫
Rn
(DhxiF (Du(x)) +D
−h
xi
F (Du)(x)) dx
+ c
∫
Rn
∣∣∣∆−hxi V (Du)
h
∣∣∣
2
≤ cK
A
.

We can combine Proposition 4.4 and the last lemma to get diagonal directions.
Lemma 5.3. Let u be a solution to (1.4) or(1.5), and let the assumption on f be such that
(5.1) holds. Then for every h,A > 0
∣∣∣
∫ A
0
−
∫ h
0
∫ T−a+h
a+h
∫
Rn
∆sր(ut) ·∆sր(∂րu)
h
dx dt ds da
∣∣∣ ≤ K
A
where K
A
depends (linearly) on the right hand side of (5.1) by the characteristics of F .
Proof. We will use the testfunction
1
h
−
∫ h
0
∆−sր∆
s
ր∂րu ds,
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which is admissible by the same argument as in the proof of Proposition 4.4. We integrate
over [a+ h, T − a− h]× Rn and find
(I) + (II) + (III)
:=
1
h
−
∫ h
0
∫
Rn
∫ T−a−h
a+h
(ut(t, x))∆
−s∆sր(∂րu) dx dt ds
+
2
h
∫
Rn
∫ T−a−h
a+h
A(Du)(t, x) ·D(∂րu)(t, x) dx dt
− 1
h
∫
Rn
∫ T−a−h
a+h
A(Du)(t, x)D−
∫ h
0
∂րu(t+ s, x+ eis) + ∂րu(t− s, x− eis) ds dx dt
=
1
h
−
∫ h
0
∫
Rn
∫ T−a−h
a+h
f∆−sր∆
s
ր(∂րu) ds dx dt =: (IV )
We start by estimating (I) with partial summation
(I) =
1
h
−
∫ h
0
∫
Rn
∫ T−a−h−s
a+h
(∆sրut)(t, x)∆
s
ր(∂րu) dx dt ds
+
1
h
−
∫ h
0
∫
Rn
∫ a+h
a+h−s
ut(t+ s, x+ eis)∆
s
ր(∂րu)(t, x) dt dx −
∫
Rn
∫ T−a−h
T−a−h−s
ut∆
s
ր∂րu dt dx ds
= (I)1 + (I)2 − (I)3.
We find that
(I)1 + (II) + (III) = −(I)2 + (I)3 + (IV )
We estimate
|−(I)2 + (I)3| ≤ c sup
t∈[a,a+2h]∪[T−a−2h,T−a]
∫
Rn
|ut|2 + |Du|2 dx,
which can be estimated by (5.1) (after taking the supremum of some terms over time).
We estimate (IV ) by
(IV ) =
1
h
−
∫ h
0
∫
Rn
(∫ T−a−h−s
a+h
∆sրf∆
s
ր(∂րu) dt
+
∫ a+h
a+h−s
f(t+ s, x+ eis)∆
s
ր(ut + uxi)(t, x) dt−
∫ T−a−h
T−a−h−s
f(t, x)∆sր(ut + uxi)(t, x) dt
)
dx ds,
where the terms depending on u can again be estimated by (5.1). This implies that
|(IV )| ≤
∫
Rn
−
∫ h
0
∫ T−a−h−s
a+h
|Dsրf |2 ds+ |Du|2 + |ut|2 dx dt
+ 2
∫
Rn
−
∫ a+2h
a
|ut|2 + |Du|2 dx dt+ 2
∫
Rn
−
∫ a+2h
a+h
|f |2 dx dt
+ 2
∫
Rn
−
∫ T−a
T−a−2h
|ut|2 + |Du|2 dx dt+ 2
∫
Rn
−
∫ T−a−h
T−a−2h
|f |2 dx dt
≤
∫
Rn
−
∫ h
0
∫ T−a−h−s
a+h
|Dsրf |2 ds+ |Du|2 + |ut|2 dx dt
+ 2 sup
(a,a+2h)∪(T−a−2h,T−a)
∫
Rn
|ut|2 + |Du|2 + |f |2 dx
(5.2)
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The terms (II) and (III) will be estimated as in the analogous estimates before.
(II) =
2
h
∫
Rn
∫ T−a−h
a+h
∂րF (Du) dx dt
=
2
h
∫
Rn
F (Du(T − a− h)) − F (Du(a+ h)) dx
The term (III) we need to use Corollary 3.2
(III) = − 1
h2
∫
Rn
∫ T−a−h
a+h
A(Du)(t, x)D(u(t + h, x+ eih)− u(t− h, x− eih)) ds dx dt
≥ 1
h2
∫
Rn
∫ T−a−h
a+h
(
F (Du(t− h, x− eih)) − F (Du(t+ h, x+ eih))
)
− c2
h2
|∆−hր V (Du)(t)|+
c
h2
|∆hրV (Du)(t)|
2
dx dt
≥ −c
∫ T−a
a
∫
Rn
∣∣∣∆
h
րV (Du)
h
∣∣∣
2
dx dt
+
2
h
−
∫ a+2h
a
∫
Rn
F (Du(s)) dx ds − 2
h
−
∫ T−a
T−a−2h
∫
Rn
F (Du(s)) dx ds.
Therefore, we integrate a over (0, A) and have
|
∫ A
0
(I)1 da| ≤
∫ A
0
|−(I)2 + (I)3|+ |(IV )|+ c
∫ T−a
a
∫
Rn
∣∣∣∆
h
րV (Du)
h
∣∣∣
2
dx dt da
+
∣∣∣∣
∫ A
0
2
h
−
∫ a+2h
a
∫
Rn
F (Du(s))− F (Du(a+ h)) dx ds da
∣∣∣∣
+
∣∣∣∣
∫ A
0
2
h
−
∫ T−a
T−a−2h
∫
Rn
F (Du(s))− F (Du(T − a− h)) dx ds da
∣∣∣∣
By (4.3) and (4.4) we gain
|
∫ A
0
(I)1 da| ≤ c sup
t∈[0,A+2h]∪[T−A−2h,T ]
∫
Rn
|ut|2 + |Du|2 dx
+
∫
Rn
−
∫ h
0
∫ T−h−s
h
|Dsրf |2 ds+ |Du|2 + |ut|2 dx ds dt
+ 2 sup
(0,A+2h)∪(T−A−2h,T )
∫
Rn
|ut|2 + |Du|2 + |f |2 dx
+ c
∫ T
0
∫
Rn
∣∣∣∆
h
րV (Du)
h
∣∣∣
2
dx dt+ sup
(0,A+2h)∪(T−A−2h,T )
∫
Ω
ϕ(|Du|) dx.
All terms can either be estimated by (5.1) such that we gain the result. 
Theorem 2.4 follows from the following proposition and Lemma 3.3.
Proposition 5.4. Let F hold Assumption 1.1 or Assumption 2.2 on the wholespace Rn. Let
u0 ∈ L2(Rn) and f ∈ Lϕ∗([0, T ), (V 1,ϕ0 (Rn))∗). Let u be a solution of (1.4) or (1.5).
If additionally f ∈W 1,2((0, T ),Ω) and ∇f ∈ Lϕ∗(QT ), then,
−
∫ h
0
∫ T−A−h
A+h
∫
Ω
|∆sxi(ut)(t)|2√
h
dx dt ds ≤ K
A
,
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for every A ≥ h > 0. The constant K only depends on the characteristics of F and the
regularity assumptions of f .
Proof. We start with a few basic calculations. We reformulate
∆sxiut = ut(t, x+ eis)− ut(t, x) = ut(t+ s, x+ eis)− ut(t, x) + ut(t, x+ sei)− ut(t+ s, x+ sei)
= ∆sր(ut)(t, x) + ∆
s
tut(x+ sei).
Therefore, we find
|∆sxiut| ≤ |∆sր(ut)(t, x)|+ |∆stut(x+ sei)|.
The last term can eventually be estimated by Proposition 4.4. Therefore, once we can estimate
the ”Queer Quotient”, we gain the result. He is estimated by
|∆sր(ut)(t, x)|2 = ∆sր(ut)(t, x) ·∆sր(ut + uxi)(t, x) −∆sր(ut)(t, x) ·∆sրuxi(t, x) = S0 − S1
The term S0 can be estimated by Lemma 5.3.
We analyse S1
S1 = ∆
s
xi
(ut)(t, x) ·∆sxi(uxi) + ∆sxi(ut)(t, x) ·∆st(uxi)
+ ∆st(ut)(t, x) ·∆sxi(uxi) + ∆st (ut)(t, x) ·∆st(uxi)
:=M1 +M2 +M3 +M4
(5.3)
This implies by Proposition 4.4 and Lemma 5.3
−
∫ h
0
∫ T−A−h
A+h
∫
Rn
|∆sxi(ut)(t)|2 dx dt ds
≤ −
∫ A
0
−
∫ h
0
∫
Rn
∫ T−a−h
a+h
|∆sxi(ut)(t)|2 dx dt ds da
≤ −
∫ A
0
−
∫ h
0
∫ T−A−h
A+h
∫
Rn
|∆st (ut)(t)|2 dx dt ds
+
∣∣∣
∫
Rn
−
∫ A
0
−
∫ h
0
∫ T−a−h
a+h
∆sր(ut)(t) ·∆sր(∂րu) dx dt ds da
∣∣∣
+
∣∣∣
∫
Rn
−
∫ A
0
−
∫ h
0
∫ T−a−h
a+h
M1 +M2 +M3 +M4 dx dt ds da
∣∣∣
≤ hK
A
+
∣∣∣
∫
Rn
−
∫ A
0
−
∫ h
0
∫ T−a−h
a+h
M1 +M2 dx dt ds da
∣∣∣+−
∫ h
0
∫ T−h
h
∫
Rn
|M1 +M2| dx dt ds.
M1 can be estimated by Lemma 5.2.
∣∣∣−
∫ A
0
−
∫ h
0
∫ T−a−h
a−h
M1 dx dt ds da
∣∣∣ ≤ Kh
A
.(5.4)
We are left to estimate the integrals with M2,M3 and M4. Unlike the other terms they
can only be estimated by less, i.e. by
√
hK/A. We estimate the integral of M3 with Ho¨lder
and Young.
1√
h
∫
Rn
∫ T−h
0
−
∫ h
0
|∆st (ut)(t, x) ·∆sxi(uxi)| ds dt dx
≤ c sup
[0,T ]
∫
Rn
|Du|2 dx+ c
∫
Rn
∫ T−h
0
−
∫ h
0
|∆st(ut)(t, x)|2
h
ds dt dx.
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The integral with M4 can be estimated analogous:
1√
h
∫
Rn
∫ T−h
0
−
∫ h
0
|∆st (ut)(t, x) ·∆st(uxi)| ds dt dx
≤ c sup
[0,T ]
∫
Rn
|Du|2 dx+ c
∫
Rn
∫ T−h
0
−
∫ h
0
|∆st(ut)(t, x)|2
h
ds dt dx.
To estimate M2 we use partial summation and proceed as before
∣∣∣∣ 1√h−
∫ A
0
−
∫ h
0
∫
Rn
∫ T−a−h
a+h
∆sxi(ut)(t, x) ·∆st(uxi) dt ds dx da
∣∣∣∣
≤
∣∣∣∣ 1√h−
∫ A
0
∫
Rn
−
∫ h
0
∫ T−a−h
a+h+s
∆−st (ut)(t, x) ·∆−sxi uxi dt ds dx da
∣∣∣∣
+
∣∣∣∣ 1√h−
∫ A
0
−
∫ h
0
∫
Rn
∫ T−a−s
T−a−h
∆sxi(ut)(t, x) · (uxi) dt−
∫ a+h+s
a+h
∆sxi(ut)(t, x) · (uxi) dt ds dx da
∣∣∣∣
=: (I) + (II)
(5.5)
The estimate on (II) can be estimated optimally
(II) ≤ 2
√
h sup
[0,2h]∩[T−2h,T ]
∫
Rn
|Du|2 + |ut|2 dx.(5.6)
The term (I) is again estimated by
(I) ≤ c sup
[0,T ]
∫
Rn
|Du|2 dx+ c
∫
Rn
∫ T−h
0
−
∫ h
0
|∆st(ut)(t, x)|2
h
ds dt dx.

Next we will prove Theorem 2.6. In the following we assume power-law structure. I.e.
that Assumption 1.1 hold for (1.4) which is assumed to be in terms of full gradients (i.e.
Du ≡ ∇u).
Proof of Theorem 2.6. We will use the following Sobolev embedding
∫ T
0
∫
Rn
|V (Du)| 2(n+1)n−1 dx dt ≤
(∫ T
0
∫
Rn
|∇V (Du)|2 + |∂tV (Du)|2 dx dt
)n+1
n−1
<∞.
We will also use the following estimate in case n ≥ 3.
∫ T
0
∫
Rn
|∇u|p+ 4n dx dt ≤
∫ T
0
∫
Rn
(
|∇u|p nn−2 dx
)n−2
n
∫
Rn
(
|∇u| 4n n2 dx
) 2
n
dt
=
∫ T
0
(∫
Rn
|V (Du)| 2nn−2 dx
)n−2
n
dt sup
t∈(0,T )
(∫
Rn
|∇u|2 dx
) 2
n
≤
∫ T
0
∫
Rn
|∇V (Du)|2 dx dt sup
t∈(0,T )
(∫
Rn
|∇u|2 dx
) 2
n
Where we used Sobolev embedding. (By Korn’s inequality the same estimates hold also
in case of symmetric gradients). Observe, that the above estimate implies ∇u ∈ Lq(QT ),
where q := max
{p(n+1)
n−1 , p +
4
n
, 2
}
. If 1 < p ≤ 2 − 4
n
the best integrability of ∇u will
be 2, and Theorem 2.4 can not be improved. In case p > min 2− 4
n
, 1 we enter the proof of
Proposition 5.4 below (5.4). As mentioned there we only need to estimate the terms involving
M2,M3,M4 (defined in (5.3), as all other terms can be estimated by hK/A.
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We start by estimating M4. We define 2β = min {12 + θ, 1}, where θ will be fixed at the
end of the proof. Young’s inequality implies.
1
h2β
|∆st(ut) ·∆st (uxi)| ≤
1
2h
|∆st (ut)|2 +
1
2h2θ
|∆st (uxi)|2
The first term can be estimated by Proposition 4.4. The second term is a mixed derivative.
(a) Case p ∈ (max {1, 2 − 4
n
}, 2]. By Young’s inequality and the definition of Vi(Du)
1
h2θ
|∆st(uxi)(t)|2 ≤ |∆st (uxi)(t)|2−2θ
((|∇u(t+ s)|+ |∇u(t)|)p−2
(|∇u(t+ s)|+ |∇u(t)|)p−2
|∆st (uxi)(t)|2
h2
)θ
≤ (|∇u(t)|+ |∇u(t+ s)|) 2−2θ1−θ (|∇u(t+ s)|+ |∇u(t)|) (2−p)θ1−θ + c|DstVi(∇u)(t)|2 = (I) + (II).
The function (II) is integrable. By Young’s inequality we find
(I) ≤ c|∇u(t)| 2−θp1−θ + c|∇u(t+ s)| 2−θp1−θ
which is integrable if 2−θp1−θ = q. Calculations imply, that we can choose
θ = max
{p+ 2− (2− p)n
2p
, 1− n
4
(2− p)
}
.
Observe, that θ ≥ 12 for all p ∈ [max {1, 2 − 4n}, 2]. As β = min {12 , 14 + θ2}, we have
that β = 12 for p ∈ [2− 2n , 2].
(b) Case p ∈ [2,∞) we fix θ = 2
p
and estimate
1
h2θ
|∆st (uxi)(t)|2 ≤ |∆st (uxi)(t)|2−2θ−θ(p−2)
(
(|∇u(t+ s)|+ |∇u(t)|)p−2 |∆
s
t (uxi)(t)|2
h2
)θ
= c|DstVi(∇u)(t)|2θ
which is locally integrable. If u is space periodic, so is ut and for functions of this
type local integrable functions are also globally integrable. This implies that β = 12
for p ∈ [2, 4] if u ∈ V 1,pper (Rn).
The term |M3| can be estimated in the very same way. On the term M2 we have to apply the
partial summation as is done in (5.5); there the term (II) can be estimated optimally (see
(5.6) and (I) analogous to the term M4 above. 
Remark 5.5. We will give some explanation why large p decrease the differentiability of ut.
Let us consider the model case (1.1). If p > 2, the quantity V (Du) is differentiable and not
Du itself. By (2.3) one observes that∫
|∂tV (Du)|2 ∼
∫
|Du|p−2|∂tDu|2 <∞.
Therefore, ∂tDu is only integrable with respect to the weight |Du|p−2. Theorem 2.6 says that
β → 14 for p → ∞, which would be Proposition 5.4 again. We conjecture, that for general
degenerate F when p→∞, the best possible order of mixed derivative is ∂
1
4
xiut.
Remark 5.6. Let us discuss the case of symmetric gradients in the framework of Theo-
rem 2.6. Only at the estimates of M1, ...,M4 we needed the restriction. This is due to the
fact that ∇V (∇u) does not necessarily exist. Only ∇V (εu) is an L2-function. Therefore, by
the proof above it is only possible to get analog bounds on
∣∣∣∆
s
xi
(ujt ) + ∆
s
xj
(uit)
hβ
∣∣∣
2
in the framework of symmetric gradients.
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6. Appendix
Proof of Proposition 4.1. We briefly recall that (1.4) and (1.5) have a unique solution with
additional regularity.
A simple and standard way to prove this is based on Ritz-Galerkin Approximations.
um(t, x) =
m∑
j=1
cmj (t)ψj(x),
with smooth Ansatz functions (ϕj)j∈N ∈W 1,ϕ0 (Ω)∩L2(Ω); which are linear independent and
whose linear hull is dense in W 1,ϕ0 (Ω) ∩ L2(Ω). We choose
Xm = {v ∈W 1,ϕ0 (Ω) ∩ L2(Ω)|v =
m∑
j=1
cjψj(x)}
and um0 ∈ Xm, such that um0 → u0 strongly in L2(Ω). The approximate equation reads
〈(u′m(t), ψk〉+ 〈A(·,∇um), ψk〉 = 〈f, ϕk〉, um(0) = um0
for all 1 ≤ k ≤ m and is equivalent to a system of ODE for the cmj .
In the existence interval [0, τ) we may use the test function u′m and obtain a uniform
estimate ∫ τ
0
∫
Ω
|u′m|2 dx dt+
∫
Ω
F (Dum)dx|τ0 ≤
∫ τ
0
∫
Ω
|f |2 dx dt
uniformly in m ∈ N. Hence the solution can be extended to the full interval [0, T ]. Moreover,
the following estimate holds for a. e. τ ∈ (a, T ].
∫ T
a
∫
Ω
|u′m|2 dx dt+ sup
τ∈[a,T ]
∫
Ω
F (Dum)(τ)x ≤
∫ T
0
∫
Ω
|f |2 dx dt+
a
−
∫
0
∫
Ω
F (Dum)dxdt.(6.1)
Due to convexity the Ritz-Galerkin approximation is equivalent to the minimum problem∫ τ
0
∫
Ω
u′m(um − v) dx dt +
∫ τ
0
∫
Ω
F (Dum) dx dt ≤
∫ τ
0
∫
Ω
F (Dv) + f(um − v) dx dt,(6.2)
for all v ∈ Xm and all τ ∈ [0, T ].
By weak compactness we find a subsequence um ⇀ u and u
′
m ⇀ u
′ in L2 and ∇um ⇀ ∇u
in Lϕ. In (6.2) we perform an integration with respect to τ ∈ [t1, t1 + h] and h small, then
(6.2) can be rewritten as
1
2
t1+h
−
∫
t1
∫
Ω
|um|2 dx−
∫ τ
0
∫
Ω
u′mv dx dt+
∫ τ
0
∫
Ω
F (Dum) dx dtdτ
≤
t1+h
−
∫
t1
∫ τ
0
∫
Ω
F (Dv) + f(um − v) dx dtdτ +
∫
Ω
|um0 |2 dx.
Now we may pass to the limit m→∞ and due to lower semi continuity in the weak topology
we find
1
2
∫
Ω
|u|2(τ) dx−
∫ τ
0
∫
Ω
u′v dx dt+
∫ τ
0
∫
Ω
F (Du) dx dtdτ
≤
∫ τ
0
∫
Ω
F (Dv) + f(um − v) dx dtdτ +
∫
Ω
|u0|2 dx.
(6.3)
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for a.e. τ and v ∈ Lϕ((0, T ), V 1,ϕ0 (Ω) ∩ L∞((0, T ), L2(Ω). This can be reformulated into∫ τ
0
∫
Ω
ut(u− v) dx dt +
∫ τ
0
∫
Ω
F (Du) dx dt ≤
∫ τ
0
∫
Ω
F (Dv) + f(um − v) dx dt
and a weak solution is constructed. Additionally, (6.1) holds in the limit and implies the first
estimate in Proposition 4.1 (by Assumption 2.2).
We proceed by taking a sequence of vm ∈ Xm, such that ∇vm → ∇u strongly. By taking
vm as a testfunction in (6.2) and passing to the limit we find.
lim sup
m
∫ τ
0
∫
Ω
F (Dum) dx dtdτ ≤
∫ τ
0
∫
Ω
F (Du) dx dtdτ.
This implies (by strict convexity)
lim
m
∫ τ
0
∫
Ω
F (Dum) dx dtdτ =
∫ τ
0
∫
Ω
F (Du) dx dtdτ and therefore Dum → Du strongly.
Furthermore, differentiating the Ritz Galerkin equations with respect to t and testing with
u′m we obtain by (e) of Assumption 2.2
1
2
∫
Ω
|u′m|2 dx|τa +
∫ τ
a
∫
Ω
|∂tV (∇um)|2 dx dt ≤
∫ τ
a
∫
Ω
|ft|2 + |u′m|2 dx dt.(6.4)
We gain a subsequence ∂tV (Dum) ⇀ ∂tV . However, by the strong convergence of Dum
we find V = V (Du). Now passing to the limit in (6.4) implies the desired estimates after
integration over a. 
Proof of Proposition 5.1. For the sake of simplicity we take F (x,Q) = F (Q) omitting the
lower order terms. By Assumption 2.2(c) we have that
Dhxi(A(Du)) ·Dhxi(Du) ∼ |DhxiV (Du)|
2
.
We take the testfunction −Dhxi(Dhxi(u)), this implies by partial summation and Young’s in-
equality (2.1)∫ τ
0
∫
Rn
1
2
∂t|Dhxiu|
2
+ |DhxiV (Du)|
2
dx dt ≤
∫ τ
0
∫
Rn
ϕ∗(|Dhxif |) + ϕ(|Dhxi(u)|).
By passing with h→ 0 we get the desired estimate. 
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