Peer-to-peer applications generate most of the Internet traffic and have become an important determining factor for upgrading Internet backbone capacity. It is thus important to assure that these systems attain high performance and deliver good quality of service to their users. Thus, apart from off-line analysis of traces, online mechanisms for estimating real-time changes of the network characteristics (i.e., network size, churn, failures, etc.) are needed to enable the design of adaptive algorithms. In this paper we focus on the problem of online detection of the flash-crowd phenomenon, defined as a sudden, unexpected increase in the number of peers requesting a piece of content.
Introduction
Peer-to-peer (P2P) applications generate most of the Internet traffic [1] and have become an important determining factor for renewing the current Internet infrastructure [2] . These applications most noticeably include file sharing [3] , voice over IP [4] , and streaming of multimedia content [5, 6] . Typically, peers collaborate in the download of content, creating a swarm.
It has been shown that these systems are able to attain high performance (and consequently deliver a good quality-of-service to their users) once the demand for a certain content has become steady. On the other hand, they might suffer of low performance in dynamic scenarios, characterized by high churn or sudden surge of new users (i.e., a flash-crowd) [7] [8] [9] . Therefore, detecting the occurrence of such phenomena becomes of crucial importance when having to allocate additional traffic capacity.
While centralized solutions exist (e.g., by means of a special allocation policy at the initial server that is being used for bootstrapping), we note that these approaches lead to a high burden for the content provider, which would need to track the swarm size and dispatch extra bandwidth resources and/or instruct all the participating peers on the bandwidth allocation policy. Furthermore, a centralized solution is susceptible to the well-known single-point-of-failure problem. Hence, in this paper, we focus on the distributed online estimation of the swarm size in dynamic scenarios. We tackle the problem of determining the swarm size by means of diffusion algorithms (also known as gossiping algorithms [10] ). This class of algorithms allows easy dissemination of information, and has been used to compute network aggregates such as averages, sums, random sampling distributions, quantiles, network size estimates etc. (see [11] ). Unfortunately, using gossiping for computing distributed aggregates is subject to the strong assumption of no mass loss, in other words, the algorithms are guaranteed to work if nodes properly advertise their leave and there is no message loss. In dynamic networks this is usually not the case, and the constant departure of nodes, especially during the start phase of the gossip algorithms, has significant consequences on the computed aggregates (see [12] for an analysis).
We base our solution for the distributed online flash-crowd detection on an extension of the gossiping-based algorithms that incorporates periodic computational resets. We have shown in previous work [13] that this mechanism, called DiffusionReset, retains the properties of the original diffusion mechanism, achieving convergence exponentially fast, and actually counting on the existence of mass loss.
The main contribution of the paper is two algorithms. The first one, named FlashDetect, is a fully distributed online method for estimating the occurrence of a flash-crowd. It is based on the idea that new nodes joining a swarm reset once to a different values than all the other nodes (i.e., as part of the DiffusionReset algorithm). The aggregated value, available at all the nodes in the swarm, will reflect the change in the set of nodes. To the best of our knowledge, FlashDetect is the first online flash-crowd detection mechanism.
The second algorithm we introduce, named TrackerNetSize, is an extension that can be applied to the case of a swarm in which a special node (or a small set of nodes) can be singled out (e.g., the content injector or the stream source). The ''special node'' executes a modified version of the DiffusionReset algorithm, by dynamically adjusting its reset value. This leads to all nodes in the swarm being able to compute an aggregate which reflects the absolute swarm size. Each node can track the absolute swarm size to detect the occurrence of a flash-crowd.
The two new algorithms are suitable for any type of P2P swarming system, independent from the type of content that is shared. The major difference compared with previous state of the art (mainly [12] ), is that the proposed algorithms are fully distributed, and not require nodes starting the protocol at the same time. Time synchronization is not required and the algorithms are designed for continuous systems (the estimate reflects the current state of the swarm and is available as long as the swarm exists). Additionally, the availability of the estimates for the flash-crowd, at each peer, allows for instance the usage of distributed load balancing policies. The nodes can perform dynamic bandwidth allocation between different swarms. Needless to say, the existing offline methods for estimating the occurrence of flash-crowds are not allowing for this live, online reconfiguration. Although a centralized approach using for example a tracker can provide faster and better accuracy than a distributed approach, nowadays it becomes more difficult to maintain such systems given that they have to face tremendous legal challenges [14] . Our distributed online estimation can act as a back-up solution when the trackers are temporarily out of use. It does not have to completely replace the centralized solutions, just to complement it when needed.
We have tested the performance of the proposed algorithms under different flash-crowd scenarios by means of extensive simulations performed with our extended version of the BitTorrent simulator designed by Microsoft Research [15] . The results bring evidence toward the validity of our approach.
The paper is structured as follows: in Section 2 we describe the existing state-of-the-art. In Section 3 we introduce the underlying gossip-based diffusion mechanisms, while in Section 4 we present the FlashDetect and TrackerNetSize algorithms. The results of simulations and experiments are covered by the next two sections. The paper concludes with Section 6.
Related work
Flash-crowds have been loosely defined as a sudden surge of users trying to access a particular service. In this work, we adapt this definition to P2P systems as follows:
The flash-crowd phenomenon is defined as a high increase in the swarm size of at least n%, within a given time interval T.
Instead of considering the absolute number of new peers joining, we consider the amount of relative size increase for the current swarm. This choice can be intuitively explained. A sudden surge of 100 new peers joining a swarm containing already 1000 nodes (n ¼ 10%) is obviously not as problematic as a sudden surge of 100 peers into a swarm containing only 10 nodes (n ¼ 1000%). This is the principle behind the first of our algorithms, which allows peers to estimate the relative increase of the swarm through time.
A number of studies have shown that flash-crowds occur often in P2P swarming systems, affecting a large fraction of their users [16, 17, 8, 18] . Furthermore, it has been shown that these phenomena have severe impact on the performance of the participating users, especially in the context of live streaming applications [8, 18, 9] . Hence, identifying the occurrence of flash-crowds could greatly help P2P swarming systems set up the necessary resources/actions to ''mitigate'' them. Giving peers the ability to detect flash-crowds allows them to distributively perform load balancing in the system and hence significantly decrease the burden at the content provider side. For example, a peer that concurrently participates into multiple swarms, can decide how much of its bandwidth to allocate to each one of them, based on the realtime status information of the two swarms (e.g., proportional to the flash-crowd intensities they exhibit). To the best of our knowledge, only one recent study briefly discusses how peers can detect a flash-crowd by inspecting the file-completion level of their neighbors [7] . As such, this algorithm is only suitable for filesharing and video-on-demand applications, where the file size is known beforehand, but not for live streaming applications. On the other side, the FlashDetect online distributed flash-crowd detection algorithm proposed in this paper is completely decoupled from the type of data being exchanged in the swarm and therefore can be adopted by all types of swarming applications, including live streaming. It presents itself as one of the first algorithms that targets specifically the online detection problem.
The simplest approach to the problem of estimating the network (swarm) size relies on individual peers interrogating each other for availability. Other approaches ask nodes to advertise to special bootstrap entities their joining or leaving of the swarm (e.g., BitTorrent [19] ) or diffuse membership information via a gossiping approach [20] . While these approaches are straight-forward and can be implemented by P2P systems, they suffer from the problem of information being lost due to firewalls [21] , poor network connections, sudden death due to various software or hardware glitches etc. Another approach being used to track a swarm size, with the additional benefit of reduced message complexity, is the Random Walks class of algorithms [22, 23] .
Gossip-based protocols that estimate network size [11] suffer from the problem of mass loss. In [12] the authors present a solution in the form of periodic resets of the nodes, on top of a synchronization mechanism that assures all the nodes reset at the same moments in time, and, a tracking mechanism for the departing nodes. The sudden-death of nodes is analyzed and shows a big impact in the achieved results. While this is still a valid solution, our proposed approach achieves similar results (see Section 5) while being significantly simpler: we do not require any of the two mechanisms in place.
Previous work in mobile ad hoc networks and wireless sensor networks served as inspiration for solving the swarm size estimation problem. They target dynamic large-scale networks where a global view of the system is very expensive to achieve. The approaches presented in [24, 25] , known as TAG and Tributary Delta solve the problem of network size estimation via a spanning tree. The critical aspect of this approach is the duplication of records and lack of resistance to message/node failures and changes in the structure of the underlying graph.
Algorithms such as Push-Sum [11] can be used to determine mean values, sums and other network aggregates including network size. They are very flexible with respect to the underlying network topology, achieve exponentially-fast convergence rates [26] even in multihop and mobile networks and are resilient to failures to a large degree [27] . The introduction of the synopsis diffusion [28] boosted the capabilities of the ''traditional'' diffusion algorithms with the use of statistics. The main disadvantage of these approaches is that their performance cannot be guaranteed if the network exhibits churn [28] or ''mass'' loss.
Preliminaries: the DiffusionReset algorithm
In this section we briefly introduce DiffusionReset, the underlying mechanism for FlashDetect and TrackerNetSize algorithms. For a detailed description and performance characterization in dynamic networks exhibiting churn and failures, the reader is referred to [13, 29] . The communication in the considered networks operates in discrete time. Without loss of generality, the discrete time steps are assumed to be synchronized. As we show in the previous references, this is used for the ease of exposureDiffusionReset and the algorithms on top are not affected by this assumption. We chose this model also due to the application at hand -in P2P swarming systems nodes exchange status information (e.g., buffer maps or neighbor lists) periodically. With respect to notations, the set of all n nodes in the network is S. The neighborhood of a node i, including the node itself is defined as S þ i and has n i nodes (i and j are used as node indexes). k is used to index time steps and r the communication rounds. The later (see Fig. 1 ) are used in the sense described in [30] , to capture the fact that each node performs, in a given (large) time interval, an equal amount of actions. The beginning of the rounds need not be synchronized, in contrast to the work presented in [12] (DiffusionReset is actually based on this property).
DiffusionReset works, in short, as following (see Algorithm 1). Each node i has a local state variable m i ½k at the beginning of the communication time step k (we will refer to m i as ''mass''). For the case of Push-Pull gossiping strategy, nodes average their mass by exchanging half of their value with one random neighbor. For a Push gossiping strategy, at each time step, nodes split their local state variable in several shares that get distributed to their neighbors. At the end of each time step, the nodes add all the shares of received variables and update their local variable m i . The effect of this mechanism is that, with time, all local variables converge to the same value (the average of the original variable set). An important aspect is that the convergence is achieved regardless of the synchronization type (or lack of it) [11] .
Let i indicate a node and j be the index of one of its neighbors j 2 S þ i ½k. During each time step, node i creates a share vector K i ½k of size n i ½k, with elements corresponding to the share of local variables to be sent to each neighbor. Let k i;j ½k be the share assigned by node i to a neighbor j in time step k. The shares are chosen such that, at any time step k; P j2S þ i ½k k i;j ½k ¼ 1 holds. During each time step k, each node i sends to its neighbors participating in the gossiping process a weighted vector: k i;j ½km i ½k and receives the sets k j;i ½km j ½k from its neighbors. At the time step k þ 1, the node i updates its m i value:
(Algorithm 1, lines 1-6). Vector K i ½k allows flexibility in the algorithm analysis. For example, if all the elements in K i ½k are zero, except for two entries (corresponding to i and a random neighbor j) equal to 0.5 each, the diffusion corresponds to the PUSH-PULL type of gossiping. If all the entries in K i ½k are made equal to 1 n i ½k then the diffusion is actually a PUSH gossiping mechanism.
The reset mechanism (lines 7-11 in Algorithm 1) works as following: every R time steps, a node resets its state value to flg. The reset phase of each node is / i (see Fig. 1 ). Let d½k be the discrete Dirac function.
The moment k when node i resets is signaled by t i ½k ¼ 1, where
(remða; bÞ gives the remainder of the division of a to b). The overall state transition on node i can be written as:
The reset mechanism can be thought of as if each node periodically ''forgets'' its value and resets to a constant. This produces mass loss in the network, with the effect that the total mass in the network will converge to an aggregate of the individual reset values (see Lemma 3 in [13] ). For example, assume that the reset value is 0 on all nodes -the value to which the mass of all nodes converges is 0, regardless of the starting value. DiffusionReset can be thus interpreted in a large sense as a type of generalized coordinated reset. The mass on each node approaches the reset value exponentially fast, and the difference between the values on different nodes converges to 0.
When all the nodes reset to the same value, DiffusionReset is not really useful. Its power comes when two sets of nodes reset to two different values. The overall mass in the system will converge to an aggregate that is a function of the number of nodes in each set, thus allowing each node to estimate the sizes of the sets. This is the basic idea behind the algorithms proposed in this paper: some nodes (the new nodes in the network or a single special node) reset to a different value than all the others. This enables nodes to obtain an estimate of the churn (or network size in general), with no need to advertise their departure and no need for synchronization. By design, DiffusionReset does not require a constant mass in the system. The variation in the mass value at each node is flattened by means of gossiping (also called the anti-entropy effect).
The equation that models the Diffusion-Reset mechanism 2 exhibits exponential convergence over time (see Fig. 2 ). No matter the initial mass value, the aggregate on the nodes converges exponentially fast.
Flash-crowd detection algorithms
In this section we introduce the main contribution of this paper: two approaches for detecting and characterizing the flash-crowd phenomenon. Both approaches can be characterized as distributed and ''online'', in the sense that the aggregate information is available in real-time to all nodes in a swarm, by using only local exchanges of information. To utilize the concepts of DiffusionReset within P2P swarming systems, we have considered each swarm as a separate network. Hence, in the scope of this paper, we will use the term ''network'' to refer to one swarm only.
The first approach, namely FlashDetect algorithm, is fully distributed and provides a measure of the relative variation of the network size. The second algorithm -(TrackerNetSize) provides an absolute measure of the network size. For DiffusionReset, this is possible only if a ''special'' node (resets to a different values than the rest of the nodes) is present. The algorithm remains fully distributed though -each node is involved only in local interactions with its neighbors. Although FlashDetect solves the problem of flashcrowd detection, we provide the second algorithm for the sake of completeness and, also, as an alternative solution for the case of live streaming systems, where the source peers are (supposed to be) always online.
Algorithm 2. FlashDetect
/ i ð Þ 1: . DifussionReset step 2: m i ½k DiffusionReset 1; / i ð Þ 3: . Update Flash-Crowd Estimator 4: Compute n k (Eq. 6) 5: . Flash-Crowd Detection Step 6: if remðk; RÞ ¼¼ / i^nk P h then 7: Signal flash-crowd detected! 8: Return True 9: else 10: Return False 11: end if
Relative flash-crowd detection: FlashDetect
In order to detect relative increases in the number of nodes in the network, the following mechanism is proposed (see Algorithm 2): each new node joining the network needs to engage in the DiffusionReset mechanism, resetting itself once to 0 and in subsequent rounds to 1. The nodes already present in the network need to reset periodically to 1. The aggregate computed by DiffusionReset will be a function of the relative network size, as shown below. The proposed approach has the advantage that produces correct results even in the presence of churn, in the sense that nodes that leave the network do not need to properly announce their leave (their departure has an immediate effect in the computed aggregate).
Let n½r be the number of nodes at round r. The number of new nodes joining at round r is n i ½r and nodes leaving is n o ½r. The percentage of nodes joining at round r compared to the previous time round, r À 1, is
When a flashcrowd occurs, the number of nodes in the network increases rapidly. For this regime, n o ½r ( n i ½r, thus we can approximate n o ½r ¼ 0. This leads, in turn, to
Additionally, if n i ½r nodes joined the network at round r then n½r ¼ n½r À 1 þ n i ½r. The average mass value DiffusionReset will converge to is, according to Lemma 3 in [13] : Thus n½r can be estimated as:
n i ½r tracks the relative increase/decrease in size on the swarm and is available at each node: n i ½r ¼ 1 m i ½r À 1. Due to its expression, please note that the expected value of n i ½r does not equal n½r, the estimator exhibiting bias. This can be readily observed, at each node, in the evolution of the mass m i over time (Fig. 3) . The estimated network size increase can be used by the peers in various ways. For example, if the estimated value lies above a certain threshold (e.g., set by the content provider), then the peers detects the occurrence of a flash-crowd in the network. Furthermore, if the peer is participating in multiple swarms, it can use this information, available for each of the swarms, to allocate its bandwidth accordingly (e.g., proportional to the network size increase it estimates).
Absolute network size estimation: TrackerNetSize
For distributed systems, centralized approaches are always thought to be unscalable. Nevertheless, in some P2P systems, most noticeably live-streaming, there is at least one ''special node'', the source, available for the whole swarm lifetime. The source can be configured to be a ''tracker node'', which, performing a slightly different version of the DiffusionReset mechanism, can obtain an estimation of the absolute network size. The other nodes of the network do only local information exchange, without the need of directly making a connection to the tracker node.
The main idea behind the TrackerNetSize algorithm is that all the nodes run DiffusionReset and reset to 1. The tracker node maintains an estimate of the network n e ½r and resets to 1 À n e ½r. The reasoning behind is that the overall mass in the network should converge to 0. If there is an imbalance between n e ½r and the real network size, the DiffusionReset mechanism converges to a nonzero value, giving an indication to the tracker node on how to adjust its network size estimate.
The extension of the algorithm to several tracker nodes is straight-forward. For example, to ensure redundancy, all the tracker nodes run their own estimation, as parallel algorithms. In the following we will focus on the existence of a single tracker node.
TrackerNetSize is shown by Algorithm 3. The tracker nodes reset to 1 À n e ½r while all the other nodes asynchronously reset to 1. Let q½r be the overall residual value of the mass in the network, at the end of round r (under convergence assumptions, this has the same value for all the nodes). Let q½r 1 be the residual value after the first gossiping step of the round (i.e., first one after the leader node resets). It follows:
After one more time-step, a fraction c ¼ 
Merging the previous relations into a single one:
The term 1 À c n À Á RÀ1 can be further reduced, considering that for
where e is Euler's number. Eq. 7 leads to
At runtime, all the terms in this equation are known, except for n. By extracting its value, we obtain an estimator of the network size in the form of n e ½r þ 1 ¼ n:
The tracker nodes updates their estimate of the network size at each round, based on Eq. (8) . n e ½r converges to n with the same speed as the diffusion process. An important observation is that the residual value on each node is not 0 after convergence. Due to distortions introduced by the periodic resets, the convergence value of the residual is computed with the following equation:
It is important to notice that this value is a function of n. This means that after the tracker node has estimated correctly the network size, each node has the value m i ¼ q 1 . Thus, each node can infer the network size estimation (n 
Due to the standard deviation that characterizes diffusion protocols, the results (Eqs. 8 and 10) need to be smoothed with a low-pass filter, omitted in this description. 
Experiments and discussion
In the following, we present a series of experiments that showcase the characteristics of the two proposed algorithms. The simulations were performed both on synthetic data-sets as well as real traces. For comparison we chose a gossip-based algorithm that estimates the network size in a time synchronous manner [12] .
Simulation environment
For our experiments, we have extended the BitTorrent simulator designed by Microsoft Research [15] , in order to support our FlashDetect and TrackerNetSize algorithms. This is a very detailed simulator, where all the elements of a BitTorrent system are modeled with great accuracy, from the creation of the overlay to the exchange of files between peers. For this reason, this simulator has been widely used, also for simulating BitTorrent-like streaming protocols [31] [32] [33] .
Application: detecting the occurrence of a flash-crowd
In this section we illustrate how to detect the occurrence of a flash-crowds using FlashDetect algorithm. Recall that a flash-crowd is a high increase in the swarm size of at least n%, within a given time interval T (Section 2). It allows each peer to individually estimate the swarm size increase n R within a time interval R equal to the reset interval. Consequently, a peer detects a flash-crowd using the following approach: if n R > n R T , than a flash-crowd has started. For example, given n ¼ 1 and T = 5 min, a peer running FlashDetect algorithm with a reset interval R = 10 min will assume a flashcrowd has started if, within a time interval R, it detects a swarm size increase of n R ¼ 2. The values of n and T are to be chosen according to the characteristics and needs of the specific P2P application. Naturally, increasing the value of the threshold n allows the detection of higher intensity flash-crowds only, while decreasing n allows the detection of lower intensity flash-crowds as well. The parameter T works in an opposite manner, with higher T values allowing more low intensity flash-crowds to be detected, and with smaller T values allowing the detection of higher intensity flashcrowds only. However, we notice that increasing T also had the side effect that a swarm size increase happening in a short time interval might be missed (since the swarm size increase would be ''spread'' across the whole large T).
We have extended the MSR BitTorrent simulator [15] in order to support the FlashDetect algorithm presented in Section 4. Every time a new peer joins a swarm it asks the tracker for a list of 50 peers to connect to. These peers are selected by the tracker at random among all the peers participating in the swarm. Furthermore each peer requests a new list of 50 random nodes from the tracker every 30 min. This behavior closely resembles that of real BitTorrent clients [15] . Each experiment has been repeated multiple times, and we report means and standard deviations based on these.
We have tested the performance of FlashDetect using both synthetic traces as well as real traces from the BitTorrent community Filelist.org. A short description follows.
Synthetic traces
The authors of [34] have observed that, in BitTorrent systems, peer arrival rates follow an exponential decreasing distribution. Hence, in this work, we have evaluated two scenarios consisting of arrivals of this kind but characterized by different intensities. Furthermore, we have evaluated a scenario in which peers join the system all at once, which is a more typical access pattern to live streaming videos [18, 9] .
In all scenarios, the initial network size is 10 peers, while the total flash-crowd size is 150 peers. The arrival rates for the three simulated scenarios are as follows:
In these traces, peers never leave the system once they have joined. The flash-crowd thresholds for these experiments have been set to: T = 5 min and n ¼ 1.
Filelist.org traces
We have used real traces of flash-crowds from the BitTorrent community Filelist.org collected in the PDS group at TU Delft between January and March 2006. These traces are currently stored in the P2P Trace Archive [35] and are publicly available. We have selected 3 such traces among those with the highest intensity. We shall dub them FL445, FL720, FL1167. These traces were generated by sampling the Filelist.org website approximatively every 5 min. The website reported, for each swarm, which user was currently participating in it, hence providing us with an accurate estimation of the arrival rate of peers in each swarm. Figs. 4 and 5 shows the evolution of swarm size and arrival rates in these traces, respectively. The flash-crowd thresholds for these experiments have been set to: T = 5 min and n ¼ 0:5.
For the evaluation, we have used the following metrics:
accuracy: the percentage of succeeding peers, i.e., initial peers who succeeded in detecting a flash-crowd before its end; delay: the delay (in minutes) between the occurrence of a flashcrowd and its detection from the succeeding peers.
Initial peers are those peers already present in the swarm at the time a flash-crowd starts. We have not considered peers joining during the flash-crowd itself, as their detection would be influenced by the swarm size at the time they joined (which is different from the initial swarm size). On the other hand, as soon as a peer has detected a flash-crowd, it can notify the newcomers connecting to it (for example by appending this information to the greeting message they exchange at the beginning of a connection establishment), thus quickly diffusing the information into the swarm.
Results -FlashDetect accuracy
We first turn our attention to the results concerning the accuracy of the flash-crowd detection algorithm (see Fig. 6 ). For the synthetic scenario (Fig. 6(a) ), one can notice that above 80% of the initial peers succeed in detecting the flash-crowd, for the scenarios of high intensity and sudden peer arrivals. On the other hand, in the scenario with low intensity arrival, the accuracy quickly decreases with the reset interval. The explanation for this behavior is that, for the low intensity scenario, peers are joining the system at a much slower rate than in the other two scenarios, which means that the swarm size increase is close to the threshold n and the slightest detection error leads peers not being to detect the ongoing flash-crowd. Fig. 6 (b) and (c) showcase the accuracy for the algorithm when using real traces. We notice that the accuracy decreases with the reset interval in all traces. In fact, all the Filelist.org traces exhibit low intensity, with the swarm size reaching its peak after around 9-10 h. Another explanation for this behavior is that in these traces, peers leave after a while, hence when using larger reset intervals fewer initial peers are able to detect a flash-crowd before they leave the system. The detection accuracy can be improved by lowering the threshold for the flash-crowd detection, as shown in Fig. 6(c) .
The algorithm parameters have been chosen empirically. In all our experiments, when using reset intervals smaller than 5 min and larger than 30 min, the peers are not able to accurately estimate the network dynamics. The reason for this behavior is due to nodes either not being able to track the flash-crowd (during a large reset interval the peers ''forget'' the initial conditions) or the Diffusion-Reset mechanism not having enough time to converge (during a small reset interval). An extensive analysis on optimal parameter selection is not trivial and requires additional effort for both the analytical model as well as the implementation details. The approaches for automatic parameter tuning are work in progress. The preliminary experiments show us that there is a high dependency between the network diameter and the reset interval.
A larger diameter requires a larger reset value and viceversa due to the fact that diffusion speed via gossiping is a function of the network diameter.
Results -FlashDetect delay
We focus next on the second proposed metric -delay (see Fig. 7 ). All graphs clearly show that the delay increases with the reset period. This was to be expected, since, as the reset period increases, a peer has to wait longer before reaching an estimate of the swarm size increase. We can observe that the delay follows a similar pattern for both synthetic and real traces. Furthermore, a lower threshold corresponds to a lower delay, in line with the considerations at the beginning of this section, i.e., that a lower threshold allows to detect smaller increases in the network size.
Results -TrackerNetSize
So far we used the FlashDetect algorithm for the estimation of sudden increases in network size. The second approach is to use the TrackerNetSize algorithm at the tracker to detect the flashcrowds. We also plot, for comparison, the results for the synchronous algorithm presented in [12] (we refer to it as SyncAlg). Although it bares a clear resemblance to our algorithms, as it works in rounds, the difference is that the rounds are synchronous. This is a very strong assumption considering the difficulty of achieving time synchronization in a highly dynamic distributed system.
As seen in Fig. 8(a) , when the reset interval is smaller than 10 min, flash-crowd estimation accuracy is small. At values higher than 10 min, it exhibits a similar performance to the synchronous algorithm.
From a pure network size estimation accuracy, as seen in Fig. 8(b) , the synchronous algorithm achieves close to 100% accuracy almost independently of the reset interval size. For TrackerNetSize, the accuracy is worst at small and high reset intervals, while still close to the SyncAlg. The explanation for this behavior is the following. At small reset intervals, the diffusion process does not have enough time to converge. Although the graphs do not show it, at reset intervals smaller than 5 min, the accuracy of the algorithm is very bad. When the reset interval is large, the tracker is not able to follow the network size fluctuations. In other words, the diffusion-reset mechanism is so slow that it cannot follow the dynamics in size.
In Fig. 9 we show the results of the two algorithms, namely TrackerNetSize and SyncAlg, working in parallel to showcase the differences. Despite the fact that our algorithm has a higher standard deviation, it is able to work with very dynamic topologies, with churn is present. The key result here is that we achieve this without any assumptions on synchronization and no mechanism for tracking departing nodes.
Conclusion
The increasing scale of P2P systems (such as BitTorrent, multimedia streaming services, VoIP etc.), generates a growing need for performing aggregate computations via distributed, robust and scalable algorithms to achieve load-balancing and adaptive system properties. Of particular interest is the online estimation of network (swarm) size in dynamic scenarios characterized by varying topologies, churn, and the presence of sudden increases in peer arrival rates (flash-crowd). In this paper we introduced two algorithms (the FlashDetect and TrackerNetSize algorithms) as a novel extensions of the classic gossiping algorithms with the addition of periodic computational resets. The solution was presented in the form of two algorithms -one that gives estimates of the relative network size increase (information available at every node) and one that tracks the absolute network size (information available at the tracker nodes). They were analyzed and discussed with respect to existing state-of-the-art. The performance of FlashDetect and TrackerNetSize was characterized for various peer arrival rates. The experiments covered a large set of scenarios, ranging from theoretic -exponentially decreasing arrival rates distributions -to actual P2P system observations. The distributed, simple and scalable characteristics of FlashDetect and TrackerNetSize make them very good alternatives to existing algorithms for network size estimation and flash-crowd detection in P2P networks. As future work we want to extend the algorithms for automatic parameter selection as a function of the system dynamics. 
