Abstract. We prove that every smooth complete intersection
Introduction
Throughout this paper, we work over the field of complex numbers C. A complete intersection of type X d1,··· ,ds ⊂ P N , which is defined by s hypersurfaces of degree d 1 , · · · , d s in a projective space P N , is Q-Fano, i.e. normal, Q-factorial, terminal and having an ample anti-canonical divisor, if s i=1 d i ≤ N and it has only mild singularities. Then it is rationally connected by the results of Kóllar-Miyaoka-Mori [26] , Zhang [41] and Hacon-Mckernan [21] . A natural problem is to determine its rationality. If its dimension is at most 2 or if its degree is so, then it is rational. How about the remaining cases? In these cases, its Picard number is 1 by the Lefschetz hyperplane section theorem. We mean by a Q-Fano variety that of Picard number 1 in what follows.
Given a Q-Fano variety, one of the most effective ways to prove its non-rationality is proving its birational superrigidity. We recall that a Q-Fano variety X is called birationally superrigid if any birational map to the source of another Mori fiber space is isomorphism. It implies that X is non-rational and Bir(X) = Aut(X).
Return to the initial problem and ask the following question: in the remaining cases, which Q-Fano complete intersections are birationally superrigid? By general linear projections, those of index ≥ 2 always have non-trivial birational Mori fiber space structures. So we only consider the index 1 case; let N = First, let s = 1. Iskovskih and Manin proved that every smooth quartic 3-fold X 4 ⊂ P 4 is non-rational by proving that any birational ones are isomorphic to each other in the paper [22] , where the notion of birational superrigidity has its origin. This gave the negative answer to Lüroth problem together with the paper [8] by Clemens and Griffiths. Then, after the works of Iskovskih-Manin, Pukhlikov, Chel'tsov and de Fernex-Ein-Mustaţǎ [4, 17, 22, 29, 31] , de Fernex proved in [12] (see also [13] for an erratum with an amended proof to accompany [12] ) that every smooth hypersurface X N ⊂ P N is birationally superrigid for N ≥ 4. This completes the list of birationally superrigid smooth hypersurfaces. He also proved birational superrigidity of a large class of singular Fano hypersurfaces of index 1 in [14] (see [7, 10, 28, 30, 34, 35, 40] for related results on singular hypersurfaces).
In this paper, we extend the results of de Fernex in [12, 14] for s ≥ 2. Before stating a main theorem, we briefly summerize known results. For s ≥ 2, birational superrigidity and birational rigidity (see [9, Definition 1.3] for the definition; a slightly weaker notion than birational superrigidity, sufficient for non-rationality though) are known only when a complete intersection is smooth and satisfies general conditions. The following is the list, where the first and second ones are about birational superrigidity and the third one is about birational rigidity:
• smooth complete intersections X d1,··· ,ds ⊂ P s i=1 di of dimension ≥ 12 which satisfy so-called regularity conditions (see [37] for the definition), except three infinite series X 2,··· ,2 , X 2,··· ,2,3 and X 2,··· ,2,4 , by Pukhlikov (see [32, 36, 38] ), • smooth complete intersections X 2,4 ⊂ P 6 not containing planes by Chel'tsov (see [5] ), • general smooth complete intersections X 2,3 ⊂ P 5 by Iskovskih-Pukhlikov (see [23] , and see [23, Chapter 3, Remark 1] for what we exactly mean by "general" here). Note that no explicit examples which satisfy these conditions have been obtained so far. In addition, in the following cases, non-rationality is proved by Beauville, using intermediate jacobians:
• every smooth complete intersection X 2,2,2 ⊂ P 8 (see [1] ), • general smooth complete intersections X 2,3 ⊂ P 5 (see [1] ), • the smooth complete intersection defined by
No rational members are known.
To state a main theorem, we recall the following definition of singularities, which is a modification of that introduced in [14] .
Definition 0.1. Let p ∈ X be a germ of a variety. For any triple of integers (δ, ν, k) with δ ≥ −1, ν ≥ 1 and k ≥ 0, we say that p is a singularity of type (δ, ν, k) if the singular locus of X has dimension at most δ, and given a general complete intersection Y ⊂ X of codimension min {δ + k, dim X} through p, the (ν − 1)-th power of the maximal ideal m Y,p ⊂ O Y,p is contained in the integral closure of the Jacobian ideal Jac Y of Y . We use the convention that p is a singularity of type (−1, 1, k) for any k ≥ 0 if p is a smooth point.
− 5s in what follows. Our main theorem is the following.
Then every complete intersection X = X d1,··· ,ds ⊂ P s i=1 di with only singularities of type (δ, ν, 2s) is Q-Fano and birationally superrigid. In particular, X is nonrational and Bir(X) = Aut(X).
We give a few corollaries, to see which complete intersetions are covered by Theorem 0.2. First we consider the smooth case. Then, if we fix d 1 , · · · , d s−1 , the inequality in Theorem 0.2 is satisfied for sufficiently large d s . The following are the simplest examples.
Corollary 0.3. Every smooth complete intersection
is birationally superrigid for d ≥ 55, 83, 111, 246 respectively.
In next three corollaries, we consider the isolated hypersurface singularity case, i.e. δ = 0 and dim m p /m 2 p = dim X + 1 for every p ∈ Sing(X). 
for every p ∈ Sing(X), then X is Q-Fano and birationally superrigid.
Recall that for an isolated hypersurface singularity p ∈ X, its Tyurina number is defined by τ p (X) = dim O X,p / Jac X . For m ≥ 1, set τ 
for every p ∈ Sing(X), then X is Q-Fano and birationally superrigid. 
, then X is Q-Fano and birationally superrigid. Section 1 is devoted to review definitions and basic facts about Segre classes, Chern classes and Samuel multiplicities. In Section 2, we prove Proposition 2.1 as a key to prove Theorem 0.2, which is a generalization of Pukhlikov's multiplicity bounds in [33, Proposition 5] to complete intersections. In Section 3, we prove Theorem 0.2.
Notation and Convention.
A variety is assumed to be irreducible and reduced. We say that a property P holds for a general point in a variety if there exists a non-empty open subset in the variety such that P holds for every point of the open set. For a pure-dimensional scheme X of finite type, denote by [X] its fundamental cycle, and by e p (X) its Samuel multiplicity at a closed point p in X (see Definition 1.2). In Proposition 2.1, we use the following notations:
• for pure-dimensional cycles α 1 , α 2 on a scheme X, we write α 1 ∼ α 2 if α 1 and α 2 are rationally equivalent; • for pure-dimensional cycles β 1 , β 2 intersecting properly on X and an irreducible component T of the intersection, denote by i(T, β 1 · β 2 ; X) the intersection multiplicity of T in β 1 · β 2 whenever the intersection product β 1 · β 2 is defined;
• for a cycle γ, denote by |γ| the support of γ, which is the union of the subvarieties appearing with non-zero coefficient in γ, • for a closed subscheme Z of X, denote by s(Z, X) the Segre class of Z in X (see Definition 1.1), • for a vector bundle E on X, denote by c(E) the total Chern class of E (see Definition 1.1) and by c(E) ∩ ζ its cup-product with a cycle ζ, • for a projective variety Y embedded in some projective space P N , denote by c 1 (O Y (1)) the first Chern class of a hyperplane section, • for projective varieties U, V and a point q in a projective space P N ,
and for a closed subset W (resp. W ′ ) with irreducible components
For the definitions and basic properties of fundamental cycles, rational equivalence, intersection products and intersection multiplicities, we follow [19] .
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where p : P (E) → X is the projection, O(1) is the tautological line bundle and α is an arbitrary cycle. Define the total Chern class of E by
where t is a variable. Define the Segre class s(Z, X) of Z in X as follows:
where π : P (C Z X ⊕ 1) → Z is the projection and O(1) is the tautological line bundle.
If Z is regularly imbedded in X, then
by [19, 
This is well-defined by the upper-semicontinuity of multiplicities [3] . We extend the definition of the multiplicity linearly to an arbitrary cycle where we use the convention e p (X) = 0 if p ∈ X.
) for every p ∈ X. Thus we identify the scheme X and the cycle [X] when we deal with its multiplicity (and also its degree).
Samuel multiplicities satisfies the following property when we cut down a given pure-dimensional Cohen-Macaulay closed scheme by a hyperplane. 
for every p ∈ X ∩ H.
A generalization of Pukhlikov's multiplicity bounds
In this section, we prove a following key proposition.
Proposition 2.1. Let X be a complete intersection in P N defined by s hypersurfaces and α be an effective cycle on X of pure codimension k such that α ∼
. Assume either that X is smooth or ks+dim Sing(X)+1 < N . Then e S (α) ≤ m for every closed subvariety S ⊂ X of dimension ≥ ks not meeting the singular locus of X. Proof of Proposition 2.1. Let X 1 , · · · , X s be hypersurfaces in P N defining X with deg X i = d i . We take cones in P N +1 so that residual schemes can be defined in Step 1 below, which is essential when we construct residual intersection cycles. Fix a closed point p ∈ P N +1 \ P N . Set
for each i = 1, · · · , s, and
Step 1: We use the method of multiple residual intersection as in the proof of [33, Proposition 3] or [39, Theorem] , and this step is devoted to its preparation. First we explain the construction of residual intersection cycles, following [19, Section 9.2].
Let T be a closed subvariety of X. Take a closed point q ∈ P N +1 \ s i=1 X ′ i and let C = C(q, T ). Then C is a (dim T + 1)-dimensional variety and T is a hyperplane section of C. Hence T is a Cartier divisor on C and so we can define the residual scheme R(q, T ) to
where
• the square is a fiber square. Note that i is a regular imbedding of codimesion s and ja imbeds T as a Cartier divisor on C. Formally define the residual intersection class
T ). By the residual intersection theorem (see [19, Theorem 9.2]),
in A dim T −s+1 (C). (Note that we can also define R(q, T ) naively as follows:
Both definitions coincide by [19, Proposition 6.1 (a) and Example 6.5.1 (b)]. Then the above rational equivalence is established again immediately since
for each i = 1, · · · , s.) We will see R(q, T ) as the cycle class of X ′ . We extend the definition of the residual intersection to arbitrary pure-dimensional cycles on X linearly.
Next we prove fundamental properties of residual intersections and polar loci of linear projections. They are related to each other and we can use polar loci to estimate the dimension of intersection of residual intersections with closed subvarieties. Fix a homogeneous coordinate [X 0 : · · · :
) and each i = 1, · · · , s, define the polar locus of X ′ i by
where f i is the defining equation of X ′ i , and define the polar locus of X ′ by
sm as a set, where H x ⊂ P N +1 is the embedded tangent space of X ′ at x.
Lemma 2.3. Let T ⊂ X be a closed subvariety with T ∩ Sing(X) = ∅, and U, V ⊂ X ′ be closed subvarieties. Then the following hold for a general point
(1) T ∩ R(q, T ) = T ∩ P (q) as a set. 
Proof.
(1) It is enough to show for each i = 1, · · · , s,
). This follows from Pukhlikov's argument in the proof of [30, Lemma 3] since the secant variety Sec(T ) of T is contained in P N . For dimension estimates in the following proofs, we freely use the generic flatness (for example, see [27, Theorem 24 .1]).
(2) Let W ⊂ U ∩ T be an irreducible component. By the assumption, T is contained in the smooth locus of X ′ , and so is W . The incidence set
is irreducible and dim I W = dim W + N − s + 1. For each q ∈ P N +1 , the fiber of the projection over q is W ∩ P (q) by the definition of I W , and W ∩ P (q) is non-empty if dim W ≥ s since P (q) is defined by s hypersurfaces. Thus the second projection is surjective if and only if dim W ≥ s, so
The assertion follows by (1).
Next assume that J(U, V ) = P N +1 . Set
Then J U,V is irreducible and J U,V = dim U + dim V + 1. By the assumption, the projection π 3 :
For every u ∈ U ∩ R(q, V ) \ V , there exists v ∈ V such that v = u and u, v, q are collinear. This implies (u, v, q) ∈ π −1 3 (q) and the assertion follows.
(4) The incidence set
is irreducible and dim
by the definition of I T , and T ∩ k j=1 P (q j ) is non-empty by the assumption since k j=1 P (q j ) is defined by ks hypersurfaces in X ′ . Thus the projection to the last k components is surjective, and generically-finite. By the generic smoothness, the number of the points of
is the same as the intersection number
To close this step, we prove that R(q, T ) has the expected dimension and R(q, T ) is well-defined as a cycle for a closed subvariety
Since T is a hyperplane section of C(q, T ) and R(q, T ) is locally defined by s elements in C(q, T ), dim R(q, T ) = dim T − s + 1. Hence the assertion follows.
Thus if β is a pure-dimensional cycle of dimension ≥ s on X such that |β| ∩ Sing(X) = ∅ and q is general, R(q, β) is a well-defined pure-dimensional cycle on
Step 2: Now we start the proof of Proposition. Let S ⊂ X be a closed subvariety of dimension ks with S ∩ Sing(X) = ∅. We may assume that S is contained in the support of α. We construct multiple residual intersections from S. For each j = 0, 1, · · · , k, we inductively define R j and its support R j as follows: Set R 0 = [S] and R 0 = S. Assume that we have constructed a pure-dimensional cycle R j−1 on X with support R j−1 = |R j−1 | such that
) so that the following conditions are all satisfied:
P N is the linear projection from p and R(q j , R j−1 ) is the support of R(q j , R j−1 ), (C 3 ) Lemma 2.3 (1) holds for every irreducible component T of R j−1 and q = q j , (C 4 ) Lemma 2.3 (2) holds for every irreducible component T of R j−1 , every irreducible component U of |α| and q = q j , (C 5 ) Lemma 2.3 (3) holds for every irreducible component U of R j−1 , every irreducible component V of C(p, |α|) and q = q j ,
such that Lemma 2.3 (4) holds for T = S and every point in P 0 , and
j is the projection to the first j components.
If X is singular, (C 2 ) is satisfied for a general q j since J(R j−1 , Sing(X)) is strictly contained in P N by the assumption. Set
Then R j is a pure-dimensional cycle on X with support R j = |R j | such that
and R j ∩ Sing(X) = ∅. In particular, R k is a pure-dimensional cycle on X with support
Lemma 2.4. The following hold.
(1) α and R k intersect properly on X, i.e. dim |α| ∩ R k = 0.
We prove this by induction on j. The assertion is clear for
as a set, where T runs all the irreducible components of R j−1 . This holds since
By Lemma 2.3 (2) and the induction hypothesis, 
The proof is done by Lemma 2.3 (4).
Since |α| ∩ R k is contained in the smooth locus of X, the intersection product α · R k is well-defined. Furthermore α · R k is a well-defined cycle by Lemma 2.4 (1) . Therefore
by [19, Corollary 12.4] and Lemma 2.4 (2). The proof is done.
Proof of Theorem 0.2
For definitions of terminology about singularity theory, we follow [25] and [12, Section 2] . See [18, Section 2] for the definition and properties of Mather log discrepancy.
Proof. Take a complete intersection X = X d1,··· ,ds ⊂ P 
Then, if Z = D 1 ·D 2 is the complete intersection subscheme of X defined by general members D 1 , D 2 of L, any non-terminal center of the pair (X, cZ) has at most dimension δ + s by [12, Proposition 8.8] 
by Proposition 2.1, thus
Take a general point P in a non-terminal center of the pair (X, cZ). We cut down by δ + s general hyperplanes through P . Let P s i=1 di−δ−s ⊂ P s i=1 di be a general linear subspace of codimension δ + s passing through P , and let W ⊂ P s i=1 di−δ−s be the restriction of X to this subspace. By inversion of adjunction ([11, Theorem 1.1]), (W, cZ| W ) is terminal away from finitely many points, and not terminal at P . We cut down by additional s general hyperplanes through P . Let P 
, which contradicts to our numerical assumption. The proof is done.
