Abstract: This paper presents an efficient Water Evaporation Optimization algorithm (WEO) is proposed to solve a Dynamic Economic Dispatch problem (DED
I. Introduction
Dynamic Economic Dispatch (DED) is used to resolve the optimal generation schedule of on-line generators, so as to meet the predicted load demand over certain problem period of time at minimum operating cost under different system and operational constraints. The dynamic optimization problem may need to consider the spinning reserve requirements (SRR s ) in order to incorporate the unit coupling of ramp rates at the unit level. Due to the ramp-rate constraints of a generator, the operational decision at an hour may affect the operational decision at a later hour. Traditionally valve point loading effects of the turbine were ignored and a convex quadratic fuel cost function was considered for the thermal units. However, a more realistic model must take into account the valve-point effects. It has a look-ahead ability which is necessary to schedule the load early so that the system can predict rapid load changes in near future. The DED problem can be formulated as a largescale, optimization problem, which is quite difficult due to its intrinsic high dimensional, non-convex and nonlinear nature. The dimension of the problem increases rapidly with the system size and the scheduling horizon [1] .
Several optimization methods including classical and heuristic algorithms were applied to solve DED problem. The conventional methods consist of Linear Programming (LP) [2] , Non-Linear Programming (NLP) [3] , Quadratic Programming (QP) [4] , Lagrangian Programming (LP) [5] and Mixed Integer Quadratic Programming (MIQP) [6] . The main drawbacks of these methods are only need to run in linear problem and not applicable to large scale system. Unfortunately, DED with non smooth or non convex cost functions in valve point loading can fail to get global optimal solutions.
To overcome this deficiency, turn to various heuristic techniques such as Genetic Algorithm (GA) [7] , Simulated Annealing (SA) [8] , Artificial Immune System (AIS) [9] , Evolutionary Programming (EP) [10] , Differential Evolution (DE) [11] , Harmony Search (HS) [12] , Artificial Bee Colony (ABC) [13] , Imperialist Competitive Algorithm (ICA) [14] , Seeker Optimization Algorithm (SOA) [15] , Teaching Learning Algorithm (TLA) [16] , Improved Particle Swarm Optimization (IPSO) [17] , Chaotic Differential Evolution (IDE) [18] , Modified Teaching Learning Algorithm (MTLA) [19] , Self-Adaptive Modified Firefly Algorithm (SAMFO) [20] , Improve Pattern Search (IPS) [21] , Enhanced Cross Entropy (ECE) [25] , Adaptive Particle Swarm Optimization (APSO) [28] , Enhanced Bee Swarm Optimization (EBSO) [35] , Deterministic Guided Particle Swarm Optimization (DGPSO) [37] . The main drawback of these heuristic techniques gives the results but struck the local minima and lack of guarantee of convergence infinite time for large scale DED problems.
Hybrid techniques are used to solve the DED problem, such as Hybrid Immune-Genetic Algorithm (IGA) [22] , hybridization of Artificial Immune System and Sequential Quadratic Programming (AIS-SQP) [23] , modified hybrid Evolutionary Programming-Sequential Quadratic Programming (EP-SQP) [24] , Hybrid Differential Evaluation (HDE) [29] , Chaotic Differential Bee Colony Optimization (CDBCO) [30] , Improved Chaotic Particle Swarm Optimization (ICPSO) [31] , Chaotic Self Adaptive Particle Swarm Optimization (CSA-PSO) [32] , Enhanced Adaptive Particle Swarm Optimization (EAPSO) [33] , Time Varying Acceleration Coefficient -Improved Particle Swarm Optimization (TVAC-IPSO) [34] , Adaptive Hybrid Differential Evolution (AHDE) [38] , hybrid methods are consuming more time to compute the results. Because the structure
II.
Problem Formulation
Objective Function
The main objective of DED problem is to economically assign the power output over the operating perspective while fulfilling the demand, unit constrains and minimizes the total fuel cost. The objective of DED is the total fuel cost equation as formulated as:
Where F i is the cost function of the i th generator at time t. at, P i is the real power generated by the i th generator, N is the total number of online participating generating units, and a i , b i , c i is the cost coefficients of i th generator. e i and f i are the cost coefficients of i th generator reflecting valve point loading effects and P i,min is the minimum output power of i th generating unit. T is the total number of hours in the scheduling horizon.
Constraints 2.2.1 Power Balance
The total power generation must satisfy sum of the demand and losses.
Where P D is the total load, P L is the transmission loss, B ij , B oi , B oo are the transmission loss coefficients.
Generator Power Limit
The generated power should be within its minimum and maximum limits.
P i,min and P i,max is the minimum and maximum output power of i th generating unit.
Ramp Rate Limit
To avoid undue thermal stresses on the boiler and the combustion equipment, the rate of change of the output power of each thermal unit must not exceed a certain ramp limit rate during increasing or decreasing the power output of each unit. This can be mathematically as follows.
, min , max (5) Such that max (P i min , P i , t 0 -DR i ) = P i,t min and min(P i max , P i , t 0 +UR i ) = P i,t max where P i,t min and P i,t max are the minimum and maximum limit of the real power of the i th unit at the t th interval in MW and P i , t 0 is the power generated by the i th unit at the (t-1) th hour. UR i and DR i are the UP and DOWN ramp rate limits of the i th unit in MW/h.
Spinning Reserve Requirements
The SRR s should be measured as an additional constraint to stay away from an unpredicted large load to the system or a breakdown in a certain large unit. Hence SRR s for the RCDED problem are formulated in three different ways.
Equations (6) and (7) are generally applied the DED problems within 60 min of being required. Equation (8) will exactly satisfy the 10 min of being required and its amount is related to the ramp up rate constraint of generating unit. For time interval of the ramp up rate of unit i is UR i (MW/h), the equivalent amount for 10 min is UR i /6.
III. Water Evaporation Optimization
The evaporation of water is very important in biological and environmental science. The water evaporation from bulk surface such as a lake or a river is different from evaporation of water restricted on the surface of solid materials. In this WEO algorithm water molecules are considered as algorithm individuals. Solid surface or substrate with variable wettability is reflected as the search space. Decreasing the surface wettability (substrate changed from hydrophility to hydrophobicity) reforms the water aggregation from a monolayer to a sessile droplet. Such a behavior is consistent with how the layout of individuals changes to each other as the algorithm progresses. And the decreasing wettability of surface can represent the decrease of objective function for a minimizing optimization problem. Evaporation flux rate of the water molecules is considered as the most appropriate measure for updating individuals which its pattern of change is in good agreement with the local and global search ability of the algorithm and make this algorithm have well converged behavior and simple algorithmic structure. The details of the water evaporation optimization algorithm are well presented in [27] .
In the WEO algorithm, each cycle of the search consists of following three steps (i) Monolayer Evaporation Phase, this phase is considered as the global search ability of the algorithm (ii) Droplet Evaporation Phase, this phase can be considered as the local search ability of the algorithm and (iii) Updating Water Molecules, the updating mechanism of individuals.
Monolayer Evaporation Phase
In the monolayer evaporation phase the objective function of the each individuals Fit i t is scaled to the interval [-3.5, -0.5] and represented by the corresponding E sub (i) t inserted to each individual (substrate energy vector), via the following scaling function.
where E max and E min are the maximum and minimum values of E sub respectively. After generating the substrate energy vector, the Monolayer Evaporation Matrix (MEP) is constructed by the following equation.
exp 1 (10) where MEP t ij isthe updating probability for the j th variable of the i th individual or water molecule in the t th iteration of the algorithm. In this way an individual with better objective function is more likely to remain unchanged in the search space.
Droplet Evaporation Phase
In the droplet evaporation phase, the evaporation flux is calculated by the following equation. (11) where J o and P o are constant values. The evaporation flux value is depends upon the contact angle Ѳ, whenever this angle is greater and as a result will have less evaporation. The contact angle vector is represented the following scaling function. (12) where the min and max are the minimum and maximum functions. 
Water Evaporation Optimization Algorithm for Solving Dynamic Economic Dispatch
where DEP t ij is the updating probability for the j th variable of the i th individual or water molecule in the t th iteration of the algorithm.
Updating Water Molecules
In the WEO algorithm the number of algorithm individuals or number of water molecules (nWM) is considered constant in all t th iterations, where t is the number of current iterations. Considering a maximum value for algorithm iterations (t max ) is essential for this algorithm to determine the evaporation phase and for stopping criterion. When a water molecule is evaporated it should be renewed. Updating or evaporation of the current water molecules is made with the aim of improving objective function. The best strategy for regenerating the evaporated water molecules is using the current set of water molecules (WM (t) ). In this way a random permutation based step size can be considered for possible modification of individual as:
where rand is a random number in [0,1] range, permute1and permute 2 are different rows of permutation functions. i is the number of water molecule, j is the number of dimensions of the problem. The next set of molecules (WM (t+1) ) is generated by adding this random permutation based step size multiplied by the corresponding updating probability (monolayer evaporation and droplet evaporation probability) and can be stated mathematically as:
Each water molecule is compared and replaced by the corresponding renewed molecule based on objective function. It should be noted that random permutation based step size can help in two aspects. In the first phase, water molecules are more far from each other than the second phase. In this way the generated permutation based step size will guarantee global and local capability in each phase. The WEO algorithm can be summarized as follows: Step1: Initialize all the algorithm and problem parameters, randomly initialize all water molecules. Step2: Generating water evaporation matrix Every water molecule follow the evaporation probability rules specified for each phase of the algorithm based on the Eqs. (10) and (13) . For t ≤ t max /2, water molecules are globally evaporated based on monolayer evaporation probability MEP by using Eq (10). For t > t max /2, evaporation occurs based on the droplet evaporation probability DEP by using Eq (13) . It should be noted that for generating monolayer and droplet evaporation probability matrices, it is necessary to generate the correspondent substrate energy vector and contact angle vector by using Eqs (9) and (12) respectively.
Step 3: Generating random permutation based step size matrix A random permutation based step size matrix is generated according to Eq. (14)
Step 4: Generating evaporated water molecules and updating the matrix of water molecules
The evaporated set of water molecules WM (t+1) is generated by adding the product of step size matrix and evaporation matrix to the current set of molecules WM (t) by using Eq. (15) . These molecules are evaluated 
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IV. Examples And Simulation Results
The proposed methodology has been tested with three test systems and the proposed algorithm is developed in Matlab environment and is implemented using Intel(R) Core(TM) i5-4200U CPU@1.60 GHz 2.30 GHz processor. The effectiveness of the proposed WEO algorithm for ELD problem has been validated by comparing the simulation results obtained from the other method which is available in literature. The WEO algorithm parameters for all test systems are chosen as the number of water molecules (nWM) = 10, maximum number of algorithm iteration (t max ) = 100, MEP min = 0.03, MEP max = 0.6, DEP min = 0.6, DEP max = 1.
Test System 1
This test system consist of 5 generating units is consider to validate the proposed method. Here spinning reserve, valve point loading and transmission losses are included. The test system particulars are available in the literature [8] . The best generation schedule obtained by the proposed WEO algorithm for a 5 generating units system is given in the Table 1 . From the simulation results it is clear that the proposed WEO algorithm meet the load demand for entire planning period of 24 hr and obtain the minimized fuel cost of 422993.6318($) with a loss of 195.1953(MW) with satisfying system constraints power balance, generator power limit. The results also imply that every hour the ramp rate limit has to be maintained. The comparison of best, worst and the mean value of the total fuel cost is presented in Table 2 . The proposed WEO algorithm achieve the best cost of 42993.6318($), worst cost of 43089.63($), and mean cost of 43009.74($). From the comparison it is clear that the proposed algorithm achieve the best results in comparison with SA [8] , APSO [28] , AIS [9] , TLA [19] and MTLA [19] . The cost convergence characteristic curve is depicting in Fig 2. The convergence curve demonstrate that the cost is converged from larger value to smaller value ensure that the WEO algorithm is capable of producing better results than existing algorithms.
The spinning reserve requirements are set to 5% of load demand in each hour for this test system with time period of 24 -hour. Here the SRRs are formulated in three different ways, ∆ T
(1) , ∆ T
, ∆ T (3) and are computed by WEO algorithm is also presented in Table1. All the SRRs values are positive ensure that the proposed algorithm maintained sufficient SRR in each hour. 
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Test System 2
To demonstrate the validity of the proposed WEO algorithm a ten unit test system is considered with valve point loading effect and ramp rate limit. In this test system losses are neglected. The test system particulars are available in the literature [26] . The simulation results of 10 unit test system for a planning period of 24 hour obtained by the proposed WEO algorithm is presented in Table 3 . The simulated results make sure that the proposed algorithm reaches the least cost with satisfying system constraints out and out. The comparison of total fuel cost in comparison with existing algorithms is presented in Table 4 . It is evident from the comparison the proposed algorithm alone achieve the minimized cost than earlier reported algorithms. The objective value versus iteration curve is plotted in Fig. 3 . From the convergence curve it is clear that the proposed WEO algorithm is efficient in handling system constraints and obtains the competitive results than existing algorithms. 
Test System 3
In this case, the same 10 unit test system is considered along with network loss. The result obtained by the proposed WEO is present in table 5. The simulation results shows that the WEO algorithm meet the load demand in each hour and fulfill the system constraints. The proposed algorithm achieve the best optimal total cost of 1,038,313 $ with total loss of 801.87 MW. The total fuel cost comparison of 10 unit test system with loss is presented in Table 6 . The comparisons imply that proposed WEO algorithm alone reach the minimized cost than existing algorithms. The Fig. 4 shows the cost convergence curve of test system 3. The convergence curves make clear that the results converged from larger values guarantee that the proposed WEO algorithm is efficient and obtain better results than earlier reported techniques. [10] 1,051,163 NA NA 0.421 EP [10] 1,048,638 NA NA 15.049 HS [12] 1,046,726 NA NA NA DE [11] 1,036,756 1,040,586 1,452,558 0.20 GA [7] 1,033,481 1,038,014 1,042,606 NA SOA [15] 1,023,946 1,026,289 1,029,213 NA AIS [9] 1,021,980 1,023,156 1,024,973 25.346 ABC [13] 1,021,576 1,022,686 1,024,316 2.603 TLA [16] 1,019,925 1,020,411 1,021,118 0.049 ICA [14] 1,018,467 1,019,291 1,021,796 NA HDE [29] 1,031,077 NA NA NA IPSO [17] 1 
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V. Conclusion
A heuristic optimization method called WEO was developed for the purpose of optimal solution for the DED problem. The practical operational constraints of generators such as spinning reserve, ramp rate limits and valve point effect along with transmission loss were considered in the analysis. The feasibility and efficiency of the proposed method were demonstrated on five and ten unit test systems. The numerical results were compared with the recent optimization approaches. The numerical results revealed that the dispatch solution obtained by the proposed WEO approach led to a smaller operating cost than those found by other methods, which showed the capability of the algorithm to determine the global or near global solutions for the DED problem.
