Sign determination is a fundamental problem in algebraic as well as geometric computing. It is the critical operation when using real algebraic numbers and exact geometric predicates. We propose an exact and e cient method that determines the sign of a multivariate polynomial expression with rational coe cients. Exactness is achieved by using modular computation. Although this usually requires some multiprecision computation, our novel techniques of recursive relaxation of the moduli and their variants enable us to carry out sign determination and comparisons by using only single precision. Moreover, to exploit modern day hardware, we exclusively rely on oating point arithmetic, which leads us to a hybrid symbolic-numeric approach to exact arithmetic. We show h o w our method can be used to generate robust and e cient implementations of real algebraic and geometric algorithms including Sturm sequences, algebraic representation of points and curves, convex hull and Voronoi diagram computations and solid modeling. This method is highly parallelizable, easy to implement, and compares favorably with known multiprecision methods from a practical complexity point of view. We substantiate these claims by experimental results and comparisons to other existing approaches.
Introduction
Manipulation of real numbers on modern computers is largely done by using xed-precision oatingpoint arithmetic (f.p. arithmetic for short). Consequently, and due to the importance of numerical computing, f.p. arithmetic has bene ted from important infrastructural support, and extremely e cient hardware implementations are available. F.p. arithmetic is only approximate, however. While this may be acceptable in performing numerically stable computations, it introduces many limitations and is unacceptable in algebraic computation and in deciding geometric predicates. The goal of this paper is to use xed-precision f.p. arithmetic for performing exact computations, in order to decrease their complexity. A major application of our algorithms is in manipulating real algebraic numbers exactly, thus o ering an alternative for an exact computation over the reals.
In computer algebra and symbolic computation, exact arithmetic is almost always assumed. When approximate calculation is not an option, a popular approach is to use big-integer and big-oat multiprecision packages. This implies that operands are computed and stored with arbitrary precision, including intermediate quantities whose magnitude may be signi cantly larger than that of the output values. To remedy this problem, a substantial amount o f w ork in the area has focused on modular arithmetic, which allows most of the computation to be carried over xed precision integers. However, the modular representation of a rational numberistypically not su cient, and most problems require the reconstruction of the exact number, which means that some arbitrary precision is still required. The main contribution of this paper are algorithms that determine the sign of such a n umberby using single precision operations on its moduli, thus removing the need of any high precision computation. Real algebraic numbers are represented as the unique root of a given polynomial in a given interval. Such a representation can be computed by applying Sturm theory. Besides the computation of Sturm sequences, nding the isolating interval requires many computations of signs of polynomial expressions with integer coe cients. The major drawback of these methods is the slowdown due to the handling of full precision, so our algorithms are ideally suited to this problem and analyzed in section 6.1.
In computational geometry, computer-aided design (CAD), geometric modeling and computer graphics, on the other hand, f.p. arithmetic is extremely popular because of its speed. Most of geometric predicates can be expressed as computing the sign of an algebraic expression, which can be computed by using f.p. arithmetic with a xed nite precision. Unfortunately, the roundo errors may easily lead to the wrong sign, causing the algorithm to fail on the input. This problem is often referred to as the robustness problem 24] . One solution to the robustness problem is to explicitly handle numerical inaccuracies, so as to design an algorithm that does not fail even if the numerical part of the computation is done approximately 25, 37] , or to analyze the error due to the f.p. imprecision 19] . Such designs are extremely involved and have only been done for a few algorithms. The general solution, it has been widely argued, is to compute certain predicates exactly 11, 15, 17, 20, 41] (see also section 6.2). This is also the position taken by this paper. This goal can be achieved in many w ays: computing the algebraic expressions with in nite precision 39], with a nite but much higher precision that can be shown to su ce 21], or by using an algorithm that performs a speci c test exactly. In the last category, m uch work has focused on computing the sign of the determinant of a matrix with integer entries 3, 10, 13], which applies to many geometric tests (such as orientation tests, in-circle tests, comparing segment i n tersections) as well as to algebraic primitives (such as resultants and algebraic representations of curves and surfaces). Recently, some techniques have been devised for handling arbitrary polynomial expressions and f.p. representation 36] but their complexity g r o ws rather fast with that of the computation.
This paper proposes a method that determines exactly the sign of a multivariate polynomial with rational coe cients evaluated at a rational point. It uses no operations other than modular arithmetic and f.p. computations with a xed nite (single) precision. We call the new technique the recursive relaxation of the moduli. The key feature is the exact result, combined with the e ciency of f.p. arithmetic on modern day computers. Our methods can be used in many settings, including the operations in computer algebra and exact geometric predicates mentioned above, as well as whenever numerical techniques need an exact test see section 6 for examples. In short, our methods combine the veracity of exact computation with the speed of f.p. arithmetic and, therefore, contribute to the current initiative of cross-fertilizing the areas of numeric and symbolic computing. Moreover, we propose several variants of our techniques improving some aspects of the algorithm.
More speci cally, our algorithms perform rational algebraic computations modulo several primes, that is, with a lower precision. As shown in section 2, this requires only single-precision f.p. operations. The Chinese remainder theorem enables us to combine the resulting values together in order to recover the desired output value. This is not a new trick: such a representation of integers by t h e i r moduli is known as Residue Number Systems (RNS) and is popular because its provides a cheap and highly parallelizable version of multiprecision arithmetic. It is impossible here to give a fair and full account on RNS, but 1, 28, 29, 35] provide a good introduction to the topic. From a complexity point of view, RNS allow to add and multiply numbers in linear time. The latter stage of combining the moduli to reconstruct the explicit answer, however, was always perceived as the bottleneck of this approach because higher precision computations were required 35, chap. 4] The recursive relaxation of the moduli enables us to greatly accelerate this phase, since it only needs some simple single precision computations.
The closest predecessors of our work are apparently 16], 26], and 7]. The algorithm of Hung and Parhami 26] corresponds to single application of the second stage of our recursive relaxation of the moduli. Such a single application su ces in the context of the goal of 26], that is, application to divisions in RNS, but in terms of the sign determination of an integer, this only works for an absolutely larger input. For smaller inputs, Bajard, Didier and M ller 7] keep a oating point estimate of the number, which allows to guess beforehand how many loops of our generalized Lagrange algorithm should be executed. We note that their technique handles over ows gracefully, but it cannot handle integers larger than those stored in the oating point representation, which m a y be quite limiting. The maximum range of exponents in the IEEE 754 Standard is 2024. Our moduli are on the order of 2 27 . Therefore, Bajard, Didier and M ller allow i n tegers representable on 74 moduli only. In contrast, our technique allows for more than 10 7 moduli. The article 16] gives probabilistic estimates for early termination of Newton's interpolation process, which w e apply in our probabilistic analysis of our algorithm 5. Its main subject is an implementation of an algorithm computing multidimensional convex hulls. The article 16] does not use our techniques of recursive relaxation of the moduli and does not discuss Lagrange's approach. The spirit of the present article is shared by 18], where f.p. computation is used to calculate the most signi cant part of the answer, whereas modular arithmetic yields the least signi cant p a r t . A limited subset of our results in preliminary form appeared as 8].
Here is the outline of the paper. The next section introduces the di erent arithmetics and de nes the problem at hand. Sections 3 and 4 correspond to the two algorithms for determining the sign of an arbitrary rational de ned by a s e t o f m o d u l i b y performing single precision f.p. operations. Section 5 elaborates some variants of these algorithms. Sections 3-5 constitute our main contribution and propose deterministic as well as probabilistic algorithms. They are applied to computing over real algebraic numbers, to determining exact geometric predicates, and to the ubiquitous question of determinant sign, in section 6. The experimental results of section 7 support our claim that our algorithms are the fastest today in practice. Our main results are summarized in section 8.
Exact sign computation using modular arithmetic
Floating point (f.p.) computations. Our model of a computer is that of a f.p. processor that performs operations at unit cost by using b-bit precision (e.g., in the IEEE 754 double precision standard, we h a ve b = 5 3 ). It is a realistic model as it covers the case of most workstations used in research and industry 22, 28, 36] . We will use mainly one basic property of f.p. arithmetic on such a computer: for all four arithmetic operations, the computed result is always the f.p. representation that best approximates the exact result. This means that the relative error incurred by an operation returning x is at most 2 To be able to discuss the properties of f.p. arithmetic, it is convenient t o introduce the following notation 36]: given any real number x, i t i s representable This operation can be extended modulo an f.p. numbers as follows: an f.p. numberx is truncated to a non-null f.p. number y and the result is de ned as x ; d x=ycy. Therefore, x mod mi is the result of truncating x to mi, and the (signed) fractional part frac(x) of x is the result of truncating x to 1. Note that the result of truncating x t o a p o wer of two i s a l w ays representable if x is representable. To be able to perform arithmetic modulo mi on integers by using f.p. arithmetic with b-bit precision, we will assume that mi 2 b=2+1 . Performing modular multiplications of two i n tegers from the interval 2 , taking the sum modulo mi can be achieved by adding or subtracting mi if necessary. Modular divisions can be computed using the extended Euclid algorithm we will need them in this paper only in section 6. Therefore, arithmetic modulo mi can be performed on integers by using f.p. arithmetic with b-bit precision, provided that mi 2 b=2+1 .
Exact sign computation. In this paper, we consider the following computational problem.
Problem 1 Let k, b, m1 : : : m k denote positive integers, m1 : : : m k being pairwise relatively prime, such that mi 2 b=2+1 , and let m = Q k i=1 mi. Let x be an integer whose magnitude is smaller than bm=2c. Given xi = x mod mi, c ompute the sign of x by using only modular and oating-point arithmetic both performed with b-bit precision. We will solve this problem, even though x c a n b e h uge and, therefore, not even representable by u sing b bits. In the worst case, our solutions require O(k 2 ) operations and therefore do not improve asymptotically over the standard multiprecision approach. They are simple, however, and require little or no overhead. In practice, they only perform O(k) operations. Thus they are very well suited for implementation.
3 Lagrange's method According to the Chinese remainder theorem, x is uniquely determined by its residues xi, that is, Problem 1 is well de ned and admits a unique solution. Moreover, this solution can be derived algorithmically from a formula due to Lagrange. A comprehensive account of this approach c a n b e f o u n d i n 2 8 , 2 9 ] .
The basic method
This section describes the basic algorithm relying on Lagrange's approach. If x is an integer in the range ; m 2 m 2 , xi stands for the residue x mod mi, vi = m=mi = Q j6 =i mj, a n d wi = v ;1 i mod mi, t h e n
Trying to determine the sign of such a n i n teger, we compute the latter sum approximately in xed b-bit precision. Computing a linear combination of large integers vi with its subsequent reduction modulo m can be di cult, so we prefer to compute the number
where frac(z) is the fractional part of a numberx that belongs to ; 1 2 1 2 . If S were computed exactly, t h e n w e w ould have S = x=m, due to Lagrange's interpolation formula. In fact, S is computed with a xed b-bit precision. Nevertheless, if we compute it by incrementally adding the ith term and taking fractional part, the error bound follows the induction . A technical problem can arise if S is too close to a half-integer, because the fractional part may not be computed properly. We circumvent this by assuming that jxj is less than m 2 (1 ; " k ). In this way, w e can insure that S approximates x=m within an absolute error bound " k = ( 3 k ; 2)2 ;b;1 .
Therefore, if jSj is greater than " k , the sign of x is the same as the sign of S, and we are done. Otherwise, jxj 2" k m. Since m k 2 b=2+1 , we can say conservatively that 2" k m is smaller than m 2m k (1;" k;1 ), for all practical values of k and b, and hence we m a y r e c o ver x already from xi = x mod mi for i = 1 : : : k ; 1, that is, it su ces to repeat the computation using only k ; 1, rather than k moduli.
Recursively, w e will reduce the solution to the case of a single modulus m1 where x = x1. We will call this technique recursive relaxation of the moduli, and we will also apply it in section 3.2.
We will present our resulting algorithm by using additional notation:
so that m = m (k) , vi = v (k) i , wi = w (k) i and S = S (k) . All the computations in this algorithm are performed by using f.p. arithmetic with b-bit precision. Because this applies also to fractional part computation, we m ust assume that x=m (k) is su ciently far from half-integers, hence we assume that
This assumption is not too restrictive since it is violated with very low probability " k for random xi, and it can be remedied by computing one more residue x k+1 .
Algorithm 1 Proof. From the preceding discussion, it is clear that the algorithm reports the sign of x. Indeed, upon termination we h a ve "jm (j;1) < jxj m (j) 2 (1 ; "j), o r e l s e j = 0 . In any case, jS (j) j is an approximation of jxj=m (j) with a su ciently small relative error (bounded by "j) so that the sign of S (j) is exactly the sign of x.
The mi's and the w (j) i 's are computed once and for all and placed into a table, so they are assumed to beavailable to the algorithm at unit cost. In step 2, a total of j modular multiplications, j f.p. divisions, and j f.p. additions (including taking the fractional part) are performed.
2
In almost all practical instances of the problem, jxj is on the same order of magnitude as m (k) . If jxj is not too small compared to m (k) , then only step k is performed, involving only at most k f.p. operations of each kind. This is to be contrasted with full reconstruction, which requires (k 2 ) operations. Thus algorithm 1 is of great practical value.
Let us also formalize the latter argument. Since x is chosen independently with m1 : : : m k being xed, we m a y assume it corresponds to a random integer in the range ; m 2 (1 ; " k ) m 2 (1 ; " k )]. Under the uniform probability distribution in this range, the probability that jxj > 2" k m is 1 ; 4" k =(1 ; " k ).
Since " k is extremely small, this probability i s v ery close to 1 and, therefore, the algorithm most likely computes the sign of x correctly already at the rst stage. The exception is the cases where jxj is biased to be small as, for instance, when x represents the determinant of a nearly singular matrix. Such cases are well handled by the algorithms of section 5.
By using parallel implementation of the summation of k numbersondk=log ke arithmetic processors in 2dlog ke time (cf. e.g. 5, ch.4]), we may perform algorithm 1 on dk=log ke arithmetic processors in O(k log k) time, assuming each b-bit f.p. operation takes constant t i m e . Furthermore, if k 2 = log k processors are available, we m a y compute all the S (j) and compare jS (j) j with "j, for all j = 1 : : : k concurrently. T h i s w ould require O(log k) time on k 2 = log k processors. Finally, i f dtk= log ke processors are available for some parameter 1 t k, w e m a y perform algorithm 1 in O((k log k)=t) time by batching dte consecutive v alues of j in parallel. In practice, the algorithm terminates well before j reaches k, s o O(log k) time su ces even with dk=log ke processors.
A generalization of Lagrange's method
We will show that Lagrange's method is in fact a particular case of the following method 7]. Let
This quantity is computed in the rst step of algorithm 1. If the computed value of (0) is smaller than " k , it implies that (0) < 2" k . Thus, jxj is smaller than 2m" k . We can then multiply xiwi by It is easy to see that the number of iterations in step 2 is O(log m= log k ) = O(k), because jxj is no less than 1 and no more than m (k) 2 k(b=2+1) , and is multiplied by k at each iteration. Therefore, algorithm 2 still performs (k 2 ) operations in the worst case, but in practice (on most instances) only k operations of each kind Remark 3. Algorithm 1 corresponds to a choice of m k;j instead of k in step j. This simpli es the computation by eliminating one modulus at each iteration, but it performs more iterations. Multiplying by k , w e perform about twice fewer iterations ( k is on the order of two moduli) but each iteration is done with k moduli. This is why w e call algorithm 2 a generalization. It is possible to combine the techniques of both algorithms by replacing k in the expression for (j) by the greatest k j k which i s a m ultiple of m (j) . This means that k j is also precomputed.
Remark 4. To yield the parallel time bounds such a s O(log k) using k 2 = log k processors for algorithm 2, we need to precompute k j mod mi for all i j = 1 : : : k . 4 Newton's method An incremental version of Chinese remainder reconstruction, named after Newton, is described in this section. We recall the method for completeness see 28, 29] for a comprehensive presentation. Its main advantage is that it can be adapted to a probabilistic algorithm that does not require an a priori bound on the magnitude of x. This is the subject of section 5. 
Clearly, this leads to an incremental computation of the solution x = x (k) to problem 1. An advantage is that all computation can be kept modulo mj, and no oating-point computation is required, in contrast to sections 3.1 and 3.2 where S (j) or (j) are computed. The yj de ne the mixed-radix representation of x, which w ould o er an alternative w ay to perform arithmetic on long integers see also 28, 35] . It is obvious, that when yj 6 = 0 , then the sign of x (j) is the same as the sign of yj since jx (j;1) j m (j;1) =2.
If yj = 0 , the sign of x (j) is the same as that of x (j;1) , f o r j 2, whereas the sign of x (1) = x1 = y1 is known. If yj = 0 for all j, then this is precisely the case when x = 0 . Proof. For every j = 2 : : : k , there are j ; 1 modular additions and multiplications. There is one sign computation for each j = 1 : : : k , e a c h of which can be implemented by t wo comparisons. 2 Algorithm 3 requires k recursive steps, so its parallel time cannot be decreased below (k log k).
Nevertheless the algorithm can be implemented in O(k log k) time on dk=log ke processors, assuming each b-bit f.p. operation takes constant time.
To compare with algorithm 1, realistically assume that a modular addition is equivalent t o 3=2 f.p. additions and one comparison, on the average. Then, algorithm 1 requires at most k(k;1) 2 f.p. divisions (which are essentially multiplications with precomputed reciprocals) more than algorithm 3, whereas the latter always requires k(k;1) 4 extra f.p. additions and k(k+1) 2 additional comparisons.
Variants
Both methods require precomputed tables whose sizes are quadratic. Using a Horner-like s c heme, it is simple to reduce the sizes of these tables to linear, as we s h o w in the next subsection. Also, both methods can be adapted to yield probabilistic algorithms. Such an algorithm reports a wrong answer with a (very small) probability. The advantage of the rst algorithm is that it parallelizes the sign detection method in polylogarithmic time. The advantage of the second algorithm is that it may require to compute much f e w er moduli.
Reducing the size of precomputed tables
In algorithms 1, 2, and 3, the size of the precomputed tables is quadratic in k. This can clearly be a limitation for large values of k, for which our algorithms are of highest interest. Below, we indicate how to reduce the size of the precomputed tables to linear for xed k for algorithms 1, 2, and to linear for variable k for algorithm 3.
Assume that k is xed in the use of the algorithm 1. Under the notation of section 3, we notice that w (j;1) i = w (j) i mj mod mi: Therefore, if zi = xiw (j) i mod mi in step 2 of algorithm 1, we see that at the next iteration of step 2 (before j j ; 1), zi zi mj mod mi will update the value of zi correctly. We t h us modify the algorithm as follows: Replacing this expression in step 2 of algorithm 3 shows that only the precomputed quantity tj needs to be computed for all j in the desired range. Thus the precomputed table for algorithm 3 modi ed is only of size linear in the maximum number of moduli.
A probabilistic variant of Lagrange's method
This section introduces a probabilistic approach based on Lagrange's method. In algorithm 2, there can be at most hworst = l log(2m (k) " k ; 1)= log k m iterations. The actual number h actual of iterations is the minimum h that satis es jx k h j 2m (k) " k . In that algorithm, we nd this numberby repeatedly incrementing h. In theory we could perform a binary search o n h by testing whether jx k h j 2m (k) " k . Since the value of x is unknown, however, we can only test if jx k h mod m (k) j 2m (k) " k by using step 2 of the algorithm. If this is detected to hold for some value of h, then necessarily jx k h j 2m (k) " k , i.e. h actual h, and we should try a smaller value of h. Otherwise, it is only a probabilistic indication that jx k h j < 2m (k) " k , i.e. h actual > h , but we m a y try nevertheless a greater value of h.
We therefore begin with h, and then double the value of h until the condition jx k h mod m (k) j 2m (k) " k is true. Then the range 0 h ] is guaranteed to contain the value h actual . We m a y then perform a binary search f o r h actual in the range 0 h ]. Then for any i n tervals h; h +) computed in the binary search, h+ is a guaranteed upper bound, whereas h; is a lower bound only with a high probability.
When the interval reduces to h h + 1 ) , the sign can be determined by using algorithm 2. We call this technique binary search in a randomized r ange. Since 2" k is much smaller than 1, the probability that, for some xed h, k, k , a r a n Remark 6. It is possible although we do not detail it here to remove the probabilistic aspect of this technique, that is, to certify whether the lower bound h; is correct. This method may require, in the worst case, quadratic time but, with high probability, it has time complexity i n O(n log n), just like our probabilistic algorithm.
A probabilistic variant of Newton's method
We propose below a probabilistic variant of algorithm 3 which, moreover, removes the need of an a priori knowledge of k. The principal feature of Newton's approach is its incremental nature. In our variant, this may lead to faster termination, before examining all k moduli. Informally, this should happen whenever the magnitude of x is signi cantly smaller than m (k) =2, i n w h i c h case we w ould save the computation required to obtain xj for all larger j. This saves a signi cant amount o f computation if termination occurs earlier than the static bound indicated by k. This occurs when the method is used in conjunction with some lter that handles the cases of large absolute value, or when the problem is such that the distribution of x is not uniform but is instead biased towards smaller values. An example is the construction of the convex hull facet structure, where the gain due to the probabilistic termination is quanti ed 16]. For example, the 7-dimensional convex hull of 100 points with integer coordinates of 31 bits is accelerated by more than 5%.
Step 2 is modi ed to include a test of yj against zero. Clearly, yj = 0 precisely when x (j) = x (j;1) . Then we m a y deduce that x (j) = x (k) = x, w i t h a v ery high probability, and terminate the iteration. In terms of mixed-radix representation, this assumes that when yj = 0 then all more signi cant yi's will also be zero. This is no di erent from escaping in multiprecision arithmetic when some digit (or sequence of consecutive digits) turns out to be zero, assuming then that the higher order digits also turn out to be zero. For k 12, mmin 2 25 , the error probability is less than 10 ;6 for uniform distributions. This relies more on the low probability of early termination than on the error probability i n c a s e o f early termination. But a more careful analysis can reduce the overall probability b y exploiting the correlation of failure at di erent stages and, more importantly, accounting for the non-uniform distribution. For experimental support of this claim, we refer to 16].
Applications
Our solutions to problem 1 have many applications. Below we focus on three major areas, namely computation with real algebraic numbers, exact geometric algorithms, and the ubiquitous question of determinant sign. Additional applications include numeric algorithms for reducing the solution of general systems of analytic equations to sign evaluation 38], deciding the theory of the reals 12, 4], geometric theorem proving 34], and manipulating sums of radicals 2].
Real algebraic numbers
Being able to compute e ciently with algebraic numbers is important but also necessary in a variety o f computer algebra applications, as well as when calculating over the reals. In particular, it is a fundamental operation when computing with algebraic numbers, which is a robust way to treat real numbers,andin general when numeric computation does not o er the required guarantees.
The critical operation is deciding the sign of a multivariate polynomial expression with rational coe cients on a set of points. We will show h o w our solution can be applied to the manipulation of real algebraic numbers. We refer to 14, 31] for a comprehensive review of the algebraic concepts involved.
A popular paradigm for manipulating algebraic numbers is the use of Sturm sequences. Given two where ranges over all roots of P in a b). Of special interest is the case where Q is the derivative P 0 of P. In this case, we write VarP a b) for Var P P 0 a b), and this number equals the numberof roots of P in a b).
It turns out that the coe cients of the Pi's grow v ery fast, even for simple P and Q. This phenomenon is well known in computer algebra, and seems to require the computations over very large integers. One popular alternative is modular arithmetic. The bottleneck of this approach (at least in theory) is the computation of VarP Q a b], which i n volves many sign reconstructions. The recursive relaxation of the moduli is ideally suited because the exact value of Pi(a) is never needed, but only its sign. Therefore, once the sequence is computed in the several nite elds, we m a y e v aluate (a) in each nite eld and apply algorithm 1 to compute the corresponding sign sequence and nally VarP (a).
We examine the complexity of our algorithm for computing the sign sequence corresponding to (a) at some rational number a. Let n denote the maximum degree of P and Q, L denote the maximum size of the coe cients of the input polynomials P, Q, and l the sum of the sizes of the numerator and denominator of a. The degrees are decreasing so the length of the sequence is m n. As shown in 14], the time to compute the sequence is O(n 4 (L + l o g n) 2 , and the coe cient o f t h e Pi's are bounded by 2 2n(L+log n) . Hence Pi(a) is bounded by jPi(a)j = n2 2n(L+log n) 2 ln and therefore O(n(L + l + log n)) moduli are su cient. By using algorithm 1, we correctly retrieve the sign of Pi(a) in time O(n 2 (L + l + log n) 2 ), for each i = 0 : : : m . If the sequence is known in each nite eld, the computation of the sign sequence corresponding to (a) can therefore be done in time O(n 3 (L + l + l o g n) 2 ) in the worst case. We summarize this in the following theorem:
Theorem 6.1 Knowing the Sturm sequence modulo each mi, i = 1 : : : k , w h e r e k = O(n(L+l+log n), one can compute VarP (a) in time O(n 3 (L + l + l o g n) 2 ). The performance given in the above theorem is in the worst case, however, and in practice, algorithm 1 will run in time O(k) = O(n(L + l + log n)). This lowers the expected complexity of the computation of VarP (a) to O(n 2 (L + l + log n)) in practice.
As an application of those ideas, we s h o w h o w to manipulate algebraic numbers. An algebraic number can be represented symbolically by a square-free polynomial P 2 Z X] and an interval I = a b], such that is the only root of P in a b] (with multiplicity at least but not necessarily 1). Such a n i n terval can be found by e v aluating VarP at O(n(L + l o g n)) points 14]. Moreover, in this context, separation bounds imply that l = O(n(L + l o g n)). The total time of the root isolation procedure is therefore O(n 6 (L + log n) 3 ). The expected cost is therefore dominated by the sign computations. Practically, however, this cost is expected to be O(n 4 (L + l o g n) 2 ), which is the same as the cost of the computation of the Sturm sequence. To compare two algebraic numbers = (P I) and = (Q J), w e m a y rst assume that they both The expensive part of this computation is therefore the computation of VarP Q a b], w h i c h can be done in time O(n 4 (L + l o g n) 2 for the computation of the Sturm sequence and O(n 3 (L + l + log n) 2 ) for the sign determinations. Practically, the cost of the sign computation is negligible compared to the cost of the computation of the Sturm sequence. Extension to intersections of algebraic curves can be done in much the same fashion, using multivariate Sturm theory see 31] and the references thereof. It has been applied in the context of solid modeling by 27] who use modular arithmetic with a bignum library for the sign reconstruction.
Exact geometric predicates
Exact geometric predicates is the most general way to provide robust implementations of geometric algorithms 15, 20, 41, 17] . For instance, orientation and in-circle tests or the comparison of segment intersections, can all be formulated as deciding the sign of a determinant. Before studying the latter question in its own right, we survey several problems in computational geometry which can make use of our algorithms to achieve robustness and e ciency.
Modular arithmetic becomes increasingly interesting when the geometric tests are of higher dimension and complexity. They are central in, notably, c o n vex hull computations: this is a fundamental problem of computational geometry and of optimization for larger dimensions. Computing Voronoi diagram of points reduce to convex hulls in any dimension, but is mostly done in dimensions 2 and 3. Nevertheless, the sweepline algorithm in 2 dimensions involves tests of degree 20 and modular arithmetic can be of substantial help, in conjunction with arithmetic lters 21]. For Voronoi diagrams of segments, the tests become of even higher degree and complexity 11], and f.p. computation is likely to introduce errors, so exact arithmetic is often a must.
Even for small dimensions, the nature of the data may force the f.p. computation to introduce inconsistencies, for instance, in planarity testing in geometric tolerancing 40]. Here, one must determine if a set of points sampling a plane surface can be enclosed in a slab whose width is part of the planarity requirements. The computation usually goes by computing the width of the convex hull, and the data is usually very at, hence prone to numerical inaccuracies.
In geometric and solid modeling, traditional approaches have employed nite precision oating point arithmetic, based on bounds on the roundo errors. Although certain basic questions in this domain are now considered closed, there remain some fundamental open problems, including boundary computation 24]. Tolerance techniques and symbolic reasoning have been used, but have been mostly restricted to polyhedral objects their extension to curved or arbitrary degree sculptured solids would be complicated and expensive. More recently, exact arithmetic has been proposed as a valid alternative for generating boundary representations of sculptured solids, since it guarantees robustness and precision even for degenerate inputs at a reasonable or negligible performance penalty 27]. One key component is the correct manipulation of algebraic numbers (see the previous section).
Sign of a matrix determinant
Computing the sign of a matrix determinant is a basic operation in computational algebra and geometry, applied to testing the sign of minors, subresultants as well as several geometric tests 31, 5, 13, 3] .
To understand the complexity of the problem consider that the entries of the determinant are themselves algebraic expressions. For instance, the in-circle test can be reduced to computing a 2 2 determinant, whose entries have degree 2 and thus require 2b + O(1)-bit precision to be computed exactly 3]. Computing these entries by using modular arithmetic enables in-circle tests with b-bit precision while still computing exactly the sign of a 2 2 determinant.
To compute an n n determinant modulo m k , w e m a y use Gaussian elimination with a single nal division. At step i < n of the algorithm, the matrix is Hadamard's bound yields k = d2n(log n + L)e. Hence, the entire computation takes time O(n 3 (n + L)(log n + L)).
To summarize:
Theorem 6.2 The algorithm described a b ove computes the sign of a n n determinant whose entries are integers of bit-length by using O(n 3 (n + L)(log n + L)) single precision operations. Using the algorithm of Bareiss for this problem yields a bound O(n 3 M(n(log n + L)), where M(p) is the number of operations to compute the product of two p-bit integers. In practice, we almost always have L = O(n). Using multiplication in time M(p) = p log p log log p yields a slightly worse bound than given in the theorem, and with a huge overhead. More practically, using multiplication in time M(p) = O(p 2 ) yields an order of magnitude slower. Our algorithm is easy to implement and entails little overhead. This is also corroborated by the practical study of section 7. On a O(n 3 log n)-processor machine, the time complexity drops to O(n), i f w e use customary parallelization of the Gaussian elimination routine for matrix triangulation (cf. 23]), which g i v es us the value of the determinant. (We apply this routine in modular arithmetic, with simpli ed pivoting, concurrently for all mi's.) Theoretically, substantial additional parallel acceleration can be achieved by using randomization 5, ch. 4], 32], yielding the time bound O(log 2 n) on n 3 log n arithmetic processors, and the processor bound can be decreased further to O(n 2:376 ), b y applying asymptotically fast algorithms for matrix multiplication.
To h a ve fewer moduli mi involved and thus accelerate the computation, we may t r y to re ne the Hadamard bound or to make use of known upper bounds. In particular, such a re nement can be obtained as a by-product of numerical algorithms, which e ectively compute the sign of the determinant unless the determinant h a s a large absolute value 6, 33] . Another way to get a better upper bound is to use a lter with certi ed arithmetic, such a s i n terval arithmetic. Such a lter will not be able to determine the sign but will return an upper bound which is most of the times much more accurate than Hadamard's bound.
7 Experimental results
Sign reconstruction in RNS
We present several benchmark results of our diverse methods for reconstructing the sign of an integer 2 . The rst coordinate is l, the second is k, and the vertical coordinate is the result of the benchmarks, namely the running times of the algorithms.
In gure 7.1(a), we clearly see the k-quadratic behavior of Newton's method for all values of l, and the linear behavior of Lagrange's method near the diagonal k = l. We also notice that Lagrange's method is always more powerful than Newton's method. In gure 7.1(b), we see the di erences in running times of the standard and the generalized Lagrange methods. They are roughly comparable, except that the generalized method is faster for l = 0 , because we h a ve implemented the method of our remark 1. This method could have been implemented for all the other methods as well. Finally, w e compare the probabilistic and standard Newton's method in gure 7.1(c). We o b s e r v e that the complexity o f the probabilistic method is indeed quadratic in l only, in complementarity with Lagrange's method, which i s quadratic in k ; l. We h a ve not encountered (with our random generation) even a single case of failure for the probabilistic routine.
The measurements are performed on a 200MHz Sun Ultra Sparc workstation. We see for instance that they are negligible with those of the following determinant sign computation, showing that sign determination in RNS using our methods becomes a negligible portion of the determinant sign computation. (a) (b) (c) Figure 1 : The running times in s of the di erent methods, for 0 l k 100.
Determinant sign
We present several benchmark results of the described methods for computing the sign of a determinant and compare them with di erent existing packages. This asserts the practical interest of our algorithms. Method FP is a straightforward f.p. implementation of Gaussian elimination which, of course, cannot guarantee correctness of the result. In particular, FP fails for ill-conditioned matrices. 
Conclusion
Residue Number Systems (RNS) have been used because they provide a highly parallelizable technique for multiprecision. As parallel and multiprocessor computers are becoming more available, RNS provide an increasingly desirable implementation of multiprecision. This comes in sharp contrast with other multiprecision methods that are not easily parallelizable. Perhaps the main problem with RNS is that comparisons and sign computations seem to require full reconstruction and, therefore, use standard multiprecision arithmetic. We show that one may in fact use only single precision and still perform these operations exactly and e ciently. The speed of the proposed algorithms also relies on their implementation using exclusively f.p. arithmetic. In some applications, the number of moduli may be large. Our algorithms may be easily implemented in parallel with a speedup depending almost linearly on the number of processors. Another merit of our methods is their simplicity, which makes them attractive to an implementor, and their quasi-linear complexity on the average. Although their worst-case complexity does not achieve the record upper bounds, in practice they appear as the fastest methods today for certain applications.
A relevant application is to compute the sign of a determinant. This problem has received considerable attention in computational geometry, CAD, geometric modeling, as well as symbolic algebra, yet the fastest techniques are usually iterative and do not parallelize easily. Moreover, they usually handle only single precision inputs. Section 7 shows that our techniques are comparable in speed or even faster than other techniques and can easily handle arbitrarily large inputs.
A c e n tral problem we plan to explore further is to design algorithms that compute upper bounds on the quantities involved to determine how m a n y moduli should be taken. For determinants, the static bounds we use seem to su ce for applications in computational geometry 21]. They might b e o verly pessimistic in other areas (such as tolerancing or symbolic algebra) where the nature of the data or algebraic techniques might imply much better bounds. In this respect, valid approaches include the probabilistic variants introduced above.
As an extension of our algorithms, we m a y also recover the closest f.p. approximation of a rational number given its modular representation, even though it may not be f.p. representable. This would lead us to a hybrid symbolic/numeric approach t o R N S . S u c h a ltered RNS is outlined in 7] . Root isolation as explained in section 6.1 performs this operation for the quite general case of algebraic numbers.
As an application of ltered RNS, there are geometric algorithms whose input is the output of another algorithm. Exact representation of this output would jeopardize the e cient implementations of the subsequent algorithm. A common solution is to round the output of the rst algorithm. A k ey ingredient of these techniques is that every number is rounded to the nearest representable number, so as to ensure that comparisons will not inadvertently be inverted, even though inequalities might become equalities. These renormalization techniques 30, 36] may be implemented using a ltered modular arithmetic and more precisely exact rounding 9].
