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POLAR CODES FOR DISTRIBUTED HIERARCHICAL SOURCE CODING
MIN YE∗ AND ALEXANDER BARG∗∗
ABSTRACT. We show that polar codes can be used to achieve the rate-distortion functions in the problem of hierarchical
source coding also known as the successive refinement problem. We also analyze the distributed version of this problem,
constructing a polar coding scheme that achieves the rate distortion functions for successive refinement with side information.
1. INTRODUCTION: HIERARCHICAL SOURCE CODING
Hierarchical source coding, also known as successive refinement of information, was introduced by Koshelev [1,2]
and Equitz and Cover [3]. This problem is concerned with the construction of a source code for a discrete memoryless
source X with respect to a given distortion measure d1 that can be further refined to represent the same source within
another distortion measure d2 so that both representations approach the best possible compression rates for the given
distortion values. This property is also termed divisibility of sources and it has an obvious interpretation in the context
of ǫ-nets in metric spaces [4]. Koshelev found a sufficient condition for successive refinement in [1], showing that the
source is divisible if the coarse descriptionX1 is independent ofX given the fine descriptionX2, and Equitz and Cover
showed that this condition is also necessary. If the Markov condition is not satisfied, then attaining the rate-distortion
functions for both descriptions is impossible, and the excess rate needed to represent the source was quantified by
Rimoldi [5] (see also Koshelev [1]). As observed in [3], successive refinement is a particular case of the multiple
description problem for which the region of achievable rates was established by Ahlswede [6] and El Gamal and
Cover [7]. A constructive scheme based on codes with low-density generator matrices together with message-passing
encoding was presented by Zhang et al. [8].
A version of the successive refinement problem that incorporates side information used to represent the source was
considered by Steinberg and Merhav in [9]. In this problem, the side information is expressed as a pair of random
variables that form a Markov chain with the source random variables and are used at the initial stage of representing
the source and at the refinement stage, respectively. Paper [9] found the minimum possible rates for reproducing the
source at the given distortion levels in the presence of side information.
The aim of this paper is to construct an explicit scheme for successive refinement for the aforementioned problems
using polar codes. Polar codes were initially designed to support communication at rates approaching capacity of
binary-input symmetric memoryless channels [10]. Subsequently they were shown to approach optimal performance
for a number of information-theoretic problems with two or more users. A sampling of results includes lossless and
lossy source coding problems [11, 12], multiple-access channels [13], the degraded wiretap channel [14], as well as
a range of other problems that previously relied on random coding (see the recent preprint [15] for a more detailed
overview of applications of polar codes). Recently Honda and Yamamoto [16] showed that it is possible to modify the
construction of polar codes so that the coding scheme supports capacity-achieving communication for channels that
are not necessarily symmetric. This result paves way for new applications of polar codes such as achieving optimal
rates for broadcast channels [15]. In this paper we note that the asymmetric polar coding scheme can be also used for
achieving rate-distortion functions in a range of problems of multiterminal source beginning with the basic successive
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refinement problem and extending to its distributed version [9] as well as other related schemes. The construction of
polar codes for successive refinement is an easy combination of the ideas of [16] and the earlier construction of polar
codes achieving the rate-distortion function [12]. The distributed successive refinement problem is somewhat more
difficult because of the need to incorporate the side information in the analysis of the decoder of polar codes at the
representation stage. In this part we first construct a polar coding scheme for the general version of the Wyner-Ziv
problem of distributed compression with side information and then use it to address the case of successive refinement.
Note that polar codes for the particular case of the Wyner-Ziv problem in which the side information is additive were
constructed in an earlier work [12].
In Sect. 2 we introduce notation for polar codes, while the remaining Sections 3, 4 are devoted to the two versions
of the successive refinement problem discussed above.
2. PRELIMINARIES ON POLAR CODES
In this part we set up notations for our application of polar codes. Let n = 2m for some m ∈ N. We use the
notation [n] = {1, 2, . . . , n} and use the shorthand notation Xn for the vector (X1, X2, ..., Xn). Similarly we write
Xji instead of (Xi, ..., Xj) and use analogous notation for other vectors of random variables and their realizations.
Define the polarizing matrix (or the Arıkan transform matrix) asGn = BnF⊗m, whereF =
(
1 0
1 1
)
,⊗ is Kronecker
product of matrices, and Bn is a “bit reversal” permutation matrix. In his landmark paper [10], Arıkan showed that
given a binary-input channelW , there is a sequence of linear codes, whose generator matrices are appropriately chosen
from the rows of Gn, achieving the symmetric capacity of W.
Let U be a random variable defined on {0, 1}, let V be a discrete random variable supported on a finite set V , and
let PUV be their joint distribution. Define the Bhattacharyya parameter Z(U |V ) as follows:
Z(U |V ) = 2
∑
v∈V
PV (v)
√
PU|V (0|v)PU|V (1|v).
Consider a binary random variable X ∼ PX and let Xn denote n independent copies of X. Consider random
variables Un = (U1, . . . , Un) obtained from Xn using the transformation Un = XnGn. Define the subsets HX and
LX of [n] as follows (definition of both sets depends on n, but for simplicity we omit n in the notations):
HX = {i ∈ [n] : Z(Ui|U
i−1) ≥ 1− δn}
LX = {i ∈ [n] : Z(Ui|U
i−1) ≤ δn}
(1)
where δn → 0 as n → ∞. In other words, LX consists of the indices for which the bits Ui are almost deterministic
given the values of U i−1, whileHX includes bits that are almost uniformly random given previous indices. The source
polarization theorem of [10, 11] asserts that
lim
n→∞
1
n
|HX | = H(X)
lim
n→∞
1
n
|LX | = 1−H(X)
(2)
i.e., almost all indices fall into either HX or LX . Moreover, the quantity δn behaves as 2−n
β
, where β can be any
constant that satisfies 0 < β < 1/2.
Extension of these results to the case with side information can be phrased as follows. Let (X,Y ) ∼ PXY be a pair
of finite discrete random variables, and assume that X is binary. As before, let Un = XnGn. Define the index subsets
HX|Y and LX|Y of [n] as follows:
HX|Y = {i ∈ [n] : Z(Ui|U
i−1, Y n) ≥ 1− δn}
LX|Y = {i ∈ [n] : Z(Ui|U
i−1, Y n) ≤ δn}.
(3)
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Similarly to (2) we have [10]
lim
n→∞
1
n
|HX|Y | = H(X |Y )
lim
n→∞
1
n
|LX|Y | = 1−H(X |Y ).
(4)
By an application of the Cauchy-Schwarz inequality it is easy to see thatZ(Ui|U i−1, Y n) ≤ Z(Ui|U i−1) and therefore
the subsets defined above are related as follows:
HX|Y ⊆ HX
LX ⊆ LX|Y .
(5)
3. SUCCESSIVE REFINEMENT WITH POLAR CODES
Let X ∼ PX be a discrete memoryless source with a finite source alphabet X . Let T be a finite reproduction
alphabet and let d : X × T → [0,∞) be a distortion function. Let R(D) be the rate distortion function given by
R(D) = minPT |X I(X ;T ), where PT |X is such that EXT (d(X,T )) ≤ D.
Below we consider only the case of binary reproduction alphabets (extensions to other alphabets can be easily
accomplished based on the multiple methods available in the literature, e.g. [17,18]). Suppose that there exist encoding
functions
φ1 : X
n → [M1] (6)
φ2 : X
n → [M2] (7)
and decoding functions
ψ1 : [M1]→ T
n (8)
ψ2 : [M1]× [M2]→ T
n (9)
such that
EXnd(X
n, ψ1(φ1(X
n))) ≤ D1 (10)
EXnd(X
n, ψ2(φ1(X
n), φ2(X
n))) ≤ D2. (11)
Let M1 = 2nR1 ,M2 = 2n(R2−R1), where (R1, R2) are the rate values for the two representations of the source X.
Given a distortion pair (D1, D2), we say that the rate pair (R1, R2) is achievable if for any ǫ1 > 0, ǫ2 > 0, δ > 0 there
exists a sufficiently large n = n(ǫ1, ǫ2, δ) such that there exists a coding scheme satisfying (6)-(11) with block length
n, rates not exceeding R1 + ǫ1, R2 + ǫ1 + ǫ2, and distortions D1 + δ,D2 + δ.
The source X is said to be successively refinable with distortions D1 and D2, D2 ≤ D1, if the pair of rate values
(R(D1), R(D2)) is achievable. The following result characterizes the set of achievable rate pairs.
Theorem 3.1. [1, 3] Let X be a source and let T,W be two binary random variables. The source is successively
refinable if and only if there exists a conditional distribution PTW |X with
EXTd(X,T ) ≤ D1, EXW d(X,W ) ≤ D2
I(X ;T ) = R(D1), I(X ;W ) = R(D2) (12)
and such that X,W, T satisfy the Markov condition
X →W → T. (13)
The Markov property (13) implies that I(X ;WT ) = I(X ;W ) = R(D2). Combined with (12), we obtain
H(W |T )−H(W |T,X) = I(X ;W |T )
= I(X ;W,T )− I(X ;T ) = R(D2)−R(D1).
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LetPTWX = PTW |XPX be the joint distribution of the triple (T,W,X) that satisfies the conditions of the theorem.
Let (T n,Wn, Xn) be a sequence of n independent copies of the triple (T,W,X). Define random vectorsUn = T nGn
and V n =WnGn. Below we use various conditional distributions derived from the joint distributionPUnTnV nWnXn .
Define the index subsets HT ,LT ,HT |X , LT |X ,HW |T , LW |T , HW |TX , LW |TX in the way analogous to (1) and
(3). For instance,
HW |T = {i ∈ [n] : Z(Vi|V
i−1, T n) ≥ 1− δn}
HW |TX = {i ∈ [n] : Z(Vi|V
i−1, Xn, T n) ≥ 1− δn}
etc. Relationships analogous to (2), (4), (5) hold. For instance, let IT = (LT ∪HT |X)c, IW = (LW |T ∪ HW |TX)c,
where c refers to the complement in [n], then
lim
n→∞
1
n
|IT | = I(X ;T ) = R(D1)
lim
n→∞
1
n
|IW | = H(W |T )−H(W |T,X) = R(D2)−R(D1).
Suppose that we are given the source sequence xn. To construct the coding scheme, let us partition the set of indices
according to
[n] = HT |X ∪ LT ∪ IT . (14)
Using the relations between the Bhattacharyya parameters and the corresponding entropies [10], we observe that
in the successive cancellation coding scheme we should use the indices in the set IT . Indeed, if i ∈ HT |X then
Z(Ui|U
i−1
1 , X
n) ≈ 1 and so H(Ui|U i−11 , Xn) ≈ 1 and
I(Ui;X
n|U i−11 ) = H(Ui|U
i−1
1 )−H(Ui|U
i−1
1 , X
n) ≈ 0.
Therefore, the bits ui, i ∈ HT |X are nearly independent of the source sequence conditional on the previously found
values ui−11 . Likewise we observe that I(Ui;Xn|U
i−1
1 ) ≈ 0, i ∈ LT , and so the bits indexed by LT are almost
deterministic. At the same time, if i ∈ IT then Z(Ui|U i−11 , Xn) ≈ 0 and Z(Ui|U
i−1
1 ) ≈ 1, so
I(Ui;X
n|U i−11 ) = H(Ui|U
i−1
1 )−H(Ui|U
i−1
1 , X
n) ≈ 1.
These considerations motivate the following encoding procedure. First, if i ∈ HT |X then we put ui = 0 or 1 with
probability 1/2 independently of the source sequence and each other. Following the accepted usage in polar codes,
we call the values ui, i ∈ HT |X frozen bits and assume that they are available both to the encoder and decoder. Next
assign the values ui, i ∈ IT ∪ LT successively as follows. Assume that the sequence ui−1, i ≥ 0 has been chosen. If
i ∈ IT , choose ui in a randomized way according to the distribution
Pr(ui = a) = PUi|Ui−1,Xn(a|u
i−1, xn), a = 0, 1 (15)
and if i ∈ LT , put
ui = ui(u
i−1) , arg max
a∈{0,1}
PUi|Ui−1(a|u
i−1). (16)
This concludes the description of the encoding function φ1 in (6).
The encoder φ2 relies on the sequence un as well as the source sequence xn (7) and is designed as follows. We
begin with finding tn = unGn (note that G−1n = Gn) which is then used to compute the sequence vn. Partition the
set of coordinates as follows:
[n] = HW |TX ∪ LW |T ∪ IW .
The above arguments apply here as well. The bits vi, i ∈ HW |TX are set to 0 or 1 with probability 1/2 independently
of xn, tn and each other, and are made available both to the encoder and the decoder. The values vi, i ∈ IW are
assigned randomly according to the distribution
Pr(vi = a) = PVi|V i−1TnXn(a|v
i−1, tn, xn), a = 0, 1. (17)
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The values vi, i ∈ LW |T are assigned as follows:
vi = arg max
a∈{0,1}
PVi|V i−1Tn(a|v
i−1, tn). (18)
This concludes the description of the encoder φ2.
The information bits uIT and vIW are transmitted to the decoder. In addition, the decoder knows the values of all
the frozen bits. The first-layer mapping ψ1 consists of finding the values uLT using rule (16). Upon completing this,
the decoder knows all the bits un and obtains the first-layer reproduction sequence tn = unGn. To construct the more
refined representation of the source sequence xn, the decoder uses tn to determine vLW |T from (18). Upon completing
this, the decoder can find the second-layer reproduction sequence wn = vnGn.
By construction we clearly obtain the desired values of the rates of the two-layer source codes:
R1 =
|IT |
n
→ R(D1), R2 =
|IW |
n
→ R(D2)−R(D1).
Turning to the distortion, suppose that the values of the frozen bits uHT |X and vHW |TX are fixed. Then the average
values of the distortion for the two representations of the source are given by
D1,n(uHT |X ) = EXn
[
E[d(Xn, wn(uHT |X , X
n)]
]
(19)
D2,n(uHT |X , vHW |TX ) = EXn
[
E[d(Xn, vn(uHT |X , vHW |TX , X
n)]
]
(20)
respectively, where the inner expectations in (19) and (20) are taken over randomization in (15) and (17). To show
that there exists a choice of the frozen bits for which the values D1n and D2n approach D1 and D2, we compute the
average distortions over all the possible assignments of frozen bits.
Theorem 3.2. Let 0 < β′ < β < 1/2. Then
E[D1,n(UHT |X )] ≤ D1 +O(2
−nβ
′
), E[D2,n(UHT |X , VHW |TX )] ≤ D2 +O(2
−nβ
′
). (21)
Consequently, there exists a choice of the frozen bits uHT |X , vHW |TX such that D1,n(uHT |X ) = D1 + O(2−n
β′
) and
D2,n(uHT |X , vHW |TX ) = D2 +O(2
−nβ
′
).
Proof. In the proofs below, we often omit the subscript random variables in the notations of distributions if the realiza-
tions are denoted by lowercase letters that identify them without ambiguity. For example, P (ui|ui−1, xn) stands for
PUi|Ui−1Xn(ui|u
i−1, xn), etc. Denote by QTnWnXn the joint distribution of the reproduction sequences and source
sequence and let QUnXn and QV nTnXn be the distributions derived from it. We have
QUnXn(u
n, xn) = PXn(x
n)
( ∏
i∈IT
PUi|Ui−1Xn(ui|u
i−1, xn)
)
2−|HT |X |
×
( ∏
i∈LT
1[PUi|Ui−1(ui|u
i−1) > PUi|Ui−1(ui ⊕ 1|u
i−1)]
)
QV nTnXn(v
n, tn, xn) = QTnXn(t
n, xn)
( ∏
i∈IW
PVi|V i−1TnXn(vi|v
i−1, tn, xn)
)
2−|HW |TX |
×
( ∏
i∈LW |T
1[PVi|V i−1Tn(vi|v
i−1, tn) > PVi|V i−1Tn(vi ⊕ 1|v
i−1, tn)]
)
.
The L1 distance between PUnXn and QUnXn can be bounded as follows:
‖PUnXn −QUnXn‖1
=
∑
un,xn
|P (un, xn)−Q(un, xn)| =
∑
un,xn
|(P (un|xn)−Q(un|xn))P (xn)|
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(a)
=
∑
un,xn
∣∣∣∑
i
(Q(ui|u
i−1, xn)− P (ui|u
i−1, xn))P (xn)
( i−1∏
j=1
P (uj |u
j−1, xn)
)( n∏
j=i+1
Q(uj|u
j−1, xn)
)∣∣∣
(b)
≤
∑
i∈Ic
T
∑
un,xn
|Q(ui|u
i−1, xn)− P (ui|u
i−1, xn)|P (xn)P (ui−1|xn)Q(uni+1|u
i, xn)
=
∑
i∈LT
∑
ui,xn
∣∣∣1[P (ui|ui−1) > P (ui ⊕ 1|ui−1)]− P (ui|ui−1, xn)
∣∣∣P (ui−1, xn)
+
∑
i∈HT |X
∑
ui,xn
∣∣∣1
2
− P (ui|u
i−1, xn)
∣∣∣P (ui−1, xn)
(c)
=
∑
i∈LT
∑
ui−1,xn
2P (ui(u
i−1)⊕ 1|ui−1, xn)P (ui−1, xn) +
∑
i∈HT |X
2E
∣∣∣1
2
− P (0|U i−1, Xn)
∣∣∣
(d)
≤
∑
i∈LT
∑
ui−1
2P (ui(u
i−1)⊕ 1, ui−1) +
∑
i∈HT |X
2
√
E
[
(
1
2
− P (0|U i−1, Xn))2
]
(e)
≤
∑
i∈LT
∑
ui−1
2
√
P (0, ui−1)P (1, ui−1) +
∑
i∈HT |X
2
√
E
[1
4
− P (0|U i−1, Xn)P (1|U i−1, Xn)
]
=
∑
i∈LT
Z(Ui|U
i−1)
+
∑
i∈HT |X
2
√
E
[(1
2
−
√
P (0|U i−1, Xn)P (1|U i−1, Xn)
)(1
2
+
√
P (0|U i−1, Xn)P (1|U i−1, Xn)
)]
(f)
≤
∑
i∈LT
Z(Ui|U
i−1) +
∑
i∈HT |X
2
√
E
[1
2
−
√
P (0|U i−1, Xn)P (1|U i−1, Xn)
]
=
∑
i∈LT
Z(Ui|U
i−1) +
∑
i∈HT |X
2
√
1
2
−
1
2
Z(Ui|U i−1, Xn)
= O(2−n
β′
).
(22)
Steps (a)-(f) are justified as follows.
(a) follows from observing that Q(xn) = P (xn) and using the equality
n∏
i=1
Bi −
n∏
i=1
Ai =
n∑
i=1
(Bi −Ai)
( i−1∏
j=1
Aj
)( n∏
j=i+1
Bj
)
(23)
( [12], Lemma 3.5);
(b) The triangle inequality and Q(ui|ui−1, xn) = P (ui|ui−1, xn) for i ∈ IT ;
(c) Definition of ui(ui−1) in (16);
(d) The Cauchy-Schwarz inequality;
(e) By definition of ui(ui−1) in (16) we have P (ui(ui−1)⊕ 1, ui−1) ≤ P (ui(ui−1), ui−1), and
P (ui(u
i−1)⊕ 1, ui−1)P (ui(u
i−1), ui−1) = P (0, ui−1)P (1, ui−1);
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(f) Since P (0|U i−1, Xn) + P (1|U i−1, Xn) = 1, we have
√
P (0|U i−1, Xn)P (1|U i−1, Xn) ≤ 1/2.
Similarly, the L1 distance between PWnTnXn and QWnTnXn can be bounded as
‖PWnTnXn −QWnTnXn‖1 = ‖PV nTnXn −QV nTnXn‖1
=
∑
vn,tn,xn
|P (vn|tn, xn)P (tn, xn)−Q(vn|tn, xn)P (tn, xn)
+Q(vn|tn, xn)P (tn, xn)−Q(vn|tn, xn)Q(tn, xn)|
≤
∑
vn,tn,xn
|(P (vn|tn, xn)−Q(vn|tn, xn))P (tn, xn)|
+
∑
vn,tn,xn
(
Q(vn|tn, xn)|Q(tn, xn)− P (tn, xn)|
)
(g)
≤ O(2−n
β′
) + ||PTnXn −QTnXn ||1
(h)
= O(2−n
β′
) + ||PUnXn −QUnXn ||1 = O(2
−nβ
′
)
where (g) is obtained in the same way as (22) and (h) follows from the fact that the mapping between Un and Wn is
bijective. Therefore, we obtain
E[D1,n(UHT |X )] = EQ[d(X
n, T n)]
≤ EP [d(X
n, T n)] + (max d(t, x))‖PXnTn −QXnTn‖1
≤ D1 +O(2
−nβ
′
)
E[D2,n(UHT |X , VHW |TX )] = EQ[d(W
n, Xn)]
≤ EP [d(X
n,Wn)] + (max d(w, x))‖PWnTnXn −QWnTnXn‖1
≤ D2 +O(2
−nβ
′
).
This concludes the proof. 
Remark 1: We can extend our result to a slightly more general case. Namely, suppose that the source is not
be successively refinable and in particular, the Markov condition (13) is not satisfied. In this case the achievable
rate pairs are characterized by the following result of Rimoldi [5] (see also Koshelev [1]). The rate pair (R1, R2) is
achievable with distortionsD1, D2 if and only if there exists a conditional distribution PTW |X such that the following
four inequalities are satisfied
R1 ≥ I(X ;T ), EXT [d(X,T )] ≤ D1, R2 ≥ I(X ;WT ), EXW [d(X,W )] ≤ D2. (24)
We note that the scheme described in this section implies that the polar code consruction achieves these rate values for
given distortion levels D1, D2.
Remark 2: The concept of successive refinement can be extended to a multilevel representation of the source
X in a natural way; see [1, 2]. Roughly speaking, given distortions D1 ≥ D2 ≥ ... ≥ Dt, if the rate region
(R(D1), R(D2), ..., R(Dt)) is achievable, then the source is said to be successively refinable at t ≥ 2 levels. It is
easy to see that the source is successively refinable at t levels if and only if it is successively refinable between any
two consecutive levels. As a result, the region of achievable rates for the t-step refinement of X can be achieved by
consecutively using the coding scheme presented above.
Remark 3: As noted in [3], the successive refinement problem is a particular case of the problem of multiple
descriptions of the source. The region of achievable rates of the multiple description problem was established in [6,7].
Our considerations can be easily extended to this case, giving an explicit construction of codes attaining the rate region
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of multiple descriptions. We note that a recent preprint [19] also discusses an approach to achieving this rate region
using polar codes relying on partitions of the form (14).
4. SUCCESSIVE REFINEMENT FOR THE WYNER-ZIV PROBLEM
The Wyner-Ziv version of the distributed source coding problem [20] assumes that the decoder is provided with the
side information in the form of a random variable Z that is correlated with the source X . The correlation is expressed
through a joint distribution PXZ known to both the encoder and the decoder. And the encoder is not aware of the
realization of Z . As shown in [20], the source sequence Xn can be reproduced with distortion D if the number of
messages used to represent the source is of order exp(nRX|Z(D)), where
RX|Z(D) = min I(X ;T |Z) (25)
and the minimization is over all random variables T such that T → X → Z is a Markov chain and such that there
exists a function f acting on (T, Z) that satisfies
EXTZd(X, f(T, Z)) ≤ D. (26)
Korada [12] suggested a polar coding scheme that attains the rate (25) under the assumption that the side information
has the form Z = X + θ, where θ is a Bernoulli random variable. In the first part of this section we observe that the
ideas developed above enable one to design a constructive scheme for the general version of the Wyner-Ziv problem.
4.1. Polar codes for distributed source coding. Let (T,X,Z) be random variables that achieve the minimum in
(25) . As usual, let (T n, Xn, Zn) denote n independent copies of (T,X,Z). Define Un = T nGn and denote the joint
distribution of (Un, T n, Xn, Zn) by PUnTnXnZn . Define the index subsetsHT |Z , LT |Z ,HT |XZ , LT |XZ in the same
way as in (3). Let us partition the set of indices as follows: [n] = HT |XZ ∪LT |Z ∪IT , where IT , (LT |Z ∪HT |XZ)c
is the subset of indices that carry the information. Observe that
lim
n→∞
1
n
|IT | = RX|Z(D). (27)
We proceed analogously to (15)-(16), constructing the sequence ui that communicates the information. For i ∈ HT |XZ
assign the bit values ui = 0 or 1 with probability 1/2 independently of xn, zn and each other and make them available
both to the encoder and decoder. The remaining bits ui, i ∈ HcT |XZ are assigned successively as follows. If i ∈ IT ,
choose ui in a randomized way according to the distribution
Pr(ui = a) = PUi|Ui−1Z(a|u
i−1, xn), a = 0, 1 (28)
and if i ∈ LT |Z , put
ui = ui(u
i−1, xn) , argmax
a∈{0,1}
PUi|Ui−1Xn(a|u
i−1, xn). (29)
The decoder is provided with the sequence uIT and constructs an estimate of the bits uLT |Z successively by setting
uˆi = uˆi(u
i−1, zn) , argmax
a∈{0,1}
PUi|Ui−1Zn(a|u
i−1, zn). (30)
Then the decoder calculates tn = uˆnGn and outputs the reproduction sequence sn = (f(t1, z1), f(t2, z2), ..., f(tn, zn)).
By assumptions, the communication rate approaches RX|Z(D) (27). For a certain choice of the frozen bits uHT |XZ ,
the average distortion is given by
Dn(uHT |XZ ) = EXnZn
[
E[d(Xn, sn(uHT |XZ , X
n, Zn))]
]
where the inner expectation is computed over the randomized choice of the bits in IT via (28).
Next we show that for some choice of the frozen bits uHT |XZ this construction attains the desired distortion level.
For this we must show that the sequences un and uˆn coincide with high probability. This is not obvious because the
encoder has no access to the side information Zn while the decoder has no access to the source Xn.
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Theorem 4.1. For any 0 < β′ < β < 1/2
E[Dn(UHT |XZ )] ≤ D +O(2
−nβ
′
)
where the expectation is computed over the choice of the frozen bits uHT |XZ . Consequently, there exists a choice such
that Dn(uHT |XZ ) ≤ D +O(2−n
β′
).
Proof. Define a function U i : {0, 1}|LcT |Z∩[i]| × Xn → {0, 1}i as follows: it computes the values uj , j ∈ LcT |Z ∩ [i]
successively using the rule (29). Define the function Uˆ i : {0, 1}|LcT |Z∩[i]| ×Zn → {0, 1}i in a similar way: it asignes
the values uˆj , j ∈ LT |Z ∩ [i] successively using (30).
The proof relies on establishing the proximity of distributions of the sequences un and uˆn available to the encoder
and the decoder, respectively. Define the distribution QˆUnXnZn as follows:
QˆUnXnZn(u
n, xn, zn) = PXnZn(x
n, zn)
( n∏
i=1
QˆUi|Ui−1XnZn(ui|u
i−1, xn, zn)
)
where
QˆUi|Ui−1XnZn(ui|u
i−1, xn, zn) =


1
2 if i ∈ HT |XZ
1[PUi|Ui−1Zn(ui|u
i−1, zn) > PUi|Ui−1Zn(ui ⊕ 1|u
i−1, zn)] if i ∈ LT |Z
PUi|Ui−1Xn(ui|U
i−1(uLc
T |Z
∩[i−1], x
n), xn) if i ∈ IT .
The theorem will follow if we show that
||QˆUnXnZn − PUnXnZn ||1 ≤ O(2
−nβ
′
). (31)
Define another joint distribution QUnXnZn as follows
QUnXnZn(u
n, xn, zn) = PXnZn(x
n, zn)
( n∏
i=1
QUi|Ui−1XnZn(ui|u
i−1, xn, zn)
)
(32)
where
QUi|Ui−1XnZn(ui|u
i−1, xn, zn) =


1
2 if i ∈ HT |XZ
1[PUi|Ui−1Zn(ui|u
i−1, zn) > PUi|Ui−1Zn(ui ⊕ 1|u
i−1, zn)] if i ∈ LT |Z
PUi|Ui−1Xn(ui|u
i−1, xn) if i ∈ IT .
It can be easily verified that we can also use
QUi|Ui−1XnZn(ui|u
i−1, xn, zn) = PUi|Ui−1Xn(ui|Uˆ
i−1(uLc
T |Z
∩[i−1], z
n), xn) if i ∈ IT (33)
and get the same distributionQUnXnZn as in (32). The L1 distance betweenQUnXnZn and PUnXnZn can be bounded
in exactly the same way as in (22), and we obtain
||QUnXnZn − PUnXnZn ||1 ≤ O(2
−nβ
′
). (34)
Let LT |Z = {k1, ..., k|LT |Z |}, where k1 < ... < k|LT |Z |. Define the sets {Aki}
|LT |Z |
i=1 and {A˜ki}
|LT |Z |
i=1 as follows:
Aki = {(u
ki−1, xn, zn)|Uˆ j(uLc
T |Z
∩[j−1], z
n) = U j(uLc
T |Z
∩[j−1], x
n) for all j < ki
and Uˆki(uLc
T |Z
∩[ki−1], z
n) 6= Uki(uLc
T |Z
∩[ki−1], x
n)}
A˜ki = {(u
n, xn, zn)|(uki−1, xn, zn) ∈ Aki}.
By definition the sets {A˜ki}
|LT |Z |
i=1 for different i are pairwise disjoint. If (un, xn, zn) ∈ A˜kj , then
QUi|Ui−1XnZn(ui|u
i−1, xn, zn) = QˆUi|Ui−1XnZn(ui|u
i−1, xn, zn)
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for all i < kj , where QUi|Ui−1XnZn is given by (33). Further, if (un, xn, zn) ∈ (∪
|LT |Z |
i=1 A˜ki)
c
, then QUnXnZn =
QˆUnXnZn . This enables us to bound the L1 distance between the distributions QUnXnZn and QˆUnXnZn as follows:
‖QUnXnZn−QˆUnXnZn‖1
=
|LT |Z |∑
i=1
( ∑
(un,xn,zn)∈A˜ki
|Q(un, xn, zn)− Qˆ(un, xn, zn)|
)
=
|LT |Z |∑
i=1
( ∑
(un,xn,zn)∈A˜ki
(
Q(uki−1, xn, zn)
∣∣∣Q(unki |uki−1, xn, zn)− Qˆ(unki |uki−1, xn, zn)
∣∣∣)
)
=
|LT |Z |∑
i=1
( ∑
(uki−1,xn,zn)∈Aki
(
Q(uki−1, xn, zn)‖QUn
ki
|uki−1,xn,zn − QˆUn
ki
|uki−1,xn,zn‖1
))
(a)
≤ 2
|LT |Z |∑
i=1
( ∑
(uki−1,xn,zn)∈Aki
Q(uki−1, xn, zn)
)
≤ 2
|LT |Z |∑
i=1
( ∑
(uki−1,xn,zn)∈Aki
P (uki−1, xn, zn) + ||QUn,Xn,Zn − PUn,Xn,Zn ||1
)
(b)
= 2
|LT |Z |∑
i=1
∑
(uki−1,xn,zn)∈Aki
(
PUkiU
ki−1XnZn(uki(u
ki−1, xn)⊕ 1, uki−1, xn, zn)
+ PUkiU
ki−1XnZn(uˆki(u
ki−1, zn)⊕ 1, uki−1, xn, zn)
)
+ 2|LT |Z |‖QUnXnZn − PUnXnZn‖1
≤ 2
|LT |Z |∑
i=1
( ∑
uki−1,xn
PUkiU
ki−1Xn(uki(u
ki−1, xn)⊕ 1, uki−1, xn)
+
∑
uki−1,zn
PUkiU
ki−1Zn(uˆki(u
ki−1, zn)⊕ 1, uki−1, zn)
)
+O(2−n
β′
)
≤
|LT |Z |∑
i=1
(
Z(Uki |U
ki−1, Xn) + Z(Uki |U
ki−1, Zn)
)
+O(2−n
β′
)
(c)
≤ O(2−n
β′
)
(35)
where the steps (a)-(c) are justified as follows.
(a) The L1 distance between two distributions is always upper bounded by 2;
(b) By definition, if (uki−1, xn, zn) ∈ Aki then uki 6= uˆki , and so {uki ⊕ 1, uˆki ⊕ 1} = {0, 1};
(c) The condition T → X → Z implies Un → Xn → Zn. Thus Z(Uki |Uki−1, Xn) = Z(Uki |Uki−1, Xn, Zn).
To complete the proof, use the triangle inequality
‖QˆUnXnZn − PUnXnZn‖1 ≤ ‖QˆUnXnZn −QUnXnZn‖1 + ‖QUnXnZn − PUnXnZn‖1
≤ O(2−n
β′
).

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4.2. Successive refinement for the Wyner-Ziv problem. In this section we extend the ideas of the construction of
the previous section to the case of distributed successive refinement. We begin with the following definition.
Definition 4.2. [9] Let X be a discrete memoryless source, Z and Y be the side information available to the decoders
at the coarse and the refinement stages, respectively. Suppose that there exist encoding functions
φ1 : X
n → [M1] (36)
φ2 : X
n → [M2] (37)
and decoding functions
ψ1 : [M1]×Z
n → T n (38)
ψ2 : [M1]× [M2]× Y
n → T n (39)
such that
EXnZnd(X
n, ψ1(φ1(X
n), Zn)) ≤ D1 (40)
EXnY nd(X
n, ψ2(φ1(X
n), φ2(X
n), Y n)) ≤ D2. (41)
Let M1 = 2nR1 ,M2 = 2n(R2−R1), where (R1, R2) are the rate values of the encoders. We say that the rate pair
(R1, R2) is achievable with distortions D1, D2 if for any ǫ1 > 0, ǫ2 > 0, δ > 0 there exists a sufficiently large n
such that there exists a coding scheme (36)-(41) with block length n, rates not exceeding R1 + ǫ1, R2 + ǫ1 + ǫ2 and
distortions D1 + δ,D2 + δ.
The sourceX is said to be successively refinable with distortionsD1 andD2, D2 ≤ D1, if the rate pair (RX|Z(D1),
RX|Y (D2)) is achievable.
As before, the realizations of side informations are only available to decoders, while the joint distribution of
(X,Y, Z) is known to both encoder and decoders. For the case where the Markov relation X → Y → Z holds,
Steinberg and Merhav [9] gave the following necessary and sufficient condition for successive refinability.
Theorem 4.3. A sourceX with degraded side information (Y, Z) is successively refinable from D1 toD2 if and only if
there exist a pair of random variables (T,W ) and a pair of deterministic maps f1 : T ×Z → Xˆ and f2 :W×Y → Xˆ
such that the following conditions simultaneously hold:
1) RX|Z(D1) = I(X ;T |Z) and EXTZd(X, f1(T, Z)) ≤ D1;
2) RX|Y (D2) = I(X ;W |Y ) and EXWY d(X, f2(W,Y )) ≤ D2;
3) (T,W )→ X → Y → Z form a Markov chain;
4) T → (W,Y )→ X form a Markov chain;
5) I(T ;Y |Z) = 0.
Using the results in [9] and (25), we note that Conditions 1)-5) above imply
H(T |Z)−H(T |X,Z) = I(X ;T |Z) = RX|Z(D1) (42)
H(W |T, Y )−H(W |X,T, Y ) = I(X ;W |T, Y ) = RX|Y (D2)−RX|Z(D1). (43)
Also, from condition 3) we have T → Y → Z , while from condition 5) we have T → Z → Y . Then, for any
(y1, z1) ∈ Y × Z , (y2, z2) ∈ Y × Z, and t ∈ T we have that
PT |Y Z(t|y1, z1) = PT |Y Z(t|y1, z2) = PT |Y Z(t|y2, z2).
Thus T is independent of (Y, Z) and (42) reduces to
I(T ;X) = H(T )−H(T |X) = RX|Z(D1).
Let (T,W,X, Y, Z) be a quintuple of random variables that satisfy conditions 1)-5) and let (T n,Wn, Xn, Y n, Zn)
be its n independent copies. Further, let Un = T nGn and V n = WnGn. We denote the joint distribution of the
n-sequences by PUnTnV nWnXnY nZn and use various conditional and marginal distributions derived from it. Define
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the coordinate subsets HT , LT , HT |X , LT |X , HW |TY , LW |TY , HW |XTY , LW |XTY in the same way as (1) and (3).
Further, define the information sets as IT = (LT ∪HT |X)c and IW = (LW |TY ∪HW |XTY )c and observe that
lim
n→∞
1
n
|IT | = I(X ;T ) = RX|Z(D1)
lim
n→∞
1
n
|IW | = I(X ;W |T, Y ) = RX|Y (D2)−RX|Z(D1).
The coding scheme is similar to the previous section. The bits ui, i ∈ HT |X , are set to 0 or 1 with probability 1/2
independently of each other and of (Xn, Y n, Zn), and are known to both the encoder and the decoder. The remaining
bits of the sequence un are determined successively as follows. For i ∈ IT we find ui in a randomized way according
to the distribution
Pr(ui = a) = PUi|Ui−1Xn(a|u
i−1, xn), a ∈ {0, 1} (44)
and if i ∈ LT , then we put
ui = arg max
a∈{0,1}
PUi|Ui−1(a|u
i−1). (45)
After determining the entire sequence un, the encoder calculates the sequence tn = unGn and uses it to determine vn
according to the following rule. The bits vi, i ∈ HW |XTY , are drawn uniformly from {0, 1} independently of each
other, and of uHT |X and (Xn, Y n, Zn). Also make these frozen bits known to both the encoder and the decoder. If
i ∈ IW , then vi is chosen in a randomized way from the distribution
Pr(vi = a) = PVi|V i−1TnXn(a|v
i−1, tn, xn), a ∈ {0, 1} (46)
and if i ∈ LW |TY then
vi = arg max
a∈{0,1}
PVi|V i−1TnXn(a|v
i−1, tn, xn).
This concludes the description of the encoding scheme.
The decoder constructs reproduction sequences of the source upon being provided with the sequences uIT and
vIW . We will assume that the functions f1 and f2 from Theorem 4.3 are available to the decoder. At the coarse layer
the decoder determines the sequence uLT successively using the rule (45). Then the decoder calculates the sequence
tn = unGn and forms the reproduction sequence rn = (f1(t1, z1), ..., f1(tn, zn)). At the refinement layer, the
decoder uses tn to determine the sequence vLW |TY successively according to the rule
vi = arg max
a∈{0,1}
PVi|V i−1TnY n(a|v
i−1, tn, yn).
Upon finding vn, the decoder computes wn = vnGn. The reproduction sequence at refinement stage is found as
sn = (f2(w1, y1), ..., f2(wn, yn)).
By assumptions the communication rates approach RX|Z(D1) and RX|Y (D2) (42), (43). For a fixed assignment
of the frozen bits uHT |X and vHW |XTY , the average distortions are given by
D1,n(uHT |X ) = EXnZn
[
E[d(Xn, rn(uHT |X , X
n, Zn))]
]
D2,n(uHT |X , vHW |XTY ) = EXnY n
[
E[d(Xn, sn(uHT |X , vHW |XTY , X
n, Y n))]
]
where the inner expectation is taken with respect to the distributions (44) and (46), respectively.
Next we show that expected distortions computed by averaging over all choices of the frozen bits uHT |X and
vHW |XTY are close to the chosen levels D1 and D2.
Theorem 4.4. For any 0 < β′ < β < 1/2
E[D1,n(UHT |X )] ≤ D1 +O(2
−nβ
′
)
E[D2,n(UHT |X , VHW |XTY )] ≤ D2 +O(2
−nβ
′
).
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Consequently, there exists a choice of frozen bits uHT |X and vHW |XTY such that the distortion values of the reproduc-
tion sequences approach the values D1 and D2.
Proof. The decoded sequences (Un, V n, T n,Wn) are random functions of (Xn, Y n, Zn). Denote their joint distribu-
tion by QˆUnV nTnWnXnY nZn . To prove the theorem we only need to bound the L1 distance between QˆWnTnXnY nZn
and PWnTnXnY nZn .
QˆUnXnY nZn(u
n, xn, yn, zn) = PXnY nZn(x
n, yn, zn)
n∏
i=1
QˆUi|Ui−1XnY nZn(ui|u
i−1, xn, yn, zn)
where
QˆUi|Ui−1XnY nZn(ui|u
i−1, xn, yn, zn) = QˆUi|Ui−1Xn(ui|u
i−1, xn)
=


1
2 if i ∈ HT |X
1[PUi|Ui−1(ui|u
i−1) > PUi|Ui−1(ui ⊕ 1|u
i−1)] if i ∈ LT
PUi|Ui−1Xn(ui|u
i−1, xn) if i ∈ IT .
The L1 distance between the distributions QˆTnXnY nZn and PTnXnY nZn can be bounded as follows
‖QˆTnXnY nZn − PTnXnY nZn‖1 = ‖QˆUnXnY nZn − PUnXnY nZn‖1
(23)
=
∑
un,xn,yn,zn
∣∣∣∑
i
(Qˆ(ui|u
i−1, xn, yn, zn)− P (ui|u
i−1, xn, yn, zn)P (xn, yn, zn)
×
( i−1∏
j=1
P (uj |u
j−1, xn, yn, zn)
)( n∏
j=i+1
Qˆ(uj |u
j−1, xn, yn, zn)
)∣∣∣
(a)
≤
∑
i∈Ic
T
∑
ui,xn
(∣∣∣Qˆ(ui|ui−1, xn)− P (ui|ui−1, xn)
∣∣∣P (ui−1, xn))
≤O(2−n
β′
).
where (a) holds true because T → X → Y → Z implies Un → Xn → Y n → Zn. Thus P (ui|ui−1, xn, yn, zn) =
P (ui|u
i−1, xn). The last equality is obtained in the same way as the analogous result in (22).
The L1 distance between the distributions QˆWnTnXnY nZn and PWnTnXnY nZn is bounded as follows
‖QˆWnTnXnY nZn − PWnTnXnY nZn‖1 = ‖QˆV nTnXnY nZn − PV nTnXnY nZn‖1
≤
∑
vn,tn,xn,yn,zn
(
Qˆ(vn|tn, xn, yn, zn)
∣∣∣Qˆ(tn, xn, yn, zn)− P (tn, xn, yn, zn)∣∣∣)
+
∑
vn,tn,xn,yn,zn
(∣∣∣Qˆ(vn|tn, xn, yn, zn)− P (vn|tn, xn, yn, zn)
∣∣∣P (tn, xn, yn, zn))
= ‖QˆTnXnY nZn − PTnXnY nZn‖1
+
∑
vn,tn,xn,yn,zn
(∣∣∣Qˆ(vn|tn, xn, yn, zn)− P (vn|tn, xn, yn, zn)
∣∣∣P (tn, xn, yn, zn))
≤O(2−n
β′
)
where the last inequality follows the same steps as the proof of (31). 
This shows that the polar coding scheme described above supports communication for successive refinement with
side information as given in Definition 4.2.
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In conclusion we note that a concurrent work [21] relies on the same general setting as this paper, more specif-
ically, on source coding with side information, to propose and analyze a construction of polar codes for distributed
computation of functions in certain two- and multi-terminal networks.
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