Presynaptic inhibition is a form of activity-dependent neuromodulation, which has a larger effect on PSPs preceded by periods of inactivity (Burke and Hablitz 1994; Dunwiddie and Haas 1985; Haas et al. 1987; Mallart and Martin 1968; Manabe et al. 1993) . Although much is known about the mechanisms underlying presynaptic inhibition (Blackmer et al. 2001; Brody and Yue 2000; Elmslie et al. 1990; Luscher et al. 1997; Sakaba and Neher 2003; Scanziani et al. 1992; Wu and Saggau 1995) , and the effects of presynaptic inhibition during spike trains (Brenowitz et al. 1998; Kreitzer and Regehr 2000; Ohliger-Frerking et al. 2003; Tsodyks and Markram 1997; Varela et al. 1997) , little is known about the effects of presynaptic inhibition on behaviorally-relevant neural computations.
Because presynaptic inhibitors act as high-pass filters, one suggested role for these inhibitors is that they improve contrast during behaviorally-relevant changes in afferent activity. While this idea seems plausible in general terms, it has not been subjected to a quantitative test to determine whether the filter has the appropriate characteristics to fulfill this role during patterns of afferent activity that encode information about relevant behaviors. We have recently defined the filter generated by presynaptic inhibition during complex patterns of activity (Ohliger-Frerking et al. 2003) , and the patterns of activity that encode behaviorally-relevant cues during the performance of a complex cognitive task (Frerking et al. 2005) . This allows us to perform, for the first time to our knowledge, a rigorous analytical test of the hypothesis that presynaptic inhibition can alter synaptic signal processing during afferent activity generated by behaviorally relevant cues.
During behavioral tasks in vivo, CA3 pyramidal cells fire in complex patterns with interspike intervals (ISIs) ranging over several orders of magnitude. We have characterized the filtering imposed by GABAB receptor (GABABR) activation with the exogenous agonist baclofen, during these complex Page 3 of 20 patterns at the Schaffer collateral synapse between CA3 pyramidal cells and CA1 pyramidal cells (Ohliger-Frerking et al. 2003) . Briefly, this filter is well-described by a monotonic relationship between the inhibition for a given EPSP and the ISI between the spike generating that EPSP and the one preceding it ( Figure 1A ; data from (Ohliger-Frerking et al. 2003) ). This relationship is a sufficiently complete description of the filter to accurately predict the inhibitory effect of GABABRs on individual PSPs during novel complex spike trains (Ohliger-Frerking et al. 2003) .
Afferent activity patterns were generated in two ways: either using a model describing CA3 pyramidal cell firing in vivo to generate realistic trains To relate presynaptic inhibition to relevant behavioral cues, the filter imposed by presynaptic inhibition was applied to each spike during the activity patterns, during up to 500 repeated trials of the task; the number of spikes varied as a function of each cell's firing rate, but was between 100 and 100,000. The level of presynaptic inhibition during a time bin was determined by using the filter to calculate the level of inhibition for each spike during the time bin, and then averaging those levels of inhibition together. For calculations of contrast between different time periods (eg. before and during a response to a behavioral cue), average levels of inhibition and mean firing rates were calculated for each time period and the difference between these parameters for each period was determined. Time bins used for these calculations ranged in size from 100 milliseconds to 2 seconds, depending on the duration of the neural response to Page 4 of 20 the behavioral cue under study, and the number of spikes that were included in each bin. In this regard, the width of the time bins were chosen so that at least 10 spikes from the total number of behavioral trials were included in each bin, and were chosen as regions in which the mean frequency of firing was stable (see example in Figure 2A ).
To assess whether the effects of presynaptic inhibition depend on the temporal structure of the input train, we first calculated the average level of presynaptic inhibition during modeled patterns of realistic activity. For these activity patterns, the mean level of inhibition was calculated to be roughly linear as a function of firing frequencies, and was less than the maximal level of inhibition imposed by the filter at long ISIs ( Figure 1C , blue line). This contrasts with the non-linear dependence of inhibition on mean frequency for constantfrequency input patterns ( Figure 1C , red line).
To test this idea further with spike trains taken directly from single-unit recording, we compared the mean level of presynaptic inhibition imposed by the filter for different CA3 pyramidal cells, by calculating based on the mean frequency of firing ( Figure 1D ; red curve), or based on the ISI distribution of the cell ( Figure 1D ; blue curve). Using only the mean frequency, the inhibition is calculated to be stronger and less variable than the inhibition calculated by accounting for temporal complexity of afferent activity. The calculated error caused by omitting temporal complexity from consideration was an overestimation of the degree of inhibition for >97% of single-unit recordings examined ( Figure 1E ). The predicted error caused by failing to account for temporal complexity increased with the coefficient of variation of the ISI distribution for each cell (CVISI), which was used here as a quantitative assay for temporal complexity (r 2 =0.30; Figure 1F ). These results indicate that the temporal structure of afferent activity during complex spike trains can affect presynaptic Page 5 of 20 inhibition in ways that cannot be predicted using constant frequency trains with the same mean firing rate, even if the filtering function relating presynaptic inhibition to activity is identical for constant frequency trains and for complex spike trains.
We next examined the effects of presynaptic inhibition on synaptic output during activity patterns that encode relevant behavioral information. Activity patterns used in this analysis were firing patterns that changed as a function of specific behavioral cues during the DNMS task, taken directly from single unit recordings. As an example, we analyzed the effects of presynaptic inhibition on activity seen in a CA3 pyramidal cell as the rat left the sample arm of the Y-maze ( Figure 2A : red line at time=0 indicates when the rat left the sample arm). In this cell, the behavioral event was associated with a large, transient increase in firing ( Figure 2A1 ). The level of presynaptic inhibition imposed by the filter in Figure   1A was calculated for each spike during each trial and binned as a function of time. The level of inhibition at the peak of the response was significantly less than the level of inhibition prior to the response ( Figure 2A2 ; P<0.00001). This difference in the calculated inhibition represents a predicted enhancement of the contrast between the response to the event and the background activity preceding it.
We repeated this analysis for 53 pyramidal cells that responded during different cues during the task, that were related either to location (when the rat passed specified positions in the maze) or to olfaction (when the rat was exposed to an odor, or when the odor was removed). The difference in calculated inhibition between the peak of the response and background activity was inversely related to the difference in firing frequency between the peak of the response and background activity ( Figure 2B ; P<10 -7 ), indicating that the strength of the contrast enhancement caused by presynaptic inhibition is expected to depend on the strength of the neural response to the cue.
We next separated this data according to the behavioral cue to which the cell responded, to examine whether the contrast enhancement induced by The observation that cells that fire at a higher overall rate are subject to less presynaptic inhibition may have functional significance, if the overall firing rate of the cell is correlated with the cell's function. The overall firing rate of a cell was correlated with the number of behavioral cues to which that cell responds (3C1), so that integrative cells that responded to several cues had a higher firing rate than specific cells that responded to few cues (r 2 =0.19; P<0.001).
This correlation could have a trivial explanation if responses were only due to increased firing; however, the correlation persisted even when the firing frequency was examined as a function of the number of cues that decreased the firing rate (r 2 =0.11; P<0.001). When cells were separated according to the number of cues to which they responded, the calculated level of presynaptic inhibition decreased as cells went from specific to integrative ( Fig 3A, Figure 3C2 ; P<0.001), indicating that presynaptic inhibition will favor the transmission of integrative signals.
In this study, we have used analytical approaches to calculate the functional effects of presynaptic inhibitors on behaviorally relevant signals. It has been suggested that presynaptic inhibition might enhance the contrast between afferent responses to behavioral cues and background firing, but the feasibility of this suggestion has not been quantitatively evaluated. Our analysis indicates that this role is not only plausible but expected based on the filter imposed by presynaptic inhibition and the patterns of activity that encode behavioral cues.
Notably, presynaptic inhibition is expected to enhance contrast during the DMNS task for afferent responses to location more than it will for afferent responses to odor. Thus, these results suggest that activity-dependent synaptic mechanisms can distinguish between different behavioral cues. Surprisingly, our analysis also predicts that presynaptic inhibition will more strongly inhibit signals coming from specific cells than it will signals coming from integrative cells. This suggests that presynaptic inhibition favors transmission of integrative signals from CA3 to CA1, and raises the possibility that presynaptic inhibition may be important for filtering signals that are distributed across different afferents as well as signals that are intrinsic to single afferents.
We caution that our analysis infers properties of signal processing in vivo based on synaptic mechanisms that have been characterized ex vivo in brain slices. Brain slices have been widely used to characterize synaptic mechanisms with a level of resolution that is difficult if not impossible to achieve in vivo, but it remains possible both for this study in particular and for ex vivo work in general that systematic differences between in vivo and ex vivo conditions may compromise the conclusions obtained using ex vivo systems. We therefore emphasize that our conclusions are predictions that must ultimately be tested experimentally.
The contrast enhancement predicted here is likely to be functionally important at other synapses as well. Of particular relevance, corticothalamic synapses express synaptic dynamics similar to those described in hippocampus Further consideration of the functional role of presynaptic inhibition in that system will require analysis of the spike trains observed at corticothalamic projections during relevant behavioral tasks, as has been done here. We also note that contrast enhancement need not be the only functional consequence of presynaptic inhibition; in neocortex, presynaptic inhibition curtails synaptic depression (Abbott and Regehr 2004), which has been implicated in temporal coding (Tsodyks and Markram 1997) , sensory adaptation (Chance et al. 1998; Chung et al. 2002) , and short-term modifications in response tuning (Felsen et al. 2002) . It seems reasonable to speculate that presynaptic inhibition could suppress these phenomena at synapses that express this depression, and we note with interest that both synaptic depression and sensory adaptation are altered by different behavioral states (Castro-Alamancos 2004) .
Most forms of presynaptic inhibition, including GABABR activation, share a common mechanism of inhibition of voltage-gated calcium channels by the G protein βγ subunit (reviewed in (Wu and Saggau 1997) ). Different inhibitors also have similar effects during spike trains (Kreitzer and Regehr 2000; Varela et al. 1997 ). We therefore think it likely that the conclusions of this study will be applicable to several presynaptic inhibitors. We also note plasticity in the efficacy of presynaptic inhibition (Bradaia et al. 2005) could have the functional effect of up-or down-regulating contrast enhancement.
Although we have referred to the GABABR-mediated inhibition as a presynaptic inhibition, GABABRs are also located postsynaptically, where they hyperpolarize the cell by activating G protein-coupled inwardly rectifying potassium (GIRK) channels (Luscher et al. 1997; Newberry and Nicoll 1984) . A significant contribution of postsynaptic GABABR to the effects described here is unlikely for two reasons. First, tonic postsynaptic GABABR activation by baclofen leads to tonic hyperpolarization (Newberry and Nicoll 1984) ; this might modestly reduce the overall magnitude of the inhibition, due to an increased driving force for EPSPs, but this effect would be activity-independent and therefore would not contribute to the shape of the filtering function. Second, neither the inhibitory effect of baclofen nor the activity-dependence of that inhibition is altered in GIRK knockout mice, even though the postsynaptic hyperpolarization by baclofen is abolished (Luscher et al. 1997 ). Thus, the activity-dependent effects that are the core of the present study are likely to be mainly if not entirely due to presynaptic effects.
The present results examine the effects caused by the continuous presence of a presynaptic inhibitor; this framework is most consistent with inhibitors that act diffusely and vary slowly in concentration. Of course, this framework would be most appropriate for exogenous agonists, applied either medicinally (eg. baclofen) or as drugs of abuse (eg. γ-hydroxybutyrate). However, we note that while endogenous presynaptic inhibitors are released in an activity-dependent manner, many act over long distances, are subject to slow clearance, and change levels so slowly that they are, in practice, tonically active (eg. adenosine; reviewed in (Dunwiddie and Masino 2001)). These endogenous inhibitors would fit into this framework as well. For GABABRs in particular, the characteristics of endogenous activation in vivo remain unresolved; however, ambient GABA levels in CA1 in vivo are in the low micromolar range (Lerma et al. 1986 ), which could lead to tonic GABABR-mediated inhibition, based on the affinity of the receptor (Yoon and Rothman 1991) . Moreover, activation of these receptors is not tied to short-term changes in local activity in brain slices (Ohliger-Frerking et al. 2003; Scanziani 2000) , and the receptors under consideration here are located on excitatory terminals, which are not directly contacted by GABAergic release sites.
Thus, consistent with the framework applied here, endogenous activation of presynaptic GABABRs at Schaffer collateral synapses is unlikely to depend strongly on local, short-term changes in activity.
In conclusion, our analysis suggests that presynaptic inhibition enhances contrast between background activity and behaviorally-relevant responses, and does so differentially for different behavioral cues. Presynaptic inhibition is also expected to enhance contrast between cells that are specific or integrative in their responses to different cues during a task. These results highlight the importance of accounting for activity-dependent effects of synaptic mechanisms during natural behaviors, and they predict functional effects of GABABR-mediated inhibition at the Schaffer-collateral synapse during behaviorally-relevant activity.
As these synapses are only one of several sites at which GABABRs are found in the hippocampus, further characterization of the functional effects of GABABRs acting at other sites will be of interest, as will consideration of how these different effects of GABABRs combine to produce coordinated network effects on the hippocampal circuit. cue number, to show that cells that responded to multiple cues had a higher firing rate (C1), and were calculated to be less subject to presynaptic inhibition (C2), than cells that responded to few or no cues (n=24 to 129 for different numbers of cues).
