Abstract. We investigate a framework aiming to provide a common origin for the large-angle anomalies detected in the Cosmic Microwave Background (CMB), which are hypothesized as the result of the statistical inhomogeneity developed by different isocurvature fields of mass m ∼ H present during inflation. The inhomogeneity arises as the combined effect of (i) the initial conditions for isocurvature fields (obtained after a fast-roll stage finishing many e-foldings before cosmological scales exit the horizon), (ii) their inflationary fluctuations and (iii) their coupling to other degrees of freedom. Our case of interest is when these fields (interpreted as the precursors of large-angle anomalies) leave an observable imprint only in isolated patches of the Universe. When the latter intersect the last scattering surface, such imprints arise in the CMB. Nevertheless, due to their statistically inhomogeneous nature, these imprints are difficult to detect, for they become hidden in the background similarly to the Cold Spot. We then compute the probability that a single isocurvature field becomes inhomogeneous at the end of inflation and find that, if the appropriate conditions are given (which depend exclusively on the preexisting fast-roll stage), this probability is at the percent level. Finally, we discuss several mechanisms (including the curvaton and the inhomogeneous reheating) to investigate whether an initial statistically inhomogeneous isocurvature field fluctuation might give rise to some of the observed anomalies. In particular, we focus on the Cold Spot, the power deficit at low multipoles and the breaking of statistical isotropy.
Introduction
Thanks to a wealth of high precision cosmological observations, specially those obtained by the WMAP [1] [2] [3] [4] [5] [6] [7] [8] and Planck missions [9] [10] [11] [12] [13] , cosmological inflation is widely recognized as the simplest paradigm to generate the observed adiabatic, nearly scale-invariant, Gaussian spectrum of superhorizon fluctuations imprinted in the Cosmic Microwave Background (CMB). In particular, single-field models are clearly favored by data. Despite this great success, cosmological inflation still faces a number of difficulties, the most obvious one being the large class of models consistent with data, but with different implications for particle physics. Another less pressing difficulty is the persistence, for more than a decade now, of large-angle anomalies in the CMB, which suggests that single-field inflation might need an extension of some kind. These anomalies, currently accepted as real features of the data, were observed for the first time by the WMAP satellite [2, 5] and later confirmed by Planck [9, 14] . Since their existence seems to pose a relative challenge for single-field inflation, an important theoretical effort has been dedicated over the past decade to elucidate their origin (see [15] for a recent review).
Since observations clearly support an adiabatic, nearly scale-invariant, Gaussian spectrum of superhorizon perturbations (according to the generic predictions of single-field inflation), here we take the view that the primordial perturbation spectrum is not only sourced by the inflaton, but also receives the contribution from other fields in the theory. This is the case, for example, of mixed inflaton-curvaton perturbations [16, 17] or inhomogeneous reheating [18, 19] . Moreover, since the existence of large-angle anomalies imply the breaking of the statistically homogeneity/isotropy of the CMB, and also since some of them can have a different origin (see for example [20] ), in this paper we envisage them as the result of the statistical inhomogeneity obtained by different isocurvature fields during the last stage of slow-roll inflation. Our framework then hypothesizes with the existence of isocurvature field perturbations as the precursors of CMB anomalies, and that the latter are realized through different mechanisms using different isocurvature fields. Specifically, we make use of the curvaton mechanism (both scalar [21, 22] and vector [23, 24] ) and the inhomogeneous reheating to account for some more of the most robust anomalies appearing in the CMB sky: the Cold Spot, the power deficit at low ℓ and the breaking of statistical isotropy. Of course, depending on the specifics of the mechanism under consideration, the isocurvature perturbation may be either totally converted into a curvature perturbation, or partially converted, thus generating a residual isocurvature perturbation.
In our setting, the development of the statistical inhomogeneity in the additional isocurvature fields owes to the combined effect of (i) the initial condition for isocurvature fields at the onset of slow-roll inflation, (ii) their inflationary fluctuations during slow-roll and (iii) their interaction with other degrees of freedom present in the theory. Similar ideas, but leading to statistically homogeneous perturbations, have been explored in the literature using the inflaton instead of an isocurvature field. Well-known examples of this are based on the existence of a particle production mechanism, originating from the coupling of the inflaton to other fields in the theory, that modifies the perturbation spectrum of the inflaton [25] [26] [27] [28] . However, after triggering the production mechanism, the inflaton continues its rolling and returns to its slow-roll attractor. In contrast, the scenario considered in this paper is different in two aspects. In the first place, the particle production mechanism is triggered by an isocurvature field, and hence, the perturbation spectrum of the inflaton does not become modified. And secondly, once the production mechanism is triggered, the isocurvature field never recovers its previous dynamics, but becomes trapped similarly to a moduli field [29] .
A most important aspect of the framework here discussed is the generation of the initial condition for isocurvature fields. As explained later on, in order for statistical inhomogeneity to arise, it is first necessary to assume a large field value at the onset of the slow-roll. The difficulty to motivate such a large value for scalar fields with mass m ∼ H is that they are expected to be of order H [30] , although this result applies when the scalar field is in its equilibrium state in de Sitter space. Despite this drawback, it was shown in [31] that to generate an initial condition appropriate for the development of large inhomogeneities in σ, it suffices to consider a sustained stage of non-slow-roll, or fast-roll inflation 1 [34] . However, fast-roll inflation cannot be reconciled with observations, for the curvature of the potential results in an excessive scale-dependence of the spectrum. Therefore, since observations clearly support slow-roll inflation as the origin of the primordial spectrum imprinted in the CMB, one is naturally driven to conclude that no significant departure from slow-roll becomes relevant to describe the primordial spectrum. Nevertheless, it is feasible that such departures leave an observable imprint, generating a power deficit in the low multipoles [34] [35] [36] [37] [38] [39] or oscillatory features in the power spectrum [40, 41] . In any case, to maintain the agreement with observations, such departures must be sufficiently moderate.
Larger departures from slow-roll inflation, however, are required to produce an appropriate initial condition for isocurvature fields [31] . In turn, such departures are expected during the early stages of inflation, when the scalar potential is dominated by large Kähler corrections [42, 43] . Indeed, on general grounds one can expect that inflation begins somewhat close to the Planck scale in some regime substantially away from slow-roll attractors [44] . This may be the case, for example, if large supergravity corrections to the scalar potential do not cancel out with sufficient accuracy [42, 43] . Owing to the curvature of the scalar potential, these departures must take place during primary inflation [44] , which is the epoch when the observable Universe is still inside the horizon. Since the perturbation spectrum cannot be probed on those scales, primary inflation is usually deemed as relatively uninteresting in comparison to the phase of (slow-roll) inflation during which cosmological scales exit the horizon. Nevertheless, here we challenge this attitude towards primary inflation and investigate the initial conditions that a stage of primary fast-roll inflation can generate and whether such initial conditions can leave an observable imprint in the primordial spectrum. In this sense, it is worth emphasizing that recent results provide a positive answer in this direction [45, 46] , showing that if not too long-lasting, a primary phase of inflation may have consequences for the observed primordial spectrum.
Another fundamental aspect of this research is the assessment of the probability that a single isocurvature field fluctuation becomes statistically inhomogeneous at the end of inflation. This probability, however, depends on the details of the primary phase and, consequently, a full computation requires a particular model of inflation. Although the discussion in this paper proceeds without specifying any particular model, we make an assumption (whose validity depends on the model of inflation) allowing us to carry out a computation of this probability. In any case, since the naturalness of our proposal suggests that this probability be sizable (as we find it to be for fields with m ∼ H under the appropriate circumstances), this model dependence offers an opportunity to use our framework as a tool to discriminate models of inflation. We defer a detailed search in this sense for future research.
The paper is organized as follows. In section 2 we study the evolution of a single isocurvature field during inflation, explaining the mechanism whereby the field becomes inhomogeneous at the end of inflation. In section 3 we elaborate on a modification to the stochastic approach to inflation aimed at studying the main features of the classical field distribution at the end of inflation. Moreover, we estimate the probability that the field becomes inhomogeneous at the end of inflation. In section 4 we apply the curvaton mechanism (scalar and vector) and the inhomogeneous reheating in order to account for some of the CMB anomalies. We present our conclusions in section 5.
Inflationary growth of spectator fields
We describe now the evolution of a general isocurvature field from the beginning of inflation until then end of it. A most important stage during the evolution is the fast-roll, for it is during this phase that the field obtains a value significantly larger than the Hubble scale H that is crucial for our framework. Although producing a classical condensate with a large value for a field of mass m ∼ H is an interesting prospect, we have to recall that in our scenario this production takes place during a primary phase, and hence the possibility exists that the classical field becomes negligible when the observable Universe exits the horizon. Therefore, to describe the evolution of the condensate during inflation we must specify the entire inflationary stage. To do so, we write the total length of inflation as
where the subscripts "fr" and "sr" stand for fast-roll and slow-roll, respectively. Here, we allow the primary phase of inflation to contain a slow-roll stage. In that case, slow-roll inflation lasts longer than demanded by observations and we write 2) where N p sr > 0 denotes the length of the primary slow-roll phase and N * is the number of e-foldings demanded by observations, typically in the interval 40 N * 70. We emphasize that the situation here examined, i.e. a non-negligible primary phase of slow-roll between the fast-roll stage and the time of horizon crossing, is in clear contrast to the one usually considered in models hypothesizing the existence of fast-roll stage to account, for example, to the power deficit at low ℓ [34] [35] [36] [37] [38] [39] .
Since the perturbation spectrum cannot be probed on scales that exited the horizon during primary inflation, the latter is mostly unconstrained by observations. Then, in principle one might consider an arbitrary length N p sr . A minimal requirement on N p sr , however, stems from the fact that we focus on a fast-roll stage that constitutes a large departure from slowroll. Given the excellent agreement between CMB observations and the slow-roll paradigm, we must afford at least a few e-foldings between the end of the fast-roll stage and the time of horizon crossing for cosmological scales. We take this transition to be included in the first e-foldings of primary slow-roll, and hence N p sr > O(1). Apart from this, there is no upper bound on N p sr , which might be set arbitrarily large. Of course, the archetypical example in this case is eternal inflation [47] . Nevertheless, in this paper we will restrict ourselves to the case when the primary slow-roll phase is relatively short-lived, with N sr = O(10 2 ). As suggested before, the main reason for this owes to our intent to focus on fluctuating fields with masses m ∼ H. Indeed, if the primary phase of slow-roll is too long-lasting, the natural expectation is that when the observable Universe exits the horizon the fluctuations of all such fields will have their equilibrium amplitude in de Sitter space [30] , thus erasing the memory of the initial condition generated during the fast-roll stage.
A sustained stage of fast-roll inflation
According to our previous discussion, we consider a phase with a non-negligible variation of the Hubble parameter according toḢ = −ǫH 2 , where ǫ > 0 is kept constant for simplicity 2 .
Although the analysis below is valid for any ǫ, we are mainly interested in the case when ǫ is relatively large, but still consistent with inflation. Keeping ǫ constant, it is straightforward to obtain the background evolution
where H 0 is the Hubble parameter at the beginning of inflation. In this background, we consider a massive, free scalar field σ minimally coupled to gravity with Lagrangian
where V (σ) is the effective scalar potential. In our setting, σ is a generic isocurvature field present during inflation, and hence its energy density does not affect the inflationary background. In the following we write V (σ) = 1 2 m 2 σ σ 2 , with m 2 σ = c σ H 2 , and pay special attention to the case c σ = O(10 −1 ), thus implying that m σ is dominated by the Hubbleinduced correction.
The evolution equation for the perturbation modes of σ is
Imposing the Bunch-Davies vacuum in the subhorizon limit k/aH → 0, the solution to Eq. (2.5) is 6) where τ = −[(1 − ǫ)aH] −1 is the conformal time and
In the superhorizon limit, we find δσ k ∝ a 3/2−ν+ǫ(ν−1/2) . Expanding to first order in c σ , we have δσ k ∝ a −cσ/(3−ǫ) , and hence field perturbations evolve in the timescale τ σ ≡ 3−ǫ cσ H −1 . Using Eq. (2.6) we obtain the perturbation spectrum
. Assuming now that σ = 0 at the beginning of inflation, we obtain the field variance 9) where N is the number of elapsed e-foldings from the beginning of inflation. Since H = H(N ), at the end of the fast-roll stage we have H(N fr ) = H * , where H * is the Hubble parameter during slow-roll inflation.
recently discussed in the context of higher-dimensional inflation, where an attractor solution with a constant ǫ ≥ 1/2 is reported [48] .
The situation of interest to us is when ǫ is relatively large, but keeping ǫ < 1 to have inflationary expansion. In that case, H does not remain approximately constant, but changes in the timescale τ H ≡ ǫ −1 H −1 . If c σ is not too large we can have c σ < ǫ so that τ H < τ σ , or 3 − 2ν < 0 equivalently. In Fig. 1 we plot the parametric range corresponding to 3 − 2ν < 0 (shaded region). The plot shows that even for relatively massive fields, up to m σ ≃ H, an effective tachyonic instability develops. Although m 2 σ > 0, the fact that τ H < τ σ implies that field fluctuations evolve slower than H, and hence the ratio Σ 2 /H 2 grows unbounded. As a result, at the onset of slow-roll inflation, when H becomes approximately constant, the amplitude of the field fluctuations produced during the fast-roll can be so much larger than their corresponding equilibrium value in the slow-roll regime. Therefore, when ǫ is sufficiently large, field fluctuations go out-of-equilibrium. Moreover, since a fluctuation produced during the fast-roll (whose magnitude is determined by H) becomes larger than those produced later, the amplitude of field fluctuations at the onset of the slow-roll is dominated by those produced at the beginning of the fast-roll stage, and hence is mostly determined by the Hubble scale at the beginning of inflation. The growth of Σ 2 during inflation is illustrated in Fig. 2 , where we take c σ = 0.15 and plot the behavior for different values of ǫ. When ǫ is sufficiently small, the growth of Σ 2 /H 2 becomes limited by an upper bound. This is exemplified for ǫ = 0.025. For larger ǫ, corresponding to 2ν > 3, our plot evidences the unstable growth of Σ 2 . As a result, and contrary to the expectation in slow-roll inflation, it becomes perfectly possible to obtain classical values of σ well above H even for fields with m σ ∼ H. The price to pay, however, is the existence of a sustained stage of fast-roll inflation.
Evolution during slow-roll
We review now the slow-roll evolution of the classical field σ generated during the fast-roll stage. Since the classical field continues to fluctuate during the subsequent slow-roll phase, we must take into account the corresponding buildup of fluctuations on σ. We do so by resorting to the well-known stochastic approach to inflation [30, 49, 50] . As before, we consider σ to be a non-interacting field and takeḢ = 0 during slow-roll inflation. Any later appearance of ǫ will refer to the one characterizing the fast-roll stage. The equation of motion for the homogeneous part of σ is
to first order in c σ . Denoting by σ sr the field value at the onset of slow-roll inflation in the horizon-sized patch from which our observable Universe emerges, we have 12) where N counts the number of e-foldings from the beginning of the slow-roll. Since we intend to focus on c σ = O(10 −1 ), the motion of σ is close to critically damped. Then, strictly speaking, the field cannot be said to be in slow-roll. Indeed, although c σ = O(10 −1 ) implies little evolution of σ while CMB scales are exiting the horizon, this is certainly not the case when we track the evolution of σ until the end of inflation. In turn, it is precisely the latter that plays an important role in our framework.
To take into account the influence of inflationary fluctuations on the dynamics of the classical field we make use of the stochastic approach to inflation [30, 49, 50] from the onset of the slow-roll (at t = t sr ) until the end of inflation (at t = t end ). For a classical field of constant mass m σ < H, the evolution of its associated probability density is described by the Fokker-Planck equation [30] 13) where D = H 3 4π 2 is the diffusion coefficient. To solve for it, we impose the initial condition
Since typical field values at the end of the fast-roll are of order Σ(N fr ), our previous results motivate us to consider σ sr ≫ H. As for boundary conditions, the standard approach to stochastic inflation assumes that P (σ, t) evolves in unbounded field space. In that case, the conservation of the probability density demands the boundary conditions
Then, the solution to Eq. (2.13) is well approximated by a Gaussian distribution with mean and variance given bȳ
We exemplify the evolution of P (σ, t) in Fig. 3 , setting the initial σ sr larger than the amplitude of equilibrium fluctuations in de Sitter space, namely σ 2 sr > σ 2 eq ≡ 3H 2 8π 2 m 2 σ . For the purpose of illustration we choose σ sr = 20σ eq , which can be conveniently justified by a previous stage of fast-roll inflation with c σ = 0.15, ǫ = 0.2 and N fr ≃ 20, for example. The essential point to stress here is that the probable values of σ remain within the same order of magnitude even if the probability density has not reached its equilibrium state. This can be shown by using the definition of Σ 2 in Eq. (2.9) to write any probable field value as σ =σ + αΣ = Σ(σ/Σ + α), where |α| 1. Therefore, we find σ ∼σ for all probable field values whenσ > Σ, whereas σ ∼ Σ for all probable values in any other case. As shown below, this may change dramatically when σ couples to other degrees of freedom. Figure 3 . Snapshots of the probability density P (σ, t) taken during the slow-roll stage N e-foldings after the initial time (as indicated). We set the initial value to σ sr = 20σ eq .
The role of interactions
We investigate a system of two interacting, massive scalar fields σ and χ minimally coupled to gravity and whose energy density remains always subdominant. Using an interaction term of the form g 2 σ 2 χ 2 and ignoring the interactions of σ and χ with other fields, the Lagrangian of the system is
where g is a coupling constant and m 0χ is the bare mass of χ. This interaction term is ubiquitous in quantum field theory, and its consequences have been extensively studied in the theory of reheating and preheating [51] [52] [53] [54] [55] [56] [57] [58] . Moreover, this coupling results in a trapping mechanism whereby points of enhanced symmetry become a preferred location for string moduli [29, 59, 60] . This trapping mechanism has been employed in inflation model building (trapped inflation) [26, [61] [62] [63] , also to generate non-Gaussianity of the inflaton's perturbation spectrum [28, 64, 65] and, more recently, to study the stochastic evolution of coupled flat directions [66] .
In the Hartree approximation, the dynamics of σ and χ is determined by the equations
where
The effective masses of σ and χ are m 2 σ = c σ H 2 + g 2 χ 2 and m 2 χ = m 0χ + g 2 σ 2 ≃ g 2 σ 2 , where we neglect the bare mass for simplicity.
As discussed in [31, 66] , the evolution of σ strongly depends on the magnitude of its initial value σ sr with repect to the crossover value σ c ≡ √ 10g −1 H * . If σ sr < σ c , we have m 2 χ < H 2 and the χ field undergoes particle production during inflation, which then blocks the growth of fluctuations in σ [67, 68] . On the contrary, if σ sr > σ c the χ field becomes heavy and does not get produced during inflation, but contributes to the effective potential of σ through quantum corrections. Since we take m σ to be dominated by the Hubble-induced correction, in the following we neglect the quantum corrections coming from the χ field. Therefore, during the slow-roll phase the field scales as
for as long as σ > σ c . When σ ≤ σ c , the χ field becomes produced during inflation and the effective mass of σ increases. As a result, σ evolves faster towards σ = 0, thus allowing the production of χ to continue. The outcome of this self-sustained process is that σ ends up oscillating about σ = 0 soon after its interaction with χ becomes dynamically important 3 . The typical field value during the oscillatory phase scales as
Owing to the inflationary fluctuations of σ and to the sharp cutoff for the development of a classical field χ, the onset of the oscillatory phase (or the trapping of σ) does not occur everywhere at the same time. As a result, it becomes conceivable to find regions of the observable Universe where σ remains oblivious to its interactions, and hence in slow-roll (or critically damped) until the end of inflation and scaling as in Eq. (2.21), whereas in others the field is already oscillating by the end of inflation, thus scaling as Eq. (2.22). In the latter case, the typical value of σ can be estimated by
where we introduce the stochastic variable N osc (x) representing the remaining number of e-foldings at the onset of the oscillatory regime at the location x. Depending on the model parameters, it is possible to arrange that σ remains in its slow-roll stage until the end of inflation only in sparse regions of the Universe. Therefore, in a large fraction of the observable Universe, where σ is already oscillating at the end of inflation, σ becomes exponentially suppressed according to Eq. (2.23), whereas σ retains a relatively large value σ ∼ σ c in sparse regions of the Universe 4 . Thanks to the survival of this large value until the end of inflation, it becomes feasible to conjecture that σ leaves some sort of observable imprint. In the following, we refer to those spatial regions where σ σ c at the end of inflation as out-of-equilibrium patches [31] . Since we are interested in situations where out-of-equilibrium patches only occupy a small fraction of the observable Universe, the field configuration in those regions can be considered as an out-of-equilibrium remnant from the primary epoch.
The feasibility of finding σ in the interphase between the slow-roll and the oscillatory regime at the end of inflation is discussed in detail in Sec. 3.2. For now, we implicitly assume the necessary parameter tuning so that this is indeed the case. Setting aside this question, the consistency of the above scenario already imposes the following important constraints. To secure that the energy density of σ remains subdominant during inflation we must impose ρ σ ≪ H 2 * m 2 P at the onset of slow-roll inflation, which is when σ obtains its largest value σ sr . Using also Eq. (2.12), this condition translates into 24) where m P is the reduced Planck mass. Moreover, to have a chance of finding the field with a relatively large value σ ∼ σ c in sparse regions of the Universe, we must enforce the condition σ c < σ * . Combining this with Eq. (2.24) and writing σ c ∼ g −1 H * we obtain
Imposing now that g ≤ O(1), the existence of allowed values for g demands that
To estimate the upper bound we use H * /m P < 3.6 × 10 −5 [12] and c σ = O(10 −1 ), obtaining N p sr ≪ 400. This affords us to consider an epoch of primary inflation lasting for a few tens of e-foldings at most. This is an important point to emphasize, for it shows that primary inflation is not an unconstrained epoch in our framework. To put it differently, the mechanisms considered in Sec. 4 can affect CMB temperature fluctuations on large scales only if primary slow-roll inflation is relatively short-lived. We stress that this conclusion lies along the same line of the findings in [46] , where the author shows that initial conditions at the beginning of inflation may affect the spectrum of cosmic fluctuations if the primary phase is not too large (see also [45] ).
To close this section, we remark that if σ is in the equilibrium state in de Sitter space (as expected after a sufficiently prolonged phase of slow-roll inflation), typical expectation values are of order σ ∼ c −1 σ H/2π, at most [30] . In that case, the condition σ c < σ * translates into g > 2πc σ , which becomes incompatible with g ≤ O(1) in our range of interest c σ = O(10 −1 ). Therefore, the scenario considered here demands that existence of a sustained phase of fastroll inflation to generate the necessary condition σ c < σ * .
Stochastic distribution of out-of-equilibrium remnants
Since we envisage the large-angle anomalies as the consequence of the out-of-equilibrium patches developed by isocurvature fields at the end of inflation, we need to describe the main properties of their stochastic distribution. Then, for a single isocurvature field σ we must keep track of its associated probability density carrying the information on field correlations only in the range of scales where CMB anomalies arise. To do so, we need to depart from the usual stochastic approach to inflation, for in that case the resulting probability density, while dictated by the Fokker-Planck equation in Eq. (2.13), contains the information on field correlations on all scales that are superhorizon at the end of inflation.
A modified Fokker-Planck equation
To trace field correlations on a given range of scales only we must follow the stochastic evolution of the classical field configuration built as superposition of the modes in the range of interest. As discussed in [31] , the simplest manner to carry out this filtering is by switching off the diffusion coefficient in Eq. (2.13) once the shortest scales of interest have exited the horizon. Therefore, we consider the scale-dependent diffusion coefficient
where θ is the step function [70] and t k is the time of horizon exit for modes with comoving wavenumber k, i.e. k = a(t k )H. This filtering of modes should result in a probability density not substantially different from the one obtained after smoothing the classical field at the end of inflation on the comoving scale k −1 . This expectation is based on the fact that both the scale-dependent filtering in Eq. (3.1) and the smoothing of the field remove structure on scales smaller than k −1 while leaving unaffected the structure on larger scales. In our case, the advantage of using the scale-dependent filtering is that it provides us with a simple manner to keep track of the information of interest to us. The modified Fokker-Planck equation, obtained after the replacement D → D k in Eq. (2.13), describes the evolution of the probability density P k (σ, t) associated to the classical field configuration with field correlations imprinted on all scales exiting the horizon before t = t k . As initial condition to solve for P k (σ, t), which we set when the largest cosmological scales exit the horizon N * e-foldings before the end of inflation, we impose
We remark that this condition may be argued to be in conflict with Eq. (2.14), imposed at the onset of the slow-roll phase. The reason is that if the field peaks at σ = σ sr at the onset of the slow-roll, inflationary fluctuations increase the field variance to Σ 2 ≃ (H 2 /4π 2 )N p sr by the time of horizon crossing for the largest cosmological scales. Since we consider a nonnegligible N p sr , Σ 2 has a finite value at t = t * . This is why the condition in Eq. (3.2) might be criticized as problematic, or even wrong, when confronted with the condition in Eq. (2.14). Nevertheless, one has the right to impose Eq. (3.2) in the understanding that, in that case, P k (σ, t) does not contain any information on field correlations on comoving scales beyond H −1 * . For our purposes this does not represent a problem, for we are only interested in the range of scales probed in the CMB. Therefore, we impose the initial condition Eq. (3.2) and the boundary condition Eq. (2.15) to solve for Eq. (2.14). It is then straightforward to find that the solution to the modified Fokker-Planck equation is the Gaussian
where the mean fieldσ and the variance Σ 2 k (not to be confused with Σ 2 in Eq. (2.9)) arē 4) where now N = H(t − t * ) counts the number of e-foldings elapsed after the largest cosmological scales exit the horizon. For t < t k , the evolution of the probability density is indistinguishable from the one obtained in the standard approach to stochastic inflation, in which Σ 2 k ∝ N . For t > t k , the behavior of the variance is very different. Owing to the scale-dependent filtering, the classical field configuration is no longer sourced by the continuous outflow of modes. As a result, Σ k decreases exponentially in the timescale (3/c σ )H −1 due to the curvature of the scalar potential V (σ). This implies that Σ k can become significantly reduced at the end of inflation if c σ is not sufficiently small. In turn, as discussed in Sec. 3.2, too small a value for Σ k at the end of inflation can increase significantly the parameter tuning necessary for the emergence of out-of-equilibrium patches. Writing t k − t * = H −1 * log(k/H * ), where H * is the comoving scale crossing the horizon at t = t * , we evaluate Eq. (3.4) at the end of inflation
where Σ 2 k (t end ) inherits the scale-dependence of the diffusion coefficient D k . To recover the scale-independent result in Eq. (2.16) it suffices to consider the limit t k → t end , for which (k/H * ) = e N * , thus allowing all superhorizon modes to contribute to the field variance.
We remark that to obtain the evolution of the probability density we have employed the boundary condition in Eq. (2.15), usually considered in the standard approach to stochastic inflation. This approach, however, must be modified due to the particle production mechanism operating for σ σ c . Below we impose absorbing barrier boundary conditions (see Appendix A) to obtain an approximation to the stochastic field dynamics.
Abundance of remnants
Despite its drawbacks, the usefulness of the boundary condition in Eq. (A.1) is that it provides us with a simple analytical estimate of the fraction of the probability density P k (σ, t) above the barrier at σ c , where field interactions are still negligible. This fraction is obtained after integrating P k (σ, t end ) in the region σ ≥ σ c . Using Eq. (3.5) we find [31] 
where ξ(k, t) ≡σ
. The above represents the expected fraction of inflated volume where field correlations can be found on comoving scales ranging from k −1 to H −1 * . We recall that the upper bound H −1 * is set by the initial condition Eq. (3.2). In Fig. 4 we schematically illustrate a key aspect in our framework. Namely, that tuning appropriately the model parameters it is possible to arrange the transition of σ to the oscillatory regime at any time during inflation. To show this, we depict the expected fraction F(k) for different comoving scales k 1 < k 2 as a function of the number of e-foldings, N , in two different situations, labeled I and II. In case I, the value σ sr is chosen small so that the transition to the oscillatory regime takes place around N I , well before the end of inflation at N end . As a result, at the end of inflation F ≃ 0 in all scales of interest, thus implying the absence of out-of-equilibrium patches in the observable Universe. In case II, σ sr is chosen so that the transition to the oscillatory regime happens at a later time N II > N I . In this case, out-of-equilibrium patches are expected to emerge at the end of inflation with abundances determined by the fractions F(k 2 ) > F(k 1 ). Since F < 1 in the case shown (in particular F(k 1 ) ≪ 1), case II describes the emergence of out-of-equilibrium patches in sparse regions of the observable Universe. Larger values of σ sr displace the plotted curves to the right, which then results in an increase of F(k) on all scales. Consequently, we obtain a distribution of larger out-of-equilibrium patches covering a larger fraction of the observable Universe. Yet another possible case, not shown in the plot, is when σ sr is sufficiently large so that F ≃ 1 on all scales of interest at the end of inflation. In this case, the entire observable Universe can be considered as an out-of-equilibrium patch where σ remains oblivious of its interaction with χ during inflation. Figure 4 . Plot of the expected fraction F (k) for different scales, with k 1 < k 2 , and in two different instances, labeled I and II, attending to the field value σ sr at the onset of slow-roll inflation.
An important issue regarding out-of-equilibrium patches is that of their shape. Recalling their definition, out-of-equilibrium patches correspond to the regions where a Gaussian random field, σ in our case, is above the threshold σ = σ c . Although these regions have a complicated structure [71] , it can be shown that the triaxial ellipsoid approximation is a valid description in the immediate neighborhood of the peak, and that high peaks tend to be more spherically symmetric than lower ones. In turn, nearly spherical shapes only emerge when very large thresholds (i.e. rarely occurring peaks) are considered [72] (see also [73] for an application to the study of CMB peaks).
Another important issue is related to the likelyhood of the scenario considered here. To assess whether the emergence of patches is a probable outcome we need to compute the fraction of the field distribution that results in the emergence of patches at the end of inflation. Similarly to the fraction in Eq. (3.6), this is given by the integral
where ∆σ represents the range of σ (taken at the end of the fast-roll) leading to the formation of out-of-equilibrium patches and G is a Gaussian distribution with zero mean and variance Σ 2 given by Eq. (2.9). Using the absorbing barrier approximation and assuming the appropriate conditions for the emergence of patches we obtain (see Appendix B)
Our results are plotted in Fig. 5 , where we evaluate Eq. (3.8) for different values of the coupling g, as indicated. To build the plot we demand that out-of-equilibrium patches with typical sizes corresponding to all CMB scales emerge in 1-20% of the observable Universe, namely 10 −2 ≤ F(k) ≤ 0.2 with k = e N CMB H * . As g decreases, the emergence of patches becomes increasingly unlikely. At g fixed, since the variance Σ 2 k (t end ) becomes weakly dependent on c σ in the range c σ ≤ O(10 −1 ), a change in c σ entails only a moderate variation in I. For c σ > O(10 −1 ), the variance Σ 2 k (t end ) decreases rapidly with c σ , and so does I as a result. Our plot clearly reveals a small value of I for natural values of g and with c σ = O(10 −1 ), and hence a preference for case III in Fig. 11 (see Appendix B). Therefore, the initial value σ sr must be significantly tuned so that out-of-equilibrium patches can emerge at the end of inflation. Nevertheless, in Sec. 3.4 we go beyond the absorbing barrier approximation and show that such a tuning can be much alleviated.
Scale-dependent distribution
Here we follow [31] to review the scale-dependent behavior of the distribution of patches. From the interpretation of the fraction in Eq. (3.6), it follows that the differential F ′ (k) dk gives the fraction of the inflated volume with field correlations on scales in the interval [k + dk, k]. The volume of the observable Universe that corresponds to this fraction is
To obtain a simplified description of the distribution of out-ofequilibrium patches, we will focus on the spatial regions where σ ≥ σ c is correlated on the comoving scale k −1 . For the sake of brevity, we refer to these regions as k-patches. Since out-of-equilibrium patches correspond to high peaks of Gaussian random fields, then their average shape tends to be spherically symmetric [72] . In that case, we can assume that the typical comoving volume occupied by a k-patch is of order k −3 . This estimate allows us to compute the typical number of k-patches witin the observable Universe, given by dN k = k 3 dV k , along with its number density n(k) per unit interval dk
In general, the average shape of out-of-equilibrium patches can deviate from a sphere, and hence the actual magnitude of n(k) and its scale-dependence will also deviate from those obtained in Eq. (3.10). Nevertheless, the latter can be expected to become a reasonable approximation when out-of-equilibrium patches correspond to high peaks of Gaussian fields. Having this caveat in mind, in the following we use Eq. (3.10) to obtain qualitative features of the distribution of patches. Now, to estimate the number density of k-patches in the last scattering surface, we need to compute the probability that a k-patch intersects it, which we denote by P lss (k). To do so, we take the observable Universe to be a box of comoving size 2H −1 * and k-patches to be spheres of comoving radius k −1 /2 with the center randomly located. In that case, P lss (k) can be approximated by (see Appendix C)
If we further assume that the typical scale of the resulting intersection is of order k −1 , the number density of k-patches (per unit interval dk) in the last scattering surface is simply
In Fig. 6 (left-hand panel) we plot the predicted N (k) taking c σ = 0.10, g = 0.5 and gσ * ≃ 23H * . For comoving wavenumbers approaching H * , the number density N goes to zero. This behavior is the result of imposing the initial condition in Eq. (3.2) and the boundary condition in Eq. (A.1). On the one hand, the initial condition in Eq. (3.2) and the scale-dependent diffusion coefficient D k result in a δ-like distribution when dealing with correlations on the largest scales, i.e. P k=H * (σ, t) = δ(σ −σ, t). On the other hand, the use of an absorbing barrier implies that a δ-like distribution can only be either above or below σ c . Therefore, whenσ = σ c , the fraction F(k = H * ) passes from 1 to zero discontinuously, thus explaining the abrupt fall to zero in Fig. 6 as k approaches H * . Our plot also shows a growing number density of patches on smaller scales. This result is expected, for the continuous imprint of structure in the classical field amounts to the growth of the field variance. In turn, this gives the field a greater chance to be above σ c in patches of smaller size. As a result, out-of-equilibrium patches become more abundant on smaller scales than on larger ones. This growing number entails potentially harmful consequences: if some mechanism is provided whereby out-of-equilibrium patches come to affect CMB temperature anisotropies on large-angular scales, then this effect should be more noticeable on small scales, where out-of-equilibrium patches are more abundant. However, there seems to be no indication of an anomalous or non-Gaussian spectrum on such scales, apart from the persistence of a power asymmetry extending to ℓ = 600 [10] . Consequently, our framework must provide an explanation for the non-detection of irregularities on smaller scales.
To assess the implications of the out-of-equilibrium patches for the CMB temperature anisotropies we find the abundance of k-patches relative to the total number density of patches of size k −1 contained in the last scattering surface, which is given by n lss (k) ∝ k 2 . The relative number density of k-patches per unit interval dk in the last scattering surface is
This ratio is depicted in the righthand panel of Fig. 6 , where the curve shown corresponds to the same parameters as in the left-hand panel. Since R(k) ∝ F ′ (k), the ratio vanishes in the limit k → H * . As previously explained, this behavior is the result of boundary and initial conditions. Using Eqs. (3.5) and (3.6), we can compute the behavior of R(k) for larger k, obtaining
which gives a decreasing function of k. Therefore, despite the increasing number of out-ofequilibrium patches on smaller scales, their relative number quickly decreases. As a result, out-of-equilibrium patches are outnumbered by adiabatic ones, where the inflaton imposes its nearly scale-invariant, Gaussian perturbation. Consequently, one can expect that the perturbation spectrum on smaller scales is dominated by the inflaton field. Owing to this, our scenario enjoys the appropriate qualitative behavior to make it compatible with both the generation of sizable effects on the CMB on large-angular scales, provided the appropriate mechanism is considered, and the absence of an observable effect on smaller scales. Fig. 6 also shows that R(k) peaks at a given scale. This is where the significance of any anomalous signature imprinted in the CMB (seeded by out-of-equilibrium patches) is at its highest, and hence it constitutes a sort of preferred scale. As it stands, the existence of such a scale is a consequence of initial and boundary conditions imposed on the field distribution. Consequently, one can expect that the scale-dependence computed in Eq. (3.14) will also apply to scales k ≪ H * . In this regard, in the next section we see how the production of superhorizon fluctuations of χ can prevent the appearance of a scale maximizing R(k). Nevertheless, we can anticipate that in the limit of rapid growth of m σ , due for example to either a large coupling g or a large multiplicity for the χ field, the transition to the oscillatory phase can take place in much less than a Hubble time, and hence we should recover the results from the absorbing barrier. Therefore, we emphasize that, even after dispensing with the boundary conditions in Eq. (A.1), a preferred scale might still arise.
Beyond the absorbing barrier
As discussed in Appendix A, although the absorbing barrier approximation provides us with a simple estimate of the volume of observable Universe covered by out-of-equilibrium patches at the end of inflation, it fails to reproduce important features of the physical system. Most importantly, this approximation may be inappropriate, for it assigns a vanishing expectation value to the field as soon as this reaches the absorbing barrier, thus entailing its instantaneous disappearance. In a more realistic situation, the transition to the oscillatory stage is expected to occur in the Hubble timescale, for the latter is the relevant one for the production of inflationary fluctuations. Moreover, the absorbing barrier approximation falls short too when it comes to estimate parameter tuning. As shown below, the estimate in Eq. (3.8) turns out to be a too pessimistic one when we dispense with the condition in Eq. (A.1). To ease these difficulties, we consider a phenomenological model that takes into account the finite time required for the field to enter its oscillatory stage. In this new approximation, we write the probability density as
where P k (σ, t) is given by Eq. (3.3) and the phenomenological part P (ph) k (σ, t) (derived in Appendix D) accounts for the gradual depopulation of the slow-roll phase in the timescale τ t , which we take to be of order H −1 .
Similarly to the absorbing barrier case, we find the fraction of the inflated volume in out-of-equilibrium patches by integrating the above probability 5
Using this, we compare now the scale-dependent distribution of patches obtained following the two approaches. To do so, we compute F ′ ext (k) numerically to obtain the "extended" version of N (k) and R(k), following Eqs. (3.12) and (3.13). To perform a meaningful comparison between the two approaches, we tune the model parameters to obtain an equal abundance of patches at the end of inflation in both cases, i.e. F(k) = F ext (k). This can be achieved, for example, by choosing the appropriate σ sr in each case. In Fig. 7 we plot the prediction for N (k) and R(k), as obtained using the absorbing barrier approximation (dashed line) and the phenomenological approach (solid line). The case shown corresponds g = 0.7, c σ = 0.05, τ t = H −1 * and N * = 60. In both cases, out-of-equilibrium patches arise with an abundance F = 0.15. The results for both approaches differ in a number of aspects. Firstly, in the phenomenological approach N (k) remains finite in the limit k → H * . This happens because the amplitude of the δ-like distribution P k=H * (σ, t) decreases exponentially in the timescale τ t after crossing the barrier, instead of vanishing as in the absorbing barrier approximation. As a result, integrating P (ph) k returns a finite result. Furthermore, owing to the persistence of out-of-equilibrium patches, in particular those on the largest scales, there is no wavenumber k < H * maximizing R(k). Nevertheless, this sort of preferred scale can still appear if H * τ t < 1, since the phenomenological model resembles an absorbing in the limit 6 τ t → 0. We wish to remind the reader that the approximations here considered are not meant to provide an accurate computation of the distribution of out-of-equilibrium patches, but an educated estimate of their abundance and expected scale-dependent behavior. An accurate determination of the distribution of out-of-equilibrium patches, on the other hand, requires numerical simulations, which is beyond the scope of this paper. Bearing this caveat in mind, we manage to show that it becomes relatively easy to find model parameters, both for an absorbing barrier and for our phenomenological model, so that out-of-equilibrium patches emerge with an abundance in the right ballpark and a scale-dependent behavior well suited, at least in principle, to become the seeds for the large-angle anomalies observed in the CMB.
Next, we summarize the results concerning the level of parameter tuning. Similarly to the absorbing barrier case, the integral I is given by Eq. (3.8), but due to the finite transtion time τ t we obtain now (see Appendix D.1)
In Fig. 8 we show our results using H * τ t = 1, 2, 5. We take g = 0.1 in the left-hand panel and g = 1 in the righthand one. Similarly to the case shown in Fig. 5 , in both cases we demand the emergence of patches on all CMB scales with an expected abundance 10 −2 ≤ F ext (k CMB ) ≤ 0.20, which gives ∆ξ = ξ max − ξ min ≃ 1. For comparison, we include the prediction for an absorbing barrier (dashed line). For sufficiently small c σ (depending on g) and H * τ t = O(1), no significant differences arise between the two approaches. This is because for small c σ the field distribution performs a slow-roll motion. Since the introduction of τ t has a subdominant effect in this case ( ∆t ≃ ∆t in Eq. (D.10)), the predicted I approaches the result obtained for an absorbing barrier. For c σ large enough, the introduction of τ t becomes the dominant effect ( ∆t ≃ 2τ t in Eq. (D.10)) and the behavior of I changes, starting to grow with increasing c σ in contrast to the absorbing barrier case. We find that even a conservative departure from the absorbing barrier case, like H * τ t = 1, can increase I substantially, thus alleviating the fine-tuning problem revealed in Fig. 5 . A remarkable feature of our results is that I becomes independent of g above certain threshold for c σ . This happens because the exponential in Eq. (3.17) becomes independent of g when the term in τ t becomes the dominant one. Note that the first term in the exponential grows with g due to its inverse dependence with σ c ∝ g −1 . Since g ≤ 1, the left-hand side in Eq. (3.17) becomes independent of g for c σ > Σ k (t end )/H * . Using Eq. (3.5) and expanding Σ k (t end ) to first order in c σ , this conditions translates into 18) which is satisfied for c σ ≥ O(10 −1 ). In that case, using H * τ t ≥ O(1) we obtain I ≥ O(10 −2 ), implying that the emergence of patches at the end of inflation is a relatively likely outcome, with a probability of the order of a few per cent. This is a very encouraging result, for it suggests that out-of-equilibrium patches may be feasible candidates to become the seeds of large-angle CMB anomalies, thus offering an avenue to account for the latter without having to invoke an alternative scenario more unlikely that the very existence of anomalies. Yet another feature worth stressing is that one can expect to obtain H * τ t ≥ O(1) without having to impose that the χ field belongs to large GUT groups [60] . On the contrary, the expectation when χ belongs to large GUT groups is that H * τ t ≪ O(1), in which case the emergence of patches becomes a very unlikely event, as Fig. 8 demonstrates.
Implications for the Cosmic Microwave Background
Until now, we have investigated the generation of out-of-equilibrium patches in the observable Universe and have identified the necessary conditions so that their emergence becomes a likely event. Our goal in this section is to explore a number of mechanisms to determine if the emergence of out-of-equilibrium patches can affect temperature fluctuations in the CMB sufficiently to conjecture that their existence can be related to the large-angle CMB anomalies. In this sense, we emphasize that the overall purpose of this section is to assess the potential of the framework developed in previous sections to account for CMB anomalies. Consequently, the mechanisms examined below must be considered as a test of feasibility. To fully determine if any of the studied mechanisms provides an explanation preferred by data a dedicated analysis is necessary.
The case of the Cold Spot
The Cold Spot anomaly refers to a large, nearly circular region of the CMB sky, around ϑ cs ≃ 10 • in angular size in the southern hemisphere and with a significant temperature decrement. Since its first detection in 2004 [74] , the Cold Spot has been the subject of numerous statistical analysis (see [75] for an extensive review). In order to explain this observation, a number of explanations have been considered in the literature: a local void [76] [77] [78] [79] [80] [81] (see also [82] [83] [84] ), the Sunyaev-Zeldovich effect [85] , the formation of a cosmic texture [86] , multifield inflation [87] , or chaotic preheating [88] among others. Here we review the model proposed in [31] , in which the Cold Spot originates in the last scattering surface as the result of a local inhomogeneous reheating mechanism. The idea underlying the scenario examined in [31] is that the inflaton's decay rate varies sufficiently in out-of-equilibrium patches to modify the curvature perturbation imprinted by the inflaton. On the contrary, in patches where σ oscillates before the end of inflation, the inflaton decay rate remains unaffected since σ ≪ σ c . Consequently, the curvature perturbation does not become modified.
The first condition to impose is that out-of-equilibrium patches must have an expected number density N (k) = O(1) in the appropriate range of scales. To obtain a quick estimate of the comoving wavenumber k cs corresponding to the Cold Spot, it suffices to assume a matter dominated Universe at present, obtaining
where ϑ dec is the angle subtended by the horizon at the time of decoupling. Figs. 6 and 7 demonstrate the existence of model parameters to generate a sufficiently large abundance of patches in the appropriate scales. Moreover, as discussed in Sec. 3.3, out-of-equilibrium patches become more abundant on smaller scales, which then should have observational implications. In turn, this feature might explain the presence of other anomalous spots, smaller than the Cold Spot, discovered in the CMB [9, 89] , although these are detected to a smaller significance.
Local inhomogeneous reheating
Assuming that our spectator field σ modulates the decay rate of the inflaton, the contribution to the curvature perturbation due to inhomogeneous reheating is [18, 19, [90] [91] [92] [93] 
where "dec" labels the time of inflaton decay and α is the efficiency parameter and, for simplicity, we assume that the isocurvature perturbation in σ is completely converted into a curvature perturbation. Following [31] , we consider the case when the Universe becomes matter dominated after inflation and take the efficiency parameter α ≃ 1/6, thus assuming a late decay of the inflaton [18, 19, [90] [91] [92] [93] .
Here we focus on two decay rates with different implications for the temperature fluctuations in the CMB. When Γ(σ) is a growing function of σ, out-of-equilibrium patches result in an anticipated decay of the inflaton. As a result, the energy density undergoes an enhanced redshift in these patches, thus giving rise to enhanced underdensities at the time of decoupling. Since this results in a local enhancement of the temperature, a growing Γ(σ) may offer an explanation for the anomalous hot spots detected in the CMB [9, 89] . This is the case, for example, of the decay rate [94] 
where Γ 0 is the unperturbed inflaton's decay rate, q ≥ 1, M is a mass scale and σ < M at the time of decay. In the opposite case, when Γ(σ) is a decreasing function of σ, outof-equilibrium regions result in a delayed decay of the inflaton, producing enhanced matter overdensities at the time of decoupling. Since an overdensity in the last scattering surface lowers the temperature, such a decay may be invoked to explain the Cold Spot. An example of this is the decay width resulting from the 2-body decay of the inflaton into ψ particles [94] 
where m ψ (σ) = λσ and λ is a dimensionless coupling. Since we take the Cold Spot as due to an enhanced overdensity in the last scattering surface, the decay in Eq. (4.3) will be the one of interest to us. Nevertheless, if we restrict ourselves to q = 2 and r = 1 and make the replacement M → √ qrλ −1 m φ in Eq. (4.2), we obtain from the latter the same contribution to the curvature perturbation as from Eq. (4.3). Therefore, given this identification, below we restrict ourselves to the decay rate in Eq. (4.2). The contribution to the curvature perturbation can then be written as [31] 
To compute the above, we use that σ end ≃ σ c in out-of-equilibrium patches, but for σ dec we need to specify the field evolution until the time of reheating. But before we do that, we note that in patches where σ oscillates before the end of inflation, the typical value of σ is determined by the amplitude of the oscillations (see Eq. (2.23)). Therefore, in these patches σ dec becomes suppressed in comparison to σ c , which is the approximate field value in out-of-equilibrium patches. Since ζ σ ∝ σ 2 dec , the contribution to the curvature perturbation becomes suppressed by a factor ∼ exp[−3N osc (x)], but depending on the evolution of σ until reheating this suppression can become even more significant. In any case, since ζ σ becomes unobservable in these patches, it does not become necessary to compute such a correction. To compute the fractional perturbation in Eq. (4.4) we proceed as follows. Using the spectrum in Eq. (2.8), the amplitude of a field perturbation at horizon crossing is (δσ) k ∼ (H * /2π). When c σ is not too small, this fluctuation can undergo a sizable evolution until the end of inflation. Since the evolution of σ and its perturbation δσ is determined by the same equation, the fractional perturbation (δσ/σ) remains constant. Therefore, using Eq. (2.12) and σ end ≃ σ c we obtain 5) where N (k) denotes the remaining number of e-foldings when the comoving wavenumber k crosses outside the horizon.
Post-inflationary evolution
To study the superhorizon evolution of σ after inflation we include a bare mass m 0 in the effective mass of σ, m
Although we implicitly assumed that m 0 is subdominant during inflation, now we allow for the possibility that m 2 σ ≃ m 2 0 , for both H 2 and χ 2 decrease rapidly during the matter dominated epoch. Also, since σ becomes negligible in those patches where it starts oscillating before the end of inflation, we are concerned only with the evolution of the classical field in out-of-equilibrium patches. In these, the interaction mass is subdominant, and hence the field equation can be approximated bÿ
Right after inflation, when m 2 0 is still subdominant, the growing mode solution to the above equation is
where the last step follows after expanding to first order in c σ . As long as m 2 σ ≃ c σ H 2 , the field avoids its oscillatory phase. Therefore, neglecting the kinetic density ρ kin = 1 2 γ 2 + H 2 σ 2 we have ρ σ /ρ ∝ a 2γ + , and hence ρ σ remains always subdominant.
After H decreases enough (for H ∼ m 0 ), σ begins its oscillatory stage about the origin of its potential, and only when m 0 > H the field performs fast oscillations with an amplitude that scales as σ ∝ a −3/2 . This scaling continues until the time of reheating, which happens when H ≃ Γ 0 . To secure the survival of the classical σ until reheating it suffices to impose that Γ σ < Γ(σ), where Γ σ is the decay rate of σ. Moreover, owing to the smallness of the field oscillations, we can safely neglect any non-perturbative decay of σ. Note that σ oscillates before the time of reheating only if m 0 > Γ 0 . Using all the above, the amplitude of the σ oscillations at the time of inflaton decay is
where we allow Γ 0 /m 0 to be larger or smaller than one. Using now Eqs. (4.4), (4.5) and (4.9) we obtain
e −N * cσ/3 min 1, Γ 0 m 0
where we made the replacement N (k) → N * , for this only introduces a correction of order one when dealing with CMB scales and for c σ = O(10 −1 ).
Parameter constraints
To further constrain the model parameters we impose the condition σ dec < M . Using Eq. (4.9) we have
Substituting this into Eq. (4.10) and operating we find In the left-hand panel of Fig. 9 we depict the parameter range allowed by Eqs. (4.12) and (4.14). To build the plot we take q = 2, r = 1, N * = 60 and ζ σ = 4.8 × 10 −5 . After constraining g and c σ , we obtain the allowed range for M compatible with Eq. (4.10). Since M ∝ g −1/2 , the minimum [maximum] allowed M corresponds to the maximum [minimum] g. The allowed range of M is also determined by Γ 0 , with M ∝ Γ 4cσ/9 0 if σ does not oscillate before reheating and with M ∝ Γ 0 in the opposite case. To express the range of M in terms of the reheating temperature T rh we assume the sudden decay approximation. The temperature of the radiation bath, formed by the decay products of the inflaton, is then given by ρ R = π 2 g * /30 T 4 rh , where g * is the effective number of light degrees of freedom. Since M is proportional to positive power of Γ 0 , its minimum [maximum] allowed value corresponds to the minimum [maximum] allowed reheating temperature. For illustration purposes, we consider the range 10 5 GeV ≤ T rh ≤ 10 9 GeV, which is compatible with current bounds on gravitino overproduction [95, 96] . The allowed range of M is plotted in the righthand panel of Fig. 9 , where we use H * = 3 × 10 −5 m P . 7 In the plot we have included two cases: m 0 < Γ 0 and m 0 > Γ 0 , as indicated. From the above discussion, it follows that the allowed range of M in the second case becomes lowered by a factor (m 0 /Γ 0 ) 1−4cσ/9 ≃ (m 0 /Γ 0 ) with respect to the first case. Our results demonstrate the existence of allowed space for M , which affords us to conclude the feasibility of the localized inhomogeneous reheating to account for anomalous hot spots through enhanced underdensities. Moreover, after replacing M → √ qrλ −1 m φ , our results also demonstrate the feasibility of our mechanism to account for the Cold Spot through an enhanced overdensity in the last scattering surface. In spite of these encouraging results, we remark that to fully demonstrate that the mechanism explains the Cold Spot it is necessary to obtain and compare the predicted temperature profile with the observed one. In particular, the mechanism must reproduce the surrounding hot spot [98] . This analysis constitutes the subject of future research.
Power deficit at low ℓ
The lack of power in the low multiples of the CMB, currently regarded as one of the most robust anomalies, was first observed by WMAP [2, 3] and later confirmed by Planck [9, 14] . Some of the best known alternatives to account for the power deficit are open inflation [99, 100] or, more recently, the generation of an anti-correlated isocurvature perturbation [101] [102] [103] [104] [105] . But arguably, the simplest and more intuitive alternative to account for the power deficit is to postulate the existence of a phase of fast-roll inflation 8 [34] [35] [36] [37] [38] [39] . Nevertheless, an important drawback of these models is that the fast-roll stage must finish at about the time when the observable Universe exits the horizon. Although fast-roll inflation can be easily motivated from various particle physics models, the requirement that it finishes just at the right time constitutes something for which there seems to be no compelling reason. Our scenario for the generation of out-of-equilibrium patches, while requiring a sustained fast-roll stage to generate the initial condition, resembles considerably the essence of the aforementioned models. However, in contrast to them, our framework does not require that the fast-roll stage finishes when the largest observable scales are exiting the horizon. In fact, we consider the case when the fast-roll finishes many e-foldings before the observable Universe exits the horizon. In that case, the inflaton perturbation spectrum on CMB scales is the one predicted by slow-roll inflation. Therefore, the power deficit owes exclusively to the isocurvature field σ, whose initial condition is generated during the epoch of fast-roll. 8 In slow-roll inflation, the spectrum of the curvature perturbation is P ζ (k) ∝ ǫ −1 sr , where ǫsr is the first slow-roll parameter [69] . Therefore, a suppression of power in the largest scales may be accounted for by the corresponding growth in ǫsr, thus entailing a faster evolution of the inflaton.
A feasible alternative to produce a power deficit is to consider an anti-correlated isocurvature perturbation 9 . If in addition to the curvature perturbation imprinted by the inflaton field we consider a matter isocurvature perturbation S m , then temperature fluctuations on large scales are approximated by [101] ∆T T 2 = 1 25
where P ζ , P Sm , P ζSm and P t are the power spectra of the curvature, isocurvature, crosscorrelation and tensor perturbations, respectively. From the above, a matter isocurvature satisfying P Sm + P ζSm < 0 reduces the amplitude of temperature fluctuations relative to the adiabatic case, S m = 0. We remark, however, that the introduction of a fully anticorrelated matter isocurvature perturbation to account for the power deficit becomes disfavoured after a Bayesian model comparison [107] .
Local anticorrelation from a right-handed sneutrino
According to recent findings, a right-handed sneutrino can play the role of the curvaton and give rise to an anti-correlated CDM/baryon isocurvature, thus suppressing temperature fluctuations on large scales. The necessary condition for this to happen is that curvaton field is [104] 
at the time of horizon crossing. Using this result as a basis, in the following we investigate if our prototype isocurvature field σ can satisfy the above requirement while leading to the formation of out-of-equilibrium patches at the end of inflation.
To examine the feasibility of this idea, first we need to consider a fast-roll phase able to generate an initial value σ sr sufficiently large so that σ * = O(10 −2 )m P at the time of horizon crossing for cosmological scales. After that, we must enforce the generation of outof-equilibrium patches at the end of inflation. As pointed out in Sec. 3.2, the emergence of patches greatly depends on σ sr . Therefore, in principle, nothing guarantees that the appropriate value σ * = O(10 −2 )m P will also entail the appearance of out-of-equilibrium patches. Below we address the compatibility of these two requirements in detail.
In the first place, we determine the parametric region where out-of-equilibrium patches arise at the end of inflation in the appropriate range of scales. As already explained, to generate the initial value σ sr we consider a fast-roll stage, during which the variance Σ 2 undergoes an unstable growth, and then set σ sr = Σ at the end of it. As for the subsequent phase of slow-roll, we recall that we consider a primary phase lasting for N p sr e-foldings, after which the largest cosmological scales exit the horizon N * e-foldings before the end of inflation, namely
For the purpose of illustration, we study the emergence of patches in the multipole range 2 ≤ ℓ ≤ 40, which encompasses the region featuring the power deficit. Since out-of-equilibrium patches are supposed to emerge in sparse regions of the observable Universe, for definiteness, we set their abundance from 1 to 10% of the observable Universe, namely
In Fig. 10 , we plot the parametric region satisfying Eq. (4.18) (region I) while keeping the length of the primary phase in the interval 10 ≤ N p sr ≤ 50. To build the plot we take a fast-roll stage characterized by ǫ = 0.3, a transition time τ t = 2H −1 * , g = 5 × 10 −2 and N * = 60. As expected, our plot confirms that out-of-equilibrium patches can indeed appear at the end of inflation without having to arrange the end of the fast-roll stage at the time of horizon crossing for the largest observable scales. Next, we take into account the condition in Eq. 
The parametric regions satisfying this constraint is depicted in Fig. 10 (region II) . Our results demonstrate that the emergence of out-of-equilibrium patches, with the abundances in Eq. (4.18), is indeed compatible with the condition in Eq. (4.16), necessary for σ to play the role of a curvaton and generate a CDM/baryon isocurvature perturbation suppressing temperature fluctuations on large scales. Although we are mainly interested in the emergence of patches in sparse regions of the Universe, we can apply our computation to check its compatibility when out-of-equilibrium patches cover most of the observable Universe, thus giving rise to a statistically homogeneous fluctuation. Therefore, we have checked that there exists plenty parameter space satisfying Eq. (4.16) and 0.95 ≤ F ext (k) ≤ 1. In fact, the allowed space is roughly the same as the one displayed in Fig. 10 .
Given our ansatz σ sr = Σ, once we fix N fr and ǫ, the initial value σ sr depends on H * , and hence so does σ * . According to Planck data, the current bound on the tensor-to-scalar ratio translates into the bound H * < 3×10 −5 m P . We thus build Fig. 10 using H * = 10 −5 m P . Now, if we take a smaller H * , to keep Σ fixed (in order to secure that Eq. (4.19) is still satisfied) we require either a larger N fr or a slightly larger ǫ to compensate. Therefore, the contour defined by Eq. (4.19) in Fig. 10 becomes displaced to larger N fr . On the other hand, as long as we choose σ sr = Σ, the fraction F ext (k) does not depend on H * , and hence the contour defined by Eq. (4.18) remains unchanged after taking a smaller H * . Consequently, choosing a larger N fr to compensate for a smaller H * results in a reduction of the space satisfying Eqs. (4.18) and (4.19) . We have checked that, within the range of N fr and c σ shown, these constraints become incompatible for H * ≃ 10 −6 m P . Although this gives a narrow margin for H * , we remark that this result is derived for particular values the parameters g and ǫ.
To make the bounds in Eqs. (4.18) and (4.19) compatible again for H * < 10 −6 m P , we need to push the contour defined by Eq. (4.18) to higher N fr . This can be achieved by choosing a smaller coupling g. Since this takes σ c ∝ g −1 to larger field values, a larger initial value σ sr , and hence a larger N fr , is required to satisfy Eq. (4.18). On the other hand, the constraint in Eq. (4.19) is independent of g, as field interactions play no role in the generation of the initial condition σ sr , or equivalently σ * . Consequently, a smaller g affords us to comply with the constraints in Eqs. (4.18) and (4.19) while using a smaller H * . We have checked that in order to find substantial allowed space with H * = 10 −6 m P it suffices to take g < 5 × 10 −2 . It is worth stressing that, as explained in Sec. D.1, the probability for the emergence of patches in the range of interest c σ = O(10 −1 ) is rather insensitive to the magnitude of the coupling g as long as H * τ t ≥ O(1). We thus conclude that the mechanism here described can accommodate a smaller H * without harming the naturalness of the emergence of patches at the end of inflation.
Finally, in order to complete the model, we must secure that the candidate curvaton field has the necessary couplings to the χ-like degrees of freedom in Eq. (2.17). But such couplings are already present, for example, in minimal hybrid-like models [108] . We thus conclude that, in principle, a right-handed sneutrino with a hybrid-like potential can become a successful curvaton field imprinting an anti-correlated isocurvature perturbation in sparse regions of the Universe only.
The breaking of statistical isotropy
Over the last decade, a number of observations have questioned the long-standing assumption of statistical isotropy of the CMB. Notable examples of this are the alignment between the preferred axis of the quadrupole and octopole, an observation usually referred to as the axis of evil [109] [110] [111] , and the presence of a hemispherical or dipole modulation [112] [113] [114] [115] [116] . However, it is still not clear whether such observations originate from a preferred direction in the Universe [9, 14, 15] . Although several models have been explored to explain these observations while resorting to scalars [117] [118] [119] [120] [121] [122] , cosmological vector fields are natural candidates to account for such obserations since they can single out a preferred direction in space. Therefore, in this section we consider the intervention of a vector field to break the statistical isotropy of the CMB [23, 24, 45, [123] [124] [125] [126] [127] [128] [129] [130] [131] [132] . The risk in this case, however, is that the vector field results in an anisotropic expansion in excess of the current observational bounds. To quantify the anisotropy, it is usual to parametrize the spectrum of the curvature perturbation ζ as [133] P 20) where P iso ζ (k) denotes the isotropic part of the power spectrum, d is the unit vector signaling the preferred direction,k ≡ k/k is the unit vector along the wavevector k and g(k) is the anisotropy parameter. The analysis of the data from the WMAP and Planck satellites results in the constraint [12, 14, [134] [135] [136] 
which represents a very strong restriction on the contribution of vector fields to the primordial perturbation spectrum. It is convenient to stress, however, that the bound in Eq. (4.21) is obtained under the assumption of spatial homogeneity of the vector perturbation, and hence it cannot be applied in a straightforward manner if the perturbation is very inhomogeneous. Bearing this caveat in mind, our goal for this section is to explore a mechanism to generate such an inhomogeneous perturbation. To do so, we study the emergence of out-of-equilibrium patches in a cosmological vector field and then investigate if this can generate an observable direction-dependent contribution to ζ in isolated patches of the CMB.
A toy model for local vector perturbations
In order to keep our model in the simplest, we consider the well-studied case of a massive vector field A µ with a varying kinetic function [125] 
Arguably, this is the simplest stable theory in which massive vector fields can be produced during inflation [126, 137, 138] . In order for the vector field to be substantially produced during inflation, the kinetic function of the vector field and its mass are allowed to have a time-dependence parametrized by
Using this model, a successful vector curvaton mechanism can be built, with a scale-invariant spectrum of vector perturbations for appropriate values of α and β (see [24] for a review). According to the discussion in [139] , the kinetic function and mass of the vector should be determined by an additional field, which the author takes to be the inflaton. For our purposes, however, it suffices to consider the case when only the kinetic function becomes modulated by an additional field f = f (σ) , (4.24)
which we take to be our prototype isocurvature field. Therefore, apart from σ, we also require the additional χ sector in Eq. (2.17) and the appropriate initial conditions so that σ features a distribution of out-of-equilibrium patches at the end of inflation. At this point it is convenient to emphasize that although deviations from scale-invariance can be found in the perturbation spectrum of A µ (depending on both f (σ) and the dynamics of σ), for our purposes such deviations do not constitute a concern. This is because the nearly scale-invariance of the spectrum becomes necessary only if the vector field is to account for most of the primordial spectrum. Since our goal is to construct a model allowing the vector field to imprint its perturbation only in sparse regions of the Universe, imposing the nearly scale-invariance of the spectrum is unnecessarily constraining. With this remark in mind, however, we choose to stick to scale-invariance simply because this affords us to keep our analysis in the simplest.
In the following, rather than using A µ we use the physical vector field W ≡ √ f A/a, taking its spatial component oriented along the z-axis. Using f ∝ a α , the evolution equation for the homogeneous component of W (here denoted by W ) during slow-roll inflation can be approximated byẄ 25) where M ≡ m/ √ f is the mass of the canonically normalized field. We assume M ≪ H so that the vector field can be produced during inflation. Furthermore, if we assume equipartition of the energy at the onset of inflation, the evolution of the vector field is well approximated by W ∝ a −3 for α ≃ −4 and W ≃ const. for α ≃ 2, where α = −4, 2 are the cases corresponding to scale-invariance of the vector perturbation [125, 126] . In that case, the energy density of the vector field ρ A = ρ kin + V A , where the kinetic and potential energy densities are
Regarding the perturbation spectrum, since the vector field is massive we must quantize three degrees of freedom: two transverse and one longitudinal. After defining the transverse left (L) and right (R) and longitudinal ( ) polarizations vectors, the perturbation spectrum for each polarization is
If M < 3H by the end of inflation, the vector perturbation is dominated by the longitudinal mode, and hence it becomes highly anisotropic. As pointed out in [24, 125, 126] , the compatibility of observations, i.e. g * 10 −2 , with a highly anisotropic perturbation only allows the vector field to give a subdominant contribution to the curvature perturbation. Using now Eqs. (4.26) and (4.27) and introducingm ≡ M end , we can compute the fractional field perturbation at the end of inflation, obtaining
Since the rolling of σ during slow-roll inflation is supposed to induce the scaling in Eq. (4.23), the above result is the expected one in patches where σ remains in its slow-roll phase until the end of inflation, namely in out-of-equilibrium patches. On the other hand, given that a successful curvaton mechanism can be built for this model [24, 125, 126] , we conclude that the vector field can contribute to the total curvature perturbation imprinted in the CMB in out-of-equilibrium patches.
We focus now on spatial patches where σ reaches its oscillatory regime during inflation. Since A µ is coupled to σ through the kinetic function, to study the consequences of the transition to the oscillatory regime for W we need to specify a particular form of f . Rather general forms of f (σ) can be easily motivated from supergravity: f (σ) ∝ (σ/M ) 2n [140] , or from dilaton electromagnetism in string theory: f (σ) = exp(λ σ/m P ) [141, 142] . Although we do not pursue a detailed analysis of any of these models, in the following we use the fact that they give rise to a canonically normalized kinetic term, f = 1, for sufficiently small σ. In turn, this is certainly expected to happen once σ engages into its oscillatory regime during inflation, for in that case the amplitude of the oscillations about σ = 0 becomes exponentially suppressed. Therefore, the computation below applies to those patches where σ has been oscillating for a sufficient number of e-foldings until the end of inflation.
Although the lack of a particular model for f naturally bounds the reach of our results, we expect that the way in which the scaling regime for f comes to an end has little impact on the fractional perturbation (δW/W ) end . This is so because on sufficiently superhorizon scales (and this is the case of CMB scales when the interactions of σ become important) the perturbation modes of W approximately obey the same equation as the homogeneous field W . Thus, the fractional perturbation (δW/W ) end is not expected to be significantly different from the one in Eq. (4.28). However, and in contrast to this, the evolution of ρ A undergoes a critical change. To see this, we write the evolution equation for the homogeneous W using f = 1. Since the latter implies α = 0, from Eq. (4.25) we obtain
where for simplicity we assume that M at the end of the scaling regime, when reached before the end of inflation, coincides with M end . As already explained, we allow for the possibility thatm 2 < H 2 in order to obtain a strongly anisotropic perturbation spectrum in the patches where σ remains in its slow-roll phase until the end of inflation. Solving the above witĥ m ≃ const. we find
where we neglect the correction fromm 2 /H 2 . Using this we obtain 31) which is to be contrasted with the result in Eq. (4.26), where ρ A remains constant.
Implications for the curvature perturbation
To transfer the modulation in the vector field A µ to the curvature perturbation we resort to the vector curvaton paradigm. Following [125] , the curvature perturbation including the contribution from the vector field is 32) where ζ rad is the curvature perturbation present in the radiation dominated universe after inflation, ζ A is the curvature perturbation in the vector field,Ω A ≡ 3Ω A /(4 − Ω A ) sets the relative contribution of each component to the total curvature perturbation and Ω A ≡ ρ A /ρ is the density parameter of the vector field. After inflation, we take the kinetic function to be normalized to f = 1. In that case, if the vector field is heavy at the end of inflation (m > H), its energy density scales as ρ A ∝ a −3 . Since Ω A ∝ a during radiation domination, the vector field can come to dominate, or nearly dominate, the energy density of the Universe. However, ifm < H, which results in a highly anisotropic spectrum, we have ρ A ∝ a −4 . Then Ω A remains constant during the radiation dominated epoch, starting to scale as Ω A ∝ a only after H has decreased enough so that M > H, when the field begins to oscillate. Since this last casem < H is the one of interest to us, we must secure that the oscillations of W begin early enough so that ρ A can come to dominate, or nearly dominate, the energy density Universe. In fact, as demonstrated in [125] , the model parameters can be chosen to allow the vector field to give a small, highly anisotropic contribution to the total curvature perturbation. Therefore, this result affords us to invoke the existence of a successful vector curvaton mechanism in out-of-equilibrium patches.
After the background radiation is sufficiently redshifted, the vector field imprints its curvature perturbation when it decays into radiation. At this time (labeled by "dec"), the curvature perturbation in the vector field can be written as
Using now Eqs. (4.28) and (4.32) and taking Ω A 1 at the time of decay, we can approximate the anisotropic part of the curvature perturbation as follows
If the scaling in Eq. (4.23) finishes in out-of-equilibrium patches right after the end of inflation, then ρ A decays everywhere at the same rate from the end of inflation onwards. As a result, the factor in brackets in Eq. (4.34) is independent of the spatial location. However, since (ρ A ) end does depend on the spatial location [c.f. Eqs. (4.26) and (4.31)], the anisotropic part ζ ani becomes spatially modulated accordingly. Therefore, using a superscript (out) to denote out-of-equilibrium patches and (osc) for patches where σ oscillates before the end of inflation, we can write
It is important to emphasize that ζ (out) ani has the same value in all out-of-equilibrium patches, whereas ζ (osc) ani depends on the spatial location x. Indeed, its magnitude in a particular patch depends on the time when the transition to the oscillatory phase happens. Since this time is a stochastic variable, so it is ζ (osc) ani , which then has a probability density associated to it. In order to estimate the ratio ρ
we denote byâ(x) the scale factor when the scaling in Eq. (4.23) finishes at x. Then, from Eq. (4.31) we find (ρ A )
end , where N osc (x) is a stochastic variable giving the remaining number of e-foldings when the scaling regime finishes at x. Using this along with Eq. (4.34) we obtain ζ
Finally, appealing now to the aforementioned existence of a successful curvaton mechanism in out-of-equilibrium patches, we can always find values for the model parameters so that the contributed curvature perturbation becomes observable, i.e. ζ ani (x) is too small to be observable.
The prospect of a vector spot
As previously explained, the constraint on the anisotropy parameter in Eq. (4.21) does not apply if the vector field perturbation, and hence the corresponding curvature perturbation ζ ani (x), is statistically inhomogeneous. Our relation in Eq. (4.36) demonstrates that this is precisely the case for the model under study. As a result, we can envisage now a situation in which ζ ani (x) becomes observable only in sparse regions of the Universe. Since the contribution ζ (osc) ani (x) is too small to be observable in that case, the corresponding prediction for the anisotropy parameter g (osc) * (x) may easily respect Eq. (4.21). Moreover, when the vector perturbation is highly anisotropic, which happens form < H in out-of-equilibrium patches, the corresponding prediction for g (out) * can become much larger than g (dec) * (x). Now, since we are focusing on the anisotropic part of ζ, using Eqs. (4.20) and (4.36) we obtain the relation
(4.37)
In principle, this relation can be put forward to motivate the search for isolated regions in the Universe (in particular in the last scattering surface) where g * is in excess of the observational bound g * 2 × 10 −2 . This affords us to hypothesize the existence of a Vector Spot in the CMB. In this sense, it is worth recalling that although non-Gaussianity of the CMB is strongly constrained by observations, with |f N L | O(1) [12, 13] , such a straitjacket does not preclude the emergence of the large non-Gaussian fluctuation known as the Cold Spot. Simili modo, one might regard the observational bound on g * as analogous to those on f NL , thus allowing for local violations of the former, as suggested by Eq. (4.37). Needless to say that, owing to the local nature of the fluctuation here discussed, an eventual detection of a Vector Spot would be inescapably affected by the same a posteriori issues as the Cold Spot.
Conclusions
In this paper, we have investigated a framework to provide a common origin for the largeangle anomalies in the Cosmic Microwave Background. This is based on the generation of statistical inhomogeneous fluctuations in isocurvature fields of mass m ∼ H, which are then interpreted as the seeds for the large-angle anomalies. Given that some anomalies can have an origin different than others, our framework envisages that they are realized through different mechanisms using different isocurvature fields, and hence our framework should be able to generate statistical inhomogeneous fluctuations in a number of fields. To secure the abundance of candidate fields, we focus on scalar fields with masses m ∼ H, since these are generic in supergravity theories. In particular. The paper is then divided into two parts, the generation of statistical inhomogeneity in a single isocurvature field and, secondly, the study of different mechanisms to provide a realization for different anomalies.
To address the first part, we investigate the dynamics and observational implications of a single isocurvature field, σ, when its initial conditions are generated during a sustained stage of fast-roll inflation and focusing on c σ = O(10 −1 ). We emphasize that the fastroll stage utilized in our framework bears an important difference with respect to similar stages considered in the literature. In our case, the fast-roll stage gives way to slow-roll inflation many e-foldings before the largest cosmological scales exit the horizon, and hence the curvature perturbation imprinted by the inflaton on CMB scales is the one predicted in slow-roll inflation. We show that if ǫ is sufficiently large during the fast-roll so that 3 − 2ν < 0 (see Eq. (2.9)), the field variance Σ 2 undergoes an unstable growth. If this persists for long enough, at the onset of the slow-roll the magnitude of a typical fluctuation can be much larger than the amplitude of the equilibrium fluctuations in de Sitter space. Consequently, a large ǫ during the fast-roll stage induces an out-of-equilibrium configuration in the classical field at the onset of the slow-roll. In Fig. 2 we demonstrate this behavior for fast-roll stages of moderate length, namely N nsr = 20 − 30 e-foldings, and for ǫ = 0.2 − 0.3 and c σ = 0.15.
To describe the dynamics of σ during the subsequent slow-roll stage, which we allow to happen with cosmological scales still within the horizon, we consider the interaction of σ with other scalar degrees of freedom, χ, through a term of the form g 2 σ 2 χ 2 . In that case, the evolution of σ greatly depends on the initial value σ sr at the onset of the slow-roll. If σ sr > σ c , the χ field becomes heavy and contributes to the effective mass of σ only through quantum corrections, which we disregard. Owing to the fluctuations undergone by σ during slow-roll, its interactions with the χ field become dynamically important at different times in different locations. As a result, it becomes possible to find regions where σ remains in its slow-roll stage until the end of inflation, whereas in other regions σ is already oscillating before the end of inflation. Due to the different scaling undergone by σ, Eqs. (2.21) and (2.22) , at the end of inflation its value greatly differs from one class of regions to the other. From the necessary condition for this behavior to appear, i.e. σ * > σ c , we obtain a constraint for the coupling g, Eq. (2.25), and another one for the length of the primary phase N p sr , Eq. (2.26). Restricting ourselves to c σ = O(10 −1 ), we find that primary slow-roll inflation can only last for a few tens of e-foldings, at most. This is an important result, for it shows that the emergence of out-of-equilibrium patches entails a significant constraint on the length of primary inflation.
To estimate the stochastic properties of the distribution of out-of-equilibrium patches, Eqs. (3.6), (3.10) and (3.12), we utilize the absorbing barrier approximation, implemented through the boundary condition in Eq. (A.1). This affords us to use a simple analytical expression to obtain a rough estimate on the abundance of out-of-equilibrium patches. Also, to estimate the scale-dependent behavior of the distribution of patches, we simplify their geometry approximating it by a sphere. We then find that the relative number density of out-of-equilibrium patches decreases very rapidly as we decrease the scale, Eqs. (3.13) and (3.14) (see also Figs. 6 and 7 ). This suggests that if out-of-equilibrium patches have observable consequences on scales corresponding to CMB anomalies, one can expect that the significance of any anomalous signature (caused by the existence of patches) on smaller scales will quickly reduce.
Despite its usefulness, the absorbing barrier approximation involves a questionable assumption, for it entails the instantaneous transition of σ to its oscillatory regime. As a result, this approximation underestimates the abundance of out-of-equilibrium patches and, more importantly, results in a fictitious magnification of the level of tuning necessary for the emergence of out-of-equilibrium patches, Eqs. (3.8) and (3.9) (see Fig. 5 ). Then, we explore a phenomenological model, Eqs. (D.1) and (D.4) (see Fig. 12 ), in which the transition to the oscillatory phase of σ takes place in the finite timescale τ t . We set H * τ t = O(1) and reevaluate the abundance of patches at the end of inflation, Eq. (3.16) (see Fig. 12 ), and the level of tuning, confirming that it becomes significantly alleviated, Eqs. (3.8) and (3.17) (see Fig. 8 ). Our results show that if the appropriate conditions are given, i.e. a fast-roll stage with the appropriate N fr and ǫ, the probability for the emergence out-of-equilibrium patches becomes independent of g in the range shown in Eq. (3.18), thus encompassing our range of interest c σ ≥ O(10 −1 ) (see Fig. 8 ). More importantly, this probability remains at the percent level, which then offers an avenue to explain CMB anomalies without having to resort to alternative hypotheses more unlikely that the very existence of anomalies.
In the second part of the paper, we explore the observational implications that the emergence of out-of-equilibrium patches may have in relation to some of the CMB anoma-lies. Regarding the Cold Spot we develop a local version of the inhomogeneous reheating mechanism. The essence of the mechanism is that out-of-equilibrium patches (where σ retains a relatively large value σ ∼ σ c ) are the only regions where the inflaton's decay rate becomes sufficiently perturbed to affect CMB temperature fluctuations. Depending on the monotonic behavior of Γ(σ), we can obtain enhanced matter underdensities (as in Eq. (4.2) ), giving rise to anomalous hot spots when they appear in the last scattering surface. On the other hand, we can also obtain enhanced matter overdensities (as in Eq. (4.3) ), which results in anomalous cold spots when they appear in last scattering surface. We compute the contribution to the curvature perturbation ζ σ in Eq. (4.10) using the decay rate in Eq. (4.2), assuming a matter dominated Universe until reheating and allowing for the possibility of oscillations of σ before reheating. Moreover, we allow the reheating temperature to vary in the interval 10 5 GeV ≤ T rh ≤ 10 9 GeV, where gravitino production is less problematic. The existence of allowed space for M (regardless of the existence of an oscillatory phase for σ before reheating), found after imposing that ζ σ becomes observable and restricting g and c σ to their allowed ranges, Eqs. (4.12) and (4.14), demonstrates the feasibility of the local inhomogeneous reheating to account for the Cold Spot (see Fig. 9 ) by means of an enhanced overdensity in the last scattering surface.
To account for the power deficit at low multipoles, we seek guidance from recent developments and investigate whether our prototypic isocurvature field σ can play the role of a curvaton field generating an anti-correlated CDM/baryon isocurvature perturbation. Our results, summarized in Fig. 10 , demonstrate that out-of-equilibrium patches (with angular sizes corresponding to 2 ≤ ℓ ≤ 40 and the abundances in Eq. (4.18)) can indeed arise even after a non-negligible phase of primary slow-roll inflation following the fast-roll stage. In particular, we illustrate our results allowing N (4.19) demonstrates that, indeed, the emergence of out-of-equilibrium patches of σ can account for the power deficit at low ℓ by identifying σ with a right-handed sneutrino.
As a final application, we consider the breaking of statistical isotropy due to a cosmological vector field A µ . In spite of its phenomenological interest, a cosmological vector field may give rise to an anisotropic contribution to the curvature perturbation, which is strongly constrained by observations, Eqs. (4.20) and (4.21) . Nevertheless, such a constraint can be avoided if the vector field imposes an statistically inhomogeneous perturbation. To investigate this idea we aim at a local version of the vector curvaton mechanism, using a stable massive vector field model as a basis, Eqs. (4.22) and (4.23), coupled to our prototype field σ through the kinetic function f (σ) and taking for granted the necessary conditions to secure the emergence of out-of-equilibrium patches in σ at the end of inflation. In out-of-equilibrium patches, the evolution of A µ is the same as for the successful vector curvaton used as a basis. Consequently, A µ can imprint a sizable, highly anisotropic contribution ζ ani (x) to the curvature perturbation if it remains light until the end of inflation. The evolution of A µ , on the other hand, becomes very different in patches where σ reaches its oscillatory regime before the end of inflation. Identifying the onset of the oscillatory stage with the end of the scaling regime in Eq. (4.23), we show that the energy density ρ A becomes suppressed after σ starts oscillating, Eq. (4.31). The consequence of this suppression is that the corresponding contribution ζ ani (x) becomes unobservable, Eqs. (4.34)-(4.36). Therefore, by coupling A µ to our prototype field σ we discover that it is indeed possible to imprint a highly anisotropic contribution to the curvature perturbation in sparse regions of the Universe. Additionally, as a natural spin-off emerging from this conclusion, we may conjecture the existence of a Vector Spot in the Cosmic Microwave Background. Nevertheless, the eventual identification of such a vector spot would be affected by the same a priori issues as the Cold Spot.
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A On boundary conditions
The use of boundary conditions different from those in Eq. (2.15) can be motivated as follows. As discussed in Sec. 2.3, σ becomes suppressed after entering the oscillatory regime during inflation, and hence we expect that it does not have observational consequences. Therefore, we are mainly interested in out-of-equilibrium patches, where σ retains a large value until the end of inflation. To obtain the main qualitative features on the statistics of these regions, we make the following simplifying assumption: If field interactions (responsible for the transition to the oscillatory phase) become important at any time during inflation in a given patch, i.e. whenever σ = σ c , we will assume that by the end of inflation the field has been oscillating for a sufficiently long time so that its typical value becomes negligible in that patch. Such an assumption can be easily conveyed to the probability density P k (σ, t) by imposing the so-called absorbing barrier boundary conditions [143, 144] 
In the context of inflation, boundary conditions of this sort have been discussed in [66, 145] . An important caveat to have in mind is that Eq. (A.1) implies an instantaneous transition to the oscillatory regime. However, since this transition is caused by the production of superhorizon fluctuations of the χ field, the natural expectation is that the transition takes place in the Hubble timescale. Consequently, although the absorbing barrier approximation constitutes a convenient computational tool, it will only provide us with an estimate on the statistics of out-of-equilibrium patches. In particular, since Eq. (A.1) causes the disappearance of the classical field earlier than expected, we can anticipate that the absorbing barrier approximation underestimates the abundance of out-of-equilibrium patches. This is confirmed in Sec. 3.4, where we seek to overcome this drawback by proposing a phenomenological model whereby the transition of σ to the oscillatory phase occurs in the Hubble timescale. In any case, it is worth emphasizing too that the approximation examined in this section provides the minimal case scenario to study the implications of out-of-equilibrium patches.
Yet another issue to take care of when imposing Eq. (A.1) is the validity of the solution in Eq. (3.3), for this was obtained imposing the boundary condition Eq. (2.15). Therefore, since we evaluate Eq. (3.3) at the end of inflation to obtain Eq. (3.5), the latter remains valid as long as P k (σ, t) is sufficiently away from the boundary until the end of inflation. This situation, however, describes the case when σ remains in slow-roll in the entire observable Universe and, as already stated, this is not the situation of interest to us. Instead, to treat the case when out-of-equilibrium patches appear in sparse regions of the Universe we must describe the evolution of P k (σ, t) as field interactions start to become dynamically important, namely when P k (σ, t) traverses the barrier at σ c . The difficulty in this case is that the evolution can become significantly complicated. For example, if P k (σ, t) reaches the barrier for t < t k , then D k = D, and the probability density obeys the usual Fokker-Planck equation in Eq. (2.13). As a result, the Gaussian solution in Eq. (3.3) becomes distorted in the neighborhood of the absorbing barrier in order to comply with the boundary condition Eq. (A.1) [66] . However, the behavior of P k (σ, t) is very different when it reaches the barrier for t > t k . Since D k = 0 in that case, the modified Fokker-Planck equation becomes a first order one in σ, thus admitting propagating solutions in just one direction. This implies that P k (σ, t) becomes "absorbed" by the barrier at σ = σ c without undergoing any distortion. It can be verified numerically that as the diffusion coefficient decreases, i.e. for D ≪ H 3 /4π 2 , the solution to the usual FokkerPlanck equation Eq. (2.13) with the boundary condition Eq. (A.1) approaches the solution with D k = 0. In particular, we checked this agreement numerically down to values as small as D = 10 −2 H 3 /4π 2 . We thus conclude that the solution in Eq. (3.3) holds exactly until the end of inflation in the physical region σ ≥ σ c (thus affording us to use Eq. (3.5)) provided P k (σ, t) reaches the barrier for t > t k , namely after the scale k −1 becomes superhorizon. Below we show how this consistency condition can be satisfied for the range of scales probed in the CMB if σ * is sufficiently larger than σ c .
A.1 Consistency condition for CMB scales
Once CMB scales are outside the horizon, the probability P k (σ, t) still has to evolve for a few tens of e-foldings before the end of inflation. During this time, the mean fieldσ decreases by a factor exp [−c σ (N * − N CMB )/3], where N CMB ≃ 9 is the number of e-foldings necessary for CMB scales to cross outside the horizon. In our range of interest c σ = O(10 −1 ), such a factor can become larger than unity, thus implying a significant evolution of P k (σ, t). As a result, if field interactions are already important when CMB scales exit the horizon, namelȳ σ ∼ σ c , the expected outcome is that the most part of P k (σ, t) has been absorbed by the barrier before the end of inflation. In that case, σ finds itself oscillating in the entire Universe at the end of inflation, thus becoming too small to have any observational consequence. The simplest manner to avoid this situation consists in setting σ * sufficiently large. Note that this requires certain amount of tuning, for too large a value of σ * might equally preclude the emergence of out-of-equilibrium patches at the end of inflation. For the time being, we analyze the consistency condition that affords us to use Eq. (3.5), deferring the discussion on parameter tuning to the Appendices B and D.1.
To establish the consistency condition validating the use of Eq. (3.5) we utilize the variable ξ(k, t) introduced in Eq. (3.6). Then, most of the probability P k (σ, t) is far from the boundary at σ c as long as ξ(k, t) > O(1). For practical purposes, it suffices to consider ξ ≥ 2, which corresponds to more than 99% of the field distribution above the barrier. Using Eq. (3.4) and that N ≤ N CMB while CMB scales are crossing outside the horizon, we obtain the boundsσ(t)
. Substituting into the definition of ξ we obtain the corresponding lower bound, which grows with the ratio σ * /σ c , as expected. As an example, for any g ≤ O(1) and c σ = O(10 −1 ) we find that it suffices to take σ * /σ c ≤ 3 to satisfy ξ ≥ 3 (more than 99% of P k (σ, t) above the barrier) until CMB scales exit the horizon. Nevertheless, we notice that the ratio σ * /σ c cannot be arbitrarily large, for ρ σ must remain subdominant during inflation. Using σ c ∼ g −1 H * to rewrite Eq. (2.24) as an upper bound for the ratio σ * /σ c we obtain
The strongest constraint is obtained when the right-hand side is at its minimum, for c σ = 
B A first look at parameter tuning
Before computing I in Eq. (3.7) we recall that in our setting inflation begins with σ = 0 and that, following the discussion in Sec. 2, we consider a sustained phase of fast-roll (characterized by a constant ǫ and lasting for N fr e-foldings) during which the field variance Σ 2 undergoes an unstable growth due to the rapid evolution of the background, according to Eq. (2.9). After that, the fast-roll stage gives way to N sr e-foldings of slow-roll inflation.
To clarify our discussion, in Fig. 11 we illustrate the probability density G(σ) along with a number of possible situations (cases I to III) leading to the formation of patches at the end of inflation. In case I, N fr and ǫ are such that the growth of Σ during the fast-roll stage is insufficient for G to encompass the range ∆σ within the expected region. The integral I in this case becomes exponentially small. In case II, the growth undergone by Σ is enough so that the central region of G encompasses the range ∆σ, with the latter still comparable to Σ. In this instance, I can become of order 1, and hence the generation of patches becomes an expected outcome. Case III arises when Σ grows much larger than ∆σ. As a result, the formation of patches requires a considerable tuning of the initial value σ sr , since this must be confined to a very narrow interval. I III II Figure 11 . Field distribution G(σ) at the onset of slow-roll inflation. Regions I, II and III represent different cases leading to the formation of out-of-equilibrium patches at the end of inflation.
Here, an important point to stress is that Σ depends on the inflationary model through N fr and ǫ. Therefore, the required model must be able to accommodate an epoch of fast-roll inflation ending well before cosmological scales exit the horizon and generating an initial condition for σ compatible with the emergence of out-of-equilibrium patches. Further imposing the agreement of the subsequent slow-roll inflation with observations one can find the allowed range for N fr and ǫ, and from these, the allowed range of parameters of the inflationary model. This is precisely how our framework can be used as a tool to discriminate models of inflation: by demanding that I in Eq. (3.7) is not too small. Although models satisfying this requirement can be presumably built, their construction and further exploration is beyond the scope of this paper and, consequently, the scenario here presented lacks the necessary input to evaluate the above integral.
Despite this rather inconclusive statement, it is still possible to obtain valuable information to assess whether the emergence of out-of-equilibrium patches is a likely outcome. To see this, first we need to compute ∆σ. According to Eq. (3.6), to constrain F(k) to a given range [F min , F max ] we impose that at the end of inflation ξ satisfies where ∆ξ ≡ ξ max − ξ min . Clearly, to avoid case I (see Fig. 11 ) we must require that σ sr (ξ min ) lies within the expected region, i.e. σ sr (ξ min ) Σ. Therefore, owing to the exponential factor in Eq. (B.2), a large value of c σ N sr quickly tends to make the emergence of patches an unlikely event, unless this is conveniently counteracted by a similar growth of Σ during the fast-roll stage. In this sense, and to minimize our demands from the fast-roll stage, it is desirable to stick to values of N sr somewhat larger than N * , but not much larger so as to make the emergence of patches unlikely, as in case I. In any case, we recall that the constraint in Eq. (2.26) must be satisfied.
To go beyond general conclusions and make quantitative statements about the integral in Eq. (3.7) we need to make some assumptions regarding Σ. For example, a meaningful question to investigate is how likely is the appearance of patches, provided the appropriate conditions for that to happen are a priori assumed. Based on our previous discussion, by appropriate conditions here we mean that σ sr (ξ min ) ∼ Σ. As illustrated in Fig. 11 , cases II and III satisfy this requirement, but only in case III the emergence of out-of-equilibrium patches becomes very unlikely. Therefore, we want to find out how model parameters determine which of the two cases arises. Taking Σ = σ sr (ξ min ) for concreteness we can finally compute I, obtaining Eq. (3.8).
In this setting, the transition to the oscillatory phase is dictated by the dynamics of the δ-like impulses. Regarding their propagation, we choose to keep our approach in the simplest and take the location of the δ-like impulses to evolve exactly as the mean fieldσ during the slow-roll [c.f. Eq. (3.4) ]. At any time t, the location of the pulse generated at τ ≤ t is then Figure 12 . Plot of the extended probability density P approximation clearly underestimates the abundance of out-of-equilibrium patches. Our plot evidences how the temporary survival of the extended probability P (ext) k below σ c delays the suppression of F ext (k), thus allowing the persistence of out-of-equilibrium patches in sparse regions of the Universe for longer times. In turn, this tends to make their emergence more natural. This important point is further discussed below.
D.1 Parameter tuning revisited
To estimate the level of tuning it will be useful to reproduce the result in Eq. (3.8) in a different manner. To recompute I we first obtain the range ∆σ in Eq. (B.3) using the time lapse during which ξ min ≤ ξ(k, t) ≤ ξ max . Defining t max and t min as the time when ξ = ξ max and ξ = ξ min , respectively, the length of this lapse is ∆t ≡ t max − t min . Also, we must have t min ≤ t end ≤ t max so that out-of-equilibrium patches emerge with a fraction within the limits determined by ξ min and ξ max . Moreover, we may assume that during this lapse P k (σ, t) moves at an approximately constant speed, given by the mean velocityσ evaluated atσ = σ c . This approximation holds whenever the width of P k (σ, t) satisfies Σ k (t) < σ c for t in the interval [t min , t max ]. But since Σ k decreases for t > t k (see Eq. (3.4)), the condition Σ k (t) < σ c for t min ≤ t end ≤ t max implies 11 Σ k (t end ) < σ c . Using the latter, we can approximate the length In fact, it can be shown that Σ k (t) remains nearly constant if Σ k (t) < σc for tmin ≤ t ≤ tmax. Since P k (σ, t) is crossing the barrier during this lapse, we can write σ =σ + ∆σ, withσ ≃ σc and |∆σ| ∼ Σ k . Therefore, assuming that Σ k (t) < σc implies that P k (σ, t) needs to move only a small amount in field space, namelyσ(tmax) ≃σ(tmin), so that ξ crosses the interval [ξmin, ξmax] . Using now that bothσ and Σ k decrease proportionally to exp(−cσN/3) we have 6) and hence Σ k (t) remains nearly constant.
Using ∆t in Eq. (D.7) and the a priori condition Σ = σ sr (ξ min ) we find
Given that Σ k (t end )/σ c < 1 for natural values of g and c σ , we can Taylor expand the exponential, obtaining the result in Eq. (3.9) to first order in c σ .
The usefulness of this computation is twofold. On the one hand, it serves to illustrate the essential fact that ∆t determines the range of σ sr compatible with the emergence of outof-equilibrium patches with the designated abundances. On the other hand, since F ext (k) cannot be solved analytically, the above computation furnishes us with a method to estimate I using ∆t, which is directly related to transition timescale τ t in our phenomenological model. Now, to estimate I we need to recompute ∆t taking into account the influence of the transition timescale τ t . Since the amplitude of the δ-like impulses in Eq. (D.3) decreases by a factor of e in a time τ t , its contribution to F ext (k) decreases by about one order of magnitude in a time ∼ 2τ t . Owing to this, the length of lapse during which ξ traverses the interval [ξ min , ξ max ] is enlarged, at least, by an amount of order 2τ t . This can be appreciated too by inspecting the numerical results depicted in Fig. 12 . Therefore, by replacing ∆t → ∆t = ∆t + 2τ t (D.10)
in Eq. (D.8) we recompute σ sr (ξ max )/Σ, obtaining Eq. (3.17). An important aspect of this result is that when c σ is large enough so that ∆t ≃ 2τ t , the integral I grows with c σ . This happens because the exponential in Eq. (3.17) is dominated by the second term, thus implying the growth of I with c σ (see Eq. (3.8)).
