Abstract. This paper presents a novel strategy to perform skin lesion segmentation from dermoscopic images. We design an effective segmentation pipeline, and explore several pre-training methods to initialize the features extractor, highlighting how different procedures lead the Convolutional Neural Network (CNN) to focus on different features. An encoder-decoder segmentation CNN is employed to take advantage of each pre-trained features extractor. Experimental results reveal how multiple initialization strategies can be exploited, by means of an ensemble method, to obtain state-of-the-art skin lesion segmentation accuracy.
Introduction
Since 2016, the International Skin Imaging Collaboration (ISIC) has been gathering public datasets and hosting multiple challenges and workshops, stressing the relevance of skin lesion analysis [9] . Many efforts have been given in order to aid professional dermatologists in the detection of malignant melanoma which, being the most dangerous type of skin cancer, holds a substantial death rate.
Skin lesion segmentation is a fundamental step in the automated melanoma detection process, defined as the recognition of the set of pixels that constitute the skin lesion within the image. This task can be especially troublesome due to the vast variety of skin characteristics among different people, and the subjectivity of the definition of skin lesion borders. State-of-the-art approaches on this field have proved once again the effectiveness of deep learning algorithms, as a matter of fact, Convolutional Neural Networks (CNNs) are currently the cornerstone of medical images analysis. Segmentation CNNs are able to extract features through a contracting path and exploit them to generate a segmentation mask across the expanding path; the size of feature maps decreases progressively in the former, whereas in the latter it increases back to the input resolution thanks to up-sampling operators and fractionally-strided convolutions, thus producing an encoder-decoder architecture. U-Net [29] is a noteworthy example of such kind of neural networks, it is characterized by an equal number of layers in the two distinct paths and by skip connections, which have the purpose of concatenating features between the two distinct sections.
Unfortunately, in order to be trained, deep learning algorithms require huge amounts of data, which are often hard to obtain and particularly expensive to annotate, especially in medical fields. The need for a large annotated medical imaging dataset can be mitigated by pre-training neural networks with an already existing collection of natural images, like ImageNet [10] . Indeed, the first convolutional layers of every CNN learn to recognize simple elements like lines and colors, making them useful across different tasks and datasets [23] . Learning features from wider datasets and re-using them in different tasks can be seen as a form of transfer learning. The choice of the dataset employed to learn low-level features can introduce biases towards certain features and characteristics, and this should be taken into account especially when dealing with medical imaging. For example, CNNs trained using ImageNet are strongly biased in recognizing textures rather than shapes [13] .
In this work, we address the problem of skin lesion image segmentation taking into account the trade-off between training a model from scratch and employing images of a very different nature through transfer learning. In particular, we design a CNN-based ensemble model that, exploiting different pre-training strategies, obtains the state-of-the-art performance on skin lesion segmentation when trained on the ISIC skin lesions dataset and on synthetically generated samples.
The rest of the paper is organized as follows. In Section 2 relevant proposals on image segmentation are summed up. Section 3 describes the pre-training strategies adopted to push the effectiveness of the proposed ensemble strategy, which is then described in Section 4. In Section 5 the performance of our proposal are compared with state-of-the-art model, highlighting its validity. Finally, Section 6 draws some conclusions.
Related Work
In the last decades, a lot of effort has been devoted to solving the problem of automated skin lesion segmentation, promoting the development of different approaches: histogram thresholding [26, 39] , edge-based [8, 30] , region-merging [12, 31] , and supervised learning [11] . Nevertheless, CNNs are now one of the most powerful tools in machine learning and computer vision. They are able to learn features directly from input image data, with no need of hand-crafted features. In a typical classification task a convolutional network produces a single label as output. However, in other visual tasks such as segmentation [17, 36] , a pixel-wise output information is required, having a critical point in the mapping of low resolution features into input resolution.
In 2015, Ronneberger et al.proposed the so called U-Net [29] , which consists of a contracting encoder network that extracts high resolution features from the input image and followed by an expanding decoder model to produce a full-resolution segmentation. This model employs skip connections between the downsampling and upsampling path, applying a concatenation operator in order to provide coarse contextual information when upsampling.
In DeepLabv1 [6] , atrous convolutions were introduced. Instead of repeatedly reducing the dimension of feature maps, each convolutional filter of the network is upsampled in size and filled with zeroes in between filter values. This allows to avoid the use of pooling operations, which are responsible for the spatial resolution reduction, and thus cause a lower output segmentation quality. DeepLabv3+ [7] is a state-of-the-art segmentation CNN. It employs atrous convolutions, residual blocks [16] , and a decoder module to refine the segmentation results.
In 2017, Mask R-CNN [15] was able to surpass other instance segmentation methods. This approach combines object detection, which aims to classify and localize individual objects using a bounding box, and semantic segmentation, which has the goal of classifying each pixel given a fixed set of classes. This strategy extends Faster R-CNN [14] , adding a Fully Convolutional Network (FCN) to predict segmentation masks for each Region of Interest (RoI) in a pixel-to-pixel fashion.
Learning to Extract Features
In order to design an ensemble of CNNs that can effectively segment skin lesion images, we select DeepLabv3+ [7] with a ResNet-101 [16] backbone as the baseline architecture, and explore several pre-training strategies. This Section discloses three different pre-training methods employed to obtain three different initializations of ResNet-101, the features extractor for our segmentation neural network.
ISIC Task 3
The International Skin Imaging Collaboration, in 2018, hosted a challenge split in three tasks: lesion segmentation, lesion attribute detection and disease classification. A public dataset of 10 015 dermoscopic images was divided by experts into 7 different classes, illustrated in Fig. 2 . In the interests of obtaining a features extractor effective on dermoscopic images, we train ResNet-101 to correctly classify skin lesion images in the 7 original classes, taking advantage of the 10 015 annotated samples from the ISIC dataset [34] . The network is trained for 15 epochs, using a weighted Cross-Entropy Loss, an initial learning rate of 0.0001, and the Adam optimizer [20] . Fig 3 provides a useful visualization of which sections of the input image mostly affect the hidden representation that the network obtains after the last convolutional layer, right before employing the fully-connected layers designed for classification. The heatmaps obtained by applying the Grad-Cam technique [32] , suggest that our features extractor implicitly learns to coarsely detect the skin lesion.
Autoencoder
Data annotation for the image segmentation task is extremely expensive, it requires an expert dermatologist to perform an extremely time consuming and uninspiring job. Therefore, we try to exploit many dermoscopic images that were never given manual annotation through a form of unsupervised learning. Taking advantage of the encoder-decoder architecture of DeepLabv3+, an autoencoder is built in order to obtain a version of ResNet able to map skin lesion images to a meaningful hidden representation. The model of our autoencoder is identical to DeepLabv3+ [7] , with 3 output classes (RGB channels). It is trained using, again, the 10 015 images from the ISIC classification task for 10 epochs, employing the mean squared error loss. The learning rate is initially set to 0.0001 and then influenced by the Adam optimizer [20] . Fig. 4 shows that the autoencoder struggles to recreate the original background skin color and texture, but promptly generates a coherent lesion in the correct position, which is the most important element for our final goal.
GAN
Generative Adversarial Networks (GANs) are often used to create unlabeled examples, which cannot be directly employed for the training of a supervised algorithm [38] . Following the approach introduced in [27, 28] , we improve the role of GANs in the training process by designing an architecture able to generate both the skin lesion image and its segmentation mask, making it extremely easy to exploit new synthetic images as additional training data. We modify the GAN proposed by Karras et al. [19] in order to feed it 4-channels images: the first three channels are the R, G and B components and the fourth one is the binary segmentation mask. Instead of generating a fixed number of samples, the generator is required to provide new couples image-mask for each training batch. An example of the generated images is shown in Fig. 5 .
The GAN is trained to generate 256 × 256 images and segmentation masks. Most images present realistic details, like a well delivered presence of hair, black corners representing real camera characteristics, and pen marks. Moreover, the generative model produces segmentation masks that look very coherent with the respective generated images.
Learning to Segment Skin Lesions
To take advantage of the pre-trained backbones, DeepLabv3+ is fine-tuned following the training protocol outlined in [7] . Input images are resized to 513 × 513 pixels, the learning rate is initially set to 0.007 and then multiplied by (1 − iter max_iter ) 0.9 , following the poly policy [25] . The output stride is fixed to 16, the network is trained for 60 epochs, and the early stopping strategy is employed. During the whole fine-tuning process, the learning rate is multiplied by a factor of 10 for layers outside of ResNet-101, in order to take full advantage of the pre-training process applied to the features extractor. Data augmentation is performed by randomly rotating, flipping, shifting, shearing and scaling input images, and by changing the color contrasts.
To enhance the fine-tuning process, the official 2017 training set of 2 000 images is enlarged using several dermoscopic images gathered from the public ISIC archive. In order to remove potentially disadvantageous samples, every supplementary image is first fed to a state-of-the art segmentation CNN. Images segmented with an Intersection over Union lower than 0.60 are considered incorrect and thus removed from further analysis. To build the final training set, we select the 1 500 dermoscopic images that offer a ground truth segmentation mask where the skin lesion fills at least the 10% of the image. We thus obtain a 3 500 images training set. In order to encourage the network to focus on the correct section of input images, we remove redundant background from the input samples. During training, every ground truth segmentation mask is exploited to obtain the bounding box containing the skin lesion, and every dermoscopic image is cropped accordingly ( Fig. 6a and Fig. 6b ). During inference, input samples are cropped in accordance with bounding boxes obtained through Mask R-CNN [15] , pre-trained on the COCO dataset [24] and then fine-tuned on the 2017 ISIC original training set. Mask R-CNN produces bounding boxes with an Intersection over Union of 0.886 on the 2017 public test set. This pipeline, illustrated in Fig. 6 , improves the Intersection over Union accuracy of the segmentation framework by 0.045. However, cropping images by means of an object detection network can erase meaningful portions of the segmentation CNN input, propagating the error from the first network to the next one. To tackle this drawback, bounding boxes can be directly supplied to the segmentation CNN, without forcing it to discard the sections of the input image classified as background by the detection tool. We thus feed the segmentation network with a 4-channels input: R, G, B, and the skin lesion bounding box in the form of a binary mask, where white pixels represent the foreground and black pixels represent the background. Improvements delivered by adding an object detection network to the process are shown in Table 1 .
The Ensemble Method
As observed by Krogh et al. [21] and Chandra et al. [5] , a key point on ensemble learning is that the hypotheses should be as accurate and as diverse as possible. In our work, such properties were prompted by applying different strategies. Even though the performance of the various CNNs are comparable, different networks focus on different features, greatly increasing the effectiveness of the ensemble. Fig. 7 displays how the features extractor pre-trained to build the Fig. 7 . Examples of model outputs when using different pre-trained feature extractors.
(a) and (e) are the original images, (b) and (f) are the outputs when using a features extractor pre-trained with ImageNet, (c) and (g) are the outputs of the CNNs that exploit the features extractor described in Section 3.2. Finally, (d) and (h) represent the ground truth.
autoencoder described in Section 3.2, seems to give much importance to darker shades of colours, whereas the CNN that employs the features extractor formerly used to classify natural images from ImageNet, produces segmentation masks less attentive to this particular feature, focusing on higher level structures instead. For each pixel, its probability of being part of the skin lesion is obtained as the mean value across the selected CNNs. The output is then binarized with a dual-threshold method. A high threshold (0.80) is followed by blob analysis [3, 4] and the biggest object center is assumed to be the tumor center. Afterwards, a lower threshold (0.40) is applied and the final segmentation mask is given by the region which contains the tumor center. Whenever the first high threshold does not yield any object, we only apply the second one and keep its result as segmentation mask.
Experimental Results
Experimental results of the proposed networks are summed up in Table 2 . The first column shows the detection-segmentation pipeline of each CNN. It is important to notice that, when using the 4-channels strategy described in Section 4.1, the first layer of the features extractor is required to deal with four channels instead of three, and thus to be re-trained from scratch. Since every network described in Section 3 was pre-trained using dermoscopic images, we fine-tune them using the cropping strategy to avoid a random re-initialization of the first layer of filters.
In order to further increase the diversity between predicted masks, and hence the effectiveness of the ensemble architecture, we employ two different loss func- tions during training (second column of Table 2 ): the cross-entropy loss 1 in its binary form and the Tanimoto distance defined as
where t ij is the target value of the pixel at coordinates (i, j), and p ij is the real output. Note that t ij is either 0 or 1, while p ij is a real number in range [0, 1].
The third column of Table 2 presents the pre-training procedure applied to each network. Values Classes, AE, and GAN refer to Sections 3.1, 3.2, and 3.3 respectively. The value None represents a network trained from scratch, included for comparison. The last four columns of the Table present the accuracy of each network, on both the validation set and the test set from the ISIC 2017 challenge. IoU stands for Intersection over Union, which is the official evaluation metric of the 2017 ISIC challenge. TIoU means Threshold Intersection over Union, an adaptation of Intersection over Union that reflects the number of images in which automated segmentation fails, by giving a score of 0 to images segmented with an Intersection over Union lower than 0.65. Both of the metrics show similar results when testing different initialization methods, but stress the importance of employing a pre-trained feature extractor: CNNs trained from scratch (value None in the third column) show the worst results. Table 3 displays the results obtained by merging the output of resulting CNNs through the ensemble strategy described in Section 4.2. The proposed pipeline clearly outperforms state-of-theart segmentation algorithms when applied on skin lesions.
Method
Test IoU
Test TIoU
Ours (ensemble) 0.850 0.827 SegAN [35] 0.785 --GAN Augmented [27] 0.781 --DCL-PSI [2] 0.777 --DeepLabv3+ * [7] 0.769 --(RE)-DS-U-ResnetFCN34 [22] 0.772 --SegNet * [1] 0.767 --Challenge winners [37] 0.765 --Tiramisu * [18] 0.765 --U-Net * [29] 0.740 -- Table 3 . Performance of the proposed method compared to the state-of-the-art. All the models have been trained and tested on the 2017 ISIC dataset. Reimplemented/retrained models are identified by * . IoU is the Intersection over Union, TIoU is the Threshold Intersection over Union.
Conclusion
With this paper, we tackled the problem of skin lesion segmentation by a different perspective, introducing a novel ensemble strategy to improve state-of-the-art results. We presented multiple ways to initialize a features extractor without the need to employ biases-inducing datasets. The designed segmentation pipeline takes advantage of the multiple pre-training methods, improving the overall performance. Experimental results on the ISIC 2017 dataset show the effectiveness of our approach on skin lesion segmentation. The source code of the proposed model is available in [33] .
