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Abstract
We prove gradient estimates for transition Markov semigroups (Pt) as-
sociated to SDEs driven by multiplicative Brownian noise having possibly
unbounded C1-coefficients, without requiring any monotonicity type condi-
tion. In particular, first derivatives of coefficients can grow polynomially and
even exponentially. We establish pointwise estimates with weights for DxPtϕ
of the form
√
t |DxPtϕ(x)| ≤ c (1 + |x|k) ‖ϕ‖∞, t ∈ (0, 1], ϕ ∈ Cb(Rd), x ∈ Rd.
To prove the result we use two main tools. First, we consider a Feynman–Kac
semigroup with potential V related to the growth of the coefficients and of
their derivatives for which we can use a Bismut-Elworthy-Li type formula.
Second, we introduce a new regular approximation for the coefficients of the
SDE. At the end of the paper we provide an example of SDE with additive
noise and drift b having sublinear growth together with its derivative such
that uniform estimates for DxPtϕ without weights do not hold.
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Key words: stochastic differential equations, Markov semigroups, gradient esti-
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1 Introduction and main result
We consider the transition Markov semigroup (Pt) associated to the SDE{
dX(t) = b(X(t))dt + σ(X(t))dW (t),
X(0) = x ∈ Rd, (1.1)
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where W = (W (t)) is an Rd–valued standard Brownian motion defined on a fixed
stochastic basis (Ω,F , (Ft),P) (see, for instance, [Kr95] and [Ma08]) and b : R
d →
R
d and σ : Rd → L(Rd) = Rd ⊗ Rd are C1−functions. We write
σ(X(t))dW (t) =
d∑
i=1
σi(X(t))dW
i(t),
where W i = (W i(t)) are independent real Brownian motions, i = 1, . . . , d. We
have
Ptϕ(x) = E[ϕ(X(t, x))], t ≥ 0, x ∈ Rd, ϕ ∈ Cb(Rd). (1.2)
We will prove pointwise gradient estimates such as
√
t |DxPtϕ(x)| ≤ cw(x) ‖ϕ‖∞, t ∈ (0, 1], ϕ ∈ Cb(Rd), x ∈ Rd, (1.3)
where w(x) is a suitable weight related to the growth of b and σ and of their
derivatives.
There are several recent papers on uniform gradient estimates without weights
for non-degenerate diffusion semigroups which are of the form
√
t |DxPtϕ(x)| ≤ c ‖ϕ‖∞, t ∈ (0, 1], ϕ ∈ Cb(Rd), x ∈ Rd. (1.4)
Such papers deal with the case of unbounded coefficients and even with possi-
bly irregular coefficients. We refer to [ElLi94], [Ce01], [BeFo04], [PrWa06] and
[PoPr13] and the references therein. Uniform gradient estimates related to some
non-linear parabolic equations are also considered in [PoPr13]. We also mention
that DxPTϕ(x) is of interest in financial mathematics where it is called Greek: it
represents the rate of change of the price of the derivative at time T with respect
to the initial prices; see Chapter 6 in [Nu06].
Assuming regular unbounded coefficients and the existence of a Lyapunov func-
tion, a typical monotonicity condition one imposes to obtain (1.4) is
2〈Db(x)h, h〉 +
d∑
i=1
|Dσi(x)h|2 ≤ C|h|2, x, h ∈ Rd (1.5)
(we denote by | · | and 〈·, ·〉 the norm and the inner product in Rd, d ≥ 1). Recall
that for the class of non-degenerate diffusions with b and σ globally bounded,
estimates (1.4) holds without any control on the derivatives, see e.g. Section 5 in
[St74].
In this paper we consider cases in which b and σ are regular, possibly unbounded
but condition (1.5) does not hold in general. In such situations we can prove
gradient estimates (1.3) with weights. Moreover, we provide a one-dimensional
example of SDE with additive noise and drift b with sublinear growth together
with its derivative such that uniform estimates (1.4) do not hold (see Section 6).
Using the notation a(x) = σ(x)σ∗(x), where σ∗(x) is the transposed matrix of
σ(x), we make the following assumptions.
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Hypothesis 1.1. Let γ ∈ [1/2, 1], M0 > 0 and c0 ≥ 1 and consider
f(t) =M0e
c0
∫ t
1 s
−γ ds, t ≥ 1. (1.6)
(H1) There exists L > 0 such that, for any x ∈ Rd,
2〈b(x), x〉 + Tr(a(x)) + 8c0 〈a(x)x, x〉
(1 + |x|2)γ ≤ L (1 + |x|
2)γ .
(H2) We have, for any x ∈ Rd, for any h ∈ Rd, with |h| = 1,
2|Db(x)h| +
d∑
i=1
|Dσi(x)h|2 ≤ f(1 + |x|2). (1.7)
(H3) σ(x) is invertible, x ∈ Rd. Moreover there exists ν > 0 such that
〈a(x)h, h〉 ≥ ν|h|2, x, h ∈ Rd. (1.8)
The above function f allows for non-standard growth of the derivatives of b and
σ (see also Remarks 1.3 and 1.4). For instance, when γ = 1 we have f(t) =M0t
c0
and when γ = 1/2 we have f(t) = Me2c0
√
t, t ≥ 1. However there is a balance
between the growth of the coefficients and the growth of its first derivatives.
Under the previous assumptions we prove gradient estimates (1.3) with weight
w(x) = [f(1 + |x|2)]2, x ∈ Rd.
Choosing γ = 1, we can allow σ(x) to grow at most linearly and moreover 〈b(x), x〉
≤ C (1 + |x|2), x ∈ Rd. In this case, we can allow the following polynomial growth
of the first derivatives:
2|Db(x)h| +
d∑
i=1
|Dσi(x)h|2 ≤M0 (1 + |x|2)c0 , x ∈ Rd, h ∈ Rd, |h| = 1,
and obtain
√
t |DxPtϕ(x)| ≤ C (1 + |x|2)2c0 ‖ϕ‖∞, for any ϕ ∈ Cb(Rd). A simple
one-dimensional example is
dX(t) = X(t) sin(X2(t))dt+ dW (t), X(0) = x;
in this case f(t) = 2t (c0 = 1 and γ = 1). Other cases which we can consider are
collected in Remark 1.3.
Existence and uniqueness of a strong solution X(·, x) to (1.1) is standard since
(H1) implies the well-known non-explosion condition
2〈b(x), x〉 + Tr(a(x)) ≤ L(1 + |x|2), x ∈ Rd, (1.9)
see e.g. the monographs [Kr95] and [Ma08]. We will also use hypothesis (H1) to
get Lp-estimates for f(|X(·, x)|2 + 1) (see Proposition 2.1 and Corollary 2.2).
Proving our estimates for DPtϕ = DxPtϕ requires some work because, due to
the growth of the derivatives of b and σ, we cannot exploit the classical Bismut–
Elworthy–Li formula, see [ElLi94]. Indeed under our assumptions we do not expect
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to have L2-estimates for the derivative DxX(t, x) which appears in the classical
Bismut–Elworthy–Li formula (cf. Lemma 4.2). Such L2−estimates would lead to
uniform gradient estimates which do not hold in general (cf. Section 6).
We prove weighted gradient estimates inspired by [DaDe03], [DaDe07] and
[DaDe14], introducing a suitable potential V related to Hypothesis 1.1:
V (x) = f(1 + |x|2), x ∈ Rd, (1.10)
and studying the corresponding Feynman–Kac semigroup
Stϕ(x) = E
[
ϕ(X(t, x)) e−
∫ t
0 V (X(s,x)) ds
]
, t ≥ 0, x ∈ Rd. (1.11)
More precisely, the Feynman–Kac semigroup we consider is a non-standard regular
approximation of St (cf. Sections 3 and 4.2). We shall first prove gradient estimates
for 〈DStϕ(x), h〉 then we will return to 〈DPtϕ(x), h〉, using the identity
Ptϕ(x) = Stϕ(x) +
∫ t
0
St−s(V Psϕ)(x) ds (1.12)
which follows from the variation of constants formula, see Section 4.3. Indeed
denoting by L and K the generators of Pt and St respectively, we have
L = K + V.
In order to estimate 〈DStϕ(x), h〉 we deal with a probabilistic formula for the
gradient of Stϕ which holds when b, σ and V are Lipschitz C
1-functions (see
[DaZa97]). This is why we introduce new regular approximations for b, σ and
V in Section 3. Finally, we use a local regularity result as in [MPW02] and a
localization argument to pass from Lipschitz estimates for the approximating SDEs
with regular coefficients to Lipschitz estimates for the general SDE satisfying our
assumptions (cf. Section 5). Our main result is the following:
Theorem 1.2. Under Hypothesis 1.1, there exists c = c(c0, γ,M0, L, d) > 0 such
that for any ϕ ∈ Cb(Rd), we have
√
tν |DxPtϕ(x)| ≤ c V 2(x)‖ϕ‖∞, t ∈ (0, 1], x ∈ Rd. (1.13)
Below, we make some comments.
Remark 1.3. (i) Choosing γ = 12 , we can consider the case when a(x) is globally
bounded and there exists c > 0 such that 〈b(x), x〉 ≤ c, for any x ∈ Rd. In this
case f(t) =Me2c0
√
t and (H2) becomes
2|Db(x)h| +
d∑
i=1
|Dσi(x)h|2 ≤ C e2c0
√
1+|x|2 , x ∈ Rd,
h ∈ Rd, |h| = 1; our gradient estimates are
√
tν |DxPtϕ(x)| ≤ c e4c0
√
1+|x|2 ‖ϕ‖∞, t ∈ (0, 1], ϕ ∈ Cb(Rd), x ∈ Rd.
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Remark 1.4. We stress that V (x) = f(1 + |x|2) is a Lyapunov function for the
Kolmogorov operator L associated to our SDE. More precisely, by (H1) even V 4(x)
is a Lyapunov function. This fact will be used in Proposition 2.1 and Corollary
2.2. In our approach we will also use that (cf. (3.13))
|V ′(x)| ≤ C|V (x)|, x ∈ Rd.
We end the section with some notations. We denote by | · | and 〈·, ·〉 or · the
norm and the inner product in Rd, d ≥ 1. We indicate by L(Rd) the space of all
d × d-real matrices. If A ∈ L(Rd) then Tr(A) indicates the trace of A. We use
the Hilbert-Schmidt norm ‖ · ‖ on L(Rd). Moreover, Cb(Rd) is the space of all real
continuous and bounded mappings ϕ : Rd → R endowed with the sup norm
‖ϕ‖∞ = sup
x∈Rd
|ϕ(x)|;
whereas Ckb (R
d), k ≥ 1, is the space of all real functions which are continuous
and bounded together with their derivatives of order less or equal than k. Finally,
Bb(R
d) is the space of all real, bounded and Borel mappings on Rd.
We denote by C or c generic positive constants that might change from line to
line and that may depend on c0, γ, M0, L and d if it is not specified.
2 Preliminary estimates for the solution X(t, x)
We first present estimates for E[V (|X(t, x))]. Recall that in Theorem 4.1 of [Ma08]
estimates for E(|X(t, x)|2m) are given. Here we are considering more general es-
timates (for instance, if γ = 1/2 we are establishing exponential type estimates
because in this case f(s) ∼ e2c0
√
s). Estimates as in [Ma08] are obtained by choos-
ing γ = 1.
Note that condition (2.1) is weaker than (H1) which has 8c0 instead of 2c0.
Proposition 2.1. Let γ ∈ [1/2, 1] and f as in (1.6). Moreover suppose that
2〈b(x), x〉 + Tr(a(x)) + 2c0
(1+|x|2)γ 〈a(x)x, x〉 ≤ L(1 + |x|2)γ , x ∈ Rd, (2.1)
for some L > 0. Then the solution X(t, x) verifies
E[f
(|X(t, x)|2 + 1)] ≤ ec0L tf(|x|2 + 1), x ∈ Rd, t ≥ 0. (2.2)
Proof. Recalling (1.10) in the sequel we set
g(t) = tγ so that f(t) =M0e
c0
∫ t
1
1
g(s)
ds
, t ≥ 1. (2.3)
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Let us fix t > 0. We apply Itoˆ’s formula setting X(t, x) = X(t)
V (X(t)) = V (x) +
∫ t
0
2f ′(1 + |X(s)|2)X(s) · b(X(s))ds
+2
∫ t
0
f ′(1 + |X(s)|2) X(s) · σ(X(s))dW (s)
+2
∫ t
0
f ′′(1 + |X(s)|2) |σ∗(X(s))X(s)|2ds
+
∫ t
0
f ′(1 + |X(s)|2)‖σ(X(s))‖2ds.
Using that
f ′(s) = c0f(s)g(s) , f
′′(s) ≤ f(s) c20
g2(s)
= f ′(s) c0g(s) , s ≥ 1,
we obtain
V (X(t)) ≤ V (x) + 2
∫ t
0
f ′(1 + |X(s)|2) X(s) · σ(X(s))dW (s)
+
[ ∫ t
0
f ′(1 + |X(s)|2)
{
2X(s) · b(X(s)) + 2c0
g(1+|X(s)|2) |σ∗(X(s))X(s)|2
+ ‖σ(X(s))‖2
}
ds
]
≤ V (x) + 2
∫ t
0
f ′(1 + |X(s)|2) X(s) · σ(X(s))dW (s)
+L
∫ t
0
f ′(1 + |X(s)|2)g(1 + |X(s)|2)ds
≤ V (x) + 2
∫ t
0
f ′(1 + |X(s)|2) X(s) · σ(X(s))dW (s) + c0L
∫ t
0
V (X(s))ds.
Using the stopping times τn = τn(x) = inf{t ≥ 0 : |X(t)| ≥ n} and taking the
expectation we get
E[V (X(t ∧ τn)] ≤ V (x) + c0L
∫ t
0
E[V (X(s ∧ τn))]ds.
By the Gronwall lemma we get an estimate for E[V (X(t ∧ τn))]; letting n → ∞
(note that τn ↑ ∞ because condition (1.9) holds) we get the assertion.
Corollary 2.2. Let γ ∈ [1/2, 1] and f as in (1.6). Moreover suppose that
2〈b(x), x〉 + Tr(a(x)) + 8c0
(1+|x|2)γ 〈a(x)x, x〉 ≤ L(1 + |x|2)γ , x ∈ Rd. (2.4)
Then the solution X(t, x) verifies
E[V 4(X(t, x))] = E[f4
(|X(t, x)|2 + 1)] ≤ e4c0Lt V 4(x), x ∈ Rd, t ≥ 0. (2.5)
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Proof. Taking into account that (2.4) is like (2.3) with c0 replaced by 4c0, we
define f˜(t) = M40 e
4c0
∫ t
1
1
g(s)ds, t ≥ 1, and note that f˜(t) = f4(t). By the previous
proposition we obtain easily the result.
Remark 2.3. The previous integral estimates (2.2) and (2.5) hold more generally
with a function f : [1,∞) → R as in (2.3) and a corresponding C1-function g :
[1,∞)→ R such that 1 ≤ g(s) ≤ s, for s ≥ 1.
In such case the assumptions must be changed replacing (1+|x|2)γ with g(1+|x|2).
For instance, assumption (2.4) becomes
2〈b(x), x〉 + Tr(a(x)) + 8c0
g(1+|x|2)〈a(x)x, x〉 ≤ Lg(1 + |x|2), x ∈ Rd. (2.6)
One could consider the more general condition (2.6) instead of (H1) but then it
is not clear how to obtain the results of Section 3 with g(t) instead of tγ (see in
particular (3.6)).
3 Regular approximations with bounded derivatives
for b, σ and V
Here we introduce Lipschitz C1-approximations of b, σ and V = f(1+ | · |2) which
satisfy hypotheses (H1), (H2) and (H3), possibly replacing M0 and L with cM0
and cL for some c > 0 independent of n. Note that usual approximations for
operators with unbounded coefficients do not work (see, in particular, [Lu98] and
[Ce01]).
Let η ∈ C∞0 (Rd) be a function such that 0 ≤ η(x) ≤ 1, x ∈ Rd, and η(x) = 1
for |x| ≤ 1. Moreover, η(x) = 0 for |x| ≥ 2. Let us define the C∞-mappings
Φn : R
d → Rd,
Φn(y) =
y√
1 +
(
1− η( yn)
) |y|2
n2
, y ∈ Rd, n ≥ 1. (3.1)
Note that Φn(y) = y if |y| ≤ n. Moreover, |Φn(y)| ≤ |y|, if n ≤ |y| ≤ 2n and
|Φn(y)| ≤ n if |y| > 2n. Hence, for any y ∈ Rd, we get
|Φn(y)| ≤ |y| ∧ 2n, n ≥ 1. (3.2)
In addition, for any y, h ∈ Rd, when n = 1,
DΦ1(y)[h] =
h√
1+
(
1−η(y)
)
|y|2
−y2
(
1 +
(
1− η(y)) |y|2)−3/2[− 〈Dη(y), h〉|y|2 + 2(1− η(y))〈y, h〉].
Hence, considering as before the cases |y| ≤ 1, 1 < |y| ≤ 2 and |y| > 2, we find
that there exists c = c(‖Dη‖∞) > 0 such that
sup
y∈Rd
|DΦ1(y)[h]| ≤ c|h|, h ∈ Rd.
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Writing Φn(y) = nΦ1(
y
n) we find that, for any n ≥ 1,
sup
y∈Rd
|DΦn(y)[h]| ≤ c |h|, h ∈ Rd. (3.3)
Recalling that ‖Φn‖∞ ≤ 2n, we consider the globally Lipschitz and bounded C1-
coefficients
bn(x) = b(Φn(x)), σn(x) = σ(Φn(x)), x ∈ Rd, n ≥ 1. (3.4)
Note that, for any n ≥ 1,
b(x) = bn(x), σn(x) = σ(x), |x| ≤ n, x ∈ Rd. (3.5)
Each σn satisfies (H3) with the same ν. Concerning (H1) we clearly have for
|x| ≤ n:
2〈bn(x), x〉+ Tr(an(x)) + 8c0 〈an(x)x,x〉(1+|x|2)γ ≤ L (1 + |x|2)γ ,
where an(x) = σn(x)σ
∗
n(x). Let us treat now the case |x| > n.
We can only consider the case when 〈bn(x), x〉 > 0. We find
2〈bn(x), x〉 = 2〈b(Φn(x)),Φn(x)〉
√
1 +
(
1− η(xn )
) |x|2
n2
≤ 2〈b(Φn(x)),Φn(x)〉
(
1 + |x|n
)
,
and, similarly,
Tr(an(x)) +
8c0 〈an(x)x,x〉
(1+|x|2)γ
= Tr(an(x)) + 8c0 〈a(Φn(x))Φn(x),Φn(x)〉
(
1 +
(
1− η(xn)
) |x|2
n2
)
1
(1+|x|2)γ
≤ Tr(a(Φn(x)) + 8c0〈a(Φn(x))Φn(x),Φn(x)〉 (1 + |x|
2
n2
) 1
(1+|x|2)γ
≤ Tr(a(Φn(x))) + 8c0〈a(Φn(x))Φn(x),Φn(x)〉 (1 + |x|
2
n2
) 1|x|2γ
≤ ( |x|2(1−γ)
n2(1−γ)
+ 1)Tr(a(Φn(x))) + 8c0〈a(Φn(x))Φn(x),Φn(x)〉 ( |x|
2(1−γ)
n2(1−γ)
+ 1).
Hence, when |x| > n we have, since γ ∈ [1/2, 1],
2〈bn(x), x〉 + Tr(an(x)) + 8c0 〈an(x)x,x〉(1+|x|2)γ
≤ cL (1 + n2γ) |x|n + cL (1 + n2γ) |x|
2(1−γ)
n2(1−γ)
≤ 2cL (|x|2−2γ + n4γ−2|x|2−2γ)
≤ 2cL (|x|2−2γ + |x|2γ) ≤ 2cL (1 + |x|2)γ ,
since |x|2(1−γ) ≤ |x|2γ for |x| ≥ 1, where c > 0 is independent of n.
Hence coefficients bn and σn satisfy (H1) with L replaced by CL, for some
constant C > 0 independent of n, i.e., we have:
2〈bn(x), x〉 + Tr(an(x)) + 8c0 〈an(x)x,x〉(1+|x|2)γ ≤ CL (1 + |x|2)γ . (3.6)
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Let us consider (H2). If |x| < n we get: Dbn(x) = Db(x), D(σn)i(x) = Dσi(x).
Let now |x| ≥ n. We will use that if y, k ∈ Rd, k 6= 0, then
2|Db(y)k|+
d∑
i=1
|Dσi(y)k|2 = 2|Db(y) k|k| ||k|+
d∑
i=1
|Dσi(y) k|k| |2|k|2 ≤ V (y)(1+ |k|2).
We find, for |x| ≥ n and |h| = 1,
d∑
i=1
|D(σn)i(x)h|2 + |Dbn(x)h|
= |Db(Φn(x))DΦn(x)h|+ d∑
i=1
|Dσi
(
Φn(x)
)
DΦn(x)h|2 ≤ c1 V (Φn(x)), (3.7)
with c1 > 0 independent of n. Let us define:
Vn(x) = c1V (Φn(x)), x ∈ Rd, n ≥ 1. (3.8)
For any x ∈ Rd, n ≥ 1, for any h ∈ Rd with |h| = 1, we have
d∑
i=1
|D(σn)i(x)h|2 + |Dbn(x)h| ≤ Vn(x). (3.9)
Moreover, by (3.2) we get:
Vn(x) = c1 V (Φn(x)) = c1f(1 + |Φn(x)|2) ≤ c1V (x), x ∈ Rd, n ≥ 1. (3.10)
We introduce the approximating SDEs:{
dXn(t) = bn(Xn(t))dt+ σn(Xn(t))dW (t),
Xn(0) = x ∈ Rd. (3.11)
Arguing as in Corollary 2.2 and using (3.6) and (3.10) we obtain
Proposition 3.1. The solution Xn(t, x) of (3.11) verifies, for any x ∈ Rd,
E[V 4n (Xn(t, x))] ≤ c41 E[V 4(Xn(t, x))] ≤ Cect V 4(x), t ≥ 0. (3.12)
Finally, since γ ∈ [1/2, 1], we get the following useful estimates, for any x ∈ Rd,
|V ′(x)| = 2f ′(1 + |x|2)|x| = 2c0 f(1+|x|
2)
(1+|x|2)γ |x| ≤ 2c0
V (x)√
1+|x|2 |x| ≤ 2c0V (x) (3.13)
and
|V ′n(x)| ≤ CV (x), n ≥ 1, (3.14)
with C independent of n.
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4 Gradient estimates for SDEs with bn and σn
In this section we prove the following crucial gradient type estimates for the tran-
sition semigroup (Pnt ) associated to the SDE (3.11).
Lemma 4.1. There exists c = c(c0,M0, L, γ, d) > 0 such that, for any ϕ ∈ Cb(Rd),
x, h ∈ Rd, we have
√
tν |Pnt ϕ(x+ h)− Pnt ϕ(x)| ≤ c |h|V 2(x)‖ϕ‖∞, t ∈ (0, 1], (4.1)
where Pnt ϕ(x) = E[ϕ(Xn(t, x))].
4.1 Estimates for the derivative process DxXn(t, x)
We fix n ≥ 1. Here we give an estimate for the derivative DxXn(t, x)h, which we
denote by ηhn(t, x), h ∈ Rd (Xn(t, x) is the solution to (3.11)). We also write
b′n(x) = Dbn(x), (σn)
′
i(x) = D(σn)i(x), i = 1, . . . , d, x ∈ Rd. (4.2)
It is well known that ηhn(t, x) is a solution to the random equation

d
dt η
h
n(t, x) = b
′
n(Xn(t, x))η
h
n(t, x)dt +
d∑
i=1
(σn)
′
i(Xn(t, x))η
h
n(t, x)dW
i(t),
ηhn(0, x) = h
(4.3)
Lemma 4.2. Using Vn(x) defined in (3.8) the following estimate holds:
E
[
e−
∫ t
0
Vn(Xn(s,x))ds |ηhn(t, x)|2
]
≤ |h|2, t ≥ 0, x, h ∈ Rd. (4.4)
Proof. In the proof we write Xn(t, x) = Xn(t), η
h
n(t, x) = ηn(t) and introduce the
process
Zn(t) = e
− ∫ t
0
Vn(Xn(s))ds |ηn(t)|2.
Since
d|ηn(t)|2 = 2〈ηn(t), dηn(t)〉 = 2〈b′n(Xn(t))ηn(t), ηn(t)〉dt
+2
d∑
i=1
〈ηn(t), (σn)′i(Xn(t))ηn(t)〉dW it +
d∑
i=1
|(σn)′i(Xn(t))ηn(t)|2dt
we get
dZn(t) = e
− ∫ t0 Vn(X(s))ds
[(
2〈b′n(Xn(t))ηn(t), ηn(t)〉
+
d∑
i=1
|σ′i(Xn(t))ηn(t)|2 − Vn(Xn(t)|ηn(t)|2
)
dt+ 2
d∑
i=1
〈ηn(t), (σn)′i(Xn(t))ηn(t)〉dW it
]
.
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Using (3.9) we get
dZn(t) ≤ e−
∫ t
0 Vn(X(s))ds[Vn(Xn(t)) − Vn(Xn(t))] |ηn(t)|2dt
+2
d∑
i=1
〈ηn(t), (σn)′i(Xn(t))ηn(t)〉dW i(t)
]
and so, P-a.s.,
Zn(t) ≤ |h|2 + 2
d∑
i=1
∫ t
0
〈ηn(s), (σn)′i(Xn(s))ηn(s)〉dW i(s).
We find
E[Zn(t)] ≤ |h|2, t ≥ 0,
and the assertion holds.
4.2 Gradient estimates for the Feynman–Kac semigroup Snt
As we said in the introduction, we cannot estimate DxP
n
t ϕ for ϕ ∈ Cb(Rd) (uni-
formly in n) directly using the Bismut–Elworthy–Li formula (see [ElLi94]); it would
be necessary to estimate |ηhx(t, x)| whereas we are only able to show (4.4). For this
reason, we consider the potential Vn(x), x ∈ Rd, given in (3.8) and the Feynman–
Kac semigroup Snt given by
Snt ϕ(x) = E[ϕ(Xn(t, x)) e
− ∫ t
0
Vn(Xn(s,x)) ds], ϕ ∈ Bb(Rd), t ≥ 0, x ∈ Rd.
We recall that the Bismut–Elworthy–Li formula generalises to Snt , thanks to the
regularity of bn, σn and Vn (see [DaZa97]). In fact for all ϕ ∈ Cb(Rd), setting
βn(t) = βn(t, x) =
∫ t
0
Vn(Xn(s, x))ds, t ≥ 0, (4.5)
we have that Snt ϕ is differentiable on R
d, t > 0, and the following identity holds
(we write DVn(x) = V
′
n(x), x ∈ Rd)
〈DSnt ϕ(x), h〉 = 1t E
[
ϕ(Xn(t, x)) e
−βn(t)
∫ t
0
〈σ−1n (Xn(s, x)) ηhn(s, x), dW (s)〉
]
−E
[
ϕ(Xn(t, x)) e
−βn(t)
∫ t
0
(
1− st
) 〈Vn′(Xn(s, x)), ηhn(s, x)〉 ds
]
=: I1(ϕ, x, h, t, n) + I2(ϕ, x, h, t, n) = I1 + I2, t > 0, x, h ∈ Rd.
(4.6)
Lemma 4.3. Let ϕ ∈ Cb(Rd), t ∈ (0, 1], x ∈ Rd. Then we have with C =
C(c0, γ,M0, L, d) > 0
|DSnt ϕ(x)| ≤ ‖ϕ‖∞ C√ν tV (x). (4.7)
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Proof. In the proof we write Xn(t, x) = Xn(t), η
h
n(t, x) = ηn(t) and consider the
process βn(t) given in (4.5). We first consider I1. We have
|I1|2 ≤ 1t2
[
E
(
ϕ2(Xn(t)
)]
E
(
e−2βn(t)
∣∣∣∣
∫ t
0
〈σ−1n (Xn(s))ηn(s), dW (s)〉
∣∣∣∣
2
)
≤ 1
t2
[
E
(
ϕ2(Xn(t)
)]
E
(|zn(t)|2) ,
(4.8)
where
zn(t) = e
−βn(t)
∫ t
0
〈σ−1n (Xn(s))ηn(s), dW (s)〉, t ≥ 0. (4.9)
We now apply Itoˆ’s formula:
dzn(t) = −βn′(t)e−βn(t)
∫ t
0
〈σ−1n (Xn(s))ηn(s), dW (s)〉 dt
+ e−βn(t)〈σ−1n (Xn(t))ηn(t), dW (t)〉
= −βn′(t)zn(t)dt+ e−βn(t)〈σ−1n (Xn(t))ηn(t), dW (t)〉;
we find
d(zn(t)
2) = 2zn(t)
( − βn′(t)zn(t)dt+ e−βn(t)〈σ−1n (Xn(t))ηn(t), dW (t)〉)
+ e−2βn(t)|σ−1n (Xn(t))ηn(t)|2 dt.
Integrating, we find
|zn(t)|2 = −2
∫ t
0
|z(s)|2βn′(s) ds+ 2
∫ t
0
z(s)e−βn(s)〈σ−1n (Xn(s))η(s), dW (s)〉
+
∫ t
0
e−2βn(s)|σ−1n (Xn(s))ηn(s)|2ds.
(4.10)
Neglecting the negative term in (4.10) and taking expectation, we find by Lemma
4.2 (recall that (H3) implies |σ−1n (x)h|2 ≤ |h|
2
ν , x, h ∈ Rd).
E[|zn(t)|2] ≤ E
[ ∫ t
0
e−2βn(s)|σ−1n (Xn(s))ηn(s)|2ds
]
=
∫ t
0
E
[
e−2
∫ s
0
Vn(Xn(r))dr|σ−1n (Xn(s))ηn(s)|2
]
ds ≤ c|h|2 tν , t ≥ 0.
Coming back to (4.8) we obtain
|I1(ϕ, x, h, t, n)|2 ≤ c|h|
2
ν t
[
E
(
ϕ2(Xn(t, x)
)]
. (4.11)
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Now we treat I2 = I2(ϕ, x, h, t, n).
I2 = −E
[
ϕ(Xn(t)) e
−βn(t)
∫ t
0
(
1− st
) 〈V ′n(Xn(s)), ηn(s)〉 ds
]
.
Using (3.14), we know that |V ′n(Xn(s))| ≤ CV (Xn(s)); we deduce
|I2| ≤ c ‖ϕ‖∞ Λ(t), (4.12)
where
Λ(t) = E
[
e−βn(t)
∫ t
0
V (Xn(s)) |ηn(s)| ds
]
≤
∫ t
0
E
[
V (Xn(s)) e
−βn(s) |ηn(s)|
]
ds
≤
(∫ t
0
E
[
V 2(Xn(r))
]
dr
)1/2(∫ t
0
E
[
e−2βn(s) |ηn(s)|2
]
ds
)1/2
.
(4.13)
Now we use (3.12) and (4.4) to get
|I2| ≤ C t1/2 |h|‖ϕ‖∞V (x), t ∈ (0, 1]. (4.14)
Finally, by (4.11) and (4.14), we get the assertion.
4.3 Proof of Lemma 4.1
We first remark that, for any ϕ ∈ Cb(Rd), v(t, x) = Snt ϕ(x) solves{
∂tv(t, x) = Lnv(t, x) − Vn(x)v(t, x), t > 0,
v(0, x) = ϕ(x), x ∈ Rd,
where Lnφ(x) =
1
2Tr(an(x)D
2φ(x)) + bn(x) ·Dφ(x). Note that{
∂tu(t, x) = Lnu(t, x)− Vn(x)u(t, x) + Vn(x)u(t, x), t > 0,
u(0, x) = ϕ(x), x ∈ Rd,
has the unique bounded classical solution u(t, x) = Pnt ϕ(x). It follows that
Pnt ϕ(x) = S
n
t ϕ(x) +
∫ t
0
Snt−s(Vnψ
n
s )(x) ds, (4.15)
where ψns (x) = P
n
s ϕ(x) is a regular bounded function. We deduce a formula for
the directional derivative of Pnt ϕ along the direction h:
〈DPnt ϕ(x), h〉 = DhPnt ϕ(x) = DhSnt ϕ(x) +
∫ t
0
DhS
n
t−s(Vnψ
n
s )(x) ds, (4.16)
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t > 0, x, h ∈ Rd. We want to obtain an estimate for DhPnt ϕ as
|DhPnt ϕ(x)| ≤ C|h|‖ϕ‖∞ 1√ν tV
2(x), x, h ∈ Rd, t ∈ (0, 1]. (4.17)
From (4.17) assertion (4.1) follows easily. We have already proved an estimate for
DhS
n
t ϕ in Lemma 4.3 (note that there exists C > 0 such that V (x) ≤ CV 2(x),
x ∈ Rd).
As before we write Xn(t, x) = Xn(t), η
h
n(t, x) = ηn(t), V
′ = DV and consider
the process βn(t) given in (4.5).
We fix t ∈ (0, 1], s ∈ [0, t); setting r = t− s we find
〈DSnr (Vnψs)(x), h〉
= 1r E
[
Vn(Xn(r))ψ
n
s (Xn(r)) e
−βn(r)
∫ r
0
〈σ−1n (Xn(p)) ηn(p), dW (p)〉
]
−E
[
Vn(X(r, x))ψ
n
s (Xn(r)) e
−βn(r)
∫ r
0
(
1− pr
) 〈Vn′(Xn(p)), ηn(p)〉 dp
]
=: I1(ψ
n
s , x, h, r, n) + I2(ψ
n
s , x, h, r, n) = I1 + I2,
for x, h ∈ Rd (cf. (4.6)). Since ‖ψns ‖∞ ≤ ‖ϕ‖∞, s ≥ 0, n ≥ 1, we get arguing as in
the proof of Lemma 4.3 (we are using similar notations)
|I1|2 ≤ ‖ϕ‖2∞ 1r2
[
E
(
V 2n (Xn(r)
)]
E
(
e−2βn(r)
∣∣∣∣
∫ r
0
〈σ−1n (Xn(p))ηn(p), dW (p)〉
∣∣∣∣
2
)
≤ 2r C|h|
2
ν ‖ϕ‖2∞ E
[
V 2n (Xn(r))
]
.
(4.18)
Now we use (3.12) and obtain
|I1|2 ≤ 2r c |h|
2
ν ‖ϕ‖2∞ V 2 (x) . (4.19)
Now we treat I2,
I2 = −E
[
Vn(Xn(r))ψ
n
s (Xn(r)) e
−βn(r)
∫ r
0
(
1− pr
) 〈V ′n(Xn(p)), ηn(p)〉 dp
]
.
We argue as in the estimates before (4.12):
|I2| ≤ C ‖ϕ‖∞ Γn(r), (4.20)
Γn(r) = Γn(r, x) = E
[
Vn(Xn(r))
∫ r
0
Vn(Xn(p))e
−βn(p) |ηn(p)| dp
]
. (4.21)
Using the generalized Ho¨lder inequality, since 14 +
1
4 +
1
2 = 1, estimate (3.12) and
Lemma 4.2 we can compute
E
[
Vn(Xn(r))Vn(Xn(p))e
−βn(p) |ηn(p)|
]
≤ (E[V 4n (Xn(r))])1/4(E[V 4n (Xn(p)))1/4(E[e−2βn(p) |ηn(p)|2])1/2
≤ C|h|V 2(x), p ∈ [0, r].
14
It follows that
Γn(r) ≤ C|h|V 2(x).
Collecting the previous estimates we obtain
|〈DSt−s(Vnψns )(x), h〉| ≤ C|h|‖ϕ‖∞
(
1√
ν(t−s) + 1
)
V 2(x).
We finally get, for t ∈ [0, 1], x ∈ Rd,∫ t
0
|〈DSnt−s(Vnψns )(x), h〉|ds ≤ c√ν |h|‖ϕ‖∞V 2(x).
for some c = c(L, d,M0, γ, c0) > 0. Now (4.17) follows. Hence we have proved
|Pnt ϕ(x+ h)− Pnt ϕ(x)| ≤ C|h|‖ϕ‖∞ 1√ν tV
2(x), x, h ∈ Rd, t ∈ (0, 1]. (4.22)
The proof is complete.
5 Proof of Theorem 1.2
I Step. Let us fix ϕ ∈ Cb(Rd). We first prove the Lipschitz estimate
|Ptϕ(x+ h)− Ptϕ(x)| = |E
[
ϕ(X(t, x + h))− ϕ(X(t, x))]| (5.1)
≤ C|h|‖ϕ‖∞ 1√ν tV
2(x), x, h ∈ Rd, t ∈ (0, 1].
We deduce such estimate by a localization argument, passing to the limit in (4.22).
To this purpose, let x, h ∈ Rd and set X(t) = X(t, x+ h), Y (t) = X(t, x),
Xn(t) = Xn(t, x+ h), Yn(t) = Xn(t, x).
Note that the R2d-valued processes Z(t) = (X(t), Y (t)) and Zn(t) = (Xn(t), Yn(t))
are the unique strong solutions of the SDEs{
dZ(t) = b˜(Z(t))dt+ σ˜(Z(t))dW (t),
Z(0) = (x+ h, x) ∈ R2d,
{
dZn(t) = b˜n(Zn(t))dt+ σ˜n(Zn(t))dW (t),
Zn(0) = (x+ h, x) ∈ R2d,
where
b˜(x, y) = b˜(z) =
(
b(x)
b(y)
)
, σ˜(z) = σ˜(x, y) =
(
σ(x)
σ(y)
)
,
b˜n(x, y) = b˜n(z) =
(
bn(x)
bn(y)
)
, σ˜n(z) = σ˜n(x, y) =
(
σn(x)
σn(y)
)
(bn and σn are the same as in Section 3). Let us consider the open set An =
B(0, n)×B(0, n) ⊂ R2d, n ≥ 1, and consider the stopping times
τZn = τ
Z
n (x+ h, x) = inf{t ≥ 0 : Z(t) 6∈ An} = τXn ∧ τYn ,
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where τXn = τ
X
n (x + h) = inf{t ≥ 0 : |X(t)| ≥ n}; τYn = τYn (x) = inf{t ≥ 0 :
|Y (t)| ≥ n}. Moreover
τZnn = τ
Zn
n (x+ h, x) = inf{t ≥ 0 : Zn(t) 6∈ An}.
Since we know that
b˜n(z) = b˜(z), σ˜n(z) = σ˜(z), z ∈ An, n ≥ 1,
and all the coefficients of the SDEs are locally Lipschitz, by a well-known localiza-
tion principle we obtain that, for any n ≥ 1, P-a.s.,
τZn = τ
Zn
n , and Z(t ∧ τZn ) = Zn(t ∧ τZnn ), t ≥ 0. (5.2)
Let us fix t > 0. We show now that Zn(t) converges in law to Z(t) (this fact could
be also deduced by a general convergence result given in Theorem V.5 of [Kr95];
we provide a direct proof). Let F (x, y) be a real continuous and bounded function
on R2d. We have
|E[F (Z(t)) − F (Zn(t))]| = |E[F (Z(t))− F (Zn(t)) 1{t≤τZn }]|
+|E[F (Z(t))− F (Zn(t)) 1{t>τZn }]| ≤ 2‖F‖∞ P(t > τZn ).
We have that P(t > τZn ) ≤ P(t > τXn ) + P(t > τYn ) and we know that
lim
n→∞(P(t > τ
X
n ) + P(t > τ
Y
n )) = 0
thanks to hypothesis (H1) which implies the non-explosion condition (1.9). Hence
|E[F (Z(t)) − F (Zn(t))]| tends to 0 as n → ∞ and this shows the desired weak
convergence.
Writing (4.22) with F (u, v) = ϕ(u)− ϕ(v), u, v ∈ Rd, we have:
|E[F (Zn(t))]| = |E[ϕ(Xn(t, x+ h)) − ϕ(Xn(t, x))]|
≤ C|h|‖ϕ‖∞ 1√ν tV
2(x).
By weak convergence, passing to the limit as n→∞ and get (5.1).
II Step. By Section 4 in [MPW02] we deduce in particular that Ptϕ ∈ C2(Rd),
t > 0. To see this fact, let us fix ϕ ∈ Cb(Rd); recall that
Ptϕ(x) = lim
n→∞E[ϕ(X(t, x)) 1{τxn>t}], t > 0, x ∈ R
d, (5.3)
where, for n ≥ 1, τxn = inf{t ≥ 0 : |X(t, x)| ≥ n}. The previous formula holds
because by (H1) we know that, P-a.s., τxn →∞, as n→∞.
As in [MPW02] we can apply the classical interior Schauder estimates by A.
Friedman to each un(t, x) = E[ϕ(X(t, x)) 1{τxn>t}]; by Theorem 4.2 in [MPW02] we
obtain that Ptϕ ∈ C1+α/2,2+αloc ((0,∞) × Rd), for any α ∈ (0, 1).
Using that Ptϕ ∈ C2(Rd), t > 0, and our estimate (5.1) we easily obtain the
gradient estimate (1.13).
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Remark 5.1. (i) By a well-known argument, see Lemma 7.1.5 in [DaZa96], gra-
dient estimates (1.13) hold also when ϕ ∈ Bb(Rd), i.e., we have
√
tν |DxPtϕ(x)| ≤ c V 2(x)‖ϕ‖∞, t ∈ (0, 1], ϕ ∈ Bb(Rd), x ∈ Rd. (5.4)
(ii) Using the semigroup law, it is easy to check that, for any t > 1, we have (with
c = c(M0, γ, L, c0, d) > 0)
√
ν|DxPtϕ(x)| ≤ c V 2(x)‖ϕ‖∞, ϕ ∈ Bb(Rd), x ∈ Rd.
6 A counterexample to uniform gradient estimates
We mention that a one-dimensional counterexample to uniform gradient estimates
is given in [BeFo04]. This concerns with diffusion semigroups having an invariant
measure. In such example the drift term b(x) grows faster than ex
4
for x → +∞
and the non-explosion is guaranteed by the existence of an invariant measure.
We consider transition Markov semigroups (Pt) associated to the one-dimensional
SDEs
dX(t) = b(X(t))dt +
√
2 dW (t), X(0) = x ∈ R,
with b ∈ C1(R). We assume that there exists θ ∈ (0, 1) and k0 > 0 such that
|b(x)| ≤ k0(1 + |x|θ);
|b′(x)| ≤ k0(1 + |x|2θ), x ∈ R. (6.1)
Before stating the next theorem we recall that if b ∈ C1(R) is also bounded then
uniform gradient estimates hold. This is a special case of a result given in [St74].
Theorem 6.1. Let us fix θ ∈ (0, 1). There exists b ∈ C1(R) which satisfies (6.1)
for some k0 such that, for any c > 0, the inequality
‖DPtf‖∞ ≤ c√t‖f‖∞ for any t ∈ (0, 1], for any f ∈ Cb(R), (6.2)
does not hold, i.e., sup
t∈(0,1]
sup
f∈Cb(R), ‖f‖∞≤1
(√
t ‖DPtf‖∞
)
=∞.
Note that a drift b which satisfies (6.1) also verifies Hypothesis 1.1 with γ = 1
and V (x) = k0(1 + |x|2) so that we can apply Theorem 1.2 to (Pt).
6.1 Preliminaries
The SDE is associated to
Lu(x) = u′′(x) + b(x)u′(x), x ∈ R.
Under our assumptions b grows at most linearly and so P(τN > t)→ 1 as N →∞.
where τN = τ
x
N = inf{t ≥ 0, : |X(t, x)| ≥ N}, N ≥ 1. Let now g ∈ Cb(R).
If there exists u ∈ C2(R) ∩ Cb(R) such that
Lu(x) = g(x), x ∈ R.
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then, by the Itoˆ formula we know that, for any N ≥ 1,
E[u(X(t ∧ τxN , x))] = u(x) + E
[ ∫ t∧τxN
0
g(X(s, x))ds
]
.
Passing to the limit as N →∞, we obtain
Ptu(x) = u(x) +
∫ t
0
Psg(x)ds, t ∈ [0, 1), x ∈ R. (6.3)
Assume by contradiction that uniform gradient estimates (6.2) hold. Then we
would have
‖Du‖∞ ≤ ‖DP1u‖∞ + c
∫ 1
0
1√
s
ds ‖g‖∞ ≤ C(‖u‖∞ + ‖g‖∞) <∞.
for some C > 0. Hence, uniform gradient estimates (6.2) do not hold if we show
Lemma 6.2. Let us fix θ ∈ (0, 1). There exist b ∈ C1(R) which satisfies (6.1) for
some k0 > 0, a function f ∈ Cb(R) and a bounded classical solution u to Lu = f
with unbounded derivative, i.e., supx∈R |u′(x)| =∞.
For the proof we need two elementary results about alternating series and
improper Riemann integrals. The first one can be found in pages 637 and 638 of
[Jo79].
Proposition 6.3. Let (ak)k≥3 be a (strictly) decreasing sequence of positive num-
bers with limit 0 such that (ak − ak+1)k≥3 is decreasing too. Consider
Rn =
∑
k≥n
(−1)k+1ak, n ≥ 3.
Then Rn = (−1)n+1|Rn| and
an
2 ≤ |Rn| ≤ an−12 , n ≥ 4. (6.4)
Note that ak =
1
kγ , γ > 0, verifies the previous conditions.
Under the assumptions of the previous result, by (6.4) we deduce that |Rn| is
decreasing and has limit 0. Hence, by the Leibnitz criterion,∑
n≥4
Rn converges. (6.5)
We will use (6.5) in the sequel.
Proposition 6.4. Let a ∈ R and let g : [a,∞) → R be a continuous func-
tion. Consider an increasing sequence (zn)n≥n0 ⊂ [a,∞) such that zn0 = a and
limn→∞ zn = ∞. Then there exists I = limx→∞
∫ x
a g(t)dt if the following two
conditions are satisfied:
(i)
∑
n≥n0
∫ zn+1
zn
g(t)dt = I;
(ii) limn→∞ supx∈[zn,zn+1]
∣∣ ∫ x
zn
g(t)dt
∣∣ = 0.
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Proof. Let ǫ > 0. There exists N = Nǫ > n0 such that, for any n ≥ N,
∣∣∣ n∑
k=n0
∫ zk+1
zk
g(t)dt− I
∣∣∣ = ∣∣∣ ∫ zn+1
a
g(t)dt− I
∣∣∣ < ǫ
and supx∈[zn,zn+1]
∣∣ ∫ x
zn
g(t)dt
∣∣ < ǫ. Now if x ≥ zN+1 then x ∈ [zN+k, zN+k+1] for
some k ≥ 1 and we find∣∣∣ ∫ x
a
g(t)dt− I
∣∣∣ ≤ ∣∣∣ ∫ zN+k
a
g(t)dt− I
∣∣∣+ sup
x∈[zN+k,zN+k+1]
∣∣∣ ∫ x
zN+k
g(t)dt
∣∣∣ < 2ǫ.
6.2 Proof of Lemma 6.2
Solutions u to Lu = f are given by
u(x) = c0 +
∫ x
0
e−B(t)
(
c1 +
∫ t
0
f(s)eB(s)ds
)
dt, x ∈ R,
where B(t) =
∫ t
0 b(r)dr. We set c0 = 0. We will construct b satisfying (6.1) and a
suitable changing sign function f ∈ Cb(R) with the property that∫ 0
−∞
|f(t)|eB(t)dt <∞ and
J =
∫ ∞
0
f(t)eB(t)dt is a convergent improper integral (6.6)
(the second integral will be only conditionally convergent since f(t)eB(t) will be
not Lebesgue integrable on R+). Moreover we will require that
J = −c1 where c1 =
∫ 0
−∞
f(t)eB(t)dt. (6.7)
Therefore ∫ +∞
−∞
eB(s) f(s)ds = 0.
Under the previous conditions we have:
u(x) = −
∫ 0
x
e−B(t)
(
c1 −
∫ 0
t
f(s)eB(s)ds
)
dt
= −
∫ 0
x
e−B(t)
(∫ t
−∞
f(s)eB(s)ds
)
dt, x < 0;
u(x) = −
∫ x
0
e−B(t)
∫ ∞
t
f(s)eB(s)dsdt, x ≥ 0, (6.8)
where
∫∞
t f(s)e
B(s)ds = limM→∞
∫M
t f(s)e
B(s)ds exists as an improper Riemann
integral. Now we proceed in some steps.
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I Step To prove the lemma we need to find b ∈ C1(R+) satisfying (6.1) on [0,∞)
and f ∈ Cb(R+) such that condition (6.6) hold and moreover
f(0) = 0, b(0) = 1, b′(0) = 0. (6.9)
We also need that the C2-function u given in (6.8) verifies
sup
x∈R+
|u(x)| <∞ and (6.10)
lim sup
x→∞
|u′(x)| =∞. (6.11)
Indeed once this is done, we can easily extend b and f to (−∞, 0] as follows:
b(x) = 1, f(x) = kxex, x < 0,
so that, for x < 0,
u(x) = −k
∫ 0
x
e−t
( ∫ t
−∞
se2sds
)
dt = k4
∫ x
0
e−t(2te2t − e2t)dt = k4 (2xex − 3ex + 3),
where k ∈ R is such that J = − ∫ 0−∞ f(r)eB(r)dr = −k ∫ 0−∞ te2tdt = k and so (6.7)
holds.
Step 2 We define b on [0,∞).
We first consider a suitable positive C2-function l : [0,∞)→ R+ such that
l(x) = e−
∫ x
0
b(s)ds = e−B(x), x ≥ 0;
it follows that − log(l(x)) = ∫ x0 b(s)ds and we have
b(x) = − l′(x)l(x) , x ≥ 0. (6.12)
The function l is defined as follows.
We start with φ ∈ C∞0 (R) such that Supp(φ) ⊂ [−1, 1], 0 ≤ φ ≤ 1, φ(0) = 1
and
∫
R
φ(t)dt = 1.
Let us introduce the following sequences of positive numbers (cn), (δn) and (bn)
cn = n, δn =
1
n3γ , bn = n
2γ − 1, n ≥ 3, (6.13)
with γ = θ5 ∈ (0, 1) (see condition (6.1)). The function l is given by

l(x) = 1 + bnφ
(
x−cn
δn
)
, if x ∈ [cn − δn, cn + δn], for some n ≥ 3;
l(x) = 1, if x 6∈ ⋃n≥3[cn − δn, cn + δn].
(6.14)
We have l(cn) = 1 + bn = n
2γ , l(cn − δn) = l(cn + δn) = 1. In the sequel we will
also use that∫ cn+δn
cn−δn
l(x)dx = 2δn + δnbn = δn(n
2γ − 1 + 2) = δn + 1nγ . (6.15)
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Note that b satisfies the first estimate in (6.1) since |b(x)| = |l′(x)||l(x)| = 0 if x 6∈⋃
n≥3[cn − δn, cn + δn] and if x ∈ [cn − δn, cn + δn] = [n − 1n3γ , n + 1n3γ ] then with
C = C(φ) > 0, since l(x)| ≥ 1,
|b(x)| = |l′(x)||l(x)| ≤ ‖φ′‖∞ bnδn = ‖φ′‖∞ n
2γ−1
δn
= ‖φ′‖∞(n5γ − n3γ)
≤ Cn5γ ≤ C(n− 1
n3γ
)5γ
+ 1 ≤ C(x5γ + 1) ≤ C(xθ + 1). (6.16)
This shows the first estimate in (6.1) on [0,∞) (as required in Step 1). To prove
that
|b′(x)| ≤ c(1 + |x|2θ), x ∈ R,
with c = c(φ) > 0, we argue as in (6.16); for x ∈ [cn−δn, cn+δn] = [n− 1n3γ , n+ 1n3γ ],
we have with C ′ = C ′(φ) > 0:
|b′(x)| ≤ bn
δ2n
‖φ′′‖∞ + b
2
n
δ2n
‖φ′‖∞
≤ C ′n10γ ≤ C ′(n− 1
n3γ
)10γ
+ 1 ≤ C ′(x10γ + 1) ≤ C ′(x2θ + 1).
This completes the proof of (6.1).
Step 3 We define f on [0,∞).
Let a > 0. We first consider the function g(s) = 1 − |s|a , s ∈ [−a, a]. We note
that ∫ a
−a
dt
∫ a
t
g(s)ds =
∫ a
−a
g(s)(s + a)ds = a2
and similarly, for any z ∈ R,∫ z+a
z−a
dt
∫ z+a
t
(
1− |s−z|a
)
ds = a2. (6.17)
Let us define, for n ≥ 3,
an =
1
nγ , xn = n+
1
2 ,
where γ = θ5 as in (6.13). There exists an odd number n0 = n0(γ) ≥ 3 such that
cn−δn = n− 1n3γ < cn+δn < xn−an = (n+ 12)− 1nγ < xn+an < cn+1−δn+1. (6.18)
To this purpose it is enough to choose n0 such that
1
n3γ0
+ 1
nγ0
< 1/2. The function
f : [0,∞)→ R is defined as follows.

f(x) = (−1)n+1
(
1− |x−xn|an
)
, if x ∈ [xn − an, xn + an], for some n ≥ n0;
f(x) = 0 if x 6∈ ⋃n≥n0 [xn − an, xn + an].
(6.19)
Note that, according to (6.14), since l is identically 1 on the support of f ,
f(x)
l(x) = f(x), x ≥ 0. (6.20)
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Moreover,
lim
n→∞ supx∈[xn−an,xn+an]
∣∣∣ ∫ x
xn−an
f(s)ds
∣∣∣ = 0.
Recall that
∫ xk+ak
xk−ak
f(t)dt = (−1)k+1ak. By Proposition 6.4 it follows that
∫ ∞
xn−an
f(t)dt =
∑
k≥n
∫ xk+ak
xk−ak
f(t)dt =
∑
k≥n
(−1)k+1ak, n ≥ n0. (6.21)
Hence, in particular,∫ ∞
0
f(x)
l(x) dx =
∫ ∞
xn0−an0
f(t)dt =
∑
k≥n0
(−1)k+1ak
is a convergent integral and (6.6) holds. In the sequel we will also use that
∫ xn+an
xn−an
dt
∫ xn+an
t
f(s)ds = (−1)n+1 a2n, n ≥ n0. (6.22)
Step 4 We check that u given in (6.8) verifies (6.10) and (6.11).
Note that, for x ≥ cn0−δn0 ,
u(x) = −
∫ x
0
l(t)dt
∫ ∞
t
f(s)
l(s) ds = C0 −
∫ x
cn0−δn0
l(t)dt
∫ ∞
t
f(s)ds, (6.23)
where C0 = −
∫ cn0−δn0
0 l(t)dt
∫∞
t
f(s)
l(s) ds thanks to (6.20).
Let us first check (6.11). We have, for n ≥ n0, taking into account (6.21) and
(6.4),
|u′(cn)| =
∣∣∣l(cn)
∫ ∞
cn
f(s)ds
∣∣∣ = (bn + 1)∣∣∣
∫ ∞
xn−an
f(s)ds
∣∣∣
= n2γ
∣∣∣∑
k≥n
(−1)k+1ak
∣∣∣ ≥ n2γ an2 = n2γ 12nγ →∞,
as n →∞. This shows (6.11). The proof of (6.10) is more involved. By (6.23) it
is enough to verify that there exists
lim
x→∞
∫ x
cn0−δn0
l(t)dt
∫ ∞
t
f(s)ds = I ∈ R. (6.24)
Step 5 We check (6.24) by Proposition 6.4.
We first prove that
∑
n≥n0
∫ cn+1−δn+1
cn−δn
l(t)dt
∫ ∞
t
f(s)ds is convergent. (6.25)
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We write, using (6.18),∫ cn+1−δn+1
cn−δn
l(t)dt
∫ ∞
t
f(s)ds (6.26)
=
∫ cn+δn
cn−δn
l(t)dt
∫ ∞
t
f(s)ds +
∫ xn−an
cn+δn
l(t)dt
∫ ∞
t
f(s)ds
+
∫ xn+an
xn−an
l(t)dt
∫ ∞
t
f(s)ds+
∫ cn+1−δn+1
xn+an
l(t)dt
∫ ∞
t
f(s)ds
= An +Bn + Cn +Dn.
To verify (6.25) it is enough to prove that
∑
n≥n0(An+Bn) and
∑
n≥n0(Cn+Dn)
are convergent.
We have by (6.21) and (6.15), since l = 1 on [cn + δn, xn − an],
An +Bn =
∫ cn+δn
cn−δn
l(t)dt
∫ ∞
xn−an
f(s)ds+
∫ xn−an
cn+δn
l(t)dt
∫ ∞
xn−an
f(s)ds
=
[ ∫ cn+δn
cn−δn
l(t)dt+
∫ xn−an
cn+δn
dt
]∑
k≥n
(−1)k+1ak
=
(
δn +
1
nγ + xn − an − cn − δn
)∑
k≥n
(−1)k+1ak
=
(
xn − cn
)∑
k≥n
(−1)k+1ak = 12
∑
k≥n
(−1)k+1 1kγ .
By Proposition 6.3 and the Leibnitz criterion (see (6.5)) we infer that∑
n≥n0
(An +Bn) =
1
2
∑
n≥n0
∑
k≥n
(−1)k+1 1kγ is convergent.
Now, since l = 1 on [xn − an, cn+1 − δn+1], recalling the definition of f we find
Cn +Dn =
∫ xn+an
xn−an
dt
∫ ∞
t
f(s)ds+
∫ cn+1−δn+1
xn+an
dt
∫ ∞
t
f(s)ds
=
∫ xn+an
xn−an
dt
∫ xn+an
t
f(s)ds+
∫ xn+an
xn−an
dt
∫ ∞
xn+1−an+1
f(s)ds
+
∫ cn+1−δn+1
xn+an
dt
∫ ∞
xn+1−an+1
f(s)ds.
Using (6.21) and (6.22) we get
Cn +Dn = (−1)n+1 a2n
+(2an + cn+1 − δn+1 − xn − an)
∑
k≥n+1
(−1)k+1 1kγ
= (−1)n+1 a2n + 12
∑
k≥n+1
(−1)k+1 1kγ + (an − δn+1)
∑
k≥n+1
(−1)k+1 1kγ .
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Applying again Proposition 6.3 and the Leibnitz criterion we obtain the conver-
gence of
∑
n≥n0 Cn +Dn if we are able to show that the sequence
(an − δn+1) =
(
1
nγ − 1(n+1)3γ
)
is definitively decreasing.
This can be easily checked by looking at the function g(s) =
(
1
sγ − 1(s+1)3γ
)
; one
proves that there exists n1 = n1(γ) > n0 such that (an − δn+1)n≥n1 is decreasing.
This shows (6.25). Now let us define
I =
∑
n≥n0
∫ cn+1−δn+1
cn−δn
l(t)dt
∫ ∞
t
f(s)ds.
According to Proposition 6.4 to obtain (6.24), it remains to prove that
Γn = sup
x∈[cn−δn,cn+1−δn+1]
∣∣∣ ∫ x
cn−δn
l(t)dt
∫ ∞
t
f(s)ds
∣∣∣→ 0 (6.27)
as n→∞. Using the same notations of (6.26) we find
Γn ≤ 2 sup
x∈[cn−δn,cn+δn]
∫ x
cn−δn
l(t)
∣∣∣ ∫ ∞
xn−an
f(s)ds
∣∣∣dt
+2 sup
x∈[cn+δn,xn−an]
∫ x
cn+δn
∣∣∣ ∫ ∞
xn−an
f(s)ds
∣∣∣dt
+2 sup
x∈[xn−an,xn+an]
(∣∣∣ ∫ x
xn−an
dt
∫ xn+an
t
f(s)ds
∣∣∣
+
∫ x
xn−an
∣∣∣ ∫ ∞
xn+1−an+1
f(s)ds
∣∣∣dt)
+2 sup
x∈[xn+an,cn+1−δn+1]
∫ x
xn+an
∣∣∣ ∫ ∞
xn+1−an+1
f(s)ds
∣∣∣dt.
By the previous computations involving An, Bn, Cn and Dn, using also that∣∣∣ ∫ ∞
xn−an
f(s)ds
∣∣∣ = ∣∣∣∑
k≥n
(−1)k+1ak
∣∣∣ ≤ an−12 = 12(n−1)γ , n ≥ n0
(see (6.21) and Proposition 6.3) it is straightforward to prove (6.27). This shows
that (6.24) holds and finishes the proof.
Remark 6.5. Concerning the drift term b of the previous result, it can also be
checked that the derivative b′(x) is unbounded from above and from below. Thus
condition (1.5) does not hold for b.
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