which relates the covariance of certain functions of the data (e.g., statistics and pivots) to mixing coefficients. The strong mixing inequality is very generic, as it does not depend upon the structure of these functions; however, the inequality for θ-weak dependence requires a Lipschitz continuity condition, which somewhat limits the types of statistics that can be studied. This is the approach used in Ango-Nze, Dupoiron, and Rios (2003) .
The proof of Theorem 4 in Jach et al. (2012) is flawed, because the studentized pivot τ n ( θ − θ)/ σ n is falsely presumed to be Lipschitz in the data. Moreover, that result was applied to the the studentized pivot of Jach et al. (2012) , which is not Lipschitz in the data. In particular, the application involves θ being given as the mean of a subordinated Gaussian process {X t }, and θ n given by the sample mean X n . The studentization is given by σ n = M n (2) + LM n (ρ)
(1)
(n − |h|)
, with τ n = √ n. The studentized pivot is a function of θ and X 1 , X 2 , · · · , X n ; when each X i = θ + κ for any κ = 0, then the pivot equals √ nκ divided by zero. Thus, it is not Lipschitz continuous and the techniques of Ango-Nze et al. (2003) are not directly applicable. However, both X n and M n (2) are Lipschitz continuous in the sample (shown below), and hence it is possible to establish subsampling consistency for the inference problem of Jach et al. (2012) , once the impact of the statistic LM n (ρ) is accounted for.
Below, we add additional assumptions to Theorem 4 of Jach et al. (2012) to extend the results of Ango-Nze et al. (2003) to studentized pivots. As we later demonstrate, nonlinear statistics can be entertained, but certain conditions relating the Lipschitz constants of estimators and studentizers to the rate of θ-mixing are needed. As a second result, we show that the Lipschitz conditions are satisfied for the inference problem of Jach et al. (2012).
Results
We first describe the subsampling distribution estimator. Let θ b,t and σ b,t ≥ 0 denote statistics computed on the samples X t , · · · , X t+b−1 , where b is a sequence depending on n chosen such that b/n + 1/b → 0 as n → ∞. (In the case that σ n is given by (1), the subsampled studentization is computed via calculating M b,t (2), and LM b,t (ρ).) Let q = n − b + 1 be the number of such available subsamples. Then the subsampling distribution estimator is
Let the lower 1 − p quantile of this empirical distribution be denoted n,b (1 − p), and denote the lower 1 − p quantile of L(x) by (1 − p).
A key assumption is that the sampling distribution converges. But we also require that the studentization converges jointly with the pivot's numerator.
jointly, for some positive sequences {α n } and {δ n } such that τ n = α n /δ n , and for Z and W nondegenerate random variables such that W is positive with probability one. Finally, if x is a continuity point of L, then it is assumed that the cdf of Z − xW is continuous.
Regarding the last point of Assumption A, we note that 1 − L(x) = P[Z − xW > 0], so that the cdf of Z/W is related to that of Z − xW , for any x. If we know that the joint characteristic function of Z and W is continuous in a neighborhood of (0, 0), then the joint probability density function (pdf) p Z,W exists. Also, if the joint Fourier-Laplace transform (Fitzsimmons and McElroy, 2010 ) is continuous in some neighborhood of the origin, then the joint pdf exists. In such a case, for any x and y
(because W is nondegenerate, and the conditional pdf exists when the joint pdf does), which is differentiable with respect to y; in particular, the pdf of Z − xW is
In summary, if the joint characteristic function (or joint Fourier-Laplace transform) of Z and W is continuous in a neighborhood of the origin, then Z, W , and Z −xW are nondegenerate.
In order to state our result, we need to introduce the concept of Lipschitz continuity of a statistic. A statistic is some function g(
and if this is finite we say that g is Lipschitz continuous (with respect to the data). The constant Lip(g) can depend upon n. Let L denote the set of Lipschitz continuous functions.
for any f, g ∈ L, {ε r } the mixing sequence, and
Finally, Ψ 1 takes the form
With these concepts in place, we can state our general theorem.
Theorem 1 Suppose that {X t } is strictly stationary and (θ, L, Ψ 1 )-weakly dependent with rate ε r = O(r −a ) for some a > 0. Assume Assumption A, with rates such that α b /α n → 0, τ b /τ n → 0, and b/n + 1/b → 0 as n → ∞. Suppose that θ n and σ n are Lipschitz continuous,
for any x ∈ R, then the following hold:
Remark 1 A subsampling theorem for Lipschitz statistics (or pivots) is given in Doukhan, Prohl, and Robert (2011), and they consider both overlapping and non-overlapping blocks. Our theorem considers the Lipschitz conditions for test statistic and studentization separately, and thus allows for applications where the studentized statistic is not Lipschitz.
Remark 2 In the case of slowly-decaying weak dependence (e.g., long-range dependence) -say with a less than unity and close to zero -the Lipschitz continuity of both the studentization (through δ b ) and the estimator (through κ b (x)) must be greater, corresponding to smaller Lipschitz constants, because ζ is required to be smaller. As seen in the proof, the size of ζ has a direct impact on the variability of the subsampling distribution estimator.
Proof of Theorem 1. The proof of (i) splices Theorem 11.3.1 of Politis, Romano, and Wolf (1999) with an extension of Lemma 3.1 of Ango-Nze et al. (2003); then (ii) and (iii) will follow as in the proof of Theorem 3.2.1 of Politis, Romano, and Wolf (1999), utilizing the assumed continuity of L at x. For any > 0, and for all x, t ∈ R, let h x (t) = 1 {t≤x} and
Hence L n,b (x) = q
It is straightforward to show that the functions h x, (t) are Lipschitz with respect to both x and t, with Lipschitz constant −1 . The method of proof proceeds by approximating L n,b (x) via replacing each h x function by h x, , so that we can use the θ-weak dependence covariance inequality (which requires Lipschitz functions of the data). First, we follow the arguments in the proof of Theorem 11.3.1 of Politis, Romano, and Wolf (1999), to replace θ n by θ in L n,b (x), with the resulting substitution denoted
This argument utilizes Assumption A, and does not rely on the mixing asssumptions or Lipschitz continuity. Next, observe that
So L n (x) is an average of such over t = 1, · · · , q, and the expectation equals
as b → ∞ (i.e., as n → ∞). So it remains to show that the variance of L n (x) tends to zero. Letting γ(k) denote the autocovariance function of the stationary sequence h x (τ b ( θ b,t − θ)/ σ b,t ), it suffices (because b/q → 0 and γ(k) is bounded) to show that q
The first two terms are bounded by a constant times P[0 < Z − xW ≤ ] (for n sufficiently large) using the Cauchy-Schwarz inequality and the following calculation: by (3), for any t
Because of Assumption A, this probability can be made as small as desired by shrinking . For the third term in the decomposition of γ(k) above, we wish to use the covariance inequality of Definition 2.1 in Ango-Nze et al. (2003), recognizing in (2) we have u, v = b and r = k, and with f and g given accordingly. To obtain Lip(f ), where We wish to apply Theorem 1 directly to the statistics and processes studied in Jach et al. (2012) , but the self-normalization is not Lipschitz, due to the inclusion of LM n (ρ) -although the statistic M n (2) is indeed Lipschitz continuous. Using the convergence in probability of LM n (ρ) to a positive constant, we are able to extend the application of Theorem 1 to the studentization (1).
Let {X t } be the Heavy-Tailed Long Memory (HTLM) process given by
where η is the mean, {σ t } and {G t } are independent, the {σ t } are i.i.d. positive random variables with cdf in the domain of attraction of an α-stable distribution with α ∈ (1, 2), and {G t } a long memory process of parameter β ∈ (0, 1). Furthermore, G t = g(V t ) for some causal long memory Gaussian process {V t }, where g is Lipschitz and has unit Hermite rank. Proposition 1 of Jach et al. (2012) establishes that {G t } and {X t } are θ-weakly dependent, while Theorem 3 of that work establishes the joint convergences required by Assumption A under some assumptions on the rates of convergence of the sample mean and the studentization.
Theorem 2 Suppose that {X t } is the HTLM process described above, and that the conditions of Theorem 3 in Jach et al. (2012) hold. Also suppose that the mixing rate is ε r = O(r −a ) for some a > 0 such that 1 − a < α −1 ∨ (β + 1)/2 if a < 1. Then the conclusions of Theorem 1 hold.
Remark 3
In the case of small a (a slower rate of decay for the weak-dependence coefficients), the theorem requires that either α be smaller or β be concomittantly greater. This means that processes with strong long memory are not precluded (especially if they are quite heavy-tailed), although the condition that 1 − a < α −1 ∨ (β + 1)/2 is typically not verifiable -as a, α, and β will be unknown in practice.
Proof of Theorem 2. Before applying Theorem 1, we show that the subsampling distribution estimator L n,b (x) corresponding to the studentization (1) has asymptotically negligible discrepancy with subsampling based upon the alternative normalization
. Then for any ξ > 0 and any t = 1, · · · , q,
Let the subsampling distribution estimator based upon the Z n,b,t be denoted L n,b (x). Setting R n (ξ) to be the average over t of the indicators 1 { σ n,b,t / σ n,b,t ≤1+ξ} , we obtain
Similarly,
Using the Markov inequality and the fact that σ n,b,t / σ n,b,t P −→ 1, we see that R n (ξ) P −→ 1 and
Together with (4) and (5), for any η > 0 with probability tending to one
So if we can show that L n,b (y) P −→ L(y) (for y a continuity point of L), then we may apply this for y = x[1 + ξ] and y = x/[1 + ξ] (choosing ξ such that these are continuity points). Letting ξ tend to zero we obtain
for arbitrary ν > η, with probability tending to one; hence
at continuity points y of L. To do this, we verify the assumptions of Theorem 1.
There exists a rate c n such that α n = n/c n and δ n = √ n/c n , so that τ n = √ n. The rate c n , up to a slowly varying function, is the maximum of n 1/α and n (β+1)/2 . Assumption A follows from Theorem 3 of Jach et al (2012), with Z corresponding to a linear combination of an α-stable and a Gaussian random variables, whereas W corresponds to the square root of the sum of an α/2-stable random variable plus D ρ ; the joint Fourier-Laplace transform is continuous in a neighborhood of the origin.
Next, observe that θ n is the sample mean, and hence is Lipschitz with constant n −1 . The studentization is also Lipschitz (using the notation y = [y 1 , · · · , y n ] or z = [z 1 , · · · , z n ] for evaluations of the statistic):
|y i − z i − y n + z n | ≤ 2n −1/2 y − z 1 , using respectively D ρ > 0, the inequality |y 2 − z 2 | ≤ |y − z| (|y| + |z|), the Cauchy-Schwarz inequality, and the triangle inequality. Hence setting κ n (x) = n . We can apply Theorem 1 provided that ζ < a ∧ 1; this is automatically satisfied if a ≤ 1, but if a < 1 we require the additional condition that 1 − a < α −1 ∨ (β + 1)/2.
