ABSTRACT The skyline is a piece of important reference information in the automatic flight control system of an unmanned vehicle. Currently, most skyline detection algorithms assume that the skyline has distinct edge features that can be located in the image by edge detection. This method of detection, however, is only applicable when the skyline is obvious. Its detection result in images with an indistinct skyline is affected by the threshold value, such as on cloudy or heavily foggy days, when clear skyline features cannot be found. To find both distinct and indistinct skylines in the images, this paper proposes a vision-based skyline detection algorithm, in which the skyline is located by analyzing image brightness variations. This method is able to identify nonlinear skyline profiles in scenes with a clear skyline, and find the interface region between the sky and earth in scenes with an indistinct skyline, to estimate its location. According to the experimental results, the algorithm correctly finds the skyline profile in 97% of the test images, making it ideal to provide skyline reference information for the automatic flight control systems of unmanned vehicles.
I. INTRODUCTION
In recent years, the development of unmanned aircrafts has received an increasing amount of attention. In particular, an automatic flight control system based on machine vision is a key project. When a camera is mounted in front of the aircraft, the captured image is equivalent to the first person perspective of the pilot. The flight control system can obtain environment information through image analysis, thus controlling the action of the aircraft, the same way the pilot uses vision to judge the current flight situation and control the aircraft, and to perform tasks such as aircraft stabilization, obstacle avoidance, and landing at the specified location.
The skyline provides important, robust reference information in visual flight control systems, and the acquisition of its information through image analysis is a critical step. The skyline can be used to determine whether an object in an image is located on the ground or in the sky. With the camera fixed on the aircraft in flight and the horizontal axis of its coordinates set parallel to the wing, the roll angle of the aircraft relative to the ground can be determined from the gradient of the skyline in the image. Through the intersection of the skyline and the vertical axis at the center of the image, the pitch angle of the aircraft can also be determined.
This information can assist the flight control system to adjust the attitude of the aircraft and maintain its stability.
II. RELATED WORK
Among the methods to detect the skyline, some scientists use the difference between the sky and the ground. For example, Cornall et al. [1] thought that among the primary colors (RGB), blue would be suitable for distinguishing the sky from the ground. They firstly binarized the image with a threshold that emphasized the color blue to extract the boundary between the sky and ground regions, and then used Hough Transformation (HT) to obtain the skyline formed by the boundary. Using blue to distinguish sky from earth is practical when the weather is fair, because we can expect the sky to be blue then. However, on cloudy or rainy days, the sky is not necessarily blue, and using color information may not be sufficient to discern the difference between the sky and the ground. To enable the algorithm to find the skyline in cloudy or rainy days, scientists have switched to gather of pixel intensity, i.e. locating the skyline with the change in pixel intensity at the horizon line. Ettinger et al. [2] for example, performed a statistical analysis of pixel color distribution and found the skyline using a position of maximum color intensity variation between the upper and lower portions of the image. Dong et al. [3] calculated the maximum grayscale complexity for an image region and multiplied it by a parameter which is less than one to obtain a threshold for image binarization. With this, they identified regions with relatively high complexity, such as the seato-sky convergence line, and used HT to find the skyline. Yuan et al. [4] proposed a technique for removing clouds and fogs, which is used to detect the skyline in images that appear cloudy. These methods are useful for the detection of the skyline when weather is not fair, but the statistical processing of pixel intensity takes a considerable amount of time to achieve real-time image processing. As the flight control system needs to monitor the flight continuously, a longer image analysis time leaves less reaction time for the system. The algorithm needs to provide timely information on skyline detection for the flight control system to have enough of a reaction time to maintain aircraft stability.
Other scientists have also attempted to use the classifier to discern skyline features. For instance, Fefilatyev et al. [5] used the classifier to divide the image pixels into sky and ground regions, locating their boundary, and applied HT to find the skyline formed by the boundary. McGee et al. [6] used a support vector machine (SVM) to classify the image pixels into sky and ground categories and binarized the image based on the classification results. The black/white interface after binarization could represent the skyline boundary, for which the Hough Transformation could be applied to obtain the skyline detection results. As skyline scenes need to be selected to train the classifier model prior to its use, the classifier will have a high accuracy in resolving skyline in images similar to the training scenes. However, as the characteristics of the scene are changed, the accuracy of the classifier will be affected. As the scene will definitely change during the flight of the aircraft, the algorithm must adapt to a variety of scenarios to meet the requirements of the flight control system.
Another, more intuitive method is to use the edge features of the skyline to search the skyline features. When the boundary between the sky and ground is very clear, the skyline will have strong edge features in the image. Bao et al. [7] used edge detection to look for the edge points in the image and calculated the cumulative projected values of the edge points in different directions to find the direction of the maximum cumulative value and the corresponding straight line as the skyline. Pereira et al. [8] used edge features to find the position of the skyline and the vibrating aircraft wing and analyzed the characteristics of continuous images to remove the edge features of the vibrating wing to eventually locate the skyline using its edge features. Dusha et al. [9] used morphology to find the edge points for the three channels of RGB. After integrating these three sets of edge points, he then used the Hough Transform to detect the long straightline segments in the image, and finally filtered out the skyline with the optical flow method. As the processing speed for edge detection is very fast nowadays, the skyline can be detected quickly using edge features in most cases when it is distinct. However, when skyline edge features are not so clear, the edge detection threshold will directly affect the skyline detection results. A threshold that is too high cannot be used to find the edge points belonging to the skyline, while a value that is too low will accept a lot of noise that is not the skyline. As such, using the edge to determine the skyline, the algorithm may not be able to identify the right target when it is ambiguous in the image.
In all of the above studies, it is assumed that a long straight line in the image depicts the skyline. The feature points of the skyline are first identified, and then the skyline position is located using linear transformation. However, when objects such as buildings, mountains, and trees are present in the skyline, its profile will be a curve. The results of linear transformation therefore cannot show the contour of the skyline. To determine the skyline with mountains, woods, or buildings in the scene, Lie et al. [10] proposed connecting adjacent edge points in the image with dynamic programming to obtain the skyline. However, for skyline feature search using edge detection, a less-than-ideal representation of the skyline may be obtained when the weather changes, because non-skyline edge points will affect connection results. Chiu and Lo [11] found two peripheral blocks of the image with the largest variance and treated their connection line as the skyline. However, when the skyline was not distinct, the variance for the blocks containing the skyline was not great enough, and the skyline could not be accurately identified. To make the flight control system more stable, the algorithm must be applicable to a non-linear skyline.
To meet the above requirements, the algorithm proposed in this paper includes the steps to speed up processing. For an input image of fixed size, the algorithm can adjust the average processing speed to meet the demand of real-time computation. The edge detection threshold is avoided during the search of the skyline, and an analysis of the gradient change from the top to bottom of the image is instead used. This enables the algorithm to be applied to images of various brightness and contrast. The detected skyline will be close to the actual skyline profile, in that the curves of mountains and woods can be fully represented. The algorithm can rapidly find the skyline in the image under different scenarios and weather.
III. SKYLINE DETECTION ALGORITHM
The skyline detection algorithm proposed in this paper consists of four steps: namely pre-processing, selecting skyline candidate points, skyline candidate points filtering, and skyline candidate points connecting. Fig. 1 is the flowchart of the proposed algorithm. The first step is pre-processing, which is mainly the reduction of the computational workload of the algorithm to speed up the processing speed, so the algorithm can meet the demands of real-time computation. When the camera is fixed on an unmanned aircraft, the skyline in the image can be used to determine the attitude change of the aircraft. For a timely transmission of the skyline detection results to the flight control system, the processing speed of the algorithm must be less than the time interval of image input. In the NTSC standard, the speed of the algorithm to process a single image must be less than 33 milliseconds to fulfill realtime computing needs.
The second step is to find the skyline candidate points, with the aim to locate the possible position of the skyline in the image. When detecting the skyline, effects of weather and scene must be considered. In general, when the weather is fair and the sky is free of clouds, prominent edge features will exist at the boundary of sky and earth, and edge detection can be used to locate the skyline. However, in cloudy, rainy, or foggy days, the skyline will become less obvious, and the threshold in edge detection will affect the skyline search results. A threshold that is too small will reduce the number of the edge points identified, and one that is too large will pick up too much non-skyline noise. If a better edge detection result is desired, we can dynamically calculate the threshold for edge detection by analyzing the characteristics of the image, when the image property for the whole skyline is consistent. However, when skyline regions with different image properties are present in the image, the dynamically calculated threshold cannot be applied to the whole image. For instance, if the image is located at the intersection of mountain and sea, the skyline between the mountain and sky is clear, but between the sea and sky is not so clear. A single edge detection threshold can only receive good detection results for a portion of the skyline region, and cannot be used for the whole skyline region. Even with thick clouds, when only a gradual change from bright to dark is seen between the sky and ground, the boundary is not obvious. There are no edge features at the boundary of the sky and the earth, and edge detection cannot be used to search for the skyline. From here, one can see that finding the skyline features during different weather and scenes is a complex issue, and no method previously existed could solve all of the above situations. As such, this paper presents a method to detect the skyline features for different weather and scenes without the need to set the edge detection threshold. This method can automatically find the skyline candidate position in the image.
The third step involves skyline candidate points filtering. The skyline candidate points found are evaluated to filter out the absurd ones. When collecting skyline candidate points, only the continuity of adjacent pixels in the vertical direction is considered for maximum inclusion of all possible skyline points, and the relationship between the image regions is omitted from the analysis. As such, this step will perform the extraction according to the characteristics of the sampling column of the candidate point, as well as its nearby regions, to preserve reasonable candidate points for subsequent analysis.
The last step is the connecting of skyline candidate points. The similarity between the sky and ground regions of adjacent candidate points is compared, and similar points are connected to infer the skyline. When non-straight line segments such as mountains and woods are present in the skyline of the image, the algorithm hereby proposed can present complex skyline profiles.
A. PREPROCESSING
There are two parts in pre-processing: selecting the sampling column and establishing the integral image. Before the detection of the skyline, the algorithm will select sampling columns at fixed intervals in the horizontal direction of the image to use as the analysis units for skyline detection. Each sampling column is a vertical column of pixels. In an image f (x, y) with width w and height h, assuming the distance between neighboring sampling columns to be p, where p is in the range of [1, w − 1], under the condition that p is known, the x-coordinate of the pixels in the m-th sampling column can be expressed as m · p, with m in the range of [0, (w − 1)/p]. A greater distance p between the sampling columns results in fewer sampling columns. In the case of a pre-determined p and m, a column of pixels in the image can be represented by Equation (1):
When the skyline is detected for image f (x, y), the processing speed of the skyline detection algorithm and the resolution of the skyline profile can be adjusted by the size of p. As the image width is fixed, a larger value of p means less sampling columns to be analyzed and a faster algorithm processing speed. On the other hand, skyline detection is based on the connections between the candidate points of the sampling columns. The number of sampling columns determines the resolution of the skyline profile. A larger p value therefore yields a skyline with a lower resolution in the algorithm. Taking two extreme examples: (1) at p = 1, the whole image is the scope of the analysis, so the processing time is the longest and the resolution of the skyline profile is the best; (2) at p = w − 1, sampling only occurs in the two columns of pixels to the leftmost and rightmost of the image. The left and right endpoints are used to determine the skyline. As such, the processing time will be the shortest, but the skyline profile will have the lowest resolution. In practical, presentday applications, the value of p will be adjusted according to the procession time of the skyline detection algorithm and requirements on the skyline profile resolution, which will be discussed in more detail in the experimental results section.
The proposed algorithm only analyzes the pixels in the sampling column during its search for the skyline. As the purpose of finding the skyline is to obtain its overall trend of change in the image, and the skyline is a continuous curve, reducing the horizontal resolution of the detection result will not affect the skyline profile as a whole. This algorithm analyzes the position of the skyline in the sampling column to preserve the vertical resolution of the detection result. The rapid acquisition of the skyline profile, by connecting its position in each sampling column, allows for the evaluation of trending skyline change and a reduction in the amount of data to be processed, thereby speeding up the algorithm.
Another part in pre-processing is to establish the integral image. As the algorithm needs to repeatedly calculate the regional intensity sum of the sampling column pixels in the vertical direction, the one-dimensional integral image for sampling column pixels in the vertical direction will first be established to accelerate the calculation speed. The integral image approach is the point-by-point addition of the grayscale intensity of a column of pixels from the top to bottom, with storage in a register. The integral image of each pixel represents the accumulated grayscale intensities of the above vertically pixels, plus that of the present pixel. In the m-th sampling column, I (m · p, y) is the integral image built on the sampling column pixel f (m · p, y), as shown in Equation (2) . The range of y is [0, h − 1].
When the algorithm needs to calculate the pixel sum for a section of arbitrary length in a column, the result can be obtained rapidly by subtracting the integral image value of that column. This greatly accelerates the processing speed of the algorithm. In Equation (3), if the sum from the (r + 1)-th pixel to the s-th pixel in the sampling column m needs to be calculated, the subtraction of integral image I (m · p, r) from I (m · p, s) could be performed to quickly obtain the intensity sum of the pixel region.
As can be seen in Equation (3), the calculation of the accumulated sum from the (r + 1)-th pixel to the s-th pixel originally needs s − r − 1 addition operations, but through the integral image, only a subtraction is needed to get the same result. This speeds up the computation of the regional intensity sum of pixels in the vertical direction.
B. SELECTING SKYLINE CANDIDATE POINTS
The selection of skyline candidate points is divided into two steps: The first is to find the possible region containing the skyline by analyzing the change in the gradient of intensity of sampling column pixels. We call the region as the skyline candidate region. The second step is to find the candidate point of the skyline from the candidate region. At the same time, considering the influence of noise, methods to eliminate noise impact will be added to the above two steps, so that the overall algorithm is more robust.
In the first step, to analyze the change in the gradient of intensity of the sampling column, the vertical gradient will first be calculated for sample column pixels. The pixel gradient of the m-th sampling column in the image is defined here as G m (y), as shown in Equation (4):
After calculating the vertical gradient of the sample column pixels, the property of ''bright above and dim below'' is used to determine a possible region for the skyline. A reasonable skyline has sky and clouds above it and earth or sea below, and as such, the pixel intensity near the skyline will appear brighter above and dimmer below. The calculated G m (y) will be greater than zero. Pixels in the sampling column can be divided into two types with the calculated result of Equation (4). The one greater than zero indicates that the area above that pixel is brighter and below it is darker. This pixel may be part of the skyline region. The one less than or equal to zero indicates that the pixel does not meet the criterion of being bright above and dark below, and is not inside the skyline region. To distinguish between these two types of pixels, the brightness analysis function of the sample column m is defined as a two-valued function, as shown in Equation (5):
With the brightness analysis function in Equation (5), possible skyline regions can be found in the sample columns. As the pixels around the skyline are brighter on top and dimmer below, continuous values of ''1'' for the g m (y) of all the sample column pixels imply the conformance of the region formed by these pixels to the brightness property mentioned above, and they could be in the area near the skyline. The skyline candidate region is defined here as formed by three or more adjacent pixels in the skyline sample column with g m (y) of 1. Each sample column could contain multiple skyline candidate regions, each with its own upper and lower boundaries, and they do not overlap. The upper and lower bounds of B m (n) are defined as r m (n) and s m (n). The range of skyline candidate region B m (n) is as shown in Equation (6):
The influence of noise must be taken into account when searching for the upper and lower bounds of the skyline candidate region. Figure 3 illustrates the effect of noise on the brightness analysis function g m (y) · f (m · p, y) is the grayscale value for a series of pixels in the sampling column m gradually becoming dimmer from the top down. G m (y) and g m (y) are the corresponding gradient and brightness analysis functions.
When no noise is present, the pixels of f (m·p, y) satisfying the ''bright above and dim below'' criterion will have G m (y) greater than zero and g m (y) of all 1. In Figure 3 (a), however, the bright noise with an intensity of 212 causes the G m (y) of the pixel above to be less than zero. In Figure 3 (b), the dark noise with an intensity of 152 causes the G m (y) of the pixel below to be less than zero. This will change g m (y) from 1 to 0. The upper and lower bounds of the skyline candidate region are discerned by the intersections between 1 and 0 of g m (y). When g m (y) is changed from 1 to 0, error in discerning the position of the skyline region boundary could occur, affecting the accuracy in the subsequent search of skyline candidate points. To minimize the influence of noise on the skyline detection result, noise detection and correction methods will be implemented in the search for the skyline.
As can be seen from Figure 3 , the bright or dark noise will only change the g m (y) value of one pixel to 0, so when noise occurs, the affected pixel will divide the block in which g m (y) is entirely 1 into two parts. According to this property, when looking for the skyline candidate region, if there is only one point of 0 in two blocks of consecutive 1 from top to bottom, that point can be identified as noise. The two blocks are then merged to eliminate the influence of noise in the determination of the skyline boundary.
After finding the skyline candidate region, the second step is to find the position of the skyline candidate point in the region. The scenario needs to be divided into two cases: the sky and earth having clear delineation between them, and having no clear delineation. In the first case, the pixel intensity will change drastically at the boundary, but not so much for adjacent pixels in the sky or earth region. The location in the skyline candidate region with the greatest gradient change is the boundary between sky and earth regions, and is the reasonable position of the skyline candidate point. λ m (n) is the y-coordinate of the pixel in B m (n) with the largest intensity gradient, as shown in Equation (7):
The maximum pixel intensity gradient can be used to locate the skyline candidate point only when the sky and earth regions have a distinct boundary. When this is not the case, such as on foggy days, the intensity gradient of adjacent pixels is very small for the skyline candidate region, and the whole area shows a gradual transition from bright to dim without clear edge features. The maximum pixel intensity gradient will be randomly distributed in the bright-to-dim region. If a point with the maximum pixel intensity gradient is selected as the skyline candidate, the connection of these random skyline candidates may result in error. The midpoint of the gradually changing region should be chosen as the skyline candidate point to outline a reasonable skyline profile. Thus, to find a reasonable skyline candidate point, we must first decide if a clear boundary exists between the sky and earth areas in the skyline candidate region.
To determine if a clear boundary exists between the sky and the earth regions, it is necessary to first compare the intensity gradient of λ m (n) and the average intensity gradient of the pixels inB m (n). Definition of the average intensity gradient G m (n) for pixels in B m (n) is shown in Equation (8):
Here, q is set as the threshold which is greater than one. Assuming G m [λ m (n)] is the maximum in pixel intensity gradient of the pixels in the B m (n), and b m (n) represent the y-coordinate of skyline candidate points in B m (n). If G m [λ m (n)] is greater than q·G m (n) that indicates the distinct edge features exist at λ m (n), so λ m (n) is the y-coordinate of the skyline candidate point, b m (n). When G m [λ m (n)] is less than or equal to q · G m (n), it is possible that pixels in the B m (n) have similar intensity gradients and the distinct edge features does not exist around λ m (n). In order to determine if a clear boundary exists around λ m (n), it is necessary to find the intensity gradient of the pixels around λ m (n). Here we define G min m [λ m (n)] as the minimum of the intensity gradient for the two pixels above and below the λ m (n), as shown in Equation (9):
, the intensity gradient of pixels near λ m (n) suddenly drops from the maximum value of G m [λ m (n)] to below the average value G m (n). This means a significant intensity gradient change is present around λ m (n), i.e. distinct edge features exist at the boundary between sky and earth, and λ m (n) is the y-coordinate of the skyline candidate point, b m (n). When the intensity gradient for the pixels above and below G m [λ m (n)] is not less than the average value G m (n), the intensity gradient of λ m (n) and its surrounding pixels is small, and no distinct edge exists around the maximum gradient G m [λ m (n)]. The whole skyline candidate region thus has gradual variation in brightness, and b m (n) should be taken at the midpoint of the region. The determination of b m (n) through the presence or absence of a clear boundary between the sky and earth is shown in Equation (10):
In this study, q is set to be 2. As seen in Equation (10), when determining the presence of a clear boundary in the skyline candidate region, λ m (n), the maximum intensity gradient for that region is an important parameter. However, noise could cause error in the search for λ m (n) in the candidate region. For example, in Figure 3(a) , the bright noise with intensity of 212 changes the G m (y) of the pixel below to be 42, producing a large positive intensity gradient for the pixel below. In Figure 3(b) , the dark noise with intensity of 152 changes the G m (y) of the pixel above to be 44, producing a large positive intensity gradient for the pixel above. These two positive intensity gradients are erroneous information representing noise, but could be wrongly judged as the maxima of the regional intensity gradient. As such, the impact of noise must be considered during the search of skyline candidate points. To avoid taking the erroneous information caused by noise as the maximum of the regional intensity gradient, the error in the intensity gradient caused by noise must be eliminated when comparing the maximum of regional intensity gradient. Based on the aforementioned detection of noise position with the change in g m (y), the influence of noise on the maximum of the regional intensity gradient could be removed in the following manner: when g m (y) is found to be 0 because of the presence of intense noise in the sampling column, comparison between the pixel with g m (y) of 0 and the intensity of pixels above and below it could be used to determine if noise is bright or dark. In Figure 3 (a), the pixel with g m (y) of 0 has an intensity of 190, and the intensities for the pixels above and below it are 196 and 212, respectively. The intensity for the pixel below does not conform to the ''bright above and dim below'' criterion, and could therefore be determined as bright noise. In Figure 3(b) , the pixel with g m (y) of 0 has an intensity of 176, and the intensities for the pixels above and below it are 152 and 170, respectively. The intensity for the pixel above does not conform to the ''bright above and dim below'' criterion, and could therefore be determined as dark noise. For bright noise, the intensity gradient for a distance of two pixels below the pixel with g m (y) of 0 must be neglected. For dark noise, the intensity gradient for a distance of two pixels above the pixel with g m (y) of 0 must be neglected. This is so because the large positive intensity gradient is formed by the noise. The real regional maximum is found from the remaining pixels to detect the presence of distinct skyline in the region.
C. FILTERING OF SKYLINE CANDIDATE POINTS
In the step of skyline candidate points filtering, the brightness change between the image blocks above and below the candidate point is calculated. It used to remove those points having only the ''bright above and dim below'' feature with neighboring pixels, but are not on the boundary between bright and dark regions. As the reasonable skyline has a la4rge bright region above it and a dim region below it, the right skyline candidate point has a higher pixel intensity in the region above it. However, only the pixel intensity change between the skyline candidate points and the neighboring pixels are considered during the search, and not the interfacial features between the bright and dim regions. Some candidate points, though having the ''bright above and dim below'' feature with their neighboring pixels, do not possess the same property for pixel intensity of the regions above and below it, and are therefore not the right skyline position.
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Through a comparison of the brightness change of the regions above and below the candidate points, we remove those having only the ''bright above and dim below'' feature with neighboring pixels, but are not on the boundary between bright and dark regions, and keep the reasonable points.
During the extraction, the average pixel intensities of three regions are used to determine if the candidate point should be kept. The y-coordinate of the skyline candidate point in the n-th region of the m-th sampling column is set to be b m (n). Here the average image intensity for the region above the candidate point is defined as U m (n), for the region below defined as V m (n), and for the local region centered at the candidate point as A m (n). The average pixel intensity U m (n) for the region above b m (n) is the average pixel intensity between the point above b m (n) and the previous skyline candidate point. The average pixel intensity V m (n) for the region below b m (n) is the average pixel intensity between the point below b m (n) and the next skyline candidate point. With m = i and n = j for b m (n), and p as the spacing between adjacent sampling columns, the calculation for U i (j) and V i (j) is shown in Equation (11):
Here, A m (n) is defined as the average pixel intensity for a region within the range η above and below the candidate point b m (n). With m = i and n = j for b m (n), the computation for A i (j) is as shown in Equation (12):
As A i (j) is the local characteristic around b i (j), the range of η cannot be too small. Here, the reasonable vertical distance between two adjacent skyline profiles is defined as TH . In some images, there are more than two skyline profiles that are ''bright above and dim below,'' such as overlapping mountains. If the vertical distance between two adjacent skylines is greater than TH, they are considered independent and treated as likely skyline segments. If the distances between b i (j), the previous candidate point b i (j − 1), and the next candidate point b i (j+1) are all less than TH , the distances between b i (j) and candidate points above and below it are too short, and η is set to be TH . Otherwise, η is the larger of the distances to the skyline candidate points above and below, as shown in Equation (13):
In this study, TH is set to be h/8, in which h is the image height. Here δ m (n) is defined as a record of the filtering result for skyline candidate point. Each skyline candidate in b m (n) has a corresponding δ m (n) record, with initial value of ''0''. When the location of b m (n) is a reasonable skyline candidate point, the local region A m (n) centered at b m (n) will contain sky and earth pixels, and will therefore be dimmer than the U m (n) of sky region and brighter than the V m (n) of earth region. δ m (n) will be set to ''1'' to indicate the conformance of the pixel intensity in regions above the below b m (n) to the ''bright above and dim below'' requirement, as shown in Equation (14) . b m (n) is therefore a reasonable skyline candidate point.
In the subsequent step to connect skyline points and obtain a skyline profile, only those candidate points with a δ m (n) of 1 will be evaluated. Candidate points with a δ m (n) of 0 are removed. This reduces the computational workload of the algorithm and avoids connecting the wrong line segments.
D. CONNECTING SKYLINE CANDIDATE POINTS
The skyline candidate points in the sampling columns are connected horizontally to obtain the complete skyline profile. This includes two steps: connecting similar skyline candidate points and merging regional skyline segments. In the first step, the candidate points of adjacent sampling columns are connected to obtain the regional skyline segments. If two candidate points of adjacent sampling columns belong to the same skyline, the image features around them will be similar, and the distance will be in a reasonable range. Candidate points of adjacent sampling columns can therefore be connected based on the proximity of the distance between them and similarity in image features. The continuous line segments from left to right between the candidate points can be used to draw the skyline segment profile.
Assuming that the i-th and (i + 1)-th sampling columns are adjacent, three rules are first applied to find the skyline candidate point pairs in the columns with similar image features. Based on the similarity of the point pairs, the pairs with a higher similarity will be selected and connected to obtain regional skyline segments for the adjacent sampling columns. b i (l) is defined as the y-coordinate of the l-th candidate point in the i-th sampling column, and b i+1 (t) is the y-coordinate of the t-th candidate point in the (i + 1)-th sampling column. Based on candidate point filtering and the condition that δ i (l) and δ i+1 (t) are both 1, the skyline candidate points at b i (l) and b i+1 (t) must satisfy the three rules below to be considered as candidate point pairs with similar image features:
1) RULE 1: THE VERTICAL DISTANCE BETWEEN b i (l) AND b i+1 (t ). IS LESS THAN THE PRESET VALUE
Here, α is set as the threshold for the vertical distance between b i (l) and b i+1 (t). When the skyline candidate points at b i (l) and b i+1 (t) are on the same skyline, the absolute value of the difference between b i (l) and b i+1 (t) must be less than α. α can be adjusted for different situations. The α for this experiment is set to be 3 · p, and p is the spacing between two adjacent sampling columns.
2) Rule 2: THE REGIONS ABOVE AND BELOW b i (l) AND b i+1 (t ) NEED TO SATISFY THE CROSS COMPARISON REQUIREMENT
When the candidate points are on the skyline, the pixel brightness for the region above will be greater than the region below. Here, U i (l) and V i (l) calculated in Equation (11) are used as the average pixel intensity for the regions above and below b i (l), and U i+1 (t) and V i+1 (t) are used for b i+1 (t). When the candidate points at b i (l) and b i+1 (t) are on the same skyline, U i (l) should be greater than V i+1 (t) and U i+1 (t) should be greater than V i (l).
3) RULE 3: THE AVERAGE PIXEL INTENSITY MUST BE CLOSE FOR THE REGIONS ABOVE AND BELOW b i (l) AND b i+1 (t )
When the two candidate points at b i (l) and b i+1 (t) are on the same skyline, the regions above them are continuous. Therefore, the average pixel intensity U i (l) and U i+1 (t) for the regions above the two candidate points should be close. For the same reason, the average pixel intensity V i (l) and V i+1 (t) for the regions below the two candidate points should also be close. r i (l) and r i+1 (t) represent the upper bound of the skyline candidate region, B i (l) and B i+1 (t), defined in Equation (6), and s i (l) and s i+1 (t) represent the lower bound of the B i (l) and B i+1 (t). When the two candidate points at b i (l) and b i+1 (t) are on the same skyline, U i (l) will be in the pixel intensity range of r i+1 (t) to b i+1 (t), and U i+1 (t) in r i (l) to b i (l). V i (l) will be in the pixel intensity range of b i+1 (t) to s i+1 (t), and V i+1 (t) in b i (l) to s i (l).
After skyline candidate points with similar image features are found with the three rules above, their similarity is compared. b i (l) and b i+1 (t) are defined as the y-coordinate of two candidate points with similar image features. The difference function ϕ(i, l, t) is used to represent the degree of similarity between candidate points at b i (l) and b i+1 (t). ϕ (i, l, t) is defined as the sum of the absolute values of the pixel intensity difference for the regions above and below the skyline candidate points, as shown in Equation (15). A smaller value of ϕ (i, l, t) indicates a higher similarity between b i (l) and b i+1 (t).
After the degree of similarity is calculated for the skyline candidate point pairs, the candidate points of adjacent sampling columns are connected to give a reasonable skyline of continuous curve in the image. The candidate points forming the skyline in adjacent sampling columns should have a one-to-one relationship, and the line segments of different candidate point pairs should not cross. As only the similarity between left and right skyline candidate points are considered during the search for candidate point pairs with similar image features, two cases must now be considered among the candidate point pairs. The first is the one-to-many situation, in which one candidate point of the left sampling column and two or more points of the right sampling column meet the criterion of having similar image features. The second is the many-to-one situation, in which two or more candidate points of the left sampling column and the same point of the right sampling column meet the criterion of having similar image features. To solve these two cases, after finding all of the candidate point pairs of adjacent sampling columns with similar image features, the occurrence of the one-tomany situation is first checked for the candidate points in the left sampling column. If present, the difference function between that candidate point and each candidate point in the right sampling column having similar image features is computed as in Equation (15). A smaller difference function ϕ(i, l, t) implies a higher degree of similarity for skyline candidate point pairs and a greater possibility of being the actual skyline profile. Thus, only the candidate point pairs with the smallest difference function are kept, and others removed, to ensure the one-to-one relation of the remaining candidate point pairs. After checking for all the skyline candidate points of the left sampling column, the manyto-one relation is checked for the candidate points of the right sampling column. If it is present, the candidate point pairs with the smallest difference function calculated with Equation (15) are kept, and the others removed. After the check is completed for left and right sampling columns, the candidate point pairs that remain should all have a one-toone relation. However, another anomaly still requires attention, and it is the crossover between line segments of different candidate point pairs. Here, the difference function of each candidate point pair is again computed as in Equation (15), and the pair with the smallest ϕ (i, l, t) is retained, while other crossed line segments are eliminated. The remaining skyline candidate point pairs are then connected.
The second step in connecting the skyline is the joining of regional skyline segments, which is done by comparing the image features at the endpoints of regional skyline segments. The line segments are merged to obtain the complete skyline profile. In the first step of connecting similar skyline candidate points, a complete skyline profile may not be achieved. A complete skyline could include different regions such as mountains, sea, and woods, which change the image property of the skyline in these regions. The similar candidate points could become disjointed at the border of skyline segments with different properties, such as at the intersection of mountains and sea, and merging is needed to obtain a complete skyline profile. As the regional skyline segments are formed by connecting skyline candidate points, the left and right endpoints of each regional skyline segment can be expressed with the coordinates of candidate points. Furthermore, only the right end of the left line segment and the left end of the right line segment need be compared. Other candidate points of the regional line segment can be excluded from this step.
Before the merge, skyline segments consisting only of two skyline candidate points are removed, as only line segments formed by more than three skyline candidate points are regarded as effective regional skyline segments. Two rules are VOLUME 5, 2017 used to find all possibly merging regional skyline segments. Based on the similarity between the endpoints of two regional skyline segments, those with high degree of similarity are merged. The two rules used here are Rules 1 and 2 in connecting skyline candidate points. Considering two regional skyline segments in the image, the y-coordinate of the right end of the left segment is b i (l), while that for the left end of right segment is b j (t). Under the condition of i being smaller than j, the endpoints at b i (l) and b j (t) must satisfy Rule 1 and 2 for the two segments to be merged. In the Rule 1, the α should be adjusted for the different distance between i and j. For example, α is 3 · p in the original Rule 1, but could be set as 3· (j−i)·p in the adapted Rule 1. According to Rule 2, the average pixel intensity U i (l) for the region above the right end of the left segment is larger than V j (t)t, the average pixel intensity for the region below the left end of the right segment, and the average pixel intensity U j (t) for the region above the left end of the right segment is larger than V i (l), the average pixel intensity for the region below the right end of the left segment.
After all possibly merging regional skyline segments are identified with Rule 1 and 2, the segments are merged according to the degree of similarity between their endpoints. The process of merging regional skyline segments is very similar to connecting skyline candidate points. As the skyline is a continuous curve in the image, the endpoints of regional line segments must satisfy the one-to-one relationship during merging. During the search of possibly merging regional skyline segments, the case of one-to-many could occur at the right end of segments, while many-to-one could occur at the left end. The connection between endpoints could also cross. The solution to the above problems is also similar to the step taken for connecting skyline candidate points of adjacent sampling columns, i.e., Equation (15) is used to calculate the difference function of candidate points, to select the endpoint pair of regional skyline segments with the greatest similarity.
After finding all the possibly merging regional skyline segments, their right ends are checked for the case of oneto-many. If this case is present, this endpoint pair with the greatest similarity according to Equation (15) is retained. The same is performed for the left ends of all the regional skyline segments. Equation (15) is next used to remove any cross connection between the ends of skyline segments. The remaining endpoint pairs of the regional skyline segments are joined to obtain the skyline detection result.
This paper defines the reasonable skyline profile. In this, the distance between the two endpoints and the image frame must be less than 5 percentage of image width. Sometimes an image will have more than two reasonable skyline profiles, such as in the scenario of overlapping mountains. This algorithm can be used to find all the possible skyline profiles at the same time. In the experiment results section below, the uppermost skyline profile is set to be the first choice in detected skyline results. The other profiles can be displayed as needed by setting appropriate parameters. The six images in Fig. 4 illustrate the detection result and the processing of the proposed algorithm in an experimental image. Fig. 4 (a) is the original image and the resolution is 240 × 180. Fig. 4 (b) presents the skyline detection result with a red line in the original image. The white pixels in Fig. 4 (c) are the skyline candidate points selected in the sample columns based on the methods in Section II-B, and white pixels in Fig. 4 (d) are the skyline candidate points after filtering by the method in Section II-C. Fig. 4 (e) shows the regional segments of the skyline, that are connected the candidate points by the algorithm in this paper. In Fig. 4 (f) , the reasonable skyline profiles are generated by connecting the regional segments above.
IV. EXPERIMENTAL RESULTS AND ANALYSES
The experimental results are divided into three parts. The first part is testing under different weather and scenes in order to assess the ability of the algorithm to correctly identify the skyline profile in images of various weather and scenes. Actual images are used as examples to illustrate the processing steps of the algorithm. The second part involves generating the statistics of the percentage of correctness of the algorithm. Here, the definition of ''accurate skyline detection result'' will be given, followed by the statistics of the algorithm in successfully identifying the skyline in images of different weather and scenes. The third part is an analysis of the algorithm processing speed. With the image size fixed, the average processing speed of the algorithm can be accelerated by adjusting the interval between sampling columns, thus meeting the demands of real-time computation. The method to adjust the processing speed, and its effect on the results of skyline detection, are described here.
A. TESTING UNDER DIFFERENT WEATHER AND SCENES
In testing under different weather conditions and scenes, dozens of test images are selected for each of the following: different weather, such as sunny, overcast, or cloudy days, and different scenes such as mountain, sea, or forest, to assess the robustness of the algorithm. A total of 200 images are tested. Among them, the characteristics of the skyline, such as the brightness, contrast, and edge strength are all different. Profiles of mountains or forests are also included as part of the skyline in some images so that the skyline contour appears as a random curve. Examples are given below, illustrating the skyline detection of the algorithm in images of different weather and scenes. Fig. 5 to 10 present the skyline detection results of the algorithm in six images of different scenes and weather, and compare the differences between the skyline profile obtained with our algorithm and skyline edge features found by edge detection. In the images, (a) is the original copy, and (b) illustrates the reasonable skyline profiles obtained by the algorithm. In Figure (c) , we present the skyline detection result in the original copy using a red line. Images (d) to (f) are edge detection results on the original image using Since the original resolution of the six images is not necessarily the same, the detection results will be displayed here with the proportion taken by the skyline in the original image, and the line width of the detection results in the images will thus vary. Fig. 5 shows the sunset image of a plain with a resolution of 960 × 600. The skyline is clear and linear in the image, except for some interference from the setting sun on the right side. As can be seen from Fig. 5 (d) , there is no obvious edge feature in the vicinity of the setting sun, and edge points not belonging to the skyline are also detected. In Fig. 5 (e) and (f), the skyline at the setting sun is found by lowering the threshold, but more edge noise that is not part of the skyline is also identified. This could make it difficult to find the correct skyline in Fig. 5 (e) and (f) using straight line detection. In Fig. 5 (c) , one can see that our algorithm accurately identifies most of the skyline profile. Although the regional segments of the skyline are interfered at the setting sun, the full skyline profile can be obtained by merging them.
The skyline in Fig. 6 is a curve of the outline of a mountain, with a resolution of 600×336 and on a cloudy day. A comparison of Fig. 6 (d) , (e), and (f) shows clear edge features at the mountain outline, but lowering of the threshold findsmuch non-skyline edge noise in Fig. 6 (e) and (f). In Fig. 6 (d) , one can also see the clear edge features at the intersection of the mountain and lake. Since the line segment at the mountain/lake boundary is closer to a straight line than the mountain outline, a straight line detection on the edge points of Fig. 6 (d) will yield the straight line at the intersection of the mountain and lake, and not the skyline made of the mountain outline. In Fig. 6 (c) , our algorithm finds a complete outline of the mountain. Since the mountain/lake boundary does not fulfill the criterion of ''bright above and dim below,'' it will not generate skyline candidate points. The final skyline profile is almost identical to the mountain outline.
In Fig. 7 , the skyline is a combination of outlines of mountains at different distances, with a resolution of 500 × 360. Since the mountains forming the skyline at the left and right are at different distances, the skyline at left has greater edge strength than that at right. There is also interference of the sunlight and clouds from above. As can be seen in Fig. 7 (d) , a threshold that is too high will not be able to detect the skyline at right. If the threshold is reduced as in Fig. 7 (e) and (f), the noise from the sunlight and clouds above is also identified. In Fig. 7 (c) , our algorithm finds the skyline regional segments both on the left and right, and the full skyline profile is obtained by connecting the regional segments of the skyline. Fig. 8 has two skyline profiles: one in the cloudy region with weak edge features, and the other at the boundary between the mountains and sky. The resolution of the image is 400 × 300.
From Fig. 8 (d) and (e), one can see that edge detection can only give the edge profile at the boundary between the mountains and sky, and not the skyline features in the cloudy region. In Fig. 8 (b) , our algorithm finds the outline at both the cloudy region and the mountains. Although the regional segments of the skyline in the cloudy region are interfered by the setting sun, a complete profile can still be obtained by connecting the regional segments of the skyline. Since the current algorithm sets the skyline profile at the upper portion of the image as the detection result, Fig. 8 (c) only shows the skyline contour in the cloudy region.
In Fig. 9 , the skyline is composed of the outlines of two mountains, at a resolution of 1600 × 900. Since the two mountains are at different distances and the view is poor on rainy days, the image characteristics of the left mountain outline are very different from those of the right. As can be seen from Fig. 9 (d) , it is not possible to detect the edge features of the outlines for the left and right mountains at the same time. If the threshold value is tuned down, as shown in Fig. 9 (e) and (f), the noise of the mountain and sea regions will also be found, and the straight line segments at the boundary between the mountains and sea will be more pronounced. If straight line detection is used on Fig. 9 (e) , the straight line formed by the intersection of the two mountains and the sea will be identified, not between the sky and mountains. As seen in Fig. 9 (c) , our algorithm finds the outlines of both the left and right mountains and the complete skyline profile can be obtained by connecting the outlines. Fig. 10 is a shot in heavy fog, with a resolution of 300×168. From Fig. 10 (d) , (e), and (f), it can be seen that the boundary between sky and mountain contains almost no edge features.
Thus, edge detection cannot be used to locate the skyline. Our algorithm, on the other hand, uses the ''bright above and dim below'' property at the sky/mountain boundary to find the skyline candidate points, and connects them to obtain the skyline profile, as shown in Fig. 10 (c) .
B. STATISTICAL ANALYSIS OF THE ACCURACY OF THE ALGORITHM
The proposed algorithm can be applied to scenes with distinct and indistinct skylines. This has not been discussed for any other algorithms. Therefore, before determining the percentage of accuracy, a definition for ''accurate skyline detection result'' must be given. In this algorithm, the skyline candidate points are the basic units of the skyline profile. This paper thus defines accurate skyline candidate points in scenes with clear skylines as having a pixel difference of less than 1 between its vertical coordinate in the sampling column, and that in the sampling column of the skyline identified by multiple people with the naked eye. For scenes with an indistinct skyline, a difference within 5 pixels indicates accuracy, to make up for interference from clouds and fog. The number of correct skyline candidate points in the profile is used to calculate the similarity between the single-image skyline detection result and the actual skyline, as shown in (16):
In which N T is the total number of sampling columns in the image, and N C is the total number of correct skyline candidate points. The similarity must exceed 80% between the single-image accurate skyline detection result and the actual skyline. To better account for the accuracy of our algorithm, in addition to the 200 skyline images of different weather and scenes, the test images also included six sets of continuous skyline shots taken by an unmanned vehicle during its flight, with a total image number of about 20,863. The single shots are either obtained by the researchers or downloaded from the Internet. Continuous image sets 1-3 were captured by the airborne camera, and 4-6 were downloaded from youtube [12] - [14] . In these images, the factors affecting the result of skyline detection can be divided into four categories:
1) The skyline shape, such as linear or nonlinear.
2) The brightness of the image, such as sunny, overcast, or cloudy days, for which the overall brightness of the image is different.
3) The complexity of the image, such as interference from roads, forests, or clouds on the ground or in the sky.
4) The noise interfering with the image signal. Figs. 11 to 16 are, respectively, some of the detection results of the six sets of continuous shots containing the skyline. Fig. 11 is selected from the images set 1 and there are complex textures of the ground objects in this figure. Because the proposed algorithm connects the regional segments of the skyline based on the similarity degree between the endpoints of the regional segments of the skyline, the edge texture that is not part of the skyline in the image will not influence the detection result. Fig. 12 shows the images with the noise interfering in the image set 2. The noise brings some unnecessary edge features in the image. Since the algorithm calculates the average brightness of the regions to filter the skyline candidate points, the noise may not generate the regional segments of the skyline. The proposed algorithm can obtain the correct skyline profile under the noise interfering. Fig. 13 presents the continuous shots in the image set 3. It can be seen that the brightness of image darken gradually. The proposed algorithm works well with the varying illumination. Fig. 14 shows the sunset images in the image set 4, it can see that the proposed algorithm accurately obtains the skyline profile using connecting skyline segments, although there is the interference from the setting sun. Fig. 15 is selected form the image set 5. It is rainy day and the water drop attached to the camera lens. The skyline profile can be obtained under the interference from water drop.
In Fig. 16 , the images in foggy day in the image set 6. We use the same program to generate above detection results. It mean that the proposed algorithm can detect the skyline profile under different weather conditions. Fig. 17 contains some of the detection results for the 200 single images. Table 1 lists the statistical results of the percentage accuracy for the images. The shots in image sets having no skyline will not be counted in the statistical results. According to the experimental results, the proposed algorithm correctly finds the skyline profile in 97% of the test images.
The following figures will explain the reasons for the error detection of skyline. Figs. 18 to 20 present some incorrect results of skyline detection. In these images, (a) is the original copy, and (b) is the skyline detection result of the algorithm.
In Fig. 18 , the skyline should include the outlet of the middle mountains. However, because the algorithm must connect two regional segments of the skyline with the highest similarity, therefore, the skyline detection result presents the profile with the highest similarity. Fig. 19 shows that the serious noise interfering generates the false texture as the line in the image. Because the texture fits the regional feature of ''bright above and dim below'', the propose algorithm detects the false texture as the real skyline. When the skyline is incomplete or shorter in the image, the algorithm may connect several regional segments as the detection result with great length. In Fig. 20 , because there is no complete skyline in the image, the algorithm connects the segments generated from the outlet of tree as detection result.
C. SPEED AND RESOLUTION ASSESSMENT
This paper shows that the proposed skyline algorithm satisfies the requirement for processing speed by adjusting the interval between sampling columns. The test platform currently used is as follows: CPU with an Intel Pentium 4 640 running at 3.2 GHz with 4 GB of memory, and a Windows XP operating system. In this experiment, the sampling interval is set to be 1% of the image width, with decimals discarded unconditionally. For example, the sampling interval is set to 3 for an image of 320 × 240. Changing the sampling interval will affect the processing speed of the skyline detection algorithm, such that a larger sampling interval leads to a higher algorithm processing speed. processing time of 3.26 millisecond. Fig. 22 shows the processing time required for the image of Fig. 21 (a) at different sampling intervals. It can be seen that the processing is accelerated as the sampling interval is increased. However, increasing the sampling interval inevitably impacts the results of the skyline detection. The four images of Fig. 23 are the detection results at sampling intervals of 8, 16, 32, and 64 pixels. One can see that as the sampling interval increases, the horizontal resolution of the skyline profile is reduced. However, since the vertical sampling interval increases, the horizontal resolution of the skyline profile is reduced. However, since the vertical resolution is not changed during the analysis of the skyline candidate points, the vertical positions of the candidate points in the sampling column stay the same, and the overall skyline profile after connecting these points is not affected. Table 2 presents a performance comparison between the different skyline-detection algorithms. It can be seen that the processing speed of the proposed algorithm is much faster than the other four methods below. Although the method of [11] is faster than the proposed algorithm, however, the full skyline profile can not be obtained by only two terminal points of the skyline. If the center of the skyline is protrudent as the mountains or the buildings, the method of [11] can not provide the full skyline. Nevertheless, the result of the proposed algorithm can offer the full skyline profile, and the result can be also applied to the obstacle avoidance.
V. CONCLUSION
In this paper, a vision-based skyline detection algorithm is proposed that can locate nonlinear skyline profiles under different weather and environmental conditions. From the experimental results, it can be seen that in the case of a clear skyline, this algorithm can detect all skyline segments with varying image characteristics, and shows a curvy skyline profile of mountains or woods. In scenarios with indistinct skylines or cloudy surroundings, this algorithm can identify the region of the sky joining the earth, and estimate a likely location of the skyline. For a total of 20,863 test images, the algorithm achieves an overall accuracy of 97%. The algorithm presented in this paper can provide skyline profile information under differ rent weather and environmental conditions, and adjust its processing time according to system demand in order to meet the requirement of real-time computation. It is suitable to be applied in the vision-based flight control systems of unmanned vehicles. 
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