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Abstract— We present a Bayesian object observation model
for complete probabilistic semantic SLAM. Recent studies on
object detection and feature extraction have become important
for scene understanding and 3D mapping. However, 3D shape of
the object is too complex to formulate the probabilistic observa-
tion model; therefore, performing the Bayesian inference of the
object-oriented features as well as their pose is less considered.
Besides, when the robot equipped with an RGB mono camera
only observes the projected single view of an object, a significant
amount of the 3D shape information is abandoned. Due to
these limitations, semantic SLAM and viewpoint-independent
loop closure using volumetric 3D object shape is challenging.
In order to enable the complete formulation of probabilistic
semantic SLAM, we approximate the observation model of
a 3D object with a tractable distribution. We also estimate
the variational likelihood from the 2D image of the object
to exploit its observed single view. In order to evaluate the
proposed method, we perform pose and feature estimation, and
demonstrate that the automatic loop closure works seamlessly
without additional loop detector in various environments.
I. INTRODUCTION
In robotics, simultaneous localization and mapping
(SLAM) with high-level features finds various real-world
tasks such as autonomous navigation and object search
[1][2]. Object-oriented features have evolved as a practical
choice for semantic SLAM [3], as they are ideal for view-
independent loop closure and complete volumetric maps.
Since mono cameras are popular for SLAM on platforms
such as hand-held devices and mobile robots [4][5], semantic
feature detections in single RGB images are widely used.
In particular, thanks to the advent of the neural networks,
real-time 2D object detection has been improved and ex-
ploited in SLAM implementations. However, existing object
detection methods hardly consider the probabilistic obser-
vation model as they mainly focus on the accuracy of the
detection and category classification [6][7]. In the case of
detection algorithms based on point feature matchings, for
example, distinct feature extraction and key point matching
are main factors for better performance; therefore, obtaining
viewpoint-independent features of the object is relatively less
considered [8].
For viewpoint-independent features, it is ideal to catch
the 3D full shape of the object. The entire shape can be
estimated by 3D scanning or SfM [9], but these methods
lack the reality to the mobile platforms that are typically
used for various tasks in real-time. Even if an object-oriented
feature is acquired by inferring a 3D shape from a single
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Fig. 1. In the proposed method, an observed view data is assumed to be an
RGB image. In order to approximate the object observation model, we train
the variational auto-encoder to achieve the object generative model. The
encoded features of the 3D object is estimated from the RGB single view.
Using the approximated observation model, complete SLAM formulation
and optimization becomes possible.
2D view [10][11], landmark pose and feature optimization
should be possible for the complete SLAM formulation.
Since the probabilistic distribution of the object with com-
plex 3D shape is intractable, complete SLAM optimiza-
tion with numerical analysis is still challenging without
approximated distributions. To this end, [12] proposes a
variational feature encoding method for objects by exploiting
their corresponding single view. However, this method only
covers the voxelized 3D single view from depth cameras or
range finders, under the assumption of instance segmentation,
which is thus insufficient to be directly applied to the real-
world scenarios. The lack of the consideration of object
viewpoint orientation also makes it cumbersome to adopt the
algorithm when performing the pose optimization in SLAM.
Therefore, we propose a method to approximate an object
observation model to a tractable distribution, considering the
3D shape and the viewpoint orientation. Using the proposed
observation model, not only the approximated solutions for
the coordinates of the object landmarks but feature values
and the orientations can be estimated. We use the Variational
auto-encoder (VAE) [13] to infer a variational likelihood
of 3D object observation model from RGB single view so
that the robot can exploit the observation with RGB mono
camera.
Our contributions are two-fold: First, we show that the
complete SLAM formulation including feature optimization
and automatic loop-closing is available with approximated
observation model; second, we propose a real-time encoding
method for object observation model with Bayesian genera-
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Fig. 2. Overview of the proposed Bayesian model for the object generative model. (a) The 3D object shape sf generation is assumed to be involving
the category lc, instance li and the object orientation v with respect to the observer. v can be modeled with any representation of the orientation such
as quaternion or rotation matrix. (b) The latent variables according to each element are adopted for the variational likelihood. Priors of lc and li are also
learned form the training data by constructing the additional network. Since v is a real value in our case, we simply let v be the mean of the orientation
prior. (c) The variational likelihood of the proposed observation model is inferred from the observed single view so. From this strategy, we can exploit the
RGB single view without scanning the entire shape of the object directly. The generative model is represented by solid lines, and the dashed lines denote
the variational likelihood estimation. For the prior, ψ is learned simultaneously with θ and φ, which are the parameters of the generative model.
tive network, exploiting the RGB single view of the object.
II. RELATED WORK
Works on feature-based SLAM typically divide the prob-
lem into two parts; front-end for data association and back-
end for pose optimization. Based on the data association
using feature matching or tracking algorithm in the front-
end, the pose graph optimization is performed at the back-
end subsequently. On semantic SLAM problem, while poses
of robot trajectories or of features can be estimated using
pose graph optimization methods [14][15], obtaining a closed
form solution of the optimal feature value is challenging
since the high-dimensional features for landmarks follows
the intractable distribution. Due to this complexity, even
when object-oriented features are used for classification, fea-
tures obtained from complex 3D shapes need further learning
by using additional algorithms such as SVM [16][17]. Hence,
object observation probability is typically considered only on
the front-end data association.
Since the object observation model is intractable and
hardly considered in SLAM formulation, false-positive data
association in the front-end causes tremendous amount of
error in the pose graph estimation. Besides, the optimal pose
is solely estimated without considering the feature values,
estimating both robot trajectory, object shape and its pose
is challenging. [18] proposes an expectation maximization
(EM) formulation for complete SLAM problem considering
data association. However, as they use the existing object
detection method for data association [19], it is ambiguous
to adopt the object observation probability directly to the
SLAM formulation. Also, they rarely consider the viewpoint-
independent feature for 3D shape and object orientation in
formulation since they adopt edge and corner filter based
deformable part detection algorithm. In [20], object pose and
shape optimization as well as robot trajectory are estimated
in back-end using key point matching and PCA-based object
observation factor. Their observation factor, however, barely
considers the tractable object observation model, which is
hardly adopt to complete SLAM formulation with computing
observation probability. They are bound to perform pose
and shape estimation after data association using additional
tracking and loop closure algorithm in the front-end. [12]
proposes an encoding method of features which imply the
full shape of objects from a single view. The encoded features
follow a tractable Gaussian observation distribution and can
be estimated approximately together with robot trajectory
and landmark coordinates. However, the proposed algorithm
lacks pragmatic aspects as the single view is limited to the
depth image under the assumption that the object is already
segmented. Also, the viewpoint orientation of the object is
hardly considered in SLAM formulation.
We thus introduce a method to object observation model
approximation considering the 3D shape and viewpoint
orientation. Using a tractable observation distribution, data
association and landmark feature optimization as well as pose
optimization are achievable. Similar to [21], latent variables
of class, instance and viewpoint orientation are assumed
to be involved in Bayesian graphical model for the object
generation. In order to exploit the single views obtained
as 2D RGB images, we train the network to estimate the
variational likelihood of 3D object from 2D single views.
The proposed network is basically VAE, estimated object
features can be converted to 3D shapes using decoder as
[11][16][22] to construct a volumetric semantic maps.
III. OBSERVATION MODEL OF OBJECT WITH 3D SHAPE
AND ORIENTATION
Consider a robot observing the 3D full shape of an object
as multiple voxel grids, and using them as a semantic feature
sf . Assume that the robot exploits the shape only; not
including the other factors such as color, texture or scales
of objects. To obtain the generative model of objects for the
approximated observation model, a Bayesian random process
can be adopted. Similar to [21], we assume l = {lω}ω=c,i
and v cast the Bayesian dice; lc and li stand for the
object category and the instance respectively, and v denotes
the viewpoint orientation of the object with respect to the
observer. We let v ∈ v be the Euler angle representation.
The graphical model of the proposed process is shown in
Fig. 2(a).
Now we can derive the joint distribution for the object
observation as p
(
sf , l,v
)
= p (l,v) p
(
sf |l,v). p (l,v) is
assumed to be uniform; objects in a scene are observed
randomly regardless of their category, instance or pose. To
approximate the complex distributions of the object, we can
exploit the VAE. Variational lower-bound L of the likelihood
p
(
sf |l,v) then can be written as follows:
L (θ, φ, ψ; sf , l,v) = −KL (qφ (z|sf) ||pψ (z|l, v))
+ Ezl,v
[
log pθ
(
sf |zl,v)] , (1)
where zl,v ∼ qφ
(
z|sf). zl,v can be factorized to zc, zi, zv
[13][23], and the KL-divergence in (1) is represented as
follows:
KL
(
qφ
(
z|sf) ||pψ (z|l)) = ∑
ω=c,i
KL (qφω (·) ||pψ (z|lω))
+KL (qφv (·) ||pψ (z|v)) .
We let the prior pψ (z|lω) be a Gaussian distribution
N (z;µω, I). The corresponding model with latent variable
z is displayed in Fig.2(b). Here, Gaussians with different
µω should be defined for each label to obtain distinctive
features with different shapes. To achieve this, we can
construct a prior network for nonlinear function µω =
fψ (l
ω) which is trained with VAE simultaneously [12]. The
variational likelihood qφ is also assumed to be a multivariate
Gaussian distribution; qφω (·) = N
(
z;µsω, (σsω)2I
)
and
qφv (·) = N
(
z;µsv, (σsv)2I
)
. The encoded variables µs =
(µsc,µsi) then can be viewed as a shape feature, indepen-
dent to the orientation v. Note that the latent variable z
encoded from the variational likelihood qφ follows Gaussian
priors with µ = (µc,µi), defined above.
Unlike the category and instance labels lc and li, Euler
angles v can be directly applied to the Gaussian observation
model; therefore we simply let pψ (z|v) = N
(
z;v, (σv)2I
)
with constant σv . Unfortunately, Euler angles(both radian
and degree) are periodicity, i.e., 0 and 2pi radians actually
represent the same orientation, which makes the network
almost impossible to understand the object pose [21]. Instead,
we let the network to infer sin v and cos v. The prior pψ (z|v)
then changes as follows:
pψ (z| cos v) ' N
(
v; e−(σ
v)2/2 cos v, σcos
)
,
pψ (z| sin v) ' N
(
v; e−(σ
v)2/2 sin v, σsin
)
where σcos = 1/2 + 1/2e−2(σ
v)2 cos 2v − e−(σv)2 cos2 v,
and σsin = 1/2 + −1/2e−2(σv)2 cos 2v − e−(σv)2 sin2 v.
For the simple network structure which commonly expects
the diagonal covariance, we assume that sin v and cos v
are independently sampled. The trigonometric functions are
obviously not independent, therefore in actual training we
give the additional constraint that sin2 v + cos2 v = 1. With
inferred sin v and cos v, we easily obtain the rotation matrix
of v for SLAM that follows the original prior pψ (z|v).
Since the actual observation of objects mainly comes as
the form of an RGB single view, we redefine the variational
likelihood as qφ (z|so), where so is a single view image of
the object [12][16]. The Bayesian graph model involving so
is shown in Fig.2(c).
IV. VARIATIONAL LATENT FEATURES AND SEMANTIC
SLAM
A. Variational Features of Shape and Orientation for EM
Formulation
Suppose a mobile robot navigates the unknown area up to
time step T . Let robot poses and a set of object observations
be X = {xt}Tt=1 and S = {St}Tt=1, respectively. k’th
object detection sk = (s
f
k , s
t
k) ∈ St on time step t is
composed of a full shape sf and a 3D coordinate st. Similar
to [18], assume that we previously have static landmarks
L = {lm = (lpm, lcm)}Mm=1, where lp = {t,v} denotes the
landmark pose composed of translation t and orientation
v. The object label lc consists of category and instance;
lc = l = {lc, li}. We let Dt be the set of all possible
data associations Dt = {(αk, βk)}Kk=1 which denotes that
the object detection sk of landmark lβk was obtained at the
robot pose xαk . Also, Dt (i, j) ⊆ Dt is the set of all possible
data association D′t = {(α′k, β′k)} representing that ith object
detection is assigned to jth landmark.
Now assume that observation events are iid, and we have
p (S|X ,L,D) =
∏
k
p(stk|xαk , tβk)p(sfk |xαk ,vβk)p(sfk |lβk).
Similar to [12], using variational lower bound in (1) to
approximate the observation model p
(
sf |l,v), the EM for-
mulation for the complete semantic SLAM can be derived
as follows:
wtij '
∑
D′t∈Dt(i,j)
∏
k p
(
spk|xα′k , l
p
β′k
)
pψ
(
µsk|lβ′k
)
∑
Dt∈Dt
∏
k p
(
spk|xαk , lpβk
)
pψ (µsk|lβk)
(2)
X , lp = argmin
X ,lp
∑
t,k,j
−wtkj log p
(
stk|xt, tj
)
p (µsvk |xt,vj) ,
(3)
l = argmin
lc
∑
t,k,j
−wtkj log pψ (µsk|lj) , (4)
where pψ (z|l) = pψ(z|lc)pψ(z|li). For more details of the
approximated EM formulation with variational lower bound,
please refer to [12]. Therefore, the approximated solution
considering the 3D shape and its orientation of the semantic
SLAM can be obtained, even if only the RGB single view
so of objects is observed.
B. Pose and Feature Optimization of 3D Object
For the case of landmarks, object-oriented SLAM basically
deals with finite static targets [3][18][20]; therefore, to get
optimal labels lc = l = (lc, li) of (4), it is necessary to
perform maximum likelihood estimation (MLE) by substitut-
ing the all static landmark labels that are previously known.
Fig. 3. Proposed network architecture. The encoder part for the variational likelihood estimation is constructed using darknet-19 which is used in
YOLOv2. We add an additional 2D convolution layer at the end of the darknet-19 so that the encoder becomes a fully convolution network. The decoder
is composed of a dense layer and several 3D convolution-transpose layers. The prior networks which is trained with VAE simultaneously consist of fully
connected layers. The end-to-end training of the proposed networks is achievable.
However, since we adopt the VAE which is a probabilistic
generative model, we can expand the static and discrete land-
mark features(denoted as labels) to the continuous ones(as
latent variables). Although the network learns from the finite
datasets and observes the finite 3D shapes, it can take
advantage of nonlinear regression which fits the encoded
latent variables into the continuous latent space. [24], [25]
and [16] also show that ‘walking in the latent space’ of 2D
images or 3D objects would be available. In the same vein,
we can assume the continuous feature observation model. In
other words, the prior of z in (4) is defined not as pψ (z|l),
but as pψ (z|µ). We therefore find not the optimal labels l
of the object, but optimal shape features µ = (µc,µi). To
achieve this task, we simply derivate (4) which is a weighted
sum of the logarithm of Gaussian. The optimal µ then can
be represented as the following:
µj =
∑
t,k,j
−wtkjµsCk (5)
Consequently, without considering the static landmarks used
in training, the optimal shape feature of jth observation is
easily computed by replacing (4) with (5). For the pose
estimation of (3), the optimal pose can be calculated with
nonlinear pose graph optimizer such as [14][15].
After iterating (2) for (4) for EM algorithm, we can obtain
the approximated solutions of not only the poses of the robot
trajectory and the objects, but also the optimized features of
3D shapes. The volumetric full shapes of objects also can be
obtained by decoding µj .
V. TRAINING DETAILS
A. Training Datasets and Data Augmentation
The proposed network is assumed to have a single image
that contains exactly one object as an input. In order to train
this network, we use 2D object images from PASCAL3D
[26] and ObjectNet3D [27] dataset cropped by the ground
truth bounding box. The annotated 3D shapes are also used
as the ground truth 3D shape, after being converted to the
voxelized grid form. We arbitrary choose 40 object categories
in practice from the training datasets, which contain almost
100 categories in total. All instances in each class are fully
used. While training, we use data augmentation for 2D
images to avoid overfitting similar to [7]. Since our network
should infer the orientation of the 3D object from the 2D
image, random rotation and flipping are discarded which can
change the object orientation.
B. Loss Function
The negative variational lower bound from (1) is defined
as the VAE loss [13][16]. The network is basically an auto-
encoder, thus the expectation term in (1) can be regarded as
the shape reconstruction loss Lrc. In our encoding scheme,
network learns various tasks: encoding the shape features
of category as well as instance level, and the orientations
represented in trigonometric form. Since the network tries
to deal with these tasks simultaneously, it hardly reaches
the optimal point especially for the shape reconstruction. To
prevent the network from plunging into the local minimum,
we penalize the false negatives of the predicted voxel grids
by defining Lrc as follows [22]:
Lrc =∑
j
−γsftj log
(
sfpj
)
− (1− γ)
(
1− sftj
)
log
(
1− sfpj
)
,
where sfpj and s
ft
j are the jth component of the binary
variables for the predicted and the target 3D shape sf ,
respectively. By setting γ up to 0.5, our network avoid the
local minimum that simply predicts the empty voxel grids.
For the pose estimation of the object shape, we choose
the Euler angle composed of azimuth, elevation and in-plane
rotation angles in radian. Since the deviation σv of each angle
for the approximated observation model can be manually
selected, we set σv = 0.05rad ' 2.87◦.
C. Networks
Recent researches of the monocular SLAM typically aim
the real-time performance. To meet this trend, we adopt
darknet-19 for our encoder, which is capable of real-time
Fig. 4. Overview of the proposed system. Basically we estimate the visual odometry for every sequences. For each of the keyframes, object detection and
feature encoding are performed simultaneously. Using the encoded features and the approximated observation model, SLAM optimization considering the
object shape and the orientation is conducted. To solve the complete SLAM formulation, only the encoding process using the trained encoder is necessary.
However, the full shape reconstruction of each observed object can be obtained at anytime.
operation [7]. The encoder is then constructed by adding a
convolution layer followed by a global max-pooling layer on
top of the darknet-19 network. When the encoder is solely
used for feature encoding except the decoder for 3D shape
reconstruction, it can operate at about 30 fps. In practice,
basically 10 to 15 objects are observed in a single scene;
when the images of objects are cropped from a scene go
parallel to the encoder, the encoding process still can operate
at about 30 fps. Since our network learns about the objects
and their pose from the 2D RGB images, we pre-train the
network for two tasks in order; object category classification
of the Imagenet dataset [28], and orientation classification of
the Render for CNN dataset [29].
The decoder of our network follows the structure intro-
duced in [16]. To make the decoder familiar with the 3D
object shape, we construct the VAE using an additional 3D
encoder together, and pre-train the network using Model-
Net40 dataset [17]. In this pre-training of the decoder, a prior
network consists of 3 dense layers are pre-trained together.
After pre-trainings , we combine these networks and train the
proposed observation model. The proposed network structure
is displayed in Fig. 3.
VI. EXPERIMENTS
A. Object Detection and Feature Encoding
In order to achieve the real-time object detection and
obtain the bounding boxes of objects in 2D scene with
multiple objects, we adopt YOLOv2 [7]. Object images
obtained by cropping bounding boxes in the scene are passed
through our network in parallel. Since the encoder is solely
used for the feature encoding, it takes almost twice as much
time as [7] to perform the object detection and feature
encoding altogether. For the efficiency of SLAM, we simply
select every 15th frame as a keyframe where detection and
feature encoding is performed.
B. Pose and Feature Graph Optimization
For the initial guess of robot trajectory X in (3), we use
visual odometry based on 8 point algorithm [30]. Additional
optimizations for odometry correction such as local bundle
adjustment are not used. To avoid the scale problem, similar
to [18] we assume that the real-world scale can be known
from the device such as IMU. Note that we exploit the IMU
data not for the robot pose estimation, but only for the real-
world scale prediction. The centers of the detected objects
are defined with 3D coordinates, given by the median values
of each coordinates of the visual features within the object’s
bounding box.
In the pose and feature graph, the robot node contains
SE3 pose x. The object node also contains SE3 pose (t,v),
and its encoded feature µs. For the edges between features,
all observed object pairs are fully connected since all the
possible data association should be considered in (2). In
practice for computational reasons, however, we disconnect
the edges between two observed objects when the weight w
between them is under the threshold δ.
C. Optimization Results for SLAM
We use KITTI [31] and TUM [32] datasets for SLAM
experiments in various environments. The object images
obtained by the object detection are encoded to features with
the proposed method. For the evaluation of the inferred shape
features and the orientations of objects, we compare the
optimization results using the aspects above with the results
using shape features only. In order to compare SLAM results
with other feature extraction methods, we use three different
encoders: encoder for 2D-3D autoencoder, darknet-19 [7]
pretrained for imagenet [28] classification, and vggnet16 [6].
We train the 2D-3D autoencoder to infer the 3D shape from
the 2D image of the object similar to the proposed network,
but without any other probabilistic constraints.
The optimization results for the robot trajectory are shown
in Fig. 5. Although any additional loop closing techniques
Fig. 5. Comparison of the estimated robot trajectory from SLAM. From first to last rows: results of the KITTI 00, 05 and 06 sequences respectively.
(a-c): visual odometry, estimation results with shape features only, and results with shape and orientation together, respectively. Since most of the objects
in KITTI dataset are car category and have similar shapes to each other, SLAM with only shape feature hardly performs the complete loop closing. Results
with features obtained from imagenet pre-trained darknet=19 and vggnet are not displayed as they have no significant difference to the visual odometry
results.
TABLE I
COMPARISON OF THE ROBOT TRAJECTORY ESTIMATION
Encoding KITTI00 KITTI05 KITTI06 TUMf3
Methods ATE(m) RPE(m) ATE(m) RPE(m) ATE(m) RPE(m) ATE(m) RPE(m)
visual odometry 234.94 249.21 33.52 44.28 28.11 31.56 3.00 2.90
ours(w/o object orientation) 44.34 46.82 43.07 39.69 33.40 30.69 2.87 2.97
ours(with object orientation) 31.55 29.33 25.11 29.45 20.83 18.48 2.87 2.86
are not adopted, the proposed method naturally consider loop
closing points in a large space in the SLAM optimization
process. The optimizations with the shape features without
the orientations of the objects, failed in places with a lot of
vehicles having similar shapes. Since the obtained features
from the 2D-3D autoencoder, pretrained darknet-19 and
vggnet follow non-linear distributions, optimization results
with these features have no difference with the odometry.
The absolute position errors with respect to ground truth are
shown in TABLE I. For TUMf3 datasets, which is a sequence
of images mainly focusing on a desk, complete optimization
is unavailable since our method exploits various objects in
the images.
3D reconstructions for the observed objects can be per-
formed after the pose and feature optimization. After per-
forming SLAM on the KITTI00 sequences, we obtain the
3D shape of the corresponding features with the trained
decoder. The reconstruction results for an arbitrary scene in
this sequence is shown in Fig. 4.
VII. CONCLUSION
We have shown that a variational object observation model
enables the complete probabilistic semantic SLAM. The
high-dimensional features such as the 3D shape of objects
follow an intractable distribution; therefore in the existing
SLAM formulation it is scarcely considered to the optimize
the feature as well as the poses of the object. To overcome
this problem, we approximate the observation model of the
3D object to a tractable distribution using a generative model.
Since the robot with a mono camera basically observes an
RGB single view of an object, the proposed algorithm infers
a variational likelihood of the full shape from the single
view. Pose and feature optimization can be simultaneously
performed using the encoded features, and the 3D full
shape can also be obtained through the decoding process.
Our experiments suggest that the graph optimization and
automatic loop closing is performed smoothly. To evaluate
the approximated observation model and the encoded fea-
tures, we conduct SLAM and shape reconstruction for the
environments with various objects.
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