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a b s t r a c t
The minimum weight feedback vertex set problem (FVS) on series–parallel graphs can be
solved in O(n) time by dynamic programming. This solution, however, does not provide
a ‘‘nice’’ certificate of optimality. We prove a min–max relation for FVS on series–parallel
graphs with no induced subdivision of K2,3 (a class of graphs containing the outerplanar
graphs), thereby establishing the existence of nice certificates for these graphs. Our proof
relies on the description of a complete set of inequalities defining the feedback vertex set
polytope of a series–parallel graph with no induced subdivision of K2,3. We also prove that
many of the inequalities described are facets of this polytope.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let G be an undirected graph. A feedback vertex set (or cycle transversal or cycle cover) is a set of vertices meeting every
cycle (or, equivalently, every chordless cycle). In other words, a set of verticesW is a feedback vertex set if and only if G−W
is a forest. Henceforth, we abbreviate feedback vertex set as fvs. Given a nonnegative weight wv for each vertex v of G, the
minimum weight feedback vertex set problem (FVS, for short) consists in finding an fvs of minimum total weight. Although
FVS is NP-hard for general graphs, it can be solved in polynomial time for certain classes of graphs. For instance, by using
standard techniques (see [1–3]), one can show that FVS can be solved in linear time if G is of bounded tree-width.
In this article, we shall say that G is series–parallel if it does not contain any minor isomorphic to K4 (thus G need not
be 2-connected). Note that G may contain parallel edges and that two such edges form a digon (i.e., a cycle of length 2).
By definition of fvs, if {u, v} is a digon in G, any fvs must contain either u or v. For studying FVS, it suffices to consider
multigraphs in which there are at most two parallel edges between any two given vertices. In the rest of this paper ‘‘graph’’
will mean ‘‘multigraph’’ and the phrase ‘‘simple graph’’ will be usedwhen necessary.Wewill consider series–parallel graphs
containing either simple edges {u, v} (i.e., there is a single ‘‘link’’ between u and v), or double edges {u, v} (i.e., there are exactly
two parallel edges between u and v). Clearly FVS on series–parallel graphs is a generalization of the vertex cover problem
on series–parallel graphs, and the same remark applies to general graphs.
Since a graph is series–parallel, if and only if, its tree-width is at most two, FVS can be solved in linear time on
series–parallel graphs. We would like to deepen our understanding of FVS by exhibiting, for each instance, a certificate
of optimality computable in polynomial time and by describing the fvs polytope. These two goals are closely related since a
description of the fvs polytope is likely to yield a min–max relation (via linear programming duality). Note that there is no
obvious ‘‘route’’ leading from a polynomial-time algorithm to a complete description of the polytope whose vertices are the
potential solutions. Consider for instance the maximumweight stable set problem on claw-free graphs. While polynomial-
time algorithms for solving this problem have been known for more than 20 years (see [4,5] for the unweighted case and [6,
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Fig. 1. Forbidden induced subgraphs for cycle Mengerian graphs (from left to right: K2,3 , the wheelsW4 ,W5 andW6 , and an odd ring).
Fig. 2. A series–parallel odd ring H and a series–parallel graph H ′ obtained from H by identifying two of its vertices.
7] for the weigthed case), no complete linear description of the stable set polytope for claw-free graphs is currently known,
despite recent progress [8–10]. The situation is similar for the minimum weight cut problem [11].
In this article, we are thus looking for a complete description of the fvs polytope for series–parallel graphs. This polytope
is already non-trivial for the outerplanar graphs, i.e., graphs that have a planar embedding with all vertices lying on the outer
face. Outerplanar graphs can also be defined by excluding the K4 and K2,3 minors. A different (but closely related) type of
problem for FVS was recently solved by Ding and Zang [12]. They determined which simple graphs satisfy a very natural
min–max relation.We nowexplain their result. Assume that all weightswv on the vertices of the simple graphG are integral.
A collection C of cycles of G (allowing repetitions) is called a cycle packing if every vertex v of G is contained in at most wv
cycles of C. Obviously, the weight of any fvs cannot be less than the size of any cycle packing because the fvs has to contain
at least one vertex per cycle in the packing. Let τw(G) denote the minimum weight of an fvs and νw(G) the maximum size
of a cycle packing. We have
νw(G) ≤ τw(G). (1)
When a simple graph satisfies (1) with equality for all nonnegative integralw, it is called cycle Mengerian. Ding and Zang
have characterized these graphs in terms of forbidden induced subgraphs. Before stating their result, we need to define
certain graphs (see Fig. 1). Thewheel Wn+1 is the graph obtained from the cycle on n vertices, Cn, by adding a new vertex and
making it adjacent to all vertices of the cycle. An odd ring is any graph obtained from an odd cycle by replacing each edge
e = uv either with a triangle or with two triangles uab, vcd together with two additional edges ac and bd.
Theorem 1 (Ding and Zang [12]). A simple graph is cycle Mengerian if and only if it does not have any of the following graphs as
an induced subgraph:
• a subdivision of K2,3,
• a subdivision of a wheel Wn+1 (n ≥ 3),
• a subdivision of an odd ring.
Unfortunately, Theorem 1 does not provide a min–max relation for FVS on series–parallel graphs because series–parallel
graphs can contain induced subdivisions of K2,3 or of some odd rings (obtained by replacing every edge of an odd cycle with
a triangle). Let us have a closer look at series–parallel odd rings (or, equivalently, odd cycles of triangles). For convenience,
we let τ(G) = τw(G) and ν(G) = νw(G) when wv = 1 holds for all vertices v. So τ(G) denotes the minimum cardinality
of an fvs and ν(G) the maximum number of vertex-disjoint cycles. Now consider for instance the series–parallel odd ring H
depicted in Fig. 2a above. We have τ(H) ≥ 3 because any vertex of H meets at most two of the five triangles of H (so any
fvs has to contain at least three vertices). On the other hand, we have ν(H) ≤ 2, because for every collection of three cycles
in H there are two that intersect. Actually, we have ν(H) = 2 and τ(H) = 3.
The example of the preceding paragraph leads us to define a new lower bound on the minimum weight of an fvs. We
proved that τ(H) ≥ 3 by considering a collection of cycles in H (the triangles) with the property that every vertex meets at
most two of them. Thus we define a cumulus as any collection of cycles such that each vertex belongs to at most two cycles.
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(A more standard name for this is 2-packing.) In order to cover all the cycles in a cumulus of size k, at least dk/2e vertices
are needed. Just as we have defined cycle packings, we can define ‘‘cumulus packings’’. A collection of cumuli C (allowing
repetitions) is a cumulus packing if every vertex v is contained in at mostwv cumuli of C. We denote by ν˜w(G) the maximum
total profit of a cumulus packing, where the profit of a single cumulus of size k is dk/2e and the total profit of a cumulus
packing is the sum of the profits of the cumuli it contains. Then we have
νw(G) ≤ ν˜w(G) ≤ τw(G). (2)
As previously, we let ν˜(G) = ν˜w(G) when all weights wv equal 1. Because our new lower bound was tailored to the
odd rings (which are cumuli), we have ν˜(G) = τ(G) for all series–parallel odd rings G. In fact, it can be verified that
ν˜w(G) = τw(G) holds for all series–parallel odd rings G and all nonnegative integral w. At this point it may seem plausible
that all series–parallel graphs without an induced subdivision of K2,3 satisfy the latter min–max relation. There is no reason
to believe this should be true for all series–parallel graphs since we have not dealt with induced subdivisions of K2,3 yet.
In fact, the supposed min–max relation is not true, even for series–parallel graphs with no induced subdivision of K2,3, as
demonstrated by the graph H ′ displayed in Fig. 2b. For that graph, we have ν˜(H ′) = 2 and τ(H ′) = 3.
Actually, by considering structures providing a slightly better lower bound than cumuli, we obtain a min–max relation
for series–parallel graphs with no induced subdivision of K2,3. We say that a graph G has no induced subdivision of K2,3 if
the simple graph underlying G does not contain an induced subgraph isomorphic to a subdivision of K2,3. The structures
we consider are special collections of cycles called multi-rings, which we will define in the next section. Note that the
case of series–parallel graphs containing an induced subdivision of K2,3 is substantially harder and will be discussed in
the conclusion.
A last motivation for seeking a min–max relation for the restriction of FVS to series–parallel graphs is the following.
Set covering problems constitute a large portion of the combinatorial optimization problems studied in the literature (and
solved in practice). Obtaining good lower bounds for these problems is an important research area. The concepts of cumulus
and cumulus packing, and the associated lower bound ν˜w , can be readily generalized to any set covering problem. There
are few set covering problems for which it has been shown that the lower bound ν˜w is always exact while the weaker
packing bound νw is not. Examples include the minimum weight edge cover problem [13,14], the minimum length T -join
problem [15], the minimum weight vertex cover problem in graphs with no odd subdivision of K4 [16,14] (see also [17,18]
for a corresponding result on the unweighted version of the problem), and the problem of covering a symmetric poset with
symmetric chains [19].
We conclude this introduction by giving a brief outline of the article. In Section 2, we introduce multi-rings formally
and state the theorem that is the main contribution of the present article. Section 3 contains some important facts about
multi-rings. In Section 4, we explain how to decompose the fvs polytope of a series–parallel graph that does not contain any
induced subdivision of K2,3. In Section 5, we prove that themulti-ring inequalities (Inequalities (3) in the next section) define
facets of the fvs polytope inmany cases. In Section 6, we establish themain result for the graphs that cannot be decomposed.
In Section 7, we prove the main result for graphs with no subdivision of K2,3. Finally, we discuss possible extensions of our
work in Section 8.
2. Multi-rings and the main theorem
In this section, we define multi-rings and state our main theorem. At first sight, the definition of multi-ring stated below
may seem somewhat arbitrary. In order to motivate the definition, we make some observations on the related notion of
cumulus. Matching theory leads us to think that not all cumuli are equally interesting: the important ones are those whose
‘‘intersection graph’’ is ‘‘factor-critical’’. Let C denote a cumulus. The intersection graph of C has one vertex per cycle of C
and one edge per pair of intersecting cycles (note that finding a minimum cardinality fvs in a cumulus amounts to finding
a minimum cardinality edge cover in this intersection graph). A graph is said to be factor-critical if for each vertex v, there
exists amatching covering all its vertices except v. If the intersection graph ofC is not factor-critical, then some sub-cumulus
of C can be decomposed into a collection of vertex-disjoint cumuli whose total profit is at least that of C (this is implied by
the famous Edmonds–Gallai theorem). This observation limits the range of cumuli (or multi-rings) we have to consider.
To generalize the notion of cumulus (at least in the case of series–parallel graphs), we drew our inspiration from the fact
that factor-critical graphs have a well-known characterization in terms of ear decompositions (see [5]). Indeed, the notion
of ear decompositionwill play a crucial role in the definition of multi-ring. Before giving this definition, we emphasize that a
multi-ring is a collection of cycles in an arbitrary graphG (which need not be series–parallel). To amulti-ring correspond two
subgraphs: a partial subgraph, described below, and the subgraph induced by the vertices of the multi-ring (to be discussed
in the next section).
We define multi-rings recursively. Let G denote a graph. If C is a cycle in G, thenM = {C} is amulti-ring. Its boundary is
the cycle C itself. Now letM be a multi-ring with boundary C , and let u, v and v′ be three consecutive vertices of C such that
some cycle ofM goes through all three of them (we allow the case u = v′ when C is a cycle of length 2, or, equivalently,
M consists of one cycle). Let P be a u–v path in G having only the vertices u and v in common with the cycles inM. Let
z1, z2, . . . , z2k+1 (k ≥ 1) be 2k+ 1 distinct vertices of P such that z1 = u, z2k+1 = v and each zi lies between zi−1 and zi+1 on
P , for 1 < i < 2k+ 1. Let e1, e2, . . . , e2k be 2k edges in G such that each ei connects zi and zi+1 (see Fig. 3 for an illustration).
If zi and zi+1 are adjacent on P , we assume that ei is not an edge of P .
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Fig. 3. Definition of a multi-ring.
Fig. 4. Examples of multi-rings.
For 1 ≤ i ≤ 2k, let Ci denote the cycle formed by ei and the part of P that goes from zi to zi+1. Then M′ =
M ∪ {C1, C2, . . . , C2k} is a multi-ring. Its boundary is the cycle formed by assembling the paths C − e and P , where e is
the edge of C between u and v. This concludes the recursive definition of a multi-ring. Fig. 4 provides some examples. It
follows from the definition that in the case where C is of length 2, we have M = {C}. Moreover, in that case (as in the
others), v is in exactly one cycle ofM. We refer to the above operation, which consists in adding an even number of cycles
to a multi-ring, as gluing an ear. The vertex set of the multi-ringM (denoted by V (M)) is the union of the vertex sets of its
cycles. The edge set E(M) ofM is defined similarly. We refer to the graph G(M) = (V (M), E(M)) as the underlying graph
ofM.
The preceding construction clearly implies that G(M) is 2-connected and outerplanar. Obviously, G(M) is a partial
subgraph ofG, but in general, it is not an induced subgraph ofG. In Section 5,wewill consider the induced subgraphG[V (M)]
when discussing the conditions underwhichM gives rise to a facet of the fvs polytope. For the time being,we simply observe
that some multi-rings (for instance cycles with chords) do not give rise to facets of P(G). We let |M| denote the number of
cycles inM and define the profit ofM as d|M|/2e, or, equivalently, as (|M| + 1)/2 (since all multi-rings contain an odd
number of cycles).
The concept of multi-ring packing is defined in the same fashion as that of cumulus packing. The meaning of ‘‘fractional
multi-ring packing’’ should be intuitively clear: it is a multi-ring packing where we allow fractions of multi-rings. Formally,
a fractional multi-ring packing is a nonnegative vector λ that has one coordinate λM for each multi-ringM and such that the
following holds for each vertex v:∑
M:v∈V (M)
λM ≤ wv.
The total profit of the fractional multi-ring packing λ equals∑
M
⌈ |M|
2
⌉
· λM.
We are now ready to state our main theorem.
Theorem 2. Let G be a series–parallel graph with no induced subdivision of K2,3 and let νˆ∗w(G) denote the maximum profit of a
fractional multi-ring packing in G. We have
νˆ∗w(G) = τw(G)
for any nonnegative weight vector w.
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At this point the reader may wonder why we have to resort to fractional multi-ring packings in Theorem 2. Actually,
we conjecture that νˆw(G) = τw(G) holds for all graphs G satisfying the hypothesis of the theorem and for all nonnegative
integral w, where νˆw(G) denotes the maximum profit of an (integral) multi-ring packing. In other words, it may suffice to
consider integral packings provided thatw is integral. We do not prove Theorem 2 directly. Rather, we prove an equivalent
result and then use linear programming duality (see, e.g., [20]). We first define the ‘‘fvs polytope’’. LetW denote any subset
of vertices of the graph G. The incidence vector χW ofW is the 0/1-vector inRV (G) (the real vector space with one coordinate
per vertex of G) defined as χWv = 1 if v belongs to W and χWv = 0 otherwise. The fvs polytope of G, denoted P(G), is the
convex hull of the incidence vectors of all fvs in G; in other words, P(G) is defined as
P(G) = conv {χW ∈ RV (G) | W is an fvs of G} .
We establish the following result to prove Theorem 2.
Theorem 3. The fvs polytope of a series–parallel graph with no induced subdivision of K2,3 is defined by the following system of
inequalities:∑
v∈V (M)
xv ≥
⌈ |M|
2
⌉
for all multi-ringsM, (3)
xv ≥ 0 for all vertices v, (4)
xv ≤ 1 for all vertices v. (5)
By using linear programming duality, one can show that Theorem 2 implies Theorem 3. As will be proved in Section 3,
the converse is also true.
To conclude this section, we mention two problems that look similar to ours: the problem of describing the Steiner
tree polytope for a series–parallel graph (see [21]), and that of describing the tree polytope for a 2-tree (see [22]). These
two problems are similar to ours in the sense that the complement of an fvs in a given graph is by definition a subset
inducing a forest. In the two articles we have just mentioned, the authors describe their respective polytopes by using an
‘‘extended formulation’’, i.e., a formulation including edge variables as well as vertex variables. We experimented with such
a formulation, and found that the number of facets defining the fvs polytope was very large (for small graphs); furthermore,
these facets were not ‘‘nice’’, in the sense that the coefficients of the variables in themwere not always equal to 1 or 0, even
in the case of graphs with no induced subdivision of K2,3.
3. Properties of multi-rings
In this section we prove some important facts about multi-rings. The next lemma implies that Inequalities (3) are valid
for the fvs polytope. In particular, it implies that themaximum profit of a fractional multi-ring packing, i.e., νˆ∗w(G), is a lower
bound for τw(G).
Lemma 4. Let M be a multi-ring. Then the minimum cardinality of an fvs in the underlying graph of M is equal to the profit of
M, that is,
τ(G(M)) = |M| + 1
2
. (6)
Proof. Weproceed by induction on the size ofM. If |M| = 1, Eq. (6) trivially holds. Suppose Eq. (6) holds for somemulti-ring
M and consider a multi-ringM′ resulting fromM by gluing an ear of 2k cycles toM. Let u, v, v′, C1, . . . , C2k be defined as in
the previous section, and let D denote the cycle ofM that passes through u, v and v′. If u = v′, then D is a digon,M = {D}
and Eq. (6) holds forM′. From now on, we assume that u, v and v′ are distinct.
LetN denote the multi-ring of G formed by the cycles D, C1, . . . , C2k, let G′, G1 and G2 respectively denote the underlying
graphs G(M′), G(M) and G(N ), and let τ ′ (resp. τ1, τ2) denote τ(G′) (resp. τ(G1), τ(G2)). We know that τ1 = (|M| + 1)/2
holds by the induction hypothesis. Clearly we have τ2 = k+ 1. We want to prove that τ ′ = τ1 + τ2 − 1. We first prove the
inequality τ ′ ≥ τ1 + τ2 − 1, and then the reverse inequality.
Consider a minimum cardinality fvs F ′ of G′ and its restrictions to G1 and G2, which we denote by F1 and F2, respectively.
Let ` = |F ′ ∩ V (D)| = |F1 ∩ F2|. If u or v does not belong to F ′, then we have |F1| ≥ τ1 because F1 is an fvs of
G1 and |F2| ≥ τ2 + ` − 1 because we can remove ` − 1 vertices from F2 while keeping an fvs of G2. So we have
τ ′ = |F ′| = |F1| + |F2| − ` ≥ τ1 + τ2 − 1, as claimed. If u and v belong to F ′, then we have |F1| ≥ τ1 + 1 because we
can remove v from F1 while keeping an fvs of G1 and, for the same reason as above, we have |F2| ≥ τ2 + `− 2. So we have
again τ ′ ≥ τ1 + τ2 − 1.
In order to show the reverse inequality (i.e., τ ′ ≤ τ1 + τ2 − 1), consider any fvs F1 of G1 of minimum cardinality. This
fvs has to contain some vertex of D, say z. Extend {z} to some minimum cardinality fvs of G2 (say, F2) by using vertices in
V (G2) \ V (D). Such an fvs always exists. Now consider the set F ′ = F1 ∪ F2. Its cardinality is |F ′| = |F1| + |F2| − |F1 ∩ F2| ≤
|F1| + |F2| − 1 = τ1 + τ2 − 1 because |F1 ∩ F2| ≥ 1 by choice of F1 and F2. Moreover, F ′ is an fvs of G′. The inequality
τ ′ ≤ τ1 + τ2 − 1 follows. 
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The next lemma gives a nice property of multi-rings.
Lemma 5. Let N be a multi-ring in G and let t be a vertex in V (N ). Then there exist vertex-disjoint multi-rings N1, . . . ,N`
(possibly ` = 0) included inN , which do not cover t, and such that
|N | + 1
2
= 1+
∑`
i=1
|Ni| + 1
2
. (7)
Proof. Again, we use induction on |N |. The lemma holds when |N | = 1 because in that case we can take ` = 0 and Eq. (7)
holds. Now consider amulti-ringN for which the lemma holds and somemulti-ringN ′ obtained fromN by gluing an ear of
cycles. Let u, v, v′, z1 = u, z2, . . . , z2k, z2k+1 = v, C1, . . . , C2k and P have the same meaning as in the definition of multi-ring
in Section 2. In each of the following cases, we find `′ vertex-disjoint sub-multi-rings N ′1, . . . ,N
′
`′ of N
′ such that none of
them covers t and
|N ′| + 1
2
= 1+
`′∑
i=1
|N ′i | + 1
2
. (8)
Case 1. t = zj for some even j. In this case, we let `′ = k and define vertex-disjoint sub-multi-rings N ′1, . . . ,N ′k of N ′ as
follows.We letN ′i = {C2i} if 2 ≤ 2i < j,N ′i = N if 2i = j, andN ′i = {C2i−1} if j < 2i ≤ 2k. Then none of the sub-multi-rings
covers t and Eq. (8) holds.
Case 2. t = zj for some odd j. In this case, we first apply the lemma to N with u playing the role of t . Then we add to the
resulting sub-multi-rings of N the k multi-rings {C1}, {C3}, . . . , {Cj−2}, {Cj+1}, {Cj+3}, . . . , {C2k}. This yields vertex-disjoint
multi-rings N ′1, . . . ,N
′
`′ avoiding t and satisfying Eq. (8). Note that `
′ equals ` + k and {C2k} is vertex-disjoint from any
sub-multi-ring ofN avoiding u because the unique cycle ofN covering v also goes through u.
Case 3. t ∈ V (P) and t 6= zj for all j. Then there exists some j such that j is even and t belongs to either Cj−1 or Cj. We apply a
construction identical to the one we used in Case 1.
Case 4. t ∈ V (N ) \ {u, v}. We first apply the lemma to N . Let N1, . . . ,N` denote the resulting sub-multi-rings of N . If
some Nj covers v then it has to include the unique cycle of N going through v. In this case, we define `′ as `, N ′i as Ni (for
1 ≤ i ≤ ` and i 6= j), and N ′j as the multi-ring obtained from Nj by gluing the ear C1, . . . , C2k. Otherwise, we define `′ as
`+ k,N ′i asNi (for 1 ≤ i ≤ `), andN ′`+1 as C2,N ′`+2 as C4, . . . ,N ′`+k as C2k. In both cases, the sub-multi-ringsN ′1, . . . ,N ′`′
have the required properties. 
Using Lemma 5 we can prove that Theorem 3 implies Theorem 2. Indeed, letw be a nonnegative weight vector. Assume
that Theorem 3 holds. So τw(G) is theminimum value of
∑
v∈V (G)wvxv for x ∈ P(G). By the duality of linear programs, τw(G)
is the maximum value of the expression∑
M
|M| + 1
2
· λM −
∑
t∈V (G)
µt , (9)
where λ and µ are two nonnegative vectors satisfying∑
M:t∈V (M)
λM ≤ µt + wt
for every vertex t . Suppose that λ and µ achieve the maximum in (9). If all the µt are equal to 0, Theorem 2 holds. If some
µt is greater than 0, we will show that there is another optimal solution in which all the µt are equal to 0.
Our argument is by induction on the number of variables that are nonzero in an optimal solution. The hypothesis that
µt is greater than 0 implies that there is some multi-ring N that covers t and whose corresponding dual variable λN is
positive. Let  = min{λN , µt}. We decrease µt and λN by  and increase λN1 , . . . , λN` by , whereN1, . . . ,N` are defined
as in Lemma 5. Then the value of (9) does not decrease, all the constraints are still satisfied and the new optimal solution
contains fewer nonzero variables than the previous one. By induction, there exists an optimal solution in which all µt are
equal to 0. This proves our claim that Theorem 2 is implied by Theorem 3.
The following lemma will be used in Section 7 to combine some multi-rings included in two subgraphs separated by a
clique cutset.
Lemma 6. Let M be a multi-ring. Then any cycle of M is the initial cycle of some ear decomposition of M.
Proof. Fix an ear decomposition of the multi-ring M. We use an argument by induction on the number of ears in this
decomposition. More precisely, letting Mi be the sub-multi-ring of M obtained after adding i ears, our argument is by
induction on i. The lemma is clearly true forM0, sinceM0 has only one cycle. Now assume that the lemma holds for the
sub-multi-ringMi and consider the sub-multi-ringMi+1. Any cycle ofMi is the initial cycle of some ear decomposition of
Mi. So any cycle ofMi is the initial cycle of some ear decomposition ofMi+1. Now consider a cycle C inMi+1 \Mi. We can
find an ear decomposition ofMi+1 having C as its initial cycle by first growing an ear from C including the cycle D at the
interface ofMi andMi+1 and then continuing with an ear decomposition ofMi starting from D. 
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Fig. 5. Using gadgets to decompose a graph.
4. Decomposing graphs and polytopes
In this section, we develop tools for decomposing any series–parallel graph with no induced subdivision of K2,3 (and
the corresponding fvs polytope). The proofs we give in this section are not difficult but we include them for the sake of
completeness. We first show that a series–parallel simple graph with no induced subdivision of K2,3 is a cycle or contains a
clique cutset of size at most 2.
Lemma 7. Let G be a series–parallel simple graph with no induced subdivision of K2,3, and let u and v be vertices of G. If G has
three internally disjoint u –v paths, then u and v are adjacent.
Proof. Let P1, P2 and P3 denote the three paths. Without loss of generality, we can assume that the paths minimize the total
length ` = |E(P1)| + |E(P2)| + |E(P3)|. Suppose, by contradiction, that u and v are not adjacent. Because G is series–parallel,
no interior vertex of Pi is adjacent to an interior vertex of Pj for i 6= j. By minimality, each Pi is an induced subgraph of G. We
conclude that the three paths P1, P2 and P3 define an induced subdivision of K2,3 in G, contradicting the hypothesis. 
Lemma 8. If G is simple and series–parallel, contains no induced subdivision of K2,3 and is 2-connected and not a cycle, then G
contains two adjacent vertices that form a cutset.
Proof. We show the lemma by induction on |V (G)|. If G has at most four vertices, the lemma trivially holds. Otherwise,
let {u, v} be a cutset in G; note that G contains a 2-vertex cutset because it is series–parallel and not a triangle. If uv is
an edge of G, we are done. Now assume that this is not the case. Then G − u − v has exactly two connected components
because otherwise G contains three independent u–v paths, which, by Lemma 7, would imply that u and v are adjacent, a
contradiction. Let X1 and X2 denote the connected components of G− u− v. Finally let G1 (resp. G2) denote the subgraph of
G induced by X1 ∪ {u, v} (resp. X2 ∪ {u, v}).
Because G is not a cycle, either G1 or G2 is not a path. Without loss of generality, we can assume that G1 is not a path. Now
let G′ = G1+uv. Clearly G′ is series–parallel, 2-connected and not a cycle and it contains no induced subdivision of K2,3. Be-
causeG′ has fewer vertices thanG, there is an edge u′v′ ofG′ such that {u′, v′} is a clique cutset inG′. Then {u′, v′} is also a cut-
set in G. Since {u, v} is not a cutset in G′, we have u′v′ 6= uv and thus u′ and v′ are also adjacent in G. The lemma follows. 
In order to decompose the fvs polytopewe need the notion of ‘‘extended graph’’. Consider a graph G containing the clique
cutset {u, v}. The edge uv may be a simple edge or a double edge, and the decompositions used in both cases are slightly
different. If uv is a simple edge, the decomposition yields two graphs G′1 and G
′
2 in which uv is replaced by a gadget (see
Fig. 5). The gadget we use has four vertices (the two endpoints of uv and two extra vertices a and b, called the outer vertices),
and seven edges (uv, ub, vb, the double edge ua and the double edge va). In this article, a graph G obtained from a graph
GĎ by replacing certain distinguished edges with gadgets will be called an extended graph; more precisely, it is an extension
of GĎ. We refer to the distinguished edges as special edges. If uv is a double edge, we can decompose G without using any
gadgets (see Lemma 11 and the paragraph preceding it).
Let G be an extended graph. The fvs polytope of G, P(G), is defined as above, with the only difference that for each gadget
corresponding to a special edge, the intersection of any fvs and the gadget contains exactly two vertices. More precisely,
P(G) is defined as
conv
{
χW ∈ RV (G)|W is an fvs of G and |W ∩ {u, v, a, b}| = 2 for each gadget {u, v, a, b}} .
We now state three lemmas useful for decomposing P(G). We omit the proof of the first one because it is straightforward.
Lemma 9. Let G be an extension of GĎ. If GĎ is not 2-connected, then a linear description of P(G) can be obtained by juxtaposing
linear descriptions of P(H) for all its blocks H.
The second lemma deals with clique cutsets corresponding to simple edges. It is similar to (and based on) a result of
Barahona andMahjoub [23]. Note that the lobes of G are not uniquely defined if the removal of the cutset {u, v} yields more
than two connected components, but the lemma holds no matter how the lobes are chosen.
Lemma 10. Let G be an extension of GĎ and suppose that GĎ has a clique cutset {u, v} such that uv is a simple edge. Let GĎ1 and
GĎ2 denote the lobes of G
Ď, and G1 and G2 the corresponding extensions. Finally let G′, G′1 and G
′
2 denote respectively G, G1 and G2
with the edge uv replaced by a gadget (unless uv is already special in GĎ). Then juxtaposing the linear descriptions of P(G′1) and
P(G′2) yields a linear description of P(G′). Moreover, if G′ is different from G (that is, uv is not special in GĎ), and if a and b denote
the outer vertices of the gadget replacing uv, then the projection of P(G′) along the variables xa and xb is identical to P(G).
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Proof. Let Cx ≥ d be the system obtained by juxtaposing the linear descriptions of P(G′1) and P(G′2), and consider a rational
point x˜ in the polyhedron Q = {x | Cx ≥ d}. Let x˜1 (resp. x˜2) be the restriction of x˜ to the subspace corresponding to the
vertices of G′1 (resp. G
′
2). Then there is some positive integer K such that we have
x˜1 = 1
K
K∑
k=1
y1,k and x˜2 = 1
K
K∑
k=1
y2,k
for some extreme points y1,k and y2,k of P(G′1) and P(G
′
2), respectively. Let z denote any such extreme point. Consider the
subvector of z formed by the four coordinates zu, zv , za and zb (taken in this order). Because zu + zv + za + zb = 2 holds and
this subvector is the incidence vector of some fvs of the gadget {u, v, a, b}, the subvector has to be one of the columns of the
following matrix:
M =
0 0 1 10 1 0 11 1 1 0
1 0 0 0
 .
For i = 1, 2 and j = 1, 2, 3, 4, let αi,j denote the number of indices k such that the subvector of the extreme point yi,k is the
jth vector in the list above. Then we have
M

α1,1
α1,2
α1,3
α1,4
 =
Kx˜uKx˜vKx˜a
Kx˜b
 = M

α2,1
α2,2
α2,3
α2,4
 .
Because M is nonsingular, it follows that α1,j = α2,j holds for all j. Therefore we can match each vector y1,k with a vector
y2,` = y2,`(k) that has the same subvector. By combining both vectors we obtain the incidence vector yk of some fvs of G′
containing exactly two vertices in {u, v, a, b}. We conclude that x˜ is a convex combination of extreme points of P(G′). Hence
every rational point of Q is contained in P(G′). Since P(G′) is included in Q , we have P(G′) = Q and the first part of the
lemma follows.
Assume now that G 6= G′. Let Proja,bP(G′) denote the projection of P(G′) along the variables xa and xb. Because G is an
induced subgraph ofG′, the restriction toV (G) of any fvs ofG′ is an fvs ofG. Hencewehave Proja,bP(G′) ⊆ P(G). Now consider
any extreme point z of P(G). It is straightforward to check that there is a unique extreme point z ′ of P(G′)whose image under
the projection is z. Sowe have P(G) ⊆ Proja,bP(G′) and the desired equality holds. The second part of the lemma follows. 
The third lemma deals with clique cutsets corresponding to double edges. In that case the decomposition does not use
any gadget and the proof of the lemma is very simple. Actually, it is similar to the proof that the stable set polytope (or the
vertex cover polytope) can be decomposed along a clique cutset of cardinality 2.
Lemma 11. Let G be a graph having a clique cutset {u, v} such that uv is a double edge. Let G1 and G2 denote the lobes of G with
respect to uv. Then juxtaposing the linear descriptions of P(G1) and P(G2) yields a linear description of P(G).
Proof. As in the proof of Lemma 10, let Cx ≥ d be the system obtained by juxtaposing the linear descriptions of P(G1) and
P(G2), and consider a rational point x˜ in the polyhedron Q = {x | Cx ≥ d}. Let x˜1 (resp. x˜2) be the restriction of x˜ to the
subspace corresponding to the vertices of G1 (resp. G2). Then there is some positive integer K such that we have
x˜1 = 1
K
K∑
k=1
y1,k and x˜2 = 1
K
K∑
k=1
y2,k
for some extreme points y1,k and y2,k of P(G1) and P(G2), respectively. Let z denote any such extreme point. Consider the
subvector of z formed by the coordinates zu and zv (in that order). Because uv is a double edge, this subvector has to be
(1, 0)t , (0, 1)t or (1, 1)t . For i = 1, 2 and j = 1, 2, 3, let αi,j denote the number of indices k such that the subvector of the
extreme point yi,k is the jth vector in the list above. Then we have
α1,1 + α1,3 = Kx˜u, α1,2 + α1,3 = Kx˜v, α1,1 + α1,2 + α1,3 = K
and
α2,1 + α2,3 = Kx˜u, α2,2 + α2,3 = Kx˜v, α2,1 + α2,2 + α2,3 = K ,
which implies that α1,j = α2,j holds for all j. We conclude in the same fashion as in Lemma 10. 
5. Facets of the fvs polytope
In this section we study the conditions under which Inequality (3) defines a facet of the fvs polytope. We first introduce
a property that the multi-ringM must satisfy in order to induce a facet of P(G).
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Any fvs of G(M) of cardinality
|M| + 1
2
is also an fvs of G[V (M)]. (10)
Property (10) will be used as follows: if it holds forM and F is a subset of V (M) of cardinality (|M| + 1)/2, and we wish
to verify that F is an fvs of G[V (M)], then it suffices to verify that F is an fvs of G(M). The above property must be checked
even in the case of series–parallel graphs; for instance, the multi-rings of type II with | J| ≥ 3, introduced in Section 6, have
property (10).
Let n denote the order of the graph G, 1 the vector all of whose components are equal to 1 and ξ i (for i ∈ {1, 2, . . . , n})
the vector 1−ei, where ei is the ith unit vector. The following two lemmas follow easily from the fact that 1 and the ξ i belong
to the fvs polytope of G.
Lemma 12. Let G be a graph of order n. Then P(G) is of dimension n.
Lemma 13. Let G be a graph of order n. Then the inequality xi ≤ 1 defines a facet of P(G) for any i.
Note that xi ≥ 0 does not always define a facet of P(G); for instance, if G consists of the three vertices 1, 2 and 3 and the
digons {1, 2} and {1, 3}, x1 ≥ 0 does not define a facet of P(G).
Theorem 14. Let M be a multi-ring satisfying property (10). Inequality (3) defines a facet of P (G[V (M)]).
Proof. The proof is by induction on the number of ears in an ear decomposition ofM. If this number is equal to 0, the result is
trivial. Hence assume that the theorem holds for somemulti-ringM and let n denote the number of vertices inM. Consider
a multi-ringM′ resulting fromM by gluing an ear of 2k cycles toM. Let u, v, v′, the zi and the Ci be defined as in Lemma 4
(see also Fig. 3). Clearly u and v cannot belong to the same minimum fvs of G(M) (because the only cycle covered by v is
also covered by u). By the induction hypothesis, there exist n linearly independent incidence vectors of fvs in G(M) (say,
χ1, χ2, . . . , χn) satisfying Inequality (3). In the sequel we denote byWi the fvs corresponding to χ i, for any i. Without loss of
generality, we assume thatWn−1 contains u but not v andWn contains v but not u.
Assume first that every C` is a digon and define Fi as Wi ∪ {z2, z4, . . . , z2k} and ζ i as the incidence vector of Fi (for
i ∈ {1, 2, . . . , n}). The ζ i are linearly independent and our goal is to find 2k− 1 vectors ζ n+1, ζ n+2, . . . , ζ n+2k−1 such that the
collection of all the ζ i is linearly independent. For each j in {2, 3, . . . , 2k− 1}, we define the set Un+j−1 as
• {z` | ` even, 2 ≤ ` ≤ j} ∪ {z` | ` odd, j+ 1 ≤ ` ≤ 2k− 1} if j is even, and• {z` | ` odd, 3 ≤ ` ≤ j} ∪ {z` | ` even, j+ 1 ≤ ` ≤ 2k} if j is odd.
We define also Un+2k−1 as the set {v, z3, z5, . . . , z2k−1}. For i in {n + 1, n + 2, . . . , n + 2k − 1}, let Fi denote the
set Wn−1 ∪ Ui (resp. Wn ∪ Ui) if Ui does not contain z2 (resp. z2k). We denote by ζ i the incidence vector of Fi for i ∈
{n+ 1, n+ 2, . . . , n+ 2k− 1}.
Consider now the matrix whose columns are the ζ i and rows correspond to the vertices of G[V (M′)]. The vertices inM
are listed before the others. The matrix is of the form(
A B
C D
)
,
where A is an n×n invertible submatrix (because theWi are linearly independent) and the entries of any row of C are either
all equal to 1 or all equal to 0. Note that the last column of this matrix is the only one to contain a 1 in each of the rows
corresponding to u and v, and that the row sum of the upper part of the matrix (consisting of A and B) equals s ·1t + etn+2k−1,
where s denotes the minimum size of an fvs inM and en+2k−1 is the unit vector with a 1 in the last position. This implies, of
course, that the row sum of the lower part (consisting of the submatrices C and D) equals k · 1t − etn+2k−1. Here is the lower
part of the matrix when n is equal to 6 and k to 4.
1 1 1 1 1 1 1 0 1 0 1 0 0
0 0 0 0 0 0 1 1 0 1 0 1 1
1 1 1 1 1 1 0 1 1 0 1 0 0
0 0 0 0 0 0 1 0 1 1 0 1 1
1 1 1 1 1 1 0 1 0 1 1 0 0
0 0 0 0 0 0 1 0 1 0 1 1 1
1 1 1 1 1 1 0 1 0 1 0 1 0
 .
By elementary operations on the rows of the whole matrix, we will transform it into a matrix of the form(
A B
0 D′
)
,
where D′ is an invertible (2k− 1)× (2k− 1)matrix. We apply the following operations:
• subtract the (j− 2)th row from the jth row for each j in {n+ 2k− 1, n+ 2k− 2, . . . , n+ 3} (in that order),
• subtract (1/s) times the row sum of (A, B) from the (n+ 1)th row, and
• add the new (n+ 1)th row to the (n+ 2)th row.
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Clearly these operations transform the original matrix into the required form and do not modify its determinant. Here is
the matrix D′ when s is equal to 3 and k to 4.
0 −1 0 −1 0 −1 −4/3
1 0 0 0 0 0 −1/3
−1 1 0 0 0 0 0
0 −1 1 0 0 0 0
0 0 −1 1 0 0 0
0 0 0 −1 1 0 0
0 0 0 0 −1 1 0
 .
It is easy to verify that the determinant of D′ equals −1 − 4/3 in this case and −1 − k/s in general. We have thus proved
that the collection {ζ i}n+2k−1i=1 is linearly independent.
Consider now the case where not all C` are digons. Let X denote the set of vertices of degree two belonging to some C`. By
the above construction we can obtain a collection of linearly independent vectors {ζ i}n+2k−1i=1 such that no Fi contains any of
the vertices in X . Consider now a vertex u′ in X and assume that Cj contains u′. There is some i such that Fi contains zj+1 and
zj+2 (where zj+2 is actually the vertex u if j equals 2k). We define F ′ as (Fi \ {zj+1})∪ {u′} and ζ n+2k as the incidence vector of
F ′. The collection {ζ i}n+2ki=1 is still linearly independent, and by induction, we conclude that that there exist n+ 2k− 1+ |X |
linearly independent incidence vectors of fvs of minimum cardinality. This proves the theorem. 
Theorem 15. Let G be a graph andM a multi-ring contained in G and satisfying property (10). Assume that for every cycle C, we
have either V (C) ⊆ V (M) or |V (C) \ V (M)| ≥ 2. Then Inequality (3) defines a facet of P(G).
Proof. Assume that the vertices of G are z1, z2, . . . , zn and those of G(M) are z1, z2, . . . , zp. By Theorem 14, there exist p
linearly independent vectors, χ1, χ2, . . . , χp, each representing an fvs of G(M) and satisfying Inequality (3) with equality.
For each i ∈ {1, 2, . . . , p}, let ζ i denote the incidence vector of a minimal fvs of G (say, Fi) containing the fvs of G(M)
represented by χ i. Obviously the ζ i are linearly independent.
Consider now the vertices in V (G) \ V (M) and let U1 be defined as
{zj | j > p, (∃i)(i ≤ p and zj 6∈ Fi)}.
Assume, without loss of generality, thatU1 is the set {zp+1, zp+2, . . . , zp+q} and letU2 denote the set {zp+q+1, zp+q+2, . . . , zn}.
For zj ∈ U1, we define ζ j as the incidence vector of Fi(j) ∪ {j}, where i (j) denotes an index such that i(j) ≤ p and zj 6∈ Fi(j). For
zj ∈ U2, we define ζ j as the incidence vector of (F1 \ {j})∪ F ′, where F ′ is a minimal subset of V (G) \V (M)with the property
that (F1 \ {j}) ∪ F ′ is an fvs of G. Note that the hypothesis implies that there always exists such an F ′; indeed, if the removal
of zj from F1 leaves a cycle (say, C) uncovered, there is at least a vertex (say, zk) in V (G) \ (V (M) ∪ {zj}) that can cover C . In
that case zk belongs to U1 (because it does not belong to F1).
By construction, if zj belongs to U1, there is an i (j) ≤ p such that ζ j − ζ i(j) is the jth unit vector. On the other hand, if
zj belongs to U2, the vector ζ j − ζ 1 has a −1 in the jth position and a 1 in some positions k ∈ {p + 1, p + 2, . . . , p + q}.
By subtracting ζ 1 and some ζ k − ζ i(k) from ζ j, it is thus possible to transform ζ j into the opposite of the jth unit vector. It
should now be clear that {ζ i}ni=1 is a collection of n linearly independent vectors. 
If the condition of Theorem 15 is not satisfied, Inequality (3) does not always define a facet. Consider the graph Gwhose
vertex set is {1, 2, 3, 4} and containing the simple edges 12, 23 and 13 and the digons 24 and 34. The cycle {1, 2, 3} is a
multi-ring in G but the inequality x1 + x2 + x3 ≥ 1 does not define a facet of P(G), because every minimum fvs of this
multi-ring can be extended to an fvs of G in one way only (i.e., by including the vertex 4 into it). Finally, we observe that
Theorem 15 can be easily generalized as follows. We omit the proof of Theorem 16 because it is identical to that just given.
Theorem 16. Let G be a graph and U a subset of V (G). Assume that αx ≥ β is a facet of P(GU) (where x denotes a vector whose
components are labeled by the vertices in U). Assume also that for every cycle C, we have either V (C) ⊆ U or |V (C) \ U| ≥ 2.
Then α′y ≥ β defines a facet of P(G), where α′v = αv for v ∈ U and α′v = 0 otherwise.
6. The fvs polytope of an extended cycle
The results of Section 4 imply that the graphs resulting from the decomposition of any series–parallel graph with no
induced subdivision of K2,3 are extended cycles, that is, cycles with some edges replaced by gadgets. For convenience, we
call an extended graph Gmulti-ring idealwhenever P(G) is defined by themulti-ring inequalities (3), the trivial inequalities (4)
and (5) and the gadget equations
xu + xv + xa + xb = 2
for all gadgets in Gwith vertex set {u, v, a, b}. A key fact for proving Theorem 3 is that extended cycles are multi-ring ideal.
Proposition 17. Extended cycles are multi-ring ideal.
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Fig. 6. The extended cycle Gn .
The rest of this section is devoted to proving Proposition 17. We consider first the case where every edge of the extended
cycle is a gadget. We define Gn as the graph whose vertex set is {x0, x1, . . . , xn−1} ∪ {y0, y1, . . . , yn−1} ∪ {z0, z1, . . . , zn−1}
and whose edges are
• xixi+1 for i = 0, 1, . . . , n− 1 (where+ denotes the addition modulo n),
• the double edges xiyi and yixi+1 for i = 0, 1, . . . , n− 1, and
• the simple edges xizi and zixi+1 for i = 0, 1, . . . , n− 1.
This graph is illustrated in Fig. 6 for the case n = 5.
The definition of multi-ring implies that the multi-rings of Gn whose corresponding inequalities are not redundant for
P(Gn) are of two types. Amulti-ring of type I contains the cycle with vertex set {x0, x1, . . . , xn−1} and the digons {xi, yi} and
{yi, xi+1} for all indices i except one. For any subset J of {0, 1, 2, . . . , n − 1} such that | J| is odd, the multi-ring of type II
corresponding to J consists of the cycles with vertex sets {xi, zi, xi+1} for i ∈ J , {xi, yi} for i ∈ J , and {yi, xi+1} for i ∈ J . Note
that | J|must be odd because amulti-ring always contains an odd number of cycles. Alsowhen |J| equals 1, the corresponding
inequality (given below) is dominated by the inequality for some multi-ring of type I.
In the sequel we identify the vertex xi (resp. yi, zi) with the binary variable xi (resp. yi, zi). By ‘‘odd set’’ we mean a set J
such that | J| is odd. We define the polytope Pn as the set of points in (3n)-space satisfying the constraints
n−1∑
i=0
xi +
n−1∑
i=0
i6=j
yi ≥ n for j = 0, 1, . . . , n− 1,
n−1∑
i=0
xi +
∑
i∈J
zi +
∑
i∈J
yi ≥ 2n− | J| + 12 for any odd set J ⊆ {0, 1, . . . , n− 1}with | J| ≥ 3,
xi + xi+1 + yi + zi = 2 for i = 0, 1, . . . , n− 1,
xi + yi ≥ 1 for i = 0, 1, . . . , n− 1,
yi + xi+1 ≥ 1 for i = 0, 1, . . . , n− 1,
xi + xi+1 + zi ≥ 1 for i = 0, 1, . . . , n− 1,
zi ≥ 0 for i = 0, 1, . . . , n− 1.
It is easy to show that zi ≥ 0 is the only group of non redundant trivial inequalities and we leave the proof to the reader. In
particular, the inequality yi ≤ 1 (for each i) follows from the constraints xi + xi+1 + yi + zi = 2 and xi + xi+1 + zi ≥ 1. Also
the inequality
∑n−1
i=0 xi ≥ 1 is implied by the relations yi ≤ 1 and the inequality corresponding to any multi-ring of type I.
Our goal is to prove that every extreme point of Pn is integral, but we will first consider a related polyhedron, denoted by
Qn and obtained from Pn by replacing the inequality of type I
n−1∑
i=0
xi +
n−1∑
i=0
i6=j
yi ≥ n
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Fig. 7. The bidirected graph corresponding to the extended cycle Gn .
(for any j) by the inequality of type II
n−1∑
i=0
xi +
n−1∑
i=0
i6=j
yi + zj ≥ n,
and replacing the equality xi + xi+1 + yi + zi = 2 (for each i) by the inequality xi + xi+1 + yi + zi ≥ 2. Thus Qn is defined
by the type II inequalities, the double edge and gadget inequalities and the trivial inequalities zi ≥ 0. We will discuss below
the relationship between the integral points in Qn and those in Pn, but we first prove the following.
Proposition 18. All the extreme points of Qn are integral.
Proof. Let ξ = (x0, . . . , xn−1, y0, . . . , yn−1, z0, . . . , zn−1) denote any point in Qn. By definition, ξ is a vector satisfying the
following constraints.
n−1∑
i=0
xi +
∑
i∈J
zi +
∑
i∈J
yi ≥ 2n− | J| + 12 for any odd set J ⊆ {0, 1, . . . , n− 1}
xi + xi+1 + yi + zi ≥ 2 for i = 0, 1, . . . , n− 1
xi + yi ≥ 1 for i = 0, 1, . . . , n− 1
yi + xi+1 ≥ 1 for i = 0, 1, . . . , n− 1
xi + xi+1 + zi ≥ 1 for i = 0, 1, . . . , n− 1
zi ≥ 0 for i = 0, 1, . . . , n− 1
We introduce a transformation T mapping ξ to a point
ξ ′ = (x0, . . . , xn−1, y0, . . . , yn−1, u0, . . . , un−1)
such that ui = xi+ zi holds for all i. Let Q ′n denote the polyhedron {ξ ′ | ξ ′ = T (ξ) for some ξ ∈ Qn}. Clearly, Q ′n is defined by
the following system.∑
i∈J
ui +
∑
i∈J
xi +
∑
i∈J
yi ≥ 2n− | J| + 12 for any odd set J ⊆ {0, 1, . . . , n− 1} (11)
ui + xi+1 + yi ≥ 2 for i = 0, 1, . . . , n− 1 (12)
xi + yi ≥ 1 for i = 0, 1, . . . , n− 1 (13)
yi + xi+1 ≥ 1 for i = 0, 1, . . . , n− 1 (14)
ui + xi+1 ≥ 1 for i = 0, 1, . . . , n− 1 (15)
−xi + ui ≥ 0 for i = 0, 1, . . . , n− 1 (16)
Let Ax ≥ b denote the system consisting of the inequalities (13), (14), (15) and (16). Observe that the matrix A is the
edge-vertex incidence matrix of a bidirected graph in the sense of [24]. More precisely, the inequalities (13), (14) and
(15) correspond to ++ edges while the inequalities (16) correspond to −+ edges. Fig. 7 illustrates the bidirected graph
corresponding to G5. Note that each edge of the form xiui is a −+ edge (or arc) and corresponds to a constraint (16). All
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the other edges are ‘‘regular’’ (or ++) edges, and correspond to constraints whose left-hand side consists of exactly two
variables (each with a coefficient equal to 1).
It follows from the Theorem and Proposition of Section 1 in [24] that the convex hull of integral points satisfying Ax ≥ b
is precisely Q ′n; indeed, the constraint (11) for a given J corresponds to the odd cycle containing xi and ui for i ∈ J and xi and
yi for i ∈ J , and the constraint (12) for a given i corresponds to the odd cycle containing xi, yi, xi+1 and ui. Recall that in this
context, an odd cycle is a cycle containing an odd number of++ edges.
We conclude by noting that since T is a unimodular transformation, ξ is an extreme point of Qn if and only if ξ ′ =
T (ξ) is an extreme point of Q ′n. Also any extreme point ξ is integral because T (ξ) is. This completes the proof of the
proposition. 
We now turn to the relationship between Qn and Pn. The distinguished point in 3n-space is the point defined by xi = 0
and yi = zi = 1 for all i.
Proposition 19. Let ξ be any integral point in the face of Qn defined by the equalities xi + xi+1 + yi + zi = 2. Then ξ is either
the distinguished point or the incidence vector of an fvs of Gn satisfying the gadget equalities.
Proof. It is easily verified that ξ is a binary vector, i.e., xi ∈ {0, 1}, yi ∈ {0, 1}, zi ∈ {0, 1} for all i. On the other hand, because
of the constraints xi + yi ≥ 1 and yi + xi+1 ≥ 1, the restriction of ξ to the xi and yi coordinates is the incidence vector of a
vertex cover (say, U) in the simple graph consisting of the edges xiyi and yixi+1 for all i. If U contains more than n vertices,
we must have
n−1∑
i=0
xi +
n−1∑
i=0
yi ≥ n+ 1
and thus
n−1∑
i=0
xi +
n−1∑
i=0
i6=j
yi ≥ n
for all j. In that case, ξ is the incidence vector of an fvs since it ‘‘covers’’ all the cycles containing every xi as well as all
the cycles contained in a gadget. If U contains exactly n vertices, then ξ must either satisfy xi = 1 for all i (and thus be
the incidence vector of an fvs) or satisfy yi = 1 for all i. In the latter case, ξ is the incidence vector of the distinguished
point. 
We will now show that every extreme point of Pn is integral, thus proving that Pn is the convex hull of all the incidence
vectors of fvs having exactly two vertices in common with each gadget. To simplify the following statements, we define the
equality of type I for yj as the relation
n−1∑
i=0
xi +
n−1∑
i=0
i6=j
yi = n
and the equality of type II for the set J as the relation
n−1∑
i=0
xi +
∑
i∈J
zi +
∑
i∈J
yi = 2n− | J| + 12 .
A trivial equality is a relation of the form zi = 0. Let ξ be an extreme point of Pn and S a system of equalities defining this
point. Observe that S may contain redundant constraints; the proofs of the following propositions do not use the fact that S
is minimal. We say that the system S is nice if it contains as few equalities of type I or II as possible.
Proposition 20. Let ξ be an extreme point of Pn and S a nice system for ξ . If S includes any equality of type II, then it does not
contain any equality of type I.
Proof. Wewill prove the contrapositive, i.e., we will show that if S contains at least one equality of type II and one equality
of type I, there is a system defining ξ containing fewer inequalities of type I than S (and no more inequalities of type II).
Assume that two of the equalities in S are
n−1∑
i=0
xi +
∑
i∈J
zi +
∑
i∈J
yi = 2n− | J| + 12
for some odd set J with | J| ≥ 3 and
n−1∑
i=0
xi +
n−1∑
i=0
i6=k
yi = n
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for some index k. The sum of these two equalities can be written as∑
i∈J
(xi + xi+1 + yi + zi)+
∑
i∈J
(xi + 2yi + xi+1)− yk = 2n− | J| + 12 + n = 2n−
( | J| − 1
2
)
.
On the other hand, the sum of the equalities xi + xi+1 + yi + zi = 2 for all i ∈ J and of the inequalities xi + yi ≥ 1 and
yi + xi+1 ≥ 1 for all i ∈ J yields the relations∑
i∈J
(xi + xi+1 + yi + zi)+
∑
i∈J
(xi + 2yi + xi+1)− yk ≥ 2| J| + 2|J| − yk = 2n− yk.
Since yk is at most 1 and | J| at least 3, the last inequality cannot be strict, andwe conclude that the inequalities xi+yi ≥ 1
and yi + xi+1 ≥ 1 hold at equality for all i ∈ J . Hence the type I equality for yk can be derived by adding the equalities
xi + xi+1 + yi + zi = 2 for all i ∈ J and the equalities xi + yi = 1 and yi + xi+1 = 1 for all i ∈ J , and subtracting the type II
equality for J . We conclude that the type I equality for yk can be replaced by simpler equalities, and ξ defined by a system
containing fewer equalities of type I than S (and the same equalities of type II as S). 
Proposition 21. All the extreme points of Pn are integral.
Proof. Let ξ be any extreme point of Pn and S a nice system of equalities defining ξ . If S does not include at least one equality
of type I, ξ is an (integral) extreme point ofQn and hence an integral extreme point of Pn. Wewill thus assume that S includes
at least one equality of type I. Note that by Proposition 20, S does not include any equality of type II. Let i1, i2, . . . , ir denote
the indices of the equalities of type I in S.Without loss of generality, assume that i1 is equal to n−1. For each s in {2, 3, . . . , r},
the equality of type I for yis can be replaced by yn−1 − yis = 0 (the difference between the equalities of type I for yis and
yn−1, respectively). In the same vein, if j is any index different from n − 1, subtracting the equality of type I for yn−1 from
the inequality of type I for yj (for any j 6= n − 1) yields yn−1 − yj ≥ 0. Thus if yj is equal to 1 for some j 6= n − 1, we have
yn−1 = 1 and hence yis = 1 for all s ∈ {1, 2, . . . , r}.
We first consider this case, i.e., the case where yj equals 1 for some j, and thus yis = 1 for all s ∈ {1, 2, . . . , r}. S can be
transformed into an equivalent system by replacing the equality of type I for yis (for s ∈ {2, . . . , r}) by the equality yis = 1. If
S includes an equality of the form xi+xi+1+zi = 1, it can be replaced by the equality yi = 1. Also if S includes yn−1+x0 = 1,
it can be replaced by x0 = 0. Let S ′ be the system obtained from S bymaking these transformations and replacing the gadget
equality xn−1 + x0 + yn−1 + zn−1 = 2 by xn−1 + x0 + zn−1 = 1. Assume, without loss of generality, that the variables of S ′
are in the order
x0, y0, x1, y1, x2, y2, . . . , xn−1, yn−1, z0, z1, . . . , zn−1.
Assume also that in S ′, the first constraint is the equality of type I for yn−1, followed by the double edge equalities, the gadget
equalities, and the equalities of the form yj = 1 or x0 = 0.
Then the constraint matrix of S ′ is of the form A 0B C
D
 ,
where the submatrices A and B have 2n− 1 columns, the submatrix A corresponds to the equality of type I and the double
edge equalities, the submatrix consisting of B and C corresponds to the gadget equalities, and the submatrix D corresponds
to the trivial equalities. The columns of C and the rows of D are unit vectors, and A has the consecutive ones property. The
rows of B also have this property, with the exception of the row xn−1 + x0 + zn−1 = 1; but if we subtract the type I equality
from this row and multiply the new row by−1, the matrix Bwill have the consecutive ones property. We conclude that the
constraint matrix of S ′ is totally unimodular and the extreme point ξ is integral.
The second case occurs when yj 6= 1 for all j. We will show that either yn−1 or some zi equals 0. Assume that no zi
equals 0. First observe that none of the equalities xi + xi+1 + zi = 1 holds. We obtain a system equivalent to S by keeping
the constraint of type I for yn−1 and replacing the other constraints of type I by yn−1 − yis = 0. Thus S is equivalent to a
system S ′ containing four types of equalities: the equality of type I for yn−1, the equalities of the form yn−1 − yis = 0 for
s ∈ {2, 3, . . . , r}, some double edge equalities, and the gadget equalities. Each zi occurs exactly once in S ′, precisely, it occurs
in the equality xi + xi+1 + yi + zi = 2. Hence the other equalities in S ′ must form a system of rank 2n, which implies that
S1 (the subsystem of S ′ consisting of the the equalities yn−1 − yis = 0 and the double edge equalities) is a system of rank at
least 2n − 1. Since the constraint matrix of S1 is the edge-vertex incidence matrix of a bidirected graph with no odd cycle,
its edges must include a tree, and we conclude that all the yi are equal to yn−1 and all the xi to 1− yn−1. The equality of type
I for yn−1 then yields (n− 1)yn−1 + n(1− yn−1) = n, that is, yn−1 = 0.
We have thus shown that either yn−1 or some zi equals 0. We claim that ξ must then be integral. Indeed, since ξ belongs
to Qn, Propositions 18 and 19 imply that ξ can be written as∑
k
λkξ
k,
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where
∑
k λk = 1 holds, ξ 1 is the distinguished point and every other ξ k is the incidence vector of some fvs. If λ1 were
greater than 0, every yi and every zi would also be greater than 0 because the corresponding coordinate in the distinguished
point equals 1. Therefore λ1 equals 0 and ξ is a convex combination of incidence vectors of fvs, that is, of integral points in
Pn. Because ξ is an extreme point of Pn, all λk except one must equal 0, and we conclude that ξ is integral. 
We now consider extended cycles whose edges are either gadgets, simple edges or double edges. We prove that they are
multi-ring ideal in two steps.
Proposition 22. Let C be an extended cycle whose edges are gadgets or simple edges. Then C is multi-ring ideal.
Proof. We regard C as an induced subgraph of Gn obtained by deleting certain pairs of outer vertices. Let J denote the set of
indices i such that xixi+1 is a simple edge in C . Since Gn is multi-ring ideal, we may assume that J is not empty and, without
loss of generality, that it contains n − 1. In C there is no multi-ring of type II and exactly one multi-ring of type I, namely
the multi-ring containing the xi for i ∈ {0, 1, . . . , n − 1} and the yi and zi for i ∈ J . Let Q be the polytope defined by the
multi-ring, double edge, gadget and trivial constraints for C , and let S be a system of equalities defining an extreme point ξ
of Q . We choose the order
x0, y0, x1, y1, . . . , xn−1, z0, z1, . . . , zn−2
for the variables, omitting the yi and the zi that do not exist (recall that yn−1 and zn−1 do not exist). As in the proof of
Proposition 21, S can be transformed into a system whose matrix is of the form A 0B C
D
 ,
where A, B, C and D are defined as in Proposition 21. It is straightforward to verify that A and B have the consecutive ones
property, the columns of C are unit vectors and the rows of D are unit vectors. We conclude that the matrix of S is totally
unimodular and ξ is integral. The proposition follows. 
Proposition 23. Let C be an extended cycle whose edges are gadgets, simple edges or double edges. Then C is multi-ring ideal.
Proof. By Proposition 22, we may assume that C contains some double edge, say, the edge x0x1. In this case, the binary
vectors satisfying the constraints xi + xi+1 ≥ 1 for all double edges xixi+1 and the constraints xi + xi+1 + yi + zi = 2,
xi + yi ≥ 1, yi + xi+1 ≥ 1, xi + xi+1 + zi ≥ 1 and zi ≥ 0 for each gadget contained in C are precisely the incidence
vectors of fvs having exactly two vertices in common with each gadget. Replacing the equality xi+ xi+1+ yi+ zi = 2 by the
inequality xi + xi+1 + yi + zi ≥ 2 for every such gadget, adding odd cycles of triangles or digons if necessary, and using the
same technique as in Proposition 18, we conclude that the extreme points of the resulting polyhedron are all integral. This
completes the proof that C is multi-ring ideal since the convex hull of fvs having exactly two vertices in common with each
gadget is a face of this polyhedron. 
7. Proof of the main theorem
In this section we prove Theorem 3. As was shown before, it implies our main result, namely, Theorem 2.
Proof. Let G be an extended graphwhose underlying graph GĎ is series–parallel and contains no induced subdivision of K2,3.
We prove that G is multi-ring ideal by induction on the number of vertices in GĎ. It can be easily verified that G is multi-ring
ideal when GĎ has at most three vertices (Proposition 17 can be used if GĎ is a cycle). If GĎ has at least four vertices and is not
2-connected, then we can treat each of its blocks separately by Lemma 9. If GĎ is 2-connected, we can assume, by Lemma 8,
that GĎ contains an edge uv such that {u, v} is a cutset. If uv is a double edge, G can be decomposed into its lobes G1 and
G2 and Theorem 3 follows from the induction hypothesis, Lemma 11 and the fact that any multi-ring of G is either a partial
graph of G1 or a partial graph of G2.
Assume now that uv is a simple edge. Define G1, G2, G′, G′1 and G
′
2 as in Lemma 10. By the latter lemma, we know that a
linear description of P(G) can be obtained by juxtaposing linear descriptions of P(G′1) and P(G
′
2) and then eliminating the
variables xa and xb by Fourier–Motzkin elimination (if the edge uv is already special in G, there is nothing to prove, so we
assume that this is not the case). Because the underlying graphs of G′1 and G
′
2 have fewer vertices than G, we know that
the extended graphs G′1 and G
′
2 are multi-ring ideal. Now consider a linear description of P(G
′) obtained by juxtaposing
linear descriptions of P(G′1) and P(G
′
2) in terms of multi-ring, double edge, trivial and gadget constraints. We first replace
the variable xb by 2− xu− xv − xa in all inequalities where xb appears (again, a and b denote the outer vertices of the gadget
replacing the edge uv). The resulting linear description of P(G′) contains the constraints
xa ≥ |M| + 12 − x(V (M) \ {a}) for all multi-ringM in G
′
1 containing a and not b, (17)
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Fig. 8. Two graphs with facets containing nontrivial coefficients.
xa ≥ |N | + 12 − x(V (N ) \ {a}) for all multi-ringN in G
′
2 containing a and not b, (18)
xa ≤ 2− |M| + 12 + x(V (M) \ {u, v, b}) for all multi-ringM in G
′
1 containing b and not a, (19)
xa ≤ 2− |N | + 12 + x(V (N ) \ {u, v, b}) for all multi-ringN in G
′
2 containing b and not a, (20)
xb = 2− xa − xu − xv, (21)
xa ≥ 1− (xu + xv), xa ≥ 0, xa ≤ 2− xu − xv, xa ≤ 1,
followed by the multi-ring, trivial and gadget constraints for G′1 and G
′
2 that do not involve the variables xa or xb. Above, we
use the notation x(S) for a set of vertices S to mean
∑
t∈S xt . In order to eliminate the variables xa and xb from the system, we
delete Eq. (21) and then combine each lower bound for xa with each upper bound for xa. Most of the resulting inequalities
only involve variables xt with t in V (Gi) for some i. By the induction hypothesis, these are implied by multi-ring, trivial and
gadget constraints for Gi. Thus, by symmetry, it suffices to consider the situation where some inequality (17) is combined
with some inequality (20). The resulting inequality reads
|M| + 1
2
− x(V (M) \ {a}) ≤ 2− |N | + 1
2
+ x(V (N ) \ {u, v, b}),
whereM denotes a multi-ring containing the double edges ua and va and N a multi-ring containing the triangle {u, b, v}.
LetO denote the collection of cycles obtained fromM∪N by removing the cycles {a, u}, {a, v} and {b, u, v}. We can rewrite
the above inequality as
x(V (O)) ≥ |O| + 1
2
⇐⇒
∑
t∈V (O)
xt ≥ |O| + 12 .
We claim that O is a multi-ring in G. Indeed, consider an ear decomposition ofM starting with any cycle not incident to a.
By Lemma 6, such an ear decomposition exists. Just before the two cycles incident to a are added toM, we pause the ear
decomposition ofM and consider an ear decomposition ofN starting from the cycle incident to b. At this point, we reroute
the current ear ofM by using the first ear ofN . Then we continue with the ear decomposition ofN . Finally, we resume the
ear decomposition ofM. It follows that O is a multi-ring. So the claim holds and G is multi-ring ideal. This concludes the
proof of the theorem. 
8. Conclusion and future work
In this article, we have given a complete description of the fvs polytope for series–parallel graphs with no induced
subdivision of K2,3. This description enabled us to prove amin–max result for the feedback vertex set problem on this class of
graphs. Preliminary investigations of the case where G contains an induced subdivision of K2,3 have shown (unsurprisingly)
that some facets of P(G) may contain nontrivial coefficients, i.e., coefficients different from 0 and 1. For instance, the
description of the fvs polytope of the first graph in Fig. 8 must include the inequality
4x1 + x2 + x3 + x4 + 3x5 + x6 + x7 + 2x8 ≥ 4,
while the description of the fvs polytope of the second graph must include the inequality
2x1 + 2x2 + 2x3 + 2x4 + 2x5 + x6 + x7 + x8 ≥ 4.
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The first of these inequalities is a special case of the subset inequalities (see [25]), whose validity was proved in [26] (see
also [27]):∑
v∈S
(dS(v)− 1)xv ≥ |E(S)| − |S| + 1,
where S is a subset of vertices of the graph G, E(S) denotes the edge set of the subgraph induced by S and dS(v) the degree
of v in this subgraph.
Not every subset inequality defines a facet of the fvs polytope, however; this is demonstrated by the example of the
second graph above. The corresponding inequality is a ‘‘mixture’’ of multi-ring inequality and subset inequality. It seems
unlikely that one could give a formula for all the facets of the fvs polytopes of series–parallel graphs, but it might be possible
to design an algorithm for ‘‘making’’ a facet of G out of the facets of its subgraphs. We plan to pursue this idea in the near
future.
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