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Abstract
Gossiping is an extensively investigated information dissemination process in which each processor has
a distinct item of information and has to collect all the items possessed by the other processors. In this
paper, we provide an innovative and general lower bound technique relying on the novel notion of delay
digraph of a gossiping protocol and on the use of matrix norm methods. Such a technique is very power-
ful and allows the determination of new and signiﬁcantly improved lower bounds in many cases. In fact,
we derive the ﬁrst general lower bound on the gossiping time of systolic protocols, i.e., constituted by a
periodic repetition of simple communication steps. In particular, given any network of n processors and
any systolic period s, in the directed and the undirected half-duplex cases every s-systolic gossip protocol
takes at least log(n)/ log(1/)−O(log log(n)) time steps, where  is the unique solution between 0 and 1 of
 ·√ps/2() ·
√
ps/2() = 1, with pi() = 1+ 2 + · · · + 2i−2 for any integer i > 0. We then provide im-
proved lower bounds in the directed and half-duplex cases for many well-known network topologies, such as
Butterﬂy, de Bruijn and Kautz graphs. All the results are extended also to the full-duplex case. Our technique
is very general, as for s →∞ it allows the determination of improved results even for non-systolic protocols.
In fact, for general networks, as a simple corollary it yields a lower bound only anO(log log(n)) additive factor
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far from the general one independently proved in [Proc. 1st ACM Symposium on Parallel Algorithms and
Architectures (SPAA), 1989, p. 318; Topics in Combinatorics and Graph Theory (1990) 451; SIAM Journal
on Computing 21(1) (1992) 111; Discrete Applied Mathematics 42 (1993) 75] for all graphs and any (non-sys-
tolic) gossip protocol. Moreover, for speciﬁc networks, it signiﬁcantly improves with respect to the previously
known results, even in the full-duplex case. Correspondingly, better lower bounds on the gossiping time of
non-systolic protocols are determined in the directed, half-duplex and full-duplex cases for Butterﬂy, de Bru-
ijn andKautz graphs. Even if in this paper we give only a limited number of examples, our technique has wide
applicability and gives a general framework that often allows to get improved lower bounds on the gossiping
time of systolic and non-systolic protocols in the directed, half-duplex and full-duplex cases.
© 2004 Elsevier Inc. All rights reserved.
1. Introduction
Gossiping is an all-to-all information dissemination problem in which a distinct item originating
at each processor of the network must be distributed to all the other processors. This is accom-
plished by means of a sequence of simple communication rounds, each specifying a set of active
communication links that can be used by the corresponding incident processors to exchange the
possessed items of information.
The gossiping problem has been extensively investigated in recent years for many different net-
works and under a large variety of models. A survey of the main related results can be found in
[7,6,8,3,9,10,12].
In this paper, we consider the fundamental and most studied model, called whispering or proces-
sor-bound, where at each communication round each processor can have only one active incident
link, i.e., the set of the active links forms a matching. If the network can be modeled as an undi-
rected graph, it is possible to further distinguish between two different cases: the half-duplex mode,
in which active links allow the transmission of messages only in one direction, and the full-duplex
mode, in which messages can travel in both directions simultaneously.
We will consider particular gossiping strategies called “periodic” in [20,21,18] and “systolic” (or
“trafﬁc-light”) in [8,14]. The main motivation behind these concepts correspond to the idea of Kung
[16] who has introduced so-called “systolic computations” as parallel computations with cheap
realization due to a very regular, synchronized periodic behavior of all processors of the inter-
connection network during the whole execution of the computation. Liestman and Richards [20]
were the ﬁrst who considered a very regular form of communication algorithms for broadcasting
(one-to-many dissemination strategy) and gossiping. This form, later called “periodic” in [18], was
based on the edge coloring of the graph underlying the network and on the periodic (cyclic) execu-
tion of communications rounds, each activating the links corresponding to the same color. A little
more general concept was given in [8], where s-systolic communication algorithms correspond to
a repetition of a given sequence of s communication rounds. While broadcasting strategies can be
systolized at no cost [8], this is in general not true for gossiping. The basic problem with systolic
strategies remarked in [8] is how much must be paid for the systolization of gossiping protocols in
concrete interconnection networks, i.e., what is the difference between the complexity of gossip and
systolic gossip. In [8] optimal systolic protocols are given for paths and complete d-ary trees and it
is shown that in the half-duplex mode the complexity of systolic gossip for paths is strictly higher
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than normal gossip. In [20,14] systolic strategies are proposed for two-dimensional grids optimal
up to a constant additive factor, but only for the full-duplex case. These results are improved in [11]
by the introduction of optimal systolic algorithms both in the half and full-duplex cases. In [11] the
authors present also optimal results for cycles in the half-duplex mode.
Concerning lower bounds on gossiping, denoted as g(G) the gossiping time of a graph G, in the
half-duplexmodeithasbeenprovedthatg(G)  1.4404 log(n)(fromnowonalllogarithmsareassumed
to base 2) for all graphsG of n vertices [4,17,15,26], this bound being attained for complete graphs.
However, apart from the cases mentioned above, in general the best lower bounds for systolic
gossiping are not better than those that can be inferred from broadcasting. Unfortunately, often
this holds also for non-systolic gossiping.
The best lower bounds on the broadcasting time are as follows. Let the parameter d be deﬁned for
undirected graphs as the maximum degree minus one and for directed graphs as the maximum out-
degree. Then for bounded-degree networks in [22,2] it has been proved that the broadcasting time
b(G) of a graph G of n vertices with parameter d satisﬁes b(G)  c(d) log(n), where c(2) = 1.4404,
c(3) = 1.1374, c(4) = 1.0562 and for large d , c(d) ≈ (1+ log(e)/2d ).
ForButterﬂy anddeBruijn networks better lower boundshavebeenobtainedbyusing their struc-
ture in [13] and then improved in [23,24]. For example in [23] it is proved that for undirectedWrapped
Butterﬂies b(WBF(2,D))  1.7621D (≈ 1.7621 log(n)) and b(WBF(3,D))  2.0002D (≈ 1.2619 log(n)),
while for undirecteddeBruijn networks b(DB(2,D))  1.4404D (= 1.4404 log(n)) and b(DB(3,D)) 
1.8028D (= 1.1374 log(n)).
Concerning upper bounds on the gossiping time for Butterﬂy and de Bruijn networks, in
the half-duplex mode it has been proved that g(WBF(2,D))  2.5 log(n)+O(√2 log(n)) [9] and
g(DB(2,D))  3 log(n)+ 3 [25]. These results have been improved in [24] by showing that in the sys-
tolic mode, for small constant period s, g(WBF(2,D))  2.5 log(n)+O(√log(n)) and g(DB(2,D)) 
2 log(n)+O(√log(n)).
In this paper,weprovide an innovative andpowerful lower bound technique relyingon twodiffer-
ent concepts: the novel notion in the ﬁeld of delay digraph of a dissemination protocol and the use
of matrix norm methods similar to those in [4,17,15,26]. The former allows to infer nice properties
on the delays encountered while crossing two successive arcs, the latter permits to exploit well-know
matrix properties in the estimation of the lower bounds. To the best of our knowledge this is the ﬁrst
technique combining such different aspects in a uniﬁed approach, as all the previous lower bound
methods and results were based on classical graph combinatorial and information theoretical tools
and/or deeply exploited the structural properties of the considered networks. Our technique allows
in a surprising number of cases the determination of lower bounds that are at least as good or sig-
niﬁcantly improve with respect to the existing ones. Even if in this paper we give a limited number
of examples, it has wide applicability and gives a general framework that often provides improved
lower bounds by simply exploiting very general topological properties.
Concerning the shown results, we prove the ﬁrst general lower bound on the gossiping time
of systolic protocols for directed networks and undirected networks in the half-duplex mode. In
particular, if we denote by n the number of processors in the network, then any s-systolic gossip pro-
tocol takes at least e(s) log(n)−O(log log(n)) time steps, where e(s) = 1/ log(1/) and  is such that
0 <  < 1 and  ·√ps/2() ·
√
ps/2() = 1, with pi() = 1+ 2 + · · · + 2i−2 for any integer i > 0.
For s = 3, 4, 5, 6, 7, 8, this gives e(3) = 2.8808, e(4) = 1.8133, e(5) = 1.6502, e(6) = 1.5363, e(7) =
1.5021, and e(8) = 1.4721.
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Our technique can be applied also to the full-duplex mode. However, in the general case, we
obtain nearly the same lower bounds that come directly from broadcasting [22,2], i.e., differing only
O(log log(n)). This is actually not due to a limit of our technique. In fact, recently in [5] it has been
proved that all our results (in the directed, half-duplex and full-duplex modes) are optimal. Namely,
for any systolic period s, there exist networks whose gossiping time differs only O(log log(n)) from
the corresponding lower bound.
If more information about the network topology is known, ﬁner lower bounds can be determined
for many relevant interconnection networks, even for full-duplex protocols. Signiﬁcantly improved
results are thus provided in the directed, half-duplex and full-duplex cases for Butterﬂies, Wrapped
Butterﬂies, de Bruijn andKautz networks. For example, as a direct comparisonwith the half-duplex
upper bounds mentioned above, when s = 4 we obtain g(WBF(2,D))  2.0218 log(n)− o(log(n))
andg(DB(2,D))  1.8133 log(n)− o(log(n)).Webelieve that usingourmethodsbetter lowerbounds
can be obtained also for other networks.
Our lower bound technique is general and not limited to systolic protocols, since for s →∞ as
a simple corollary it allows the determination of improved lower bounds even in the unrestricted
(non-systolic) cases.
In fact, for general networks and s →∞,  ·√ps/2() ·
√
ps/2() ≈ + 3 + · · · + s−1 =
/(1− 2) = 1 if 1/ is equal to the golden ratio, thus yielding a lower bound of 1.4404 log(n)−
O(log log(n)) holding for all graphs and any (non-systolic) half-duplex gossip protocol. This result
is only an O(log log(n)) additive factor far from the general one provided in [4,17,15,26].
More important, for speciﬁc networks it signiﬁcantly improves with respect to the pre-
viously known directed and half-duplex lower bounds. As an example, for Wrapped But-
terﬂies g(WBF(2,D))  1.9750 log(n)− o(log(n)), while for de Bruijn networks g(DB(2,D)) 
1.5876 log(n)− o(log(n)). Moreover, even more signiﬁcant improvements can be obtained for less
investigated topologies, such as Unwrapped Butterﬂies, directed Wrapped Butterﬂies, and Kautz
networks. A more complete list of the related results can be found in Fig. 6. Similar considerations
hold also for non-systolic full-duplex protocols (see Fig. 8).
The paper is organized as follows. In the next section we give some useful deﬁnitions and prop-
erties on matrices and norms. In Section 3, we introduce the notation and necessary deﬁnitions. In
Section 4, we provide the general lower bound on the gossiping time in the directed and half-duplex
cases. In Section 5, we generalize our technique to deal with speciﬁc topologies and we give lower
bounds for Butterﬂy, de Bruijn andKautz networks in the directed and half-duplex cases. In Section
6, we extend all the results to the full-duplex case and ﬁnally, in Section 7, we give some conclusive
remarks.
2. Matrices and norms
Weﬁrst introduce some useful deﬁnitions and properties aboutmatrices. Except for some proved
facts, all the properties below are well-known in linear algebra (see for instance [1]).
Let m be the set of all column vectors x = (x1, . . . , xm)T of m real elements. A real function
| | : m →  is called a norm if |x|  0 for every x ∈ m, |x| = 0 if and only if all the m components
of x are equal to 0, |ax| = abs(a)|x| for every a ∈  and x ∈ m (abs(a) being the absolute value of
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a), and ﬁnally |x+ y|  |x| + |y| for all x, y ∈ m. The natural matrix norm of an n× m real matrix
M associated with a vector norm |x| is deﬁned as ||M || = sup x∈m,| x| /=0 |M
x|
| x| .
The Euclidean norm of a vector x ∈ m is deﬁned as |x|2 =
√
x21 + · · · + x2m. The Euclidean ma-
trix norm ||M ||2 of an n× m real matrixM is the natural matrix norm associated with |x|2. For the
sake of brevity, in the sequel we will denote | |2 and || ||2 simply as | | and || ||, respectively.
For every matrix M with non negative real elements, the Euclidean matrix norm satisﬁes the
following properties:
1. ||M ||  0;
2. ||M || = 0⇒ M = 0;
3. ∀a ∈ , ||aM || = abs(a)||M ||;
4. M  N (i.e., Mi,j  Ni,j ∀i, j)⇒ ||M ||  ||N ||;
5. ||M + N ||  ||M || + ||N ||;
6. ||MN ||  ||M || · ||N ||;
7. if N is obtained from M by row and column permutations, ||N || = ||M ||;
8. if M is everywhere null except in k subblocks M1, . . . ,Mk not sharing any row or column, then
||M || = maxki=1||Mi||.
Deﬁnition 2.1. Given an m× m real matrix M , a non null column vector x ∈ m is an eigenvector
forM with eigenvalue e ifM x = ex. The spectral radius (M) ofM is the maximum absolute value
of an eigenvalue of M .
The spectral radius of a matrix M is related to the Euclidean norm of M . In fact, ||M || =√
(MTM), whereMT is the transpose ofM , and ifM is symmetric ||M || = (M). Moreover, for any
natural matrix norm ||M ||′ associated with a vector norm |x|′, ||M ||′  (M).
The following relaxation of eigenvectors and eigenvalues is non-standard and it is introduced
only for the purposes of this paper.
Deﬁnition 2.2.Given anm× mmatrixM , a non null column vector x ∈ m is a semi-eigenvector for
M with semi-eigenvalue e if M x  ex.
Lemma 2.1.Given anm× m non negative matrixM and a (strictly) positive semi-eigenvector x ∈ m
of M with semi-eigenvalue e, (M)  e.
Proof. Let x = (x1, . . . , xm)T ∈ m be the semi-eigenvector and let xi > 0 for each i, 1  i  m. Then,
given any z ∈ m, the function |z| x = maxi
(
abs
(
zi
xi
))
is a norm. In fact, it is easy to check that |z| x 
0 for every z ∈ m, |z| x = 0 if and only if all them components of z are equal to 0, |az| x = abs(a)|z| x
for every a ∈  and z ∈ m and ﬁnally, since for every i, 1  i  m, abs( zi+yixi )  abs( zixi )+ abs(
yi
xi
) 
|z| x + |y| x, |z+ y| x  |z| x + |y| x for all z, y ∈ m.
Let || || x be the natural matrix norm associated with | | x.
SinceM is a non negative matrix, ||M || x = |M x| x. In fact, ||M || x 
|M x| x
| x| x
= |M x| x and, for any
vector z, the vector y with yi = |z| xxi is such that |y| x = |z| x and for every i, 1  i  m, yi  zi;
therefore
|Mz| x|z| x
 |M
y| x
| y| x
= |M x| x.
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Since x is a positive semi-eigenvector ofM andM is non-negative, the corresponding semi-eigen-
value e cannot be negative. Then, e = e|x| x  |M x| x = ||M || x  (M) (the latter inequality being
veriﬁed for every natural matrix norm). 
Given two vector spacesU andV , respectively of dimensionm and n, let them vectors x1, . . . , xm ∈
U be a base for U and the n vectors y1, . . . , yn ∈ V be a base for V . For any vector x ∈ U let
xU = (a1, . . . , am)T be the column vector that expresses x in terms of the base x1, . . . , xm of U , i.e.,
such that x =∑ni=1 aixi, and for any y ∈ V let yV be similarly deﬁned.
A function f : U → V is called a linear mapping if for every two vectors x, y ∈ U and for every
two real numbers a, b ∈ , f(ax+ by) = af(x)+ bf(y).
The linear mapping f is completely speciﬁed by the image of the vectors x1, . . . , xm, expressed in
terms of y1, . . . , yn. Then, in a natural way it is possible to associate with f an n× m real matrixM
in which column j is equal to f(xj)V , that is f(xj) =∑ni=1Mi,jyi . Such amatrix satisﬁes the property
that MzU = f(z)V for any vector z ∈ U .
Vice versa, for ﬁxed bases of U and V , each n× m matrix M corresponds to a linear mapping
from U to V .
Let x′1, . . . , x′m′ be m′  m linearly independent vectors in U , and let P be the matrix in which
column j is equal to x′jU , 1  j  m′, that is x′j expressed in the base of U . Moreover, let U ′ ⊆ U
be the subspace of U generated by x′1, . . . , x′m′ . Then MP is the matrix associated to the restric-
tion f ′ : U ′ → V of the linear mapping f to U ′, where x′1, . . . , x′m′ is the base associated U ′ andy1, . . . , yn is still the base of V . In fact, column j of MP corresponds to f(x′j)V , as it is equal to
M x′jU .
Given three vector spaces U , V ,W with their respective bases and two linear mappings f : U →
V and g : V →W , let M and N be the matrices corresponding to f and g in the ﬁxed bases, re-
spectively. Then, the product NM is the matrix associated with the linear mapping (g◦f ) : U →
W resulting from the composition of g and f (i.e., (g◦f)(x) = g(f(x))), still in the corresponding
bases.
We now turn our attention to the case in which U = V . Let the m× m matrix M be the matrix
associated with f in a given base (the same base is used to express the arguments and the values of
f ), and let f(U) ⊆ U be the vector subspace constituted by all vectors y ∈ U that are in the image
of f , that is f(U) = {f(x) | x ∈ U}. Let us consider the matrix M ′ associated with the restriction
f ′ : f(U) → f(U) of f to f(U), expressed in terms of another given base for f(U). Then it is possible
to prove the following lemma.
Lemma 2.2. (M) = (M ′).
Proof. It is sufﬁcient to show that the matrixM ′ associated with f ′ has the same eigenvalues as the
matrix M associated with f .
Let x1, . . . , xm be the base of U and let x′1, . . . , x′k the base of f(U). Observe ﬁrst that each eigen-
vector of M belongs to f(U). In fact, let x ∈ U be such that xU is an eigenvector of M , that is it
satisﬁes the equalityM xU = exU for an eigenvalue e. Then f(x) = ex (as the starting and ﬁnal bases
of M coincide) and, since f(x/e) = x, x ∈ f(U).
To prove the claim, it is then sufﬁcient to observe thatM xU = exU if and only if f(x) = ex if and
only if f ′(x) = ex if and only ifM ′xf(U) = exf(U), and thus e is an eigenvalue ofM if and only if it
is an eigenvalue of M ′. 
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3. Preliminaries
We model the network as a digraph G = (V ,A) in which vertices represent processors and arcs
communication links. Given an arc (u, v) ∈ A, u and v are called the endpoints of (u, v).
Deﬁnition 3.1. A gossip protocol of length t for G = (V ,A) is a sequence 〈A1, . . . ,At〉 of t subsets
A1, . . . ,At ⊆ A subject to the following conditions:
1. each Ai, 1  i  t, is a matching in G (i.e., no two arcs in Ai have a common endpoint),
2. for each two vertices x, y ∈ V , there exists a path P = 〈x0, x1, . . . , xl〉 with l  t, x0 = x and xl = y,
and a sequence of positive integers j1, . . . , jl such that 1  j1 < . . . < jl  t and for every i, 1  i  l,
(xi−1, xi) belongs to Aji .
Informally, each Ai represents the set of the arcs which are active at the communication round i.
If an arc (x, y) is active at a step i, then at the beginning of step i + 1 vertex y additionally knows
all the items known by x at the beginning of step i. Then, in order for the sequence of the subsets Ai
to be a gossip procedure, for any two vertices x and y there must exist a directed path from x to y
whose arcs are activated in a proper sequence so that at the end of the protocol y knows the item
of x.
If we restrict our attention to symmetric digraphs, then the above deﬁnition corresponds to
half-duplex gossip protocols. To obtain the full-duplex case, it is sufﬁcient to slightly modify
the condition on the active arcs by saying that at every communication round if (x, y) is active
then also (y , x) is active, i.e., any two active arcs either do not have a common endpoint or are
opposite.
Deﬁnition 3.2 ([8]).Agossip protocol 〈A1, . . . ,At〉 forG = (V ,A) is s-systolic if for any i, 1  i  t − s,
Ai = Ai+s.
To prove the lower bounds, we now introduce the notion of delay digraph of a systolic gossip
protocol.
Deﬁnition 3.3. The delay digraph DG(A1, . . . ,At), or simply DG, of an s-systolic gossip proto-
col 〈A1, . . . ,At〉 for G is a weighted digraph DG = (V ′,A′) with V ′ = {(x, y , i) | (x, y) ∈ Ai},
A′ = {((x, y , i), (y , z, j)) | (x, y , i) ∈ V ′, (y , z, j) ∈ V ′, 1  j − i < s} and weight function (((x, y , i),
(y , z, j)) = j − i.
In DG each (x, y , i) ∈ V ′ represents the activation of an arc (x, y) during round i and if
there is an arc between (x, y , i) ∈ V ′ and (y , z, j) ∈ V ′ in DG, then (((x, y , i), (y , z, j)) = j − i is
the delay encountered by an item passing (x, y) at time i to cross (y , z) at time j. Notice
that, since the protocol is s-systolic, it is sufﬁcient to represent in DG only the delays within
the next s− 1 rounds (i.e., for j − i < s), as the successive ones will correspond to the same
activated edges.
Generalizing the above argument, if (x, y , i) ∈ V ′ and (w, z, j) ∈ V ′ are such that (x, y , i) /=
(w, z, j) and their distance in DG is at most l, then j − i  l is the overall delay between (x, y , i)
and (w, z, j), i.e., an item traversing (x, y) during round i steps through arc (w, z) after at most l
rounds.
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Deﬁnition 3.4. Given an s-systolic gossip protocol 〈A1, . . . ,At〉 for G with delay digraph DG and a
strictly positive real number  < 1, the delay matrix MDG(), or simply M(), of G with respect to
the s-systolic gossip protocol is the |V ′| × |V ′| matrix such that M()(x,y ,i),(y ,z,j) = (((x,y ,i),(y ,z,j)) if
((x, y , i), (y , z, j)) ∈ A′, else M()(x,y ,i),(y ,z,j) = 0.
Thekeypropertyof thematrixM() is that, for anypositive integer t, (M())t(x,y ,i),(w,z,j) =
∑m
i=1 li ,
where m is the number of dipaths of t arcs from (x, y , i) to (w, z, j) in DG and l1, . . . , lm their re-
spective lengths, i.e., the sum of their arc weights. Then, if (x, y , i) /= (w, z, j) and there exists a
dipath of length at most l from (x, y , i) to (w, z, j) having no more than t arcs, as 0 <  < 1 it is∑t
i=1 (M())i(x,y ,i),(w,z,j)  l.
Before proceeding with the determination of the general lower bound in the half-duplex
mode, in the remaining part of this section we introduce some deﬁnitions and preliminary re-
sults related to speciﬁc interconnection networks. In fact, as we will see in the sequel, better
lower bounds can be obtained if more information about the topology is known. In particu-
lar, this is possible for classes or families of networks containing a large number of faraway
vertices.
Deﬁnition 3.5. Given a family G of arbitrarily large digraphs and two positive real numbers * and
l, G has an 〈*, l〉-separator if, for every digraph G = (V ,A) ∈ G, there exist two subsets of verti-
ces V1 ⊂ V and V2 ⊂ V such that minx∈V1,y∈V2distG(x, y) = l log(n)− o(log(n)) and min(|V1|, |V2|) 
2*l log(n)−o(log(n)), where n = |V |.
Notice that in the above deﬁnition * and l depend on the family G and not on the single digraphs
in G. In particular, for every G ∈ G, *, and l are not a function of the number of vertices of G.
Moreover, by deﬁnition the inequality * · l  1 always holds.
In the following, when dealing with digraphs G whose corresponding families G are clear from
the context, for the sake of brevity we will often identify G simply by G. So for instance we will say
that G has an 〈*, l〉-separator to mean that G has such a separator.
The networks considered in this paper for the determination of the topology dependent low-
er bounds are all related to the standard hypercube in the sense that they maintain its basic
properties while reducing the vertex degree from logarithmic to constant and maintaining a
logarithmic diameter. In particular, they allow an efﬁcient routing, the efﬁcient simulation of
arbitrary bounded degree networks and the fast implementation of algorithms like sorting and
FFT (see [19]).
A Butterﬂy digraph of degree d and dimension D, denoted by BF(d ,D), has as vertices the (D +
1)dD tuples (x, l) ∈ {1, . . . , d}D × {0, . . . ,D}, where x = xD−1xD−2 . . . x1x0 is a string of length D over
{1, . . . , d} and l ∈ {0, . . . ,D} is an integer called level. A vertex (xD−1xD−2 . . . x1x0, l) with l > 0 is
joined with pairwise opposite arcs to the d vertices (xD−1 . . . xl,*, xl−2, . . . x0, l− 1) such that * ∈
{1, . . . , d}.
A Wrapped Butterﬂy digraph of degree d and dimension D, denoted by WBF (d ,D), has
as vertices the DdD tuples (x, l) ∈ {1, . . . , d}D × {0, . . . ,D − 1}, where x = xD−1xD−2 . . . x1x0 is a
string of length D over {1, . . . , d} and l ∈ {0, . . . ,D − 1} is an integer called level. A vertex
(xD−1xD−2 . . . x1x0, l) with l > 0 has an arc toward the d vertices (xD−1 . . . xl*xl−2 . . . x0, l− 1)
such that * ∈ {1, . . . , d} and each vertex (xD−1xD−2 . . . x1x0, 0) has an arc toward the d vertices
(*xD−2 . . . x1x0,D − 1) with * ∈ {1, . . . , d}. The corresponding undirected graph obtained by add-
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ing the opposite of each arc is denoted as WBF(d ,D) and is generally called Wrapped Butterﬂy
graph.
A de Bruijn digraph of degree d and dimension D, denoted by DB(d ,D), has as vertices all the
dD strings of length D over {1, . . . , d}. Any vertex xD−1xD−2 . . . x1x0 has an arc toward the d ver-
tices xD−2xD−3 . . . x1x0* such that * ∈ {1, . . . , d}. The corresponding undirected graph, denoted as
DB(d ,D), is called de Bruijn graph.
A Kautz digraph of degree d and dimension D, denoted by K(d ,D), has as vertices all the (d +
1)dD−1 strings xD−1xD−2 . . . x1x0 of length D over {1, . . . , d + 1} such that for any j, 0  j  D − 2,
xj /= xj+1. Any vertex xD−1xD−2 . . . x1x0 has an arc toward the d vertices xD−2xD−3 . . . x1x0* with
* ∈ {1, . . . , d + 1} and * /= x0. The corresponding undirected graph, denoted as K(d ,D), is called
Kautz graph.
The families of the Butterﬂy, de Bruijn, and Kautz networks with ﬁxed degree d have good
separators.
Lemma 3.1. There exists an 〈*, l〉-separator with
1. * = log(d)/2 and l = 2/ log(d) for BF(d ,D);
2. * = log(d)/2 and l = 2/ log(d) for WBF (d ,D);
3. * = 2 log(d)/3 and l = 3/(2 log(d)) for WBF(d ,D);
4. * = log(d) and l = 1/ log(d) for DB(d ,D);
5. * = log(d) and l = 1/ log(d) for K(d ,D).
Proof. For BF(d ,D) let V1 = {(xD−1xD−2 . . . x1x0, l) | xD−1  d/2 and l = 0} and V2 = {(xD−1xD−2
. . . x1x0, l) | xD−1 > d/2 and l = 0}. Since n = (D + 1)dD, dist(V1, V2) = 2D = 2 logd (n)−O(log
log(n)) = 2 log(n)/ log(d)− o(log(n)) and min(|V1|, |V2|)  dD/2  2log(n)−o(log(n)). Thus V1 and
V2 yield an 〈*, l〉-separator for BF(d ,D) with * = log(d)/2 and l = 2/ log(d).
For WBF (d ,D) let V1 = {(xD−1xD−2 . . . x1x0, l) | xD−1  d/2 and l = D − 1} and V2 =
{(xD−1xD−2 . . . x1x0, l) | xD−1 > d/2 and l = 0}. Then dist(V1, V2) = 2D − 1 = 2 logd (n)−O(log
log(n)) = 2 log(n)/ log(d)− o(log(n)) and min(|V1|, |V2|)  dD/2  2log(n)−o(log(n)). Thus again
V1 and V2 yield an 〈*, l〉-separator for WBF (d ,D) with * = log(d)/2 and l = 2/ log(d).
For WBF(d ,D) the separator is constructed as follows. Let h = √D and X1 =
{xD−1xD−2 . . . x1x0 ∈ {1, . . . , d}D | xh·j  d/2, 0  j < 
√
D} and X2 = {xD−1xD−2 . . . x1x0 ∈
{1, . . . , d}D | xh·j > d/2, 0  j < 
√
D}. Thus all the strings in X1 differ from all the strings in X2
about every
√
D positions. In order to get the claimed separator, let then V1 = {(x, l) | x ∈ X1 and l =
0} and V2 = {(x, l) | x ∈ X2 and l = D/2}. Then dist(V1, V2) = 3D/2−O(
√
D) = 3 logd (n)/2−
O(
√
log(n))=3 log(n)/(2 log(d))− o(log(n)) and min(|V1|, |V2|)  dD−
√
D  2log(n)−o(log(n)). Thus
V1 and V2 yield an 〈*, l〉-separator for WBF(d ,D) with * = 2 log(d)/3 and l = 3/(2 log(d)).
For DB(d ,D) take V1 = X1 and V2 = X2, with X1 and X2 deﬁned as above. Then
dist(V1, V2) = D −O(
√
D) = logd (n)−O(
√
log(n)) = log(n)/ log(d)− o(log(n)) and min(V1, V2) 
dD−
√
D  2log(n)−o(log(n)). Therefore V1 and V2 yield an 〈*, l〉-separator forDB(d ,D)with * = log(d)
and l = 1/ log(d).
Finally, for K(d ,D) take V1 = {xD−1xD−2 . . . x1x0 ∈ {1, . . . , d + 1}D | xi /= xi+1, 0  i  D − 2, and
xh·j  d/2, 0  j < 
√
D} and V2 = {xD−1xD−2 . . . x1x0 ∈ {1, . . . , d + 1}D | xi /= xi+1, 0  i  D −
2, and xh·j > d/2, 0  j  
√
D}. Then dist(V1, V2) = D −O(
√
D) = logd (n)−O(
√
log(n)) =
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log(n)/ log(d)− o(log(n)) and min(V1, V2)  dD−
√
D  2log(n)−o(log(n)). Therefore V1 and V2 yield
an 〈*, l〉-separator for K(d ,D) with * = log(d) and l = 1/ log(d). 
4. A general lower bound
In this section, we provide a general lower bound on the gossiping time of the s-systolic gossip
protocols which holds for any network in the directed and half-duplex cases. We will always im-
plicitly assume s > 2, as for s = 2 the subgraph induced by A1 ∪ A2 (i.e., the arcs activated in the
ﬁrst and in the second round) must trivially form a directed cycle along which items can traverse at
most one arc per step, so that gossiping takes at least n− 1 rounds.
We now show the usefulness of the delay matrixM() of a protocol and of its norm.
Theorem 4.1. Let 〈A1, . . . ,At〉 be an s-systolic gossip protocol for a digraph G = (V ,A) and let M()
be the delay matrix of G with respect to 〈A1, . . . ,At〉. Then t > log(n)log(1/) − 2 log(t)log(1/) , where n = |V | and 
is any real number such that 0 <  < 1 and ||M()||  1.
Proof. Since the protocol has length t, for any pair of vertices x ∈ V and z ∈ V , the item of x reaches
z in at most t rounds. Then, the path followed by the item will start with an arc (x, y) outgoing from
x during a round i  1 and will terminate with an arc (w, z) incoming in z during a round j  t. Thus,
the two vertices (x, y , i) ∈ V ′ and (w, z, j) ∈ V ′ in the delay digraph DG = (V ′,A′) have distance at
most t. Since all weights in DG are at least equal to 1, any dipath in DG from (x, y , i) to (w, z, j) of
length at most t is constituted by at most t arcs. Therefore, by the properties ofM(), since 0 <  < 1
M()(x,y ,i),(w,z,j) + (M()2)(x,y ,i),(w,z,j) + · · · + (M()t)(x,y ,i),(w,z,j)  t.
Let us ﬁx for any two vertices x ∈ V and z ∈ V of G with x /= z exactly one pair of vertices
(x, y , i) ∈ V ′ and (w, z, j) ∈ V ′with distance atmost t inDG (clearly, there canbemore thanone pair).
Letm = |V ′|  tn/2 (every vertex inG can have atmost t activated incident arcs, one per round) and
let N be them× m boolean matrix N such that, for every x ∈ V and z ∈ V with x /= z, the element of
N in the row of (x, y , i) and column of (w, z, j) is equal to 1, while all the other elements are equal to
0. Then, by extending the above argument for a single source–destination pair to all possible pairs
M()+M()2 + · · · +M()t  tN.
By the norm properties
||M()+M()2 + · · · +M()t||  ||tN || = t||N ||.
Moreover, if we denote by 1 the unit column vector of m elements equal to 1 and by ai the
number of elements equal to 1 in the ith row of N , then
||N || = sup
x∈m
|N x|
|x| 
|N1|
|1| =
√∑m
i=1 a2i√
m

∑m
i=1 ai
m

2(n− 1)
t
,
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since there are n(n− 1) entries equal to 1 in N , and at most tn/2 rows. Therefore
||M()|| + ||M()||2 + · · · + ||M()||t  ||M()|| + ||M()2|| + · · · + ||M()t||
 ||M()+M()2 + · · · +M()t||  t2(n− 1)/t.
As ||M()||  1
t  ||M()|| + ||M()||2 + · · · + ||M()||t  t2(n− 1)/t,
that is t  log(n−1)−log(t)−log(t)+1log(1/) >
log(n)
log(1/) − 2 log(t)log(1/) . 
As a direct consequence of Theorem 4.1, the problem of deriving lower bounds on the gossiping
time is reduced to the determination of the norm of the matrix M() associated with the s-systolic
gossip protocol. We now show how this can be accomplished by means of successive simpliﬁcation
steps performed on M().
Observe ﬁrst that, by the properties of the matrix norm, the value of ||M()|| is not affected by
any row or column permutation of M(). By the deﬁnition of DG, for every vertex x of the initial
graph G, all vertices (y , x, i) in DG can be connected only to vertices (x, z, j) in DG and to no other
vertex of DG. It is then possible to permute the rows of M() in such a way that for every x all
vertices (y , x, i) inDG correspond to adjacent rows and all vertices (x, z, j) to adjacent columns. The
resulting matrix is everywhere null, except in n disjoint subblocks not sharing any row or column.
Informally, each subblockMx() inM() corresponds to a vertex x of the initial graphG and reports
the delays between its incoming and its outgoing arcs.
By the properties of the matrix norm ||M()|| = maxx||Mx()||, hence in the remaining part of
this section we concentrate on the determination of each ||Mx()||.
As already observed, Mx() expresses the local protocol occurring around a ﬁxed vertex x in G.
Every row of Mx() corresponds to a left activation of x, that is to a vertex (y , x, i) in the delay
graph DG. In other words, a left activation is associated with the activation of an incoming arc of
x. Analogously, every column corresponds to a right activation of x, that is to a vertex (x, y , j) of
DG.
We implicitly assume that at each round an arc incident to x is activated. In fact, any local matrix
not satisfying this property can be obtained from one in which the property is satisﬁed (which
corresponds to a complete local protocol at vertex x) by deleting the rows corresponding to the
removed left activations and the columns corresponding to the removed right activations. This
cannot increase ||Mx()|| and, since in order to apply Theorem 4.1 we are interested in determining
upper bounds for ||Mx()||, it does not affect the correctness of our proof.
To describe the properties of Mx(), we ﬁrst point out that an s-systolic protocol locally at the
vertex x is characterized by two sequences of positive integers 〈(lj)j={0,···,k−1}, (rj)j={0,···,k−1}〉. In fact,
let i be the ﬁrst round such that there is a vertex (y , x, i) inDG, i.e., such that there is a left activation
at round i. Starting from round i, the protocol locally at x has l0 successive left activations (from
round i to round i + l0 − 1), then r0 successive right activations, then again l1 left activations and
r1 right activations, and so on until the last lk−1 left activations and rk−1 right activations, where
k is a suitable positive integer such that k  s/2. The last right activation corresponds to round
i + s− 1. Since the protocol is systolic, starting from round i + s we have again l0 left activations,
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r0 right activations and so forth, and this holds each s rounds at times i + j · s with increasing j, till
the end of the protocol. Clearly
∑k−1
j=0(lj + rj) = s.
Consider now the last right activation of the whole protocol and assume that it corresponds to a
particular rj , 0  j  k − 1.Without loss of generality we can assume that the last right activation is
complete, i.e., including rj right activations, as in a similar way as aboveMx() can be obtained from
a matrix satisfying this property by deleting some of the last columns and thus not increasing the
matrix norm.Moreover, we may assume that the local protocol at x starts with a left activation and
ends with a right activation, since this corresponds to deleting initial columns of 0s and ﬁnal rows
of 0s inMx(), again without affecting its norm. We denote by h the total number of left activation
blocks (and thus right activation blocks) inMx().
Since the protocol is s-systolic, it is possible to extend 〈(lj)j={0,···,k−1}, (rj)j={0,···,k−1}〉 to
〈(lj)j={0,···,h−1}, (rj)j={0,···,h−1}〉 in such a way that, for each j  k , lj = lj mod k and rj = rj mod k .
Deﬁnition 4.1. Given the couple of sequences 〈(lj)j={0,···,h−1}, (rj)j={0,···,h−1}〉 associated with the local
protocol at vertex x, the left (resp. right) activation block j is the set of the successive left (resp.
right) activations corresponding to lj (resp. rj).
Hence for instance the left activation block 0 corresponds to the ﬁrst l0 left activations, block 1
to the next l1 left activations, . . ., block k − 1 to the last lk−1 activations within the period, and then
again block k to the next lk = l0 activations and so forth.
Since permuting rows and columnsofMx()does not affect ||Mx()||, we canassume the following
ordering of the rows and columns ofMx():
• rows occur in order of left activation block and inside each block in reverse order of round. So
for instance the ﬁrst row corresponds to the l0th left activation of block 0 and row l0 to the ﬁrst;
• columns occur in order of right activation block and inside each block this time in order of
round. Hence column 1 is associated with the ﬁrst right activation of block 0 and column r0 to the
last.
An example of Mx() can be found in Fig. 1 (with further details to be deﬁned below).
The following vectors can be used to suitably expressMx():
• 0i is the null column vector of i components;
• 0i = (1, , . . . , i−1)T;
• for ease of notation, given two column vectors x and y, respectively of i and j components, we
denote as xy = (xTyT)T the vertical concatenation of x and y, i.e., the column vector of i + j
components such that the ﬁrst i components coincide with the ones of x and the last remaining
j components coincide with the ones of y.
By construction, Mx() can be divided in h2 blocks B0,0, . . . ,Bh−1,h−1 such that Bi,j corresponds
to the left activation block i and the right activation block j and is given by the intersection of the
associated rows and columns (see Fig. 1). If j < i or j  i + k then Bi,j has all entries equal to 0, since
each left activation in block i is related only to the right activations in the next s− 1 rounds, i.e., in
the right activation blocks from i to i + k − 1. If i  j < i + k , then Bi,j can be suitably expressed as
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Fig. 1. Mx() for k = 2; we have emphasized blocks Bi,j with 0 i  2 and 0 j  2.
Fig. 2. Block Bi,j in Mx() and vectors li and rTj .
Bi,j = di,j 0li
( 0rj
)T
, where di,j is the number of rounds between the last activation of the left acti-
vation block i and the ﬁrst activation of the right activation block j, that is di,j = 1+∑j−1c=i(rc + lc+1)
(see Figs. 1 and 2).
Mx() has rank h. In fact, the h orthogonal column vectors l0 = 0l00l1 . . . 0lh−1 , l1 =0l0 0l10l2 . . . 0lh−1 , . . . , lh−1 = 0l0 . . . 0lh−2 0lh−1 form a base for the vector space generat-
ed by the columns of Mx(). Analogously, the column vectors r0 = 0r00r1 . . . 0rh−1 , r1 =0r0 0r10r2 . . . 0rh−1 , . . . , rh−1 = 0r0 . . . 0rh−2 0rh−1 form a base for the vector space generated by the
transposition of the rows (again see Fig. 2).
Recalling the notation and deﬁnitions of Section 2, Mx() can be seen as the matrix associ-
ated with a linear mapping f : U → V from the vector space U = r0+r1+···+rh−1 to the vector
space V = l0+l1+···+lh−1 , where the arguments and values of f are expressed in the natural bases
x1, . . . , xr0+r1+···+rh−1 and y1, . . . , yl0+l1+···+lh−1 , i.e., such that all the r0 + r1 + · · · + rh−1 components
of each xi, 1  i  r0 + r1 + · · · + rh−1, are equal to 0, except the ith one which is equal to 1, and
similarly all the l0 + l1 + · · · + lh−1 components of each yj , 1  j  l0 + l1 + · · · + lh−1, are equal
to 0, except the jth one which is equal to 1.
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By the natural bases of U , for each vector x ∈ U , x = xU , that is x coincides with the vector xU
that expresses x in terms of the natural base of U . Hence, in the following for the sake of brevity
we denote xU simply as x. Similarly, by the natural base of V , for each y ∈ V , y = yV . In particular,
this holds also for the vectors r′iU and l′jU that expressed in the respective natural bases are ri andlj , 0  i  h− 1 and 0  j  h− 1.
Since all the columns of Mx() can be expressed as a linear combination of l0, . . . , lh−1, then
the subspace f(U) ⊆ V of all the vectors that are in the image of f has dimension h. If we want
to determine the matrix M ′ associated to f : U → f(U) where the base of f(U) is constituted by
l0, . . . , lh−1, then it sufﬁces to consider the matrixM ′ whose rows are in the order row 1, row l0 + 1,
. . ., and row lh−1 + 1 ofMx(). In fact, the jth column ofM ′ expresses f(xj) in terms of l0, . . . , lh−1.
More precisely, if the jth column of M ′ is (a0, . . . , ah−1)T, then
∑h−1
i=0 ajlj coincides with the jth
column of Mx(), that is to f(xj). Therefore, f(xj)f(U) = (a0, . . . , ah−1)T.
Moreover, as stated in Section 2, if we want to restrict f on the subspace U ′ ⊆ U generated by h
vectors r0, . . . , rh−1, it sufﬁces tomultiplyM ′ with thematrix P whose columns are r0, . . . , rh−1, since
for each j, 1  j  k , column j is M ′rj = f(rj)f(U), that is f(rj) expressed in terms of l0, . . . , lh−1.
Let us denote as Nx() = M ′P the resulting matrix (see Fig. 3).
Summarizing the above argument, Nx() is the matrix associated with the linear mapping f ′
which is the restriction of f from the subspace of U ′ ⊆ U generated by r0, . . . , rh−1 to the subspace
f(U) generated by l0, . . . , lh−1, where the bases of U ′ and f(U) are r0, . . . , rh−1 and l0, . . . , lh−1,
respectively.
By construction, the component of Nx() at row i and column j corresponds to block Bi,j in
Nx() and thus it is 0 if j < i or j  i + k , otherwise di,j prj (), where di,j is deﬁned like above
as the number of rounds between the last activation of the left activation block i and the next
ﬁrst activation of the right activation block j, while for any even positive integer i the polynomial
pi() = 1+ 2 + · · · + 2i−2 (see Fig. 3).
A completely symmetric argument performed on the linear mapping g : V → U associated with
the transpose matrixMx()T allows to obtain a matrix Ox() associated with the linear mapping g′
which is the restriction of g from the subspace of V ′ ⊆ V generated by l0, . . . , lh−1 to the subspace
Fig. 3. Nx() and Ox() for k = 2.
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g(V) generated by r0, . . . , rh−1. The bases associated to V ′ and g(V) are l0, . . . , lh−1 and r0, . . . , rh−1,
respectively. In Ox() the component at row i and column j is 0 if j  i − k or j > i, otherwise
dj,i plj () (again see Fig. 3).
Notice that V ′ = f(U) and U ′ = g(V). Moreover, since the vectors f(r0), . . . , f(rh−1) generate V ′
(recall that by the natural base of V for each i, 0  i  h− 1, f(ri) = M ri), f(U ′) = V ′ and conse-
quently (g ◦ f )(U) = U ′. Therefore Ox()Nx(), that is the matrix associated with the composition
g′ ◦ f ′, corresponds to the restriction of g ◦ f to U ′.
Let e = (e0, . . . , eh−1)T be the column vector whose jth component ej = 
∑j−1
c=0(rc−lc+1), 1  j 
h− 1. Then, it is possible to prove the following lemma.
Lemma 4.2. e is a semi-eigenvector both of Nx() and Ox() with semi-eigenvalues  · pr0+···+rk−1()
and  · pl0+···+lk−1(), respectively.
Proof.Let us show ﬁrst that e is a semi-eigenvector forNx()with semi-eigenvalue  · pr0+···+rk−1().
Let a0, . . . , ah−1 be the h components of Nx()e and consider any ai with 0  i  h− k , i.e., such
that ai is not one of the last k − 1 components of e. Then
ai =
h−1∑
j=0
Nx()i,j · ej =
i+k−1∑
j=i
Nx()i,j · ej =
i+k−1∑
j=i
di,j · prj () · ej
=
i+k−1∑
j=i
1+
∑j−1
c=i (rc+lc+1) · prj () · 
∑j−1
c=0(rc−lc+1)
=  · 
∑i−1
c=0(rc−lc+1)
i+k−1∑
j=i

∑j−1
c=i (rc+lc+1) · prj () · 
∑j−1
c=i (rc−lc+1)
=  · 
∑i−1
c=0(rc−lc+1)
i+k−1∑
j=i
2
∑j−1
c=i rc · prj ()
=  · 
∑i−1
c=0(rc−lc+1)(pri ()+ 2ri · pri+1()+ 2(ri+ri+1) · pri+2()+ · · ·
+2(ri+···+ri+k−2) · pri+k−1()) =  · pri+ri+1+···+ri+k−1() · 
∑i−1
c=0(rc−lc+1)
=  · pr0+r1+···+rk−1() · ei,
since, as the protocol is s-systolic, ri + ri+1 + · · · + ri+k−1 = r0 + r1 + · · · + rk−1 and by deﬁnition
of pi() for any j it results pi()+ 2ipj() = pi+j().
Concerning the last k − 1 components of Nx()e, the only difference is that each such component
ai now is such that ai =∑h−1j=i Nx()i,j · ej instead of ai =
∑i+k−1
j=i Nx()i,j · ej , i.e., the summation
has less than k terms. Thus, by the same considerations above, it results ai <  · pr0+r1+···+rk−1() · ei
(this is actually the reason why we have semi-eigenvalues instead of eigenvalues).
It remains to show that e is a semi-eigenvector for Ox() with semi-eigenvalue  · pl0+···+lk−1().
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Let b0, . . . , bh−1 be the h components of Ox()e and consider any bi with k − 1  i  h− 1, i.e.,
such that bi is not one of the ﬁrst k − 1 components of e. Then
bi =
h−1∑
j=0
Ox()i,j · ej =
i∑
j=i−k+1
Ox()i,j · ej =
i∑
j=i−k+1
dj,i · plj () · ej
=
i∑
j=i−k+1

1+∑i−1c=j(rc+lc+1) · plj () · 
∑j−1
c=0(rc−lc+1)
=
i∑
j=i−k+1

1+∑i−1c=j(rc+lc+1) · plj () · 
∑i−1
c=0(rc−lc+1)−
∑i−1
c=j(rc−lc+1)
=  · 
∑i−1
c=0(rc−lc+1)
i∑
j=i−k+1
plj () · 
∑i−1
c=j(rc+lc+1)−
∑i−1
c=j(rc−lc+1)
=  · 
∑i−1
c=0(rc−lc+1)
i∑
j=i−k+1

2
∑i−1
c=j lc+1 · plj ()
=  · 
∑i−1
c=0(rc−lc+1)(pli ()+ 2li · pli−1()+ 2(li+li−1) · pli−2()+ · · ·
+2(li+···+li−k+2) · pli−k+1()) =  · pli+li−1+···+li−k+1() · 
∑i−1
c=0(rc−lc+1)
=  · pl0+l1+···+lk−1() · ei,
since li + li−1 + · · · + li−k+1 = l0 + l1 + · · · + lk−1.
Concerning the ﬁrst k − 1 components ofOx()e, the only difference is that each such component
bi now is such that bi =∑ij=0Ox()i,j · ej instead of bi =
∑i
j=i−k+1Ox()i,j · ej , i.e., the summation
has less than k terms. Thus, by the same considerations above, it results bi <  · pl0+l1+···+lk−1() ·
ei . 
We are now ready to prove an upper bound on the norm ofM().
Lemma 4.3. ||M()||  √ps/2()
√
ps/2().
Proof. For any x ∈ V , let f : U → V (resp. g : V → U) be the linear mapping associated withMx()
(resp.Mx()T). ThenMx()TMx() corresponds to the composition (g◦f ) : U → U andOx()Nx()
to the restriction of g ◦ f to the subspace (g ◦ f )(U) ⊆ U corresponding to the image of g ◦ f with
base r0, . . . , rh−1.
Since (l0 + · · · + lk−1)+ (r0 + · · · + rk−1) = s, pl0+···+lk−1() · pr0+···+rk−1()  ps/2() ·
ps/2(). In fact, for i  j, pi+1() · pj−1() = pi+1() · (pj()− 2j−2) = pi+1() · pj()− 2j−2 ·
pi+1() = pi() · pj()+ 2ipj()− 2j−2 · pi+1() < pi() · pj(), as 2i · pj()− 2j−2 · pi+1()
< 0.
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Fig. 4. General lower bound for different systolic periods in the directed and half-duplex cases. t 
e(s) log(n)−O(log log(n)). For limited s no previous lower bounds known (except the ones inferred from broadcast-
ing in [22,2]), while for s = ∞ the bound differs only O(log log(n)) from the one in [4,17,15,26].
By Lemma 4.2 e is a semi-eigenvector of Ox()Nx() with semi-eigenvalue 2 · pl0+···+lk−1() ·
pr0+···+rk−1(), as Ox()Nx()e  Ox()( · pr0+···+rk−1() · e)  2 · pl0+···+lk−1() · pr0+···+rk−1() ·e  2 · ps/2() · ps/2() · e.
By Lemma 2.1 (Ox()Nx())  2 · ps/2() · ps/2() and thus by applying Lemma 2.2
||Mx()|| =
√

(
Mx()TMx()
) = √(Ox()Nx())  
√
ps/2()
√
ps/2(). Therefore, ||M()|| =
maxx||Mx()||  
√
ps/2()
√
ps/2(). 
From Theorem 4.1 and Lemma 4.3, the following corollary holds.
Corollary 4.4. Let 〈A1, . . . ,At〉 be an s-systolic gossip protocol for a digraph G = (V ,A). Then t 
e(s) log(n)−O(log log(n)), where n = |V |, e(s) = 1log(1/) and  is the unique real number such that
0 <  < 1 and 
√
ps/2()
√
ps/2() = 1, with pi() = 1+ 2 + · · · + 2i−2 for any integer i > 0.
Proof. If t  e(s) log(n) the corollary trivially holds, otherwise it follows from Theorem 4.1 by ob-
serving that by Lemma 4.3 ||M()||  1 and, as  is independent of n, 2 log(t)log(1/) < 2 log(e(s) log(n))log(1/) =
O(log log(n)). 
Notice that, as it can be easily checked, 
√
ps/2()
√
ps/2() is increasing for   0. Hence,
there exists a unique non-negative value of  such that 
√
ps/2()
√
ps/2() = 1. Such a value
depends only on s, is always comprised between 0 and 1, and decreases as s increases. When s →∞,
 ·√ps/2() ·
√
ps/2() ≈ + 3 + · · · + s−1 = /(1− 2) = 1 if 1/ is equal to the golden ra-
tio, that is if  = 0.6180 (hence   0.6180 for every s > 0). As a consequence, also e(s) = 1log(1/)
depends only on s, is decreasing in s and tends to 1.4404 for s →∞. Since allowing the period s to
be greater or equal to the protocol length t is equivalent to state that the protocol is unrestricted
or non-systolic, as a corollary for s →∞, it is then possible to get a lower bound differing only
O(log log(n)) from the general one proved in [4,17,15,26].
Some numerical estimations for e(s) arising from Corollary 4.4 are listed in Fig. 4.
5. Lower bounds for speciﬁc topologies
If more information about the topology of the network is known, by reﬁning the above technique
tighter bounds can be determined. For instance, this is possible for families of digraphs admitting
good separators.
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Theorem 5.1. Let G be a family of digraphs having an 〈*, l〉-separator and let 〈A1, . . . ,At〉 be an
s-systolic gossip protocol for a digraph G = (V ,A) ∈ G. Then t  e(s) log(n)(1− o(1)), where e(s) =
max | 0<<1, ·√ps/2()·√ps/2()1 l
*−log
(
·√ps/2()·√ps/2()
)
log(1/) ,with pi() = 1+ 2 + · · · + 2i−2 for
any integer i > 0.
Proof. Consider the delay digraph DG = (V ′,A′) and let m = |V ′|  tn/2. Moreover, let d =
minx∈V1,y∈V2distG(x, y) and c = min(|V1|, |V2|), where V1 and V2 are the two sets associated with the〈*, l〉-separator of G. Without loss of generality assume c = |V1|  |V2|.
Similarly as in the proof of Theorem 4.1, there exists an m× m boolean matrix N satisfying the
following conditions:
• for any two vertices x ∈ V1 and z ∈ V2 of G, there exist exactly two vertices (x, y , i) ∈ V ′ and
(w, z, j) ∈ V ′ such that the corresponding element of N in the row of (x, y , i) and column of
(w, z, j) is equal 1; all the other elements are null;
• for any real number  such that 0 <  < 1, M()d−1 +M()d + · · · +M()t  tN .
The above conditions state that for any pair of vertices x ∈ V1 and z ∈ V2 of G, there must exist
two vertices (x, y , i) ∈ V ′ and (w, z, j) ∈ V ′ whose distance in DG is at most t. Moreover, as x and
z are at distance at least d in G, any dipath in DG from (x, y , i) to (w, z, j) contains at least d − 1
different arcs (and at most t).
By the norm properties, for every  such that 0 <  < 1,
||M()d−1 +M()d + · · · +M()t||  ||tN || = t||N ||.
Moreover, let j be the column vector of dimension m in which the ith element ji is equal to 1 if
the ith column of M() corresponds to a vertex (y , z, j) ∈ V ′ such that z ∈ V2, 0 otherwise. Notice
that the 1s in N can be only in the columns corresponding to the 1 entries of j. Therefore, if ai is the
number of elements equal to 1 in the ith row of N
||N || = sup
x∈m
|N x|
|x| 
|Nj|
|j| =
√∑m
i=1 a2i
|j|

√∑t·c
i=1(c/t)2√
t · c =
√
t · c · (c2/t2)√
t · c =
c
t
,
since there are at most t · c entries equal to 1 in j and at least c2 entries equal 1 in N , distributed
on at most t · c rows (t per vertex in V1).
Thus,
||M()||d−1 + ||M()||d + · · · + ||M()||t  ||M()d−1|| + ||M()d || + · · · + ||M()t||
 ||M()d−1 +M()d + · · · +M()t||  t c
t
.
M. Flammini, S. Pérennès / Information and Computation 196 (2005) 71–94 89
By Lemma 4.3, ||M()||   ·√ps/2() ·
√
ps/2(). Thus, for any  such that 0 <  < 1 and
 ·√ps/2() ·
√
ps/2()  1,
(t − d + 2)||M()||d−1  ||M()||d−1 + ||M()||d + · · · + ||M()||t  tc/t,
that is
t  log(c)− (d − 1) log(||M()||)− log(t − d + 2)− log(t)
log(1/)

log(c)− (d − 1) log ( ·√ps/2() ·
√
ps/2()
)− log(t − d + 2)− log(t)
log(1/)

*l log(n)− l log(n) log ( ·√ps/2() ·
√
ps/2()
)− o(log(n))− log(t − d + 2)− log(t)
log(1/)
.
If t  e(s) log(n) the theorem trivially holds, otherwise as *, l and thus e(s) are independent of n,
t  l
*− log ( ·√ps/2() ·
√
ps/2()
)
log(1/)
log(n)− o(log(n))+ 2 log(e(s) log(n))
log(1/)
= l*− log
(
 ·√ps/2() ·
√
ps/2()
)
log(1/)
log(n)(1− o(1)).
The theorem then follows by observing that such inequality holds for every  such that 0 <  < 1
and  ·√ps/2() ·
√
ps/2()  1. 
By applying Theorem 5.1 and Lemma 3.1, the lower bounds for Butterﬂy, de Bruijn, and Kautz
networks stated in Corollary 4.4 can be reﬁned as follows.
Corollary 5.2. The lower bounds on the gossiping time of s-systolic gossip protocols for BF(d ,D),
WBF (d ,D), WBF(d ,D), DB(d ,D), and K(d ,D) in Fig. 5 hold.
Notice that in Fig. 5 we have drawn the values of e(s) only for s  8, but corresponding values for
higher systolic periods can be determined as well. However, for s > 8 such values decrease slightly
and only of at most 2 units starting from the second decimal digit. This can be easily veriﬁed looking
at the extremal case s = ∞ in Fig. 6. Moreover, as it might be expected, the lower the period is with
respect to the degree, themore values approach to those corresponding to any network in Fig. 4. For
some of the unlisted cases with higher degree (d = 4 or d = 5) there is in fact a slight improvement
for s > 8.
Notice that, similarly to the previous section, e(s) does not depend on n, but only on s, * and l.
Moreover, once ﬁxed * and l, e(s) is decreasing in s.
Differently from the general case, as a corollary for s →∞, for speciﬁc networks it is also possible
to improve the known lower bounds on the length of non-systolic protocols.
Corollary 5.3. The lower bounds on the gossiping time of any (non-systolic) gossip protocol for
BF(d ,D), WBF (d ,D), WBF(d ,D), DB(d ,D) and K(d ,D) in Fig. 6 hold.
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Fig. 5. Some lower bounds for speciﬁc networks in the half-duplex mode. t  e(s) log(n)(1− o(1)). The unlisted cases and
the entries with ∗ coincide with those in Fig. 4.
Fig. 6. Some lower bounds for speciﬁc networks in the half-duplex mode. Values have to be multiplied times
log(n)(1− o(1)). The unlisted entries coincide with the 1.4404 of [4,17,15,26], “diam.” stands for diameter.
6. The full-duplex case
We now brieﬂy discuss the full-duplex case. In this case our lower bound technique can be used
as well, but the norm of the matrix associated with the protocol is different. In fact, at each vertex
in each round an incoming arc is activated together with the opposite arc leaving the vertex. This
means that every left activation has a delay with the s− 1 right activations belonging to the next
s− 1 rounds. Thus, if rows and columns ofMx() are both permuted in order of round, thenMx()
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Fig. 7. Example of Mx() with s = 4.
is such that at each row j all the entries are equal to 0, except the s− 1 ones from column j to column
j + s− 2, which are respectively , 2, . . . , s−1 (see Fig. 7).
Then, the following lemma can be derived directly from the construction ofMx().
Lemma 6.1. ||M()||  + 2 + · · · + s−1.
Proof. Let e be the t components column vector whose elements are all equal to 1. Then e is a
semi-eigenvector both of Mx() and Mx()T with semi-eigenvalue + 2 + · · · + s−1.
Thus, e is a semi-eigenvector of Mx()TMx() with semi-eigenvalue (+ 2 + · · · + s−1)2, as
Mx()
TMx()e  Mx()T(+ 2 + · · · + s−1)e  (+ 2 + · · · + s−1)2e.
By Lemma 2.1,
||M()|| = √(Mx()TMx())  + 2 + · · · + s−1. 
As a corollary of Theorem 4.1, any s-systolic gossip protocol has length t  e(s) log(n)−
O(log log(n)), where n = |V |, e(s) = 1/ log(1/) and  is the real positive number such that 0 <  < 1
and + 2 + · · · s−1 = 1. Unfortunately, this does not improve with respect to the previous results,
since it coincides with the lower bound that can be inferred directly from broadcasting. In fact, a
full-duplex s-systolic gossip protocol for a symmetric digraph G can be easily transformed into a
broadcast protocol for a d-bounded degree network, so that a lower bound on the broadcasting time
in d-bounded degree networks is also a lower bound on the gossiping time of s-systolic full-duplex
protocols (see [8]).
Fig. 8. Some lower bounds in the full-duplex mode. t  e(s) log(n)(1− o(1)). The unlisted cases and the entries with ∗
coincide with those in [22,2]. For WBF(d ,D) and DB(d ,D) with d = 2, 3 better results have been derived in [23].
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However, for networks having good separators it is possible to obtain lower bounds that
improve with respect to the previous ones and, when no nontrivial lower bound is known,
with respect to the diameter (recall that the diameter is a lower bound as there are items that
have to travel paths of length equal to the diameter). In fact, by exploiting the same argu-
ments of Theorem 5.1, it is possible to show that any s-systolic gossip protocol in the full-du-
plex case for a network with an 〈*, l〉-separator has length t  e(s) log(n)− o(log(n)), where
e(s) = max | 0<<1, +2+···+s−11 l
(
*−log(+2+···+s−1)
log(1/)
)
.
New lower bounds can thus be determined for many networks, although in Fig. 8 we give ex-
amples only for some BF(d ,D), WBF(d ,D) and K(d ,D). Again, as a limit for s →∞, our results
improve also with respect to non-systolic protocols.
Like in the half-duplex case, as it might be expected the lower the period is with respect to the
degree, the more values approach to those corresponding to the general case, which coincide to the
ones inferred from broadcasting in [22,2].
7. Conclusion
In this paper we have provided an innovative and powerful technique allowing to considerably
improve the previous lower bounds on the gossiping time.
In fact, we have proved new lower bounds on systolic gossip for general networks in the directed
and half-duplex cases. In this setting, no general result was previously known. Moreover, as a cor-
ollary for s →∞, our technique yields a lower bound only O(log log(n)) far from the general one
for all graphs proved in [4,17,15,26]. In the full-duplex mode, for general networks our results differ
only O(log log(n)) from the ones that come directly from broadcasting [22,2]. As recently shown in
[5], all the above bounds are optimal up to an O(log log(n)) additive factor.
We have reﬁned our technique to deal also with speciﬁc networks and we have improved the
known results for Butterﬂy, de Bruijn, and Kautz graphs, even in the full-duplex case. Again, as a
limit for s →∞, for such topologies better lower bounds have been determined even for unrestricted
protocols, i.e., non-systolic.
To our opinion, the relevant contribution relies more on the introduced lower bound technique,
rather than the numerical values. In fact, although we have given here only a limited number of
examples, it allows to ﬁnd nontrivial lower bounds also for many other interconnection networks
simply by exploiting very general topological properties. This holds even in the full-duplex case and
for non-systolic protocols.
Our technique can be applied also in other more general contexts as well, for instance to establish
lower bounds on the diameter of weighted digraphs. Such issues have not been considered in the
paper and to our opinion deserve further investigation.
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