A well-known paradigm for load balancing in parallel and distributed systems is the "power of two choices," whereby an item is stored at the less loaded of two (or more) random alternative servers. We investigate the power of two choices in natural settings where items and servers reside in a geometric space and each item is associated with the server that is its nearest neighbor. This is the setting for example in the Chord distributed hash table, where the geometric space is determined by clockwise distance on a one-dimensional ring. For example, our analysis shows that when n items are placed at n servers with d choices per item, the maximum load at any server is log log n/ log d + O(1) with high probability, only an additive constant more than when servers are chosen uniformly at random. Our proofs are quite general, showing that the power of two choices works under a variety of distributions, with most geometric constructions having at most an additive O(1) penalty. We also show that these techniques still work under highly unbalanced distributions, and give sharp bounds on the necessary number of choices. Finally, we provide simulation results demonstrating the load balance that results as the system size scales into the millions.
INTRODUCTION
A well-known paradigm for balancing load is the "power of two choices" [1, 11, 12, 20] , whereby a ball or item is stored at the less loaded of two (or more) random alternatives, which we refer to variously as bins and servers. These methods are used in standard hashing with chaining to reduce the maximum number of items, or load, in a bin with high probability. Two or more hash functions are used to pick candidate bins for each item to be inserted. Prior to insertion, the loads of the candidate bins are compared and the item is inserted into the bin with the least load. To search for an item, the hash functions are applied and each candidate bin is examined to locate the item.
We consider applying this load balancing paradigm in natural settings for parallel and distributed computing where the servers and items are placed in a geometric space, and an item is associated with the server that is its nearest neighbor. After an initial random placement of the servers, each item considers two (or more) random choices for its location; it picks the one where the nearest neighboring server has the least load. In contrast to a typical application of this paradigm, where each of the servers is selected uniformly at random, our application picks locations in the geometric space uniformly at random. As a result, the probability of an item considering a given server s is non-uniform; rather, it is proportional to the volume of the geometric space that lies closest to s. For example, using Euclidean distance and considering the Voronoi diagram induced by the random placement of a set of servers on the plane, the probability that a randomly selected location is closest to s is proportional to the size of the Voronoi region of s.
Prior to this work, non-uniform distributions of this kind were considered in a preliminary investigation in [3] . There the question asked was whether the power of two choices could handle the logarithmic load imbalances occurring in many distributed hash tables and how choices could be integrated without significantly affecting query performance. We extend this work significantly, both by supplying missing theory and generalizing it to handle a much wider class of problems. Other investigations have considered the use of choices for server (location) placement instead of item placement [8, 15] , but we note that these methods only address the maximum expected number of items placed at a server, instead of the maximum actual number of items placed at any server.
Our contributions are threefold. First, we describe motivating applications which lack uniform sampling but could benefit from the power of two choices paradigm. Second, we extend the seminal results of Azar, Broder, Karlin and Upfal [1] . Their result holds in the standard setting where all bins are equally likely to be selected by each hash function; they show in this case that if there are n items, n bins, and d ≥ 2 hash functions, the maximum load of any bin is only log log n/ log d + O(1) with high probability. We show that the same asymptotic result holds for various geometrically derived distributions, with the only change being in the additive O (1) term. This result is somewhat surprising, since there are several bins that are more likely to be chosen at each point by an O(log n) factor more than the average. We also demonstrate that similar results hold even when the choice distribution is extremely biased, and show sharp thresholds between double logarithmic and polynomial maximum loads. Finally, we present experimental results demonstrating the effectiveness of this approach as the size of the system scales up to millions of items and servers.
Applications
Our original motivation arises from recent work on distributed hash tables (DHTs), which have been proposed as a fundamental building block for peer-to-peer systems [15, 16, 18, 19, 21] . For example, in the original description of Chord [19] , servers are hashed onto a one-dimensional ring; items are also hashed onto the ring, and are associated with their nearest neighbor in the clockwise direction. More generally, using consistent hashing [7] , both servers and items are hashed to points in a key space and each item is assigned to the nearest server in this space. The standard construction for DHTs builds upon a consistent hashing approach and adds a routing layer to quickly locate the server responsible for a particular point in the key space. This approach has the advantage that only a small fraction of the items are reassigned when a server joins or leaves. However, this method results in an uneven distribution of items to servers. For many scenarios, including Chord, at least one of n servers will be assigned Θ(log n/n) of the key space, and one of the n servers will be assigned Θ(1/n 2 ) of the key space with high probability, resulting in large imbalances, and in particular a large maximum load. The standard solution to this imbalance is for each server to simulate Θ(log n) virtual servers, thus guaranteeing Θ(1/n) assignments with high probability [19] . However, this approach is both costly in terms of overlay maintenance and does not avoid the wellknown Θ(log n/ log log n) imbalances when the number of items and servers are similar. The natural application of the power of two choices is to hash each item to two or more points in the key space and pick the less loaded server as described before.
Another application of consistent hashing is the use of geographic hash tables in sensor and other ad-hoc wireless networks [17] . Geographic hash tables hash items to geographic locations and assign them to the sensor physically closest to that location. It follows that each sensor is being assigned a region in the Voronoi diagram determined by all sensor placements. In an idealized scenario where each sensor is placed uniformly at random, the logarithmic imbalances previously noted on the one-dimensional ring are still present.
In both geographic hash tables and distributed hash tables, the actual assignments of the key space may be more unbalanced than predicted by the model. This may simply be due to bad luck in server placement, or, for geographic hash tables in particular, the fact that the uniform placement model is not realistic. Other factors such as adversarial attacks or outages localized in space may further exacerbate the imbalance. With this in mind, we also briefly consider highly unbalanced distributions.
THE GENERALIZED LAYERED INDUCTION ARGUMENT
Throughout this work, the load of a bin is the number of balls currently assigned to it. Later on, the size of a bin will be used to determine its probability, and we will assume that they have been rescaled so that they sum to one. The classic load balancing result for the power of two choices is the following theorem, due to [1] . 
We consider the following generalization. Let n balls be placed sequentially into n bins as follows. Each ball chooses d ≥ 2 bins independently (with replacement), so that for all k, the probability of picking one of the k most likely bins is at most f (k/n), and the ball is placed into the bin with the least load of these d bins at the time of the placement, with ties broken arbitrarily. After all the balls are placed, what is the maximum load over all n bins (with probability
Theorem 1 handled the special case of f (x) = x, so each bin was chosen with probability 1/n. We extend the proof techniques of Azar et al. to handle the generalized case. Interestingly, although in all of our applications the probability of choosing a bin is fixed throughout the process, this is not a requirement for our results.
Let B(n, p) be a Bernoulli random variable with parameters n and p. We make use of the following lemmas. 
We begin with the following theorem. 
Proof. We use the following notation, similar to that of [1] . The state at time t refers to the state of the system immediately after the tth ball is placed. Let the height of a ball be one more than the number of balls already in the bin in which the ball is placed. That is, if we think of balls as being stacked in a bin by order of arrival, the height of a ball is its position in that bin's stack. The variable h(t) denotes the height of the tth ball, and ν i (t) and µ i (t) refer to the number of bins with load at least i and the number of balls with height at least i at time t, respectively. We use ν i and µ i for ν i (n) and µ i (n) when the meaning is clear.
Let
Intuitively, β i is meant to be an upper bound of ν i over the lifetime of the process. Let E i be the event that ν i ≤ β i . Note that for i ≤ γ 2 , E i holds with certainty. We now show that, with high probability, if E i holds and β i+1 ≥ 2 ln n, then E i+1 holds. Now fix a value of i. Let Y t be a binary random variable such that
That is, Y t is 1 if the height of the tth ball is at least i + 1 and at time t − 1 there are fewer than β i bins with load at least i. Notice that for the tth ball to have height at least i + 1, all d of its choices for bins must have had at least i balls. We can conclude the following. Let ω j represent the bins selected by the jth ball. Then
Thus, from Lemma 2, we may conclude that

Pr(
Letting k = β i+1 in the above, we have that
Pr(E i ) .
We conclude that
whenever p i ≥ 6 ln n/n. Using the bound
we have
* be the smallest value of i for which p i < 6 ln n/n. Following the previous line of reasoning,
, and so
. Further, since the most likely bin has probability at most γ 1 ln n/n,
by a simple union bound, and thus
Combining our bounds, we find that
We need that i * is in fact log log n/ log d+ O (1) . Proving this requires substantially more technical effort than the similar step for the original proof of Azar et al. [1] , as the recursion is more complex. The details of the technical manipulation appear in Appendix C.
The next theorem generalizes Theorem 4 to apply to a variety of random processes.
Theorem 5. Suppose that the sizes of n bins are determined by a random process so that the following conditions hold:
1. With probability 1 − o(1/n), the maximum bin size is at most δ 1 ln n/n for some constant δ 1 > 0. Then when n balls are placed sequentially into the n bins, picking each bin with probability proportional to its size and using d choices as in Theorem 1, the maximum load over all n bins is at most log log n/ log d + O(1) with probability
For suitable constants
Proof. By Theorem 4, it suffices to show that the size distribution is bounded with logarithmic imbalance with probability 1 − o(1/n). That is, we wish to demonstrate that there exist constants γ 1 , γ 2 > 0 such that with probability 1 − o(1/n), for all a ≤ n/γ 2 , the sum of the largest a bin sizes is at most γ 1 a n log n a . Let c 1 be a constant to be specified later with 0 < c 1 < 1. By the first condition, if a < n c 1 , then the sum of the a largest sizes is at most δ 1 a n log n ≤ δ 1 1−c 1 a n log n a with probability 1 − o(1/n). This will serve as a base case for bounding the sizes for the remaining a values. Now consider the a bins of largest sizee for any a. We first bound the total size of the smallest a/2 of these a bins, and then we apply the argument recursively to obtain the final bound. By the second condition, the probability there are more than δ 2 ne −c/δ 3 bins of size at least c/n is o(1/n 2 ) when 2 ≤ c ≤ δ 4 ln n. Rephrasing this statement by letting b/2 = δ 2 ne −c/δ 3 , the probability that there are more than b/2 bins of size at least δ 3 ln
Hence, the probability that the sum of the sizes of the smallest b/2 of the largest b
for b in the above range is at most o(1/n 2 ). Thus, we can bound all but the largest (2δ 2 )n 1−δ 4 /δ 3 bins, but these are covered by the base case if we set c 1 = δ 4 /2δ 3 .
Let j be the smallest integer such that a/2
. Let c 2 be the constant min(2δ 2 e −2/δ 3 , 1/e). For a ≤ c 2 n, combining the previous statements describing the recursion and the base case, we have that the sum of the largest a bin sizes is very loosely bounded by
with probability at least
This probability is 1 − o(1/n), and we bound the first component of the sum as follows:
Folding this bound back in, we find that for a ≤ c 2 n, the sum of the a largest bin sizes is at most
We can now show that the power of two choices works for the geometric distributions motivated earlier with the following corollaries. 
Proof. (of Corollaries 6 and 7) While the size distributions of each model are already well-known [10, 13] , the conditions of Theorem 5 require more careful analysis handling dependencies between bin sizes. This analysis may be found in Appendices A and B, for the random arc model and the random Voronoi cell model, respectively.
In summary, the logarithmic size imbalances of both geometric models do not affect the load balancing effects of the power of two choices by more than an additive constant. Without choices, both models expect a maximum load of Θ(log n) since they have maximum bin sizes of Θ(log n/n) with high probability.
Remarks
We make several remarks regarding these results. First, the constants that arise in the analysis are large for practical considerations, although they could be improved with some further technical work. Simulation results show that the constants are actually quite small in practice. Second, there is a corresponding log log n/ log d −O(1) lower bound, which can be proven by following the proof for the standard case [1] . Third, these proofs can be extended to the case where the number of balls is m = n. Following the argument [1] , we find the maximum load is O(m/n) + O(log log n/ log d) with high probability. Stronger bounds, following the lines of [2] , may be possible. Fourth, Vöcking suggested a variation of the original scheme that achieves an improved upper bound of log log n/d log φ d + O (1) , where φ d is the asymptotic growth rate of the d-th order Fibonacci numbers, by breaking ties in a novel manner [20] . In this setting, the variation would correspond to each ball picking one point uniformly from each of the d intervals [0, i/d) for i = 1, 2, . . . , d, going to the corresponding least loaded bin, and breaking ties toward the interval with the lowest corresponding value of i. Our proof could be modified to show that the log log n/d log φ d + O(1) upper bound holds in this setting with this variation as well. In our experimental section, we describe an alternative tie breaking scheme for non-uniform distributions that appears to provide slightly better performance than even this scheme.
We also note that while Chord [19] was the original motivation for Corollary 6, this corollary also applies to distributed hash tables such as Viceroy [9] and Koorde [6] which respectively use butterfly networks and deBruijn graphs instead of a hypercube. All three use the random arc model to divide the hash space. Theorem 4 also applies to distributed hash tables with more uniform distributions of bin sizes, as in [15, 8] , since the function f () is only used as an upper bound on the distribution.
Finally, we point out that the modifications we made to the recurrence of [1] are general. For any function f bounding the bin sizes, a recurrence of the form
can be used. Many probability distributions can be handled in this fashion, and we note that it suffices for f (x) to be a reasonable bound as x approaches zero. The next section gives another example for more highly skewed distributions illustrating the importance of the most likely bins in the analysis.
HIGHLY UNBALANCED CASES
As a thought experiment, we now consider what happens when the bin sizes are highly skewed, following a power law distribution. In such a case, the most likely bins may be chosen a polynomial factor more than average. Despite this imbalance, we find that the power of two choices still works if the number of choices is allowed to vary with the power law exponent. Furthermore, for any particular power law exponent, we show a threshold for the number of choices, where above this threshold the maximum load grows double logarithmically with n, and below this threshold, the maximum load grows as a small polynomial in n.
α where α is a constant and 0 < α < 1. Let n balls be placed sequentially into the n bins as follows. Each ball chooses d > 1/α bins independently with replacement, in such a fashion that the probability of picking one of the k most likely bins is at most f (k/n), and is placed into the bin with the least load of these d bins at the time of the placement, with ties broken arbitrarily. After all the balls are placed, the maximum load over all n bins is at most log log n/ log(αd) + 1/(αd − 1) + O(1) with probability 1 − o(1/n) or log log n/ log(αd) + O(1) with probability 1 − o(1).
Proof. The proof is similar to those of Theorems 1 and 4 so we only sketch the differences.
First, we use the recurrence
which gives
This results in i * ≤ log log n/ log(αd) + O(1). As before, we have
To bound the tail with probability 1 − o(1) as in [1] , we can use the same approach as for Theorems 1 and 4. To achieve the higher probability bound 1 − o(1/n) (at the cost of a looser bound on the maximum load), we use a slightly modified version. Using a union bound,
≤ n 12 ln n n αd and by induction
For j > 1/(αd − 1), this is o(1/n). Combining our bounds, we find that
which proves the theorem.
As suggested earlier, a natural followup question to ask is whether Theorem 8 is tight. Proof. By construction, the probability that a particular ball will choose this bin all d times is n −αd , and the expected number of balls making these choices is n 1−αd . Note that 0 < 1 − αd < 1, so this is a low degree polynomial in n. For large enough n, this is of course more than 2 log n and standard Chernoff bounds apply.
EXPERIMENTAL RESULTS
Because the theoretical analysis introduces significant constants, the power of two choices is best tested with experiments. First, we verify the need for better load balancing in practice when d = 1. Table 1 shows the maximum observed loads over all trials for varying numbers of bins and choices. For this and later experiments, we ran 1000 trials, and the numbers of balls and bins were the same (m = n). Unless otherwise mentioned, all ties are broken randomly. In all cases, there is a large drop in load when the number of choices increases from one to two. All pseudo-random numbers were generated using the well-known linear congruential generator, namely the standard drand48 and lrand48 functions, seeded by the current time with millisecond accuracy. Tables 2 and 3 examine the distribution of the maximum load more closely when there are two or more choices. Each entry lists the relative frequences of the maximum load. For example, in Table 2 , the entry for n = 2
12 and d = 3 shows that 88.1% of the trials had a maximum load of 3, while the remaining 11.9% of them had a maximum load of 4. For each choice of parameters, the distribution is tightly concentrated with only two possible outcomes occurring during all but one of our experiments. In that one remaining experiment (using random arcs with 2 12 balls and bins, and two choices), there were three distinct outcomes. In contrast, the maximum load without choices is highly variable. For example, when repeating the scenario using random arcs with 2 12 balls and d bins, but not allowing choices, the maximum load ranged from 8 to 21 over 1000 trials. As mentioned earlier, breaking ties appropriately can yield better results. Our theoretical results are based on pessimistically assuming that in case of a tie where two or more choices have the same load, the most likely bin (with the largest area) is chosen. A more optimistic approach is to break ties by choosing the least likely bin (with the smallest area), which is less likely to be chosen in the future. Figure 1 compares four natural tie-breaking schemes: random, which chooses randomly, largest and smallest, which choose the bins with the largest and smallest areas respectfully, and left, an adaptation of Vöcking's scheme [20] . As expected, largest performs the worst, followed by random. Somewhat surprisingly, smallest performs the best, beating left. An interesting open problem would be to determine the exact performance of this variant, or at least to determine whether or not it is provably better asymptotically than breaking ties randomly.
CONCLUSION
At the heart of this paper is an interesting generalization of the two-choice paradigm to geometric settings where the probability of choosing a bin is non-uniform. In parallel and distributed computing settings, such scenarios naturally arise when nearest-neighbor methods are used in conjunction with hashing for random placement. This is exactly the setting in a Chord system without the use of virtual servers. We have demonstrated that the benefits of the two-choice paradigm extend to this setting.
While our bounds theoretically show the value of two choices, it would be useful for practical applications if the theory could be used to accurately predict the resulting load distribution. In the case of uniform bin sizes, this can be done quite well using methods based on differential equations pioneered by Mitzenmacher [11] . While not as accurate as differential equations, the witness tree approach, as demonstrated by Vöcking [20] , gives a somewhat tighter analysis than the original argument of Azar et al. It is not clear whether either of these methods can be made to apply to this setting.
While we believe the two-choice paradigm will prove useful for Chord-like networks, there is still considerable work to be done determining how to apply it while maintaining reliability and other useful features of these systems [3] . 
APPENDIX
A. CONDITIONING FOR RANDOM ARCS
We now prove Corollary 6 by demonstrating that the random arc model of Chord satisfies the necessary conditions of Theorem 5. We use the Chernoff bound to bound the number of arcs of length at least x for various values of x. Unfortunately, the arc lengths are dependent random variables, so the Chernoff bound cannot immediately be applied. One way to cope with this dependence is to use a martingale argument. While the obvious martingale argument gives a weaker bound, it nonetheless suffices for our main result. However, we have found that in the case of arc lengths we can also make use of negative dependence [5] .
For the purposes of this paper, we say that a collection of 0-1 random variables X 1 , X 2 , . . . , X n is negatively dependent if and only if
A simple consequence of the above fact, since each variable takes only the values 0 or 1, is
(This can be seen by expanding e tX using the Taylor series expansion, and using E
since all variables are 0-1.) This is all that is required for the Chernoff bound for the upper tail to hold, following the standard proof [14] . Hence, we can apply the Chernoff bound of Lemma 3 as long as our random variables are negatively dependent.
We now prove some key lemmata regarding the distribution of the arc lengths when n points are thrown randomly onto the circle, as well as negative dependence between sufficiently long arc lengths. 
.
. . Z k = 1 if and only if all of the arcs associated with each of the k points has length at least c/n; we bound the probability of this happening. Consider the points being placed one at a time. We first consider the first k points, which require some care. For 1 ≤ i ≤ k, let A i be the event that the first i points each have non-overlapping arcs of length at least c/n. Let B i be the event that the ith point does not fall within c/n (in counterclockwise distance) of any of the first (i − 1) points. Let C i be the event that the arc of length c/n from the ith point does not contain any of the first (i−1) points. Clearly, Pr(A 1 ) = 1, and
The probability Pr(B i+1 | A i ) is easy to calculate as the arcs are necessarily disjoint.
Pr(B i+1 |
To compute Pr(C i+1 | A i B i+1 ), we examine an equivalent view of the experiment. Consider starting with a circle of circumference 1 − i(c/n) and placing the i + 1 points uniformly at random. Then think of expanding each of the first i points into an empty arc of length c/n in the counterclockwise direction, giving a corresponding circle of length 1 satisfying events A i and B i+1 . The distribution of point placements we obtain in this fashion is equivalent to that of the original placement approach when conditioned on events A i and B i+1 . The advantage of this point of view is that if we think of the (i + 1)st point as being placed first, then it is clear that
Combining the above, we find that the probability that after the placement of the first k points there are k disjoint arcs of length at least c/n is at most
For the remaining n − k points, the probability that they miss the k disjoint arcs of length c/n corresponding to the first k points is
Hence the probability that
, proving the negative dependence. 
B. CONDITIONING FOR RANDOM VORONOI REGIONS
We now prove Corollary 7 by demonstrating that the random Voronoi region model satisfies the necessary conditions of Theorem 5. It is easy to show the maximum size cell in a Voronoi diagram is bounded by c 1 ln n for some constant c 1 with high probability. We therefore focus on proving a lemma of the same form as Lemma 11 for this setting. We consider the case of two dimensions with wraparound (i.e. a torus), although it is clear that our argument generalizes to obtain similar bounds with different constant terms for higher constant dimension. Similarly, our results can also be made to apply to the unit circle or unit square; we use the torus to avoid technicalities introduced by boundaries. There has been a fair amount of work on the distribution of the area of regions in random Voronoi diagrams, particularly in two dimensions; see, for example, the work by Miles [10] or Moller [13] . Knowing the distribution is insufficient for our purposes however, since the areas of the Voronoi regions are potentially dependent in non-trivial ways. Interestingly, we have not found tail bounds of the sort we need in previous literature.
By making use of an appropriate set of random variables, we can develop simple bounds via martingales that prove effective for this setting. We begin with a key geometric lemma. Consider any point u in the torus. Let the circular area of area c/n around u be divided into six subregions, as in Figure 2 , each of size c/6n. Specifically, taking 0 degrees to be parallel to the x-axis and to the right of u, the first subregion is the area from 0 to 60 degrees, and so on. Proof. Suppose without loss of generality the first subregion of area c/6n around a point u has another of the other n −1 randomly placed points, call it v, lying within it. Then we claim that any point in the torus making an angle of between 0 and 60 degrees with u and the x-axis outside of this subregion (and within some fixed radius, say 1/4) is closer to v than to u, and hence not in the Voronoi region of u. This follows clearly from the diagram in Figure 2 . Letting w be such a point in the torus, then as in Figure 2 , we have We can conclude that if all six of the subregions around u contain another of the n − 1 points, then the Voronoi region of u is contained within the circle of area c/n around u. This yields the lemma.
Using this lemma, we show the following. . Unfortunately, it is not a useful Doob martingale in the context of using Azuma's inequality, since it does not obey a Lipschitz condition. That is, the introduction of a single point X k can affect a significant number of the random variables Z i,j .
To account for this difficulty, we introduce the following modification. Let F = f (X 1 , X 2 , . . . , X n ) be the total number of empty-or-rare subregions of area c/6n around one of the X i satisfying the following: either the subregion is empty, or for every X j in the subregion, there exists ln 3 n points X k with k < i and X j is in the circle of area c/n around X k . Or, thinking of it another way, as we lay the points in order, each point can change the empty-or-rare status of at most ln 3 n subregions of other points, and they affect the subregions of the first ln 3 n points in the order of placement. The idea behind this change is that the rare regions are sufficiently rare that in almost all cases F and Z will be equal, since with high probability no point will ever affect the subregions of ln 3 n other points. In fact, as F ≥ Z, we have
