Abstract. We consider definably complete Baire expansions of ordered fields: every definable subset of the domain of the structure has a supremum and the domain cannot be written as the union of a definable increasing family of nowhere dense sets. Every expansion of the real field is definably complete and Baire, and so is every o-minimal expansion of a field. Moreover, unlike the o-minimal case, the structures considered form an axiomatizable class. In this context we prove a version of the Kuratowski-Ulam Theorem, some restricted version of Sard's Lemma and a version of Khovanskii's Finiteness Theorem. We apply these results to prove the o-minimality of every definably complete Baire expansion of an ordered field with any family of definable Pfaffian functions.
1. Introduction. We recall that a subset A of a topological space X is said to be meager if there exists a collection {Y i : i ∈ N} of nowhere dense subsets of X such that A ⊆ i∈N Y i . The Baire Category Theorem implies that every open subset of R (with the usual topology) is nonmeager, i.e. R is a Baire space.
The notion of Baire space is clearly not first order. Here we consider a similar (definable) notion, which instead is preserved under elementary equivalence, and which coincides with the classical notion over the real numbers (this is made precise in Subsection 2.2).
The (first order) structures we consider are definably complete expansions of ordered fields. Definable completeness (see Definition 2.1) is a weak version of Dedekind completeness, which is preserved under elementary equivalence.
It is shown in [17] , [21] , [10] that, as in the o-minimal case, (a definable version of) most results of elementary real analysis can be proved in every definably complete expansion of an ordered field. However, to obtain less elementary results one would need some more sophisticated machinery, in the direction of Sard's Lemma and Fubini's Theorem. Both of the cited classical results refer to a notion of smallness (having measure zero), which has no natural translation in our context. We consider instead a topological notion of smallness (being meager), propose a definable version of this notion and carry out a theory of definably complete Baire (DCB) structures, i.e. expansions of ordered fields such that every definable subset of the domain has a supremum and the domain cannot be written as the union of a definable increasing family of nowhere dense sets.
One of our aims in this article is to extend a few standard facts from real analysis to the "definable" context: for DCB structures we prove an analogue to Fubini's Theorem (the Kuratowski-Ulam Theorem 4.1) and a weak form of Sard's Lemma (Theorem 6.8). We claim that these results are strong enough to extend some nontrivial theorems to DCB structures: as a test case, we show that, in analogy with Khovanskii's theory [14] , there are uniform and recursive bounds on the number of definably connected components of definable Pfaffian varieties (Definition 7.1 and Theorem 7.2).
Our second aim is to give new examples of definably complete structures, o-minimal or not (see Subsection 2.3); this theme will be developed more fully in [7] .
Our third aim is to apply the theorems about "abstract" DCB structures to obtain new results about o-minimal expansion of the real line. An example is given in [9] , where we show the existence of recursive bounds on some topological invariants of sets definable in the Pfaffian closure of an o-minimal expansion of the real field.
Every o-minimal expansion of a field is a definably complete Baire structure (see 2.17) . The converse is clearly not true. However, in Section 8 we give necessary and sufficient conditions for a definably complete Baire expansion of a field by C ∞ functions to be o-minimal (Theorem 8.1). We derive the o-minimality of every definably complete Baire expansion of an ordered field with any family of definable Pfaffian functions (e.g. an exponential function). For instance, let K be an ordered exponential field (i.e. an expansion of an ordered field with a function f satisfying f = f, f (0) = 1). Then our results imply that K is o-minimal iff K is definably complete and Baire (see also Remark 8.3) .
Finally, a few words about the proofs. One of the main difficulties to extend results from the real case to the nonarchimedean context is that the union of a countable family of definable sets is not necessarily definable. Therefore, we have to modify the definitions and proofs that involve countable unions: one cogent example is in the definition of meager sets (and therefore of DCB structures: see Subsection 2.2). While sometimes we are successful in these modifications, other times we have to settle for weaker results: see the discussion after Corollary 3.9, or consider the fact that we are able to prove Sard's Lemma only under a stronger hypothesis than usual (Subsection 6.1). Another difficulty (which however does not appear in this article) is that we cannot construct sets by recursion: an important example is given by the proof that the real line is not meager, which we are still not able to generalize to definably complete structures (Conjecture 2.20).
1.1. Notation. Throughout this paper, K is a (first-order) structure expanding an ordered field. We use the word "definable" as a shorthand for "definable in K with parameters from K".
We denote by x, y, z, . . . the points in K n . When we want to stress the fact that they are tuples, we writex,ȳ,z, . . . , wherex = (x 1 , . . . , x n ), etc.
For convenience, on K m instead of the usual Euclidean distance we will use the equivalent distance
For δ > 0 and x ∈ K m , we denote by B m (x; δ) := {y ∈ K m : d(x, y) < δ} the open "ball" of center x and "radius" δ and its closure by B m (x; δ); we will drop the superscript m if it is clear from the context. We denote byR the expansion of the real field with a predicate for every subset of n∈N R n .
Let X ⊆ Y ⊆ K n , with Y definable. We write cl Y (X) (or simply X if Y is clear from the context) for the topological closure of X in Y , int Y (X) (or simplyX) for the interior of X in Y , bd Y (X) := X \X for the boundary of X (in Y ), and ∂ Y X := X \ X for the frontier of X (in Y ).
We define Π m+n n : K m+n → K m to be the projection onto the first m coordinates. If A ⊂ K m+n and x ∈ K m , we denote by A x the fibre of A over x, i.e. the set {y ∈ K n : (x, y) ∈ A}.
2. Definably complete Baire structures 2.1. Definably complete structures Definition 2.1. An expansion K of an ordered field is called definably complete if every definable subset of K has a supremum in K ∪ {±∞}.
Generalities on definably complete structures (first introduced in [20] ) can be found in [21] , [4, §2] , [10] , and [17] .
From now on, K will denote a definably complete expansion of an ordered field. Definition 2.2. X ⊆ K m is definably compact (d-compact for short) if it is definable, closed in K m , and bounded.
Definably compact sets were introduced (for K o-minimal) in [19] . We will often use without further comment the following results: Lemma 2.3 ( [17] ). Let X ⊆ K n be definable. Then X is definably compact iff for every definable decreasing family (Y (t)) t∈K of closed nonempty subsets of X, we have t Y (t) = ∅.
x (K n × {0}). Remark 2.6. Note that a K-manifold V can always be written as the intersection of a definable closed set and a definable open set. In fact, let δ : V → K ∪ {+∞} be the definable map δ(x) := sup{r ∈ K : ∀s ∈ K (0 < s < r ⇒ B(x; s) ∩ V is closed in B(x; s))}.
Note moreover that the dimension n of a K-manifold V is uniquely determined by V , because K n and K n are locally diffeomorphic iff n = n . If we consider only C 0 manifolds, it is not clear anymore if the dimension is well defined.
The analogue of the Implicit Function Theorem and its usual corollaries hold in definably complete structures [21] .
Finally, recall the following definition.
Definition 2.7. A definable set X ⊂ K n is definably connected if it cannot be expressed as a union of two definable nonempty disjoint open sets. A subset C ⊆ X is a definably connected component of X if it is a maximal definably connected subset of X.
Note that if X has finitely many definably connected components, then each component of X is definable (it is an atom of the finite Boolean algebra of clopen definable subsets of X). Moreover, if K expands the real field, every definable and (topologically) connected set is also definably connected. The converse could in general not be true (but we do not have a counterexample). However it is true if K is o-minimal.
Meager sets. Let
if there exists a definable increasing family (A(t)) t∈K of nowhere dense subsets of Y such that X ⊆ t A(t). We will call the family (cl Y (A(t))) t∈K a witness of the fact that X is definably meager. X is definably residual (in Y ) if Y \ X is definably meager.
Notice that if (A(t)) t∈K is a witness of the fact that X is meager in K n , then also the family (B n (0; |t|) ∩ A(t)) t∈K is a witness, hence we may always assume that each A(t) is d-compact. Notice also that we do not require that a definably meager set is definable.
The subsets of Y , with the operations (symmetric difference) and ∩, form a commutative ring; the definably meager subsets of Y form an ideal of this ring. Note that if K has countable cofinality, then X is definably meager (Baire, respectively) in K n if X is meager (Baire, respectively) in the usual topological sense. In general, the converse is not true: for instance, if K is a countable o-minimal structure, then it is definably Baire, but not Baire in the topological sense. However, clearly the two notions coincide forR.
Convention 2.10. From now on, we will write "meager" for "definably meager", and "topologically meager" for the usual topological notion, and similarly for "residual" and "Baire".
As in the classical case, one can prove the following results. 
Remark 2.13. Note that, for all n ∈ N, K n is Baire iff it is not meager in itself. In fact, let B ⊂ K n be an open box. If B is meager in K n then, by Proposition 2.11, B is also meager in itself. Since K expands a field, B is definably homeomorphic to K n , hence K n is meager in itself.
The following result is not trivial and will be proved in Section 4.
Proposition 2.14. If K is Baire, then for every m ≥ 1, K m is Baire.
The converse, however, is trivial: if K m is Baire for some m ≥ 1, then K is Baire.
DCB structures: definition and examples
Definition 2.15. An expansion K of an ordered field is a definably complete Baire structure (DCB) if it is definably complete and K is definably Baire as a definable subset of K itself, in the sense of Def. 2.9. A theory T is definably complete and Baire if every model of T is a definably complete Baire structure.
Remark 2.16. The fact that K is definably complete and Baire can be expressed by a first-order axiom scheme; therefore, every K elementarily equivalent to K also satisfies the hypothesis.
Moreover, an ultraproduct of definably complete Baire structures is also definably complete and Baire; the same cannot be said for o-minimal structures.
Moreover, a reduct of a definably complete (and Baire) structure, which does still expand an ordered field, is also definably complete (and Baire). • Every expansion of R (because R is Dedekind complete and topologically Baire).
• Every o-minimal expansion of a field. In fact, a nowhere dense definable subset of K is finite, and definable families of finite sets are uniformly finite; hence, the union of a definable increasing family of nowhere dense sets is finite, and cannot coincide with the whole structure.
• Let B be an o-minimal expansion of a field, and let A B be a dense substructure. Then the expansion B A of B, generated by adding a unary predicate symbol for A, is definably complete and Baire. This follows from the fact that if X ⊆ B is B A -definable, then its topological closure X is B-definable (see [5, Theorem 4] ). Hence, X is dense in a finite union of intervals. Moreover, if X is closed and nowhere dense, then it is finite, and, since B A satisfies the Uniform Finiteness condition (see [5, Corollary 4.5] ), the union of a definable increasing family of nowhere dense sets is finite. More generally, as shown in [4, §3.5], any definably complete structure satisfying the Uniform Finiteness condition is definably Baire (one can even show that if K is definably complete, and every definable closed discrete subset of K is bounded, then K is Baire [7] ).
Example 2.18. For every n ∈ N, consider the nth iterate of the exponential function, defined inductively as exp 1 = exp and exp n+1 = exp(exp n ). Let L be the language of ordered field with an extra unary function symbol f . For each n ∈ N, let R(exp n ) be the expansion of the real field to the L-structure where f is interpreted as exp n . Let M (f ) be some nonprincipal ultraproduct of (R(exp n ) : n ∈ N). It is not known whether M (f ) is o-minimal (if it were, it would provide the first example of an o-minimal expansion of a field which is not exponentially bounded).
However, since each R(exp n ) is o-minimal, we can conclude that M (f ) is definably complete and Baire.
Example 2.19. Let No be the field of surreal numbers (see e.g. [11] ). As shown in [11, 6] , No has a canonical structure as an elementary extension of R an (exp), which we denote by No(an, exp), and therefore it is o-minimal. Moreover, since No is isomorphic to the field of power series R((No)), it also has a full real analytic R((Z))-structure, which is also o-minimal (see [3] for the definition and proof), which we denote by No(ov). We conjecture that the full expansion No(an, exp, ov) is definably complete and Baire. If this were the case, then we claim that this structure would also be o-minimal.
Finally, a general conjecture:
Conjecture 2.20. Every definably complete expansion of a field is also definably Baire.
We have a partial result in this direction:
. If K is a definably complete expansion of a field, Z ⊂ K n is definable and discrete, and f : Z → K is some definable function, then f is not surjective.
3. F σ -sets. We now consider a class of sets for which it is easy to determine whether they are meager or not. These sets have also been studied in [4] , where they are called D Σ -sets.
The proof of the following lemma can be found in [4] . Lemma 3.2. Let A be either the family of F σ -subsets or the family of G δ -subsets of K n , for some n ∈ N. Then each A ∈ A is definable. A is closed under finite unions, finite intersections, Cartesian products and preimages under definable continuous functions. Finite Boolean combinations of definable open subsets of K n are in A. The family of F σ -subsets is also closed under images under definable continuous functions.
In general, the family of G δ -subsets of some K n is not closed under images under definable continuous functions.
Notice that, by Remark 2.6, every K-manifold is an F σ -set.
(Z) for some Z ⊆ K n+m closed and definable. In fact, let (X(t)) t∈K be a definable increasing family of closed subsets of K n such that X = t∈K X(t). Define Z := t∈K (X(t) × {t}).
Notice that if K is o-minimal, then every definable subset X of K is a finite Boolean combination of definable closed sets (because X is a finite union of cells), and therefore X is in F σ .
Remark 3.4. If X ⊆ K n is meager, then there exists a meager F σ -set containing X.
The main property of F σ -sets is the following. 
for some definable increasing family of closed subsets. Since D is not meager, at least one of the D(t), say D(t 0 ), satisfies int(D(t 0 )) = ∅ (otherwise, D(t 0 ) would be nowhere dense), and thereforeD = ∅.
Note that if X ⊆ R n is in F σ for the previously mentioned structureR, and has Lebesgue measure zero, then X is meager, but the converse is not true.
We now give a local condition which is sufficient to prove that the image of an F σ -set under a continuous definable function is meager.
The next lemma will be used in the proof of the above proposition.
Lemma 3.7. Let C ⊂ K n be a nonempty d-compact set, and let V := {V (t) : t ∈ I} be a definable open cover of C. Then there exists 0 < δ 0 ∈ K (a Lebesgue number for V and C) such that, for every subset X ⊆ C of diameter smaller than δ 0 , there exists t ∈ I such that X ⊆ V (t).
Proof. Suppose for a contradiction that (∀δ > 0)(∃y ∈ C)(∀t ∈ I) B(y; δ) V (t). For every δ > 0, define Y (δ) := {y ∈ C : (∀t ∈ I) B(y; δ) V (t)}. Note that (Y (δ)) δ>0 is a definable family of subsets of C, increasing as δ decreases. Let y 0 be an accumulation point for the family (Y (δ)) δ>0 as δ → 0 (which exists by Lemma 2.3).
( 1 ) This is not true for G δ -sets: for instance, the set of irrational numbers inR is a G δ which is not meager (it is even residual), but has empty interior.
Let t 0 ∈ I and δ 0 > 0 be such that B(y 0 ; 2δ 0 ) ⊆ V (t 0 ). Let δ 1 ≤ δ 0 be such that there exists y ∈ Y (δ 1 ) with |y − y 0 | < δ 0 . Then B(y; δ 0 ) ⊆ B(y 0 ; 2δ 0 ) ⊆ V (t 0 ), contradicting the fact that y ∈ Y (δ 1 ).
Proof of Proposition 3.6. If K is meager in itself, then by Proposition 2.14 there is nothing to prove. Thus, we may assume that K (and hence K d ) is Baire.
We proceed by induction on m. The case m = 0 is clear. Assume that we have already proved the conclusion for m − 1 (and every n). We want to prove it for m. First, we consider the case when C is d-compact. We can assume that 0 ∈ C. Remember that, for every r > 0 and y ∈ K m , B m (y; r) ⊂ K m is the closed hypercube of side 2r and centre y; let
Note that f (C) = r D(r) and each D(r) is d-compact. Therefore, to prove that f (C) is meager, it suffices to prove that each D(r) has empty interior. Suppose, for a contradiction, that f (C) is not meager, and let
Since the D(r) are closed, r 0 = inf{r > 0 : D(r) is not meager}. We have r 0 > 0 by hypothesis, and r 0 < +∞ because f (C) is not meager.
Let
In the general situation, we need another argument. Let 5δ 0 be a Lebesgue number for the open cover {V y : y ∈ P } of P (we may also assume that δ 0 is small in comparison with r 0 ); δ 0 > 0 exists by Lemma 3.7.
Note that
By the definition of r 0 , we know that D(r 0 + δ 0 /2) is not meager, while D(r 0 − δ 0 /2) is meager. Hence, to obtain a contradiction, it suffices to show that
Note that S m (0; r 0 ) is the finite union of the faces of the closed hypercube B m (0; r 0 ): hence, we only need to show that for each face S of S m (0; r 0 ) the
We can assume that S is the "top" face {y ∈ B m (0; r 0 ) : y m = r 0 } and we may identify S with
Claim.C andf satisfy the hypothesis of the proposition, with n = n+1, m = m − 1, and V z = B(z; δ 0 ).
C is d-compact, and therefore it is in F σ . LetP ⊆ K m−1 be the projection ofC onto K m−1 ; note thatP is d-compact. Fix z ∈P ; by definition, there exists t ∈ [r 0 − δ 0 , r 0 + δ 0 ] such that y := (z, t) ∈ P . Notice that
Since 5δ 0 is a Lebesgue number for the cover {V y : y ∈ P } of P , it follows that there exists y ∈ P such that B m (y; 2δ 0 ) ⊂ V y . Putting everything together, we find thatC
is meager, which proves the claim. Therefore, by inductive hypothesis,f (C) is meager. However, D ⊆f (C), and we have reached a contradiction.
We now treat the general case when C is in F σ . Note that C is an increasing union of d-compact sets C(t). For each t ∈ K, define D(t) := f (C(t)); note that each D(t) is d-compact. By the d-compact case, we can conclude that each D(t) is meager, and therefore nowhere dense. Thus, D = t D(t) is meager.
Corollary 3.8. Let C ⊆ K m be in F σ , and f : C → K d be definable and continuous. Assume that for every x ∈ C there exists a neighbourhood
Proof. Apply the proposition to the case n = 0.
Proposition 3.6 and the following corollaries are trivial when K is ominimal, since in this case C ⊂ K n is meager iff dim(C) < n.
For the classical topological notions, we know the following facts to be true:
(1) Let C ⊆ R n and f : C → Y (not necessarily continuous). Assume that, for every x ∈ C, there exists a neighbourhood
is topologically meager, then C is topologically meager.
The first fact follows from the fact that R n is second countable; the second from [13, Theorem 6 .35]. We have been able to prove the definable versions only under an additional hypothesis (e.g., C in F σ ); however, these results are strong enough for our applications.
Lemma 3.10. Let f : K n → K m be definable, and D f := {x ∈ A : f is discontinuous atx}.
If the graph of f is an F σ -set, then D f is meager.
Proof. If, for a contradiction, D f is not meager, then since it is an F σ , it contains a nonempty open box B. Therefore, we can assume that D f = K n , and that K n is Baire. Let Γ (f ) = t X(t), where (X(t)) t∈K is a definable increasing family of d-compact sets. Let Y (t) := Π n+m n (X(t)). Note that each Y (t) is d-compact, and K n = t Y (t). Since K n is Baire, there exists t 0 such that Y (t 0 ) contains a nonempty open box B . Let B ⊆ B be a closed box with nonempty interior, and
-compact, and so, as in the classical case, g is continuous, contradicting the fact that B ⊆ D f .
4. The Kuratowski-Ulam Theorem. The main result of this section is the following theorem.
This is a definable version of the Kuratowski-Ulam Theorem [18, Theorem 15.1], which in turn is an analogue of Fubini's Theorem: they both imply that if D is negligible, then D y is negligible for almost every y; in the Kuratowski-Ulam Theorem negligible means "meager", while in Fubini's Theorem negligible means "of measure zero".
It is not clear whether in the above theorem D definable implies that T is definable. Note that if K is o-minimal and D is definable, then T is also definable.
As a corollary, we obtain Proposition 2.14:
Proof of Proposition 2.14. By induction on m. The case m = 1 is our assumption on K. Assume that we have already proved that K m is Baire: we want to prove that K m+1 is Baire. Suppose not; then K m+1 is meager in itself. If we apply Theorem 4.1 with n = 1, we find that either K m or K is meager in itself, a contradiction. In the above lemma, if Y = K = R, we cannot conclude that D f has Lebesgue measure zero. In fact, let C ⊆ R be closed, with empty interior, and of positive measure, and f be the characteristic function of R \ C. Then D f = C, and therefore it is of positive measure.
On the other hand, it is always true that if f :
]).
Proof of Theorem 4.1. If K m is meager in itself, then the conclusion is trivially true, because then every subset of K m is meager. Hence, we can assume that K m is Baire.
Case 1: n = 1 and D is d-compact. Hence, D has empty interior, and each D x is also d-compact. Therefore, by Lemma 3.5, T = {x ∈ K m :D x = ∅}. Let E := K m \ T . We have to prove that E is meager.
For every ε > 0 let
contains a ball of radius ε}. Note that X(ε) is d-compact, since its complement is the projection of an open set, therefore so is E(ε). Note that E = ε>0 E(ε); hence, to prove that E is meager, it suffices to prove that each E(ε) is nowhere dense. Since each E(ε) is d-compact, it suffices to prove the following claim. 
Note that f is lower semi-continuous and definable. By Lemma 4.4, f is continuous outside a meager set D f ⊆ U . Since K m is Baire, D f = U , and therefore there exists x 0 ∈ U such that f is continuous at x 0 . It is now easy to show that a neighbourhood of (x 0 , f (x 0 )) is contained in D, contradicting the fact thatD = ∅. , ε) ) 0<ε∈K, p∈K is a definable family of subsets of K, increasing in p and decreasing in ε, such that each E(p, ε) is closed and nowhere dense. Let
In fact, let x / ∈ T . Thus, D x is not meager. However,
Therefore, it suffices to prove that E is meager to conclude that T is residual. However, E = p>0 E(p, 1/p), and we are done.
Case 3: n > 1 and D is an arbitrary meager subset of K m+n . We argue by induction on n. Suppose that we have already proved the conclusion for n (and for every m). We want to prove the conclusion for n + 1. First, we will assume that D ⊆ K m+n+1 is in F σ . We want to prove that the set
Notice that (for the moment) we do not know whether S and R are definable, even assuming that D is in F σ .
Claim 3. S is meager.
By inductive hypothesis.
Claim 4. R is residual.
By the case n = 1 and the previous claim.
, and therefore (x, y n+1 ) ∈ S. Thus, U 1 ⊆ S x , and x / ∈ R. Hence, T contains a residual set, and therefore it is residual. For D arbitrary, let D ⊆ K m+n be a meager F σ -set containing D. By the previous case, the corresponding set T := T m (D ) is residual. Since T ⊆ T , we are done.
5. Almost open sets. Let K be a definably complete Baire structure. Let Y ⊆ K m be definable. We have seen that the family of meager subsets of Y is an ideal, hence it defines an equivalence relation on the family of subsets of Y , given by X ∼ X iff X X is meager. 
The proof is left as an exercise. Consequently, X ⊆ Y is a.o. iff it is equivalent to a definable closed subset of Y .
Remark 5.3. Every meager set is a.o., being equivalent to the empty set. Every residual set is also a.o., being equivalent to the ambient space.
The following is a partial converse of Theorem 4.1. 
, and therefore T (U ) is also residual. However, U is open and K n is Baire; therefore, T (U ) is the complement of the projection of U on K m . Since U is open, T (U ) is closed. Therefore, T (U ) is closed and residual; since K m is Baire, T (U ) = K m . Thus, U is empty, and we are done.
The hypothesis that D is a.o. in the above proposition is necessary: [18, Theorem 15.5] gives an example of a set E ⊆ R 2 that is not topologically meager and such that no three points of E are collinear.
6. The Sard property. In this section we investigate some consequences of Sard's Lemma, and prove a version of this lemma in a particular case. Let K be a definably complete Baire structure. is as in the above definition with r > max{0, n − m}, then f has the Sard property. In fact, by Sard's Lemma, Σ f has Lebesgue measure zero, and therefore it has empty interior. Since Σ f is in F σ , it is also meager. Proposition 6.3. Suppose f : K n → K n has the Sard property, and let C ⊂ K n be meager. Then f (C) is meager.
Proof. We may assume that C ∈ F σ , since C is contained in a meager F σ -set. Let Λ := K n \ ∆ f be the set of regular points of f . Note that Λ is open.
By the Sard property, f (C ∩ ∆ f ) is meager. Hence, it suffices to show that f (C ∩ Λ) is meager. Let x ∈ C ∩ Λ. Since x is a regular point for f , by the Implicit Function Theorem there exists a neighbourhood V of x such that f is a diffeomorphism on V ; therefore, f (C ∩ V ) is meager, and, by Corollary 3.8, f (C ∩ Λ) is meager.
The following lemma is a generalization of Proposition 5.4.
Lemma 6.4. Let f : K n → K m be a C 1 definable function with the Sard property. Let Λ be the set of regular points of f , and C ⊆ K n be almost open. For everyȳ ∈ K m , let Fȳ := f −1 (ȳ), Cȳ := Fȳ ∩ C, and T := {ȳ ∈ K m : Cȳ is meager in Fȳ or Fȳ = ∅}. Then T is residual iff C ∩ Λ is meager.
Proof. This follows from the Implicit Function Theorem, Proposition 5.4, and Corollary 3.8.
The Sard property and Noetherian differential rings.
In this subsection we will show a version of Sard's Lemma for functions belonging to a Noetherian differential ring.
Definition 6.5. Fix n ∈ N \ {0} and a definably connected definable open set U ⊆ K n . Let C ∞ (U, K) be the ring of definable C ∞ functions from U to K. Fix a subring M ⊆ C ∞ (U, K) which is Noetherian and closed under partial derivation, and containing K[x 1 , . . . , x n ]. M is called a Noetherian differential ring.
If G := (g 1 , . . . , g k ) ∈ M k , we denote by V (G) the set of zeros of G, and by V reg (G) the set of regular zeros of G.
Generalities on Noetherian differential rings of functions over definably complete structures can be found in [21] . In particular, we will need the following result, which states that in a Noetherian differential ring there are no flat functions. Proposition 6.6. Let 0 ≡ g ∈ M . Then for every x ∈ U such that g(x) = 0, there exist k ∈ N and a derivative θ of order k such that θg(x) = 0.
Remark 6.7. For g 1 , . . . , g k ∈ M , the set V reg (g 1 , . . . , g k ) is a K-manifold and hence is in F σ .
In this subsection we prove the following version of Sard's Lemma:
Then f : V → K m has the Sard property, i.e. Σ f is a meager set (in K m ).
Proof.
We proceed by induction on dim V and m. If m = 0, there are no singular points. If dim V = 0, then V is discrete. In particular, for every a ∈ ∆ f there exists a neighbourhood U a of a such that ∆ f ∩ U a = {a}. Hence we can apply Corollary 3.8 and we are done.
Consider now the general case.
Claim 1. We can restrict to the case V = K k .
By Corollary 3.8, it suffices to prove that for every a ∈ ∆ f there exists a neighbourhood U a of a such that f (U a ∩ ∆ f ) is meager. Fix a ∈ ∆ f . Using the Implicit Function Theorem, it is easy to check that there is a neighbourhood U a of a and a definable diffeomorphism Φ : [21] for the details). Hence Claim 1 is proved and we may assume that f :
Let X 0 := {a ∈ ∆ f : Df (a) = 0}, where Df is the Jacobian matrix of f . We first prove that f (X 0 ) is meager.
Again by Corollary 3.8, it suffices to prove that for every a ∈ X 0 there exists a neighbourhood U a of a such that f (U a ∩ X 0 ) is meager.
Fix a ∈ X 0 .
Claim 2. We may assume that f (x) = (x 1 , f 2 (x), . . . , f m (x)).
In fact, since Df (a) = 0, we can assume that ∂f 1 (a)/∂x 1 = 0 and a = 0. Consider definable neighbourhoods O andÕ ⊂ K k of 0, where the following map is a diffeomorphism:
Let ∆ be the determinant of the Jacobian of G and letM := {g • G −1 : g ∈ M } ⊂ C ∞ (Õ, K); then the ringM :=M [∆ −1 ] is clearly Noetherian and differentially closed; definef := f • G −1 ∈M . Since G is a diffeomorphism, it is enough to prove the statement forM andf , and Claim 2 is proved.
For every t ∈ K, consider the Noetherian differential ring
. By inductive hypothesis, the set Σ ft is meager in Now, let a ∈ ∆ f be such that Df (a) = 0, and let P be the least natural number such that there exists i ≤ m and a derivative θ of order P such that if g θ := θf i , then g θ (a) = 0 and Dg θ (a) = 0. Such a P exists by Proposition 6.6. Let
Hence it is enough to prove that f (∆ f ∩ W θ ) is meager. Let h θ := f W θ . By inductive hypothesis, Σ h θ is meager. Note that if x ∈ W θ is a singular point for f , then x is also a singular point for h θ ; that is, ∆ f ∩ W θ ⊆ ∆ h θ , and we are done.
Corollary 6.9. Let F ∈ M k and G ∈ M . Define X := V reg (F ) ⊆ U , and, for everyā ∈ K n , gā : X → K as gā(x) := G(x) + a i x i . Then the set A = {(a 1 , . . . , a n ) ∈ K n : gā is not a Morse function ( 3 ) on X} is meager.
Proof. We proceed as in [12] .
In fact,ā ∈ A iff −ā is a critical value of ∇G, and we can apply Theorem 6.8.
By the Implicit Function Theorem, around every point p ∈ X there exists an open definable neighbourhood U p such that the restriction of some n − k of the coordinate functions on K n (say, the first n−k) constitute a coordinate system in U p ; let V p := Π n n−k (U p ) and φ p : V p → U p be the inverse map of Π n n−k U p . LetM be the ring of functions on V p of the form h • φ, where h ∈ M : notice thatM is contained in some Noetherian differential ring M p (see [21] ). Let A p = {(a 1 , . . . , a n ) ∈ K n : gā is not a Morse function on V p }. Proceeding as in [12] , using Proposition 5.4 instead of Fubini's theorem, and Claim 1 applied to functions in the ring M p , we see that A p is meager for every p ∈ X. Since A = p∈X A p , Corollary 3.9 implies that A is meager.
7. Pfaffian functions. Let K be a definably complete Baire structure.
Definition 7.1. Let f 1 , . . . , f s : K n → K be definable and C 1 . We say that (f 1 , . . . , f s ) is a Pfaffian chain (in K) of length s if ∂f i /∂x j ∈ K[x, f 1 , . . . , f i ] for i = 1, . . . , s and j = 1, . . . , n. A definable map F = (F 1 , . . . , F m ) :
for some Pfaffian chain (f 1 , . . . , f s ). 
Consider polynomials
The complexity of F is the sequence of integers (n, m, s, deg
We prove the following version of Khovanskii's Theorems (see [14, Theorems 1 and 2]).
(1) Suppose F : K n → K n is Pfaffian. Then the number of regular zeros of F is finite and can be bounded by a function of the complexity of F . (2) Suppose F : K n → K m is Pfaffian. Then the number of definably connected components of F −1 (0) is finite and can be bounded by a function of the complexity of F .
The fact that the bounds in the above theorem depend only on the complexity implies, in particular, that they do not depend on the coefficients of the polynomials in the Pfaffian chain, or on other parameters in the definition of F . Moreover, the reader can verify that the explicit bounds given in [14] continue to work in this context. 7.1. Proof of Theorem 7.2. We will follow the outline of [16] ; the results that we do not prove here are easy modifications of the ones in [16] .
We prove the first statement by induction on the length s of the Pfaffian chain; the second one will follow from the first. If s = 0 then F is a polynomial map, and the bound in the first and the second statement is given by [2, Proposition 11.5.4].
Let s > 0, and suppose that, for all Pfaffian chains of length ≤ s − 1, the first statement of Theorem 7.2 holds true.
In the following proof, notice that the various reductions might increase the complexity of the Pfaffian functions involved; however, the length will only stay the same or decrease.
Let F : K n → K n be Pfaffian with respect to a Pfaffian chainf = (f 1 , . . . , f s ), with F = (F 1 , . . . , F n ) and
Define H : K n+1 → K n and G : K n+1 → K as follows:
3. H and G are Pfaffian maps. Moreover, (1) H has length s − 1 and G has length s.
(2) The complexities of G and H depend only on the complexity of F .
Hence it is enough to bound the cardinality of V reg (H, G).
Lemma 7.5. We may assume that H is proper.
Proof. In [16, bottom of p. 183] it is shown how to reduce to the case when q n does not depend on f 1 , . . . , f s , and lim |x|→∞ |q n (x)| = +∞; in this case, H n (x, y) = q n (x), and thus H is proper.
Lemma 7.6. We may assume that
Proof. Suppose this is not the case. For everyb ∈ K n , we consider the Pfaffian proper map Hb := H −b. Note that Hb has length s − 1 and the same complexity as H.
Let B be the set of allb ∈ K n such that V (Hb) = V reg (Hb) and V (Hb, G) = V reg (Hb, G). By Theorem 6.8, B is a residual subset of K n . Suppose we did prove that, for everyb ∈ B, |V reg (Hb, G)| ≤ N . The set of allā ∈ K n such that |V reg (Hā, G)| ≥ N + 1 is open (by the Implicit Function Theorem, applied to H restricted to the manifold V (G) = V reg (G)) and disjoint from B, and therefore empty.
We have thus reduced our problem to the following situation: Γ := V reg (H) = V (H) ⊆ K n+1 is a smooth d-compact Pfaffian curve of length s − 1 and G : K n+1 → K is a Pfaffian map of length s such that g := G Γ has only regular zeros. Notice that we have never changed the definition of G = y − f s (x) in the above reductions. We need to bound the number of zeros of g (which will be done in Lemma 7.14).
be the determinant of the Jacobian matrix of f . Definition 7.8. An arc of a nonsingular curve Γ is the image of a definable differentiable function φ : I → Γ such that I ⊆ K is an interval and φ (t) is nonzero for all t ∈ I. The function φ is called a parametrization of the arc. When no confusion is possible we use the word "arc" both for φ and its image.
In [16, pp. 184-186] , the proof continues as follows: since Γ is a compact C 1 curve of dimension 1, it has a finite number of connected components Γ 1 , . . . , Γ r , each of which is diffeomorphic to the unit circle S 1 . Moreover, g has a finite number of zeros (because V (g) is discrete and compact). Hence, for i = 1, . . . , r, there is a parametrization φ : R → Γ i , and using such parametrization we can speak about consecutive zeros of g (Definition 7.10). Setg := g • φ : R → R; since all the zeros of g (and hence all zeros ofg) are regular, the derivativeg changes sign at two consecutive zeros ofg (Rolle's Theorem). Hence, there is a zero z ofg between each pair of consecutive zeros ofg, and therefore φ(z) is a zero of L := (H, J(H, G)); thus, |V (g)| ≤ |V (L)|. However, the length of L is still s, thus we cannot use the inductive hypothesis to bound V (L) (even assuming that 0 is a regular value of L).
Khovanskii's idea was to define another functionĴ : K n+1 → K of length s − 1 such thatĴ and J(H, G) coincide on V (G) (actually, it is enough thatĴ and J(H, G) coincide on V (H, G)). Let :=Ĵ Γ ; notice that changes sign between two consecutive zeros of g, because coincides with
The last trick is to show that if ( * ) |V reg ( t )| ≤ N for every t ∈ K, then |V (g)| ≤ N , where t := − t. Finally, we can apply the inductive hypothesis to t for every t, and obtain a bound N satisfying ( * ).
To generalize to our situation, the main difficulty lies in proving the existence of a parametrization for Γ . Proposition 7.9. Γ is the union of finitely many arcs.
Proof. Let 0 =ā = (a 1 , . . . , a n ) ∈ K n be such that the function u : Γ → K given byx →ā ·x is Morse (such anā exists by Corollary 6.9). Claim 1. There exists an effective finite bound N on the cardinality of the set of critical points of u, in terms of the complexity of H.
In fact, each critical point of u is a regular point of (H, J(H, U )), where U (x) :=ā ·x, and we can apply the inductive hypothesis to the latter map.
For every t ∈ K, let Γ t := u −1 (t); notice that, since u is Morse, Γ t is a discrete set.
In fact, let c 1 < · · · < c m be the critical values of u. For every t ∈ K, let ∆ t be the set of singular points of u in Γ t . Fix t ∈ [c 1 , c m ]. Since u is a Morse function, Γ t and ∆ t are discrete and d-compact.
Using the Implicit Function Theorem and the fact that u is Morse, we see that for every x ∈ Γ t there exists a definable neighbourhood V x of x and ε x > 0 such that:
• if x is a regular point of u, then |V x ∩ Γ t | = 1 for every t ∈ B(x; ε x );
• if x is a singular point of u, then |V x ∩ Γ t | ≤ 2 for every t ∈ B(x; ε x ).
Since Γ t is discrete and d-compact, the sets V x can be chosen to be pairwise disjoint and we can choose ε independently of x. By possibly reducing ε, we can prove the following:
• If t is a regular value of f , then |Γ t | = |Γ t | for every t ∈ B(t; ε).
• If t is a singular value of f , then |Γ t | − |Γ t | ≤ |∆ t | for every t ∈ B(t; ε).
We can conclude that for every i = 1, . . . , m − 1, and every t, t ∈ (c i , c i+1 ), either both Γ t and Γ t are infinite, or
This completes the proof of the claim.
There is a subset D(n, N ) ⊂ Z n of cardinality nN 2 + 1 such that for every N -tuple of distinct points p 1 , . . . , p N ∈ K n there is Z ∈ D(n, N ) such that all the scalar products Z · p 1 , . . . , Z · p N are distinct elements of K. In fact, the set S Z,m is the projection onto the t-axis of the zero-set of the Pfaffian map (of length s − 1) R(x,w, t) which sends (x 1 , . . . ,x m , w 1,2 , . . . , w m−1,m , t) to
By [21, Theorem 45] , V (R) has finitely many definably connected components, hence so does its projection S Z,m .
Finally, we can prove the proposition. Since Γ is a nonsingular curve, it is a union of arcs. We must show that finitely many arcs suffice. By Corollary 6.9, there is a linear function U : K n+1 → K whose restriction u to Γ is a Morse function. By Claim 1, u has a finite number of critical points, and by Claim 2 we can find N ∈ N such that each fibre Γ t has cardinality at most N . Fix D(n + 1, N ) ⊂ Z n+1 as in Claim 3. By Claim 4 for each Z ∈ D(n + 1, N ) and m ∈ N, the set S Z,m = {t ∈ K : |Z · Γ t | ≥ m} is a finite union of open intervals and points. Since S Z,m is empty for m > N , the Boolean algebra generated by the sets S Z,m is finite. Its atoms give a partition D of K into a finite union of open intervals and points. If I ∈ D, then |Z · Γ t 1 | = |Z · Γ t 2 | for all t 1 , t 2 ∈ I and all Z ∈ D(n + 1, N ). By Claim 3 it then follows that there is Z I ∈ D(n + 1, N ) such that |Z I · Γ t | = |Γ t | for all t ∈ I. So in particular there is k I ∈ N such that |Γ t | = k I for all t ∈ I. By Claim 1, u has finitely many critical points, so we can assume, refining the partition, that no interval I ∈ D contains critical values of u. We order the finite set Z I · Γ t by the order it inherits as a subset of K. For i ≤ k I let φ I,i (t) ∈ Γ t be such that Z I · φ I,i (t) is the ith element of Z I · Γ t .
We claim that φ I,i is continuous. This is clear if I is a point, so suppose it is an interval. Then by our assumptions I does not contain critical points of u. Fix t ∈ I. To prove the continuity of φ I,i at t, let Γ t = {x 1 , . . . ,x k I }, wherex i = φ I,i (t). Sincex i is not a critical point of u, we can choose an open neighbourhood U i ofx i which is mapped by u diffeomorphically onto an open interval (a, b) ⊆ I containing t. By choosing the U i small enough we can assume that Z I · U 1 , . . . , Z I · U k I are disjoint open intervals of K and that u(U i ) = (a, b) for every i. It then follows that φ I,i maps (a, b) into U i and it coincides with the inverse of the diffeomorphism u U i . Thus φ I,i is continuous.
The curve Γ is the union of finitely many arcs parametrized by the functions φ I,i , with I an interval of D, together with finitely many points (the images of the functions φ I,i when the set I ∈ D is just a point). To complete the proof it suffices to observe that since Γ is a nonsingular curve, each of these finitely many points is contained in some arc. Definition 7.10. Let ξ H be the unique vector field on K n+1 such that for every smooth definable function g :
Note that ξ H is tangent to Γ and is never zero on Γ . We say that the arc φ : I → Γ is orientation preserving if φ (t) · ξ H (φ(t)) > 0 for every t ∈ I. Note that if φ : (a, b) → Γ is not orientation preserving, then its reverse arc −φ(t) := φ(b − t + a) is orientation preserving.
We say that two pointsx,ȳ ∈ V (g) are consecutive if there are an orientation preserving arc φ : I → Γ = V (H) and t 1 < t 2 in I such thatx = φ(t 1 ), y = φ(t 2 ) and φ(t) / ∈ V (g) for every t ∈ (t 1 , t 2 ).
The proof of the following lemma is elementary.
Lemma 7.11. Letx,ȳ be consecutive points in V (g). Then J(H, G) assumes opposite signs atx,ȳ. So in particularx =ȳ.
Lemma 7.12. For eachx ∈ V (g), there isȳ ∈ V (g) such thatx,ȳ are consecutive.
Proof. In the case when K expands R, one would use the fact that V (g) is finite; but we do not know it yet in our situation. However, to prove the conclusion it suffices to notice that V (g) is discrete and d-compact. Lemma 7.13. There is a Pfaffian functionĴ : K n+1 → K of length s − 1 which coincides with J(H, G) on V (G).
As we said before, :=Ĵ Γ assumes opposite signs at two consecutive pointsx,ȳ of V (g). Hence, reasoning as in [16, Lemma 3 .1], we can prove the following lemma.
Lemma 7.14. V (g) is finite, and we can compute a bound on its cardinality in terms of the complexity of (H, G).
Proof. Let ε be the minimum of the absolute value of on the closed and bounded set V (g). Then assumes every value between −ε and +ε between any two consecutive pointsx,ȳ of V (g). By Theorem 6.8, has a regular value t ∈ (−ε, +ε). SinceĴ has length ≤ s − 1, using the inductive hypothesis we can compute a finite bound on the cardinality of −1 (t). This is also a bound on V (g) since we can associate injectively to eachx ∈ V (g) a point of −1 (t) lying in the arc betweenx and the point consecutive tox (which exists by Lemma 7.12).
Combining all the lemmas, we obtain a proof of the first statement of Theorem 7.2.
We now prove the second statement. Let F : K n → K m be Pfaffian with respect to a Pfaffian chain (f 1 , . . . , f s ). We need some preliminary results.
The following lemma is a modification of an observation by Alessio Martini.
Lemma 7.16. Let F : K n → K be definable, continuous, proper and nonnegative, and M ∈ N. Suppose there is an infinitesimal nonnegative sequence (ε k ) k<Cofin(K) such that for every k < Cofin(K), F −1 (ε k ) has fewer than M definably connected components. Then F −1 (0) has fewer than M definably connected components.
Proof. Since F is proper, F −1 (0) and F −1 (ε k ) are d-compact. Assume, for contradiction, that there exists a partition {C 0 , . . . , C M −1 } of F −1 (0) into nonempty definable clopen subsets. Let
Note that δ > 0, the B i s are open (in K n ) and disjoint, B i ∩F −1 (0) = C i , and W = i B i . We note that each J i is definably connected. Indeed, assume, say, i = 0. Let ε ∈ J 0 , and letȳ ∈ B 0 be such that
is also definably connected, and therefore ε is in the same definably connected component of J 0 as 0; since this is true for every ε ∈ J 0 , J 0 is definably connected.
Let θ i := sup J i and η 1 := min i θ i . We claim that there exists η 2 > 0 such that Let k < Cofin(K) be such that ε k < η. Since F −1 (ε k ) has at most M definably connected components, we deduce that F −1 (ε k ) ∩ B i = ∅ for at least one i. However, this contradicts ε k ∈ i F (B i ).
We turn to the proof of the second statement of Theorem 7.2.
Lemma 7.17. We may assume that F is proper, m = 1 and F ≥ 0.
Lemma 7.18. We may assume that 0 is a regular value for F . Proof. Consider the function F ε := F − ε for 0 < ε ∈ K. It follows from Theorem 6.8 that the set of critical values of F is meager, hence we can find an infinitesimal sequence (ε n ) n<Cofin(K) such that ε n is a regular value for F . If we find a bound which works for every F εn , then by Lemma 7.16, the same bound will work for F . By Corollary 6.9, there exists a nonzeroā ∈ K n such that uā(x) :=ā ·x is a Morse function on V (F ). Once these lemmas are established, note that every nonempty clopen definable subset C of V (F ) is d-compact, and hence the function uā has at least one critical point on C; it follows by a standard argument that the number of definably connected components of V (F ) is finite, and is bounded by the number of critical points of uā on V (F ), if the latter is also finite.
Choose an orthogonal basis e 1 , . . . , e n of the orthogonal space toā, and write (y 1 , . . . , y n−1 , y n ) for the coordinates in the basis (e 1 , . . . , e n ,ā). We can then proceed as in [16, pp. 188-189 ]: a calculation shows that the critical points of uā on V (F ) are regular zeros of the mapF := (F, ∂F /∂y 1 , . . . . . . , ∂F /∂y n−1 ). Since each ∂F /∂y i is a linear combination of ∂F /∂x 1 , . . . , ∂F /∂x n , a bound on |V reg (F )| is given by the first statement in Theorem 7.2. This concludes the proof.
8. Conclusion. Now we are ready to give necessary and sufficient conditions for a definably complete Baire expansion of a field by C ∞ functions to be o-minimal: Theorem 8.1. Let K be a definably complete Baire expansion of a field by a family of C ∞ functions. Then K is o-minimal if and only if every quan-tifier free K-definable set has finitely many definably connected components (uniformly in the parameters).
This result, together with Theorem 7.2, gives us immediately the following corollary.
Corollary 8.2. Let K be a definably complete Baire expansion of a field by a family of Pfaffian functions. Then K is o-minimal.
Remark 8.3. We recall that Tarski's question about the decidability of the theory of the real exponential field is still open. The best result so far in this direction is in [15] , where the authors give a candidate for an axiomatization, which is actually complete if Schanuel's Conjecture is true. It follows from Corollary 8.2 that if L is the language of ordered rings with an extra unary function symbol f , then the L-theory axiomatized by the scheme of definably complete Baire structure together with an axiom stating that f = f and f (0) = 1, is a recursive and o-minimal subtheory of the theory of the real exponential field. This subtheory thus provides a reasonable candidate for an axiomatization of the theory of the real exponential field. If one could prove that this subtheory is complete, then we would infer that the theory of the real exponential field is decidable. Theorem 8.1 is a special case of a more general statement (appearing in [8] ), giving necessary and sufficient conditions for a definably complete Baire expansion of an o-minimal structure by C ∞ functions to be o-minimal. More precisely, let K be a definably complete Baire structure, K 0 be an o-minimal reduct of K, expanding the field structure, and F be a family of total C ∞ functions definable in K. We assume that F is closed under permutation of variables, contains the coordinate functions (x 1 , . . . , x n ) → x i , and that if f ∈ F, then (x, y) → f (x) is also in F. Let K 0 (F) be the reduct of K generated by K 0 and F. Let G 0 be the set of all total continuous functions definable in K 0 , and G be the set of functions of the form h • f for some f : K n → K m in F m and some h :
Theorem 8.4 ([8, Theorem 6.2]). K 0 (F) is o-minimal iff, for every g ∈ G, there exists a natural number N such that, for every affine set A, the set V (g) ∩ A has at most N definably connected components.
However, a direct proof of Theorem 8.1 can be obtained by modifying the proof of [23, Theorem 1.9] , which is the original statement of this result for expansions of the real field. Wilkie's proof uses measure-theoretic arguments. One can show that these arguments can be replaced by def-Baire category arguments. The reader familiar with [23] can check that Wilkie's proof goes through in our context as well, provided that one uses the following facts:
