We consider the statistical learning setting of active learning in which the learner chooses which examples to obtain labels for. We identify a useful general purpose structural property of such learning problems, giving rise to a query-efficient iterative procedure achieving approximately optimal loss at an exponentially fast rate, where the rate is measured in units of error per label. The effectiveness of our ideas is demonstrated on the problem of learning to rank from pairwise preference labels, known as minimum feedback arc-set in tournaments when all the quadratically many preferences are given as input.
Introduction
The performance of statistical estimation procedures is one of the fundamental interests of machine learning theory. A common performance statement usually consists of an empirical penalty term measuring the affect of an estimator, and a class complexity term depending on some characteristic of learner's prior. Some of the well known class complexity measures are the VC-dimension, Rademacher complexity, and KL-divergence among distributions over the class. Such class complexity measures apply to a standard learning setting, in which some label information is available to the learner from a (possibly unknown) random process.
In active learning settings, the learner chooses which labels to view. The goal is to optimize the training set to gain a fast learning rate, roughly defined as the number of queries necessary to achieve an estimator with a prescribed error. The main complexity measures used in active learning theory are the splitting index of Dasgupta [2006] , a variant of the teaching dimension by Hanneke [2007b] , and the disagreement coefficient of Hanneke [2007a] which found useful for analyzing many active learning algorithms.
In this work we identify a novel specific structural property of the class of estimators which, when present, gives rise to exponential learning rate bounds. Roughly speaking, this property allows us to approximate the difference between the loss of any fixed "pivotal" estimator with that of any other estimator, up to an error term that is linear in the amount of difference between the two estimators. The key property is that the linear coefficient can be made arbitrarily small. This simple property turns to be extremely powerful allowing efficient iterative search of (1 + ε)-competitive estimators.
Our iterative scheme ideas are quite general, and substantially different from the concept of disagreement-based methods that has been dominating the field of active learning for the last few years [see, e.g., Hanneke, 2009] . The core idea of this concept is an algorithmic invariant in which a restricted subset of hypotheses (solutions), and a corresponding sub-region of instances are maintained in tandem, and the next query is somehow chosen from that sub-region.
While our proposed scheme gives extremely strong results it is hard to expect that it can be applied to every learning problem. Nevertheless, we show the usefulness of our ideas on the problem of learning to rank from pairwise preferences, also known in the world of combinatorial approximation as the Minimum Feedback Arc-Set in Tournaments (MFAST) in the setting where all quadratically many preferences are given (for free), and the goal is to reduce computational resources required for computing a full linear order that best fits the underlying directed tournament. MFAST is NP-hard [Alon, 2006] . Recently Kenyon-Mathieu and Schudy [2007] show a (non query efficient) PTAS for this problem.
In our work we study query complexity, and show a new direction of attack that pushes us close to the information bounds. Surprisingly, attacking from this direction also helps in reducing the query complexity of solving well known (and useful) learning theoretical relaxations. Recently, Ailon [2011] presented comparable yet slightly worse (by factor poly(log n, ε −1 )) query complexity bounds by generalizing techniques developed by Kenyon-Mathieu and Schudy [2007] . His algorithm, however, suffers from the disadvantage of not being amenable to searching in a restricted space of permutations, as the one arising from the case of linear permutations on data with features. 1 Moreover, in the case of constant dimensional feature space, we show in Section 5 that not only is our proposed method amenable to this practical setting, but it lends itself to yet an additional improvement in query complexity using powerful techniques known as ε-relative approximations [Li et al., 2000, Har-Peled and Sharir, 2011] .
Other important recent work on approximating the minimum feedback arc-set problem, much of which inspired this work (yet none comparable with it) can be found in Ailon et al. [2008] , Braverman and Mossel [2008] , Coppersmith et al. [2010] .
Summarizing our main contribution: (1) We define a novel structural property over sets of functions that allows an exponential rate search for an almost optimal solution. (2) We demonstrate how to use this property for the problem of learning to rank from pairwise preferences (LRPP), obtaining a near optimal query complexity. (3) We show how our algorithm can be used to construct a query efficient version of a certain family of relaxations. For LRPP, this applies to the case in which the set of alternatives is embedded in a real feature space and we search in the restricted space of linearly induced permutations using a convex pairwise penalty. (4) If, additionally, the feature space has constant dimension, we show an additional slight improvement in the query complexity.
ε-Smooth Approximation of Relative Regret Functions
Consider the following general setting. We are given a finite space X endowed with a measure µ. 2 Let F denote some class of functions from X to R, and h : X → R some function not necessarily in F. Let d(f, g) be a pseudo-metric over pairs of functions f, g ∈ F ∪ {h}, defined as
where L : R × R → R + is some fixed (given) metric, known as the label loss function. In a typical case, all functions in question are binary and L(x, y) is simply 1 x =y . For each f ∈ F we say that d(f, h) is the cost of f . Our goal is to find a function f * ∈ F with minimal cost d(f, h). We are interested in cases where h is unknown, but we have access to an horacle returning a value h(x) of a chosen x ∈ X . The ε-query complexity of the problem is defined as the number of queries required in order to find a function f ∈ F satisfying d(f, h) ≤ (1+ε)d(f * , h). Note that clearly a sublinear (in |X |) query complexity algorithm is not able to compute d(f, h) given f , hence clearly such an algorithm can only work for searching in highly structured spaces.
Definition 2.1. Let f be an arbitrary function in F. Define the f -relative regret function
These definitions suggest an iterative search described in Algorithm 2.1. In each step, it replaces the current solution with the minimizer of an ε-smooth approximation of the corresponding relative regret function. Theorem 2.2 below shows that the excess cost above a (1 + O(ε))d(f * , h) baseline decays exponentially.
The algorithm and the corresponding theorem appear in full generality. Thus, it is not clear at all why optimizing over an ε-smooth approximations, ∆ f , is any easier than the original problem of minimizing d(·, h) over F. The benefit in terms of query efficiency will become evident once we show below such approximations for a particular important problem. We believe that other applications may benefit as well. Input: Initial solutionf 0 ∈ F, estimation parameter ε ∈ (0, 1/5), and number of iterations
is an ε-smooth approximation of ∆f
Theorem 2.2. Assume input parameters ε ∈ (0, 1/5), number of iterations T , and initializer f 0 ∈ F of Algorithm 2.1. Denote OPT min f ∈F d(f, h). Then the following holds forf t obtained in Algorithm 2.1 for all 1 ≤ t ≤ T :
The proof is given in Appendix A due to lack of space. In the remaining sections we concentrate on variations of a particular problem for which our scheme guarantees a fast learning rate compared to any other known technique. The problem is known as learning to rank from pairwise preferences, and is akin to the well known computational complexity theoretical minimum feedback arc-set in tournaments.
Main Application: Learning to Rank from Pairwise Preferences (LRPP)
Let V be a set of n elements (alternatives). The instance space X is taken to be the set of all distinct pairs of elements in V , namely V ×V \ (u, u) : u ∈ V . The target function h : X → {0, 1} encodes a preference function satisfying h (u, v) = 1 − h (v, u) for all u, v ∈ V . By convention, we think of h (u, v) = 1 as a stipulation that u is preferred over v. For convenience we will drop the double-parentheses when invoking h.
The class of solution functions F we consider is all f :
This is equivalent to the space of permutations over V , and we will hence use greek letter notation π, σ instead of f, g to emphasize this point. We also use notation u ≺ π v as a predicate equivalent to π(u, v) = 1. Endowing X with the counting measure µ, d(π, σ) turns out to be the well known kendall-τ distance:
A preference query is defined to as acquisition of h(u, v) for a pair (u, v) ∈ X chosen by the algorithm (the learner). Abusing notation, we will also define π(u) for π ∈ F and u ∈ V as the position of u in the permutation induced by π. For example, π(u) = 1 if u beats all other alternatives: π(u, v) = 1 for all v = u; Similarly π(u) = n if u is beaten by all other alternatives.
ε-Smooth Approximations for LRPP
Consider the following idea for creating an ε-smooth approximation of ∆ π , for a fixed π. Start by creating a random sample S ⊆ X . The sample will be obtained as follows. Fix an integer k (will be determined below). For all u ∈ V and for all i = 0, 1, . . . , log n , let I u,i denote the set of elements v such that 2 i k ≤ |π(u) − π(v)| < 2 i+1 k. From this set, choose a random subset R u,i of |I u,i |/2 i elements, each chosen uniformly (with repetitions). 3 4 For distinct u, v ∈ V and a permutation σ, let C u,v (σ) denote twice the contribution of the pair u, v to d(σ, h), namely:
is defined as follows:
Note that the inner sum treats R u,i as a multi-set, because elements were chosen with repetition. Clearly, ∆ π (σ) is an unbiased estimator of ∆ π (σ). Our goal is to prove (2.2), by estimating its error. The main idea will be to decompose the error | ∆ π (σ) − ∆ π (σ)| vis-a-vis corresponding pieces of the distance d(σ, π) between σ and π. For any permutation σ ∈ F, we define the corresponding profile of σ as the vector:
For a subset V of V , we let prof(σ) [V ] denote the restriction of the vector prof(σ) to V . Namely, the vector obtained by zeroing in prof(σ) all coordinates v ∈ V . Note that prof(σ) 1 is exactly the well-known Spearman Footrule distance between σ and π. Now fix σ ∈ F and two distinct u, v ∈ V . Assume u, v is an inversion in σ with respect to π, and
We will "charge" the inversion to argmax {u,v} |π(u) − σ(u)|, |π(v) − σ(v)| (breaking ties using some canonical rule, e.g., charge to the greater of u, v viewed as integers). For any u ∈ V , let charge σ (u) denote the set of elements v ∈ V such that (u, v) is an inversion in σ with respect to π, which is charged to u based on the above rule. The function ∆ π (σ) can now be written as
Indeed, any pair that is not inverted contributes nothing to the difference. Similarly, our estimator ∆ π can be written as
. Now consider the following restricted versions of ∆ π and ∆ π :
3 Think of the size of the set Ru,i as exactly k -the number |Iu,i|/2 i is a technicality required for dealing with sets Iu,i that are clipped at the edges and are not of maximal size 2 i k. 4 A variant of this sampling scheme is as follows: For each pair (u, v) , add it to S with probability proportional to min{1, k/|π(u) − π(v)|}. A similar scheme can be found in Ailon et al. [2007] , Halevy and Kushilevitz [2007] , Ailon [2011] but the strong properties proven here were not known.
5 For the sake of definition assume an arbitrary indexing such that V = ui : i = 1, . . . , n .
We further split the expressions in (3.4)-(3.5) as follows:
where, 
, so that the last inequality takes the following more convenient (yet weaker) form: (given a fixed value of J σ,M ) is bounded above by n(log n)J σ,M M/ε (log n)J σ,M /ε 2 . To see this, note that the number of nonzeros in prof(σ)[U σ,≤M ∩ T σ,M ] can be at most (log n)J σ,M /ε 2 , and each such nonzero can clearly take an integer value of no more than (log n)J σ,M M/ε (as a very crude estimation).
We can now use Hoeffding bound to show that, for fixed σ ∈ F M , and in virtue of our sampling scheme, the probability thatÂ σ,M deviates from A σ,M by more that ε prof(σ)[U σ,M ] 1 = Θ(εM J σ,M ) is at most exp{−c 1 ε 2 kJ σ,M } for some global c 1 > 0. By taking k = c 2 log 2 (n/ε)/ε 4 and union bounding, we get that for fixed J, with probability at least 1 − 1/(3n 2 ), uniformly for all σ ∈ F M such that J σ,M = J,
(3.10)
Union bounding over all possible M and all possible values of J σ,M , using a crude estimation of n 2 for the number of possibilities, we get that with probability at least 2/3, (3.10) holds uniformly for all σ and M . Now consider the estimationB σ,M for B σ,M . Notice that for any u ∈ V the number of elements in charge σ (u) ∩ T σ,M can be at most 4εM . To see this, note that these elements are contained in two intervals of size 2εM on the left and on the right of u in π. Denote the union of elements in these 2 intervals by Q(u, M ) ∈ V . LetQ(u, M ) denote the collection of v ∈ Q(u, M ) such that (u, v) ∈ S. For each u ∈ U and for each M , the expected size ofQ(u, M ) is clearly O(εk).
The probability that the size is at least 3/2 times larger is at most 1 − exp{−c 3 εk}. Our choice above of k suffices to ensure that with probability at least 8/9, simultaneously for all u ∈ V and possible M : |Q(u, M )| = Θ(εk). From this it is easy to verify thatB π (σ, M ) = Θ( u∈U σ,M εM ) = Θ(ε prof(σ) ).
For a fixed σ, consider now the possible values of M ∈ {1, 2, 4, ..} such that σ is insignificant at M . Denote this set by insig(σ). Observe that due to our sampling scheme, the total contribution of the elements u ∈ ∪ M ∈insig(σ) U σ,M to the error |∆ π (σ, M ) − ∆ π (σ, M )| is at most Θ(ε prof(σ) 1 ). Finally, notice that ∆ π (σ) = M =1,2,4,... ∆ π (σ, M ) and similarly ∆ π (σ) = M =1,2,4,... ∆ π (σ, M ). We conclude, combining the above estimations and using the triangle inequality, that with probability at least 5/9, | ∆ π (σ) − ∆ π (σ)| ≤ c 4 ε prof(σ) 1 for some global c 4 > 0. By a know inequality bounding the Spearman Footrule distance prof(σ) 1 by twice the kendall-τ distance d τ (π, σ) between the two, we conclude: | ∆ π (σ) − ∆ π (σ)| ≤ 2c 4 εd τ (π, σ) , giving the condition (2.2) for an ε-smooth approximation. Now notice that the size of the pair sample set S is, by our choice of k, O(ε −3 n log 3 n).
Theorem 3.1. For any permutation π ∈ F there exists an ε-smooth approximation function ∆ π (σ) computable with high probability given O(ε −4 n log 3 n) preference queries which are chosen using a randomized algorithm.
Using Theorem 2.2 together with the fact that d(·, ·)
is an integer valued function bounded by n 2 , we get: Corollary 3.2. There exists an algorithm for LRPP with total preference query complexity of O(ε −4 n log 4 n) returning a (1 + O(ε))-competitive solution, achieved with constant probability by executing O(log n) iterations of Algorithm 2.1 and using the constrution of ε-smooth approximations implied by Theorem 3.1.
A similar result with slightly worse dependence on n and ε was achieved by Ailon [2011] . However, the result there had a significant shortfall. In practical environments of LRPP, V is not merely an abstract set of points points, and one works with a (known) feature vector in some real space attached to each alternative. Instead of searching the entire space of permutations, one only searches in the limited subspace obtained by ordering the alternatives according to (typically) linear score functions. Corollary 3.2 applies to this restricted definition of F seamlessly. This is with contrast with the result of Ailon [2011] that cannot achieve this in any obvious way. We continue discussing such linearly induced permutations in Sections 4.1 and 5.
Relaxations
The results obtained above are primarily information theoretical, because it is not clear how to optimize ∆ f . This, in particular, is the case for the problem discussed in Section 3. In fact, there, optimizing ∆ f is equivalent to weighted sparse minimum feedback in directed graphs, which is considered harder than the tournament case [e.g., Dinur and Safra, 2002] . 6 Instead of optimizing d(f, h) over f ∈ X , assume we are interested in optimizingd(f, h), wherẽ
Redefine relative regret with respect to the relaxed loss:
The idea is that usingL instead of L may allow computationally efficient optimization. Before we discuss a particular example in Section 4.1, we present a general result. Consider again Algorithm 2.1 with respect to this definition of ∆ f . Theorem 2.2 is now replaced with the following:
Theorem 4.1. Assume the relaxed relative regret definition ∆ f =d(g, h) −d(f, h). Let OPT denote the minimal possible costd(f, h) over f ∈ F, andf 0 ∈ F be an arbitrary function initializing Algorithm 2.1. Then the following holds for the estimationf t computed in the t'th iteration of the algorithm, for t ≤ T :d
The proof is very similar to that of Theorem 2.2, and we omit the details.
LRPP over Linearly Induced Permutations
The following is a typical setting in applications [e.g., Herbrich et al., 2000 , Joachims, 2002 which serves as an example for the usefulness of the construction in the previous section. Consider LRPP where now each point u ∈ V is endowed with a (known) vector ψ(u) ∈ R d , where d is some ambient dimension. 7 Assume normalization ||ψ(u)|| 2 ≤ 1 for all u ∈ V . For simplicity denote such an embedding in boldface fonts u ψ(u), and refer both to the n input elements and their embeddings with V . For each possible vector w ∈ R d we define a corresponding permutation π w by u ≺ πw v if and only if f w (u, v) w, v − u < 0 . (We avoid the treatment of ties w, v = w, u here.) Intuitively, u "beats" v if its utility w, u is higher than the utility w, v of v. The goal is to solve LRPP over the space of permutations {π w : w ∈ R d }. This is called LRPP over linearly induced permutations. We will impose a norm bound on w, so that our search space F will now be in correspondence with {w ∈ R d : w 2 ≤ C reg } for some constant C reg > 0. 8 Each w ∈ F is also thought of as a function from X to R, where we recall that for the problem of ranking, X is identified with the set of ordered pairs in V . Precisely, w((u, v)) = w, u − v . The function L(x, y) is taken to be L(x, y) = 1 2 1 sgn(x) =sgn(y) . The pseudo-metric d over F now clearly becomes the Kendall-τ distance applied to the corresponding two permutations induced by its arguments. The relaxed functionL is taken to beL(x, y) = max{0, 1 − xy}, known as the hinge-loss function. Observe that L(a, b) ≤L(a, b), as required by (4.1).Optimizing the corresponding relaxed loss functiond(w, h) over w ∈ F and given h in entirety is a convex optimization problem, in fact an SVM formulation. Hence, it can be done in polynomial time. We are interested in an (1 + ε) approximation of this SVM using few preference queries from h. Theorem 4.1 tells us that Algorithm 2.1 does exactly that. Each iteration (using the notation of this section) optimizes∆ w where w is the solution from the previous iteration. Such an optimization task is itself equivalent to a (weighted) SVM (with a constant subtracted from the utility function), solvable in polynomial time.
Deriving the underlying query complexity reduces to understanding how to construct an ε-smooth approximation∆ w using few queries into h. It turns out that applying the sampling technique of Section 3 on the permutation π w and redefining C u,v (π w ) asL(h(u, v), w(u, v)) (instead of (3.1)) harms the main result there (Corollary 3.2) only by possibly changing the constant hiding in the O− notation. Indeed, it is an exercise to see that the boundedness ofL (in virtue of u 2 ≤ 1 and w 2 ≤ C reg ) ensures that all arguments follow through. The relevant version of Theorem 3.1: Theorem 4.2. For any w ∈ F there exists an ε-smooth approximation function ∆ w : F → R of ∆ w computable with high probability given O(ε −4 n log 3 n) preference queries chosen using a randomized algorithm.
LRPP over Linearly Induced Permutations in Constant Dimensional Feature Space
In this section, we continue to study linearly induced permutations as in Section 4.1. Instead of resorting to the relaxationd in order to gain computational feasibility, we again consider the problem of optimizing d(·, h) but assume that the feature space dimension d is constant. Using standard tools from computational geometry, it can be proven that optimizing our ε-smooth approximationŝ ∆ w can now be done exactly in time n O(d) by analyzing a certain arrangement of hyperplanes. This "defines away" the computational complexity issue. The interesting thing is that it leads to a slight improvement in preference query complexity. We are assuming familiarity with the theory of geometric arrangements, and refer the reader to de Berg et al. [2008] for details. For each pair of vertices u, v ∈ V we define a corresponding hyperplane: h u,v {x : x, u − v = 0} . Let H be the collection of these n 2 hyperplanes. The maximal dimensional cells in the underlying arrangement A(H) represents our subspace F = {π w : w ∈ R d } of permutations. We thus call A(H) from now on the permutation arrangement, and we naturally identify full dimensional cells with their induced permutations. We denote by C π ⊆ R d the unique cell corresponding to π ∈ F. We say that a permutation π on elements of V is realizable if there is a corresponding cell C π in A(H).
Structural Properties of the Permutation Arrangement
The permutation arrangement has a natural geometric interpretation of kendall-τ distance d(π, σ) between two realizable permutations π, σ. Indeed, when we walk from a fixed cell C(π) to a neighboring cell C(π ), we cross the corresponding hyperplane representing a unique inversion of a consecutive pair of elements. More generally, the kendall-τ distance between any two realizable permutations π, σ is exactly the number of hyperplanes crossed by the line segment connecting any point w ∈ C π and another point w ∈ C σ .
Another fundamental structural property is the fact that only a small subset of permutations is realizable. Indeed, the number of cells in A(H) is at most O(|H| d ) = O(n 2d ), which is considerably smaller than n! for constant d. In fact, it is fairly standard to show that the actual bound is O(n 2d−2 ) in this case. Indeed, since all hyperplanes in H contain the origin, this implies that all cells of A(H) are infinite cones with apex at the origin. Thus, it is enough to consider the arrangement obtained on the unit sphere S d−1 to bound its combinatorial complexity. Hyperplanes in R d intersect S d−1 in "great circles," and their induced arrangement admits only O(|H| d−1 ) vertices, edges, faces and cells. We omit the straightforward details and refer the reader to de Berg et al. [2008] for a more detailed discussion. The next Proposition connects the kendall-τ distance with the structure of the arrangement. The corresponding proof is given in Appendix B.
Proposition 5.1. Let π be a realizable permutation, and let C ≤t denote the closure of the union of cells corresponding to realizable permutations of kendall-τ distance at most t from π. Then the overall number of hyperplanes intersecting C ≤t is at most 4tn.
Relative Approximations in Bounded Degree Range Spaces
Fix a realizable permutation π, and note it corresponds a cell C π of A(H). We start by defining a sequence of range spaces. We construct H 0 ⊆ H 1 ⊆ H 2 ⊆ . . . ⊆ H 2 log n = H, a gradation of the hyperplanes, where H i contains all hyperplanes defining the cells in C ≤2 i (that is, those cells that are located at kendall-τ distance at most 2 i from C π ). In particular, H 0 contains the (at most) n − 1 hyperplanes defining C π , H 2 log n is the entire set H, and the size of H i is at most n2 i+1 according to Proposition 5.1. For each i = 0, . . . , 2 log n , we define the range space (putting H −1 = ∅):
is a subset of hyperplanes meeting the segment s.
Proposition 5.2. For all i, the VC-dimension of Σ i is at most 2d.
For a proof, see for example, Agarwal and Erickson [1997] . For each realizable permutation σ recall the function ∆ π (σ) = (u,v)∈X C u,v (σ) − C u,v (π) as defined in (3.1). We decompose ∆ π by naturally "charging" partial sums to Σ i for i = 0, . . . , 2 log n , as follows:
Observe that ∆ π ≡ i ∆ π,i . We also define the family of functions g π,i,σ : 
Then with probability at least 1 − δ,
We are now ready to present our sampling technique. Set ν = δ = 1/(10n) and for each i = 0, . . . , 2 log n choose c((2d log ν −1 + log δ −1 )ε −2 ν −1 ) = O(ε −2 dn log n) hyperplanes uniformly at random (with repetitions) from H i \ H i−1 . Denote the sample by S i . 9 By union bounding, the premise (5.2) of Theorem 5.4 holds with respect to X = H i \H i−1 , G = G + π,i for all i ∈ 0, . . . , 2 log n as well as for G = G − π,i for all i. Now define for any realizable σ,
Plugging into (5.2), we get for all i,
This implies that for all realizable σ:
We now use Proposition 5.1 to bound |H i \ H i−1 | by n2 i+1 . We also note that if d(π, σ) < 2 i−1 then both ∆ This, together with the observation that the total size of our sample set, 2 log n i=0
|S i |, is O(dn log 2 n/ε 2 ), completes the proof of the main result for this section:
Theorem 5.5. For any realizable permutation π ∈ F there exists an ε-smooth approximation function ∆ π (σ) defined for realizable permutations σ, and computable with high probability given O(dε −2 n log 2 n) preference queries chosen using a randomized algorithm.
Using Theorem 2.2, we conclude:
Corollary 5.6. There exists a polynomial time (1 + O(ε))-approximation algorithm for LRPP over linearly induced permutations in constant dimensional feature space with a total query complexity of O(ε −2 n log 3 n), achieved by executing O(log n) iterations of Algorithm 2.1 and using the ε-smooth approximations guaranteed by Theorem 5.5.
Future Work
Our main open question is: What is the correct sample complexity of computing ε-smooth approximations for relative regret functions for LRPP, both in the case of optimizing over the entire set of n! permutations, and over linearly induced permutations? Also, which other problems have query efficient constructions of ε-smooth approximations of relative regret functions? We believe that this method can potentially help develop active learning algorithms for problems other than LRPP. Finally, we would like to know if it is possible to directly use∆ π , as defined in Section 2.1, in order to obtain a query efficient polynomial time approximation scheme for LRPP.
