Previous measurements of the composition of Ultra-High Energy Cosmic Rays (UHECRs) made by the High Resolution Fly's Eye (HiRes) and Pierre Auger Observatory (PAO) are seemingly contradictory, but utilize different detection methods, as HiRes was a stereo detector and PAO is a hybrid detector. The five year Telescope Array (TA) Middle Drum hybrid composition measurement is similar in some, but not all, respects in methodology to PAO, and good agreement is evident between data and a light, largely protonic, composition when comparing the measurements to predictions obtained with the QGSJetII-03 and QGSJet-01c models. These models are also in agreement with previous HiRes stereo measurements, confirming the equivalence of the stereo and hybrid methods. The data is incompatible with a pure iron composition, for all models examined, over the available range of energies. The elongation rate and mean values of X max are in good agreement with Pierre Auger Observatory data. This analysis is presented using two methods: data cuts using simple geometrical variables and a new pattern recognition technique.
Introduction
The nature, origin, and propagation of Ultra-High energy Cosmic Rays (UHECRs) remains one of the major unsolved questions in particle astrophysics. Recent results from the High Resolution Fly's Eye (HiRes), Pierre
Auger Observatory (PAO), and Telescope Array (TA) experiments ( [1] , [2] , [3] ) have reliably determined that the spectrum of these cosmic rays terminate near 60 EeV, consistent with predictions of a cutoff (so-called GZK cutoff [4] , [5] ) due to the onset of inelastic interactions of protons with the primordial 2.7 K black body radiation.
Such a cut-off implies that the sources of the highest energy cosmic rays must lie relatively nearby ( 100 Mpc).
The nature of the composition of these cosmic rays is critical in determining whether this is in fact the mechanism, since such a cutoff could be mimicked in a variety of other ways [6] , [7] , [8] . The composition of UHECR also has a major impact on predictions of the minimal extragalactic neutrino flux, as well as expectations for determining sources of UHECR, by searching for anisotropy. If cosmic ray composition is light, and our understanding of extragalactic and galactic magnetic fields are not far from being correct, then sources within the 100 Mpc GZK radius should become evident as anisotropic enhancements. The situation becomes much less encouraging if the composition is heavy.
Because of the low flux of UHECR it is unfeasible to study them by direct detection. Instead, we determine the longitudinal shape of the air-shower of particles produced by the interaction of the primary cosmic ray in the atmosphere, using the air-fluorescence technique pioneered by * Corresponding author Email address: jplundquist@cosmic.utah.edu (J.P. Lundquist) the Fly's Eye, and HiRes experiments [9] , [10] . The extensive air shower (EAS) reaches a maximum in particle density at a point in the atmosphere where the mean energy of the secondaries drops below the critical energy. The distribution of the depth of this maximum (X max ) is sensitive to the nature of the primary composition. Heavy nuclei will interact higher in the atmosphere, and have smaller fluctuations in shower development, while protons will interact more deeply, and have larger X max fluctuations.
Comparison of HiRes, TA, and PAO results is complicated by the different analysis approaches of the experiments. In the case of HiRes, loose quality cuts to ensure good resolution and minimal energy dependent biases in were that for UHECR "10 18 to 10 18.5 eV... the shape of the X max distribution is compatible with there being a substantial fraction of protons..." [13] and "a gradual increase of the average mass of cosmic rays with energy up to 59 EeV " [14] was evident.
The composition analysis discussed in this paper uses five years of hybrid measurements from the Surface Scintillation Detector (SD) array in conjunction with the Fluorescence Detectors (FDs) at the Middle Drum (MD) site, at the northernmost end of the TA experiment. This site is unique in that the equipment consists of 14 refurbished telescopes from the HiRes-1 site of the previous HiRes experiment [15] . Figure 1 shows the layout of the Telescope Array experiment. The 507 SDs (black squares) are located in a 1.2 km square grid surrounded by three FD sites (blue triangles) that overlook the SD array [16] . give a statistical measure of the composition. Specifically, the distribution of events is used to distinguish between showers produced by light particles, and those produced by heavy particles.
This paper approaches the analysis of the hybrid X max data in two different ways. Since, the MD detector is essentially identical to the HiRes detectors (except for a more limited azimuthal field of view), we first examine the X max distributions using simple cuts on geometrical variables, similar to those previously used in the HiRes analysis. Due to the 10 km distance between the MD FD and the edge of the SD array, which causes a low average photon count at low energies, the MD hybrid data X max resolution is a strong function of energy. Because of this effect, we also developed a new technique using pattern recognition to improve the resolution, and to minimize its energy dependence. This analysis forms the second part of the paper starting at Section 5.
Hybrid Event Reconstruction
The MD hybrid composition analysis begins with event reconstruction. This study uses programs that were created to reconstruct events in monocular mode by the FDs, and stand-alone SDs. These reconstruction steps are performed independently on the initial data from each detector, and the results are combined into a hybrid analysis.
Specifically, the particle density, and timing information from the SDs, are combined with the longitudinal profile from the FDs, to generate a hybrid picture from which to calculate the X max parameter.
SD Reconstruction
Each SD consists of two layers of 3 m 2 scintillator.
As particles interact with the material the light emitted is directed along wavelength shifting fibers to one of two Photo-Multiplier Tubes (PMTs) (one for each layer) [17] . 
In this equation, the SDP normal vector is represented byn, and the viewing direction of the triggered tube i iŝ n i . The signal in tube i, or number of photoelectrons, is w i . The angular uncertainty of each tube, σ i , is set to 1 • .
Reconstruction using the MD data in monocular mode is described in detail in [15] .
Hybrid Reconstruction
The hybrid reconstruction method for the composition analysis was previously used for an energy spectrum analysis, described in [16] . Once the initial separate reconstructions have been done for SD and FD events the two are combined into one hybrid set using the timing information.
The time that the shower core passes the SD plane can be calculated independently from SD and FD measurements, and any events that occur within 2 µs of each other are assumed to be one hybrid event.
Each hybrid event is processed taking into account timing information, from both the FD and SD, as well as the position of the shower core on the ground measured by the SD. A χ 2 minimization is done taking into account all of these pieces.
The calculation of the shower geometry in the Shower Detector Plane (SDP) depends on the timing and pointing directions of the PMTs. The relationship between the event geometry, and the timing in the SDP, is described by Equation 2.
Here, t i represents the time that the i th tube triggered.
T R P is the time of the shower at the impact parameter, (R P ), and the tube viewing angle is represented by χ i .
Using this relationship, the angle of the shower, ψ, within the SDP can be calculated. More PMTs lead to a more accurate measurement. The hybrid analysis takes advantage of this possibility by adding the SDs as virtual "PMTs" to the calculation. This is done using the trigger time of the SDs, taking into account the distance for light to travel from the SD to a hypothetical PMT at the MD detector.
Once all the SDs are included in the calculation, a more accurate measurement of the geometry is obtained, and is used in the next stage of the analysis.
Next, the shower core position calculated from the SD analysis is used to constrain the hybrid analysis. The SDP normal vectorn (from Equation 1) that is fit during the MD FD analysis, is combined with the SD array information, and a χ 2 minimization is done. The fit takes into account the timing, as well as the core location. Three parameters are varied to find the minimum: ψ, the angle of the shower within the SDP; R P , the impact parameter;
and T Rp , the time that the shower is closest to the Middle Drum FD detector. These three parameters, along with the SDP, completely describe the geometry of the shower.
More detailed information can be found in [16] .
The final step, of the hybrid composition analysis, is to reconstruct the shower profile to find the X max of the shower. Each PMTs view of the shower is first converted into a shower depth, in g/cm 2 , and the relationship between the slant depth and the signal size for each PMT is compared to a library of Monte Carlo (MC) simulated
showers generated by CORSIKA [20] .
The MC showers are parametrically calculated, using
Poisson statistics. The initial energy of a cosmic ray particle is given, and the number of particles, N e , at any slant depth, x, is calculated from the Gaisser-Hillas parameterization [21] given in Equation 3.
N max is the number of particles at the shower maximum and X max is the slant depth at the shower maximum. The signal size of a PMT, at any slant depth, is then calculated given the initial energy of the MC shower. The signal size of each PMT in a hybrid event is compared with the predicted signal size of the MC shower at the same slant depth. Then, the χ 2 function is calculated, and the shower is matched with the MC shower that it best represents. The value of X max and energy is then taken from the MC shower. The SD energy is renormalized to the FD spectrum, as has been done in the TA SD spectrum analysis. Details about energy calibration and corrections for missing energy can be found in [16] .
Geometry Cut Event Selection
After a study of simulated showers, cuts were made on the data to improve the quality of the reconstruction of the shower parameters. With these cuts the data and MC distributions of various geometrical quantities such as zenith, R P , track length, etc. are found to be in good agreement with each other. These are the same cuts that were used in the spectrum analysis, and are listed below [16] . is conceivable that two independent events (one SD event and one MD event) may be combined due to their proximity in time. The core location of the shower at the ground, calculated using only the SDs (see [18] for details of SD reconstruction), is compared to the position calculated using the hybrid analysis, to ensure that the MD event and the SD event are the same event, so that only true hybrid events are kept. 
Composition Results with Geometry Cuts
The X max parameter helps distinguish between light, proton-like, and heavy, iron-like showers in two ways: (1) <X max >, the average X max value: simulations shows that proton-induced showers tend to penetrate further into the atmosphere, and develop later, resulting in a larger <X max > value than iron-induced showers of the same energy. Heavy particles tend to interact sooner, and produce a much larger multiplicity of secondaries on the first interaction, resulting in a smaller <X max > value. The <X max > from the data are compared to a set of Monte Carlo (MC) events, using proton primary particles, and a set using iron nuclei primary particles, to determine which set best describes the data. Actual cosmic rays may have intermediate nuclei, and/or a mixture of heavy and light particles.
Due to statistical limitations, this analysis only deals with the two composition extremes. (2) The distribution of the The distribution of the shower maximum for the proton Monte Carlo set (blue), and the iron Monte Carlo set (red), using QGSJETII-03. These distributions show all events with reconstructed energies E >10 18.2 eV. Note that the mean Xmax of the proton data is deeper and that the width of the proton distribution is significantly wider. The significant overlap between the two distributions make an event-by-event identification impossible. While an overall look, at the X max distributions, can
give some insight into the composition of the primary particles in the data, it does not give a complete picture. The cosmic ray particle composition could be energy dependent. Therefore, a study of how this distribution evolves with energy is suitable, and the distribution of the X max parameter of the data, compared to both MC sets, are examined in smaller energy ranges. However, the current set of cuts produce an energy dependent X max resolution (Figure 21a) . Much of the resolution energy dependence comes from the increasing number of events, at lower energies, that do not show a pronounced shower maximum in the detector field of view. In particular, the PAO results indicate an energy dependent narrowing of the X max distribution [14] . It is therefore important to reduce the resolution energy dependence, over as large an energy range as possible, to improve the reliability of our conclusions.
As described in Section 5, simple chi-squared cuts on the G-H fits are not sufficient to reject most low energy events that have poorly defined X max .
To this end, we have developed a pattern recognition program that selects events that have a clear rise and fall before, and after, the putative shower maximum. Figure   21b shows the improvement in the X max resolution energy dependence from imposing this selection.
Description of Pattern Recognition Method
Only events which have a clear rise and fall in FD photon signal flux versus atmospheric depth contain information on X max that can be reliably reconstructed. These The pattern recognition used is a non-adaptive track finder, similar to those used in particle physics analysis [24] .
In this particular case, the "track" is the extensive airshower profile, and the usual detector "track model," is the GH function [21] . We use the simplest possible simplification of the GH distribution: a triangle. All the parameters necessary to discriminate against flat events are contained in a set of triangles found from each event's binned photon flux signal versus reconstructed atmospheric depth pattern (see Figure 7) . The pattern recognition finds, and sets limits on, the allowed shapes of the extracted triangles, and rejects events outside those limits. Only events which contain useful information remain after cuts, based on these limits, are applied.
Pattern recognition is done in two steps: training and application. Training involves training set construction, feature construction, decision tree population, and feature selection [25] . variables), are pruned from the decision tree. The full method will be explained in detail in [27] .
The two most effective cuts, those that remove the highest number of bad events when applied individually, For the training subset of eye scanned good events, the event in Figure 12 was found to have the maximum value of the obliqueness of the large triangle. The obliqueness of this event populates the branch which sets the limit on the maximum allowed obliqueness of all events. The training subset good event in Figure 13 was found have the mini- Figure 14 shows a failed event, for which the obliqueness is less than the maximum allowed obliqueness, but the right triangle area is smaller than the allowed limit. Figure 15 shows a failed event, for which the right triangle area is greater than the minimum allowed right triangle area, but the large triangle obliqueness is larger than the allowed limit. Figure 16 shows a good event which passes both cuts. passed by all branches, it is considered a good event.
The result is a set of events with peaks far enough away from both edges, and a sufficient amount of curvature of the signal from the peak to either edge, so that we can be confident that X max is within the field of view. The single passed event which has the minimum value of large triangle obliqueness, and the maximum value of the right triangle area, of the whole set. This is also the highest energy event, at log 10 (Energy/eV) = 20.12. Bins with large errors have been removed for display purposes.
Geometrical Cuts Optimized for Pattern Recognition Events and their Effect on Resolution
The pattern recognition cuts were applied on all data that passed the weather cut, and all MC events, with no prior geometrical cuts. However, due to the fact that incorrectly reconstructed events can still have a clear X max in view, and to further improve X max and energy resolution, cuts which take into account the geometry of the events need to be applied, in addition to the pattern recognition cut. These geometry cuts were optimized using the proton MC resolutions and biases, with the priority being minimizing the energy dependence of the X max resolution.
To find the optimal set of cuts several considerations were taken into account: These include improving the overall X max resolution, minimizing the change of X max resolution with energy, improving the overall energy resolution, and minimizing the dependence of energy resolution on energy, while maximizing the total number of events. Secondary to these considerations were minimizing the X max and energy biases, produced by applying the cuts.
The resulting final set of optimized geometry cuts, applied to the events that passed the pattern recognition cuts, are listed below. Events which satisfy these inequalities are removed from the data set.
1. Zenith angle > 58 the mean X max . We study these effects using simulated Direct, and scattered, Cherenkov light must be subtracted to determine X max . The systematic effects of uncertainties in this subtraction have been previously studied, and have been found to be negligible [11] . This is even more the case for this data set, since the hybrid trigger makes it difficult for the fluorescent detector to see the shower at small angles to the shower axis, minimizing the effect of direct Cherenkov light subtraction.
Another source of systematic error, that is not addressable in MC simulation, is mirror alignment. Mirror surveys have been done using star alignments, and compared to theodolite based measurements. We estimate that mirror directions are known to ±0.05
• . For an average shower, at average core distance, and mean zenith angle, the resultant uncertainty in mean X max is 2.6 g/cm 2 . This ranges from 1.0 to 3.0 g/cm 2 over the energy range of the data. Figure 24: The data/MC comparisons of the shower maximum (Xmax), for E >10 18.2 eV: the distribution of measurements is shown for the data (black points with error bars), the QGSJETII-03 proton MC (blue), and iron MC (red) histograms. The MC has been normalized to the area of the data. The binned maximum likelihood estimated chi-squared test values show much better agreement between data and proton. Data is not in agreement with iron. 
Conclusion
The importance of this paper is in its use of fluores- tailed comparisons, using a set of simulated events from a mix of elements that are in good agreement with the PAO data, are in progress [33] . Such a mix can be input into the TA hybrid simulation, and reconstruction programs, and the result will be a prediction of what TA should observe given a composition inferred from PAO data. A direct comparison with the TA data can then be made.
Since this work is in progress, we simply remark that a light, nearly protonic, composition is in good agreement with the data, for both simple geometric cuts and pattern recognition cuts that result in improved X max resolution.
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