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Abstract—In this paper we investigate realization theory of a
class of non-linear systems, called Nash systems. Nash systems
are non-linear systems whose vector fields and readout maps are
analytic semi-algebraic functions. In this paper we will present
a characterization of minimality in terms of observability and
reachability and show that minimal Nash systems are isomorphic.
The results are local in nature, i.e. they hold only for small time
intervals. The hope is that the presented results can be extended
to hold globally.
I. INTRODUCTION
This paper deals with so-called Nash systems, i.e. non-linear
systems the right-hand sides of which are defined by Nash
functions. By a Nash function one refers to a semi-algebraic
analytic function. Therefore, the class of Nash systems is
an extension of the class of polynomial systems and it is a
subclass of analytic nonlinear systems. It is an interesting class
of systems to study because of their wide use in e.g. systems
biology to model metabolic, signaling, and genetic networks.
Moreover, this class also allows a constructive description by
means of finitely many polynomial equalities and inequalities
which leads to the possibility to derive computational methods
for control and analysis of these systems.
An example of framework in systems biology which re-
lies on Nash systems is well-known Biochemical Systems
Theory, see [14], [15], [16], [19]. In this framework all pro-
cesses in metabolic and gene-regulatory networks are modeled
by products of power-law functions, i.e. sums of products
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n of state variables x1, . . . , xn taken to rational
powers (qi, i = 1, . . . , n are rational numbers). Such functions
are a special case of Nash functions. Note that the values
of rational exponents (kinetic orders) in power-law systems
can be related to parameters of different rate laws such as
for example Michaelis-Menten kinetics, see [19]. Another
example of framework in systems biology which relies on
Nash systems is the tendency modeling framework, see [18]. It
extends the power-law framework by combining mass-action
and power-law kinetics into tendency kinetics.
In this paper we deal with the properties of Nash systems
which are relevant for modeling of biological data. Namely, we
deal with observability, reachability and minimality of Nash
systems (realizations) which represent data described by a
response map. Our approach is based on realization theory
for Nash systems, see [9], [10], which is a continuation of the
approach followed by [7] for nonlinear systems, [17], [2] for
polynomial systems and the one in [20], [1], [11], [12] for
rational systems. It is also closely related to the more recent
work [4], [3]. This paper is a longer version with all technical
details of the paper submitted to the 18th International Con-
ference on Methods and Models in Automation and Robotics
in Poland.
We introduce the notion of local Nash realization of a
shifted response map p. Let u be an input signal and p a
response map. Informally, a Nash system is a local Nash
realization of a response map p shifted by u, if the response of
the system to an input v equals the value of p at uv, provided
that v is defined on a small enough time interval. Here uv
denotes the concatenation of inputs. The map p shifted by u
is denoted by pu. In other words, the values of pu equal the
outputs of the Nash system, at least on a small enough time
interval. We show the following:
1) There exists a local Nash realization of pu if and only if
the transcendence basis of the observation algebra generated
by p is finite. This condition is analogous to the finite Hankel-
rank condition for linear, bilinear and analytic systems [6].
Moreover, if the transcendence degree of the observation
algebra is n, then pu has a minimal local Nash realization of
dimension n. Furthermore, the interval on which u is defined
can be chosen to be arbitrarily small.
2) If Σ is a local Nash realization of pu, then Σ can be
transformed, by following the steps of constructive procedures,
to a semi-algebraically reachable and observable local Nash
realization of puw, for some input w. The interval on which
w is defined can be chosen to be arbitrarily small.
3) A local Nash realization of pu is minimal among all local
Nash realizations of pv (with v ranging through all inputs),
if and only if it is semi-algebraically reachable and semi-
algebraically observable.
4) If Σ1,Σ2 are two local Nash realizations of pu, then we
can restrict them to open subsets of their respective state-
spaces such that the resulting systems will be isomorphic and
they will be local Nash realizations of puw, for some input w.
Moreover, the interval on which w is defined can be chosen
arbitrarily small.
We expect that the obtained results will be useful for
deriving analogous global results. For example, we hope to be
able to prove that semi-algebraic reachability and observability
are not only necessary, see Theorem A.6, but also sufficient
conditions for minimality of Nash realizations. Thus, the
results are expected to be useful in system identification, model
reduction, filtering and control design of Nash systems.
The paper is structured as follows. In Section IV and Section
V we present the reachability and observability reduction
procedures for local Nash realizations. In Section VI, we prove
the characterization of minimality and the existence conditions
discussed above. The basic notions are introduced in Section
II and Section III.
II. NOTATION AND TERMINOLOGY
Basic notation and terminology of commutative algebra and
real algebraic geometry used in this paper is adopted from
[21], [8], [5]. The notions of Nash systems and their properties
are borrowed from [10]. Note that we do not state all results
in their full generality as they can be stated over arbitrary real
closed field instead of the field R of real numbers.
If A is an integral domain over R then the transcendence
degree trdeg A of A over R is defined as the transcendence
degree over R of the field F of fractions of A and it equals
the greatest number of algebraically independent elements of
F over R.
A subset X ⊆ Rn is called semi-algebraic if it is a set of
points of Rn which satisfy finitely many polynomial equalities
and inequalities, or if it is a finite union of such sets. The
dimension of a semi-algebraic set X is given as the maximal
length of chains of prime ideals of the ring of polynomial
functions on X .
Let X1 ⊆ Rn and X2 ⊆ Rm be semi-algebraic sets. A
map f : X1 → X2 is a semi-algebraic map if its graph is a
semi-algebraic set in Rn+m.
Definition 2.1: A Nash function on a open semi-algebraic
set X ⊆ Rn is an analytic and semi-algebraic function from
X to R. We denote the ring of Nash functions on X by N (X).
We say that f : X → Rk is a Nash function if for
some f1, . . . , fk ∈ N (X) it holds that ∀x ∈ X : f(x) =
(f1(x), . . . , fk(x)).
Let Upc denote the set of piecewise-constant inputs u =
(α1, t1) · · · (αk, tk) with the input values α1, . . . , αk ∈ U ⊆
R
m and switching times t1, . . . , tk ∈ [0,∞). The input u is
defined for t ∈ [0, Tu :=
∑k
i=1 tk]. We denote by e the empty
input, i.e. Te = 0.
A subset U˜pc ⊆ Upc is called an admissible set of inputs,
if the following holds:
(i) ∀u ∈ U˜pc ∀t ∈ [0, Tu] : u[0,t] ∈ U˜pc,
(ii) ∀u ∈ U˜pc ∀α ∈ U ∃t > 0 : (u)(α, t) ∈ U˜pc,
(iii) ∀u = (α1, t1) · · · (αk, tk) ∈ U˜pc ∃δ > 0 ∀ti ∈ [0, ti +
δ], i = 1, . . . , k : u = (α1, t1) · · · (αk, tk) ∈ U˜pc.
In this paper we restrict our attention only to Nash systems
with the state-spaces defined as open connected semi-algebraic
sets instead of Nash submanifolds, see [10].
Definition 2.2: A Nash system Σ with an input-space U ⊆
R
m and an output-space Rr is a quadruple (X, f, h, x0) where
(i) the state-space X is an open connected semi-algebraic
subset of Rn,
(ii) the dynamics of the system is given by x˙(t) =
f(x(t), u(t)) for an input u ∈ Upc, where f : X × U →
R
n is such that for every input value α ∈ U the function
fα : X ∋ x 7→ f(x, α) ∈ R
n is a Nash function,
(iii) the output of the system is specified by a Nash function
h : X → Rr,
(iv) x0 = x(0) ∈ X is the initial state of Σ.
Let U˜pc(Σ) denote the largest set of all inputs u ∈ Upc
such that there exists a unique trajectory xΣ : [0, Tu] →
X of Σ corresponding to u and such that U˜pc(Σ) is an
admissible set of inputs. Notice that xΣ is a continuous
piecewise-differentiable function such that xΣ(0;x0, u) =
x0 and ddtxΣ(t;x0, u) = f(xΣ(t;x0, u), u(t)) for t ∈
(
∑i
j=0 tj ,
∑i+1
j=0 tj), i = 0, . . . , k − 1, t0 = 0.
Consider a map p : U˜pc → R, where U˜pc is an admissible
set of inputs. For any α1, . . . , αk ∈ U , denote by Tα1,...,αk
the set of all k-tuples (t1, . . . , tk) ∈ [0,+∞)k such that
(α1, t1)(α2, t2) · · · (αk, tk) ∈ U˜pc. We say that p is a response
map if for all α1, . . . , αk ∈ U , k > 0, the map pα1,...,αk :
Tα1,...,αk → R : (t1, . . . , tk) 7→ p((α1, t1) · · · (αk, tk)) is
analytic. We use the notation p ∈ A(U˜pc → R). A map
p : U˜pc → R
r is called a response map if its components
pi, i = 1, . . . , r belong to A(U˜pc → R). Define Aobs(p)
as the smallest subalgebra of A(U˜pc → R) which contains
p1, . . . , pr and which is closed under the derivative operator
Dα on A(U˜pc → R) defined as Dαf(u) = ddtf(u(α, t))|t=0+.
We say that a response map p : U˜pc → Rr is locally
realized by a Nash system Σ = (X, f, h, x0) if p(u) =
h(xΣ(Tu;x0, u)) for all u ∈ U˜pc ∩ U˜pc(Σ).
Proposition 2.3: Let p : U˜pc → Rr be a response map and
let S ⊆ U˜pc be an admissible set of inputs. If p|S = 0, then
p = 0. Furthermore, trdeg Aobs(p) = trdeg Aobs(p|S).
Proof: Consider the map Ψ : (A(U˜pc → R))r →
(A(S → R))r defined as Ψ(p) = p|S . It is an algebraic
isomorphism. Let us sketch the proof of injectivity of Ψ.
Assume p|S = 0. That is p(u) = 0 for all u ∈ S. In
particular, from the definition of an admissible set of inputs,
for any integer k > 0, α1, . . . , αk ∈ U , there exists t¯i > 0,
i = 1, . . . , k such that for all ti ∈ [0, t¯i], i = 1, . . . , k, the
input v = (α1, t1) · · · (αk, tk) satisfies v ∈ S and p(v) = 0.
From the analyticity of p it follows that p = 0.
Then, Ψ(Aobs(p)) = Aobs(p|S) which implies
trdeg Aobs(p) = trdeg Aobs(p|S).
Consider a response map p : U˜pc → Rr and u ∈ U˜pc.
Denote by pu the map pu : U˜pc
u
→ Rr, where U˜pc
u
= {v ∈
U˜pc | uv ∈ U˜pc}, such that ∀v ∈ U˜pc
u
: pu(v) = p(uv). It
is easy to see that pu is again a response map.
Definition 2.4: We say a Nash system Σ = (X, f, h, x0)
is semi-algebraically observable if trdeg Aobs(Σ) =
trdeg N (X). Observation algebra Aobs(Σ) is defined as the
smallest subalgebra of N (X) which contains all components
of h and which is closed under taking Lie derivatives with
respect to vector fields fα, α ∈ U .
Definition 2.5: We say a Nash system Σ = (X, f, h, x0) is
semi-algebraically reachable if
∀g ∈ N (X) : (g = 0 on R(x0)⇒ g = 0) ,
where R(x0) denotes the set of states of Σ reachable from x0
by the inputs of U˜pc(Σ), i.e. R(x0) = {xΣ(Tu;x0, u) | u ∈
U˜pc(Σ)}.
This definition differs from the one introduced in [10]. There
we consider the inputs of U˜pc ⊆ U˜pc(Σ) instead of U˜pc(Σ) to
define reachable states. However, Proposition 4.3 stated below
yields that Definition 2.5 and the corresponding definition in
[10] are the same.
Let Σ be a local Nash realization of a response map
p : U˜pc → R
r
. Define the state-to-output map τ∗Σ,p : N (X)→
A(U˜pc ∩ U˜pc(Σ) → R) as follows: for any g ∈ N (X), and
any u ∈ U˜pc ∩ U˜pc(Σ), τ∗Σ,p(g) = g(xΣ(Tu;x0, u)). The
map τ∗Σ,p is closely related to semi-algebraic reachability and
observability of Σ.
Assumption 2.6: In the sequel, we will assume that the set
U of input values is finite.
III. EXTENSION TO NEGATIVE TIMES
In this section we define the extension of response maps to
negative switching times. Notice that if a response map p has
a realization by a Nash system Σ, then one can extend p to act
on piecewise-constant inputs where the duration of inputs is
allowed to be negative. More precisely, let Σ = (X, f, h, x0)
be a Nash system. For any α ∈ U , t ∈ R, denote by f tα(x)
the flow at time t of the vector field fα from the state x. If
z = f tα(x), then f−tα (z) is well defined.
Let U−pc denote the set of all sequences of the form u =
(α1, t1) · · · (αk, tk), where α1, . . . , αk ∈ U and t1, . . . , tk ∈
R. We call such sequences generalized inputs. If u, v ∈ U−pc
then uv denotes concatenation of u and v. By ←u we denote
the sequence (αk,−tk) · · · (α1,−t1). Notice that u
←
u=
←
u u =
e ∈ U−pc.
A set Upc ⊆ U−pc is said to be an admissible set of
generalized inputs, if the following holds:
(i) ∀u = (α1, t1) · · · (αk, tk) ∈ Upc ∀i ∈ {1, . . . , k} ∀t ∈
I(0, ti) : (α1, t1) · · · (αi−1, ti−1)(αi, t) ∈ Upc,
(ii) ∀u ∈ Upc ∀α ∈ U ∃δ > 0 ∀t ∈ (−δ, δ) : (u)(α, t) ∈ Upc,
(iii) ∀u = (α1, t1) · · · (αk, tk) ∈ Upc ∃δ > 0 ∀ti ∈
I(0, (sgn ti)(|ti| + δ)), i = 1, . . . , k : u =
(α1, t1) · · · (αk, tk) ∈ Upc,
where I(0, a) denotes either the interval [0, a] for a ≥ 0 or
the interval [a, 0] for a < 0.
By Upc(Σ) we denote the largest admissible set of in-
puts of U−pc such that ∀u = (α1, t1) · · · (αk, tk) ∈ U
−
pc :
xΣ(Tu;x0, u) := f
tk
αk
◦ · · · ◦ f t1α1(x0) is well defined.
For every α1, . . . , αk ∈ U , denote by Tα1,...,αk the set of
all (t1, . . . , tk) ∈ Rk, such that (α1, t1) · · · (αk, tk) ∈ Upc. We
say that a map p¯ : Upc → R is a generalized response map if
(i) p¯α1,...,αk : Tα1,...,αk → R : (t1, . . . , tk) 7→
p¯((α1, t1) · · · (αk, tk)) is analytic,
(ii) for all u, v and for any α ∈ U , p¯(u(α, 0)v) = p¯(uv)
and p¯(u(α, t1)(α, t2)v) = p¯(u(α, t1 + t2)v), provided
u(α, 0)v, u(α, t1)(α, t2)v, u(α, t1 + t2)v, uv ∈ Upc.
We say that a map p¯ : Upc → Rr is a generalized response
map, if all its components p¯1, . . . , p¯r are generalized response
maps according to the definition above.
Denote by A(Upc → R) the set of all generalized response
maps on Upc. It is easy to see that A(Upc → R) is an
algebra with respect to point-wise addition and multiplication.
Similarly to [11] it can be shown that A(Upc → R) is an
integral domain.
Definition 3.1: Let U˜pc be an admissible set of inputs and
let p : U˜pc → Rr be a response map. We say that p has
an extension to negative times, if there exists an admissible
set of generalized inputs Upc and a generalized response map
p¯ : Upc → R
r such that
1) U˜pc ⊆ Upc, and 2) the restriction of p¯ to U˜pc equals p.
Assumption 3.2: In the sequel, we will assume that the
response map p has an extension to negative times.
Assumption 3.2 is not restrictive: if p has a local realization
by a Nash system Σ, then set Upc := Upc(Σ) and define
p¯(u) = h(xΣ(Tu;x0, u)) for all u ∈ Upc. It is then clear that
p¯|˜Upc
satisfies Definition 3.1.
Assume now that p : U˜pc → Rr has an extension p¯ to
negative times. Let Upc be the domain of the map p¯. Define
the map Ψ : A(Upc → R) → A(U˜pc → R) such that Ψ(g)
is the restriction of g to the set U˜pc. It is clear that Ψ is
an injective algebra morphism. Define the derivative operator
Dα on A(Upc → R) as Dαf(u) =
d
dt
f(u(α, t))|t=0. Define
Aobs(p¯) as the smallest subalgebra of A(Upc → R) which
contains p¯1, . . . , p¯d and which is closed under the operator Dα.
It then follows that Ψ(Aobs(p¯)) = Aobs(p) and Ψ : Aobs(p¯)→
Aobs(p) is an isomorphism. In particular, trdeg Aobs(p) =
trdeg Aobs(p¯).
For any u ∈ Upc, consider the map Φu : A(Upc →
R) → A(Upc
u
→ R) defined as Φu(f)(v) = f(uv),
where Upc
u
= {v ∈ U−pc | uv ∈ Upc}. It is clear that
Φu is an algebraic map. Moreover, Dα ◦ Φu = Φu ◦ Dα
and thus Ψ ◦ Φu ◦ Ψ−1(Aobs(p)) = Aobs(pu). It can be
shown that Φu is injective, see [?]. From this it follows that
Ψ◦Φu◦Ψ−1 : Aobs(p)→ Aobs(pu) is an algebra isomorphism.
Indeed, if Φu(f) = 0, then f(u
←
u v) = f(v) = 0 for all
v ∈ Upc
u
. Notice that for any α1, . . . , αk ∈ U , there exists an
open subset V ⊆ Rk such that (α1, τ1) · · · (αk, τk) ∈ Upc for
all (τ1, . . . , τk) ∈ V . Since the map fα1,...,αk(t1, . . . , tk) =
f((α1, t1) · · · (αk, tk)) is analytic in t1, . . . , tk and fα1,...,αk
is zero on an open subset of V , and the domain of fα1,...,αk
is connected, it follows that fα1,...,αk = 0. Since α1, . . . , αk
were arbitrary, it then implies that f is zero, i.e. Ker Φu = {0}.
The discussion above is summarized in the following corollary.
Corollary 3.3: Let p : U˜pc → Rr be a response map.
For any u ∈ U˜pc, Aobs(p) and Aobs(pu) are isomorphic. In
particular, trdeg Aobs(p) = trdeg Aobs(pu).
IV. REACHABILITY REDUCTION
Procedure 4.1: Let Σ = (X ⊆ Rn, f, h, x0) be a local
Nash realization of p : U˜pc → Rr and let ǫ > 0 be arbitrary.
1) Consider the ideal I of functions of N (X) which vanish
on R(x0). Choose a transcendence basis ϕ1, . . . , ϕd ∈
N (X) of N (X)/I . Denote Φ = (ϕ1, . . . , ϕd).
2) Let πi, i = 1, . . . , n be the coordinate func-
tions on X . Find non-zero polynomials Qi ∈
R[T, T1, . . . , Td], i = 1, . . . , n with the smallest
possible degree and an input u ∈ U˜pc(Σ) ∩ U˜pc
such that Tu < ǫ, Qi(πi,Φ) = 0 on R(x0) and
d
dt
Qi(πi(xΣ(Tu;x0, u)),Φ(xΣ(Tu;x0, u))) 6= 0.
3) By applying implicit function theorem, find open semi-
algebraic subsets V ⊆ Rd, and W ⊆ Rn and a Nash
map G : V →W such that
(1) Φ(xΣ(Tu;x0, u)) ∈ V and xΣ(Tu;x0, u) ∈ W ,
(2) G(Φ(xΣ(Tuv, x0, uv))) = xΣ(Tuv, x0, uv) for every
v such that for all t ∈ [0, Tv], xΣ(Tu + t;x0, uv) ∈W .
4) Then the system ΣV = (V, fV , hV , xV0 ), where fVα (z) =
DΦ(G(z))fα(G(z)), h
V (z) = h(G(z)) for z ∈ V
and xV0 = Φ(xΣ(Tu;x0, u)), is a semi-algebraically
reachable local Nash realization of pu.
To prove the correctness of the procedure, let us first present
the following alternative characterization of semi-algebraic
reachability.
Proposition 4.2: A Nash system Σ = (X, f, h, x0) is semi-
algebraically reachable if and only if dimX = trdegN (X)/I ,
where I ⊆ N (X) is the ideal of functions which vanish on
R(x0). The ideal I is prime.
Proof: We first show that I is a prime ideal. To this end,
recall from Section II the definition of the map τ∗Σ which maps
every g ∈ N (X) to the response map τ∗Σ(g) : U˜pc(Σ) → R
defined as τ∗Σ(g)(u) = g(xΣ(Tu;x0, u)). Recall that U˜pc(Σ)
is an admissible set of inputs and hence by [11], the set of
all response maps A(U˜pc(Σ) → R) is an integral domain.
Notice that τ∗Σ : N (X) → A(U˜pc(Σ) → R) is an algebra
morphism. It is easy to see that Ker τ∗Σ = I . Since τ∗Σ is
an algebraic morphism between integral domains, its kernel
must be a prime ideal: indeed, if g1g1 ∈ Ker τ∗Σ = I , then
τ∗Σ(g1g2) = τ
∗
Σ(g1)τ
∗
Σ(g2) = 0, from which it follows that
either τ∗Σ(g1) = 0 or τ∗Σ(g2) = 0, i.e. g1 ∈ I or g2 ∈ I .
If Σ is semi-algebraically reachable then clearly I = {0}
and thus dimX = trdeg N (X).
Assume that dimX = trdeg N (X)/I . Notice that N (X)/I
is an algebra which is isomorphic to τ∗Σ(N (X)). Hence,
dimX = trdeg N (X) = trdeg τ∗Σ(N (X)). Then from [21,
Chapter II, Theorem 28,29] it follows that τ∗Σ is injective, i.e.
I = Ker τ∗Σ = {0}.
From the analyticity of Nash functions one derives the
following:
Proposition 4.3: Let Σ = (X, f, h, x0) be a Nash sys-
tem. Let U˜pc be an admissible set of inputs such that
U˜pc ⊆ Upc(Σ). Then for any g ∈ N (X) such that ∀u ∈
U˜pc : g(xΣ(Tu;x0, u)) = 0 it holds that ∀u ∈ Upc(Σ) :
g(xΣ(Tu;x0, u)) = 0.
Proposition 4.3 and Proposition A.3 yield the following corol-
lary.
Corollary 4.4: Let Σ be a local realization of a response
map p. Then Σ is semi-algebraically reachable if and only if
the state-to-output map τ∗Σ,p is injective.
Theorem 4.5: Procedure 4.1 is correct. Namely, by fol-
lowing the steps of Procedure 4.1 one transforms any local
realization Σ = (X, f, h, x0) of a response map p to a
semi-algebraically reachable local realization of pu, where
u ∈ U˜pc ∩ U˜pc(Σ) can be chosen such that Tu < ǫ for any
ǫ > 0.
Proof: Let I, ϕ1, . . . , ϕd be as in step 1). First we
prove the existence of polynomials Qi in step 2). For
any g ∈ N (X), there exists a non-zero polynomial Q
such that Q(g,Φ) equals zero on R(x0). In particular,
for the coordinate functions π1, . . . , πn on X there ex-
ist non-zero polynomials Qi, i = 1, . . . , n, such that
Qi(πi(xΣ(Tu;x0, u)),Φ(xΣ(Tu;x0, u))) = 0 for all u ∈
U˜pc(Σ). Choose the polynomials Qi(T, T1, . . . , Td) in such
a way that their degrees are the minimal ones. Hence,
dQi
dT
(πi,Φ) is not identically zero on R(x0). For any
ǫ > 0, we can find u ∈ U˜pc such that Tu < ǫ and
dQi
dT
(πi(xΣ(Tu;x0, u)),Φ(xΣ(Tu;x0, u))) 6= 0. Let us fix
such u for the given ǫ.
In step 3) we apply the implicit function theorem [5,
Corollary 2.9.8] to each Qi(πi,Φ) on an open neighborhood
of xΣ(Tu;x0, u). We obtain open connected semi-algebraic
sets Vi ⊆ Rd, Wi ⊆ R and Nash maps Gi : Vi → Wi by
which we define non-empty semi-algebraic sets V :=
⋂n
i=1 Vi,
W := W1 × · · · ×Wn and the Nash map G = (G1, . . . , Gn).
Notice that G is the unique Nash map such that for any
(p, q) ∈ V × W it holds that Qi(qi, p) = 0, i = 1, . . . , d
is equivalent to q = G(p). In particular, for any z ∈ W such
that z is reachable, G(Φ(z)) = z.
Let us prove that ΣV defined in step 4) is a local realization
of pu. Let S be the largest set of admissible inputs such that
∀v ∈ S∀t ∈ [0, Tv] : xΣ(Tu + t;x0, uv) ∈ W . It is easy to
see that for any v ∈ S, t 7→ z(t) = Φ(xΣ(Tu + t;x0, uv))
satisfies z(t) ∈ V and z˙(t) = fV
v(t)(z(t)), i.e. z(t) =
xΣV (t;x
V
0 , v). Hence, S ⊆ U˜pc ∩ U˜pc(ΣV ). Finally, from the
definition of hV , it follows that hV (z(t)) = h(G(z(t))) =
h(xΣ(Tu + t;x0, uv)). Hence, for any v ∈ S, p(uv) =
hV (xΣV (Tv;x
V
0 , v)). Define the map pˆ : U˜pc
u
∩ U˜pc(ΣV )→
R
r as pˆ(v) = hV (xΣV (Tv;x
V
0 , v)). Then (pˆ − pu)|S = 0.
Since S is an admissible set of inputs, Proposition 2.3 implies
that pˆ = p, i.e. ΣV is a local realization of pu.
It is left to show that ΣV is semi-algebraically reach-
able. Assume now that there exists a non-zero polyno-
mial Q ∈ R[T1, . . . , Td] such that Q(xΣV (Tv;xV0 , v)) =
0 for all v ∈ Upc(ΣV ). Because xΣV (Tv;xV0 , v) =
Φ(xΣ(Tuv;x0, uv)) for all v ∈ Upc(ΣV ), it follows that
Q(Φ(xΣ(Tuv;x0, uv))) = 0 for all v such that uv ∈
Upc(Σ). Notice that for any v ∈ Upc(Σ), u
←
u v ∈
Upc(Σ), from which it follows that Q(Φ(xΣ(Tv;x0, v)) =
Q(ϕ1(xΣ(Tv;x0, v)), . . . , ϕd(xΣ(Tv;x0, v))) = 0 for all v ∈
Upc(Σ). The latter implies that Q(ϕ1, . . . , ϕd) = 0 on
R(x0) = {xΣ(Tu;x0, u)|u ∈ Upc(Σ)} and thus on R(x0).
Therefore, Q(ϕ1, . . . , ϕd) ∈ I . But this means that ϕ1, . . . , ϕd
are algebraically dependent, which is a contradiction. Hence,
if IV is the ideal of functions from N (V ) which vanish on
R(xV0 ), then trdeg N (V ) = trdeg N (V )/IV . Then, from
Proposition 4.2, ΣV is semi-algebraically reachable.
V. OBSERVABILITY REDUCTION
Procedure 5.1: Let Σ = (X, f, h, x0) be a semi-
algebraically reachable local realization of a response map
p : U˜pc → R
r and let ǫ > 0 be arbitrary.
1) Choose a transcendence basis ϕ1, . . . , ϕd of Aobs(Σ).
Let us denote Φ = (ϕ1, . . . , ϕd).
2) Find non-zero polynomials Qα,i, Pj ∈ R[T, T1, . . . , Td]
with the smallest possible degree such that
Qα,i(fαϕi(x),Φ(x)) = 0 and Pj(hj(x),Φ(x)) = 0 for
all x ∈ X , i = 1, . . . , d, α ∈ U , j = 1, . . . , r.
3) Find u ∈ U˜pc(Σ) ∩ U˜pc such that Tu < ǫ and such that
d
dT
Qα,i(fαϕi,Φ) and ddT Pj(hj ,Φ) do not vanish on an
open neighborhood of x := xΣ(Tu;x0, u).
4) By implicit function theorem, find
(1) open connected semi-algebraic subsets Wα,i ⊆
R, Vα,i ⊆ Rd and a Nash map ψα,i : Vα,i →
Wα,i such that fαϕi(x) ∈ Wα,i, Φ(x) ∈ Vα,i and
ψα,i(Φ(x)) = fαϕi(x), and for all (fαϕi(x),Φ(x)) ∈
Wα,i×Vα,i, Qα,i(fαϕi(x),Φ(x)) = 0 ⇐⇒ fαϕi(x) =
ψα,i(Φ(x)),
(2) open connected semi-algebraic subsets Wj ⊆ R,
Vj ⊆ R
d and a Nash map ψj : Vj → Wj such that
hj(x) ∈ Wj , Φ(x) ∈ Vj and ψj(Φ(x)) = hj(x), and
for all (hj(x),Φ(x)) ∈ Wj × Vj , Pj(hj(x),Φ(x)) =
0 ⇐⇒ hj(x) = ψj(Φ(x)).
5) Define V := ⋂i=1,...,d
α∈U
j=1,...,r
Vα,i ∩ Vj .
6) Then the system ΣV = (V, fV , hV , xV0 ), where xV0 =
Φ(x), fV = {fVα | α ∈ U} is such that fVα (x) =
(ψα,1(x), . . . , ψα,d(x)) for all α ∈ U , x ∈ V , and
hV (Φ(x)) = h(x), is a local Nash realization of pu
which is both semi-algebraically observable and semi-
algebraically reachable.
Theorem 5.2: Procedure 5.1 is correct. Namely, by fol-
lowing the steps of Procedure 5.1 one transforms any semi-
algebraically reachable local realization Σ = (X, f, h, x0) of
a response map p with finite set of input values to a semi-
algebraically reachable and semi-algebraically observable lo-
cal realization of pu, where u ∈ U˜pc ∩ U˜pc(Σ) can be chosen
such that Tu < ǫ for any ǫ > 0.
Proof: Let ϕ1, . . . , ϕd be a transcendence basis of
Aobs(Σ) constructed in step 1). Then fαϕi, hj , where
i = 1, . . . , d, α ∈ U , j = 1, . . . , r, are algebraic
over {ϕ1, . . . , ϕd}. Therefore, there exist non-zero polyno-
mials Qα,1, . . . , Qα,d, P1, . . . , Pr ∈ R[T, T1, . . . , Td], to be
found in step 2), such that Qα,i(fαϕi(x),Φ(x)) = 0 and
Pj(hj(x),Φ(x)) = 0 for all x ∈ X , i = 1, . . . , d, α ∈ U , j =
1, . . . , r. Note that the maps X ∋ x 7→ Qα,i(fαϕi(x),Φ(x))
and X ∋ x 7→ Pj(hj(x),Φ(x)) belong to N (X).
Let us prove the existence of an input u required in step
3). By choosing Qα,1, . . . , Qα,d and P1, . . . , Pr to be of
minimal degree with respect to the indeterminant T , we can
assume that d
dT
Qα,i(fαϕi,Φ) 6= 0, i = 1, . . . , d, α ∈ U and
d
dT
Pj(hj ,Φ) 6= 0, j = 1, . . . , r. Then, there exist x ∈ X
and an open neighborhood O of x such that d
dT
Qα,i(fαϕi,Φ)
and d
dT
Pj(hj ,Φ) do not vanish on O. Let us assume for
contradiction that such O does not exist. Then X can be
expressed as finite union of the zero sets of d
dT
Qα,i(fαϕi,Φ)
and d
dT
Pj(hj ,Φ) which are nowhere dense sets. Therefore X
is finite union of sets of the first category. However, X is a
non-empty open semi-algebraic subset of Rn which means it
is a topological manifold and thus a locally compact Hausdorff
space. Therefore, by Baire’s theorem, see [13, Theorem 2.2],
X is of the second category which means that X cannot be
expressed as countable union of sets of the first category.
Let us choose x from above as an element of R(x0). Since
O ∩ R(x0) 6= ∅, such x does exist. Let us assume that
O ∩R(x0) = ∅ for a contradiction. Then, the Nash function
R :=
∏
i=1,...,d
α∈U
j=1,...,r
d
dT
Qα,i(fαϕi,Φ)
d
dT
Pj(hj ,Φ)
is zero on R(x0). Because R ∈ N (X) and because Σ is semi-
algebraically reachable, it implies that R = 0 on X. Therefore,
since N (X) is an integral domain, at least one of the functions
in the product would have to be zero on X . This contradicts
the fact that d
dT
Qα,i(fαϕi,Φ) 6= 0 and ddT Pj(hj ,Φ) 6= 0.
Then u required in step 3) is the input u ∈ U˜pc(Σ) such that
x = xΣ(Tu;x0, u).
In step 4) we apply the implicit function theorem [5,
Corollary 2.9.8] to each of the functions Qα,i(fαϕi,Φ) and
Pj(hj ,Φ) on the open neighborhood O of x. We obtain
the sets Wα,i, Vα,i,Wj , Vj and the Nash maps ψα,i, ψj as
specified in (1), (2) of step 4).
Below we prove that the system ΣV specified in step 6)
has the desired properties. To this end, define S := {x ∈ X |
Φ(x) ∈ V, fαϕi(x) ∈ Wα,i, hj ∈ Wj}.
For each i = 1, . . . , d, πi(Φ(x)) = ϕi(x). Because
ϕi ∈ Aobs(Σ), there exist k ∈ N, α = (α1, . . . , αk) ∈ Uk and
j ∈ {1, . . . , r} such that ϕi(x) = fαhj(x). Notice that by
fα1hj we denote the Lie derivative of hj along the vector field
fα1 , i.e. Lfα1hj , and by fαhj we denote Lfαk · · ·Lfα1hj .
Therefore, for x ∈ S, πi(Φ(x)) = ϕi(x) = fαhj(x) =∑n
i=1 fα,i(x)
d
dxi
hj(x) =
∑n
i=1 fα,i(x)
d
dxi
(hVj (Φ(x)))
=
∑n
i=1 fα,i(x)
∑d
k=1
d
dzk
hVj (z)|z=Φ(x)
d
dxi
Φk(x)
=
∑d
k=1
d
dzk
hVj (z)|z=Φ(x)
∑n
i=1 fα,i(x)
d
dxi
Φk(x)
=
∑d
k=1
d
dzk
hVj (z)|z=Φ(x)f
V
α (Φk(x)) = f
V
α h
V
j (Φ(x)).
So, πi coincides with fVα hVj ∈ Aobs(ΣV ) on Φ(S).
Let us define gi := fVα hVj , i = 1, . . . , d. Sup-
pose there exists a polynomial Q ∈ R[T1, . . . , Td] such
that Q(g1, . . . , gd) = 0 on V . Then, Q(π1, . . . , πd) =
0 on Φ(S) and thus Q(π1(Φ(x)), . . . , πd(Φ(x))) =
Q(ϕ1(x), . . . , ϕd(x)) = 0 for all x ∈ S. Because S is
a non-empty open set and because ϕ1, . . . , ϕd are alge-
braically independent, it follows that Q ≡ 0. This implies
that g1, . . . , gd ∈ Aobs(ΣV ) are algebraically independent.
Hence, transcendence basis of Aobs(ΣV ) contains at least
d elements, i.e. trdeg Aobs(ΣV ) ≥ d = trdeg N (V ). This
implies that trdeg Aobs(ΣV ) = trdeg N (V ) and thus ΣV is
semi-algebraically observable.
Next we prove that ΣV is a local realization of
pu. Let SΣ,p be the largest admissible set of inputs
such that SΣ,p ⊆ U˜pc ∩ U˜pc(Σ) and such that
∀v ∈ SΣ,p∀t ∈ [0, Tv] : xΣ(Tu + t;x0, uv) ∈ S.
Since S is open, SΣ,p is non-empty. It is easy to see
that for any v ∈ SΣ,p, xΣV (Tv;xV0 , v) is well-defined
and Φ(xΣ(Tuv;x0, uv)) = xΣV (Tv; Φ(x), v). Indeed,
d
dt
Φ(xΣ(Tu + t;x0, uv))
=
∑n
k=1
d
dxk
Φ(xΣ(Tu + t;x0, uv))
d
dt
(xΣ(Tu + t;x0, uv))k
=
∑n
k=1
d
dxk
Φ(xΣ(Tu + t;x0, uv))fα,k(xΣ(Tu + t;x0, uv))
=
∑n
k=1
d
dxk
Φ(xΣ(Tu + t;x0, uv))
fVα,k(Φ(xΣ(Tu + t;x0, uv)))
= fVα (Φ(xΣ(Tu + t;x0, uv)))
and
xΣV (0,Φ(x), v) = Φ(xΣ(Tu + 0;x0, uv)) = Φ(x) = x
V
0 .
Hence, hV (Φ(xΣ(Tuv;x0, uv)) = h(xΣ(Tuv;x0, uv)) =
p(uv) for any v ∈ SΣ,p. Define pˆ : U˜pc
u
∩ U˜pc(ΣV ) → R
r
by pˆ(v) = hV (Φ(xΣ(Tuv;x0, uv)). Then (pˆ − p)|SΣ,p = 0
and then, by Proposition 2.3, it follows that ΣV is a local
realization of pu.
Finally, let us prove that ΣV is semi-algebraically reachable.
To this end, recall the definition of the map τ∗ΣV ,pu . By
Corollary 4.4, ΣV is semi-algebraically reachable if and only if
τ∗ΣV ,pu is injective. Notice that τ∗ΣV ,pu is an algebra morphism.
Let pˆu be the restriction of pu to U˜pc
u
∩U˜pc(ΣV ). From Propo-
sition 2.3 and Corollary 3.3 it follows that trdeg Aobs(pˆu) =
trdeg Aobs(p) = trdeg Aobs(pˆ), where pˆ is the restriction of p
to U˜pc∩U˜pc(Σ). It holds that τ∗Σ,p(Aobs(Σ)) = Aobs(pˆ). Since
Σ is semi-algebraically reachable and thus τ∗Σ,p is injective,
it follows that trdeg Aobs(Σ) = trdeg Aobs(pˆ). From the
construction of ΣV one gets that dimΣV = trdeg N (V ) =
trdeg Aobs(ΣV ). Hence, trdeg Aobs(ΣV ) = trdeg Aobs(pˆu).
Because τ∗ΣV ,pu(Aobs(ΣV )) = Aobs(pˆu), from [21, Chapter
II, Theorem 28,29] it follows that τ∗ΣV ,pu is injective.
VI. MINIMAL REALIZATIONS
We say that a local Nash realization Σ of a response map p
is minimal if Σ is of the smallest dimension among all local
realizations of p. By dimΣ we refer to the dimension of the
state-space of Σ.
Theorem 6.1: Let p : U˜pc → Rr be a response map.
(i) trdeg Aobs(p) < +∞ ⇐⇒ ∃u ∈ U˜pc such that pu has a
local realization.
(ii) If trdeg Aobs(p) = d < +∞ then for any ǫ > 0 there exists
an input u ∈ U˜pc such that Tu < ǫ and a local Nash realization
Σ of pu such that dimΣ = d and Σ is semi-algebraically
reachable and semi-algebraically observable.
(iii) Let Σ be a local realization of pu. Then, Σ is minimal
⇐⇒ dimΣ = trdeg Aobs(p) ⇐⇒ Σ is semi-algebraically
reachable and semi-algebraically observable.
(iv) Let Σ1 = (X1, f1, h1, x10) and Σ2 = (X2, f2, h2, x20)
be local realizations of p which are both semi-algebraically
reachable and semi-algebraically observable. For any ǫ > 0
there exist u ∈ U˜pc such that Tu < ǫ and there exist open
semi-algebraic sets V1 ⊆ X1, V2 ⊆ X2 such that ΣV1 =
(V1, f
V1 , hV1 , xV10 ) and ΣV2 = (V2, fV2 , hV2 , x
V2
0 ) are local
Nash realizations of pu which are isomorphic. Here fVi and
hVi denote restrictions of f i and hi respectively, and xVi0 =
xΣi(Tu;x
i
0, u).
Proof:
(i) The implication ” =⇒ ” is proven in [10, Theorem 5.10].
For the statement of [10, Theorem 5.10] see Theorem A.2. The
opposite implication follows from Theorem A.1 and Corollary
3.3.
(ii) If trdeg Aobs(p) = d < +∞ then, from Theorem
A.2, for any ǫ > 0 one obtains a local realization Σu
of pu for some u ∈ U˜pc such that dimΣu = d =
trdeg Aobs(pu|˜Upc
u
∩
˜Upc(Σ)
) = trdeg Aobs(pu). Finally, from
Theorem A.5 and from Proposition 4.3 it follows that Σu
is semi-algebraically reachable and semi-algebraically observ-
able. Notice that we used Proposition 2.3.
(iii) The second equivalence follows directly from Theorem
A.5 and Corollary 3.3. The fact that dimΣ = trdeg Aobs(p)
implies that Σ is minimal is due to Theorem A.4 and Corollary
3.3. Let us prove the opposite implication. Let Σ be as in the
statement. From (i) it follows that trdeg Aobs(pu) <∞. Then
(ii) gives us the existence of a local Nash realization Σ′ of
puv for some v ∈ U˜pc such that dimΣ′ = trdeg Aobs(pu).
According to Corollary 3.3 dimΣ′ = trdeg Aobs(puv) =
trdeg Aobs(p). By Theorem A.4, this implies that Σ′ is
minimal. Because Σ was also minimal, it holds that dimΣ =
dimΣ′ = trdeg Aobs(p).
(iv) Because Σ1 and Σ2 are semi-algebraically reachable
realizations of p, the maps τ∗Σ1,p : Aobs(Σ1) ⊆ N (X1) →
Aobs(p|S1) and τ∗Σ2,p : Aobs(Σ2) ⊆ N (X2)→ Aobs(p|S2) are
injective, see Proposition A.3, where Si = U˜pc ∩ U˜pc(Σi),
i = 1, 2. Recall from Proposition 2.3 that Aobs(p|Si) is
isomorphic to Aobs(p), i = 1, 2. Let S = S1 ∩ S2. Consider
the algebra A generated by the restrictions to S of the
elements of τ∗Σ1,p(N (X1)) and τ
∗
Σ2,p
(N (X2)). It is easy to
see that Aobs(p|S) is the restriction to S of the elements of
τ∗Σi,p(Aobs(Σi)), i = 1, 2 and thus Aobs(p|S) is a subalgebra
of A. Moreover, since Σ1 and Σ2 are semi-algebraically
observable and thus N (Xi) is algebraic over Aobs(Σi) for
i = 1, 2, it follows that the restrictions to S of elements of
τ∗Σi,p(N (Xi)), i = 1, 2 is algebraic over Aobs(p|S).
Let πX1j be the jth coordinate function on X1, and
let πX2j be the jth coordinate function on X2. Let
ϕXij = τ
∗
Σi,p
(πXij ), i = 1, 2, j = 1, . . . , n. Then
both ϕX11 , . . . , ϕX1n and ϕ
X2
1 , . . . , ϕ
X2
n are transcendence
basis of A. Thus, for all j ∈ {1, . . . , n} there
exists a non-zero polynomial Qj ∈ R[T, T1, . . . , Tn]
such that Qj(ϕX2j , ϕ
X1
1 , . . . , ϕ
X1
n ) = 0. Let Qj
be such polynomials of minimal degree with
respect to T , then d
dT
Qj(ϕ
X2
j , ϕ
X1
1 , . . . , ϕ
X1
n ) 6= 0.
Similarly, we can choose non-zero polynomials
Rj ∈ R[T, T1, . . . , Tn] such that Rj(ϕX1j , ϕ
X2
1 , . . . , ϕ
X2
n ) = 0
and d
dT
Rj(ϕ
X1
j , ϕ
X2
1 , . . . , ϕ
X2
n ) 6= 0. In particular,
it can be shown that there exists an input u
such that d
dT
Qj(ϕ
X2
j , ϕ
X1
1 , . . . , ϕ
X1
n )(u) 6= 0,
d
dT
Rj(ϕ
X1
j , ϕ
X2
1 , . . . , ϕ
X2
n )(u) 6= 0. Moreover, due
to analyticity of response maps with respect to the
switching times, for any ǫ > 0 we can choose
u such that Tu < ǫ. Indeed, if we define S1 :=
d
dT
Q1(ϕ
X2
1 , ϕ
X1
1 , . . . , ϕ
X1
n ) · · ·
d
dT
Qn(ϕ
X2
n , ϕ
X1
1 , . . . , ϕ
X1
n ),
and S2 := ddTR1(ϕ
X1
1 , ϕ
X2
1 , . . . , ϕ
X2
n ) · · ·
d
dT
Rn(ϕ
X1
n , ϕ
X2
1 , . . .
. . . , ϕX2n ), then S1S2 belongs to A. Because A is an
integral domain and because S1S2 6= 0, it holds that
S1S2(u) 6= 0 for some input u = (α1, t1) · · · (αk, tk),
where t1, . . . , tk ∈ [0,+∞), α1, . . . , αk ∈ U .
But then, d
dT
Qj(ϕ
X2
j , ϕ
X1
1 , . . . , ϕ
X1
n )(u) 6= 0 and
d
dT
Rj(ϕ
X1
j , ϕ
X2
1 , . . . , ϕ
X2
n )(u) 6= 0 for all j = 1, . . . , n.
Moreover, since S1S2(u) is analytic in t1, . . . , tk, we can
choose t1, . . . , tk to be arbitrary small, i.e. t1 + · · · + tk < ǫ
for arbitrary ǫ > 0.
Define x1 = (ϕX11 (u), . . . , ϕX1n (u)) and x2 =
(ϕX21 (u), . . . , ϕ
X2
n (u)). By applying the implicit function the-
orem to the maps Qj(ϕX2j , ϕ
X1
1 , . . . , ϕ
X1
n ), it follows that
there exist an open semi-algebraic neighborhood W 11 of x1, an
open semi-algebraic neighborhood W 12 of x2, and a Nash map
ξ1 : W
1
1 →W
1
2 such that ∀x ∈ W 11 , y = (y1, . . . , yn) ∈ W 12 :
(∀j = 1, . . . , n : Qj(yj , x) = 0) ⇐⇒ ξ1(x) =
y. Similarly, by applying the implicit function theorem to
Rj(ϕ
X1
j , ϕ
X2
1 , . . . , ϕ
X2
n ), j = 1, . . . , n, it follows that there
exist open connected semi-algebraic sets W 21 ,W 22 such that
x1 ∈ W 21 , x
2 ∈ W 22 , and a Nash map ξ2 : W 22 → W 21 such
that ∀y ∈ W 22 , x = (x1, . . . , xn) ∈ W 22 : (∀j = 1, . . . , n :
Rj(xj , y) = 0) ⇐⇒ ξ2(y) = x. Set W2 = W 22 ∩W 12 ∩X2
and set W1 = X1 ∩ ξ−11 (W2). It then follows that x1 ∈ W1,
x2 ∈W2, and W1,W2 are open semi-algebraic sets. Consider
the map ψ(x) = ξ2(ξ1(x)) − x : W1 → Rn. By applying
Proposition 4.3 to U˜pc = {v ∈ U˜pc(Σ1) ∩ U˜pc(Σ2) |
xΣi(Tv;x
i
0, v) ∈ Wi, i = 1, 2} and using reachability of Σ1,
it follows that ψ = 0.
Hence, ξ2(ξ1(x)) = x for any x ∈ W1. Therefore ξ1 :
W1 → W2 is injective and Dξ2(ξ1(x))Dξ1(x) = In for
all x ∈ W1. In particular, Dξ2(x2)Dξ1(x1) = In, i.e. the
Jacobian of ξ1 at x1 is invertible. Then by inverse function
theorem, see [5], there exist semi-algebraic neighborhoods
V1 ⊆ W1 of x1 and V2 ⊆ W2 of x2 such that the restriction
ξ1|V1 : V1 → V2 is a Nash diffeomorphism. Define the systems
ΣVi = (Vi, f
Vi , hVi , xi), i = 1, 2, where fViα is the restriction
of fα to Vi and hVi is the restriction of h to Vi. Then φ = ξ1|V1
is the desired isomorphism from ΣV1 to ΣV2 .
We already know that φ is a Nash diffeomorphism. From the
discussion above, φ(xΣV1 (Tv;x1, v)) = xΣV2 (Tv;x2, v)) and
hV2(φ(xΣV1 (Tv;x1, v)) = h
V2(xΣV2 (Tv;x2, v)) = p(uv) =
hV1(xΣV1 (Tv;x1, v)) for all v ∈ U˜pc(ΣV1)∩ U˜pc(ΣV2). From
Proposition 4.3, by taking U˜pc = U˜pc(ΣV1)∩U˜pc(ΣV2), it then
follows that fV2α (φ(x)) = Dαφ(x)fV1α (x) and hV2(φ(x)) =
hV1(x) for every x which is reachable in ΣV1 . Since ΣV1
is semi-algebraically reachable and all the involved maps are
Nash functions, fV2α ◦ φ = fV1α and hV2 ◦ φ = hV1 . From the
definition of φ it follows that φ(x1) = x2. That is, φ is indeed
an isomorphism from ΣV1 to ΣV2 .
CONCLUSIONS
The paper provides constructive procedures, not yet al-
gorithms, for reachability and observability reduction of lo-
cal Nash realizations of shifted response maps. Further, the
characterization of minimality and existence of local Nash
realizations is given. More research is required to extend the
obtained results for global Nash realizations and for applying
them to related problems, e.g. in system identification or model
reduction.
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APPENDIX
Below we state the theorems proven in [10].
Theorem A.1: [10, Theorem 5.8] Let Σ = (X, f, h, x0)
be a Nash realization of a response map p : U˜pc → Rr.
Then, trdeg Aobs(p) ≤ dim(X). Hence, if there exists a Nash
realization of a response map p then trdeg Aobs(p) < +∞.
Theorem A.2: [10, Theorem 5.10] Assume trdeg Aobs(p) =
d < +∞ and U is finite. For any ǫ > 0 one can choose an
input u ∈ U˜pc and a Nash system Σ such that Tu < ǫ and Σ
is a local realization of pu.
Proposition A.3: [10, Proposition 7.1] Let
Σ = (X, f, h, x0) be a Nash realization of a response
map p : U˜pc → Rr. Consider the following statements.
(i) Σ is semi-algebraically reachable,
(ii) the dual input-to-state map τ∗Σ : N (X) → A(U˜pc → R)
is injective,
(iii) the ideal Ker τ∗Σ is the zero ideal in N (X),
(iv) trdeg Aobs(p) = trdeg Aobs(Σ).
The statements (i), (ii) and (iii) are equivalent. The statement
(ii) implies (iv). If Σ is semi,-algebraically observable, then
(iv) and (ii) are equivalent.
Theorem A.4: [10, Theorem 5.13] If the dimension of a
Nash realization Σ of a response map p equals trdeg Aobs(p),
then Σ is a minimal Nash realization of p.
Theorem A.5: [10, Theorem 5.14] A Nash realization Σ
of a response map p is semi-algebraically reachable and
semi-algebraically observable if and only if dim(Σ) =
trdeg Aobs(p).
Theorem A.6: [10, Theorem 5.15] If a Nash realization Σ
of a response map p is semi-algebraically reachable and semi-
algebraically observable then Σ is minimal. In particular, if Σ
is semi-algebraically reachable and strongly semi-algebraically
observable, then it is minimal.
