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SOLID ANGLES AND SEIFERT HYPERSURFACES
MACIEJ BORODZIK, SUPREEDEE DANGSKUL, AND ANDREW RANICKI
Abstract. Given a smooth closed oriented manifold M of dimension
n embedded in Rn`2 we study properties of the ‘solid angle’ function
Φ: Rn`2zM Ñ S1. It turns out that a non-critical level set of Φ is an
explicit Seifert hypersurface for M .
1. Introduction
It has been known since Seifert [15] that every link L “šS1 Ă R3 possesses
a Seifert surface, that is, a compact oriented surface Σ Ă R3 such that BΣ “ L.
Seifert gave an explicit algorithm for finding a Seifert surface from a link
diagram.
In 1969 Erle [8] proved that any codimension two embedding Mn Ă Rn`2
of a closed oriented connected manifold M has a trivial normal bundle and
admits a Seifert hypersurface Σn`1 Ă Rn`2 with BΣ “M Ă Rn`2; see also [1].
The proof of the existence of the latter fact is not constructive, it relies on the
Pontryagin–Thom construction applied to any smooth map f : cl.pRn`2zM ˆ
D2q Ñ S1 representing the generator
1 P rRn`2zM ˆD2, S1s “ H1pRn`2zMq “ HnpMq “ Z
with Σ “ f´1ptq for a regular value t P S1. To the best of our knowledge,
there is no known algorithm for constructing Seifert hypersurfaces in higher
dimensions.
In this paper we present a construction of a Seifert hypersurface Σ Ă Rn`2
as Σ “ Φ´1ptq for a concrete smooth map Φ : Rn`2zM Ñ R{Z “ S1 obtained
geometrically. The construction is based on three-dimensional physical intu-
ition. Namely, suppose M Ă R3 is a loop with constant electric current. The
scalar magnetic potential rΦ ofM at a point x RM is the solid angle subtended
by M , that is, the signed area of a spherical surface bounded by the image of
M under the radial projection, as seen from x; see [12, Chapter III] or [9, Sec-
tion 8.3]. As the complement R3zM is not simply connected, the potential rΦ
is defined only modulo a constant, which we normalize to be 1. The potential
induces a well-defined function Φ: R3zM Ñ R{Z. This physical interpretation
suggests that there exists an open neighborhood N of M such that Φ|NzM is a
locally trivial fibration. In particular, a level set Φ´1ptq should be a (possibly
disconnected) Seifert surface for M . In [5, Chapter VII] the second author
proved that this is indeed the case, although the proof is rather involved. In
fact, even for a circle the exact formula for Φ is complicated; it was given by
Maxwell in [12, Chapter XIV] in terms of power series and also by Paxton in
[13]. These formulae for Φ for the circle show that the analytic behavior of
Φ near M is quite intricate, although we can show that Φ is a locally trivial
fibration in UzM for some small neighborhood U of M ; see Section 5.3.
The construction can be generalized to higher dimensions, even though
the physical interpretation seems to be a little less clear. For any closed
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oriented submanifold Mn Ă Rn`2, by the result of Erle [8] there exists a
Seifert hypersurface. For any such hypersurface Σ and a point x R Σ we definerΦpxq to be the high-dimensional solid angle of M , that is, the signed area
of the image of the radial projection of Σ to the pn ` 1q-sphere of radius 1
and center x. The value of rΦpxq depends on the choice of the hypersurface
Σ, but it turns out that under a suitable normalization, Φpxq :“ rΦpxq mod 1
is independent of the choice of the Seifert hypersurface. Moreover, there is a
formula for Φpxq in terms of integrals of some concrete differential forms over
M , so the existence of Σ is needed only to show that Φ is well-defined.
As long as t ‰ 0 P R{Z, the preimage Φ´1ptq is a bounded hypersurface in
R
n`2zM . If, additionally, t is a non-critical value, Φ´1ptq is smooth. To prove
that Φ´1ptq is actually a Seifert hypersurface for M , we need to study the
local behavior of Φ near M . It turns out that the closure of Φ´1ptq is smooth
up to boundary. We obtain the following result, which we can state as follows.
Theorem 1.1. Let M Ă Rn`2 be a smooth codimension 2 embedding. Let
Φ: Rn`2zM Ñ R{Z be the solid angle map (or the scalar magnetic potential
map).
‚ On the set of points tx P Rn`2zM : p0, 0, . . . , 0, 1q R SecxpMqu, the map
Φ is given by
Φpxq “
ż
M
1
}y ´ x}n`1λ
ˆ
xn`2 ´ yn`2
}x´ y}
˙
¨
n`1ÿ
i“1
p´1qi`1pyi ´ xiqdy1 ^ . . . xdyi . . . ^ dyn`1,
where Secx is the secant map Secxpyq “ y ´ x}y ´ x} and λ is an explicit
function depending on the dimension n described in (2.18).
‚ Let t ‰ 0 be a non-critical value of Φ. Then Φ´1ptq is a smooth (open)
hypersurface whose closure is Φ´1ptq YM . The closure of Φ´1ptq is a
possibly disconnected Seifert hypersurface for M , which is a topological
submanifold of Rn`2, smooth up to boundary.
‚ For t ‰ 0, the preimage Φ´1ptq has finite pn` 1q–dimensional volume.
The structure of the paper is the following. Section 1 defines rigorously the
solid angle map Φ. Then a formula (2.18) for Φ in terms of an integral of
an n–form over M is given. In Section 3 we prove that for t ‰ 0 the inverse
images of Φ´1ptq Ă Rn`1 are bounded. It is also proved that Φ extends to
a smooth map Sn`2zM Ñ R{Z. In Section 4 we calculate explicitly Φ for
a linear subspace. The resulting simple formula is used later in the proof of
the local behavior of Φ for general M . In Section 5 we derive the Maxwell–
Paxton formula for Φ if M is a circle. These explicit calculations allow us to
study the local behavior of Φ in detail and give insight for the general case.
In Sections 6 and 7 we study the local behavior of Φ for general M . This is
the most technical part of the paper. We prove Theorem 1.1 in Section 8.
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2. Definition of the map Φ
Consider a point x P Rn`2 and define the map Secx : Rn`2ztxu Ñ Sn`1
given by
Secxpyq “ y ´ x}y ´ x} .
The map Secx can be defined geometrically as the radial projection from x
onto the sphere: for a point y ‰ x take a half-line lxy stemming from x and
passing through y. We define Secxpyq as the unique point of intersection of
lxy and Sx, where Sx is the unit sphere with center x.
Let ωn`1 be the pn` 1q-form
ωn`1 “
n`2ÿ
j“1
p´1qj`1ujdu1 ^ . . . ^yduj ^ . . . ^ dun`2
on Sn`1. Define also
σn`1 “
ż
Sn`1
ωn`1,
that is, the volume of the unit pn ` 1q–dimensional sphere; for instance,
σ1 “ 2π, σ2 “ 4π.
Let M be a closed oriented connected and smooth manifold in Rn`2 with
dimM “ n.
Definition 2.1. A compact oriented pn ` 1q-dimensional submanifold Σ of
R
n`2 such that BΣ “M is called a Seifert hypersurface for M .
Remark 2.2. For simplicity, throughout the paper we drop the assumption
that Σ be connected.
By Erle [8] any closed oriented submanifold M Ă Rn`2 admits a Seifert
hypersurface. Given such a surface Σ, consider x P Rn`2zΣ. The map Secx
restricts to a map from Σ to Sn`1, which we will still denote by Secx.
Definition 2.3. The solid angle of Σ viewed from x is defined as
(2.4) rΦpxq “ 1
σn`1
ż
Σ
Sec˚x ωn`1.
In other words, rΦpxq is a signed area of a spherical surface spanned by SecxpMq,
that is, the radial projection of M from the point x.
Remark 2.5. One should not confuse the solid angle with the cone angle studied
extensively by many authors, like [3, 4, 6]. To begin with, the cone angle is
unsigned and takes values in Rě0, whereas the solid angle is an element in
R{Z. This indicates that there exist fundamental differences between the two
notions.
We have the following fact.
Lemma 2.6. The value rΦpxq mod 1 does not depend on the choice of Σ. In
particular rΦ induces a well-defined function
Φ: Rn`2zM Ñ R{Z – S1.
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Proof. Take another surface Σ1. For simplicity assume that the interiors of Σ
and Σ1 intersect transversally. Let Ξ “ Σ Y Σ1. It is an exercise in Mayer-
Vietoris sequence to see that Hn`1pΞ,Zq – Zr`r1`s´2, where r and r1 are
numbers of connected components of Σ and Σ1, while s is the number of
connected components of Σ X Σ1. The union Σ Y Σ1 is a cycle and it defines
an element in Hn`1pΞ,Zq.
On the other hand, ωn`1 is a generator of H
n`1pSn`1;Zq. The pull-back
1
σn`1
Sec˚x ωn`1 belongs to H
n`1pΞ;Zq. With this point of view the integralż
Ξ
Sec˚x ωn`1
can be regarded as the evaluation of an integral cohomology class on an integral
cycle of Ξ, so it is an integer. Therefore,ż
Σ
Sec˚x ωn`1 ´
ż
Σ1
Sec˚x ωn`1 P Z.
This shows that Φ “ rΦ mod 1 is well defined. To determine the domain of
Φ, notice that for any point x RM there exists Σ as above that misses x. This
means that Φ is defined on the whole complement of M . 
From the definition of Φ, we recover its first important property.
Proposition 2.7. The map Φ is smooth away from the complement ofM Ă Rn`2.
Proof. Take a point y R M . There exists a smooth compact surface Σ such
that BΣ “M and y R Σ. Then, a small neighborhood U of y is disjoint from
Σ. Thus, the map Secx depends smoothly on the parameter x. It follows thatrΦ is smooth in U . 
2.1. Φ via integrals over M . The fact that the definition of Φpxq involves
a choice of a Seifert hypersurface Σ is quite embarrassing. In fact, it might be
hard to find estimates for Φ because we have little control over Σ. We want to
define Φ via integrals over M itself. The key tool will be the Stokes’ formula.
We use the fact that while the volume form ωn`1 on S
n`1 itself is not exact,
its restriction ω1 to the punctured sphere Sn`1ztzu is.
We need the following result.
Proposition 2.8. Let x P Rn`2zM and let z P Sn`1 be such that z R SecxpMq.
Then, there exists a Seifert hypersurface Σ for M such that SecxpΣq misses z.
Remark 2.9. The result is non-trivial in the sense that one can construct a
Seifert surface Σ even for an unknot in R3 such that the restriction Secx |Σ
is onto. However, notice that Secx |M is never onto Sn`1 in general because
dimM ă dimSn`1.
Proof. Let H be the half line tx ` tz, t ą 0u. In other words H “ Sec´1x pzq.
Choose any Seifert hypersurface Σ. We might assume that H is transverse to
Σ. The set of intersection points of H and Σ is bounded and discrete, hence
finite. Let tw1, . . . , wmu “ HXΣ and assume these points are ordered in such
a way that on H the point w1 appears first (with smallest value of t), then w2
and so on.
Choose the last point wm of this intersection and a small disk D Ă Σ
with center wm. We can make D small enough so that for any w
1 P D the
intersection
tx` tw1, t ą 1u X Σ
SOLID ANGLES AND SEIFERT HYPERSURFACES 5
Σx
D
H
w1
T
S1
x
B`T
H
Figure 1. Proof of Proposition 2.8. Reducing the intersection
points of H with Σ. The disk D is replaced by the tube T and
a large sphere.
is empty. Set now
T “ tx` tw1, t ě 1, w1 P Du and BvT “ tx` tw1, t ě 1, w1 P BDu.
Consider a sphere S “ Spx, rq, where r is large. Set S1 “ SzpSXT q. Increasing
r if necessary we may and will assume that S1 is disjoint from Σ. The new
Seifert hypersurface is defined as
Σ1 “ pΣzDq Y rpBvT q XBpx, rqs Y S1.
With this construction we have H X Σ1 “ tw1, . . . , wm´1u. Repeating this
construction finitely many times we obtain a Seifert hypersurface disjoint from
H. 
Let ηz be an n–form on S
n`1ztzu such that dηz “ ωn`1 and suppose Σ is a
Seifert hypersurface for M such that z R SecxpΣq. By Stokes’ formulaż
Σ
Sec˚x ωn`1 “
ż
M
Sec˚x ηz.
Therefore we obtain the following formula for Φ:
(2.10) Φpxq “ 1
σn`1
ż
M
Sec˚x ηz mod 1.
The necessity of making the map modulo 1 comes now from different choices
of the point z P Sn`1zM .
We shall need an explicit formula for ηz. For simplicity, we consider the
case when z “ p0, 0, . . . , 1q P Sn`1 Ă Rn`2 and define η :“ ηz; the general
case can be obtained by rotating the coordinate system. We start with the
following proposition.
Proposition 2.11. Set z “ t0, . . . , 0, 1u. Let λ : Sn`1ztzu Ă Rn`2 Ñ R be a
smooth function with variables u “ pu1, u2, . . . , un`2q. If λ involves only un`2
(write λpuq “ λpun`2q for convenience) and satisfies
p1´ u2n`2qλ1pun`2q ´ pn` 1qun`2λpun`2q “ p´1qn,(2.12)
then on Sn`1ztzu we have
d pλpun`2qωnq “ ωn`1.
Proof. Note that
u21 ` ¨ ¨ ¨ ` u2n`2 “ 1 implies u1du1 ` ¨ ¨ ¨ ` un`2dun`2 “ 0,
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and hence
uidu1 ^ ¨ ¨ ¨ ^ dun`1 “ p´1qn`iun`2du1 ^ ¨ ¨ ¨ ^ xdui ^ ¨ ¨ ¨ ^ dun`2
for all i P t1, 2, . . . , n ` 1u. Therefore, by (2.12),
d pλpun`2qωnq ´ ωn`1 “ λ1pun`2qdun`2 ^ ωn ` λpun`2qdωn ´ ωn`1 “
“ p´1q
n ` pn` 1qun`2λpun`2q ´ λ1pun`2qp1´ u2n`2q
un`2
du1 ^ ¨ ¨ ¨ ^ dun`1
is a zero pn` 1q-form. 
To obtain a formula for η, it remains to solve (2.12). Rewriting (2.12), we
have
λ1pun`2q ´ pn` 1qun`2p1´ u2n`2q
λpun`2q “ p´1q
n
p1´ u2n`2q
.
The integrating factor of this ordinary differential equation is p1 ´ u2n`2q
n`1
2 ,
so the general solution of (2.12) can be written as
(2.13) p1´ u2n`2q
n`1
2 λpun`2q “ p´1qn
ż
p1´ u2n`2q
n´1
2 dun`2.
The requirement that the solution be smooth at un`2 “ ´1 translates into
the following formula
(2.14) λpun`2q “ p´1qnp1´ u2n`2q´
n`1
2
ż un`2
´1
p1´ s2q
n´1
2 ds.
The integral in (2.14) can be explicitly calculated. If n is odd, the result is
a polynomial. If n is even, successive integration by parts eventually reduces
the integral to
ş?
1´ s2 ds. For small values of n, the function λ is as follows.
n “ 1; λpu3q “ pu3 ´ 1q´1
n “ 2; λpu4q “ ´1
4
pπ ` 2u4
b
1´ u24 ` 2 arcsin u4qpu24 ´ 1q´3{2
n “ 3; λpu5q “ 1
3
pu5 ´ 2qpu5 ´ 1q´1.
Definition 2.15. From now on, we shall assume that η “ λpun`2qωn, where
λ is as in (2.14).
We see that λ is smooth for un`2 P r´1, 1q and has a pole at un`2 “ 1. We
shall work mostly in regions, where un`2 is bounded away from 1, so that λ
and its derivatives will be bounded.
2.2. The pull-back of the form η. We shall gather some formulae for eval-
uating the pull-back Sec˚x η. This will allow us to estimate the derivative of Φ.
First notice that
(2.16) dy
yi ´ xi
}y ´ x} “
dyi
}y ´ x} ` pyi ´ xiqdy}y ´ x}
´1,
where we dy means that we take the exterior derivative with respect to the y
variable. Consider the expression
Sec˚x du1 ^ ¨ ¨ ¨ ^ xdui ^ ¨ ¨ ¨ ^ dun`1.
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To calculate the pull-back we replace dui by dy
yi´xi
}y´x} . Notice that if in the
wedge product the term pyi ´ xiqdy}y ´ x}´1 from (2.16) appears twice or
more, this term will be zero. Therefore the pull-back takes the form
Sec˚x du1 ^ ¨ ¨ ¨ ^ xdui ^ ¨ ¨ ¨ ^ dun`1 “ 1}y ´ x}n dy1 ^ ¨ ¨ ¨ ^ xdyi ^ ¨ ¨ ¨ dyn`1`
1
}y ´ x}n´1
ÿ
j‰i
p´1qθpi,jqpyj´xjqdy}y´x}´1^dy1^¨ ¨ ¨^ {dyi, dyj^¨ ¨ ¨^dyn`1,
where θpi, jq is equal to j ´ 1 if j ă i and j ´ 2 if j ą i. Using the above
expression together with
dy}y ´ x}´1 “ ´1}y ´ x}3 ppy1 ´ x1qdy1 ` ¨ ¨ ¨ ` pyn`1 ´ xn`1qdyn`1q ,
we can calculate the pull-back of the form
ωn “
n`1ÿ
i“1
p´1qi`1uidu1 ^ ¨ ¨ ¨ ^ xdui ^ ¨ ¨ ¨ ^ dun`1.
We calculate
Sec˚x ωn “
1
}y ´ x}n`1
n`1ÿ
i“1
p´1qi`1pyi ´ xiqdy1 ^ ¨ ¨ ¨ ^ xdyi ^ ¨ ¨ ¨ ^ dyn`1`
` 1}y ´ x}n`3
n`1ÿ
i“1
ÿ
j‰i
p´1qi`θpi,jqpyi´xiq2pyj´xjqdyi^dy1^¨ ¨ ¨^ {dyi, dyj^¨ ¨ ¨^dyn`1
` 1}y ´ x}n`3
n`1ÿ
i“1
ÿ
j‰i
p´1qi`θpi,jqpyi´xiqpyj´xjq2dyj^y1^¨ ¨ ¨^ {dyi, dyj^¨ ¨ ¨^dyn`1.
Notice that we can change the order of the sums in the last term of the above
expression to be
řn`1
j“1
ř
i‰j. Since i ` θpi, jq “ j ` θpj, iq ˘ 1, the last two
sums cancel out. Hence, we obtain
(2.17) Sec˚x ωn “
1
}y ´ x}n`1
n`1ÿ
i“1
p´1qi`1pyi´xiqdy1^¨ ¨ ¨^xdyi^¨ ¨ ¨^dyn`1.
In particular, using Definition 2.15 we get a proof of the first part of Theo-
rem 1.1.
Sec˚x η “
1
}y ´ x}n`1λ
ˆ
yn`2 ´ xn`2
}y ´ x}
˙
¨
n`1ÿ
i“1
p´1qi`1pyi ´ xiqdy1 ^ ¨ ¨ ¨ ^ xdyi ^ ¨ ¨ ¨ ^ dyn`1.(2.18)
If n “ 1 we obtain the following explicit formula, used in [5].
(2.19) Φpx1, x2, x3q “ 1
4π
ż
M
py2 ´ x2qdy1 ´ py1 ´ x1qdy2
}y ´ x}2p1´ y3 ´ x3}y ´ x}q
.
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It is worth mentioning the formula for n “ 1 and a general z (not necessarily
p0, 0, 1q), which was given in [5, Theorem 5.3.7].
Φpx1, x2, x3q “ 1
4π
ż
M
ˆ
y ´ x
}y ´ x} ˆ z
˙
¨Dy
}y ´ x}
ˆ
1´ y ´ x}y ´ x} ¨ z
˙ ,
where Dy “ pdy1, dy2, dy3q.
We conclude by remarking that if
ωn`1 “
n`2ÿ
i“1
p´1qi`1uidu1 ^ ¨ ¨ ¨ ^ xdui ^ ¨ ¨ ¨ ^ dun`2,
then analogous arguments as those that led to formula (2.17) imply that
(2.20) Sec˚x ωn`1 “
1
}y ´ x}n`2
n`2ÿ
i“1
p´1qi`1pyi´xiqdy1^¨ ¨ ¨^xdyi^¨ ¨ ¨^dyn`2.
2.3. Estimates for derivatives of Sec˚x η. The following results are direct
consequences of the pull-back formula for η, (2.18). We record them for future
use in Sections 3 and 6. Recall from Section 2.2 that η was defined as a form
on Sn`1zp0, . . . , 0, 1q. The form ηz for general z P Sn`1 is obtained by rotation
of the coordinate system.
Lemma 2.21. For any m ě 0, there exists a constant C#m,n such that for each
non-negative integers k1, . . . , kn`2 such that
ř
ki “ m, the (higher) differential
of the pull-back Sec˚x η has the form
Bm
Bxk11 ¨ ¨ ¨ Bxkn`2n`2
Sec˚x η “
n`1ÿ
i“1
Hidy1 ^ ¨ ¨ ¨ ^ xdyi ^ ¨ ¨ ¨ ^ dyn`1,
where
(2.22) Hi “
mÿ
j“0
λpjq
ˆ
yn`2 ´ xn`2
}y ´ x}
˙
H
j
i ,
and Hji are smooth functions satisfying |Hji | ď C#m,n}y ´ x}´pn`m´jq.
Proof. If m “ 0, the proof is a direct consequence of (2.18). The general case
follows by an easy induction. 
As a consequence of Lemma 2.21 we prove the following fact.
Lemma 2.23. For any D ă 1 and for any integer m ą 0, there is a constant
CDn,m such that if z P Sn`1, y, x satisfy x y´x}y´x} , zy ă D and
ř
ki “ m, then the
derivative
Bm
Bxk11 ¨ ¨ ¨ Bxkn`2n`2
Sec˚x ηz is a sum of forms of type Hi1,...,indyi1 ^ . . .^
dyin, where all the coefficients Hi1,...,in are bounded by C
D
n,m}y ´ x}´n´m.
Proof. Apply a linear orthogonal map of Rn`2 that takes z to p0, 0, . . . , 0, 1q.
Let x1 and y1 be the images of x and y, respectively, under this map. We have
}y1 ´ x1} “ }y ´ x} and the condition The condition x y´x}y´x} , zy ă D becomes
y1n`2´x
1
n`2
}y´x} ă D. We will use (2.22). As D ă 1, on the interval r´1,Ds the
function λ and its derivatives up to m-th inclusive are bounded above by some
constant CD,m depending on D and m. The constant C
D
n,m can be chosen as
CDn,m “ pm` 1qCλD,mC#n,m. 
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3. Properness of Φ
Theorem 3.1. For any t P p0, 1q there exists Rt such that Φ´1ptq Ă Bp0, Rtq.
In other words, all fibers of Φ except Φ´1p0q are bounded.
Proof. Choose a Seifert hypersurface Σ for M . We may assume that it is
contained in a ball Bp0, rq for some r ą 0. As Σ is compact and smooth, there
exists a constant CΣ such that if an pn ` 1q–form ωn`1 on Rn`2 has all the
coefficients bounded from above by T , then | ş
Σ
ωn`1| ă CΣT .
Now take R " 0 and suppose x R Bp0, R ` rq. Then the distance of x to
any point y P Σ is at least R. Then Sec˚x ωn`1 has all the coefficients bounded
by R´n´1, see (2.20), and therefore | ş
Σ
Sec˚x ωn`1| ď CΣR´1´n. This means
that
ΦpRn`2zBp0, R` rqq Ă p´CΣR´1´n, CΣR´1´nq,
or equivalently, that if t R p´CΣR´1´n, CΣR´1´nq, then Φ´1ptq Ă Bp0, R ` rq.

Corollary 3.2. The map Φ extends to a Cn`1 smooth map from Sn`2zM to
S1.
Sketch of proof. Smoothness of Φ at infinity is equivalent to the smoothness of
w ÞÑ Φp w
}w}2
q at w “ 0. The proof of Theorem 3.1 generalizes to show that for
any m ą 0 there exists Cm with a property that |DαΦpxq| ď Cm ¨ }x}´n´1´|α|,
and }Dα w
}w}2
} ď Cm}w}´|α|´1 whenever |α| ď m. Here α is a multi-index.
Now by the di Bruno’s formula for higher derivatives of the composite func-
tion, we infer that |DαΦp w
}w}2
q| ď C}w}n`2´|α| (the worst case occurs when
Φ is differentiated only once, while
w
}w}2 is differentiated |α| times). Hence,
the limit at w Ñ 0 of all derivatives of w ÞÑ Φp w}w}2 q of order up to n ` 1 is
zero. 
We can also strengthen the argument of Theorem 3.1 to obtain a more
detailed information about the behavior of Φ at a large scale.
Theorem 3.3. Suppose Σ is a Seifert hypersurface and r is such that Σ Ă Bp0, rq.
For any R ą r, if }x} ą R we haveˇˇˇˇ
ˇn`2ÿ
i“1
xi
BΦ
Bxi ` pn` 1qΦ
ˇˇˇˇ
ˇ ď CΣpn` 2q rRn`2pR ´ rqn`2 }x}´pn`2q,
where CΣ depends solely on Σ and not on R and r.
Proof. Using (2.20) write
B Sec˚x ωn`1
Bxi “
´1
}y ´ x}n`2 p´1q
i`1dy1 ^ . . .^ xdyi ^ . . .^ dyn`2`
` pn` 2q yi ´ xi}y ´ x}n`4
n`2ÿ
j“1
p´1qj`1pyj ´ xjqdy1 ^ . . .^ xdyj ^ . . . ^ dyn`2.
This implies that
n`2ÿ
i“1
xi
B Sec˚x ωn`1
Bxi “ ´ξ1 ` pn` 2qξ2,
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where
ξ1 “ 1}y ´ x}n`2
n`2ÿ
i“1
p´1qi`1xidy1 ^ . . .^ xdyi ^ . . .^ dyn`2
and
ξ2 “ 1}y ´ x}n`4
n`2ÿ
i“1
n`2ÿ
j“1
p´1qj`1pyi ´ xiqpyj ´ xjqxidy1 ^ . . . ^ xdyj ^ . . .^ dyn`2.
Write also
ξ3 “ 1}y ´ x}n`2
n`2ÿ
i“1
p´1qi`1pyi ´ xiqdy1 ^ . . . ^ xdyi ^ . . .^ dyn`2.
Now suppose }x} ą R and }y} ă r. Then ´ξ1 ´ ξ3 has all the coefficients
bounded by rR
n`2
pR´rqn`2
}x}´n´2. Likewise notice thatˇˇˇˇ
ˇn`2ÿ
i“1
pyi ´ xiqxi ` }y ´ x}2
ˇˇˇˇ
ˇ “
ˇˇˇˇ
ˇn`2ÿ
i“1
pyi ´ xiqyi
ˇˇˇˇ
ˇ ď }y}}y ´ x},
where we used Schwarz’ inequality in the last estimate. Therefore ´ξ2 ´ ξ3
has all the coefficients bounded by }y}}y´x}n`2 , and by assumptions on }x} and
}y} we have that
}y}
}y ´ x}n`2 ď
rRn`2
pR´ rqn`2 }x}
´n´2.
We conclude that
(3.4)
ˇˇˇˇż
Σ
´ξ1 ` pn` 2qξ2 ` pn` 1qξ3
ˇˇˇˇ
ď CΣpn` 2q rR
n`2
pR ´ rqn`2 }x}
´pn`2q.
As Φpxq “ ş
Σ
ξ3, we obtain the statement. 
The statement of Theorem 3.3, in theory, can be used to obtain information
about CΣ from the behavior of Φ at infinity. The left hand side of (3.4) is
equal to
ˇˇˇˇ
n`2ř
i“1
xi
BΦ
Bxi
` pn ` 1qΦ
ˇˇˇˇ
, and does not depend on Σ. Therefore if we
know Φ and its derivatives, we can find a lower bound for CΣ, which roughly
tells, how complicated Σ might be. Unfortunately we do not know of any
examples where this can be used effectively.
4. Φ for an n-dimensional linear surface
Let M Ă Rn`2 be given by tw P Rn`2 : w1 “ 0, w2 “ 0u, the set of points
having the first two coordinates zero. We wish to calculate the map Φ for
M . We encounter some technical problems. Firstly, as M is not compact, we
have no reason to expect that Φ has bounded fibers and indeed, the statement
of Theorem 3.1 does not hold. Secondly, there is a more serious problem.
The map Φ will depend on the choice of the “Seifert hypersurface”. We used
quotation marks in the previous sentence because M , as it is not compact,
does not admit a compact Seifert hypersurface. However, if we choose a Seifert
hypersurface for M to be an pn` 1q–dimensional half-space, it turns out that
the derivative of Φ does not depend on the choice of the half-space. This
feature and calculations for BΦBxj will be important in Section 6.
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MΣ
px1, x2q
px1 ´ x2y1{y2, 0q
px1 ` y1, x2 ` y2q
Figure 2. The half-line from px1, x2q through px1`y1, x2`y2q
hitting the Seifert hypersurface Σ.
Set Σ “ tw : w1 ď 0, w2 “ 0u Ă Rn`2. For any point x R Σ, the value of
the map Φpxq is (up to a sign) the area of the image SecxpΣq. This image can
be calculated explicitly.
Choose a point y “ py1, . . . , yn`2q P Sn`1. The half-line from x R Σ through
x` y is given by t ÞÑ x` ty, t ě 0; see Figure 2. By definition, y P SecxpΣq if
and only if this half-line intersects Σ, that is, for some t0 ą 0 we have
(4.1) x2 ` t0y2 “ 0 and x1 ` t0y1 ď 0.
Note that if x2 “ 0, then the half-line through x and any point in Σ will
meet M , which results in an n-dimensional image SecxpΣq in Sn`1. Suppose
x2 ‰ 0. The condition t0 ą 0 together with (4.1) implies that the signs of x2
and y2 must be opposite. Plugging t0 from the first equation of (4.1) into the
second one, we obtain
(4.2) x1 ´ x2y1
y2
ď 0.
The calculation of Φ boils down to the study of the set of x1, x2 satisfying
(4.2). Write x1 “ r cos 2πβ and x2 “ r sin 2πβ. Multiply (4.2) by y2x2 (which
is negative) to obtain the inequality
y1 ď y2{ tan 2πβ.
There are four cases depending on in which quadrant of the plane contains
px1, x2q, see Figure 3. We next calculate the area of the image SecxpΣq of
each of those four cases. To do so, we first deal with the calculations and then
discuss the choice of the sign. For the moment, we choose a sign for the area
as ǫ P t´1,`1u; refer to Section 4.1 for the discussion of the sign convention.
Notice that the area of the two–dimensional circular sector in Figure 3 is (up
to normalization) equal to the pn` 1q–dimensional area of the image SecxpΣq.
This is because the defining equations are homogeneous, and other variables
y3, . . . , yn`2 do not enter in the definition of the region.
Case 1 x1 ě 0 and x2 ą 0. The region SecxpΣq is given by y2 ă 0 (because
the sign of y2 is opposite to the sign of x2), y1 ď y2{ tan 2πβ and
tan 2πβ P p0,8q. The area of the sector corresponding to Case 1 is
equal to πβ, hence Φpxq “ ǫβ, where ǫ is a sign.
Case 2 x1 ď 0 and x2 ą 0. The region SecxpΣq is given by y2 ă 0, y1 ď
y2{ tan 2πβ, where tan 2πβ P p´8, 0q. The area of the sector is equal
to πβ and so Φpxq “ ǫβ.
Case 3 x1 ď 0 and x2 ă 0. Then y2 ą 0 and tan 2πβ P p0,8q. The area of the
sector is π ´ πβ, but now the hypersurface Σ is seen from the other
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MΣ
Case 1Case 2
Case 3 Case 4
Figure 3. The four cases of possible position of points px1, x2q
and the image of the projection. Instead of drawing the preim-
age in the boundary on a circle, we draw a circular sector in a
disk for better readability.
side, hence the signed area is ǫpπβ ´ πq. After normalizing and taking
modulo 1, we obtain that Φpxq “ ǫβ.
Case 4 x1 ě 0, x2 ă 0. Then y2 ą 0 and tan 2πβ P p´8, 0q. As in Case 3, we
deduce that the area is π ´ πβ and we obtain Φpxq “ ǫβ.
Putting all the cases together, we see that Φpxq “ ǫβ.
Suppose we take another ‘Seifert surface’ for M , denoted Σ1, given by u1 “
0, u2 ď 0. Let Φ1 be the map Φ defined relatively to Σ1. To calculate Φ1,
we could repeat the above procedure, yet we present a quicker argument. A
counterclockwise rotation A in the pu1, u2q-plane by angle pi2 fixesM and takes
Σ to Σ1. In particular Φ1pxq “ ΦpAxq. Hence Φ1pxq “ ǫpβ´ 1
4
q We notice that
Φ1 ‰ Φ, but on the other hand Φ1´Φ is a constant. This approach shows that
if we take a linear hypersurface (a half-space) for the ‘Seifert surface’ of Φ,
then it is well defined up to a constant, and so the derivatives are well defined.
4.1. The sign convention. Given that Φ is defined as an integral of a dif-
ferential form, changing the orientation of M induces a reversal of the sign of
Φ. We use the example of a linear surface to show how the sign is computed.
Choose an orientation of M in such a way that BBu3 , . . . ,
B
Bun`2
is a positive
basis of TM . Stokes’ theorem is applicable if Σ is oriented by the rule “normal
outwards first”, see [16, Chapter 5], so that BBu1 ,
B
Bu3
, . . . , BBun`2 is an oriented
basis of TΣ.
The way of seeing the sign is by calculating
ş
Σ
Sec˚x ωn`1. By (2.20) we
know that
rΦpx1, . . . , xn`2q “ ż
Σ
Sec˚x ωn`1 “
ż
y1ď0
y2“0
x2
}y ´ x}n`2dy1 ^ dy3 ^ . . .^ dyn`2.
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Given the orientation of Σ we haveż
y1ď0,y2“0
x2
}y ´ x}n`2dy1 ^ dy3 ^ . . . ^ dyn`2 “
“x2
ż 0
´8
ˆż
1
}y ´ x}n`2dy3 . . . dyn`2
˙
dy1.
(4.3)
Notice that on the left hand side we have an integral of a differential form,
whereas on the right hand side the integral is with respect to the pn ` 1q–
dimensional Lebesgue measure on a subset of Rn`1.
The function
ş
1
}y´x}2
dy3 . . . dyn`2 is positive, therefore rΦ is positive for
x2 ą 0, negative for x2 ă 0 and 0 for x2 “ 0, x1 ą 0 (notice that (4.3) is not
defined if x2 “ 0 and x1 ď 0: if this holds, the point px1, x2, . . . , xn`2q lies on
Σ and the integral diverges). Therefore BBx2
rΦ|x2“0,x1ą0 is non-negative. This
is possible only if the choice of sign is ǫ “ `1.
5. Φ for a circle
We now use the formula for Φ via the integrals of the pull-back of η, see
(2.18), to give an explicit formula for Φ in the case when M is a circle. The
output is given in terms of elliptic integrals. Detailed calculations can be
found e.g. in [5], therefore we omit some tedious computations. We focus on
the analysis of the behavior of Φ near the circle.
5.1. Elliptic Integrals. For the reader’s convenience we give a quick review
of elliptic integrals and their properties. We shall use these definitions in
future calculations. This section is based on [2].
Definition 5.1. Let ϕ P r0, π{2s. For any k P r0, 1s, the complementary
modulus k1 of k is defined by k1 “ ?1´ k2.
(1) The integral
(5.2) Fpϕ, kq “
ż ϕ
0
dta
1´ k2 sin2 t
is called an elliptic integral of the first kind. If ϕ “ π{2, it is called a
complete elliptic integral of the first kind, denoted byKpkq :“ Fpπ{2, kq.
(2) The integral
Epϕ, kq “
ż ϕ
0
a
1´ k2 sin2 t dt
is called an elliptic integral of the second kind. If ϕ “ π{2, it is called a
complete elliptic integral of the second kind, denoted byEpkq :“ Epπ{2, kq.
(3) The integral
Πpϕ,α2, kq “
ż ϕ
0
dt
p1´ α2 sin2 tq
a
1´ k2 sin2 t
is called an elliptic integral of the third kind. If ϕ “ π{2, it is called
a complete elliptic integral of the third kind, denoted by Πpα2, kq :“
Πpπ{2, α2, kq.
(4) Heuman’s Lambda function Λ0pβ, kq can be defined by the formula
Λ0pβ, kq “ 2
π
`
EpkqFpβ, k1q `KpkqEpβ, k1q ´KpkqFpβ, k1q˘ .
Although Kpkq blows up at k “ 1, we know how fast it goes to infinity as
k approaches 1 from below.
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Proposition 5.3 (see [7, formula (10) on page 318]). We have
Kpkq “ ln 4?
1´ k2 `O
´
p1´ k2q ln
a
1´ k2
¯
as k Ñ 1´.
In particular
(5.4) lim
kÑ1´
ˆ
Kpkq ´ ln 4?
1´ k2
˙
“ 0.
The differentials of Kpkq and Epkq are calculated e.g. in [2, page 282].
d
dk
Kpkq “ Epkq ´ pk
1q2Kpkq
kpk1q2(5.5)
and
d
dk
Epkq “ Epkq ´Kpkq
k
(5.6)
where k1 “ ?1´ k2. The derivative of the Heuman’s Lambda functionΛ0pβ, kq
is given by the following formula, see [2, formulae 710.11 and 730.04].
B
BkΛ0pβ, kq “
2pEpkq ´Kpkqq sin β cos β
πk
a
1´ k12 sin2 β
(5.7)
and
B
BβΛ0pβ, kq “
2pEpkq ´ k12 sin2 βKpkqq
π
a
1´ k12 sin2 β
.(5.8)
5.2. Computation of Φ for the circle. In this section, we follow closely [5,
Sections 6.2 and 6.3]. The circle U has the parametrization γ : r´π, πs Ñ R3
given by
γptq “ pcos t, sin t, 0q.
Suppose x P R3 is such that x R tu21 ` u22 “ 1, u3 ď 0u. Then SecxpUq does
not contain p0, 0, 1q and (2.19) implies:
(5.9) Φpx1, x2, x3q “ 1
4π
ż pi
´pi
px1 cos t` x2 sin t´ 1qdt
Q` x3
?
Q
,
where
Q “ 1` }x}2 ´ 2x1 cos t´ 2x2 sin t.
Write x1 “ r cos θ, x2 “ r sin θ for r ě 0. Substituting this into (5.9), we
observe that Φ does not depend on θ, hence we can write Φ “ Φpr, x3q, that
is,
(5.10) Φpr, x3q “ 1
4π
ż pi
´pi
pr cos t´ 1qdt
1` r2 ` x23 ´ 2r cos t` x3
a
1` r2 ` x23 ´ 2r cos t
.
We have some special cases where we can compute the integral explicitly. If
x3 “ 0, we use the identity
cos t “ 1´ tan
2pt{2q
1` tan2pt{2q
and deal with improper integrals; there are two situations:
‚ r ă 1: we have
Φpr, 0q “ 1
4π
„
´ t
2
´ arctan
ˆ
1` r
1´ r tan
t
2
˙pi
´pi
“ ´1
2
;
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x
Figure 4. A Seifert surface for the circle with the property
that its image under Secx is a hemisphere.
‚ r ą 1: we have
Φpr, 0q “ 1
4π
„
´ t
2
` arctan
ˆ
r ` 1
r ´ 1 tan
t
2
˙pi
´pi
“ 0.
This agrees with the geometric interpretation. If we choose the disk D “ tr ď
1, x3 “ 0u as a Seifert surface for U , then for x “ pr cos θ, r sin θ, 0q with
r ą 1, the image SecxpDq is one-dimensional, so Φpxq “ 0. Conversely, for
x “ pr cos θ, r sin θ, 0q with r ă 1 we choose a Seifert surface Σ to be the disk
D with a smaller disk centered at x replaced by a hemisphere with center at
x. In this way, the image SecxpΣq is a hemisphere; see Figure 4.
Remark 5.11. The inverse image Φ´1p0q contains (and actually it is equal) to
the set tx21 ` x22 ą 1, x3 “ 0u. This shows that the assumption that t ‰ 0 in
Theorem 3.1 is necessary.
We now express Φpr, x3q in terms of elliptic integrals. We use the following
simplification, which follows by explicit computations.
(5.12)
r cos t´ 1
1` r2 ` x23 ´ 2r cos t` x3
a
1` r2 ` x23 ´ 2r cos t
“
“ ´x3pr cos t´ 1qp1` r2 ´ 2r cos tq
a
1` r2 ` x23 ´ 2r cos t
` r cos t´ 1
1` r2 ´ 2r cos t .
Define
Cprq “
ż pi
´pi
r cos t´ 1
1` r2 ´ 2r cos tdt.
Then
Cprq :“
$’&’%
0 if r ą 1
´π if r “ 1
´2π if r ă 1
.
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Using (5.12) and cos 2θ “ 1´ 2 sin2 θ we write
4πΦpr, x3q “ Cprq ` 2x3ap1` rq2 ` x23
ż pi{2
0
dtd
1´ 4rp1` rq2 ` x23
sin2 t
´ 2x3pr
2 ´ 1q
p1` r2q2
a
p1` rq2 ` x23
ż pi{2
0
dtˆ
1´ 4rp1` r2q sin
2 t
˙d
1´ 4rp1` rq2 ` x23
sin2 t
“
2x3a
p1` rq2 ` x23
K
˜d
4r
p1` rq2 ` x23
¸
` 2x3p1´ rqp1` rq
a
p1` rq2 ` x23
Π
˜
4r
p1` rq2 ,
d
4r
p1` rq2 ` x23
¸
` Cprq.
We may write the formula in terms of Heuman’s Lambda function Λ0 using
the formula relating Π and Λ0; see [2, page 228] or [13]. After straightforward
but tedious calculations, we obtain the following explicit formula.
Proposition 5.13 (see [5, Proposition 6.3.1]). Let x “ px1, x2, x3q P R3.
‚ If x R tx21 ` x22 “ 1, x3 ď 0u and x3 ‰ 0. Then
4πΦpr, x3q “ Cprq ` 2x3ap1` rq2 ` x23Kpkq`
` πΛ0
˜
arcsin
|x3|a
p1´ rq2 ` x23
, k
¸
x3p1´ rq
|x3}1´ r| ,
where
(5.14) k “
d
4r
p1` rq2 ` x23
.
‚ If x3 “ 0 but x21 ` x22 ‰ 1, then
Φpr, 0q “ Cprq
4π
.
‚ If x21 ` x22 “ 1 and x3 ă 0, then
Φp1, x3q “ ´Φp1,´x3q “ 1
4
` 1
4π
2x3a
4` x23
K
˜d
4
4` x23
¸
.
Another approach in computing the solid angle for an unknot was given
by F. Paxton, see [13]. He showed that the solid angle subtended at a point
P with height L from the unknot and with distance r0 from the axis of the
unknot is equal to
Φ “
$’&’%
1
2
´ 1
4pi
2L
Rmax
Kpkq ´ 1
4
Λ0pξ, kq if r0 ă 1
1
4
´ 1
4pi
2L
Rmax
Kpkq if r0 “ 1
´ 1
4pi
2L
Rmax
Kpkq ` 1
4
Λ0pξ, kq if r0 ą 1
where Rmax “
ap1` r0q2 ` L2, ξ “ arctan L|1´r0| and k is given by (5.14).
It can be shown that the Paxton formula agrees with the result of Proposi-
tion 5.13.
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Finally we remark that the computation of the solid angle of the unknot
was already studied by Maxwell. He gave the formulae in terms of infinite
series, see [12, Chapter XIV].
5.3. Behavior of Φ near U . We shall now investigate the behavior of Φ and
its partial derivatives near U .
x1 “ 1` ε cos 2πλ, x2 “ 0 and x3 “ ε sin 2πλ
where ε ą 0 is small and λ P r0, 1s. We have the following result.
Proposition 5.15 (see [5, Proposition 6.4.2]). The limit as ε Ñ 0` is given
by
lim
εÑ0`
Φp1` ε cos 2πλ, 0, ε sin 2πλq “ ´λ P R{Z.
Sketch of proof. Use r “ 1 ` ε cos 2πλ, x3 “ ε sin 2πλ and apply Proposi-
tion 5.13 together with a fact that
lim
εÑ0`
2ε sin 2πλ?
4` 4ε cos 2πλ` ε2K
˜c
4` 4ε cos 2πλ
4` 4ε cos 2πλ` ε2
¸
“ 0.

Remark 5.16. The sign of the limit is ´λ and not `λ. It is not hard to see that
the orientation convention for the circle, that is, such that t ÞÑ pcos t, sin t, 0q
is an oriented parametrization of U is opposite to the convention adopted in
Section 4.1.
Next we compute the derivatives of Φ near U . It is clear that the map Φ
for the circle is invariant with respect to the rotational symmetry around the
z–axis. Hence, if α is the longitudinal coordinate near U , then
B
BαΦ “ 0. The
two coordinates we have to deal with are the meridional and radial coordinates
λ and ε. The first result is the following.
Proposition 5.17 (see [5, Proposition 6.4.3]). We have
B
BεΦp1` ε cos 2πλ, 0, ε sin 2πλq “
1
4π
2 sin 2πλpKpkq ´Epkqq
p1` ε cos 2πλq?4` 4ε cos 2πλ` ε2 .
We observe that as ε Ñ 0`, we have k Ñ 1´ by (5.14). The numerator
Kpkq´Epkq blows up, so the right hand side of the formula in Proposition 5.17
is divergent as ε Ñ 0. For future use, we remark that by (5.4) and Proposi-
tion 5.17 we have
(5.18)
ˇˇˇˇ B
BεΦp1` ε cos 2πλ, 0, ε sin 2πλq
ˇˇˇˇ
ď Clinp´ ln εq
for some constant Clin, which can be explicitly calculated.
By Proposition 5.17 the sign of
B
BεΦ depends on sin 2πλ. Hence, Φp1 `
ε cos 2πλ, 0, ε sin 2πλq is non-decreasing with respect to ε when λ P r0, 1
2
s and
it is non-increasing when λ P r1
2
, 1s. Since we know that
lim
εÑ0`
Φp1` ε cos 2πλ, 0, ε sin 2πλq “ ´λ,
Dini’s theorem, see e.g. [14, Theorem 7.13], yields that as ε Ñ 0`, Φp1 `
ε cos 2πλ, 0, ε sin 2πλq converges uniformly to ´λ on r0, 1s. With this, the map
pε, λq ÞÑ Φp1 ` ε cos 2πλ, 0, ε sin 2πλq extends to the set tε “ 0u even though
Φ itself is not defined at p1, 0, 0q.
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Remark 5.19. This extension of Φ through tε “ 0u will be generalized in the
Continuous Extension Lemma 7.10.
We now estimate the derivative of Φ with respect to λ.
Proposition 5.20 (see [5, Proposition 6.4.4]).
B
BλΦp1` ε cos 2πλ, 0, ε sin 2πλq ă 0
and
lim
εÑ0`
B
BλΦp1` ε cos 2πλ, 0, ε sin 2πλq “ ´1.
Proof. Set
k “
c
4` 4ε cos 2πλ
4` 4ε cos 2πλ` ε2
k1 “
a
1´ k2 “ ε?
4` 4ε cos 2πλ` ε2 .
Note that
Bk
Bλ “ 2π
´k13 sin 2πλ?
1` ε cos 2πλ
and
Bk1
Bλ “
´k?
1´ k2
Bk
Bλ “ ´
k
k1
Bk
Bλ.
Using (5.7) and (5.8) we have
B
BλΦp1` ε cos 2πλ, 0, ε sin 2πλq
“ 1
4π
B
Bλp2 sin 2πλk
1Kpkq ˘ πΛ0parcsin | sin 2πλ|, kqq
“ 1
2π
sin 2πλ
ˆ
KpkqBk
1
Bλ ` k
1 BKpkq
Bλ
˙
` k1Kpkq cos 2πλ
˘ 1
4
ˆ B
Bparcsin | sin 2πλ|qΛ0parcsin | sin 2πλ|, kqq
˙ Bparcsin | sin 2πλ|q
Bλ
˘ 1
4
ˆ B
BkΛ0parcsin | sin 2πλ|, kqq
˙ Bk
Bλ
“ 1
2π
sin 2πλ
Bk
Bλ
ˆ
Epkq ´Kpkq
kk1
˙
` k1Kpkq cos 2πλ
´
˜
Epkq ´ k12 sin2 2πλKpkqqa
1´ k12 sin2 2πλ
¸
´ 1
2π
˜
pEpkq ´Kpkqq sin 2πλ cos 2πλ
k
a
1´ k12 sin2 2πλ
¸
Bk
Bλ.
See also [5, Equation (6.11) and Proposition 6.4.3]. As εÑ 0`, we have k Ñ 1,
k1 Ñ 0. Since k1Kpkq Ñ 0 and k1Epkq Ñ 0 as ε Ñ 0`, the only significant
term in the above expression is ´ Epkqa
1´ k12 sin2 2πλ
, hence
lim
εÑ0`
B
BλΦp1` ε cos 2πλ, 0, ε sin 2πλq “ ´Ep1q “ ´1.

We have estimated the derivatives of Φ with respect to ε and λ. We can now
give the following corollary, which is a straightforward consequence of (5.18).
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Figure 5. Level sets of the function pr, x3q ÞÑ Φpr, x3q for the circle.
Corollary 5.21. The derivatives BBxjΦpx1, x2, x3q, j “ 1, 2, 3 have at most a
logarithmic pole at points px1, x2, x3q close to U . More precisely, there exists
a constant Ccirc such thatˇˇˇˇ B
BxjΦpx1, x2, x3q
ˇˇˇˇ
ď Ccircp´ ln distppx1, x2, x3q, Uqq.
We remark that from (2.18), we get much weaker estimates on the deriva-
tive. We do not know if these weaker estimates can be improved for general
manifolds M .
To conclude, we show level sets of the function pr, x3q ÞÑ Φpr, x3q for the
circle in Figure 5. Notice that in the Figure the half-lines stemming from
point p1, 0q (and not parallel to the x3 “ 0 line) intersect infinitely many level
sets near the point p1, 0q. This suggests that the radial derivative BBεΦp1 `
ε cos 2πλ, ε sin 2πλq is unbounded as ε Ñ 0`. We proved this fact rigorously
in Proposition 5.17.
6. Derivatives of Φ near M
We begin by recalling a well-known fact in differential geometry.
Proposition 6.1. Let X Ă Rn`2 be a k-dimensional, smooth, compact sub-
manifold with smooth boundary. Then, there exists a constant CX such that
for every x P Rn`2 and for any r ą 0 we have
volkpX XBpx, rqq ď CXrk.
Moreover, increasing CX if necessary, we may assume that if ω is a k–form
on Rn`2 whose coefficients are bounded by T , then | ş
XXBpx,rq ω| ď CXTrk.
The result is well-known to the experts, therefore we present only a sketchy
proof.
Sketch of proof. Let δk be the volume of unit k–dimensional ball. By smooth-
ness of X we infer that limrÑ0
volkpX XBpx, rqq
rk
is 0, 1
2
δk or δk depending
on whether x R X, x P BX or x P XzBX. Using Vitali’s theorem, one shows
that there exists r0 independent of x such that
volkpX XBpx, rqq
rk
ď 2δk for
all r ă r0. We take CX to be the maximum of 2δk and volkpXq{rk0 .
The second part is standard and left to the reader. 
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6.1. The Separation Lemma. The form ηz used in Section 2.2 has a pole
at z P Sn`1. In the applications for given x P Rn`2zM we choose a point z
such that z R SecxpMq. Such a point exists, see Remark 2.9 above. However,
in order to obtain a meaningful bound for Sec˚x ηz, we need to know that z is
separated from SecxpMq, in the sense that there exists a constant D such that
xy, zy ď D for any y P SecxpMq. In this section we show that the constant
D ă 1 can be chosen independently of x.
Lemma 6.2 (Separation Lemma). There exist ε0 ą 0 and D ă 1 such that
the set
N0 “ pM `Bp0, ε0qqzM
of points at distance less than ε0 from M (and not lying in M) can be covered
by a finite number of open sets U1, . . . , Ul with the following property: for each
i there exists a point zi P Sn`1 such that for any x P Ui we have SecxpMq Ă
tu P Sn`1 : xu, ziy ď Du.
Remark 6.3. In general it is impossible for a given point x P M to find an
element z P Sn`1 and a neighborhood U Ă Rn`2 of x, such that for every
x1 P U we have z R Secx1pMq. In fact, the opposite holds. For any z P Sn`1
the sequence xn “ x ´ zn has the property that z P SecxnpMq and xn Ñ x.
This is the main reason why the proof of an apparently obvious lemma is not
trivial.
Put differently, the subtlety of the proof of Lemma 6.2 lies in the fact that
the image SecxpMq can be defined for x PM as a closure of SecxpMztxuq, but
we cannot argue that SecxpMq depends continuously on x, if x PM .
Proof of Lemma 6.2. Take a point x P M . Let V be the affine subspace tan-
gent to M at x, that is V “ x ` TxM . The image SecxpV ztxuq is the inter-
section
Sx :“ TxM X Sn`1.
Lemma 6.4. For any open subset U Ă Sn`1 containing Sx, there exists r ą 0
such that the SecxpM XBpx, rqztxuq is contained in U .
Proof. Suppose the contrary, that is, for any n there exists a point yn P M
such that }x ´ yn} ă 1n and Secxpynq R U . In particular yn Ñ x. As M is
a smooth submanifold of Rn`2, the tangent space TxM is the linear space of
limits of secant lines through x. This means that if yn Ñ x and yn PM , then,
up to passing to a subsequence, Secxpynq converges to a point in Sx. But
then, starting with some n0 ą 0, we must have Secxpynq P U for all n ą n0.
Contradiction. 
Choose now a neighborhood U of Sx and r from Lemma 6.4. As Sx is
invariant with respect to the symmetry y ÞÑ ´y, we may and will assume that
U also is. We assume that U is small neighborhood of Sx, but in fact we will
only need that U is not dense in Sn`1. We will need the following technical
result.
Lemma 6.5. Suppose v P Sn`1zU . Then there exists an open neighborhood
Wv Ă Rn`2 of x, such that if x1 P Wv, then either v R Secx1pM X Bpx, rqq or
´v R Secx1pM XBpx, rqq.
Proof of Lemma 6.5. We act by contradiction. Assume the statement of the
lemma does not hold. That is, there is a sequence xn converging to x such
that both v and ´v belong to SecxnpM X Bpx, rqq. This means that for any
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Figure 6. Proof of the Lemma 6.5. To the left: a sequence
of lines lx1 , lx2 converges to a line that is tangent to M at x,
so that v P TxM . To the right: a sequence of lines lx1 , lx2
converges to a line that passes through x and intersects M at
some point. Then v P SecxpMq.
n the line lxn :“ txn ` tv, t P Ru intersects M X Bpx, rq in at least one point
for t ą 0 and at least one point for t ă 0. For each n, choose a point y`n in
M XBpx, rq X lxn Xtt ą 0u and a point y´n in M XBpx, rq X lxn Xtt ă 0u. In
particular Secxnpy`n q “ v and Secxnpy´n q “ ´v.
By taking subsequences of ty`n u and ty´n u we can assume that y`n Ñ y` and
y´n Ñ y´ for some y`, y´ PM XBpx, rq.
If y` ‰ x, then the line lx “ tx ` tvu passes through y`, but this means
that v P SecxpM XBpx, rqq, but the assumption was that v R U , so we obtain
a contradiction. So y` “ x. Analogously we prove that y´ “ x.
Finally suppose y` “ y´ “ x. The line lx “ tx` tvu is the limit of secant
lines passing through y`n and y
´
n , therefore lx is tangent to M at x. But then
v P Sx Ă U . Contradiction. 
We extend the argument of Lemma 6.5 in the following way.
Lemma 6.6. Suppose v P Sn`1zU . Then there exist an open set Vloc Ă Sn`1
containing v and an open ball Bloc Ă Bpx, rq containing x such that if x1 P Bloc
then there exists a choice of sign η P t˘1u possibly depending on x such that
ηVloc is disjoint from the image Secx1pM XBpx, rqq.
Proof. The proof is a modification of the proof of Lemma 6.5. We leave the
details for the reader. 
Resuming the proof of Lemma 6.2 define the sets Bloc` and Bloc´ by
Bloc˘ “ tx1 P Bloc : for every v1 P Vloc we have ˘ v1 R Secx1pM XBpx, rqqu.
Then clearly Bloc` YBloc´ “ Bloc.
Lemma 6.7. The subsets Bloc`zM and Bloc´zM are open subsets of BloczM .
Proof. The lemma follows from the fact that M X Bpx, rq is closed and Secx1
is continuous with respect to x1 as long as x1 RM . 
The next step in the proof of the Separation Lemma 6.2 is the following.
Lemma 6.8. There exists an open set Bx Ă Rn`2 containing x, a point
vx P Sn`1 and an open set Vx Ă Sn`1 containing vx such that if x1 P Bx and
v1 P Vx then either v1 or ´v1 does not belong to Secx1pMq.
Moreover, there are two subsets B˘x of Bx such that B
`
x Y B´x “ Bx, B˘x
are open in BxzM and if x1 P B˘x and v1 P Vx, then Secx1pMq does not contain
˘v1.
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Proof. Let U and r ą 0 be as in the statement of Lemma 6.4. The set
SecxpMzBpx, rqq is the image of the compact manifold MzBpx, rq of dimen-
sion n under a smooth map, hence its interior is empty. Therefore there exists
a point v P Sn`1 such that neither v nor ´v is in the image SecxpMzBpx, rqq
and also neither v nor ´v is in U . By the continuity of Secx, there exist a
small ball Bgl Ă Bpx, rq with center x and a small ball Vgl Ă Sn`1 contain-
ing v such that if v1 P Vgl and x1 P Bgl, then neither v1 nor ´v1 belongs to
Secx1pMzBpx, rqq. Let Vloc and Bloc be from Lemma 6.6. Define Vx “ VlocXVgl
and Bx “ Bloc X Bgl. Then for any x1 P Bx and v1 P Vx we have that either
v1 R Secx1 M or ´v R Secx1 .
We define B˘x as intersections of Bloc˘ with Bx, where Bloc˘ are as in
Lemma 6.7 above. 
We resume the proof of the Separation Lemma 6.2. Define
δx “ sup
yPSn`2zVx
xvx, yy.
As Vx is an open set containing vx, we have δx ă 1. This means that if x1 P Bx
and y P SecxpMq, then either xy, vxy ď δx or xy,´vxy ď δx.
Cover now M by open sets Bx for x PM . As M is compact, there exists a
finite set x1, . . . , xn such that M Ă Bx1 Y ¨ ¨ ¨ Y Bxn . The compactness of M
implies also that there exists ε0 ą 0 such that the setM`Bp0, ε0q, that is, the
set of points at distance less than ε0 from M , is contained in Bx1 Y ¨ ¨ ¨ YBxn .
DefineD “ maxpδx1 , . . . , δxnq and letN0 “ pM`Bp0, ε0qqzM . For i “ 1, . . . , n
define vi “ vxi and B˘i “ B˘xiXN0. Then B˘i cover N0 and for any i, if x1 P B˘i
and y P Secx1pMq, then xy,˘viy ď D as desired. 
For points x that are at distance greater than ε0 from M , the statement of
the Separation Lemma 6.2 holds as well.
Theorem 6.9 (Separation Theorem). There exists a constant D ă 1 such
that for any x P Rn`2zM there exists an open neighborhood Ux Ă Rn`2 of x
and a point z P Sn`2, such that for any x1 P Ux and y P Secx1pMq we have
xy, zy ă D.
Proof. Denote by Dclose the constant D from the Separation Lemma 6.2. The
constant Dclose works for points at distance less than ε0 from M .
We work with points far from M . Choose R ą 0 large enough so that
M Ă Bp0, Rq. For any x R Bp0, Rq we can take the point x}x} for z and then if
y P SecxpMq, then xy, zy ď 0. By the continuity of x ÞÑ Secx we may choose
a neighborhood Wx of x such that if x
1 P Wx and yn P Secx1pMq, then xy, zy
is bounded from above by a small positive number, say 1
10
. This takes care
of the exterior of the ball Bp0, Rq. We define Dfar “ 110 . The constant Dfar
works for points outside of the ball Bp0, Rq.
Let P “ tx P Bp0, Rq : distpx,Mq ě ε0u. For any point x P P , SecxpMq is
the image of an n-dimensional compact manifold under a smooth map, so it
is a boundary closed subset of Sn`1. Thus there exist a point zx P Sn`1 and
a neighborhood of Ux of zx such that Ux X SecxpMq “ H. Shrinking Ux if
necessary we may guarantee that there exists a neighborhood Wx Ă Rn`2 of
x such that if x1 PWx and y P Secx1pMq, then y R Ux. We define again
δx “ sup
yPSn`2zVx
xzx, yy ă 1.
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The sets Wx cover P and we take a finite subcover Wx1 , . . . ,WxM . We
define Dmid as the maximum of δx1 , . . . , δxM . The constant Dmid works for
points at distance between ε0 and inside of Bp0, Rq.
It is enough to take D “ maxpDclose,Dmid,Dfarq. 
From now on we assume that D ă 1 is fixed.
6.2. The Drilled Ball Lemma. We begin to bound the value of BBxiΦpxq.
To this end we will differentiate the coefficients of Sec˚x ηz. The point z will
always be chosen in such a way that xSecx1pyq, zy ă D for all y P M and for
all x1 sufficiently close to x.
The next result estimates the contribution to BΦBxj from integrating Sec
˚
x η
on a drilled ball.
Lemma 6.10. Suppose α, β P p0, 1q and x P Rn`2. Fix ε ą 0 and define
Mαβε :“M X pBpx, εβqzBpx, εαqq.
Then, for any i “ 1, . . . , n` 2ˇˇˇˇ
ˇ BBxi
ż
Mαβε
Sec˚x η
ˇˇˇˇ
ˇ ă Cdrillεγ ,
where γ “ nβ ´ pn` 1qα and Cdrill “ CMCDn,1 is independent of α, β and x.
Proof. By Lemma 2.23 and the Separation Lemma 6.2, the derivative of the
pull-back BBxi Sec
˚
x η is an n–form whose coefficients are bounded from above by
by
CDn,1
}y´x}n`1
. If y PMαβε, then }y´x} ě εα. The form BBxi Sec˚x η is integrated
over Mαβε. We use Proposition 6.1 twice. First to conclude that the volume of
Mαβε is bounded from above by CMε
nβ, second to conclude that the integral
is bounded by CDn,1CMε
nβ´pn`1qα. 
The next result shows that if M is locally parametrized by some Ψ then
if we take a first order approximation, the contribution to the derivative of
Φpxq from the local piece does not change much. We need to set up some
assumptions.
Choose ε ą 0 and α P p1
2
, 1q. For a fixed point x at distance ε from M
we set Mαε “ M X Bpx, εαq. We assume that ε, α are such that Mαε can
parametrized by
Ψ : B1 ÑMαε,
where B1 is some bounded open subset in Rn and Ψp0q is the point on Mαε
that is nearest to x. We also assume that B1 is a star-shaped, that is, if
w P B1, then tw also in B1 for t P r0, 1s. For simplicity of the formulae we may
transform B1 in such a way that
(6.11) DΨp0q “
¨˚
˚˚˚˚
˚˝˚
1 0 . . . 0
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1
0 0 . . . 0
0 0 . . . 0
‹˛‹‹‹‹‹‹‚
.
Choose σ ą 0 in such a way that B1 is a subset of an n-dimensional ball Bp0, σq
and B1 is not a subset of Bp0, σ{2q. Let Ψ1 be the first order approximation
of Ψ, that is Ψ1pwq “ Ψp0q `DΨp0qw. Let M1 be the image of B1 under Ψ1.
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Figure 7. Notation of the proof of the Approximation Lemma 6.12.
Write C1 and C2 for the supremum of the first and second derivative of Ψ on
B1.
Lemma 6.12 (Approximation Lemma). Suppose
(6.13) ε ă min
´
p4C2q´1{α, 2´1{pα´1q, p32C2q´1{p2α´1q
¯
and α ě 1
2
. There exists a constant Capp depending on Ψ such thatˇˇˇˇ B
Bxj
ż
Mαε
Sec˚x η ´
B
Bxj
ż
M1
Sec˚x η
ˇˇˇˇ
ď Cappεδ,
where δ “ αpn` 3q ´ pn` 2q.
Proof. As our first step we relate σ with ε and α.
Lemma 6.14. We have σ ď 4εα.
Proof of Lemma 6.14. Suppose w P Bp0, σq, w ‰ 0. Write rw for the vector
in Rn`2 given by 1}w}pw, 0, 0q. Define a function Ψw : R Ñ R by the formula
Ψwptq “ xΨpt w}w}q, rwy. By the definition we have Ψwp0q “ 0. From (6.11)
we calculate that d
dt
Ψwp0q “ 1. Furthermore, as the second derivative of Ψ is
bounded by C2 we have that | d2dt2Ψwptq| ă C2. It follows that Ψwptq ě t´ C22 t2.
Set t0 “ 2εα. As εα ă 14C2 by the assumptions, we have Ψwpt0q ě 2εα ´
2C2ε
2α ě 3
2
εα. Clearly Ψwpt0q ď }Ψpt0 w}w}q}, hence }Ψpt0 w}w}q} ě 32εα.
The condition ε ă 2´1{pα´1q implies that 1
2
εα ą ε. By the triangle inequality
}Ψpt0 w}w}q ´ x} ě }Ψpt0
w
}w}q} ´ }x} ą ε` ε
α ´ ε “ εα.
This means that Ψpt0 w}w}q cannot possibly belong to Bpx, εαq, hence it is not
in the image ΨpB1q “M XBpx, εαq. This shows that t0 w}w} cannot belong to
B1. As w was an arbitrary point in B1, this implies that no element in B1 can
have norm 2εα. As B1 is connected, this implies that B1 must be contained in
Bp0, 2εαq. By the definition of σ we immediately recover that σ ď 4εα. 
We resume the proof of Lemma 6.12. Choose w P Bp0, σq. Write y0 “ Ψpwq,
y1 “ Ψ1pwq. By the Taylor formula we have
(6.15) }y0 ´ y1} “ }Ψ1pwq ´Ψpwq} ď C2}w}2.
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We have }w} ă 4εα and 2α ą 1. Using the assumption that ε ă p32C2q´1{p2α´1q
we infer that C2p4εαq2 ď 12ε. so that }Ψ1pwq ´ Ψpwq} ď 12ε. Therefore, as
distpx,Mαεq “ ε, we infer that for each point y1 in the interval connecting y0
and y1 we have }x´ y1} ě 12ε.
Write now for i “ 1, . . . , n ` 1:
(6.16)
B Sec˚x η
Bxi “
ÿ
i‰j
Fijpx, yqdy1 ^ . . . {dyi, dyj . . .^ dyn`2.
By the mean value theorem, for any i, j there exists a point y1 in the interval
connecting y0 and y1 such that
(6.17) Fijpx, y0q ´ Fijpx, y1q “ }y0 ´ y1}BvFijpx, y1q,
where Bv is the directional derivative in the direction of the vector y0´y1}y0´y1} .
Now }x´ y1} ě 1
2
ε, hence by Lemma 2.21:
(6.18)
ˇˇBvFijpx, y1qˇˇ ď CDn,2ˆ12ε
˙´n´2
.
From (6.15) we deduce that
(6.19) |Fijpx,Ψpwqq ´ Fijpx,Ψ1pwqq| ď C}w}2ε´n´2
for some constant C depending on C2.
Set Gijpwq and Hijpwq to be defined by
Ψ˚dy1 ^ . . . {dyi, dyj . . .^ dyn`2 “ Gijdw1 ^ . . .^ dwn
Ψ˚1dy1 ^ . . . {dyi, dyj . . .^ dyn`2 “ Hijdw1 ^ . . .^ dwn.
The values of Gij and Hij are bounded by a constant depending on C1. More-
over the expression DΨpwq ´DΨ1pwq has all entries bounded from above by
}w} times a constant, hence an exercise in linear algebra shows that
(6.20) |Gijpwq ´Hijpwq| ď CG}w}
for some constant CG depending on C1. Now write
Ψ˚Fijpx, yqdy1^. . . {dyi, dyj . . .^dyn`2´Ψ˚1Fijpx, yqdy1^. . . {dyi, dyj . . .^dyn`2 “
pFijpx,ΨpwqqGijpwq ´ Fijpx,Ψ1qpwqHijpwqq dw1 ^ . . .^ dwn.
We estimate using (6.19):
|Fijpx,ΨpwqqGij ´ Fijpx,Ψ1qHij | ď
|Fijpx,Ψpwqq ´ Fijpx,Ψ1pwqq| ¨ |Hijpwq| ` |Fijpx,Ψpwq| ¨ |Gijpwq ´Hijpwq|.
Combining this with (6.19) we infer that
(6.21) |Fijpx,ΨpwqqGij ´ Fijpx,Ψ1qHij| ď Cp}w}2ε´n´2 ` }w}ε´n´1q,
where the factor ε´n´1 comes from the estimate of Fijpx,Ψpwqq and the con-
stant C depends on previous constants, that is, C depends on C1, C2.
We use now (6.21) together with (6.16) and the definitions of Gij , Hij. After
straightforward calculations we obtain for some constant C:ˇˇˇˇż
B1
B
Bxj pΨ
˚ Secxpyq ´Ψ˚1 Secxpyqq
ˇˇˇˇ
ď
ż
Bp0,σq
Cp}w}2ε´n´2 ` }w}ε´n´1q.
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The last expression is bounded by Capppεpn`3qα´pn`2q ` εpn`2qα´pn`1qq, where
Capp is a new constant. As α ă 1 and ε ! 1, the term εpn`3qα´pn`2q is
dominating. 
In the following result we show that the constants in the Approximation
Lemma 6.12 can be made universal, that is, depending only on M and α and
not on x and ε.
Proposition 6.22. For any α P p1
2
, 1q there exist constants Cα and ε1 ą 0
such that for any x RM such that distpx,Mq ă ε1 we haveˇˇˇˇ BΦ
Bxi pxq ´
BΦV
Bxi pxq
ˇˇˇˇ
ď Cαεpn`2qα´pn`1q.
Here ΦV is a map Φ defined relatively to the plane V that is tangent to M at
a point y such that distpx,Mq “ }x´ y}.
Proof. CoverM by a finite number of subsets Ui such that each of these subsets
can be parametrized by a map Ψi : Vi Ñ Ui, where Vi is a bounded subset of
R
n. By the compactness of M , there exists ε1 ą 0 such that if U Ă M has
diameter less than ε1, then U is contained in one of the Ui. Shrinking ε1 if
necessary we may and will assume that if distpx,Mq ă ε1, then there is a
unique point y PM such that distpx,Mq “ }x´ y}.
Set C1 and C2 to be the upper bound on the first and the second derivatives
of all of the Ψi. The derivative DΨipwq is injective for all w P Vi. We assume
that C0 ą 0 is such that }DΨipwqv} ě C0}v} for all v P Rn, i “ 1, . . . , n and
w P Vi.
Choose a point x at distance ε ą 0 to M such that 2εα ă ε1 and ε ă ε1.
Let Mαε “ Bpx, εαq XM . As this set has diameter less than ε1, we infer that
Mαε Ă Ui for some i. Let B “ Ψ´1i pMαεq Ă Vi. Let y P M be the unique
point realizing distpx,Mq “ }x ´ y}. We translate the set B in such a way
that Ψip0q “ y. Next we rotate the coordinate system in Rn`2 in such a way
that the image of DΨp0q has a block structure A ‘ p 0 00 0 q for some invertible
matrix A. We know that A´1 is a matrix with coefficients bounded by an
universal constant depending on c1 and C1. Define now B0 “ A´1pBq and
Ψx “ Ψi ˝A. Then Ψ has first and second derivatives bounded by a constant
depending on C1, C2 and c1. Denote these constants by C1pxq, C2pxq. Let also
be C0pxq ą 0 be such that if w,w1 P B, then }Ψxpwq´Ψxpw1q} ě C0pxq}w´w1}.
Such constant exists because DΨpwq is injective and we use the mean value
theorem. Moreover C0pxq is bounded below by a constant depending on C1,
C2 and C0.
It remains to ensure that the following two conditions are satisfied. First,
the set B “ Ψ´1x pMαεq has to be star-shaped, second the inequality (6.13)
is satisfied. The second condition is obviously guaranteed by taking ε1 suf-
ficiently small. We claim that the first condition can also be guaranteed by
taking ε1. To see this we first notice that if ε1 is sufficiently small, then Mαε
is connected for all ε ă ε1. Next, we take a closer look at the definition of
B Ă Vi. Namely we can think of B as the set of points w P Vi satisfying the
inequality Rpwq ď εα, where
Rpwq “ }Ψxpwq ´ x}2 “ xΨxpwq ´ x,Ψxpwq ´ xy.
For v P Rn we have
D2Rp0qpv, vq “ 2xDΨxp0qpv, vq,Ψxp0q ´ xy ` xDΨxp0qv,DΨxp0qvy.
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By the construction of Ψx we have that xDΨxp0qv,DΨxp0qvy “ }v}2 hence
D2Rp0qpv, vq ě p1´ 2εC2pxqq}v}2.
Generalizing this for w P B and v P Rn we have
D2Rpwqpv, vq “ }DRpwqv}2 ` 2xD2Ψxpwqpv, vq,Ψxpwq ´ xy.
Now }D2Ψxpwqpvq} ď C2pxq}v}2 and by the mean value theorem also }DRpwq´
DRp0q} ď C2pxq}w}. Suppose }x´Ψxpwq} ď εα. Then }Ψxpwq´Ψxp0q} ď 2εα
and so }w} ď 2C0pxqεα. Hence
D2Rpwqpv, vq ě p1´ 2εαC0pxqC2pxq ´ 2εαC2pxqq}v}2.
This shows that R is a convex function if ε is sufficiently small. Hence B
is a convex subset, in particular, it is also star-shaped. Therefore all the
assumptions of the Approximation Lemma 6.12 are satisfied, the statement
follows. 
6.3. Approximation Theorem. Combining the Drilled Ball Lemma 6.10
and Proposition 6.22, we obtain a result which is the main technical estimate.
Theorem 6.23 (Approximation Theorem). For any θ P pn`2
n`4 , 1q there exists
a constant Cθ such that if x is at distance ε ą 0 to M and ε ă ε1, y0 P M is
the point realizing the minimum of distpx,Mq and V is the tangent space to
M passing through y0, then for any j “ 1, . . . , n` 2ˇˇˇˇ B
BxjΦpxq ´
B
BxjΦV pxq
ˇˇˇˇ
ď Cθε´θ.
Here, ΦV is the map Φ defined relatively to the hyperplane V .
Remark 6.24. In Section 4, we have shown that ΦV is not well defined, but if
we restrict to ‘Seifert hypersurfaces’ for V which are half-spaces (and that is
what we in fact do), then ΦV is defined up to an overall constant. In particular,
its derivatives do not depend on the choice of the half-space.
Proof. Let ξ “ BBxj Sec˚x η. Set also α0 “ n`2n`3 ´ θn`3 . We have pn` 3qα0´pn`
2q “ ´θ, hence by Proposition 6.22 we obtain.
(6.25)
ˇˇˇˇ
ˇ
ż
MXBpx,εα0q
ξ ´
ż
VXBpx,εα0 q
ξ
ˇˇˇˇ
ˇ ď Cappε´θ.
Set αk`1 “ αk` 1npαk´θq. By the assumptions we have α0 ă θ, so αk`1 ă αk
and the sequence αk diverges to ´8. Suppose k0 ă 8 is the first index,
when αk0 ď 0. Set αk0 “ 0 in this case. We use repeatedly the Drilled Ball
Lemma 6.10 for β “ αk`1 and α “ αk, k “ 0, . . . , k0 ´ 1. We are allowed to
do that because for k ă k0 ´ 1 we have
nαk`1 ´ pn` 1qαk “ n
ˆ
n` 1
n
αk ´ 1
n
θ
˙
´ pn` 1qαk “ ´θ
and nαk0 ´ pn` 1qαk0´1 ě ´θ. Summing the inequality from the Drilled Ball
Lemma 6.10 for k from 0 to k0 ´ 1 we arrive at
(6.26)
ˇˇˇˇ
ˇ
ż
MXBpx,ε
αk0 qzBpx,εα0q
ξ
ˇˇˇˇ
ˇ ď k0 ¨ Cdrillε´θ.
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Recall that αk0 “ 0. Equation (6.26) does not cover the part of M outside of
Bpx, 1q. However, on MzBpx, 1q, the form ξ is easily seen to have coefficients
bounded above by a constant independent of ε and x, hence
(6.27)
ˇˇˇˇ
ˇ
ż
MzBpx,1q
ξ
ˇˇˇˇ
ˇ ď Cext,
for some constant Cext depending on M but not on x and ε. It remains to
show
(6.28)
ˇˇˇˇ
ˇ
ż
VXBpx,εα0q
ξ ´
ż
V
ξ
ˇˇˇˇ
ˇ ď Cflatε´θ.
We cannot use the Drilled Ball Lemma 6.10 directly, because V is unbounded.
However, we will use similar ideas as in the proof of the Drilled Ball Lemma 6.10.
The form ξ is an n-form whose coefficients on V are bounded by CD
1
n,1}y ´ x}´pn`1q,
where D1 is such that π´1x pV q Ă tun`2 ă D1u. Its restriction to V is equal to
some function Fxpyq times the volume form on V , where |Fxpyq| ď CVCD1n,1}y´
x}´pn`1q (it is easy to see that as V is a half-plane, CV exists). Therefore we
need to bound
(6.29)
ż
V zBpx,εα0q
}y ´ x}´pn`1q.
The method is standard. Introduce radial coordinates on V centered at y0 and
notice that }y ´ x} ď 2}y0 ´ y} as long as y P V zBpx, εα0q. Perform first the
integral (6.29) over radial coordinates obtaining the integral over the radius
only, that isż
V zBpx,εα0 q
}y ´ x}´pn`1q ď
ż 8
ε0
2n´1σn´1r
n´1 ¨ r´n´1dr “
“ 2n´1ε´α0σn´1 ď 2n´1σn´1ε´θ,
where σn´1 is the volume of a unit sphere of dimension n ´ 1. This proves
(6.28) with Cflat “ 2n´1σn´1CV CD1n,1.
Combining (6.25), (6.26),(6.27) and (6.28) we obtain the desired statement.

6.4. The main estimate for the derivative. This section extends the in-
tuitions given in Section 5.3.
It is a result of Erle [8] that the normal bundle of M Ă Rn`2 is trivial,
but there might be many different trivializations, one class for each element
of rM,SOp2qs “ rM,S1s “ H1pMq. Choose a pair of two normal vectors
v1, v2 on M such that at each point y P M , v1pyq and v2pyq form an oriented
orthonormal basis of the normal space NyM . Choose ε0 ă ε1 and let N be
the tubular neighborhood of M of radius ε0. By taking ε0 ą 0 sufficiently
small we may and will assume that each y1 P N can be uniquely written as
y ` t1v1 ` t2v2 for y PM and t1, t2 P R.
Let y P M . Choose a local coordinate system w1, . . . , wn in a neighbor-
hood of y such that
ˇˇˇ
Bwj
Bxi
ˇˇˇ
ď Cw for some constant Cw. The local coordinate
system w1, . . . , wn on M induces a local coordinate system on N given by
w1, . . . , wn, t1, t2. Let r, φ be such that t1 “ r cosp2πφq, t2 “ r sinp2πφq.
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Theorem 6.30 (Main Estimate Theorem). For θ P
´
n`2
n`4 , 1
¯
, we have
ˇˇˇ
BΦ
Bwj
ˇˇˇ
ď
CwCθr
´θ and
ˇˇ
BΦ
Br
ˇˇ ď Cθr´θ. Moreover ˇˇˇBΦBφ ´ ǫˇˇˇ ď Cθr1´θ, where ǫ P t˘1u
depending on the orientation of M .
Proof. Choose a point x “ pw1, . . . , wn, t1, t2q. Let y0 “ pw1, . . . , wn, 0, 0q be
the point minimizing the distance from x toM . We will use the Approximation
Theorem 6.23. So let V be the n-dimensional plane tangent to M at y0. The
map ΦV is the map Φ relative to V . By the explicit calculations in Section 4
we infer that BΦVBwj pxq “
BΦV
Br pxq “ 0 for j “ 1, . . . , n and BΦVBφ “ ǫ. Now BΦBwj
differs from the derivatives of ΦV by at most Cθr
´θ by the Approximation
Theorem 6.23.
On the other hand, by chain rule BΦBφ “ ´r sinφ BΦBt1 ` r cosφ BΦBt2 . Applying
Theorem 6.23 we infer that
ˇˇˇ
BΦ
Bφ pxq ´ BΦVBφ pxq
ˇˇˇ
ď Cθr1´θ. The same argument
shows that
ˇˇ
BΦ
Br pxq
ˇˇ ď Cθr´θ. Notice that the derivatives with respect to r and
θ do not depend on Cw: this is so because the length of the framing vectors
v1 and v2 is 1. 
7. Behavior of Φ near M
Throughout the section we choose θ P
´
n`2
n`4 , 1
¯
. The constant ε0 is as
defined in Section 6.4. We decrease further ε0 to ensure that
(7.1) Cθε
1´θ
0 ă
1
2
so that, by Theorem 6.30
(7.2)
ˇˇˇˇBΦ
Bφ ´ ǫ
ˇˇˇˇ
ă 1
2
.
7.1. Local triviality of Φ near M . Let now X “ p0, ε0s ˆ S1 ˆM . Let
Π: X Ñ NzM be a parametrization given by
Π: pr, φ, xq ÞÑ x` v1r cosφ` v2r sinφ.
The composition Φ ˝ Π: X Ñ S1 will still be denoted by Φ. We are going
to show that this map is a locally trivial fibration whose fibers have bounded
pn` 1q-dimensional volume.
Lemma 7.3 (Fibration Lemma). The map Φ: X Ñ S1 is a smooth, locally
trivial fibration, whose fiber is p0, ε0s ˆM .
Proof. Choose r P p0, ε0s and x P M . Consider the map Φr,x : S1 Ñ S1 given
by Φr,x “ Φ|truˆS1ˆtxu. The derivative of Φr,x is equal to BΦBφ , by (7.2) it belongs
either to the interval p´3
2
,´1
2
q or to p1
2
, 3
2
q depending on the ǫ. It follows that
Φr,x is a diffeomorphism. In particular, given r P p0, ε0s and x P M , for any
t P S1, there exists a unique point Θtpr, xq such that Φpr,Θtpr, xq, xq “ t. In
this way we get a bijection Θtpr, xq : p0, ε0s ˆM Ñ Φ´1ptq.
Again by (7.2) |BΦBφ | ą 12 ą 0, so by the implicit function theorem we infer
that Θt is in fact a smooth map. Then Θt is a smooth parametrization of the
fiber of Φ. It remains to show that Φ is locally trivial.
To this end we choose a point t P S1 and let U Ă S1 be a neighborhood of
t. Define the map rΘ: p0, ε0s ˆ U ˆM Ñ Φ´1pUq by the formularΘpr, t, xq “ pr,Θtpr, xq, xq.
30 MACIEJ BORODZIK, SUPREEDEE DANGSKUL, AND ANDREW RANICKI
Clearly rΘ is a bijection. As Θt depends smoothly on the parameter t, we infer
that rΘ is a smooth map and the map Φ´1pUq Ñ p0, ε0s ˆ U ˆM given by
pr, φ, xq ÞÑ pr,Φpr, φ, xq, xq is its inverse. Therefore rΘ is a local trivialization.

Remark 7.4. Define the map ΦM : X Ñ S1ˆM by ΦM pr, φ, xq “ pΦpr, φ, xq, xq.
The same argument as in the proof of Fibration Lemma 7.3 shows that ΦM is
a locally trivial fibration with fiber p0, ε0s. For given pt, xq P S1 ˆM the map
r ÞÑ pr,Θtpr, xq, xq parametrizes the fiber over pt, xq.
As a consequence of Fibration Lemma 7.3 we show that Φ: Rn`2zM Ñ S1
does not have too many critical points. This is a consequence of Sard’s theorem
and the control of Φ near M provided by Lemma 7.3.
Proposition 7.5. The set of critical values of Φ: Rn`2zM Ñ S1 is a closed
boundary set of measure zero.
Proof. Extend Φ to a map from Sn`2zM Ñ S1 as in Corollary 3.2. We split
the Sn`2zM as a union of Sn`2zN and NzM , where, recall, N is the set of
points at distance less than or equal to ε0. By Sard’s theorem the map Φ
restricted to Sn`2zN has a set of critical points which is closed boundary and
of measure zero. On the other hand, on NzM the map has no critical points
at all, because by the Fibration Lemma 7.3 the map Φ restricted to NzM – X
is a locally trivial fibration. 
We conclude by showing the following control of the fibers of Φ: X Ñ S1:
Lemma 7.6 (Bounded Volume Lemma). There exists a constant A ą 0 such
that for any t P S1 the pn ` 1q-dimensional volume of Φ´1ptq XX is bounded
from above by A.
Proof. Parametrize Φ´1ptqXX by Θt : p0, ε0s ˆM Ñ X as in the proof of the
Fibration Lemma 7.3 above. Choose local coordinate system on an open subset
Y ĂM and let X locr “ rr, ε0s ˆ S1ˆ Y . We aim to show that voln`1Φ´1ptq X
X locr is bounded by a constant independent of r. Write
(7.7) voln`1 Φ
´1ptq XX locr “
ż
rr,ε0sˆY
b
1`Θ12w1 ` . . .`Θ12wn `Θ12r dln`1,
where dln`1 is the pn`1q-dimensional Lebesgue measure on rr, ε0sˆY , we write
Θ for Θt and Θ
1
z is a shorthand for
BΘ
Bz , and z is any variable of tr, w1, . . . , wnu.
By the implicit function theorem Θ1z “ ´BΦBz
´
BΦ
Bφ
¯´1
. Equation (7.2) implies
that
ˇˇˇ
BΦ
Bφ
ˇˇˇ
ě 1
2
, then
|Θ1wj | ď 2CθCwr´θ, j “ 1, . . . , n
|Θ1r| ď 2Cθr´θ.
(7.8)
Henceb
1`Θ12w1 ` . . .`Θ12wn `Θ12r ď
b
1` 4C2θ ` 4pn ` 1qC2wC2θ r´θ ď CΘr´θ,
where CΘ is a constant. Thus
voln`1Φ
´1ptq XX locr ď CΘpε1´θ0 ´ r1´θq voln Y ď CΘε1´θ0 voln Y.
Now M being compact can be covered by a finite number of coordinate neigh-
borhoods, we sum up all the contributions to get
voln`1 Φ
´1ptq XX ď CΘε1´θ0 volnM.
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
Remark 7.9. Bounded Volume Lemma 7.6 shows that the volume of the fibers
Φ´1ptq is bounded near M by a constant that does not depend on t. This does
not generalize to bounding a global volume of Φ´1ptq: one can show that the
volume of Φ´1p0q is infinite using Corollary 3.2.
7.2. Extension to of Φ through r “ 0. We pass to study the closure of the
fibers of map Φ´1ptq XX. This is done by extending the map Φ. Set
X “ r0, ε0s ˆ S1 ˆM.
The manifold X can be regarded as an analytic blow-up of the neighborhood
NzM .
Lemma 7.10 (Continuous Extension Lemma). The map Φ: X Ñ S1 extends
to a continuous map Φ: X Ñ S1.
Proof. Let fr : S
1 ˆM Ñ S1 be given by frpφ, xq “ Φpr, φ, xq. We shall show
that as r Ñ 0 the functions fr converge uniformly. The limit, f0, will be the
desired extension.
We use Proposition 6.30. In fact, choose r0, r1 P p0, ε0s. Then for pφ, xq P
S1 ˆM we have
|fr0pφ, xq´fr1pφ, xq| ď
ż r1
r0
ˇˇˇˇ B
Br frpφ, xq
ˇˇˇˇ
dr ď
ż r1
r0
Cθr
´θdr “ Cθ
1´ θ pr
1´θ
0 ´r1´θ1 q.
As r ÞÑ r1´θ is a uniformly continuous function taking value 0 at 0, we obtain
that fr uniformly converge to some limit, which we call f0. This amounts to
saying that Φ extends to a continuous function on X. 
Remark 7.11. Consider the map ΦM defined in Remark 7.4. Then the proof of
Continuous Extension Lemma 7.10 generalizes to showing that the map ΦM
extends to the continuous map ΦM : X Ñ S1 ˆM .
We can also calculate the function Φ for r “ 0.
Proposition 7.12. There exists a continuous function ρ : M Ñ S1 such that
Φp0, φ, xq “ ǫφ` ρpxq mod 1.
Proof. By Main Estimate Theorem 6.30 we have that for any c ą 0 there exists
rc ą 0 such that if r P p0, rcq, then for φ, φ1 P S1 and x PM :
(7.13) p1´ cq|φ ´ φ1| ď |Φpr, φ, xq ´ Φpr, φ1, xq| ď p1` cq|φ´ φ1|.
As Φpr, φ, xq converges uniformly to Φp0, φ, xq, we infer that (7.13) holds for
r “ 0 and arbitrary c ą 0. This means that actually
|Φp0, φ, xq ´ Φp0, φ1, xq| “ |φ´ φ1|.
This is possible only if Φp0, φ, xq “ Φp0, 0, xq ˘ φ mod 1, where the sign is
equal to ǫ. We set ρpxq “ Φp0, 0, xq. 
Recall from the Fibration Lemma 7.3 that
Θt : p0, ε0s ˆM Ñ Φ´1ptq
is a diffeomorphism.
Theorem 7.14. For any t P S1, the maps Θt : p0, ε0s ˆM Ñ Φ´1ptq extend
to a continuous map Θt : r0, ε0sˆM Ñ Φ´1ptq Ă X. The map Θt is injective.
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r “ 0 r “ ε0
Φ
Θt
Figure 8. The picture indicates the necessity of proving the
surjectivity of Θt, the map Θt is not onto. In Theorem 7.15 we
show that the situation as on the picture cannot happen.
Proof. By (7.8) BΘtBr is bounded by 2Cθr
´θ, so we the same argument as in the
proof of Lemma 7.10 shows that Θtpr, xq converges as r Ñ 0 uniformly with
respect to x. Therefore Θt is well defined.
The composition ΦM ˝Θt : p0, ε0s ˆM Ñ p0, ε0s ˆM is an identity. Hence
ΦM ˝ Θt : r0, ε0s ˆM Ñ r0, ε0s ˆM is also an identity. In particular, Θt is
injective. 
We next prove the surjectivity of Θt. Before we state the proof, we indicate
a possible problem in Figure 8.
Theorem 7.15. The map Θt is onto Φ
´1ptq.
Proof. By the Fibration Lemma 7.3 the map Θt is onto Φ
´1ptq Ă X. Hence
it is enough to show that Θt|t0uˆM is onto Φ´1ptq X pXzXq.
Observe that by Proposition 7.12 the intersection Φ
´1ptq X t0u ˆ S1 ˆ txu
consist of one point for any x PM and t.
On the other hand, since Φ
´1ptq X pt0u ˆ S1 ˆ txuq is a single point, this
point has to be equal to Θtp0, xq. Therefore, Θtp0, xq is onto Φ´1ptq X tr “ 0u
so Θtpr, xq is onto Φ´1ptq. 
As a corollary we will show the following result.
Theorem 7.16 (Continuous Fibration Theorem). The map Φ: X Ñ S1 is a
continuous, locally trivial fibration.
Proof. We show that for any closed interval I Ă S1, the preimage XI :“
Φ
´1pIq is homeomorphic to the product YI : “ I ˆ r0, ε0s ˆM by a homeo-
morphism that preserves the fibers. Consider the map ΘI : YI Ñ XI given by
ΘIpt, xq “ Θtpxq for x P r0, ε0s ˆM . By Theorems 7.14 and 7.15, this map
is a bijection. Moreover, its inverse is Φ, which is continuous by the Continu-
ous Extension Lemma 7.10. A continuous bijection between compact sets is a
homeomorphism. It is clear that ΘI preserves the fibers. 
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8. Constructing Seifert hypersurfaces based on Φ
Theorem 8.1. Let t P S1 be a non-critical value of the map Φ and t ‰ 0.
Then the closure of Φ´1ptq is a Seifert hypersurface for M which is smooth up
to boundary. Moreover, the pn ` 1q-dimensional volume of Φ´1ptq is finite.
Proof. Let Σ “ Φ´1ptq. By the implicit function theorem Σ is a smooth open
submanifold of Rn`2zM . By Theorem 3.1 we infer that Σ is contained in some
ball Bp0, Rq for large R. This implies that ΣzN is compact.
The main problem is to show that boundary of the closure of Σ is M . To
this end we study the intersection Σ0 :“ Σ X pNzMq. Notice that we have a
diffeomorphism Σ0 – Φ´1ptq XX via the map X »Ñ pNzMq.
Now Σ0 is a smooth surface diffeomorphic to p0, ε0sˆM . By Theorem 7.14
the closure Σ0 of Σ0 in X is homeomorphic to the product r0, ε0sˆM . Under
the map X Ñ N the closure Σ0 is mapped to the closure of Σ in N . It follows
that the boundary of the closure of ΣXN is M itself.
To show the finiteness of the volume of Σ, notice that the area of ΣzN is
finite, because ΣzN is smooth and compact. The finiteness of the volume of
ΣXN follows from the Bounded Volume Lemma 7.6. 
In numerical applications calculating the map Φ in N can be challenging
due to the lack of a good bound for derivatives of Φ in N . Therefore the
following corollary should be useful.
Proposition 8.2. Choose t P S1, t ‰ 0 to be a non-critical value of Φ. Define
M 1 “ Φ´1ptq X BN . Let Σ1 “ Φ´1ptqzN . Then M 1 is diffeomorphic to M ,
isotopic to M as knots in Sn`2 and Σ1 is a smooth surface for M 1.
Proof. The fact that M 1 is diffeomorphic to M follows from the Fibration
Lemma 7.3. The isotopy is given by Mr “ π ˝ Φtptru ˆMq, where Φ is as in
Theorem 7.14 and π : X Ñ N is the projection. By definition BΣ1 “ M 1 and
as Σ1 is closed and bounded it is also compact. 
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