Abstract: As the lifecycle of a product gets shorter, the timely introduction of new products becomes an invaluable asset to most manufacturing firms. It is needless to say that the competitive edge is given to a firm with the better knowledge on how to estimate the product development (PD) process because reducing the product development time is a critical issue for manufacturing firms. However, it is difficult to estimate the performance of the PD process because of its complexity. So far, in spite of its strategic importance, only a few studies have been done. To overcome this limitation, in this study, the authors provide a heuristic algorithm that can estimate the lead time of a complex PD process by series-parallel network transformation and network reduction methods with estimates of the makespans of branch-merge types. To show the usefulness of this method, computational experiments have been carried out.
Introduction
In general, a product development (PD) process is defined as a set of activities involved in taking a design problem during product development from setting initial specifications to producing a finished artifact that meets specifications [1, 2] . It has a large number of decision-making activities that combine creative thinking, experience, intuition, and quantitative analysis, the characteristics of which are iterative, cooperative, evolutionary, and uncertain. These characteristics make the PD process complex. Figure 1 shows an example of a complex PD process of K company that produces motor parts of an automotive.
As the PD process becomes more complex, managing a PD project in viewpoint of time becomes an important issue for managers. However, there exists a fundamental problem: how does one estimate the lead time of a PD process? This is a classic problem of the project management research area. Critical path method (CPM) [3] and program evaluation and review technique (PERT) [3, 4] are well-known approaches to solving this problem. Although they are well suited to analyze simple PD projects, they are not powerful enough for complex PD process because their assumptions are too strict to fully consider its complex structure [5] .
Although some studies have been proposed to estimate the lead time of a complex PD process (or project), they still lack an effective model that handles various patterns of activities such as feedback, overlap, cycle, and so on. In this study, in order to overcome these limitations, the authors provide an analytically tractable algorithm that can estimate the lead time of a complex PD process. To estimate the lead time effectively, a complex PD process is formally defined as an activity network, and then this network is transformed into a series-parallel network. The lead time of this series-parallel network can be calculated by simplifying the network with formulae for estimating makespans of several activity patterns, which were defined in Jun et al. [6] (see Appendix).
The remainder of this study is organized as follows: related previous studies are described in the following section; the basic assumptions, notations, and definitions used in the heuristic algorithm presented in this study are introduced in Section 3; Section 4 describes the overview and detailed procedure of the heuristic algorithm; to give a better understanding of the authors' approach, an example is introduced in Section 5; and finally, in order to verify the effectiveness of the algorithm, the result of computational experiments on a real example and randomly generated examples is presented in Section 6.
Previous Research
There have been some methods for predicting a lead time of a project such as PERT and CPM [5] . CPM estimates a lead time by simply summing deterministic durations of activities in the critical path. On the contrary, PERT evaluates a lead time of a project under the assumption that each activity has a stochastic duration time [7, 8] . Although CPM and PERT are well-known project management methods, they have fundamental limitations in considering complex PD projects for the following reasons:
1. PERT/CPM cannot handle complex patterns among activities, for example, iterative pattern, overlap pattern [9] , multiple branching pattern [10] , probabilistic branching pattern [10] , and so on, because they are directed and acyclic graphs [11] [12] [13] [14] . 2. PERT/CPM assume that no activity can begin until all preceding activities have been completed. Because of this assumption, they allow only an AND-synchronous routing rule at branching and merging, which is not appropriate for describing many practical situations. 3. PERT requires an exact distribution function for the duration of each activity. However, it is not easy to obtain such a function [15] .
To overcome the limitation of PERT, graphical evaluation and review technique (GERT) [16, 17] has been proposed. Furthermore, some studies dealt with estimation methods of PD process as shown in Table 1 . For example, Belhe and Kusiak [18] used a continuous time Markov chain method with a timed Petri net model in order to assess the total completion time of the whole PD process under resource constraints. Johnson et al. [2] also suggested a Markov-based model with revised design structure matrix (DSM) for measuring the approximation of the execution time of an iterative PD process. In addition, Smith and Eppinger [15] used a reward Markov chain method to compute the lead time in a sequential iterative PD process. On the other hand, Kara et al. [19] proposed an estimating method of PD project completion time with a heuristic scheduling algorithm considering resource constraints in a multiproject CE environment. They considered the unique characteristics of CE projects, such as concurrency and dual-level project management structure. Moreover, Yan et al. [20] modeled product-process design activity pairs as a network in order to deal with specific PD characteristics, such as design iterations. Based on it, they proposed a method for computing the mean duration of the activity pair.
In spite of many previous studies, they are limited in terms of estimating the lead time of complex PD process. Many techniques such as GERT, Markov-based models, and signal flow graph do not deal with the performance analysis of the complex PD project that has overlap and branch-merge patterns with synchronization time rule, as shown in Table 2 . Furthermore, they are not able to completely analyze the complex network that has alternative routings because they cannot fully represent the alternative routing rule. To overcome these limitations, the authors propose a heuristic algorithm for estimating the lead time of the complex PD process. The PD process considered here includes overlap, cycle, feedback, communication, and branch-merge patterns with synchronization time rule and alternative routing. For more detailed information about each pattern and its analytic formula to estimate the makespan, see Appendix and refer to Jun et al. [6] . In this study, the authors focus on how efficiently the lead time of the whole PD process that has the above patterns is estimated.
Product Development Project Network
In this study, the following notations are used.
Operator for no-overlap and overlap pattern that have the degree of overlapping, x, (0 x 1,
Operator for the interaction pattern O S Operator for the branch-merge pattern Element of Ã, i.e., an arc, i ¼ {1, 2, . . .,}
In addition, the following are assumed: 1. An activity has no self-loop. 2. There is no feedback that originates from the branch-merge operators.
3. An activity cannot be interrupted until it is completed. 4. Parameters such as duration of an activity, an iteration probability, and so on, can be estimated from historical data.
To handle a complex PD process, it is formally defined with a bi-directed, connected, and cyclic graph, called product development project-network (PDP-network).
Definition 1 PDP-network
The PDP-network is a bipartite multigraph, G ¼ (V, Ã), which should satisfy the following:
1. V represents a set of nodes which can be partitioned into two disjoint sets, an activity (A) and an operator
The a i s can be classified into three disjoint sets: Ã 1 , Ã 2 , and Ã 3 where Ã 1 is a set of uni-directed arcs, a p s, such that a p ¼ (i, j) with (i 2 A and j 2 O), Ã 2 is a set of uni-directed arcs, a q s, such that a q ¼ (i, j) with (i 2 O and j 2 A), and Ã 3 is a set of bi-directed arcs, a r s, such that a r ¼ (i, j) with (i 2 A and j 2 O) or (i 2 O and j 2 A). 3. An operator can have multiple incoming or outgoing arcs. 4. G contains a single start node (called source) that has no predecessors, and a single terminal node (called sink) that has no successors. 5. In the case that an activity is simply connected with the other activity in precedence order, the graphic representation of its operator is omitted for convenience.
As defined already, in the PDP-network, operators are used between activities in order to identify the relations between activities more clearly. Operators with six types represent six PD process patterns: overlap, interaction, feedback, cycle, communication, branching, and merging. Especially, branching and merging operators can represent several cases depending on combinations of routing and synchronization. For example, 
in the branch case, an operator is connected to multiple parallel activities if the branch node has AND routing rule (O S ¼ n S n ). Meanwhile, a branching operator can select only one among several alternatives by XOR rule (O S ¼ n S 1 ), or select more than two alternatives by selective choice (SOR) rule (O S ¼ n S k , k 6 ¼ 1, n). Each routing rule of the branch case has two synchronization types: synchronous and asynchronous, except for XOR routing rule which has only the asynchronous type. In the synchronous case, if all of the selected successors are ready, they start simultaneously. However, in the asynchronous case, if there is at least one ready successor among selected ones, they start. On the contrary, in the merge case, multiple parallel activities or multiple alternative activities can converge into one activity, according to their routing rule and synchronization type. The routing rules of the merge case are the same as those of the branch case. They also have two synchronization types. In the synchronous case, if all of the selected predecessors are completed simultaneously, then start the next activity. However, in the asynchronous case, if there is a completed predecessor among selected ones, then the next activity starts. One can describe many branch-merge patterns by combining branch patterns and merge patterns. However, not all combinations represent the genuine process logic in branch-merge patterns. For example, XOR-XOR and XOR-SOR patterns have no meaning. Ruling out these cases, one can classify branch-merge patterns into 21 types [6] . Figures 2 and 3 depict the patterns of PD process and an example of PDP-network, respectively.
To estimate the lead time of complex PDP-network efficiently, the PDP-network is converted into an extended numerical design structure matrix (ENDSM) defined as follows.
Definition 2 Extended Numerical Design Structure Matrix (ENDSM)
The ENDSM is defined as follows:
M should satisfy the following:
1. For any i such that 1 i n, row i or column i indicates an activity i.
m ij indicates (a) type of branching or merging operator if
It is assumed that iterative process has the learning rate in doing a task repetitively. (c) duration if j ¼ 0, for any i such that 1 i n. (d) transition probability from an activity i to an activity j, ij , such that 0 ij 1, or the pattern
, for all i, j such that 1 i<j n. (e) iteration probability from an activity i to an activity j, ij (0 ij <1), for all i, j such that 1 j<i n.
Heuristic Algorithm
Let Å ¼ { 1 , 2 , . . ., t } denote the set of all paths of PDP-network from a source to a sink, where t denotes the cardinality of Å, the number of paths. Then, the lead time of the PDP-network is simply expressed with ! ¼ max i 2Å ð P j2 i D j Þ. However, it is not easy to estimate the lead time of the PDPnetwork because it has complex and numerous paths, which cause difficulty in determining a critical path. The complexity of PDP-network arises from the following reasons: First, the PDP-network is a cyclic and bi-directed graph. Second, it is composed of branching and merging patterns that have various synchronization and routing types. Finally, in the PDP-network, a downstream activity can start in advance with preliminary outputs of an upstream activity before the upstream activity is completed.
To tackle these difficulties, in this study, a heuristic algorithm is proposed that can estimate the lead time of a PDP-network. The overall procedure of this algorithm is as follows: At first, the whole 
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PD process is represented with the PDP-network. The PDP-network is simplified into a directed and acyclic network by reducing complex patterns such as overlap, cycle, and communication into simple dummy activities of which durations are estimated lead times of the complex patterns. With Markov chain analysis of the PDP-network, feedback patterns are also removed in the network. Although the simplified network has only branch-merge patterns, it is limited in terms of estimating the lead time of the whole PD process because of complex routing rules and synchronization types. However, if this network can be transformed into a series-parallel network [30] which consists of combinations of series and parallel activities, it is relatively easy to estimate the lead time. To this end, the simplified network is transformed into a series-parallel network using the following procedure: First, it is necessary to identify a branch-merge arc in the directed and acyclic network because this arc gives rise to Wheatstone's bridge [30] which is a cause of non-series-parallel network. The branch-merge arc can be defined as follows.
Definition 3 Branch-Merge Arc
The branch-merge arc is an arc a k ¼ (i
dm ij e ! 2, and P n j¼1 dm ij e ! 2. Here, dm ij e indicates the smallest integer number larger to m ij .
Removing Wheatstone's bridge can be done by inserting appropriate dummy activities. This is called Wheatstone's bridge removing procedure in the proposed algorithm. After Wheatstone's bridge removing procedure, if there exist branch nodes not connected with related merge nodes as shown in Figure 4 , then create dummy branch nodes in order to make a series-parallel network. This is called parallel-making procedure. After parallel-making procedure, the whole PDP-network is simplified into the network which consists of simple branch-merge patterns. The simple branch-merge pattern indicates the activity network which has parallel activities of only one phase between a branch activity and a merge activity (see Figure 4) . Finally the overall lead time of the PDP-network is estimated by merging simple branch-merge patterns into single activity with their analytical formulae proposed in Jun et al. [6] until the series-parallel network is reduced into one activity.
The following is a heuristic algorithm (SBM-PDP) that specifies the above concept in detail. For convenience of handling, the PDP-network with ENDSM is described in the proposed algorithm.
Algorithm: SBM-PDP
Step 0. Describe the PDP-network of complex PD process and make its ENDSM. Figure 3 . PDP-network of the K company.
Step 1. Eliminate specific patterns, such as overlap, interaction, cycle, and communication, from the PDP-network.
, then an activity i has the overlap pattern or the interaction pattern with an activity j, respectively. In this case, use the following procedure to simplify the network. where p indicates all is and js such that m ij ¼ O C1 or O C2 . 5. Eliminate ps from the matrix.
Step 2. If there exists the feedback pattern (O F ), i.e., there exists ij such that ij > 0 in the matrix M, then, eliminate it with the Markov chain analysis. Lead Time Estimation Method 1. Let M 0 be the diagonal matrix of n size such that m 0 ii means the duration of an activity i. 2. For each branch pattern with AND and SOR type, repeat the following procedure until all nested feedback patterns are considered. 1. Generate the transition probability matrix P. For this purpose, let the recurrent transition probability of a sink node be 1. 2. Divide the matrix P into canonical forms and calculate the average number of feedbacks from the following fundamental matrix.
where I is an identity matrix and Q is a substochastic matrix. For more details, see Section 4.4 of Kao [31] . 3. Calculate the duration of each activity.
For branch-merge patterns of the AND type, add up the above calculated value to each duration of the activity. In the case of the SOR type, add up the probabilistic value to each duration. 3. Replace m i0 with D 0i and eliminate the loops from the PDP-network.
For all
For all i, j such that 1 j<i n, let m ij ¼ 0.
Step 3. Transform the PDP-network into the seriesparallel network with two transformation procedures. (Wheatstone's bridge removing procedure) For i ¼ 1 to n, and/or For j ¼ 1 to n, if a k ¼ (i*, j*) is the branch-merge arc, then, 1. If m i*q ¼ 1, q 6 ¼ i*, and there exists a directed path from an activity j* to an activity q, then, let m i*q ¼ 0. 2. Otherwise, use the following procedure. Step 4. Estimate the lead time of series-parallel network with analytic formulae of simple branchmerge patterns.
1. Use the following procedure until there does not exist any branch-merge pattern.
1. Detect branch-merge pattern.
2. Make the branch-merge pattern into the simple branch-merge pattern. To attain this, for the activity that is not directly connected with the branch or the merge activity, merge itself and other activities into one until the simple branch-merge pattern is made. 3. Calculate the duration (D ) of each simple branch-merge pattern with the predefined formula ( [6] ). 4. Reduce the simple branch-merge pattern into one activity. For this, create a dummy activity, , and let the duration of the dummy activity () be the duration of the simple branch-merge pattern, and then, hold the pre-connectivity of the branch node and the post-connectivity of the merge node. Finally, eliminate related activities of the simple branch-merge pattern.
Add up durations of the remaining activities.
Then, the total summation is the estimated lead time of the PDP-network.
Example
In this section, in order to describe how to apply SBM-PDP to a real problem efficiently, a reduce-sized PD process of K company is taken ( Figure 5(a) ). The K company is a small-size manufacturing firm that produces automobile motors. Table 3 describes the necessary data of this example. The algorithm is applied to this example as follows. Figure 5 depicts the overall procedure.
Step 0. Describe the PDP-network of the example and make its ENDSM. At first, the PD process with the PDP-network is represented and described with ENDSM.
Step 1. Eliminate interaction, overlap, and cycle. To do this, the makespans of the interaction pattern have been estimated including Activities 5 and 6, overlap pattern including Activities 11 and 12, and cycle pattern including the Activities 13-15 with the proposed formulae in Jun et al. [6] . Subsequently, each pattern is replaced into single activity having the duration of estimated makespan. Figure 5(a) describes the simplified PDP-network before and after Step 2. 
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Step 2. Eliminate the feedback loops with Markov chain analysis. In this step, the probability of the feedback loops is estimated from Activities 9 to 2 with Markov chain analysis. The loop arc of feedback pattern is removed by replacing duration of each activity of feedback pattern with new duration. The new duration can be obtained by the multiplication of the number of iterations and the duration of each activity as shown in Figure 5 (b).
Step 3. Transform the PDP-network to series-parallel network with two procedures. The branch-merge arc is eliminated from Activities 5 to 7. For this, dummy activities are used and the series-parallel network is made as shown in Figure 5 (c). As a result of the transformation, ENDSM is changed.
Step 4. Estimate the lead time of series-parallel network with analytic formulae of simple branch-merge patterns. Simplifying the series-parallel network is repeated. For this, the activities of each pattern is replaced (no-overlap or branch-merge) with single activity having the same makespan so that there exists only single activity as shown in Figure 5(d) . In order to estimate the makespans of branch-merge patterns, the formulae in Jun et al. [6] are used. Finally, the lead time of the whole PD process is found: 104.3 days.
Computational Experiments
In order to evaluate the performance of SBM-PDP, computational experiments were done with two cases. One is the case that applied the algorithm to a real PD process. The lead time of the PD process of K company that consists of 34 activities including feedback, branch-merge, interaction, and overlap patterns was estimated ( Figure 1 ). The result of the algorithm was 566 days (about 18.6 months). It was known that the real lead time of this PD process was 18 months. This result shows that the proposed approach provides us with a good estimate. The other case used a 180 randomly generated PD process for evaluating this algorithm. For this, five problems were generated for each combination of three levels of the number of activities (35, 40, and 45) and 12 types of branch-merge pattern. As shown in Figure 6 , 12 types of branch-merge pattern can be grouped into three parts. One group contains three branch-merge patterns (Types 1-3) . Another group contains four (Types 4-7) and the other group has five (Types 8-12). To get appropriate estimates of parameters in each problem such as duration time, transition time, probability of iteration, and so on, related field engineers were interviewed. As a result, the distribution of each parameter for generating a reasonable test problem was made as follows. Here, DU(x, y) denotes discrete uniform distribution with a range x to y.
1. The duration of each activity is generated, with the 0.7 probability from DU (1, 30) , with the 0.2 probability from DU (31, 70) , and with the 0.1 probability from DU(71, 90). 2. The transition time of each activity is generated from DU(1, 5). 3. The learning rate of each activity is generated from DU(0.1, 0.6). 4. The number of iterations is generated from DU(6, 11). 5. The probability of iteration is generated from DU(0.1, 0.3). 6. The number of interactions is generated from DU (1, 3) . 7. The number of cycles is generated from DU(0, 2). 8. The number of communications is generated from DU(0, 1). 9. The number of activities in the cycle or communication is generated from DU(3, 5). 10. The number of activities in the feedback is generated from DU(2, 6).
For each test problem, the SBM-PDP was applied to estimate the lead time. The SBM-PDP was compared with simulation results. As the complex PD process considered in this study contains overlap interaction, cycle communication and several types of branch-merge pattern, there are no similar previous estimation methods that can handle this complex PD process. Although there are some methods that deal with some patterns, it is not reasonable to compare them with the method presented because they cannot deal with all patterns that are considered in this study. That is why the comparison of this method with simulations was selected. In the simulation, one can find the best solution in a given same situation, suitable to be compared with the estimates. As a result, the solution of SBM-PDP is compared with the best value among 20 simulation values for each test problem. Parameters or data needed for the simulation model are obtained from the data of each problem. The simulation model is probabilistic because the routing is randomly selected. However, some non-deterministic factors such as exceptional cases and variability of processing times are not considered here.
The algorithm was coded with C, and computational experiments were done on a personal computer with a Pentium process operating at 1 GHz clock speed. The test results of 180 randomly generated problems are described in Table 4 . Since the average CPU times to implement the heuristic algorithm and each simulation were within 1 s, they are omitted in the test result. For the comparison, a performance measure called the percentage error (PE) is used, which is defined by 100 Á E À E sim j j =E sim , where E and E sim are the estimated
(12) Figure 6 . Branch-merge patterns used in the test problems.
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lead time of the proposed method and that of the simulation, respectively. This index reflects how well the SBM-PDP estimates the lead time compared with the simulation. Table 4 shows the average PE and the average standard deviation of simulation values according to the number of activities and the type of structure. The main observation is that the average PE of the suggested method is about 6%. The value indicates that there exist some variances of the estimates in simulation. The variance comes from the uncertainty that is due to the fact that the PDP-network has many iterations and selections at the branching or merging. The average standard deviation is also not so small because of the uncertainty of the PD process. However, it is considered that the results are reasonable ones considering the complexity and uncertainty of PD process. Another point found from the test result is that the accuracy of the estimates of SBM-PDP is not affected by the number of activities and the types of branch-merge pattern. This tells that the SBM-PDP gives a robust estimate, irrespective of the degree of complexity of the PDP-network. Therefore, this test result provides the evidence that SBM-PDP is useful in estimating the lead time of the whole PD process.
The estimation method presented here can overcome the limitations of previous estimation methods of the lead time of PD process such as PERT and GERT. Although PERT and GERT can provide good estimates in simple cases, they are limited in terms of handling complex PD patterns so that their estimations must be ineffective. On the contrary, the test results show that this method can provide good estimates in a complex PD situations. It is important to estimate the lead time of complex PD process because it is a crucial indicator in PD project management. Project managers can use this method to manage and adjust a PD process plan. A good PD project manager should know how to plan, execute the plan, anticipate problems, and adjust for variances. This method can support project managers in the task of estimating the completion time of a PD project. Although resources, financial factors, and schedule feasibilities in the PD project management should be further considered, this method can be a basis for them.
In spite of several benefits of this method, it is limited in terms of the following: First, this study does not cover all PD processes and behaviors. Since this method is based on the structured PD network that consists of combinations of patterns, there might be difficulty in interpreting some PD structures with mixed types of patterns. Moreover, there might be a lack of completeness of the ontology of PD process patterns. This study might not include all specific PD patterns that can arise in a complex PD environment. For example, the development of information communication technologies leads to changes in the working patterns of PD engineers. Hence, there might be new patterns (relations) that this method cannot incorporate. Finally, in the analysis of a PD process, considering only the time factor excluding resource constraints and cost might be a limitation of this study, although it is a tricky problem.
Conclusions
In this study, a heuristic algorithm has been presented to estimate the lead time of the PD process. To evaluate the proposed algorithm, a case study and computational experiments have been done. From these results, one can see that the algorithm can be successfully employed in estimating the lead time of a complex PD process. This model and several assumptions may not describe all situations occurring in the PD process because of the intractability and the general characteristics of the model. Despite the restrictions, this model allows one to analyze a complex PD process with time aspect, unlike PERT. Moreover, its model is more tractable than GERT. It can play an important role in planning and managing of the PD project by helping the engineering managers analyze and evaluate the alternative project structure.
This research can be extended in several directions. For example, a more improved and efficient method may be devised and used in estimating the lead time of a complex PD process. One may also build a quantitative model that estimates not only developing time but also developing cost. Moreover, it may be a valuable thing to develop an estimation model with resource constraints. In addition, a computer-based analysis tool may be needed to support the efficient decision making.
Appendix

A.1 Notation
To maintain brevity and consistency, the following notations are used. i Activity index, i 2 fA 1 , A 2 , . . . , A n ; B 1 , B 2 , . . . , B n ; Cg D i The duration of an activity i T i,j The elapsed time between the completion of an activity i and the start of an activity j N The expected number of iterations N i The expected number of iterations of an activity i À i The probability that an activity i is repeated, 0 À i < 1 l y (x) The learning effect function of an activity y in the xth iteration ! The makespan of a pattern Át Overlapping time G 1 Expected time spent on reworks Lead Time Estimation Method
A.2 Overlap
The estimated makespan for an overlap pattern is
For more details of Át and G 1 , refer to Jun et al. [6] .
A.3 Interaction
The estimate for the makespan of an interaction pattern (Figure 7(b) ) is
where
In (2), y Ä Å is the largest integer that does not exceed y, and N 
A.4 Cycle
The expected number of iterations for an activity i is Table 5 . Analytical models of simple branching and merging patterns [6] .
Type Expressions
AND(Syn.)-AND(Syn.) i¼1 p i ðmax j¼1...,k T A,ij þ P k j¼1 p ij ðD ij þ T ij,C ÞÞ þ D C where p ij is the probability that B j in i will be selected.
SOR(Asyn.)-XOR
2, . . . , n À 1 and (n) ¼ 1. In addition, k (i) is a kth recursive relation such that k (i) ¼ i þ k. Accounting for the savings from learning when the same activities are repeated, one can estimate the makespan as: 
A.5 Communication
The expected number of iterations in a communication pattern (Figure 7(d) ) is
With probability ð1 À Å n i¼1 ð1 À À A i ÞÞ, the pattern fails to disseminate the final output in a given iteration and must repeat the activities. Then, the estimated makespan of a communication pattern is computed by adding up the duration of each activity until the pattern terminates while taking into account learning effect: 
A.6 Branching and Merging
The makespan of a lot of types of branch and merge (Figure 7(e) ) can be estimated with formulae as described in Table 5 .
