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Albert,	  Doucet,	  Guihenneuc-­‐Jouyaux,	  Low-­‐Choy,	  Mengersen,	  Rousseau	  (2012,	  Bayesian	  Analysis)	  
ONE	  EXPERT	  
WHY	  ELICIT	  THE	  PRIOR?	  
	  
Bayesian	  framework	  –	  the	  role	  of	  the	  prior	  
One	  moWvaWng	  case	  study	  
	  
InformaWve	  prior	  
Plausible	  range	  of	  values	  for	  a	  parameter	  
Bayes	  &	  Price	  (1763,	  appendix)	  	  
“What	  has	  been	  said	  seems	  sufficient	  to	  shew	  us	  	  
what	  conclusions	  to	  draw	  from	  uniform	  experience.	  …	  	  
supposing	  our	  only	  data	  derived	  from	  experience,	  	  
we	  shall	  find	  addiEonal	  reason	  for	  thinking	  thus	  	  
if	  we	  apply	  other	  principles,	  	  
or	  have	  recourse	  to	  such	  consideraEons	  	  
as	  reason,	  independently	  of	  experience,	  can	  suggest”	  
De	  la	  Place	  (1774)	  Accept	  the	  uniform	  prior	  	  
as	  an	  “intuiEvely	  obvious	  axiom”	  
Fienberg	  (2006)	  “…	  the	  staEsEcal	  holy	  grail:	  	  
prior	  distribuEons	  reflecEng	  ignorance”	  
CitaWons	  from	  SWgler	  (1986,	  StaWsWcal	  Science)	  in	  Low-­‐Choy	  et	  al	  (2012,	  CS-­‐BSMA)	  
Bayesian	  Learning	  
A	  focus	  on	  data	  …	  the	  prior	  is	  a	  silent	  partner	  













The	  role	  of	  the	  prior	  
Bayesian	  Learning	  
A	  focus	  on	  data	  …	  the	  prior	  is	  a	  silent	  partner	  
π (θ | x)∝ f (x |θ )π 0 (θ )
WARNING	  
“Ignoring”	  the	  prior	  presumes	  it	  is	  (locally)	  uniform	  	  
(on	  the	  scale	  of	  the	  parameter	  in	  the	  likelihood).	  
	  
OmiXng	  this	  presumpWon,	  leads	  to	  the	  widespread	  
“Inversion	  Fallacy”	  where	  Pr(A|B)	  is	  mistaken	  for	  Pr(B|A)	  




The	  role	  of	  the	  prior	  
Bayesian	  Learning	  
A	  focus	  on	  updaEng	  …	  the	  prior	  is	  an	  acEve	  partner	  
Implies	  investment	  in	  >1	  study!	  
π (θ | x)∝ f (x |θ )π 0 (θ )
What	  the	  
experts	  think	  











The	  role	  of	  the	  prior	  
The	  prior	  has	  impact	  with	  small	  data	  
Priors: Silent or Active Partners of Bayesian Inference? 51
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Figure 3.5 Case study 2. Reference priors for probabilities (left), and the corresponding
posteriors (right) when observed data comprise zero detections from 100 independent
samples.















This simple model shows that the prior estimate of prevalence pi will always exceed
the posterior estimate that takes into account zero detections (Fig. 3.4). For example,
a prior estimate of 60% prevalence is scaled down to an estimate of just under 40%
when nothing is detected.
Impact of objective priors when data comprise no detections.
Several priors (Tuyl et al. 2008) are shown on the left of Fig. 3.5. The impact of
these priors on the posterior is compared, when the observed data comprise zero
detections from 100 independent samples (right, Fig. 3.5). The Bayes-Laplace prior
and Zellner’s maximal information prior provide nearly identical posteriors, on the
range of θ ∈ [0, 0.10], despite clear differences in the priors. With no detections, the
Haldane and Bayes-Laplace priors place highest posterior density on a probability
of zero, whereas the Jeffreys prior leads to a conclusion that the most likely value is
0.0098, which is very close to 1 in 100. Under Jeffreys prior, there is zero posterior
chance assigned to 0%, and higher posterior plausibility assigned to values over 4%,
with the 95% highest probability density interval extending from 5 in 10,000 to 4.53
in 100.
3.4.3 Mixture model likelihood: Bioregionalisation
Delineation of ecoregions can be viewed as an unsupervised classification problem.
Prior information can be incorporated through a Bayesian model-based approach,




The	  impact	  of	  the	  prior	  
Binomial	  with	  zero	  detecWons	  in	  100	  samples	  
The	  prior	  even	  has	  impact	  with	  big	  data	  




The	  impact	  of	  the	  prior	  
MVN	  mixture	  model	  with	  10	  components	  (regions)	  and	  8	  GIS	  
alributes	  (variables),	  with	  varying	  weight	  on	  prior	  knowledge:	  	  
“vaguely”	  informaWve	  (lem),	  informaWve	  (middle),	  no	  data	  (right)	  	  	  
Model	  formulaWon	  
explicit	  condiEoning	  on	  expert’s	  mental	  model	  γ 
Expert	  uncertainty	  
on	  θ	  captured	  in	  πγ	  	  
	  
Data X ~ Pθ ,θ ∈Θ with f (X |θ )
provides limited info on X  
Likelihood	  
Prior θ ~ πγ (θ |Delicit ),  and γ  affects






Retrieve	  prior	  for	  θ	  	  
	  





CompleWon	  Times	  for	  PhDs	  in	  MathemaWcal	  Sciences	  at	  QUT	  
	  
QuesWon:	  How	  Long	  Does	  it	  Take?	  	  
PhD	  compleEon	  Emes	  in	  a	  young	  university	  
ID	   Start	   End	   Time	  
1	   1/08	   ?	   ?	  
2	   5/08	   ?	   ?	  
3	   9/08	   ?	   ?	  
Hardly	  any	  data	  …	  yet!	  
Need	  to	  esWmate	  a	  
prior	  model	  for	  θ 







What	  is	  the	  distribuWon	  of	  
compleWon	  Wmes	  f(X|θ)?	  




MoWvaWng	  case	  study	  
Sources	  of	  InformaWon	  
Different	  Levels	  of	  Relevance	  
Available	  data:	  	  
Aggregated	  X	  for	  Science	  
Desired	  data:	  	  












MoWvaWng	  case	  study	  
ONE	  EXPERT	  
INDIRECT	  vs	  DIRECT	  ELICITATION	  
Direct	  elicitaWon	  of	  a	  prior	  
Indirect	  elicitaWon	  to	  encode	  the	  prior	  
	  
Direct	  ElicitaWon	  	  
of	  the	  expected	  or	  mean	  value	  
For	  recent	  example	  of	  direct	  elicitaWon	  see	  Burgman	  et	  al	  (2011,	  PLoS	  ONE)	  
PhD	  compleWon	  Wme	  
Propose	  log(X*) ~ N(µ,σ2) 







•  Aim:	  es6mate	  hyper-­‐
parameters 
–  Prior	  for	  µ ~ N( µ0 ,σµ ) 
•  Direct	  elicita6on	  asks	  
–  Your	  best	  esEmate	  of	  the	  
expected	  CompleEon	  Time	  
is…?	  	  
–  How	  precise	  is	  this?	  You	  are	  
95%	  sure	  that	  the	  expected	  
CompleEon	  Time	  falls	  between	  





Direct	  ElicitaWon	  	  
of	  the	  variance	  
For	  recent	  example	  of	  direct	  elicitaWon	  see	  Burgman	  et	  al	  (2011,	  PLoS	  ONE)	  
PhD	  compleWon	  Wme	  







•  Aim:	  es6mate	  hyper-­‐
parameters 
–  Prior	  for	  σ-2 ~  Γ( aσ ,bσ ) 
•  Direct	  elicita6on	  asks	  
–  Describe	  variability	  in	  
CompleWon	  Times	  for	  all	  
students.	  Your	  best	  esEmate	  
of	  the	  SD	  in	  CompleEon	  Times	  
across	  all	  students	  is…?	  	  





QuesWon:	  How	  Long	  Does	  it	  Take?	  	  
PhD	  compleEon	  Emes	  in	  a	  young	  university	  
Is	  it	  easy	  for	  the	  experts	  to	  answer	  this	  quesWon	  –	  for	  π(θ|γ))?	  	  
Will	  we	  get	  an	  accurate	  picture	  of	  γ	  ? 







What	  is	  f(X|θ)?	  






QuesWon:	  How	  Long	  Does	  it	  Take?	  	  
PhD	  compleEon	  Emes	  in	  a	  young	  university	  
Even	  for	  our	  experts	  (themselves	  mathemaWcians),	  
It	  can	  be	  difficult	  to	  specify	  uncertainty in	  θ without	  some	  pracWce. 







What	  is	  f(X|θ)?	  






QuesWon:	  How	  Long	  Does	  it	  Take?	  	  
PhD	  compleEon	  Emes	  in	  a	  young	  university	  
ElicitaWon	  principle:	  Reduce	  “Mental	  GymnasWcs”	  
Focus	  on	  things	  that	  experts	  find	  it	  easier	  to	  think	  about. 







Low-­‐Choy,	  O’Leary	  &	  Mengersen,	  	  2009,	  Ecology	  
γ	  
P=F (q|γ) 
What	  P=propor6on	  of	  students	  would	  





QuesWon:	  How	  Long	  Does	  it	  Take?	  	  
PhD	  compleEon	  Emes	  in	  a	  young	  university	  







Low-­‐Choy,	  O’Leary	  &	  Mengersen,	  	  2009,	  Ecology	  
γ	  
Q=F-1(p|γ) 
Within	  Q=how	  many	  years,	  would	  
P=60%	  of	  students	  submit	  their	  PhD? 
Ask	  expert	  to	  assess	  the	  cumulaWve	  probability	  P	  for	  a	  fixed	  QuanWle	  











knowledge	  about	  the	  
parameter	  θ	  
Help	  the	  expert	  explore	  
their	  knowledge	  
(related	  to	  θ)	  
Indirect	  inference	  on	  
what	  the	  expert	  	  
knows	  about	  θ	  
Direct	  ElicitaWon	  
Focus	  is	  on	  what	  the	  
modellers	  want	  to	  know	  
Encoding	  
Translate	  into	  what	  the	  
modellers	  desire	  
Mental	  “integraWon”	  of	  
info	  can	  be	  inaccurate	  
Capture	  the	  current	  
state	  of	  knowledge	  on	  	  θ	  
Experts	  can	  see	  two	  




Encoding	  indirect	  elicitaWon	  
Previous	  Work	  on	  Encoding	  Ps	  &	  Qs	  
•  Determinis6c	  
–  Elicit	  2	  summary	  staWsWcs	  and	  solve	  equaWons	  	  
to	  encode	  a	  2-­‐parameter	  distribuWon	  (O’Hagan+2006)	  
–  Elicit	  Qs	  on	  p(y|θ,x)	  and	  solve	  equaWon	  	  
to	  encode	  prior	  for	  θ	  in	  a	  GLM	  (see	  LowChoy+	  2010)	  
•  Sta6s6cal,	  Non-­‐parametric	  	  
–  Elicit	  histogram	  and	  encode	  as	  Dirichlet	  distribuWon	  
(West	  1988)	  
–  Elicit	  histograms	  and	  encode	  a	  Gaussian	  process	  (Oakley+	  
O’Hagan	  2007)	  
O’Hagan	  et	  al	  (2006,	  Uncertain	  Judgements);	  Oakley	  &	  O’Hagan	  (2007,	  Biometrika)	  
Here,	  desire	  parametric	  explanaWon	  of	  sources	  of	  variaWon	  	  




Previous	  Encoding	  Methods	  
Model	  formulaWon	  
When	  Ps	  and	  Qs	  on	  θ	  have	  been	  elicited	  
•  Treat	  elicited	  info	  as	  data	  in	  a	  Bayesian	  analysis	  
•  Given	  the	  expert’s	  mental	  model	  γ,	  Ps	  ⊥	  	  Qs	  	  
•  Measurement	  error	  sub-­‐models	  
π (γ |Delicit )∝ f (Delicit |γ )π 0 (γ )
Lindley	  (1983,	  OperaWons	  Research);	  French	  (1985)	  	  
qk ~ N(Φ(pk |µe,σ e ),vt (k ) )
Φ−1(p ) ~ N(Φ−1(q |µe,σ e ),vt () )






When	  Ps	  and	  Qs	  on	  θ	  have	  been	  elicited	  
•  Method	  A:	  Sequen6al	  upda6ng	  
–  Empirical	  Bayes	  esWmates	  used	  to	  esWmate	  informaWve	  priors	  for	  
esWmaWng	  Qs	  (or	  Ps)	  
–  Also	  suitable	  if	  Ps	  elicited	  in	  separate	  phase	  to	  Qs	  
–  Approach	  required	  in	  Drug	  assay	  case	  study	  1,	  since	  only	  2	  experts	  
available,	  to	  help	  reduce	  parameters. 
•  All-­‐in-­‐one	  upda6ng	  	  (described	  on	  previous	  page)	  
–  Ps	  and	  Qs	  all	  elicited	  in	  the	  same	  phase	  
–  Straighzorward	  approach	  for	  PhD	  case	  study	  2,	  since	  8	  experts	  available	  






When	  Ps	  and	  Qs	  on	  θ	  have	  been	  elicited	  
p(D,γ,v) = f (Delicit;γ,v)π (µ)π (σ 2 )π (v)
Joint	  distribu6on	  of	  elicited	  data	  
If	  only	  one	  expert	  consulted	  





Parameteriza6on	  of	  Likelihood	  for	  PhD	  case	  study	  
scale	  sampling	  variance	  to	  within	  expert	  variance	  
I. Albert et al. 521
Therefore, the quantity of interest is bas d on X§°2 > 0. Also, the time to submission
for a PhD is expected to have quite fat tails, as a andom variable we therefore assume
that X = log(X§°2) follows a Normal distribution with mean µ and variance æ2. Such
a marginal distribution can be obtained for instance from the following model:
X|µ, v ª N (µ, v), µ|µ, v, Ω2 ª N (µ, vΩ2), æ2 = v(1 + Ω2). (20)
We apply the hierarchical model for describing variation in µij and æij across experts
and groups, as described in (7) in Section 3.1.
Elicitation was conducted in two phases. In each phase diÆerent styles of questions
were asked. The order of assigning styles to the two phases was randomized for each
expert to eliminate anchoring eÆects. These two styles correspond to (i) Qelicit, elic-
iting quantiles for specified cumulative probabilities (also known as fractile estimation)
and (ii) Pelicit, eliciting cumulative probabilities for specified quantiles (also known as
interval estimation). To address (i) we asked questions such as “For most students (95
in a hundred), what would you estimate to be the shortest and longest time taken to
submit their PhD thesis?” To address (ii) we asked questions such as “In a cohort of one
hundred PhD students, how many would you expect to submit their PhD thesis within
4 years?” These two approaches have been used iteratively within a feedback cycle to
elicit opinions (Low-Choy et al. 2010). The methodology presented here, however, al-
lows us to retain information from both styles of elicitation, and explicitly model the
variability arising from each method separately.
We report results from four experts interviewed in phase I, who were asked for five
quantiles associated with probabilities in {0.025, 0.25, 0.5, 0.75, 0.975}, and two prob-
abilities associated with quantiles in {log(3 ° 2) = 0, log(4 ° 2) º 0.7}. We report
on results from another five experts interviewed in phase II, who were asked for six
quantiles associated with probabilities in {0.01, 0.025, 0.25, 0.75, 0.975, 0.99}, and four
probabilities associated with quantiles in {log 0.5 º °0.7, 0, log 1.5 º 0.4, log 2 º 0.7}.
Only two experts in the latter group could estimate with any level of confidence the
cumulative probability associated with the quantile corresponding to the proportion of
students that submit in under 2.5 years, we are thus, similarly to the dose-response
example, in a case where the experts did not provide the same quantities. Here elic-
iting three or four cumulative probabilities was satisfactory given that we desired a
minimum of two such values. Similarly to before we assume that the error model is





j=1 ¡(Qijk ° qk(µij ,æ2ij)|vijk), with ¡(.|v) denoting the density of a centred
Gaussian random variable with variance v.
The above model implies that for each k, and corresponding pijk 2 (0, 1), the theoret-
ical quantile corresponding to the expert’s conceptual model (parameterized by µij ,æij)
is qk(µij ,æij) = æij©°1(pijk) + µij and for each ` 2 R, the theoretical probability asso-
ciated with the quantile qij` is given by p`(µij ,æij) = ©((qij`°µij)/æij). This provides
the basis for both approaches to estimation. For method A, the second set of equations
MANY	  EXPERTS	  
CONSTRUCTING	  A	  CONSENSUS	  PRIOR	  
Direct	  elicitaWon	  of	  priors	  
Indirect	  elicitaWon	  of	  priors	  
	  
Previous	  work	  -­‐	  nonBayesian	  
Aggrega6on	  
•  Averaging	  directly	  elicited	  
values	  (MarWn	  et	  al	  2005)	  
•  Averaging	  Qs	  (Burgman+	  
2011,	  Vincent	  1912)	  
Non-­‐parametric	  
•  Pooling	  (Genest+Zidek,	  86)	  
•  Linear	  pooling	  
“standard”	  (O’Hagan+	  2006)	  















Retains	  all	  uncertainty	  
Not	  parametric	  










Albert	  et	  al	  (2012)	  
Differences	  
•  AggregaWon	  exploits	  conjugacy	  of	  prior	  
•  Supra-­‐Bayesian	  specifies	  bias	  of	  each	  
expert	  in	  a	  MVN	  model.	  
•  Sets	  up	  the	  expert	  updaWng	  formulaWon	  
•  Useful	  review	  of	  outstanding	  problems;	  	  
Notes	  issue	  of	  aggregaWon	  important;	  
Focuses	  on	  textbook	  problem	  
•  Uses	  a	  Dirichlet	  to	  model	  elicited	  Qs	  
Encode	  indirect	  elicitaWon	  
Aggregate	  but	  retain	  &	  explain	  uncertainty	  
Bayesian	  framework	  	  
for	  an	  expert-­‐elicited	  prior	  
•  Each	  expert’s	  conceptual	  model	  γ	  about	  θ is	  
determined	  from	  their	  elicited	  informaWon	  Delicit	   
•  Treat	  γ as	  a	  consensus	  across	  each	  expert’s	  γk 
 
	   γ1 
γ2 γ3 γK γ 





Bayesian	  hierarchical	  model	  
Centering	  means	  and	  variances	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2.3 Combining the experts’ opinions: a hierarchical model
The key issue is to derive a final unique distribution º(µ|Delicit) taking into account
the fact that the elicitations vary among the N experts and that potential dependence
between experts may exist. This pooling step relies on the building of the joint like-
lihood of expert opinions. One option is to model this likelihood using a multivariate
distribution, such as a multivariate normal (e.g. Lindley 1983). This highly parameter-
ized approach requires estimation, and therefore specification of hyperparameters for
several fixed eÆects: bias (additive and multiplicative) of individual experts as well as
correlations between experts. A random eÆects model provides a more parsimonious
approach.
We assume that the N experts can be grouped into J homogeneity classes (of re-
spective sizes Nj) , corresponding to similar background or similar schools of thought
for instance. Thus, from now on, we label the experts according to their class, so that
e = (i, j) denotes the i-th expert in class j.
In order to represent variation between and within classes of expert opinions, we
consider a hierarchical formulation of a random eÆects model (e.g. Lipscomb et al.
1998; Lin and Bier 2008). We suggest the following hierarchical model to group the
experts:
∞ij
i.i.d.ª g(·|∞j , bj), 8i = 1, . . . , Nj ,
∞j
i.i.d.ª g(·|∞, b), 8j = 1, . . . , J,
∞ ª º0
(6)
where º0 is the assessor’s prior. In other words the expert opinions grouped into the
same homogeneity class have the same distribution g(.|∞j , bj). Then the diÆerent groups
have knowledge that can be linked via a common distribution g(.|∞, b). Finally in the
last level a prior is used, representing the overall uncertainty on ∞ prior to the elicitation.
Thus ∞ can be understood as the true parameter of model (2), or more realistically as
the parameter representing the agreement of experts. In model (6), the ∞j ’s are location
parameters and so is ∞. The hyperparameters bj , b are typically dispersion parameters.
In Section 3.1, we consider the following example of model (6) in the case of ∞ = (µ,æ2)
with µ 2 R and æ2 > 0:




|æj , ªj i.i.d.ª °(ªj , ªj) i = 1 . . . Nj




i.i.d.ª °(ª, ª), j = 1 . . . N
µ ª N (µ0, V ) and æ2 ª æ20°(a, a)
(7)
corresponding to ∞j = (µj ,æ2j ), bj = (øj , ªj), ∞ = (µ,æ2) and b = (ø, ª). The
hyperparameters are thus {bj , j = 1 . . . J} , b, µ0,æ20 , V, a. This model-based approach
seeks to quantify the two variance components, which could be used to inform design
of elicitation.
Our approach is also useful when a consensus expert model is desired, since it ex-
Means	  are	  centred	  
(addiWvely)	  on	  	  
higher	  level	  means	  
For	  the	  PhD	  case	  study,	  the	  hierarchy	  has	  3	  levels:	  
individual	  expert	  i,	  discipline	  j,	  consensus	  	  	  
Variances	  are	  centred	  
(mulWplicaWvely)	  on	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Figure 3.2 Case Study 1: Gaussian elicitation error model (line) fit to P (vertical boxes)
and Q elicitations (horizontal boxes) for expert 1, group 2. Boxes contain 50% intervals, and
whiskers 95% intervals.
transformed times-to-submit X∗. Elicitation applied the P and Q methods of
elicitation (Spetzler and Stae¨l von Holstein 1975) to ask experts for cumulative
probabilities and quantiles of the distribution p(X∗|µ!,σ2! ). An example Q question
was: How long would it take the bottom 5% of students to submit their thesis?
and an example P question was How many students would submit their thesis
within 4 years? In group 2, experts were asked P questions for quantiles q ∈
Q = {3, 3.5, 4} years, and Q questions for cumulative probabilities p ∈ P =
{0.025, 0.25, 0.75, 0.975}.
Consider responses from expert 1 in group 2; see Albert et al. (2010) for details
of the model designed to assess the consensus and diversity of opinions across
experts. Conditioned on the expert’s conceptual model µ!,σ2! , we apply the Normal
measurement error model for PQ elicitations. Based on the expert’s conceptual
model, their ‘true’ quantiles were therefore Qp = exp
{
Φ−1(p|µ!,σ2! ) + δ
}, and
their true cumulative probabilities (on the logit-transformed scale) were logit(Pq) =
logit (Φ(log q − δ|µ!,σ2! )).
Posterior	  predicWve	  checks:	  
most	  elicited	  Ps	  and	  Qs	  
	  fall	  within	  50%	  CrI	  







Encoding	  Ps	  and	  Qs	  
Encoded	  mental	  models	  
Visualizing	  the	  hierarchy	  
Means	  and	  variances	  encoding	  
each	  expert’s	  mental	  model	  
Contours	  highlight	  the	  50%	  HPD,	  with	  
the	  posterior	  median	  indicated	  by	  a	  
dot.	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submission time is fairly similar across all methods (all means lie between 3.55 and 3.72
years), regardless of the shift in the weight of expert opinion for shorter and longer
submission times.
Following the hierarchical model (method B) results suggest that the administration
should be ready for the majority of students to submit around the 3 year (rather than
3.5 year) mark, however a fairly large (rather than small) minority takes longer than 4.5
years to submit (about 17%). In addition, the administration should be ready to accept
a non-negligible (rather than negligible) proportion of theses to be submitted within
2.3-2.7 years (9%). This suggests that it may be important to account for covariates
responsible for shorter or longer submission times. From a more theoretical viewpoint,
we comment that the hierarchical models provide a skewed consensus distribution, whilst
accounting for within expert as well as between expert variation. This contrasts with
the more symmetric consensus distributions encoded using the other methods, which
have ignored within-expert variation.
Figure 6: Contour plots of the individual prior distributions on (µij ,æij).
It is interesting to note that the hierarchical approaches lead to a wider elicited prior
distribution on X and that it is shifted to the left compared to the other two methods,
taking into account the smaller group of more mathematical experts. Note that this
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Mean time to submit PhD thesis (years)
2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0
Figure 3.3 Time to submit PhD thesis: prior from one expert, data from one year. Boxes
contain 50% CrI, and whiskers 95% CrI.
I. Albert et al. 523
relating the error in eliciting cumulative probabilities with respect to quantiles, specified
in (17), is thought to be over one, since the latter is an easier task (O’Hagan et al. 2006).
However we supposed that the two elicitation tasks are not vastly diÆerent in di±culty,
so that C is not likely to exceed fifty. This prior assessment led to specification of a
Gamma prior on C: C ª G(1, 0.1), which has a mean at one, but a non-zero mode
(located at 2) with 99.3% of its values falling below fifty.
Figure 5: Marginal elicited prior predictive densities of X based on: pooled (mixture
model) (°°), plug-in (°·), hierarchical approaches, method A (· · ·) and method B
(thick solid line) and prior predictive density (thin solid line).
We group the experts depending on their domain of interest and of their formation,
an important consideration for their estimation of PhD thesis submission times. One
group is formed of applied statisticians (3 individuals), another group is formed of more
theoretical mathematicians (4 individuals), a third group is formed of computational
mathematicians (2 individuals). Results for the marginal elicited prior predictive dis-
tributions of the time to submission are presented in Figure 5. Here it is evident that
although the methods-of-moment approach (plug-in) provides a consensus opinion, it
overstates the confidence in that opinion, by not addressing variability across and within
experts. The pooled estimate (mixture model) focuses on diversity of opinions at the
expense of consensus, and also does not adjust for within-expert variation, nor for de-
pendence between experts. In contrast, the hierarchical approaches (methods A and B)
distribute the weight of expert opinion more widely across potential submission times
than the pooling or method-of-moments approaches. Consensus is concentrated on a
mode of 3 years (Method B) or 3.12 years (Method A), much lower than the modal esti-
mate of approximately 3.5 years provided by the other methods. However the weight of
expert opinion on the mode is much lower, indicating that there is a wider possibility of
submission times away from that most commonly achieved. Interestingly, the expected
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See	  MarWn	  et	  al	  (2012,	  ConservaWon	  Biology),	  Cooke	  et	  al	  (2008,	  J	  Safety	  &	  Reliability)	  	  
Expert	  
CalibraWon	  
What	  if	  the	  experts	  align	  with	  the	  gold	  standard,	  but	  this	  is	  sEll	  




See	  MarWn	  et	  al	  (2012,	  ConservaWon	  Biology),	  Cooke	  et	  al	  (2008,	  J	  Safety	  &	  Reliability)	  	  
Expert	  
Accuracy	  
•  “Experts	  are	  over-­‐confident”	  ?	  
–  Check	  the	  context	  
•  Designing	  for	  Accurate	  Elicita6on	  
–  Use	  measures	  shown	  to	  improve	  accuracy	  in	  other	  contexts	  
–  InteracWon	  and	  Feedback	  are	  key	  
•  Crowd-­‐sourcing	  works	  ?	  	  
–  Depends	  on	  dependence	  among	  experts	  (form	  of	  
consultaWon)	  
–  Replacing	  intra-­‐	  for	  inter-­‐expert	  variaWon:	  an	  ecological	  bias	  
•  Designing	  Calibra6on	  Experiments	  
–  CalibraWon	  is	  Difficult	  …	  PTO	  
CalibraWon	  is	  difficult	  
•  Importance	  depends	  on	  the	  applicaWon	  
–  Nuclear	  power	  staWons	  vs	  PhD	  compleWon	  Wmes	  
•  Expert	  re6cence	  
–  Don’t	  have	  to	  get	  the	  bullseye,	  just	  know	  how	  far	  from	  the	  
bullseye	  could	  you	  be?.	  
•  Training	  variables	  
–  PracWce	  makes	  perfect	  
•  Seed	  variables	  
–  Answer	  known	  to	  interviewer	  but	  not	  the	  “expert”	  
–  Relevance	  (e.g.	  marine	  taxonomists	  all	  specialised)	  
•  Transparency	  about	  “instrumental	  error”	  
–  Accountability	  
Cooke	  et	  al	  (2008,	  Reliability	  Engineering	  &	  System	  Safety)	  	  
InterpretaWon	  
•  Decision-­‐maker	  
–  The	  analyst,	  themselves	  a	  form	  of	  expert,	  “owns”	  the	  prior	  	  
•  Expert	  panel	  
–  The	  consensus	  prior	  may	  form	  the	  prior	  used	  in	  the	  Bayesian	  analysis,	  
or	  it	  may	  contribute	  to	  further	  discussion	  among	  the	  group	  (feedback	  
eg	  via	  Delphi	  )	  
–  The	  group	  “owns”	  the	  prior	  
•  Textbook	  problem	  
–  The	  experts	  put	  their	  informaWon	  out	  there	  for	  use	  in	  building	  a	  
consensus	  prior.	  The	  future	  (unknown)	  DM	  could	  “own”	  this	  prior	  
See	  French	  (2011);	  Goldstein	  (2006;	  Bayesian	  Analysis);	  Dawid	  (various)	  	  
A	  subjecWve	  Bayesian	  approach	  requires	  that	  the	  prior	  is	  
“owned”,	  since	  the	  probabiliWes	  reflect	  a	  degree	  of	  belief	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Pooling	  mental	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PredicWve	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Mean	  TTS	   Group	  vs	  
Individual	  means	  
Log	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  mean	   ElicitaWon	  












in	  Q	  vs	  P	  
EliciWng	  Farm	  size	  
•  Interview	  5	  




•  Farm	  size	  ~	  
logNormal	  
distribuWon.	  
•  Farmers	  chose	  Q	  
and	  we	  elicited	  P|
Q	  
