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1. Introduction
In elementary number theory, interesting questions have been studied regarding generating se-
quences of positive integers with certain prescribed properties, e.g. a sequence which contains in-
ﬁnitely many primes, etc. Given certain prescribed properties, the different ways a sequence satisfying
these properties is generated is also worth studying. In this paper, we are interested in generating se-
quences, with some special property, via iteration of functions.
Deﬁnition 1.1. (See [2].) Let f (z) be a function on N. The sequence
z, f (z), f
(
f (z)
)
, f
(
f
(
f (z)
))
, . . .
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sequence
s, f (s), f
(
f (s)
)
, f
(
f
(
f (s)
))
, . . .
is called the orbit of s associated to the Picard sequence above or the Picard orbit of s and f (z) (or
just the Picard orbit of s, for short, in cases where the function f (z) is clearly understood).
The following general question is of interest to us: Let n be a natural number. Is there a function
such that one or all of its Picard orbits contain an inﬁnite number of perfect n-powers?
Since the case n = 1 is trivial, we assume that n 2. The ﬁrst natural answer to the above question
is the function f (z) = z + 1. It follows immediately that for any natural number s, the Picard orbit
associated to f (z) and s contains all but ﬁnitely many perfect n-powers for any given positive n,
namely all the perfect n-powers greater than s, i.e., all the Picard orbits of f (z) have such property.
There are other functions with at least one of their Picard orbits containing inﬁnitely many perfect
n-powers. For example: Let a be a ﬁxed natural number. Let fa(z) : z + a for any natural number z.
Then the Picard sequence associated to fa(z) is
{
f ( j)a (z)
∣∣ j  0, f (0)a (z) = z, f ( j)a (z) = z + ja
}
.
Moreover, it can be veriﬁed that the sequence
{
f ( j)a (a)
∣∣ j  0}
contains inﬁnitely many perfect n-powers, namely all the perfect n-powers tn where t is divisible
by a. In other words, the Picard orbit of a contains inﬁnitely many perfect n-powers.
However, all the examples above consist only of linear functions on N, i.e., functions which are
the restriction-to-N of functions on R, whose graphs are straight lines. This leads us to the following
question, which is also the main goal of this paper:
Given a natural number n > 1, is there a nonlinear function f (z) deﬁned on N—where nonlinear means
that it is not the restriction-to-N of a function on R whose graph is a straight line—such that all of its Picard
orbits contain inﬁnitely many perfect n-powers?
In this paper, we construct, for a given natural number n > 1, families of nonlinear functions f (z)
deﬁned on N such that if s be any natural number, then the Picard orbit of s
{
f (i)(s)
∣∣ i  0, s := f (0)(s)}
contains inﬁnitely many perfect n-powers where f ( j)(s) denotes the jth iteration of f (z) at s. Below
are our results.
2. Results and proofs
Theorem 2.1. Let n  2 be a natural number. Let f1(z) be the function on the natural numbers deﬁned as
follows:
f1N → N,
a → a +  n√a 
where  n√a  denotes the greatest integer smaller than or equal to the absolute value of an n-root of a. Then the
sequence of natural numbers
{
f (i)1 (s)
∣∣ i  0, s := f (0)1 (s), f (i+1)1 (s) = f1
(
f (i)1 (s)
)}
contains inﬁnitely many perfect n-powers for all natural numbers s.
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follows:
f2 : N → N,
a → a +  n√a 
where  n√a  denotes the smallest integer greater than or equal to respectively the absolute value of an n-root
of a. Then the sequence of natural numbers
{
f (i)2 (s)
∣∣ i  0, s := f (0)2 (s), f (i+1)2 (s) = f2
(
f (i)2 (s)
)}
contains inﬁnitely many perfect n-powers for all natural numbers s if and only if n is odd.
Corollary 2.3. Let n 2 be a natural number. Let g(z) be any complex valued function on N such that
lim
z→∞
∣∣g(z)∣∣= C
for any constant C < 1. Let αi(s) for i = 1 and i = 2 be the functions deﬁned as follows:
• For i = 1:
α1 : N → N,
z → z + ⌊ n√g(z) + z ⌋.
• For i = 2:
α2 : N → N,
z → z + ⌈ n√g(z) + z ⌉.
Then the sequence
{
α
( j)
i (s)
∣∣ j  0, α(0)i (s) = s
}
contains inﬁnitely many perfect n-powers for all natural numbers s if and only if the following conditions are
satisﬁed:
• If i = 1, then
∣∣g(z) + z∣∣ 1
for all z ∈ N.
• If i = 2, then n is an odd natural number and
∣∣g(z) + z∣∣> 0
for all z ∈ N.
Remark 2.4. Corollary 2.3 provides two large families of functions such that the Picard orbits of all
points in their domains contain inﬁnitely many perfect n-powers.
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Starting with any natural number s, we show that there exist inﬁnitely many disjoint subsequences
S∗ of the sequence S consisting of all iterations of the function f (z) at s such that each of the cor-
responding sequences S∗◦ , consisting of elements each of which is the difference between an element
of the sequence S∗ and an appropriate perfect n-power corresponding to this element, contains at
least one element equal to 0. As a result, each subsequence S∗ contains at least one perfect n-power.
The desired results would follow from the disjointedness of the sequences S∗ . For Corollary 2.3, we
show that the proof of Theorems 2.1 and 2.2, with some appropriate modiﬁcations, can be applied to
the families of functions described in the statement of this corollary.
Proof of Theorem 2.1. Let s be any natural number. Then
f1(s) = s +  n
√
s  > s
since s  1. Hence f ( j+1)1 (s) > f
( j)
1 (s) for any j, where f
( j)
1 (s) denotes the jth-iteration of f (z) at s.
Let L be the natural number such that
Ln  s < (L + 1)n.
Hence  n√s  = L. Therefore
f1(s) = s +  n
√
s  = s + L > Ln.
Since s < (L + 1)n and n 2,
s + L < (L + 1)n + L < (L + 2)n.
Therefore, one of the following two cases must occur:
(1) Ln < f (b)1 (s) < (L + 1)n for some positive integer b.
(2) (L + 1)n  f1(s) = s + L < (L + 2)n .
If case (1) occurs, we may and will assume from now on that b is the largest positive integer such
that
Ln < f (b)1 (s) < (L + 1)n
holds since the sequence { f ( j)1 (s) | j  0} is increasing. A direct computation, using the deﬁnition
of f1(z), shows that
Ln < f ( j)1 (s) = s + jL < (L + 1)n (2.1)
for 1 j  b.
Lemma 2.5. (a) Suppose case (1) occurs and suppose Ln < s. Let b be deﬁned as above. Then
(
s − Ln)> f (b+1)1 (s) − (L + 1)n.
(b) If s = Ln, then Ln < s∗ := f (s) < (L + 1)n and case (1) occurs with s replaced by s∗ and b replaced by
some positive integer b∗ . In particular,
(
s∗ − Ln)> f (b∗+1)1
(
s∗
)− (L + 1)n.
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f (b+1)1 (s) = f1(s + bL) = s + bL +  n
√
s + bL  = s + bL + L = s + (b + 1)L.
By the maximality of b,
(L + 1)n  f (b+1)1 (s) = s + bL + L < (L + 1)n + L <
(
(L + 1) + 1)n = (L + 2)n.
From the binomial expansion formula [1],
(L + 1)n − Ln = AL + 1
for some positive integer A. Then s + AL  (L + 1)n since s > Ln . Therefore,
(b + 1) A.
As a result,
f (b+1)1 (s) − (L + 1)n = s + (b + 1)L − (L + 1)n  s + AL − (L + 1)n < s − Ln.
(b) If s = Ln , then
Ln < s∗ := f1(s) = s + L = Ln + L < (L + 1)n.
Also,
Ln < s∗ < f1
(
s∗
)= f1(s + L) = s + 2L = Ln + 2L < (L + 1)n.
Therefore, there exists a positive integer, denoted by b , such that
f (b
)
1
(
s∗
)
< (L + 1)n  f (b+1)1
(
s∗
)
.
Thus case (1) occurs with s replaced by s∗ and b replaced by b∗ . By using the same argument as in
part (a) with s and b replaced by s∗ and b∗ , respectively,
(
s∗ − Ln)> f (b∗+1)1
(
s∗
)− (L + 1)n. 
If case (2) occurs, then
f1
(
f1(s)
)= f1(s) +
⌊
n
√
f1(s)
⌋= (s + L) +  n√s + L  = s + L + L + 1.
Set s∗ = s + L and L∗ = L + 1. Then
L∗  s∗ <
(
L∗ + 1)n
and
f1
(
f1(s)
)= f1
(
s∗
)= s∗ + L∗.
Lemma 2.6. Let L∗ be deﬁned as above. Then
(
L∗ + 1)n − s∗ > L∗.
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s∗ − (L∗)n = (s + L) − (L + 1)n < L.
Since n 2, it follows from the binomial formula that
((
L∗ + 1)n − s∗)= ((L∗ + 1)n − (L∗)n)− (s∗ − (L∗)n)> 2L∗ − L > 2L∗ − L∗ = L∗. 
From Lemma 2.6,
(
L∗ + 1)n > s∗ + L∗ > L∗.
Since f1(s∗) = s∗ + L∗ , case (1) occurs with s, L and b replaced by s∗ , L∗ and b∗ respectively for some
positive integer b∗ .
By replacing the original sequence with the sequence
s∗, f1
(
s∗
)
, . . . ,
then case (1) occurs with s∗ , L∗ and b∗ replacing s, L and b, respectively. Since the conclusion of
Theorem 2.1 holds for the original sequence if and only if it holds for this sequence, we may assume
without loss of generality that case (1) occurs at s. By part (b) of Lemma 2.5, we may also assume
that s > Ln .
Lemma 2.7. Let L′ > L be a positive integer. Let a be the positive integer such that
f (a−1)(s) <
(
L′
)n  f (a)1 (s) <
(
L′ + 1)n.
If f ( j)1 (s) is not an n-power for any j  a, then
s − Ln > f (a)1 (s) −
(
L′
)n
> 0.
Proof. Suppose f ( j)1 (s) is not an n-power for any j  a. Since case (1) occurs at s and s > Ln , a b+1
where b is the positive integer in part (a) of Lemma 2.5 and
s − Ln > f (b+1)(s) − (L + 1)n > 0
where the ﬁrst inequality holds by part (a) of Lemma 2.5 and the second inequality holds by hy-
pothesis. It can be veriﬁed that if a > b + 1, then the argument above can be repeated with s and L
replaced by f (b+1)1 (s) and (L + 1)n , respectively. Thus the result follows. 
The conclusion of the proof of Theorem 2.1: Let s be any natural number. We may assume without
loss of generality that case (1) occurs at s and s > Ln . Using Lemma 2.7, it can be veriﬁed that there
exists a positive integer g such that f (g)1 (s) − (L)n = 0 for some positive integer L , i.e., f (g)1 (s) is
an n-power. By using part (b) of Lemma 2.5 with s and L replaced by f (g)1 (s) and L
 , it can be
veriﬁed that the argument above can be repeated. By iterating this argument, we obtain an inﬁnite
subsequence where each element is an n-power and Theorem 2.1 follows. 
Proof of Theorem 2.2. Let s be a natural number and L be the natural number such that
Ln  s < (L + 1)n. (2.2)
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f2(s) = s +  n
√
s  = s + (L + 1) > s.
As a result, f ( j+1)2 (s) > f
( j)
2 (s) for all j  0.
It follows immediately from (2.2) and the deﬁnition of f2(z) that exactly one of the following
cases occurs at s:
(1) Ln < f ( j)2 (s) = s + j(L + 1) < (L + 1)n  f (t+1)2 (s) for some positive integer t and for all 1 j  t .
(2) (L + 1)n  f2(s) = s + (L + 1) < (L + 2)n.
Lemma 2.8. Let s∗ and L∗ denote f2(s) and L + 1, respectively. If (2) holds, then
(
L∗
)n  s∗ < (L∗ + 1)n (2.3)
and (1) holds when s, L and t are replaced by s∗ , L∗ and t∗ , respectively for some positive integer t∗ .
Proof. Suppose case (2) occurs. Then (2.3) is immediate and
f2
(
s∗
)= (s +  n√s )+ ⌈ n
√
s +  n√s⌉
= s + (L + 1) + ⌈ n√s + (L + 1)⌉
= s + (L + 1) + (L + 2)
= s + 2(L + 1) + 1
< (L + 1)n + 2(L + 1) + 1
 (L + 2)n
= (L∗ + 1)n
as well as
f2
(
s∗
)= s∗ + (L∗ + 1)> s∗  (L∗)n.
Thus the lemma follows. 
By Lemma 2.8, we may assume without loss of generality that case (1) occurs at s.
Lemma 2.9. Let t be the integer in (1). Then
f (t+1)2 (s) − (L + 1)n = dt
for some integer dt such that 0 dt  L. Furthermore,
0 < dti  Li
for all indexes i > 0 where:
• t = t0 , L = L0 and Li = L + i.
• ti satisﬁes Li < f (ti)2 (s) < (Li + 1)n as well as (Li + 1)n < f (ti+1)2 (s) < (Li + 2)n.
• dti = f (ti+1)2 (s) − (Li + 1)n.
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Ln < f ( j)2 (s) = s + j(L + 1) < (L + 1)n
for all j ∈ {1, . . . , t} and
(L + 1)n  f (t+1)2 (s) = s + (t + 1)(L + 1) = f (t)2 (s) + (L + 1),
where t is the integer in (1). Therefore,
0 dt := f (t+1)2 (s) − (L + 1)n < f (t+1)2 (s) − f (t)2 (s) = L + 1.
It can be veriﬁed that
(L + 2)n > (L + 1)n + (L + 1) > f (t)2 (s) + (L + 1) = f (t+1)2 (s)
for all n 2. Thus,
(L + 1)n  f (t+1)2 (s) < (L + 2)n.
If (L + 1)n < f (t+1)2 (s), let L0 = L and L1 := L0 + 1. It can be veriﬁed that case (1) occurs with s,
L and t replaced by f (t+1)2 (s), L1 and t(1) , respectively for some positive integer t(1) . Since the same
argument as above can be applied,
Ln1 < f
( j)
2
(
f (t+1)2 (s)
)= f (t+1)2 (s) + j(L1 + 1) < (L1 + 1)n
for all j ∈ {0, . . . , t(1)} and
(L1 + 1)n  f (t+1)2 (s) +
(
t(1) + 1)(L1 + 1) = f (t
(1)+1)
2
(
f (t+1)2 (s)
)
< (L1 + 2)n
with 0 f (t
(1)+1)
2 ( f
(t+1)
2 (s)) − (L1 + 1)n  L1. Set t1 := t(1) + t + 1. Then
Ln1 < f
(t1)
2 (s) < (L1 + 1)n
and
(L1 + 1)n  f (t1+1)2 (s) < (L1 + 2)n,
with
0 f (t1+1)2 (s) − (L1 + 1)n  L1.
If (L1+1)n < f (t1+1)2 (s), then 0 < dt1 := f (t1+1)2 (s)−(L1+1)n  L1. Since this argument can be iterated
for each i  0 using the substitution Li := L + i, the result follows. 
Lemma 2.10. There exist positive integers t , s and L such that
(
L
)n
< s < f (t
)
2
(
s
)
<
(
L + 1)n  f (t+1)2
(
s
)
<
(
L + 2)n,
where s = f (w+1)2 (s) for some positive integer w such that f (w)2 (s) < (L)n if n > 2.
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{
s′, f2(s′), . . .
}
.
By Lemma 2.9, 0 s′ − (L′)n  (L′ − 1). If 0< s′ − (L′)n  (L′ − 1), then
(L′)n < s′ < f2(s′) (L′)n + (L′ − 1) + (L′ + 1) < (L′ + 1)n.
Hence there exists a positive integer t′ such that
f (t
′)
2 (s
′) < (L′ + 1)n  f (t′+1)2 (s′) = f (t
′)
2 (s
′) + (L′ + 1) < (L′ + 1)n + (L′ + 1) < (L′ + 2)n.
In particular, case (1) occurs with s, L and t replaced by s′ , L′ and t′ . By setting s′ := s , t′ := t and
L′ := L as well as w = t , the result follows. If 0= s′ − (L′)n , set s′′ := f2(s′), then
(L′)n < s′′ = s′ + L′ + 1 = (L′)n + L′ + 1 < (L′ + 1)n.
Since
(L′ + 1)n − (L′)n = k(L′ + 1)
for any integer k, there exists a positive integer t′′  2 such that
f (t
′′)
2 (s
′′) = (L′)n + t′′(L′ + 1) < (L′ + 1)n < f (t′′+1)2 (s′′) = (L′)n + (t′′ + 1)(L′ + 1)
if n > 2. Hence,
0 < f (t
′′+1)
2 (s
′′) − (L′ + 1)n  L′.
Let s = f (t′′+1)2 (s′′) and L = L′ + 1. By using the same argument as above with s′ replaced by s =
f (t
′′+1)
2 (s
′′), it can be veriﬁed that case (1) occurs with s, L and t replaced by s , L and t for some
positive integer t . Also,
f (t
)
2
(
s
)
<
(
L + 1)n  f (t+1)2
(
s
)= f (t)2
(
s
)+ (L + 1)< (L + 1)n + (L + 1)< (L + 2)n.
Let w := t′′ and the result follows. 
Suppose n = 2. If L is a positive integer, then (L + 1)2 − L2 = 2L + 1 = L + (L + 1). Let l 2 be any
positive integer. Then there exists a positive integer L such that
L2  f (l)2 (s) < (L + 1)2.
Then f (l+1)2 (s) = (L + 1)2 if and only if f (l)2 (s) = L2 + L. If f (l−1)2 (s)  L2, then f (l)2 (s)  L2 + (L + 1).
If f (l−1)2 (s) < L2, then f
(l)
2 (s) = f (l−1)2 (s) + L < L2 + L. As a result, the Picard orbit of s and f2(z) does
not contain inﬁnitely many n-power for any natural number s if n = 2.
By Lemmas 2.9, 2.10 and the above paragraph, we may assume henceforth, without loss of gener-
ality, that n > 2, case (1) occurs at s and 0 < s − Ln  L.
Lemma 2.11. If either f (t+1)2 (s) = (L + 1)n or t = eL for some positive integer e, then
s − Ln  f (t+1)2 (s) − (L + 1)n.
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s − Ln > f (t+1)2 (s) − (L + 1)n = 0.
If t = eL for some positive integer e, then
(L + 1)n > f (t)2 (s) = s + tL + eL = s + (t + e)L = f (t+e)1 (s),
where f1(s) is the function in Theorem 2.1, and
(L + 1)n  f (t+1)2 (s) = s + (t + 1)L + (t + 1) = s + (t + e + 1)L + 1 = f (t+e+1)1 (s) + 1.
If f (t+e+1)1 (s) (L + 1)n , then
f (t+e+1)1 (s) − (L + 1)n < s − Ln
by Lemma 2.5. As a result,
f (t+1)2 (s) − (L + 1)n =
(
f (t+e+1)1 (s) + 1
)− (L + 1)n  s − Ln.
If f (t+e+1)1 (s) < (L + 1)n , then
f (t+e+1)1 (s) = (L + 1)n − 1
since f (t+e+1)1 (s) + 1 (L + 1)n . Thus f (t+1)2 (s) = f (t+e+1)1 (s) + 1 = (L + 1)n . Therefore,
f (t+1)2 (s) − (L + 1)n = 0< s − Ln. 
Lemma 2.12. Suppose that t = eL for any nonnegative integer e and f (t+1)2 (s) > (L + 1)n. Write t = gL − w
for some positive integers g  1 and w such that 0 < w < L.
(a) If f (t+g)1 (s) < (L + 1)n, then
s − Ln > f (t+1)2 (s) − (L + 1)n.
(b) If f (t+g)1 (s) (L + 1)n, then
s − Ln < f (t+1)2 (s) − (L + 1)n
if s − Ln < L.
Proof. (a) By deﬁnition of t and the binomial expansion formula,
f (t)2 (s) = s + t(L + 1) = s + tL + t < (L + 1)n = Ln + AL + 1
and
f (t+1)2 (s) = s + (t + 1)(L + 1) = s + (t + 1)L + (t + 1) (L + 1)n = Ln + AL + 1
for some integer A.
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f (t+1)2 (s) = s + (t + 1)L +
(
(gL − w) + 1)= s + (t + g + 1)L − w + 1= f (t+g+1)1 (s) − (w − 1)
 (L + 1)n.
Hence f (t+g+1)1 (s) (L + 1)n since w  1. We also have
f (t)2 (s) = s + tL + (gL − w) = s + (t + g)L − w = f (t+g)1 (s) − w < (L + 1)n.
There are two cases:
(i) f (t+g)1 (s) < (L + 1)n .
(ii) f (t+g)1 (s) (L + 1)n .
If (i) occurs, then together with the inequality f (t+g+1)1 (s) (L + 1)n above, we have
f (t+g+1)1 (s) − (L + 1)n < s − Ln
by Lemma 2.5. Therefore,
f (t+1)2 (s) − (L + 1)n =
(
f (t+g+1)1 (s) − w + 1
)− (L + 1)n < ( f (t+g+1)1 (s) + 1
)− (L + 1)n  s − Ln
where the last inequality holds by Lemma 2.5.
If (ii) occurs, deﬁne
l = (L + 1)n − f (t)2 (s).
Then l 1 by deﬁnition of t . By using the equalities (L + 1)n = Ln + AL + 1, t = gL − w and s − Ln =
aL + b,
(L + 1)n − Ln = AL + 1
= (s − Ln)+ ( f (t)2 (s) − s
)+ l
= s − Ln + t(L + 1) + l
= s − Ln + tL + t + l
= s − Ln + tL + gL − w + l
= aL + b + (t + g)L − w + l
= l + b + (L − w) + (t + g + a − 1)L.
Hence l + b + (L − w) = hL + 1 for some positive integer h since l 1 and L − w  1 by assumption.
As f (t+g)1 (s) (L + 1)n by the assumption of this part,
f (t+g)1 (s) − f (t)2 (s) (L + 1)n − f (t)2 (s) = l. (2.4)
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f (t+g)1 (s) − f (t)2 (s) = f (t+g)1 (s) −
(
f (t+g)1 (s) − w
)= w.
Hence w  l and thus
(L − w) + l L.
Since b < L by deﬁnition,
l + b + (L − w) = b + (l + (L − w))< 2L.
Therefore, h = 1 and
l + b + (L − w) = L + 1.
Moreover,
l + b + (L − w) = L + 1
= f (t+1)2 (s) − f (t)2 (s)
= f (t+1)2 (s) − (L + 1)n +
(
(L + 1)n − f (t)2 (s)
)
= f (t+1)2 (s) − (L + 1)n + l.
Therefore,
f (t+1)2 (s) − (L + 1)n = b + (L − w).
As (L − w) 1 and l 1,
b < b + (L − w) L.
In particular,
s − Ln < f (t+1)2 (s) − (L + 1)n
if s − Ln < L. 
Lemma 2.13. If n is odd, then there exist sequences of integers {t( j) | 1 j  r} and {L(t( j)) | 1 j  r} such
that
s − Ln > f (t(1)+1)2 (s) −
(
L
(
t(1)+1) + 1)n > · · · > f (t(r)+1)2 (s) −
(
L
(
t(r)+1) + 1)n = 0,
where L(t
( j)) < L(t
( j+1)) and t( j) < t( j+1) for all 1 j  r if r  2.
Proof. If there exists some positive integer l such that f (l)2 (s) = (L′)n for some positive integer L′ ,
then the result follows immediately. Therefore, let us assume that there is no such index l.
By Lemma 2.9, there exist sequences of integers {ti | i  0, t0 := t}, {Li | i  0, L0 := L, Li = L + i}
and {dti | i  0, dti = f (ti+1)2 (s) − (Li + 1)n} such that
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Lni < f
(ti)
2 (s) < (Li + 1)n,
and
(Li + 1)n < f (ti+1)2 (s) < (Li + 2)n
for all i  0.
By Lemma 2.11 and Lemma 2.12, one of the following cases must hold:
(i) dti  dti+1 for all i.
(ii) dtg < dtg+1 for some positive integer g , and if i < g , then dti  dti+1 .
If case (i) occurs, then to prove Theorem 2.2, it is suﬃcient for us to show that there exists an index
l such that dtl > dtl+1 . This is because if we make the following substitutions:
• s(tl) := f (tl+1)2 (s).
• L(tl)i := L + i + l.
• d(tl)ti := f (ti+1)2 (s(tl)) − (L
(tl)
i + 1)n = f (ti+l+1)2 (s) − (Li+l + 1)n .
Then it can be veriﬁed that case (i) would occur again with s(tl) , L(tl)i and d
(tl)
ti replacing s, L and dti ,
respectively, i.e.,
d(tl)ti  d
(tl)
ti+1
for all i. As a result, the same argument can be repeated. Hence there exists an index l(tl) such that
d(tl)t
l(tl )
> d(tl)t
l(tl )+1
.
Thus
dtl > dtl+1  d
(tl)
t
l(tl )
> d(tl)t
l(tl )+1
.
As this process can be repeated, the result follows. To prove the existence of the index l, let us suppose
the contrary, namely dti = dti+1 for all i, which is equivalent to
f (ti+1)2 (s) − (Li + 1)n = f (ti+1+1)2 (s) − (Li+1 + 1)n
for all i  0. Hence
f
(ti+1+1)
2 (s) − f (ti+1)2 (s) = (Li+1 + 1)n − (Li+1)n.
From the deﬁnitions of ti and f2(s), it can be veriﬁed that
f
(ti+1+1)
2 (s) − f (ti+1)2 (s) = ki(Li+1 + 1)
for some positive integer ki . However, this is impossible since (Li+1 + 1)n − (Li+1)n is not divisible by
Li+1 + 1. As a result, Lemma 2.13 holds if (i) occurs.
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f (ti+1)2 (s) − (Li + 1)n  f (ti+1+1)2 (s) − (Li+1 + 1)n (2.5)
if 0 i < g but
f
(tg+1)
2 (s) − (Lg + 1)n < f
(tg+1+1)
2 (s) − (Lg+1 + 1)n. (2.6)
Then
(
(Lg+1 + 1)n − (Lg + 1)n
)
< f
(tg+1+1)
2 (s) − f
(tg+1)
2 (s) (2.7)
and
(Lg+1 + 1)n < f (tg+1)2 (s) +
(
(Lg+1 + 1)n − (Lg + 1)n
)
< f
(tg+1+1)
2 (s), (2.8)
where the ﬁrst inequality of (2.8) holds since f
(tg+1)
2 (s)  (Lg + 1)n by deﬁnition of tg and our as-
sumption earlier that f
(tg+1)
2 (s) = (Lg + 1)n for all indexes g . Therefore,
0 < f
(tg+1)
2 (s) +
(
(Lg+1 + 1)n − (Lg + 1)n
)− (Lg+1 + 1)n < Lg+1 (2.9)
since
f
(tg+1+1)
2 (s) − (Lg+1 + 1)n  Lg+1
by Lemma 2.9. Hence
0 < f
(tg+1+1)
2 (s) −
(
f
(tg+1)
2 (s) +
(
(Lg+1 + 1)n − (Lg + 1)n
))
< Lg+1. (2.10)
From the deﬁnitions of tg and f2(s),
f
(tg+1+1)
2 (s) − f
(tg+1)
2 (s) = kg(Lg+1 + 1) (2.11)
for some positive integer kg . The left-hand side of (2.11) can be rewritten as follows:
f
(tg+1+1)
2 (s) − f
(tg+1)
2 (s)
= (Lg+1 + 1)n − (Lg + 1)n +
(
f
(tg+1+1)
2 (s) −
(
f
(tg+1)
2 (s) +
(
(Lg+1 + 1)n − (Lg + 1)n
)))
.
Now since Lg + 1= Lg+1 (see deﬁnition of Li), (Lg+1 + 1)n − (Lg + 1)n can be rewritten as
(Lg+1 + 1)n − (Lg + 1)n = (Lg+1 + 1)n − (Lg+1)n
= (Lg+1 + 1)n −
[
(Lg+1 + 1) − 1
]n
= Z(Lg+1 + 1) + (−1)n+1
for some positive integer Z . As a result,
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(
f
(tg+1+1)
2 (s) −
(
f
(tg+1)
2 (s) +
(
(Lg+1 + 1)n − (Lg + 1)n
)))
≡ (−1)n+1 + ( f (tg+1+1)2 (s) −
(
f
(tg+1)
2 (s) +
(
(Lg+1 + 1)n − (Lg + 1)n
)))
modulo (Lg+1 + 1). However, if n is odd, then (−1)n+1 = 1 and
0 <
∣∣(−1)n+1 + ( f (tg+1+1)2 (s) −
(
f
(tg+1)
2 (s) +
(
(Lg+1 + 1)n − (Lg + 1)n
)))∣∣

∣∣(−1)n+1∣∣+ ∣∣( f (tg+1+1)2 (s) −
(
f
(tg+1)
2 (s) +
(
(Lg+1 + 1)n − (Lg + 1)n
)))∣∣< 1+ Lg+1,
where the last inequality holds because of (2.10). Hence f
(tg+1+1)
2 (s) − f
(tg+1)
2 (s) is nonzero modulo
Lg+1 + 1. This contradicts (2.11). Thus the result follows. 
Lemma 2.14. If n > 2 is even and s is a natural number, then the sequence
{
f (i)2 (s)
∣∣ i  0, f (0)2 (s) = s
}
does not contain inﬁnitely many perfect n-powers.
Proof. Suppose n > 2 is even. Let s be a natural number. By Lemma 2.10, there exist positive integers
t , s and L such that
(
L
)n
< s < f (t
)
2
(
s
)
<
(
L + 1)n  f (t+1)2
(
s
)
<
(
L + 2)n.
From the proof of Lemma 2.10, there exist positive integers t′ , s′ and L′ such that
(L′)n  s′ < f (t
′)
2 < (L
′ + 1)n = (L)n < f (t′+1)2 = s.
Deﬁne:
L0 := L′ − 1, L1 := L′ and L2 := L1 + 1 = L′ + 1 = L .
t1 := t′ and t2 := t .
As n is even, it can be veriﬁed that
(L2 + 1)n − (L2)n + 1 = k2(L2 + 1) (2.12)
for some positive integer k2 and thus
f (t1+1)2 (s) + (L2 + 1)n − (L2)n + 1 = f (t1+1)2 (s) + k2(L2 + 1). (2.13)
Since
Ln2 < f
(t1+1)
2 (s) < (L2 + 1)n, (2.14)
it follows that
f (t1+1)2 (s) + k2(L2 + 1) = f (t1+1)2 (s) + (L2 + 1)n − (L2)n + 1
> f (t1+1)2 (s) +
(
(L2 + 1)n − (L2)n
)
> Ln2 +
(
(L2 + 1)n − (L2)n
)
= (L2 + 1)n,
i.e., f (t1+1)2 (s) + k2(L2 + 1) is strictly greater than (L2 + 1)n .
396 L. Nguyen / Journal of Number Theory 129 (2009) 381–401Also,
f (t1+1)2 (s) + k2(L2 + 1) − (L2 + 1)n =
(
f (t1+1)2 (s) + (L2 + 1)n − (L2)n + 1
)− (L2 + 1)n
= f (t1+1)2 (s) − (L2)n + 1.
By Lemma 2.9,
0 < f (t1+1)2 (s) − (L2)n  L1
and thus
0 < f (t1+1)2 (s) + k2(L2 + 1) − (L2 + 1)n = f (t1+1)2 (s) − (L2)n + 1 L1 + 1 = L2. (2.15)
Therefore,
f (t1+1)2 (s) + (k2 − 1)(L2 + 1) − (L2 + 1)n  L2 − (L2 + 1) < 0.
This means that
f (t1+1)2 (s) + k2(L2 + 1) = f (t2+1)2 (s) (2.16)
by deﬁnition of t2 and f2(s). As a result,
f (t2+1)2 (s) − (L2 + 1)n = f (t1+1)2 (s) + k2(L2 + 1) − (L2 + 1)n
= ( f (t1+1)2 (s) + (L2 + 1)n − (L2)n + 1
)− (L2 + 1)n
= f (t1+1)2 (s) − (L2)n + 1.
As a result,
0 < dt1 := f (t1+1)2 (s) − (L2)n < f (t2+1)2 (s) − (L2 + 1)n. (2.17)
In particular, (L2 + 1)n < f (t2+1)2 (s). By iterating the above argument with s replaced by f (t2+1)2 (s)
and so forth, we obtain sequences of integers
{
Li
∣∣ L1 = L′, Li+1 = Li + 1, i  1
}
and
{
ti
∣∣ Lni < f (ti)2 < (Li + 1)n < f (ti+1)2 < (Li + 2)n, i  1
}
such that:
• 0 < dti := f (ti+1)2 − (Li + 1)n  Li .• (2.12)–(2.17) hold with 2 and 1 replaced by i and i − 1 respectively for all i  2 and are denoted
by (2.12)′–(2.17)′ correspondingly.
• dti−1 < dti for all i  2.
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Li + 1 = f (ti+1)2 (s) − f (ti)2 (s)
= ( f (ti+1)2 (s) − (Li + 1)n
)+ ((Li + 1)n − f (ti)2 (s)
)
= ( f (ti−1+1)2 (s) − (Li)n + 1
)+ ((Li + 1)n − f (ti)2 (s)
)
.
With i replaced by i − 1, it can be veriﬁed that
Li−1 + 1 =
(
f
(ti−1+1)
2 (s) − f (ti−1)2 (s)
)
= ( f (ti−1+1)2 (s) − (Li−1 + 1)n
)+ ((Li−1 + 1)n − f (ti−1)2 (s)
)
.
Since Li−1 + 1 = Li ,
Li + 1 = (Li−1 + 1) + 1
= (( f (ti−1+1)2 (s) − (Li−1 + 1)n
)+ 1)+ ((Li−1 + 1)n − f (ti−1)2 (s)
)
= (( f (ti−1+1)2 (s) − (Li)n
)+ 1)+ (Li)n − f (ti−1)2 (s).
Therefore,
(Li + 1)n − f (ti)2 (s) = (Li)n − f (ti−1)2 (s) > 0 (2.18)
for all i  2, where the inequality in (2.18) holds by deﬁnition of ti−1 and ti .
From the deﬁnition of Li , (2.15)′ and (2.16)′ ,
(Li + 1+ 1)n − f (ti+1)2 (s) = (Li+1 + 1)n − f (ti+1)2 (s)
 (Li+1 + 1)n −
(
(Li) + (Li + 1)n
)
> (Li+1 + 1)n −
(
(Li + 1) + (Li + 1)n
)
= (Li+1 + 1)n −
(
(Li+1) + (Li+1)n
)
> 0,
where the last inequality holds since n > 1. This relation holds for all i  2.
It can be veriﬁed then that Lemma 2.14 follows immediately from the last inequality above, (2.17)′
and (2.18). 
The conclusion of the proof of Theorem 2.2: Let n > 1 be an odd integer. Let s be a natural number.
Let L be the natural number such that
Ln  s < (L + 1)n.
By truncating the sequence of iterations { f (i)2 (s) | i  0} of f2(z) at s, we may assume that Ln < s <
f (t)2 (s) < (L + 1)n  f (t+1)2 (s) for some positive integer t by Lemma 2.10. By Lemma 2.13, there exists
a subsequence of the sequence of iterations { f (i)2 (s) | i  0}, namely the sequence
{
f (t
( j))
2 (s)
∣∣ 1 j  r}
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f (t
(1)+1)
2 (s) −
(
L(t
(1)+1) + 1)n > · · · > f (t(r)+1)2 (s) −
(
L(t
(r)+1) + 1)n = 0.
In other words,
f (t
(r)+1)
2 (s) =
(
L(t
(r)+1) + 1)n.
Next, set s(t
(r)+1) := f (t(r)+1)2 (s). Then the same argument can be repeated with s(t
(r)+2) in place of s.
Therefore the sequence of iterations { f (i)2 (s) | i  0} contains inﬁnitely many perfect n-powers if n > 1
is an odd natural number. 
Proof of Corollary 2.3. Let g(z) be any complex valued function on N such that
lim
z→∞
∣∣g(z)∣∣= C (2.19)
for some constant C < 1. Let n > 1 be a given natural number and z be any natural number.
(a) Let α1(z) be as in the statement of Corollary 2.3. Suppose also that
∣∣g(z) + z∣∣ 1 (2.20)
for all z ∈ N. Then
α1(z) = z +
⌊
n
√
z + g(z)⌋,
where z represents the integer less than or equal to the absolute value of z. Let us ﬁrst note that
(2.20) is necessary since if |g(z) + z| < 1 for some natural number z, then
⌊
n
√∣∣g(z) + z∣∣ ⌋= 0
and thus
z α1(z) = z +
⌊
n
√
z + g(z)⌋= z + ⌊ n
√∣∣z + g(z)∣∣ ⌋= z.
Therefore,
α
( j)
1 (z) = z
for all j  1; i.e., the Picard orbit of z does not contain inﬁnitely many perfect n-powers.
By the triangle inequality and the deﬁnition of ·,
z + ⌊ n
√
|z| − ∣∣g(z)∣∣ ⌋ z + ⌊ n√z + g(z)⌋ z + ⌊ n
√
|z| + ∣∣g(z)∣∣ ⌋. (2.21)
By (2.19), there exists an integer N such that
∣∣g(z)∣∣< 1 (2.22)
for all z N . Thus (2.21) and (2.22) imply that if z N , then
α1(z) = z +
⌊
n
√
z + g(z)⌋ z +  n
√
|z| + ∣∣g(z)∣∣ ⌋= z + ⌊ n√|z|⌋= f (1)1 (z). (2.23)
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z + ⌊ n
√
|z| − ∣∣g(z)∣∣ ⌋ z + ⌊ n√|z|⌋= f (1)1 (z) (2.24)
if z  N with equality if and only if z is not a perfect n-power. Therefore, if z  N and not a perfect
n-power, then
f (1)1 (z) = α1(z) (2.25)
by (2.21), (2.23) and (2.24).
Since (2.20) implies that α1(z) > z for all z ∈ N, elements of the sequence
{
α
( j)
1 (z)
∣∣ j = 0,1, . . .}
are strictly increasing. Consequently, there exists a positive integer D such that
α
( j)
1  N (2.26)
for all j  D where α( j)1 (z) is the jth-iteration of α1(z). As a result, if s := α( j)1 (z) where j  D and
α
( j)
1 (z) is not a perfect n-power, then
α
(1)
1 (s) = α1
(
α
( j)
1 (z)
)= α( j)1 (z) +
⌊ n√
α
( j)
1 (z) + g
(
α
( j)
1 (z)
) ⌋= f (1)1
(
α
( j)
1 (z)
)= f (1)1 (s) (2.27)
by (2.25) and (2.26). The proof of Theorem 2.1 for f1(s) can therefore be applied to the function
α1(s) and thus there exists an integer l such that α
(l)
1 (s) is a perfect n-power. A little care is needed
to ensure that the above argument can be repeated for this case since (2.27) might not hold if s is a
perfect n-power. However, if we use the substitution s := α(l+1)1 (z), then the above argument can be
iterated since α(l+1)1 (z) is not a perfect n-power if α
(l)
1 (z) is. Therefore, the Picard orbit of z:
{
α
( j)
1 (z)
∣∣ j  0}
contains inﬁnitely many perfect n-powers for any natural number z.
(b) Let α2(z) be deﬁned as in Corollary 2.3, i.e.,
α2(z) = z +
⌈
n
√
z + g(z)⌉
where z represents the integer greater than or equal to the absolute value of z. In addition, we also
assume that
∣∣g(z) + z∣∣> 0 (2.28)
for all z ∈ N. The condition (2.28) is necessary since if |g(z) + z| = 0 for some natural number z, then
⌈
n
√∣∣g(z) + z∣∣ ⌉= 0.
Thus
z α2(z) = z +
⌈
n
√
z + g(z)⌉= z + ⌈ n
√∣∣z + g(z)∣∣ ⌉= z
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α
( j)
2 (z) = z
for all j  1. Thus the Picard orbit of z does not contain inﬁnitely many perfect n-powers as required.
As in (2.21), it can be veriﬁed from the deﬁnition of · and the triangle inequality that
z + ⌈ n
√
|z| − ∣∣g(z)∣∣ ⌉ z + ⌈ n√z + g(z)⌉ z + ⌈ n
√
|z| + ∣∣g(z)∣∣ ⌉. (2.29)
Let N be the integer deﬁned in part (a), i.e., |g(z)| < 1 for all z N . If z N , then it can be veriﬁed
that
α2(z) = z +
⌈
n
√
z + g(z)⌉ z + ⌈ n
√
|z| − ∣∣g(z)∣∣ ⌉= z + ⌈ n√|z|⌉= f (1)2 (z). (2.30)
On the other hand, it can be veriﬁed that
z + ⌈ n
√
|z| + ∣∣g(z)∣∣ ⌉ z + ⌈ n√|z|⌉= f (1)2 (z) (2.31)
if z  N with equality if and only if z is not a perfect n-power. Therefore, if z  N and not a perfect
n-power, then
f2(z) = α2(z) (2.32)
by (2.29), (2.30) and (2.31).
It is immediate from (2.28) that α2(z) > z for any natural number z. Hence elements of the se-
quence
{
α
( j)
2 (z)
∣∣ j = 0,1, . . .}
are strictly increasing. Consequently, there exists a positive integer E such that
α
( j)
2  N (2.33)
for all j  E where α( j)2 (z) is the jth-iteration of α2(z). As a result, if we let s := α( j)2 (z) where j  E
and α( j)2 (z) is not a perfect n-power, then
α
(1)
2 (s) = α2
(
α
( j)
2 (z)
)= α( j)2 (z) +
⌈ n√
α
( j)
1 (z) + g
(
α
( j)
2 (z)
) ⌉= f (1)2
(
α
( j)
2 (z)
)= f (1)2 (s) (2.34)
by (2.32) and (2.33). As a result, the proof of Theorem 2.2 for f2(z) can be applied to the function
α2(z). Again, since (2.34) might not hold if s is a perfect n-power, some care is needed to ensure that
the above argument can be repeated for this case. The substitution s := α(w+1)1 (z) circumvents the
problem since α(w+1)2 (z) is not a perfect n-power if α
(w)
2 (z) is. Therefore, the Picard orbit of z,
{
α
( j)
2 (z)
∣∣ j  0},
contains inﬁnitely many perfect n-powers for any natural number z if and only if the sequence
{ f ( j)2 (z) | j  0} does, and the latter is true if and only if n is an odd natural number. 
We conclude this paper with the following questions:
L. Nguyen / Journal of Number Theory 129 (2009) 381–401 401(1) Let n  2 be a natural number. Is there a nonlinear function on N, all of whose Picard orbits contain
inﬁnitelymany perfect n-powers, which cannot bewritten in the forms constructed in Corollary 2.3? Construct
explicitly one such function.
(2) Find all such functions if the answer to question (1) is aﬃrmative.
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