Abstract. In this paper, we consider an interface model for multicomponent two-phase fluids with geometric mean influence parameters, which is popularly used to model and predict surface tension in practical applications. For this model, there are two major challenges in theoretical analysis and numerical simulation: the first one is that the influence parameter matrix is not positive definite; the second one is the complicated structure of the energy function, which requires us to find out a physically consistent treatment. To overcome these two challenging problems, we reduce the formulation of the energy function by employing a linear transformation and a weighted molar density, and furthermore, we propose a local minimum grand potential energy condition to establish the relation between the weighted molar density and mixture compositions. From this, we prove the existence of the solution under proper conditions and prove the maximum principle of the weighted molar density. For numerical simulation, we propose a modified Newton's method for solving this nonlinear model and analyze its properties; we also analyze a finite element method with a physicalbased adaptive mesh-refinement technique. Numerical examples are tested to verify the theoretical results and the efficiency of the proposed methods.
The gradient theory of two-phase fluid interfaces [10] has been extensively used to model and predict surface tension [5, 10, 24, 25] . Consider a mixture composed of N (N ≥ 2) components and denote the mixture composition by n = [n 1 , n 2 , . . . , n N ] T , where n i is the molar density of the ith component. According to the gradient theory, in the absence of an external potential, the Helmholtz energy density of an inhomogeneous fluid is the sum of two contributions: the Helmholtz energy f 0 (n) of homogeneous fluid at local composition n and a corrective term (which is a function of the local density gradients):
c ij ∇n i · ∇n j ⎞ ⎠ dx, (1.1) where Ω is a spatial domain, the coefficients c ij are the influence parameters, and ∇n i represents the local gradient in the ith component density. The Helmholtz free energy density f 0 (n) of homogeneous fluid is calculated by a thermodynamic model as where n = n 1 + n 2 + · · · + n N , T is the temperature of the mixture, and R is the universal gas constant. Here, a(T ) and b are the energy parameter and the covolume, respectively, and these parameters can be calculated with the mixture composition and the temperature; the detailed computation formulations can be found in the appendix of this paper.
The surface tension σ in the two-phase fluid interface is defined by
c ij ∇n i · ∇n j ⎞ ⎠ dx, (1.5) where Φ(n) and Φ B are the grand potentials that will be expressed in section 2. The surface tension functional (1.5) is closely connected with the Helmholtz free energy (1.1), and their relation will be analyzed in section 2. By the minimum free energy criterion, we can calculate the molar density distribution of each component in the two-phase fluid interface, and then the surface tension is computed by (1.5) .
The influence parameter matrix is denoted by C = (c ij )
. The pure component influence parameter c i is calculated by the formulae given in the appendix of this paper. The temperature is constant in the two-phase fluid interface. The dependence of the influence parameters on the component density is neglected [24, 25] , and thus their values are independent of spatial positions. The crossed influence parameters c ij is generally described as the modified geometric mean of the pure component influence parameters c i and c j by c ii = c i and c ij = (1 − β ij ) √ c i c j , i = j, (1.6) (3) The boundedness of f 0 and its derivatives is obtained by coupling the maximum principle of the weighted density and the local minimum grand potential energy condition. (4) Based on the above approaches, the existence of the minimizer of F is established. (5) An efficient modified Newton's method is developed to solve this nonlinear model, and it is also analyzed in theory. (6) We analyze a finite element method with a physical-based adaptive meshrefinement technique. In addition, we test some numerical examples to verify theoretical results and the efficiency of the proposed methods.
The rest of this paper is organized as follows. In section 2, we will introduce the weighted molar density and the local grand potential energy condition and then carry out the mathematical analysis of the model. In section 3, we will develop and analyze the modified Newton's method and the adaptive finite element method for simulating the model problem. In section 4, we will give some numerical results for hydrocarbon mixtures. Finally, concluding remarks are provided in section 5.
Mathematical analysis for the multicomponent two-phase interface model.
In this section, we will first describe the original formulation of the multicomponent two-phase interface model, and then using a linear transformation, we will simplify the model to a convenient formulation. Furthermore, by using the weighted molar density, we introduce the local minimum grand potential energy condition to establish the relation between the weighted density and mixture compositions, and from this, we can carry out the mathematical analysis for this model, including the existence of the minimizer and maximum principle.
Original formulation of the interface model. Suppose that Ω is an
open, bounded, and connected domain containing the two-phase fluid interface, and the boundary ∂Ω is sufficiently smooth. Moreover, both gas and liquid regions within Ω are not empty. Let V = H 1 (Ω) N be the functional space associated with the norm
T and N is the number of total components of a mixture. According to the second law of thermodynamics [13] , the Helmholtz free energy of a system at equilibrium should attain its minimum. Consider the constrained minimization problem: find n ∈ V satisfying
T is a given constant vector representing the fixed amount of given substance. The constraint condition (2.2) ensures the mass balance of each component in the domain. The appropriate admissible class is defined as 
Transformation of the original variables.
The standard analytical and computational approaches cannot be used directly to deal with the original formulation because the geometric mean crossed influence parameter matrix C is not positive definite. The following linear transformation [20] will be used to transform the original formulation to a convenient form. The influence matrix is rewritten as C = cc T , where c = [
Denote the unique nonzero eigenvalue of C by λ = c T c = N i=1 c i , and its corresponding eigenvector
Since C is a symmetrical matrix, there exist N − 1 zero eigenvalues of C, and the corresponding eigenvectors, denoted by v i , 2 ≤ i ≤ N . We choose v i as
It is followed by the above definition that Cv i = cc T v i = 0 and v
is linearly independent. We now define Q = [v 1 , . . . , v N ] as a transformation matrix, which is invertible. Furthermore, we define a vector
For sake of notation simplification, we drop the subscript of u 1 ; that is, let u = u 1 . The expression of u is calculated as
The variable u is called the weighted molar density of a mixture. In our previous work [20] , we have proved the maximum principle of u by its monotonicity in the one-dimensional case, but that proof cannot be directly extended to multidimensional cases; in this paper, it will be proved in Theorem 2.3 that this maximum principle holds for the general multidimensional cases. This property plays an important role in the boundedness of f 0 and its derivatives. From the above definitions, we have the following relations:
It is noted that n and u are the variables in space, but the transformation matrix Q is independent of spatial positions. For the regularity relation between u and n, we have the following lemma. Denote g 0 (u) = f 0 (Qu). Using the relations given by (2.5)-(2.7), we get
, and thus the Helmholtz energy density (1.1) of an inhomogeneous fluid is simplified as
Let u t = Q −1 n t , and then the constraint (2.2) becomes
In order to introduce the local minimum grand potential energy condition, we first need to define the chemical potential and grand potential, which are also related to the surface tension. The chemical potential μ
Denote by μ i the value of the chemical potential μ 0 i in the equilibrium bulk phases. In the two-phase interface region, μ 0 i is generally not equal to μ i . We note that μ i can also be viewed as a set of Lagrange multipliers due to the constraint (2.2) when we use the method of Lagrange multipliers to calculate the minimizer of (2.1) under this constraint, and it is proved in [19] by the principle of variational calculus that μ i is the chemical potential of the ith component in the equilibrium bulk phases.
The grand potential is defined as
Denote by Φ B the value of Φ(n) in the equilibrium bulk phases, and in the two-phase interface region, Φ(n) is generally greater than Φ B . Let n G and n L be the equilibrium bulk compositions of gas and liquid phases, respectively. For Φ B and μ i , let us state the following physical properties of the grand potential and the chemical potential, which are assumed to hold in this paper:
(S1) The grand potential Φ attains its minimum Φ B at the equilibrium bulk gas and liquid phase regions, i.e.,
at the equilibrium bulk phases. Remark 1. We now give some remarks on the validity of the above physical assumptions (S1) and (S2). For the sharp interface problem, which is like the zerodimensional case of the above framework, we consider the following energy minimum of 
Substituting the constraints into (2.11), we get (2.13) where
Following the minimum conditions 
at the equilibrium bulk phases. These two equilibrium conditions also apply to one-dimensional scenarios, because of the flat interface between two phases. In fact, we first multiply by dni dx both sides of the Euler-Lagrange equations (2.38) described in section 2.4 and then sum it by i from 1 to N to reach
Let Ω be an interval containing two bulk equilibrium phases and a two-phase interface. Moreover, assume that the left-hand side is the bulk gas end and the right-hand side is the bulk liquid end. We integrate (2.16) over a subinterval (
for the left-hand side of (2.17), we get 
It is deduced from (2.17), (2.19) , and (2.20) that
Taking x 1 and x 2 within the bulk equilibrium gas and liquid phase regions, respectively, and taking into account dni dx = 0 in the bulk phases, we obtain Φ(n G ) = Φ(n L ) from (2.21). For two-dimensional and three-dimensional cases, the interface between the two phases might not be flat, which could lead to Φ(n
However, if the interface tension effect is small, these two assumptions above (S1) and (S2) may still hold approximately. Finally, we note that for the one-dimensional case, it has been proved in [20] that
This shows that Φ(n) ≥ Φ B at the two-phase fluid interface.
Denote
From the property of the grand potential, we know that
. In order to analyze the transformed minimizing problem (2.8) with the constraint (2.9), we propose the following local minimum grand potential energy condition.
Condition (A). For any given
This condition will be verified in numerical tests. In what follows, Condition (A) is always assumed to be true for the model considered in this paper, and this condition will also be used throughout the numerical tests to be carried out in section 4. Condition (A) implies that u i , i = 2, . . . , N, can be viewed as the functions of u, and thus denote u i = ψ i (u). We assume that the function ψ i is differentiable with respect to u and its derivative is bounded
From this, the function f 0 and its partial derivatives μ 0 i are uniformly bounded. From Condition (A), we claim that for any given function u ∈ L 2 (Ω) satisfying 
where θ i (2 ≤ i ≤ N ) are the Lagrange multipliers. Let (u 2 , . . . , u N ) be a minimizer of the constrained problem, and then the necessary condition is that there exist θ i such that
It is obtained by applying the relations given by (2.5)-(2.7) to (2.27) that
Since (2.28) should hold for the bulk equilibrium phases, we get
The required result is obtained from Condition (A).
Theorem 2.1. Under Condition (A), there exists n ∈ V C such that (2.1) and (2.2) hold.
Proof. By the relation between u and n, it suffices to prove the existence of u.
Choose a minimizing sequence 
9). It is claimed that
For a given small positive constant δ, we have
if only k is sufficiently large. It is estimated with the expression of f 0 that 
We then can extract a subsequence {u kj } such that
. . , N minimizing g 0 under the constraint for u, and thus we have G(u) ≤ G 0 .
The following theorem shows the relation between the surface tension functional and the Helmholtz free energy functional.
Theorem 2.2. Under Condition (A), the minimizer of the surface tension σ in V C exists and σ is expressed as
where u = Q −1 n and n ∈ V C is the minimizer of (2.1) and (2.2). Proof. From the definition of the grand potential Φ and the constraint (2.2), the surface tension is rewritten as
where |Ω| is the measure of Ω. Thus, the existence of the minimizer for the surface tension σ is obtained by the existence of the minimizer of the constrained problem (2.1) and (2.2) under Condition (A), and equation (2.36) results from the definition of u.
Simplified Euler-Lagrange equations and maximum principle.
In order to simulate the above interface model formulated with the constrained energy minimum, we need to solve the corresponding Euler-Lagrange equations, and moreover, by means of the Euler-Lagrange equations, we will prove the maximum principle of the weighted molar density, which plays an important role in both theory and numerical simulation. Assume that the boundary conditions are provided and the phase interfaces occur only in the interior of the domain Ω. The minimizer of (2.1) constrained with (2.2), the equilibrium densities at the interface, must satisfy the following Euler-Lagrange equations [19, 25] 
The simplified Euler-Lagrange equations can be expressed as (2.40) are the multidimensional extension of the one-dimensional case derived in our previous work [20] . We note that (2.39) and (2.40) can also be deduced by applying the variation principle to the constrained minimum problem (2.8) with (2.9). To prove the maximum principle of weighted molar density in a multidimensional domain, we combine (2.40) and rewrite (2.39) to another simple form
Proof. To prove the maximum principle of u, we first extend the definitions of μ 0 i and define
Multiplying both sides of (2.43) by u − and integrating it over Ω, with integration by parts, we get
where we have also used the fact u − = 0 on ∂Ω. The right-hand side of (2.44) is estimated from (2.42) as
Thus, from (2.44) and (2.45), we find
This implies that u − is a constant almost everywhere in the domain Ω, but the gas region is not empty, so we obtain u
Finally, we conclude that u ≤ u L almost everywhere.
Numerical methods.
In practical applications, numerical simulation of the two-phase interface model is a main instrument for predicting the surface tension of multicomponent two-phase mixtures. In this section, we consider numerical methods for this problem. First, we note that the system of Euler-Lagrange equations is composed of one nonlinear partial differential equation and N − 1 nonlinear algebraic equations. So we need to design both efficient nonlinear iterative methods and spatial discretization methods. 
A modified Newton's method for Euler-Lagrange equations.
It is well known that Newton's method is the most popular method to solve the related nonlinear equations [15, 34] . However, the standard Newton's method solves a system of nonlinear equations in a simultaneous and coupled way, but this way may be not perfect for the considered nonlinear system because it consists of one nonlinear partial differential equation and N − 1 nonlinear algebraic equations. In addition, Newton's method cannot ensure the maximum principle of the weighted molar density. The local minimum grand potential energy condition permits us to design a decoupled numerical method based on the classical Newton's method. From this, we now present a modified Newton's method with a relaxation factor for solving our problem.
Let u k be a given approximation of the exact weighted density solution, where the superscript k represents the kth Newton iteration. Suppose that 
The equations given by (3.1) can be solved by Newton's method, and then the mixture composition is calculated by n k = Qu k . The new approximation u k+1 of u is obtained by solving
where θ ≥ 0 is a relaxation factor. In (3.2), Ψ(u) is defined as
. . , N. In this method, the nonlinear algebraic equations (3.1) and the nonlinear partial differential equation (3.2) can be solved by a decoupled way.
There are two main reasons for using the relaxation factor in (3.2). One reason is that the relaxation factor is used to keep the maximum principle of the weighted density; the other is to guarantee the decay of approximate surface tensions with iterations. In addition, the properties of grand potential energy and its second derivative Ψ(u) also have an effect on Newton's method. In Figure 1 , we illustrate the profiles Downloaded 09/15/15 to 109.171.129.107. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php B555 of the grand potential energy and its second derivative with respect to u, Ψ(u), of a mixture composed of methane and pentane at the temperature 260K and three different pressures (70bar, 75bar, and 80bar). It is observed that the grand potential is increasing as the weighted density u goes away from the bulk equilibrium phases and it attains the maximum at one point u * that is near the middle point of the interval [u G , u L ], and correspondingly, Ψ(u) is not always positive when u varies from u G and u L . So by using a suitable relaxation factor, we can keep the positivity of the operator (−λΔ + θ + Ψ (u)).
The following theorem shows that the proposed modified Newton's method is capable of keeping the maximum principle of the weighted density such that we can always apply the local minimum grand potential energy condition. 
. Multiplying both sides of (3.2) by u k+1 − and integrating it over Ω, by using integration by parts, we get
where we have also used the fact u 
The two terms of the right-hand side in (3.4) are estimated as
where we have used the following fact:
It is obtained from the above estimates that u k+1 − L 2 ≤ 0, and thus 
2) by (u k+1 − u k ) and integrating it over Ω, we obtain
With the help of the linear transformation, we find
It follows from Taylor's theorem that
where n * is between n k and n k+1 and
It follows from the combination of(3.9) and (3.12) that 
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Since we have chosen the relaxation factor θ ≥ 2Ψ M , the required inequality is obtained from (3.13).
The maximum principle has a very important effect on the robustness of the proposed Newton's method, so in order to keep this key property, we need to design an appropriate choice of relaxation factor. We first calculate approximately
The proof of Theorem 3.1 indicates that the maximum principle can be reached if θ ≥ θ J . On the other hand, from our numerical tests, we observe that actally in some iterations, the relaxation factor must be chosen greater than zero to keep the maximum principle, but it is also satisfied in many other cases when θ = 0. So in these cases, the choice of θ = 0 may speed up the convergence of Newton's method because Newton's method has locally quadratical convergence for θ = 0. Based on the above analysis, we propose the following adaptive strategy for choosing the relaxation factor in practical computation. For each Newton iteration, the initial value of the relaxation factor is taken as θ = 0, and then one solves (3.2) to get u k+1 and check whether the maximum principle is reached. If so, one accepts it and continues the next Newton iterative step; otherwise, one can take θ = θ J to repeat the above computational procedure. If the maximum principle is not yet reached when θ = θ J , we use a cutoff operator as u 0 = min(max(u k+1 , u G ), u L ) to restart Newton iteration. We also note that the cutoff operator is mainly used to deal with the cases in which the maximum principle is disturbed by the error caused from the computational precision. It is observed from our numerical tests that this adaptive choice strategy for the relaxation factor can well guarantee the convergence of Newton's method, and moreover, the very large relaxation factor is also avoided.
Adaptive finite element approximations.
We now consider the adaptive finite element method that will be used as a spatial discretization of our problem. Let V h ⊂ V be composed of continous piecewise polynomials. Find a n h ∈ V h satisfying (3.14) subject to Ω n h dx = n t . It can be proved that n ∈ (H 2 (Ω)) N , but n may have higher-order regularity if f 0 and ψ i are sufficiently smooth, so we assume n ∈ (H s+1 (Ω)) N , s ≥ 1, in the following finite element analysis. The finite element approximation of surface tension is (3.15) where 
Proof. Let n be the interpolation approximations of n in V h and let σ = σ( n). By using the linear transformation, we get u = Q −1 n. Since n h converges to n in V as h → 0, for some positive number α, we have F ( n h ) ≤ F (n) + α if h is sufficiently small. Take a minimizing sequence {n 
As a result, F (n h ) converges to F (n) as h → 0; from the relation between the surface tension functional and the Helmholtz free energy functional, we also obtain that σ h converges to σ as h → 0. It is known that σ ≤ σ since the finite element space is a subspace of V . With the approximation properties, we have
The finite element approximations of the surface tension has the error estimate (3.20) which also implies that σ h converges to σ as h → 0.
Adaptive finite element methods have been a fundamental numerical instrument for solving the partial differential equations in scientific and engineering problems [2, 7, 23, 38, 39, 41] . Adaptive finite element methods have been also successfully used in [19] for the surface tension computation since the adaptive technique is capable of effectively capturing the location of interface between two bulk phases. Similar to [19] , we now introduce a physical-based mesh-adaptive method. Let E h denote a nondegenerate mesh partition of the domain Ω. The discrete surface tension on each element E is defined by
Then the discrete surface tension on the mesh E h is written as σ h = η h (E h ) = E∈E h η h (E). We first choose an initial uniform mesh E h0 with mesh size h 0 , and compute finite element solutions u h0 and n h0 by using the proposed Newton's method. For given solutions u h k and n h k (k = 0, 1, 2, . . .) computed on the mesh E h k with grid size h k , we calculate η h (E) with E h = E h k in (3.21). The mesh-refinement procedure stops if the following stopping criterion is satisfied:
where > 0 is a given tolerance. If (3.22 ) is violated, we construct a new mesh E h k+1 with the size h k+1 by refining the elements satisfying η h k (E) ≥ χ k , where 0 < χ k < σ h k . From Theorem 3.3, we have the following estimate:
where γ = min(r, s). In this adaptive method, we refine the elements with large Downloaded 09/15/15 to 109.171.129.107. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php contributions to the surface tension, and as a result, the error between the exact and approximate surface tensions is reduced, and moreover, approximate surface tensions are monotone decreasing with the local mesh refinement, which is in agreement with the minimum property of surface tension. Since the refinement indicator is based on the physical property of surface tension, it is a physical-based adaptive meshrefinement algorithm in practical applications.
Numerical tests.
We now simulate multicomponent two-phase hydrocarbon fluid interface problems. These numerical tests are carried out for the two main purposes: the first one is to verify the local minimum grand potential energy condition, and the second one is to show the performance of the adaptive finite element method with the modified Newton's method. The tested mixtures are composed of binary hydrocarbons and terry hydrocarbons, respectively. The PR-EOS [28] is used to compute the equilibrium properties of the bulk phases, such as the molar densities and the chemical potentials; the detailed formulation of PR-EOS can be found in the appendix.
In the tested one-dimensional problems, the length of the one-dimensional domain is taken equal to 10nm. The initial mesh is uniform with 20 elements, and for the initial mesh, the initial approximation u 0 of Newton's method is taken as u 0 = u G in the first ten elements and u 0 = u L in the last ten elements. For the boundary conditions, we take the bulk gas phase as the left-hand end, and the right-hand end is the bulk liquid phase.
For two-dimensional problems, the tested domain is an annular region located between an interior circle with the radius 3nm and an exterior circle with the radius 10nm. For the boundary conditions, we impose n = n G on the exterior circle boundary and n = n L on the interior circle boundary. The initial approximation n 0 of Newton's method is taken as n 0 = n G in the entire domain. The linear adaptive finite element method is used for all examples. To obtain the accurate values of surface tension and mixture compositions, the mesh is adaptively refined twice during the computations, and in every mesh refinement, the refined elements with large surface tension contributions account for about 30-40% of all elements. On each refined mesh, the initial approximation of Newton's method is calculated by the interpolation of the solutions on the coarse mesh.
Binary mixture.
The tested binary mixture is composed of methane (C 1 ) and pentane (C 5 ). Figure 2 illustrates the grand potential energy profiles for three different weighted molar densities (i.e., u =5999mol/m 3 , 7313mol/m 3 , and 9119mol/m 3 , respectively) of the binary mixture composed of C 1 and C 5 at 260K and two different pressures (60bar and 70bar). It is observed that for any given weighted molar density, the grand potential energy can be viewed as a convex function of u 2 , and as a result, there exists a unique minimizer such that the grand potential energy function attains its minimum. Figures 3 and 4 show more profiles of the grand potential energy for given weighted molar densities at different temperatures and pressures, which also verify the local minimum grand potential energy condition. We must note that from Figure 5 , the grand potential energy function is not convex with respect to the two variables u and u 2 , so in this case, it attains its minimum only in the bulk liquid and gas phases. Thus, the local minimum grand potential energy condition is an interesting and important property, and in all numerical tests of this paper, this condition is always used for effectively calculating the mixture compositions for given weighted molar density. Using the adaptive finite element method with the modified Newton's method, we calculate the surface tension for the tested binary mixture at the temperature 260K and different pressures, which are illustrated in Figure 6 . It is observed that the cal- culated surface tensions drop as the pressure is increasing in a range. Figure 7 depicts the calculated molar density profiles at 260K and different pressures, which show the nonmonotonicity distributions of methane within the two-phase interfaces. Figure 8 depicts the calculated weighted molar density profiles at 260K and different pressures, which show its monotonicity distributions within the two-phase fluid interfaces. Figure 8 also shows the distributions of the plotting points, and from these figures, we see that the adaptive method is capable of refining adaptively and accurately the regions in which the weighted molar density varies fast, and thus the total number of the required elements to attain high accuracy is less than that of the uniform mesh.
For two-dimensional cases, we simulate this binary mixture at the temperature 260K and the pressure 70bar. The total surface tensions calculated on the initial uniform mesh and refined meshes are shown in Figure 9 . It is observed that the total surface tension is evidently decreased with the local mesh refinement. The initial uniform mesh and two refined meshes are illustrated in Figure 10 . In Figure 11 , we illustrate the molar density of each component and the weighted molar density computed on the twice refined mesh. From these results, we can see that the local mesh refinement can also match the mixture composition distribution; that is, the locally refined elements are located in the regions with the large variation of weighted molar density. Number of mesh refinement Total surface tension 
Ternary mixture.
The ternary mixture is composed of 80% methane (C 1 ), 15% propane (C 3 ), and 5% decane (C 10 ) at the temperature 300K and different pressures. Figures 12-14 energy as a function of u 2 and u 3 for each given u. These results also verify the local minimum grand potential energy condition. Figure 15 depicts the calculated molar density profiles at 300K and different pressures. Figure 16 depicts the calculated weighted molar density (u) profiles at 300K and different pressures, and the monotonicity of u in the space is also demonstrated. Surface tension computed at 300K and different pressures is illustrated in Figure 17 .
For the two-dimensional problem, we simulate this ternary mixture at the temperature 300K and the pressure 170bar. The total surface tension calculated on the initial uniform mesh and refined meshes is shown in Figure 18 , which also shows the total surface tension decay with the local mesh refinement. Figure 19 illustrates the initial uniform mesh and two refined meshes. each component and the weighted molar density computed on the twice refined mesh. Similar to the binary mixture cases, these results show that the local mesh refinement can also match the mixture composition distribution. The numerical results in both examples indicate that once the surface tension is accurately approximated by using the adaptive mesh-refinement strategy, the mixture composition can also be well simulated, and thus this adaptive method is effective for the numerical simulations of surface tension. Number of mesh refinement Total surface tension 
Conclusions.
We have studied the multicomponent two-phase interface model with geometric mean influence parameters. By using a linear transformation and the weighted molar density, the formulation of the energy function and the corresponding Euler-Lagrange equations have been reformulated to a conveniently analyzed form. The local minimum grand potential energy condition has been proposed to calculate the mixture compositions for given weighted molar density. The weighted molar Downloaded 09/15/15 to 109.171.129.107. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php density has been proved to satisfy the maximum principle. Thus, we have overcome the key difficulties of theoretical analysis and numerical simulation resulted from the singular influence parameter matrix and the complicated structure of the energy function, and the existence of the solution has been proved under the proper conditions. Based on the property of the problems considered in this paper, we have proposed a modified Newton's method for solving this nonlinear model, and moreover, we have developed and analyzed a physical-based adaptive finite element method. Numerical examples are tested to verify the theoretical results and efficiency of the proposed methods. The Peng-Robinson equation of state (PR-EOS) [28] is an efficient instrument for modeling the homogeneous fluid and deriving the expression for the Helmholtz energy density required in the gradient theory. The pressure-volume-temperature function of PR-EOS is defined as the following form:
where v is the molar volume of a mixture.
