From the image analysis perspective, a disadvantage of MRI is the lack of image intensity standardization. Differences in coil sensitivity, pulse sequence and acquisition parameters lead to very different mappings from tissue properties to image intensity levels. This presents challenges for image analysis techniques because the distribution of image intensities for different brain regions can change substantially from scan to scan. Though intensity correction can sometimes alleviate this problem, it fails in more difficult scenarios in which different types of tissue are mapped to similar gray levels in one scan but different intensities in another. Here, we propose using multi-spectral data to create synthetic MRI scans matched to the intensity distribution of a given dataset using a physical model of acquisition. If the multi-spectral data are manually annotated, the labels can be transfered to the synthetic scans to build a dataset-tailored gold standard. The approach was tested on a multi-atlas based hippocampus segmentation framework using a publicly available database, significantly improving the results obtained with other intensity correction methods.
Introduction
Magnetic resonance imaging (MRI) is the modality of choice for brain imaging due to its excellent contrast in soft tissue. MRI images are a function of three properties of the tissue: the spin-lattice relaxation time T 1 , the spin-spin relaxation time T 2 , and the proton density ρ [1] . The way in which these physical properties are mapped to image intensities depends heavily on the imaging pulse sequence. The acquisition is typically designed to enhance the contribution of one of the properties and minimize the impact of the other two, leading to the well-known T 1 -weighted (T 1 -w), T 2 -w and ρ-w imaging. Acquisition of real T 1 and T 2 maps[2] is possible but not very extended yet. Automated analysis of T 1 -w, T 2 -w and ρ-w images is difficult because the statistical distribution of voxel intensities can change significantly from scan to scan. Intensity standardization methods can alleviate this problem by trying to match the histogram of one scan to that of a target volume. However, they cannot completely solve the problem because the image intensity of a scan is a function of three physical properties of the tissue, and the relationship between gray levels in two volumes is in general not one-to-one. A mapping can be found if three or more channels are available for both the source and target images [4] , but this is seldom the case.
Meanwhile, multi-atlas segmentation is becoming increasingly popular in brain image analysis [5] . The main idea is to register a number of manuallylabeled volumes to a target scan, propagate the annotations with the resulting transforms, and fuse the propagated labels to generate a probabilistic map that can be thresholded at a certain level (typically 0.5) to yield the final segmentation. If the atlases and the target scan have been acquired using different protocols, it is possible to use mutual information (MI) as the metric for the registration and then use a simple fusion scheme in which the mode of the labels at each location is taken [5] . If the image intensities are matched, the segmentation results can be improved by estimating the local success of the registration as the gray level difference between each registered atlas and the target volume at each point, and then using these differences to give a higher weight to the more accurately registered atlases in the label fusion scheme.
In this study, a MRI standardization method based on synthetic MRI is presented. A number of scans for which three channels (T 1 -w, T 2 -w and ρ-w) are available are used to synthesize T 1 -w volumes matched to a specific target dataset. Manual annotations of the hippocampus made on the original T 1 -w scans can be made, propagated to the synthetic volumes and finally used to segment the hippocampus in the target dataset in a multi-atlas setup. The hippocampus was selected as the target of the segmentation because its morphometry is relevant in many diseases (Alzheimers, Parkinsons, schizophrenia...) and, as a consequence, there are publicly available datasets with manual annotations that can be used to validate the technique. The performance of the proposed method in the multi-atlas framework is compared with the cases in which other intensity standardization algorithms are used.
Materials and Methods

Data
Two datasets are used in this study; one for training and one for evaluation. The training dataset consists of 10 volumes acquired with a Siemens 1.5T scanner using two different pulse sequences: 3D MP-RAGE for the T 1 -w scans (1×1×1 mm 3 resolution, TR/TE/TI = 1,900/4.38/1,100ms., flip angle α = 15 • ) and double-echo spin echo for the T 2 -w and ρ-w (TR/TE1/TE2 = 3,300/17/100ms., 1.4 mm slices with 1×1 mm 3 resolution). The left and right hippocampus were manually delineated in the T 1 -w scans by two trained neuroscientists. These scans play the role of atlases in this study.
Fifteen scans from the publicly available Hippocampus Segmentation Database (HSD, www.radiologyresearch.org/HippocampusSegmentationDatabase) were used with testing purposes. Ten of them belong to patients with temporal lobe epilepsy and may have atrophic hippocampi, which makes the segmentation harder. These 15 scans were acquired with a 1.5T GE scanner using a inversion recovery spoiled gradient echo sequence (IR-SPGR) with TR/TE/TI = 7.6/1.7/500 ms, flip angle α = 20
• . Two mm coronal slices were acquired with a 0.78×0.78 mm 2 in-plane resolution. The same two neuroscientists who annotated the three-channel dataset also delineated the hippocampus in a subset of coronal slices of 10 scans with inter-reader variability evaluation purposes.
Synthetic MRI Generation
Estimation of true T 1 , T 2 and ρ: The first step in the generation of synthetic MRI images is to calculate the true physical properties of the tissue i.e. the true T 1 , T 2 and ρ maps of the training dataset. In an ideal situation, a large number of volumes would be acquired with different parameters (typically TE/TR) and then fed to a least-squares or expectation maximization algorithm to compute a robust estimate of the physical values [6] . However, in this study we assume the typical clinical scenario in which the available volumes are T 2 -w and ρ-w scans acquired with a double-echo sequence and a T 1 -w scan acquired with a fast T 1 sequence such as SPGR or MP-RAGE. To minimize the impact of noise on our estimates, the volumes were first denoised with an implementation of the PeronaMalik filter [7] . Then, the scans were skull-stripped with the BET algorithm [8] and subsequently bias field corrected with the N3 method [9] . Finally, the T 1 -w scans were registered to the T 2 and ρ-w scans. The software package ITK (www.itk.org) was used to maximize a MI metric over a rigid transform (i.e. rotation and translation), which suffices to align the scans because they are images from the same patient acquired a few minutes apart. Now, assuming the pulse sequences for the training dataset (i.e. double-echo spin echo, MP-RAGE), the signal models for the T 2 -w, ρ-w and T 1 -w scans are [1] :
where r is the position vector, T R 1 and T R 2 = T R ρ are the repetition times and T E 1 , T E 2 and T E ρ are the echo times. The constants k 1 , k 2 and k ρ account for global gains due to coil sensitivity, digital signal stretching and other constant multiplicative factors. The function ρ(r) is proportional to the magnetization, which is in turn proportional to the proton density, but also affected by other factors such as flow attenuation. The function ρ(r) is arbitrarily rescaled so that its maximum is one. The function f (T 1 ), which neglects T * 2 effects, has a complex expression which is not reproduced here; the reader is referred to [10] for the details. Nevertheless, f (T 1 ) is strictly increasing and hence invertible, which will be useful in the proposed algorithm.
The system of equations can be solved if prior knowledge on the characteristic T 1 and T 2 of some type of tissue is used; otherwise k 1 , k 2 and k ρ cannot be 
6.Go to step 3 until convergence; seven or eight iterations often suffice. Figure  1 shows the T1, T2 and ρ maps for an axial slice of one of the training cases. Fig. 1 . T1, T2 and ρ maps for an axial slice of one of the cases in the training dataset estimated. We propose using the white matter, which can be segmented in the T 1 -w scan with the method from [11] . Even if the segmentation is not perfect, we can use the median value (a robust estimate) of the images in the maskS 1,W M , S 2,W M andS ρ,W M to match the predicted and theoretical values of T 1 and T 2 in the white matter: T 1,W M =785 ms (at 1.5T), T 2,W M =92 ms [12] . The physical parameters are then estimated with the Gauss-Siedel method (Table 1) .
Synthesizing dataset-matched volumes:
Once the real T 1 , T 2 and ρ maps have been estimated, it is straightforward to compute how the volumes would look like if they had been acquired with the T 1 -w IR-SPGR pulse sequence of the HSD dataset. The approximate signal equation for IR-SPGR is [1] :
The intensities can be computed up to a multiplicative constant. The constant is estimated by matching the median intensity of the brain (a very consistent intensity landmark) in the synthesized and test volumes.
Multi-atlas Segmentation
The multi-atlas segmentation framework from [13] was used in this study. The atlases are registered to the (skull-stripped, bias field corrected) scan and the absolute difference image is calculated for each registered atlas. These difference images are blurred and inverted (previous addition of a small constant to prevent division by zero) to yield the weight images λ i (r), i ∈ {1, . . . , N atlas }, where r is again the position vector. Then, for each structure s to segment (i.e. the left and right hippocampus), the probability volume is given by:
where L i (r) represents the propagated labels from atlas i (one if inside, zero if outside). The probability volume is blurred and thresholded at 0.5 to generate a binary map, out of which the largest connected component is extracted as the final segmentation. The performance depends on the quality of the weight images, which in turn depends on the image standardization.
Experiments and Results
Experiment Setup
Two experiments were designed in this study. In both of them, the first step was to register and match the intensities of the atlases to the test images. ITK was used to optimize a B-spline nonrigid transform using a MI metric between the T 1 -w volumes. Then, the image intensity of the atlases was matched to that of the test image using our approach (which uses three channels) as well as three other methods (based solely on the T 1 -w volume): 1) histogram stretching, disregarding the top and bottom 1% of the histogram; 2) histogram equalization; and 3) landmark-based matching [3] using eight landmarks (including the median white and gray matter intensities given by the method from [11] ). The first experiment quantizes the influence of the method on the mean joint histogram of the samples and the registered, intensity-corrected atlases. In the second experiment, the impact of the presented approach on a multi-atlas method to segment the hippocampus is assessed. The dependence of the performance on the intensity-matching strategy is analyzed (the registration was the same for all the methods) and compared to the inter-user variability in the manual annotations, which defines the boundary for the performance of the system. In both experiments, the width of the Gaussian kernels to smooth the difference image and the likelihood map was set to σ=1 mm, whereas the regularization parameter to invert the difference image was set to = 10 −3 .
Results
Joint histogram:
The success of a intensity-matching strategy can be evaluated by building the mean joint histogram of the test images and registered, Fig. 2 . Mean joint histogram of the images of the HSD dataset (rows) and the corresponding atlases (columns) after registration and intensity matching using different strategies. The color map follows a logarithmic scale. The weighted average distance from each bin to the diagonal is displayed above each joint histogram.
intensity corrected atlases. If the registration and matching were perfect, the histogram would be a diagonal matrix, but in practice the result is a cloud around the diagonal. The weighted average distance from each bin to the diagonal can thus be used as a performance metric. This measure is displayed, along with the histograms, in Figure 2 . Our physical model outperforms the landmark-based approach, which in turn outperforms histogram equalization and stretching.
Multi-atlas segmentation:
In order to evaluate the performance of the segmentation with an overlap measure (the Dice coefficient in this study), it is important to analyze the impact of the inter-reader variability on the measure first. For that purpose, the neuroscientists who annotated the scans in this study also delineated the hippocampus in a subset of slices of the test dataset (see section 2.1). The neuroscientists were not shown the ground truth annotations from the test dataset in order to prevent bias in their delineations. The average Dice coefficient was 0.783 ± 0.086 for the left hippocampus and 0.825 ± 0.033 for the right; these values are not significantly different according to a proportion equality test (p ≈ 0.45). These values for the overlap measure are consistent with other values reported in the literature [14] , and represent a boundary for the performance our algorithm can achieve. Table 2 displays the Dice coefficients achieved by the multi-atlas scheme for the original fusion method from [5] (i.e. taking the mode of the labels) and for the intensity-based fusion from equation 4 when the different intensity matching methods are used. The algorithms outperform one another in the same order as in the previous experiment: our method provides again the highest performance. A paired t-test shows that our method is better than the landmark-based approach (which provides the second largest overlap) at a level of significance α = 0.05. In absolute terms, the mean Dice coefficient provided by the proposed method (0.755) is in the range of results of other recent methods in the literature in which the training and test datasets have been acquired with different scanners and/or pulse sequences (for example [15] ). The segmentations for the first two volumes of the HSD dataset are shown in figure 3 . Table 2 . Dice coefficients for the multi-atlas segmentation of the left and right hippocampus. The last column is the p-value of a paired t-test comparing our method with the landmark-based approach.
Method Mode [5] Hist 
Discussion
A MRI image intensity standardization method based on synthetic MRI and its application to multi-atlas segmentation have been presented in this paper. Despite approximations such as neglecting T * 2 effects and despite the fact that only three channels are used to estimate the T 1 , T 2 and ρ maps (unlike other synthetic MRI methods that use many more), the method provides a fairly accurate intensity mapping between different acquisition protocols. Though a multi-atlas framework was used to test the method, any other image analysis application could in principle benefit from the algorithm. The results for the hippocampus segmentation are reasonable given that only ten atlases were utilized, and they should improve if more atlases were available and a proper atlas selection process could be carried out. The performance is also limited by the fact that the annotations of our dataset and HSD are not very consistent; this inter-user variability gives an idea of how difficult automated hippocampus segmentation is.
A potential disadvantage of the proposed algorithm is that, whereas T 2 is relatively independent of the magnetic field strength of the scanner, T 1 presents a dependence on this parameter. This study is based on images acquired at 1.5T. As of today, most scans are acquired at 1.5T or 3T, which are the standard clinical field strengths. It would therefore be possible to annotate a set of atlases acquired at 3T to cover most of the clinical scans currently acquired in the World. Another possibility would be to modify the T 1 map of the atlases to account for the field strength difference using a model of the relationship between them. Addressing this problem, testing the method on more scans from different datasets and utilizing more atlases in the segmentation remain as future work.
