Introduction
Let K be a commutative ring and A be an abelian group. Then the summation homomorphism A ⊕ A → A, (a, b) ↦ a + b induces a map H * (A, K) ⊗ H * (A, K) → H * (A, K) called Pontryagin product, which gives a structure of a graded supercommutative algebra on H * (A, K) (see [6, Ch. V] ). Moreover, the diagonal map A → A ⊕ A and the sign map A → A induce a comultiplication and an antipode on H * (A, K) which gives a structure of a graded Hopf algebra on H * (A, K). For a prime p we set A p ∶= A pA ≅ A ⊗ Z p, p A ∶= {a ∈ A pa = 0} ≅ Tor(A, Z p). In work of H. Cartan [8] it was proved (and exposed later in details in [7] , see also [6, Ch. V. Th. 6.6]) that for a prime p ≠ 2 there is a natural isomorphism of graded algebras (0.1)
where Λ denotes the exterior algebra over F p , Γ denotes the divided power algebra over F p , the degree of an element from A p is 1 and the degree of an element from p A is 2. In fact, that is a natural isomorphism of Hopf algebras. In particular, there is a natural isomorphism for each homology group
The isomorphism (0.1) means that the homology algebra H * (A, F p ) can be naturally recovered from the two vector spaces A p and p A as a graded Hopf algebra. Non-formally, the couple of vector spaces (A p, p A) is the "minimal information" about A that is needed to describe the homology algebra naturally in the case p ≠ 2. More formally, if we denote by Vect 2 the category of couples of F p -vector spaces and denote by t ∶ Ab → Vect 2 the functor A ↦ (A p, p A), then there is a factorization of the functor H * (−, F p ) to the category of graded Hopf algebras via the functor t. In particular, there is a factorization for each homology group. The isomorphism (0.2) gives a simple formula for H 2 (A, F p ) when p ≠ 2 ∶
However, for p = 2 we only have a short exact sequence
which does not split naturally [14, §3] . So, the behavior of H * (A, F p ) is more complicated, when p = 2.
The goal of this paper is to work out the situation for p = 2 and, in particular, give a natural description of the graded Hopf algebra H * (A, F 2 ). Moreover, our non-formal goal is to give a description that uses some "minimal information" about A to recover naturally the homology algebra. We also obtain a natural filtration on H n (A, F 2 ) whose quotients are Λ i (A 2) ⊗ Γ j ( 2 A). This is an analog of the decomposition (0.2) in the case of p = 2.
We prove that there is no such factorization like (0.3) for any n ≥ 2 in the case p = 2 (Proposition 3.10). So the couple of vector spaces (A 2, 2 A) is not enough information to recover naturally the Hopf algebra H * (A, F 2 ) or even the group H n (A, F 2 ) for some n ≥ 2. However, it is enough to add a linear map between these two vector spaces, to obtain the information which is enough to recover naturally the homology algebra. Namely, we need to add the map
which is the composition of the embedding 2 A ↪ A and the projection A ↠ A 2.
To be more precise we prove the following.
Theorem. Let Mor(Vect) be the category of linear maps of vector spaces over F 2 andβ ∶ Ab → Mor(Vect) be the functor A ↦ (β ∶ 2 A → A 2). Then there is a functor P Γ ∶ Mor(Vect) → GradHopf such that the following diagram is commutative up to isomorphism (Theorem 3.4). It is known [16, Th. 4.4] , [21, Cor. 4.16] that the category Hopf co,coco of commutative and cocommutative Hopf algebras is abelian, the direct sum in this category is given by the tensor product and F 2 is the zero object. The construction of P Γ is given on the language of this category (see Definition 2.5 and Proposition 2.1). In fact we prove that the Hopf algebra H * (A, F 2 ) can be described as a pull back in the category of commutative and cocommutative Hopf algebras
where ρ is a natural morphism described in Proposition 2.1. The morphism ρ is a particular case of the general construction which is known as the Verschiebung (see [10] and [22, Appendix A] ). Dualising this result, we also obtain a natural description of cohomology algebra H * (A, F 2 ) for finitely generated abelian groups (Theorem 4.1):
where I is the ideal generated by the set {x
As a corollary of the description of the Hopf algebra H * (A, F 2 ), we obtain a natural description of each group H n (A, F 2 ).
Theorem. The group H n (A, F 2 ) can be described as a kernel of a natural map
(see Proposition 3.7).
For n = 2, 3 we found some better descriptions. Namely, there is a short exact sequence that describes
and
We also found a natural analogue of the decomposition (0.2) in the case p = 2.
Theorem. There is a filtration on H n (A, F 2 ) by subfunctors
such that there is a natural isomorphism
for any 0 ≤ i ≤ ⌊n 2⌋ (see Theorem 5.4).
In particular, we obtain a natural short exact sequence:
Of course, the formula (0.1) does not hold for p = 2 for all abelian groups, but we prove that it holds for abelian groups with the property 2 A ⊆ 2A.
Theorem. Let A be an abelian group such that 2 A ⊆ 2A. Then there is an isomorphism of graded Hopf algebras
which is natural by the subcategory of abelian groups with the property 2 A ⊆ 2A. Here the degree of elements from A 2 is 1 and the degree of elements from 2 A is 2 (Corollary 3.6).
The first named author believes that statements proven in the paper are useful because his article [12] could be twice shorter, if he could use them. We also think that there are some gaps in arguments in some articles that are filled by our results. For example, Bousfield in [5] uses the following statement without any reference: if A is a module over a group G such that A p and p A are nilpotent G-modules, then H n (A, F p ) is a nilpotent G-module (see the proof of [5, Prop. 2.8] ). This statement is an obvious corollary of the result of Cartan for p ≠ 2. Apparently, Bousfild missed the case of p = 2, and our results fill the gap.
Divided power algebra ΓV as a Hopf algebra
The goal of this section is to introduce the divided power algebra ΓV as a Hopf algebra and prove a universal property of this Hopf algebra (Theorem 1.9).
Throughout the paper K denotes a field. By a (co)algebra we always mean a (co)associative (co)unital (co)algebra. By a graded (co)algebra we mean N-graded (co)algebra. A connected graded (co)algebra is a graded (co)algebra A = ⊕ n≥0 A n such that A 0 = k. For a graded (co)algebra we denote by π n ∶ A → A n the projection on the nth summand. For a graded vector space V = ⊕ n∈Z V n we denote the graded dual space V ∨ = ⊕ n∈Z Hom(V n , K) and for a morphism of graded spaces f = ⊕ n∈Z f n we denote f ∨ = ⊕ n∈Z Hom(f n , K). For a Hopf algebra H we denote by H + = Ker(ε ∶ H → K) the augmentation ideal.
A graded Hopf algebra is a Hopf algebra (H, µ, ∆, η, ε, S), where H is a graded vector space and
Remark 1.1. There are two non-equivalent definitions of graded Hopf algebras. In both cases one claims that the multiplication µ and the comultiplication ∆ are compatible in following way (µ ⊗ µ)(1 ⊗ t ⊗ 1)(∆ ⊗ ∆) = ∆µ, where t is a "twisting morphism". However, there are two definitions for t, without signs and with signs: t(x ⊗ y) = y ⊗ x and t(x ⊗ y) = (−1) deg(x)⋅deg(y) y ⊗ x. Throughout the paper we use the first one, without signs. So we can consider a graded Hopf algebra as a Hopf algebra without grading (with the second definition it is impossible!).
The homology algebra H * (A, K) of an abelian group A is a graded Hopf algebra with signs but we consider this algebra only over F 2 .
1.1. ΓV as a divided power algebra. Let V be a vector space. Consider the shuffle algebra Sh V
with the shuffle multiplication
where by Sh(k, n − k) we denote the set of all (k, n − k)-shuffles. We also consider the action of the symmetric group Σ n on V ⊗n and set
where (V ⊗n ) Σn is the space of Σ n -invariants. Then ΓV is a subalgebra of Sh V [18, Theorem 3], which is called the divided power algebra (for details see [17] ). For v ∈ V and k ≥ 1 we set
The algebra ΓV is generated as an algebra by elements
. Moreover, ΓV is the initial object in the category of commutative algebras A together with maps γ k ∶ V → A satisfying the equations (1)-(4).
A coalgebra is called simple if it has no proper subcoalgebras. Following Sweedler [20] , we say that a coalgebra is pointed irreducible if it contains a unique simple subcoalgebra and this subcoalgebra is 1-dimensional. In other words, a coalgebra is pointed irreducible if there is the least subcoalgebra and it is 1-dimensional. It is easy to see that any connected graded coalgebra is pointed irreducible. For a pointed irreducible coalgebra C we denote by η ∶ K → C the embedding of the simple subcoalgebra.
For a vector space V we consider the tensor coalgebra
with the standard comultiplication
the obvious counit ε ∶ T c V → K. If V is finite dimensional then T c V is the graded dual to the tensor algebra T V. The tensor coalgebra T c V is the cofree pointed irreducible coalgebra, i.e. for any pointed irreducible coalgebra C and a linear map ϕ ∶ C → V such that ϕη = 0 there exists a unique coalgebra morphism
A coalgebra is called cocommutative if τ ∆ = ∆, where τ is the twisting morphism. Note that T c V coincides with Sh V as a vector space, so we regard ΓV as a vector subspace of T c V ΓV ⊆ T c V.
Proposition 1.4. ΓV is the largest cocommutative subcoalgebra of T c V. Moreover, ΓV is the cofree cocommutative pointed irreducible coalgebra, i.e. for any cocommutative pointed irreducible coalgebra C and a linear map ϕ ∶ C → V such that ϕη = 0 there exists a coalgebra morphism Φ ∶ C → ΓV such that
Proof. At first we claim that ΓV is subcoalgebra, i.e. ∆(ΓV ) ⊆ ΓV ⊗ ΓV. It is sufficient to show that the image of
and it follows that
Since any permutation is a product of transpositions and ∆ (n) C is invariant under action of transpositions, it follows that x ∈ Γ n V. Hence C ⊆ ΓV.
The universal property follows from the Proposition 1.3 and the fact that an image of a cocommutative coalgebra is a cocommutative subcoalgebra.
ΓV as a Hopf algebra. A Hopf algebra is pointed irreducible if the underlying coalgebra is pointed irreducible.
Suppose that V is a vector space. The comultiplication on T c V regarded as a comultiplication on Sh V gives a structure of Hopf algebra on Sh V ([20, Proposition 12.1.0]). The antipode is the map
Note that the comultiplication on ΓV can be equivalently defined by setting on the generators:
where U runs over all finite dimensional subspaces of V.
Corollary 1.6. Suppose that V is a vector space. Then
where U runs over all finite dimensional subspaces of V .
Proof. This follows from Proposition 1.4 and Proposition 1.5.
For a finite dimensional vector space V we denote by
the symmetric algebra on a vector space V and we regard it as a graded Hopf algebra with the standard operations.
Remark 1.7. Suppose that V is a finite dimensional vector space. Then there are natural isomorphisms
as graded Hopf algebras.
Theorem 1.8 (Universality of Sh V among Hopf algebras). Let V be a vector space, H be a pointed irreducible Hopf algebra with the augmentation ideal H + . Assume that ϕ ∶ H → V is a linear map such that
Then there exists a unique morphism of Hopf algebras
Proof. By Proposition 1.3 there is a unique morphism of coalgebras
We claim that Φ is also a morphism of algebras, i.e. Φµ = x(Φ⊗Φ). By the conditions on ϕ it follows that ϕµ = ϕ⊗ε+ε⊗ϕ. Since x and µ are coalgebra morphisms, both maps Φµ, x(Φ⊗Φ) ∶ H⊗H → Sh V are coalgebra morphisms. Also we have
By universal property of Sh V there is a unique coalgebra morphism Ψ such that πΨ = ϕ ⊗ ε + ε ⊗ ϕ, so Φ is an algebra morphism and hence a bialgebra morphism. By [20, Lemma 4.0.4] any bialgebra morphism between Hopf algebras preserves antipode, Φ is a Hopf algebra morphism. Theorem 1.9 (Universality of ΓV among Hopf algebras). Let V be a vector space, H be a pointed irreducible cocommutative Hopf algebra with the augmentation ideal H + . Assume that ϕ ∶ H → V is a linear map such that
Proof. It follows from Theorem 1.8 and Proposition 1.4. 
The Hopf algebra P Γ(f )
Further we suppose that the basic field is K = F 2 .
2.1. The Verschiebung ρ ∶ ΓV → ΓV . The Verschiebung and the Frobenius are defined for any commutative cocommutative Hopf algebra(see [9] , [10] , [22, Appendix A] ). In this section we recall and specify some facts about them for our purposes.
Proposition 2.1. Let V be a vector space over F 2 . Then there exists a unique natural Hopf algebra morphism
Proof. In order to prove that there exists a unique such algebra homomorphism, we use the universal property of ΓV given in Proposition 1.2. Set γ ′ 2n (v) ∶= γ n (v) and γ ′ 2n+1 (v) ∶= 0. We claim that the relations (1)-(4) are satisfied for {γ ′ n ∶ V → ΓV }. Indeed (1) is obvious. For k = 2n + 1 (2) holds because all the summands are equal to zero. (2) for k = 2n follows from the equation for γ n . (3) follows from the fact that λ 2k = λ k = λ for any λ ∈ F 2 . For even i and j (4) follows from 2k 2l ≡ k l mod 2, which can be proved using Luca's theorem. If one of i, j even and another is odd, then (4) is obvious because both parts are equal to zero. If both i, j are odd then i + j is even and (4) follows from the fact that 2k 2l+1 is even, which can be also proved using Luca's theorem. By the universal property of ΓV we obtain that there is an algebra homomorphism ρ ∶ ΓV → ΓV such that ργ n = γ ′ n . This is equivalent to the fact that ρ(γ 2n (v)) = γ n (v) and ρ(γ 2n+1 (v)) = 0.
The fact that ρ is compatible with comultiplication can be checked on generators γ n (v):
The antipode is identical here, so this is a morphism of Hopf algebras. [k] ) the Hopf algebra ΓV with the grading deg(γ n (v)) = kn. Then ρ can be regarded as a morphism in the category of graded Hopf algebras
Remark 2.2. Denote by Γ(V
Lemma 2.3. Let V be a vector space over F 2 .
(1) Then the dual map to
is considered with an algebra structure that comes from the structure of coalgebra on ΓV. (2) The square
Then we need to check that the elements
Since Γ 2 V is a vector space generated by the elements γ 2 (v) and
. This follows from the following computations:
(2) Since both compositions are algebra morphisms, it is sufficient to check that they coincide on the generating set V ∨ . This follows from (1).
It is known [16, Th. 4.4] , [21, Cor. 4.16] that the category Hopf co,coco of commutative and cocommutative Hopf algebras is abelian and the direct sum in this category is given by the tensor product. Pullbacks and equalizers of this category will be called Hopf pullbacks and Hopf equalizers. The Hopf equalizer Hopf Eq(f, g) of two morphisms f, g ∶ H → G can be descried as follows ([2, Lemma 1. 
where ΛV is the exterior algebra with the standard Hopf structure and the map ΛV → ΓV is the identity map on elements of degree
Proof. ρ is an epimorphism on the level of vector spaces, so it is an epimorphism in the category. Since x 2 = 0 for all x ∈ Γ 1 V there is a unique Hopf algebra morphism I ∶ ΛV → ΓV such that
It is clear that ϕ is equal to zero on
In the case V is finite dimensional the statement follows from the facts that both Γ and Λ are addi-
Now suppose that V is arbitrary, then V = lim → U, where U runs over all finite dimensional subspaces of V. Since both Λ and Γ commute with direct limits, I also commutes with direct limits and hence is an isomorphism too.
Hopf algebra P Γ(f ).
Definition 2.5. Let U, V be vector spaces over F 2 and f ∶ V → U be a linear map. Note that the Hopf algebras ΓU, ΓV are commutative and cocommutative. We define a Hopf algebra P Γ(f ) as a pullback in the abelian category Hopf co,coco
Hopf pullback: is additive and commutes with direct limits.
Proof. It follows from the fact that the functor Γ ∶ Vect → Hopf co,coco has these properties (see Remark 1.11 and Corollary 1.6).
Proposition 2.7. The Hopf algebra P Γ(f ) can be described as a kernel (in the category of vector spaces) of the difference
of the linear maps
algebras H, G is the tensor product H ⊗ G and the projections are given by id H⊗ ε G ∶ H ⊗G → H and ε H⊗ id G ∶ H ⊗G → G, we obtain that P Γ(f ) is the Hopf equalizer of two maps ε ΓU⊗ Γf, ρ U⊗ ε ΓV ∶ ΓU ⊗ ΓV ⇉ ΓU. Then the assertion follows from the description of Hopf equalizers (2.1).
Proposition 2.8.
(1) For any f ∶ V → U there is a short exact sequence in Hopf co,coco
Moreover, it is embedded in the following commutative diagram with exact rows and columns, where the central column is the standard direct sum diagram.
, then it splits and we obtain an isomorphism Furthermore, if f = 0, then the first short exact sequence splits and c 2 × c 3 c
. Then the assertion follows from Proposition 2.4 and the definition of P Γ(f ).
Homology of abelian groups over F 2
Suppose that A is an abelian group. Then multiplication A × A → A is a group homomorphism and induces the Pontryagin product on homology H * (G, K) = ⊕ H n (A, K) (see [6, V.5] ). Also there is a standard comultiplication on H * (A, K), which is induced by diagonal map A → A × A. This gives a structure of graded Hopf algebra (with signs, see Remark 1.1) on H * (A, K). We consider only the case K = F 2 and H * (A, F 2 ) is a Hopf algebra without signs. We denote by H * (A) the integral homology groups H * (A, Z).
Bockstein homomorphism. Let us recall some properties of the Bockstein homomorphism.
Suppose that A is an abelian group. The short exact sequence
leads to the long exact sequence in homology
and the connecting homomorphism β ∶
The universal coefficient theorem together with natural isomorphisms
give the short exact sequence
We also consider the homomorphismβ
given by the composition of the embedding 2 A ↪ A and the projection A ↠ A 2. The following lemma is seems to be well known but we can't find a reference.
Lemma 3.1. The following diagram is commutative
Proof. Consider the morphism of short exact sequences:
That morphism leads to a morphism of long exact sequences in homology, so we have the following commutative diagram:
The epimorphism A ↠ H 1 (A, Z 2) is the composition of the epimorphism A ↠ A 2 and the isomorphism σ −1 ∶ A 2 ≅ H 1 (A, Z 2). Then we only need to prove that the triangle is commutative
A the restriction of ∂. Then we need to prove that ∂ ′ = τ.
By the naturalness of the universal coefficient theorem we have that the following diagram is commutative:
So τ and ∂ ′ are two natural cokernels of the morphism π * . This gives a natural isomorphism 2 A ≅ → 2 A such that the diagram commutes:
It is easy to check that the only natural automorphism of the functor A ↦ 2 A is the identity, so τ = ∂ ′ .
Functorial description of the Hopf algebra H * (A, F 2 ).
We need a lemma for the cohomology algebra H * (A, F 2 ).
Lemma 3.2. Suppose that V is a finite dimensional vector space over F 2 . Then there is a natural isomorphism of algebras
Proof. By the universal property of Sym(V ∨ ), we have an natural morphism of algebras Sym(V ∨ ) → H * (V, F 2 ) which extends the isomorphism V ∨ = H 1 (V, F 2 ). Prove that the morphism is an isomorphism. The proof is by induction on the dimension of V. If V = F 2 , then it is well known (see [11,
. It follows that the map is an isomorphism for V = F 2 . The inductive step follows from the isomorphisms:
where
The next theorem is the main result of our work. Remind that we denote by Γ (V [k] ) the algebra ΓV with the grading deg(γ n (v)) = nk and by
the standard isomorphism H 1 (A, F 2 ) ≅ A 2 and the epimorphism from the universal coefficient short exact sequence.
Theorem 3.4. Let A be an abelian group. Then there exist unique morphisms of Hopf algebras
where Σ 1 is the restriction of Σ on H 1 (A, F 2 ) and T 2 is the restriction of T on H 2 (A, F 2 ). Moreover, these morphisms are natural by A and they induce a natural isomorphism of graded Hopf algebras
where the grading of P Γ(β) is taken such that the degree of elements from A 2 is 1 and the degree of elements from 2 A is 2. In other words, the following diagram is a pullback in the category of graded comutative and cocommutative Hopf algebras.
by Theorem 1.9. Using again Theorem 1.9 and the equations
we obtain that the map τ ∶ H 2 (A, F 2 ) → 2 A leads to a Hopf algebra morphism
We claim that the following square is commutative:
Note that both compositions ρ A 2 ○ Σ and Γβ ○ T have degree 1 2 i.e. they vanish on elements of odd degree and send an element of degree 2n to an element of degree n. By the Theorem 1.9 it is sufficient to show that the compositions with π 1 ∶ Γ(A 2) → A 2 coincide:
These maps vanish for all elements except elements of degree 2. Therefore, it is enough to prove that the restrictions on elements of degree two
Then by Lemma 3.1 we obtain
So we need to prove that the maps ρ A 2 ○ Σ, σ ○ β ∶ H 2 (A, F 2 ) → A 2 coincide. In order to do that, it is enough to prove this for the dual maps:
) ∨ is just the square map. On the other hand it is well known that the Bockstein operation on cohomology β ∨ coincides with the first Steenrod square β ∨ = Sq 1 . Thus both maps ρ F 2 ) are square maps. Then the commutativity of the square above follows from the obvious fact that the algebra homomorphism Σ ∨ commutes with the square maps. So we proved that the square (3.1) is commutative.
Since the square (3.1) is commutative, there is a unique Hopf algebra morphism Θ A ∶ H * (A, F 2 ) → P Γ(β A ) such that pr Γ(A 2) Θ A = Σ and pr Γ( 2 A) Θ A = T. We claim that the natural transformation Θ is an isomorphism.
First we prove that this is an isomorphism for a cyclic group A = Z p n . Consider four cases.
(1) Let A = Z 2. Then the mapβ is the identity map. Hence we can take as a pull back P Γ(β A ) = Γ(Z 2) with the identity map and the map ρ Z 2 . Hence Θ A = Σ. Since Sym 1 (Z 2) generates Sym(Z 2) as an algebra and Σ ∨ ∶ Sym(Z 2) → H * (Z 2, F 2 ) is an algebra morphism with isomorphism on the first component, using Lemma 3.2, we obtain that Σ ∨ is an isomorphism. Hence Σ and Θ A are isomorphisms.
(2) Let A = Z 2 n , where n > 1. Thenβ = 0, so by Proposition 2.8 we have
A is an endomorphism and identical on generating set Λ 1 (Z 2) ⊕ Sym 1 (Z 2), so it is an isomorphism. (3) Let A = Z p n for odd prime p and for n > 0. Then both pull back and homology groups are trivial, so Θ A is an isomorphism automatically.
(4) Let A = Z. Then the morphismβ A is also zero, we can take
So, we proved that the morphism Θ A is an isomorphism for groups Z p n and Z. Since all the functors are additive, it is an isomorphism for all finitely generated abelian groups. Finally we use that all the functors commute with direct limits and obtain that the map is an isomorphism for all abelian groups. Note that if a square of graded Hopf algebras and graded morphisms of Hopf algebras is a pullback in the category Hopf co,coco , then it is also a pullback in the category of graded commutative and cocommutative Hopf algebras. The assertion follows.
Corollary 3.5. There is a natural short exact sequence of Hopf algebras
Moreover, it can be embedded into the following diagram in the category Hopf co,coco is commutative, its rows and columns are exact, and the central column is the standard direct sum decomposition:
Proof. This follows from Theorem 3.4 and Proposition 2.8.
Corollary 3.6. Assume that A is an abelian group such that 2 A ⊆ 2A. Then there is an isomorphism of Hopf algebras
which is natural by the subcategory of abelian groups with the property 2 A ⊆ 2A.
Proof. It follows from Theorem 3.4 and Proposition 2.8.
3.3.
Functorial description of the abelian group H n (A, F 2 ).
Proposition 3.7. There exist two algebra homomorphisms
Moreover, the functor H n (−, F 2 ) is isomorphic to the kernel of the linear map
which is the restriction of the difference g − h.
Proof. This follows from Proposition 2.7 and Theorem 3.4.
Proposition 3.8. For an abelian group A the following diagram is commutative, natural, its rows and columns are exact and the left column is the universal coefficient exact sequence.
Proof. If we use Proposition 3.7, we obtain that H 2 (A, F 2 ) is the kernel of the map
Compute some images of g and h.
These computations imply that f 2 can be written as a matrix:
This follows that there is a short exact sequence
The rest follows from Corollary 3.5.
Proposition 3.9. There is a natural short exact sequence
Proof. Proposition 3.7 implies that H 3 (A, F 2 ) is the kernel of the map
Make some computations.
It follows that we can write f 3 as a matrix
where t is the twisting morphism andφ
Therefore, H 3 (A, F 2 ) is the kernel of the map
It is easy to see thatφ is an epimorphism. So, we obtain a short exact sequence. Now we compose the map with the twisting morphism t ∶ A 2 ⊗ A 2 → A 2 ⊗ A 2, set ϕ = tφ and obtain the assertion.
3.4.
Non existence of a factorization via pairs of vector spaces. Proposition 3.7 implies that there is a factorization of the functor H n (−, F 2 ) via the category of morphisms of vector spaces Ab Mor(Vect) Vect
Roughly speaking, in order to reconstruct the group H n (A, F 2 ), one do not need to remember the whole group A, it is enough to remember only the mapβ ∶ 2 A → A 2. In the case of odd p, in order to reconstruct H n (A, F p ) it is enough to remember only the pair of vector spaces A p, p A. The aim of this paragraph is to prove that this is impossible for p = 2.
Proposition 3.10. Let Vect 2 be the category of pairs of vector spaces over F 2 and t ∶ Ab → Vect 2 be the functor t(A) = (A 2, 2 A). Assume that n ≥ 2. Then there is no a functor Φ ∶ Vect
Moreover, there is no such a functor even if we restrict the functors to the category of finitely generated abelian groups and the category of finite dimensional vector spaces.
Proof. Let us first recall some theory of quadratic functors (see [3] , [19] , [14] ). Denote by fAb the category of finitely generated free abelian groups and by Ab the category of abelian groups. Assume that F ∶ fAb → Ab is a functor such that F (0) = 0. Then the nth crossed effect of F is a functor cr n F ∶ fAb n → Ab defined as
The functor is called quadratic if cr 3 F = 0. Set F (A B) = cr 2 F (A, B). Note that the maps A → A ⊕ B ← B induce a splitting of the short exact sequence 0
A quadratic Z-module is a tuple (A, B, h ∶ A → B, p ∶ B → A) , where A, B are abelian groups and h, p are homomorphisms such that hph = 2h and php = 2p. We write a quadratic Z-module as a diagram:
There is an obvious definition of a morphism of quadratic Z-modules, so they form a category.
The quadratic Z-module of a quadratic functor F is a quadratic Z-module given by
, where h and p are defined as the compositions
The correspondence F ↦ F {Z} defines an equivalence between the category of quadratic functors and the category of quadratic Z-modules (Theorem 2.6 of [3] ).
Prove the proposition for n = 2. Assume the contrary, that there is a functor Φ ∶ Vect 2 → Vect such that there is a natural isomorphism H 2 (A, F 2 ) ≅ Φ(A 2, 2 A). Take a free finitely generated abelian group F. Then there is an isomorphism
which is natural by F. Note that Theorem 3.4 implies that there is an natural isomorphism H * (F 2,
. On the other hand it is easy to compute the quadratic Z-module of
and note that the first one is not a retract of the second one. This is a contradiction. So we proved the proposition for n = 2.
Prove for n > 2 by induction. Note that the Künneth theorem implies
It follows that the existence of such a functor Φ for H n implies the existence of such a functor for H n−1 . The assertion follows.
Cohomology
If V is a finite diensional space, there is an isomorphism Sym(V ∨ ) ≅ (ΓV ) ∨ . Using this we obtain some results for cohomology of finitely generated groups. Theorem 4.1. Let A be a finitely generated abelian group. Then there is a natural isomorphism graded algebras
Here degree of elements from (A 2) ∨ is 1 and degree of elements from ( 2 A) ∨ is 2.
Proof. The functor of graded duality H ↦ H ∨ is an anti-equivalence on the category of locally finite dimensional graded commutative and cocommutative Hopf algebras. Moreover, this subcategory is closed under finite limits and colimits. If we apply the graded duality to Theorem 3.4 and use Lemma 2.3, assuming that A is finitely generated, we obtain that the following diagram is a pushout in the category locally finite dimensional graded commutative and cocommutative Hopf algebras.
Here we consider the algebra in the top left corner with the grading multiplied by 2 in order to make all the maps graded. Then there is a short exact sequence of Hopf algebras
The assertion follows.
Remark 4.2. It seems, it is possible to give a description of H * (A, F 2 ) for an arbitrary A on the language of linearly compact vector spaces. Namely, if V, U are linearly compact vector spaces, then there is a natural definition of completed tensor product V⊗U, which is also a linearly compact vector space. Then it is possible to define completed tensor algebraT (V ), completed symmetric algebra Sym(V ) and so on. One has to replace the standard notions by these linear compact notions and use that the spaces (A 2) ∨ and ( 2 A) ∨ have natural linearly compact topology (which is discrete if A is finitely generated).
Filtration
In this section we prove that a short exact sequence of graded connected commutative and cocommutative Hopf algebras K → A → B → C → K provides a natural filtration on B whose quotients depend only on A and C and do not depend on the short exact sequence. Then we apply it to the short exact sequence F 2 → Λ(A 2) → H * (A, F 2 ) → Γ( 2 A) → F 2 and obtain the desired filtration on H n (A, F 2 ).
In this section we assume that K is an arbitrary field. All algebras will be over K. The augmentation ideal of an augmented algebra A will be denoted by A + and its nth power will be denoted by A n + .
Let α ∶ A →Ã be a morphism of augmented algebras. Assume that V is a vector space and M is aÃ-module. Then for a linear map f ∶ V → M we denote byf the A-module homomophism
It is easy to see thatf (A n + ⊗ V ) ⊆Ã n + M. Then the map f induces a map on the quotients f is an isomorphism of A-modules.
Proof. It follows from Proposition 1.7 of [15] . See also the proof of Theorem 4.4 and Proposition 4.9 of [15] . which depends only on the short exact sequence. Moreover, the isomorphism is natural by the short exact sequence.
Proof. If we take any graded linear splitting f ∶ C → B of the epimorphism π ∶ B → C, then by Lemma 5.2 we obtain thatf ∶ A ⊗ C ≅ B is an isomorphism of A-modules. It follows that f ′ n is an isomorphism on the form (5.2).
Prove that this isomorphism does not depend on the choice of the splitting f. The difference of two such splittings is a map g ∶ C → B such that Im g ⊆ Ker π. Then it is enough to prove that for any linear map g ∶ C → B such that Im g ⊆ Ker π = A + B we have g ′ n = 0. This follows from Lemma 5.1 So, the isomorphism (5.2) does not depend of the choice of f.
Prove that this isomorphism is natural by the short exact sequence. Assume that we have a morphism of short exact sequences
Fix a splitting f of π and a splitting g ofπ. Set h = α B f − gα C . We claim that Im(h) ⊆ Kerπ. Indeed, ths follows from Im(h) = Im(hπ) andπhπ =πα B f π −πgα C π = α C πhπ −πgπα B = α C π −πα B = 0. Then Im(h) ⊆Ã +B . Lemma 5.1 implies h ′ n = 0. It follows that the diagram (A n + A n+1
is commutative. The assertion follows.
Theorem 5.4. There is a filtration on H n (A, F 2 ) by subfunctors
Proof. Corollary 3.5 implies that there is a natural short exact sequence in Hopf co,coco
Set Λ ≥m V = ⊕ i≥m Λ i V and consider the natural filtration on the homology algebra
Then applying Theorem 5.3 to this natural short exact sequence we obtain that there is a natural isomorphism
Then we fix some n and set F i ∶= G n−2i ∩ H n (A, F 2 ). The assertion follows. 
