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Abstract
In this paper the existence and uniqueness of solutions to quite general classes of integro-algebraic systems
and di&erential–algebraic systems are investigated. The convergence of di&erent iterative processes of solving
such systems including waveform relaxation methods is also investigated. There are given constructive suf-
7cient conditions under which the solutions exist and are unique and the considered iterative processes are
convergent.
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1. Introduction
Di&erential equations with parameters and di&erential–algebraic equations appeared in mathemat-
ical models of various problems of physics, engineering, chemistry, biology and other branches of
science a long time ago. They have been investigated by many authors (see, for example [2–4,
6–13,15–18]). The general results on existence and uniqueness as well as the convergence of relax-
ation methods for di&erential–algebraic equations were established in [5]. However, the results of
[5] apply only to di&erential–algebraic equations which are de7ned by the operators of the Volterra
type (a de7nition of Volterra type di&erential–algebraic equations is given in Section 2). Therefore,
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they do not include problems for di&erential–functional equations with parameters which are usually
de7ned by operators not necessarily being of the Volterra type. For example, the results of [5] do
not apply to the systems of the form
x′(t) = f(t; x(·); (·)); x(0) = x0;
(t) = g(t; x(·); (·));
where x0 is given and f and g do not have the Volterra property. On the other hand it is obvious
that the problems of this form include the classical problems with a parameter, which were discussed
for instance in [6] if it is assumed that g does not depend on t and  is a standard parameter from
Rq, i.e. when the system takes the form
x′(t) =f(t; x(·); ); x(0) = x0;
= g(x(·); )
and at least the operator g has not the Volterra property. The integro-algebraic systems considered
in the next sections of this paper (see system (2.1)–(2.2)) and di&erential–algebraic systems (see
(4.1)–(4.3) or (6.1)–(6.3)) have a quite general form and they include as special case integral or
di&erential equations of the Volterra or Fredholm type and integro-functional equations as well. The
aim of the present paper is to establish general results for the existence and uniqueness of solutions
of the systems considered as well as the convergence of various iterative processes including wave
relaxation methods (WRM in short) for classes of problems mentioned above. The paper contains
constructive conditions which in terms of the Lipschitz coeHcients of the given functions guarantee
the convergence of iterative processes with the Gauss–Seidel one among others.
However, it should be noted that it is not the aim of the paper to discuss the existence or
uniqueness of the above-mentioned systems as separate problems. Such a discussion would usually
involve advanced topological methods, which generally are not constructive and as simple as the
methods described in this paper. Obviously, used in the paper approach requires stronger conditions
than the topological methods do.
2. Existence and uniqueness of solution. Convergence of WRM
We consider the following system of integral–algebraic equations:
x(t) = x0 +
∫ t
0
f(t; s; x(·); (·)) ds; t ∈ J = [0; T ]; (2.1)
(t) = g(t; x(·); (·)); t ∈ J; (2.2)
where f∈C(J × J × Cp × Cq;Rp), g∈C(J × Cp × Cq;Rq), Cp = C(J;Rp), and Cq = C(J;Rq).
We assume that the spaces Cp and Cq are equipped with the maximum norms.
Observe that the case of delay integro-algebraic equations can be reduced to the problem of type
(2.1)–(2.2). Indeed, consider the system
x(t) = (0) +
∫ t
0
F(t; s; x(·); (·)) ds; t ∈ J (2.3)
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x(t) = (t); t ∈ J0 = [− h; 0]; h¿ 0; (2.4)
(t) = G(t; x(·); (·)); t ∈ J; (2.5)
(t) =  (t); t ∈ J0 (2.6)
with
F∈C(J × J × C∗p × C∗q ;Rp); G∈C(J × C∗p × C∗q ;Rq);
C∗p = {x∈C(Jh;Rp) : x(t) = (t); t ∈ J0}, and C∗q = {∈C(Jh;Rq) : (t) =  (t); t ∈ J0}, where
Jh = [ − h; T ] and F and G are the Volterra operators with respect to the last two variables,
i.e. for any t ∈ J
F(t; s; x(·); (·)) =F(t; s; Kx(·); K(·));
G(t; x(·); (·)) = G(t; Kx(·); K(·))
if x() = Kx(), () = K() for ∈ [− h; t] and  satis7es the equality  (0) = G(0; (·);  (·)).
Now, for x∈Cp and ∈Cq satisfying the conditions
x(0) = (0); (0) =  (0);
we de7ne operators T1 and T2 by the relations
(T1x) (t) =
{
(t); t ∈ J0;
x(t); t ∈ J; (2.7)
(T2) (t) =
{
 (t); t ∈ J0;
(t); t ∈ J: (2.8)
Problem (2.3)–(2.6) can be replaced by an equivalent one of the form
x(t) = (0) +
∫ t
0
F(t; s; (T1x)(·); (T2)(·)) ds; t ∈ J; (2.9)
(t) = G(t; (T1x)(·); (T2)(·)); t ∈ J: (2.10)
For t; s∈ J and x∈Cp, ∈Cq satisfying x(0) = (0), (0) =  (0), we put
f(t; s; x(·); (·)) =F(t; s; (T1x)(·); (T2)(·)); (2.11)
g(t; x(·); (·)) = G(t; (T1x)(·); (T2)(·)); (2.12)
x0 = (0): (2.13)
In this way, we see that problem (2.3)–(2.6) is reduced to problem (2.1)–(2.2). Therefore, in the
latter part of this paper, we will limit ourselves to considering problem (2.1)–(2.2). We also will
not assume that f and g are Volterra type operators.
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Now, let there be given splitting functions F ∈C(J × J ×C2p×C2q ;Rp), G ∈C(J ×C2p×C2q ;Rq),
such that for t; s∈ J and x∈Cp; ∈Cq
F(t; s; x(·); x(·); (·); (·)) = f(t; s; x(·); (·)); (2.14)
G(t; x(·); x(·); (·); (·)) = g(t; x(·); (·)): (2.15)
We assume the following Lipschitz conditions:
Conditions L1. There exist nonnegative continuous functions K1, K2, L1, L2 de=ned on J × J and
constants KK1, KK2, KL1, KL2 such that
(A) ‖F(t; s; y(·); x(·); (·); (·))− F(t; s; Ky(·); Kx(·); K(·); K(·))‖
6K1(t; s)‖y − Ky‖T + K2(t; s)‖x − Kx‖T + L1(t; s)‖ − K‖T + L2(t; s)‖− K‖T ;
(B) ‖G(s; y(·); x(·); (·); (·))− G(s; Ky(·); Kx(·); K(·); K(·))‖
6 KK1‖y − Ky‖T + KK2‖x − Kx‖T + KL1‖ − K‖T + KL2‖− K‖T
for t; s∈ J , x; Kx; y; Ky∈Cp; ; K; ; K∈Cq, where ‖x‖t = max06s6t ‖x(s)‖; t ∈ J , and ‖ · ‖ denotes a
=xed norm in Rp or in Rq.
Let
Ki =max
t∈J
∫ t
0
Ki(t; s) ds; Li =max
t∈J
∫ t
0
Li(t; s) ds for i = 1; 2
and denote by (A) the spectral radius of a given square matrix A. We will write A¿ 0 if all entries
of A are nonnegative. Observe that the notion of nonreducibility (the de7nition see, for example, in
[14]) for a nonnegative 2× 2-matrix[
a b
c d
]
is equivalent to the condition bc 	= 0.
We will need later the following lemma.
Lemma 2.1. If Conditions L1 are satis=ed and (A)¡ 1 with
A=
[
K1 L1
KK1 KL1
]
; (2.16)
then the following mapping:
 :Cp × Cq → Cp × Cq; (2.17)
 (x; )(t) = (y(t); (t))T (2.18)
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is implicitly de=ned by the relations
y(t) = x0 +
∫ t
0
F(t; s; y(·); x(·); (·); (·)) ds; t ∈ J; (2.19)
(t) = G(t; y(·); x(·); (·); (·)); t ∈ J: (2.20)
Proof. For 7xed (x; ) we de7ne the operator K :Cp × Cq → Cp × Cq; ( Ky(t); K(t))T = K (y; ) (t),
by the relations
Ky(t) = x0 +
∫ t
0
F(t; s; y(·); x(·); (·); (·)) ds; t ∈ J; (2.21)
K(t) = G(t; y(·); x(·); (·); (·)); t ∈ J: (2.22)
Let (yˆ(t); ˆ(t))T = K (y˜; ˜) (t) and
Pw =
[
P Ky
P K
]
=
[ ‖ Ky − yˆ‖T
‖ K − ˆ‖T
]
; Pz =
[
Py˜
P˜
]
=
[ ‖y − y˜‖T
‖ − ˜‖T
]
:
Then from (A) and (B) we get
P Ky6K1Py˜ + L1P˜;
P K6 KK1Py˜ + KL1P˜;
which can be written in the form
Pw6APz: (2.23)
Matrix A is nonnegative. First, let us consider the case when A is nonreducible. Then there exists
the positive Perron vector of A, say, v= [ v1v2 ] such that Av= (A)v. Then from (2.23) it follows that
Pw6A


v1
‖y − y˜‖T
v1
v2
‖ − ˜‖T
v2

 : (2.24)
Put
d((y; ); (y˜; ˜)) = max
(‖y − y˜‖T
v1
;
‖ − ˜‖T
v2
)
:
From (2.24) we have
Pw6d((y; ); (y˜; ˜))Av= d((y; ); (y˜; ˜))(A)v:
This inequality implies
d(( Ky; K); (yˆ; ˆ))6d((y; ); (y˜; ˜))(A); (2.25)
which means that K is a contraction. From the Banach theorem it follows that the operator K has
a unique 7xed point (y; )∈Cp × Cq.
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To prove that K is a contraction when A is not nonreducible, we choose $¿ 0 such that (A$)¡ 1,
where
A$ =
[
K1 L1 + $
KK1 + $ KL1
]
:
It is obvious that A$ is nonreducible. Therefore, we can replace A with A$ and proceed exactly as
we did in the case when A is nonreducible to get the analogs of inequalities (2.23), (2.24), and
(2.25) for A$.
Now, we will derive the conditions under which the mapping  is a contraction. Let (y(t); (t))T=
 (x; ) (t) and ( Ky(t); K(t))T =  ( Kx; K)(t) and introduce the following notations:
Py = ‖y − Ky‖T ; Px = ‖x − Kx‖T ;
P = ‖ − K‖T ; P= ‖− K‖T :
Hence, (2.19)–(2.20) and assumptions (A) and (B) imply the inequalities
Py6K1Py + K2Px + L1P + L2P; (2.26)
P6 KK1Py + KK2Px + KL1P + KL2P: (2.27)
Introducing the matrices and vectors
A=
[
K1 L1
KK1 KL1
]
; B=
[
K2 L2
KK2 KL2
]
; (2.28)
Pw =
[
Py
P
]
; Pz =
[
Px
P
]
(2.29)
we can rewrite inequalities (2.26)–(2.27) in the form
Pw6APw + BPz: (2.30)
It is obvious that the matrices A and B are nonnegative. Suppose that A and B are nonreducible and
satisfy the condition
(A+ B)¡ 1: (2.31)
Then (2.31) implies that (see [5, Theorem 8])
(A)¡ 1 (2.32)
and
((I − A)−1B)¡(A+ B): (2.33)
Observe that (2.32) guarantees that the matrix (I − A)−1 exists and satis7es
(I − A)−1¿ 0: (2.34)
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So, from (2.30) we obtain the relation
Pw6 (I − A)−1BPz: (2.35)
Let v= [ v1v2 ] be the Perron vector of the nonreducible matrix P = (I − A)−1B, i.e. Pv= (P)v. Now
we proceed exactly as in the proof of Lemma 2.1 to obtain the inequality
d((y; ); ( Ky; K))6d((x; ); ( Kx; K))(P): (2.36)
Inequalities (2.31), (2.33) and (2.36) mean that mapping (2.17) is a contraction. From the Banach
theorem it follows that the operator  has a unique 7xed point (x; )∈Cp × Cq. Hence, we proved
the following theorem.
Theorem 2.2. If Conditions L1 and inequality (2:31) are ful=lled then the operator  has a unique
=xed point (x∗; ∗)∈Cp × Cq, the iteration process
xn+1(t) = x0 +
∫ t
0
F(t; s; xn+1(·); xn(·); n+1(·); n(·)) ds; (2.37)
n+1(t) = G(t; xn+1(·); xn(·); n+1(·); n(·)); t ∈ J; (2.38)
with x0 ∈Cp and 0 ∈Cq is well de=ned and the sequence {xn; n} converges to the unique solution
{x∗; ∗} of problem (2:1)–(2:2) with the following error estimate:
d((x∗; ∗); (xn; n))6
((P))n
1− (P) d((x1; 1); (x0; 0)): (2.39)
Remark 1. It is easy to notice that under assumption of Theorem 2.2 the sequence (x˜n; ˜n) de7ned
by the formulas
x˜n+1(t) = x0 +
∫ t
0
F(t; s; x˜n(·); x˜n(·); ˜n(·); ˜n(·)) ds; (2.40)
˜n+1(t) = G(t; x˜n(·); x˜n(·); ˜n(·); ˜n(·)); t ∈ J; (2.41)
with x˜0 ∈Cp and ˜0 ∈Cq also converges to the unique solution {x∗; ∗} of problem (2.1)–(2.2) with
the following error estimate:
d((x∗; ∗); (x˜n; ˜n))6
((A+ B))n
1− (A+ B) d((x˜1; ˜1); (x˜0; ˜0)): (2.42)
Due to (2.33) estimate (2.39) is better than (2.42).
Remark 2. Condition (2.31) is rather restrictive but it is a price we must pay for admitting that the
operators F and G are not necessarily Volterra type operators and, in general, the operator G has
an algebraic character (the problems for equations of Volterra type were investigated, for example,
by [5,8], where the conditions are signi7cantly less restrictive).
To explain why these conditions are so restrictive we can take a simple system
x′(t) = *(x(1)− 1); x(0) = 1;
(t) = +(t) + x(t); t ∈ [0; 1]; (2.43)
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where *¿ 0, +¿ 0, * 	= 1, + 	= 1, and whose unique solution is Kx(t) ≡ 1, K(t) ≡ 1=(1−+). Observe
that if * 	= 0 then the 7rst equation is not of Volterra type. Otherwise both the ones are of Volterra
type.
Consider the iterative process
xk+1(t) = 1 + *(xk(1)− 1)t; x0(t) = 1 + t; t ∈ [0; 1];
k+1(t) = +k(t) + xk(t); 0(t) ≡ 0; k = 0; 1; : : : : (2.44)
It can be easily veri7ed that for t ∈ [0; 1] and k = 1; 2 : : :
xk(t) = 1 + *kt;
k(t) =
1− +k
1− + + (*
k−1 + +*k−2 + · · ·+ +k−2*+ +k−1)t (2.45)
and that matrices A, B appearing in (2.31) have the form
A=
[
* 0
0 0
]
; B=
[
0 0
1 +
]
and (A+B)=max(*; +). If both * and + are less than 1 then Theorem 2.2 guarantees the convergence
of the iterative process (2.44) (which can also be easily seen from the given formulas for xk and
k). However, if max(*; +)¿ 1 then the iterative process (2.44) diverges. Namely, if *¿ 1 then it
is easily seen from (2.45) that xk does not converge to the solution Kx. If +¿ 1 then it is easily seen
from the following inequality:
k(t)¿
1− +k
1− + +
1− *k
1− * t
that k does not converge to the solution K.
Let us observe that problem (2.43) can be rearranged as follows
x′(t) = *(x(1)− 1); x(0) = 1;
(t) =
1
1− + x(t); t ∈ [0; 1]
and we get the corresponding to it the iterative process
xk+1(t) = 1 + *(xk(1)− 1)t; x0(t) = 1 + t; t ∈ [0; 1];
k+1(t) =
1
1− + xk(t); 0(t) = 0; k = 0; 1; : : : ;
which converges if *¡ 1. In this case the matrices
A=
[
* 0
0 0
]
; B=

 0 01
1− + 0


and (A+ B) = *.
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For 2 × 2 matrices it is easy to verify by straightforward calculation that the following lemma
holds.
Lemma 2.3. Assume that a matrix
Q =
[
a b
c d
]
is nonnegative. Then (Q)¡ 1 if and only if 06 a¡ 1, 06d¡ 1, and bc¡ (1− a) (1− d).
From Lemma 2.3 the following corollary holds.
Corollary 2.4. For A and B de=ned by (2:28), (A+ B)¡ 1 if and only if
06K1 + K2 ¡ 1; 06 KL1 + KL2 ¡ 1 (2.46)
and
(L1 + L2)( KK1 + KK2)¡ (1− (K1 + K2))(1− ( KL1 + KL2)): (2.47)
3. Special cases of problem (2:1)–(2:2) and other remarks
As a special case of a splitting functions F and G appearing in (2.14) and (2.15) we can take
functions f and g appearing in (2.1)–(2.2), i.e.
F(t; s; y(·); x(·); (·); (·)) = f(t; s; x(·); (·)); (3.1)
G(t; y(·); x(·); (·); (·)) = g(t; x(·); (·)): (3.2)
Suppose that Conditions L1 are satis7ed for such splitting functions with
K1 ≡ L1 ≡ 0; KK1 = KL1 = 0: (3.3)
Then, for A de7ned by (2.28) and (I − A)−1B appearing in (2.33), we have
A= 0; (I − A)−1B= B:
From Theorem 2.2 the following corollary holds.
Corollary 3.1. If Conditions L1 with K1, KK1, L1, KL1 satisfying (3:3) and F =f; G= g are ful=lled
and (B)¡ 1 for B de=ned by (2:28) then the sequence {xn; n}; n=0; 1; : : :, de=ned by the iteration
process
xn+1(t) = x0 +
∫ t
0
f(t; s; xn(·); n(·)) ds; (3.4)
n+1(t) = g(t; xn(·); n(·)); t ∈ J (3.5)
with x0 ∈Cp and 0 ∈Cq converges to the unique solution {x∗; ∗} of problem (2:1)–(2:2).
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Remark 3. If f does not depend on t then the sequence {xn; n}; n=0; 1; : : : , de7ned by (3.4)–(3.5)
converges to the solution of the problem
x′(t) = f(t; x(·); (·)); x(0) = x0; (3.6)
(t) = g(t; x(·); (·)); t ∈ J: (3.7)
Remark 4. If g ≡ 0, i.e. ∗(t) ≡ n(t) ≡ 0, for n = 0; 1; : : : , then the iterative process (3.4)–(3.5)
reduces to (3.4) with n(t) ≡ 0 and the condition (B)¡ 1 reduces to the condition K2 ¡ 1.
Let us consider the following problem:
x′(t) = f(t; x(t); x(T )); t ∈ J; (3.8)
x(0) = x0 ∈Rp: (3.9)
Note that problem (3.8)–(3.9) can be written as a problem with a parameter, namely
x′(t) = f(t; x(t); (t)); t ∈ J; x(0) = x0; (3.10)
(t) = x(T ): (3.11)
We see that (3.10)–(3.11) can be reduced to an integral–algebraic equation, which is a special case
of (2.1)–(2.2) since in this case we have g(t; (·); x(·)) = x(T ). Assume that F and G are related to
f and g by (3.1)–(3.2) and F satis7es part (A) of Conditions L1 with K1 ≡ L1 ≡ 0. It is obvious
that G satis7es part (B) of Conditions L1 with KK1 = KL1 = KL2 = 0 and KK2 = 1 and the matrix B has
the form
B=
[
K2 L2
1 0
]
:
Moreover, it is easy to verify that (B)¡ 1 if and only if K2+L2 ¡ 1. So, it follows from Corollary
3.1 that problem (3.8)–(3.9) has a unique solution if
max
t∈J
∫ t
0
K2(t; s) ds+max
t∈J
∫ t
0
L2(t; s) ds¡ 1: (3.12)
Similarly, we can prove that condition (3.12) guarantees that the problem
x′(t) = f(t; x(t); x(*(t))); t ∈ J; *∈C(J; J ); (3.13)
x(0) = x0 (3.14)
has a unique solution. Note that condition (3.12) is redundant if we additionally assume that
*(t)6 t; t ∈ J .
It is well known that the weighted norm technique does not work so well in the case of Fredholm’s
type equations as in the Volterra case. We will illustrate this fact by considering the following
equation:
x(t) = H
(
t;
∫ t
0
f(t; s; x(·)) ds;
∫ T
0
g(t; s; x(·)) ds
)
; t ∈ J; (3.15)
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where H ∈C(J×Rp×Rp;Rp); f; g∈C(J×J×Cp;Rp). To investigate this equation let us introduce
the weighted norm
|x|=max
t∈J ‖x(t)‖e
−0t ; 0¿ 0: (3.16)
We will show the conditions under which we bene7t by employment of weighted norm technique.
We assume the following Lipschitz conditions.
Conditions L2. There exist constants K1; K2; L1; L2 such that for t; s∈ J; u; Ku; v; Kv∈Rp
(A) ‖H (t; u; v)− H (t; Ku; Kv)‖6K1‖u− Ku‖+ K2‖v− Kv‖;
(B) ‖f(t; s; x(·))− f(t; s; Kx(·))‖6L1‖x − Kx‖s;
‖g(t; s; x(·))− g(t; s; Kx(·))‖6L2‖x − Kx‖s.
Denote the right-hand side of Eq. (3.15) by ( x)(t). Then, for x; Kx∈Cp from Conditions L2 we
obtain
‖( x)(t)− ( Kx)(t)‖6K1L1
∫ t
0
‖x − Kx‖s ds+ K2L2
∫ T
0
‖x − Kx‖s ds: (3.17)
This inequality implies
‖( x)(t)− ( Kx)(t)‖
6K1L1
∫ t
0
e0se−0s‖x − Kx‖s ds+ K2L2
∫ T
0
e0se−0s‖x − Kx‖s ds
6
[
K1L1
0
(e0t − 1) + K2L2
0
(e0T − 1)
]
|x − Kx|:
Finally, we have
‖( x)(s)− ( Kx)(s)‖t6
[
K1L1
0
(e0t − 1) + K2L2
0
(e0T − 1)
]
|x − Kx|
and
|( x)− ( Kx)|6
[
K1L1
0
(1− e−0T ) + K2L2
0
(e0T − 1)
]
|x − Kx|: (3.18)
Now, we can formulate the following theorem.
Theorem 3.2. If Conditions L2 are satis=ed and there exists a positive constant 0 such that[
K1L1
0
(1− e−0T ) + K2L2
0
(e0T − 1)
]
¡ 1; (3.19)
then the sequence xn; n= 0; 1; : : : ; de=ned by the iteration process
xn+1(t) = H
(
t;
∫ t
0
f(t; s; xn(·)) ds;
∫ T
0
g(t; s; xn(·)) ds
)
; t ∈ J; (3.20)
with x0 ∈Cp converges to a unique solution x∗ of Eq. (3.15).
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Remark 5. Observe that the problem
x′(t) = z(t); x(0) = x0; (3.21)
z(t) = f
(
t; x0 +
∫ t
0
z(s) ds; x0 +
∫ T
0
z(s) ds
)
(3.22)
is a special case of (3.15) and thus (3.8)–(3.9) is a special case of (3.15).
We see that the conditions which guarantee the existence and uniqueness of solution to integro-
algebraic systems which do not have the Volterra property and the convergence of WRM applied to
such systems are very restrictive. The same we can say about di&erential–algebraic systems of this
type because we can reduce them to integro-algebraic systems. In the next sections, we will consider
some special cases of di&erential–algebraic systems for which the above-mentioned conditions are
slightly relaxed.
4. Existence and uniqueness of solution to quasi-linear system and convergence of WRM
We consider a quasi-linear system of di&erential–algebraic equations of the form
x′(t) = A(t)x(t) + f(t; x(·); (·)); t ∈ J; (4.1)
x(0) = x0; (4.2)
(t) = g(t; x(·); (·)); t ∈ J; (4.3)
where A is a continuous square matrix of order p;f: J ×Cp×Cq → Rp, and g : J ×Cp×Cq → Rq.
Let X be the fundamental matrix of the linear system
x′(t) = A(t)x(t); t ∈ J: (4.4)
By the variation of parameters formula problem (4.1)–(4.3) is equivalent to the following system of
equations:
x(t) = X (t)X−1(0)x0 +
∫ t
0
X (t)X−1(s)f(s; x(·); (·)) ds; t ∈ J: (4.5)
(t) = g(t; x(·); (·)); t ∈ J: (4.6)
Now we are in a position to formulate the following theorem.
Theorem 4.1. Assume that
(1) f∈C(J ×Cp×Cq;Rp); g∈C(J ×Cp×Cq;Rq), and A is a square continuous matrix of order
p,
(2) there exist functions M ∈C(J × J;R+);R+ = [0;∞), m∈C(J;R) with m having a constant
sign and satisfying the condition
‖X (t)X−1(s)‖6M (t; s) exp
(∫ t
s
m() d
)
; 06 s6 t6T; (4.7)
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(3) there exist K; L∈C(J;R+) such that the Lipschitz condition
‖f(t; x(·); (·))− f(t; Kx(·); K(·))‖6K(t)‖x − Kx‖T + L(t)‖− K‖T (4.8)
is satis=ed for t ∈ J; x; Kx∈Cp; ; K∈Cq,
(4) there exist nonnegative constants c and d such that for t ∈ J; ; K∈Cq; x; Kx∈Cp, the condition
‖g(t; x(·); (·))− g(t; Kx(·); K(·))‖6 c‖x − Kx‖T + d‖− K‖T (4.9)
holds,
(5) (B)¡ 1 for
B=
[
a b
c d
]
with
a=
[
exp
(∫ T
0
m() d
)
− 1
]
max
06t6T
max
06s6t
[
M (t; s)K(s)
m(s)
]
;
b=
[
exp
(∫ T
0
m() d
)
− 1
]
max
06t6T
max
06s6t
[
M (t; s)L(s)
m(s)
]
for m(t)¿ 0; t ∈ J and
a=
[
1− exp
(∫ T
0
m() d
)]
max
06t6T
max
06s6t
[
M (t; s)K(s)
−m(s)
]
;
b=
[
1− exp
(∫ T
0
m() d
)]
max
06t6T
max
06s6t
[
M (t; s)L(s)
−m(s)
]
for m(t)¡ 0; t ∈ J .
Then problem (4.1)–(4.3) has exactly one solution (x; )∈Cp × Cq.
Proof. Let the mapping
 : Cp × Cq → Cp × Cq
be de7ned by the formula[
y

]
=  (x; )(t) =

X (t)X−1(0)x0 +
∫ t
0
X (t)X−1(s)f(s; x(·); (·)) ds
g(t; x(·); (·))

 : (4.10)
We will show that the operator  is a contraction mapping. Let (y; ) be de7ned by (4.10) and ( Ky; K)
by the formulas
Ky = X (t)X−1(0)x0 +
∫ t
0
X (t)X−1(s)f(s; Kx(·); K(·)) ds;
K = g(t; Kx(·); K(·)):
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First consider the case when m is positive. It follows from conditions (2) and (3) that
‖y(t)− Ky(t)‖
6
∫ t
0
M (t; s) exp
(∫ t
s
m() d
)
[K(s)‖x − Kx‖T + L(s)‖− K‖T ] ds
=
∫ t
0
M (t; s)
m(s)
(m(s)) exp
(∫ t
s
m() d
)
[K(s)‖x − Kx‖T + L(s)‖− K‖T ] ds
6 [K∗(t)‖x − Kx‖T + L∗(t)‖− K‖T ]
∫ t
0
(m(s)) exp
(∫ t
s
m() d()
)
ds
=
[
exp
(∫ t
0
m() d
)
− 1
]
[K∗(t)‖x − Kx‖T + L∗(t)‖− K‖T ];
where
K∗(t) = max
06s6t
[
M (t; s)K(s)
m(s)
]
; L∗(t) = max
06s6t
[
M (t; s)L(s)
m(s)
]
; t ∈ J: (4.11)
So, we arrived at the inequality
‖y(t)− Ky(t)‖6
[
exp
(∫ t
0
m() d
)
− 1
]
[K∗(t)‖x − Kx‖T + L∗(t)‖− K‖T ]: (4.12)
Let
K∗ = max
06t6T
K∗(t); L∗ = max
06t6T
L∗(t):
Then, from (4.12) we obtain
‖y − Ky‖T6
[
exp
(∫ T
0
m() d
)
− 1
]
[K∗‖x − Kx‖T + L∗‖− K‖T ]: (4.13)
Now, consider the case when m is negative. Proceeding exactly as in the process of obtaining
inequality (4.12) and replacing m(s) by −m(s) whenever it appears we obtain the inequality
‖y(t)− Ky(t)‖6
[
1− exp
(∫ t
0
m() d
)]
[K∗(t)‖x − Kx‖T + L∗(t)‖− K‖T ]; (4.14)
where, in formulas (4.11) for K∗(t) and L∗(t), m(s) should be replaced by −m(s). From this
inequality it follows that
‖y − Ky‖T6
[
1− exp
(∫ T
0
m() d
)]
[K∗‖x − Kx‖T + L∗‖− K‖T ]: (4.15)
Thus, in both cases, for m positive as well as negative we have
‖y − Ky‖T6 a‖x − Kx‖T + b‖− K‖T ; (4.16)
with a and b de7ned as in (5) correspondingly.
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Moreover, condition (4) yields
‖(t)− K(t)‖= ‖g(t; x(·); (·))− g(t; Kx(·); K(·))‖6 c‖x − Kx‖T + d‖− K‖T
and
‖ − K‖T6 c‖x − Kx‖T + d‖− K‖T : (4.17)
Combining this with relation (4.16), we have[ ‖y − Ky‖T
‖ − K‖T
]
6B
[ ‖x − Kx‖T
‖− K‖T
]
: (4.18)
Suppose that B is nonreducible. Otherwise, we should replace B with
B$ =
[
a b+ $
c + $ d
]
with $ small enough so that (B$)¡ 1 and use it instead of B.
Let v= [ v1v2 ] be the Perron vector of the matrix B, i.e. Bv= (B)v.
Then proceeding as in Section 2 when obtaining inequality (2.36) we arrive at the following
inequality:
d((y; ); ( Ky; K))6 (B)d((x; ); ( Kx; K)): (4.19)
It proves that  is a contraction mapping because we assume that (B)¡ 1. By the Banach theorem,
the operator  has a unique 7xed point (x∗; ∗)∈Cp × Cq, the iteration process
x′n+1(t) = A(t)xn+1(t) + f(t; xn(·); n(·)); t ∈ J; (4.20)
xn+1(0) = x0 with x0 ∈Cp; x0(0) = x0; (4.21)
n+1(t) = g(t; xn(·); n(·)); t ∈ J with 0 ∈Cq (4.22)
for n= 0; 1; : : : ; is well-de7ned and the sequence {xn; n} converges to the unique solution (x∗; ∗)
of problem (4.1)–(4.3).
Remark 6. For A(t) = A, we have X (t) = exp(At), so X (t)X−1(s) = exp(A(t − s)). If the real parts
Re!i of the eigenvalues !i of A satisfy Re!i6!¡ 0 for i = 0; 1; : : : ; p then ‖X (t)X−1(s)‖6
M exp (!(t − s)), 06 s6 t6T , for some M ¿ 0, i.e. the inequality in assumption (2) of
Theorem 4.1 is satis7ed with (negative) m() ≡ !.
Remark 7. Note that from Lemma 2.3 it follows that 06 (B)¡ 1 if and only if
06 a¡ 1; 06d¡ 1 and bc¡ (1− a)(1− d): (4.23)
Remark 8. Let M (t; s) = M , K(t) = K , L(t) = L, and m(t) = m, r = exp(Tm) − 1 if m(t)¿ 0, and
−m(t) = m, r = 1− exp(−Tm) if m(t)¡ 0. Then
B=

 rMKm rMLm
c d

 :
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From Lemma 2.3 it follows that (B)¡ 1 if and only if 06 rMK=m¡ 1, 06d¡ 1 and crML=m¡
(1− rMK=m)(1− d).
If m is negative then the conditions 06MK=m¡ 1, 06d¡ 1 and cML=m¡ (1−MK=m)(1− d)
imply that (B)¡ 1 for all T .
5. The convergence of iterations of the Gauss–Seidel and other types
Now we consider the Gauss–Seidel type iterations
x′n+1(t) = A(t)xn+1(t) + f(t; xn(·); n(·)); t ∈ J; (5.1)
xn+1(0) = x0 with x0 ∈Cp; x0(0) = x0; (5.2)
n+1(t) = g(t; xn+1(·); n(·)); t ∈ J with 0 ∈Cq; (5.3)
x′n+1(t) = A(t)xn+1(t) + f(t; xn(·); n+1(·)); t ∈ J; (5.4)
xn+1(0) = x0 with x0 ∈Cp; x0(0) = x0; (5.5)
n+1(t) = g(t; xn(·); n(·)); t ∈ J with 0 ∈Cq (5.6)
and the iterations of the form
x′n+1(t) = A(t)xn+1(t) + f(t; xn(·); n(·)); t ∈ J; (5.7)
xn+1(0) = x0 with x0 ∈Cp; x0(0) = x0; (5.8)
n+1(t) = g(t; xn(·); n+1(·)); t ∈ J with 0 ∈Cq (5.9)
and
x′n+1(t) = A(t)xn+1(t) + f(t; xn(·); n(·)); t ∈ J; (5.10)
xn+1(0) = x0 with x0 ∈Cp; x0(0) = x0; (5.11)
n+1(t) = g(t; xn+1(·); n+1(·)); t ∈ J with 0 ∈Cq: (5.12)
Note that iterations (5.4)–(5.6) can be rewritten as
x′n+1(t) = A(t)xn+1(t) + f(t; xn(·); g(·; n(·); xn(·))); t ∈ J; (5.13)
xn+1(0) = x0 with x0 ∈Cp; x0(0) = x0; (5.14)
n+1(t) = g(t; xn(·); n(·)); t ∈ J with 0 ∈Cq: (5.15)
Assume that assumptions (1)–(4) of Theorem 4.1 are satis7ed. Let the constants a and b be de7ned
as in Assumption (5) of Theorem 4.1. It is easy to see that in the place of matrix B we have now
the following matrices:
KB=
[
a b
ac d+ cb
]
(5.16)
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in the case of iterations (5.1)–(5.3),
KC =
[
a+ bc bd
c d
]
(5.17)
in the case of iterations (5.4)–(5.6),
D =

 a bc
1− d 0

 (5.18)
with d¡ 1, in the case of iterations (5.7)–(5.9), and
KD =

 a bac
1− d
bc
1− d

 (5.19)
with d¡ 1, in the case of iterations (5.10)–(5.12).
Notice that the matrices
B=
[
a b
c d
]
; C =
[
d c
b a
]
(5.20)
are similar and (B) = (C). Now, we will prove the following lemma.
Lemma 5.1. Let I be the 2× 2 unit matrix,
P=
[
* +
0 8
]
¿ 0
and
Q=
(
I −
[
0 0
0 0
])−1 [ * +
0 8
]
=
[
* +
*0 +0+ 8
]
:
Then
(P)¡ 1 if and only if (Q)¡ 1: (5.21)
Moreover, if (P)¡ 1 then
(Q)6 (P)¡ 1 (5.22)
and if we additionally assume that P is nonreducible then
(Q)¡(P)¡ 1: (5.23)
Proof. First we prove that (Q)¡ 1 implies (P)¡ 1. It is obvious that if P¿ 0 then Q¿ 0.
Lemma 2.3 implies that (Q)¡ 1 if and only if 06 *¡ 1; 06 +0 + 8¡ 1 and *+0¡ (1 − *)
(1 − +0 − 8). From these inequalities we easily obtain the inequalities 06 *¡ 1; 06 8¡ 1 and
+0¡ (1− *)(1− 8), which proves that (P)¡ 1. In order to get the opposite implication we 7rst
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show that the inequality +0¡ ((1− *)(1− 8)) implies *+0¡ ((1− *)(1− +0− 8)). Because 06 *
then 06 *+0 and it implies that 1− +0− 8¿ 0, i.e. +0+ 8¡ 1. Therefore, (5.21) is proved.
To prove (5.22) we take advantage of the de7nition of the spectral radius to get
(P) =
*+ 8+
√
(*− 8)2 + 4+0
2
:
Thus, replacing 0 by *0 and 8 by +0+ 8 we obtain
(Q) =
*+ 8+ +0+
√
(*− 8− +0)2 + 4*+0
2
=
*+ 8+ +0+
√
(*− 8+ +0)2 + 4+08
2
;
as (* − 8− +0)2 + 4*+0= (* − 8+ +0)2 + 4+08. It is obvious that (P) = (Q) if either + = 0 or
0= 0. If + 	= 0 and 0 	= 0 then it is easy to check by straightforward calculation that
*+ 8+ +0+
√
(*− 8+ +0)2 + 4+08¡*+ 8+
√
(*− 8)2 + 4+0;
i.e. (Q)¡(P).
Inequality (5.22) also holds for any nonnegative n × n matrix P and Q = (I −L)−1U, where
P=L+U; L¿ 0; Q¿ 0. Namely, we have the following lemma.
Lemma 5.2. Let the matrices P and Q be de=ned as above. Suppose that P is nonnegative and
(P)¡ 1. Then the following inequality holds:
(Q)6 (P)¡ 1: (5.24)
Proof. Let ; satisfy (P)¡;¡ 1. We choose $0 ¿ 0 such that (P$)6 ;¡ 1 for all $∈ (0; $0],
where P$=P+2$·E and E is the n×n matrix whose all entries equal 1. Such an $0 exists because the
spectral radius of a matrix is a continuous function of its entries. Next, we put P=L+$·E; Q=U+$·E
and Q$ = (I − P)−1Q. From [5, Theorem 8] we obtain
(Q$)¡(P$)6 ;¡ 1: (5.25)
Finally, passing with $ to zero we obtain (5.24).
It is also easy to verify by straightforward calculation that for D de7ned by (5.18) the following
lemma holds.
Lemma 5.3. If 06d¡ 1 and D is nonnegative then
(a) (D)¡ 1 if and only if (B)¡ 1;
(b) if (B)¡ 1 then (D)6 (B)¡ 1; (5.26)
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(c) the weak inequality in (5.26) can be replaced by the sharp one if
(i) D is nonreducible and d¿ 0 or
(ii) D is reducible and d¿a.
We also have the equalities
KB=
(
I −
[
0 0
c 0
])−1 [ a b
0 d
]
; (5.27)
KC =
(
I −
[
0 0
b 0
])−1 [ d c
0 a
]
; (5.28)
KD =

I −

 0 0c
1− d 0




−1 [
a b
0 0
]
: (5.29)
From these equalities and Lemmas 5.1 and 5.3 it follows that if (B)¡ 1 then
( KB)6 (B)¡ 1; (5.30)
( KC)6 (B)¡ 1; (5.31)
( KD)6 (D)6 (B)¡ 1 (5.32)
and if B is nonreducible we can replace the weak inequalities in (5.30), (5.31) and the 7rst weak
inequality in (5.32) by the sharp ones. If B is nonreducible and d¿ 0 or if B is reducible and
d¿a, then the second weak inequality in (5.32) can be replaced by the sharp one.
Remark 9. By simple calculation it is easy to verify that ( KB) = ( KC).
Basing on the above discussion we can formulate the following theorem.
Theorem 5.4. Let assumptions (1)–(5) of Theorem 4.1 hold. Then iterations (4.20)–(4.22),
(5.1)–(5.3), (5.4)–(5.6), (5.7)–(5.9), and (5.10)–(5.12) converge to the unique solution (x∗; ∗)
of problem (4.1)–(4.3) and the rates of convergence of iterations (5.1)–(5.3), (5.4)–(5.6), (5.7)–
(5.9), and (5.10)–(5.12) are not lower than the rate of convergence of iteration (4.20)–(4.22). The
rate of convergence of (5.10)–(5.12) is also not lower than the rate of convergence of (5.7)–(5.9).
If b¿ 0 and c¿ 0 than the rates of convergence of Seidel’s type iteration processes (5.1)–(5.3),
(5.4)–(5.6), and (5.10)–(5.12) are higher than the rate of convergence of (4.20)–(4.22). If b¿ 0,
c¿ 0, i.e. B is nonreducible, and d¿ 0 or B is reducible and d¿a then the rate of convergence
of (5.7)–(5.9) is also higher than the rate of convergence of (4.20)–(4.22).
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6. A one-sided Lipschitz condition. The existence and uniqueness of a solution and the convergence
of WRM
Now we consider the following system:
x′(t) = f(t; x(t); x(·); (·)); t ∈ J; (6.1)
x(0) = x0; (6.2)
(t) = g(t; x(·); (·)); t ∈ J; (6.3)
where f : J ×Rp×Cp×Cq → Rp and g : J ×Cp×Cq → Rq. To prove the existence and uniqueness
of solution to this problem and the convergence of the corresponding iterative process we assume
in addition to other assumptions that f satis7es only a one-sided Lipschitz condition with respect
to its second argument. We apply the de7nition of a one-sided Lipschitz condition which was used
in [19]. We have the following theorem.
Theorem 6.1. Assume that
(1) f∈C(J × Rp × Cp × Cq;Rp), g∈C(J × Cp × Cq;Rq),
(2) there exists a function m∈C(J;R), where m has a constant sign and such that the following
condition
‖x − Kx − =[f(t; x; y; )− f(t; Kx; y; )]‖¿ (1− =m(t))‖x − Kx‖ (6.4)
holds for =¿ 0, t ∈ J , x; Kx∈Rp and y∈Cp,
(3) there exists K; L∈C(J;R+) such that the Lipschitz condition
‖f(t; x; y; )− f(t; x; Ky; K)‖6K(t)‖y − Ky‖T + L(t)‖− K‖T (6.5)
is satis=ed for t ∈ J , x∈Rp, y; Ky∈Cp, ; K∈Cq
and also assume that conditions (4) and (5) (with M (t; s) ≡ 1) of Theorem 4.1 are satis=ed.
Then problem (6.1)–(6.3) has exactly one solution (x∗; ∗)∈Cp × Cq.
Proof. For any 7xed (x; )∈Cp × Cq, x(0) = x0, consider the system
y′(t) = f(t; y(t); x(·); (·)); t ∈ J; (6.6)
y(0) = x0; (6.7)
(t) = g(t; x(·); (·)); t ∈ J; (6.8)
obtained from (6.1)–(6.3) by replacing the unknown x(·), (·) with these 7xed x(·) and (·), re-
spectively, and treating it as the system with y and  as unknown. So, the function  is uniquely
de7ned by the right-hand side of (6.8). Using assumption (2) and the technique applied in the last
section of [1] to prove the existence and uniqueness of solution of the problem which includes as
a special case problem (6.6)–(6.7) we can prove that for each pair of functions (x; )∈Cp × Cq,
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x(0)=x0, problem (6.6)–(6.7) has a unique solution de7ned on the whole segment J . Thus we have
the function
 :Cp × Cq → Cp × Cq
which for each (x; )∈Cp×Cq, x(0)= x0, assigns a solution (y; ) of (6.6)–(6.8). Let ( Ky; K) be the
corresponding solution of (6.6)–(6.8) for given ( Kx; K). Let D− denote the left upper Dini derivative
with respect to t, lim denotes lim sup and
u(t) = y(t)− Ky(t); v(t) = x(t)− Kx(t); w(t) = (t)− K(t):
Then
D−‖u(t)‖= lim
=→0−
1
=
{‖u(t + =)‖ − ‖u(t)‖}
= lim
=→0−
1
=
{‖u(t) + =u′(t)‖ − ‖u(t)‖}
= lim
=→0−
1
=
{‖u(t) + =[f(t; y(t); x(·); (·))− f(t; Ky(t); x(·); (·))]
+=[f(t; Ky(t); x(·); (·))− f(t; Ky(t); Kx(·); K(·))]− ‖u(t)‖};
which can be bounded from above by
lim
=→0−
1
=
{‖u(t) + =[f(t; y(t); x(·); (·))− f(t; Ky(t); x(·); (·))]‖
+=‖f(t; Ky(t); x(·); (·))− f(t; Ky(t); Kx(·); K(·))‖ − ‖u(t)‖}:
Hence, this bound and assumptions (2) and (3) imply the inequality
D−‖u(t)‖6m(t)‖u(t)‖+ K(t)‖v‖T + L(t)‖w‖T ; (6.9)
which can be written as
D−‖y(t)− Ky(t)‖6m(t)‖y(t)− Ky(t)‖+ K(t)‖x − Kx‖T + L(t)‖− K‖T : (6.10)
The di&erential inequality (6.9) implies
‖u(t)‖6
∫ t
0
exp
(∫ t
s
m() d
)
[K(s)‖v‖T + L(s)‖w‖T ] ds: (6.11)
Now, we can proceed exactly as we proceeded carrying out the proof of Theorem 4.1 to complete
the proof of the statement of the theorem.
Remark 10. Observe that under the assumptions of Theorem 6.1 the iterations
x′n+1(t) = f(t; xn+1(t); xn(·); n+1(·)); t ∈ J; (6.12)
xn+1(0) = x0; with x0 ∈Cp; x0(0) = x0; (6.13)
n+1(t) = g(t; xn(·); n(·)); t ∈ J with 0 ∈Cq; (6.14)
converge to the unique solution of problem (6.1)–(6.3).
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Table 1
The spectral radii of the matrices B, KB, KC, D and KD
(B) ( KB) = ( KC) (D) ( KD)
Example 1a 0.927707 0.911980 0.909981 0.884969
Example 1b 0.816209 0.779107 0.762322 0.699968
Example 2 0.911980 0.900645 0.899149 0.884969
7. Comments and examples
To illustrate the convergence rates of Theorem 5.4 consider the following simple examples of
systems of di&erential–algebraic equations:
Example 1.
x′(t) = *x(t) + +x
( t
2
)
+ L+ h(t); t ∈ [0; T ]; (7.1)
x(0) = y0; (7.2)
=
1
2
sin + x
(
T
2
)
+ C: (7.3)
Then, it is easy to verify that the functions M;m; K; L and constants a; b; c; d appearing in assumptions
of Theorem 4.1 are given by the equations:
M (t; s) ≡ 1; m(t) ≡ *; K(t) ≡ +; L(t) ≡ L; c = 1; d= 12 ;
a= sign(*)(exp(*T )− 1) +
sign(*)*
; b= sign(*)(exp(*T )− 1) L
sign(*)*
:
(a) For system (7.1)–(7.3) put: T =1, *=−1, +=1, L=0:2, h(t)=2 exp(t)− exp(0:5t)−0:2 and
C = 1 − 0:5 sin 1 − exp(0:5). Then a = 1 − exp(−1), b = 0:2(1 − exp(−1)) and it is easy to verify
that the conditions of Remark 7 are ful7lled and Theorem 5.4 holds. The unique solution to system
(7.1)–(7.3) is (x(t); ) = (exp(t); 1) for t ∈ [0; 1]. The spectral radii of the matrices corresponding
to the iterative processes (4.20)–(4.22), (5.1)–(5.3), (5.4)–(5.6), (5.7)–(5.9), and (5.10)–(5.12) are
given in Table 1. The rates of convergence of these processes are illustrated in Fig. 1.
(b) Now put: T = 1, * = −10, + = 5, L = 1, h(t) = 11 exp(t) − 5 exp(0:5t) − 1 and C = 1 −
0:5 sin 1 − exp(0:5). Then a = 0:5(1 − exp(−10)), b = 0:1(1 − exp(−10)). It is easy to verify
that again the conditions of Remark 7 are ful7lled and Theorem 5.4 holds. The unique solu-
tion to the system (7.1)–(7.3) is the same as in the case a. The spectral radii of the matrices
corresponding to the iterative processes (4.20)–(4.22), (5.1)–(5.3), (5.4)–(5.6), (5.7)–(5.9), and
(5.10)–(5.12) are given in Table 1. The rates of convergence of these processes are illustrated
in Fig. 2.
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Fig. 1. Example 1a: errors for (xn; n) versus number of iterations n.
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Fig. 2. Example 1b: errors for (xn; n) versus number of iterations n.
Example 2.
x′(t) = *x(t) + +x
( t
2
)
+ Lx
(
T
2
)
+
L
2
sin() + LC + h(t); t ∈ [0; T ]; (7.4)
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Fig. 3. Example 2: errors for (xn; n) versus number of iterations n.
x(0) = y0; (7.5)
=
1
2
sin + x
(
T
2
)
+ C: (7.6)
System (7.4)–(7.6) is obtained from (7.1)–(7.3) by replacing  in the right-hand side of (7.1) by
the right-hand side of (7.3). So, it has the same solution as system (7.1)–(7.3) but this time the both
operators de7ned by the right-hand side of (7.4) and (7.6) correspondingly are not of Volterra type.
It is also easy to verify that the functions M;m; K; L and constants a; b; c; d appearing in assumptions
of Theorem 4.1 are given by the equations:
M (t; s) ≡ 1; m(t) ≡ *; K(t) ≡ + + L; L(t) ≡ L
2
; c = 1; d=
1
2
;
a= sign(*)(exp(*T )− 1) + + L
sign(*)*
; b= sign(*)(exp(*T )− 1) L
2 sign(*)*
:
We take T; *; +; L; h; C as in Example 1a. Again, it is easy to verify that the conditions of Remark 7
are ful7lled and Theorem 5.4 holds. The spectral radii of the matrices corresponding to the iterative
processes (4.20)–(4.22), (5.1)–(5.3), (5.4)–(5.6), (5.7)–(5.9), and (5.10)–(5.12) are given in Table
1. The rates of convergence of these processes are illustrated in Fig. 3.
In all examples the iterative processes (4.20)–(4.22), (5.1)–(5.3), (5.4)–(5.6), (5.7)–(5.9), and
(5.10)–(5.12) were realized numerically taking as an initial guess (x0(t); 0) = (1 + t; 0). To solve
di&erential equations we employed the classical explicit Runge–Kutta method of order four with
constant step size h= 0:001. This method uses the values xn(t) as arguments of the right-hand side
of di&erential equations not only at the mesh points t = ti but also at the points between them. It
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also uses the values xn(t=2) with t=2 not necessarily being mesh points. To make these values of xn
available we applied cubic spline interpolation. The nonlinear algebraic equations (5.9) and (5.12)
were solved by Newton method with 7ve Newton iterations per each nth iteration. As an initial
guess we always put 0n+1 = n.
The convergence results we obtained for the presented examples are in agreement with the theo-
retical results provided in the statement of Theorem 5.4. However, these theoretical results are true
for the iterative processes de7ned correspondingly by matrices B; KB; KC;D and KD. They majorize the
corresponding iterative processes (4.20)–(4.22), (5.1)–(5.3), (5.4)–(5.6), (5.7)–(5.9), (5.10)–(5.12)
and the real rates of convergence of these processes can be higher than it follows from the given
estimates, which is based on the values of the spectral radii of the matrices B; KB; KC;D and KD.
Observe that in all examples the spectral radii of KC are greater than the spectral radii of D and KD.
Nevertheless, the real rate of convergence of process (5.4)–(5.6), to which corresponds the matrix KC,
in both examples is higher than the rate of convergence of process (5.7)–(5.9) and is approximately
equal to the rate of convergence of the process (5.10)–(5.12). Moreover, the iterations (5.4)–(5.6) are
less expensive than (5.7)–(5.9) and (5.10)–(5.12) as (5.4)–(5.6) do not involve solving (nonlinear
in general) algebraic equations.
Acknowledgements
The authors wish to express their gratitude to the anonymous referees for their helpful comments.
The numerical computations reported in this paper were performed at the Academic Computer Center
TASK in GdaSnsk, Poland.
References
[1] Z. Bartoszewski, M. Kwapisz, On the convergence of waveform relaxation methods for di&erential–functional systems
of equations, J. Math. Anal. Appl. 235 (1999) 478–496.
[2] C. Corduneanu, Integral Equations and Applications, Cambridge University Press, Cambridge, 1991.
[3] A. Goma, The method of successive approximation in a two-point boundary value problem with a parameter, Ukrain.
Mat. Zh. 29 (1977) 800–807 (in Russian).
[4] J.K. Hale, S.M. Verduyn Lunel, Introduction to Functional Di&erential Equations, Springer, New York, 1993.
[5] Z. Jackiewicz, M. Kwapisz, Convergence of waveform relaxation methods for di&erential–algebraic systems, SIAM
J. Numer. Anal. 33 (1996) 2303–2317.
[6] T. Jankowski, Existence, uniqueness and approximate solutions of problems with a parameter, Zeszyty Nauk. Politech.
Gdansk. Mat. 16 (1993) 3–167.
[7] T. Jankowski, M. Kwapisz, Convergence of approximate iterations for functional equations in a Banach space, Rev.
Roumaine Math. Pures Appl. 21 (1976) 1029–1048.
[8] T. Jankowski, M. Kwapisz, Convergence of numerical methods for systems of neutral functional–di&erential–algebraic
equations, Appl. Math. 40 (1995) 457–472.
[9] A.V. Kibenko, A.I. Perov, A two-point boundary value problem with parameter, Azerbajdzan. Gos. Univ. Ucen. Zap.
Ser. Fiz.-Mat. i Him. Nauk 3 (1961) 21–30 (in Russian).
[10] V. Kolmanovskii, A. Myshkis, Introduction to the Theory and Applications of Functional Di&erential Equations,
Kluwer Academic Publishers, London, 1999.
[11] M. KubiUcek, V. HlavaUcek, Solution of Nonlinear Boundary Value Problems with Applications, Prentice-Hall Inc.,
Englewood Cli&s, NJ, 1983.
418 Z. Bartoszewski et al. / Journal of Computational and Applied Mathematics 169 (2004) 393–418
[12] N.S. Kurpiel, A.G. Marusiak, A multipoint boundary value problem for di&erential equations with parameters, Ukrain.
Mat. Zh. 32 (1980) 223–226 (in Russian).
[13] M. Kwapisz, On solving systems of di&erential algebraic equations, Appl. Math. 37 (1992) 257–264.
[14] J.M. Ortega, W.C. Rheinboldt, Iterative Solution of Nonlinear Equations in Several Variables, Academic Press,
New York, 1970.
[15] T. Pomentale, A constructive theorem of existence and uniqueness for the problem y′=f(x; y; ), y(a)=*, y(b)=+,
Z. Angew. Math. Mech. 56 (1976) 387–388.
[16] A.M. Samojlenko, N.I. Ronto, Numerical–analytical methods of investigation of solutions to boundary value problems,
Naukova Dumka, Kiev, 1986 (in Ukrainian).
[17] Z.B. Seidov, A boundary value problem with a parameter for systems of second order di&erential equations with
retarded argument, Ukrain. Math. Zh. 26 (1974) 671–677 (in Russian).
[18] K. Zawischa, VUber die Di&erentialgleichung y′ = kf(x; y) deren LVosungskurve durch zwei gegebene Punkte
hindurchgehen soll, Monatsch. Math. Phys. 37 (1930) 103–124.
[19] B. Zubik-Kowal, S. Vandewalle, Waveform relaxation for functional–di&erential equations, SIAM J. Sci. Comput.
21 (1) (1999) 207–226.
