The kernel conjugate gradient (KCG) algorithms have been proposed to improve the convergence rate and the filtering accuracy of kernel adaptive filters (KAFs) efficiently. However, sparsification is necessary in the KCG algorithms to curb the growth of network structure for online applications. To this end, a novel online kernel conjugate gradient algorithm under the mean square error criterion is proposed to approximate the kernel matrix in KAFs by combining k-means sampling into the Nyström method in a fixed-dimensional feature space, namely a Nyström kernel conjugate gradient algorithm based on k-means sampling (NysKCG-KM). The approximation accuracy of the kernel matrix as well as the filtering performance of NysKCG-KM are therefore guaranteed by k-means sampling. The proposed NysKCG-KM with no requirement of sparsification can achieve dramatically better filtering accuracy than the kernel least mean square with sparsification, and approach the filtering accuracy of the kernel recursive least squares with sparsification. Monte Carlo simulations using both the synthetic and real-world data validate the superiorities of the proposed NysKCG-KM.
I. INTRODUCTION
The kernel method developed in reproducing kernel Hilbert space (RKHS) has been widely applied in support vector machine (SVM) [1] , kernel principal component analysis (KPCA) [2] , and KAF [3] . In KAF, the filtering problem can be solved using the optimization method. The stochastic gradient descent (SGD) method is the simplest optimization method for learning. Using the SGD method, the kernel least mean square (KLMS) algorithm based on minimizing mean square error (MMSE) is the simplest KAF [4] . However, KLMS shows the poor performance and the slow convergence rate since the local steepest descent direction used in KLMS, i.e., the negative gradient, cannot achieve the minimum point existing in the loss function. Therefore, the kernel recursive least squares (KRLS) algorithm [5] using the least squares (LS) criterion based on all the errors till now has been The associate editor coordinating the review of this manuscript and approving it for publication was Syed Mohammad Zafaruddin.
proposed to improve the performance of KLMS at the cost of increasing computational complexity.
The conjugate gradient (CG) method [6] is a development of the SGD method, which can improve the convergence rate. Recently, the KCG algorithms [7] based on the CG method have also been proposed to achieve the comparable performance to the KRLS algorithm but with less computational complexity. In addition, compared with the Newton's method [6] , the CG method requires no calculation of the inverse of the Hessian matrix, thus leading to more stable solutions. Therefore, the CG method has been considered as a general optimization method and successfully applied in adaptive beamforming [8] , neural network [9] , and adaptive filter [7] , [10] , [11] .
However, the kernel methods using the SGD and CG methods suffer from the huge burdens on the time and storage requirements owing to their growing networks in adaptation. To alleviate the burden, the sparsification methods such as the novelty criterion [12] , the approximate linear dependency criterion [5] , the surprise criterion [13] , the coherence criterion [14] , the prediction variance criterion [15] , the angle criterion [7] , and the vector quantization method [16] , [17] , have been widely used in KAFs. However, the network size produced by these sparsification methods still is not fixed in advance. To this end, the random Fourier transformation is used to obtain the network of fixed dimension in a finite random Fourier feature space (RFFS) [18] , which has been successfully applied to online learning [19] - [21] . The random Fourier features kernel least mean square (RFFKLMS) algorithm uses random Fourier features to approximate a Gaussian kernel, which can achieve the comparable performance to the KLMS algorithm [19] in a fixed network. Due to the randomness in RFFS, a relatively large dimension is generally required to obtain desirable accuracy, thus incurring large computational and storage burdens.
In addition, the low-rank approximation for the kernel matrix is an alternative method for alleviating the computational and storage burdens in kernel methods [22] . The low-rank approximation methods include the greedy approximation [23] and the Nyström approximation [24] . The greedy method chooses samples to minimize the approximation error incrementally, while the Nyström method chooses a subset of rows/columns of the kernel matrix to approximate the kernel matrix as well as its eigensystem. Therefore, in comparison with the greedy method, the Nyström method is more efficient in terms of computational and storage complexities [24] . Generally, the Nyström method outperforms the adaptive filter based on the aforementioned RFFS from the aspects of computational and storage efficiency, since the size of sample points used in the Nyström method is less than the number of random Fourier features used in RFFS [25] . In the Nyström method, the choice of the sample points is crucial for the approximation accuracy. The fixed sampling [26] and the adaptive sampling methods [27] - [29] are the commonly used sampling methods used in the Nyström method. The fixed sampling method is known for its simplicity and efficiency in the sample selection, but its approximation accuracy is only guaranteed using a large sample number. The adaptive sampling method chooses the samples of the fixed number adaptively, and the state-of-the-art sampling method is the k-means sampling [29] . Therefore, the adaptive sampling method can achieve higher approximation accuracy than the fixed sampling method at the cost of slightly increasing computational cost. In addition, the kernel k-means sampling method is also introduced to the case of multiple kernels [30] .
In this paper, inspired by the online sampling method for Nyström approximation [31] , a novel online NysKCG-KM algorithm is proposed for online applications. Three contributions of this paper are summarized as follows. 1) In NysKCG-KM, the Nyström method is used to approximate the kernel matrix and the conjugate gradient optimization method is applied subsequently to find the minimum of mean square error. 2) By applying the k-means sampling method, the filtering accuracy of NysKCG-KM can be guaranteed. The computational and the storage complexities of NysKCG-KM are also analyzed for comparison. 3) The proposed NysKCG-KM algorithm with significantly lower computational and storage complexities can improve the filtering performance of the SGD-based KAFs dramatically and achieve the comparable performance to the recursive method based sparse KAFs.
The rest of the paper is organized as follows. Section II describes the CG method and its online algorithms. A novel Nyström kernel mapping combined with k-means sampling is presented in Section III. In Section IV, we propose a novel online NysKCG-KM algorithm, and give the convergence and complexity analyses. In Section V, Monte Carlo simulations conducted in both synthetic and real-world data are used to validate the superiorities of the proposed algorithm. Section VI concludes this paper.
II. PRELIMINARIES A. CONJUGATE GRADIENT METHOD
The conjugate direction method is designed to solve the optimization issues in linear systems [11] , which can be described as minimizing the following purely quadratic function:
where x, b ∈ R n , Q ∈ R n×n is a symmetric positive definite matrix and (·) T denotes the transpose operator. Owing to Q 0, a global minimum of f (x) can be obtained by solving the linear equation Qx = b. Note that the quadratic function (1) can also be extended to a non-quadratic function using the Taylor expansion [6] . Hence, given a set of nonzero Q-orthogonal vectors {d t } n−1 t=0 , i.e., d T i Qd j = 0 for all i = j, we can use the conjugate direction method to obtain the global minimum x * of (1) within n steps.
As the most important conjugate direction-based method, the CG method is designed by selecting the successive direction vectors as a conjugate version of the successive gradients obtained as the method progresses [6] . Hence, we describe the CG method as follows. Start with any x 0 ∈ R n and d 0 = −g 0 = b − Qx 0 , and iteratively compute
where g t = Qx t − b is the gradient of f (x t ) regarding x t at discrete time t; α t is obtained by minimizing f (x t + αd t ); β t is chosen to provide the Q-conjugacy for d t regarding the previous direction vectors d t−1 , d t−2 , . . . , d 0 . Note that a new conjugate direction vector in (2) along which to move is obtained by linearly combining the current negative gradient vector and the previous conjugate direction vectors at step t.
The CG method can improve the convergence rate of the SGD method and avoid the requirements of evaluation, storage, and inverse of the Hessian matrix in the Newton's method [6] . Thus, the CG method is considered as a general optimization method to solve both quadratic and nonquadratic optimization problems.
B. ONLINE CONJUGATE GRADIENT ALGORITHM
For online learning, a linear system d t = w T * u t is generally considered, where d t is the desired output at discrete time t, u t ∈ R l is the input vector, and w * ∈ R l is the optimal weight vector. Denote the estimate of w * as w ∈ R l , and consider the following MMSE problem:
where E denotes the mathematical expectation. The loss function existing in (3) can be written as
where R ∈ R l×l is the correlation matrix of input vector u t , and c is the cross-correlation vector between u t and desired output d t . Since (4) has a similar quadratic function to (1), its minimum can be solved using the CG method. For online setting, R and c in (4) is estimated using an exponentially decaying data window iteratively as follows [10] :
where λ ∈ (0, 1) is the forgetting factor. Generally, gradient vector g t is replaced using residual vector r t defined by r t = c t −R t w t . Then, based on (5), the online CG algorithm can be described as follows. Given r 0 and direction vector p 0 = r 0 , according to the CG method shown in (2), the weight vector can be estimated with one iteration as follows [10] :
where (λ − 0.5) ≤ η ≤ λ, and e t+1 = d t+1 − u T t+1 w t is the prediction error. The online CG method is efficient for linear problems, but suffers from performance degradation for many nonlinear problems. To address this issue, the KCG algorithms based on the LS criterion have been proposed using the kernel trick, namely the KCG algorithms in online and batch modes [7] . Since, only online applications are considered in this paper, the online KCG algorithm with two iterations [7] (named the KCG algorithm hereinafter) is considered in this paper.
The KCG algorithm is described as follows. Given initializations G 1 = κ(u 1 , u 1 ), η 1 = d 1 /κ(u 1 , u 1 ), e 1 = 0, and the dictionary denoted as U M with size M , the coefficient vector is iteratively updated by the following equations when the tth sample satisfies the sparsification rule [7] :
where g t is the kernel vector at discrete time t; κ(·, ·) is a Mercer kernel; G M is the Gram matrix; η M is the coefficient vector; r 0 and r 1 are the residual vectors; e M is the error vector; α 1 , α 2 , and β 2 are the step sizes; s 1 is the residual vector; v 1 and v 2 are the intermediate vectors.
For nonlinear problems, the KCG algorithm significantly outperforms the KLMS algorithm, and approaches the performance of the KRLS algorithm with less computational complexity. However, the computational complexity in KCG still increases with the growth of network size in adaptation, and the network size in KCG also cannot be fixed in advance [7] .
III. NYSTRÖM KERNEL MAPPING
In this section, we first introduce the kernel matrix approximation using the Nyström method. Then, k-means sampling is combined into the Nyström method to further improve the approximation accuracy. Finally, a novel Nyström kernel mapping is presented using the Nyström method based on k-means sampling for efficient online learning.
A. NYSTRÖM APPROXIMATION
We first consider the following nonlinear system:
where d t is the desired output at discrete time t, u t ∈ R l is the input vector, v t is an additive system noise, and f * (u t ) is the optimal estimate of d t . A Mercer kernel in the kernel method is a continuous, symmetric, and positive definite function, and is usually used to reconstruct the nonlinear system in RKHS [1] , [3] . Thus, to find the optimal estimate of (8), a mapping f (·) is designed by f (u t ) = f (·), κ(·, u t ) for the current input, where κ(·, ·) is a Mercer kernel. The Gaussian kernel is the most commonly used Mercer kernel in KAFs thanks to its universal approximation capability, which is given by
where · denotes the Euclidean norm and σ > 0 is the kernel parameter. In this paper, the Gaussian kernel is the default choice.
According to the representer theorem [3] , the mapping f (·) can be written as a linear form in RKHS as follows:
where is the weight vector in RKHS and ϕ(·) is a nonlinear mapping which transforms the original input data into RKHS. According to the kernel trick, κ(·, ·) = ϕ(·) T ϕ(·) is obtained [3] . Then, the data matrix ∈ R l×n in RKHS is defined as
and the kernel matrix K ∈ R n×n in RKHS is given by
We see from (11) and (12) that the kernel method suffers from a huge burden on computational and memory requirements when the data size n is large. Therefore, the low-rank approximation of the kernel matrix is required to reduce the burden effectively. The Nyström method [24] is an attractive method which approximates K from a subset of its rows/columns. Originally, the Nyström method is used to solve the following integral equation that defines the kernel eigenfunction:
where p(·) is the probability density function, κ(·, ·) is a positive define kernel, and λ 1 ≥ λ 2 ≥ . . . ≥ 0 are the eigenvalues with corresponding eigenfunctions φ 1 , φ 2 , . . . of the integral function. The integral (13) can be approximated by its empirical average using a set of samples {u i } m i=1 drawn from p(·) as follows:
The matrix form of (14) is therefore obtained using an eigenvalue decomposition as
m } is the diagonal matrix of m nonnegative eigenvalues in the decreasing order and the correspond-
Then, the eigenfunctions φ i and eigenvalues λ i in (13) can be approximated by V m and m as follows [24] :
Based on (15) , the eigensystem of the kernel matrix K can be approximated by choosing a subsetû = {û i } m i=1 of m sampled points as [24] 
where˜ k is the diagonal matrix with the first m nonnegative eigenvalues of K in the decreasing order andṼ k is the corresponding eigenvectors matrix; m and V m are the eigenvalues and the eigenvectors matrixes of matrix W ∈ R m×m , respectively, with W ij = κ(û i ,û j ); m and V m have the same sorting method as those in K. According to (16) , K can be reconstructed as
where C ∈ R n×m with C ij = κ(u i ,û j ), and (·) † denotes the Moore-Penrose pseudoinverse. The approximation of the kernel matrix using the Nyström method is therefore given in (17) , and the approximation error is generally given by ||K −K|| F , where || · || F denotes the matrix Frobenius norm.
B. NYSTRÖM METHOD BASED ON K -MEANS SAMPLING
In the Nyström method, the approximation accuracy of the kernel matrix depends crucially on the choice of samples, i.e., subsetû = {û i } m i=1 . To improve the accuracy, various sampling methods have been proposed, which can be categorized into the fixed sampling [26] and the adaptive sampling [27] - [29] .
The fixed sampling method includes the uniform sampling [26] , the diagonal-weighted sampling [26] , and the column-length sampling [26] . The fixed sampling method chooses columns randomly from the given kernel matrix and provides an uncertain approximation accuracy. In some scenarios, even with a large number of samples, the fixed sampling method cannot achieve the required accuracy. To this end, the adaptive sampling method can achieve the accuracy improvement using some sampling strategies at the cost of increasing computational complexity. Therefore, in this paper, we use the state-of-the-art adaptive sampling method, i.e., the k-means sampling [29] , to sample m points {û i } m i=1 for the Nyström approximation.
For online learning, the sample data and training data are independent identically distributed (i.i.d.) for the Nyström approximation, which has been proved reasonable in [31] . Given the sample data setÛ = {u i } L i=1 with L being the size of sample data set, we randomly choose 0 < k < L samples as the center of k initial clusters, and then splitÛ into k disjoint clusters by running k-means as follows: (18) whereû i,I j ∈ R l are the points of the ith cluster c i (i = 1, 2, . . . , k), I j = 1, 2, . . . , s i , and s i is the size of c i such that k i=1 s i = L. We use the centroid of the cluster to represent the corresponding sampled point, i.e.,
whereû i is the ith (i = 1, 2, . . . , k) sampled point. The condition for stoping running the k-means algorithm is that all the centroids no longer change. In practice, the Euclidean distance between the new centroid and the original one less than a small constant is used as the stopping condition. In this paper, we use 10 −3 as this constant. Finally, letting m = k generates m samples, i.e.,û = {û i } m i=1 . Remark 3.1: The k-means sampling in the Nyström method has been introduced in [29] , which is only applied for batch kernel learning. In this paper, we mainly focus on the online learning, that is, the training data arrives sequentially at each iteration. Thus, the sampling process only occurs in the initialization phase, and the data setÛ to be sampled and the training data are independent identically distributed. In addition, to reduce the additional storage burden, the number of samples in the data set should not be too large.
C. NYSTRÖM KERNEL MAPPING
For online applications, the explicit data mapping is required generally. Based on the Nyström method, to develop an online Nyström mapping, we first consider the kernel mapping defined in RKHS as
of which the dimension can be infinite when a Gaussian kernel is used. Then, using the approximations in (15), the eigenfunctions φ i (u) can be approximated as
Finally, combining (16), (20) , and (21), we obtain a transformed input of a fixed-dimension using kernel as follows:
where {û i } m i=1 are the sampled points to approximate the kernel matrix;
, . . . , κ(u,û m )] T is the kernel vector. Therefore, the adaptive filter based on the transformed input z(u) provides a linear filter structure for reconstructing the nonlinear system (8) .
Remark 3.2: Using the Nyström mapping (22) , input vector u is transformed into a fixed m-dimensional feature space, and the inner product induced by kernel can be approximated using z T (u i )z(u j ) ≈ κ(z(u i ), z(u j )). According to (12) , the estimated output is given byf (u) = ( z ) T z(u) with z being the weight vector in the feature space. Thus, the proposed Nyström mapping based on k-means sampling can be applied in nonlinear adaptive filtering based on different cost functions, e.g., the correntropy [32] , Cauchy kernel loss [33] , and hyperbolic cosine loss [34] , for online applications in the transformed feature space.
IV. PROPOSED ALGORITHM
Based on the proposed Nyström kernel mapping, online learning algorithms can be developed using some optimization methods. Thanks to the superiorities of the CG method to the SGD method and the Newton's method from the aspects of optimization performance and computational efficiency [6] , we use the CG method to design the NysKCG-KM algorithm for efficient online kernel learning. The theoretical analysis regarding convergence and complexity of NysKCG-KM are also provided.
A. NYSKCG-KM ALGORITHM
For online learning, according to the transformed input z(u) in the feature space, the nonlinear system (8) can be rewritten as
where z * is the optimal estimate of z with z ∈ R m being the weight vector in the feature space induced by z(·). Thus the estimated output and the estimation error are given bŷ y t = ( z ) T z(u t ) and e t = d t −ŷ t , respectively.
Consider the following MMSE problem:
which is equivalent to the following minimum problem:
where R z ∈ R m×m is the correlation matrix of the mapped input vector z(u t ), and c z is the cross-correlation vector between z(u t ) and d t . Denoting z t = z(u t ) for simplicity and using the exponentially decaying data window similar to (5), we estimate the correlation matrix and the cross-correlation vector in the kernel space by
where λ ∈ (0, 1) is the forgetting factor. Remark 4.1: Generally, the value of λ is chosen as a small positive constant value very close to, but smaller than one, which emphasizes the influence of the recent samples of observed data, i.e., d t+1 and z t+1 , and forgets the past ones. Therefore, in a non-stationary scenario, the forgetting factor can provide the trackability of data statistical variations.
The solution to (25) is similar to find the minimum of the quadratic function in (1). Thus, one can solve (25) using the online CG method. According to the online CG method (6) in the original data space, we can obtain the weight update form in the kernel space as
where p z t is the direction vector in the kernel space, and α t is obtained by solving min α≥0 f ( z t + αp z t ).
In this paper, α t is given by
which is also used in the online CG method [10] and η = λ is used in this paper. Denoting the residual vector in the kernel space at discrete time t as r z t = c z t − R z t z t , and using (26) and (27), we obtain the recursive form of the residual vector as
where e t+1 = d t+1 − ( z t ) T z t+1 is the prediction error. According to the online CG method, the new conjugate direction vector is obtained by linearly combining the current negative gradient vector (or the residual vector) and the previous ones at iteration t, i.e.,
where constant β t is chosen to provide the R z -conjugacy for p z t+1 regarding the previous direction vectors p z t , p z t−1 , . . . , p z 1 . Thus, according to the conjugate gradient theorem [6] , we obtain that the gradient g z t = −r z t is orthogonal to the subspace spanned by p z 1 , p z 2 , . . . , p z t+1 , i.e., g z t T p z i = 0, for i < t.
To guarantee the convergence of the algorithm with no periodically resetting the direction vector, we choose the Polak-Ribière method [6] , [35] to update β t , i.e.,
Remark 4.2: Note that there are also other methods to update β t , such as the Hestenes-Stiefel method and the Fletcher-Reeves method [6] . It has been shown that the Polak-Ribière method provides better convergence performance than other methods. Actually, since r z t+1 T r z t will not be exactly zero, the Polak-Ribière method for updating β t in (32) is a degenerated scheme.
Finally, combining (26)-(32), we summarize the online NysKCG-KM algorithm in Algorithm 1 and call it as NysKCG-KM for brevity hereinafter. NysKCG-KM using a fixed linear structure filter based on only one error can provide similar filtering performance to the sparse KRLS algorithms based on all the errors with significantly lower computational complexity, which can be seen in the following simulations.
Remark 4.3: The proposed NysKCG-KM algorithm can provide the desirable performance in Gaussian noises owing to the used MMSE in (24) . It is interesting to note that 
the proposed Nyström kernel mapping and the CG method can also be extended to the non-quadratic error based cost functions [32] - [34] , e.g., correntropy, for combating non-Gaussian noises including large outliers efficiently.
B. CONVERGENCE ANALYSIS
We derive the convergence condition of NysKCG-KM for guaranteeing the convergence in the mean sense. Thus, premultiplying (30) by (p z t ) T and taking the expectation of both sides yield Using the assumption that p z t is uncorrelated with z t+1 , d t+1 , and z t , which is also used in the theoretical analysis of the online CG algorithm [10] , yields (34) where z * is the Wiener solution and R z the correlation matrix of input z t+1 .
In [36] , the descent property of the CG algorithm for convergence is given by 0 ≤ (p z t ) T r z t+1 ≤ 0.5(p z t ) T r z t , and a looser range in the mean sense is therefore given by
The last term on the right side of (34) vanishes reasonably when NysKCG-KM converges. Finally, using (35) gives the convergence condition of NysKCG-KM as follows:
That is, when (λ − 0.5) ≤ η ≤ λ in (29) is chosen, NysKCG-KM can guarantee the convergence in the mean sense.
C. COMPLEXITY ANALYSIS
In NysKCG-KM, the complexity of k-means depends on the size and dimensionality of sample data set. In addition, the calculation of P m requires O(m 3 ) computational complexity, where m is the sample size. However, the calculations of the k-means and P m can be ignored reasonably since they are only calculated once in the whole training process. Hence, in the following, we only discuss the computational and storage complexities of NysKCG-KM at each iteration in training process, respectively. From Algorithm 1, we see that NysKCG-KM totally requires 4m 2 + 11m multiplications, 3m 2 + 13m additions, and two divisions at each iteration. Table 1 lists the computational complexity comparison of NysKCG-KM with RFFKLMS [19] , KLMS [4] , KRLS [5] , and KCG [7] , where l and D are the dimensions of original data space and RFFS, respectively, and M is the network size. We see from Table 1 that the computational complexities of NysKCG-KM and RFFKLMS are fixed and the computational complexities of KLMS, KRLS, and KCG increase with the network size.
For the storage comparison, from Algorithm 1, we have that there are only two m × m matrices, i.e., P m and R z t , required to be stored. Thus, the storage complexity of NysKCG-KM is O(m 2 ), i.e., NysKCG-KM has a fixed storage cost. However, KRLS [5] and KCG [7] have a linearly increasing network. Therefore, the proposed NysKCG-KM is more efficient than KCG from the aspects of the computational and storage complexities, which also will be seen in the following simulations. To evaluate the filtering performance, the mean square error (MSE) is defined as
where d i is the desired output,ŷ i is the estimated output, and N is the length of testing data. We choose the RFFKLMS [19] , QKLMS [16] , QKRLS [17] , and KCG [7] algorithms for comparison thanks to their modest complexity and excellent performance. Here we replace KLMS [4] and KRLS [5] with QKLMS and QKRLS respectively owing to their comparable performance and lower complexities in the two latter. All the simulated results are averaged over 100 independent Monte Carlo runs.
A. CHAOTIC TIME SERIES PREDICTION
The MG time series is generated from the following differential equation [3] dx(t) dt = −bx(t) +
where a = 0.2, b = 0.1, n = 10, and τ = 30. The time series is discretized at a sampling period of 6 seconds. A segment of 2000 points of MG time series is used as the training data, another 200 samples as the testing data, and the other 500 samples as the data set for the Nyström approximation. All the data are corrupted by the additive Gaussian noise with zero-mean and variance σ 2 v = 0.001. We use [x t , x t−1 , . . . , x t−6 ] to predict x t+1 .
First, the steady-state MSEs and the averaged consumed time of NysKCG-KM with different numbers of sampled points are shown in Fig. 1 , where the steady-state MSEs are obtained as averages over the last 200 iterations. The Gaussian kernel with kernel parameter σ = 1 and forgetting factor γ = 0.999 are configured in NysKCG-KM. As can be seen from Fig. 1 , the averaged consumed time of NysKCG-KM increases with the number of sampled points. The filtering accuracy of NysKCG-KM can be improved by increasing k, and almost unchanged when k exceeds some fixed value (e.g., 40). Hence, to balance the accuracy and computational time, the number of sampled points is set as k = 40 for NysKCG-KM in this example.
In addition, we discuss the influence of kernel parameter σ on the performance of NysKCG-KM. The simulations are conducted in the same environment as that in Fig. 1 . We choose λ = 0.999 and k = 40 for NysKCG-KM, and the learning curves of NysKCG-KM with different σ are shown in Fig. 2 . We see from Fig. 2 that the kernel parameter can affect the performance of NysKCG-KM, and the optimal kernel parameter is about 1 in this example. Thus, in the following simulations, we choose σ = 1 for all the algorithms to achieve the desirable performance in this noise environment.
Then, we compare the filtering accuracy of NysKCG-KM with other algorithms in the same environment as that in Fig. 1 . For fair comparison, the parameters in the compared algorithms are set to achieve the desirable filtering accuracy. Specifically, the Gaussian kernel with σ = 1 is configured for all the algorithms; the dimension of RFFS is set as D = 200 in RFFKLMS and the number of sample points k = 40 is configured in NysKCG-KM; the step-size η = 0.2 is chosen for RFFKLMS and QKLMS; the quantization size of QKLMS and QKRLS is chosen as ε U = 0.05. The other parameters are set as: regularization parameter γ = 0.1 for QKRLS, accuracy parameter ν 0 = 0.985 for KCG, and forgetting parameter λ = 0.999 for NysKCG-KM. Note that the sparsification parameters (i.e., ε U and ν 0 ) are chosen such that the corresponding algorithms have approximately the desirable filtering accuracy. Fig. 3 shows the learning curves of all the algorithms based on the testing MSEs. As can be seen from Fig. 3 , NysKCG-KM provides significantly faster convergence rate and higher filtering accuracy than QKLMS and RFFKLMS, and also has the comparable performance to QKRLS and KCG. Table 2 lists the averaged dictionary size, consumed time, and steady-state MSEs of all the aforementioned algorithms, where the steady-state MSEs are obtained as averages over the last 200 iterations. Note that the dictionary sizes of RFFKLMS and NysKCG-KM listed in Table 2 are their fixed weight dimensions. From Table 2 , we see that NysKCG-KM consumes significantly less time than QKLMS, QKRLS, KCG, and RFFKLMS. According to Table 2 , we also see that the proposed NysKCG-KM algorithm has lower storage requirement than the other compared algorithms. Therefore, NysKCG-KM is more efficient than the compared algorithms from the aspects of filtering accuracy, time and memory consumption in MG time series prediction.
Finally, we compare the testing MSE of NysKCG-KM with those of KCG and KRLS with other sparsification methods, i.e., the KRLS with the approximate linear dependency criterion (KRLS-ALD), novelty criterion (KRLS-NC), and enhanced novelty criterion (KRLS-ENC) [3] , and the KCG with the novelty criterion (KCG-NC) and coerence criterion (KCG-CC), in the same environment as that in Fig. 3 . Note that the KCG algorithm uses the angle criterion to prune redundant data [7] , and thus it is also used for comparison. The parameters of NysKCG-KM are the same as those in Fig. 3 , and the parameters of the other algorithms are chosen such that each algorithm has the desirable filtering accuracy. The parameters of all these algorithms are chosen such that each one has a similar dictionary size. Thus, δ = 0.332 is chosen for KRLS-ALD, δ 1 = 0.1 and δ 2 = 0.062 are chosen for KRLS-NC and KCG-NC, δ 1 = 0.1 and δ 2 = 0.065 are chosen for KCG-NC, µ 0 = 0.984 is chosen for KCG-CC, and λ = 0.1 is chosen for all sparse KRLS algorithms. The learning curves and the detailed simulated results of all the algorithms are shown in Fig. 4 and Table 3 , where the steady-state MSEs are obtained as averages over the last 200 iterations. From Fig. 4 and Table 3 , we have that NysKCG-KM with significantly lower memory consumption provides comparable performance to the compared KCG and KRLS algorithms with sparsfication. In addition, since the KCG with different sparsification methods have comparable performance, we only use KCG for comparison in the following simulations.
B. NONLINEAR REGRESSION
We next consider the following nonlinear dynamical system [38] :
where x(t) denotes the output at discrete time t with x(1) = 0.1 and x(2) = 0.1. The goal is to predict the current output using the past two samples. In the following simulations, 2000 samples are used for training, another 200 samples for testing, and the other 500 samples for the Nyström approximation. All the data are corrupted by the zero-mean Gaussian noise with variance σ 2 v = 0.001. We compare the MSE performance of NysKCG-KM with those of QKLMS, QKRLS, KCG, and RFFKLMS. The criterion for choosing parameters is the same as that in Fig. 3 . The Gaussian kernel with σ = 1 is also configured for all the algorithms, and the other parameters of algorithms are specifically set as: η = 0.1 and ε U = 0.002 for QKLMS; γ = 0.1 and ε U = 0.002 for QKRLS; η = 0.1 and D = 100 for RFFKLMS; ν 0 = 0.9995 for KCG; and γ = 0.999 and k = 10 for NysKCG-KM. Similar to the MG time series prediction, we choose the number of sampled points by simulations and obtain k = 10 for NysKCG-KM in this example. Fig. 5 shows the learning curves based on testing MSEs of all the algorithms. It can be seen from Fig. 5 that NysKCG-KM has comparable filtering performance to QKRLS and KCG but is superior to the other algorithms. The detailed simulation results in terms of the averaged dictionary size, consumed time, and steady-state MSEs of all the algorithms are shown in Table 4 . As can be seen from Table 4 , the proposed NysKCG-KM with significantly lower storage consumption can achieve the dramatically better performance than QKLMS and the comparable filtering accuracy to KCG and QKRLS.
C. SUNSPOT PREDICTION
The example of real-world data is also considered to validate the performance superiority of NysKCG-KM. The sunspot time series consists of the monthly total sunspot numbers from January 1749 to October 2018 [39] , and is normalize to zero-mean with variance σ 2 x = 0.01, which are shown in Figs. 6. We use the normalized sunspot number series for simulation, and the goal is to predict the current number series using the past twenty series. In the following simulations, the first 2000 sunspot number time series are used for training, the last 200 series are used for testing, and the 200 series after the training data are sampled for the Nyström approximation. All the data are corrupted by the zero-mean Gaussian noise with variance σ 2 v = 10 −4 . We compare the MSE performance of NysKCG-KM with those of QKLMS, QKRLS, KCG, and RFFKLMS. The Gaussian kernel with σ = 1 is configured for all the algorithms. The criterion for choosing parameters is that each algorithm achieves the desirable filtering accuracy, and the parameters are specifically chosen as follows: η = 0.01 and ε U = 0.07 for QKLMS; γ = 0.2 and ε U = 0.07 for QKRLS; η = 0.01 and D = 100 for RFFKLMS; ν 0 = 0.975 for KCG; and γ = 0.999 and k = 30 for NysKCG-KM. To balance the accuracy and computational time, k = 30 is chosen for NysKCG-KM by simulations in this example. Fig. 7 shows the learning curves based on testing MSEs of all the algorithms. As can be seen from Fig. 7 , NysKCG-KM provides comparable performance to QKRLS and better performance than the other algorithms including KCG. The detailed simulations based on the averaged dictionary size, consumed time, and steady-state MSEs are shown in Table 5 . It can be seen from Table 5 that NysKCG-KM with lower time and storage consumption achieves the comparable performance to QKRLS and outperforms the other algorithms.
VI. CONCLUSION
By using the Nyström method to approximate the kernel matrix, and applying the k-means sampling to further improve the approximation accuracy of the kernel matrix, a novel NysKCG-KM is proposed to curb the network growth of KAFs. The NysKCG-KM using a fixed size of samples to construct a linear filter structure, can provide comparable performance to the KRLS algorithm with sparsification. Since NysKCG-KM has a fixed network structure, it reduces the computational and storage burdens of KAFs including the KRLS algorithm and the KCG algorithm. Monte Carlo simulations of the prediction of a MG chaotic time series, nonlinear regression, and sunspot prediction confirm the superiorities of NysKCG-KM. NysKCG-KM with lower time and storage complexities achieves the dramatically better performance than the KAFs based the stochastic gradient descent and the comparable performance to the KRLS with sparsification.
