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ABSTRACT 
In structural health monitoring (SHM) systems for civil structures, signal compression is often important to reduce the 
cost of data transfer and storage because of the large volumes of data generated from the monitoring system. 
Compressive sensing is a novel data compressing method whereby one does not measure the entire signal directly but 
rather a set of related (“projected”) measurements. The length of the required compressive-sensing measurements is 
typically much smaller than the original signal, therefore increasing the efficiency of data transfer and storage. Recently, 
a Bayesian formalism has also been employed for optimal compressive sensing, which adopts the ideas in the relevance 
vector machine (RVM) as a decompression tool, such as the automatic relevance determination prior (ARD). Recently 
publications illustrate the benefits of using the Bayesian compressive sensing (BCS) method. However, none of these 
publications have investigated the robustness of the BCS method. We show that the usual RVM optimization algorithm 
lacks robustness when the number of measurements is a lot less than the length of the signals because it can produce sub-
optimal signal representations; as a result, BCS is not robust when high compression efficiency is required. This induces 
a tradeoff between efficiently compressing data and accurately decompressing it. Based on a study of the robustness of 
the BCS method, diagnostic tools are proposed to investigate whether the compressed representation of the signal is 
optimal. With reliable diagnostics, the performance of the BCS method can be monitored effectively. The numerical 
results show that it is a powerful tool to examine the correctness of reconstruction results without knowing the original 
signal. 
Keywords: Bayesian Compressive Sensing, data compression, structural health monitoring, relevance vector machine, 
automatic relevance determination, robust diagnostics 
 
1. INTRODUCTION 
Structural health monitoring (SHM) systems are an active and well-established research area. They seek to detect 
damage and predict remaining service life in civil structures through structural sensor networks.  However, the 
complexity and large scale of civil structures induce large monitoring systems, often with hundreds to thousands of 
sensor nodes. For example, For example, approximately 800 sensors were installed on the Wind and Structural Health 
Monitoring System (WASHMS) on Tsing Ma, Ting Kau, and Kap Shui Mun bridges in Hong Kong, China [1]. A large 
amount of sensor data is usually produced, especially when the long lifetime of a structure is considered. Therefore, 
innovative sensor data compression techniques are necessary to reduce the cost of signal transfer and storage generated 
from such a large-scale sensor network. 
Several novel data compression techniques for SHM systems, especially for wireless sensor networks have been 
developed, including wavelet-based compression techniques [2-4] and Huffman lossless compression technique [5]. 
However, all these methods belong to traditional framework where the sampling rate satisfies the conditions of the 
Nyquist–Shannon theorem. 
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Recent results demonstrate that sparse or compressible signals can be directly acquired at a rate significantly lower than 
the Nyquist rate, using a novel sampling strategy called compressive sensing (CS) [6-10]. Much smaller number of 
measurements is obtained by projecting the signal onto a small set of vectors, which are incoherent with respect to the 
basis vectors that give a sparse representation of the signal. This new technique may come to underlie procedures for 
sampling and compressing data simultaneously, therefore increasing the efficiency of data transfer and storage. The 
signals can be subsequently recovered from the acquired measurements by a special decompression algorithm. Recently, 
there has been much interest to extend the CS method, including Bayesian CS (BCS) [11], distributed CS [12] and 1-BIT 
CS [13]. 
As a damage detection and characterization strategy for civil structures, SHM systems should guarantee that the 
reconstructed signal from data compression is accurate. For compressive sensing based on solving a convex optimization 
problem, a condition on the number of measurements needed for perfect reconstruction of signal is provided by Candes 
et al. [14], Donoho et al. [15] and Baraniuk et al. [16]. However, they require the assumption that the sparsity of the 
original signal is known in advance. 
A BCS technique has been proposed by employing a Bayesian formalism to estimate the underlying signal based on CS 
measurements. This technique adopts the ideas of the automatic relevance determination (ARD) prior in the relevance 
vector machine (RVM) as a decompression tool [21, 22]. One of the benefits of using the BCS method is that 
measurement of confidence in the inverted signal is given through variances on each reconstructed data point. He and 
Carin [17] pointed out that these variances could be used to determine whether a sufficient number of CS measurements 
have been performed, although the exact strategy to implement it has not been presented.  
In this paper, the robustness property of the BCS technique is studied; diagnostic tools are proposed to investigate 
whether the compressed representation of the signal is optimal. A set of numerical results are used to validate the 
proposed methods. 
2. BAYESIAN COMPRESSIVE SENSING 
Consider a discrete-time signal ݔ ൌ ሾݔሺ1ሻ, ڮ ݔሺܰሻሿ் in Թ represented in terms of an orthogonal basis as  
                                                     ݔ ൌ ∑ ݓ௝ே௡ୀଵ ߖ௝ or  ݔ ൌ ߖݓ                                                                                           (1) 
where ߖ ൌ ڿߖଵ, ڮ , ߖேۀ is the ܰ ൈ ܰ basis matrix with the orthonormal basis of ܰ ൈ 1 vectors ሼߖ௡ሽ௡ୀଵே  as columns; ݓ is 
a sparse vector, i.e., most of its components are zero or very small (with minimal impact on the signal); the location of 
the nonzero components of ݓ is referred to as the model indices and the number of them represent the sparsity of the 
model, representation of the signal ݔ in Equation (1) 
  In the framework of CS, one infers the coefficients ݓ௝ of interest from compressed data instead of directly sampling the 
signal ݔ. The compressed data vector y is composed of ܭ individual measurements obtained by linearly projecting the 
signal ݔ using a chosen random projection matrix  ߔ: 
                                                 ݕ ൌ ߔݔ ൅ ݊ ൌ  ߔߖݓ ൅ ݊ ൌ ߆ݓ ൅ ݊                                                                                (2) 
where Θ ൌ ߔߖ is known and n represents the acquisition noise which is modeled as a zero-mean Gaussian vector with 
covariance matrix σଶܫ௄. Since ߔ is a ܭ ൈ ܰ matrix with  ܭ ا ܰ, to give good data compression, the inversion to find 
the signal ݔ is ill-posed. 
However, by exploiting the sparsity of the representation of ݔ in basis ሼߖ௡ሽ௡ୀଵே , the ill-posed problem can be solved by 
an optimization formulation to estimate ݓ, 
  ݓ෥ ൌ ܽݎ݃  ݉݅݊ሼԡݕ െ ߆ݓԡଶଶ ൅ ߩԡݓԡଵሽ                                                                              (3) 
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where the parameter ߩ balances the trade-off between the first and the second expressions in the equation, i.e. between 
how well the data is fitted and how sparse the signal is [14,15].  
The ill-posed data inverse problem can also be tackled using a Bayesian perspective, which has certain distinct 
advantages compared to previously published CS inversion algorithms such as linear programming [18] and greedy 
algorithm [19-20]. It also provides a sparse solution to estimate the underlying signal, and it provides a measure of the 
uncertainty for the reconstructed signal, in particular.  
Ji et al. [11] adopt the ideas in the relevance vector machine (RVM) proposed in [21-23] for regression that was RVM 
method is implemented by using the ARD prior that not only allows regularization of the inversion but also controls 
model complexity by automatically selecting the relevant regression terms to give a sparse representation of the signal. 
The characteristic feature of this prior is that there is an independent hyperparameter for each basis coefficient: 
                   pሺw|αଵ, αଶ, … αN) = ∏ ቂሺ2πሻିଵ/ଶሺα୬ሻଵ/ଶexp ቄെ ଵଶ ሺα୬ሻw୬ଶቅቃN୬ୀଵ ൌ N൫0, diagሺαଵି ଵ, … , αNିଵሻ൯                           (4)                
where hyperparameterα୬ is the inverse of the prior variance of each coefficient w୬. 
The hyperparameter α  are selected by maximizing the Bayesian evidence (marginal likelihood): 
                                                            pሺy|αሻ ൌ ׬ p ሺy|wሻpሺw|αሻdw                                                                                (5) 
where the likelihood function is given by: 
                                                                       pሺy|wሻ ൌ NሺΘw, σଶIKሻ                                                                                         (6) 
because of the Gaussian model for the noise in Equation (2). Maximizing the evidence penalized signal models that are 
too simple or too complex and this has an interesting information-theoretic interpretation [24]. 
 
3. ROBUSTNESS PROBLEM FOR BCS RECONSTRUCTION  
In order to increase the efficiency of compressive sensing, the number of the measurements must be reduced to be much 
smaller than the length of the original signal. As a result, there is a large number of local maximas in the evidence over ߙ 
that can trap the optimization [25].  
Figure 1 illustrates the problem by showing some results from the fast optimization algorithm in [23] to different 
samples of the data ݕ from the same signal ݔ by choosing different random projection matrices ߔ, while the orthogonal  
basis ߖ was held fixed, the signal of length ܰ ൌ 512 consisted of ܶ ൌ 20 uniformly spaced spikes. The reconstruction 
error and converged value of the log evidence are plotted against the size of the final reconstructed signal (a constant 
noise variance  σଶ was used that was 10% of the 2-norm of the measurement ݕ). The figure shows only a few of the 
optimization runs produce the correct signal size of 20 corresponding to the global maximum of the log evidence near 
400. Most of the runs give local maxima of the evidence that correspond to larger amounts of non-zero signal 
components.  
It is also found that the global maximum of the evidence corresponds to the most stable signal model; this is almost the 
only one model in the adjacent area. The signal models with local maximas of the evidence are much less stable; they 
have the potential to converge to other models if perturbed slightly and re-run. 
 
4. ROBUST DIAGNOSTIC METHODS FOR BCS RECONSTRUCTION 
We conclude that the BCS technique lacks robustness when high compression efficiency is required, and so a robustness 
diagnostic which works without knowing of the original signal is necessary. Such robust diagnosing methods are 
proposed here that utilize the different level of stability between the reconstructed signals that correspond to global and 
Proc. of SPIE Vol. 7982  79820J-3
  
local maxima of the evidence. The signal indices of the previous final reconstructed signal are used to initialize a new 
diagnostic process. This process tries to perturb the original converged result to another local maximum based on the 
various strategies described next. If the current local maximum is actually the global maximum, then this process will not 
make any changes in the results, revealing that the optimum reconstructed signal has been achieved. 
 
           
(a)                                                                                           (b) 
Figure 1. Reconstruction error and log evidence versus size of the final models 
4.1 Change in noise variance ો૛ 
The selection of the noise variance σଶ  may affect algorithm significantly due to the underdetermined nature of the 
inverse problem. The noise variance σଶ has significant influence on the trade-off between how well the signal model fits 
the data and how sparse it is.   
The sparsity of the final reconstructed signals versus noise variance σଶ is investigated as shown in Figure 2. The larger 
σଶ, sparser is the final reconstructed signal. This is because larger noise variance σଶ reduces the information to support 
the more complicated reconstructed signals. 
 
Figure 2. Plot of sparsity as a function of increasing noise variance σଶ (Different training process with fixed σଶ, the same original 
signal and the same projection matrix) 
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4.2 Change in indices of the signal model 
Another method to perturb the converged solution for the reconstructed signal is to delete or add some indices to the 
signal model (i.e. add or delete non-zero coefficients in ݓ). Since the signals corresponding to local maximum of 
evidence are less stable than that for the global maximum, changing the indices of the signal with a local maximum will 
lead to convergence to a new local maximum, showing that the reconstructed signal is sub-optimal. 
4.3 Summary of robust diagnostic procedure   
The method employs signal indices of the previous final reconstructed model to initialize a new diagnostic learning 
process and the initial values of the hyperparameter  α  for every signal index are re-estimated. There are four diagnostic 
steps shown below (the value of the noise variance for the last iteration of original training process is  σ୭୰ଶ ): 
(1). Initialize with 80% of the signal indices obtained from first trial (randomly choosing), take noise variance σ୬ୣ୵,ଵଶ  to 
be twice  σ୭୰ଶ , then perform  the second trial with constant  σ୬ୣ୵,ଵଶ . 
(2). Initialize with all signal indices obtained from first trial and 20% of extra random signal indices, take noise variance 
σ୬ୣ୵,ଶଶ  as half of  σ୭୰ଶ , then perform  the second trial with  constant  σ୬ୣ୵,ଶଶ . 
(3). Set the final signal of the second trial of step 1 as the original signal model and perform step 2 again. 
(4). Set the final signal of the second trial of step 2 as the original signal model and perform step 1 again. 
This procedure for diagnosis detects incorrect reconstruction signals when either the original signal model (non-zero 
coefficients in ݓ) is not included in the final signal model or the final signal model is not included in the original one for 
the diagnosing steps. If there is at least one diagnosis step that shows the reconstructed signal is “incorrect”, the results 
can be judged as an incorrect reconstructed signal. 
4.4 Numerical validations for robust diagnosis 
For the numerical validations of the robust diagnosis procedure, 1000 runs are performed, as shown in Figure 4.  Signals 
with length N ൌ 512 and non-zero spikes created by choosing T ൌ 20  discrete times at random are considered; the non-
zero spikes of the signals are drawn from two different probability distributions, one is uniform േ1  random spikes, and 
the other one is zero-mean unit variance Gaussian spikes (Figure 3). Uniform random projection is employed to construct 
the projection matrix Φ. In the experiment, the number of measurements is K ൌ 60  for signals with non-uniform spikes 
and K ൌ 90  for signals with uniform spikes. For the BCS implementation [11], we used the bcs_ver0.1 package 
available online at http://people.ee.duke.edu/~lcarin/BCS.html, and the BCS parameters were set as those suggested by 
bcs_ver0.1. Original signal reconstruction is defined as incorrect if the actual reconstruction error is larger than 0.01, 
which we can compute because in the test the original signal is known. The trials are sorted to better visualize the 
accuracy of different diagnostic processes. Figure 4(a) and (b) show that the robust diagnostic procedure is a powerful 
tool to examine the correctness of reconstruction results without knowing the original signal.  
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Figure 3.  Signal with uniform spikes and non-uniform spikes 
 
(a) N=512, T=20, K=90; Signal with uniform spike 
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(b) N=512, T=20, K=60; Signal with non-uniform spike 
 
Figure 4.  Results of the robust diagnosis 
5. CONCLUSION 
The robustness of the BCS method is investigated. We show that the optimization algorithm of RVM lacks robustness 
when the number of measurements is a lot less than the length of the signals because it often converges to sub-optimal 
signal representations that are local maxima of evidence, so BCS is not robust when high compression efficiency is 
required.  
Based on a study of the robustness of the BCS method, diagnostic tools are proposed to investigate whether the 
compressed representation of the signal is optimal. With reliable diagnostics, the performance of the BCS method can be 
monitored. Numerical results based on simulating SHM signals show that it is a powerful tool to examine the correctness 
of reconstruction results without knowing the original signal. 
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