It is well-recognized that civil infrastructure monitoring approaches that rely on visual approaches will continue to be an important methodology for condition assessment of such systems. Current inspection standards for structures such as bridges require an inspector to travel to a target structure site and visually assess the structure's condition. A less timeconsuming and inexpensive alternative to current visual monitoring methods is to use a system that could inspect structures remotely and also more frequently. This article presents and evaluates the underlying technical elements for the development of an integrated inspection software tool that is based on the use of inexpensive digital cameras. For this purpose, digital cameras are appropriately mounted on a structure (e.g., a bridge) and can zoom or rotate in three directions (similar to traffic cameras). They are remotely controlled by an inspector, which allows the visual assessment of the structure's condition by looking at images captured by the cameras. By not having to travel to the structure's site, other issues related to safety considerations and traffic detouring are consequently bypassed. The proposed system gives an inspector the ability to compare the current (visual) situation of a structure with its former condition. If an inspector notices a defect in the current view, he/she can request a reconstruction of the same view using images that were previously captured and automatically stored in a database. Furthermore, by generating databases that consist of periodically captured images of a structure, the proposed system allows an inspector to evaluate the evolution of changes by simultaneously comparing the structure's condition at different time periods. The essential components of the proposed virtual image reconstruction system are: keypoint detection, keypoint matching, image selection, outlier exclusion, bundle adjustment, composition, and cropping. Several illustrative examples are presented in this article to demonstrate the capabilities, as well as the limitations, of the proposed vision-based inspection procedure.
Introduction
Civil infrastructure system assets represent a significant fraction of the global assets and in the US are estimated to be worth $20 trillion. These systems are subject to deterioration due to excessive usage, overloading, and aging materials, as well as insufficient maintenance and inspection deficiencies. Bridges constitute one of the major civil infrastructure systems in the US. According to the National Bridge Inventory (NBI), more than 10,400 bridges are categorized as structurally deficient. 1 There is an urgent need to develop effective approaches for the inspection and evaluation of these bridges. In addition, periodical inspections and maintenance of bridges will prolong their service life. 2 The National Bridge Inspection Program was established to inspect all highway bridges on the federal aid system by the Federal Highway Act of 1968. This mandatory inspection program was expanded to include all public bridges by Congress. 3 According to the American Association of State Highway and Transportation Officials (AASHTO) Manual for Condition Evaluation of Bridges, there are five categories of inspections: initial inspections, routine inspections, in-depth inspections, damage inspections, and special inspections. 4 Initial inspection is the first inspection of a new bridge. It ascertains the baseline for potential problem areas and estimates the structure inventory. Routine inspection is a periodic inspection of the bridge to identify changes with regards to the previous inspection. All the requirements of the National Bridge Inventory Standards (NBIS) must be satisfied in routine inspections. These requirements dictate the inspector's qualifications and the frequency of inspections. In-depth inspection is a close-up inspection of a few structural members in which the defects cannot be detected by a routine inspection. In-depth inspections are less frequent than routine inspections. Sophisticated Nondestructive Evaluation (NDE) methods might be used for in-depth inspections to help the inspector detect deficiencies. Damage inspection is carried out in response to damage caused by human actions or environmental conditions. Special inspection is the monitoring of a known defect. 4 Even though many NDE techniques, such as liquid penetrate tests, ultrasonic testing, radiographic testing, magnetic flux leakage (magnetic flow), Eddy current, acoustic emission, electrochemical potential and resistance measuring, and infrared thermography have been developed for the inspection of bridge structures, 2 visual inspection is the predominant method used for the inspection of bridges. In many cases, other NDE techniques are compared with visual inspection results. 4 Visual inspection is a labor-intensive task that must be carried out at least bi-annually in many cases. 5 Recently, more effort has been dedicated to the improvement of NDEs that are useful for visual inspection. Mizuno et al. 6 developed an interactive support system that can enable inspectors to reach a decision at the bridge site using a wearable computer and a mobile communication device. Such a support system provides enhanced technical knowledge to the inspector. Choaset and Henning 7 developed a remotely controlled serpentine robot that can be used for visual inspection of bridges using a mounted sensor suite. The serpentine robot is flexible enough to access all the points of a bridge structure. These techniques have yet to be adopted in current inspection processes. Gonza´lez-Aguilera and Go´mez-Lahoz 8 developed a pipeline for dimensional analysis of bridge structures from an image. Kim et al. 9 conducted a preliminary study to show the feasibility of autonomous monitoring of bridge construction progress based on image analysis. Jahanshahi et al. 10 surveyed and evaluated several image-based approaches for automatic defect detection of bridge structures. None of the mentioned studies provide a pipeline for an inspector to visually assess the defect evolution in a structure.
The visual inspection of structures is a subjective process that depends on the inspector's experience and focus. Furthermore, inspectors who feel comfortable with height and lift spend more time finishing their inspection and are more likely to locate defects. 3 Difficulties in accessing some parts of a bridge hinders the transmission of knowledge and experience from an inspector to other inspectors. Consequently, improving the skills and experiences of inspectors will take much time and effort using current visual inspection practices. 6 A systematic approach that provides inspectors with the ability to inspect a structure remotely by controlling cameras at a bridge site can overcome the above shortcomings and avoid the costs of traffic detouring during the inspection. Cameras can be conveniently mounted on a structure (similar to the Department of Transportation traffic cameras), and in the case of bridges, the cameras can be mounted on bridge columns. Even though the cameras may be constrained in regard to translation, they can easily rotate in two or three directions. This can give inspectors the ability to assess a relatively large area covered by the camera. Determining the optimal number of cameras and their positions are interesting problems that will not be discussed here. The main purpose of this study is to enable inspectors to accurately and conveniently compare the structure's current condition with its former condition. In this study, a database of images captured by a camera is constructed automatically. If the inspector notices a defect in the current view, he or she can request the reconstruction of that view from the previously captured images. In this way, the inspector can look at the current view and the reconstructed view simultaneously. Since the reconstructed view is based on images that are in the database and it virtually has the same camera pose of the current view, the inspector can easily compare the current condition of the structure with its previous condition and evaluate the evolution of defects. Figure 1 shows a simplified schematic hardware configuration of the proposed inspection system.
A description of the inspection problem to be solved is given in the section 'Multi-image stitching and scene reconstruction'. Several components of the automatic multi-image stitching (i.e., image registration) are described in this section. Section 'Keypoint detection' introduces a keypoint detection technique for image registration purposes. Section 'Initial keypoint matching' describes keypoint matching between multiple images. Image selection and outlier exclusion are discussed in section 'Image selection and outlier exclusion'. Bundle Adjustment (BA) is introduced in section 'Bundle adjustment'. Composition and blending of multiple images in one reference view are briefly reviewed in sections 'Composition' and 'Blending and exposure compensation', respectively. Experimental results are discussed and evaluated in section 'Experimental results and discussion'. The last section includes a summary and suggested future work.
Multi-image stitching and scene reconstruction
Image stitching algorithms are among the most widely used algorithms in computer vision. 11 In this study, the proposed procedure has similarities to panoramic reconstruction of a view (i.e., in both cases the camera is constrained in regard to translation). Hence, this study benefited from the available extensive research literature for panorama image stitching. [11] [12] [13] Panorama image stitching has several commercial applications; 13 however, to the best of the author's knowledge, the assessment of defect evolution in structures has not been among these applications.
PhotoStitch is an image stitching software that is bundled with Canon digital cameras. This software requires an initialization, such as a horizontal or vertical sweep.
14 AutoStitch is a panoramic image stitching software that automatically recognizes panoramas in an unordered set of images. AutoStitch transfers and stitches images in a spherical coordinate system. 14 Commercial photo stitching products Autopano Pro, Serif PanoramaPlus, and Calico are all based on AutoStitch. These commercial products have more advanced stitching capabilities than AutoStitch. Microsoft Image Editor is also a free advanced panoramic image stitcher developed by Microsoft Research. Panorama Tools is a set of programs and libraries for re-projecting and blending multiple images to construct panoramas. Panorama Tools is the core engine for many panorama Graphical User Interface (GUI) front-ends, such as PTgui and hugin.
There are generally two types of image alignment and stitching algorithms: direct and feature-based. Even though direct stitching benefits from using all of the image data and can yield highly accurate registrations, feature-based stitching is faster, more robust, and has the ability to automatically detect overlapping relationships among a set of unordered images. 11, 14 The latter characteristic of feature-based algorithms is ideal for the purpose of this study. Therefore, the proposed system in this study is essentially a feature-based image stitching algorithm.
In order to reconstruct a view from a large collection of captured images in the database and project it based on the current camera pose, the images should be selected automatically from the database. For this purpose, automatic 'keypoints' should be detected. In the next step, images that have greater number of matching keypoints with the current view should be identified. A procedure to select the images from the database is introduced below. The next step is to eliminate the outlier matching keypoints. Then, the camera poses for each of the selected views and the current view are computed. This is the BA problem. The stitching of the selected images will take place after this step. Finally, the postprocessing will take place to give a smooth comparable image. In this section, the above components are introduced and discussed. Figure 2 shows a schematic overview of the proposed image stitching procedure described above.
Keypoint detection
In keypoint detection, control points such as distinctive objects, edges, topographies, points, line intersections, and corners are detected. A comparison of common keypoint detection algorithms can be found in reference. 10 Scale-Invariant Feature Transform (SIFT) 15 is a popular choice for keypoint detection. SIFT keypoints are invariant to changes in scale and rotation, and partially invariant to changes in 3D viewpoint and illumination. The SIFT operator is also highly discriminative and robust to significant amounts of image noise. Keypoints are identified by finding local extrema in a scale-space representation of the image. For each extremum point, SIFT then computes a gradient orientation histogram over a region around the point producing a 128-element descriptor vector.
Initial keypoint matching
At this stage, the detected keypoints from the currentview image are matched with the detected keypoints of the database images. The matching keypoints are used as the criterion for similarity comparison between the current-view image and the database images. An initial estimate is necessary to identify the correspondences. Each SIFT keypoint has a 128-element descriptor vector assigned to it. The Euclidean distances between each keypoint's descriptor vector in the reference (current view) image and any of the keypoint descriptor vectors in the input image (any of the database images) are computed. An effective matching strategy was introduced by Lowe based on comparing the distance of the closest neighbor to that of the secondclosest neighbor. 15 In this study, all matches in which the distance ratio is greater than 0.6 were rejected. By doing this, about 95% of the false matches are discarded. Further details related to this approach may be found. 15 High false match elimination rate guarantees the functionality of the initial keypoint matching as a resemblance criterion between images. Figure 3 shows the matching of 42 SIFT keypoints in two overlapping images using the above technique. There are few outliers among these matching keypoints.
Image selection and outlier exclusion
At this stage of the data processing, the images in the database that have overlaps with the current-view image are selected. One approach is to select a fixed number of images that have the greatest number of matching keypoints (i.e., overlap or resemblance) with the current-view image; however, in some cases a scene can be reconstructed by fewer images which reduces the registration error. In order to select the optimum number of images, the following procedure is proposed.
All the images that have a number of initial matching keypoints greater than a threshold were selected. Images which have more than 40 matches with the current-view image were selected. In order to improve the correspondence estimation, outliers (defined as incorrect matching keypoints) are identified and excluded. RANdom SAmple Consensus (RANSAC) is used to compute homography between two images as well as to find outliers. Now, the image that has the greatest number of matching keypoints with the current-view image is transformed onto the current-view image (using the estimated homography by RANSAC) to find its projection boundaries on the current-view image. Then, the current-view image is updated by setting the pixel values in the projection region to zero (i.e., that projection region will be eliminated from the current-view image). The above procedure is repeated using the remaining images and the updated current-view image until the updated current-view image turns into a black scene (which means the selected images cover the whole current-view image). If, after one iteration, none of the remaining selected images have any matching keypoints with the updated current-view image, the latter one is updated by stretching the remaining regions by 10% in the horizontal and vertical directions. This iteration continues until the updated images turn into a black scene. Figure 3 shows the matching SIFT keypoints between two overlapping images. The RANSAC algorithm identified eight outlier matches.
Bundle adjustment
BA is usually the last step of multi-view structure and motion reconstruction procedures that are featurebased. 16 BA aims to optimize 3D structure and viewing parameters (e.g., camera pose and intrinsic calibration) simultaneously, from a set of geometrically matched keypoints, from multiple views. In fact, BA is a large sparse geometric optimization problem in which the parameters consist of camera poses and calibrations, as well as 3D keypoint coordinates. 17 The LevenbergMarquardt (LM) algorithm is an iterative minimization method that has been used to minimize the reprojection error of the BA problem. When the LM algorithm is used to minimize the reprojection error, the solution of the normal equations has the computational complexity of O(N 3 ) in the number of parameters. Consequently, as the number of parameters increases, the minimization will be costly and, at some point, not feasible. One way to overcome the high cost of the LM algorithm is to use sparse methods. 12 Lourakis and Argyros 16 provided details of how to efficiently solve the BA problem based on the sparse structure of the Jacobian matrix (a) (b) used in the LM algorithm. Their modified implementation of this algorithm is used to solve the BA problem in this study.
Composition
In the problem under discussion, the camera has four degrees of freedom (three for the camera orientations and one for the camera focal length). If the projection of the ith point on the jth and j 0 th view is defined by x ij and x ij 0 , respectively, since the camera center is stationary, the relation between x ij and x ij 0 is a homography:
Note that x ij and x ij 0 are homogeneous image positions
T , where u ij and v ij are the pixel positions corresponding to the ith 3D point in the jth view). This means that, if the unknown camera parameters are estimated, one can transform the images from one plane to the other one through the above homography.
The selected images are all transformed onto the plane of the current-view image and stitched using the homographies between each selected image and the current-view image. The composition surface is flat. Consequently, straight lines remain straight, which is important for inspection purposes. Finally, the reconstructed scene is cropped and can then be compared to the current-view image.
Blending and exposure compensation
After stitching the images together, some image edges are still visible. This effect is usually due to exposure differences, vignetting (reduction of the image intensity at the periphery of the image), radial distortion, or misregistration errors.
14 Due to mis-registration or radial distortion, linear blending of overlapped images may blur the overlapping regions. In the problem under discussion, the preservation of the high-frequency components (e.g., cracks) are of interest. It is challenging to smooth low-frequency exposure variances of an image without blurring its high-frequency components. A solution to this problem is to use a technique that blends low-frequency components over a larger spatial region and high-frequency components over a smaller region. For this purpose, the Laplacian pyramid blending 18 technique is used. Figure 4 (a) shows a linear blending of images, whereas Figure 4(b) shows the Laplacian pyramid blending of the same images. The visual artifacts due to radial distortion and misregistrations (i.e., the 'ghosting effect' at the gusset plate and the column, and blurriness of the diagonal member) are eliminated in the latter one. In this study, six pyramid levels are used.
In order to reduce the exposure differences between the stitching images and the current-view image, the following error function is minimized:
where a i is the exposure compensation coefficient for image i, I i (x, y) is the brightness value of the pixel located at (x, y) in image i, I cv (x, y) is the brightness of the current-view image, and W cvi (x, y) identifies the overlapping region between the current-view image and image i. The weighting function W cvi (x, y) is 1 in the overlapping region and 0 otherwise. By minimizing the error in Equation (2), the exposure compensation coefficients are computed as: 
Each stitching image is then multiplied by its corresponding exposure coefficient prior to blending. Note that, in order to gain some robustness against misregistration errors, the average brightness values in the overlapping regions in Equation (3) have been used. Figure 5 shows an image database consisting of four image sets: 24 images of a truss system, 24 images of a full-scale structural model, 24 images of a typical hospital support structure, and 32 images of a magnetorheological (MR) damper with its attached structures. The average camera-object distance for image databases in Figure 5 (a), (b), (c), and (d) are 2, 7, 2.5, and 1.5 m, respectively. This quantity can be increased by using a more powerful lens. Each of these images has at least 50% overlap with its neighboring images. All of the images are saved in the database without any specific order (the images in Figure 5 are presented in an order to give the reader the sense about the overlapping regions); however, indexing the images can enhance the search speed for image selection. The resolution is 640 Â 480 pixels for each image. All the images are captured by a Canon PowerShot A610 digital camera. Note that four different image sets are saved in a single database to show the robustness of the image selection algorithm in the presence of the outlier images. The SIFT keypoints are detected and saved in a file for each of the database images. In this way, there is no need to recompute the keypoints for the database images while reconstructing each scene. Figure 7 shows the reconstructed scene and the contribution of the selected images in Figure 6 .
Experimental results and discussion
On a AMD Athlon II X4 (2.6 GHz) processor, it takes 37 s for the proposed system to detect SIFT keypoints in the current-view image, find the matching keypoints between the current-view image and all the images in the database (104 images), select matching images, solve the BA problem, blend the selected images and crop the reconstructed scene. BA take less than a second of the whole computation time (because the sparse BA algorithm is efficiently implemented in C+ +). Note that no parallel processing is used in this process. As the number of images in the database increases, the search time will also increase. For the current example, if just the images in Figure 5 (a) were saved in the database, the computation time would decrease by about 10 s. Furthermore, higher resolution images lead to a greater number of keypoints, which leads to higher computational cost. Except for the BA algorithm, which is implemented in C+ +, the rest of the algorithms are implemented in MATLAB. For faster performance (i.e., online processing), all the algorithms should be efficiently implemented in C+ + (or an equivalent computer language). In this study, our goal is to provide the proof of concept for the proposed inspection system. In all our experiments, the BA took the least computation time. Most of the computation time was consumed for searching images in the database. Fortunately, this process can be parallelized. The current-view image and the reconstructed scene (after blending and exposure compensation) are shown in Figure 8 (a) and (b), respectively. One can recognize the yellow tape (shown by a red circle) in the currentview image while it is absent in the reconstructed scene (i.e., this synthetic change was not present in a prior inspection of the structure). Figure 9 (a) shows the scene reconstruction and the contribution of five selected images from the database ( Figure 5 ). Figure 9(b) is the current-view image captured relatively far away from the structure. Figure 9 (c) and (d) show the reconstructed scene using a linear blending versus the Laplacian pyramid blending. Exposure differences of stitched images have led to a poor reconstruction result in Figure 9 (c) with respect to Figure 9 (d). Figure 9 (e) shows the reconstructed scene using the Laplacian pyramid blending and the proposed exposure compensation technique. One can compare the lower left side of Figure 9 (b), (d), and (e) to evaluate the effect of the proposed exposure compensation approach. It is obvious that Figure 9 (e) has more resemblance (i.e., less exposure difference) with Figure 9 (b) (the current-view image). Furthermore, there is an aluminum element in the reconstructed scene ( Figure 9 (e)) which is absent in the current-view image (Figure 9(b) ). Figure 10 presents an example where an inspector encounters a suspicious condition in the current-view image. By using the proposed system, he or she can visually compare the current condition of the structure with its previous status to identify probable changes. Figure 11(a) shows the scene reconstruction and the contribution of 12 selected images from the database. Figure 11(b) is the current-view image of an MR damper. Note that this image is zoomed-out relative to the images in the database ( Figure 5 ) and taken in a different lighting condition to show the invariance of the proposed system with respect to image exposure (the image is captured by using flash). Figure 11(c) shows the reconstructed scene using the Laplacian pyramid blending and the proposed exposure compensation technique. One can recognize that two bolts (shown by red circles in Figure 11 (c)) are missing in the current-view image by comparing Figure 11(b) and (c). This is a good example of the practical capacities of the proposed methodology.
If an inspector zooms-in to have a closer look at the center of Figure 11 (b) (Figure 12(a) ), the proposed system finds the matching image in the database (Figure 12(b) ) and reconstructs the scene (Figure 12(c) ).
If overlapping images are captured periodically and saved in separate databases, then the evolution of changes can be efficiently tracked through time. Figure 13 shows three sets of image databases captured from a structural system at different time periods t 1 , t 2 , and t 3 where t 1 < t 2 < t 3 . Figure 14 shows the change evolution of this structural system. Figure 14(a), (b) , and (c) are reconstructed from the images in Figure 13(a), (b) , and (c), respectively. Figure 14(a) shows a bolted beam-column connection at inspection time t 1 . Figure 14(b) shows that the nut is disappeared at inspection time t 2 . Figure 14(c) shows that the bolt is disappeared and the beam has been displaced at inspection time t 3 . Figure 14(d) shows the current view of the connection where the beam has been displaced even more.
Comparison of image stitching algorithms
In order to check the registration performance of the proposed system, the registration Root Mean Square (RMS) error is computed. Ten real image sets with different image resolutions and different number of stitching images (varying from 2 to 13) are used. The RMS errors in this study are compared with the RMS errors from a well-known automatic stitcher: AutoStitch. 19 Figure 15 confirms that the registration errors of this study and that of AutoStitch are close. It is worth mentioning that AutoStitch optimizes the camera parameters (motion) by minimizing the homography errors between stitching images, while in this study the proposed system minimizes the reprojection error by optimizing the camera parameters and the 3D coordinates of matching keypoints (motion and structure) simultaneously. The physics of the problem is better preserved using the latter approach. In many panoramic image stitching algorithms, including AutoStitch, the composition surface is cylindrical or spherical whereas in this study this surface is flat. By using the flat composition surface, straight lines remain straight which is important for inspection purposes.
Minimum measurable defect
Based on the inspection guidelines, appropriate cameras should be used for defect detection purposes. Here, a general introduction about the different parameters that affect the detection capabilities of a camera and their relation is presented. In order to accurately measure a feature in an image, at least two pixels which represent the feature have to be detected. (c) Figure 13 . Three image databases of a structural system captured at different time periods. (a), (b), and (c) images of a structural system captured at time periods t 1 , t 2 , and t 3 , respectively (t 1 < t 2 < t 3 ). Below, a formula that gives the smallest measurable feature in an image is given:
where SF is the smallest measurable feature, FL is the camera focal length, WD is the working distance (distance between an object and the camera), SS is the camera sensor size, and SR is the camera sensor resolution. Note that this formula does not consider lens distortion and the type of defect detection algorithm. This formula helps to select the appropriate image acquisition system for a given working distance and the smallest measurable defect. For instance, for a working distance of 3000 mm and the usage of a Canon PowerShot A610 digital camera (where the maximum focal length is 29.2 mm, the sensor size is 7.2 mm and 5.3 mm in horizontal and vertical directions, and the maximum sensor resolution is 2592 Â 1944 pixels) the minimum measurable feature is:
Summary and future work
Among the possible techniques for inspecting civil infrastructure, the use of optical instrumentation that relies on image processing is a less time-consuming and inexpensive alternative to current monitoring methods. Visual inspection is the predominant method for bridge inspections. The visual inspection of structures is a subjective measure that relies heavily on the inspector's experience and focus (attention to detail). Furthermore, inspectors who do not have fear of heights and feel comfortable with height and lift spend more time finishing their inspection and are Figure 14 . Change evolution in a structural system: (a), (b), and (c) scene reconstructions of a structural system (beam-column connection) at time periods t 1 , t 2 , and t 3 , respectively (t 1 < t 2 < t 3 ). (d) Current-view image of the same structural system. more likely to locate defects. Difficulties accessing some parts of a bridge adversely affect the transmission of knowledge and experience from an inspector to other inspectors. The integration of visual inspection results and the optical instrumentation measurements gives the inspector the chance to inspect the structure remotely by controlling cameras at the bridge site. This approach resolves the above difficulties and avoids costs of traffic detouring during the inspection. Cameras can be appropriately mounted on the structure. Although the cameras are constrained by translation (i.e., attached to a fixed location), they can rotate in three directions. The inspector thus has the appropriate tools to inspect different parts of the structure from different views.
The main purpose of this study is to give the inspector the ability to compare the current situation of the structure with the results of previous inspections. In order to reach this goal, a database of images captured by a camera is constructed automatically. When the inspector notices a defect in the current view, he or she can request the reconstruction of the same view from the images captured previously. In this way, the inspector can evaluate the growth of a defect of interest.
In order to stitch the images that have been previously captured from different views and reconstruct an image from them that has the same view as the newly captured image, the database must be autonomously searched to select images relevant to the new image. For this purpose, automatic keypoints should be detected. In the next step, the images that have the greatest number of matching keypoints with the current view are identified. The following step is to eliminate the outlier matching keypoints and find the optimum number of matches that reconstruct the current view. Then, the camera parameters for each of the selected views as well as the 3D coordinates of the matching keypoints are computed. This is the BA problem. The stitching and blending of the selected images will take place after this stage. Eventually, the reconstructed scene is cropped so as to be compared to the current view. If overlapping images are captured periodically and saved in separate databases, then the evolution of changes can be tracked through time by multiple reconstruction of a scene from images captured at different time intervals. Furthermore, this study confirms the feasibility of a system that can autonomously reconstruct scenes from previously captured images and provide a reference scene for an inspector while he or she visually inspects the structure.
In this study, several experimental examples are provided. Four different sets of images (total of 104 images) are saved in a single database to show the robustness of the proposed system in the presence of outlier images. Furthermore, three sets of images captured from a structural system at different time periods are presented to show how the proposed system facilitates the tracking of change evolution in a scene. The reconstruction examples in this study include zoom-in, zoom-out, different lighting conditions, missing parts, displacement, and change evolution that show the capabilities of the proposed system for different scenarios.
Since many structures, such as bridges and tall buildings, continuously oscillate, the captured images are subject to motion blur (i.e., the apparent streaking caused by rapidly moving objects). Image stabilizing approaches can be used to prevent blurring caused by the minute shaking of a camera lens. Restoration techniques can be used for motion blur caused by movements of the object of interest or intense movements of the camera. Although there are several proposed algorithms for restoring motion blur, selecting an appropriate algorithm for the proposed application in this study needs further research. Furthermore, motion blur depends on parameters such as shutter speed, focal length, and motion frequency. By considering the effects of these parameters, it is possible to reduce motion blur by selecting the appropriate image acquisition system.
Under different weather conditions, the contrast and color of images are altered. On the other hand, the proposed study requires robust detection of keypoints. Fortunately, SIFT keypoints are highly robust to image noise and partially invariant to illumination changes. Consequently, except for some severe weather conditions, where the light is intensively scattered by the atmosphere, the proposed study can appropriately reconstruct the virtual scene ( Figure 11 ). In the case of very extreme weather conditions, contrast restoration techniques can be used to remove weather effects from images. 20 Furthermore, in order to keep illumination variations as low as possible, the use of light-emitting diode (LED) is recommended.
The correction of radial distortion is not considered in this study. Radial distortion can be modeled using low-order polynomials. Furthermore, selection of blending weights based on the sharpness of the captured images is more of interest for inspection purposes whereas in this study, the closeness of a given pixel to the center of the selected images is used to assign blending weights. Eventually, implementing all of the discussed algorithms in a computer language such as C or C+ + will dramatically decrease the computation time and will hasten the online usage of the proposed system. In this study, in order to initially match the keypoints an exact k-nearest neighbors approach is used. The usage of a k-d tree to find the approximate nearest neighbors will significantly improve the speed of the proposed system. 21 
