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Abstract
Taking the Stu¨ckelberg Lagrangian associated with the abelian self-
dual model of P. K. Townsend et al as a starting point, we embed
this mixed first- and second-class system into a pure first-class system
by following systematically the generalized Hamiltonian approach of
Batalin, Fradkin and Tyutin. The resulting Lagrangian possesses an
extended gauge invariance and provides a non-trivial example for a
general Lagrangian approach to unravelling the full set of local sym-
metries of a Lagrangian.
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1 Introduction
The Hamiltonian approach to the quantization of constrained systems pos-
sessing first-class constraints has the drawback of not necessarily leading to a
manifestly Lorentz covariant partition function. This problem is avoided in
the Lagrangian field-antifield approach [1], which is based on an analysis of
the local symmetries of a Lagrangian. The full set of such symmetries may
not be evident from the outset, if the Lagrangian is of a more complicated
nature. Their systematic and exhaustive determination thus constitute an
integral part of the field-antifield quantization program.
In this paper, we reconsider the abelian version of the self-dual (SD)
model of Townsend et al [2]. This model corresponds to a purely second-class
system in the terminology of Dirac [3]. Following the generalized Hamilto-
nian approach of Batalin, Fradkin and Tyutin (BFT) [4], Kim et al [5] have
turned all of the second-class constraints into first-class ones‡. The resulting
Lagrangian was found to be given as the sum of a Stu¨ckelberg type La-
grangian [7] and a “Wess-Zumino” Lagrangian lacking manifest Lorentz, and
even rotational invariance.
On the other hand, the non-abelian SD-model has been shown to be
equivalently described by a Stu¨ckelberg Lagrangian involving mixed first- and
second-class constraints [8]. Taking the abelian restriction of this Lagrangian
as a starting point we obtain, following the systematic procedure of BFT,
an equivalent Lagrangian involving only first-class constraints, exhibiting
manifest rotational invariance. The equivalence with the formulation of [5]
is established after suitable integration over one of the auxiliary fields in the
extended phase space. This is done in Sections 2 and 3.
In Section 4, we then take the resulting first-class Lagrangian of Section 3
and systematically unravel all of its local symmetries by following a method
‡For a discussion following the Batalin-Fradkin approach see [6]
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recently discussed in the literature [9]. Although these symmetries could of
course be derived from the knowledge of the first-class constraints of the BFT
Hamiltonian construction, it turns out that the model provides an interesting
application of the Lagrangian approach of ref. [9], going well beyond the
examples discussed in that reference.
We conclude in Section 5 with a summary.
2 First Class Formulation of Self-Dual Model
Our starting point is the Lagrangian of the abelian self-dual model of Townsend
et al. [2],
LSD = 1
2
m2BµBµ − m
2
ǫµνρB
µ∂νBρ. (2.1)
This Lagrangian describes a purely second-class system. As was shown in
ref. [8], following the procedure of BFT for Hamiltonian embedding, this
Lagrangian turns into a Lagrangian of the Stu¨ckelberg type, if one pair of
second-class constraints is turned into first-class constraints. The result of
this is a Lagrangian in which the fields Bµ have simply been gauged,
L˜ = 1
2
m2(Bµ + ∂µθ)(B
µ + ∂µθ)− m
2
ǫµνρB
µ∂νBρ. (2.2)
The Lagrangian L˜ describes a mixed system of first- and second-class con-
straints. We shall take it as a starting point for applying the BFT method
[4] to also convert the remaining second-class constraints to first-class ones.
From (2.2) we obtain for the primary constraints,
T0 := π0 = 0,
Ti := πi +
1
2m
ǫikB
k = 0.
The canonical Hamiltonian associated with (2.2) is given by
Hc =
∫
d2y
{1
2
π2θ+
1
2
B2i−Bi∂iθ+
1
2
(∂iθ)
2+B0(−∂iTi+ 1
m
ǫij∂
iBj−πθ)
}
, (2.3)
where
πθ = ∂
0θ +B0. (2.4)
The Dirac algorithm leads to a secondary constraint
T3 := ∂
iTi − 1
m
ǫij∂
iBj + πθ = 0. (2.5)
The constraints T0 and T3 are seen to be first-class
{T0(x), Tα(y)} = 0,
{T3(x), Tα(y)} = 0, α = 0, 1, 2, 3, (2.6)
whereas the constraints Ti = 0 are found to be second class.
{Ti(x), Tj(y)} = 1
m
ǫijδ
2(x− y) ≡ ∆ij(x, y). (2.7)
The conversion of the second-class constraints Ti to first-class ones, Ωi, follows
the standard BFT procedure. For the constraints Ti one introduces “gauge-
degrees of freedom” φi, i = 1, 2, together with the symplectic structure
{φi(x), φj(y)} = ωij(x, y) (2.8)
with ωij an arbitrary antisymmetric “matrix”, which we choose as
ωij(x, y) = −ǫijδ2(x− y). (2.9)
For the first-class constraints Ωi = 0, we make the ansatz
Ωi =
∞∑
n=0
Ω
(n)
i , Ω
(0)
i = Ti, (2.10)
where Ω
(n)
i is a polynomial of degree n in the new fields φ
j. With the ansatz,
Ω
(1)
i (x) =
∫
d2yXij(x, y)φ
j(y), (2.11)
the requirement of strong involution,
{Ωi(x), Ωj(y)} = 0, (2.12)
3
then leads to recursive relations, plus the requirement
∆ij(x, y) +
∫
d2x′d2y′Xik(x, x
′)ωkl(x′, y′)Xjl(y
′, y) = 0. (2.13)
This leads to the solution
Xij(x, y) =
1√
m
δijδ
2(x− y) (2.14)
with the inverse
X ij(x, y) =
√
mδijδ
2(x− y), (2.15)
as well as to the constraints Ωα = 0, with
Ω0 = π0,
Ωi = πi +
1
2m
ǫijB
j +
1√
m
φi,
Ω3 = ∂
iΩ
(0)
i −
1
m
ǫij∂
iBj + πθ. (2.16)
For the first-class Hamiltonian we similarly make the ansatz
H˜ = Hc +
∞∑
n=1
H(n). (2.17)
The requirement that H˜ be in strong involution with the first-class con-
straints then leads to the recursive relations
H(n) = −1
n
∫
d2xd2yd2zφi(x)ωij(x, y)X
jk(y, z)G
(n−1)
k (z), (n ≥ 1), (2.18)
where the generating functionals G
(n)
k are given by
G
(0)
i = {Ω(0)i , Hc}O,
G
(n)
i = {Ω(0)i , H(n)}O + {Ω(1)i , H(n−1)}O, (2.19)
where the subscript O means that Poisson brackets are to be calculated with
respect to the original variables. We find recursively
G
(0)
i = Bi + ∂iθ, H
(1) =
√
m
∫
d2xφiǫij(B
j + ∂jθ),
G
(1)
i =
√
mǫijφ
j, H(2) =
m
2
∫
d2xφiφi,
G
(n)
i = 0, H
(n+1) = 0, n ≥ 2. (2.20)
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One readily checks that the final Hamiltonian
H˜ = Hc +H1 +H2 (2.21)
is indeed strongly involutive with respect to the constraints.
3 The Partition Function
The partition function corresponding to the Hamiltonian (2.21) reads
Z =
∫
DπµDB
µ
∫
DπθDθ
∫
Dφ1Dφ2
∏
α
δ[Ωα]
∏
β
δ[Γβ]det{Ωα,Γβ}eiS′,
(3.1)
where
S ′ =
∫
d3x{πµB˙µ+πθθ˙+1
2
φiǫijφ˙
j−Hc−
√
mφiǫij(B
j+∂jθ)−m
2
φiφi}, (3.2)
and Γβ are gauge-fixing conditions. Noting that
∏
i
δ[Ωi]δ[Ω3] =
∏
i
δ[Ωi]δ[− 1
m
ǫjk∂
jBk + πρ − 1√
m
∂jφk], (3.3)
and writing the second δ-function as a Fourier integral with Fourier variable
ξ, we obtain, after performing the πµ integration and making the shift of
variable B0 + ξ → B0,
Z =
∫
Dξ
∫
DBµ
∫
DπθDθ
∫ 2∏
i=1
Dφi
∏
β
δ[Γβ]det{Ωα,Γβ}eiS′′ , (3.4)
where
S ′′ = S + SWZ (3.5)
with S the action corresponding to the Lagrangian (2.2), and
SWZ =
∫
d2x
{
− 1√
m
φiB0i−√mφiǫij(Bj+∂jθ)+1
2
φiǫij∂0φ
j−m
2
φiφi
}
. (3.6)
Unlike the action (51) of ref. [5], the action (3.5) is manifestly rotationally
invariant. Nevertheless, the corresponding partition functions are equivalent.
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Indeed, integration over φ1 in (3.4) turns Z into the partition function of ref.
[5].
To conclude this section, let us show that unlike in the case of the config-
uration space partition function of ref. [5], there exists a “canonical” gauge
in which we recover the partition function of the Stu¨ckelberg formulation.
In the Hamiltonian formulation, the first-class constraints (2.16) are gen-
erators of local symmetry transformations. Thus, defining
G =
∑
α
∫
d2xǫα(x)Ωα(x), (3.7)
we have (δA = {A, g})
δB0 = ǫ0,
δBi = ǫi + ∂iǫ3,
δθ = ǫ3,
δφi = − 1√
m
ǫijǫ
j . (3.8)
One easily checks that the transformation (3.8) leaves the action (3.5) in-
variant, provided that we choose ǫ0 = ∂0ǫ
3§. Consider in particular the
transformation with ǫ0 = ǫ3 = 0, and ǫj =
√
mǫjkφ
k. Under this transfor-
mation φi → 0, i = 1, 2; the gauge φ1 = φ2 = 0 is thus accessible, and
the partition function (3.4) reduces in this gauge to that of the Stu¨ckelberg
formulation (2.2).
4 Lagrangian Approach to Local Symmetries
In the field-antifield formalism [1] the establishment of the full, irreducible
set of local symmetries of a Lagrangian plays a fundamental role. In this
formalism these symmetries must be identified without the use of Dirac’s
§As is well known, symmetry transformations of the Lagrangian generally imply re-
strictions on the symmetry transformations of the total Hamiltonian.
6
Hamiltonian construction of the corresponding generators. In this section we
illustrate a recently proposed [9] Lagrangian approach in terms of the action
(3.5) in the extended configuration space. Our notation deviates somewhat
from that of ref. [9].
The equations of motion following from (3.5) are of the form
Lix =
∫
d3y(Wix,jyϕ¨jy + αix) = 0, i = 1, 2, ..., 6, (4.1)
where
(ϕix)
T = (B0(x), B1(x), B2(x), φ1(x), φ2(x), θ(x)), (4.2)
Wix,jy is the Hessian
Wix,jy =
δ2L
δϕ˙ixδϕ˙jy
= δi6δj6δ
3(x− y)
≡ W˜ijδ3(x− y), (4.3)
and
(αix)
T = (αB0(x), αB1(x), αB2(x), αφ1(x), αφ2(x), αθ(x)) (4.4)
with
αB0 =
1
m
ǫij∂
iBj − (B0 + ∂0θ) + 1√
m
∂iφi,
αBi = − 1
m
ǫij(∂
0Bj − ∂jB0) + (Bi + ∂iθ)− 1√
m
∂0φi −√mǫijφj ,
αφi = −ǫij∂0φj + 1√
m
(∂0Bi − ∂iB0) +√mǫij(Bj + ∂jθ) +mφi,
αθ = ∂
0B0 + ∂i(B
i + ∂iθ) +
√
mǫij∂
iφj. (4.5)
The Hessian matrix W˜ij (4.3) is of rank one. Hence there exist five “zeroth
generation” null eigenvectors (λix) satisfying
∫
d3x λix Wix,jy = 0. (4.6)
We choose them to have components
λix(a, z) = δ
3(x− z)δia, a = 1, ..., 5, (4.7)
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where (a, z) label the eigenvectors and (i, x) label the components.
Correspondingly we have the “zeroth generation” constraints
Ωa(z) =
∫
d3xλix(a, z)Lix = αa(z) = 0, a = 1, ..., 5. (4.8)
From here on we shall drop continuum labels, which are now implicitly con-
tained in the associated discrete labels. From (4.4) we see that only three of
these represent non-trivial constraints, since we have identically
αBi +
1√
m
ǫijαφj ≡ 0. (4.9)
Introducing the null eigenvectors
λˆ(1) = (0, 1, 0, 0,
1√
m
, 0),
λˆ(2) = (0, 0, 1,
−1√
m
, 0, 0), (4.10)
we can write the identities in the form
Ωˆaˆ := λˆi(aˆ)Li ≡ 0, aˆ = 1, 2. (4.11)
For the remaining, non-trivial constraints we choose
Ω¯a¯ := λ¯i(a¯)Li = 0, a¯ = 1, 2, 3 (4.12)
with
λ¯i(a¯) = λi(a). (4.13)
This also establishes our notation: quantities related to trivial (non-trivial)
constraints are denoted by a “hat” (“bar”).
We now require the (non-trivial) constraints (4.12) to be independent of
time. We thus need to add to the equations of motion (4.1) the equations
˙¯Ωa¯ = 0, a¯ = 1, 2, 3. The resulting set of 9 equations may be summarized in
the form of the set of “first generation” equations L
(1)
i1
= 0, i1 = 1, ..., 9, with
L
(1)
i1
=


Li, i = 1, ...6,
d
dt
(λ¯i(a¯)Li), i = 6 + a¯, a¯ = 1, 2, 3.
. (4.14)
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L
(1)
i1
can be written in the general form
L
(1)
i1
:= W
(1)
i1j
ϕ¨j + α
(1)
i1
= 0, (4.15)
where
(W
(1)
i1j
) =


(W˜ij)
0 0 0 0 0 1
0 0 1
m
1√
m
0 0
0 − 1
m
0 0 1√
m
0


δ2(x− y), (4.16)
and
(α
(1)
i1
) =


(αi)
α
(1)
7
α
(1)
8
α
(1)
9


(4.17)
with
α
(1)
7 = −
1
m
∂1B˙2 +
1
m
∂2B˙1 + B˙0 − 1√
m
∂iφ˙i,
α
(1)
8 = −
1
m
∂2B˙0 − (B˙1 + ∂1θ˙) +√mφ˙2,
α
(1)
9 =
1
m
∂1B˙0 − (B˙2 + ∂2θ˙)−√mφ˙1, (4.18)
respectively.
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We now repeat the previous analysis taking eqns. (4.15) as a starting
point, and looking for solutions of
λ
(1)
i1
(a1)W
(1)
i1j
= 0. (4.19)
The null eigenvectors of W (1) are of the form (λ1, λ2, λ3, λ4, λ5, λ6,−λ4, 0, 0).
In addition to (~λ(a¯), 0, 0, 0), a¯ = 1, 2, 3 and (~λ(aˆ), 0, 0, 0), aˆ = 1, 2, we have
one further null eigenvector, which we choose as ¶
λ(1)(1) = (0, 0, 0, 0, 0, 1,−1, 0, 0). (4.20)
Associated with this eigenvector we have a new constraint
Ω
(1)
1 := λ
(1)
i1
α
(1)
i1
= 0. (4.21)
Explicitly
Ω
(1)
1 = α
(1)
6 − α(1)7 (4.22)
= ∂i(B
i + ∂iθ) +
√
mǫij∂
iφj +
1
m
ǫij∂
iB˙j +
1√
m
∂iφ˙i.
Since this represents a non-trivial constraint, we write Ω
(1)
1 = Ω¯
(1)
1¯ , λ
(1)(1) =
λ¯(1)(1¯). Correspondingly (4.21) may be written in the form
Ω¯
(1)
a¯1 = λ¯
(1)
i1
(a¯1)L
(1)
i1
= 0, a¯1 = 1. (4.23)
There exist no new identities at this level.
We repeat the procedure by requiring ˙¯Ω
(1)
a¯1
= 0, i.e.
1√
m
∂iφ¨i +
1
m
ǫij∂
iB¨j + ∂i(B˙
i + ∂iθ˙) +
√
mǫij∂
iφ˙j = 0. (4.24)
Adjoining this equation to L
(1)
i1
= 0, we have L
(2)
i2
= 0, i2 = 1, ..., 10, with
L
(2)
i2
=


Li, i = 1, ..., 6,
d
dt
(λ¯i(a¯)Li), i2 = 6 + a¯, a¯ = 1, 2, 3,
d
dt
(λ¯
(1)
i1
(a¯1)L
(1)
i1
), i2 = 9 + a¯1, a¯1 = 1.
(4.25)
¶Each component is understood to be multiplied by δ2(x− z).
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The resulting complete set of equations is now of the form
L
(2)
i2
:=W
(2)
i2j
ϕ¨j + α
(2)
i2
= 0, i2 = 1, ..., 10, (4.26)
where
W
(2)
i2j
=Wi2j , i2 = 1, ..., 6,
W
(2)
i2j
=W
(1)
i2j
, i2 = 7, 8, 9, (4.27)
W
(2)
10,j = (0,−
∂2
m
,
∂1
m
,
∂1√
m
,
∂2√
m
, 0)δ2(x− y),
and
α
(2)
i2
= αi2 , i2 = 1, ..., 6,
α
(2)
i2
= α
(1)
i2
, i2 = 7, 8, 9, (4.28)
α
(2)
10 = ∂i(B˙
i + ∂iθ˙) +
√
mǫij∂
iφ˙j.
In addition to the previous null eigenvectors (enhanced by a suitable number
of zeroes in the last components), we thus have the new null eigenvector
λ(2)(1) = (0, 0, 0, 0, 0, 0, 0, ∂1x, ∂
2
x,−1)δ2(x− z). (4.29)
The associated constraint is found to vanish “identically”:
λ
(2)
i2
(1)α
(2)
i2
= ∂1α
(2)
8 + ∂
2α
(2)
9 − α(2)10 = 0. (4.30)
Hence we denote λ(2)(1) by λˆ(2)(1ˆ) and write (4.30) in the form
Ωˆ
(2)
aˆ2
:= λˆ
(2)
i2
(aˆ2)L
(2)
i2
≡ 0, aˆ2 = 1. (4.31)
The algorithm ends at this point.
The local symmetries of the action (3.5) are encoded in the identities
(4.11) and (4.31). Recalling (4.14) and (4.25) we see that these identities can
be rewritten as follows:
Ωˆ1 = L2 +
1√
m
L5 ≡ 0,
Ωˆ2 = L3 − 1√
m
L4 ≡ 0, (4.32)
Ωˆ
(2)
1 =
d
dt
(∂1L2 + ∂
2L3 + L6) +
d2
dt2
L1 ≡ 0.
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This result is a special case of a general theorem stating [9] that the identities
Ωˆ
(l)
aˆl
≡ 0 (Ωˆ(0)aˆ0 ≡ Ωˆaˆ) can always be written in the form
Ωˆ
(l)
aˆl
=
l∑
s=0
ds
dts
(
Φ
(l)
si (aˆl)Li
)
. (4.33)
For the case in question
Φ
(0)
0i (1) = δi2 +
1√
m
δi5,
Φ
(0)
0i (2) = δi3 −
1√
m
δi4,
Φ
(1)
1i (1) = δi2∂
1 + δi3∂
2 + δi6,
Φ
(2)
0i (1) = 0
Φ
(2)
2i (1) = δi1. (4.34)
It again follows from general considerations [9] that the action (3.5) is invari-
ant under the transformation
δϕi =
∑
l=0
l∑
s=0
(
∑
aˆl
(−1)sΦ(l)si (aˆl)
ds
dts
ǫ
(l)
aˆl
). (4.35)
For the case in question this corresponds to the transformations
δB0 = ǫ¨
(2)
1 ,
δB1 = ǫ
(0)
1 − ∂1ǫ˙(1)1 ,
δB2 = ǫ
(0)
2 − ∂2ǫ˙(1)1 ,
δφ1 = − 1√
m
ǫ
(0)
2 ,
δφ2 =
1√
m
ǫ
(0)
1 ,
δθ = −ǫ˙(1)1 . (4.36)
Comparison with (3.8) with ǫ0 = ǫ¨
(2)
1 , ǫ
3 = −ǫ˙(1)1 , and ǫi = ǫ(0)i shows that we
have recovered the local symmetry transformations.
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5 Conclusion
In this paper we reconsidered the abelian self-dual model of Townsend et al
[2], by taking as a starting point its description as a mixed first- and second-
class system in terms of a Stu¨ckelberg type Lagrangian [7]. The equivalence
of this description with the original, purely second-class system was estab-
lished in [8] for the non-abelian case, and hence in particular for the abelian
case. We turned this Stu¨ckelberg Lagrangian into a purely first-class system,
following the method of Batalin, Fradkin and Tyutin [4]. We then showed
that the Lagrangian thus obtained was equivalent to the Lagrangian eq. (51)
of ref. [5]. This established that despite the lack of manifest rotational in-
variance of that Lagrangian, it defined a theory consistent with rotational
invariance.
The Lagrangian we obtained in this paper exhibited a larger local symme-
try than the original Stu¨ckelberg Lagrangian, reflecting the existence of twice
as many first-class constraints, that is, generators of gauge transformations.
We then showed, following the method of ref. [9], how these symmetries could
be systematically derived on a purely Lagrangian level, without resorting to a
Hamiltonian formulation. The Lagrangian approach employed in this deriva-
tion should be of much interest in the context of the field-antifield formalism.
As it turned out, our formulation of the self-dual model as a purely first-class
system provided a non-trivial example for such a systematic construction.
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