The many core revolution makes scalability a key property. The RELEASE project aims to improve the scalability of Erlang on emergent commodity architectures with 10 5 cores. Such architectures require scalable and available persistent storage on up to 100 hosts. We enumerate the requirements for scalable and available persistent storage, and evaluate four popular Erlang DBMSs against these requirements. This analysis shows that Mnesia and CouchDB are not suitable persistent storage at our target scale, but Dynamolike NoSQL DataBase Management Systems (DBMSs) such as Cassandra and Riak potentially are.
Introduction
As the number of cores in commodity hardware grows exponentially scalability becomes increasingly desirable as it gives systems the ability to exploit available resources. It is cost effective to construct large systems from commodity, i.e. low-cost but unreliable components. In such an environment actor-based frameworks, and Erlang in particular, are increasingly popular for developing reliable scalable systems.
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Scalability of Erlang DBMSs
The key elements required for scalable and available persistent data storage are well established [2] : namely data fragmentation and replication over host peers with strong consistency replaced by eventual consistency in accordance with the CAP theorem. This section analyses the scalability and availability of four popular NoSQL DBMSs for Erlang systems: Mnesia [3] , CouchDB [4] , and Dynamo-like NoSQL DBMSs like Riak [5] , and Cassandra [6] .
Mnesia, a distributed DBMS written in Erlang, provides ACID (Atomicity, Consistency, Isolation, Durability) transactions [3] . Fault tolerance is provided in Mnesia by replicating tables on different Erlang nodes. In Mnesia replicas are placed explicitly. Mnesia uses DETS tables to store data persistently, and since DETS tables use 32 bit file offsets, the largest possible Mnesia table per an Erlang VM is 2GB. To cope with large tables Mnesia introduces a concept of table fragmentation. A large table can be split into several smaller fragments on different Erlang nodes. The downside of the fragmentation mechanism is that the placement of fragments should be specified explicitly by the user.
CouchDB is a schema-free document-oriented database written in Erlang, data fragmentation over nodes is handled by Loungea proxy-based partitioning/clustering framework for CouchDB [4] . To find the shard where a document should be stored Lounge applies a consistent hash function to the document's ID. Lounge does not operate on all CouchDB nodes. In fact, Lounge is a web proxy that distributes HTTP requests to CouchDB nodes. To remove this single point of failure multiple instances of Lounge should be run, i.e a multi-server model. CouchDB replication synchronizes all copies of a document by sending the most recent changes to all replicas. Replication is a unidirectional process, and replica placement is handled explicitly. CouchDB has eventual consistency with automatic conflict detection, but no conflict resolution.
Riak is a Dynamo-style NoSQL [2] , schemaless, open source, distributed key/value data store written in Erlang [5] . For availability Riak uses a replication and a hand-off technique. By default each data bucket in Riak is replicated on three different nodes. However, the number of replicas is a tunable parameter and can be Cassandra is another Dynamo-style NoSQL DBMS not written in Erlang but accessible from it. The Apache Cassandra is a written in Java and recommended for commodity hardware or cloud infrastructures [6] . Cassandra offers an automatic, master-less and asynchronous mechanism for replication. Cassandra has a decentralized structure where all nodes in a cluster are identical, and therefore, there is no single point of failures. Since Cassandra follows the Dynamo model, load-balancing, replication, and fragmentation policies are similar to Riak.
Riak Scalability and Availability
We investigate the scalability and availability of a Dynamo-style NoSQL DBMS, namely Riak 1.1.1, using the Basho Bench benchmarking tool [7] . We expect the performance of other Dynamostyle NoSQL DBMS to be similar. The full experimental setup, additional scalability results, together with availability and elasticity results are reported in [1] .
Experiment Setup
The benchmarks are conducted on the Kalkyl cluster at Uppsala University. Each node comprises Intel quad-core Xeon 5520 2.26 GHz processors with 8MB cache, and has 24GB RAM memory and 250 GB hard disk. Data is replicated to 3 nodes, and two nodes must respond to read/write requests.
A node can be either a traffic generator or a Riak node. There is one traffic generator for every three Riak nodes.
Scalability We measure how throughput rises as the number of Riak nodes increases, i.e. on 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100-node clusters. In the experiments the traffic generators issue as many database commands as the cluster can serve. We repeat every experiment three times. Fig. 1 depicts the mean values. The results show that Riak scales linearly up to 60 nodes, but it does not scale beyond 60 nodes. In Fig. 1 the green line represents variation from the mean.
We measure the usage of resources, specifically, RAM, disk, cores, and network [1] , and show that they do not limit scalability of Riak. Maximum RAM usage is 3%, and the maximum disc usage is 10%. Maximum core usage on 8 core nodes is 5.5 cores, so cores are available. The network profiling shows that the number of retransmitted packets is negligible in comparison with the total number of successfully transmitted packets, i.e. 200 packets out of 5 · 10 8 packets.
So we investigate the scalability of Riak software. Clearly the frequency of global operations limits scalability, and we investigate two likely sources of global operations. Instrumenting the global name registration module global.erl shows that Riak makes no global.erl calls. Instrument the genserver module gen server.erl shows that, of the 15 most time-consuming operations, only one, rpc:call grows with cluster size. Moreover, of the five Riak RPC calls, only start put fsm function from module riak kv put fsm sup grows with cluster size [1] .
Independently, Basho [7] have analysed Riak scalability and had identified the riak kv get/put fsm sup issue, together with a scalability issue with statistics reporting. To improve the Riak scalability Basho applied a number of techniques and introduced new library sidejob (https://github.com/basho/sidejob). These modifications are available in Riak version 1.3 and upcoming version 1.4. An overview of the modifications is given in [1] .
Availability and Elasticity Riak shows very good availability and elasticity [1] . After losing 9 Riak nodes only 37 failures occured out of 3.41 millions successful operations. When failed nodes come back up the throughput grows.
Conclusions
The theoretical analysis of Erlang DBMS against the requirements for scalable persistent storage shows that Mnesia and CouchDB have some serious scalability limitations, i.e. explicit placement of replicas and fragments, and a single point of failure due to the lack of a P2P model. However Dynamo-style NoSQL DBMS like Riak and Cassandra do have a potential to provide scalable persistent storage for large (100 node) distributed architectures as required by the RELEASE project.
Our measurements of one such Dynamo-style NoSQL DBMS assure us that this class of DBMS will provide the required scalability. We have shown that Riak 1.1.1 already provides scalable, available and elastic persistent storage on up to 60 nodes. We further show that resources like disc and network do not limit scalability, and identify two bottlenecks for improvement. The scalability of Riak is much improved in versions 1.3 and 1.4 and will continue to improve.
