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Abstract
Let σ = (λ1, . . . , λn) be a list of complex numbers. The nonnegative inverse eigenvalue
problem (NIEP) is the problem of determining necessary and sufficient conditions in order
that σ be the spectrum of an entrywise nonnegative n× n matrix. Our purpose is to give an
overview of the NIEP, its history, modern results, and subproblems with particular emphasis
on symmetric realizing matrices. A substantial bibliography is included.
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1. The nonnegative inverse eigenvalue problem
In 1937 Kolmogorov [16] asked when is a given complex number z an eigenvalue
of some nonnegative matrix. Suleimanova [29] extended Kolmogorov’s question in
1949 to what is now called the nonnegative inverse eigenvalue problem (NIEP): Find
necessary and sufficient conditions such that the list σ = {λ1, . . . , λn} of complex
numbers is the spectrum of a nonnegative n× n matrix A. If such a matrix A exists
we say that A realizes σ .
Kolmogorov’s question is easily answered since there is a positive 3 × 3 circulant
matrix that has the given complex number z as an eigenvalue [22] (see also [5,6,13]).
On the other hand, the NIEP has challenged mathematicians for over half a century.
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1.1. Necessary conditions
An n× n matrix A is said to be reducible if (a) n = 1 and A = 0 or (b) n  2,
there is a permutation matrix P , and there is some integer r with 1  r  n− 1 such
that
P TAP =
[
B C
0 D
]
,
where B is r × r , D is (n− r)× (n− r), C is r × (n− r) and 0 is (n− r)× r .
Otherwise A is said to be irreducible.
Since the spectrum of a reducible matrix is the union of the spectra of the main
diagonal blocks we may restrict our attention to irreducible matrices. The following
theorem is crucial to the study of nonnegative matrices.
Theorem 1.1 (Perron–Frobenius Theorem [1,10]). Let A be an n× n matrix and
suppose A is nonnegative. Define the Perron root ρ(A) = max{|λ| : λ ∈ σ(A)}. If A
is irreducible, then
(i) ρ(A) > 0,
(ii) ρ(A) is an eigenvalue of A,
(iii) there is an entrywise positive vector x such that Ax = ρ(A)x, and
(iv) ρ(A) is an algebraically simple eigenvalue of A.
Given a list σ = {λ1, . . . , λn} of n complex numbers we present four necessary
conditions for the NIEP.
(1) The Perron root ρ = max{|λi | : λi ∈ σ } belongs to σ .
Since the characteristic polynomial of a nonnegative matrix has only real coeffi-
cients, σ must be closed under complex conjugation. The second condition is:
(2) σ = σ¯ .
Define the kth moment of σ to be sk =∑ni=1 λki , k = 1, 2, . . . If A realizes σ
then since sk = trace(Ak) and A is nonnegative we must have
(3) sk  0, k = 1, 2, . . .
Our fourth necessary condition is due to Loewy and London [20] and Johnson
[11].
(4) (JLL condition) smk  nm−1skm for all k,m = 1, 2, . . .
For n = 4, these necessary conditions are not sufficient, as we see in the next
example.
Example 1.1. σ = {√2,√2, i,−i} satisfies conditions (1) through (4) given above.
If σ is realized by a nonnegative matrix A, then A must be reducible by the Perron–
Frobenius Theorem. Hence {√2, i,−i} must be realizable. But {√2, i,−i} does not
satisfy the JLL condition when k = 1 and m = 2.
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A refinement of the JLL condition in the case of trace zero (s1 = 0) lists of odd
length comes from Laffey and Meehan.
Theorem 1.2 [18]. Let A be a nonnegative n× n matrix with trace(A) = 0. If n is
odd, then s22  (n− 1)s4.
1.2. NIEP solutions for small lists
If n = 2 then σ = {λ1, λ2} is a list of two real numbers. If λ1 + λ2  0 where
λ1  |λ2| the following (symmetric) nonnegative matrix realizes σ .
A = 1
2
[
λ1 + λ2 λ1 − λ2
λ1 − λ2 λ1 + λ2
]
. (1)
In the case of n = 3, Loewy and London found the following necessary and suf-
ficient conditions.
Theorem 1.3 [20]. Let σ = {λ1, λ2, λ3} be a list of three complex numbers, and
assume that σ satisfies the following conditions:
(i) max1i3{|λi | : λi ∈ σ } ∈ σ,
(ii) σ = σ¯ ,
(iii) s1 = λ1 + λ2 + λ3  0, and
(iv) s21  3s2.
Then σ is realized by a nonnegative matrix A.
Note that condition (iv) is the JLL condition for k = 1 and m = 2. If σ = {λ1, λ2,
λ3} = {ρ, eiθ , e−iθ }, with ρ  1 and 0 < θ < π satisfies the conditions of Theorem
1.3, the authors show that the nonnegative circulant matrix
A = 1
3
 ρ + 2 cos θ ρ − 2 cos
(
π
3 + θ
)
ρ − 2 cos (π3 − θ)
ρ − 2 cos (π3 − θ) ρ + 2 cos θ ρ − 2 cos (π3 + θ)
ρ − 2 cos (π3 + θ) ρ − 2 cos (π3 − θ) ρ + 2 cos θ
 (2)
has σ as its spectrum. Note that each row sum and each column sum is equal to ρ.
There is an elegant geometric interpretation of Theorem 1.3 that follows from the
work of Dmitriev and Dynkin [5,6].
Corollary 1.1 [20]. σ = {ρ, reiθ , re−iθ } where 0  r  ρ is the set of eigenvalues of
a nonnegative matrix if and only if reiθ belongs to the closed triangle whose vertices
are ρ, ρe
2π i
3 , and ρe
−2π i
3 .
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If σ = {λ1, λ2, λ3} is a list of three real numbers which satisfy λ1  |λi |, i =
2, 3, λ2  λ3 and s1  0, it is known that σ is realizable by a nonnegative matrix
[20] and symmetric nonnegative matrix [30].
If n = 4 or 5 the NIEP has been solved when s1 = 0. For n = 4 the result is due
to Reams. The case n = 5 is due to Laffey and Meehan.
Theorem 1.4 [26]. Let σ = {λ1, λ2, λ3, λ4} be a list of four complex numbers. If
s1 = 0, s2  0, s3  0 and s22  4s4, then there exists a nonnegative 4 × 4 matrix
that realizes σ.
If n  3 or if n = 4 and s1 = 0, the four necessary conditions given in Section 1.1
are also sufficient for the NIEP. Example 1 shows this is not true for the NIEP when
n = 4 if s1 /= 0. The next theorem shows that the four necessary conditions are not
sufficient for n = 5 even when s1 = 0.
Theorem 1.5 [19]. Let λ1, λ2, λ3, λ4, λ5 be five complex numbers. Assume s1 = 0.
Then σ = {λ1, λ2, λ3, λ4, λ5} is the spectrum of a nonnegative 5 × 5 matrix if and
only if the following conditions hold:
1. sk  0, k = 1, 2, 3, 4, 5,
2. 4s4  s22 , and
3. 12s5 − 5s2s3 + 5s3
√
4s4 − s22  0.
We end the section with the following problem.
Problem 1. Find a geometric representation in R3 of the set of all lists {1, r, a +
ib, a − ib} having Perron root one, which are solutions to the NIEP.
1.3. The stochastic and doubly stochastic inverse eigenvalue problems
Many subproblems have emerged from the NIEP because of its complexity. One
of these is the stochastic inverse eigenvalue problem which is to determine neces-
sary and sufficient conditions for a list of n complex numbers to be the spectrum
of a stochastic n× n matrix (an n× n matrix is called stochastic if it is entrywise
nonnegative and if the sum of the entries in each row equals one).
Johnson [11] shows that if a nonnegative matrix A has a positive Perron root
ρ then there exists a row stochastic matrix which has the same spectrum as 1
ρ
A.
Since we may realize the list {0, . . . , 0} by the zero matrix, the stochastic inverse
eigenvalue problem and the (normalized) NIEP are equivalent.
Next, recall that a doubly stochastic matrix is a square nonnegative matrix that
has both row sum and column sum equal to one.
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Since the general form of a 2 × 2 row stochastic matrix is
[
a 1 − a
b 1 − b
]
for 0 
a, b  1 has the same spectrum as[
1−b+a
2
1−a+b
2
1−a+b
2
1−b+a
2
]
,
which is a doubly stochastic matrix, the doubly stochastic inverse eigenvalue prob-
lem and the row stochastic inverse eigenvalue problem are equivalent for n = 2.
However, there is no doubly stochastic matrix with spectrum {1, 0,−1} which is
the spectrum of the stochastic matrix0 1 01 0 0
1 0 0
 .
Thus these two problems are not equivalent for n = 3. Note that for lists of the form
(1, reiθ , re−iθ ), 0  r  1 the NIEP and the doubly stochastic inverse eigenvalue
problem are equivalent by Eq. (2).
Johnson [11] gives necessary and sufficient conditions for an n× n matrix to be
similar to a doubly stochastic matrix and observes that if no entry of an n× n row
stochastic matrix A is less than 1
n+1 , then A is similar (via a row stochastic matrix)
to a doubly stochastic matrix.
In 1981 Soules presented a method for constructing nonnegative symmetric matri-
ces and proved the following result.
Theorem 1.6 (Soules’ Theorem [28]). If λ1  λ2  · · ·  λn and
1
n
λ1 + n−m− 1
n(m+ 1) λ2 +
m∑
k=1
λn−2k+2
(k + 1)k  0
holds, where n = 2m+ 2 for n even or n = 2m+ 1 for n odd, then there is a sym-
metric, doubly stochastic matrix D such that λ1D has eigenvalues λ1, . . . , λn.
Theorem 1.6 gives a sufficient condition for a list {1, λ2, . . . , λn} to be the spec-
trum of an n× n doubly stochastic symmetric matrix. This improves the following
result due to Perfect and Mirsky.
Corollary 1.2 [23]. If λ1  · · ·  λn and if 1nλ1 + 1n(n−1)λ2 + 1(n−1)(n−2)λ3 + · · · +
1
(2)(1)λn  0 then there is a symmetric, doubly stochastic matrix D such that λ1D
has eigenvalues λ1, . . . , λn.
The next example shows that Soules’ condition is not necessary.
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Example 1.2. Let B =
[
aI bI
bI aI
]
, where I is the 3 × 3 identity matrix, 0 < a, b <
1, and a + b = 1. For a = 0.1 and b = 0.9, σ(B) = {1, 1, 1,−0.8,−0.8,−0.8},
which does not satisfy Soules’ condition.
We end this section with the following problem.
Problem 2. Let σ = {1, λ2, . . . , λn} be a list of n real numbers such that |λi |  1,
i = 2, . . . , n and s1  0. Find necessary and sufficient conditions so that
(i) σ is the spectrum of an n× n doubly stochastic matrix,
(ii) σ is the spectrum of an n× n symmetric doubly stochastic matrix.
2. The real and symmetric nonnegative inverse eigenvalue problems
Let σ = {λ1, . . . , λn} be a list of n real numbers. The real nonnegative inverse
eigenvalue problem (RNIEP) is to determine necessary and sufficient conditions on
real σ so that there exists a nonnegative matrix having σ as its spectrum. Instead, if
σ must be the spectrum of a symmetric nonnegative matrix, we have the symmetric
nonnegative inverse eigenvalue problem (SNIEP). In this section we present a brief
history of these problems.
2.1. Real nonnegative inverse eigenvalue problem
Let σ be a list of real numbers of length at most four. If the Perron root belongs
to σ and if s1  0, then there is a nonnegative matrix with spectrum σ . Loewy and
London [20] are credited with the result when n = 4. Hence for lists of real num-
bers of length n  4 the necessary conditions given in Section 1.1 are also sufficient
conditions for the RNIEP.
The first sufficient condition for a list of n real numbers to be the spectrum of a
nonnegative matrix was given by Suleimanova.
Theorem 2.1 [29]. Let σ = {λ1, . . . , λn} be a list of n real numbers satisfying λ1 +
λ2 + · · · + λn  0 and λj < 0, j = 2, . . . , n. Then there exists a nonnegative n× n
matrix with spectrum σ.
Perfect gave a simple proof of Theorem 2.1 and proved the following corollary.
Corollary 2.1 [24]. Let σ be a list of n real numbers, and suppose that it is possible
to partition σ into sublists in such a way that (i) each sublist contains one or more
nonnegative numbers, and (ii) the sum of the negative numbers (if any) in each sub-
list does not exceed the largest positive number in the sublist. Then σ is the spectrum
of a nonnegative matrix.
One improvement to Suleimanova’s condition is due to Salzmann.
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Theorem 2.2 (Salzmann’s Theorem [27]). Let λ1  λ2  · · ·  λn be real numbers
such that
(i) 12 (λi + λn−i+1)  1n
∑n
j=1 λj when i = 2, 3, . . . , [n+12 ] and
(ii) ∑ni=1 λi  0.
Then there exists an n× n nonnegative diagonalizable matrix with σ = {λ1, . . . , λn}
as its spectrum. Furthermore, if the inequalities of (i) and (ii) are strict, then there
exists a positive diagonalizable matrix with spectrum σ.
If we consider σ = {7, 2,−2,−3,−3} there is a nonnegative reducible matrix A
with spectrum σ (using Corollary 2.1). However Salzmann’s Theorem shows that A
must be similar to a positive (hence irreducible) matrix.
In 1971 Kellogg developed a more general sufficient condition for a list of n real
numbers σ to be the spectrum of a nonnegative matrix. We give below an equivalent
formulation of Kellogg’s Theorem due to Fiedler.
Theorem 2.3 (Kellogg’s Theorem [14]). Let λ1  λ2  · · ·  λn, λ1  |λn|, and let
r be the greatest integer with λr  0. Let δi = λn+2−i for i = 2, . . . , s = n− r +
1. Define K = {i ∈ {2, . . . ,min{r, s}} : λi + δi < 0}. If λ1 +∑i∈K,i<h(λi + δi)+
δh  0 for all h ∈ K and if λ1 +∑i∈K(λi + δi)+∑sj=r+1 δj  0, then σ ={λ1, . . . , λn} is the spectrum of some n× n nonnegative matrix.
Fiedler used the next theorem to compare the results of Salzmann and Kellogg.
Theorem 2.4 [8]. If λ1  λ2  . . .  λn and λ1 + λn +∑nj=1 λj  12 ∑n−1i=2 |λi +
λn+1−i |, then σ = {λ1, . . . , λn} is the spectrum of some n× n nonnegative matrix.
Fiedler proved that if the conditions of Salzmann’s Theorem are satisfied, then the
conditions of Theorem 2.4 are satisfied; moreover, if the conditions of Theorem 2.4
are satisfied then the conditions of Kellogg’s Theorem are satisfied. None of the con-
verses are true. For σ1 = {5, 4,−2,−4} satisfies the conditions of Theorem 2.4 but
not Salzmann’s, and σ2 = {3, 2,−1,−1,−3} satisfies Kellogg’s conditions but not
Theorem 2.4. Thus Kellogg’s conditions are the most general sufficient conditions
of the aforementioned theorems.
In 1995 Borobia was able to extend Kellogg’s conditions.
Theorem 2.5 (Borobia’s Theorem [2]). Let σ = {λ1, λ2, . . . , λn} be a set of real
numbers with λ1  λ2  · · ·  λn. Let r be the greatest integer with λr  0. If some
partition J1 ∪ · · · ∪ Js of J = {λr+1, . . . , λn} exists such that
λ1  λ2  · · ·  λr 
∑
λ∈Js
λ 
∑
λ∈Js−1
λ  · · · 
∑
λ∈J1
λ
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satisfies Kellogg’s Theorem, then σ is the spectrum of some n× n nonnegative
matrix.
As an example of Borobia’s Theorem, note that Kellogg’s Theorem fails for the
list σ = {1, 0.6,−0.3,−0.35,−0.45,−0.5}. However, if we partition σ as {1, 0.6,
(−0.3 − 0.35), (−0.45 − 0.5)} and apply Kellogg’s Theorem to {1, 0.6,−0.65,
−0.95} we deduce the existence of a nonnegative matrix with σ as its spectrum.
Remark 2.1. The RNIEP is still open for n  5.
2.2. Symmetric nonnegative inverse eigenvalue problem
In 1974 Fiedler [8] asked when a list of real numbers could be realized by a
nonnegative symmetric matrix. In this paper Fiedler proved that the conditions of
Kellogg’s Theorem are also sufficient for the existence of a symmetric nonnegative
matrix.
Soules’ result (Theorem 1.6) appeared in 1981. Radwan [25] in 1996 pointed out
that conditions of Kellogg’s Theorem (Theorem 2.3) and Soules’ Theorem are not
comparable. For example, σ1 = {5, 3,−2,−2,−2,−2} satisfies Soules’ Theorem
but not Kellogg’s Theorem, while σ2 = {5, 3,−2,−2,−4} satisfies Kellogg’s Theo-
rem but not Soules’ Theorem. Radwan [25] also proved that the conditions of Boro-
bia’s Theorem are sufficient for the existence of a symmetric nonnegative matrix.
In 1997 Wuwen [30] showed that the RNIEP and the SNIEP are equivalent for
lists of real numbers of length at most four by constructing symmetric nonnegative
matrices which realize allowable lists. In general the fact that the SNIEP and the
RNIEP are different was proved in [12].
Remark 2.2. The SNIEP has not been solved for n  5.
We include the following theorems due to Fiedler which will be used in Section 3
to construct symmetric nonnegative matrices. Denote by Sn the set of lists of length
n realizable by n× n symmetric nonnegative matrices.
Theorem 2.6 (Symmetric Theorem [8]). If {α1, α2, . . . , αm} ∈ Sm with α1 as the
Perron root, {β1, . . . , βn} ∈ Sn with β1 as the Perron root, and α1  β1, then for
any %  0, {α1 + %, β1 − %, α2, . . . , αm, β2, . . . , βn} ∈ Sm+n.
Theorem 2.7 (Fiedler’s construction [8]). Let A be a symmetric m×m matrix with
eigenvalues α1, . . . , αm and let u be a unit eigenvector corresponding to α1; let B be
a symmetric n× n matrix with eigenvalues β1, . . . , βn and let v be a unit eigenvector
corresponding to β1. Then for any δ, the matrix
C =
[
A δuvt
δvut B
]
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has eigenvalues α2, . . . , αm, β2, . . . , βn, γ1, γ2 where γ1, γ2 are eigenvalues of the
2 × 2 matrix
Ĉ =
[
α1 δ
δ β1
]
.
2.3. The RNIEP and the SNIEP are different
In 1978 Hershkowitz [9] asked, if there is a solution for the RNIEP, does it imply
there is a solution for the SNIEP? In 1996 Johnson et al. [12] proved that the RNIEP
and the SNIEP are different. To describe the result of Johnson et al. we need the
following results due to Boyle and Handelman.
In 1991 and 1993, Boyle and Handelman published two papers [3,4] in which
they used symbolic dynamics to study the NIEP. The main result states that there is
a realizing nonnegative matrix if enough zeros are added to a given list of complex
numbers.
Theorem 2.8 [3]. Let λ1, . . . , λn be complex numbers satisfying sk > 0 for k =
1, 2, 3, . . . Then there exists an integer N  n and a nonnegative N ×N matrix
A such that the spectrum of A is the list of N numbers {λ1, . . . , λn, 0, . . . , 0}.
The next theorem is a specialization of one of the theorems in [4].
Theorem 2.9 [4]. Suppose that λ1, . . . , λn ∈ C are nonzero and that λ1 =
max1in |λi |. Then {λ1, . . . , λn} is the nonzero spectrum of an entrywise positive
matrix if and only if
(a) λ1 > |λi |, i = 2, 3, . . . , n,
(b) sk > 0, k = 1, 2, 3, . . . , and
(c) all coefficients of the polynomial ∏ni=1(x − λi) are real.
In [12] Johnson et al. proved that if (λ1, . . . , λn, 0, 0, . . . , 0︸ ︷︷ ︸
m zeros
) is the spectrum of
a nonnegative symmetric matrix, then (λ1, . . . , λn, 0, 0, . . . , 0︸ ︷︷ ︸
n(n−1)
2 zeros
) is also the spectrum
of a nonnegative symmetric matrix. The authors use this theorem and Theorem 2.9
to prove the existence of lists of real numbers which form the spectra of nonnegative
matrices but not the spectra of symmetric nonnegative matrices.
However, finding the smallest dimension for which the RNIEP and SNIEP were
different problems remained an open question. Laffey announced that the SNIEP
and RNIEP are different for n = 5 at the ILAS conference in 1998 in Madison,
Wisconsin. Laffey’s result follows from unpublished work of Loewy and Hartwig
and from the work of Laffey and Meehan. We will revisit this topic in Section 3.2.
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3. Lists of five real numbers
Let σ be a list of five real numbers λ1  λ2  λ3  λ4  λ5 that satisfy (i) λ1 =
max1i5 |λi | and (ii) s1  0. In Section 3.1, the results from Section 2.2 are used
to determine sufficient conditions for σ to be the spectrum of a 5 × 5 symmetric
nonnegative matrix and to give a realizing matrix for σ when possible. Section 3.2
features those lists which show the RNIEP and SNIEP are different for n = 5.
3.1. Symmetric nonnegative realizations for n = 5
In analyzing the list of five real numbers we first attempt to use the conditions
of Kellogg’s Theorem to determine if there exists a nonnegative matrix and thus
a symmetric nonnegative matrix. For example if λ1  λ2  λ3 > 0  λ4  λ5 then
λ2 + λ5 < 0 and λ3 + λ4 < 0 gives K = {2, 3} in Kellogg’s conditions. The remain-
ing conditions are satisfied if (a) λ1 + λ5  0, (b) λ1 + (λ2 + λ5)+ λ4  0 and (c)
λ1 + (λ2 + λ5)+ (λ3 + λ4)  0. The only way Kellogg’s condition could fail in this
case of K = {2, 3} is when λ1 + (λ2 + λ5)+ λ4 < 0 as (a) and (c) must be true
from necessary conditions. When Kellogg’s conditions are not satisfied we attempt
to satisfy Borobia’s Theorem. Recall from Section 2.2 that when Borobia’s condi-
tions hold for a list of five real numbers there exists a symmetric nonnegative matrix
realizing the list. This result is due to Radwan. Whenever possible we have exhibited
below a symmetric nonnegative matrix realizing the list σ . In some cases Fiedler’s
construction from Theorem 2.7 will be used.
3.1.1. λ1 > 0  λ2  λ3  λ4  λ5
By Suleimanova’s Theorem and Theorem 2.7, there exists a 5 × 5 nonnegative,
symmetric matrix having spectrum {λ1, λ2, λ3, λ4, λ5}. Let A1 be given by
1
2 (λ1+λ2+λ3+λ4+λ5) 12 (λ1+λ2+λ3+λ4−λ5) 12
√−2(λ1+λ2+λ3)λ4 a
1
2 (λ1+λ2+λ3+λ4−λ5) 12 (λ1+λ2+λ3+λ4+λ5) 12
√−2(λ1+λ2+λ3)λ4 a
1
2
√−2(λ1+λ2+λ3)λ4 12
√−2(λ1+λ2+λ3)λ4 0 b
a a b 0
,
where
a =
√−(λ1 + λ2)λ3√λ1 + λ2 + λ3√
2(λ1 + λ2 + λ3 − λ4) , b =
√−(λ1 + λ2)λ3√−2λ4√
2(λ1 + λ2 + λ3 − λ4) .
Since A1 has eigenvalues λ1 + λ2, λ3, λ4, and λ5 where λ1 + λ2 is the Perron root,
we know that the normalized eigenvector u of λ1 + λ2 is nonnegative. So using
Theorem 2.7, with matrix B = [0], which has Perron root 0 and eigenvector v =
[1], we find δ = √−λ1λ2  0 which makes the following matrix symmetric and
nonnegative. Thus,
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A =
[
A1 δuv
T
δvuT 0
]
is nonnegative and has the spectrum {λ1, λ2, λ3, λ4, λ5}.
3.1.2. λ1  λ2 > 0  λ3  λ4  λ5
(a) If λ2 + λ5 < 0 then Kellogg’s conditions are satisfied. That is λ1 + λ5  0 and
λ1 + (λ2 + λ5)+ λ3 + λ4  0 because the first is the Perron root condition and
the second is the nonnegative trace condition. This means {λ1, λ2, λ3, λ4, λ5}
is the spectrum of some nonnegative symmetric matrix. An example of such a
matrix A using Theorem 2.7 is given by
1
2

λ1−ε+λ3+λ4 λ1−ε+λ3−λ4 √−2(λ1−ε)λ3 2δ 2δ
λ1−ε+λ3−λ4 λ1−ε+λ3+λ4 √−2(λ1−ε)λ3 2δ 2δ√−2(λ1−ε)λ3 √−2(λ1−ε)λ3 0 2ρ 2ρ
2δ 2δ 2ρ λ2+ε+λ5 λ2+ε−λ5
2δ 2δ 2ρ λ2+ε−λ5 λ2+ε+λ5
 ,
where
δ =
√
ε(λ1 − ε)√λ1 − ε − λ2
2
√
(ε − λ1)λ3
√
ε−λ1+λ3
λ3
, ρ =
√
ε
√
λ1 − ε − λ2√
2
√
ε−λ1+λ3
λ3
,
and ε  0 satisfies λ1 − ε  λ2 and λ2 + ε + λ5  0.
(b) If λ2 + λ5  0 and λ1 + λ3 + λ4  0 then the following symmetric nonnegative
matrix has spectrum {λ1, λ2, λ3, λ4, λ5}.
A = 1
2

λ2 + λ5 λ2 − λ5 0 0 0
λ2 − λ5 λ2 + λ5 0 0 0
0 0 λ1 + λ3 + λ4 λ1 + λ3 − λ4 √−2λ1λ3
0 0 λ1 + λ3 − λ4 λ1 + λ3 + λ4 √−2λ1λ3
0 0
√−2λ1λ3 √−2λ1λ3 0
 .
(c) If λ2 + λ5  0 and λ1 + λ3 + λ4 < 0 then neither Kellogg’s Theorem nor Boro-
bia’s Theorem can be applied. Though we have some examples for existence of
nonnegative matrices realizing a list of five numbers satisfying these conditions,
this case is not fully resolved. However, if σ = {λ1, λ2, λ3, λ4, λ5} satisfies the
conditions of this case we show in Section 3.2 that there cannot be a symmetric
nonnegative matrix realizing σ . This case is discussed further in Section 3.1.6.
3.1.3. λ1  λ2  λ3 > 0  λ4  λ5
(a) If λ2 + λ5 < 0, λ2 + λ4 < 0, and λ1 + λ2 + λ4 + λ5  0, then the following
symmetric nonnegative matrix has spectrum {λ1, λ2, λ3, λ4, λ5}.
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A = 1
2

λ1 + λ2 + λ4 + λ5 λ1 + λ2 + λ4 − λ5 δ δ 0
λ1 + λ2 + λ4 − λ5 λ1 + λ2 + λ4 + λ5 δ δ 0
δ δ 0 −2λ4 0
δ δ −2λ4 0 0
0 0 0 0 2λ3
 ,
where δ = √−(λ2 + λ4)(λ1 + λ4).
Notice that Kellogg’s condition with K = {2, 3} is included in case (a) above.
(b) If λ2 + λ5 < 0, λ2 + λ4  0, then the following symmetric nonnegative matrix
has spectrum {λ1, λ2, λ3, λ4, λ5}.
A = 1
2

λ1 + λ5 λ1 − λ5 0 0 0
λ1 − λ5 λ1 + λ5 0 0 0
0 0 λ2 + λ4 λ2 − λ4 0
0 0 λ2 − λ4 λ2 + λ4 0
0 0 0 0 2λ3
 .
(c) If λ2 + λ5  0 then the following symmetric nonnegative matrix has spectrum
{λ1, λ2, λ3, λ4, λ5}.
A = 1
2

λ2 + λ5 λ2 − λ5 0 0 0
λ2 − λ5 λ2 + λ5 0 0 0
0 0 λ1 + λ4 λ1 − λ4 0
0 0 λ1 − λ4 λ1 + λ4 0
0 0 0 0 2λ3
 .
(d) If λ2 + λ5 < 0, λ2 + λ4 < 0, and λ1 + λ2 + λ4 + λ5 < 0 then neither Kellogg’s
Theorem nor Borobia’s Theorem can be applied. This case is discussed further
in Section 3.1.6.
3.1.4. λ1  λ2  λ3  λ4 > 0  λ5
Since λ1 + λ5  0, a symmetric nonnegative matrix realizing {λ1, λ2, λ3, λ4, λ5}
as its spectrum is given by
A = 1
2

λ1 + λ5 λ1 − λ5 0 0 0
λ1 − λ5 λ1 + λ5 0 0 0
0 0 2λ2 0 0
0 0 0 2λ3 0
0 0 0 0 2λ4
 .
3.1.5. λ1  λ2  λ3  λ4  λ5 > 0
The matrix A = diag[λ1, λ2, λ3, λ4, λ5] is a symmetric nonnegative matrix real-
izing {λ1, λ2, λ3, λ4, λ5}.
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3.1.6. Two unresolved cases of SNIEP for n = 5
Given a list σ = {λ1, λ2, λ3, λ4, λ5} of five real numbers satisfying
(1) λ1 = max1i5 |λi | and
(2) λ1 + λ2 + λ3 + λ4 + λ5  0,
there are two cases where SNIEP for n = 5 is not known.
The first unknown case is discussed in Section 3.1.2(c). Here λ1  λ2 > 0 
λ3  λ4  λ5, λ2 + λ5  0 and λ1 + λ3 + λ4 < 0. Clearly λ1 + λ3 + λ4 < 0
together with (2) imply λ2 + λ5  0. Also λ1 + λ3 + λ4 < 0 and (1) imply λ3 < 0.
Since λ5 < 0 we have λ2 > 0. If λ1 = λ2, it is not possible to partition σ to get a
reducible nonnegative matrix realizing σ because of the condition λ1 + λ3 + λ4 < 0.
Hence, for unresolved case 1 we consider the conditions (1) and (2) above and
(3a) λ1 > λ2 > 0 > λ3  λ4  λ5 and
(3b) λ1 + λ3 + λ4 < 0.
The second unresolved case in Section 3.1.3(d) has conditions λ1  λ2  λ3 > 0 
λ4  λ5, λ2 + λ4 < 0, λ2 + λ5 < 0 and λ1 + λ2 + λ4 + λ5 < 0. Clearly λ2 + λ4 <
0 implies λ2 + λ5 < 0. If λ4 = 0, then λ1 + λ2 + λ5 < 0 together with λ1 + λ5  0
imply λ2 < 0. Therefore λ4 < 0. If λ1 = λ2, it is not possible to partition σ to get
a reducible nonnegative matrix realizing σ . Hence λ1 > λ2. Hence for unresolved
case 2 we consider the conditions (1) and (2) above and
(4a) λ1 > λ2  λ3 > 0 > λ4  λ5 and
(4b) λ1 + λ2 + λ4 + λ5 < 0.
3.2. The RNIEP and SNIEP for n = 5
Given a realizable list of five real numbers with positive Perron root, normalize
the list so that the Perron root is equal to one. Let T5 equal the set of 5-tuples σ =
(1, λ2, λ3, λ4, λ5), 1  λ2  λ3  λ4  λ5 which satisfy |λk|  1, k = 2, 3, 4, 5 and
s1  0. McDonald and Neumann [21] have shown that T5 is the convex hull of the
following set of points:
a = (1, 1, 1, 1, 1), f =
(
1, 1,− 12 ,− 12 ,−1
)
,
b = (1, 1, 1, 1,−1), g =
(
1,− 14 ,− 14 ,− 14 ,− 14
)
,
c = (1, 1, 1,−1,−1), h =
(
1, 1,− 23 ,− 23 ,− 23
)
,
d = (1, 1, 0,−1,−1), i =
(
1, 12 ,
1
2 ,−1,−1
)
.
e = (1, 0, 0, 0,−1),
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We write T5 = H(a, b, c, d, e, f, g, h, i). The points a–g are realizable by symmet-
ric nonnegative matrices from results in Section 3.1. The points h and i are not
realizable by any nonnegative matrix.
McDonald and Neumann show us where to find lists that are solutions to the
RNIEP but are not solutions to the SNIEP.
Theorem 3.1 [21]. Let A be a 5 × 5 irreducible nonnegative symmetric matrix with
eigenvalues (1, λ2, λ3, λ4, λ5) where 1  λ2  λ3  λ4  λ5  −1. Then
−λ5 + trace(A)  λ2. (3)
Moreover, if some eigenvector of A corresponding to λ2 has only one positive or one
negative entry, then trace(A)  λ2.
Note that the conditions in unresolved case 1 can be rewritten as
(1) 1  λ2  λ3  λ4  λ5  −1,
(2) 1 + λ2 + λ3 + λ4 + λ5  0,
(3a) 1 > λ2 > 0 > λ3  λ4  λ5,
(3b) 1 + λ3 + λ4 < 0
after normalization. From Theorem 3.1 we conclude that if σ satisfies conditions of
case 1 there cannot be a symmetric nonnegative matrix realizing σ .
Introduce the points j = 910h+ 110a = (1, 1,− 12 ,− 12 ,− 12 ) and k = 35h+ 25g =
(1, 12 ,− 12 ,− 12 ,− 12 ), each of which is realizable by a symmetric nonnegative matrix.
Since λ1 = 1 we can represent 5-tuples of numbers in R4. The points d, f, j, k are
linearly independent in (λ2, λ3, λ4, λ5) and satisfy λ1 + λ3 + λ4 = 0 which deter-
mines a separating hyperplane in R4. Also, h is the only vertex of T5 that satisfies
λ1 + λ3 + λ4 < 0. A point on the edge joining h to any of the remaining vertices
of T5 that is also on the hyperplane λ1 + λ3 + λ4 = 0, lies inside H(d, f, j, k). It
is then straightforward to show that if σ = (1, λ2, λ3, λ4, λ5) satisfies the conditions
of case 1 then σ ∈ H(h, d, f, j, k)\H(d, f, j, k) =H1. In summary, if σ ∈H1 is
a solution to the RNIEP then σ is not a solution to the SNIEP.
Finding all realizable lists inH1 seems to be a formidable challenge. The follow-
ing interesting problem is a special case.
Find the minimum value of t, 0 < t < 1 such that (3 + t, 3,−2,−2,−2) is the
spectrum of a nonnegative matrix. Note that the corresponding normalized lists be-
long to H1. For tˆ = 0.5193109820 . . . , Laffey and Meehan have shown that (3 +
tˆ , 3,−2,−2,−2) is realizable and conjecture that the minimum possible value of t
is tˆ [17].
Egleston [7] has shown that (1, 7197 ,− 4497 ,− 5497 ,− 7097 ) belongs toH1 and is realiz-
able. Hence the RNIEP and SNIEP are different for n = 5.
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The conditions of the second unresolved case (case 2) may be rewritten as
(1) 1  λ2  λ3  λ4  λ5  −1,
(2) 1 + λ2 + λ3 + λ4 + λ5  0,
(4a) 1 > λ2  λ3 > 0 > λ4  λ5,
(4b) 1 + λ2 + λ4 + λ5 < 0.
Let 3 = 13 i + 23g = (1, 0, 0,− 12 ,− 12 ). Then c, d, e, 3 are linearly independent in
(λ2, λ3, λ4, λ5) and satisfy 1 + λ2 + λ4 + λ5 = 0. Since i is the only vertex of T5
that satisfies 1+ λ2 + λ4 + λ5 < 0, the set of points σ = (1, λ2, λ3, λ4, λ5) described
in case 2 is contained in H(i, c, d, e, 3)\H(c, d, e, 3) =H2. Since i ∈H2 there are
points in H2 which are not realizable. Knudsen and McDonald [15] have demon-
strated that every point on the line segment from 3 tom= (1, −1+
√
5
4 ,
−1+√5
4 ,
−1−√5
4 ,
−1−√5
4 ), (which is a subset of the line segment from 3 to i) is a solution to the SNIEP.
In [21] McDonald and Neumann pose the following question: Are there any points
in the interior of H(i, c, d, e, 3) which are realizable by a nonnegative symmetric
matrix?
Egleston [7] discovered that
A =

0 903 43 151 641
903 94 634 138 24
43 634 96 767 1
151 138 767 44 691
641 24 1 691 0

has spectrum
σ = (1657.8406, 439.1386, 342.1249,−1043.4224,−1161.6816).
Since the normalized spectrum σ = (1, 0.2648859, 0.2063678,−0.6293864,
−0.7007197) belongs to the interior of H(i, c, d, e, 3), the answer to this question is
yes.
Question: Are there lists in the interior of H(i, c, d, e, 3) which are solutions to
the RNIEP but are not solutions to the SNIEP?
The NIEP is a source of interesting questions that will challenge mathematicians
for years to come.
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