Abstract. Diatom-based indicators can contribute significantly to comprehensive assessments of stream biological conditions. We used modeling to develop, evaluate, and compare 2 types of diatom-based indicators for Idaho streams: an observed/expected (O/E) ratio of taxon loss derived from a model similar to the River InVertebrate Prediction And Classification System (RIVPACS) and a multimetric index (MMI). Modeling the effects of natural environmental gradients on assemblage composition is a key component of RIVPACS, but modeling has seldom been used for MMI development. Diatom assemblage structure varied substantially among reference-site samples, but neither ecoregion nor bioregion accounted for a significant portion of that variation. Therefore, we used Classification and Regression Trees (CART) to model the variation of individual metrics with natural gradients. For both CART and RIVPACS modeling, we restricted predictors to natural variables unaffected by or resistant to human disturbances. On average, 46% of the total variance in 32 metrics could be explained by CART models, but the predictor variables differed among the metrics and often showed evidence of interacting with one another. The use of CART residuals (i.e., metric values adjusted for the effect of natural environmental gradients) affected whether or how strongly many metrics discriminated between reference and test sites. We used cluster analysis to examine redundancies among candidate metrics and then selected the metric with the highest discrimination efficiency from each cluster. This step was applied to both unadjusted and adjusted metrics and led to inclusion of 7 metrics in MMIs. Adjusted MMIs were more precise than unadjusted ones (coefficient of variation ;50% lower). Adjusted and unadjusted MMIs rated similar proportions of the test sites as being in nonreference condition but disagreed on the assessment of many individual test sites. Use of unadjusted MMIs probably resulted in higher rates of both Type I and Type II errors than use of adjusted metrics, a logical consequence of the inability of unadjusted metrics to distinguish the confounding effects of natural environmental factors from those associated with human-caused stress. The RIVPACS-type model for diatom assemblages performed similarly to models developed for invertebrate assemblages. The O/E ratio was as precise as the adjusted MMI, but rated a lower proportion of test sites as being in nonreference condition, implying that taxon loss was less severe than changes in overall diatom assemblage structure. As previously demonstrated for O/E measures, modeling appears to be an effective means of developing more accurate and precise MMIs. Furthermore, modeling enabled us to develop a single MMI for use throughout an environmentally heterogeneous region.
, unpublished data). In the USA, most aquatic biological indicators are based on fish and macroinvertebrate assemblages (e.g., Barbour et al. 1999 , Hawkins 2006 . Much less effort has been devoted to development of indicators based on algal assemblages , Fore and Grafe 2003 .
Work on algal assemblages generally has pursued development of 3 types of indicators (multimetric indices [MMI] , tolerance indices, and multivariate predictive models), most of which are based on benthic diatoms, a subset of algal assemblages. Several researchers have developed MMIs to measure the overall condition of algal assemblages (e.g., Bahls 1993 , KY DOW 1993 , 2003 , Fore and Grafe 2003 , Coles et al. 2004 , Griffith et al. 2005 . Others have focused on tolerance indices that measure effects associated with specific types of stressors, such as nutrient addition or pH alteration (e.g., Dixit and Smol 1994 , Sonneman et al. 2001 , Naymik and Pan 2005 , Ponader et al. 2007 , Potapova and Charles 2007 . However, few researchers have explored the use of multivariate predictive models, such as River InVertebrate Prediction And Classification System (RIVPACS) (Moss et al. 1987) , to assess alterations in algal assemblage composition (Chessman et al. 1999 , Mazor et al. 2006 , D. M. Carlisle, CPH, M. R. Meador, M. Potapova, and J. Falcone, unpublished data) . No clear consensus exists regarding the utility or limitations of these 3 types of algal indicators, and additional work is needed to document and improve their performance.
We explored the performance (precision, bias, and responsiveness) of 2 types of indicators of the general biological condition of streams applied to benthic diatom assemblages: MMIs and an observed/expected (O/E) measure of taxonomic completeness derived from a RIVPACS-type model. These 2 approaches differ in how biotic data are summarized into an index, but both rely on a comparison of observed data with expectations derived from reference sites Hawkins 2000, Stoddard et al. 2006) . Reference sites often vary considerably among and within regions in naturally occurring features (e.g., climate, hydrology, geomorphology, and biogeochemistry) that can influence aquatic assemblages (Hawkins et al. 2000a , Leland and Porter 2000 , Potapova and Charles 2002 . Therefore, accurate and precise biological assessments require a way to account for this natural variation when developing and applying biological indicators. RIVPACS-type models were developed specifically to predict assemblage composition under different naturally occurring environmental conditions, thereby allowing site-specific assessments of biological alteration (e.g., Wright et al. 2000) . However, a priori spatial classifications (e.g., ecoregions, bioregions, stream order) typically are used to reduce natural variation in MMIs (Barbour et al. 1999) .
More effective ways to partition the effects of natural gradients on the biotic metrics used in MMIs clearly are needed because the power of a priori classifications is often relatively weak (e.g., Hawkins et al. 2000a , Herlihy et al. 2006 . Two recent studies used linear or logistic regression to account for natural variation in individual metrics with some success (Baker et al. 2005 , Pont et al. 2006 . However, the assumptions of both linear and logistic regression models often are violated in ecological analyses, and other statistical methods may provide more flexible and accurate models. One of these methods is Classification and Regression Trees (CART) (Breiman et al. 1984) . CART models are often more precise and accurate than other types of models in predicting species occurrences and assemblage attributes (e.g., Rejwan et al. 1999 , De'ath and Fabricius 2000 , Karels et al. 2004 , Bourg et al. 2005 . Therefore, they might be effective in improving both the accuracy and precision of MMIs by partitioning the component of variability in biotic metrics that is associated with natural environmental factors.
We address 2 questions relevant to the use of diatom assemblages in biological assessments: 1) Can CART models be used to improve the performance of diatom MMIs? 2) How well does a RIVPACS-type model perform for diatoms in an environmentally heterogeneous region?
Data and Methods

Sample availability and comparability
We had access to 256 diatom samples from reference-quality sites. However, initial analyses of these samples showed that the taxonomies applied by the 3 different laboratories that processed the samples were not comparable. Therefore, we used only samples that had been processed by a single laboratory (n ¼ 149) to develop indicators. We will report on the issue of taxonomic comparability in a separate publication because this issue has significant implications for indicator development and the reliability of subsequent indicator application.
Sampling design
Selecting reference sites.-The Idaho Department of Environmental Quality (ID DEQ) selected reference sites using a multistep approach (ID DEQ 2004a) . First, a list of candidate high-quality areas was compiled for each of 3 bioregions in Idaho (Northern Mountains, Central and Southern Mountains, and Basin) that were aggregations of different Level III ecoregions (Omernik 1987) . Candidate areas had to satisfy a series of selection criteria (e.g., no known point discharges, no spills or other incidents, and low human population). A sampling site was selected in each candidate area, based on a combination of best professional judgment, inspection of satellite images, and landuse data. Local conditions were scored on several reach-level criteria (e.g., distance from roads, riparian vegetation, and stream channel morphology) during a field visit to each candidate site, and these data were used to screen the candidate sites further.
In total, 149 diatom samples (including site replicates) were collected from these reference sites during 1999 to 2003. We examined these reference samples for spatial independence. We delineated the watershed of each reference site, estimated the proportion of watershed area shared by adjacent sites, and identified any tributaries between them. We considered adjacent sites different if their watersheds overlapped by ,80%, tributaries occurred between them, or they were located .300 m from each other. These criteria yielded 88 sites that we regarded as different (Fig. 1) , and we excluded the remaining sites. When replicate samples existed for individual sites, we randomly chose 1 sample for use in indicator development. Sixty-nine of the 88 samples had counts of 700 to 800 valves. We used these 69 samples to develop indicators and refer to them as reference calibration (RC) samples. The other 19 samples had lower counts (mean ¼ 213 valves), and we set them aside for potential use in indicator validation, in case only nonrichness metrics were selected for the MMI. We did not use these reference validation (RV) samples for testing the RIVPACS-type model because O/E, the RIVPACS indicator, is sensitive to sample count.
Changes in assemblage structure over sampling years can confound development and interpretation of indicators. Neither nonmetric multidimensional scaling nor cluster analysis revealed a significant effect of sampling year on patterns of variation in diatom assemblages among sites. However, seasonal variation in assemblages was evident, so we used sampling date as a predictor for both MMIs and the RIVPACS-type model (Table 1) .
Nonreference sites.-We used nonreference sites to calibrate and evaluate indicator performance. During 1999 to 2003, 155 samples were collected from sites that were noticeably disturbed by point-source discharges, grazing, or other stressors (test sites). Sampled reaches were up to 30 channel-widths but not ,100-m long. Screening for spatial independence and data completeness resulted in 125 distinct and valid test samples (Fig. 1) . We randomly drew 100 of these samples to use for calibration of MMIs and refer to them as test calibration (TC) samples. We used the other 25 samples as test validation (TV) samples for index validation. We used all 125 samples to assess RIVPACS performance because the RIVPACS-type model does not rely on test sites for calibration.
Field sampling and laboratory processing.-Diatom samples were collected, and a range of habitat variables was measured at each sampling site with a standard field procedure (ID DEQ 2004b) . Three riffle habitat units were randomly selected within the study reach. A stone was randomly chosen from each unit, and diatoms were removed from its surface with a modified 30-mL syringe and a small, stiff-bristled brush. If no stone was available, a piece of submerged wood, debris, or other hard surface was used. The sample was placed in a 10-mL vial, and 2 drops of formalin were added to preserve it. Samples were sent to the Patrick Center for Environmental Research for processing. In the laboratory, samples were processed with the US Geological Survey (USGS) protocol . All individuals were identified and counted if ,800 valves were available; otherwise an 800-valve subsample was taken. All valves were identified to the finest taxonomic level, usually species or variety. Any valve that could not be unambiguously identified was excluded from further analyses. In total, 622 taxa were recorded.
Field crews also measured or assessed a range of habitat variables, including flow, slope, water temperature, conductivity, proportions of pools and riffle habitat, riparian vegetation, and bank condition. However, no water-chemistry samples were collected. The lack of water-chemistry data was not critical to index development because water chemistry can easily be modified by human activities and thus, is not a robust predictor of the biota expected under reference conditions (Chessman et al. 1999 , Hawkins 2006 . We used values of alkalinity and conductivity predicted to occur under reference conditions (see Deriving map and GIS data) for index development and application.
Deriving map and GIS data.-We derived map and Geographic Information System (GIS) data for the watershed above each sampling site and included latitude, longitude, elevation, ecoregion, watershed size, watershed geology (predicted streamwater alkalinity and conductivity, and watershed rock hardness), watershed climate (temperature, precipitation, and humidity), and site climate (temperature, precipitation, and humidity). We obtained climate data from the Parameter-elevation Regressions on Independent Slopes Model and the 1961 to 1990 record (Daly and Taylor 2000) . We estimated reference alkalinity and conductivity from models that related variation in these 2 variables to the CaO content of watershed geology. We estimated average rock hardness within each watershed from the uniaxial compressive strength of each lithology type within the watershed (J. R. Olson, Utah State University, unpublished models). The predicted values of alkalinity and conductivity are those expected at summer base flow under reference conditions and, thus, are potentially useful predictors of the biota expected under such conditions. Bedrock hardness is an important determinant of streambed stability, sediment yields, and channel morphology (e.g., Tooth et al. 2002, Sable and Wohl 2006) , and we considered it potentially more useful for prediction than substrate characteristics measured on site, which also can be significantly altered by human disturbances.
MMI development
Candidate metrics.-We explored the utility of a large number of biotic metrics that previously were considered for diatom-based MMIs (Appendix). Many of these metrics were listed in Fore and Grafe (2003) and Wang et al. (2005) . Some metrics appeared to be applicable only to specific regions (e.g., some in the Kentucky diatom index) and were excluded from our analysis. We evaluated 43 of the remaining metrics (Appendix), including 28 environmental tolerance or autecology metrics derived from those identified by Porter (2005; Algal Attribute We also examined 5 assemblage-attribute metrics, 6 metrics based on specific taxa, and 4 metrics derived from Indicator Species Analysis (Dufrene and Legendre 1997) , which identified those taxa that were overrepresented at either reference or test sites. One of the 5 assemblage-attribute metrics is a statistical estimator of total species richness (ACE; Chao and Lee 1992) , which predicts the number of species occurring at a site from the abundances of species in individual samples. We also considered the expected direction of response to environmental stress as part of our metric evaluation process.
Using ecoregions and bioregions to partition natural biotic variability.-The reference sites fell into 8 of the 9 Level III ecoregions of Idaho (ID DEQ 2004a). We combined these ecoregions into 3 aggregate bioregions previously used in development of macroinvertebratebased indicators . We then estimated the classification strengths (CS) (Van Sickle 1997) of both regionalizations. We used Bray-Curtis similarities calculated from log(x þ 1) data for these tests. Both classifications were statistically significant (p , 0.001), but the CS values were low (0.03 for ecoregions and 0.025 for bioregions), indicating that neither classification accounted for useful proportions of the natural variability in assemblage composition. Therefore, we did not pursue the use of these 2 classifications in developing MMIs.
Partitioning natural biotic variability with CART models.-CART models account for variation in a dependent variable by progressively splitting samples into 2 bins that best partition the total variation among samples. This process forms a prediction tree based on a series of binary splits in the data. The first split occurs at the value of the predictor variable that most efficiently (as measured by the mean within-group standard deviation [SD]) partitions overall variation of the dependent variable into 2 groups. CART then partitions each of these 2 groups, if justified, into 2 smaller groups or nodes in the same manner, although the partitioning variable may differ. We built CART models with the R (version 2.2.1; R Development Core Team, http://www.r-project.org/) routine, tree, and then cross-validated the models to determine when to stop the splitting. Cross validation was based on subsampling in which 10% of samples were randomly withheld for validation. This process was repeated 1000 times. We then chose the number of nodes that yielded the lowest average cumulative errors. We further evaluated the likelihood of overfitting by randomly splitting the 69 reference sites into 2 groups, 49 for calibration and 20 for validation. If a model explains much less variance in the validation samples than the calibration samples when both are from the same population of stream sites, overfitting probably has occurred (Vaughan and Ormerod 2005) . We applied this procedure to 2 metrics (% of taxa requiring high dissolved O 2 [HIGH-O2-T] and % of total individuals in those taxa [HIGH-O2-I]) that were selected to represent relatively complex (5 nodes) and simple (3 nodes) models, respectively.
After developing CART models (Table 2 ) with the 17 potential predictor variables (Table 1) , we subtracted the predicted value of each metric from its observed value to obtain each sample's residual value, i.e., the variation remaining after accounting for natural factors. We refer to the residuals of metrics as the adjusted metrics, and we refer to MMIs developed based on adjusted metrics as adjusted MMIs.
Selecting metrics.-We selected metrics for use in unadjusted and adjusted MMIs using the procedure Barbour et al. (1999) with some modifications as follows:
1. Testing the capability of a metric to separate reference sites from test sites. We used the nonparametric U-test to examine how well a metric separated the 69 RC samples from the 100 TC samples. Those metrics that failed this test (p . 0.05) were not considered further. We also excluded metrics that passed the U-test, but responded contrary to expectations. For example, taxa richness and diversity indices are generally expected to decrease at disturbed sites (e.g., Rapport et al. 1985, Karr and Chu 1998) , but some of these metrics were higher at test than reference sites. It would be difficult to argue that such responses represented biological impairment, so we excluded them. 2. Assessing redundancy. A specific value of the Pearson correlation coefficient (e.g., r ¼ 0.8) between metrics often is chosen as a threshold above which one or more metrics are dropped from consideration. This method works when identifying pairs of correlated metrics. However, when .2 metrics are highly correlated, it is difficult to decide which metric should be kept by considering pairwise correlations. Therefore, we used cluster analysis to identify groups of strongly correlated metrics. We measured metric similarities with the absolute value of Pearson's correlation coefficient (r), and we used Ward Linkage (Orloci 1967) (Stribling et al. 2000) . 4. Selecting metrics. We retained the metric that had the highest DE in each group of correlated metrics. Two sets of metrics were selected: one set consisted of adjusted metrics and the other consisted of unadjusted metrics.
Metric scoring.-We rescaled metric values in 2 ways using methods described by Blocksom (2003 
Developing a RIVPACS-type model
The procedure for developing RIVPACS-type models is described in detail elsewhere (Hawkins et al. 2000b , Wright et al. 2000 . Therefore, we give only a brief description here.
Classification.-We used flexible-b Unweighted PairGroup Method using Arithmetic Averages (b ¼ À0.5) and the Bray-Curtis Index to cluster 69 RC samples. We transformed diatom counts as log(x þ 1) to downweight abundant taxa, and we excluded taxa recorded at ,3 sites from the classification step. From this analysis, we identified 7 assemblage groups on which we based the modeling.
Predicting taxonomic composition.-We used the allpossible-subsets procedure of Van Sickle et al. (2006) to identify the variables in a discriminant function model that best predicted group membership and, thus, the taxonomic composition of RC sites. This procedure evaluated how every combination of predictor variables affected RIVPACS model accuracy and precision. We chose the most parsimonious model (fewest and most easily measured variables) that was both accurate (mean RC-site O/E value near 1) and precise (small SD for RC-site O/E).
Calculating O/E.-The procedures for estimating the number of taxa expected under reference conditions and calculating O/E (the proportion of expected taxa observed in a sample) are well documented (e.g., Hawkins et al. 2000b , Wright et al. 2000 . The number of taxa expected at a site (E) under reference conditions
where M i ¼ the probability of a site belonging to reference group i as predicted from the discriminant function model (0 M i 1), n ¼ the number of groups for which M i . 0, F ij ¼ the frequency of taxon j occurring in reference group i, and m ¼ the number of taxa in group i with F ij greater than a specified value (0.5 in our study; Hawkins et al. 2000b) . O is the number of taxa observed in a sample that meet the requirement for F ij . RM i F j is the probability of capture (PC) of taxon j at a site given a standard sampling effort and method, and we calculated O/E with a threshold value of PC ! 0.5 (i.e., O/E 50 ), which often yields more precise assessments than PC . 0 (Hawkins et al. 2000b, Ostermiller and Hawkins 2004) . To evaluate the performance of the model, we compared the SD of RC-site O/E 50 values derived from the model with the SDs estimated for a null model and for the best possible model, i.e., where the SD is related only to random sampling error (Van Sickle et al. 2005 ). The null model predicts that E will be the same everywhere, the sum of the proportional frequencies of occurrence of above-threshold taxa across all RC sites (i.e., it assumes no systematic variation exists in taxa occurrences among reference sites). The null and the best-possible models set the lower and upper boundaries of precision for a RIVPACS-type model.
Evaluating indicator performances
Indicator precision.-We estimated MMI precision as the coefficient of variation (CV) of index values observed at RC and RV sites. The lower the CV, the more precise an indicator is. We compared the CV of indicator values observed at RC and RV sites. If the CV was substantially higher at RV than at RC sites, the models used to account for natural variation might be overfitted. The CV is directly comparable to the SD used to evaluate RIVPACS precision because CV ¼ SD when the mean is 1.
Indicator accuracy.-The true biological impairment at a site is typically unknown (Cao and Hawkins 2005) . Therefore, evaluating the true accuracy or bias of any indicator is difficult. However, we can determine whether an indicator systematically over-or underestimates relative biological condition at sites occurring within different environmental settings. To do so, we regressed RC-site indicator values on the 17 environmental variables (Table 1) .
Indicator responsiveness and comparability.-Different indicators might not lead to the same inference about biological impairment if they differ in either precision or responsiveness to stress. We evaluated similarity in indicator assessments in 2 ways. First, we calculated the proportion of TC and TV sites that would be inferred as impaired with each indicator at 3 different threshold values: the 5 th , 10 th , and 25 th percentiles of values observed at RC sites. Second, we determined the number of sites for which indicators differed in assessments. O/E values derived from a RIVPACStype model and MMIs measure different attributes of biological condition; therefore, we did not expect assessments based on these 2 types of indicators always to be similar (Hawkins 2006) .
Results
MMIs
Natural variability in metric values.-Most of the 43 candidate metrics were highly variable across the 69 RC sites (Appendix). CVs were between 1 and 3.13 for 14 metrics, and between 0.50 and 1 for 13 other metrics. The average CV was 0.9 among all candidate metrics. These results highlight the need to account for the natural variability of biotic metrics if we desire precise and accurate MMIs.
CART models.-We developed CART models for 32 of the 43 metrics (Table 2, see Fig. 2 for example). For the other 11 metrics, cross-validation indicated that none of the 17 predictor variables was consistently associated with variation in metric values. The number of nodes in the 32 CART models ranged between 2 and 8 ( Table 2) . Using CART residuals reduced the SD of metric values among calibration samples by an average of 46% (range ¼ 15-86%). That is, a large amount of the observed variability in metrics across RC sites could be attributed to !1 environmental gradients. Furthermore, the response of a biotic metric to one variable often depended on other variables; i.e., interactions among variables were common. Elevation, annual precipitation, annual mean maximum air temperature, and longitude were the variables most frequently associated with variation in metric values (Fig. 3) .
The cross-validation used to develop CART models appeared to be generally successful in minimizing overfitting. When we used 49 randomly drawn RC sites to develop reduced-sample CART models for the 2 evaluation metrics (% HIGH-O2-T and % HIGH-O2-I), the number of nodes and the predictive variables used were identical to those in the models based on all 69 RC sites (all-sample CART model). However, the pseudo-R 2 values were slightly lower for the reducedsample models than for the all-sample model (HIGH-O2-T: 0.49 cf. 0.51, HIGH-O2-I: 0.69 cf. 0.70). The predicted value for each node also differed slightly between the all-sample and reduced-sample models. When we applied the reduced-sample CART models to the other 20 RC sites, pseudo-R 2 decreased from 0.49 to 0.37 (27%) for the HIGH-O2-T metric and from 0.70 to 0.46 (34%) for the HIGH-O2-I metric, indicating that some overfitting may have occurred in the all-sample models. Because our sample size was so small, we did not think these results were strong enough to warrant fitting models with fewer predictors to the data. However, once additional samples are available, these models should be re-evaluated for overfitting.
Metric discrimination between reference and test sites.-Values of 32 of the 43 unadjusted candidate metrics were significantly different between the RC sites and TC sites (U-test, p , 0.05; Table 3 ). Sample species richness, Simpson's Diversity Index, and Shannon's Diversity Index were higher at TC sites than at RC sites instead of being lower as expected. Dominance also was lower at TC sites than at RC sites, also contrary to expectation. We excluded these 4 metrics from further consideration because their response was difficult to interpret. ACE estimates of species richness were not significantly different between reference and test sites.
Of 32 adjusted metrics, 18 were significantly different between RC and TC sites. Two of the 18 were not significantly different between RC and TC sites in their unadjusted form (Table 3) . The unadjusted responses of these 2 metrics to disturbance were apparently masked by the effects of strong natural environmental gradients. Ten of the 32 adjusted metrics were significantly different between RC and TC sites in their unadjusted but not their adjusted form, a result that implied that their apparent responses to human-caused stress emerged because stress gradients were strongly confounded with natural environmental gradients. Hence, these responses probably resulted from natural factors. Another 4 of the 32 adjusted metrics failed to separate RC from TC sites, as in their unadjusted forms. The CART adjustments also often reduced the magnitude of difference in metric values between RC and TC samples.
We excluded 3 of 18 significant adjusted metrics (species richness, Simpson's Diversity Index, and dominance) from further analysis for the same reasons as for the unadjusted metrics. We retained the remaining 15 adjusted metrics and 4 unadjusted metrics, REF-I, TEST-T, WA-POL, and TOL-T (see Table 2 for definitions) that were unresponsive to the natural gradients tested (i.e., no CART model was established) but discriminated between RC and TC sites, as candidates for further indicator development.
Metric redundancy and discrimination efficiency.-We classified the 28 candidate unadjusted metrics that distinguished RC sites from TC sites into 8 groups, each of which contained 1 to 6 metrics. The average within-group Pearson's r (for the groups with !2 Table 1 .
FIG. 2. Example of a Classification and Regression Tree (CART) model for the metric HIGH-O 2 -I (% individuals requiring 100% O 2 saturation)
. CART models form prediction trees using binary splits to separate samples into bins that best partition the total variation among samples. In this example, the first split occurred at the value of the predictor variable (mean annual precipitation [PRECIP] ¼ 720 mm) that most efficiently partitioned overall variation of the HIGH-O 2 -I into 2 groups. If PRECIP at a site was ,720 mm, the site was predicted into the group on the left, otherwise into the group on the right. The group on the left was further split at the value of the predictor variable (mean maximum monthly temperature [TMAX] ,12.48C) that partitioned the samples into 2 smaller groups in the same manner. A single metric value (at the bottom) is predicted for all samples within each final group.
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[Volume 26 Y. CAO ET AL. metrics) ranged from 0.49 to 0.86, indicating substantial redundancy. The DE of these metrics varied from 32 to 80%. We excluded ALK_I (see Table 2 for definition), the only metric in its group, from further consideration because of its low DE (37%). We then selected the metric with the highest DE in each of the other 7 groups for use in the MMI. The DE of the 7 selected metrics ranged between 48 and 75% for the 100 TC sites and 52 and 72% for the 25 TV sites. The mean Pearson's r among the selected metrics was 0.42 (range 0.21-0.68).
We also classified the 19 candidate adjusted metrics into 7 groups. Within-group correlations ranged between 0.38 and 0.71, indicating less redundancy among adjusted metrics than among unadjusted metrics. The DE of these metrics ranged between 33 and 76%. The DE of the 7 metrics selected for use in the MMI ranged between 43 and 76% for the 100 TC sites and 40 and 64% for the 25 TV sites. The mean Pearson's r among the 7 metrics was 0.29 (range 0.04-0.63). Because 3 of these 7 metrics were unadjusted, the adjusted indices actually were hybrids of adjusted and unadjusted metrics, but for convenience, we refer to the MMIs based on these metrics as adjusted MMIs.
The effects of the tree regressions on the scoring of metrics were substantial at many sites. For example, the difference between the values of the unadjusted and adjusted HIGH-O2-I was as large as 70 points on a 100-point scale at some sites, although the average difference was not as substantial (Fig. 4) . CART-based adjustments generally reduced the variability of the metrics across the reference sites, but increased the variability among test sites.
Precision.-The CVs of the unadjusted MMIs based on scoring methods A (unadjusted MMI-A) and B (unadjusted MMI-B) for the 69 RC sites were high (0.27 and 0.21, respectively), indicating high natural variability. The CVs of unadjusted MMI-A and MMI-B for the 19 RV sites were even higher (0.31 and 0.24, respectively). In comparison, the adjusted MMIs were much more precise. The CVs of adjusted MMI-A and MMI-B for the RC sites were 0.14 and 0.13, respectively, whereas the CVs of adjusted MMI-A and MMI-B for the RV sites were slightly higher at 0.17 and 0.15, respectively. The differences in CVs between calibration and validation samples were smaller for the adjusted MMIs than for the unadjusted MMIs. This result suggests that, even if the models for individual metrics were somewhat overfit, any problems caused by overfitting were small relative to the gains in indicator performance achieved by modeling.
Bias.-Values of the 2 adjusted MMIs were not significantly correlated with any of the 17 natural environmental variables (p . 0.05), a result that suggests that the adjusted MMIs should not systematically over-or underestimate condition under different environmental settings. In contrast, values of the 2 unadjusted MMIs increased significantly with annual precipitation and the number of wet days per year (p , 0.05) and tended to increase with latitude and decrease with maximum mean annual air temperature. These results suggest that the unadjusted MMIs probably would overestimate biological condition at sites in the wetter, northern regions of the state (Type I error), but underestimate biological condition at sites in the drier, southern part of the state (Type II error).
Responsiveness and comparability.-The apparent responsiveness to stress was similar among the 4 MMIs as measured by the % of TC and TV sites with values below the 5 th , 10 th , and 25 th percentiles of RC-site values (Table 4) . However, the apparent comparability between the unadjusted and adjusted MMIs occurred mostly because precision and bias affected inferences regarding the condition (reference or not) of a site in opposite ways. For example, the unadjusted MMIs were far less precise than the adjusted MMIs, a difference that generally would cause fewer test site values to fall below a given percentile-defined impairment threshold. However, the unadjusted MMI values for many test sites (TC and TV) were so low that they were below the statistical threshold despite their low precision.
Improving precision by adjusting for natural gradients also reduced bias associated with the confounding effects of natural gradients on MMI values. Removing bias in these TC samples resulted in upward adjustment of many index values, although it did not substantially affect the % of TC sites rated in nonreference condition at a specific threshold. As a result, the distribution of unadjusted MMI values tended to be left-skewed (Fig. 5A, C) as compared with the distribution of adjusted MMI values (Fig. 5B, D) . Furthermore, adjusted and adjusted MMI-A differed in their assessments of 16% of the test sites (TC and TV), and adjusted and unadjusted MMI-B differed in their assessments of 17% of the test sites. Because the test sites were selected for their conspicuous and relatively severe environmental alterations, we expected most indicators, including imprecise and biased ones, to lead to similar inferences at these sites. However, we would expect adjusted and unadjusted MMIs to disagree more often when applied to less severely stressed sites. The scores of the adjusted MMI-A at TC sites (Fig. 5B) were noticeably more variable than the scores of the adjusted MMI-B at TC sites (Fig. 5D) , implying that method A may be more capable of differentiating levels of biological impairments than method B.
RIVAPCS-type model
Classifications of reference sites.-The 69 RC sites were classified into 7 reasonably distinct groups (classification strength ¼ 0.31). The number of sites in a group ranged between 5 and 15. Log-scaled catchment size, predicted alkalinity, and mean maximum monthly temperature were the best predictors of taxa occurrences.
O/E precision.-The CV of O/E 50 for RC samples was 0.17, slightly higher than the CV of the 2 adjusted MMIs (0.14-0.15), but lower than the CVs of the 2 unadjusted MMIs (0.21-0.27). Model-based O/E precision was intermediate between those of the null model (CV ¼ 0.23) and the best possible model (CV ¼ 0.11), indicating this model improved performance by ;50%.
O/E responsiveness.-O/E 50 rated 38 and 48% of the TC and TV sites, respectively, in nonreference condition when the 25 th percentile of RC-site values was used as the threshold, 19 and 20% of the TC and TV sites, respectively, in nonreference condition when the 10 th percentile was used, and 12 and 12% of the TC and TV sites, respectively, in nonreference condition when the 5 th percentile was used (Table 4) .
Discussion
Partitioning the effects of natural environmental gradients on indicators
The primary challenge we faced in developing diatom-based indicators for Idaho was adjusting for the extreme range in naturally occurring environmental conditions within the state, a situation typical of many other western states. Adjusting for these natural gradients was the key to both precise and accurate indicators. Our study also provided insight into several other issues that are relevant to the development, application, and interpretation of biological indicators.
Natural variability of most biotic metrics is often substantial, as we found in our study (Appendix). focus of bioassessment for decades (e.g., Omernik 1987 , Hawkins et al. 2000a ). Classification by ecoregions has been the most widely used approach for adjusting for the natural variability in biotic metrics. However, in our analysis, the classification strength associated with ecoregion and bioregion was extremely low and was substantially lower than that achieved by the biotic classification used in the RIVPACS model. In this respect, our results are consistent with those of Pan et al. (1999 Pan et al. ( , 2000 and Mazor et al. (2006) , although others have found that ecoregion classifications can account for meaningful amounts of the natural variability in stream assemblages (e.g., Heino et al. 2002 . Given these inconsistent results, we think that investigators who develop indicators should carefully scrutinize the assumptions that often are made implicitly when ecoregion classifications or other geographically dependent regionalizations are used.
Use of geographic stratifications, such as ecoregion and stream order, implicitly assumes that the classification partitions the major environmental gradients that affect biological assemblages and that the variation between assemblage groups is substantially greater than within-group variation. We think this assumption is generally unrealistic, although it might be valid in certain cases. The environmental gradients that most strongly affect biological assemblages probably will vary with locality, spatial scope of the area of interest, and the type of biological assemblage examined. Any discrete regionalization scheme almost certainly will be messy in that not all biologically important factors covary in the same way. For example, sites within the Central-Southern Mountain bioregion in Idaho share several general environmental attributes, but annual precipitation varies markedly within the region and is a factor that was strongly associated with among-site variation in many metrics in our study. In regions dominated by complex environmental gradients, we think it is conceptually more logical and technically more practical to account separately for the effects of different environmental gradients on individual metrics through modeling than to account for the effects of multiple gradients on all metrics simultaneously through regionalizations (e.g., ecoregion) or stratifications (e.g., stream order).
CART offered a conceptually simple yet powerful way to model the complex relationships between natural environmental gradients and biological assemblages. Its advantages as compared to other modeling techniques include: 1) its ability to use a wide range of data types including numerical, categorical, and ranked data (De'ath and Fabricius 2000) , 2) its ability to replace missing data with a closely correlated variable (Karels et al. 2004 ), 3) its freedom from assumption about the relationship between the response variable and the predictive variables (Rejwan et al. 1999) , 4) its automatic identification of interactions among variables (Rejwan et al. 1999) , and 5) model output that is easy to interpret (De'ath and Fabricius 2000) . These attributes are particularly important for assemblage-based bioassessments, where data types are diverse, missing data are frequent, the relationships between metrics or indicators and environmental gradients are often nonlinear or unknown, and interactions among different environmental gradients are common.
With CART models, we were able to create comparable, site-specific expectations for metric values by adjusting for unique combinations of environmental factors. This procedure is conceptually similar to what RIVPACS-type models do-i.e., make site-specific predictions of the biota expected under reference conditions. Such site-specific adjustments improve precision by reducing the variability in both individual and combined (MMI) metric values across reference sites (Fig. 4, Table 3 ) and yield more accurate predictions of the biological expectations for test sites.
Confounding of natural gradients with humancaused stressor gradients is especially problematic for metric selection and interpretation. For example, agriculture, a land use sometimes associated with substantial stress to stream ecosystems, often decreases with increasing elevation. Thus, a metric that is strongly correlated with land use actually may be responding to the natural elevation gradient. The change in discrimination between reference sites and test sites for many metrics after adjustment for natural gradients (Table 3 ) strongly supports the argument that such metrics probably are not actually responsive to disturbances. Modeling should help to identify truly responsive metrics. Furthermore, responses of metrics to human disturbance gradients can be obscured by opposing responses to natural gradients. Modeling should help identify the metrics that provide unique biological signals to disturbance.
The use of models also made it possible to develop an MMI based on the same metrics and scaling throughout the state, thereby avoiding one of the drawbacks (uncertain consistency in what they measure) associated with more traditional MMIs. Metric responses to disturbance should be more consistent across regions after adjustment for the effects of natural environmental gradients. Thus, we probably can avoid the need to use different metrics, which will almost certainly have been selected and calibrated on different criteria, for assessing general disturbances in different regions. The use of the same or similar metrics within states and across regions certainly would improve the comparability of bioassessments, although development of stressor-specific (diagnostic) indicators might require different metrics if regions differ in their dominant stressors. The development of an MMI requires that each classification stratum have a certain minimum number of reference sites. Modeling relaxes this major constraint as long as the reference sites used in modeling adequately characterize the range of natural environmental gradients in the region of interest.
The use of CART or other models to develop MMIs has distinct advantages. However, potential pitfalls also exist. A major concern is model overfitting (McKenzie et al. 2000) . The CART routine that we used provided cross-validation procedures based on random withholding of a specified proportion of samples (10% in our case). In our study, crossvalidation almost always resulted in a much smaller tree than did the nonvalidated model. However, robust cross-validation requires sufficiently large sample sizes that the randomly selected subsets of data do not strongly overlap. When sample sizes are large enough, the data set should be split into independent calibration and validation data sets. We were able to make only limited use of cross-validation because we had a relatively small number of reference sites. Another possible way to avoid overfitting is to use the recently developed Random-Forest regression techniques (Breiman 2001) , a bootstrap-like version of CART that presumably is resistant to overfitting. We are in the process of exploring this tool. Even if CART models for individual metrics are not significantly overfit, the MMI might still be overfit if slight overfitting in individual metrics is cumulative. In our analysis, the overfitting of the 2 adjusted MMIs appeared to be modest because the CV of the adjusted MMI values was only slightly higher for the RV sites than for the RC sites.
None of the CART models that we developed explained all of the variability in RC-site metric values. Indeed, only small amounts of the total variance were explained for some metrics. CART models might not always account for high proportions of variation for several possible reasons. First, sampling error (the variability among replicate samples) might have accounted for much of the remaining variation, but we do not have estimates of sampling error for these data. Second, samples were collected during different years, and we did not address the effects of annual variation in climate and discharge on metric values (although there was no year-to-year signal apparent from the ordination results). Third, we certainly did not explore an exhaustive list of factors known to influence diatom assemblages, and some of the variation we observed may have been associated with unmeasured environmental factors, such as nutrient and flow regimes. The use of direct measures of such variables for bioassessment is problematic because their values are affected by human disturbance. Indentification of surrogates for these types of factors might result in more robust models in the future. Fourth, the number of species that could be assigned tolerance values varied considerably among sites because the responses of many species to disturbances are still largely unknown. Thus, some assemblages were less well characterized in terms of their environmental tolerances than other assemblages, and uneven characterization of tolerance could have produced a biased estimate of the true, overall tolerance profile. This source of error has rarely been addressed in the literature and requires attention. In general, we need more refined information regarding the tolerance of diatom species to different stressors. Alternatively, we could use indices, such as O/E, that are based solely on composition. However, O/E may be especially sensitive to inconsistent taxonomic assignments, a problem that we encountered and that has not been well documented in the diatom literature.
Expected responses of metrics
The responses of many biotic metrics to general human-disturbance gradients are well documented (e.g., Rapport et al. 1985 , Karr and Chu 1998 , Barbour et al. 1999 ). However, several metrics, including species richness, Shannon's Index, and Simpson's Index, increased at disturbed sites rather than decreasing as generally expected. Similar observations were reported by others (e.g., Chessman et al. 1999 , Naymik et al. 2005 . Different explanations, including those based on Intermediate Disturbance Theory (e.g., Townsend et al. 1997, Yamamoto and Hatta 2004) , nutrient-supply hypotheses Pan 1999, Naymik et al. 2005) , and sampling artifact (Mackey and Currie 2000, Cao and , have been suggested for these responses. Chessman et al. (1999) also suggested that the presence of unexpected diatom species at a site might be a more reliable indicator of disturbances than the absence of an expected species. Nevertheless, the value of a metric as a biological indicator will be restricted if its response is difficult to generalize.
Metric redundancy
Most advocates of MMIs agree that redundancy among metrics should be minimized when metrics are selected for inclusion in a MMI (Barbour et al. 1999 ). However, the literature provides limited insight into the problems of defining redundancy and determining an acceptable level of redundancy. Redundancy can be defined in either statistical or biological terms (Karr et al. 1986 , Lewis et al. 2001 . If !2 metrics respond to a disturbance gradient in highly similar ways, these metrics provide a similar statistical signal. If identifying nonredundant statistical signals is the main objective in metric selection, only 1 of these correlated metrics should be used in a MMI. However, 2 very different biological attributes might show a similar statistical response across a stressor gradient. In this case, we might want to ignore the high correlation and use both metrics because they represent independent biological signals (Karr and Chu 1998) . Selecting a set of metrics that maximizes biological signal and minimizes statistical redundancy is not easy, especially if we want the same metrics to provide broad coverage of the overall biological structure and function present across sites. Previous studies have used rather rough rules of thumb based on the values of simple correlation coefficients (r) to identify redundant metrics. For example, Fore and Grafe (2003) defined metrics with an r value .0.75 as redundant, and Paul et al. (2005) used a threshold r value of 0.8. We suggest that using such thresholds might not be adequate when the correlation structure among candidate metrics is complex, as we showed in our data set. Cluster analysis and ordination are capable of revealing complex data structure and appear to be promising ways to identify groups of statistically covarying metrics. Only expert knowledge of biology and ecology will enable decisions regarding the biological independence of metrics.
Metric scoring
A variety of methods exists for rescaling metric values (e.g., Blocksom 2003 . However, the biological implications of these methods have rarely been examined. Blocksom (2003) showed (and we observed) that the method used to scale metrics does matter and could affect our interpretation of the degree of impairment that exists at a site. Blocksom (2003) recommended use of method B, which scales values between the 5 th percentile and 95 th percentile of all site values, because an MMI scaled in this way was more strongly correlated with a principal components analysis axis that represented major disturbance and was more precise than MMIs scaled in other ways. However, this method tended to bunch MMI values in our analysis (Fig. 5C, D 5A, B) . Moreover, we suspect that method B might be more sensitive than method A to the relative proportions of reference and test sites used in the scaling because it includes test sites in setting both the maximum and minimum values of a metric. From our perspective, method A appears to have slight advantages as compared to method B. Methods A and B both scale values on the basis of observations at reference and test sites, whereas O/E is scaled only on the basis of observations at reference sites. Therefore, we might expect O/E to appear to be less sensitive to stress in a given region, all other things being equal. The results of our study are consistent with that expectation. However, given that the 2 indicators measure different attributes of biological assemblages, other factors could easily affect the responsiveness of these 2 types of indicators to stress. These factors include the overall environmental setting at a site and the specific stressors present in a region.
RIVPACS-type models for diatom assemblages
RIVPACS-type models have been widely used for macroinvertebrate-based bioassessments (e.g., Barbour et al. 1999 , Wright et al. 2000 , Hawkins 2006 ), but their application to diatom assemblages has been limited. Chessman et al. (1999) developed a model based on genus-level data and concluded that its performance was compromised by high temporal variability in diatom assemblages and inability to use water chemistry as a predictor. The 1 st constraint might be overcome by including the sampling date as a predictor, as we did in the present study. The 2 nd problem can be addressed by using surrogates for at least some water-chemistry variables (i.e., geology) or by making predictions based on watershed geology as we did here. Despite the challenges inherent in precise modeling of diatom assemblages, our RIVPACS-type model was as precise (CV ¼ 0.17) as many macroinvertebrate and fish models (e.g., Hawkins 2006) . It also was similar in precision to a diatom model developed for Appalachian streams (SD ¼ 0.16) by D. M. Carlisle, CPH, M. R. Meador, M. Potapova, and J. Falcone (unpublished data). Issues of precision notwithstanding, diatom assemblages do not appear to lose taxa as readily as invertebrate assemblages in response to general stress. Therefore, O/E might be less useful as an indicator of diatom-assemblage condition than the more-responsive MMIs we developed. However, the use and interpretation of any indicator should be driven primarily by consideration of the biological attribute it measures. If biodiversity is an important aspect of overall biological integrity, then taxon loss is a useful measure. Assessment of the relative degree of taxon loss across algal, invertebrate, and fish assemblages in response to stress enables us to describe more completely the overall biological condition of a given ecosystem.
Summary comments regarding the overall performances of indicators
The need to adjust expectations for natural background conditions seems inescapable and is generally recognized as central in bioassessment (Moss et al. 1987, Karr and Chu 1998) . Derivation of site-specific expectations by modeling natural gradients is a traditional strength of RIVPACS-type assessments. Our success in developing a single, reasonably precise model for diatoms that is applicable to wadeable streams in Idaho demonstrates that O/E-type indicators are useful in assessing the condition of algal assemblages, just as they are for invertebrates and fish. Historically, adjustments of expectations for MMIs were made by identifying regions or water-body types within which similar biota were expected. This approach may have an advantage in appearing to be technically simpler to implement than modeling, but the evidence is now compelling that it is not always effective. Our results and those of Pont et al. (2006) clearly show that MMIs can benefit significantly from directly modeling the response of individual metrics to natural gradients. Regardless of the type of indicator, we think that the benefits of modeling (improved accuracy and precision) far outweigh whatever costs might be associated with construction and application of the models.
