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Resumen
El objetivo del presente trabajo es hacer una introducción a la teoría básica utilizada 
para extraer información y cómo hacer un procesamiento de señales óptimo para sistemas 
SoNAR activos o pasivos. En especial, se revisa cómo se catalogan los problemas típicos 
que se tratan en sistemas tipo sonar. Se revisa la teoría estadística que se usa en el proc-
esamiento de señal acústica y se estudia el comportamiento de las curvas características 
de operación cuando se varía la varianza de las distribuciones de probabilidad de ruido y 
de señal en presencia del ruido. Por último, se revisa la teoría de fondo de los problemas 
inversos y el procesamiento de campo ajustado para aplicarlo en un futuro a un sistema 
de visualización acuática en condiciones de poca visibilidad. 
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Abstract
The present work introduces the reader to the basic theory used to optimally extract 
and process information in passive and active sonar systems. In particular, the typical 
problems addressed when implementing sonar technology systems are reviewed. The work 
also covers the basic statistical theory that is used in acoustic signal processing and the 
behavior of the receiving operating characteristics (RoC) when dealing with probability 
density functions for noise and signal in presence of noise with varying standard deviations. 
Finally, we review the underlying theory of inverse problems and model based matched 
field processing that will be implemented in a future visualization system for under water 
applications. 
Keywords
Sonar, Statistical Inversion, Matched Field Processing, Ocean Acoustic Tomography, 
Audio signals.
1. Introducción
Los sistemas SoNAR son dispositivos que se usan en los procesos de navegación, 
comunicación o detección de objetos en el aire o agua. En general, estos dispositivos 
se dividen de acuerdo con su construcción en sonares activos, sistemas que emiten y a 
la vez detectan ondas sonoras y los sonares pasivos, que únicamente pueden detectar 
perturbaciones sonoras [1], [2], [3], [4].
En el proceso de realización de estudios biológicos con especies acuáticas, los investi-
gadores se ven limitados para visualizar las especies debido a las condiciones de turbidez 
y demás limitaciones que se presentan en medios acuáticos [5]. Por esto, es deseable 
tener un sistema de monitoreo de especies acuáticas que no esté limitado por las pobres 
condiciones visuales; un sistema de visualización con tecnología sonar es idóneo para este 
fin. Adicionalmente, al usar estos sistemas es posible extraer información de interés de 
los distintos especímenes al aplicar distintos modelos físicos y al estudiar las reflexiones 
de los pulsos generados por el sistema sonar. Para hacer el procesamiento de señales 
en sistemas sonar, ya sean pasivos o activos, es necesario estudiar la transferencia de 
información acústica que se da entre la fuente, el medio de propagación y el detector de 
las señales ultrasónicas. La información transmitida (la señal) es alterada por el medio y 
el ruido inherente a este y al proceso de captura de audio. Por este motivo, para hacer 
un procesamiento de señales adecuado es necesario describir el fenómeno de manera 
estadística, para incluir los fenómenos aleatorios propios del ruido en el medio de propa-
gación u otros tipos de ruido. 
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El procesamiento de señales acústicas en el agua se suele clasificar en tres tareas 
principales: (1) detección de señal, (2) estimación de parámetros y (3) clasificación [2], 
[3]. En Detección, el objetivo principal es determinar si la señal recibida por el detector 
posee o no una señal deseada, esto se reduce a una decisión binaria (existe o no existe 
esta señal). En el problema de Estimación, lo usual es extraer los valores numéricos de 
ciertos parámetros físicos, ya sean propios a la señal detectada, la fuente de esta o algún 
parámetro del medio. A los problemas de estimación más complejos en los que se ven 
involucrados las propiedades del detector, el medio y de la fuente se les suele denominar 
Problemas Inversos; ejemplos de estos son la extracción de propiedades del fondo marino 
(densidad, temperatura, etc.) de la señal recibida o la caracterización de una fuente u ob-
jetivo. A este problema inverso a veces se le conoce como clasificación. En estos casos 
resulta conveniente tener en cuenta dos clases: los paramétricos y los no-paramétricos. 
Los paramétricos suelen ser problemas en los que se busca asignar valores a ciertas car-
acterísticas ya sean de la señal, la fuente, o el medio. 
En detección, la calidad del detector se medirá con la probabilidad de detección de 
una señal para una probabilidad de falsa alarma dada, en el problema de estimación, un 
indicador importante de la calidad del valor estimado es la desviación estándar que ar-
roje el proceso estadístico usado. Estos conceptos se contemplarán más en detalle en 
las siguientes secciones. En la sección 2 se explica el concepto de umbral de detección y 
se explica el problema de cómo detectar una señal en presencia de ruido; en la sección 3 
se formula la teoría estadística necesaria para detectar señales en presencia de ruido y 
se introducen los conceptos de probabilidad de detección, probabilidad de falsa alarma, 
curvas características de operación y el índice de detectabilidad; en la sección 4 se intro-
duce la función de máxima verosimilitud que sirve para estimar parámetros físicos de los 
datos experimentales captados por el detector usando la inversión estadística; en las sec-
ciones 5 y 6 se estudia el problema binario de detección y a partir de este se deducen la 
ecuaciones del sonar activo y pasivo; finalmente, en las secciones 7 y 8 se contextualizan 
los problema de inversión estadística y procesamiento de campo ajustado a la geometría 
propia del problema del sonar. Esta teoría y tipo de procesamiento serán implementadas a 
futuro en un sistema de visualización acuático que nos permitirá clasificar el lecho marino 
con base en sus propiedades constitutivas y detectar biomasa en condiciones acuáticas. 
2. Umbral de detección
El concepto de umbral de detección es importante cuando se monitorean señales físicas 
reales provenientes de algún proceso físico. Normalmente, se registrarán señales de voltaje; 
dependiendo de la aplicación, el voltaje representará alguna cantidad física que se desea 
monitorear. En el caso del sonar, la señal de voltaje registra el nivel de presión sonora en 
el detector con el uso de transductores electro-acústicos. Estas señales experimentales 
se verán afectadas por algún tipo de ruido inherente al mecanismo de transducción física 
que se use o debido a ruido del medio de propagación de la onda. Se define entonces el 
umbral de detección [2], DT, como 
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Acá S es la potencia de la señal, N es la potencia del ruido que están distribuidas en 
un ancho de banda w, que debe estar en HZ. También se define DT1 como el umbral de 
detección cuando el ancho de banda es 1 HZ, esto es:
 
Si la señal es conocida, el procesamiento de señales óptimo para estos casos se basa 
en la correlación cruzada, F(T), que compara la señal conocida con la señal en presencia 
del ruido. Sea s(t) la señal, con duración , y el ruido dado por n(t). Así, la señal recibida 
estará dada por r(t) = s(t –T’) + n(t), donde T’ es la suma del retraso entre la señal con 
el eco. La correlación cruzada viene dada por:
donde T es un tiempo de retraso arbitrario. Insertando el valor de r(t) queda
La integral en la izquierda en la anterior ecuación se maximiza cuando T = T´. La 
segunda se anula pues las señales s(t) y n(t) se asumen independientes, es decir, con 
energía mutua igual a cero. Note que F(T) es importante a la hora de detectar la salida 
A del sistema. El índice de detectabilidad, d (ver siguiente sección para una definición 
más detallada), para este caso se toma como: 
3. Detección de señales en presencia de ruido 
La detección de una señal en presencia del ruido se reduce al proceso de filtrado de 
cierta información deseada, una señal, de la señal recibida que contiene ambos la señal y 
cierta información indeseada, el ruido. Denotamos con la variable A(t) el valor instantáneo 
de la señal total; esto es independiente del mecanismo físico con el cual se obtiene la señal. 
Se observa en ρN(Ai) la densidad de probabilidad de obtener el valor de Ai en presencia 
únicamente del ruido. De igual forma, definimos ρS,N(Ai) la densidad de probabilidad de 
obtener el valor de Ai cuando existe una señal en presencia del ruido [2]. Suponga ρN y 
ρS,N tienen una distribución normal con promedio µN y µS,N y con varianzas σN y σS,N res-
pectivamente. Las densidades probabilidad ρN y ρS,N deben estar normalizadas, esto es:
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En la figura 1 se muestran las densidades de probabilidad Gaussiano y (derecha) una 
señal en presencia de un ruido Gaussiano, note que σn y σs,n se toman distintos.
Figura 1. Funciones de densidad de probabilidad (izquierda) de un ruido
Fuente: elaboración propia 2017
El criterio estadístico para detectar que una señal deseada está presente en la señal 
medida es seleccionar un valor umbral At y si el valor medido Ai de la señal supera dicho 
umbral, esto es Ai >At, se dirá que la señal está presente. De igual forma, si Ai < At, 
diremos que la señal está ausente. Al aplicar dicho criterio cada decisión que se tome 
tendrá una probabilidad de ser correcta o incorrecta. A la probabilidad de una detección 
verdadera la denotamos con el valor P(D) y la probabilidad de falsa alarma la denotamos 
con el valor P(FA).
Figura 2. Funciones de densidad de probabilidad mostrando la probabilidad de detección 
verdadera P(D), la probabilidad de falsa alarma F(FA) y el valor del umbral de detección 
AT. Note de la ecuación (7) que para el caso en la gráfica P(D) incluye el P(FA).
 
PHDL
PHFAL
mN AT mS,N
A
P?DLvs. PHFAL
Fuente: elaboración propia 2017
En la figura 2, P(D) sale de calcular el área bajo la curva de ρs,n a la derecha de At y 
P(FA) sale de calcular el área bajo la curva de ρn a la derecha de At, esto es:
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Se define como el índice de detectabilidad d a la separación entre las medias µN y µS,N 
en desviaciones estándar [2], [4]. En el caso particular en el que ambas distribuciones son 
Gaussianas con igual desviación estándar, σ, tendremos que:
Si las desviaciones σN y σS,N son diferentes, se reemplaza σ por en la 
ecuación (8). La escogencia de AT define el criterio de detección. Para escoger un AT 
válido hay que encontrar un balance adecuado entre la probabilidad de detección, P(D), 
y la probabilidad de falsa alarma, P(FA), y esto a su vez depende de la separación entre 
las medias µN y µS,N, y el tipo las dos distribuciones de probabilidad ρN y ρS,N . Es de gran 
utilidad generar una gráfica que permita analizar estas diferencias de manera visual. Esta 
representación gráfica se le denomina Características de Operación del Recibidor o RoC 
(con sus siglas en inglés), ver figura 3 y 4.
Figura 3. Características de Operación del recibido RoC para distribuciones indepen-
dientes Gaussianas con σN = σS,N . (izquierda) P(D) vs. P(fA) para distintos índices de 
detectabilidad d. (Derecha) d vs. P(fA) para distintas probabilidades de detección.
 
Fuente: elaboración propia 2017
Se puede observar en la figura 2 que al incrementar el valor de AT de cero a un valor 
arbitrario P(D) y P(FA) decrecen de la unidad a cero. En las figuras 3 y 4 (izquierda) se 
muestran las gráficas del RoC que surgen de graficar P(D) vs. P(FA) cuando se varía el 
umbral AT. Este comportamiento depende la separación entre µN y µS,N, esto es del valor 
de d, y en las figuras 3 y 4 (izquierda) se presentan varias de estas curvas con distinto 
d. En las gráficas de la derecha de las figuras 3 y 4 se muestra como varía d vs. P(FA) 
tomando P(D) constante. Esto se logra fijando los valores de AT y µS,N, y se varía el µN 
para variar P(FA) (Ver figura 2). Determinar las curvas RoC para un proceso de detección 
arbitrario es un proceso laborioso ya que toca determinar P(D) y P(FA), que ya de por si 
es complicado, para distintos valores de d.
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Figura 4. Características de Operación del recibido ROC para distribuciones indepen-
dientes Gaussianas con 2σN = σS,N. (Izquierda) P(D) vs. P(FA) para distintos índices de 
detectabilidad d. (Derecha) d vs. P(FA) para distintas probabilidades de detección.
Fuente: 
elaboración propia 2017
Las características de operación varían bastante dependiendo del par recibidor-emisor 
y no necesariamente ρN y ρS,N tendrán una distribución normal ni la misma varianza. Para 
estudiar el efecto de variar la varianza entre las distribuciones mostramos las caracter-
ísticas de operación que obtuvimos utilizando el software Mathematica® y asumiendo 
distribuciones normales. En la Figura 3 mostramos las características de operación para 
el caso en el σN = σS,N. En la Figura 4 mostramos las características de operación para el 
caso en que las desviaciones estándar, 2σN = σS,N. Para este último observamos un com-
portamiento distinto al visto en la figura 3, en la gráfica izquierda de P(D) vs. P(FA) por 
ejemplo y se observa que las curvas crecen más rápido al incrementar el valor de P(FA) 
de 0 a 1, mientras que separación entre las curvas vistas en la figura de la derecha de d 
vs. P(FA) aumentan. Esto quiere decir que se tendrá una P(FA) baja y una P(D) alta para 
índices de detectabilidad menores que los observados en la figura 3. Los resultados para 
el caso σN = 2σS,N no se muestran acá pero como es de esperarse cuando, σN = 2σS,N, se 
observa el efecto es contrario al de la figura 4. Esto es, en el caso de las curvas de P(D) 
vs. P(FA) se observó que las curvas crecen más lentamente al incrementar el valor de 
P(FA) que lo visto en la gráfica izquierda de las figuras 3 y 4. De igual forma, se observó 
que la separación entre las curvas de d vs. P(FA) disminuye respecto a lo observado en 
las figuras 3 y 4 (derecha). 
4. La función de Verosimilitud e Inferencia Estadística.
En los problemas de inversión en acústica submarina se busca estimar paráme-
tros físicos a partir de los datos obtenidos de medir señales acústicas [1]. La función 
de verosimilitud nos permite hacer esto con el uso de probabilidades condicionales y 
el Teorema de Bayes. El Teorema de Bayes puede enunciarse de la siguiente forma: 
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Acá M es el valor de cierto(s) parámetro(s) acústico, D es el resultado de la medición 
acústica, P(M|D) es la probabilidad condicional que el parámetro valga M, dado que la 
medición arrojó D, P(M) es la probabilidad de que M sea verdadero, P(D) es la probabilidad 
que la medición sea válida y arroje un resultado D y, P(D|M) es la probabilidad condicional 
que una medición arroje un resultado D, dado que M sea cierto. De la estructura de la 
ecuación (13) definimos la función de verosimilitud, L(M), de la siguiente forma [6]: 
Acá σ(M) se le denomina la probabilidad a posteriori que el valor M sea verdadero 
dado que el experimento dio D, acá se omite D en esta notación. Note que σ(M) debe 
ser proporcional a P(M|D); ρ(M), se le denomina la probabilidad a priori que el valor M 
sea válido antes de la medición y es proporcional a P(M). Las ecuaciones (13) y (14) son 
equivalentes, pero como P(D), que representa la probabilidad global que el experimento 
y el modelo sean válidos, es en general desconocida la ecuación (14) suele ser usada en 
la práctica y es entonces necesario normalizar L(M). 
Este concepto es muy importante pues nos permite estimar el(los) parámetro(s) de 
cierto modelo matemático encontrando el valor de MMAX que maximice el valor de σ(M). De 
la ecuación (14) se ve que esto es equivalente a maximizar L(M). El MMAX que resulta de 
esta optimización es el valor de parámetros que maximiza la función de verosimilitud para 
cierto resultado, D, de una medición acústica. Esto es, el valor de parámetros que más se 
ajusta a los datos obtenidos. Es por este motivo que a estos problemas se les denomina 
estimación por máxima verosimilitud.
5. Problema binario de detección.
En general, los problemas de detección en sistemas sonares se abordan aplicando la 
hipótesis binaria que es un tema bien conocido en estadística [1], [3]. En el contexto del 
sonar, los problemas binarios se resumen en determinar la existencia o no existencia de 
una señal incidiendo sobre el detector del sistema. A este tipo de detector se le denomina 
el detector Neyman-Pearson (NP) [1]. El detector NP entrega la máxima probabilidad de 
detección para una probabilidad de falsa alarma dada, el desempeño de dicho detector se 
determina estudiando las características de operación que se mencionaban anteriormente. 
El problema de hipótesis binario se formula comúnmente de la siguiente forma [1]. Sea 
µ el nivel DC de la señal, se n un ruido tipo Gaussiano con varianza σ2 y sea y la señal 
recibida en el detector. Se manejan dos hipótesis H0, no hay señal en el detector solo 
ruido, y H1, hay señal y ruido en el detector. 
Las funciones de probabilidad asociada a cada hipótesis vienen dadas por
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Así, el radio de verosimilitud del detector N-P esté dado por 
El detector NP determina que H1 es verdadero si L > ß, acá ß se relaciona con el umbral 
de detección mencionado en la sección 2 y está determinado por la probabilidad de falsa 
detección asociada al detector. Entonces H1 será verdadero si:
La ecuación (12) relación el nivel de la señal buscada µ con la señal recibida en el detector 
y y la probabilidad de falsa detección asociada al detector. Aplicando esta misma idea se 
puede aplicar este mismo concepto a distintos sistemas sonares y distintas condiciones. 
A estas relaciones se les conoce popularmente con el nombre de ecuaciones del sonar y 
se tratarán en la siguiente sección. 
6. Las ecuaciones del sonar
En la mayoría de las aplicaciones de sistemas sonar acuáticos la principal función es 
detectar una señal en presencia de ruido. La ecuación del sonar relaciona a la señal reci-
bida por el detector, SL, con el nivel de ruido detectado, NL, y el umbral de detección, DT, 
mencionado anteriormente, de la siguiente forma
Nótese que la ecuación (13) tiene la misma estructura de la ecuación (12). La señal 
medida por el detector, SL, debe superar la señal de ruido presente, NL, más un nivel de 
umbral, DT, para que se pueda decir que hay una señal presente en detector para cierta 
P(FA). Adicionalmente, al estudiar sistemas sonar hay que tener en cuenta otros factores 
que son de importancia como los son las pérdidas en señal debido a la transmisión, la 
geometría del sistema de detección, reverberación, entre otras. Estos factores dependerán 
del sistema en particular que se use y el medio en donde este se encuentre.
6.1. Sonar pasivo
Los sistemas de sonar pasivo constan de un único receptor que capta el sonido de 
alguna fuente externa. Como la fuente de sonido se encuentra separada del receptor del 
sistema sonar y como habrá perdidas acústica por absorción, es necesario agregarle un 
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término de pérdidas por transmisión, TL, del lado derecho de la ecuación (13). Adicio-
nalmente, los transductores electroacústicos receptores (y emisores) son direccionales, 
esto es, responden mejor a incidencia normal que oblicua. Por este motivo, si la fuente no 
está en incidencia normal la señal captada por el detector se verá reducida por un factor 
que equivalente al índice de directividad de la fuente, DI(θ), que varía con el ángulo de 
incidencia, θ, y la ecuación del sonar pasivo resulta 
6.2. Sonar activo
Los sistemas de sonar activo constan de dos transductores electroacústicos, un emi-
sor, que genera una señal acústica y un receptor que capta las reflexiones causadas por 
cualquier obstáculo que se interponga al paso de la señal generada por el emisor. Como 
la señal reflejada tiene que volver al sonar para ser captada por el receptor las pérdidas 
por transmisión se duplican a 2TL, acá asumimos que el emisor y el receptor tienen la 
misma ubicación. Adicionalmente, como el sonido perderá energía al ser reflejado por 
algún obstáculo dispersor, es necesario agregarle un término de pérdidas por dispersión, TS, del lado derecho de la ecuación (14). Con estas modificaciones la ecuación del sonar 
activo se plantea como
Existe otro fenómeno que ayuda afecta la señal recibida por el receptor esto es la re-
verberación. La reverberación en sonares acuáticos se da típicamente en aguas de poca 
profundidad cuando hay condiciones que favorecen múltiples reflexiones. En este caso, 
como la señal en el detector será captada por múltiples direcciones no habrá un efecto 
directivo sobre el sensor y por esto se omite el término, DI(θ). Por último, reemplazamos en 
nivel de ruido por el nivel de reverberación, RL, y la ecuación del sonar para este caso es 
7. Problemas de Inversión 
El problema de inversión consiste en inferir información acerca de un sistema de una 
medición de alguna cantidad física que sea obtenida de alguna interacción con el sis-
tema [1]. En el contexto de un sistema sonar activo en medio acuoso podemos inferir 
propiedades del medio acuático al emitir pulsos acústicos con el emisor y monitorear el 
sonido reflejado por el medio con el receptor. Para poder extraer algún parámetro físico 
es necesario partir de un modelo físico que prediga la interacción del sonido con el agua, 
esto varía con la aplicación. Al comparar los datos medidos por el receptor con el valor 
simulado con el modelo se pueden extraer los parámetros físicos que ajusten mejor la 
simulación con el experimento. 
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La definición formal del problema de inversión relaciona los parámetros a extraer del 
modelo m = [m1 m2, … , mn]T y los datos medidos con el receptor d = [d1, d2, … , dn]T. En el 
problema del sistema sonar en medio acuático, los parámetros m podrían depender de 
densidades, velocidad del sonido y atenuaciones de las distintas capas que formen el 
modelo, ver Figura 5. 
Figura 5. Ejemplo de un modelo acústico de una capa de agua, una capa de sedimento 
de altura h, y una capa de piso. Parámetros del modelo del i-ésimo medio densidad ρi, 
atenuación αi, velocidad del sonido ci.
Fuente: elaboración propia 2017
Dado un modelo F(m) la relación entre los datos medidos y los parámetros del modelo 
se puede expresar por 
d0 = F(m). (17)
Este es el problema directo, el caso ideal (en ausencia de ruido) en el que los datos son 
perfectamente reproducidos por un set de parámetros dado m. El problema de estimar los 
parámetros de un conjunto de datos medidos d es el problema inverso, esto es
m = F-1(d). (18)
Este problema es, en general, complejo y difícil de resolver. Lo que se hace es cons-
truir un modelo y se ajusta los datos experimentales por medio de técnicas estadísticas. 
Desafortunadamente, la solución a este problema generalmente no es única y variaciones 
pequeñas en los datos pueden generar grandes cambios en el ajuste de los parámetros. 
Ya que en cada medición real habrá efectos de ruido y el valor medido d vendrá dado por
d = d0 + n. (19)
Acá d0 es el valor real de la medición y n es la contribución del ruido. El ruido puede 
tener dos tipos de origen: (1) debido a mediciones imprecisas o ruido y (2) debido a una 
incompleta caracterización del sistema por parte del modelo. Por esto, es necesario hacer 
un modelo estadístico para poder extraer la mayor cantidad de información de las medicio-
nes y darle un trato adecuado al efecto del ruido. Desafortunadamente, esto normalmente 
desencadena en problemas no-lineales difíciles de resolver. En general, el espacio de pa-
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rámetros del sistema es multi-dimensional y posee múltiples máximos locales, es causa 
que los algoritmos estándar de optimización fallen al caer en un mínimo local. 
8. Procesamiento de Campo Ajustado
En esta técnica de procesamiento se compara el campo acústico que los sensores de-
tectan con el valor modelado al calcular la propagación que sufre el campo que produce el 
emisor, bajo el efecto de la teoría física que se use en el modelo. Esto se hace optimizando 
el modelo con técnicas estadísticas numéricas que busquen el conjunto parámetros, m, 
que más ajusten los valores calculados a los valores experimentales. Debido a los efectos 
no-lineales inherentes al proceso de optimización es necesario usar métodos avanzados 
de búsqueda basados en algoritmos genéticos y estadísticos. En estos modelos la so-
lución al problema inverso es dada por el Teorema de Bayes en términos probabilidades 
condicionales y la función de máxima verosimilitud L(m,d). Así el problema se reduce a 
maximizar la probabilidad condicional P(m |d ) y extraer el conjunto de parámetros óptimos 
mmax que maximice esta probabilidad, esto es que P(mmax |d ) ≥ P(m |d ). De la ecuación 
(13) tenemos que
P(m|d) ∝ L(m, d)P(m). (20)
La función de máxima verosimilitud se puede construir de la siguiente forma
A E(m,d) se le conoce como la función objetivo y depende del tipo de algoritmo de 
optimización que se use. Un ejemplo que asume distribuciones gaussianas es considerar 
la siguiente función objetivo (CITA)
Acá di es el i-ésimo valor medido, es el i-ésimo valor producido por el modelo y es la 
desviación estándar que corresponde a la i-ésima medición. El procesamiento de campo 
ajustado consiste en generar un función objetivo apropiada y maximizar la función de 
máxima verosimilitud para obtener el mmax que resulte de este proceso de optimización. 
Métodos como el de thermal anneheling [1], algoritmos genéticos [7] y el algoritmo de 
Gibbs [8] han probado ser efectivos para este fin. Nuestro plan a futuro es estudiar di-
chos métodos para poder extraer la mayor cantidad posible de información posible de los 
valores medidos por nuestro sistema sonar activo con sensores de ultrasonido acuáticos.
9. Conclusiones
El presente trabajo realizó una descripción inicial acerca de los sistemas sonar. Los 
sistemas sonar se pueden clasificar en dos grandes categorías, sonares activos y pasi-
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vos. Los tres problemas básicos que se encuentran durante el procesamiento de señales 
con sistemas sonar son: detección, estimación y clasificación. Estos problemas se suelen 
tratar de manera estadística debido a la naturaleza aleatoria típicamente encontrada en 
los problemas sonar. Se estudió el efecto de cambiar la varianza entre las distribuciones ρN 
y ρS,N sobre las curvas características de operación del detector asumiendo distribuciones 
normales. Cuando 2σN = σS,N se tendrá una P(FA) baja y una P(D) alta para índices de 
detectabilidad menores que los observados cuando σN = σS,N, esto mejora la capacidad 
del detectar señales en presencia del ruido cuando se trabaja con índices de detectabilidad 
bajos. El problema de detección se trata con la detección binaria y el detector de NP. El 
problema de estimación se trata con herramientas de estadística descriptiva y finalmente 
el problema de clasificación –también llamado Problemas de Inversión- se trabaja con 
elementos probabilísticos como la función de verosimilitud y la inferencia estadística. El 
procesamiento de señales de campo ajustado es una herramienta idónea para implemen-
tar un sistema de visualización acuática con sistemas sonar, pero debido a la naturaleza 
no-lineal del proceso de optimización al maximizar la función de verosimilitud es necesario 
implementar métodos avanzados como algoritmos genéticos, el algoritmo de Gibbs, y 
métodos con que involucren técnicas compresión de audio y wavelets [9], entre otros.
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