The future direction of technology development depends on the relative yearly rate of functional performance improvement of different technologies. We use patent data to identify accurate and reliable predictors of this rate for 30 technologies. We illustrate how patent-based predictors should be normalized to correct for possible confounding factors introduced by changing patenting dynamics. We test the accuracy and reliability of various predictors by means of a Monte Carlo cross-validation exercise. We find that a measure of the centrality of domains' patented inventions in the overall US patent citation network is an accurate and highly reliable predictor of improvement rates.
Introduction
Two key components of long-term business survival are the ability to spot technological opportunities and to revitalize technological capabilities to keep pace with technological change. This requires companies to evaluate the performance of current competing technologies, make strategic choices regarding technology investment, and assess the likelihood of future changes in their business environment due to the potential diffusion of various technologies. These tasks imply generating shared beliefs within the company on the performance improvement potential of different technologies of interest (Hoisl et al. 2015) . In this paper, we build upon recent work (Benson and Magee 2015a) to develop an accurate and reliable method to estimate yearly technology 1 performance improvement rates (TIRs hereafter) for any technology of interest. It has been recently shown that performance improvements for many technologies follow exponential trends over time, much like the famous Moore's law for integrated circuits Farmer and Lafond 2016; Nagy et al. 2013; Koh and Magee 2008, 2006) . Exponential increase in performance implies constant yearly rates of improvement. Therefore, if two competing technologies have different improvement rates, the eventual winner will not necessarily be decided on the basis of initial performance levels, but also by the relative improvement rates. A similar argument was proposed by Christensen (1997) when discussing disruptive technologies (i.e. initially worse performing but quickly improving technologies). Information on TIRs can also be used to assess how product specifications are likely to change in the future, because of changes in the performance of the embodied technologies.
Estimating performance improvement rates is therefore of strategic importance. However, it is difficult to gather reliable and sufficiently long performance time series to quantify TIRs (short time series are unreliable due to potential missing data and other effects - Magee et al. 2016 ).
When this is done, exponential improvement rates have been determined from empirical trends Farmer and Lafond 2016; Nagy et al. 2013; Koh and Magee 2008, 2006) . Benson and Magee (2015a) , showed that a few patent-based measures are correlated with the empirically observed TIR for 28 different technology domains. In this work, we use an extended set of 30 technology domains for which we have both observed performance data over time, and patent data, and test the reliability and accuracy of six patent variables as predictors of TIRs. We emphasize the need for correcting for possible impinging factors introduced by the dynamics of the patent system. These factors may confound the measurement of patent-based predictors and make the estimation less trustworthy for new technology domains for which we do not have performance data available. We designed ad-hoc normalization methods for each of the candidate predictors. We show how a normalized measure of centrality of a domain's patent inventions in the overall patent citation network outperforms any other proposed variable and allows a more accurate and reliable estimation of TIRs. We demonstrate this by running Monte Carlo cross-validation tests that involve training ordinary least square regression using data up to a given year for a random sub-sample of technology domains and testing the accuracy to predict TIRs for the other domains. By repeating this process many times, we are able to rank the accuracy and reliability of different candidate predictors. Our method is therefore able to quantify TIRs for new domains for which patent data can be collected. This provides a valuable strategic technology intelligence tool for company managers to map improvement rates for technologies of interest.
2 Literature review on exponential technology performance trends and possible explanations
The long-term rate of technology performance improvement is a key component of strategy and technology management. For instance, threats by new entrants and substitutes are more likely if rival technologies improve more quickly (Adner and Kapoor 2016; Christensen 1997; Klepper 1996) . TIRs are important in determining which future products' and components' attributes and technical specifications may be attained. This may also affect the relative importance of some buyers and suppliers over others, their bargaining power and the architecture of relationships with them. Performance improvement rates may also influence the rate of technology diffusion, as suggested by Adner and Kapoor (2016) and Woo and Magee (2017) . Furthermore, Ethiraj (2007) showed how in complex product systems in which many components are linked by a modular architecture, the allocation of inventive effort is influenced by expectations of economic returns, which can differ across components. Ethiraj argues that this is more likely to happen if components' performance improves at different rates.
Technology performance over time has often been characterized by S-curves (Schilling and Esmundo 2009; Ayres 1994; Christensen 1993 Christensen , 1992a Christensen , 1992b Anderson and Tushman 1990; Sahal 1981; Utterback and Abernathy 1975) . However, the empirical data used to support the theory often confound component's or product generation's performance with longer term technology performance improvement, not recognizing the essential role of new designs incorporating improved technology in sustaining long term rates. Furthermore, in his seminal paper Christensen (1992a) points out that the flattening part of the S-curve for individual components may be a firm-specific phenomenon. Here, we are interested in the long-term performance improvement rates that can be obtained by fitting the trend of non-dominated (i.e. record-breaker) performance data points for the overall technology domain (not for individual product generations, individual companies or components). These are the rates that affect long-term strategy and technology management.
We intend technology domains here as "artifacts that fulfill a specific generic function utilizing a particular, recognizable body of scientific knowledge", as defined in Magee et al. 2016, p.240 .
The performance of many technology domains over time has been well approximated by exponential trends (for a review of many technology time-series see Magee et al. 2016 ). The single most famous example of exponential long-term technology improvement was provided by Intel's co-founder Moore (1965) for Integrated Circuits (IC). In 1965 Moore realized that the number of components in an integrated circuit was doubling every 18 months and conjectured that this trend could persist into the future resulting in much higher device complexity than anticipated by most people at that time. Since then, computing power (measured by different metrics) and computing power per cost also closely followed an exponential (Nordhaus 2007; Koh and Magee 2006) . These trends are related and are sometimes all referred to as Moore's law. More significantly, IC is not the only technology that improves exponentially. Many do, albeit often at slower and sometimes at faster rates Nagy et al. 2013; Koh and Magee 2008, 2006) .
Moreover, other variables have been related to decrease in cost and increase in performance. For instance, the cost of many technologies decreases as a power law with cumulative production, suggesting the possible influence of learning-by-doing processes. This phenomenon is known as an experience curve, learning curve, or Wright's law, named after T.P. Wright, who first used it to describe the evolution of aircraft's cost (Wright 1936) .
Experience curves and their conceptualization as examples of learning-by-doing have been subject to criticisms. Sinclair et al. (2000) used data on cost and production on 221 specialty chemicals from a Fortune 500 company and showed that the unit cost for several of these chemical products indeed decreased as cumulative production increased. However, they found that the in-terpretation of this empirical fact as evidence of economies of learning is not correct. Rather, they
show how products that exhibited the relationship between cost and production were also subject to process R&D that in fact led to the measured cost reduction. The R&D was not motivated by accumulated experience, but by the expectation of future output and returns. Similarly, Funk and Magee (2015) found strong performance improvements before any commercial production occurred that were not accelerated when production ensued. These results indicate that the effect of experience and learning can easily be overestimated. A similar argument was also proposed by Nordhaus (2009) , who showed that the identification of the learning effect is very hard, as it is impossible to distinguish learning from exogenous technological change that through demand elasticity causes increased demand and thus production.
The empirical evidence on Moore's and Wright's law and the apparent difference in interpretation, can be reconciled by the mathematical fact that the two laws are equivalent as long as cumulative production increases exponentially over time (Sahal 1979; Nagy et al. 2013; . Nagy et al. (2013) showed that for the 62 technologies for which they have data, production does increase exponentially, making Wright's and Moore's hypotheses indistinguishable.
The performance of many technologies over time (Y t ) can then be expressed by the following deterministic equation.
Or alternatively, in its log-linear form with the residual:
Where k is the constant yearly rate of performance improvement, Y 0 is performance at time zero and t is the residual term for the data point at time t.
The characterization of innovation as a combinatoric process of existing ideas (Youn et al. 2015; Gruber et al. 2012; Frenken 2006a Frenken , 2006b Frenken , 2006c Weisberg 2006; Frenken and Nuvolari 2004; Fleming 2001; Fleming and Sorenson 2001; Ruttan 2000; Usher 1954 ) has been suggested to explain why exponential improvements are observed McNerney et al. 2011) . Furthermore, fundamental properties of a technology domain, such as scaling laws and the complexity of interactions between the components artifacts, have been conjectured to determine differences in rate of performance improvement across domains McNerney et al. 2011; Dutton and Thomas 1984) .
Given the regularities on the findings on performance curves, efforts have been made to empirically measure the rate of performance improvements across technologies. Notable examples are the work by Farmer and Lafond (2016) and Nagy et al. (2013) . In particular, Farmer and Lafond (2016) used data on 53 technologies and showed how a formulation of Moore's law as a correlated geometric random walk with drift can be used to forecast future technology performance and estimate the probability that one technology will outperform another one.
A different approach was taken by Benson and Magee (2015a) , who combined patent and performance data for 28 technology domains to test the association between 10 different patent variables, measured at the domain level, and the estimated TIRs based on performance data. Their aim was to investigate to which extent TIRs can be estimated using patent data, which are readily available as opposed to historical performance time series. We follow the same spirit in this work. We improve upon Benson and Magee (2015a) by providing new normalized patent-based candidate predictors of TIRs, testing their accuracy and reliability through systematic MonteCarlo cross validation exercises and by using data on two additional domains (for a total of 30 domains). We aim at finding the most accurate and reliable predictors of TIRs regardless of the set of domains used to train the predicting regressions or the period of time used to gather patent data.
3 Candidate patent-based predictors of the rate of performance improvement suggested by the literature Table 1 shows the six patent-based measures, whose accuracy and reliability will be tested in this work. These measures are based upon prior literature, which identifies the four theoretical foundations that are also shown in the table and described in this section. Here, we review these foun-6 dations. Section 5.3 will then provide details on how to compute and normalize the six measures. 2) Average age of backward citations in a domain, measured as the mean rank percentile for each filing year (M eanAgeCitedRP ) 3) Knowledge obsolescence index in a domain, measured as z-score of the expected value (N ormKnowledgeObsolescenceInd) Centrality of a domain's patents in the overall US patent citation network 4) Mean centrality of cited patents measured as rank percentile for each filing year of observed value (M eanCentralityCitedRP ) 5) Mean centrality of cited patents measured as rank percentile for each filing year of z-score from a citation randomization process (M eanCentralityCitedZRP ) Concentration index of assignees' patent shares in a domain 6) Entropy of assignee's patent share, normalized by maximum value given domain's patent count (N ormalizedEntropy)
The immediate impact of a domain's invention was identified by Benson and Magee (2015a) as a potential predictor. The authors hypothesized that faster improving domains have patents that receive more citations (i.e. have a higher impact) immediately after publication. They also hypothesized that such domains cite more recent patents compared to slower improving domains thus exhibiting faster technical knowledge obsolescence. These two aspects may be related. Recently, Mukherjee et al. (2017) showed that patents that cite patents that are more recent also have a higher probability of receiving more citations than expected by random chance. Lee (2013) showed that technologies whose patents cited more recent patents experienced higher catching-up by latecomers. The author conjectured that the higher speed of improvement of these technologies opens more opportunities for new entrants. Benson and Magee's analysis showed that both the average amount of citations received by a domain's patents within three years and the average age of cited patents indeed are highly correlated with TIRs. However, the same mean age of cited 7 patents can be achieved by very different age distributions. Here, we propose a new index that not only measures the preference for citing younger patents, but also captures the disfavor for citing older ones, thereby capturing differences in the shape of the aging distribution across domains.
We also consider three additional candidate predictors of TIRs. Recently, Triulzi (2015) has shown that latecomer firms that successfully caught-up with the leaders in the Semiconductor Industry, had patents that were very central in the industry's patent citation network, and prevalently cited very central patents. This was interpreted as a sign that these firms' inventions successfully built on the most central trajectories of engineering improvements in the industry. We conjecture that a domain's patent centrality in the global citation network may provide information on its rate of performance improvement. Use of inventions by other domains (as measured by paths of citations connecting different technology fields) increases their network centrality and reveals that these inventions were considered impactful beyond one specific domain. We conjecture that technology branching is more likely to spur from rapidly improving domains, and to generate new fast improving domains. Moreover, as we shall see in Section 5.3.3, centrality also increases when patent citations in a domain are more sequential and do not backtrack much by citing very old patents. These may signal that each step in the cumulative path of improvement for such technologies is more clearly visible to participants in the domain. For these reasons, we expect higher centrality in a domain to be associated with faster TIRs. Table 1 shows the two normalized metrics that are based upon centrality as the theoretical foundation. It is important to note that the average centrality of patents and the average centrality of the patents they cite are correlated by construction (as it will be clear from Section 5.3.3). For this reason we sometimes use the term centrality and centrality of cited patents interchangeably throughout this work. We opted to use the average centrality of cited patents the year before the focal patent cites them as a candidate predictor of TIRs because it reflects the condition when the citation is made. Moreover, this centrality does not change with time. In contrast, to compute the final centrality value for the focal patent, one would wait a few years after the publishing date, in order to allow enough time to have reliable information about future citations and thus would be a less timely predictor.
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Finally, we will consider one last candidate predictor of TIRs. The literature on innovation and industrial organization has linked entry of new firms and industry concentration to the characteristics of the technology underlying a given industry (see for instance Malerba and Orsenigo 1997) . In particular, Lee (2013) used patent data to provide initial empirical support for the hypothesis that technology with fast cycles of improvements provides more entry opportunities for latecomer firms. Moreover, faster improvement rates may serve as a signal that attracts the attention of other firms that are active in related industries and the resulting higher entry should eventually lead to lower patent concentration. Therefore, we test the performance of an entropybased measure of concentration of patent shares as our last candidate predictor of TIRs.
In summary, we will test six candidate predictors. We focus on designing appropriate normalization methods for each of these six variables to control for many possible confounding factors introduced by the patent system.
Data
We use published data on the estimated yearly technology performance improvement rates (TIRs) for 30 different technology domains. Data for 28 of them come from Benson and Magee (2015a) and Magee et al. (2016) . The estimated TIR for the technology domain 'Permanent Magnetic Materials' comes from Basnet (2016) , whereas for 'Hybrid Corn' we use the estimate provided in Barry et al. (2017) . Performance here is intended as technical performance, usually expressed per unit of dollar paid or per unit of other constraints such as volume. This is similar to the idea of productivity in economics and management. The full list of performance metrics used and the number of data points for each performance time series, is reported in Magee et al. (2016) , and can also be found in the Supplemental Information ?? of this paper. In the Supplemental Information ?? we also show four examples of how these rates have been estimated using performance time series and the log-linear version of Moore's law of exponential improvement given in equation 2 in Section 2. Table 2 reports summary statistics for the 30 domains, including the estimated yearly rate of improvement k, the R 2 of the exponential fit, as well as the number of patents iden-tified to belong to the domain and their average filing year (as a proxy of the age of the domain).
There are large differences in TIRs across the 30 domains. The high R 2 for the exponential fits indicates that the constant yearly rate of improvement implied by Moore's law, is a very good approximation of the observed yearly average rate. In fact, this suggests that deviations from the constant improvement rate can be just due to noise. Recently, Farmer and Lafond (2016) formally demonstrated that such deviations across numerous cases can be replicated by a random walk with drift.
Sets of granted patents published by the United States Patent and Trademark Office (USPTO) for the original 28 domains were found by Benson and Magee (2015a) by applying the ClassificationOverlap Method described in Magee (2013, 2015b) ; Basnet (2016) used the same method to find the patent set for 'Permanent Magnetic Materials'. This method is based on first retrieving all patents containing a set of keywords in the title or abstract, then identifying the most representative technology classes, using both the International Patent Classification (IPC) and the United States Patent Classification (USPC) and finally retrieving all patents that have been classified in both the most representative IPC and USPC classes. The method is iterative and the initial keywords can be changed if reading a random set of the retrieved patents revealed a low relevance. Hybrid Corn patents were found by Barry et al. (2017) by applying a similar method used by Moser et al. (2015) . The patent sets for each of the 30 domains only contain US utility patents granted after 1975. There exist a few overlapping patents shared between domains and these are discussed in the Supplemental Information ??.
Citation data were downloaded from the USPTO Patentsview platform (https://www.patentsview.
org). The same applies to classification data, which are used to normalize some of the candidate predictors of TIRs. We used the current classification data files.
All data and code used in this work will be made freely downloadable on the publisher website upon publication. To estimate the rate of performance improvement of a technology domain from patent data, we use ordinary least squares linear regressions. The improvement rates were originally estimated by Benson (2014) using mostly time series of non-dominated performance data points (i.e. recordbreaker) only. 1 As such, the observed rate can never be negative. To avoid the possibility of predicting negative rates, we use the natural logarithm of the performance improvement rate as the independent variable, and then convert it back by taking the exponential. The estimated rate is then equal to k i = e (βX i +c) . Where β is a matrix of coefficients (or a single coefficient) and X i is a matrix of predictors (or a single predictor).
Although, avoiding negative predicted improvement rates has a strong theoretical and practical advantage, using the log of the improvement rate as dependent variable also has potential drawbacks in terms of growing prediction intervals. We discuss this in more details, and compare possible alternative estimation methods, in Section ?? in the Supplementary Information. In Section ?? in the SI, we also show that the estimated likelihood that one domain improves faster than another one is only mildly affected by the choice of the estimation model.
In Section 3 and Table 1 , we introduced six patent-based indices as potential predictors of the rate of performance improvement k. As noted in the introduction, in this work we aim at predicting the rate of performance improvement, rather than identifying possible causal relationships and their direction. Consequently, in order to identify the best predicting model, we will not rely so much on t-tests of the variables' coefficients or a single goodness of fit measure, but rather on a more complete set of objective guidelines.
A good predictor should demonstrate four key characteristics. First, it must be highly correlated with the dependent variable (i.e. the rate of performance improvement). Second, the high correlation must hold for any time period in which the data is gathered and the correlation is computed. Third, the strong correlation must not be limited to a particular set of technology domains for which the rate of improvement and the predictor are computed. Fourth, the estimated coefficient of the predicting variable and the intercept must be approximately constant for any time period and regardless of the set of technology domains used to estimate the relationship. This also means that the range of values potentially taken by the predictor should also remain approximately constant over time. The stability with time (second and fourth criteria) is important if one is to have increased confidence that a prediction made at any one time (such as now) is reliable at other times (such as the future). Moreover, if any of these conditions are violated, the candidate variable would likely not perform well out-of-sample. If so, the estimated equation could not be trusted for predicting the rate of improvement of domains for which we only have patent data and no observed data on performance.
There is one last condition, which may sound obvious but it is very important. The candidate predictor should measure what it is intended to measure. In other words, great care should be taken in separating the signal contained in patent-based measurements of theoretical concepts (like inventions' impact, centrality, obsolescence, etc.) from potential confounding patent-system factors that may impinge on the correct measurement. Otherwise, changes in patenting practices over time and across technologies may undermine the accuracy of the predictor of TIRs. In the next section, we introduce these impinging factors. In Section 5.3, we describe how we measure each of the normalized candidate predictors in order to control for the potential patent system biases.
To identify the most accurate predictor(s) we perform a Monte Carlo cross-validation exercise (for a detailed discussion of MCCV see Shao 1993) . First, we run single variable ordinary least squares regressions with the candidate variable as the only predictor of the natural logarithm of the yearly rate of improvement (together with an intercept). We train these regressions with patent data up to each given year for a randomly selected training set of 15 domains every year that have at least 100 patents filed up to that year. We then compute the predicted TIRs for the remaining domains (i.e. for the testing set) based on the estimated regression coefficients and the values of the predictors computed with patent data up to that year. This may reduce the sample of domain (for instance by excluding Flywheel untill it has at least 100 patents), but increases the trustworthiness of the mean value of the predictor. We then store the Pearson correlation between the predicted and the observed rates for the domains in the testing set and the values taken
by the coefficient of the tested predictor and the intercept. We repeat this process 100 times for 13 each year and compute the mean value of the correlations and coefficients over time. The most accurate and reliable predictor(s) of TIRs, regardless of the sample of domains or the period of time considered, will have the highest and most stable correlation and the smallest variation in the estimated coefficients over time. As a subsequent step, we run multiple variable regressions with the best predictors. We investigate if the goodness of fit of the prediction is improved by including more than one variable in the regression and assess if the significance and magnitude of the coefficients change compared to the single variable regression.
Patent system factors that may impinge on the predictors' measurement
As Hall et al. (2001) and Alstott et al. (2017) have discussed, citation-based indicators computed at the patent level, suffer from potential biases. Many of these are caused by the fact that the probability that a patent makes and receives a given number of citations is not constant over time. A number of factors, unrelated to the properties of inventions, contribute to this systematic citation variation with time, such as the digitization of patent documents and scientific publications, improvements in search engines, and changes in examiners' practices and examination rules. Other biases arise from differences in patent class sizes and potential variation of patent citation practices among technology fields that are reflected in variation among patent classes. Medicine related) also have many more backward citations than the average patent. Furthermore, there has been an increasing tendency for patents to cite much older patents. The average patent cited by patents filed in 1985 was about 6 years old, whereas patents filed in 2010 cited patents that were about 12 years old on average. Again, there are important variations across classes. In particular, technology classes with lower mean age of patents (younger classes) preferentially cite more recent patents compared to patents in older classes. They also tend to receive comparatively more forward citations within three years than patents in older classes. This may be explained by the fact that there are variations across classes in the share of backward citations that go to patents classified in the same class. This share has also decreased over time across classes. About 80% of backward citations from the average patent filed in 1980 were directed to patents classified in the same main technology class (considering USPC classes). This share decreased to about 60% in 2010.
These differences in citation practices over time and across classes, jointly with variation in the number of possible citing items and differences in their growth over time across classes, make it difficult to compare any raw citation-based indicator for patents filed in different points in time or classified in different class. Great care must be taken in properly normalizing these citation-based indicators to allow comparability. In the following section, we explain how we correct each of the candidate predictors of TIRs presented in Section 3 for the relevant patent-system biases.
Variable measurement and normalization methods

Immediate Impact of a domain's inventions
Following Benson and Magee (2015a) , we measure the immediate impact of a patented invention as the number of citations it receive within three years. To correct for the possible distortions introduced by the changing probability of receiving citations for patents filed in different years (see Figure ? ?, Panel C in the Supplemental Information ??), we take the rank percentile of this index by filing year. We then take the mean rank percentile across all patents in the domain, as a measure of normalized impact of the patented inventions belonging to a given technology domain. This normalization method allows comparing the number of citations received within three years for domains whose patents have being filed in very different points in time. Consider a do-main whose patents have been mostly filed between 1995 and 2000 and a second domain whose patents have been mostly filed before 1990 or after 2005. As Figure ? ?, Panel C shows, the former domain would score a much higher number of immediate citations, regardless of the quality of its inventions, because its patents have been filed in a favorable moment in time, when patents were receiving more citations in the first three years on average. The rank percentile by filing year corrects for this distortion. Rank percentiles also facilitate the interpretation of the measure.
For instance, a value above 0.9 means that the patent is in the top 10% of patents filed in the same year by number of citations received after three years from filing.
Pace of obsolescence of technical knowledge in a domain
Mean Rank Percentile of average age of backward citations in a domain
The same normalization method is applied to the average age of backward citations in a domain, to correct for the increasing tendency of granted US patents to cite older patents ( Figure ? ?, Panel D). We calculate the mean rank percentile by filing year of the average age of backward citations in a domain by first computing rank percentiles at the patent level and then computing the mean value across all patents in a domain.
Normalized knowledge obsolescence index in a domain
The mean age of cited patents represents the expected value of the age distribution of citations, which is informative of the general tendency of patents in a domain to cite younger or older patents.
However, the same mean can be achieved by distributions with very different shapes. We also The difference between the observed and expected share at age 5 (highlighted in red) is used in the numerator of equation 3. Panels C and D report the observed and expected share of backward citations to patents of a specific age. The last age for which the observed value is greater or equal than the expected value is highlighted in red and used in the denominator of equation 3. Wireless Telecommunications have a stronger preference for citing recent patents (i.e. higher numerator) and a lower preference for older patents (i.e. lower denominator) than Aircraft. Consequently, Wireless Telecommunications has a faster Normalized Knowledge Obsolescence Index than Aircraft.
remove any time related as well as technology class specific bias, we designed a normalized knowledge obsolescence index. If patents cite other patents completely randomly, with no particular preference for the age or technology class of the other patents, the expected share of backward citations going to a given age would be equal to the share of existing patents having that particular age. However, this would be a naive expectation, which would not consider that many of the backward citations made by a patent go to patents granted in the same main US patent class, and the share of within-class backward citations is class specific (Figure ? ?, Panel F). Therefore, the expected share of citations to patents of a given age, under random citation allocation, depends on the share of patents of that age in both the same main class of the citing patent and the share in all other classes.
Domains in which knowledge is updated rapidly should consist of inventions that prefer citing recent patents only, as older knowledge becomes obsolete. We measure the rate of obsolescence for the domain by computing the z-score of the number of citations made by all patents in a domain to patents that are 5 years old or younger, relative to an expectation (defined below). The z-score measures how much a domain's patents preferentially cite young patents, relative to expectations.
The higher (the lower) the z-score, the stronger (the weaker) the preference. We then divide the z-score by the last age for which we have positive z-scores (i.e. for which the observed share of citations to patents of that age or younger is larger than expected). This denominator attempts to measure the tendency for citing old patents. The lower (the higher) the age of the last positive zscore, the faster (the slower) old patented inventions are neglected. We call the resulting measure the Normalized Knowledge Obsolescence Index. Equation 3 shows how to compute the index for domain j at time t, using equations 4 and 5, where L j,t,age=x is the number of citations from patents filed in year t in domain j that go to other patents of age x. Figure 1 illustrates how the equation for the Normalized Knowledge Obsolescence Index is computed for two domains.
N ormalized Knowledge Obsolescence Index jt = z − score j,age≤5 last age f or which z − score j,age=x > 0 (3)
Suppose that patents would cite other patents randomly, while preserving the number of backward citations they make and the share of these citations that go to other patents classified in the same main technology class. Then the number of backward citations that each patent (and therefore each domain) would make to patents of a given age (or up to a given age) is a hypergeometric random variable, whose expected number and standard deviation can be derived analytically.
We show how to compute the expectation and standard deviation of L j,t,age=x in the Supplemental Information ??. These values can then be used to solve equations 3, 4 and 5 and compute the Normalized Knowledge Obsolescence Index for a domain. The higher the index, the faster technical knowledge in the domain becomes obsolete.
Mean normalized centrality of cited patents in a domain
To measure the centrality of patents in the citation network, we use a dedicated measure of centrality called Search Path Node Pair (SP N P ), first introduced by Hummon and Doreian (1989).
The SPNP index was then applied to patent networks by Verspagen (2007) , and subsequently by (2012) and Triulzi (2015) , to deduce the main paths of engineering improvements using patent citation networks 2 . Batagelj (2003) defined an efficient algorithm to compute SPNP centrality in large citation networks. We first compute the SPNP values for each patent and then compute the average SPNP value of the patents it cites. The SPNP index for any given patent is equal to the number of paths incoming to the node multiplied by the number of outgoing paths. Incoming and outgoing paths for patent i are defined as follows.
SP N P i,t+x = (incoming paths i + 1) * (outgoing paths i,t+x + 1) (8)
L BW D and L F W D are, respectively, the number of backward and forward citations made and received by a patent. These are summed over all patents that can be reached from patent i by traveling backward (for incoming paths) or forward (for outgoing paths) in a citation network. SPNP centrality for patent i is obtained by multiplying its number of incoming and outgoing paths, both augmented by one. As explained by Batagelj (2003) , this is done to ensure that SPNP is always greater than zero and one can transform it by taking logs, if desired. The number of incoming paths to a node does not change over time, being based on backward citations to preexisting patents. In contrast, the number of outgoing paths does: it is the sum of the forward citations received by patent i up to any number x of years after year t in which i was filed, and all patents that can be reached from i by traveling forward in the citation network (we call this set reachable F W D,i,t ). Thus, as time progresses the forward paths and the SPNP value of patent i change over time, being obtained by multiplying the number of incoming and outgoing paths.
The number of outgoing paths is conceptually similar to a measure of patent influence over the evolution of a technological trajectory recently proposed by Corredoira and Banerjee (2015) and Corredoira et al. (2017) and to the famous Page Rank index (Page et al. 1999 ). However, these measure only account for the structure of the network of citations that follow a given patent in time. SPNP, by accounting for both incoming and outgoing paths, provides a more comprehensive view of the centrality of a patent in the overall historical citation network. For the theoretical and practical reasons discussed in Section 3, we use the average centrality of cited patents as a candidate predictor. In this case, the SPNP value of the cited patents is computed in the year before they are cited. Figure 2 illustrates how SPNP values are computed for a fictitious citation network.
The SPNP index is similar to betweenness centrality. However, the latter only takes into account shortest paths (i.e. geodesic paths). In contrast, SPNP accounts for all possible paths between nodes 3 . In fact, the SPNP value of a patent is proportional to the probability that one encounters that particular patent when traveling randomly from any patent to any other patent following the directed arcs of a citation network. This makes it a particularly good centrality index for patent citation networks, as its value can be interpreted as a measure of centrality along all trajectories of engineering improvements or the trajectories characterizing the accumulating technology. Therefore, we expect faster improving domains to have patents which are more central and cite more central patents (i.e. to be more similar to the green patent in Figure 2 than the red one).
However, the raw SPNP measure cannot be used directly as a predictor of TIRs, because of the biases described in Section 5.2 that inflate the number of citations made and received by some 3 SPNP centrality is also conceptually similar to Random Walk Betweenness centrality (defined by Newman (2005)). However, the latter is not defined for directed networks. between the number of incoming and outgoing paths is maximized. Second, the increasing mean age of cited patents also affects the SPNP calculation since higher mean age of cited patents decreases the randomly expected SPNP because of the lower possible number of paths incoming to a node. For these reasons, we need to normalize SPNP centrality in order to use it as a predictor of TIRs.
We propose two different normalization methods and compare their effect on the accuracy and reliability of the prediction of TIRs. Many of the biases discussed in Section 5.2, are time-specific.
Therefore, an effective but simplest possible normalization method is to take the rank percentile of the observed mean centrality of the patents cited by a focal patent, compared to the values scored by all other patents filed in the same year. However, some additional biases that may artificially inflate or deflate the SPNP measure are technology class-specific. For instance, we have discussed how patents granted in Medicine-related technology classes tend to have a larger number of backward citations. This would increase the number of incoming paths, by construction.
Also, we have shown that younger technology classes tend to make and receive more citations and cite comparatively more recent patents, thereby potentially inflating SPNP measurement beyond what higher k values in such domains might involve. These biases are more nuanced, because they only affect patents granted in specific classes. However, it is difficult to say a priori if these additional sources of biases will strongly affect the accuracy and reliability of TIR estimation. By defining two normalization methods, we are able to test that.
To control for both the time-specific and class-specific biases, we designed a citation randomization model that preserves many patent-specific characteristics. We randomize citations 1000 times and each time keep track of the mean centrality of cited patents for each focal patent. We are then able to measure the expected value and the standard deviation of this metric, under ran- Figure ? ? in the Supplemental Information ?? illustrates the randomization procedure. For a more detailed discussion of the randomization methods we refer the reader to Alstott et al. 2017 .
By preserving the number of citations made and received by each patent, the time difference between the citing and the cited patents and the share of citations going to the same and any other USPC class, we calculate an expectation for the centrality of each patent (and the patents they cite) given the observed filing year and patent main class. In other words, we can separate the information on centrality from the impinging factors related to the number of citations patents make and receive, the age of the citing patents and the age and size of the USPC classes upon which the technology domains are overlaid.
For each patent we express the average centrality of the patents it cites as z-scores of the observed value, using the mean and standard deviation of this statistic computed for the 1000 randomized controls. The higher (the smaller) the z-score the higher the observed value is above (below) the mean of the 1000 randomized controls. The maximum and minimum z-scores achieved by patents tend to grow over time (see Figure ? ? in the Supplemental Information ??). This is an artefact of the randomization procedure. The explanation is twofold. First, the longer the patenting history, the more patents and citations enter the system, the more space for randomization we have. Second, increasing backward citations and forward citations that patents have increases the possibilities to swap them. As we know from Section 5.2 and the Supplemental Information ?? (see in particular Figure ? ?, Panels B and C), these measures are strongly time-dependent. To correct for this additional bias we take rank percentiles by filing year of the z-scores obtained from the randomization procedure. Therefore, the second normalized measure of patent centrality that we use as a candidate predictor of TIRs is the mean value of the average rank percentiles by filing year of the z-score of centrality of cited patents achieved by patents in a given technology domain. This is computed in equation 11 for patent i, using equation 10.
z(average SP N P cited i,t−1 ) = average SP N P cited i,t−1 − E(average SP N P cited i,t−1 ) σ average SP N P cited i,t−1 (10)
M eanCentralityCitedZRP i = Rank P ercentile(z(average SP N P cited i,t−1 )) (11) 
Concentration index of assignees' patent shares in a domain
Where s a is the share of a domain's patents granted to assignee a and A d is the number of different assignees in domain d, and N d is the number of patents in domain d. The numerator is the observed entropy of assignees' patent shares in domain d. The maximum attainable entropy increases with the number of patents in a domain, all else equal. By construction, the maximum possible entropy in a domain would be achieved when each patent has a different assignee. In this case, the maximum entropy is equal to the log of the number of patents in the domain 4 . For our purposes, the size of domains' patent sets are a confounding factor, as we are interested to understand which domains have higher concentrations of patents in the hands of a few assignees, given the total number of patents. Therefore, we compute the normalized entropy by dividing the observed entropy by the maximum possible entropy.
Findings
Analysis of predictors stability over time and cross validation
We test the accuracy and reliability of each candidate predictor by means of a Monte Carlo crossvalidation exercise, as described in Section 5.1. As we discussed, the best predictor will achieve a stable high correlation between the observed and predicted rates while minimizing variations in the coefficients estimated at differing times. Figure 3 reports the results of the cross-validation exercise. Panel A shows the average correlation over time for each candidate predictor. The two measures of normalized centrality of cited patents achieve the highest and most stable correlation with TIRs. The normalization by randomization is marginally more accurate as it reaches a slightly higher correlation from 1997 onward.
However, the two trends are very similar, indicating that possible technology class-specific biases (that are controlled for by the randomization but not by the rank percentile of the observed value) do not importantly influence the estimation of improvement rates for the 30 domains for which we have data. However, we cannot exclude that the strength of the possible distortion in the predicted rate introduced by the class-specific impinging factors, may be larger for other domains not part of our sample or increase in the future. Therefore, we believe that the centrality index normalized by randomization, besides providing a marginally stronger correlation for the last 15 years of data than the normalized index by rank percentile by filing year, is also safer for estimating improvement rates for domains for which we only have patent data, despite its higher computational complexity compared to the simpler normalized centrality by rank percentile.
The rank percentile of the number of forward citations received within 3 years performed equally well in terms of correlation than the two centrality measures up to 2002. However, its performance deteriorated significantly after that date. This indicates that this measure is not strongly Figure 3: Monte Carlo Cross-validation of the accuracy and reliability of each candidate predictor of the improvement rate. Panel A reports the average correlation with the improvement rate obtained by randomly sampling 15 domains 100 times and computing the value of the candidate predictor using patents filed up to a given year. Panel B, reports the average coefficient of an Ordinary Least Square regression of the log of the improvement rate including the intercept and the predictor only estimated for the 15 randomly selected domains, relative to the estimated value of the coefficient obtained in the last available year. The inset figure in Panel B is a zoomed in version that does not include the trend for Cite3RP and NormalizedEntropy to improve visualization. Panel C reports the average value of the intercept. Again, the inset is a zoomed in version that excludes Cite3RP and NormalizedEntropy.
Genome Sequencing (whose patents have been mostly filed in the last 15 years). The rank percentile of the mean age of cited patents is strongly negatively correlated with TIRs on average, starting from around 1995 but its falloff in correlation at earlier dates is more severe than for the centrality metrics. The same but even stronger conclusion is applicable to the Normalized Knowledge Obsolescence Index, which turned from a relatively strong negative average correlation to the expected positive one only after 1996. This result casts strong doubts on the reliability of this measure as a predictor of TIRs. In addition, the fact that MeanAgeCitedRP has a marginally stronger correlation than NormKnowledgeObsolescenceInd, may further suggest that measurement noise added by technology-class specific biases do not strongly affect the ability to estimate performance improvement rates at the domain level. Finally, the normalized entropy of assignees' patent shares has very weak correlation with TIRs, regardless of the sample of domains or window of time used. Therefore, this index is not useful for estimating improvement rates.
Panel B and C of Figure 3 report the average coefficient and intercept achieved by the candidate predictors in the Monte Carlo cross-validation exercise. For each predictor, we normalized the coefficient and the intercept by dividing them by the estimated coefficient and intercept of the regression for 2013, which uses all patent data. This is done to highlight variations across time.
The smaller the variations and the smaller the deviations from 1, the more accurate the variable for estimating TIRs of new domains for which we only have patent data. The two centrality indices clearly outperform any other index in terms of stability of the estimated coefficient and intercept, having minor variations in the values, compared to the other variables.
In the Supplemental Information ??, we report the same analysis for the four (not-normalized) most correlated variables used in Benson and Magee (2015a) , to facilitate comparison with their findings. The raw number of citations received within 3 years, the raw mean age of cited patents, the mean filing year and its sister variable mean age of patents, are all strongly correlated with TIRs for some periods of time. However, none of these variables attains the stability in the correlation achieved by the centrality indices. Moreover, the coefficient and intercept for the mean filing year and mean age of patents change considerably over time. Furthermore, besides the identification problem related to using an unnormalized measure, the raw number of citations received within 3 years (i.e. Cite3), which is the best performing of these variables, has the additional disadvantage of needing three more years of data from the patent publishing date to be computed. This implies loosing data for the most recent domains.
Regressions with multiple variables
The Monte Carlo cross-validation exercise clearly showed that the mean centrality of cited patents in a domain, normalized by the rank percentile of z-scores by filing year, is the single most accurate and reliable predictor of TIRs. It may be possible, however, that a higher predicting power may be achieved by combination of the predictors. To test that, and to assess how the coefficient of centrality changes in magnitude and significance when other variables are added, we run a series of regressions with multiple variables. We include as additional variables the other candidate predictors. Furthermore, we also include as control variables the natural log of the number of patents in the domain and the mean age of these patents. These two variables may add additional predicting power, but were also discussed in Section 5.2 as they interacted with the measurement of patents' centrality and the pace of obsolescence in a domain. The normalized versions of these variables (MeanCentralityCitedRP, MeanCentralityCitedZ-RP, MeanAgeCitedRP and NormKnowledgeObsolescenceInd) are only mildly or not correlated with the two control variables.
Their additional predicting power can therefore be tested now by including them in the same regression model. The cross-correlation table for the six candidate predictors and the control variables are reported in Figure 4 . We also add the correlation with the log of the rate of improvement, since this is the dependent variable in the regressions.
The correlation between the centrality index normalized by randomization and all the other variables that will be added to the regression is sufficiently low, except for the correlation with the rank percentile of the mean age cited patents, to not be concerned about collinearity. These correlations are computed using all available patent data. Therefore, there can be minor differences with the average correlation reported for the last year in Figure 3 , Panel A. The high correlation for the two normalized centrality indices with the log of the improvement rate k, confirms the high predicting power of centrality. Table 3 reports the results of the multivariate regressions. As the main point of this work is to provide a method for out-of-sample estimation of TIRs, we use heteroscedestacity-robust standard errors in all multivariate regressions. The tests for homoscedasticity are reported and dis- In Model 1 (M1), we test the predicting power of the centrality of cited patents alone, normalized by the rank percentile of z-scores by filing year. This is different from what was done in the Monte Carlo cross-validation analysis as we now use all patent data and train the regression with all 30 domains. As expected by the previous analysis, the predicting power is very high (R 2 =0.63). Despite our small sample of 30 domains, the very low standard error and p-value for the coefficient are suggestive of a true association between TIRs and MeanCentralityCitedZ-RP.
The exact p-value of the coefficient (not reported in Table 3 , where we report standard errors) is 1.560556e − 07. This means that the probability that the small sample coefficient value would be randomly as large as the observed coefficient of MeanCentralityCitedZ-RP, if the null hypothesis (β M eanCentralityCitedZ−RP = 0) would be true, approximates zero. The 99% confidence in- Table 3 : Ordinary least square regressions with multiple variables. The dependent variable in these regressions is always the log of the rate parameter k from equation 2 in Section 2. Differently from the findings reported in Figure 3 , the values of the predicting variables used in these regressions are computed using all patent data for each domain. ≈ 0.1 if ∆M eanCentralityCitedZRP = 0.1 significant (p − value = 0.000002) and is almost unchanged. This also confirms that the normalization by randomization effectively corrected for these factors. In fact, the coefficients of the two additional variables are not significantly different from zero. In Model 3, we now include also the rank percentile of the mean age of cited patents. As in Model 2, the coefficient of the newly added variable is not significant (p − value = 0.761008, 99% CI = (−4.999978, 6.239933) ). This is consistent with the high-correlation shown in Figure 4 between the two predictors and further confirms that centrality has a better predicting power than the age of the cited patents, as shown by the analysis in Section 6.1. This lack of significance for an added variable is again found for the coefficient of the Normalized Knowledge Obsolescence Index in Model 4 (p − value = 0.607288, 99% CI = (−6.250103, 9.120281)). In both Models 3 and 4, the coefficient for the normalized centrality index remains strong and significant, and the overall goodness of fit is only marginally higher than in Model 1 but actually lower when we consider the adjusted R 2 . Therefore, neither of the two measures of the pace of knowledge obsolescence adds additional predicting power to that already achieved by normalized centrality alone. The same holds for the rank percentile of the number of citations received within 3 years (Model 5) and the normalized entropy (Model 6), whose coefficients are not significant (p − value = 0.343665 and p − value = 0.557594, respectively) and whose adjusted R 2 is lower or equal than in Model 1.
We conclude from this analysis that including additional variables does not improve the accuracy of the estimation. Nor does it change the significance of the estimated coefficient of the normalized centrality index and only marginally affect its magnitude. Moreover, the cross-validation analysis in Section 6.1 showed that the additional variables are less reliable than the centrality metrics. The same conclusion holds when MeanCentralityCitedRP is used instead of MeanCentralityCitedZ-RP as the chosen centrality variable (the equivalent of Table 3 with MeanCentralityCitedRP as predictor instead of MeanCentralityCitedZ-RP is reported in the Supplemental Informations ??).
Therefore, we recommend using Model 1 from Figure 5 : Comparison of the observed and predicted log of the yearly rate of performance improvement for the 30 technology domains using all available patent data (i.e. with no time restrictions). The predicted rate is based on equation 13, resulting from the estimation of Model 1 in Table 3 .
RP as a predictor of TIRs, despite the small sample of 30 domains used to estimate the coefficients. The resulting equation to be used for estimating k for a domain i for which we only gather patent data is reported in Equation 13. The second term in the equation is a correction factor that is necessary to convert the estimated log(k i ) to the linear scale. σ i is the standard deviation of the estimated log(k i )
This model achieves high accuracy as well as reliability of the estimation. The relation between the estimated and observed rate based on this model is shown in Figure 5 .
Discussion
The main result of this paper is that centrality of the domains' patents in the overall patent citation network is reliably and strongly correlated with the performance improvement over time of the domain's artifacts. That such a reliable relationship exists between patent metrics and artifact properties, it is important to note, is not obvious since there is the potential and reality for improving artifacts without obtaining patents. Thus, an important implication of our findings supports the use of patent data as the prime record of technological change.
As we noted in Sections 2 and 5, this paper is not aimed at uncovering fundamental drivers of differences in improvement rates but instead at reliably estimating such rates from patent information. Indeed, the best that patent metadata such as citations or centrality can do is reflect changes in more fundamental factors within technological domains. Despite this caveat, we now briefly conjecture about why properly designed centrality metrics (and not properly designed immediacy, obsolescence or competition metrics) do reliably correlate with the rate of performance improvement. We think that this measure is such a good predictor for several reasons. The first explanation lays in the robustness of centrality indicators to technology-unrelated manipulations by players in the domain. Indicators based only on the amount of citations received by patents are subject to strategic alterations like self-citations or specific citation practices (such as citing some key patents to establish patentability of the subject of the invention for which a patent is sought) 6 .
Centrality is much harder to manipulate, as it is a structural measure based on the overall citation network. Therefore, once properly normalized by time and class-specific effects, it contains a "purer" signal, which is unaffected by firms' strategic behavior.
Secondly, a high raw centrality can be achieved in different ways, but our randomization procedure allows identifying the most important source of centrality that is associated with faster improvement rates. By construction a domain's raw centrality is increased by interactions with other central domains (through backward and forward citations between domains), higher patent-ing rates in the domain and by more cumulative paths of improvements, represented by patent citations that do not backtrack by citing much older "ancestor" patents (thereby attaining longer incoming paths and increasing their patent's SPNP values). Our randomization procedure controls for both patenting rates and backtracking by preserving both the number of patents in a domain and their filing year as well as the age of cited patents (which is a proxy for backtracking)
of each patent in any of the 1000 randomized controls. If the signal of fast improvement rates is associated with faster patenting rates, or the aversion for backtracking, rather than the presence of strong interactions with other domains, the normalized-by-randomization centrality would not be strongly correlated with TIRs. If the signal of fast improvements in a domain is prevalently conveyed by information on patenting rates and the age of cited patents, the normalized centrality by rank percentile in the filing year, which only controls for time-specific effects, would be the only centrality measure strongly correlated with TIRs. The fact that both normalized measures are correlated with each other and with TIRs indicates that their common inclusion of interactions between domains contain the most reliable signal of faster rates of performance improvement. In fact, patenting rates do not seem to be particularly associated with TIRs (the number of patents in a domain is only mildly correlated with the rate of improvement). In contrast, the cumulativeness of the paths of citations in a domain (whose normalized indices of the mean age of the cited patents are a proxy for), is correlated with TIRs, but the correlation is weaker and less stable over time than the correlation found for the normalized centrality.
We conclude from this that faster improving domains tend to have more cumulative research trajectories and interact more with other domains. However, the extra information on betweendomain knowledge interactions that the normalized-by-randomization centrality provides is a stronger and more reliable signal of faster TIRs. Moreover, highly central patents (and thus domains they reside in) tend to cite patents that are located on strongly cumulative technological paths in other domains as well. This is indicated by the fact that the share of citations to other technology domains, or to patents in other USPC or IPC classes per-se is only mildly or not correlated with the rate of improvement, as shown in Figure 6 , whereas centrality is. Therefore, cen- tral and fast improving domains are interacting with patents in other domains that are themselves central and this interaction is crucial to the high TIR.
Conclusions
Our method and findings have important managerial implications. As we discussed in the introduction and Section 2, exponential performance improvement trends have constant yearly rates.
If two technologies are considered as possible substitutes to achieve the same goal, and both have exponential improvement trends, the technology with the faster rate will eventually win. Preliminary evidence that faster improvement rates are associated with faster diffusion is presented in Woo and Magee (2017) . Our method can be used to estimate improvement rates in a quantitative and objective way for domains for which it is difficult to find historical performance data. The comparative analysis of progress functions as a tool to scout for managerial opportunities was already advocated by Dutton and Thomas (1984) In addition to scouting for opportunities within the current domain of interest of a firm, this tool, when combined with maps of technology relatedness (such as in Alstott et al. 2017) can also be used to identify promising fast improving domains related to the current technical expertise of the firm. Moreover, a quantitative estimation of the rate of improvement can also help in preparing for larger future changes in technical specifications of products, and possible changes in industry structure and ecosystem that may come along with the evolution of product attributes and technical specifications. In this respect, it is important to again note that the estimated performance improvement rates are the rates of improvement at the frontier of technology development in a given domain. Therefore, they need to be seen as a long-term road-mapping tool. Improvement rates for the same technology within a company or a country will differ when catch-up, experience, or other activities away from the frontier are considered (see for instance Argote and Epple 1990; Pisano et al. 2001, as exam- ples of between-company differences). A technology may improve faster within a company or country while catching-up, but, once the frontier is reached the rate is likely be constrained by the underlying domains' properties (i.e. will converge to the intrinsic rate of the domain).
Our method has limitations and we discuss three here. First, the sole use of patent data is not capable of discerning if performance in the domain has an exponential trend or rather a different functional form. However, all of the 30 technologies for which we have performance data do follow exponential improvements in the long-run, and other research (reviewed in Section 2) has shown that Moore's law is a good approximation for many other technologies (Farmer and Lafond 2016; Magee et al. 2016; Nagy et al. 2013) . Indeed, at this point we are unaware of any re-liable long-term performance time series that does not roughly follow an exponential with time form. Second, the fact that short term TIRs are not reliably estimated, as shown by the Monte Carlo cross validation exercise, may be considered a weakness that one would like to overcome.
However, we think that, in the short-run, specific evaluations of designs by detailed technological calculation and experimentation will always remain a better way to assess possible new product opportunities than TIR estimation. In this regard, our method should thus be seen as a tool to provide a comparative indication of the overall long-run rate of progress in a domain. Third, we do not identify the performance metric that is estimated using patent data. However, it is reasonable to believe that stakeholders have an intuitive understanding of which performance metrics are key in the targeted domain of interest. Interactions with domain's technical experts may allow obtaining a sense of which performance metrics are more relevant for the domain. Also, latent semantic analysis of a domain's patents might achieve the same goal. Future research is needed to explore this possibility. 
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