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Abstract
While recent work suggests that quantum computers can speed up the solution of semidefinite
programs, little is known about the quantum complexity of more general convex optimization.
We present a quantum algorithm that can optimize a convex function over an n-dimensional
convex body using O˜(n) queries to oracles that evaluate the objective function and determine
membership in the convex body. This represents a quadratic improvement over the best-known
classical algorithm. We also study limitations on the power of quantum computers for general
convex optimization, showing that it requires Ω˜(
√
n) evaluation queries and Ω(
√
n) membership
queries.
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1 Introduction
Convex optimization has been a central topic in the study of mathematical optimization, theoretical
computer science, and operations research over the last several decades. On the one hand, it has
been used to develop numerous algorithmic techniques for problems in combinatorial optimization,
machine learning, signal processing, and other areas. On the other hand, it is a major class of
optimization problems that admits efficient classical algorithms [5, 12]. Approaches to convex opti-
mization include the ellipsoid method [12], interior-point methods [10, 17], cutting-plane methods
[18, 28], and random walks [16, 23].
The fastest known classical algorithm for general convex optimization solves an n-dimensional
instance using O˜(n2) queries to oracles for the convex body and the objective function, and runs
in time O˜(n3) [21].1 The novel step of [21] is a construction of a separation oracle by a subgradient
calculation with O(n) objective function calls and O(n) extra time. It then relies on a reduction
from optimization to separation that makes O˜(n) separation oracle calls and runs in time O˜(n3)
[22]. Although it is unclear whether the query complexity of O˜(n2) is optimal for all possible
classical algorithms, it is the best possible result using the above framework. This is because it
takes Ω˜(n) queries to compute the (sub)gradient (see Section A.1) and it also requires Ω(n) queries
to produce an optimization oracle from a separation oracle (see [25] and [24, Section 10.2.2]).
It is natural to ask whether quantum computers can solve convex optimization problems faster.
Recently, there has been significant progress on quantum algorithms for solving a special class of
convex optimization problems called semidefinite programs (SDPs). SDPs generalize the better-
known linear programs (LPs) by allowing positive semidefinite matrices as variables. For an SDP
with n-dimensional, s-sparse input matrices and m constraints, the best known classical algorithm
[22] finds a solution in time O˜(m(m2 +nω +mns) poly log(1/)), where ω is the exponent of matrix
multiplication and  is the accuracy of the solution. Branda˜o and Svore gave the first quantum
algorithm for SDPs with worst-case running time O˜(
√
mns2(Rr/ε)32), where R and r upper bound
the norms of the optimal primal and dual solutions, respectively [7]. Compared to the aforemen-
tioned classical SDP solver [22], this gives a polynomial speedup in m and n. Van Apeldoorn et
al. [3] further improved the running time of a quantum SDP solver to O˜(
√
mns2(Rr/)8), which
was subsequently improved to O˜
(
(
√
m +
√
n(Rr/))s(Rr/)4
)
[2, 6]. The latter result is tight in
the dependence of m and n since there is a quantum lower bound of Ω(
√
m +
√
n) for constant
R, r, s,  [7].
However, semidefinite programming is a structured form of convex optimization that does not
capture the problem in general. In particular, SDPs are specified by positive semidefinite matrices,
and their solution is related to well-understood tasks in quantum computation such as solving
linear systems (e.g., [9, 13]) and Gibbs sampling (e.g., [2, 6]). General convex optimization need
not include such structural information, instead only offering the promise that the objective function
and constraints are convex. Currently, little is known about whether quantum computers could
provide speedups for general convex optimization. Our goal is to shed light on this question
1.1 Convex optimization
We consider the following general minimization problem:
min
x∈K
f(x), where K ⊆ Rn is a convex set and f : K → R is a convex function. (1.1)
1The notation O˜ suppresses logarithmic factors.
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We assume we are given upper and lower bounds on the function values, namelym ≤ minx∈K f(x) ≤
M , and inner and outer bounds on the convex set K, namely
B2(0, r) ⊆ K ⊆ B2(0, R), (1.2)
where B2(x, l) is the ball of radius l in L2 norm centered at x ∈ Rn. We ask for a solution x˜ ∈ K
with precision , in the sense that
f(x˜) ≤ min
x∈K
f(x) + . (1.3)
We consider the very general setting where the convex body K and convex function f are only
specified by oracles. In particular, we have:
• A membership oracle OK for K, which determines whether a given x ∈ Rn belongs to K;
• An evaluation oracle Of for f , which outputs f(x) for a given x ∈ K.
Convex optimization has been well-studied in the model of membership and evaluation oracles
since this provides a reasonable level of abstraction of K and f , and it helps illuminate the algorith-
mic relationship between the optimization problem and the relatively simpler task of determining
membership [12, 21, 22]. The efficiency of convex optimization is then measured by the number of
queries to the oracles (i.e., the query complexity) and the total number of other elementary gates
(i.e., the gate complexity).
It is well known that a general bounded convex optimization problem is equivalent to one with
a linear objective function over a different bounded convex set. In particular, if promised that
minx∈K f(x) ≤M , (1.1) is equivalent to the problem
min
x′∈R, x∈K
x′ such that f(x) ≤ x′ ≤M. (1.4)
Observe that a membership query to the new convex set
K ′ := {(x′, x) ∈ R×K | f(x) ≤ x′ ≤M} (1.5)
can be implemented with one query to the membership oracle for K and one query to the evaluation
oracle for f . Thus the ability to optimize a linear function
min
x∈K
cTx (1.6)
for any c ∈ Rn and convex set K ⊆ Rn is essentially equivalent to solving a general convex
optimization problem. A procedure to solve such a problem for any specified c is known as an
optimization oracle. Thus convex optimization reduces to implementing optimization oracles over
general convex sets (Lemma 2.1). The related concept of a separation oracle takes as input a point
p /∈ K and outputs a hyperplane separating p from K.
In the quantum setting, we model oracles by unitary operators instead of classical procedures.
In particular, in the quantum model of membership and evaluation oracles, we are promised to
have unitaries OK and Of such that
• For any x ∈ Rn, OK |x, 0〉 = |x, δ[x ∈ K]〉, where δ[P ] is 1 if P is true and 0 if P is false;
• For any x ∈ Rn, Of |x, 0〉 = |x, f(x)〉.
In other words, we allow coherent superpositions of queries to both oracles. If the classical
oracles can be implemented by explicit circuits, then the corresponding quantum oracles can be
implemented by quantum circuits of about the same size, so the quantum query model provides a
useful framework for understanding the quantum complexity of convex optimization.
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1.2 Contributions
We now describe the main contributions of this paper. Our first main result is a quantum algorithm
for optimizing a convex function over a convex body. Specifically, we show the following:
Theorem 1.1. There is a quantum algorithm for minimizing a convex function f over a convex
set K ⊆ Rn using O˜(n) queries to an evaluation oracle for f and O˜(n) queries to a membership
oracle for K. The gate complexity of this algorithm is O˜(n3).
Recall that the state-of-the-art classical algorithm [21] for general convex optimization with
evaluation and membership oracles uses O˜(n2) queries to each. Thus our algorithm provides a
quadratic improvement over the best known classical result. While the query complexity of [21]
is not known to be tight, it is the best possible result that can be achieved using subgradient
computation to implement a separation oracle, as discussed above.
The proof of Theorem 1.1 follows the aforementioned classical strategy of constructing a sepa-
rating hyperplane for any given point outside the convex body [21]. We find this hyperplane using
a fast quantum algorithm for gradient estimation using O˜(1) evaluation queries, as first proposed
by Jordan [15] and later refined by [11] with more rigorous analysis. However, finding a suitable
hyperplane in general requires calculating approximate subgradients of convex functions that may
not be differentiable, whereas the algorithms in [15] and [11] both require bounded second deriva-
tives or more stringent conditions. To address this issue, we introduce classical randomness into
the algorithm to produce a suitable approximate subgradient with O˜(1) evaluation queries, and
show how to use such an approximate subgradient in the separation framework to produce a faster
quantum algorithm.
Our new quantum algorithm for subgradient computation is the source of the quantum speedup
of the entire algorithm and establishes a separation in query complexity for the subgradient compu-
tation between quantum (O˜(1)) and classical (Ω˜(n), see Section A.1) algorithms. This subroutine
could also be of independent interest, in particular in the study of quantum algorithms based on
gradient descent and its variants (e.g., [19, 27]).
On the other hand, we also aim to establish corresponding quantum lower bounds to understand
the potential for quantum speedups for convex optimization. To this end, we prove:
Theorem 1.2. There exists a convex body K ⊆ Rn, a convex function f on K, and a precision
 > 0, such that a quantum algorithm needs at least Ω(
√
n) queries to a membership oracle for K
and Ω(
√
n/ log n) queries to an evaluation oracle for f to output a point x˜ satisfying
f(x˜) ≤ min
x∈K
f(x) +  (1.7)
with high success probability (say, at least 0.8).
We establish the query lower bound on the membership oracle by reductions from search with
wildcards [1]. The lower bound on evaluation queries uses a similar reduction, but this only works
for an evaluation oracle with low precision. To prove a lower bound on precise evaluation queries,
we propose a discretization technique that relates the difficulty of the continuous problem to a
corresponding discrete one. This approach might be of independent interest since optimization
problems naturally have continuous inputs and outputs, whereas most previous work on quantum
lower bounds focuses on discrete inputs. Using this technique, we can simulate one perfectly precise
query by one low-precision query at discretized points, thereby establishing the evaluation lower
bound as claimed in Theorem 1.2. As a side point, this evaluation lower bound holds even for an
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unconstrained convex optimization problem on Rn, which might be of independent interest since
this setting has also been well-studied classically [5, 24–26].
We summarize our main results in Table 1.
Classical bounds Quantum bounds (this paper)
Membership queries O˜(n2) [21], Ω(n) [20] O˜(n), Ω(
√
n)
Evaluation queries O˜(n2) [21], Ω(n) [20] O˜(n), Ω˜(
√
n)
Time complexity O˜(n3) [21] O˜(n3)
Table 1: Summary of classical and quantum complexities of convex optimization.
1.3 Overview of techniques
1.3.1 Upper bound
To prove our upper bound result in Theorem 1.1, we use the well-known reduction from general
convex optimization to the case of a linear objective function, which simplifies the problem to
implementing an optimization oracle using queries to a membership oracle (Lemma 2.1). For
the reduction from optimization to membership, we follow the best known classical result in [21]
which implements an optimization oracle using O˜(n2) membership queries and O˜(n3) arithmetic
operations. In [21], the authors first show a reduction from separation oracles to membership
oracles that uses O˜(n) queries and then use a result from [22] to implement an optimization oracle
using O˜(n) queries to a separation oracle, giving an overall query complexity of O˜(n2).
The reduction from separation to membership involves the calculation of a height function
defined by the authors (see Eq. (2.41)), whose evaluation oracle can be implemented in terms of
the membership oracle of the original set. A separating hyperplane is determined by computing
a subgradient, which already takes O˜(n) queries. In fact, it is not hard to see that any classical
algorithm requires Ω˜(n) classical queries (see Section A.1), so this part of the algorithm cannot
be improved classically. The possibility of using the quantum Fourier transform to compute the
gradient of a function using O˜(1) evaluation queries ([11, 15]) suggests the possibility of replacing
the subgradient procedure with a faster quantum algorithm. However, the techniques described in
[11, 15] require the function in question to have bounded second (or even higher) derivatives, and
the height function is only guaranteed to be Lipschitz continuous (Definition 2.9) and in general is
not even differentiable.
To compute subgradients of general (non-differentiable) convex functions, we introduce classical
randomness (taking inspiration from [21]) and construct a quantum subgradient algorithm that uses
O˜(1) queries. Our proof of correctness (Section 2.2) has three main steps:
1. We analyze the average error incurred when computing the gradient using the quantum
Fourier transform. Specifically, we show that this approach succeeds if the function has
bounded second derivatives in the vicinity of the point where the gradient is to be calculated
(see Algorithm 1, Algorithm 2, and Lemma 2.3). Some of our calculations are inspired by
[11].
2. We use the technique of mollifier functions (a common tool in functional analysis [14], sug-
gested to us by [20] in the context of [21]) to show that it is sufficient to treat infinitely
differentiable functions (the mollified functions) with bounded first derivatives (but possibly
large second derivatives). In particular, it is sufficient to output an approximate gradient
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of the mollified function at a point near the original point where the subgradient is to be
calculated (see Lemma 2.4).
3. We prove that convex functions with bounded first derivatives have second derivatives that
lie below a certain threshold with high probability for a random point in the vicinity of the
original point (Lemma 2.5). Furthermore, we show that a bound on the second derivatives
can be chosen so that the smooth gradient calculation techniques work on a sufficiently large
fraction of the neighborhood of the original point, ensuring that the final subgradient error
is small (see Algorithm 3 and Theorem 2.2).
The new quantum subgradient algorithm is then used to construct a separation oracle as in [21]
(and a similar calculation is carried out in Theorem 2.3). Finally the reduction from [22] is used
to construct the optimization oracle using O˜(n) separation queries. From Lemma 2.1, this shows
that the general convex optimization problem can be solved using O˜(n) membership and evaluation
queries and O˜(n3) gates.
1.3.2 Lower bound
We prove our quantum lower bounds on membership and evaluation queries separately before
showing how to combine them into a single optimization problem. Both lower bounds work over
n-dimensional hypercubes.
In particular, we prove both lower bounds by reductions from search with wildcards [1]. In
this problem, we are given an n-bit binary string s and the task is to determine all bits of s using
wildcard queries that check the correctness of any subset of the bits of s: more formally, the input
in the wildcard model is a pair (T, y) where T ⊆ [n] and y ∈ {0, 1}|T |, and the query returns 1 if
s|T = y (here the notation s|T represents the subset of the bits of s restricted to T ). Reference [1]
shows that the quantum query complexity of search with wildcards is Ω(
√
n).
For our lower bound on membership queries, we consider a simple objective function, the sum
of all coordinates
∑n
i=1 xi. In other words, we take c = 1
n in (1.6). However, the position of the
hypercube is unknown, and to solve the optimization problem (formally stated in Definition 3.1),
one must use the membership oracle to locate it.
Specifically, the hypercube takes the form×ni=1[si−2, si+1] (where× is the Cartesian product)
for some offset binary string s ∈ {0, 1}n. In Section 3.1, we prove:
• Any query x ∈ Rn to the membership oracle of this problem can be simulated by one query
to the search-with-wildcards oracle for s. To achieve this, we divide the n coordinates of x
into four sets: Tx,0 for those in [−2,−1), Tx,1 for those in (1, 2], Tx,mid for those in [−1, 1], and
Tx,out for the rest. Notice that Tx,mid corresponds to the coordinates that are always in the
hypercube and Tx,out corresponds to the coordinates that are always out of the hypercube; Tx,0
(resp., Tx,1) includes the coordinates for which si = 0 (resp., si = 1) impacts the membership
in the hypercube. We prove in Section 3.1 that a wildcard query with T = Tx,0 ∪ Tx,1 can
simulate a membership query to x.
• The solution of the sum-of-coordinates optimization problem explicitly gives s, i.e., it solves
search with wildcards. This is because this solution must be close to the point (s1−2, . . . , sn−
2), and applying integer rounding would recover s.
These two points establish the reduction of search with wildcards to the optimization problem, and
hence establishes the Ω(
√
n) membership quantum lower bound in Theorem 1.2 (see Theorem 3.2).
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For our lower bound on evaluation queries, we assume that membership is trivial by fixing the
hypercube at C = [0, 1]n. We then consider optimizing the max-norm function
f(x) = max
i∈[n]
|xi − ci| (1.8)
for some unknown c ∈ {0, 1}n. Notice that learning c is equivalent to solving the optimization
problem; in particular, outputting an x˜ ∈ C satisfying (1.3) with  = 1/3 would determine the
string c. This follows because for all i ∈ [n], we have |x˜i − ci| ≤ maxi∈[n] |x˜i − ci| ≤ 1/3, and ci
must be the integer rounding of x˜i, i.e., ci = 0 if x˜i ∈ [0, 1/2) and ci = 1 if x˜i ∈ [1/2, 1]. On the
other hand, if we know c, then we know the optimum x = c.
We prove an Ω(
√
n/ log n) lower bound on evaluation queries for learning c. Our proof, which
appears in Section 3.2, is composed of three steps:
1) We first prove a weaker lower bound with respect to the precision of the evaluation oracle.
Specifically, if f(x) is specified with b bits of precision, then using binary search, a query
to f(x) can be simulated by b queries to an oracle that inputs (f(x), t) for some t ∈ R and
returns 1 if f(x) ≤ t and returns 0 otherwise. We further without loss of generality assume
x ∈ [0, 1]n. If x /∈ [0, 1]n, we assign a penalty of the L1 distance between x and its projection
pi(x) onto [0, 1]n; by doing so, f(pi(x)) and x fully characterizes f(x) (see (3.18)). Therefore,
f(x) ∈ [0, 1], and f(x) having b bits of precision is equivalent to having precision 2−b.
Similar to the interval dividing strategy in the proof of the membership lower bound, we prove
that one query to such an oracle can be simulated by one query to the search-with-wildcards
oracle for s. Furthermore, the solution of the max-norm optimization problem explicitly gives
s, i.e., it solves the search-with-wildcards problem. This establishes the reduction to search
with wildcards, and hence establishes an Ω(
√
n/b) lower bound on the number of quantum
queries to the evaluation oracle f with precision 2−b (see Lemma 3.1).
2) Next, we introduce a technique we call discretization, which effectively simulates queries over
an (uncountably) infinite set by queries over a discrete set. This technique might be of
independent interest since proving lower bounds on functions with an infinite domain can be
challenging.
We observe that the problem of optimizing (1.8) has the following property: if we are given two
strings x, x′ ∈ [0, 1]n such that x1, . . . , xn, 1− x1, . . . , 1− xn and x′1, . . . , x′n, 1− x′1, . . . , 1− x′n
have the same ordering (for instance, x = (0.1, 0.2, 0.7) and x′ = (0.1, 0.3, 0.6) both have the
ordering x1 ≤ x2 ≤ 1− x3 ≤ x3 ≤ 1− x2 ≤ 1− x1), then
arg max
i∈[n]
|xi − ci| = arg max
i∈[n]
|x′i − ci|. (1.9)
In other words, f(x) can be computed given x and f(x′). Thus it suffices to consider all possi-
ble ways of ordering 2n numbers, rendering the problem discrete. Without loss of generality,
we focus on x satisfying {x1, . . . , xn, 1 − x1, . . . , 1 − xn} = { 12n+1 , . . . , 2n2n+1}, and we denote
the set of all such x by Dn (see also (3.34)). In Lemma 3.4, we prove that one classical (resp.,
quantum) evaluation query from [0, 1]n can be simulated by one classical evaluation query
(resp., two quantum evaluation queries) from Dn using Algorithm 5. To illustrate this, we
give a concrete example with n = 3 in Section 3.2.2.
3) Finally, we use discretization to show that one perfectly precise query to f can be simulated by
one query to f with precision 15n ; in other words, b in step 1) is at most dlog2 5ne = O(log n)
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(see Lemma 3.3). This is because by discretization, the input domain can be limited to the
discrete set Dn. Notice that for any x ∈ Dn, f(x) is an integer multiple of 12n+1 ; even if
f(x) can only be computed with precision 15n , we can round it to the closest integer multiple
of 12n+1 which is exactly f(x), since the distance
2n+1
5n <
1
2 . As a result, we can precisely
compute f(x) for all x ∈ Dn, and thus by discretization we can precisely compute f(x) for
all x ∈ [0, 1]n.
In all, the three steps above establish an Ω(
√
n/ log n) quantum lower bound on evaluation queries
to solve the problem in Eq. (1.8) (see Theorem 3.2). In particular, this lower bound is proved for
an unconstrained convex optimization problem on Rn, which might be of independent interest.
As a side result, we prove that our quantum lower bound is optimal for the problem in (1.8) (up
to poly-logarithmic factors in n), as we can prove a matching O˜(
√
n) upper bound (Theorem C.1).
Therefore, a better quantum lower bound on the number of evaluation queries for convex optimiza-
tion would require studying an essentially different problem.
Having established lower bounds on both membership and evaluation queries, we combine them
to give Theorem 1.2. This is achieved by considering an optimization problem of dimension 2n;
the first n coordinates compose the sum-of-coordinates function in Section 3.1, and the last n
coordinates compose the max-norm function in Section 3.2. We then concatenate both parts and
prove Theorem 1.2 via reductions to the membership and evaluation lower bounds, respectively
(see Section 3.3).
In addition, all lower bounds described above can be adapted to a convex body that is contained
in the unit hypercube and that contains the discrete set Dn to facilitate discretization; we present
a “smoothed” hypercube (see Section 3.4) as a specific example.
1.4 Open questions
This work leaves several natural open questions for future investigation. In particular:
• Can we close the gap for both membership and evaluation queries? Our upper bounds on
both oracles in Theorem 1.1 uses O˜(n) queries, whereas the lower bounds of Theorem 1.2 are
only Ω˜(
√
n).
• Can we improve the time complexity of our quantum algorithm? The time complexity O˜(n3)
of our current quantum algorithm matches that of the classical state-of-the-art algorithm [21]
since our second step, the reduction from optimization to separation, is entirely classical. Is
it possible to improve this reduction quantumly?
• What is the quantum complexity of convex optimization with a first-order oracle (i.e., with
direct access to the gradient of the objective function)? This model has been widely considered
in the classical literature (see for example Ref. [26]).
Organization. Our quantum upper bounds are given in Section 2 and lower bounds are given
in Section 3. Appendices present auxiliary lemmas (Section A) and proof details for upper bounds
(Section B) and lower bounds (Section C), respectively.
Related independent work. In independent simultaneous work, van Apeldoorn, Gilye´n, Gri-
bling, and de Wolf [4] establish a similar upper bound, showing that O˜(n) quantum queries to a
membership oracle suffice to optimize a linear function over a convex body (i.e., to implement an
optimization oracle). Their proof follows a similar strategy to ours, using a quantum algorithm for
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evaluating gradients in O˜(1) queries to implement a separation oracle. Those authors also establish
quantum lower bounds on the query complexity of convex optimization, showing in particular that
Ω(
√
n) quantum queries to a separation oracle are needed to implement an optimization oracle, im-
plying an Ω(
√
n) quantum lower bound on the number of membership queries required to optimize
a convex function. While Ref. [4] does not explicitly focus on evaluation queries, those authors
have pointed out to us that an Ω(
√
n) lower bound on evaluation queries can be obtained from
their lower bound on membership queries, using a careful application of techniques inspired by [21]
(although our approach gives a bound with a better Lipschitz parameter).
2 Upper bound
In this section, we prove:
Theorem 2.1. An optimization oracle for a convex set K ⊆ Rn can be implemented using O˜(n)
quantum queries to a membership oracle for K, with gate complexity O˜(n3).
The following lemma shows the equivalence of optimization oracles to a general convex opti-
mization problem.
Lemma 2.1. Suppose a reduction from an optimization oracle to a membership oracle for convex
sets requires O(g(n)) queries to the membership oracle. Then the problem of optimizing a convex
function over a convex set can be solved using O(g(n)) queries to both the membership oracle and
the evaluation oracle.
Proof. The problem minx∈K f(x) reduces to the problem min(x′,x)∈K′ x′ where K ′ is defined as in
(1.4). K ′ is the intersection of convex sets and is therefore itself convex. A membership oracle
for K ′ can be implemented using 1 query each to the membership oracle for K and the evaluation
oracle for f . Since O(g(n)) queries to the membership oracle for K ′ are sufficient to optimize any
linear function, the result follows.
Theorem 1.1 directly follows from Theorem 2.1 and Lemma 2.1.
Overview. This part of the paper is organized following the plan outlined in Section 1.3.1. Precise
definitions of oracles and other relevant terminology appear in Section 2.1. Section 2.2 develops a
fast quantum subgradient procedure that can be used in the classical reduction from optimization
to membership. This is done in two parts:
1. Section 2.2.1 presents an algorithm based on the quantum Fourier transform that calculates
the gradient of a function with bounded second derivatives (i.e., a β-smooth function) with
bounded expected one-norm error.
2. Section 2.2.2 uses mollification to restrict the analysis to infinitely differentiable functions
without loss of generality, and then uses classical randomness to eliminate the need for
bounded second derivatives.
In Section 2.3 we show that the new quantum subgradient algorithm fits into the classical reduction
from [21]. Finally, we describe the reduction from optimization to membership in Section 2.4.
8
2.1 Oracle definitions
In this section, we provide precise definitions for the oracles for convex sets and functions that we
use in our algorithm and its analysis. We also provide precise definitions of Lipschitz continuity
and β-smoothness, which we will require in the rest of the section.
Definition 2.1 (Ball in Lp norm). The ball of radius r > 0 in Lp norm ‖·‖p centered at x ∈ Rn is
Bp(x, r) := {y ∈ Rn | ‖x− y‖p ≤ r}.
Definition 2.2 (Interior of a convex set). For any δ > 0, the δ-interior of a convex set K is defined
as B2(K,−δ) := {x | B2(x, δ) ⊆ K}.
Definition 2.3 (Neighborhood of a convex set). For any δ > 0, the δ-neighborhood of a convex set
K is defined as B2(K, δ) := {x | ∃ y ∈ K s.t. ‖x− y‖2 ≤ δ}.
Definition 2.4 (Evaluation oracle). When queried with x ∈ Rn and δ > 0, output α such that
|α − f(x)| ≤ δ. We use EVALδ(f) to denote the time complexity. The classical procedure or
quantum unitary representing the oracle is denoted by Of .
Definition 2.5 (Membership oracle). When queried with x ∈ Rn and δ > 0, output an assertion
that x ∈ B2(K, δ) or x /∈ B2(K,−δ). The time complexity is denoted by MEMδ(K). The classical
procedure or quantum unitary representing the membership oracle is denoted by OK .
Definition 2.6 (Separation oracle). When queried with x ∈ Rn and δ > 0, with probability 1− δ,
either
• assert x ∈ B2(K, δ) or
• output a unit vector cˆ such that cˆTx ≤ cˆT y + δ for all y ∈ B2(K,−δ).
The time complexity is denoted by SEPδ(K).
Definition 2.7 (Optimization oracle). When queried with a unit vector c, find y ∈ Rn such that
cTx ≤ cT y+ δ for all x ∈ B2(K,−δ) or asserts that B2(K, δ) is empty. The time complexity of the
oracle is denoted by OPTδ(K).
Definition 2.8 (Subgradient). A subgradient of a convex function f : Rn → R at x, is a vector g
such that
f(y) ≥ f(x) + 〈g, y − x〉 (2.1)
for all y ∈ Rn. For a differentiable convex function, the gradient is the only subgradient. The set
of subgradients of f at x is called the subdifferential at x and denoted by ∂f(x).
Definition 2.9 (L-Lipschitz continuity). A function f is said to be L-Lipschitz continuous (or
simply L-Lipschitz) in a set S if for all x ∈ S, ‖g‖∞ ≤ L for any g ∈ ∂f(x). An immediate
consequence of this is that for any x, y ∈ S,
|f(y)− f(x)| ≤ nL‖y − x‖. (2.2)
Definition 2.10 (β-smoothness). A function f is said to be β-smooth in a set S if for all x ∈ S,
the magnitudes of the second derivatives of f in all directions are bounded by β. This also means
that the largest magnitude of an eigenvalue of the Hessian ∇2f(x) is at most β. Consequently, for
any x, y ∈ S, we have
f(y) ≤ f(x) + 〈∇f(x), y − x〉+ β
2
‖y − x‖2. (2.3)
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2.2 Evaluation to subgradient
In this section we present a procedure that, given an evaluation oracle for an L-Lipschitz continuous
function f : Rn → R with evaluation error at most  > 0, a point x ∈ Rn, and an “approximation
scale” factor r1 > 0, computes an approximate subgradient g˜ of f at x. Specifically, g˜ satisfies
f(q) ≥ f(x) + 〈g˜, q − x〉 − ζ‖q − x‖∞ − 4nr1L (2.4)
for all q ∈ Rn, where Eζ ≤ ξ(r1, ) and ξ must monotonically increase with  as α for some α > 0.
2.2.1 Smooth functions
We first describe how to approximate the gradient of a smooth function. Algorithm 1 and Al-
gorithm 2 use techniques from [15] and [11] to evaluate the gradient of a function with bounded
second derivatives in the neighborhood of the evaluation point. To analyze their behavior, we begin
with the following lemma showing that Algorithm 1 provides a good estimate of the gradient with
bounded failure probability.
Algorithm 1: GradientEstimate(f, , L, β, x0)
Data: Function f , evaluation error , Lipschitz constant L, smoothness parameter β, and
point x0.
Define
• l = 2√/nβ to be the size of the grid used,
• b ∈ N such that 24pi
√
nβ
L ≤ 12b = 1N ≤ 48pi
√
nβ
L ,
• b0 ∈ N such that N2Ll ≤ 12b0 = 1N0 ≤ NLl ,
• F (x) = N2Ll [f(x0 + lN (x−N/2))− f(x0)], and,
• γ : {0, 1, . . . , N − 1} → G := {−N/2,−N/2 + 1, . . . , N/2− 1} such that γ(x) = x−N/2.
Let OF denote a unitary operation acting as OF |x〉 = e2piiF˜ (x) |x〉, where
|F˜ (x)− F (x)| ≤ 1N0 , with x represented using b bits and F˜ (x) represented using b0 bits.
1 Start with n b-bit registers set to 0 and Hadamard transform each to obtain
1√
Nd
∑
x1,...,xd∈{0,1,...,N−1}
|x1, . . . , xd〉 ; (2.5)
2 Perform the operation OF and the map |x〉 7→ |γ(x)〉 to obtain
1
Nn/2
∑
g∈G
e2piiF˜ (g) |g〉 ; (2.6)
3 Apply the inverse QFT over G to each of the registers;
4 Measure the final state to get k1, k2, . . . , kd and report g˜ =
2L
N (k1, k2, . . . , kd) as the result.
Lemma 2.2. Let f : Rn → R be an L-Lipschitz function that is specified by an evaluation or-
acle with error at most . Let f be β-smooth in B∞(x, 2
√
/β), and let g˜ be the output of
GradientEstimate(f, , L, β, x0) (from Algorithm 1). Then
Pr
[
|g˜i −∇f(x)i| > 1500
√
nβ
]
<
1
3
, ∀ i ∈ [n]. (2.7)
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The proof of Lemma 2.2 is deferred to Lemma B.2 in the appendix.
Next we analyze Algorithm 2, which uses several calls to Algorithm 1 to provide an estimate of
the gradient that is close in expected L1 distance to the true value.
Algorithm 2: SmoothQuantumGradient(f, , L, β, x)
Data: Function f , evaluation error , Lipschitz constant L, smoothness parameter β, and
point x.
1 Set T such that 2e−T 2/24 ≤ 1500√nβ/L;
2 for t = 1, 2, . . . , T do
3 e(t) ← GradientEstimate(f, , L, β, x);
4 for i = 1, 2, . . . , n do
5 If more than T/2 of e
(t)
i lie in an interval of size 3000
√
nβ, set g˜i to be the median of the
points in that interval;
6 Otherwise, set g˜i = 0;
7 Output g˜.
Lemma 2.3. Let f be a convex, L-Lipshcitz continuous function that is specified by an evaluation
oracle with error at most . Suppose f is β-smooth in B∞(x, 2
√
/β). Let
g˜ = SmoothQuantumGradient(f, , L, β, x) (2.8)
(from Algorithm 2). Then for any i ∈ [n], we have |g˜i| ≤ L and E|g˜i−∇f(x)i| ≤ 3000
√
nβ; hence
E‖g˜ −∇f(x)‖1 ≤ 3000n3/2
√
β. (2.9)
If L, β, and  are poly(n), the SmoothQuantumGradient algorithm uses O˜(1) queries to the evalu-
ation oracle and O˜(n) gates.
Proof. For each dimension i ∈ [n] and each iteration t ∈ [T ], consider the random variable
Xti =
{
1 if |e(t)i −∇f(x)i| > 1500
√
nβ
0 otherwise.
(2.10)
From the conditions on the function f , Lemma 2.2 applies to GradientEstimate(f, , L, β, x), and
thus Pr
(
Xti = 1
)
< 1/3. Thus, by the Chernoff bound, Pr
[|g˜i −∇f(x)i| ≤ 1500√nβ] > 1 −
2e−T 2/24 ≥ 1−1500√nβ/L. In the remaining cases, |g˜i−∇f(x)i| ≤ L (see Line 4 of Algorithm 1).
Thus E|g˜i −∇f(x)i| ≤ 3000
√
nβ for all i ∈ [n], and (2.9) follows.
The algorithm makes T = poly(log(1/nβ)) calls to a procedure that makes one query to the
evaluation oracle. Thus the query complexity is O˜(1). To evaluate the gate complexity, observe
that we iterate over n dimensions, using poly(b) = poly(log(1/nβ)) gates for the quantum Fourier
transform over each. This process is repeated T = poly(log(1/nβ)) times. Thus the entire algo-
rithm uses O˜(n) gates.
2.2.2 Extension to non-smooth functions
Now consider a general L-Lipschitz continuous convex function f . We show that any such function
is close to a smooth function, and we consider the relationship between the subgradients of the
original function and the gradient of its smooth approximation.
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For any δ > 0, let mδ : Rn → R be the mollifier function of width δ, defined as
mδ(x) :=
 1In exp
(
− 1
1−‖x/δ‖22
)
x ∈ B2(0, δ)
0 otherwise,
(2.11)
where In is chosen such that
∫
B2(0,δ)
gδ(x) d
nx = 1. The mollification of f , denoted Fδ := f ∗mδ,
is obtained by convolving it with the mollifier function, i.e.,
Fδ(x) = (f ∗mδ)(x) =
∫
Rn
f(x− y)mδ(y) dnx. (2.12)
The mollification of f has several key properties, as follows:
Proposition 2.1. Let f : Rn → R be an L-Lipschitz convex function with mollification Fδ. Then
(i) Fδ is infinitely differentiable,
(ii) Fδ is convex,
(iii) Fδ is L-Lipschitz continuous, and
(iv) |Fδ(x)− f(x)| ≤ Lδ.
These properties of the mollifier function are well known in functional analysis [14]. For com-
pleteness a proof is provided in Lemma A.2.
Lemma 2.4. Let f : Rn → R be an infinitely differentiable L-Lipschitz continuous convex function
with mollification Fδ. Then any g˜ satisfying ‖g˜ −∇Fδ(y)‖1 = ζ for some y ∈ B∞(x, r1) satisfies
f(q) ≥ f(x) + 〈g˜, q − x〉 − ζ‖q − x‖∞ − 4nr1L− 2Lδ. (2.13)
Proof. For all q ∈ Rn, convexity of Fδ implies
Fδ(q) ≥ Fδ(y) + 〈∇Fδ(y), q − y〉 (2.14)
= Fδ(x) + 〈∇Fδ(y), q − x〉+ 〈∇Fδ(y), x− y〉+ (Fδ(y)− Fδ(x)) (2.15)
≥ Fδ(x) + 〈∇Fδ(y), q − x〉 − 4nr1L (2.16)
≥ Fδ(x) + 〈g˜, q − x〉 − ζ‖q − x‖∞ − 4nr1L, (2.17)
so (2.13) follows from Proposition 2.1(iv).
Now consider δ such that Lδ  . Then the evaluation oracle with error  for f is also an
evaluation oracle for Fδ with error  + Lδ ≈ . Thus the given evaluation oracle is also the
evaluation oracle for an infinitely differentiable convex function with the same Lipschitz constant,
with almost equal error, allowing us to analyze infinitely differentiable functions without loss of
generality (as long as we make no claim about the second derivatives). This idea is made precise
in Theorem 2.2.
Unfortunately, Lemma 2.3 cannot be directly used to calculate subgradients for Fδ as δ → 0.
Note that for the given evaluation oracle for f to also be an ∼ -evaluation oracle for Fδ, we must
have δ ≤ . Furthermore, there exist convex functions (such as f(x) = |x|) where if |f(x)−g(x)| ≤ δ
and g(x) is β-smooth, then βδ ≥ c for some constant c (see Lemma A.3 in the appendix). Thus using
the SmoothQuantumGradient algorithm at x = 0 will give us a one-norm error of 3000n3/2
√
β ≥
3000n3/2
√
c, which is independent of .
To avoid this problem, we take inspiration from [21] and introduce classical randomness into
the gradient evaluation. In particular, the following lemma shows that for a Lipschitz continuous
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function, if we sample at random from the neighborhood of any given point, the probability of
having large second derivatives is small. Let y ∈R Y indicate that y is sampled uniformly at
random from the set Y . Also, let λ(x) be the largest eigenvalue of the Hessian matrix ∇2f(x) at x.
Since the Hessian is positive semidefinite, we have λ(x) ≤ ∆f(x) := Tr(∇2f(x)). Thus the second
derivatives of a function are bounded by ∆f(x).
Lemma 2.5. Let f : Rn → R be a twice differentiable L-Lipschitz function. Then
Ey∈RB∞(x,r1)∆f(y) ≤
nL
r1
. (2.18)
Proof. We have
Ey∈RB∞(x,r1)∆f(y) =
1
(2r1)n
∫
B∞(x,r1)
∆f(y) dny (2.19)
=
1
(2r1)n
∫
∂B∞(x,r1)
〈∇f(y), η(y)〉 dn−1y (2.20)
≤ 1
(2r1)n
(2n)(2r1)
n−1L =
nL
r1
(2.21)
where (2.20) comes from the divergence theorem and η(y) is the area element on the surface
∂B∞(x, r1) defined as
η(y)i =
{
1 if yi − xi ≥ r1
0 otherwise.
(2.22)
Using Markov’s inequality with Lemma 2.5, we have
Pr
y∈RB∞(x,r1)
[
∆f(y) >
pnL
r1
]
≤ 1
p
(2.23)
for p > 1. We use this fact to argue that at most points y ∈ B∞(x, r1), we can use the
SmoothQuantumGradient procedure (with a second derivative bound β0 = pnL/r1) and obtain
good estimates to the gradient (with error that monotonically decreases with ).
From Lemma 2.3, we see that for SmoothQuantumGradient to be successful at a point y, the
second derivative bound β0 = pnL/r1 must hold not only at y, but at every point z ∈ B∞(y, l),
where l := 2
√
/β0. Thus we wish to upper bound the probability that a point y lies in the l-
neighborhood of the set of points with second derivatives greater than β0. Specifically, we have the
following.
Lemma 2.6. Let f : Rn → R be an L-Lipschitz convex function with L ≥ 1. Suppose n > 1 and
 ∈ (0, 1). Then for any r1 > 0,
Pr
y∈RB∞(x,r1)
[
∃z ∈ B∞(y, l),∆f(z) ≥ 16nL
1/3
]
≤ 
1/3
8r1
(2.24)
where l = 2/3/2
√
nL (i.e., l = 2
√
/β0 with β0 = pnL/r1 and p = 16r1/
1/3).
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Proof. We denote the measure of a set S byM(S). Consider y ∈R B∞(x, r1). Then the probability
that y ∈ S ⊆ B∞(x, r1) is M(S)/(2r1)n. Let B∞(S, l) := {y | ∃ z ∈ B∞(y, l), z ∈ S}. From the
union bound,
M(B∞(S, l)) ≤M(S) +M(S)M(B∞(0, l)) =
(
1 + (2l)n
)M(S). (2.25)
Therefore, we have
Pr
y∈RB∞(x,r1)
[∃ z ∈ B∞(y, l), z ∈ S] = M(B∞(S, l))
(2r1)n
(2.26)
≤ (1 + (2l)n)M(S)
(2r1)n
(2.27)
=
(
1 + (2l)n
)
Pr
y∈RB∞(x,r1)
[y ∈ S]. (2.28)
Considering S = {z | ∆f(x) ≥ pnL/r1} for any p > 1, combining (2.28) and (2.23) gives
Pr
y∈RB∞(x,r1)
[
∃ z ∈ B∞(y, l),∆f(z) ≥ pnL
r1
]
≤ 1
p
+
(2l)n
p
(2.29)
=
1
p
+
4n
p
(

β0
)n/2
(2.30)
=
1
p
+
1
p
(
16r1
pnL
)n/2
. (2.31)
Using the assumptions that n > 1,  < 1, and L ≥ 1, we have
Pr
y∈RB∞(x,r1)
[
∃ z ∈ B∞(y, l),∆f(z) ≥ pnL
r1
]
≤ 1
p
+
1
p
(
16r1
p
)n/2
. (2.32)
Finally, with p = 16r1/
1/3, we have
Pr
y∈RB∞(x,r1)
[
∃z ∈ B∞(y, l),∆f(z) ≥ 16nL
1/3
]
≤ 
1/3
16r1
+
1/3n/6
16r1
≤ 
1/3
8r1
(2.33)
as claimed.
Thus we have shown that if we choose a point at random in the r1-neighborhood of the given
point x, every point in its l-neighborhood has small second derivatives with high probability. Note
the assumption that L ≥ 1 is without loss of generality since otherwise we could simply run the
algorithm with L = 1.
Algorithm 3: QuantumSubgradient(f, , L, x, r1)
Data: Function f , evaluation error , Lipschitz constant L, point x ∈ Rn, length r1 > 0.
1 Sample y ∈R B∞(x, r1);
2 Output g˜ = SmoothQuantumGradient(f, , L, 16nL/1/3, y).
Now we are ready to show that Algorithm 3 produces a good approximate subgradient.
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Theorem 2.2. Let f be a convex, L-Lipschitz function that is specified by an evaluation oracle
with error  < min{1, 8192r31}. Let g˜ = QuantumSubgradient(f, , L, x, r1) (from Algorithm 3).
Then for all q ∈ Rn,
f(q) ≥ f(x) + 〈g˜, q − x〉 − ζ‖q − x‖∞ − 4nr1L, (2.34)
where Eζ ≤ L1/3(15000n2 + n4r1 ).
Proof. Consider Fδ such that Lδ  . From Proposition 2.1, Fδ is infinitely differentiable, convex,
and L-Lipschitz. The given evaluation oracle for f is also an evaluation oracle for Fδ with error
1 = + Lδ ≤ .
We have  < 8192r31 and 1 < 4096r
3
1, so p = 16r1/
1/3
1 > 1. Thus by Lemma 2.6, an invoca-
tion of the algorithm g = SmoothQuantumGradient(Fδ, 1, L, 16r1/
1/3
1 , y) behaves correctly with
probability at least 1− 1/31 /8r1. Thus for each i ∈ [n], we have:
1. With probability at least 1− 1/31 /8r1,
E|gi −∇Fδ(y)i| ≤ 3000
√
16r1n2L1
r1
1/3
1
< 15000
1/3
1 nL
1/2 ≤ 150001/31 Ln. (2.35)
2. With probability at most 
1/3
1 /8r1, the algorithm fails. From Lipschitz continuity, |∇Fδ(x)i| ≤
L, and from Lemma 2.3, |gi| ≤ L. Therefore,
E|gi −∇Fδ(y)i| ≤ 2L. (2.36)
Finally, we have
Ey∈RB∞(x,r1)|gi −∇Fδ(y)i| ≤ 15000L1/31 n+
L
1/3
1
4r1
, (2.37)
so
Ey∈RB∞(x,r1)‖g −∇Fδ(y)‖1 ≤ L1/31
(
15000n2 +
n
4r1
)
. (2.38)
Thus from Lemma 2.4,
f(q) ≥ f(x) + 〈g, q − x〉 − ζ‖q − x‖∞ − 4nr1L− 2Lδ (2.39)
for all q ∈ Rn where Eζ ≤ L1/31
(
15000n2 + n4r1
)
. Now let δ → 0. Then Fδ → f , 1 → , and g → g˜.
Finally,
f(q) ≥ f(x) + 〈g˜, q − x〉 − ζ‖q − x‖∞ − 4nr1L (2.40)
for all q ∈ Rn, where Eζ ≤ L1/3(15000n2 + n4r1 ).
2.3 Membership to separation
In this section we show how the approximate subgradient procedure Algorithm 3 fits into the
reduction from separation to membership presented in [21]. We use the height function hp : Rn → R
defined in [21] as
hp(x) = max{t ∈ R | x+ tpˆ ∈ K}. (2.41)
The height function has the following properties:
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Algorithm 4: SeparatingHalfspace(K, p, ρ, δ)
Data: Convex set K such that B2(0, r) ⊂ K ⊂ B2(0, R), κ = R/r, δ-precision membership
oracle for K, point p.
1 if the membership oracle asserts that p ∈ B2(K, δ) then
2 Output: p ∈ B2(K, δ).
3 else if p /∈ B2(0, R) then
4 Output: the halfspace {x ∈ Rn | 0 > 〈x− p, p〉}.
5 else
6 Define hp(x) as in (2.41). The evaluation oracle for hp(x) for any x ∈ B(0, r/2) can be
implemented to precision  = 7κδ using log(1/) queries to the membership oracle for K;
7 Compute g˜ = QuantumSubgradient(hp, , L, 0,
R1/21/3
4κ1/2
);
8 Output: the halfspace {x ∈ Rn | (100000R+ 12R1/2 + 1)n21/6κ3/2/ρ ≥ 〈g˜, x− p〉}.
Proposition 2.2 (Lemmas 11 and 12 of [21]). Let K ⊂ Rn be a convex set with B2(0, r) ⊆ K ⊆
B2(0, R) for some R > r > 0. Then the height function (2.41) satisfies
(i) hp(x) is convex,
(ii) hp(x) ≤ 0 for all x ∈ K, and
(iii) for all δ > 0, hp(x) is
R+δ
r−δ -Lipschitz continuous for x ∈ B2(0, δ).
Now we are ready to analyze Algorithm 4.
Theorem 2.3. Let K ⊂ Rn be a convex set such that B2(0, r) ⊆ K ⊆ B2(0, R) for some
R > r > 0. Let ρ ∈ (0, 1) and δ ∈ (0,min{r/7κ, 1/7κ}). Then with probability at least 1 − ρ,
SeparatingHalfspace(K, p, ρ, δ) outputs a halfspace that contains K and not p.
Proof. Since δ ≤ min{r/7κ, 1/7κ},  ≤ min{1, r}.
If p ∈ B2(K, δ) the algorithm is trivially correct.
If p /∈ B2(0, R), the algorithm outputs a halfspace that contains B2(0, R) (and therefore contains
K), and not p.
Finally, suppose p /∈ B2(K,−δ) and p ∈ B2(0, R). Since  ≥ δ, p /∈ B2(K,−). The height
function hp(x) is 3κ-Lipschitz for all x ∈ B2(0, r/2), where κ := R/r. Since  < min{1, r}, we have
 < r, so Theorem 2.2 implies
hp(x) ≥ hp(0) + 〈g˜, x〉 − ζ‖x‖∞ − 12nr1κ (2.42)
for any x ∈ K, where Eζ ≤ 3κ1/3(15000n2 + n4r1 ).
Notice that −p/κ ∈ K and hp (−p/κ) = hp(0)− 1κ‖p‖2. From (2.42),
hp(0)− 1
κ
‖p‖2 ≥ hp(0) + 〈g˜,−p/κ〉 −
1
κ
ζ‖p‖∞ − 12nr1κ (2.43)
so
〈g˜, p〉 ≥ ‖p‖2 − ζ‖p‖∞ − 12nr1κ2. (2.44)
As claimed in Line 6 of Algorithm 4, hp(x) can be evaluated with any precision  such that 7κδ ≤ 
using O(log(1/)) queries to a membership oracle with error δ; the proof is deferred to Lemma B.3.
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Since the membership oracle returns a negative response p /∈ B2(K,−δ), and the error  in hp(x)
must be ≥ δ, p /∈ B2(K,−). We are also given that B2(0, r) ⊆ K. Thus we have
(
1− r
)
K ⊆
B2(K,−). Thus,
hp(0) ≥ −
(
1− 
r
)
‖p‖2 ≥ −‖p‖2 + κ. (2.45)
From (2.42), (2.43), and (2.45), we have
hp(x) ≥ 〈g˜, x− p− ζ‖x‖∞ − ζ‖p‖∞ − 12nr1κ− 12nr1κ2 − κ (2.46)
≥ 〈g˜, x− p〉 − 2ζR− 24nr1κ2 − κ, (2.47)
so 〈g˜, x− p〉 ≤ ζ˜ for all x ∈ K, where
Eζ˜ ≤ 6Rκ1/3
(
15000n2 +
n
4r1
)
+ 24nr1κ
2 + κ (2.48)
≤ 90000Rn21/3κ+ 12nR1/21/6κ3/2 + κ (2.49)
< (100000R+ 12R1/2 + 1)n21/6κ3/2. (2.50)
Thus the result follows from Markov’s inequality.
Theorem 2.4. Let K ⊂ Rn be a convex set with B2(0, r) ⊆ K ⊆ B2(0, R) and κ = R/r for some
R > r > 0, and let η > 0 be fixed. Further suppose that R, r, κ ∈ poly(n). Then a separating oracle
for K with error η can be implemented using O˜(1) queries to a membership oracle for K and O˜(n)
gates.
Proof. Clearly, the unit vector in the direction g˜ (from Algorithm 4) determines a separating
hyperplane given a point p /∈ B2(K,−).
From (2.43), we have
〈g˜, p〉 ≥ ‖p‖2 − 3κ1/3
(
15000n2 +
n
4r1
)
‖p‖∞. (2.51)
Letting 31/3
(
15000n2 + n4r1
)
< 1
2κ2
, we have
‖g˜‖2R ≥ r −
R
2κ
⇒ ‖g‖ ≥ 1
2κ
. (2.52)
Thus, we have a separating oracle with error margin
(
200000R+ 24R1/2 + 2
)
n21/6κ5/2ρ−1 and
failure probability ρ. Setting ρ =
(
(200000R+24R1/2 +2)n21/6κ5/2
)1/2
, we have a composite error
of (200000R+24R1/2 +2)n21/6κ5/2. To have error at most η, we take  ≤ η6/((200000R+24R1/2 +
1)6n12κ15
)
.
We finally obtain
δ =

7κ
≤ 1
7κ
min
{
η6(
200000R+ 24R1/2 + 1
)6
n12κ15
,
1
216κ6
(
15000n2 + n4r1
)3 , r, 1
}
. (2.53)
Consequently, we have SEPη = O˜(1) MEMδ, where
δ =
1
7κ
min
{
η6(
200000R+ 24R1/2 + 1
)6
n12κ15
,
1
216κ6
(
15000n2 + n8r1
)3 , r, 1
}
. (2.54)
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Therefore, 1/ and 1/δ are bothO(poly(n)). Implementing the evaluation oracle takes poly(log(1/))
membership queries and a further O˜(1) queries are used for the sub-gradient.
The evaluation requires O˜(1/) gates and the SmoothQuantumGradient uses n poly(log(1/))
gates. Thus a total of poly(log(1/η)) queries and n poly(log(1/η)) gates are used.
2.4 Separation to optimization
It is known that an optimization oracle for a convex set can be implemented in O˜(n) queries to a
separation oracle. Specifically, Theorem 15 of [21] states:
Theorem 2.5 (Separation to Optimization). Let K be a convex set satisfying B2(0, r) ⊂ K ⊂
B2(0, R) and let κ = 1/r. For any 0 <  < 1, with probability 1 − , we can compute x ∈
B2(K, ) such that c
Tx ≤ minx∈K cTx + ‖c‖2, using O(n log(nκ/)) queries to SEPη(K), where
η = poly(/nκ), and O˜(n3) arithmetic operations.
From Theorem 2.5 and Theorem 2.4, we have the following result
Theorem 2.6 (Membership to Optimization). Let K be a convex set satisfying B2(0, r) ⊂ K ⊂
B2(0, R) and let κ = 1/r. For any 0 <  < 1, with probability 1− , we can compute x ∈ B2(K, )
such that cTx ≤ minx∈K cTx + , using O˜(n) queries to a membership oracle for K with error δ,
where δ = O(poly()), and O˜(n3) gates.
Proof. Using Theorem 2.4 with η = poly(/nκ), each query to the separation oracle requires O˜(1)
queries to a membership oracle with error δ = O(poly()). We make O˜(n) separation queries and
perform a further O˜(n3) arithmetic operations, so the result follows.
Theorem 2.1 follows directly from Theorem 2.6.
3 Lower bound
In this section, we prove our quantum lower bound on convex optimization (Theorem 1.2). We prove
separate lower bounds on membership queries (Section 3.1) and evaluation queries (Section 3.2).
We then combine these lower bounds into a single optimization problem in Section 3.3, establishing
Theorem 1.2.
3.1 Membership queries
In this subsection, we establish a membership query lower bound using a reduction from the fol-
lowing search-with-wildcards problem:
Theorem 3.1 ([1, Theorem 1]). For any s ∈ {0, 1}n, let Os be a wildcard oracle satisfying
Os|T 〉|y〉|0〉 = |T 〉|y〉|Qs(T, y)〉 (3.1)
for all T ⊆ [n] and y ∈ {0, 1}|T |, where Qs(T, y) = δ[s|T = y]. Then the bounded-error quantum
query complexity of determining s is O(
√
n log n) and Ω(
√
n).
We use Theorem 3.1 to give an Ω(
√
n) lower bound on membership queries for convex opti-
mization. Specifically, we consider the following sum-of-coordinates optimization problem:
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Definition 3.1. Let
Cs :=
n×
i=1
[si − 2, si + 1], si ∈ {0, 1} ∀ i ∈ [n], (3.2)
where× is the Cartesian product on different coordinates. In the sum-of-coordinates optimization
problem, the goal is to minimize
f(x) =
∑
i∈[n]
xi s.t. x ∈ Cs. (3.3)
Intuitively, Definition 3.1 concerns an optimization problem on a hypercube where the function is
simply the sum of the coordinates, but the position of the hypercube is unknown. Note that the
function f in (3.3) is convex and 1-Lipschitz continuous.
We prove the hardness of solving sum-of-coordinates optimization using its membership oracle:
Theorem 3.2. Given an instance of the sum-of-coordinates optimization problem with membership
oracle OCs, it takes Ω(
√
n) quantum queries to OCs to output an x˜ ∈ Cs such that
f(x˜) ≤ min
x∈Cs
f(x) +
1
3
, (3.4)
with success probability at least 0.9.
Proof. Assume that we are given an arbitrary string s ∈ {0, 1}n together with the membership
oracle OCs for the sum-of-coordinates optimization problem.
We prove that a quantum query to OCs can be simulated by a quantum query to the oracle Os
in (3.1) for search with wildcards. Consider an arbitrary point x ∈ Rn in the sum-of-coordinates
problem. We partition [n] into four sets:
Tx,0 :=
{
i ∈ [n] | xi ∈ [−2,−1)
}
(3.5)
Tx,1 :=
{
i ∈ [n] | xi ∈ (1, 2]
}
(3.6)
Tx,mid :=
{
i ∈ [n] | xi ∈ [−1, 1]
}
(3.7)
Tx,out :=
{
i ∈ [n] | |xi| > 2
}
, (3.8)
and denote Tx := Tx,0 ∪ Tx,1 and y(x) ∈ {0, 1}|Tx| such that
y
(x)
i =
{
0 if i ∈ Tx,0
1 if i ∈ Tx,1.
(3.9)
We prove that OCs(x) = Qs(Tx, y(x)) if Tx,out = ∅, and OCs(x) = 0 otherwise. On the one hand, if
OCs(x) = 1, we have x ∈ Cs. Because for all i ∈ [n], xi ∈ [si−2, si+ 1] ⊂ [−2, 2] for both si = 0 and
si = 1, we must have Tx,out = ∅. Now consider any i ∈ Tx. If i ∈ Tx,0, then xi ∈ [−2,−1). Because
xi ∈ [0− 2, 0 + 1] and xi /∈ [1− 2, 1 + 1], we must have si = 0 since xi ∈ [si− 2, si + 1]. Similarly, if
i ∈ Tx,1, then we must have si = 1. As a result of (3.9), for all i ∈ Tx we have si = y(x)i ; in other
words, s|Tx = y
(x) and Qs(Tx, y
(x)) = 1 = OCs(x).
On the other hand, if OCs(x) = 0, there exists an i0 ∈ [n] such that xi0 /∈ [si0 − 2, si0 + 1]. We
must have i0 /∈ Tx,mid because [−1, 1] ⊂ [si0 − 2, si0 + 1] regardless of whether si0 = 0 or si0 = 1.
Next, if i0 ∈ Tx,out, then Tx,out 6= ∅ and we correctly obtain OCs(x) = 0. The remaining cases are
i0 ∈ Tx,0 and i0 ∈ Tx,1. If i0 ∈ Tx,0, because xi0 ∈ [−2,−1) ⊂ [0−2, 0+1] and xi0 /∈ [si0−2, si0 +1],
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we must have si0 = 1, and thus s|Tx 6= y(x) because y(x)i0 = 0 by (3.9). If i0 ∈ Tx,1, we similarly have
si0 = 0, y
(x)
i0
= 1, and thus s|Tx 6= y(x). In both cases, s|Tx 6= y(x), so Qs(Tx, y(x)) = 0 = OCs(x).
Therefore, we have established that OCs(x) = Qs(Tx, y(x)) if Tx,out = ∅, and OCs(x) = 0
otherwise. In other words, a quantum query to OCs can be simulated by a quantum query to Os.
We next prove that a solution x˜ of the sum-of-coordinates problem satisfying (3.4) solves the
search-with-wildcards problem in Theorem 3.1. Because minx∈Cs f(x) =
∑n
i=1(si − 2), we have
f(x˜) =
n∑
i=1
x˜i ≤ 1
3
+
n∑
i=1
(si − 2). (3.10)
On the one hand, for all j ∈ [n] we have x˜j ≥ sj − 2 since x˜ ∈ Cs; on the other hand, by (3.10) we
have
1
3
+
n∑
i=1
(si − 2) ≥
n∑
i=1
x˜i ≥ x˜j +
∑
i∈[n], i 6=j
(si − 2), (3.11)
which implies x˜j ≤ sj − 2 + 13 . In all,
x˜i ∈ [si − 2, si − 2 + 13 ] ∀ i ∈ [n]. (3.12)
Define a rounding function sgn−3/2 : R→ {0, 1} as
sgn−3/2(z) =
{
0 if z < −3/2
1 otherwise.
(3.13)
We prove that sgn−3/2(x˜) = s (here sgn−3/2 is applied on all n coordinates, respectively). For all
i ∈ [n], if si = 0, then x˜i ∈ [−2,−53 ] ⊂ (−∞,−32) by (3.12), which implies sgn−3/2(x˜i) = 0 by (3.13).
Similarly, if si = 1, then x˜i ∈ [−1,−23 ] ⊂ (−32 ,+∞) by (3.12), which implies sgn−3/2(x˜i) = 1 by
(3.13).
In all, if we can solve the sum-of-coordinates optimization problem with an x˜ satisfying (3.4), we
can solve the search-with-wildcards problem. By Theorem 3.2, the search-with-wildcards problem
has quantum query complexity Ω(
√
n); since a query to the membership oracle OCs can be simulated
by a query to the wildcard oracle Os, we have established an Ω(
√
n) quantum lower bound on
membership queries to solve the sum-of-coordinates optimization problem.
3.2 Evaluation queries
In this subsection, we establish an evaluation query lower bound by considering the following max-
norm optimization problem:
Definition 3.2. In the max-norm optimization problem, the goal is to minimize a function fc : Rn →
R satisfying
fc(x) = max
i∈[n]
|pi(xi)− ci|+
( n∑
i=1
|pi(xi)− xi|
)
(3.14)
for some c ∈ {0, 1}n, where pi : R→ [0, 1] is defined as
pi(x) =

0 if x < 0
x if 0 ≤ x ≤ 1
1 if x > 1.
(3.15)
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Observe that for all x ∈ [0, 1]n, we have fc(x) = maxi∈[n] |xi−ci|. Intuitively, Definition 3.2 concerns
an optimization problem under the max-norm (i.e., L∞ norm) distance from c for all x in the unit
hypercube [0, 1]n; for all x not in the unit hypercube, the optimizing function pays a penalty of
the L1 distance between x and its projection pi(x) onto the unit hypercube. The function fc is
2-Lipchitz continuous with a unique minimum at x = c; we prove in Lemma C.1 that fc is convex.
We prove the hardness of solving max-norm optimization using its evaluation oracle:
Theorem 3.3. Given an instance of the max-norm optimization problem with an evaluation oracle
Ofc, it takes Ω(
√
n/ log n) quantum queries to Ofc to output an x˜ ∈ [0, 1]n such that
fc(x˜) ≤ min
x∈[0,1]n
fc(x) +
1
3
, (3.16)
with success probability at least 0.9.
The proof of Theorem 3.3 has two steps. First, we prove a weaker lower bound with respect to
the precision of the evaluation oracle:
Lemma 3.1. Suppose we are given an instance of the max-norm optimization problem with an
evaluation oracle Ofc that has precision 0 < δ < 0.05, i.e., fc is provided with dlog2(1/δ)e bits of
precision. Then it takes Ω(
√
n/ log(1/δ)) quantum queries to Ofc to output an x˜ ∈ [0, 1]n such that
fc(x˜) ≤ min
x∈[0,1]n
fc(x) +
1
3
, (3.17)
with success probability at least 0.9.
The second step simulates a perfectly precise query to fc by a rough query:
Lemma 3.2. One classical (resp., quantum) query to Ofc with perfect precision can be simulated
by one classical query (resp., two quantum queries) to Ofc with precision 1/5n.
Theorem 3.3 simply follows from the two propositions above: by Lemma 3.2, we can as-
sume that the evaluation oracle Ofc has precision 1/5n, so Lemma 3.1 implies that it takes
Ω(
√
n/ log 5n) = Ω(
√
n/ log n) quantum queries to Ofc to output an x˜ ∈ [0, 1]n satisfying (3.16)
with success probability 0.9.
The proofs of Lemma 3.1 and Lemma 3.2 are given in Section 3.2.1 and Section 3.2.2, respec-
tively.
3.2.1 Ω˜(
√
n) quantum lower bound on a low-precision evaluation oracle
Similar to the proof of Theorem 3.2, we also use Theorem 3.1 (the quantum lower bound on search
with wildcards) to give a quantum lower bound on the number of evaluation queries required to
solve the max-norm optimization problem.
Proof of Lemma 3.1. Assume that we are given an arbitrary string c ∈ {0, 1}n together with the
evaluation oracle Ofc for the max-norm optimization problem. To show the lower bound, we reduce
the search-with-wildcards problem to the max-norm optimization problem.
We first establish that an evaluation query to Of can be simulated using wildcard queries on c.
Notice that if we query an arbitrary x ∈ Rn, by (3.14) we have
fc(x) = max
i∈[n]
|pi(xi)− ci|+
( n∑
i=1
|pi(xi)− xi|
)
= fc(pi(x)) +
( n∑
i=1
|pi(xi)− xi|
)
(3.18)
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where pi(x) := (pi(x1), . . . , pi(xn)). In particular, the difference of fc(x) and fc(pi(x)) is an explicit
function of x that is independent of c. Thus the query Ofc(x) can be simulated using one query to
Ofc(pi(x)) where pi(x) ∈ [0, 1]n. It follows that we can restrict ourselves without loss of generality
to implementing evaluation queries for x ∈ [0, 1]n.
Now we consider a decision version of oracle queries to fc, denoted Ofc,dec , where fc,dec : [0, 1]
n×
[0, 1]→ {0, 1} such that
fc,dec(x, t) = δ[fc(x) ≤ t]. (3.19)
(We restrict to t ∈ [0, 1] because fc(x) ∈ [0, 1] always holds for x ∈ [0, 1]n.) Using binary search, a
query to Ofc with precision δ can be simulated by at most dlog2(1/δ)e = O(log 1/δ) queries to the
oracle Ofc,dec .
Next, we prove that a query to Ofc,dec can be simulated by a query to the search-with-wildcards
oracle Oc in (3.1). Consider an arbitrary query (x, t) ∈ [0, 1]n × [0, 1] to Ofc,dec . For convenience,
we denote J0,t := [0, t], J1,t := [1− t, 1], and
I0,t := J0,t − (J0,t ∩ J1,t) (3.20)
I1,t := J1,t − (J0,t ∩ J1,t) (3.21)
Imid,t := J0,t ∩ J1,t (3.22)
Iout,t := [0, 1]− (J0,t ∪ J1,t). (3.23)
We partition [n] into four sets:
Tx,0,t :=
{
i ∈ [n] | xi ∈ I0,t
}
(3.24)
Tx,1,t :=
{
i ∈ [n] | xi ∈ I1,t
}
(3.25)
Tx,mid,t :=
{
i ∈ [n] | xi ∈ Imid,t
}
(3.26)
Tx,out,t :=
{
i ∈ [n] | xi ∈ Iout,t
}
. (3.27)
The strategy here is similar to the proof of Theorem 3.2: Tx,mid,t corresponds to the coordinates
such that |xi− ci| ≤ t regardless of whether ci = 0 or 1 (and hence ci does not influence whether or
not maxi∈[n] |xi − ci| ≤ t); Tx,out,t corresponds to the coordinates such that |xi − ci| > t regardless
of whether ci = 0 or 1 (so maxi∈[n] |xi − ci| > t provided Tx,out,t is nonempty); and Tx,0,t (resp.,
Tx,1,t) corresponds to the coordinates such that |xi − ci| ≤ t only when ci = 0 (resp., ci = 1).
Denote Tx,t := Tx,0,t ∪ Tx,1,t and let y(x,t) ∈ {0, 1}|Tx,t| such that
y
(x,t)
i =
{
0 if i ∈ Tx,0,t
1 if i ∈ Tx,1,t.
(3.28)
We will prove that Ofc,dec(x) = Qc(Tx,t, y
(x,t)) if Tx,out,t = ∅, and Ofc,dec(x) = 0 otherwise.
On the one hand, if Ofc,dec(x) = 1, we have fc(x) ≤ t. In other words, for all i ∈ [n] we have
|xi − ci| ≤ t, which implies
xi ∈ Jci,t ∀ i ∈ [n]. (3.29)
Since Jci,t ⊆ J0,t ∪ J1,t, we have xi ∈ J0,t ∪ J1,t for all i ∈ [n], and thus Tx,out,t = ∅ by (3.23)
and (3.27). Now consider any i ∈ Tx,t. If i ∈ Tx,0,t, then xi ∈ I0,t by (3.24). By (3.20) we have
xi ∈ J0,t and xi /∈ J1,t, and thus ci = 0 by (3.29). Similarly, if i ∈ Tx,1,t, then we must have
ci = 1. As a result of (3.28), for all i ∈ Tx,t we have ci = y(x,t)i ; in other words, c|Tx,t = y(x,t) and
Qc(Tx,t, y
(x,t)) = 1 = Ofc,dec(x).
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On the other hand, if Ofc,dec(x) = 0, there exists an i0 ∈ [n] such that
xi0 /∈ Jci0 ,t. (3.30)
Therefore, we must have i0 /∈ Tx,mid,t since (3.22) implies Imid,t = J0,t ∩ J1,t ⊆ Jci0 ,t. Next, if
i0 ∈ Tx,out,t, then Tx,out,t 6= ∅ and we correctly obtain Ofc,dec(x) = 0. The remaining cases are
i0 ∈ Tx,0,t and i0 ∈ Tx,1,t.
If i0 ∈ Tx,0,t, then y(x,t)i0 = 0 by (3.28). By (3.24) we have xi0 ∈ I0,t, and by (3.20) we have
xi0,t ∈ J0,t and xi0 /∈ J1,t; therefore, we must have ci0 = 1 by (3.30). As a result, c|Tx,t 6= y(x,t) at
i0. If i0 ∈ Tx,1,t, we similarly have ci0 = 0, y(x,t)i0 = 1, and thus c|Tx,t 6= y(x,t) at i0. In either case,
c|Tx,t 6= y(x,t), and Qc(Tx,t, y(x,t)) = 0 = Ofc,dec(x).
Therefore, we have established that Ofc,dec(x) = Qc(Tx,t, y
(x,t)) if Tx,out,t = ∅, and Ofc,dec(x) = 0
otherwise. In other words, a quantum query to Ofc,dec can be simulated by a quantum query to the
search-with-wildcards oracle Oc. Together with the fact that a query to Ofc with precision δ can
be simulated by O(log 1/δ) queries to Ofc,dec , it can also be simulated by O(log 1/δ) queries to Oc.
We next prove that a solution x˜ of the max-norm optimization problem satisfying (3.17) solves
the search-with-wildcards problem in Theorem 3.1. Because minx∈[0,1]n fc(x) = 0, considering the
precision of at most δ < 0.05 we have
fc(x˜) ≤ 13 + δ ≤ 0.4. (3.31)
In other words,
x˜i ∈ [ci − 0.4, ci + 0.4] ∀ i ∈ [n]. (3.32)
Similar to (3.13), we define a rounding function sgn1/2 : R→ {0, 1} as
sgn1/2(z) =
{
0 if z < 1/2
1 otherwise.
(3.33)
We prove that sgn1/2(x˜) = c (here sgn1/2 is applied coordinate-wise). For all i ∈ [n], if ci = 0, then
x˜i ∈ [0, 0.4] ⊂ (−∞, 1/2) by (3.32), which implies sgn1/2(x˜i) = 0 by (3.33). Similarly, if ci = 1,
then x˜i ∈ [0.6, 1] ⊂ (1/2,+∞) by (3.32), which implies sgn1/2(x˜i) = 1 by (3.33).
We have shown that if we can solve the max-norm optimization problem with an x˜ satisfying
(3.17), we can solve the search-with-wildcards problem. By Theorem 3.2, the search-with-wildcards
problem has quantum query complexity Ω(
√
n); since a query to the evaluation oracle Ofc can be
simulated by O(log 1/δ) queries to the wildcard oracle Oc, we have established an Ω(
√
n/ log(1/δ))
quantum lower bound on the number of evaluation queries needed to solve the max-norm optimiza-
tion problem.
3.2.2 Discretization: simulating perfectly precise queries by low-precision queries
In this subsection we prove Lemma 3.2, which we rephrase more formally as follows. Throughout
this subsection, the function fc in (3.14) is abbreviated as f .
Lemma 3.3. Assume that fˆ : [0, 1]n → [0, 1] satisfies |fˆ(x) − f(x)| ≤ 15n ∀x ∈ [0, 1]n. Then one
classical (resp., quantum) query to Of can be simulated by one classical query (resp., two quantum
queries) to Ofˆ .
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To achieve this, we present an approach that we call discretization. Instead of considering
queries on all of [0, 1]n, we only consider a discrete subset Dn ⊆ [0, 1]n defined as
Dn :=
{
χ(a, pi) | a ∈ {0, 1}n and pi ∈ Sn
}
, (3.34)
where Sn is the symmetric group on [n] and χ : {0, 1}n × Sn → [0, 1]n satisfies
χ(a, pi)i = (1− ai) pi(i)2n+1 + ai(1− pi(i)2n+1) ∀ i ∈ [n]. (3.35)
Observe that Dn is a subset of [0, 1]
n.
Since |Sn| = n! and there are 2n choices for a ∈ {0, 1}n, we have |Dn| = 2nn!. For example,
when n = 2, we have
D2 =
{(
1
5 ,
2
5
)
,
(
1
5 ,
3
5
)
,
(
4
5 ,
2
5
)
,
(
4
5 ,
3
5
)
,
(
2
5 ,
1
5
)
,
(
2
5 ,
4
5
)
,
(
3
5 ,
1
5
)
,
(
3
5 ,
4
5
)}
(3.36)
with |D2| = 22 · 2! = 8.
We denote the restriction of the oracle Of to Dn by Of |Dn , i.e.,
Of |Dn |x〉|0〉 = |x〉|f(x)〉 ∀x ∈ Dn. (3.37)
In fact, this restricted oracle entirely captures the behavior of the unrestricted function.
Lemma 3.4 (Discretization). A classical (resp., quantum) query to Of can be simulated using one
classical query (resp., two quantum queries) to Of |Dn.
Algorithm 5: Simulate one query to Of using one query to Of |Dn .
Input: x ∈ [0, 1]n;
Output: f(x) ∈ [0, 1];
1 Compute b ∈ {0, 1}n and σ ∈ Sn such that the 2n numbers x1, x2, . . . , xn, 1− x1, . . . , 1− xn
are arranged in decreasing order as
bσ(1)xσ(1) + (1− bσ(1))(1− xσ(1)) ≥ · · · ≥ bσ(n)xσ(n) + (1− bσ(n))(1− xσ(n))
≥ (1− bσ(n))xσ(n) + bσ(n)(1− xσ(n)) ≥ · · · ≥ (1− bσ(1))xσ(1) + bσ(1)(1− xσ(1)); (3.38)
2 Compute x∗ ∈ Dn such that χ(b, σ−1) = x∗ (where χ is defined in (3.35));
3 Query f(x∗) and let k∗ = (2n+ 1)(1− f(x∗));
4 Return
f(x) =
{
(1− bσ(n))xσ(n) + bσ(n)(1− xσ(n)) if k∗ = n+ 1
bσ(k∗)xσ(k∗) + (1− bσ(k∗))(1− xσ(k∗)) otherwise.
(3.39)
We prove this proposition by giving an algorithm (Algorithm 5) that performs the simulation.
We illustrate Algorithm 5 by a simple example. For convenience, we define an order function
Ord: [0, 1]n → {0, 1}n × Sn by Ord(x) = (b, σ) for all x ∈ [0, 1]n, where b and σ satisfy Eq. (3.38).
An example with n = 3. Consider the case where the ordering in (3.38) is
1− x3 ≥ x1 ≥ x2 ≥ 1− x2 ≥ 1− x1 ≥ x3. (3.40)
Then Algorithm 5 proceeds as follows:
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• Line 1: With the ordering (3.40), we have σ(1) = 3, σ(2) = 1, σ(3) = 2; b3 = 0, b1 = 1,
b2 = 1.
• Line 2: The point x∗ ∈ D3 that we query given Ord(x) satisfies 1 − x∗3 = 6/7, x∗1 = 5/7,
x∗2 = 4/7, 1− x∗2 = 3/7, 1− x∗1 = 2/7, and x∗3 = 1/7; in other words, x∗ = (5/7, 4/7, 1/7).
• Line 3: Now we query f(x∗). Since f(x∗) is a multiple of 1/7 and f(x∗) ∈ [1/7, 6/7], there
are only 6 possibilities: f(x∗) = 6/7, f(x∗) = 5/7, f(x∗) = 4/7, f(x∗) = 3/7, f(x∗) = 2/7, or
f(x∗) = 1/7.
After running Line 1, Line 2, and Line 3, we have a point x∗ from the discrete set D3 such
that Ord(x) = Ord(x∗). Since they have the same ordering and |xi − ci| is either xi or 1− xi
for all i ∈ [3], the function value f(x∗) should essentially reflect the value of f(x); this is
made precise in Line 4.
• Line 4: Depending on the value of f(x∗), we have six cases:
– f(x∗) = 6/7: In this case, we must have c3 = 1, so that |x3 − c3| = |1/7 − 1| = 6/7
(|x1 − c1| can only give 5/7 or 2/7, and |x2 − c2| can only give 4/7 or 3/7). Because
1− x3 is the largest in (3.40), we must have f(x) = 1− x3.
– f(x∗) = 5/7: In this case, we must have c1 = 0, so that |x1 − c1| = |5/7 − 0| = 5/7.
Furthermore, we must have c3 = 1 (otherwise if c3 = 0, f(x) ≥ |x3 − c3| = 6/7). As a
result of (3.40), we must have f(x) = x1 since x1 ≥ x3 and x1 ≥ max{x2, 1− x2}.
– f(x∗) = 4/7: In this case, we must have c2 = 0, so that |x2 − c2| = |4/7 − 0| = 4/7.
Furthermore, we must have c3 = 1 (otherwise if c3 = 0, f(x) ≥ |x3 − c3| = 6/7) and
c1 = 1 (otherwise if c1 = 0, f(x) ≥ |x1 − c1| = 5/7). As a result of (3.40), we must have
f(x) = x2 since x2 ≥ 1− x1 ≥ 1− x3.
– f(x∗) = 3/7: In this case, we must have c2 = 1, so that |x2 − c2| = |4/7 − 1| = 3/7.
Furthermore, we must have c3 = 1 (otherwise if c3 = 0, f(x) ≥ |x3 − c3| = 6/7) and
c1 = 1 (otherwise if c1 = 0, f(x) ≥ |x1 − c1| = 5/7). As a result of (3.40), we must have
f(x) = 1− x2 since since 1− x2 ≥ 1− x1 ≥ 1− x3.
– f(x∗) = 2/7 or f(x∗) = 1/7: This two cases are impossible because f(x∗) ≥ |x2 − c2| =
|4/7− c2| ≥ 3/7, no matter c2 = 0 or c2 = 1.
While Algorithm 5 is a classical algorithm for querying Of using a query to Of |Dn , it is straight-
forward to perform this computation in superposition using standard techniques to obtain a quan-
tum query to Of . However, note that this requires two queries to a quantum oracle for Of |Dn since
we must uncompute f(x∗) after computing f(x).
Having the discretization technique at hand, Lemma 3.3 is straightforward.
Proof of Lemma 3.3. Recall that |fˆ(x)− f(x)| ≤ 15n ∀x ∈ [0, 1]n. We run Algorithm 5 to compute
f(x) for the queried value of x, except that in Line 3 we take k∗ = d(2n+ 1)(1− fˆ(x∗))c (here dac
is the closest integer to a). Because |fˆ(x∗)− f(x∗)| ≤ 15n , we have∣∣(2n+ 1)(1− fˆ(x∗))− (2n+ 1)(1− f(x∗))∣∣ = (2n+ 1)|fˆ(x∗)− f(x∗)| ≤ 2n+15n < 12 ; (3.41)
as a result, k∗ = (2n+ 1)(1− f(x∗)) because the latter is an integer (see Lemma C.3). Therefore,
due to the correctness of Algorithm 5 established in Section C.2, and noticing that the evaluation
oracle is only called at Line 3 (with the replacement described above), we successfully simulate one
query to Of by one query to Ofˆ (actually, to Ofˆ |Dn).
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The full analysis of Algorithm 5 is deferred to Section C.2. In particular,
• In Section C.2.1 we prove that the discretized vector x∗ obtained in Line 2 is a good approx-
imation of x in the sense that Ord(x∗) = Ord(x);
• In Section C.2.2 we prove that the value k∗ obtained in Line 3 satisfies k∗ ∈ {1, . . . , n+ 1};
• In Section C.2.3 we finally prove that the output returned in Line 4 is correct.
3.3 Proof of Theorem 1.2
We now prove Theorem 1.2 using Theorem 3.2 and Theorem 3.3. Recall that our lower bounds on
membership and evaluation queries are both proved on the n-dimensional hypercube. It remains
to combine the two lower bounds to establish them simultaneously.
Theorem 3.4. Let Cs :=×ni=1[si − 2, si + 1] for some s ∈ {0, 1}n. Consider a function f : Cs ×
[0, 1]n → R such that f(x) = fM(x) + fE,c(x), where for any x = (x1, x2, . . . , x2n) ∈ Cs × [0, 1]n,
fM(x) =
n∑
i=1
xi, fE,c(x) = max
i∈{n+1,...,2n}
|xi − ci−n| (3.42)
for some c ∈ {0, 1}n. Then outputting an x˜ ∈ Cs × [0, 1]n satisfying
f(x˜) ≤ min
x∈Cs×[0,1]n
f(x) + 13 (3.43)
with success probability at least 0.8 requires Ω(
√
n) quantum queries to OCs×[0,1]n and Ω(
√
n/ log n)
quantum queries to Of .
Notice that the dimension of the optimization problem above is 2n instead of n; however, the
constant overhead of 2 does not influence the asymptotic lower bounds.
Proof of Theorem 3.4. First, we prove that
min
x∈Cs×[0,1]n
f(x) = S and arg min
x∈Cs×[0,1]n
f(x) = (s− 2n, c), (3.44)
where 2n is the n-dimensional all-twos vector and S :=
∑n
i=1(si − 2). On the one hand,
fM(x) ≥ S ∀x ∈ Cs × [0, 1]n, (3.45)
with equality if and only if (x1, . . . , xn) = s− 2n. On the other hand,
fE,c(x) ≥ 0 ∀x ∈ Cs × [0, 1]n, (3.46)
with equality if and only if (xn+1, . . . , x2n) = c. Thus f(x) = fM(x) + fE,c(x) ≥ S for all x ∈
Cs × [0, 1]n, with equality if and only if x = (x1, . . . , xn, xn+1, . . . , x2n) = (s− 2n, c).
If we can solve this optimization problem with an output x˜ satisfying (3.43), then
fM(x˜) + fE,c(x˜) = f(x˜) ≤ S + 13 . (3.47)
Eqs. (3.45), (3.46), and (3.47) imply
fM(x˜) ≤ S + 13 = min
x∈Cs×[0,1]n
fM(x) +
1
3 ; (3.48)
fE,c(x˜) ≤ 13 = min
x∈Cs×[0,1]n
fE,c(x) +
1
3 . (3.49)
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On the one hand, Eq. (3.48) says that x˜ also minimizes fM with approximation error  =
1
3 . By
Theorem 3.2, this requires Ω(
√
n) queries to the membership oracle OCs . Also notice that one query
toOCs×[0,1]n can be trivially simulated one query toOCs ; therefore, minimizing f with approximation
error  = 13 with success probability 0.9 requires Ω(
√
n) quantum queries to OCs×[0,1]n .
On the other hand, Eq. (3.49) says that x˜ minimizes fE,c with approximation error  =
1
3 . By
Theorem 3.3, it takes Ω(
√
n/ log n) queries to OfE,c to output x˜. Also notice that
f(x) = fM(x) + fE,c(x) =
n∑
i=1
xi + fE,c(x); (3.50)
therefore, one query to Of can be simulated by one query to OfE,c . Therefore, approximately
minimizing f with success probability 0.9 requires Ω(
√
n/ log n) quantum queries to Of .
In addition, fM is independent of the coordinates xn+1, . . . , x2n and only depends on the co-
ordinates x1, . . . , xn, whereas fE,c is independent of the coordinates x1, . . . , xn and only depends
on the coordinates xn+1, . . . , x2n. As a result, the oracle OCs×[0,1]n reveals no information about c,
and Of reveals no information about s. Since solving the optimization problem reveals both s and
c, the lower bounds on query complexity must hold simultaneously.
Overall, to output an x˜ ∈ Cs× [0, 1]n satisfying (3.43) with success probability at least 0.9 ·0.9 >
0.8, we need Ω(
√
n) quantum queries to OCs×[0,1]n and Ω(
√
n/ log n) quantum queries to Of , as
claimed.
3.4 Smoothed hypercube
As a side point, our quantum lower bound in Theorem 3.4 also holds for a smooth convex body.
Given an n-dimensional hypercube Cx,l :=×ni=1[xi − l, xi], we define a smoothed version as
SCx,l := B2
( n×
i=1
[
xi − 2n
2n+ 1
l, xi − 1
2n+ 1
l
]
,
1
2n+ 1
l
)
(3.51)
using Definition 2.3. For instance, a smoothed 3-dimensional cube is shown in Figure 1.
Figure 1: Smoothed hypercube of dimension 3.
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The smoothed hypercube satisfies
Cx− 1
2n+1
ln,
2n−1
2n+1
l ⊆ SCx,l ⊆ Cx,l (3.52)
where ln is l times the n-dimensional all-ones vector; in other words, it is contained in the original
(non-smoothed) hypercube, and it contains the hypercube with the same center but edge length
2n−1
2n+1 l. For instance,×ni=1[ 12n+1 , 2n2n+1 ] ⊆ SC1n,1 ⊆×ni=1[0, 1]; by Eq. (3.34), Dn ⊆ SC1n,1. It can
be verified that the proof of Theorem 3.2 still holds if the hypercube×ni=1[si − 2, si + 1] = Cs+1n,3
is replaced by SCs+1n,3, and the proof of Theorem 3.3 still holds if the unit hypercube [0, 1]n is
replaced by SC1n,1; consequently Theorem 3.4 also holds. More generally, the proofs remain valid
as long as the smoothed hypercube is contained in [0, 1]n and contains Dn (for discretization).
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A Auxiliary lemmas
A.1 Classical gradient computation
Here we prove that the classical query complexity of gradient computation is linear in the dimension.
Lemma A.1. Let f be an L-Lipschitz convex function that is specified by an evaluation oracle
with precision δ = 1/ poly(n). Any (deterministic or randomized) classical algorithm to calculate
a subgradient of f with L∞-norm error  = 1/ poly(n) must make Ω˜(n) queries to the evaluation
oracle.
Proof. Consider the linear function f(x) = cTx where each ci ∈ [0, 1]. Since each ci must be
determined to precision , the problem hides n log(1/) bits of information. Furthermore, since the
evaluation oracle has precision δ, each query reveals only log(1/δ) bits of information. Thus any
classical algorithm must make at least n log(1/)log(1/δ) = n/ log(n) evaluation queries.
A.2 Mollified functions
The following lemma establishes properties of mollified functions:
Lemma A.2 (Mollifier properties). Let f : Rn → R be an L-Lipschitz convex function with molli-
fication Fδ = f ∗mδ, where mδ is defined in (2.11). Then
(i) Fδ is infinitely differentiable,
(ii) Fδ is convex,
(iii) Fδ is L-Lipschitz continuous, and
(iv) |Fδ(x)− f(x)| ≤ Lδ.
Proof.
(i) Convolution satisfies d(p∗q)dx = p ∗ dqdx , so because mδ is infinitely differentiable, Fδ is infinitely
differentiable.
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(ii) We have Fδ(x) =
∫
Rn f(x− z)mδ(z) dz =
∫
Rn f(z)mδ(x− z) dz. Thus
Fδ(λx+ (1− λ)y) =
∫
Rn
f(λx+ (1− λ)y − z)mδ(z) dz (A.1)
≥
∫
Rn
[λf(x− z) + (1− λ)f(y − z)]mδ(z) dz (A.2)
= λFδ(x) + (1− λ)Fδ(y), (A.3)
where the inequality holds by convexity of f and the fact that mδ ≥ 0. Thus Fδ is convex.
(iii) We have
‖Fδ(x)− Fδ(y)‖ =
∥∥∥∥∥∥
∫
Rn
[f(x− z)− f(y − z)]mδ(z) dz
∥∥∥∥∥∥ (A.4)
≤
∫
Rn
‖f(x− z)− f(y − z)‖mδ(z) dz (A.5)
≤ L‖x− y‖
∫
Rn
mδ(z) dz (A.6)
= L‖x− y‖. (A.7)
Thus from Definition 2.9, Fδ is L-Lipschitz.
(iv) We have
|Fδ(x)− f(x)| =
∣∣∣∣∣∣
∫
Rn
f(x− z)g(z) dz −
∫
Rn
f(x)g(z) dz
∣∣∣∣∣∣ (A.8)
≤
∫
Rn
|f(x− z)− f(z)| g(z) dz (A.9)
≤ L
∫
Rn
|z| g(z) dz (A.10)
= L
∫
B2(0,δ)
|z|
In
exp
(
− 1
1− ‖z/δ‖2
)
dz (A.11)
= Lδ
∫
B2(0,1)
|u|
In
exp
(
− 1
1− ‖u‖2
)
du (A.12)
≤ Lδ
∫
B2(0,1)
1
In
exp
(
− 1
1− ‖u‖2
)
du (A.13)
= Lδ (A.14)
as claimed.
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The following lemma shows strong convexity of mollified functions, ruling out the possibility of
directly applying Lemma B.2 to calculate subgradients.
Lemma A.3. There exists a 1-Lipschitz convex function f such that for any β-smooth function g
with |f(x)− g(x)| ≤ δ for all x, βδ ≥ c where c is a constant.
Proof. Let f(x) = |x|. Consider x ≥ 0. By the smoothness of g,
g(x) ≤ g(0) +∇g(0)Tx+ β
2
x2, (A.15)
g(−x) ≤ g(0)−∇g(0)Tx+ β
2
x2. (A.16)
As a result, we have g(x) + g(−x) ≤ 2g(0) + βx2 for all x > 0. Since |f(x)− g(x)| ≤ δ,
f(x) + f(−x) ≤ 2f(0) + βx2 + 4δ ⇒ βx2 − 2x+ 4δ ≥ 0 (A.17)
for all x > 0.
Since 4δ > 0, the discriminant must be non-positive. Therefore, 16− 16βδ ≤ 0, so βδ ≥ 1.
B Proof details for upper bound
We give the complete proof of Lemma 2.2 in this section.
Given a quantum oracle that computes the function N0F in the form
UF |x〉 |y〉 = |x〉 |y ⊕ (N0F (x) mod N)〉 , (B.1)
it is well known that querying UF with
|y0〉 = 1√
N0
∑
i∈{0,1,...,N−1}
e
2piix
N0 |i〉 (B.2)
allows us to implement the phase oracle OF in one query. This is a common technique used in
quantum algorithms known as phase kickback.
First, we prove the following lemma:
Lemma B.1. Let G := {−N/2,−N/2 + 1, . . . , N/2 − 1} and define γ : {0, 1, . . . , N − 1} → G by
γ(x) = x−N/2 for all x ∈ {0, 1, . . . , N − 1}. Consider the inverse quantum Fourier transforms
QFT−1N |x〉 :=
1√
N
∑
y∈[0,N−1]
e−
2piixy
N |y〉 , ∀x ∈ [0, N − 1]; (B.3)
QFT−1G |γ(x)〉 :=
1√
N
∑
γ(y)∈G
e−
2piiγ(x)γ(y)
N |γ(y)〉 , ∀ γ(x) ∈ G (B.4)
over [0, N−1] := {0, 1, . . . , N−1} and G, respectively. Then we have QFT−1G = U QFT−1N U , where
U is a tensor product of b = log2N single-qubit unitaries.
Proof. For any x ∈ [0, N − 1], we have
QFT−1G |x〉 =
1√
N
∑
y∈[0,N−1]
e−
2piiγ(x)γ(y)
N |y〉 (B.5)
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which is equivalent to
1√
N
∑
y∈[0,N−1]
e−
2piixy
N epii(x+y) |y〉 (B.6)
up to a global phase. Setting U |x〉 = epiix |x〉 for all x ∈ {0, 1, . . . , N − 1}, we have the result.
The above shows that we can implement QFT−1G on a single b-bit register using O(b) gates.
Thus there is no significant overhead in gate complexity that results from using QFTG instead of
the usual QFT.
Now we prove Lemma 2.2, which is rewritten below:
Lemma B.2. Let f : Rn → R be an L-Lipschitz function that is specified by an evaluation or-
acle with error at most . Let f be β-smooth in B∞(x, 2
√
/β), and let g˜ be the output of
GradientEstimate(f, , L, β, x0) (from Algorithm 1). Let g = ∇f(x0). Then
Pr
[
|g˜i − gi| > 1500
√
nβ
]
<
1
3
, ∀ i ∈ [n]. (B.7)
Proof. To analyze the GradientEstimate algorithm, let the actual state obtained before applying
the inverse QFT over G be
|ψ〉 = 1
Nn/2
∑
x∈Gd
e2piiF˜ (x) |x〉 , (B.8)
where |F˜ (x)− N2Ll [f(x0 + lxN )− f(x0)]| ≤ 1N0 . Also consider the idealized state
|φ〉 = 1
Nn/2
∑
x∈Gd
e
2piig·x
2L |x〉 . (B.9)
From Lemma B.1 we can efficiently apply the inverse QFT over G; from the analysis of phase
estimation (see [8]), we know that
∀ i ∈ [n] Pr
[∣∣∣Ngi
2L
− ki
∣∣∣ > w] < 1
2(w − 1) , (B.10)
so in particular,
∀ i ∈ [n] Pr
[∣∣∣Ngi
2L
− ki
∣∣∣ > 4] < 1
6
. (B.11)
Now, let g = ∇f(x0). The difference in the probabilities of any measurement on |ψ〉 and |φ〉 is
bounded by the trace distance between the two density matrices, which is
‖|ψ〉〈ψ| − |φ〉〈φ|‖1 = 2
√
1− | 〈ψ|φ〉 |2 ≤ 2‖|ψ〉 − |φ〉‖. (B.12)
Since f is β-smooth in B∞(x, 2
√

β ),
F˜ (x) ≤ N
2Ll
[
f
(
x0 +
lx
N
)
− f(x0)
]
+
1
N0
(B.13)
≤ N
2Ll
(
l
N
∇f(x0) · x+ βl
2x2
2N2
)
+
1
N0
(B.14)
≤ 1
2L
∇f(x0) · x+ Nβln
4L
+
N
Ll
. (B.15)
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Then we have
‖|ψ〉 − |φ〉‖2 = 1
Nd
∑
x∈Gd
|e2piiF˜ (x) − e 2piig.x2L |2 (B.16)
=
1
Nd
∑
x∈Gd
4pi2
(
F˜ (x)− g · x
2L
)2
(B.17)
≤ 1
Nd
∑
x∈Gd
4pi2N2
L2
(
βln
4
+

l
)2
(B.18)
=
4pi2N2βn
L2
. (B.19)
In Algorithm 1, N is chosen such that N ≤ L
24pi
√
nβ
. Plugging this into (B.16),
‖|ψ〉 − |φ〉‖2 ≤ 1
144
. (B.20)
Thus the trace distance is at most 16 . Therefore, Pr
[∣∣ki − Ngi2L ∣∣ > 4] < 13 . Thus we have
Pr
[
|g˜i − gi| > 8L
N
]
<
1
3
, ∀i ∈ [n]. (B.21)
From Algorithm 1, 1N ≤ 48pi
√
nβ
L , so
8L
N < 384pi
√
nβ < 1500
√
nβ, and the result follows.
Finally, we prove that the height function hp can be evaluated with precision  using O(log(1/))
queries to a membership oracle:
Lemma B.3. The function hp(x) can be evaluated for any x ∈ B∞(x, r/2) with any precision
 ≥ 7κδ using O(log(1/)) queries to a membership oracle with error δ.
θ
Q
H
θ
−∆~qy
~p
x
error
~q
δ δ
∆
cos θ
Figure 2: Relating the error to 2δ in n = 2 dimensions.
Proof. We denote the intersection of the ray x+ t~p and the boundary of K by Q, and let H be an
(n− 1)-dimensional hyperplane that is tangent to K at Q. Because K is convex, it lies on only one
side of H; we let ~q denote the unit vector at Q that is perpendicular to H and points out of K.
Let θ := arccos〈~p, ~q〉.
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Using binary search with log(1/δ) queries, we can find a point P on the ray x + t~p such that
P /∈ B(K,−δ) and P ∈ B(K, δ). The total error for t is then at most 2δcos θ . Now consider y = x−∆~q
for some small ∆ > 0. Then hp(y) − hp(x) = ∆cos θ + o( ∆cos θ ) (see Figure 2 for an illustration with
n = 2).
By Proposition 2.2, hp(x) is 3κ-Lipschitz for any x ∈ B(0, r/2); therefore, hp(y) − hp(x) ≤
3κ‖y − x‖ = 3κ∆, and hence
∆
cos θ
+ o
( ∆
cos θ
)
≤ 3κ∆ ⇒ 1
cos θ
≤ 3.5κ (B.22)
for a small enough ∆ > 0. Thus the error in hp(x) is at most
2δ
cos θ ≤ 7κδ, and the result follows.
C Proof details for lower bound
In this section, we give proof details for our claims in Section 3.2.
C.1 Convexity of max-norm optimization
In this subsection, we prove:
Lemma C.1. The function
fc(x) = max
i∈[n]
|pi(xi)− ci|+
( n∑
i=1
|pi(xi)− xi|
)
(C.1)
is convex on Rn, where c ∈ {0, 1}n and pi : R→ [0, 1] is defined as
pi(x) =

0 if x < 0
x if 0 ≤ x ≤ 1
1 if x > 1.
(C.2)
Proof. For convenience, we define gi : Rn → R for i ∈ [n] as
gi(x) := |pi(xi)− xi| =

−xi if xi < 0
0 if 0 ≤ xi ≤ 1
xi − 1 if xi > 1
(C.3)
where the second equality follows from (C.2). From (C.3), it is clear that gi(x) = max{−xi, 0, xi−1}.
Since the pointwise maximum of convex functions is convex, gi(x) is convex for all i ∈ [n].
Moreover, for all i ∈ [n] we define hc,i : Rn → R as hc,i(x) := |pi(xi) − ci| + |pi(xi) − xi|. We
claim that hc,i(x) = |xi − ci|, and thus hc,i is convex. If ci = 0, then |pi(xi) − ci| + |pi(xi) − xi| =
pi(xi) + |pi(xi)− xi|; as a result,
xi < 0 ⇒ pi(xi) + |pi(xi)− xi| = 0 + |0− xi| = −xi; (C.4)
0 ≤ xi ≤ 1 ⇒ pi(xi) + |pi(xi)− xi| = xi + |xi − xi| = xi; (C.5)
xi > 1 ⇒ pi(xi) + |pi(xi)− xi| = 1 + |1− xi| = xi. (C.6)
Therefore, ∀ i ∈ [n], hc,i(x) = |xi − ci|. The proof is similar when ci = 1.
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Now we have
fc(x) = max
i∈[n]
(
|pi(xi)− ci|+
n∑
j=1
|pi(xj)− xj |
)
(C.7)
= max
i∈[n]
((|pi(xi)− ci|+ |pi(xi)− xi|)+∑
j 6=i
gj(x)
)
(C.8)
= max
i∈[n]
(
hc,i(x) +
∑
j 6=i
gj(x)
)
. (C.9)
Because hc,i and gj are both convex functions on Rn for all i, j ∈ [n], the function hc,i(x)+
∑
j 6=i gj(x)
is convex on Rn. Thus fc is the pointwise maximum of n convex functions and is therefore itself
convex.
C.2 Proof of Lemma 3.4
C.2.1 Correctness of Line 1 and Line 2
In this subsection, we prove:
Lemma C.2. Let b and σ be the values computed in Line 1 of Algorithm 5, and let x∗ = χ(b, σ−1).
Then Ord(x∗) = Ord(x).
Proof. First, observe that b ∈ {0, 1}n and σ ∈ Sn because
• For all i ∈ [n], both xi and 1−xi can be written as bixi + (1− bi)(1−xi) for some bi ∈ {0, 1};
• Ord(x) is palindrome, i.e., if xi1 is the largest in {x1, . . . , xn, 1−x1, . . . , 1−xn} then 1−xi1 is
the smallest in {x1, . . . , xn, 1−x1, . . . , 1−xn}; if 1−xi2 is the second largest in {x1, . . . , xn, 1−
x1, . . . , 1− xn} then xi2 is the second smallest in {x1, . . . , xn, 1− x1, . . . , 1− xn}; etc.
Recall that in (3.38), the decreasing order of {x1, . . . , xn, 1− x1, . . . , 1− xn} is
bσ(1)xσ(1) + (1− bσ(1))(1− xσ(1)) ≥ · · · ≥ bσ(n)xσ(n) + (1− bσ(n))(1− xσ(n))
≥ (1− bσ(n))xσ(n) + bσ(n)(1− xσ(n)) ≥ · · · ≥ (1− bσ(1))xσ(1) + bσ(1)(1− xσ(1)). (C.10)
On the other hand, by the definition of Dn, we have
{x∗1, . . . , x∗n, 1− x∗1, . . . , 1− x∗n} =
{ 1
2n+ 1
,
2
2n+ 1
, . . . ,
2n
2n+ 1
}
. (C.11)
Combining (C.10) and (C.11), it suffices to prove that for any i ∈ [n],
bσ(i)x
∗
σ(i) + (1− bσ(i))(1− x∗σ(i)) = 1−
i
2n+ 1
; (C.12)
(1− bσ(i))x∗σ(i) + bσ(i)(1− x∗σ(i)) =
i
2n+ 1
. (C.13)
We only prove (C.12); the proof of (C.13) follows symmetrically.
By (3.35), we have x∗j = (1− bj)σ
−1(j)
2n+1 + bj(1− σ
−1(j)
2n+1 ) for all j ∈ [n]; taking j = σ(i), we have
x∗σ(i) = (1−bσ(i)) i2n+1 +bσ(i)(1− i2n+1). Moreover, since bσ(i) ∈ {0, 1} implies that bσ(i)(1−bσ(i)) = 0
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and b2σ(i) + (1− bσ(i))2 = 1, we have
bσ(i)x
∗
σ(i) + (1− bσ(i))(1− x∗σ(i)) = bσ(i)
[
(1− bσ(i)) i2n+1 + bσ(i)
(
1− i2n+1
)]
+ (1− bσ(i))
[
bσ(i)
i
2n+1 + (1− bσ(i))
(
1− i2n+1
)]
(C.14)
= 2bσ(i)(1− bσ(i)) i2n+1 +
(
b2σ(i) + (1− bσ(i))2
)(
1− i2n+1
)
(C.15)
= 1− i2n+1 , (C.16)
which is exactly (C.12).
C.2.2 Correctness of Line 3
In this subsection, we prove:
Lemma C.3. There is some k∗ ∈ {1, . . . , n+ 1} such that f(x∗) = 1− k∗2n+1 .
Proof. Because |x∗i − ci| is an integer multiple of 12n+1 for all i ∈ [n], f(x∗) must also be an integer
multiple of 12n+1 . As a result, k
∗ = (2n+ 1)(1− f(x∗)) ∈ Z.
It remains to prove that 1 ≤ k∗ ≤ n+ 1. By the definition of Dn in (3.34), we have
x∗i = (1− bi)
σ−1(i)
2n+ 1
+ bi
(
1− σ
−1(i)
2n+ 1
)
∀ i ∈ [n]; (C.17)
since bi = 0 or 1, we have x
∗
i ∈ {σ
−1(i)
2n+1 , 1− σ
−1(i)
2n+1 }. Because we also have ci ∈ {0, 1},
|x∗i − ci| ≤ 1−
σ−1(i)
2n+ 1
≤ 2n
2n+ 1
. (C.18)
As a result,
f(x∗) = max
i∈[n]
|x∗i − ci| ≤
2n
2n+ 1
⇒ k∗ ≥ 1. (C.19)
It remains to prove k∗ ≤ n+ 1. By (C.17), we have
x∗σ(n) ∈
{ n
2n+ 1
,
n+ 1
2n+ 1
}
; (C.20)
because cσ(n) ∈ {0, 1}, we have
|x∗σ(n) − cσ(n)| ≥
n
2n+ 1
. (C.21)
Therefore, we have
f(x∗) = max
i∈[n]
|x∗i − ci| ≥ |x∗σ(n) − cσ(n)| ≥
n
2n+ 1
, (C.22)
which implies k∗ ≤ n+ 1.
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C.2.3 Correctness of Line 4
In this subsection, we prove:
Lemma C.4. The output of f(x) in Line 4 is correct.
Proof. A key observation we use in the proof, following directly from (C.17), is that
|x∗σ(i) − cσ(i)| =
{
i
2n+1 if cσ(i) = bσ(i);
1− i2n+1 if cσ(i) = 1− bσ(i).
(C.23)
First, assume that k∗ ∈ {1, . . . , n} (i.e., the “otherwise” case in (3.39) happens). By (C.23),
x∗σ(k∗) ∈
{ k∗
2n+ 1
, 1− k
∗
2n+ 1
}
; x∗σ(i) /∈
{ k∗
2n+ 1
, 1− k
∗
2n+ 1
}
∀ i 6= k∗, (C.24)
which implies that for all i 6= k∗, |x∗σ(i)− cσ(i)| 6= 1− k
∗
2n+1 since cσ(i) ∈ {0, 1}. As a result, we must
have
|x∗σ(k∗) − cσ(k∗)| = 1−
k∗
2n+ 1
. (C.25)
Together with (C.23), this implies
cσ(k∗) = 1− bσ(k∗). (C.26)
For any i < k∗, if cσ(i) = 1− bσ(i), then (C.23) implies that
f(x∗) ≥ |x∗σ(i) − cσ(i)| = 1−
i
2n+ 1
> 1− k
∗
2n+ 1
, (C.27)
which contradicts with the assumption that f(x∗) = 1− k∗2n+1 . Therefore, we must have
cσ(i) = bσ(i) ∀ i ∈ {1, . . . , k∗ − 1}. (C.28)
Recall that the decreasing order of {x1, . . . , xn, 1− x1, . . . , 1− xn} is
bσ(1)xσ(1) + (1− bσ(1))(1− xσ(1)) ≥ · · · ≥ bσ(n)xσ(n) + (1− bσ(n))(1− xσ(n))
≥ (1− bσ(n))xσ(n) + bσ(n)(1− xσ(n)) ≥ · · · ≥ (1− bσ(1))xσ(1) + bσ(1)(1− xσ(1)). (C.29)
Based on (C.26), (C.28), and (C.29), we next prove
|xσ(k∗) − cσ(k∗)| ≥ |xσ(i) − cσ(i)| ∀ i ∈ [n]. (C.30)
If (C.30) holds, it implies
f(x) = max
i∈[n]
|xi − ci| = |xσ(k∗) − cσ(k∗)|. (C.31)
If bσ(k∗) = 0, then (C.26) implies cσ(k∗) = 1, (C.31) implies f(x) = 1 − xσ(k∗), and the output in
Line 4 satisfies
bσ(k∗)xσ(k∗) + (1− bσ(k∗))(1− xσ(k∗)) = 1− xσ(k∗) = f(x); (C.32)
If bσ(k∗) = 1, then (C.26) implies cσ(k∗) = 0, (C.31) implies f(x) = xσ(k∗), and the output in Line 4
satisfies
bσ(k∗)xσ(k∗) + (1− bσ(k∗))(1− xσ(k∗)) = xσ(k∗) = f(x). (C.33)
The correctness of Line 4 follows.
It remains to prove (C.30). We divide its proof into two parts:
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• Suppose i < k∗. By (C.29), we have
bσ(k∗)xσ(k∗) + (1− bσ(k∗))(1− xσ(k∗)) ≥ (1− bσ(i))xσ(i) + bσ(i)(1− xσ(i)). (C.34)
– If bσ(k∗) = 0 and bσ(i) = 0, we have cσ(k∗) = 1 and cσ(i) = 0 by (C.26) and (C.28),
respectively; (C.34) reduces to 1− xσ(k∗) ≥ xσ(i);
– If bσ(k∗) = 0 and bσ(i) = 1, we have cσ(k∗) = 1 and cσ(i) = 1 by (C.26) and (C.28),
respectively; (C.34) reduces to 1− xσ(k∗) ≥ 1− xσ(i);
– If bσ(k∗) = 1 and bσ(i) = 0, we have cσ(k∗) = 0 and cσ(i) = 0 by (C.26) and (C.28),
respectively; (C.34) reduces to xσ(k∗) ≥ xσ(i);
– If bσ(k∗) = 1 and bσ(i) = 1, we have cσ(k∗) = 0 and cσ(i) = 1 by (C.26) and (C.28),
respectively; (C.34) reduces to xσ(k∗) ≥ 1− xσ(i).
In each case, the resulting expression is exactly (C.30). Overall, we see that (C.30) is always
true when i < k∗.
• Suppose i > k∗. By (C.29), we have
bσ(k∗)xσ(k∗) + (1− bσ(k∗))(1− xσ(k∗)) ≥ bσ(i)xσ(i) + (1− bσ(i))(1− xσ(i)); (C.35)
bσ(k∗)xσ(k∗) + (1− bσ(k∗))(1− xσ(k∗)) ≥ (1− bσ(i))xσ(i) + bσ(i)(1− xσ(i)). (C.36)
– If bσ(k∗) = 0, we have cσ(k∗) = 1 by (C.26); (C.35) and (C.36) give 1 − xσ(k∗) ≥
max{xσ(i), 1− xσ(i)};
– If bσ(k∗) = 1, we have cσ(k∗) = 0 by (C.26); (C.35) and (C.36) give xσ(k∗) ≥ max{xσ(i), 1−
xσ(i)}.
Both cases imply (C.30), so we see this also holds for i > k∗.
The same proof works when k∗ = n + 1. In this case, there is no i ∈ [n] such that i > k∗; on
the other hand, when i < k∗, we replace (C.34) by
(1− bσ(n))xσ(n) + bσ(n)(1− xσ(n)) ≥ (1− bσ(i))xσ(i) + bσ(i)(1− xσ(i)), (C.37)
and the argument proceeds unchanged.
C.3 Optimality of Theorem 3.3
In this section, we prove that the lower bound in Theorem 3.3 is optimal (up to poly-logarithmic
factors in n) for the max-norm optimization problem:
Theorem C.1. Let fc : [0, 1]
n → [0, 1] be an objective function for the max-norm optimization
problem (Definition 3.2). Then there exists a quantum algorithm that outputs an x˜ ∈ [0, 1]n sat-
isfying (3.16) with  = 1/3 using O(
√
n log n) quantum queries to Of , with success probability at
least 0.9.
In other words, the quantum query complexity of the max-norm optimization problem is Θ˜(
√
n).
We prove Theorem C.1 also using search with wildcards (Theorem 3.1).
39
Proof. It suffices to prove that one query to the wildcard query model Oc in (3.1) can be simulated
by one query to Ofc , where the c in (3.14) is the string c in the wildcard query model.
Assume that we query (T, y) using the wildcard query model. Then we query Ofc(x
(T,y)) where
for all i ∈ [n],
x
(T,y)
i =

1
2 if i /∈ T ;
0 if i ∈ T and yi = 0;
1 if i ∈ T and yi = 1.
(C.38)
If c|T = y, then
• if |T | = n (i.e., T = [n]), then
fc(x) = max
i∈[n]
|x(T,y)i − ci| = 0 (C.39)
because for any i ∈ [n], x(T,y)i = yi = ci;
• if |T | ≤ n− 1, then
fc(x) = max
i∈[n]
|x(T,y)i − ci|+ gi =
1
2
, (C.40)
because for all i ∈ T we have x(T,y)i = yi = ci and hence |x(T,y)i − ci| = 0, and for all i /∈ T we
have |x(T,y)i − ci| = |12 − ci| = 12 .
Therefore, if c|T = y, then we must have fc(x(T,y)) ∈
{
0, 12
}
.
On the other hand, if c|T 6= y, then there exists an i0 ∈ T such that ci0 6= yi0 . This implies
x
(T,y)
i0
= 1− ci0 ; as a result, fc(x(T,y)) = 1 because on the one hand fc(x(T,y)) ≥ |1− ci0 − ci0 | = 1,
and on the other hand fc(x
(T,y)) ≤ 1 as |x(T,y)i − ci| ≤ 1 for all i ∈ [n].
Notice that the sets
{
0, 12
}
and {1} do not intersect. Therefore, after we query Ofc(x(T,y)) and
obtain the output, we can tell Qs(T, y) = 1 in (3.1) if Ofc(x
(T,y)) ∈ {0, 12}, and output Qs(T, y) = 0
if Ofc(x
(T,y)) = 1. In all, this gives a simulation of one query to the wildcard query model Oc by
one query to Ofc .
As a result of Theorem 3.1, there is a quantum algorithm that outputs the c in (3.14) using
O(
√
n log n) quantum queries to Of . If we take x˜ = c, then fc(x˜) = maxi |ci − ci| = 0, which is
actually the optimal solution with  = 0 in (3.16). This establishes Theorem C.1.
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