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Abstract
In this paper we discuss a population equation with diffusion. It is different from the equation
proposed, for example, in [K.J. Engel, R. Nagel, One-Parameter Semigroups for Linear Evolution
Equations, Springer-Verlag, 2000] or in [J. Wu, Theory and Applications of Partial Functional Dif-
ferential Equations, Springer-Verlag, 1996] so far as it combines diffusion with delay. We explain the
origin of this equation and study it with the theory developed by G. Fragnelli and G. Nickel (Differ-
ential Integral Equations 16 (2003) 327–348) and G. Fragnelli (Abstract Appl. Anal., in press).
 2003 Elsevier Inc. All rights reserved.
1. Introduction
The aim of this paper is to analyse the following evolution equation:
∂u
∂t
(t, x)=∆Nu(t, x)− du(t, x)
+
0∫
−r
f (x)b(−s)e−
∫−s
0 b(σ ) dσe−s(∆D−d)u(t + s, x) ds, (1.1)
* Corresponding author.
E-mail addresses: fragnell@mat.uniroma2.it (G. Fragnelli), lorenza@math.unipd.it (L. Tonetto).
1 The first author is supported by the Italian Programma di Ricerca di Rilevante Interesse Nazionale “Analisi e
controllo di equazioni di evoluzione nonlineari” (cofin 2000). Part of this work was written while he was a Ph.D.
student at the Department of Mathematics at the University of Tübingen.0022-247X/$ – see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2003.08.047
G. Fragnelli, L. Tonetto / J. Math. Anal. Appl. 289 (2004) 90–99 91where u(t, x) represents the population density at time t  0 and position x ∈ Ω ⊆ Rn,
with the initial condition
u(0, x)= u0(x).
Here ∆N and ∆D are the Laplacian operators (with respect to the spatial variable) with
Neumann and Dirichlet conditions, respectively, and e−s(∆D−d) denotes the strongly con-
tinuous semigroup generated by ∆D − d on an appropriate Banach space. The constant d
and the function b defined in [0, r] with values in R+ represent the mortality rate and the
birth rate while f is the rate of fecundation. Finally, r is the delay due to pregnancy.
The meaning of the previous equation is that the variation of the population density at
time t and position x is given by the diffusion, i.e., by the migration of the population,
minus the contribution due to deaths, plus the contribution due to births (depending on
the delay). In particular, the last term of (1.1) takes account of the fact that the pregnant
individuals move during the time between t − r and t . Moreover, they are submitted to
other processes that we will explain in the following.
An equation like (1.1) is studied in [8], where the authors analyze the global behaviour
of a vector disease model which involves spatial spread and hereditary effects. Using con-
tracting convex techniques they prove that, if the recovery rate is less than or equal to a
threshold value, the disease dies out, while otherwise the infectious people density tends
to a homogeneous distribution (see [12] for a model including predators and preys).
This paper is organized as follows.
In Section 2 we explain how to derive Eq. (1.1). Section 3 is divided into two subsec-
tions. In the first one we study the equation with the semigroup technique and to this aim
we rewrite it as a delay equation with nonautonomous past (see [5] and [6]). In the second
subsection we discuss its well-posedness. In the last section we find stability conditions for
the solutions of (1.1).
2. Derivation of the equation
We consider a spatially distributed population where the individual state is characterized
by the position, i.e., individuals are supposed to be equal except for the position x they
occupy. In particular, no sex or age differences are allowed. A special attention is paid to a
mechanism, such as pregnancy, that leads to a delay in the replacement of the population.
Therefore, within the total population we distinguish pregnant individuals and, in spite of
the lack of age-structure, referring to them we consider the ‘age of gestation’ a, ranging
in [0, r] where r > 0 is fixed. Individuals are supposed to die at a given death rate d , to
be fecundated at a rate f (x) and to bear according to a rate b = b(a). Moreover, as a first
approximation, we assume that the dispersal of the population through the environment
is realized by the Laplace operator. Hence, summing up, if u(t, x) and v(t, a, x) denote,
respectively, the total population at time t and position x and the subpopulation collecting
pregnant individuals that at time t are at the position x and have time of gestation a, the
dynamics of the two populations is governed by the following equations:
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

∂u(t,x)
∂t
=∆Nu(t, x)− du(t, x)+
∫ r
0 b(a)v(t, a, x) da,
∂v(t,a,x)
∂t
=− ∂v(t,a,x)
∂a
+∆Dv(t, a, x)− dv(t, a, x)− b(a)v(t, a, x),
v(t,0, x)= f (x)u(t, x),
(2.1)
where ∆D and ∆N denote the Laplace operators with Dirichlet and Neumann conditions,
respectively, on a Banach space X (see below). Here t  0 and the space variable x is sup-
posed to vary in Ω ⊆Rn where Ω is open, connected and bounded with smooth boundary.
The condition
∂u
∂n
(t, x)= 0 in ∂Ω, (2.2)
where n denotes, as usual, the outward normal, states that the population cannot cross the
boundary.
Finally, the condition
v(t, a, x)≡ 0 if x ∈ ∂Ω (2.3)
says that no pregnant individual reaches the borderline. Therefore, f (x)= 0 for x ∈ ∂Ω is
required.
Equations (2.1)–(2.3) together with the initial conditions
v(0, a, x)= v0(a, x), u(0, x)= u0(x), u(s, ·)= g(s, ·), (2.4)
for all s ∈ [−r,0] giving rise to a system of linear partial differential equations with initial
and boundary conditions. Here v0 and u0 are given functions and g ∈ L1([−r,0],X) de-
scribes the prehistory of the system. Moreover g(0, ·)= u0(·) is required. To analyse this
system we start by solving the second equation along the characteristic lines in the plane
(t, a), namely in the strip [0,+∞)× [0, r]. Set
V (s, x) := v(t0 + s, a0 + s, x), (2.5)
where a0 ∈ [0, r], t0  0 are fixed, while x varies in Ω and s in [0,+∞). Rewriting the
second equation in (2.1) for V (s, x) one gets
∂V
∂s
(s, x)=∆DV (s, x)− dV (s, x)− b(a0 + s)V (s, x). (2.6)
To solve (2.6) we follow the abstract approach choosing X = L1(Ω) as a Banach space
and we denote by D(∆D) the domain of ∆D on X.
For t < a, putting t0 = 0 in (2.5), we obtain{
V ′(s)=∆DV (s)− dV (s)− b(a0 + s)V (s),
V (0)= v(0, a0, ·)= v0(a0, ·), (2.7)
which has the unique solution
V (s)= e−
∫ s
0 b(a0+σ) dσ es(∆D−d)V (0), (2.8)
where d denotes the multiplication operator and et(∆D−d) the strongly continuous semi-
group generated by the linear operator ∆D − d on the appropriate domain.
For t > a, putting a0 = 0 in (2.5), we get{
V ′(s)=∆DV (s)− dV (s)− b(a0 + s)V (s),
V (0)= v(t ,0, x)= f (x)u(t , x). (2.9)0 0
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v(t0 + s, s, x)= V (s)= e−
∫ s
0 b(σ ) dσ es(∆D−d)v(t0,0, x)
= e−
∫ s
0 b(σ ) dσ es(∆D−d)f (x)u(t0, x).
Hence, for t > r the first equation in (2.1) gives
∂u
∂t
(t, x)=∆Nu(t, x)− du(t, x)
+
r∫
0
b(a)e−
∫ a
0 b(σ ) dσ ea(∆D−d)f (x)u(t − a, x) da, (2.10)
which becomes, via −a = s, Eq. (1.1). It is a single partial differential equation with delay
which we are going to study using the semigroup technique.
If we compare Eq. (1.1) with the model proposed, for instance, by Engel and Nagel
in [4, Example VI.6.19] or by Wu in [19, Introduction] (see also [13, Remark 6.2]), we
observe that the most relevant difference is that in our case the delay term u(t + s, x)
follows e−
∫ −s
0 b(σ ) dσ e−s(∆D−d) which is the evolution family solving the nonautonomous
Cauchy problem associated to the operators
A(τ)=∆D − d − b(−τ ), τ ∈ [−r,0] (2.11)
(see [5,10,14–17]). This takes account of the fact that, in general, pregnant individuals
move during the period of gestation and therefore can bear in a place different from that
where they were fecundated.
3. The population equation as a delay equation with nonautonomous past
3.1. The equivalence
In order to investigate the population equation (1.1) using the semigroup method, we
rewrite it as a delay equation with nonautonomous past (see [3,5,6]). Such equations can
be written as
(NDE)
{
u˙(t)= Bu(t)+Φu˜t , t  0,
u(0)= y ∈X,
u˜0 = g ∈ L1([−r,0],X),
where (B,D(B)) is the generator of a strongly continuous semigroup on a Banach space X,
the delay operator Φ :D(Φ)⊆ L1([−r,0],X)→X is a linear operator and u˜t is the mod-
ified history function (see [5, Definition 3.2]), i.e., u˜t : [−r,0]→X is defined as
u˜t (τ ) :=
{
U˜(τ, t + τ )u(t + τ ) for t + τ  0,
U˜ (τ, t + τ )g(t + τ ) for − r  t + τ  0,
for some appropriate evolution family (U˜(t, s))ts . In the definition of the modified history
function u˜t two time variables t and τ appear. The variable t can be interpreted as the
absolute time and τ as the relative time.
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state the following assumptions and definitions that we will use throughout the paper.
General assumptions 3.1. (1) r = 1.
(2) The mortality rate d is a positive constant.
(3) The function β(s, x) := f (x)b(−s), which depends on the state space variable and
on the time, is such that β(·, ·) is a positive function with β(·, x) ∈ L1([−1,0]) for each
x ∈Ω and β(s, ·) ∈C(Ω) for each −1 s  0.
General definitions 3.2. (1) As state space we take X := L1(Ω), where Ω is an open,
connected and bounded domain of RN with smooth boundary and let E := L1([−1,0],X).
(2) Let B :=∆N − d with domain D(B)=D(∆N) on X.
(3) Take Φk := ∫ 0−1 β(s)k(s) ds, where k ∈W 1,1([−1,0],X) and β(s) := β(s, ·).
Remark 3.3. (a) The space L1(Ω) is the natural state space for the population equation
because the L1-norm gives the total population size.
(b) By [1, Proposition 1.9.4], the delay operator Φ is well-defined.
(c) The data u0 and g are as in (2.4).
About the operator (B,D(B)) the following proposition is well known (see, e.g., [4,
Chapter VI]).
Proposition 3.4. The operator (B,D(B)) is the generator of an analytic contraction semi-
group (S(t))t0.
Let U := (U(τ, s))−1τs0 be the evolution family solving the nonautonomous
Cauchy problem associated to the operators A(τ)=∆D − d − b(−τ ), i.e.,
U(τ, s) := e−
∫ −τ
−s b(σ ) dσ e(s−τ )(∆D−d) for −1 τ  s  0, (3.1)
and (U˜(τ, s))τs its trivial extension on R (see, for example, [5, Definition 2.2]). Using
(3.1) we can give the following definition.
Definition 3.5. The modified history function u˜t is
u˜t (s) :=
{
U˜(s, s + t)g(s + t), −1 s + t  0,
U˜ (s, s + t)u(s + t), s + t  0,
=
{
U(s, s + t)g(s + t), −1 s + t  0,
U(s,0)u(s + t), s + t  0,
=
{
e−
∫−s
−s−t b(σ ) dσ et (∆D−d)g(t + s), −1 s + t  0,
e−
∫−s
0 b(σ ) dσ e−s(∆D−d)u(t + s), s + t  0.
Using the previous definitions and setting y := u0(x), Eq. (1.1) becomes a delay equa-
tion with nonautonomous past (NDE).
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(i) u ∈ C([−1,+∞),X)∩C1(R+,X),
(ii) u(t) ∈D(B), u˜t ∈D(Φ), t  0,
(iii) u satisfies (NDE) for all t  0.
3.2. Well-posedness
Now we want to find a solution of (1.1). By the previous section, this is equivalent to
study the well-posedness of (NDE).
Definition 3.6. We call (NDE) well-posed if
(i) for every ( yg ) in a dense subspace S ⊆X×L1([−1,0],X) there is a unique (classical)
solution u(y,g, ·) of (NDE) and
(ii) the solutions depend continuously on the initial values, i.e., if a sequence ( yngn ) in S con-
verges to ( yg ) ∈ S , then u(yn, gn, t) converges to u(y,g, t) uniformly for t in compact
intervals.
As in [5, Theorem 3.5] one can prove that the well-posedness of (NDE) is equivalent to
the well-posedness of the following abstract Cauchy problem
(ACP)
{W˙(t)= CW(t),
W(0)= (y
g
)
on the product space E =X×L1([−1,0],X), where the operator C is the matrix
C :=
(
B Φ
0 G
)
, (3.2)
with domain
D(C) :=
{(
y
g
)
∈D(B)×D(G): g(0)= y
}
. (3.3)
Here the operator (G,D(G)) is the closure of
(Ag)(s) := g′(s)+ (∆D − d − b(−s))g(s),
for g ∈ D := {g ∈ W 1,1([−1,0],X): g(0) ∈ D(∆N), g(s) ∈ D(∆D), s → (∆D − d −
b(−s))g(s) ∈ L1([−1,0],X)} (see [7, Proposition 3.1 and Lemma 3.2]), while the opera-
tors (B,D(B)) and Φ are as in General definitions 3.2.
Remark 3.7. Observe that, in fact, the results proved in [5–7] for Lp(R−,X) hold for
Lp([−r,0],X), for all r > 0, as well.
For the operator (C,D(C)) the following theorem holds.
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(3.2) generates a positive semigroup (T (t))t0 on the product space E .
Proof. Rewrite the operator C in the form
C = C0 +F :=
(
B 0
0 G
)
+
(
0 Φ
0 0
)
with domainD(C0)=D(C) andF ∈ L(D(C0),E). As in [5, Proposition 4.2], we can prove
that (C0,D(C0)) is a generator.
Now, let q :R+→R+ be the function defined by q(t) := ‖b‖1t . Then limt→0 q(t)= 0.
As in [5, Example 4.6] one can prove the following Miyadera–Voigt inequality (see also
[4, Theorem III.3.14], [9] or [18])
t∫
0
∥∥∥∥∥
0∫
−1
β(s)
[
(Sry)(s)+
(
T0(r)g
)
(s)
]
ds
∥∥∥∥∥dr  q(t)
∥∥∥∥∥
(
y
g
)∥∥∥∥∥ (3.4)
for all ( yg ) ∈D(C), where the function β is as in General assumptions (3.1). Here,
(St y)(s) :=
{
U(s,0)S(t + s)y, t + s  0,
0, elsewhere,
=
{
e−
∫−s
0 b(σ ) dσ e−s(∆D−d)S(t + s)y, t + s  0,
0, elsewhere,
(3.5)
and
(T0(t)g)(s) :=
{
0, s + t > 0,
U(s, s + t)g(t + s), −1 s + t  0,
=
{0, s + t > 0,
e−
∫−s
−s−t b(σ ) dσet (∆D−d)g(t + s), −1 s + t  0, (3.6)
for g ∈L1([−1,0],X). Recall that (S(t))t0 is the semigroup given in Proposition 3.4. By
the perturbation theorem of Miyadera and Voigt (see, e.g., [4, Corollary III.3.16]), the
operator (C,D(C)) generates a strongly continuous semigroup (T (t))t0 on the prod-
uct space E . Moreover, since et∆D is positive, (S(t))t0 is positive too and as in [2,
Lemma 2.45], the positivity of (T (t))t0 follows as well. ✷
As an immediate consequence of [5, Theorem 3.5] one has the next theorem.
Theorem 3.9. If General assumptions (3.1) hold, then the delay equation with nonau-
tonomous past (NDE) is well-posed and the solution u, for ( yg ) ∈D(C), is given by
u(t)=
{
π1
(T (t)( yg )), t  0,
g(t), −1 t  0,
where π1 is the projection onto the first component of E .
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This section is devoted to study the stability of the solutions of (1.1). Namely, we look
for conditions such that the solutions decay exponentially, i.e., ω0(T (·)) < 0. This is impor-
tant, for example, if u denotes the population density of a virus. The case of ω0(T (·)) 0
is studied by Nickel and Rhandi in [11]. In order to analyze the stability, we will use the
following result, which can be proved as in [6, Theorem 4.1].
Theorem 4.1. Assume that the operator (B,D(B)) generates an immediately norm con-
tinuous semigroup (S(t))t0. Then the growth bound of T is given by
ω0(T (·))=max
{
s(C),ω0(U)
}
.
So we have to look at the growth bound of the evolution family U , ω0(U), and the
spectral bound of C , s(C).
Let (T (t))t0 be the semigroup generated by (∆D,D(∆D)). By the definition of U
(see (3.1)), ω0(U)  ω0(T (·)), and, observing that ω0(T (·)) < 0, the next result arises
immediately.
Proposition 4.2. For the growth bound of the evolution family U it holds
ω0(U) < 0.
To estimate the spectral bound of C , using the positivity of (T (t))t0 (see Theorem 3.8),
the following lemma is helpful.
Lemma 4.3. For λ ∈C with λ > ω0(U), we have
s(C) < λ if and only if s(B +Φ0λ) < λ,
where the bounded operators 0λ :X→E :=L1([−1,0],X) are defined by
(0λx)(s) := eλsU(s,0)x, (4.1)
for s ∈ [−1,0], x ∈X and λ as before.
The proof can be obtained rewriting the one given in [6, Lemma 3.1]. As a straightfor-
ward consequence, the next proposition holds.
Proposition 4.4. For λ ∈C with λ > ω0(U), we have that
s(C) < λ ⇔
0∫
−r
β(s)es(λ−λ0+d)e−
∫ −s
0 b(σ ) dσ ds < λ+ d, (4.2)
where λ0 is largest eigenvalue of ∆D .
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B +Φ0λ =∆N − d +
0∫
−r
β(s)eλse−
∫ −s
0 b(σ ) dσ e−s(∆D−d) ds,
where 0λ is the function defined in the previous lemma. Using the spectral theorem for
self-adjoint operators, this implies
s(B +Φ0λ)= γ0 − d +
0∫
−r
β(s)eλse−
∫ −s
0 b(σ ) dσ e−s(λ0−d) ds,
where s(B +Φ0λ) is the spectral bound of the operator B + Φ0λ, and γ0 and λ0 are the
largest eigenvalues of ∆N and ∆D , respectively. Since γ0 = 0, it follows that
s(B +Φ0λ)=−d +
0∫
−r
β(s)eλse−
∫−s
0 b(σ ) dσ e−s(λ0−d) ds.
From Lemma 4.3, we can conclude that
s(C) < λ ⇔
0∫
−r
β(s)eλse−
∫−s
0 b(σ ) dσ e−s(λ0−d) ds < λ+ d. ✷
Corollary 4.5. For the spectral bound of the operator (C,D(C)) the following property
holds:
s(C) < 0 ⇔ s(B +Φ00) < 0
⇔
0∫
−r
β(s)e−
∫ −s
0 b(σ ) dσ e−s(λ0−d) ds < d.
Using Theorem 4.1, Proposition 4.2 and the previous corollary we can obtain conditions
under which the semigroup (T (t))t0 is uniformly exponentially stable.
Proposition 4.6. Assume that
∫ 0
−r β(s)e
− ∫−s0 b(σ ) dσ e−s(λ0−d) ds < d. Then
ω0
(T (·))< 0.
Corollary 4.7. Under the assumption of the previous proposition the solutions of (1.1)
decay exponentially.
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