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The promises of nanotechnology, for revolutionising old but also inventing new 
applications in the whole spectrum of modern life, lie in its core definition; nanoparticles 
with sizes smaller than 100 nm have different properties than that of the bulk material
1 
and so do the nanostructures assembled from them. This is a consequence of the fact that 
the particles whose dimensions are smaller than the characteristic lengths associated with 
particular effects are likely to exhibit different physical and chemical properties than the 
ones of the bulk material, leading to a behaviour that depends upon size
1. Thus a number 
of physical and chemical properties such as the electronic structure, the melting point, the 
reactivity and the mechanical properties, have been observed to change when one or more 
dimensions of a particle become smaller than a critical size
1. The exploitation of those 
properties as well as the possibility to control them by varying the size, have an enormous 
field of potential applications, ranging from the fabrication of ultra-strong materials, drug 
delivery,  medical  imaging  and  new  therapies  up  to  optoelectronic  applications  and 
quantum computing
1,2,4.  
It  is  this  wide  range  of  properties  and  applications  associated  with  the 
nanoparticles  that  makes  their  study  a  highly  interdisciplinary  field.  For  this  reason 
nanotechnology  incorporates  a  big  spectrum  of  subjects  that  starts  from  topics  in 
chemistry such as the catalysis of nanoparticles
1 and goes up to topics in physics and 
engineering such as the quantum dot lasers
5. 
 
1.1  A Brief History of Nanotechnology 
Although  nanotechnology  has  only  recently  emerged  as  a  new  scientific  and 
technological field, there is evidence that the exploitation of the unique properties of 
nanoparticles has a much longer history. An artefact from the fourth century A.D., the 
Lycurgus cup (which resides in the British museum
6) is made from dichroic glass that 
changes its colour when held up to the light. This kind of glass owes its properties to the 
inclusion of silver and gold nanoparticles
6. In a similar manner the colourful windows of 
medieval cathedrals are made from glass (stained glass) containing metal nanoparticles
1,7.  
Nanoparticles have also been exploited in other aspects of ancient technology, 
such as metallurgy and the preparation of dyes.  It was found recently through the means   17 
of transmission electron microscopy studies that the unique properties of the legendary 
Damascus swords, which were manufactured in the seventh century A.D. are due to steel 
containing carbon nanotubes and cementite nanowires
8. Furthermore the study of a recipe 
for a hair dye found in a text from the Greco – Roman times, used by ancient Egyptians 
about  4000  years  ago,  showed  that  its  properties  are  due  to  the  formation  of  PbS 
nanocrystals inside the hair
9. 
In relatively more recent years the development of photography started in the 18
th 
century  and  was  based  on  silver  nanoparticles
1  which  were  sensitive  to  light.  The 
photographic film is an emulsion
1,10 consisting of a thin layer of gelatine containing silver 
halides  which  lie  on  a  layer  of  transparent  cellulose  acetate.  The  silver  halides  are 
decomposed by the light yielding silver nanoparticles which are the pixels of the image
1. 
Already  in  1802  Thomas  Wedgwood  together  with  Sir  Humphrey  Davy  presented  a 
paper
11,12 with the title “An account of a method of copying paintings upon glass and of 
making profiles by the agency of light upon nitrate of silver”, in which they described a 
method  for  producing  photographic  images  using  silver  nitrate.  Although  the  images 
were not permanent their method was considered as a breakthrough. Later
1 in the 19
th 
century  the  technology  of  photography  was  developed  further  with  milestones  the 
production of the first colour photograph in 1861 by J. C. Maxwell and the development 
of a flexible film that could be rolled by Eastman in1883. 
In 1908 G. Mie
1 published a paper in Annalen der Physic in which he provided an 
explanation of the dependence of the colour of the glass upon metal particle size and 
kind.  In 1930’s work published by I. Langmuir and K. Blodgett led later on in the 1960’s 
to the fabrication of Langmuir-Blodgett films which exhibit extremely high periodicity at 
the nanometer scale
4. In 1932 in work published by Rooksby
5,13,45 and was based on X – 
ray  analysis,  the  colour  of  some  silicate  glasses  was  related  to  small  inclusions  of 
semiconductor materials such as CdSe and CdS. Such glasses (i. e. glasses dopped with 
semiconductors) have been used
5,45 since the 1960s as optical filters with sharp cut – off. 
It  was  not  until  the  1980s  that  it  was  understood
16,17,18,19,45  that  those  semiconductor 
inclusions were owing their properties to the effect of quantum confinement. 
                                                 
1 The term nanoparticle here, although close, does not completely comply with the definition given above, 
as the size
10 of the silver – halide grains are usually between 1 m and 500 nm.   18 
At the end of 1950s R. Feynman presented
1,2,4 a prophetic lecture at an annual 
meeting of the American Physical Society (29 December 1959) with the title “There is 
Plenty of Room at the Bottom”
14,15. He described a technological vision of assembling 
nano-objects atom by atom or molecule by molecule having different properties than the 
bulk. A couple of years before, in 1957, Ralph Landauer
1 who was working for IBM, 
considered  the  possibility  of  nano-sized  electronics  and  realized  the  impact  of  the 
quantum effects at this scale of dimensions. 
The  research  and  the  discoveries  in  the  domain  of  nanoscience  followed  an 
exponential trend in the decades of 1960’s up to today. A number of the milestones will 
be briefly mentioned below: discovery of porous silicon
1 (nanometer size pores) in 1956 
by Uhlir , discovery of magnetic fluids
1 in 1960s, study of conduction electrons in metal 
nanoparticles
1 in 1960s, fabrication of the first quantum well
1 in 1970s at Bell labs and 
IBM, Mann, Kuhn, Aviram and Ratner introduced the ideas of molecular electronics
4 in 
1970s,  development  of  molecular  beam  epitaxy  (MBE)
4  in  1980s,    Ekimov  and 
Onushchenko  reported  the  first  observation  of  three  dimensional  quantum 
confinement
16,17,18,19  in  1981,  synthesis  of  fullerene
20  in  1985,  invention  of  scanning 
tunneling microscopy (STM)
21,22 and atomic force microscopy (AFM)
23,24 in the 1980s, 
development of the colloidal
25 quantum dots at Bell labs in the mid – 1980s,  B. J. v 
Wees, H. v Houten, D. Wharam, M. Peper, observed the quantization of conductance
1 in 
1987, T. A. Foulton, G. J. Dolan observed the Coulomb blockade
1 in the late 1980s,  
electron beam lithography
1 was introduced in the late 1980s, the fabrication
1 of layered 
(with  nanometer  thick  layers)  alternating  metal  magnetic  and  nonmagnetic  materials 
exhibiting  giant  magnetoresistance  with  applications  in  magnetic  storage  was  first 
achieved in the late 1980s, discovery of carbon nanotubes
26 by Iijima in 1990, growth of 
self  assembled
27  quantum  dots  by  means  of  MBE  in  1993,  utilization
28  of  carbon 
nanotubes in scanning probe microscopy in the middle 1990s, fabrication
29,30 of the first 
single  walled  carbon  nanotube  field  effect  transistor  in  1998,    first  demonstration  of 
quantum  dots  as  fluorescent  biological  labels  in  1998
31,32,  fabrication
33  of  a  single 
graphene sheet and demonstration of a high mobility  FET device by Novoselov, and 
Geim  in 2004.   21 
which are set by performance and power consumption
3. Therefore there is a need for the 
introduction of new materials and device architecture in order to overcome the scaling 
barriers in the future
3.  
There are several proposals in order to go beyond the scaling barriers and many of 
them exploit devices (such as resonant tunnel device single electron device, quantum 
dots)
3,4 and materials (such as graphene nanoribbons, carbon nanotubes, quantum dots)
3,4  
coming from the field of nanotechnology. Some of these ideas propose modifications to 
the  current  CMOS  architecture  in  order  to  extend  the  CMOS  scaling  such  as  carbon 
nanotube
3  FETs  while  others  propose  a  whole  new  paradigm  of  computing  such  as 
quantum computing exploiting nanostructures such as quantum dots
4.  These two later 
nanostructures i.e. carbon nanotubes and quantum dots are the systems studied in this 
thesis. 
 
1.3  Two important nanostructures: Carbon Nanotubes and Quantum Dots 
Two of the most intense studied systems of the nanotechnology field are carbon 
nanotubes and quantum dots. Their importance becomes obvious if it is pointed out that 
they are considered as the building blocks of nannoscience
25. A short description of these 
nanostructures will be given below (for more details see Chapter 2              and Chapter 5              
) and their importance in the field of nanotechnology and technology in general, as well 
as the contribution of the work reported in this thesis towards their development and 
study, will be discussed briefly.  
Carbon nanotubes
36 can be thought of as a seamless cylinder made up by rolling a 
graphene sheet. Their length
36,37 can vary from a few nanometers to several micrometers 
while their diameter (in the case of single walled carbon nanotubes) is in the range of 
subnanometer to approximately three nanometers. Their electronic properties
36,37 depend 
very strongly on their diameter and chirality (the way the grapheme sheet has been rolled 
off)  and  they  can  exhibit  metallic  or  semiconducting  behaviour.  They  are  one 
dimensional systems as the charge carriers can move freely only along the direction of 
their axis while their movement along their circumference is restricted, from the imposed 
quantum confinement due to their small diameter. It is this one dimensional character that   22 
a lot of their astonishing properties arise from such as ballistic transport, extremely high 
current density. Because of their unique electronic properties and nanoscale size they are 
considered  as  very  strong  candidates  as  channels
3  in  silicon  FETs  in  the  case  of 
semiconducting  carbon  nanotubes  or  interconnects
3  in  VLSIs  in  the  case  of  metallic 
carbon nanotubes. However in order to exploit carbon nanotubes in nanoelectronics a 
number  of  issues  must  be  resolved.  Techniques  that  allow  the  selection  of  carbon 
nanotubes  according  to  their  electronic  properties  and  enable  selective  positioning  of 
them on a substrate must be developed further. Also in order to be able to use carbon 
nanotubes in the front end silicon processing facilities one has to get rid of the heavy 
metal catalyst, which are mixed with carbon nanotubes during their growth. This latter 
issue is addressed in this thesis where a method for growing carbon nanotubes without 
the need for metal catalyst is presented.  
The  fabrication  of  nanoelectronic  devices  though  is  only  one  fraction  of  the 
potential  application  of  carbon  nanotubes.  Because  of  their  optical  properties,  carbon 
nanotubes  behave  as  excellent  saturable  absorbers  with  potential  applications  in  laser 
fabrication
38,39,40. Related to their optical properties and more specifically their ability to 
absorb infrared light as well as their size it is also their potential medical applications
41 in 
cancer treatment. 
Due to their unique mechanical properties
36 (they are tens of times stronger than 
steel) they have been considered as possible reinforcement for structural materials. These 
mechanical properties associated with their small size and cylindrical geometry render 
carbon nanotubes as ideal probes in scanning probe microscopy for ultra high resolution. 
In this thesis different methods for fabricating probes for scanning probe microscopy by 
utilising carbon nanotubes are explored. Additionally by using carbon nanotube probes 
ultra high resolution images of surfaces of mesoporous materials were acquired by means 
of AFM, showing that knowledge and control of such materials can be extended down to 
the nanoscale. 
  As it was mentioned above another important entity of the nanotechnology field 
is quantum dots. This term refers to structures in which the charge carriers are confined in 
all three directions resulting in the formation of discrete energy levels similar to those of 
an atom. There is a variety of methods
5,42,43 and systems that can be fabricated bearing   23 
the  properties  of  quantum  dots,  such  as  lithographically  fabricated  quantum  dots, 
modulated electric field quantum dots, nanocrystals
45, and self assembled quantum dots. 
Their dimensions range from a hundred of nanometers down to a few nanometers and can 
have a variety of shapes such as pyramidal, spherical, or other patterned shapes. Their 
properties
5,42,43,45,44 strongly depend on their size, shape and also on the material they are 
made of. Most commonly used materials are various alloys of InGaAs, InAs, Si, Ge, CdS, 
CdSe, CdTe, PbS. 
 Due to the similarities of some aspects of the electronic properties of quantum 
dots with those of an atom
5, they are considered as potential candidates for the realisation 
of quantum computing and in general of quantum information processing
5 as for instance 
in quantum cryptography as single photon emitters. Therefore it is necessary to acquire 
knowledge upon their optical and more significantly their coherent properties. A method 
for studying the coherent properties of the excitonic ground state of quantum dots is 
explored in this thesis as well as some aspects of their optical properties. 
Quantum  information  processing  though  is  only  one  aspect  of  the  possible 
applications  of  quantum  dots.  Due  to  their  optical  properties
5,45  such  high  quantum 
efficiency, the possibility of tailoring them by controlling their size, shape and material 
and also the possibility of being solution processible for some of them they have a vast 
range of applications. This range extends in optoelectronics with applications such as 
quantum dot lasers, infrared emitters and sensors, hybrid organic-inorganic photovoltaics 
and  light  emitting  diodes  (LEDs),  in  life  sciences
46  as  fluorescent  labels  in  high-
resolution cellular imaging,  for  studying intracellular processes at the single-molecule 
level,  for  in  vivo  long-term  observation  of  cell  trafficking,  diagnostics,  and    tumour 
targeting,  in nanoelectronics as single electron transistors
5, or components in resonant 
tunnelling devices
3.       
1.4  Structure of the thesis 
In this thesis two distinct experimental topics have been studied, therefore it has 
been divided into two parts. The first part consists of three chapters (chapters 2 – 4) and 
presents  the  experimental  results  on  growth  and  utilisation  of  carbon  nanotubes.  The 
second part (chapters 5 – 6) presents the experimental results on the coherent and optical   24 
properties of self assembled InGaAs quantum dots. Below is a short summary of the 
contents of each chapter. 
The second chapter can be considered as consisting of two parts. The first part is 
concerned mainly with aspects of the physical properties of carbon nanotubes. It starts 
with  a  general  discussion  about  carbon  science  and  the  various  carbon  allotropes.  It 
proceeds with a description of the geometrical features of carbon nanotubes. Then the 
derivation  of  their  electronic  properties  is  presented  in  brief.  A  section  on  resonant 
Raman  spectroscopy  gives  the  basic  physics  behind  this  followed  by  a  section  about 
aspects of the phonon properties and Raman spectroscopy of carbon nanotubes, as this is 
going to be one of the main characterisation tools of the experimental part of this thesis. 
The  second  part  is  concerned  with  the  growth  of  carbon  nanotubes.  It  contains  brief 
descriptions of the main methods of growth and it focuses on the method of chemical 
vapour deposition which is the one that was used during the experiments. It follows a 
section on the mechanism of growth with which the chapter closes. 
The third chapter presents the major experimental results of the thesis related to a 
novel growth method of carbon nanotubes without the need of metal catalyst. It starts 
with an introduction in which major achievements and challenges in carbon nanotube 
nanoelectronics are presented along with a brief discussion about the need for carbon 
nanotubes  free  of  metal  particles  for  their  incorporation  into  the  front  end  silicon 
technology and an outline of the experimental section of the chapter. Then follows an 
overview describing the efforts by other workers for a metal – catalyst – free method of 
growth    carbon  nanotubes.  Finally  the  experimental  part  of  the  chapter  follows.  It  is 
divided in two sections in which the two variants of the novel method for growing carbon 
nanotubes without the need of metal catalyst are described in detail. In the same sections  
the respective characterisation data of the as grown carbon nanotubes are presented along 
with discussion and conclusions for each of the variants.  
The fourth chapter presents the experimental results of the utilisation of carbon 
nanotubes as probes for scanning probe microscopy. It starts with a short introduction 
discussing  the  advantages  of  AFM,  its  limitations  and  the  advantages  of  carbon 
nanotubes  AFM  probes  in  comparison  with  the  conventional  probes.  The  chapter 
continues with a discussion on the issue of the tip convolution error which limits the   25 
lateral resolution of the AFM imaging. A literature review of the field of fabrication of 
carbon nanotube probes and the corresponding achievements in terms of AFM resolution 
follows.  In  the  next  section  different  fabrication  methods  of  carbon  nanotube  AFM 
probes are discussed. Then follows the experimental section of the chapter in which the 
methodology and the results of two different methods of fabricating carbon nanotube 
AFM probes are presented. The need of further engineering the carbon nanotube probes 
arising from their mechanical properties is explained and the corresponding experimental 
results are presented in the next section.  The last section of the chapter presents the 
results  of  AFM  imaging  surfaces  of  mesoporous  materials  by  using  carbon  nanotube 
AFM probes along with conclusions. 
In the fifth chapter some background knowledge on quantum dots and on theory 
of  coherence  in  matter  is  presented.  The  chapter  starts  with  a  short  introduction  in 
quantum dots followed by a section describing the various fabrication techniques and the 
corresponding types of quantum dots. The next section deals with the electronic structure 
of quantum dots starting with the single particle picture, continuing with the description 
of  excitons  in  quantum  dots  and  finishing  with  a  discussion  on  various  excitonic 
complexes. The final section contains some theory of coherence in matter, starting with a 
discussion of the coherence of a two level system and finishing with the description of 
the optical Bloch equations and the rotating wave approximation. 
Finally,  in  the  sixth  chapter  the  experimental  results  on  single  quantum  dot 
spectroscopy are reported. The chapter starts with a description of the sample and the 
initial  pump  and  probe  experiments.  It  then  continues  with  a  description  of  the  time 
resolved two colour pump method and discusses its advantages in comparison with the 
conventional pump and probe when applied to the study of the coherent properties of the 
excitonic  ground state of a quantum dot. The next section presents the collected data 
from the spectroscopic characterisation of the quantum dot by means of non –resonant, 
resonant  photoluminescence  measurements  and  photoluminescence  excitation 
spectroscopy (PLE).  It is followed by a presentation and discussion of the data acquired 
through the time resolved two colour pump method. The effort to interpret these data is 
presented  in  the  remaining  sections  starting  with  those  that  contain  the  data  of  the 
temperature dependence of the quantum dot photoluminescence, the data of extensive   26 
resonant excitation measurements and finally the PLE data for various values of the laser 
power. The chapter finishes with conclusions.      
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distribution in the range of 1 – 3 nm. Molybdenum oxide caged molecules have given 
similar distributions
78. 
  One  of  the  difficulties  that  prevent  an  accurate  correlation  between  catalyst 
particle  size  and  nanotube  diameter  is  the  precise  determination  of  the  former.  The 
difficulty arises from the fact that the determination of the nanoparticle size takes place 
before the actual growth process. Change of the particle size distribution is inevitable as 
different  phenomena  occur  at  the  elevated  temperature  that  is  needed  in  order  to 
accelerate the decomposition of the carbon precursor molecules on the catalyst surface. 
The metal nanoparticles may collide due to surface diffusion and subsequent sintering 
leads to an increase of the average particle size
79. Evaporation of the metal nanoparticles 
with relatively small diameters might also happen. This will also contribute towards an 
increase of the average diameter. The particles that have been evaporated might nucleate 
and  form  secondary  metal  particles  away  from  the  surface  of  the  substrate  that  was 
initially hosting them. Catalytic decomposition may then happen in the gas phase on the 
surface of the newly formed particles. The product of this process is eventually deposited 
on the walls of the reactor. Such an effect has been reported for a CVD process in which 
ruthenium was used as a co-catalyst
80.   69 
The above models for the nanotube formation through catalytic growth are the 
most dominant once in the literature. There are also other models with similarities with 
the ones presented here but also differences. Their presentation here though would be 
beyond  the  scope  of  this  section.  The  presented  models  contribute  towards  a  basic 
understanding of the nanotube formation mechanism which was the aim of this section. 
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3.2  Metal-free-catalyst growth of CNTs. An overview 
  There  are  two  methods  that  have  been  reported  so  far  in  the  literature  which 
enable  the  growth  of  SWCNTs  without  the  use  of  metal  catalyst
10,11,12,13.  In  the  first 
method
10,11 carbon nanotubes are produced by low velocity spraying of carbon nanosized 
particles on a heated Si substrate. The growth parameters of this method are: Ar carrier 
flow at 300 sccm (standard cubic centimeters per minute), ambient pressure of 0.04 atm, 
substrate temperature of 800 
oC to 1100 
oC and deposition time of 30 min. The produced 
nanotubes  have  perpendicular  orientation  to  the  substrate,  forming  bundles  with 
diameters from 30 to 90 nanometers. From Raman measurements single walled carbon 
nanotubes were detected among the observed nanotubes with diameters of 0.85 to 1.33 
nm.  However  from  the  same  measurements  the  presence  of  quantities  of  amorphous 
carbon, graphitic particles and multiwall carbon nanotubes was revealed. The fact that 
this  method,  produces  bundles  of  nanotubes  of  relatively  large  diameter  with 
perpendicular orientation to the substrate, makes it improper for application in nanotube 
electronics.  
The second method
12,13 employs hexagonal silicon carbide  (6H-SiC) substrates 
which  are  annealed  in  high  temperature  (above  1500  C)  in  vacuum  (10
-8  Torr).  The 
method has been found to yield a mixture of SWCNTs on the Si face of the SiC. The 
orientation of the nanotubes is parallel to the surface of the substrate and they form a 
hexagonal network. From scanning tunneling microscopy (STM) measurements
12,13 the 
nanotubes were found to be single walled with diameters in the range of 1.2 to 1.6 nm. 
However in this method of growth only part of the CNTs lays on the surface of the 
substrate. The growth of nanotubes takes place in several atomic layers, and the network 
of  CNTs  is  composed  of  tubes  from  different  depth  connected  together.  This  makes 
difficult the fabrication of nanotube devices on such substrates due to the high probability 
of short-circuits caused by random nanotubes at different depths on the substrate (for 
instance diffusion of metal contacts even in small depth inside the substrate might give 
rise to contacts with nanotubes laying in the same depth thus leading to an unpredictable 
behaviour of the device). Additionally the use of expensive SiC substrates makes this 
method unsuitable for large scale production.    86 
intense  peaks  in  G-band.  These  multiple  splitting  peaks  are  characteristic  of 
semiconducting SWNTs and the diameter can be estimated from the peak frequencies
16. 
The diameter of the SWNTs was found to be 1.6 nm, which is consistent with the result 
from RBM. 
A broad peak at 1450 cm
-1 was also observed (Figure 3-7a). Although there are no 
conclusive data about the origin of this feature, two possible explanations are presented 
here. The first one has to do with CNTs.  It has been observed that a similar feature 
appears  in  the  Raman  spectra  of  SWCNTs  when  they  are  not  in  resonance  with  the 
excitation energy of the laser
15. The fact though that there are no other characteristic 
spectral  features  from  SWCNTs  in  the  spectrum  presented  in  Figure  3-7a  (G-band 
features) makes this case quite unlikely. 
The  other  possibility  is  that  this  signal  originates  from  a  carbon  amorphous 
phase
17. A similar signal had been observed by Rugeiro et.al
17. In this paper it was shown 
by means of x-ray measurements that this signal corresponds to a carbon amorphous 
phase.  In  the  case  of  the  current  samples  the  amorphous  carbon  might  have  been 
deposited on the surface during the growth process, or consists one of the components of 
the thick nanofibres. 
Raman measurements carried out on the substrates that had undergone HF-etching 
(which eliminated the thick nanofibres) showed the characteristic G-band of SWCNTs. 
This confirms that the observed thin nanofibres are SWCNTs bundles. Also this finding 
along with the observations on the air annealed samples (shown above) consist strong 
evidence that the thick nanofibres are composed by an oxide which contains Si, Ge and 
possibly C.   97 
proposed  that  the  growth  mechanism  is  vapor-liquid-solid  growth  with  nanoscale  Ge 
seeds.  This  method  will  require  further  development  before  it  could  be  used  in  an 
industrial  process.  In  particular,  it  will  be  necessary  to  increase  the  uniformity  and 
density  of  the  growth.  However,  these  preliminary  studies  show  good  promise  and 
indicate that further efforts to develop this method are likely to be very worthwhile. It has 
also been shown that it is possible to grow SWNTs from Ge containing substrates without 
carbon ion implantation.  
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growth technique that can yield nanotubes of specific diameter and chirality has been 
developed so far, the control on the type of cnt tips that those methods produce is still 
low. 
  In the terms of resolution and imaging there are major achievements mainly in the 
field of biological systems. It must be mentioned here that carbon nanotube tips have an 
additional strong advantage in the imaging of such kind of systems. Smaller adhesive 
forces have been observed
24 with cnt tips which are about 2 – 5 times smaller than those 
that  have  been  measured  with  relatively  sharp  Si  tips..  This  is  probably  due  to  two 
reasons, the one being the smaller tip radius and the other the lower surface energy. Both 
of them are smaller when compared with the ones of Si. The lower adhesion forces make 
possible  the  use  of  cantilever  with  smaller  spring  constant  in  tapping  mode  reliably 
without the need to apply large driving amplitudes. This can result in a considerable 
reduction of the sample deformation which is extremely important in the case of soft 
samples such as the biomolecules. 
By using carbon nanotube tips it was made possible to image a series of protein 
molecules as GroES
21, IgG and IgM antibody proteins
22,23, the amyloid proteins
24 Aβ40 
and  Aβ42  which  is  related  to  Alzheimer’s  disease  with  resolution  similar  to  that  of 
cryogenic  electron  microscopy  (EM).  Apart  from  the  advantage  of  the  simplicity  of 
sample preparation with respect to the cryogenic EM, imaging with cnt – tips enables 
scanning without sample fixation on the substrate which opens up the prospect of in – 
vitro imaging
22. Also high resolution imaging of molecules in solutions where the ionic 
concentration can be well defined is possible with the cnt – tips, while only dried samples 
can be imaged with cryogenic EM.  
Furthermore  the  well  defined  chemistry  of  carbon  nanotubes  allows 
functionalisation of cnt – tip at its very end by a few molecules and in some cases by only 
one. With such kind of tips, chemical force microscopy (CFM) can be performed, which 
enables the probing of the chemistry of surfaces in a molecular level
21,22,25. 
4.5  Fabrication of Carbon Nanotube AFM tips 
  Below the various methods of fabrication of carbon nanotube AFM tips are 
described emphasising the ones that were used in the current project.   113 
growth. The batches on to which the CVD process was applied within the same day that 
they had been dip coated gave higher percentage of tips with nanotubes on their surface. 
It is possible that atmospheric moisture deactivates the catalyst and therefore the longer 
the catalyst is exposed to the air the higher the probability not to yield any growth.   In 
each batch of tips the growth was not homogeneous as there were tips with vast growth 
and others with none. This probably has to do with the statistical character of the dip 
coating  process.  Due  to  the  mesoscopic  size  of  the  tip  surface  relatively  important 
variations are expected on the number of the catalyst particles that have been attached on 
it and the tips with low catalyst density gave poor or no growth. Other conditions such as 
catalyst aggregation might have played some role as it reduces the catalyst active surface 
and therefore makes the catalyst particles less effective. 
The CVD growth parameters described above for recipes A and B were found to 
be the minimum ones for obtaining growth on the tips. Variations towards reducing the 
carbon feedstock or the growth time resulted in no growth or extremely low percentage of 
tips  with  carbon  nanotubes  on  their  surface.  The  minimum  growth  parameters  were 
preferred because they have higher probability to give rise to small diameter ropes of 
SWCNTs or even individual SWCNTs. Furthermore the minimum parameters are less 
likely to give long nanotubes protruding from the tip apex which might result in their 
bending  and  the  formation  of  loops  (Figure  4-6c,d)  which  are  more  difficult  to  etch 
electrically  and  convert  them  into  useful  probes.  Additionally  high  rate  of  carbon 
feedstock might result in saturation of the catalyst particles with amorphous carbon which 
has as a consequence their deactivation. The growth temperatures of recipes A and B 
were the optimum ones for temperatures within ± 50 
oC  from the given ones above 
practically no growth was observed.   117 
case of bimetallic catalyst because the reduction of the metal particles has been carried 
out in advance during the preparation of the solution and MnO promoter is used for the 
growth.  Substrates  with  carbon  nanotubes  have  been  produced  with  all  of  the  above 
methods however not always successfully. The reason that the same method does not 
work every time has probably to do with the moisture in the catalyst, which gets higher 
with time.  
A large number of substrates underwent CVD growth. The ones that had been coated 
with ferric nitrate gave the highest density of growth. It was assumed that the likelihood 
of carbon nanotubes growing vertically on the substrate increases with the density of the 
growth. Because of this assumption the effort for the fabrication of a pick-up substrate 
was focused on the substrates that had been coated with ferric nitrate. Strong indication 
that the latter assumption is correct came later from the experimental data that will be 
presented below. The density of the catalyst solution was optimised in order to give as 
dense growth of nanotubes as possible and also a good distribution of small diameters. 
For these reasons the catalyst solution density should have been adequately high in order 
for the surface density of the catalyst particles to be high on the substrate but also it must 
be kept low in order to prevent the formation of aggregates. Catalyst aggregates have 
smaller active surface and therefore keep the growth density low and also give rise to the 
growth of nanotubes with bigger diameters
37,38,39. The ferric nitrate solutions were always 
sonicated in order to break the catalyst aggregates and centrifuged in order to remove the 
big catalyst particles. The SiO2/Si substrates were cut from a 5 inches wafer in 1cm x 
1cm  squares.  The  thickness  of  the  oxide  layer  was  evaluated  from  reflectance 
measurements
40 and was found to be more than 300  m which is enough in order to 
prevent diffusion of the catalyst particles in the silicon
41. The substrates  were sonicated 
in  acetone  in  order  to  remove  organic  contaminants  then  in  deionised  (DI)  water  to 
remove any remains of acetone and non organic particles and then in methanol in order to 
remove the water. During sonication each substrate was kept in a separate container in 
order to prevent fracturing of the substrates and contamination of their surfaces. After the 
sonication the substrates were dried under air spray. Then they were dip coated in the 
catalyst solution for a short time (from 10 sec to 120 sec) and after that they were rinsed 
with plenty of hexane in order to rinse off any excess catalyst that is not attached to the   120 
elastic  constant  of  the  cantilever  by  making  it  weaker  and  thus  changing  its  natural 
frequency. Because the drive frequency of the cantilever is constant and has been set at 
the natural frequency (or eigen frequency) of the cantilever the effect of the above change 
is the decrease of the oscillation amplitude as the resonance has been shifted away from 
the  driving  frequency.  This  effect  increases  as  the  sample  –  tip  separation  distance 
becomes shorter and results in a linear decrease of the oscillation amplitude. At a certain 
point  (which  is  at  about  8  nm  in  Figure  4-10a)  the  protruding  nanotube  touches  the 
substrate and starts bending. This exerts a repulsive force on the tip which makes smaller 
the  weakening  of  the  cantilever’s  elastic  constant  due  to  the  attractive  forces  and 
therefore “pushes” the resonance closer to the driving frequency. This has as an effect, an 
increase of the oscillation amplitude of the cantilever, as it can be seen in Figure 4-10a. 
Further bending causes the nanotube to buckle and therefore a decrease in the elastic 
force that the nanotube exerts on the tip. Once more the increase of the attractive forces 
will shift the resonant away from the driving frequency with a consequent decrease of the 
oscillation amplitude
35 (point at about 3.9 nm in Figure 4-10a). The  shape of the FC 
curve as the one depicted in Figure 4-10a can be explained very well by taking into 
account  the  elastic  properties  of  carbon  nanotubes  and  for  this  reason  consists  a 
“signature” that a nanotube is attached on the tip.  
The final confirmation that a nanotube has been attached on the AFM tip is given 
from Transmission Electron Microscopy (TEM) images. In Figure 4-10b can be seen a 
TEM image of an AFM tip with a nanotube attached to it. It is clear from that image that 
the attached nanotube is a single walled one and that it is very well aligned with the tip. 
The diameter of the nanotube is 4 nm which is very close with the diameters of nanotubes 
on the substrate as they were measured by AFM (Figure 4-8c). It can also be seen that the 
attachment length on the tip is more than 70 nm. Considering that for a 4 nm SWCNT the 
cohesion energy with silicon is 0.67 eV/Å (see FIG. 3a in reference 30) this means that 
the cohesive energy between the nanotube and the tip is more than 466 eV which can 
explain the robust attachment of the nanotube on the tip.  
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and therefore apart from the information of the existence or not of  the nanopores  it is not 
possible to obtain information about the surface topography which is very important for 
understanding the properties of those materials. Although this problem can be overcome 
by using focused ion beam (FIB) milling of the sample to this is extremely expensive, 
time consuming and results in the destruction of the film. 
  On the contrary as it has already been explained above AFM (and also scanning 
tunneling microscopy (STM) in the case of conductive samples) can be used for high 
resolution  imaging  without  the  need  of  difficult  and  expensive  sample  preparation. 
Additionally as it has also been explained above it is not destructive and can be operated 
under ambient conditions. Furthermore the wide field of view of the AFM technique can 
reduce considerably the time needed for imaging the surface of mesoporous film and 
consequently  it  drops  significantly  the  cost.  However  the  size  and  the  geometry  of 
conventional AFM tips poses an obstacle in the high resolution imaging of the mesoporus 
surfaces. This obstacle as it will be shown below can be overcome by the use of CNT 
AFM tips. 
  Nanostructured films of mesoporous titanium dioxide (TiO2) on conducting glass 
slides of fluorine doped tin oxide (FTO) have been prepared  by using a liquid crystal 
template as described in reference 1. The method that was used for the above preparation 
is analogous to that described in reference 
46. The conducting glass slides that were used 
were Asahi, textured F-doped SnO2, 2.5x3.5x0.1 cm
3.  
  The samples were first imaged with SEM. The SEM images revealed uniform 
film thicknesses of 0.5 mm and macroscopically smooth surfaces. The films were well 
adhered on to the FTO substrates. They were also found to be homogeneous in cross 
section as well as in surface profile. 
  The mesoporous films were then imaged with AFM by using a SWCNT 
AFM tip (Figure 4-10c). One of the acquired AFM images of the mesoporous films is 
shown  in  Figure  4-11a).  An  ordered  array  of  nanometer-sized  pores  can  be  clearly 
distinguished. From cross sectional analysis (Figure 4-11b) it was found that the pores 
diameters  were  between  7  -  12 nm  and  the  repeat  distance  between  the  pores  was 
approximately 15 - 18 nm. From this information the pore volume fraction was calculated 
to be equal to 0.3. From the same analysis the pore depth was determined to be between   126 
4-5 nm. Because the film thickness is 0.5 µm it is very likely that not the whole depth of 
the pore is probed probably due to the short length of the nanotube tip. 
 The SWCNT AFM tip that was used for the imaging of the mesoporous films 
were  fabricated  with  the  pick  up  method  as  it  was  described  in  section  4.5.3    .  The 
effective  lateral  resolution  of  the  tip  that  was  used  was  5  nm.  It  was  determined  by 
analyzing images recorded on 5nm gold colloid standards deposited on mica
47. From the 
TEM image of Figure 4-10c it can be seen that the nanotube tip consists of a bundle of 
two SWNTs with a total diameter of 6.6 nm. Surprisingly the measured nanotube tip 
diameter is larger that the observed lateral resolution of the tip.  This effect has been 
reported in the literature
48. The possible explanations of this improved resolution are that 
an asperity or an edge of the nanotube bundle interacts with the sample
48. It is very likely 
that  the  same  reasons  hold  also  for  the  improved  lateral  resolution  observed  when 
imaging the mesoporus surfaces. In addition the relatively large diameter of the bundle 
and its small length could also contribute to the improved resolution due to the high 
stiffness of the nanotube tip. The latter eliminates or minimizes the deformation of the tip 
due to lateral forces caused by the van der Waals interaction of the nanotube tip with the 
sample which results in the reduction of the nanotube tip’s lateral resolution and imaging 
artefacts
33. In order to allow comparisons an effort was made to visualise the pores with a 
conventional  tip.  However  this  was  not  possible  due  to  the  very  corrugated  sample 
surface. Finally the pore diameter and repeat distance were measured with field emission 
SEM and were found in good agreement with the data obtained with the AFM. 
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4.7  Conclusions 
In  the  current  work  the  effect  of  the  size  and  shape  of  the  probe  on  the  imaging 
capabilities of the AFM was described. It was shown that carbon nanotubes are ideal 
probes for AFM imaging. Those probes were fabricated with two different methods and 
the  advantages  and  disadvantages  of  each  one  were  exhibited.  Although  the  surface 
growth  method  for  fabrication  of  nanotube  tips  is  promising  for  automated  mass 
production and therefore commercialisation of those tips it was found to be impractical 
for laboratory capabilities (small diameter furnace, no possibility of wafer production). 
On the contrary the pick up method was found to be able to yield a practically infinite 
number of nanotube tips fulfilling easily the needs in probes of an average lab although 
they have be produced one per time (no mass production).  
It was exhibited that AFM imaging of highly corrugated surfaces such as the ones 
of mesoporous materials is possibly when nanotube tips are used. This demonstrates the 
superiority of the nanotube tips over the conventional AFM tips while simultaneously 
opens up the prospect of imaging the entire mesopore range by means of AFM. The latter 
is expected to have a great impact in the understanding and controlling the properties of 
the mesoporous materials in the nanometer scale. 
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imaging of surfaces of mesoporous materials proving that this imaging is possible with 
this kind of probes which shows their advantage in comparison with the conventional 
AFM  probes.  Furthermore  it  indicates  the  possibility  of  AFM  imaging  of  the  entire 
mesopore range which is expected to extend down to the nanometer scale the knowledge 
and the control of such materials.  
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1.  The strong confinement regime in which the Coulomb interaction is small 
compared with the quantization of the kinetic energy due to the imposed 
confinement. An estimate
4 for when this happens is the dimensions of the 
dot with respect to the exciton bulk Bohr radius. According to this  strong 
confinement is expected for small quantum dots whose radius is smaller 
than the Bohr radius in the bulk. The wavefunctions of the electron and 
hole are largely uncorrelated. 
2.  The  weak  confinement  regime  in  which  the  Coulomb  interaction  is 
comparable  or  larger  than  the  sublevel  separation  caused  by  the 
confinement. In this case the centre of the mass motion of the as formed 
electron  hole  pairs  is  quantized  by  the  confinement  potential.  Weak 
confinement is expected for quantum dots with radius small than the Bohr 
radius of the exciton in the bulk. 
3.  In the intermediate regime the Coulomb interaction is much smaller than 
the  electronic  sublevel  separation  due  to  confinement  but  much  bigger 
than the corresponding hole separation. This happens due to the different 
masses of electrons and holes. In this regime the hole energy is quantized 
by the electrostatic potential of the electron orbital. 
Because
2 the Coulomb energy depends strongly on the value of the dielectric constant, 
dots of the same size but with different composition (and therefore different value of the 
dielectric  constant)  might  belong  to  different  regimes.  For  example  as  the  dielectric 
constant of III-V compounds is relatively small, the bulk exciton Bohr radius is bigger 
than 10 nm. Consequently dots with similar dimensions and enough deep potential  are 
expected to be in the strong confinement regime
4. However in II-VI compounds due to 
relatively  large  dielectric  constant  strong  confinement  is  expected  only  for  dots  with 
radius smaller than a few nanometres. 
Considering now the case of a spherical quantum dot, it can be shown that its 
lowest state is eight fold degenerate
2,. There is a number of mechanisms that can lift this 
degeneracy resulting in an exciton fine structure. Such mechanisms can be the internal 
crystal structure, the shape of the quantum dot, the electron – hole exchange interaction 
which depends on the overlap of the electron and hole wavefunctions. The states of the   149 
vanishes
2. Similar disassociation of a biexciton cannot take place in a quantum dot due to 
the three dimensional confinement
2. 
Exact  calculation  of  a  value  for  the  biexciton  binding  energy  is  relatively 
difficult
44. Analytical calculations of the biexciton binding energy in a spherical quantum 
dot
44 have shown that the first perturbation theory term vanishes while there is a strictly 
positive second perturbation theory term. The range of values for this term was found to 
depend  on  relative  ratio  of  the  dielectric  constants  of  the  quantum  dot  and  the 
surrounding material
44.   It has also been shown
2 that the biexciton binding energy is 
independent of the ratio of the electron and hole masses and increases with decreasing dot 
radius. 
Through the means of approximate methods (variational calculations) a biexciton  
binding energy value of 1.5 meV was predicted
2,45 for flat cones of InAs/GaAs with a 
diameter of 8 nm. Furthermore in the case of pyramidal quantum dots the biexciton is 
predicted to be anti-binding or binding depending on their geometry, composition and 
size
39. This is due to the piezoelectric effects in the quantum dot. More specifically as it 
has  been  discussed  in  reference  39  the  piezoelectric  quadrupole  potential  separates 
electrons and holes which has as an effect the reduction of the electron – hole attraction 
whilst simultaneously increases the pairwise Coulomb repulsion leading to an antibinding 
biexciton. However the piezoelectric effect scales linearly with the dot size and depends 
on  the  composition  and  geometry  of  the  dot.  Therefore  in  smaller  pyramids  or  in 
pyramids that consists of less piezoelectric materials, or they are less strained, or they 
have less developed facets the quadrupole potential is weaker. This gives rise to weaker  
electron  –  hole  separation  thus  enabling  the  exchange  and  correlation  interactions  to 
overcome  the  net  Coulomb  repulsion  allowing  the  formation  of  binding  biexcitons. 
Evidence for the validity of the above predictions are the experimental observation of 
antibinding biexcitons with binding energy of approximately -0.7 meV in 12 nm large 
InAs/GaAs quantum dots
46 while binding biexcitons with binding energy 3 meV were 
observed in 20 nm large In0.4Ga0.6As/GaAs quantum dots
47. 
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Chapter 6               Single Quantum Dot Optical Spectroscopy 
6.1  Introduction 
In this chapter is reported the work that was done on single dot spectroscopy. Our 
initial aim was to investigate the coherence of the ground state by applying a two colour 
pumped  time  resolved  photoluminescence  technique.  The  reason  for  applying  the 
aforementioned technique was to tackle the bad signal to noise ratio of the conventional 
pump and probe method (which in any case was applied on the same sample without any 
success in previous work). Although the final aims of this project were not completely 
achieved,  the  Photoluminescence  Excitation  spectroscopy  and  the  resonant  power 
dependence measurements revealed features of the single quantum dot system which to 
our knowledge have not been reported in the literature. 
 
6.2  Sample 
The  sample
1  was  prepared  by  the  group  of  Professor  Junishi  Motohisa  at  the 
university of Hokkaido in Japan. It was grown according to the Stranski –Krastanow
2,3 
method by the means of Metal Organic Chemical Vapour Deposition (MO – CVD)
3. An 
undoped GaAs substrate was used. A buffer layer of GaAs was grown on the top of the 
substrate. On the buffer a thin layer of 1.8 monolayers of InAs was deposited. The InAs 
layer  formed  islands  -  dots  in  order  to  accommodate  the  strength  due  to  the  lattice 
mismatch (Stranski –Krastanow mechanism). The as formed dots are of near - pyramidal 
shape
4 with heights between 5 and 8 nm and lateral sizes between 10 and 40 nm. All of 
the pyramidal dots sit on an InGaAs wetting layer. A GaAs capping layer of 300 nm was 
deposited by means of  low temperature  growth
5 on the top of the dots. The  average 
density of dots is between 1 and 5 3 10
9 cm
-2. 
On the surface of the capping layer an aluminium mask with circular and square 
apertures of various sizes (300 nm to 5 µm) was fabricated (Figure 6-1). The mask was 
fabricated  with  standard  photolithography  and  lift  off  techniques.  The  various  size 
apertures are needed in order to characterise the sample as a whole and also to allow 
single dot spectroscopy. The big apertures enable a relatively quick characterisation of 
the  different  areas  on  the  sample.  The  small  apertures  will  be  used  for  the  micro   167 
resonantly the ground state. The third pulse is the second probe which arrives at the same 
time or later than the pump. The spot size of the probes is about 10µm in diameter. 
Assuming that the spot is perfectly centred on the quantum dot only a small fraction of it 
will be absorbed (first probe) which corresponds to a disc of at most 40nm in diameter 
(i.e. a disc with a diameter equal to the lateral size dot). The second probe will find the 
ground state of the dot occupied and therefore it will not be absorbed. The difference 
between the two probes is the signal and corresponds to the fraction of the probe that has 
been absorbed when the pump is not present. By taking into account an exciton lifetime 
of the order of 1 ns and assuming that one photon per pulse is absorbed by the quantum 
dot, one would expect that the absorbed power would be equal with a few tens of pW. 
Considering now a background of the order of 1mW the resulting S/N is of the order of 
10
-8 which is at the limit of detection. However those ideal values of the signal might be 
decreased by practical difficulties such as the impossibility of centring the beam exactly 
on the dot, the non perfect Gaussian shape of the beam and the tiny amount of power that 
corresponds at the component of the pulse which is exactly equal with the energy of the 
ground  state.  The  10
-8  S/N  ratio  is  at  the  limit  of  detectability  and  it  was  found  the 
experiments were unable to detect any effect
vii. This first attempt failed to produce any 
results  and  the  next  alternative  was  to  apply  a  two  colour  pump  time  resolved 
photoluminescence experiment. 
6.4  Two colour Pump Time Resolved Photoluminescence 
  To resolve some of the problems observed with experiments discussed above a 
new experiment was proposed. This is a two colour two pulse experiment. The one pulse 
is tuned exactly at the energy of the ground state of the dot (first pulse) and the other one 
is the second harmonic of the first pulse and pumps the GaAs barriers exciting the dot 
non-resonantly.  As  the  carriers  relax  they  fill  the  states  of  the  dot.  However  the 
occupation of the p-state is strongly depend upon the occupation of the s-state which is 
controlled by the first pulse. Therefore the p photoluminescence should provide a useful 
                                                 
vii Also a variant of the pump and probe experiment where the pump was tuned at the energy of the p – state 
of the dot did not yield any results.   173 
excitons must then populate the fourfold (including a factor of 2 for spin) degenerate p – 
shell
12,13,14. 
The power dependence features of line – 3 are in a striking agreement with the 
above physical mechanisms. First as it has already mentioned above PL signal from line 
– 3 was recorded at almost the same power as for the biexciton (Figure 6-5 a) and b) for 
the spectral trace which corresponds at 1.12 W excitation power).  It has super – linear 
behaviour as a function of excitation power which is expected as its PL strength would 
depend also on the occupation of the s –shell which has super – linear dependence upon 
excitation power as it has already been shown above. Finally it reaches saturation at even 
higher power (~50 W Figure 6-6) than line – 2 (biexciton) which is a consequence of the 
further filling of the p – shell after the s – shell has been fully occupied.  
Furthermore line – 3 is 35.4meV higher in energy than the exciton (line – 1) 
(Figure 6-7) which is in the close vicinity of the GaAs LO phonon energy
15,16. Therefore 
relaxation  of  carriers  from  that  level  to  the  ground  state  by  LO  phonon  emission  or 
through two phonon (LO+LA) mechanisms is possible
17. This is also consistent with the 
PLE data for this quantum dot (Figure 6-8 a) and b)) which show a strong resonance 
close to the energy of line – 3. Finally it is also very close to the 32meV (within a 
standard deviation of a few meV) energy spacing between the s- and the p- shells (Figure 
6-4) of a good
viii set of quantum dots of this sample. Those facts strongly suggest the 
possibility that line – 3 is the exciton recombination in the p-shell.  
                                                 
viii “Good” here with the meaning of adequate number.   179 
 
The main resonance, which appears in the excitonic PLE spectrum, at 913.17nm, 
does not coincide in energy with any of the observed emission lines under non-resonant 
excitation. Furthermore at the same energy the main resonance for the charged exciton 
appears as well (Figure 6-8b).  
There is a possibility that during the emission the energy of the state has been 
shifted due to the fact that the occupation in the dot is different than when exciting in 
resonance. When the dot is pumped non resonantly at the barriers the filling of the p shell 
will start when the s shell has been completely filled and cannot accommodate any more 
excitons  according  to  the  Pauli  exclusion  principle.  In  this  case  the  energy  of  the 
transition that corresponds to the recombination of an exciton in the p shell would be 
determined by the energy of the of the p state when only the single particle levels are 
considered, as well as by the Coulomb exchange interaction between the excitons that 
occupy the dot. On the contrary when the dot is pumped resonantly there are no other 
excitons but the one created in the p shell whose energy would correspond to the one of 
the single particle levels. Therefore it is not expected the energy of the p state emission 
under  non  resonant  pumping  and  the  energy  of  the  PLE  resonance  to  coincide.  This 
means that the observed PLE resonance could correspond to absorption at the p state. 
 Another possible model that could explain the above effect is phonon assisted 
absorption
20,21 (Figure 6-11). According to this model a photon is absorbed into the state 
|GS+1LO>  followed  by  creation  of  an  exciton  in  the  ground  state  |GS>  and  the 
simultaneous emission of 1 LO phonon. This mechanism could account for the exciton 
resonance but also for the one of the charged exciton considering that in the latter case 
the emitted phonon has a slightly different energy due to the small energy separation of 
the exciton and charged exciton states (0.9 meV).   181 
with localised phonons). The reason that the feature at 913.17 nm (30.16 meV) is of 
much larger strength, has probably to do with the fact it is a few meV (~ 5 meV) close to 
an excited state and thus the transition probability will be enhanced by resonant coupling 
with excited state transitions as it is shown in Figure 6-11. However it is not clear why 
the feature at 911.13 nm (33.2 meV) does not behave in the same way
xi. It is likely that 
the reason for this is due to scattering selection rules. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                 
xi Could it be an acoustic phonon side band?   182 
6.6  Time Resolved Two Colour Pump Photoluminescence 
Experiment 
  In order to study the coherent optical properties of the exciton ground state, a two 
colour pump experiment was performed on quantum dot 6. The laser was tuned at exactly 
the same wavelength as the exciton ground state and was set to work in picosecond mode 
at 76 MHz repetition rate.  A fraction of the laser power was used for producing blue 
picosecond pulses by frequency doubling through a BBO crystal. The delay time between 
the  blue  and  the  infrared  pulses  was  controlled  by  a  translation  stage  with  a  retro-
reflector. The power of the two beams was controlled by two different liquid crystal 
modulators in association with two cube polarizers. The spot size of the infrared pulses 
on the sample was around 10  m and the one of the blue pulses about 5  m.  Using a 
band  pass  filter  (in  order  to  eliminate  the  laser  scatter)  centred  at    910  nm    with 
FWHM=10 nm, the photoluminescence spectrum around the p-state was collected. The 
p-state of dot was placed at the upper (long) wavelength side of the spectrometer spectral 
window so as to reduce further the laser scatter from the infrared pulses. 
   The ground state of the quantum dot was pumped with the infrared pulses and 
non-resonant pumping at the double energy was applied with the blue pulses. The power 
of the blue pulses was kept at 3.6  W which is the point on the power dependence curve 
that  one  would  expect  to  observe  significant  rise  in  the  strength  of  the  p  state 
photoluminescence by increasing the occupation of the exciton ground state. The power 
of the infrared pulses was adjusted at 4.6 mW in order from the one hand to achieve 
strong pumping of the exciton ground state and from the other keep the laser scatter as 
low as possible and also to avoid other red shift effects which are going to be described 
further bellow. The blue pulse was delayed by 0.5 ns with respect to the infrared one. 
This delay was chosen in order to be shorter than the exciton lifetime
24 which is expected 
to be more than 1 ns in this type of quantum dots.  With  the  above  settings  the 
photoluminescence spectrum around the p-state (at 910.5 nm) was obtained in two cases: 
i) when the quantum dot was only pumped non-resonantly with the blue pulses and ii) 
when  it  was  pumped  resonantly  and  non-resonantly  with  infrared  and  blue  pulses 
respectively.  As  it  can  be  seen  in  Figure  6-12  there  is  a  clear  rise  in  the  p-state 
photoluminescence when the quantum dot is pumped with both kinds of pulses, infrared   189 
to be mentioned though that the reported quadratic temperature dependence concerns dots 
which is occupied by only one exciton while it the case of the collected data for qd 6 
clearly  show  that    more  than  one  excitons  were  occupying  the  dot.  This  fact  might 
contribute to the divergence from the quadratic model. 
  The intensity increase with temperature of the spectral lines probably originates 
from  the  efficiency  increase  of  the  relaxation  processes  in  the  quantum  dot.  This  is 
something to be expected as the phonon population increases with temperature.  
  Finally observed effects as the change of the intensity ratio of the exciton and 
biexciton are probably related with the different effect of the temperature on the different 
relaxation channels for the carriers into the exciton and biexciton states as well as with 
possible effects on the radiative lifetime of the two states. 
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intensity profiles versus excitation intensity have been plotted in single line graphs in 
Appendix  II  ).  As  it  can  be  seen  from  those  profiles  (Figure  6-20)  line  “c”  and  “d” 
(charged exciton and single exciton respectively) have the same dependence on excitation 
intensity in all of the measurement sets (curves  c1-4 and d1-4 in Figure 6-20). This is 
expected  since  both  lines  correspond  to  a  dot  with  only  one  exciton.  The  different 
strength of their PL intensities which is in favour of the exciton has probably to do with 
the  relative  low  probability  for  thermal  excitation  of  the  extra  carrier  at  cryogenic 
temperatures. However the behaviour of both of them as a function of excitation intensity 
varies considerably in the different sets of measurements (1-4), although their behaviour 
with respect to each other is the same in each set. In set “1” a strong oscillation of their 
PL intensity appears which peaks at 8.5mW and then drops by more than 50% of the 
peak  intensity  and  almost  levels  out  at  that  value  after  22mW.  In  set  “2”  their  PL 
intensity exhibits two milder and broader oscillations which peak at 13mW and 37mw 
while their strength is considerably weaker. In set “3” the PL intensity of the two lines 
appears  to  rise  mainly  linearly  with  the  excitation  density  although  due  to  the  low 
strength of the PL it is not possible to distinguish other features due to the background 
noise. Finally in set “4” the PL is significantly stronger than any of the previous sets. It 
exhibits at least three oscillations with the strength of the one that appears at low power 
to be the highest and that of the one at the highest power to be the lowest. From those 
oscillations only the first one exhibits a clear peak at 5.2mW while the other two exhibit a 
kind of plateau (or a double peak the second one as it appears in both exciton and charged 
exciton)  and  they  are  significantly  broader  than  the  first  one  with  the  last  being  the 
broadest. 
  The oscillations of the PL profiles described above cannot be attributed to random 
fluctuations of the excitation density. The monotonous wavelength shift of the PL lines 
towards  longer  wavelengths,  with  increasing  excitation  intensity  in  all  of  the 
measurement  sets  (Figure  6-19),  shows  that  such  fluctuations  have  not  occurred.  An 
obvious process which could lead to oscillations in the intensity of the lines is that it is 
likely that the absorption lines are shifted spectrally with increasing excitation intensity in 
the  same  manner  as  the  emission  lines.  Thus  if  the  system  is  excited  with  a  fixed 
wavelength the absorption of the light will depend on an excitation intensity dependent   197 
these lines the background noise might have hindered additional features of their power 
dependence. Line “a” shows a different behaviour in set 4 which is characterised by small 
oscillations (Figure 6-20). In the same set there is no adequate information for line “b” as 
its PL signal was close to the level of background noise and that of the PL pedestal of line 
“c”.  Therefore  it  was  not  possible  to  be  extracted  from  the  data.  From  the  above 
information  it  is  not  possible  to  determine  if  these  lines  originate  from  the  studied 
quantum dot.  However their independent behaviour with respect to the rest of the lines 
indicates that they do not.  
  The biexciton line (“e”) exhibits different behaviour than that of lines “c” and 
“d”(however it has been shown in figures Figure 6-5 and Figure 6-6 that it originates 
from  the  same  quantum  dot  as  line  “c”  and  “d”  and  that  it  also  has  super-linear 
behaviour).  In  all  of  the  measurement  sets  apart  from  set  3  it  exhibits  one  broad 
oscillation which peaks at considerably higher excitation density than lines “c” and “d”. It 
is expected that the biexciton PL would behave in a different way than that of the exciton 
and the charged exciton as the quantum dot in this case is double excited (two excitons in 
the dot). 
  In conclusion in this section the wavelength red shift due to excitation density was 
studied. The collected data revealed that this shift is not related with light absorption in 
the quantum dot or two photon absorption in the GaAs substrate. All of the spectral lines 
shift equally which indicates along with the first conclusion above that the shift is caused 
due to heating. The PL profiles of the exciton and the charged exciton show oscillations 
with excitation density and this behaviour cannot be explained only as a convolution of a 
red shifting absorption and the spectral shape of the pulse. The confirmation of the red 
shift  of  the  p  –  state  as  well  as  the  possibility  of  other  mechanisms  involved  in  the 
formation of the above PL profiles will be the subject of the next section. 
     
6.9  Photoluminescence Excitation Spectroscopy for different values 
of laser power  
In order to verify if there is a wavelength shift of the absorption which was one of 
the  main  assumptions  for  the  model  of  Figure  6-21  and  also  to  explore  further  the 
behaviour of the of the observed PL, four Photoluminescence Excitation Spectroscopy   203 
line occurring at ~30 meV in Figure 6-26) at higher laser power and becomes comparable 
with that of the main resonance. Similarly to what it was mentioned above for the main 
resonance those secondary resonances do not appear at a constant relative energy with 
respect to the corresponding PL line. Since the separation of the energy levels of the dot 
is around 30 meV (section 6.5.2   Figure 6-4) those resonances probably cannot originate 
from absorption in excited states of the dot. PLE features that have similarities with the 
secondary resonances presented here have been reported in the literature (see ref 22,23 ). 
In those references the secondary PLE resonance had been attributed to Raman scattering 
due to localised phonons
22 or due to a reduced symmetry of the dot which alters the 
structure of the excitonic energy levels, making it much more complicated than for dots 
of high symmetry
23. 
Additionally an increase of the PL background can be observed at the high laser 
power for some of the resonances. It is puzzling why the PL background is enhanced with 
excitation intensity for some resonances for instance the exciton (line d in Figure 6-26) 
and not for others as the trion (line c). This absorption background is reported widely in 
the literature and its origin has been attributed to electronic transitions from electronic 
levels of the dot to the wetting layer holes
26,27. 
Another striking observation from the PLE spectra of Figure 6-26 is the apparent 
broadening of the resonances as the excitation intensity increases. This broadening occurs 
mainly as a big enhancement of the pedestal of the resonances. Although by plotting the 
PLE spectra as a function of the energy separation from the exciton ground state cancels 
the effect of the wavelength shift (due to the fluctuations of the laser power), on the 
broadening  of  the  main  resonance,  the  same  cannot  be  assumed  for  the  strength  of 
absorption. It could be that the strength of the main absorption point (the sharp line of the 
resonance) would have been much higher with respect to the strength of the pedestal but 
it is not, because the pedestal is pumped with higher power and therefore it looks broader 
(more  enhanced  with  respect  to  the  sharp  line  where  the  main  absorption  occurs). 
However in the case of the exciton main resonance (Figure 6-26) the main absorption 
appears to be saturated and this is not an artefact due to laser power fluctuations. The 
highest power PLE scan (40 mW) at its highest attenuation does not drop more than 20% 
(down to 32 mW). Even in this case the excitation intensity of the highest power PLE   206 
6.10  Conclusions 
Optical  measurements  were  carried  out  on  a  single  quantum  dot  by  means  of 
confocal microscopy and spectral filtering. Photoluminescence lines that were observed 
were identified by their dependence upon excitation density. The main lines observed 
were identified as the ground state exciton at 1327 meV and the biexciton at -0.7 meV 
shift relative to exciton (sre) . A third major line was also observed at higher energy (35.4 
meV sre) and its power dependence indicates that is an excited excitonic state. Its energy 
shift relative to ground state exciton suggests that it is the p-state. 
In  order  to  confirm  the  connection  of  the  excited  state  with  the  dot  under 
investigation photoluminescence excitation spectroscopy measurements were performed. 
A  strong  resonance  at  energy  (30.16  meV  sre)  close  to  that  of  the  above  line  was 
observed. The difference in energy of the PL and PLE spectral features can be attributed 
to few body effects which are present in the luminescence experiments when the dot is 
multiply excited.  
Furthermore under resonance excitation a line at energy (1 meV sre) higher than 
that of the  excitonic ground state was also observed. This line is present only  under 
resonant excitation and simultaneous non – resonant excitation causes it to disappear. 
Therefore this line was identified as coming from a charged exciton state. The existence 
of such a state was attributed to backround dopping of the sample (charge traps) whose 
effect is eliminated when excitation above the quantum dot barriers takes place leading to 
generation of free carriers which can neutralize the charge traps. 
Having  identified  the  possible  p–state  a  time  resolve  two  colour  pump 
photoluminescence experiment was carried out. The aim of this experiment was to probe 
the ground state occupation indirectly, which would enable the realization of coherent 
measurements on the ground state without probing at the excitation energy. The latter is 
an inherent problem of the conventional pump and probe technique when probing the 
ground state as it leads to a big background resulting in poor signal to noise ratio. The 
time  resolve  two  colour  pump  photoluminescence  experiment  does  not  suffer  from 
background  as  it  indirectly  probes  the  ground  state.    In  brief  the  main  idea  of  this 
experiment is to use a non resonant pulse of strength which will lead to on average two 
excitons captured into the quantum dot. If these excitons arrive when the ground state is   207 
empty this will lead to no, or little p-state luminescence. However if at the time of the 
arrival of the non resonant pulse the s-state is occupied due to some resonant excitation, 
then the p-state will become occupied and p-state luminescence will increase noticeably. 
This idea was implemented by using an infrared resonant excitation pulse and doubling 
the frequency of the infrared to produce the non resonant excitation pulse i.e. red – blue 
pump – probe.   
A  change  in  the  photoluminescence  intensity  of  the  p–state  was  observed 
depending upon the intensity of the infrared pump, accompanied with a red shift in its 
emission energy. However both of the effects were found to be independent of the time 
delay between the infrared and blue pulses as well as the exact energy of the infrared 
pulse. This suggested that these effects were not simply related to the occupancy of the 
ground state. 
In order to identify the origin of those two effects further measurements were 
undertaken.  The  temperature  dependence  in  the  range  of  5  to  30  K  of  the 
photoluminescence under non resonant excitation was studied. The photoluminescence 
intensity of all of the observed spectral lines appeared to increase with temperature and 
shift its energy towards longer  wavelengths showing that heating might contribute to 
effects observed at the two colour pump experiment. Furthermore the exciton emission 
wavelength  was  found  to  have  an  over-quadratic  dependence  on  temperature  which 
deviates from the quadratic dependence predicted by Varshni's formula possibly due to 
many body effects in the quantum dot. The photoluminescence intensity increase was 
attributed to more efficient relaxation processes due to the increase of phonon population 
with temperature. 
The wavelength red shift due to increased excitation intensity under resonant or 
close to resonant excitation of the p-state was found not to depend upon excitation energy 
and was also observed for cw excitation. These measurements showed that this shift is 
not related with light absorption in the quantum dot or two photon absorption in the GaAs 
substrate. Furthermore all of the spectral lines shift equally as it would be expected if 
heating was the mechanism.  
The photoluminescence intensity profiles of the exciton and the charged exciton 
exhibited  oscillations  with  excitation  intensity  under  the  above  resonant  excitation   208 
conditions. Oscillations of the excitonic photoluminescence intensity as a function of the 
excitation intensity under resonant exctition from sub-nanosecond pulses in quantum dots 
have been reported in the literature and their origin was attributed to Rabi oscillations. 
However in the current experiments similar oscillations were also observed under cw 
excitation  which  rules  out  the  possibility  of  Rabi  oscillations.  The  latter  raised  the 
suspicion that an excitation induced shift of the absorption might be fully responsible or 
contributing to the observed oscillations. A simple mathematical model was developed 
assuming  that  the  absorption  lines  red  shift  with  a  fixed  energy  separation  from  the 
exciton  and  that  the  shape  of  the  absorption  line  does  not  change  with  excitation 
intensity. Comparison of this model with the observed oscillations showed that it cannot 
be the sole explanation of the observed effect. 
Photoluminescence  excitation  spectroscopy  scans  for  different  excitation 
intensities  confirmed  the  suspected  red  shift  of  the  absorption  lines  with  excitation 
intensity. The resemblance of this effect with the red shift of the photoluminescence lines 
with temperature indicates that heating might contribute to the red shift induced by the 
excitation beam. Two more effects were observed. The first one is an increase of the 
absorption  background  with  excitation  intensity  which  was  attributed  to  electronic 
transitions  from  electronic  levels  in  the  quantum  dot  to  wetting  layer  holes
26,27.  The 
second one is a broadening of the red shifting absorption lines with excitation intensity.  
Comparison  with  the  broadening  of  photoluminescence  lines  that  were  similarly  red 
shifted  due  to  temperature  increase  showed  that  the  excitation  induced  broadening  is 
considerably  wider  than  the  one  caused  by  the  temperature  increase.  Thus  heating 
induced  by  excitation  cannot  be  the  sole  explanation  for  the  changes  in  the  PLE 
spectrum. The overall mechanism that causes the red shift and the broadening of the 
absorption lines remains unknown. However the measurements indicate that the original 
concept for indirectly measuring the occupation of the ground state is not feasible. 
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excitons in the dot. The optical probe is the photoluminescence of the first excited 
state whose intensity would depend upon the occupation probability of the ground 
state. The latter is controlled by the intensity of the low energy pulse. This technique 
would enable the indirect observation and measurement of coherent effects such as 
Rabi oscillations.  
When  performed  the  time  resolved  two  colour  pump  photoluminescence 
experiment, a change of the intensity as well as a red shift of the first excited state 
were observed. Both of them appeared to depend upon the intensity of the low energy 
pulse but were found to be independent of the time delay suggesting that the origin of 
those effects was not simply related with the occupancy of the ground state. 
Further experiments were undertaken in order to identify the origin of these 
effects and also to find out if the study of the coherence of the ground state with the 
time resolved two colour pump photoluminescence method was feasible. Temperature 
dependence photoluminescence measurements showed all of the emission lines to red 
shift and increase their intensity with temperature in the range of 5 to 30 K. The red 
shift  was  found  to  have  over-quadratic  dependence  on  temperature  thus  deviating 
from the Varshni's formula. This deviation could be possibly attributed to many body 
effects. The intensity rise of the emission is probably the effect of the increase of the 
phonon  population  with  temperature  which  results  in  more  efficient  relaxation 
mechanisms  
Photoluminescence  measurements  under  resonant  excitation  of  the  first 
excited state showed that the red shift caused by the excitation intensity increase does 
not depend upon the exact energy of the excitation or upon the excitation being pulsed 
or  cw.  Therefore  the  observed  red  shift  is  independent  of  light  absorption  in  the 
quantum dot or two-photon absorption in the GaAs substrate. Furthermore all of the 
observed emission lines the same amount of red shift which resembles their shift due 
to heating. 
The intensity of the emission of the exciton and charged exciton exhibited 
oscillations  as  the  excitation  intensity  was  increased  under  resonant  or  close  to 
resonance excitation. These oscillation were observed for pulsed as well as for cw 
excitation thus excluding the possibility of being a manifestation of Rabi oscillations. 
The possibility the observed oscillations might  be a  convolution of  a red  shifting 
absorption  with  an  increasing  excitation  was  explored  through  the  means  of  a 
mathematical model. The latter showed that the red shift of the absorption although   224 
might contribute to the effect cannot be the only mechanism that causes the observed 
oscillations.  
The  red  shift  of  the  absorption  was  confirmed  by  photoluminescence 
excitation  spectroscopy  measurements  for  various  excitation  intensities.  The 
observation  that  all  of  the  absorption  lines  exhibited  a  red  shift  with  excitation 
intensity resembling that of the emission lines indicated further towards the thermal 
origin  of  this  effect.  In  the  same  experiments,  an  increase  of  the  absorption 
background with excitation intensity was also observed and attributed to electronic 
transitions  from  electronic  levels  in  the  quantum  dot  to  wetting  layer  holes. 
Additionally, a broadening of the absorption lines with excitation intensity occurred. 
This  broadening  was  found  to  be  considerably  wider  than  the  one  exhibited  by 
emission lines which have similarly been shifted due to temperature increase. The 
latter shows that the changes of the photoluminescence excitation spectra cannot be 
explained only by heating induced by the excitation. The overall mechanism of the 
red shift and broadening of the absorption lines remains unknown. Finally the above 
experiments indicate that the original concept for indirectly measuring the occupation 
of the ground state is not feasible. 
 