Abstract. Spatial cluster analysis is a uniquely interdisciplinary endeavour, and so it is important to communicate and disseminate ideas, innovations, best practices and challenges across practitioners, applied epidemiology researchers and spatial statisticians. In this research we conducted a scoping review to systematically search peer-reviewed journal databases for research that has employed spatial cluster analysis methods on individual-level, address location, or x and y coordinate derived data. To illustrate the thematic issues raised by our results, methods were tested using a dataset where known clusters existed. Point pattern methods, spatial clustering and cluster detection tests, and a locally weighted spatial regression model were most commonly used for individual-level, address location data (n = 29). The spatial scan statistic was the most popular method for address location data (n = 19). Six themes were identified relating to the application of spatial cluster analysis methods and subsequent analyses, which we recommend researchers to consider; exploratory analysis, visualization, spatial resolution, aetiology, scale and spatial weights. It is our intention that researchers seeking direction for using spatial cluster analysis methods, consider the caveats and strengths of each approach, but also explore the numerous other methods available for this type of analysis. Applied spatial epidemiology researchers and practitioners should give special consideration to applying multiple tests to a dataset. Future research should focus on developing frameworks for selecting appropriate methods and the corresponding spatial weighting schemes.
Introduction
Epidemiologists are keenly interested in understanding disease patterns in both space and time. John Snow's foundational investigation in 1849 in London, where cholera cases were visually clustered around a water pump suspected as the source of disease (at a time when many believed cholera transmission to be airborne), is now recognised as the beginning of spatial epidemiology (Johnson, 2006) . Contemporary methods in spatial epidemiology are more advanced, and the field is growing increasingly multi-disciplinary. Public health, spatial statistics and geographical information systems (GIS) have contributed more recently to spatial epidemiology, creating an emphasis on interdisciplinary collaboration and knowledge translation (Moore and Carpenter, 1999; Elliott and Wartenberg, 2004; Wang et al., 2006; Beale et al., 2008) . A commonly used methodology, and one that has been greatly enhanced by these linkages, is spatial cluster analysis (Openshaw et al., 1987; Besag and Newell, 1991) . Defined by the Center for Disease Control and Prevention (CDC) as "an unusual aggregation, real or perceived, of health events that are grouped together in time and space", a cluster can occur in several health classifications and data types; population-based (e.g. disease rates) (Jacquez and Greiling, 2003) , eventbased (e.g. point locations) (Schuurman et al., 2009b) , field-based (e.g. continuously distributed observations) (Rothman, 1990) or feature-based (e.g. points aggregated to boundaries) (Mostashari et al., 2003) . For every data type numerous spatial cluster analysis methods exist and vary broadly with respect to assumptions and interpretation (Moore and Carpenter, 1999; Jacquez et al., 2005; Kulldorff, 2006) . It is speculated that since the development of early algorithms, hundreds of new methods, and variants of existing ones have been introduced, providing researchers with more robust statistical and analytical capabilities (Kulldorff, 2006) . Spatial epidemiology is a large tent that encompasses many disciplines (e.g. disease surveillance, public health, veterinary epidemiology and disease mapping), each of which has been separately pursuing research in cluster analysis (Clark and Evans, 1954; Brown, 1982; Anselin, 1988; Gatrell et al., 1996; Getis, 2008) . Building and transferring knowledge within spatial epidemiology and across other disciplines is imperative for applied researchers and practitioners to utilize the most recent developments in the field. The scoping review is one vehicle for such an information exchange.
Review papers (Moore and Carpenter, 1999; Chung et al., 2004; Elliott and Wartenberg, 2004; Paez and Scott, 2004) act as "state of the science" reports to highlight innovations and trends of the discipline. In a similar vein, method comparisons Ozonoff et al., 2005; Aamodt et al., 2006; Duczmal et al., 2011; Yao et al., 2011) , and simulations highlight parameterization caveats (Sadahiro, 2003; Costa and Assunção, 2005) , statistical power , and practical issues and are beneficial for promoting knowledge transfer among users and developers. Though new methods are frequently tested, developed and released as packages or standalone applications, a remaining limitation is the lack of methods available through graphical user interface-based applications and accompanying documentation for them. Moreover, implementation outside of graphical user interface applications requires experience with advanced statistical programming tools. As most emerging methods are simulated using synthetic data (Wheeler, 2007; Meliker et al., 2009) , determining the efficacy of methods when tested against real-data is less certain, and performance measures and implementation issues borne from the uncertainty and variation of real-data is not frequently readily assessed (Ozonoff et al., 2005; Meliker et al., 2009 ). Point-event data are also referred to as spatial point process data, for which many methods exist (Getis and Franklin, 2010) ; however few see use in epidemiological analysis since aggregated health data is more accessible to researchers (i.e. county level US states or Health Regions in Canada). Because there are relatively few examples of point-event methods used in applied spatial epidemiological studies when compared to studies using methods based on aggregate data, it is important for researchers to know how they work and understand issues that may arise, in order to effectively evaluate and optimize method selection, parameterization, and interpretation when such datasets are available (e.g., animal health surveillance data). This paper aims to review research that has used spatial cluster analysis methods on individual-level, address location data, and highlight important issues for applied spatial epidemiology researchers and practitioners to consider when using this type of analysis.
Scoping reviews are a useful methodology for exploring a question or topic where little knowledge is currently established, highlighting research gaps and potential avenues for future studies (Arksey and O'Malley, 2005; Levac et al., 2010) . As opposed to systematic reviews where quantitative analyses may be employed to glean trends in literature, scoping reviews assess the qualitative content of literature through concept and thematic mapping (Levac et al., 2010) . Our objective was to review all published literature that utilized spatial clustering techniques for pointevent data. An ancillary goal was to call attention to the basis for spatial cluster analysis method selection and the issues therein by proposing several key themes recurrent throughout the papers and also illustrate the application of a selection of methods using real data (e.g. non synthetic).
Materials and methods

Selection of search terms and papers
Studies that fulfilled the following criteria were included in the review: the use of at least one spatial cluster analysis technique that analysed individual-level, address location data, or data derived from real-world geographical coordinates. Operationalization of the term spatial cluster analysis is imbued with ambiguity and results would have been superfluous if specific definition of the term was not used in the selection criteria. By constraining our search to this term, we aimed to select all papers used in applied spatial epidemiology since 2000. We included all papers that employed the use of spatial statistical and geostatistical techniques. Local and global methods were included, as both classes of methods analyse the data at the individual level, and only differ in the scale at which they are evaluated. Methods were then further categorised based on the type of data: areal, point and line. All studies that used point features to represent individual level, address location data in their analysis were included. Fig. 1 illustrates the process of the scoping review.
Our review was constrained to papers that applied a spatial clustering method to real data as our focus was on highlighting practical issues and impediments. Methodology papers were used as a means to develop a background for comparison of each study and to generate a table illustrating common analysis themes. Search terms were extracted from a range of academic papers that employed clustering methods in order to ensure coverage of diverse disciplinary language regarding methodology. Our temporal window for acceptance was set from the year 2000 to present.
Once databases were selected (Medline, Web of Science, Science Direct, Academic Search Premier, Jstor, Criminal Justing Abstracts, Global Health, BIOMED Central, CINAHL, TOXNET and Environment Complete), we started our searching process beginning with the formulation of search terms. Final results were compiled and independently reviewed by reading abstracts and certain sections of the articles (i.e. methods, introduction, results and figures) that revealed relevant details regarding spatial data resolution. Articles were then selected based on a set of inclusion and exclusion criteria. Systematic screening of the content was performed; we determined which articles to include in the charting and collating stage. Themes were iteratively identified and extracted based on author's knowledge and published go-to papers (i.e. review or "state of the science" papers). Consensus was reached for inclusion of themes over several meetings and subsequent content was collaboratively generated. Our goal in identifying themes was to summarise overall patterns of each paper's method implementation aspects. The identification of themes was also guided by the authors expert knowledge and key review papers. A detailed description of stages can be found in Fig. 1 .
Method testing
Empirical spatial cluster analysis methods identified in the scoping review process were run on real data to supplement the thematic discussion produced by the scoping review and to provide a visual example of some of their strengths and/or limitations. Methods were not tested for power to detect accurate clusters or for sensitivity. Our dataset was derived from a database of address level data of severe injuries for the province of British Columbia for the years 2001-2006 called the British Columbia Trauma Registry (BCTR). Our study area was limited to Metro Vancouver, British Columbia, Canada so as to restrict the included population to predominantly urban areas. All incidents in the study area were geocoded with 95% accuracy. The BCTR codes all severe injuries using the ICD-10 classification system, categorising injuries based on the nature of the injury (i.e. auto collision, pedestrian). Previous work by Schuurman et al. (2009a) detected significant clusters of severe pedestrian injury in Metropolitan Vancouver. Our exposure variable for this demonstration was also limited to severe pedestrian injury. For each method, analysis using pedestrian injury data was run where applicable, allowing comparison amongst multiple methods using the same dataset. All local and global methods were compared separately.
Where controls were required, they were estimated by randomly sampling all intersections and street segment midpoints. We do not recommend the use of this method for control sampling in pedestrian injury studies, and chose it based on convenience while considering the focus of this paper.
Results
In this scoping review our initial search returned 945 papers. After setting the inclusion and exclusion criteria and screening each abstract and method section of the papers for key words, we extracted 29 papers from our initial search. We found that point pattern methods, spatial clustering and cluster detection tests, and a locally weighted spatial regression model were most commonly used for individual level, address location data (n = 29). Table 1 provides a summary of each method outlining the application details associated with each method along with software, disciplines utilizing the method, and the relevant article citations from our search.
K-function
The K-function (Ripley, 1976) was the most used global clustering method (n = 9). The primary use of K-function analysis was exploring the presence and scale of spatial clustering of the selected exposure variables (Austin et al., 2005; Hillier et al., 2009; Day and Pearce, 2011) . The K-function was also used to assess the spatial structure of a distribution before conducting local analyses of spatial clustering (Han et al., 2004; Broman et al., 2006; Wheeler, 2007; Epp et al., 2010; Ngowi et al., 2010; Poljak et al., 2010) . Knowing the scale and structure of the spatial dependency among data helps the user confirm whether local analyses are required as well as provide an approximation of spatial weight specifications. Among the reviewed papers two variations of the method were used; univariate K-function (Gatrell et al., 1996) and K-function difference (Cuthbert and Anderson, 2002) . The univariate K-function method is best suited for case-event data, and the K-function difference, or bivariate K-function, is best suited for case-control data.
Our illustration of both K-function methods shows that both datasets are clustered. Fig. 2 illustrates the results of K-function methods applied to the BC injury data. Highlights of the outputs are the differences between results when comparing homogenous to inhomogeneous univariate k-function, and the graph as a visual utility to describe the spatial structure of the dataset. Analyses were done using the splancs (Rowlingson and Diggle, 1993) and spatstat (Baddeley and Turner, 2005) libraries of R statistical programming software(R Development Core Team, 2012).
Nearest neighbour statistics
Overall, nearest neighbour-based methods -nearest neighbour index (NNI) (Clark and Evans, 1954) , nearest neighbour hierarchical (NnH) (Levine, 2006) and Cuzick Edwards test (Cuzick and Edwards, 1990 ) -were the second most common class of global methods used in the papers reviewed. Nearly all papers were published from the health-related research disciplines (Andrade et al., 2004; Wheeler, 2007; Pasma, 2008; Lai et al., 2009; Meliker et al., 2009; Epp et al., 2010) . Papers that used case-event data utilized the NNI) and NnH methods. Papers that used case-control data utilized the Cuzick Edwards test (Wheeler, 2007; Pasma, 2008; Meliker et al., 2009; Epp et al., 2010) . Since they are global methods, the tests do not identify locations of clustering, rather the potential scales at which the distribution may exhibit dependence or association. Overall, nearest neighbour-based methods provide a similar function to the K-function in the way of a global analysis, but differs based on the definition of spatial neighbours and scale, i.e. spatial weights.
Our test of the Cuzick Edwards method indicates significant global clustering for all levels of K nearest neighbours (k-NN) ( Table 2) . Simulations (n = 999) were used for Monte Carlo significance testing. Compared to the K-function, CuzickEdwards defines spatial relationships in terms of nearest neighbours and not distance. This method offers an alternative exploratory approach for global clustering. Analysis was done in Clusterseer 2.3 (www.biomedware.com).
Local Moran's I
One paper utilized the local Moran's I (LMI) (Anselin, 1995) statistic (Gruebner et al., 2011) . Gruebner et al. (2011) applied a suite of Moran's I statistics (global univariate/bivariate Moran's I and local univariate/bivariate Moran's I) to explore self-rated WHO-5 mental health and health determining factor scores at the household level in Dhaka slums. Among the numerous variables tested, both global and local spatial autocorrelation was evident, with the intensity of the dependency decreasing as the amount of nearest neighbours increased. LMI is a powerful tool for detecting both spatial clusters and spatial clustering. Due to the type of data used for our method testing (case-control), we excluded LMI from that portion. 15, 28, 15, 11, 16, 19, 17, 1, 3, 5, 6, 9, 18, 20, 22, 26, 27, 29, 13 
Kernel estimation
A predominate use of kernel estimation approaches was for visual exploration of a dataset (Andrade et al., 2004; Wheeler, 2007) . The visual analysis provided through the KDE (Silverman, 1986 ) method makes reference and communication of results intuitive (Andrade et al., 2004) . Outputs from the Kernel density estimation (KDE) method also provide evidence of visual "hotspots" to the researcher for subsequent analyses (Lu, 2006) . Similar benefits can be realized from the Kernel intensity function (KIF) approach (Kelsall and Diggle, 1995) . Visual outputs communicate log relative risk ratios of cases and control data (Wheeler, 2007) .
Our tests using these two methods (Fig. 3 ) experimented with multiple bandwidth parameter settings; however for space reasons we chose to only include a Fig. 3 . Kernel methods results. Kernel density estimation (KDE) and kernel intensity function (KIF) surfaces generated using varying bandwidths (both). Representation illustrates the flexibility of using the KDE and KIF approaches serving as both visual and statistical tools. (A) KDE; (B) KDE; (C) KIF; (D) KIF. Fig. 2 . K-function global clustering results-not that this has been changed. Image illustrates the use of the K-function as a multiscale global spatial clustering tool where the observed curve is above the theoretical, clustering is apparent at the corresponding distances. For significance testing the inhomogeneous k-function (A) assumes a non-stationary point process, whereas the ordinary k-function (B) assumes a stationary point process. For a more intuitive value for K, the transformation of the values to an L function is widely applied. Simulations (n=99) were used for significance testing.
few different settings. In general, results for KDE and KIF approaches are similar; both readily identified where elevated intensities of pedestrian injury were. A minor difference in outputs is seen in the KIF method however, as the underlying population distribution is included (controls), depicting a slightly different risk surface than the KDE approach. Statistical analyses were carried out using the splancs (Rowlingson and Diggle, 1993) and spatialkernel (Zheng and Diggle, 2009 ) libraries of the R statistical programming software (R Development Core Team, 2012) All images were imported to ArcGIS 10 (ESRI, 2009) for representation and layer overlay operations. A slight variant of the KIF approach, the spatial relative risk function, is also accessible through the R package Sparr (Davies et al., 2011) .
Generalized additive model
Generalized additive models (GAM) are a type of generalized linear model (GLM) (Hastie and Tibshirani, 1987; Kelsall and Diggle, 2002) that extend GLMs by adding a smoothing function to account for geographical space. GAMs have most recently been used in spatial epidemiology and disease risk mapping (Ozonoff et al., 2005) . Of the 29 papers reviewed, five used GAMs. All five papers utilized the GAM approach for exploratory purposes (SiqueiraJunior et al., 2008; Vieira et al., 2008 Vieira et al., , 2009 Vieira et al., , 2010 Poljak et al., 2010) . A primary goal in epidemiology is the explanation of processes generating spatial and temporal patterns of disease and disease risks. GAMs can be applied in a space only, spatial-temporal, or time only frameworks (Vieira et al., 2009; Poljak et al., 2010) and have been cited to be particularly useful for analysing longitudinal data that incorporate residential history patterns (Vieira et al., 2010) . The spatial output of the variety of analyses are communicated through a smoothed risk surface, aiding visual recognition of patterns, a technique often used as an exploratory spatial data analysis (Poljak et al., 2010) . The prime advantage of GAMs is the ability to control for the underlying population distribution from spatial control locations -similar to the KIF -as well as covariates.
Illustration of the GAM yielded a similar visual display as the KIF and KDE, mainly due to smoothing parameters used in the method (Fig. 4) . The smoother chosen was the locally weighted scatter plot smoother (LOESS), and was applied to the x and y values of each case and control location. Akaike information Fig. 4 . Generalized additive model surface generated using optimal span size of .50. Statistically significant (P = 0.05) hotspots (high odds ratios) are coloured in red, and coldspots are in blue. Table 2 . Cuzick-Edwards global clustering method results. The first column (k) indicates the amount of spatial neighbours used. The test statistic is denoted by T(k), and describes the amount of neighbouring cases from k. The expected value of the test statistic T(k) is denoted as E(Tk). The variance of the test statistic around the mean value is denoted as Var(T). Bonferroni and Simes corrections are applied for multiple testing. The null hypothesis of complete spatial randomness was rejected at all levels of k-nn.
Bonferroni P-value: 0.005 Simes P-value: 0.001 criterion (AIC) was used to determine the optimal span size of .50. Only crude odds ratios were calculated as covariates were not available. Statistical analysis was carried out using the gam (Hastie, 2011) library of R statistical programming software (R Development Core Team, 2012).
Spatial scan statistic
Over half of papers in this review applied the spatial scan statistic to examine the spatial patterns of address location data (Andrade et al., 2004; Brooker et al., 2004; Han et al., 2004; Polack et al., 2005; Bautista et al., 2006; Chaix et al., 2006; Ernst et al., 2006; Pollack et al., 2006; Sarkar et al., 2007; Wheeler, 2007; Pasma, 2008; Warden, 2008; Huang et al., 2009; Meliker et al., 2009; Tanser et al., 2009; Epp et al., 2010; Ngowi et al., 2010; Poljak et al., 2010; Westercamp et al., 2010; Winskill et al., 2011) . Of the reviewed articles, 83% applied a Bernoulli model spatial scan statistic to case-control data; two of those articles also used other models in SatScan that can be applied to address location data, the discrete normal continuous model ) and the discrete poisson continuous model (Ngowi et al., 2010) , ordinal model (Westercamp et al., 2010 ) and the multinomial model (Westercamp et al., 2010) . A clear categorical distinction between applications was the scale of the study area in which the spatial scan statistic was used; large-scale (state, regional and metropolitan areas) versus small-scale (small areas, neighbourhoods and villages).
For different scales, the spatial scan statistic allows the user to adjust this setting based on the minimum or maximum percent of the population to include in relative risk ratio calculations; radius of the scanning window; and proximity from the center of the circle. Other papers have examined the difference between window settings (Chen et al., 2008; Jackson et al., 2009 ), but none have addressed the ability for the spatial scan statistic to detect clusters of the same phenomena at different scales.
Analysis of the injury data using the spatial scan statistic returned several significant clusters, with the most significant located in the same general region as previous tests of KDE, KIF and GAM (Figs. 5 and 6). For this test a similar approach to the KDE and KIF methods was used; exploring the results using varying definitions for maximum cluster size. We defined maximum cluster size in two ways; maximum percentage of population in scanning window and maximum scanning window radius. Cluster maps were imported to ArcGIS for overlay with streets and study area boundary. Fig. 5 . Spatial scan statistic surface generated using different maximum cluster size definitions based on maximum percentage of population at risk (top two images) and maximum distance of scanning window radius (bottom two images) assuming a Bernoulli probability model. Significance of pedestrian injury cluster tested at P = 0.05 and indicated with orange circles.
Themes
Our results summarise all peer-reviewed journal articles from the year 2000 to 2010 that met our inclusion criteria of using the term "spatial cluster analysis" to examine the spatial patterning of point-event data. Application of spatial cluster analysis to point-event data is mainly carried out through means of exploratory methods, emphasising the power of visualization. Authors seem to be aware of data resolution issues, but we maintain that consideration of other terms such as exploratory analysis, visualization, aetiology, scale, spatial weights and method selection should also be considered. These themes are not to be taken as strict guidelines for conducting spatial cluster analysis, but rather, they are recommendations from the authors' knowledge informed from key review papers and expert knowledge. Themes are summarised in Table 3 .
We categorised the themes into two divisions that may affect the way methods are employed by the researcher, including (i) methodological focus and (ii) data. Methodological focus refers to the reasons for undertaking research using a particular method. Data refers to how the actual dataset may dictate the way a method is selected, or the results of subsequent analyses. Several papers utilized multiple methods to investigate spatial phenomena with a closer lens (n = 24), what we are terming as an exploratory analysis. Application of a variety of methods is not too dissimilar from an exploratory spatial data analysis approach (ESDA), wherein the researcher applies multiple spatial analysis techniques to glean spatial patterns from the dataset, and identify associations to be later incorporated into a model, or confirmatory analysis (Haining et al., 1998) . A caution to this approach is the idea that "data snooping" or "data dredging" of the dataset via use of multiple methods or testing may lead to spurious post-hoc conclusions about underlying processes (Selvin and Stuart, 1966; Sullivan et al., 1999) . There is a tradeoff between exploratory and confirmatory approaches that can be mediated by the intended objective of the analysis. Where the objective is to delineate spatial clusters to guide further study or generate hypotheses of risk factors, multiple methods may reinforce findings and provide confidence that the located areas are in fact "unusual". However, if the object of analysis includes Fig. 6 . Spatial scan statistic surface generated using different spatial weight conceptualizations based on maximum percentage of population at risk and maximum distance of radius assuming a Bernoulli probability model. Significance of pedestrian injury cluster is tested at P = 0.05 and indicated with orange circles. Representation illustrates how scale of study area can affect spatial cluster analysis results, suggesting that spatial window settings should be tailored to the unique study objective in order to retain the method's efficacy. relationships among variables, for example in the context of fitting a spatial point-process model, a more restrained approach is recommended. The tendency of papers to use multiple methods suggests that the methodological focus of research using individual level, point-event data and moreover spatial cluster analysis, is closely aligned with ESDA. Fig. 7 illustrates the use of multiple methods on the same dataset with an emphasis on exploring the dataset. Moreover, visualization, an ancillary utility of ESDA, was also a commonly used analytical support tool or supplement to research (n = 29). Among the methods recorded in the review, KDE, KIF and GAM approaches produced flexible and intuitive visual outputs, advantageous for knowledge transfer in research and practice settings. Fig. 7 provides an example of the tested methods visualization outputs.
Spatial data resolution, aetiology, scale, spatial weights and method selection are themes that fall in the data category. Spatial resolution of data largely governs which methods can be used for analysis. Because spatial health data is normally aggregated to protect individual confidentiality, it restricts the selection of methods to those that handle data of coarser spatial resolution. It has been shown elsewhere that aggregated data can obfuscate local heterogeneity (Ozonoff et al., 2007; Meliker et al., 2009; Meliker and Sloan, 2011) caused by known spatial data issues, such as ecological fallacy (EF) (Openshaw, 1984) and modifiable areal unit problem (MAUP) (Fotheringham and Wong, 1991) . Aetiology of a disease process or health event is related to the spatial data resolution as well, but barely acknowledged in the papers reviewed. Like spatial data resolution, aetiology can affect which methods are chosen for subsequent analysis. It was suggested among some of the reviewed papers that an individuals' home address may not be an accurate surrogate measure for some exposures Vieira et al., 2009) , and that census tracts or dissemination areas may reflect the level of exposure more accurately. Incorporating a sense of an individual's activity space (Orellana and Wachowicz, 2011; Zenk et al., 2011) , mobility (Signorino et al., 2011) or latency period (Vieira et al., 2010) to an exposure may Methodological focus
Exploratory analysis
Several papers utilized multiple methods to investigate the spatial phenomena with a closer lens.
Adopting an ESDA provides more in-depth analysis because multiple spatial cluster analysis methods are generally adopted. Being able to compare the dataset among various spatial methods enhances the researchers understanding of the data, better informing their inference of patterns that may arise in the dataset.
Visualization
Spatial cluster analysis methods that incorporate visualization in their outputs are advantageous in research and practice settings. Kernel density estimation, kernel intensity function and generalized additive models were adept for achieving this objective. Visualization is also an important step in an ESDA process.
Data
Spatial resolution Spatial resolution is an important component in the process of selecting methods for analysis and has positive and negative implications for subsequent analysis. Acquisition of individual-level, pointevent data is absolutely necessary to prevent obfuscation of local spatial clustering. MAUP and EF are two common spatial data issues that may arise due to coarseness in the dataset.
Aetiology
Various data types and spectrums of spatial resolution can reflect the known aetiology of the studied phenomena. In some situations a single address level measurement (e.g. home address) may not be an accurate surrogate for exposure. Residential histories that include data on amount of times moved, and years spent at specific locations have proved an adequate surrogate for latency in disease.
Scale An overarching goal of spatial cluster analysis is to understand the spatial structure, or scale of the studied processes. Equally important is determining optimal scale to analyse the data, or study area boundary extent, as it has been suggested in the literature that variable units of space can yield different results.
Spatial weights Varying conceptualizations of space will yield different results for spatial clustering and cluster detection. Likewise, each spatial clustering method will define space with different parameters. For most methods, selecting an appropriate spatial weight conceptualization remains a decision based on researcher discretion and should be heavily considered when synthesising results. paint a clearer picture of exposure as well. Similarly influential to spatial cluster analysis is the theme scale. Papers in this review were split in terms of the scale of study area for analysis; large scale (counties, metropolitan areas and provinces) and small scale (local neighbourhood areas). It has been suggested that a study area's boundary extent can affect the likelihood for detecting a true cluster (Jacquez and Greiling, 2003; Wheeler, 2007) . Papers in our review illustrate this effect, which detected clusters that span several km in diameter throughout a rural area (Ngowi et al., 2010) , or multiple contiguous neighbourhoods throughout a metropolitan area (Chaix et al., 2006) . Our method test with pedestrian injury illustrated this particular effect when applying the spatial scan statistic to the same dataset only changed by an increased sample size and study area size (Fig. 6) . Spatial weights refer to the measure of spatial neighbourhood relationships applied to spatial cluster analysis methods. In our review the most common issue with regard to spatial weights concerned the spatial scan statistic and its inability to detect irregularly shaped clusters (Brooker et al., 2004; Bautista et al., 2006; Chaix et al., 2006; Wheeler, 2007; Huang et al., 2009; Tanser et al., 2009) . Since early developments of the spatial scan statistic options have been added to the software that deal with this issue and other scanning window methods have been developed (Tango and Takahashi, 2005; Duczmal et al., 2011) , however no reviewed papers applied them. Other methods such as KIF and GAM allow for flexible spatial conceptualizations of neighbourhood relationships through the application of smoothers (e.g. bivariate LOESS and spatial adaptive filtering), and bandwidth optimizations based on kernel functions. With regard to the spatial scan statistic, a fixed or variable scanning window setting is set a priori and its effect on cluster detection outcomes can be seen in our tests (Fig. 5 ).
Discussion
Our scoping review on spatial cluster analysis methods for individual level, address location data revealed that there has been an increased use of these methods among a range of research disciplines in the last decade. Based on our initial search for academic papers that fit our broad search criteria, a return of 945 papers used methods related to spatial cluster analysis. Without analysing the disciplines of our initial results, we may be able broadly assume that the final selection of 29 papers is somewhat reflective of the distribution, differing only on spatial data resolution (i.e. boundary versus address location). In a recent review of spatial analysis methods in spatial epidemiology (Auchincloss, 2012) , the authors returned Fig. 7 . Exploratory analysis example. Representation compares all visualization-capable methods applied to the same dataset. A) Statistically significant (P = 0.05) hotspots (high odds ratios) are coloured in red, whereas coldspots are in blue. B) Test assumes a Bernoulli probability model with a scanning window of 5% of the population at risk. Significant clusters (P = 0.05) highlighted with orange circles. C) Gaussian kernel with a bandwidth of 300, applied to cases only. D) Bandwidth of 500 applied to cases and controls. Statistically significant regions (P = 0.015) outlined by black contour line.
an initial total -after applying broad search terms -of 5,641 papers, and eventually accepted 206. Their analysis drew from a variety of health disciplines and broadly surveyed all spatial analysis methods that were applied to problems in the respected area. While neither this paper nor the aforementioned provide a clear explanation for the poor ratio between papers searched and papers accepted, specific to our research objectives, we speculate this arises from data availability or inadequate methods to analyse individual level point-event data. Nonetheless the adoption of spatial cluster analysis methods within, and beyond health-related disciplines, continues to be a burgeoning trend (Costa and Kulldorff, 2009) .
Since a 1999 review of spatial analysis methods in spatial epidemiology (Moore and Carpenter, 1999) , prevailing methods NNI, Cuzick-Edwards, K-function and spatial scan statistic remain among the most prominent methods for conducting spatial cluster analysis of point-event data. In particular, our review found that the spatial scan statistic was utilized for spatial cluster detection in 19 of the 29 reviewed papers. Much has been discussed about the flexibility of the spatial scan statistic (Kulldorff, 1999; Kulldorff et al., 2006 Kulldorff et al., , 2009 Costa and Kulldorff, 2009) , however, there has been equal amount of research highlighting some weaknesses of the method (Tango and Takahashi, 2005; Neill, 2009; Cançado et al., 2010 ) . Recent uses in spatial clustering methods, GAMs (Vieira et al., 2009) and KIFs (Wheeler, 2007) , illustrate the advantages of generating a smooth risk surface coupled with an intuitive visual output. While there has been an increase in the type of methods being adopted for analysis at the address level, there remain several unused methods for reasons unbeknownst to the authors (Kulldorff, 2006 ) (e.g. Turnbull's cluster evaluation permutation procedure, Besag and Newell's R, Tango's S flexibly shaped spatial scan statistic, Duczmal's simulated annealing method and Bayesian local likelihood method). Furthermore, as our review clearly illustrates, a number of themes germane to spatial data analysis are seldom considered, or at least mentioned by the authors in this review, even as review papers and comparison studies routinely identify and highlight issues to consider (Moore and Carpenter, 1999; Kulldorff et al., 2003; Ozonoff et al., 2005 Ozonoff et al., , 2007 Beale et al., 2008; Jackson et al., 2009; Meliker and Sloan, 2011) . With consideration to these issues we recommend a brief series of research areas for those even tangentially involved in the discipline to ponder.
Future research recommendations
Based on the themes generated from our review, we make a few recommendations for future research in spatial cluster analysis, and spatial epidemiology more broadly. Firstly, with regard to exploratory analysis, we recommend that researchers utilizing spatial cluster analysis as an exploratory tool consider using multiple tests to gain a greater understanding of the dataset. Recent approaches proposed in spatial epidemiology (Berke, 2005; Jacquez, 2009 ) focus on using multiple methods as a means to explore every possible avenue of the data to rule out false positives or spurious clusters. Second, researchers should not discount the utility of visualization as a supplement to analysis and enhancement to communication and dissemination of results. Most methods reviewed in this paper produce visual outputs of results, yet using visualization as an analysis tool is an alternative that has yet to influence academic research (Chen et al., 2008; Grubesic, 2010) .
Third, spatial data resolution and process aetiology are two inherently related themes that uniquely impact the design and results of research. It has been suggested in papers from this review that some levels of data resolution are not representative of the aetiology of some processes Vieira et al., 2009) . To answer this call, work on data collection techniques and spatial cluster analysis methods that incorporate a notion of an individual's activity space and mobility (Orellana and Wachowicz, 2011; Zenk et al., 2011) , or residential history (Meliker and Sloan, 2011) , should be encouraged throughout the disciplines involved with spatial cluster analysis. Building such an awareness throughout this research community will also bring more macroscopic issues to the front, such as privacy issues in health research caused by the distribution of sensitive, location-specific health data (Boulos et al., 2009; Meliker et al., 2009) .
Last, selection of appropriate spatial weights and, moreover, selection of a method suitable for particular datasets largely impacts the results from tests. As our test illustrated with the spatial scan statistic scanning windows, how the spatial neighbours are conceptualized can dramatically impact the location and extent of clusters. Recent papers have addressed both of these issues (Jacquez, 2009; Meliker and Sloan, 2011) , and called for the use of tools to aid users in selecting appropriate methods and spatial weights. We would like to echo their recommendations in light of the large disparity between methods employed and methods available to the user. Providing users with more sup-port around these two objectives will build a greater demand for the use of spatial cluster analysis methods on individual level, address location data.
Limitations
There are inherent limitations to conducting scoping reviews, as there is a subjective nature of setting search terms, and generating thematic categories (Levac et al., 2010) . This is a caveat associated with synthesizing data from various disciplines, and multiple methods of different statistical categories. With regard to search term selection, we attempted to prevent this issue by reading review papers and various methodological articles to extract key language identifiers. We felt that this was sufficient for the task, but also acknowledge there may have been articles excluded because of this (e.g. spatial point process methods and Bayesian disease mapping). It is strongly recommended that any researcher aiming to apply a scoping review methodology perform an exhaustive search for language germane to the respected literature before setting search terms. The low ratio of searched to accepted papers could also be explained by the focus of this paper to accept only papers that used x-y coordinate or address location data. In other words, the initial search may have yielded all results that used spatial clustering methods on all data aggregation scheme thus inflating the initial pool of articles. We tried several combinations of search terms to yield only the address level papers, however the searches resulted in significantly low search returns, often leaving out papers that actually used x-y coordinate or address level data.
A second limitation relates to the decision to exclude methodological papers, such as simulation studies, from the review. We sought to include all papers that have applied methods to real-data so as to extract methodological concerns raised by researchers who do not necessarily develop some of the approaches we reviewed. Not only did this specific procedure allow us to conclude which methods are used most readily, but also provided a rich contrast between issues identified in methodology papers and issues in more practical settings. We acknowledge that by excluding methodology articles we not only left out a large portion of spatial cluster analysis methods, but also more in-depth methodological issues. A few articles that were contributed by methodology developers provided us insight to those deeper issues, complementing other articles without that focus. An interesting future study would be a review based on methodological papers, with the end goal of outlining a framework for applying spatial clustering techniques to individual-level, address location data.
Conclusions
The study of spatially dependent variables in space has a long history that spans numerous disciplines and so communication and knowledge transfer between those academic communities is assumed to be a major enabling factor. The discipline of spatial epidemiology, in itself, is an immensely interdisciplinary field, unifying researchers in statistics, public health, global health, environmental sciences, geography and parasitology, as a small sampling of disciplines. In order to effectively search for, and select an appropriate method, it is therefore important to understand how data-related factors will govern the caveats and strengths of each respected approach. Our application of a scoping review technique allowed us to catalogue the approaches and summarise the issues associated with them. By compiling the literature that has applied these techniques, our results not only speak to the growth and diversity of disciplines that apply to them, but also highlight the potential to communicate various approaches in spatial cluster analysis. A scoping review methodology presents itself as a useful alternative to systematic reviews, as it strives in identifying broad research gaps and qualitative themes across a narrow subset of a field. It is our intention that researchers seeking direction for using spatial cluster analysis methods, consider the caveats and strengths of each approach, but also explore the numerous other methods available for this type of analysis.
