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Final report —CEH Integrating Fund Round 4
Development of an Integrated Hydro-Ecological Model
(DIEM) for global change research.
By Chris Huntingford, Peter Levy, Andy White, Andrew Friend.
October 2002.
This report summarises the work undertaken between CEH Wallingford and CHI
Edinburgh on the integrating fund titled "IHEM: development of an Integrated Hydro-
Ecological Model".
There are two key components to this project report. The first is the scientific output
to date, mainly in the form of research papers. The second concerns how the project
has enabled many new links to be built between the CEH sites, and the fertilisation of
a major new initiative, GHEM (Global Hydro-Ecological Model).
Project Background
The original objectives of the IHEM project were defined as:
Develop efficient integrated models of surface-atmosphere gas exchange
(including atmospheric and soil feedbacks) at a range of timescales.
For longer timescales, include anthropogenic forcings.
Increase the confidence with which land-surface responses to atmospheric
changes may be predicted.
Explicitly characterise such feedbacks.
Try to be succinct and parameter-scare within resultant models.
Ensure models are traceable to data.
IHEM Results
Land-atmosphere feedbacks are now recognised as having a very important role in the
climate system. No longer is the terrestrial ecosystem regarded as static, simply
responding to imposed climatological conditions, but is now known to be an integral
part of the global hydrological and many other geochemical cycles.
This project has addressed land-atmosphere responses on three timescales. These are
the daily timescale, seasonal and century timescale. The latter has implications
regarding the greenhouse gas debate. A missing scale, not addressed by this project, is
what occurs at the seasonal timescale.
All of these objectives have been addressed in some capacity through a set of
individual but tightly connected subcomponents of the THEMinitiative. During the
life time of this initiative, understanding global change has increased further in its
importance, and is now very much an international scientific priority. Land surface
á
responses are seen as exceedingly important for making impacts assessments, and
terrestrial response is now understood to play an important role on the climate itself.
Until recently, the land surface was regarded by many as "passive", merely
responding to climatic influences. Through simulations (crossing the full range of
models from simple "box" climate models to conceptual Planetary Boundary-Layer
feedback characterisations through to full Global Climate Models), the full extend of
the land —surfaceto be both controlled by and influence atmospheric circulations and
gas concentrations is emerging. Much effort has been placed upon relating model
simulations to data, thereby providing confidence in simulations of existing climates
and ability to project forward to potential behaviour within a "greenhouse gas"
enriched situation. Output from the IHEM initiative is outlined below in the form of
research papers or papers in progress.
Linkages with CEH
Some of the IHEMtime has been used to build stronger linkages across the whole of
CEH. Evolving from THEMis a similarly named initiative called GHEM, which
stands for Global Hydro-Ecological Model. This initiative includes ALL CEH sites,
and collaborative visits have also been made to every site. The concept of the GHEM
initiative is simple —there is a desperate requirement to extract CEH science for
integration within the global climate modelling debate. This statement is made from
first-hand experience of tight collaboration with the Hadley Centre (including
extended visits by Chris Huntingford to the Met. Office). All parties agree that the
CEH knowledge base requires mapping onto the global change arena. The GHEM
project has just received a grant of 41K pounds for rapid initiation between now and
March 2003, and may be regarded in many ways as a continuation of IHEM.
Other issues.
Personnel issues should be mentioned very briefly. The original proposal consisted of
Chris Huntingford (CEH_Wallingford) and Andrew Friend and Andy White
(CEH_Edinburgh). Within the lifetime of this project, both Andrew and Andy
resigned from CEH, and Peter Levy (CEH_Edinburgh) continued with this project.
Funding for year 3 of this project was held back and used instead in year 4. This was
to allow Chris Huntingford to be transferred for a year to the emergency DEFRA
study into climate change and the Autumn 2000 floods.
There now follows a list of particular activities undertaken within the IHEM
framework.
Pro'ect Details each iece of research follows in full within the re rt and after
this summa document :
The behaviour of a mixed-layer model of the convective boundary-layer coupled
to a big leaf model of surface energy partitioning.
Huntingford, C. and Monteith, J.L. (1998)
Paper status: Published: Boundary-Layer Meteorology 88: 87-101
Timescale of interest: Diurnal
á
Daily mean values of the Priestley-Taylor (PT) coefficient are derivedfrom a simple
model of the daily growth of a convective boundary layer. For a particular control set
of driving environmental variables, the mean PT is related to the inverse of the
prescribed bulk sutface resistance by a simple linear relationship. The dependence of
the parameters of linearity on weather is explored and a potential use of this linear
relation to provide information about regional values of stomata( resistance is
indicated.
Contrasting responses of a simple terrestrial ecosystem model to global change.
Huntingford, C., Cox, P.M. and Lenton, T.M. (2000)
Paper status: Published: Ecological Modelling 134:41-58
Timescale of interest: Centur
A simple parameter-scarce model of vegetation dynamics is introduced which
described a single dominant vegetation type using three equationsfor vegetation
carbon,fractional coverage by the vegetation and soil carbon. The model is driven by
net primary productivity, as calculated by a submodel of photosynthesis and plant
respiration. Three categories of response to prescribed increases in atmospheric CO2
concentration and temperature are identified: (1) The emergence of a new dominant
vegetation type in a cold environment, (2) the robust behaviour of an established
vegetation in a warm environment and (3) "Die-back", which can occur at high
temperatures.
An analogue model to derive additional climate change scenarios from existing
GCM simulations.
Huntingford, C., and Cox, P.M. (2000)
Paper status: Published: Climate Dynamics 16: 575-586
Timescale of interest: Centur
Funding source: Most of this occurred under subcontract to the Hadley Centre.
However, a little of the writing occurred during GHEM time. Please note that a
second phase of this work is currently underway, and includes the global carbon cycle
including land-atmosphere feedbacks. This work will hopefully be published during
the middle of 2003.
Changes in land sulface driving variables predicted by GCM transient climate
change experiments are confirmed to exhibit linearity in the global mean land
temperature anomaly, DT land. The associated constants of proportionality retain
spatial and seasonal characteristics of the GCM output, whilst DT land is related to
radiativeforcing anomalies. The resultant analogue model is shown to be robust
between GCM runs and as such provides a computationally efficient technique of
extending existing GCM experiments to a large range of climate change scenarios. As
an example impacts study, the analogue model is used to drive a terrestrial ecosystem
model, and predicted changes in terrestrial carbon arefound to be similar to those
when using GCM anomalies directly.
An equilibrium zonal energy balance climate model that incorporates a global
carbon cycle.
Huntingford, C., Hargreaves, J.C., Lenton, T.M. and Annan, J.
á
Paper status: Submitted to Global Planetary Change (this work is co-funded with
Earth System Model integrating fund)
Timescale of interest: Millennia
A global carbon cycle is introduced into a zonally averaged energy balance climate
model. Overall, this isfound to extend the range of insolation over which partial ice
cover solutions may befound to occur. However, the introduction of the global cycle
reduces the range of insolation values over which stable "small ice cap" solution
exist.
Regional Climate Model predictions of extreme rainfall for a changing climate.
Huntingford, C., Jones, R.G., Prudhomme, C., Lamb, R., Gash, J.H.C. and Jones,
D.A. (2003)
Paper status: In the press: Quarterly Journal of the Royal Meteorological Society
Timescale of interest: Hours
Funding source:
 ChrisHuntingford was released from the THEMinitiative to work on
the "emergency floods and climate" DEFRA report following the UK flooding events
that many were attributing to climate change. This has since spawned a further study
using a "nested" RCM simulation within the ECMWF re-analysis data. This allows
assessment of the RCM disaggregation method without large scale propagating errors
from the GCM. Such information is of vital importance when modelling how the land
surface may change for different rainfall patterns in a greenhouse enriched climate. It
is hoped that this second study will become a major "demonstrator" project within the
GHEM initiative. For this reason it is included in this re ort althou h no IHEM
fundin was used.
Major floods occurred in Great Britain during Autumn 2000. These were caused by a
rapid sequence of heavy rainfall events that occurred over a period of many weeks
leading to record-breaking monthly to seasonal rainfall totals. The question was
raised as to whether such rainfall events may be related to human induced climate
change.
Climate model predictions offuture changes in mean precipitation behaviour are well
established. However, to understandflooding requires an examination of predictions
of extreme rainfall behaviour and at a relatively small spatial scale. For three areas
within Britain, outputfrom a Hadley Centre Regional Climate model (RCM),
"nested" within one of it General Circulation Models (GCMs), is compared to
rainguage data averaged over these areasfor the periods 1961-1990. This shows that
the modelling system is good at predicting the statistical likelihoods of extreme
rainfall events seen in historical data. This result holdsfor extreme rainfall totals
over daily to monthly timescales.
When the modelling system is used to predict changes in these extreme events
resultingfrom atmospheric CO2 concentrations that may be representative of the
period 2080-2100, significant reductions in the return periods of such events are seen.
For example, 30 day rainfall totals which happened in the recent past on average
once in 20 years are predicted to happen once in 3-5 years. An interpolation method
based upon climate model output and incorporating rainguage data is used to
estimate how rainfall extremes may have changed between the middle of the 19th
Century and fir a period centred on the year 2000. This also predicts that increased
á
greenhouse gases have led to reduced return periods of extreme rainfall events for
three sites of interest thought in this case the changes are not statistically significant.
Seasonal Time-scale feedbacks between the atmospheric boundary-layer and
terrestrial ecosystems.
Levy, P. and Huntingford, C. (2004?)
Paper status: Early start to write up for Agric. Forest Meteorology
Timescale of interest: Seasonal
A copy of a powerpoint presentation is attached of a lecture given by Peter Levy to
American Geophysical Union. It outlines work looking at Planetary Boundary-Layer
feedbacks at the seasonal timescale, including influences upon interactive vegetation.
It is hoped that this work will eventually be mapped onto a manuscript for submission
to a referred journal.
A theoretical analysis of flux dependency in existing models of stomatal
conductance.
Huntingford, C. and Smith, D.M. (2003?)
Paper status: Accepted subject to changes, Plant Cell and Environment.
Timescale of interest: Diurnal
Stomatal conductance is variously depicted in current models as a function of
environmental conditions (Jarvis, 1976, Phil. Trans. R. Soc. Lond. B 273, 593-610),
transpiration (Monteith, 1995, Plant Cell Environ. 18, 357-364), net photosynthesis
(Leuning, 1995, Plant Cell Environ. 18, 339-355) or chemical signalling from roots
(Tardieu and Davies, 1993, Plant Cell Environ. 16, 341-349). A theoretical analysis
of these models is undertaken to enable development of a potentially unified approach
to modelling stomatal conductance. A single model is derived by combining the
Tardieu and Davies model of stomatal regulation by abscisic acid and leaf water
potential with Leuning's model of stomatal conductance as a function of net
photosynthesis. The resultant model describes stomatal conductance using just four
variables: these are the evaporative flux, net photosynthesis, soil water content and
ambient CO2 concentration. Stomatal response is thus dependent on fluxes of carbon
and vapour over diurnal timescales, as well as slower variation in soil moisture and
CO2 concentration. Dependencies on the environmental variables of humidity deficit,
surface temperature and light are implicit in theflux dependencies. The new model
has similarities to the model of Jarvis and is consistent with the proposal by Monteith
that the apparent response of stomatal conductance to humidity deficit is a proxy for a
dependence on transpiration.
The response of a terrestrial carbon cycle model to imposed climate change.
Huntingford, C and Cox, P.M.
Paper status: About to be submitted to CEH internal review
Timescale of interest: Centur
A dynamic terrestrial carbon cycle model (Cox, 1997) is analysed for its predictions
of vegetation and soil carbon content under imposed initial and time dependent
á
climatic changes in temperature and gross primary productivity. The model is
operated in both equilibrium and dynamic mode. The equilibrium solution, which
provides a general overview of model behaviour, is studied in depth. The dynamic
solution lag, when compared to the equilibrium solution, is analyzed and the largest
difference between the two solutions occurs when a change in vegetation type is
predicted. Such lags may be significant in size and therefore directly affect the global
carbon cycle, verifying the necessity to introduce dynamic terrestrial carbon cycle
models into GCMs.
Building a CEH Global Hydro-Ecological Model (GHEM)
The appendix contains three items related to this initiative:
The GHEM proposal
Extracts from the GHEM website this list around 40 new initiatives related
land surface behaviour to climate variability
A powerpoint presentation made at CEH Merlewood to the CEH management
team.
Remaining tasks
This project, through the various papers listed above (attached as appendices) has
addressed a set of issues associated with land-surface feedbacks. The HEM project
also asked that a common, transparent and easy to use modelling framework be
derived. The format for this is the GHEM (Global Hydro-Ecological Model) structure.
Besides drawing together CEH knowledge of land surface responses in a changing
climate, this initiative will link tightly with the UK climate modelling work as
undertaken at the Hadley Centre. The GHEM "scoping study" phase has now been
finished, and following on from this, NERC have offered a small grant between
October 2002 and April 2003 to activate around three key "demonstrator" projects. If
this works successfully, then it is hoped that GHEM will move forward as a new
"super-integrating" fund across all CEH sites. This will allow many aspects of this
HEM project to find a more formal and publicly available setting. Hence this final
report should be regarded as the completion of a first phase by CEH at combining
climate and "weather" information with land surface response. It should not be
regarded as the definitive CEH view on land-atmosphere feedbacks.
Funding and Acknowledgements
This study has allowed for both research into land-atmosphere feedbacks within its
own right (including a set of publications), initiated further long term projects
(especially GHEM) and provided important parallel analysis for more operational
climate prediction analysis (through links with the UK Hadley Centre and
floods/rainfall variation in a changing climate). The CEH Integrating Fund is
gratefully acknowledged for allowing all of this to have occurred.
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THE BEHAVIOUR OF A MIXED-LAYER MODEL OF THE
CONVECTIVE BOUNDARY LAYER COUPLED TO A BIG LEAF
MODEL OF SURFACE ENERGY PARTITIONING
C. HUNTINGFORD
Institute of Hydrology, Wallingford, OX IO 888, U.K.
J. L. MONTEITH
Institute of Terrestrial Ecology, Penicuik, EH26 OQB, U.K.
(Received in final form, 17March, 1998)
Abstract. Daily mean values of the Priestley-Taylorcoefficient,er,are derived from a simple model
of the daily growth of a convective boundary layer. For a particular control set of driving environ-
mental variables, a is related to the prescribed bulk surface resistance, rs by I/Er = Ilap + mrs
for parameters croand m. The dependence of the parametersctoand in on weather is explored and a
potential use of this linear relation to provide informationabout regional values of rs is indicated.
Keywords: Atmospheric boundary layer, Diurnal variability,Latent heat flux, Priestley-Taylorco-
efficient,Surface resistance
1. Introduction
In models of the convective boundary layer (CBL), the state of the underlying
surface is dominated by specification of a bulk surface resistance, rs, a quantity
that plays a central role in the partitioning of energy between sensible and latent
heat (Monteith, 1981). McNaughton and Spriggs (1989) used climate records from
Cabauw in The Netherlands to drive a CBL model and obtained daily mean val-
ues of the nondimensional Priestley-Taylor coefficient, a (Priestley and Taylor,
1972).They found that (5(was a sigmoidal function of the logarithm of rs, assumed
constant during the day. Using the same CBL model, it is demonstrated here that
the reciprocal of a increases almost linearly with rs and the extent to which the
constants of this regression depend on climate is explored.
2. The Governing Equations
The CBL model developed by McNaughton and Spriggs (1989) consists of (a) a
uniform surface at the ground endowed with the properties of a vegetation canopy,
a "surface" layer, the height of which is identified as the Obukhov length, L and
a "fully-mixed" layer extending from height L to a capping inversion, above
which a stable layer exists.
Boundaq-Layer Meteorology 88: 87-101, 1998.
W 0 1998Kluwer Academie Publishers. Printed in the Netherlands.
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2.1. THE CANOPY AND SURFACE LAYER
Canopy behaviour is described through the bulk surface resistance, rs. If 0, (K)
and *7, (kg kg- ) are, respectively, effective values at the vegetation surface of
temperature and specific humidity, then the upward latent heat flux, XE (W m-2),
may be defined as
XE = AP {9scu(0c) - 9,1 (1)
rs
where qsar (kg kg') is the temperature dependent saturated specific humidity, A.(J
kg- ) is the latent heat of vaporisation of water and p (kg m-3) is the density of air
at the surface. Energy closure is satisfied by
A = A.E + H (2)
where A (W m-2) is the available energy (net radiative flux minus downward soil
heat flux) and H (W m-2) is the upward sensible heat flux.
The surface layer is assumed to have height ILI (for consistency with Mc-
Naughton and Spriggs, 1989), across which fluxes of momentum, vapour and heat
are constant. This height is a somewhat arbitrary choice, but for most hours of
the diurnal cycle is similar in size to heights proposed by other authors (for in-
stance De Bruin and Jacobs (1989) and Garratt (1992) suggest one-tenth of the
boundary-layer height, and Raupach (1998) suggests a fixed height of 50 m). The
aerodynamic resistances to momentum, ram (s m-1), heat rah (s m-i) and vapour
(s m-1), across the surface layer are then defined by
lt,
ZOm
ram - ku. (3)
rah = ra, =
ku.
In (zom
ZOT
—ILI + In (—Zorn)- Viz
(4)
where 1, = -pc pu34,0,1(kg(H + 0.07XE)). Here, *, = 1.12 and *2 = 1.88
are stability corrections applied at z = ILI (Paulson, 1970). It is assumed that
In(zo„,/zor) = 2 (e g see Garratt, 1992) where zop,(m) is the roughness length for
momentum and zor (m) is the roughness length for both heat and vapour; k = 0.41
is the von Kirman constant, u. (m CI) is the friction velocity, g (m s-2) is the
gravitational acceleration and cp (J kg- K-1) is the specific heat capacity of air.
lf, throughout the fully-mixed layer, un, (m s-1) is wind velocity, 19„,(K)poten-
tial temperature and q„, (kg kg-1) is specific humidity, then these values provide
boundary conditions at the top of the surface layer so that
2U. = Urn (5)
rain
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XE =
49(qc - qm) 

rah
H =
pcp(Oa - Om)
rah
For specified values of um, Om, q„, and A, simultaneous solution to Equations (1) -
(7) gives values of 14,,,ram, rah, canopy level states, 0,, qc and surface energy fluxes,
XE and H. Elimination of variables means the latent heat flux may be written as
Xp (qsa,(0) - q„,
EA +
rahXE =
rs
6 +1 —
rah
where 6 is defined as
E =
qs0,(0a) - qsat(Om)
cp
 — •
f9c—
If E.is linearised as c (Xlcp)dqs01/d0, evaluated at 0 = Om,then Equation (8)
is formally identical to the Penman-Monteith combination equation (Monteith,
1981).However, such linearisation could produce significant errors if applied across
the entire surface layer (McArthur, 1990). For this paper (as in McNaughton and
Spriggs, 1989), the exact solution to Equations (1)-(7) is calculated.
2.2. THE FULLY-MIXEDLAYER
In the absence of advection, the daily evolution of Omand qm is determined by
the behaviour of the evolving CBL, the surface fluxes XE and H , and the ther-
modynamic conditions within the stable layer above the inversion capping. The
fully-mixed layer model (McNaughton and Spriggs, 1989) is based on budget equa-
tions (Tennekes, 1973 and McNaughton and Spriggs, 1986) for heat and vapour
(assuming L <<h), viz.
dOmdh
pcph—dt = H pcp[Os(h)- 0,,,]
dt
(10)
dh
—Aphdqm = AE pA[qs(h) - am] (I l)
dt ` 

Here h (m) is the CBL height, and 05(h) (K) and q(h) (kg kg- I) are respectively
the potential temperature and humidity within the stable layer directly above the
inversion capping. A third equation is required to close the system. The rate of
increase in height of the fully-mixed layer is assumed directly proportional to the
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virtual heat flux and inversely proportional both to h and to the gradient of potential
virtual temperature (McNaughton and Spriggs, 1989) so that
dh H + 0.07AE
-(17— pcphc1{9,(1+ 0.61q,))
dh
Given stable layer profiles of Os(z) and q,(z) above the CBL, and fluxes of AE and
H , the time dependent behaviour of Om,q„,and h may be calculated.
2.3. A NUMERICAL MODEL OF THE FULL CBL AND ASSOCIATED BOUNDARY
CONDITIONS
The cadopy, surface layer and fully-mixed layer are coupled. Fluxes of sensible and
latent heat, evaluated within the canopy and surface layer, depend on the mixed-
layer temperature and humidity. Simultaneously, the diurnal course of mixed-layer
variables depends on the integrated behaviour of such surface energy fluxes. This
paper explores a numerical model that combines all these components of the CBL.
Specified initial and driving boundary conditions are required. The diurnal
course of available energy is assumed to be parabolic as
t t
A = 4Amax , 1 ——
iday tday
where t (s) is time since sunrise, tda) (s) is day length and Arna.r (W m-2) is the
maximum available energy (at midday). Potential temperature and humidity within
the stable layer are assumed to vary linearly with height, that is
Os(z) = yeZ,
qs(z) = qs0 Yqz,
where 0,0 (K), y (K tn- ), qso(kg kg-1 ) and yq (kg kg- I rn- ) are lapse rates that
require specification.
To allow for the collapse of the nocturnal boundary layer and the development
of convection, boundary conditions of h0 (m), A00 (K) and Ago (kg kg-I ) are
specified at t = to = 3600 s after sunrise, when h(to) = ho, Om(to) = (ho) —
and q„,(t0) = qs(h0) — Aq0. The mixed-layer windspeed, um, is specified and
assumed constant both in height and time. The numerical model generates values
of XE, qm and hm as functions of time after sunrise.
(12)
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TABLE I
A control set of driving conditions for
the full CBL model
Variable Units Value
Amax W m 2 300
OA K 293.0
yo K m—I 0.003
9s0 kg kg—I 0.01
Yq kg kg—I m-1 0.0
un, m s-1 4.0
0.2
ho m 200
AGO K 1.0
Aq0 kg kg—I 0.01
tda) s 43200
2.4. DIAGNOSTICS
The Priestley-Taylor coefficient (Priestley and Taylor, 1972) can be expressed as
a .=
E + 1 AE
 x.
A
From Equation (8), Equation (13) may be written as
I +
Ap (qsa,(O„,) —qm)
croA 1 + C
rs—
I +  I + S
ra(€ + 1)
where C and S are nondimensional and referred to here as the climate number and
surface number respectively.
The Priestley-Taylor coefficient has often been reported as having only a small
diurnal range for both open water and freely transpiring vegetation (see for instance
Davies and Allen (1973), Bailey and Davies (1981) and Driedonks (1981)). Such
conservatism gives significance to a mean diurnal value of this variable, a. A fully
coupled model of the CBL allows investigation of the dependence of a on r s and
any prescribed driving environmental conditions. Such a model could also allow
comparison with the equilibrium approach, as presented by McNaughton and Jarvis
(1983) and Culf (1994).
a =
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3. Numerical Results
3.1. A SINGLEMODELRUN
The control set of driving conditions in Table I provides input for the CBL model
and Figure 1plots the daily evolution of the model diagnostics XE, Om,q,, h„,, a, C
and S with the bulk surface resistance set at rs = 100 s m-1. The Priestley-Taylor
coefficient demonstrates a high degree of conservatism throughout much of the
day, as identified and explored by De Bruin (1983). There is a period both at the
very beginning and end of each day, whereby H 0.071E < 0 (corresponding
to L > 0) and so the virtual potential heat flux is downwards. For such stable
atmospheric conditions, Equations (3) and (4) are not meaningful, and generate
singularities. The beginning of such a response may be seen in the anomalous
behaviour of variable C late in the day.
3.2. THE DEPENDENCEOF& UPON BULK SURFACE RESISTANCE, rs
The dependence of Ct,C and on rs is analysed for the conditions in Table I, where
the averaging is performed for 0.2tday < t < 0.8tday,that is the middle three-fifths
of each day. The numerical code is run for twenty values of rs = 10, 20..... 200
s m-1 (a range of surface resistance corresponding to well-watered to moderately
stressed vegetation) and results are presented in Figure 2. The correlation between
1/6/ and rs is nearly linear, so that &and rs may be related by
1 1
= — mrs. (15)
a ao
A simple least squares regression, for the runs in Figure 2, gives ao = 1.391,
m = 0.00326 m s-1 and a correlation coefficient of r = 0.998.
Also plotted in Figure 2 is the behaviour of Erfor far higher values of rs. The
sigmoidal dependence of ii upon log(rs), as observed by McNaughton and Spriggs
(1989), is now apparent. A linear relation between Ikit and rs is again present,
although this is not described well with the values of m and ao valid for rs < 200
s m-1. A linear fit for the wider range would be at the expense of accuracy at the
more important low rs values.
3.3. A CALIBRATIONOFcepAND in AGAINST INDIVIDUAL DRIVING
ENVIRONMENTAL CONDITIONS
The dependence of ao and rn in Equation (15) upon the parameters listed in Table
I is examined. Each parameter of Table I is varied individually and the numerical
CBL model re-run for the range 10 < rs < 200 s m-1. The "best fit" values of
CV
400
300
a)
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rn and a0 against rs are calculated, and then plotted against the adjusted parame-
ter (see Figure 3a and Figure 3b). In each example, the correlation coefficient r
was nearly unity, indicating that the reduction of the canopy, surface layer, and
fully-mixed layer description of the CBL to Equation (15) is robust. For the range
prescribed to each parameter, there is relatively little variation in either a0 or m,
except for the dependence on 0,0 and qs0. The dependence on initial conditions
h0, A00 and Aq0 are particularly weak. However, prescribed changes in individual
parameters are not directly comparable, so it is unwise to order sensitivities.
Because of the relatively small sensitivity of a0 and m to each parameter, regres-
sion coefficients associated with multiple changes in driving parameters may be
predicted with acceptable accuracy by a linear imposition of the results in Figures
3a and 3b. As an example, with Amax = 400 W m-2, 00 = 293 K and other
parameters as in Table I, then a0 = 1.344 and m = 0.00384 m s- . Similarly, with
Amax= 300 W m-2, 00 = 298 K then a0 = 1.464 and m = 0.00187 m With
the values for a0 and m as given in Section 3.2, then for both Amax= 400 W m-2
and 00 = 298 K, linearisation predicts
a0 = 1.391 + (1.344 —1.391) + (1.464 —1.391) = 1.417,
in = 0.00326 + (0.00384 —0.00326) + (0.00187 —0.00326) = 0.00245.
As a check to obtain precise values, running the numerical model with Amax=
400 W m-2 and 00 = 298 K (other parameters as in Table I) gives a0 = 1.427
and m = 0.00241. As the error in prediction of a0 and In is significantly smaller
than the overall changes in these parameters, linearisation appears valid to a first
approximation. However, there are an unlimited number of possible combinations
of parameter changes, and some "cross"terms may be important.
4. A Methodology to Infer Regional Values of rs and a
4.1. THEORY
Suppose at height z = z', standard microclimatological measurements of wind-
speed, temperature, O'(K) and humidity, q' (kg kg-I ) are recorded, and a measure-
ment or estimate of energy A' (W m-2) is available. Variable E.'= e(z'), and an
approximation, without stability corrections, of the aerodynamic resistance to heat
and vapour from the surface to z = z', r'oh(s m- I), may be calculated. All variables
needed to calculate a within Equation (14) are known except rs. If Crr-z--a, then
Equation (15) also holds; Equation (14) represents the Big Leaf model driven by
point meteorological measurements and Equation (15) summarises CBL behaviour.
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Variable a may be eliminated between these two equations, to derive an estimate
for rs:
r =
m +
Ap gnu(CP) —qh
r‘chA' )
I
r11(E' + I)
•
I —1 [1 ± Ago
(q.,01(0')
—61)1
ao Er:th A' ((6)
rUNIINCIORMANI)J I. NION IFlIlI
Li.H h Hi,: t.
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An iterative procedure may be developed to include stability corrections within
The Priestley-Taylor coefficient can now be estimated as (l /ao + mrsi)
4.2. THE PERFORMANCE OF EQUATION (16)
For the single run in Section 3.1, the numerical model calculates hourly values of
?oh,D c' and A' at z' = 2m for the middle three-fifths of the day. Substitution
of these values within Equation (16) for each of the hours, and with the values of
ao and m from Section 3.2, yields a wide range of values for r's. However, their
mean value is r's = 106.5 s m-1, which is very close to the prescribed value of
100 s m-1. To assess whether this good estimate of rs is merely fortuitous, and to
obtain error estimates for Equation (16), this exercise is repeated for the values of
driving variables and ao and m as presented in Figure 3a and Figure 3b. Including
the control values of Table I, this corresponds to 45 points, and each numerical test
is repeated for prescribed values of rs = 50, 100 and 150 s m-1. Values of r'sare
presented in histogram form in Figure 4 and it is seen that in all cases, there is a bias
towards an overestimation of rs. The spread is lowest for rs = 50 s m-1, but in all
three cases the majority of values of r'slie within 10% of rs. Provided estimates are
available of all parameters within Table I (such that rn and ao may be calculated),
then through Equation (16), hourly standard meteorological measurements may be
used to estimate rs on a given day without the additional requirement of surface
flux measurements.
5. Conclusions
It has been demonstrated that, over a range of values of bulk surface resistance,
rs, and for a particular control set of driving conditions, a linear relation exists
between the inverse of the mean diurnal value of the Priestley-Taylor coefficient
and the (fixed) bulk stomatal resistance (Equation (15)). Such a relation is shown
to be general over a range of driving variables, albeit with different ao and in
values. This simple relation encapsulates much of the behaviour of a growing CBL.
For a homogeneous surface, away from strong advection, and where rs is known,
this model could eliminate the need to use the Big Leaf model (and associated
prescription of climate variable C) to determine surface energy partitioning.
The dependence of ao and m on individual changes of environmental driving
conditions is shown to be generally weak. The presented dependence upon different
stable-layer profiles represents an explicit technique for characterising the effect of
nocturnal conditions on subsequent daytime behaviour. The weak sensitivity of
parameters ao and m to most environmental driving conditions suggests that an
acceptable estimate of these parameters values may be obtained through a simple
linear superposition of known dependencies. Such calculations reveal values of
driving conditions where the Priestley-Taylor coefficient departs from the often
quoted range of 1.2 < a < 1.3.
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The linear relation between 1/Ceand rs can be used in conjunction with separate
calculations of the Penman-Monteith equation such that estimates of rs may be
made using data from a meteorological station (Equation (16)). For the numerical
runs performed, the mean of these estimates accurately predict the prescribed value
of rs. This inverse technique may be especially useful when information on the
daily variation in rs is required (for instance, during "dry-down" between rainfall
events), but measurements of the evaporative flux are not available.
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Convective boundary-layer feedbacks on surface energy fluxes due to
changes in land surface prescription
C. Huntingford
Centre for Ecology and Hydrology, Wallingford, OXIO 8BB, U.K.
September 25, 2002
Abstract. A family of numerical experiments demonstrate that the ConvectiveBoundary-Layer
(CBL) suppresses variation in both the Priestley-Taylor coefficient and evaporative flux that
might otherwise be expected to result from prescribed changes in surface resistance. This is also
true for changes in roughness length, but in keeping with the analysis of Jacobs and De Bruin
(1992), it is found that CBL feedbacks enhance surface evaporation when a change in surface
albedo is made. Theoretical considerations showhow some of these findings may be related a the
single equation that encapsulates the CBL plus land surface description.
KEYWORDS: Surface resistance, Latent heat flux, Atmospheric feedback, Priestley-
Taylor coeffic ent.
1 Introduction
The Penman-Monteith equation (see Monteith, 1981) descr bes the partitioning of
available energy A (W m-2) at the land surface into sensible heat flux, H (Wm-2)
and latent heat flux, AE (Wm-2). Such partitioning depends upon surface rough-
ness to momentum, zo, (m), surface roughness to heat, zo, (m), bulk surface
resistance, rs (sm-1), temperature, Or (K), specific humidity, gr (kg kg-1), and
windspeed u,. (ms-' ) where the latter three are given at a reference height, .4 (m).
"Slab" models of the Convective Boundary-Layer (CBL) relate the fluxes H
and AE to the diurnal evolution of a mixed-layer temperature, 0, (K), mixed-
layer humidity, q„, (kg kg-1) and boundary-layer height, h (m) (eg Tennekes,
1973, McNaughton and Spriggs, 1989). If the reference height within the Penman-
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of the surface layer, zh (m), is modelled as one-tenth of boundary-layer height (De
Bruin and Jacobs 1989 and Garratt, 1992): the governing equations are described
in Appendix A. The land surface is assumed to be uniform, and the bulk surface
resistance vs, (sm-1) is set to be invariant during any modelled diurnal period. In
reality, rs does vary from hour to hour, but at the daily timescale the strongest
influence upon rs is likely to be variation in soil moisture status. The surface is also
described in terms of albedo and roughness length to momentum (and associated
roughness length for heat and vapour, zor (m)).
Two diagnostics important to the understanding of the functioning of the land
surface are derived from simulations of the coupled land-CBL modelling framework
outlined above. These are the surface evaporative flux, AE, and the (unitless)
Priestley-Taylor coefficient, a. The latter satisfies a = (c+1/c)(AE/A), where c is
as defined within Appendix A; using the approximation of Equation (A6) this is a
function of temperature only (see Figure 1 for a plot of the dependence of (c + 1)/c
upon temperature). Prom the Penman-Monteith Equation (A4), in the limit that
both surface resistance and reference level vapour pressure deficit are zero, then
a = 1. This may be regarded as an "equilibrium" balance between the surface and
the atmosphere for a freely transpiring surface and where atmospheric demand is
negligible. For this reason, many early investigators studied the PT-coefficient,
although such an equilibrium state is rarely reached and a is found to take a range
of values.
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2.2 CHARACTERISATIONOF CBL FEEDBACKSTRENGTH TO VARIATIONIN SUR-
FACE PROPERTIES
An initial coupled "control" land-CBL model simulation is undertaken (for a given
set of parameters and initial conditions), and the mean values of the PT-coefficient
and evaporative flux are recorded, called al and AE1 respectively. Surface climatol-
ogy is also saved from this run, and is then used to drive "off-line" the land surface
model only, but now with one of the land surface characteristics perturbed. This
is a second simulation of the PT-coefficient and evaporative flux, and where the
values are called 77E2and AE2. Finally a third simulation is undertaken whereby
the same perturbation in land surface characteristic is made, but this time with
the surface model recoupled to the CBL model (giving output Ti3 and AE3). A
dimensionless feedback statistic, S , may be defined for the PT-coefficient as
5 3 51
—
— -al
(1)
Under the assumption that this statistic is a positive number, then a value less
then unity implies that the CBL is providing a negative feedback by damping
the response to variation in land surface properties. A value greater than unity
suggests that the CBL enhances the impact of surface variation upon the Priestley-
Taylor coefficient. An analogous statistic, SAE, is defined for changes in the evap-
orative flux.
The form of the off-line surface model requires definition. Surface evaporation
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satisfies
pA[q30(9,) —gc]
—
Ts
(2)
where p (kg m-3) is the density of air at the surface, A (J kg-1) is the latent
heat of vaporisation, qsat (kg kg-1) is the saturated specific humidity, 0, (K) is
vegetation skin temperature and qc (kg kg-1) is surface specific humidity. Using
values of 0, and qc saved from the first control simulation, the effect of changing
stomata] resistance, rs, off-line may be assessed through Equation (2). Recoupling
Equation (2) to the atmospheric model components allows assessment of CBL
feedbacks (the expression "CBL feedbacks" is used in a slightly general fashion,
for this also includes the effect of the surface layer)
Equation (2) does not contain a dependence upon the surface albedo or rough-
ness length, although these two quantities do appear implicitly within the Penman-
Monteith equation (through available energy, A and aerodynamic resistance to
heat and vapour, rah respectively). In these cases, the off-line simulation must be
made using Eqn (A4) driven by climatologies , qr and ur saved from the control
simulation at some reference height (in the Appendix, the Penman-Monteith
equation is presented with as the height of the surface layer). This makes any
assessment of atmospheric feedbacks due to changes in a and zo,,, a function of
selected height, zr.
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2.3 AN INITIAL PERTURBATION IN rs, a AND Zum AND ZOT
An initial derivation of feedback strength statistics, So and SAE.,is undertaken
for variation in bulk surface resistance, albedo and roughness length, where the
control values are rs = 100 sin', a = 0.3 and zo„ = 0.2m. All other parameters
are as given in the Appendix.
2.3.1 Variation in bulk stomatal res stance
For rs = 100 sm-I, daily mean values of the PT-coefficient, a and evaporative
flux, AE are presented in Table I, and as the continuous line within Figure 2a) and
2b). The averaging period is 0.25 < t/tday < 0.75 where tday (s) is daylength and t
(s) is time since sunrise. The saved climatologies of 0, and q, are used in Eqn (2),
with rs = 200 srn-1 (the value of A as required to calculate the PT-coefficient is
also saved from the initial coupled run). This off-line calculation using Eqn (2)
results in reduced mean values of a and AE (see Table I and the marks on the
"y-axis" of Figures 2a) and 2b)). The third simulation is a coupled run, again with
rs = 200 sin-1, and this also results in lower values of a and AE. However, in this
case, the reduction is far less than that obtained by the off-line simulation (see
Table I and the dotted lines in Figures 2a) and 2b)). From the values presented in
Table I, this gives So = 0.44 and SAE = 0.46. That is for the parameters specified,
CBL feedbacks reduce changes in both a and AE by more than 50% when caused
by variation in bulk stomatal conductance.
In another set of simulations, in part designed to replicate the approach of
paper.tex - Date: September 25, 2002 Time: 17:43
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Jacobs and De Bruin, 1992, climatologies are saved from the original "control"
simulation at a range of heights, Zr. These are then used to drive the Penman-
Monteith Equation (A4), as a revised off-line simulation. The results are presented
as the dashed line in Figures 2a) and 2b).
2.3.2 Variation in albedo
Vegetation albedo, a, is reduced from 0.3 to 0.2. Unlike the analysis of variability
in rs, it is not possible to use Eqn (2) for an "off-line" simulation as this contains
no dependence upon albedo (and would make statistics Si and 52 ill-defined).
Instead, it is necessary to use the Pennian-Monteith equation and energy balance
equation (Al) for the "off-line" surface model driven by climatologies retained from
the original coupled simulation at reference height Zr. Calculated mean values of
a and AE are presented, as a function of reference height, as dashed lines within
Figures 2c) and 2d). Values of mean PT-coefficient and evaporative flux are also
given in Table I corresponding to climatology saved from the control run at a
reference height of Zr =2.0m.
From Table I, Su = 0.328 and SAE = 1.53. The most noticeable feature is that
for the initial and boundary conditions used in these simulations, the CBL (and
part of the surface layer) acts as a positive feedback upon the evaporative flux due
to changes in albedo (ie SAE > 1.0). This is in keeping with the results of Jacobs
and De Bruin (1992). The CBL acts as a negative feedback upon variability
in the PT-coefficient. The CBL enhancement of evaporative flux may be seen
within Figure 2d) as, unlike the other plots witlfin Figure 2), the "dashed" line
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TABLE I
Average values of the Priestley-Taylor coefficient and evaporative flux (from the middle half of each
daytime period) corresponding to different parameterisation of the land surface
Experiment Parameters z, (m) PT coefficient,a Evaporative flux, AE (Wm-2)
Coupled run Control parameters i.e n/a 0.869 263.4
rs = 100 sm-I,
a = 0.3, zolu= 0.2m
"Off-line" rs = 200 srn-1 0.0 0.435 131.7
Coupled run rs = 200 slit- I n/a 0.676 203.3
"Off-line" a = 0.2 2.0 0.805 289.4
Coupled run a = 0.2 n/a 0.848 303.2
"Off-line" zom= 0.02 m 2.0 0.928 277.7
Coupled run zom = 0.02 in n/a 0.918 270.0
lies between the two coupled simulations.
2.3.3 Variation in roughness lengths
The momentum roughness length, zom, is reduced by an order of magnitude to
= 0.02m. The roughness length for heat is similarly reduced so as to maintain
Inczo, /40 = 2.0. CBL feedbacks suppress variability in both AE and 5- due to
variation in 20M, as shown by statistics Sn = 0.83 and SAE = 0.46 (at reference
height of Zr = 2.0m)
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2.4 SOME THEORY ON CBL FEEDBACKS
Huntingford and Monteith (1998) find that it is possible to capture much of the
combined land surface, CBL behaviour including feedbacks within a simple linear
equation
11
== M rs.
a ao
(3)
where ao and rn
Expanding in rs about the control simulation gives values of 00 = 1.255 and
m = 0.00346 ms-1. Also from the control simulation, i = 2.918, A = 407.5 Wm-2
and (gsee(0,) - qe) = 8.169 x10-3 where the "overbar" again corresponds to aver-
aging within the period 0.25 < tfiday < 0.75. Statistic S1 may be approximated
by
pi 2,-,100 [1.- ,
P2
P2 = dr,dr,
d (7+1)pAint(Orn)-qn1)
Airs
(4)
where pi is derived from Equation (2), combined with the definition of a. Within
/t2 of Equation (4), it is assumed that a good approximation to the mean value of
a may be made by supplying mean values of the variables individually such as T.
In this form, derived values from the control simulation may be substituted into
Eqn (4), and after differentiation in both pi and p.2, yields S1 = 68.1%. Again, this
suggests a major reduction in variability due to CBL feedbacks when varying rs.
The value of parameter rn within Eqn (3) therefore contains implicit information
on such reduction in variability.
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2.5 VARIATION IN ALBEDO, a
To complete the family of sensitivity studies given by Huntingford and Monteith
(1998), the dependence of cto and rn (within Eqn (3)) upon albedo is derived and
presented in Figure 3. An expansion is made about the control simulation for
different values of a and with do and M found through fitting to simulations with
10.0 < rs < 200.0 sm-1. Compared to many of the dependencies of ao given by
Huntingford and Monteith (1998), it is seen that an albedo change can cause some
of the largest variation in We.
The CBL enhancement of evaporation is the most interesting, and for the cou-
pled simulations, the rate of change of AE with respect to a satisfies
dAE d (24a  (Ada + a dA)
do-der+ 1+ 1 dcr da (5)
Numerical output from the control simulation gives liLj = 462.1 Wm-2 and
RL = 356.4 Wm-2 whilst for the coupled simulation with a = 0.2, kJ = 470.8
Wm-2 and RL,1 = 358.8 Wm-2. These relatively small changes in longwave
fluxes suggest that the major change in available energy is due to variation in the
shortwave fluxes, and therefore (124/da Averaging model diagnostics at
half-hourly intervals from the control coupled simulation gives Rgt = 720 Wm-2,
A = 407.5 Win-2, = 2.918 and Tit = 0.869. From the values of cro and m
used to calibrate Equation (3) with respect to variation in a (see Figure 3), then
at rs = 100 sm-1 differentiation gives drit/da = 0.315. With all these values
substituted into Eqn (5), then this returns dAE/da = -371 Win-2. This compares
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well with an estimate from Table I that for coupled simulations, dAE/da (263.4-
303.2)/0.1 = -398.0 Wm-2. One interpretation of Eqn (5) is that the dominant
term is adA/da due to variation in reflected shortwave radiation, and this in
compensated in part due to CBL feedbacks within the Ada/do term.
The change in evaporative flux with respect to albedo change, as calculated
from the Penman-Monteith equation, may also be studied. Now
-dAdAE E
da + a • (6)
Model diagnostics from using the Penman-Monteith equation with a = 0.2 gives
RL,1 = 466.1 Wm-2 and fj = 25.9 sm-I. This suggests again a very small
variation in upward shortwave radiation, and that dA/da -.Rsa. Substitution
of values into Equation (6) returns dAE/da -.41.-270.1 Wm-2. which is very near
to that diagnosed from Table I of (263.4-289.4)/0.1 = -260.0 Wm-2.
The reason for studying Equations (5) and (6) is to try and understand why
CBL feedbacks enhance evaporative flux when albedo is changed. The main obser-
vation is that an albedo change adjusts available energy A predominantly through
altering reflected shortwave radiation for both the coupled and "off-line" simula-
tions. Internal feedbacks upon longwave fluxes are very small. The determinant
of evaporative flux is therefore how changes in available shortwave radiation are
partitioned into sensible and latent heat fluxes. For completeness, surface skin
temperature 0, and temperature at 2.0m, 0m (K) are diagnosed from the sim-
ulations. For the control simulation, 0, = 300.46 K, 02.om = 297.37 K, giving a
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difference of 3.09 K; for the Penman-Monteith equation with a = 0.2, 61, = 301.11
K, 02.0m= 297.37 K, giving a difference of 3.74 K and for the coupled simulation
with a = 0.2, then 0, = 301.85 K, 612.om= 298.17 K, giving a difference of 3.68 K.
The smaller increase in temperature difference between the surface and at 2.0m for
the coupled simulation with a = 0.2 implies, as expected, that for the parameters
used within these simulations, the CBL acts to suppress changes in sensible heat
flux and therefore enhance changes in the evaporative flux.
3 Conclusions
For the set of parameters chosen for this study, the convective boundary-layer
is found to act as a negative feedback on both the Priestley-Taylor coefficient
and evaporative fluxes when changes in both surface resistance, rs, and rough-
ness length, zom are made. However, the CBL acts as a positive feedback on the
evaporative flux (but not the PT-coefficient) when changes in albedo are made.
It is demonstrated that such an enhanced evaporative flux due to CBL feedbacks
and for a reduction in albedo occurs is because of a different partitioning of the
extra available downward shortwave radiation into sensible and latent heat flux-
es. Associated changes in longwave radiative fluxes due to internal feedbacks are
negligible.
When diagnosing the importance of CBL (and surface layer) feedbacks, a com-
parison is made with an "off-line" simulation whereby surface microclimate is
kept fixed, and just the surface variable of interest is changed. For variation in
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stomatal resistance, this is achieved using a simple surface model whereby evap-
oration is linear in specific humidity deficit and inversely proportional to bulk
stomatal resistance. However, this formulation contains no dependence upon albe-
do or roughness lengths, and so to test this, the "off-line" calculations employ the
Penman-Monteith equation (albedo is implicit within the available energy terms
and the roughness length appears through the aerodynamic resistance). It is shown
that this introduces a height dependence within the characterisation of feedback
strength.
It has been possible to understand CBL-land surface behaviour through some
analytical understanding. A development in this paper is the realisation that the
linear algebraic description of land surface-CBL behaviour, as given by Huntingford
and Monteith (1998), contains information about the strength of CBL feedbacks.
The behaviour of coefficients rn and ao used within such a linear model contain
implicit information on the sensitivity of the CBL to land surface changes. For
completeness, the dependence of these coefficients upon albedo are presented (the
original paper prescribed available energy as the main driving variable, whereas
here this is replaced with the prescription of downward shortwave radiation). It is
observed that there is a relatively high variability in ao as a function of a.
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6 Appendix A
The model equations for the convective boundary-layer, surface layer and surface
energy balance are as follows. The surface energy balance satisfies
(1 - a)Rsd - RL,I + Ryd, = H + AE = A (Al)
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where a is surface albedo, Rsii (W 1/1-2) is downward shortwave radiation, RLd
(W m-2) is downward longwave radiation and Rt,t (W in-2) is upward longwave
radiation. This equation contains the implicit assumption that the land surface
has no thermal capacity, and that the soil heat flux is negligible.
Downward shortwave radiation is prescribed as
= LIRS,Lmaxtday
t (1 t
tday
(A2)
where R5,1,ni01 (W 141-2)is the maximum available downward shortwave radiation
(set to 800 Wm-2 in the simulations), t (s) is time since sunrise and tday (s) is day
length (set to 43200s). The longwave radiative fluxes satisfy
RL,I = CTSBOc4 RL,I = pe,n6 (A3)
where crs€3 = 5,67032 x 10-8 W m-2 K-4 is the Stefan-Boltzman constant. The
equation for downward longwave radiation follows that of Swinbank (1963) where
p = 5.31 x 10-'3 W m-2 K-6. The temperature required within the equation for
&A is approximated by the (potential) temperature of the mixed-layer.
The partitioning of available energy into latent and sensible heat flux is calcu-
lated using the Penman-Monteith combination equation, applied across the surface
layer. This is given by
EA + AP{qsar(9m)-qm}
AE = rah
+ 1 ± f5,7
where €is defined as
A qsat(Oe) qsat(Om)
ep Oc- Om
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Here raiz (s rn-1) is the aerodynamic resistance to heat across the surface-layer and
cp (J kg' ) is the specific heat of vapourisation. Variable rah depends upon the
roughness length for heat, zthi, and stability corrections are as given by Paulson
(1970). The windspeed at mixed-layer height as required by the calculation of
aerodynamic resistances is prescribed as um = 4.0 ms-1. Any changes in zom are
mirrored by variations in zol, such that ln(zom /zoT) = 2. An approximation for c
is
A dq31(9m)
- 	
cp dO„,
The fully-mixed layer is assumed to extend from the top of the surface-layer to a
capping inversion, above which a stable layer is assumed. The fully-mixed layer is
described through three first order differential equations for mixed-layer potential
temperature, mixed-layer humidity and mixed-layer height. These satisfy
	
clO„, dhpcph- c17 = H + pcp[Os(h) - Om] ir
Aphc-qm = AE + pA[qa(h) - qm] —dh
dt (A8)dt  
dh H + 0.07AE
	
dt peph cluk, 0-cF10.61q,)}li
Variables Os (K) and qs (kg kg-I) correspond to the potential temperature and
humidity within the stable layer. For simplicity these are assumed to vary linearly
with height, z (m). That is
Os(Z) = OA + 70Z,
q,(z) = psi)+


(A9)
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where Oso (K), -yo (K m-1), qso (kg kg-1) and (kg kg-1- m-1) are parameters.
Values for these variables within the simulations are given by 293.0 K, 3.0 x 10-3
Km-1, 0.01 kg kg-1 and 0.0 kg kg-1 m-1 respectively. The model is initialised at
t = 3600s with mixed-layer height h = ho = 200m and 6s(ho) - = 1.0 K and
Mho) —q„, = 0.0 kg kg-'
7 Captions
Figure 1. A plot of (c + 1)/c as a function of temperature and where c is as given
in Eqn (A6).
Figure 2. A plot of daily mean Priestley Taylor coefficient (panels a), c) and e))
and surface evaporative flux (panels b), d) and f)) corresponding to changes in Ts
(panels a) and b)), a (panels c) and d)) and zom (panels e) and f)), and all as a
function of reference height z,.. Within all plots, the continuous line corresponds
to using the "control" parameter values as given within Appendix A. The dotted
line corresponds to coupled land surface-0U simulations using the perturbed
parameters as given within Table I. The dashed line corresponds to using the
Penman-Monteith equation to calculate the PT coefficient and surface evaporative
flux, again with perturbed parameters within Table I, and driven by climatology
at height Zr saved from the "control" simulation. The mark on the vertical axes
for change in Ts corresponds to using Eqn (2) instead of the Penman-Monteith
equation "off-line" (again, see Table I).
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Figure 3. The dependence of ao and 7n (coefficients within Equation (3)) upon
variation in albedo, a.
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Abstract
A simple parameter-scarce model of vegetation dynamics is introduced which describes a single dominant
vegetation type using three equations for vegetation carbon, fractional coverage by the vegetation and soil carbon.
'Re model is driven by net primary productivity, as calculated by a submodel of photosynthesis and plant respiration.
Three categories of response to prescribed increases in atmospheric (70, concentration and temperature are identified:
(I) "I-he emergence of a new dominant vegetation type in a cold environment. When the vegetation is establishing,
there is a long period (dependent upon the 'seeding' fraction) of slow vegetation spread. This is followed by a rapid
increase in fractional cover as the vegetation moves to being in near equilibrium with the perturbed climate, causing
a pulse of positive Net Ecosystem Productivity (NEP). (2) Robust behaviour of an established vegetation in a warm
environment. Extra carbon assimilated is mostly allocated to spreading. but because the fractional cover is nearly
complete, the carbon is further diverted into extra litter fall ('self shadine). The soil carbon reservoir grows and NEP
is initially weakly positive. However, soil respiration increases more rapidly with warming than net primary
production. causing a gradual switch to weakly negative NEP. (3) 'Die-back' can occur at high temperatures. Net
primary productivity starts to decrease, causine a decline in litter supply and shrinkage of the soil carbon reservoir.
Eventually, there is not enoueh incoming carbon to match natural disturbance rates and the vegetation rapidly
decreases in fractional coverage until it disappears. This causes a large pulse of negative NEP. The timing of such
'die-back' is strongly linked to the chosen description of how dark and plant respiration depend upon temperature.
c, 7000 Elsevier Science B.y. All riehts reserved.
key' dr: Biomass: Growth modelling: CO, fertilisation; Respiration: Climate change
I. Introduction
Corresponding author. ; 44-1491-838800: fax: + 44-
1491-692424.
E-mail address: che(ri1eeh.ac.uk (C. Huntineford).
Anthropogenic fossil fuel emissions are increas-
ing atmospheric carbon dioxide concentrations.
and are likely to cause associated increases in
mean atmospheric surface temperature (the
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'greenhouse' effect). The uptake or release of car-
bon by terrestrial ecosystems depends upon both
ambient carbon dioxide and temperature as these
directly affect ecosystem productivity.
The next generation of General Circulation
Models (GCMs) are starting to include the global
carbon cycle, and as such will require a descrip-
tion of the changes in terrestrial and oceanic
carbon budget. A GCM coupled to a land surface
model can predict changes in terrestrial carbon
which might result from perturbations in atmo-
spheric greenhouse gases. Associated increases in
radiative forcing arc balanced by changes in sur-
face microclimate (most notably temperature. T
(K)). which impacts upon the fluxes of photosyn-
thesis. and both vegetation and soil respiration.
Photosynthetic activity is also a function of ambi-
ent CO, level c (ppm), and this concentration
may itself be enhanced or offset by changes in
terrestrial carbon content.
Coupled GCM simulations include land-atmo-
sphere feedback mechanisms, which influence the
response of terrestrial ecosystems to changing cli-
mate. However, in this fully coupled context. it
may be difficult to isolate and understand particu-
lar modes of vegetation behaviour. For example.
ecosystem change as a consequence of land-atmo-
sphere feedbacks may be difficult to distinguish
from characteristics of the terrestrial carbon cycle
model.
It is necessary to understand generic behaviours
of the terrestrial carbon cycle that can occur
within a changing climate, and can then be
classified and related to thresholds in climatic
forcing. To develop this categorisation, it is sensi-
ble to study the different behaviours of any pro-
posed land surface model 'off-line', driven by
representative changes in microclimate due to in-
creased radiative forcing. Whilst this approach
obviously neglects possible feedbacks within the
coupled climate-carbon cycle system, the under-
standing it promotes should be useful in analysing
the results from fully coupled GCM simulations
(Cox et al., 2000a).
In this paper. a simple description of vegetation
dynamics is presented which is a subset of the
'TRIFFID' dynamic global vegetation model, as
recently introduced into the Hadley Centre GCM 

(Cox et al.. 2000h). Whereas the full TRIFFID
model deals with competition between plant func-
tional types, the simple version concentrates on
changes in thc carbon balance of a dominant
vegetation type in response to CO2-induced cli-
mate warming. As a result of this simplification,
the representation used here is parameter-scarce,
but dynamic, allowing the investigation of vegeta-
tion lags' when responding to a changing climate.
The dominant vegetation type may grow verti-
cally (thereby changing the vegetation carbon).
and may also spread at higher net primary pro-
ductivity values (thereby adjusting the fractional
coverage). The TR IFFID model is one of a family
of global vegetation models (Foley et al., 1996;
Friend ct al., 1997) which are designed to simulate
the dynamics of vegetation at the global scale.
The simplified version of TRIFFID used here is
applied at the point scale, but the potential for
vegetation cover to change in the model still
distinguishes it from standard 'box' models. Sim-
ple box models of the global carbon cycle typi-
cally divide land carbon storage into global
vegetation and soil reservoirs (Kwon and
Schnoor. 1994; Svirezhev et al., 1999; Lenton.
2000), or use just a single reservoir (Oeschger et
al., 1975: Siegenthaler and Joos. 1992; Svirezhev
and Bloh. 1997).
In the model used here, vegetation dynamics
are driven by net primary productivity, which is
calculated interactively as a function of climate
and CO,. using a physiologically-based model of
stomatal conductance and photosynthesis (Cox et
al.. 1998). Two different descriptions of vegetation
respiration as a function of temperature are
analysed. which differ as to whether a high tem-
perature 'cutoff exists. A complete mathematical
description is provided, onto which more compli-
cated dynamic terrestrial ecosystem models can
potentially be mapped.
The equations of the model are described in
Section 2. Section 3 presents numerical solutions
for three case studies, in which the initial atmo-
spheric (leaf level) temperature is prescribed dif-
ferent values, thereby representing different
climatic regimes. These cases represent ‘egetation
emergence. vegetation stability and 'dieback.. Sec-
tion 3.4 also discusses the critical CO, concentra-
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tion beyond which ecosystem carbon storage is
modelled to decrease. The model is tractable to
analytical methods, which are used to contrast the
equilibrium and dynamic solutions in Section 4.
In equilibrium mode, all behaviour is described
through a series of derived algebraic solutions. In
dynamic mode, 'order-of-magnitude' analyses al-
low lags in the system (the differences between
dynamic and equilibrium response) to be esti-
mated. The relevance of the results to future
global change are discussed in Section 5.
The emphasis of this paper is upon how key
thresholds in vegetation behaviour may occur
when temperature and atmospheric CO2 concen-
tration arc varied for this 'off-line' model. It is
acknowledged that within a coupled modelling
framework and with variability in rainfall and
other driving climatological variables, then the
predicted timing of thresholds in ecosystem be-
haviour is likely to change.
2. Ile gmerning equations
dr
CB = ., ——
dt
(2)
	
where is the disturbance rate. The factor (1- r)
represents additional disturbance due to 'self-
shading' competition.
The spatial (patch) scale associated with vegeta-
tion coverage is considered small, and as such soil
carbon is assumed to be everywhere (and hence
Cs is per unit of land surface). Soil carbon is a
balance between incoming vegetation litterfall A
 (kg C vegetation) yr ') and soil respira-
tion R, (kg C cm' land surface yr ')), i.e.
dC,
	
d;
= -- Rs. (3)
The total carbon content Cr (kgC (m2 land sur-
face) 1) is therefore given by C r = rCH+ C,
The litter flux is composed of biomass falling to
the ground through both turnover, disturbance
and self-shading. Conservation of vegetation car-
bon gives (from combining hp:. (I) and (2))
2.1. Loci smut mothL
— (vCR) = v
dr ICHL +
(4)
The status of a dominant vegetation type is
described by just three key controlling variables.
namely vegetation carbon, CR (kg C (n2 vegeta-
tion) I), fractional coverage r (m2 vegetation (m2
land surface) ') and soil carbon Cs (kg C (m2
land surface) '). Vegetation is allowed to grow or
shrink 'vertically through variations in C. The
rate of change of CR is modelled as the balance
between net carbon accumulation by the vegeta-
tion and natural turnover thus:
d
di
— (I ).,)1-1 icl
where II (kg C (nY vegetation) yr ) is Net
Primary Productivity (NPP), ( I is the frac-
tion of NPP which is allocated to the growth of
the existing vegetated area, 7, (yr ') is vegetation
turnover timescale and r (yr) is time.
Vegetation is also allowed to spread or retract
in spatial coverage. The rate of change of frac-
tional coverage is a balance between the remain-
ing NPP (after growth) that is available for
spreading. minus any disturbance. Hence, 

and so A = ) t-
'I.'. Partition* parameter. 2,
A dimensionless partitioning parameter, 0 <,
< I, determines how available carbon is split
into growth or spreading. A number near unity
implies that most NPP is directed into 'spreading',
whilst a number near zero implies that most NPP
is directed into 'vertical' growth. In this model.
vegetation needs to grow to a critical biomass,
expressed as a minimum leaf area index, Inni„ (m2
leaf (m2 vegetation) '), before spreading can oc-
cur. For an emerging vegetation that attains
(due to a changed climate resulting in increased
NPP), the carbon available for spreading is mod-
elled as increasing linearly in leaf area index, L
(m2 leaf (m2 vegetation) '), i.e.
0
— 	 "n" L • < L <
L —L
(5)
L >
4-1 C. liuntingloril el al. Ecob
where Ls, (m2 leaf (m2 vegetation) ) is a maxi-
mum attainable leaf area index. Here, the domi-
nant vegetation type is considered to be .mainly
representative of trees, and L„p„ and Lip„ are set
as 4 and 10, respectively. These values may be
adjusted to represent other plant functional types.
Leaf area index and vegetation carbon are related
in a simple linear fashion as
C13= aL (6)
where a (kg C (m2 vegetation) - 11is a constant of
proportionality. For this exercise, a value of a is
found through comparison with the full
TRIFFID model, which utilises a nonlinear rela-
tionship between LAI and biomass. This value of
a produces vegetation carbon values in broad
agreement with TRIFF1D for a high LAI value.
representative of forest.
Eqs. ( )-(6) provide a complete and parameter-
scarce dynamic vegetation model for given carbon
dioxide fluxes into and out of the system, namely
net primary productivity. El and soil respiration
2.3. Leaf photo.synawsis and respiration
Top-leaf net photosynthesis. ,-11(kg C (m? vege-
tation) I yr I), is given by
P, Rd.
where PI (kg C (m2 vegetation) yr I) is the
top-leaf gross photosynthesis and Rd. (kg C (m2
vegetation) yr I) is the top-leaf dark respira-
tion. Many authors propose that gross photosyn-
thesis is the minimum of three rates. each
representing a 'light limited'. 'Rubisco limited'
and 'transport limited' solution, whilst Collatz et
al. (1991) propose a gradual transition between
such limits. This latter approach is adopted here,
with the parameterisations described in full in
Cox et al. (1999). In particular, PI is dependent
upon photosynthetically active radiation. /par (W
m 2), leaf level temperature. (assumed to be the
ambient temperature. T (K)) and intercellular
CO2 concentration. c, (ppm). The value of c is
calculated using the "closure of Jacobs (1994) and
implemented by Cox et al. (1998) which relates c,
to leaf level specific humidity deficit. D (kg kg ).
if Mmlelling 134 (2000) 41 - 58
and the ambient CO, concentration, e„ (ppm), as
ft - F)-(c„ - F) (I) DOI. Constants
D,K= 1.0 (kg kg - l) and.h, = 0.875 are representa-
tive of broadleaf trees, and F (ppm) is the pho-
torespiration compensation point. This shows that
gross photosynthesis also depends upon tempera-
ture and leaf level humidity, q (kg kg ') via B.
and also the ambient CO, concentration, all of
which influence intercellular CO, concentration.
er In the event that Rd. I> Pp then stomatal
conductance is fixed at a minimum value.
Although the dependence of P, upon the combi-
nation of T. IN,. e„ and q is complicated, a
dominant feature throughout is a strong response
to temperature. In particular (for small variations
in c, and higher values of /pa,), there is a near
proportionality to the maximum rate of carboxy-
lation of Rubisco.  (mol (nY vegetation)
s Expressed as linear in parameter J. where C
is normalised to unity at T= 298.15 K. then for
C, plants this is given as
20,11 Ns ISI
---1.037 	 + e()1,1 (7 )
This functional form, including the higher temper-
ature cut-off implicit within the denominator, is
based on the work of Collatz et al. (1991).
A model is required for top-leaf dark respira-
tion, Rd.,. Within the literature, there are a range
of different temperature dependent functions to
describe dark respiration fluxes. Many models
describe dark respiration as increasing continu-
ously as temperatures rise (Lloyd et al.. 1995:
Friend, 1995), and where the latter uses a function
that (for a broad range of temperatures) is the
equivalent to a 'Q10' function of value near two.
Other authors perturb these functions to include a
high temperature cutoff (Collatz et al., 1991), and
many authors relate Rd. I directly to V mu (Sellers
et al., 1996: Cox et al., 1999). These functions
contain quite different behaviour at higher
temperatures.
An estimate of the sensitivity of the dynamic
terrestrial ecosystem model to the description of
dark respiration is sought. Hence, two possible
functional forms are considered that represent
different behaviours at higher temperatures. These
describe Rd as either linear in or S. where the
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latter is a 'Q10' function. The two functions are
made to be equal at T = 298.15 K, and so c is
given by
?Ay)I( -295 1,1. (8)
The final respiration tirm that requires calcula-
tion is non-leaf plant respiration (at the top of the
canopy), Rp., (kg C (m2 vegetation) yr '), and
this is modelled as linear in dark respiration. i.e.
= p Rd.,. The value of p is related to the ratio
or nitrogen contents of stems and roots to leaves,
and vegetation biomass. Here, p is set to a single
value based upon comparison with the full
TRIFFID model using typical parameter values
and for an LAI value of eight. In these circum-
(K)
E
I
L
270 2(10 290 300
T (K)
Fig. 1. Leaf net primary productivity. 111.as a function of leaf
temperature for c„ — 350 ppm (continuous line). c„ = 700 ppm
(dotted line) and c„ = 1050 ppm (dashed line). The plots
correspond to dark and plant respiration beina linear in ; (sec
Equation (7) within top plot) and linear in ,11.(see Eq. (8))
within bottom plot. In all cases. /= 200 W m 2 and
= 0.005 kg kg I.

stances, this gives p= 3.85 which is used here. It is
now possible to calculate top-leaf level NPP.
fl1 = PI — R„.1— Rp.1. (9)
The behaviour of n, for variations in temperature
are shown in Fig. I. These correspond to the two
forms of respiration (linear in C and 1:7), and for
three different values of atmospheric CO,. As
expected, there are major differences between pre-
dictions of n, at high temperatures ( > 303 K)
corresponding to the two forms of respiration.
For all temperatures, a higher atmospheric CO,
concentration results in higher values of n,. Al-
though not shown here, n, also quickly saturates
in increasing /par ( — 150 W m 2: see Fig. 2 of
Cox et al.. 1999) and is very weakly dependent
upon variations in q (kg kg ) (through D and
ci). Finally, throughout this modelling exercise,
variability in soil water is assumed to be small and
that the vegetation is under little water stress.
1.4. Scaling to canopy feud
A scaling law is required between leaf and
canopy level NPP. This is provided by Sellers et
al. (1992), where it is assumed that the relative
importance of all limiting factors is the same at
every depth. Therefore. NPP is regarded as linear
in available light, which decays exponentially
throughout the canopy (Beer's Law). Integration
through the canopy gives a multiplicative parame-
ter .1;,„„ given by
1 - e "
I.
where k (set here to a typical 'literature' value of
0.5) is a canopy light extinction coefficient. Hence.
(canopy) net primary productivity. H. is calcu-
lated as
=4„,n1. (10)
2.5. Soil respiration
Soil respiration is modelled as a `Q10 function
in temperature and linearly dependent on soil
carbon, thus
—Ic cs? tt - 295 15)
310320
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where FC,= 0.315 (yr ') is a constant of propor-
tionality. Here, as elsewhere, soil water stress is
assumed to be small and therefore does not affect
R.
2.6. Predictions of temperature change as a
function of increased atmospheric CO,
The growth model is assumed to respond to
changes in annual mean temperature and atmo-
spheric CO, concentration. As such, no account is
made of the diurnal cycle, seasonality or inter-an-
nual variability, which are regarded as Integrated
out' of this modelling exercise. An estimate of the
mean impact of increased greenhouse gas concen-
trations upon temperature is frequently expressed
through a climate sensitivity parameter ;, (W
m 2 K 1).This relates radiative forcing anomaly
AQ (W m 2) to the global mean temperature
anomaly AT (K) as
AQ = 1,AT. (12)
Huntingford and Cox (2000) investigate three
transient experiments from Version 3 of the
Hadley Centre coupled land- atmosphere ocean
GCM. FladCM3. which suggest that 0.94 (W
m 2 K '). For climate change predominantly
driven by the accumulation of extra atmospheric
CO, (assumed to be representative of surface level
CO, concentrations, C.,), this may then be ex-
pressed as (Shine et al., 1990)
AO 5.4
<'„(p
The multiplicative factor of 5.4 is diagnosed from
HadCM3 (WS Ingram. personal communication)
and c„„ is an initial atmospheric CO, concentra-
tion of 280 ppm. representing pre-industrial con-
ditions. Here. atmospheric CO, concentration is
modelled as increasing by 10/ (cumulative) per
annum, which broadly corresponds to a future
'business as usual' scenario. Thus
ca=1.0I`t-do. T = T, 4- AT= 0.05721.
(13)
where I is zero at the start of the model run and
T„ (K) is the initial unperturbed temperature for
the model simulation. This is not regarded as the
global mean temperature. but instead, varies, act-
ing as a proxy variable for spatial position.
Eq. (13) provides the two driving conditions to
the NPP model (for fixed / and a), and there-
fore drives the vegetation growth model. No ac-
count is taken here of possible revised soil
moisture stresses upon Fl which may occur within
a perturbed climate - the vegetation is assumed
to be well watered throughout.
3. Numerical solutions
Numerical simulations using the model de-
scribed in Section 2 are undertaken. The model is
operated in the more physically realistic dynamic
mode, and also in equilibrium modc, where inter-
comparison indicates the importance of system
'lags'. The equilibrium state corresponds to set-
ting all time derivative terms to zero in Eqs.
(I)- (4)). By definition. Net Ecosystem Productiv-
ity (NEP) (equal to v —R s) is uniformly zero for
the equilibrium case. The dynamic solutions are
all initialised from an equilibrium state. Through-
out all runs. /par= 200 W m 2 and q = 0.005 kg
kg (it is recalled that the dependence of photo-
synthesis upon variation in' paris weak for lareer
light levels). Three distinct behaviours are
simulated.
3.1. .4n emerging vegetation type
Fig. 2 corresponds to model behaviour for in-
creasing CO, and increasing temperature (both
satisfying Eq. (13))). starting from an initial low
temperature value of T„= 276.15 K (3°C). In the
equilibrium solution, a threshold in NPP. n, is
passed such that some carbon can then be allo-
cated to spreadine, i.e. 2, > 0. There then follows
a general increase in fractional coverage, and
therefore total vegetation carbon (vC8). along
with a corresponding increase in litter flux IA (kg
C (m2 land surface) yr '). The latter balances
soil respiration. giving a general increase in soil
carbon. For this newly emergine and unestab-
lished veeetation, the turnover and disturbance
rate are high (both 0.1 yr -1).
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The dynamic solution in Fig. 2 behaves some-
what differently. The threshold passed by NPP
(such that L > L„,,n)also allows the vegetation to
start to spread. However, it takes a long time
( —100 years) before the vegetation can really
develop, due to the large lags in fractional coy-


erage. This is then followed by a rapid increase in
fractional coverage (corresponding to a positive
pulse in NEP). For periods beyond 150 years, the
dynamic solution maintains only a small lag be-
hind the equilibrium solution. The pulse in NEP
demonstrates the ability of even a simple dynamic
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terrestrial ecosystem model to exhibit potential
'surprises through its nonlinear behaviour. In this
simulation, such behaviour could be defined as
beneficial, as the positive values of NEP repre-
sents an absorption of some future CO, emissions.
CO concentration
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For the low initial temperature, this model rui
could be representative of the northward migra
tion of the boreal forest under a warmer climate
The numerical simulation presented in Fig. :
adopts respiration functions that are linear in
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Using linearity in ;' for this low temperature
simulation results in a model output (not presented
here) that is virtually identical to Fig. 2.
3.2. An invariant vegetation lipe
In the second numerical run, presented in Fig. 3.
the model is initialised at a higher temperature of
T„= 293.15 K (20°C). The model now corresponds
to a well established vegetation and turnover and
disturbance rates are accordingly reduced to 0.02
yr 1. Throughout the numerical run. NPP in-
creases. The vegetation has established a high leaf
area index, and as such. the model attempts to
direct any extra carbon to spreading. However, the
fractional coverage is near to unity, and so the
vegetation is unable to spread further. As a conse-
quence, self-shading forces most of the increased
available carbon directly into litter. This extra litter
initially enhances the soil carbon content. However.
later in the simulation and as the temperature rises,
this effect is overtaken by higher soil respiration.
The ecosystem therefore switches from being a
carbon sink (positive NEP) to a carbon source
(negative NEP).
This simulation has many interesting aspects.
•Fhe vegetation carbon content is almost invariant
throughout. and implies that should vegetation
reach this state, then its existence is stable and
robust. For almost all the key model variables and
diagnostics presented in Fig. 3, the equilibrium and
dynamic runs are virtually indistinguishable, imply-
ing that system lags are negligible. The peak in soil
content suggests that enhanced carbon uptake by
vegetation in a warming climate may eventually he
lost in the future should even higher temperatures
he encountered.
Using the alternative form of respiration as being
linear in c does not change significantly model
output in this case.
3.3. Vegetation die back
In the final two simulations, the model is ini-
tialised ffom a very high temperature of T„=
305.15 K (32°C). As may be expected from
comparing the two pots in Fig. I (whereby the
major differences in leaf NPP occur at higher 

temperatures), then model predictions differ greatly
depending upon whether dark and plant respiration
are linear in or c. Using functional form j (see
Fig. 4), then this solution has similar properties to
the simulation described in Section 3.2., i.e. changes
in NPP affect the litter flux, and therefore soil
carbon. However, the vegetation itself retains an
almost invariant carbon content, CH with a frac-
tional coverage near unity.
The model using a respiration flux that is
monotonically increasing in temperature behaves
very differently (see Fig. 5). Now, net primary
productivity starts to decrease at very early times.
until eventually temperatures are sufficiently high
that respiration is larger than photosynthetic up-
take (resulting in negative NPP values). As NPP
decreases, the litter flux initially decreases (causing
a gradual decrease in soil carbon, ('s) but with the
fractional coverage remaining near to unity. How-
ever, when the carbon directed into spreading is no
longer sufficient to balance both the natural distur-
bance rate and the creation of litter through self-
shading, then r starts to decrease rapidly. Around
the same time, there is a rapid drop in vegetation
carbon, CI, (as shown through the figure for LAI),
until eventually the vegetation disappears. In the
dynamic solution, the loss of fractional coverage
falls behind the loss of LAI. eventually leaving a
vegetation with very little carbon per unit area to
slowly reduce in prevalence. As the vegetation
'dies-back', there is a large negative NEP, corre-
sponding to a pulse of carbon into the atmosphere.
The internal dynamics extend the period during
which the vegetation dies by a factor of about two
compared to the equilibrium solution (consider, for
instance, the vegetation carbon, rCB). This simula-
tion demonstrates how the modelled vegetation can
initially be itbust to variations in driving condi-
tions, but once the key threshold is passed where
there is no excess assimilation of carbon to form
litter, then the vegetation can 'die-back' very
quickly.
It is noted that even within Fig. 4 (i.e. with
respiration linear in ;), NPP decreases rapidly
towards the end of the simulation. Eventually
'dieback' occurs in this example too (should the
simulation be continued), and so the timing of
modelled 'die-back' depends crucially upon the
form of the respiration terms.
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3.4. Critical conditions Jar terrestrial carbon loss
Vegetation dieback is a special case of the loss
of total terrestrial (i.e. soil plus vegetation) carbon
C1. which is predicted at high CO, concentrations
in models of this type. As atmospheric CO, con-


centrations increase the climate is expected tr
warm as a result of the greenhouse effect, with t
subsequent increase in both photosynthetic rate!
(mainly due to Carfertilisation) and also respira
lion rates (owing to the higher temperatures)
Initially, the ecosystem may act as a net carbor
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sink, as photosynthesis increases faster than plant
or soil respiration. However. CO3-fertilisation is
expected to saturate at high CO2 concentrations,
and photosynthesis will ultimately decrease at
very high temperatures. By contrast, in most mod-
els, plant or soil respiration (or both) continue to
CO concentration
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o. 1.000
a.
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0
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Time (yr) 

increase monotonically with temperature. These
models must therefore pass a critical CO2 concen-
tration beyond which terrestrial carbon begins to
decrease.
Fig. 6 shows results from a family of equi-
librium simulations which are undertaken to ex-
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to equilibrium simulations with a range ol initial temperatures. T„ In all simulations, :•, = 0.02 sr I. and the dark and pl.
respirations are linear in either s (dotted curses) or Wished CLIIN CS )
amine the critical conditions for this 'sink-to-
source. transition. as a function of the initial
temperature To. In each case the turnover and
disturbance rates and are fixed at 0.02
yr I. and the CO, concentration increased until
the total soil plus vegetation carbon is a maxi-
111urn. Beyond this point the modelled ecosystem
would provide a positive rather than a negative
feedback on CO,-induced climatic change. The
two lines in Fig. 6 demonstrate the sensitivity of
this critical point to the parameterisation of dark
and plant respiration. In both cases the critical
atmospheric CO2 concentration (Fig. 6(a)) de-
creases strongly with (initial) temperature. but the
values arc lower if dark and plant respiration are
assumed to increase monotonically with tempera-
ture. There are turning points for terrestrial car-
bon as a function of CO, even in the other Model
(dark and (non-leaf) plant respiration linear in
largely because soil respiration is still assumed to
follow the standard *Q10' dependence on
temperature.
4. Solution analysis
The four runs described in Section 3 demon-
strate how even a simple terrestrial carbon cycle
model can he used to generate man\ possible
responses of vegetation to a perturbed climate.
Here, exact solutions are given for the terrestr
ecosystem model when in equilibriurn mode tc.
responding to the dotted lines within Figs. 2
In addition, an investigation of die 'magnitude
terms' within the full dynamic model allows infi
ences to be made of the importance of lags. wh
compared to the eqthlibrium solution.
These analyses allow more insight into the sr
edit: runs described in Section 3. By generating
fuller understanding of the system. it is also pos
hle to predict behaviours tbr a broad range
initial conditions and variation in pararnete
This has the potential to confirm whether effet
seen from a small number of numerical simul
tions are general. or whether they are a cow
quence of particular combinations of drivi
parameters. Throughout this section. the unit
time is years.
4.1. Equilibrhon pilutioas
Equilibrium solutions correspond to setting ,
transient terms 13,ithin Eqs. ( I ) (3)) to zero. 1
definition. ill = R.
4.1.1. 1.cgeraliHn Linhun
In equilibrium. \ egetation carbon (per unit ar
of eizetation cover) satisfies C„= (1 t 111
Combined with Eqs. (5) and (6). this Ek es
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4.1.3. Soil carbon
In equilibrium, soil carbon is given by
vIl(t)=
for MO <
for11(1) > (17)S2.0(1 II- 298.151'
'a
(14)
The first solution corresponds to L < L„,th and
2,.= 0 (i.e. all carbon is put into growth) whilst
the second solution corresponds to L„,,„ < L <
Lnia,. There is no solution L> L„,a, as this re-
quires 11--,x . For increasing values of II. it is
observed that CB increases linearly until L =
beyond which the vegetation carbon content satu-
rates towards a theoretical limit of
4.1.2. fractimial coverage
Equilibrium vegetation fractional coverage sa-
tisfies v = max 1041 • (y,.C14,1-12,)1; After some al-
gebra, incorporating Eqs. (5) and (1=1), this gives
r= max)0, 1 . I I .5IL
Through the definition of a necessary condi-
tion for vegetation to exist is that 1. -_>1. In
fact this is not a sufficient condition for r > 0, and
from Eq. (15), it may be seen that the condition
for vegetation to exist for particular prescribed
values of L„,„, and 1.„„,,
n(1) > 061
For vegetation to sustain a non-zero equilibrium
fractional coverage, there must be sufficient car-
bon available to both allow L> L„,, and to
overcome the self-shading disturbance rate im-
plicit within the model for spreading. This effect
can be observed within Fig. 2, whereby I. >
= 4 before spreading occurs.
For very high values of net primary productiv-
ity, r I. Combined with the similar observation
for saturation of vegetation carbon, then should
environmental conditions become very favourable
for the uptake of carbon, a point is reached where
the dominant vegetation type is no longer able to
grow or spread. This is the stable state that may
be observed for the simulations given in Figs. 3
and 4.
The equilibrium soil carbon is therefore a balance
between changes in NPP and fractional coverage
and the temperature influence upon soil respira-
tion. As noted for the simulation in Figs. 3 and 4.
the soil carbon initially Rains from the increase in
litter (equal to ill in equilibrium mode), before
increases in soil respiration are sufficient to over-
take and force a decrease in soil carbon content.
4.2. L3inamic coluthms
Equilibrium solutions reveal much about the
terrestrial carbon cycle system. However, they
ignore transient effects due to the implicit
timescales inherent within vegetation dynamics.
From observing Figs. 2 5, during most periods,
there is a very small lag of the dynamic solution
behind the equilibrium case. However, this is not
true for the examples of a newly emerging vegeta-
tion type and the 'die-back' event. Although exact
solutions are not available for the dynamic case.
significant understanding of the terrestrial be-
haviour may be achieved by 'order of magnitude'
arguments. Smith and Shugart (1993) suggest that
in periods of change, the longest timescales will
dominate behaviour. The analysis below provides
a more formal basis for such conclusions.
4.2.1. Vegetation carbon
Suppose NPP is changing throughout a run of
length t* (yr) and at a rate of order y (kg C m
yr 2), i.e. dfl!ch — 0(y). If it is initially assumed
that the lags are relatively small, then the domi-
nant model terms will be those on the right-hand
side of Eqs. (1)- (3). Hence, from Eq. (1), the
changein vegetation carbon is of magnitude
y(*( I — p7e. Nondimensionalising variables
(where means dimensionless) gives
(I — zflyt*
Hence Eq. (2) may be written as
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_
 G. 01=

dr (1 —
(19)
where is a typical value of the partitioning
coefficient during the simulation. An explicit scal-
ing could also be found for 2, (using the equi-
librium solutions given in Section 4.1.1), although
the resultant algebra then detracts from the trans-
parency of Eq. (19). Instead, it is assumed that
during any different period of interest, (1 L 2, ),'(1 —2!) is of order unity.
If loll cc I, this confirms the hypothesis that
over the timescale of interest, then the lag (ex-
pressed as a fraction of change in the equilibrium
solution) is small. The absolute value of the lag,
(kg C (m2 vegetation) 1) is then O, multi-
plied by the scaling for C. i.e.
- 0(7(1 -- 2t)17:2.). (20)
In Fig. 2, 1 - is —0.5, and so = 0.025, which
corresponds to a very small lag in CI, (see plot for
LAI). Similar calculations may be made in Figs. 3
and 4.
Within Fig. 5, consider the period as 'The-back.
occurs. Let 0' = 50 yr. and as now LAI is near to
L„, then 1 - A —0(1). Hence (51= 1.0. This
value implies that all terms in Eq. (1) balance, and
so the lag will be as large as variation in the
equilibrium solution. This may be observed for
the LAI values in Fig. 5.
4.2.2. Frmlional coverage
For fractional coverage r, a scaling for the
change in equilibrium value of v is required. Us-
ing the scalings presented in Eq. (18), then from
Eq. (2). this gives for iv =I —v
[
	
.., )
= min n' . I ii ..* = , i (21)11.* )i
and so Eq. (2) may be written in nondimensional
form as
dr.1O-,CB.—7 = v„
—
„
C14 (5,= — (22)
- dr
In a similar way to the analysis for C.(i 2 repre-
sents the ratio of lag to overall change in frac-
tional coverage, and so if the value is small, then
the solution is in near equilibrium. For O, small.
58
and from the scaling for IVconverted to a sc
for v. the absolute lag in v given as O,max
1;,(1 —
In Fig. 2. for the complete run, o-,
and indeed the lag in fractional coverage is
at the end of the run. However, the scaling it
valid during the early period of this simula
At this point, it is noted that the lower lim
fractional coverage is not zero. but inste
'seeding fraction' E. where 0 < E« I (thereby
venting the trivial solution v 0 for dynamic
ulations). The emergence of the new domi
vegetation starts at the same time as the t
librium equations can admit a solution. i.e.
right hand side of Eq. (2) becomes positive. l-
ever, the fractional coverage falls immediately
of equilibrium, and instead (from Appendi)
satisfies approximately
d v
—= eild t
which has solution
=
and where = 7, w ,
nj This solution demonstrates that for
emerging vegetation type, there is a strong del
dence upon prescribed initial seeding fractio
The timescale associated with this 'in
timescale. before r becomes of order unit)
given by \ -- 2 In(Erw yr. For the run presei
in Fig. 2. = 0.01 and 5.6 x 10 4 yr 2w
implies a timescale of 128 yr. Linking this solu
to the long term situation, whereby a small
prevails, is an 'intermediate' period when all
terms in Eq. (2) balance. Fixing O2= 1 implies
;., = 0.1). a short timescale of just ten years. F
Fig. 2. this appears to occur around year 12(
In Figs. 3 and 4, the small changes in e
librium fractional coverage, combined with
0.25 suggest that the absolute values of the la
fractional coverage are very small. However.
the 'die-back' case in Fig. 5, lags in fractil
coverage are important. The equilibrium
tional coverage exhibits very large variability 1
a period of just twenty years, until the equilibr
solution reaches the seeding fractional cover
This period (t* = 20 yr) corresponds to a valu
ej2 ----2.5. and as such, the transient term is I
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and lags will occur. For the dynamic solution, a
short period occurs when /7 is negative, but I., >
0, and as such, the vegetation is able to retract
quickly due to the high respiration rates. When 2,
becomes zero (around year 155 and due to L <
Lmin), the fractional coverage then continues to
decrease, but due to disturbance only and satisfy-
ing dy/ch.= —y,v. During this period, the vegeta-
tion LAI decreases towards zero.
4.7.3. Soil content
Finally, lags within soil content, Cs, require
consideration. If the change in litter term is such
that d(ITI)/dt —0(1.1j, then an appropriate seal-
ing for litter, and therefore the change in Cs. is
given by
CsK5 1. 00 i„ (25)
This leads to the nondimensional equation tOr soil
carbon as
dCs'
	
= OAF —Cs'2.0“"
dt
K, 7 .0o ICT„ NS (26)
There are two ways in which the solution for the
soil carbon. Cs, may differ between the equi-
librium and dynamic solutions. Either o, becomes
of order unity (or greater), or there are significant
differences in (vA)' depending upon whether in
equilibrium or dynamic mode. For the full 200 yr,
(5,—0(10 2)• Even for smaller (dccadal) nme
periods. (53is still small, and as such the majority
of lags are due to lags within the litter flux. This
in turn is a consequence of lags in CI, and r.
5. Discussion and conclusions
The case of an emerging vegetation type in a
cold environment (Fig. 2) is somewhat analogous
to northward expansion of the boreal forest. As
the temperature and CO, concentration increases
eventually NPP becomes sufficiently high that it
overcomes both turnover and disturbance rate,
and the vegetation is able to spread. However,
with operation in the (more physically realistic)

dynamic mode, there is a long period whilst the
vegetation becomes established. Further, the ini-
tial rate of spreading has a strong dependence
upon a prescribed initial 'seeding fraction'. After
a substantial period (about one hundred years in
Fig. 2) the vegetation becomes partially estab-
lished. There is then a rapid change in fractional
coverage as the vegetation expands to near equi-
librium with the new climate. During this period
of rapid colonisation, there is a large positive
pulse in NEP, implying net carbon uptake from
the atmosphere. Finally, the dynamic solution
settles to a state of a small lag behind the pre-
dicted equilibrium state, with weakened, but still
positive, NEP. This simulation illustrates a cli-
mate change induced 'surprise' involving large
changes in ecosystem structure and carbon
cycling.
The case of well established vegetation in a
warm environment (Fig. 3) with a high leaf area
index, and a fractional coverage near to unity
may be analogous to tropical forest in an un-
stressed condition. Increasing temperature and at-
mospheric CO, concentration drive increasing
NPP. However, as the vegetation is near to maxi-
mum height and almost completely fills the avail-
able space, then thc excess fixed carbon is directed
immediately into litter. The major changes within
this simulation are therefore observed within the
soil carbon pool. Within the simulation given in
Fie. 3, NEP is initially positive, with enhanced
carbon input causing the soil pool to grow. How-
ever, as temperatures increase, enhanced soil res-
piration overtakes carbon input to the ecosystem,
NEP becomes negative and there is shrinkage of
the soil carbon reservoir. This simulation suggests
that there are likely to be vegetation types which
are robust within a perturbed climate, i.e. they are
unaffected by carbon dioxide and temperature
induced changes in net primary productivity
(which are transferred directly to the soil). In this
case, the main changes in carbon storage occur
within the soil, which becomes as important for
carbon cycling as the physiological controls on
the vegetation itself.
The third example corresponds to a particularly
high initial temperature. When a respiration func-
(iA)* =
Mt*
r A
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non with a high temperature 'cutoff' is adopted
(Fig. 4). net primary productivity peaks and then
declines but (in a similar fashion to the previous
simulation), this change only significantly affects
the litter flux and the soil carbon pool. In this case
it is not possible to induce a major reduction in
overall vegetation carbon content. However, if
respiration terms that monotonically increase with
temperature are adopted (Fig. 5), NPP reaches a
maximum earlier and eventually becomes negative
(i.e. respiration exceeds gross photosynthesis). In
this case, after an initial period in which (again)
any variation in NPP is reflected in just the litter
term, there is a very short period of rapid variabil-
ity during which there is vegetation 'die-back'.
Both the fractional coverage of vegetation and its
carbon content (per unit area of vegetation) de-
cline very rapidly. This is true for both the dy-
namic and equilibrium solutions. although
significant lags do occur in the dynamic case. The
loss of vegetation carbon results in a large pulse
of carbon to the atmosphere (negative NEP). This
phenomenon of 'die back' has also been simulated
in the more complex 'Hybrid' vegetation model
(White et al., 1999). Our study suggests that the
predicted occurrence of 'die-back' depends heavily
on the model formulations of dark and plant
respiration. This is also true for the critical atmo-
spheric CO, concentration above which vegeta-
tion changes from being a sink to a source of
carbon.
The growth model is deliberately simple and
therefore lacks many features, including phenol-
ogs , other competing species and any dependence
of plant growth and soil respiration on water
stress. Throughout. the partitioning parameter
is modelled as a function of leaf area index only.
This does not take into account any possible
acclimatisation: should water stress occur, some
vegetation types are able to redirect more carbon
into root stems to facilitate uptake of more water.
In addition, there is no seasonality within the
driving conditions. As the governing equations
are nonlinear, temporal averaging may change the
time (or atmospheric CO, concentration) at which
the key changes in vegetation structure occur.
Throughout, the vegetation is assumed to be un-
der no soil water stress. whereas within a per-


turbed climate rainfall characteristics are likely to
change regionally. However, even subject to all ol
these caveats, the relatively simple group of gov-
erning equations for terrestrial behaviour have
been shown to exhibit a rich range of possible
behaviours in response to the widespread warm-
ing which is predicted to occur within a CO3-en-
riched atmosphere. The simplicity of this model
allows a comprehensive analytical study to he
undertaken, building both a full understanding of
We different possible behaviours and a tnethodol-
ogy to extend such understanding to a continuum
of different boundary conditions. The study has
demonstrated the importance of all model
parameters and the dependence upon the sub-
model for NPP ((he latter including differing
Wnctional forms of plant respiration).
It is hoped that this model, and the associated
analysis, will provide a structure on to which
other more complicated growth models can be
mapped in order to summarise their gross fea-
tures. It is also hoped that this essentially 'off-line'
analysis will be of' use in diagnosing features of
ecosystem models when implemented within a
0CM. If this is possible, the influence of atmo-
spheric feedbacks within the fully coupled system
can be assessed by whether they delay or other-
wise the critical thresholds identified within this
study.
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Appendix A. The initial behaviour of an emerging
vegetation
A solution is found for the initial period after
the emergence of a new dominant vegetation type.
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based upon linear perturbation analysis. When
conditions become appropriate for vegetation to
emerge, the r.h.s. of Eqs. (1) and (2) are zero.
Hence, for short periods after this, NPP, vegeta-
tion carbon and the partitioning parameter may
be written as
fl=fl0-l-Afl CH= CB + ACH
20..0+ A2, (27)
where
( I Ar. 0) 110 ieCir - 0 - 0
(28)
and it is assumed that lAH/1101« I.14 (70/(10.„1«
and 142,./2,..„)« 1. It is observed (from Fig. 2) that
the LAI values (and therefore C13and 2,.) are
almost identical between the equilibrium and dy-
namic simulations. Hence, linearisation of the
equilibrium solution to Eq. ( I), and from the
definition of 2 , . in Eq. (5),
(I - 1 0411 - IIA2 ,.„ = •„/A(.70
AL -
AC1, (29)
ging
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The change in NPP is given by
= (30)
where r (yr) is time since vegetation emergence.
Linearisation of the equation for fractional cover-
age gives
d J110 AC01. (31)
dt
Eqs. (29) and (30) may be combined to give all thc
perturbed quantities within Eq. (27) as multiplica-
tive in zt. Further combination with the first part
of Eq. (29) gives, after some algebra
dv
dt -/co-(Lma,- L„,„)+ Flo
+ (32)
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Abstract Changes in land surface driving variables.
predicted hy GUM transient climate change experi-
ments. are continned to exhibit linearity in the global
mean land temperature anomaly. AT,. The associated
constants of proportionality retain spatial and seasonal
characteristics of the GCM output, whilst AT, is related
to radiative forcing anomalies. The resultant analogue
model is shown to be robust between GCM runs and as
such provides a computationally efficient technique of
extending existing GCM experiments to a large range of
climate change scenarios. As an example impacts study.
the analogue model is used to drive a terrestrial eco-
system model, and predicted changes in terrestrial car-
bon me found to he similar to those when using GCM
anomalies directly.
1 Introduction
There is currently worldwide interest in the impact of
fossil fuel emissions upon climate. Of particular concern
is the accumulation of extra atmospheric greenhouse
gases (most notably CO2). which increases the absorp-
tion of outgoing longwave radiation. The atniosphere
and oceans respond to this extra radiative forcing by an
increase in global temperature as the climate strives to
meet a new radiative equilibrium. Global circulation
models (GCMs) are numerical models that provide a
quantitative assessment of such warming effects. All
important climate processes and their internal feedback
mechanisms and couplings must be explicitly modelled
within the GCM, complete with appropriate paramet-
risations. Internal model variability should be able to
C. Huntingford (H)
Institute of Hydrology. WallingMrd. thon. ONIO SBB. 1:1C
P. M. Cox
Hadley Centre. Met Office. Bracknell. Berks. 12612 2SY. LK
replicate the observed climatic variations that occur on a
range of time scales.
Important GCM diagnostics are predicted changes in
land surface climatology such as surface temperature
and rainfall rate that are a consequence of variation in
radiative forcing. These may be used to drive hydro-
logical and ecological irnpacts models off-line, providing
valuable information of their possible modes of behav-
iour. Such analysis also provides guidance to the relative
importance of different land surface parametrisations
and thereby direct the development of field experiments.
However, there arc difficulties associated with this
modelling process. Due to the large computational re-
quirement of GCMs, only a limited number of long-term
simulations may bc made. It is conceivable that sonie
potential land surface responses will not be observed for
the existing anthropogenic emission scenarios prescribed
to the GUM. Conversely, it is potentially difficult to
determine whether observed terrestrial model behav-
iours are generic or a consequence of the particular
scenario chosen.
A methodology is required that can interpolate land
surface anomalies from existing GCM transient runs to
those appropriate to a range of greenhouse gas emission
scenarios. Previous authors have discussed whether
patterns of regional climate change exhibit presistent
properties. Santer et al. (1990) calculate changes hi both
the global mean temperature and for each land surface
grid point, as predicted by the difference between
equilibrium GCM simulations corresponding to pre-
industrial and two times pre-industrial atmospheric
CO) concentration. They raise the question as to
whether the spatial patterns of change are stable for
intermediate values of atmospheric CO,. Hulme et al.
(1995) develop a model. MAGICC. in which reeional
climate change patterns are taken to be constant with
time. although they recognise that this requires verifi-
cation against coupled GCM simulations. In Schle-
singer et al. (1997. 1998) it is also assumed that the
temporal and spatial behaviour of land surface anom-
alies may be separated into a persistent spatial pattern.
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multipled by the global mean land ternperature anom-
aly. The patterns are hmnd from equilibrium GCN1
simulations, following the method of Santer et al.
(1990). Mitchell et al. (1999) provide evidence that for
the temperature fields at least. the &coupling of' long-
term temporal behaviour from geographical variability
is valid.
Here. an efficient model is developed which operates
as an analogue to the Hadley Centre GCM. and relates
prescribed changes in radiative forcing to changes in
land surface climatology. The model is based upon the
hypothesis of Sauter et al. (1990) that temporal and
spatial anomaly patterns are amenable to separation of
variables. This assumption is tested for the first time
against long CCM transient simulations. The method-
ology is extended to monthly mean anomalies in a
miniber of near surface variables which have relevance
to climatic impacts modelling. and the model is tested in
predictive mode. Spatial patterns and the thermal sub-
model l'or global mean land temperature change are
calibrated against one transient simulation, whilst the
analogue model is prescribed the radiative tbrcings as
given to a second transient simulation. The new pre-
dictions of surface anomalies arc then compared to those
from a the second full second GCM simulation, thereby
assessing predictive ability. Finally. an intercomparison
is made between driving a terrestrial ecosystem model by
both the analogue model and GCM anomalies. testing
its usefulness as an impacts tool.
2 The development and calibration
of a GCM analogue model
I .Analogue model structure
it is hxpoiliesised that GCAI predictions of changes tot Jnomahes
111land surface chin:nolo*. at the deeadal lime scale and lor
prescribed estimate of anthropogenic perturbations of radiative
forcing. can he replicated to acceptable accuract bt a simpler an-
alogue model. This model assumes that the temporal and spatial
behaviour or such anomalies Ma) he separated into a persistent
spatial pattern U multiplied bt a time dependent function. as
presiousls suggested ht Santer et al. (1990) and Schlesinji,er et al
(1997. 199M. The temporal component is related to increases in
radiative tOrcing %hi the intermediate variable of glohal mean
decadal temper:it Ure change tat I 5 m and averaged across all land
points :Ind all months). AT, IC) The form of the analogue model.
for anomalies of a land surface variable I. is therefore given h
.M.1/./.41 .11arri / II
Nroughout this work. A indicates anomalies relative to an :IS-
sumed (pre-industrial( control chmatologt Individual decades are
indexed ht integer 1. months lit lthercbt remining season:1111j
and land surface spatial position h k.
The separation of sari:Nes represented b
 ( Is carried out
l'or nine surface and near surface variables temperature at I
AT ). relative hunuditx at 1 5 m. tonal wind speed at
10.0 m. Su tin s 'I. azimuthal windspeed 0 m.
downward longwave radiation. ARL INV m -I. downward short-
wave radiation. AR, (X,Vm rainfall rate. APR trnm dat 1).
snowfall rate. SJ' I min day ' ) and surface pressure. Ap, thPai
These anomalies are ot unportancc I to sarving degrees i for impao
studies
22 I he transient (WM experiments
Anomalies in land surface climatology art:extracted from Version 3
of the Hadle
 Centre coupled land-atmosphere-ocean (KAT
- Hat1CM3- (Gordon et al 20001. The oceanic component of this
model has 20 sertical levels and a relaticel high horizontal reso-
lution of 1.25 latitude by 1.25' longitude. This allows a much
improved stmulation of ocean heat transports. which is criticallt
important in enabling HaLWMI to he used reahsticalb for climate
change simulations without requiring Dm adjustments. The al-
mospheric component or FladCM3 retains a horizontal resolution
of 2.5' latitude ht 3.75 longitude and 19 Mmospheric lavers, bin
imorporates a number or new physics schemes (Pope et al 200u
submitted). Major changes from earlier model versions include a
new radiation scheme (Edwards and Slingo 19961. a parametris;i.
lion of the transport or momentum In convective pri)cesses (Ker-
shaw and Gregory (997). and all improved land surface scheme
that simulates the effects or soil water phase change and (iT
induced stomata] closure ((ox et al 1999). There are 1631 larid
points corresponding to the (i(N1 grid.
Anomalies are derived from three transient (WM esperiments.
each corresponding to different prescribed temporal profiles of in-
creased radiative foicing A()(V,A These anomalies are used to
pros ide calibration and serilicaiion of the cirecliscneSS or the an-
alogue model. All anomalies in land surface einnatolog) are cal-
culated relative to mean salues derived from the long (equilibrium)
control CCM run that precedes the transient (3('M experiments.
The control run uses a fixed (Th concentration of 290 ppmv.
The lirst inodel r tin corresponds to an extra radiative forcing
appropriate to a cumulatne increase in atmospheric CQ. c„
(ppm%) b!, two percent per ;mum (Fig 1). this will be referred
to as the 2",, fUll. As there is a prescribed increase in atmospheric
±(J)T,o5n1 3,,nAl(n)EttistTiiies(Shine et al. 19910
t
where r (year) ci-.(11:vtime from the beginning of the GCM %HMI-
lation. and Om model specific factor of 5.397 was diagnosed front
short runs with Had(*M3 (WI Ingram personal communicationI
Hence for the 2",, run. AO 5.397 Int I .021:. which corresponds to
an increase in atmospheric t().- b) a factor of I 6.(1alter 140 >ears.
Such an extreme scenario is unrealistic but useful for analtsing the
GUM response to a rapidlt increasing radiative forcthg.
The second (iCNI experiment is identical to the 2"h run tor the
first scvent   ears of model tnne, after which atmospheric t(lj
concentration is fixed. corresponding io c„( r Ilus 11.111
‘Nili be referred to as the 4 run and is used within this studs mil>
to calibrate AT,.
The third model run corresponds to estimated historii,c91g4eLLI-Liiii;
house foreings between pre-mdusirial to present 11860 to
to increases a carbon dioxide. methane. nitrous oxide and CR's
followed by projected further increases of these gases in accordailec
with IRV scenario IS92a (Houghton et al. 1995) This GUM run
will he referred to as the GEIG (greenhouse gas) run. The addi.
nonal radiative forcings. SQ. are calculated as a composite of in-
creases in the various greenhouse gases. although Ey (2) mat he
Lig. I I h orcm12 _montane. applicable to tiu l iCOittiliutiLLs
	
'dish-dot lino anti 4. (dashed finel G( ,wperiment.
I 0
5
0
'850 1 900195020002:)532 100
Year (yr)
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inxeried to provide elfectise CO,) levels as ir all other greenhouse
gases arc ins ariant In the 6116 run the effective CO2 concentra-
tion increases by a factor or 3.2 from 1860 to 2100.
2.3 Global (hernial behaviour: a model for AT,
A global heat balance model is required to link the mean land
temperature anomah at the decadal time scale. AT;. to the radiative
forcing anomaly AO. This must contain sufficient physical realism
for its internal parameters to be both well defined and robust
to changes in the forcing scenario. The model developed below
is calibrated against the 200 and 4's GCM runs, and then used
predictively against the GFIG GCM experiment.
A "two.box'" heat balance model with separate components for
the mean decadal land temperature anomalies AT, and mean
decadal ocean temperature anomalies AT, (K) is constructed.
Additional diagnostics front the 21!l. and 4s GCM runs allow ac-
curate evaluation of the new parameters. These extra diagnostics
(besides values of A7) and AT).1 are anomalies in the decadal mean
top of the atmosphere net downward radiation over land. AFrw,
(W m 2) and over Mc ocean. AFrai, AI) (W ni2 ). The global
mean imornalies in top of the atmosphere net downward radiation.
Arm). satisfy AT:104. / AU,01 + - nAhm., where .1
0.711 is the (gridbox) fraction of the Earth's surface covered by
ocean- For an equilibrium etiolate. the absolute value of global mean
top of the atmosphere radiative flux is approximate]) zero. although
there may be a non-zero heat flux between the oceans and land.
Atmospheric radiative forcing due to changes in the concen-
tration of atmospheric greenhouse eases. Athil. is assumed to be
identical over both land and ocean. A downward heat flux into
the oceans. Aff„ (W m 2). is included but the heat flux into the
land is assumed to be negligible relatise to other model terms
(Murphy 1995). The change in thermal ad' ection between the two
Fig. 2 Mean decadal GCM
diagnostics (tor the 2"IA)
and 4(DI runs) of at Arb bi
AFm1:d) AT_ el AFaiL ,. and
hi AE/A r;,. Also plotted are
inferred values a el it. 11).„
:Hid )41k (see Section 2 3). The
ocean heat diffusion model
ssith230 WKand E-raci
surface forcing Pm). /: again
\cc Section 2.31estimatesAT.
(dotted !Me) and equivalent
mixed-la  cr depth
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additional climate change scenarios from existing CICM simulations
K tn) satisfying c',,,dAT,.'dt - equivalent mixed-layer
depth. ;lc (nu defined as - c,. is presented in Fig. 2i. The
behaviour of is similar to that given by Keen and Murphy
119971. also for the 20,, run.
The internal parameters of the two-box thernild model have
now been evaluated and so the governing equations may be com-
bined to give the complete model form. Eliminating ti„ within
Eqs. (3) and (4). and employing relationship (9) gives a surface
boundary condition for Eq. (5) as
CAT, A001
AT, it -I It°.
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components (per unit land area and defined positive towards the
land) is expressed as f AH„(r) IW 111"I. The heat budget equations.
for all times. over land and Ocean surfaces respectively are
-= AO - /.1ATI ; Alla
AH„ = AO - - ( - . (4)
where A and A. (both Wm 2K I) are the climate sensitivities Over
land and ocean respectively.
Depth dependent ocean temperature anomalies. AT/A:v/1
= 0 (K) are modelled as satisfying the heat conduction equation
	
K — 151Ti
where c,, - 4,04 s K rn '1 is the olumetrie heat capacity
of sea water. K 1W Ill I K is an effective thermal diffusivity.
is depth into the ocean (positive downwards) and by definition.
t - AT„(t). The ocean surface boundary condition is given
by A/T(0 KMT, fit at = 0 and by AT., as:•(here
set as: 5(100 in). Thermal advection is initially modelled as linear
in land-ocean tentperature anomaly contrast That is
AU, CAT, AT
 
where (W 111 K is an energy exchange coefficient (see e.g.
Murphy 1995: Rowntree I998).
GCM diagnostics are used to calibrate the two-box model
parameters. As the land has no thermal capacity. the incoming
advectiye flux anomaly must equal the top of the atmosphere
radiation flux anomaly over land: /All„ AFT,u, /. (ombined
with Eqs. (3) and lb) this allows 2, and A to be diagnosed:
t, - pip
A) Arm, -Ant".
JIAT, A111
Over the oceans a change in nct downward top a the atmosphere
radiative flux must balance anomalies in both the ocean heat flux
and the advective flux to the land region: AFT01; „ A/T
I - / )All„. This condition combined with Eq. (41 and also noting
that the only heat store for the entire system is the oceans yields
	
A() - Arm/ AP/03.
AT,
Ile second equation provides an upper boundary condition to
Eq. (5).
Diagnostics AT.AT,. F1m..; and (see Fig. 2a. b. d. e
respectively) Iforn the 2% and 4 2 GCM experiments are used
within Eus.17) and (8) to calculate decadal values of 2/. and A
(see Fig. 2e. I g). The climate sensitivities are moderately well de-
fined. i.e. near constant in time. especially 2/. (Note, the parameters
tend to he ill-defined for early decades when the GCM is near
equilibrium and interdecadal variability can swamp the small cli-
mate change signal.) Parameter k is however. not robust and ex-
hibits a wide range of values throughout the GCM model run.
Figure 2h is a plot of AT/A7f. which is a relatively conservative
quantity. This observation is adopted as a surrogate constraint.
expressed as
AT, = AT,
.91
that Umpltcitl I replaces the description of All ,, through parameter
A. No physical explanation is offered here as to the processes
leading to the robustness of parameter i However, this does seem
to be a GCM diagnostic worth% of further investigation,
Based upon visual inspection of Fig. 2 c. I. h. values of 2, - 0 52
tW m-2 K 1.751W m 2 K 'land AT/AT, = 1.87 are
designated. The ocean heat diffusion model Eq. 151 is also solved.
driven by surface heat flux Affoi. /. This is carried out by, using an
implicit numerical scheme with a sub-decadal timestep and for a
range of different values of k. With K 384 W ni K predic-
tions of AT, are almost indisfinguishable Ifoin the full GUM values
(see dotted line. Fig. 2d) and so this value is adopted. The ocean
surface temperature and surface heat flux ina) be related through
an effective inne-dependent thermal heat capacity. Cr „71 on units
Values of change in radiative I.yang. AQ.110: tow the only input
required by the two-box heat bt lance model. Eq (51 with hoimdary
condition (101 are used to calculate AT,. from which AT, may be
evaluated using Eq. (9). Predicted surface tem verature values are
plotted in Fig. 3 for all three profiles oF AQ described in Sect. 2.2:
also plotted are the mean decadal temperature anomaly values
found directly- from the three GCM transient runs. Figure 3 indi-
cates that, in general. the us o-hox model performs well although
there is a tendency for the model to reach eqthlibrium temperatures
ioo quickly for the 4 case. Model parameters have been selected
through analysis a the 2",, and 4 / (WM nut output only. The
16
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Flit. 3a, b T (1-11(ix1110deI predictions cotstintttius Iine,1 of a decaLtil
mean land surface temperature and b decadal mean ocean surtace
temperature. for radiative forcing scenarios appropnate to the
4., and GHG scenanos Also plotted, tor companson. are the actual
GCM decadal mean anomab values for the .12" v. CT )4 and
GHG GCM runs The %aloes plotted for !Sou are representative of
zixerages 110111a 'pre-industrial.. contivvl Pin
,01
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good lit to (he (MG GCM run. represCnting a ddlerent torcing
scenai to. Is a ic.a of ihe tgo-hos heat balance model glum operated
in d complete]r predictise fashion
IL'4 (..ilculation tsr pattern,. I F
Pattern. I, are dells ed for each ariable. spatial pos01011 and
nion111. Irt tin eci calibration against antinahes as predicted lh both
the 2. and (if 16 GUM transient runs itherehd leading to In scls
of patternt For each sanable 1 . Fit each month 1. and tor each
-Tana! point L. I .1, Is I Ound such .1, to litIttiIttie
/, 4, V .NI
g hide V is the number kit- decades of each transient run. Values ot
'iTit I githm Eq. 11 II are calculated directl  from the GCN1
inolitilies la, opposed to the tgo-box heat balance model). there())
&coupling the demed patterns from the model ol global land
temperature anomal) Nlaps of 1,1r. A ) are presented for four
months (January. April. ItiN and Septemberi for 1 5 in tempera-
tint' Fig 4) and rainhill (Fig 51
3 The performance of the analogue model
I teneall esti \ lett al Olt' allotnal
 ploisertic,
l‘t 0iic,.necalculated 1,1 each decade and tot eLich
diktat:111es is dcl Red the (i(N1 it amdem run ‘‘ith sce-

nario lifcings 1 or each sunable I . and acroN, all land point. and
months. the mean decadal ailoinaF talkie 0 and standaid
desidlIttint r al the anomalies al e ,alculaled tic
\ dittAl [/ (.41
12 1
121
ti'itXli
\I r
12 1
u here ii mi.) are model gridhos area, and I (nrd us the total
grallsos I land surface area. These stati,ties arc presented in I 1g b
1-or both tempt:tame and doungard longga‘e iiithanon. the
Mean anomal) s :due: become larger than then deeadal standard
des ninon.. indicating strong signal to twice ‘;irditton
spheric greenhouse gases increase A eoiripardin els silting signal is
also seen for relatise hunudit
 and siliM tall HIC erall signifi-

cance oF the anomald satiation. can be measured b
 conlparion
gith the mean :dues for each %.inable Such sallies. appropriate t
an obsen anonal ehmatolop (A.1) Friend personal communuca-
Pon). are lusted in the plot titles or Lamm ig It
For the first leg decades of the riCNI run, tlw radians e
lorcmg is 5er \ small (see Fig. 1) and as such initial S tInts ol 'XI.
are represent:1ns e of 'natural' interdecadal sanabilit
 the nna/ogue
model is not designed to explain these shorter time scale s aviationi
louever. ill the standard deviations inerease for later decades as
the climate changes. Thu,is Consistent ntill the emergence of dis-
tinct spatial and seasonal anomald patterns inLT and hLd.ond
',Mune global linear shift Ender the assumption', contained Within
I .1ill. this corresponds to variation IAalnn each arra 11,1/.A
\ 11.1101:11eMedd perk-alliance for I A in teillpeidltine
\tt initial ',H es.,111ctll ot the du-Attune nititlel is undertaken in
.inaN sing its ablittr to reproduce (icNi derived anomalies of 1.5 m
temperature. Nfld. 7.A Anomals prediction Is> Eq 11 is ap.
pttised 101 both the GM, and 2", forcing scenario., sxith applo.
Pudic Hrongs supplied to the tuo-bo‘ heat halance model to
e,
CTIr
wittbms,,e.‘
0 C.5 711; 21-1. 0 85
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Fig. 6 Decadal mean anomalies 1.5m temperature (286 K) 1.5m relative humidity (77.5 %).. .(continuous lines) and related 6 [ i 101
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Fig. 8 Values of <i for each
decade corresponding to predic-
tions or the GHG GCM anom-
alies by the analogue model for
each variable I (see individual
plot titles) and using patterns
derived from the GFIG run
(continuous lines) and the 2"„
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also plotted
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3 1 Analogue 'node) performance IMrall other sanables
Identical anal ses to those of Sect 32 are undertaken tor all the
land surface sariahles ‘illues ot ak, given in Fig u.ing the
analogue model to predict (iEll; GCN1 anomalies sulh patterns
deri‘ed from the GILI( run icontinuou: lines) and the 20 '(, run
(dashed lines) In Fig Y. aloes of., are shossu corresponding IO
predictions of the 2". run with patterns demed from the 2"f, rim
(continuous Imest and the (iEIC run «lashed Imes). The quanti-
tative behaviour of all anomal ‘anablesclosek follows that tound
for the I.5 m temperature
Also plotted are the &Nadal standard des Raton. if anomalies
A11111 (see Eq 12 and also hig hi and the root mean squdre
anomah, value, irelatise to the control amatei gls en b.,
,SMALAIMI A::
• 14,
Statistic Al „ demonstrates the mmortance of c\olsin2 ,eaconal and
,pahal pattern> relatise to mean anornals change. sshereas Al
encapsulate, total sanabilits v.ithin anomalies. that is both des el-
itptrig patterns and ans long-term trends. For •Orrie arlaHes Ic!,!
ssnid speeds). it is nhsersed that the slatiStiC Al;- and Ari,” .tre
nearls identical, indicating that there is !ter> little change in the
global mean anomals. although Tana! and eeasonal pattern,
emerge
A procedure is tediored that mdcsee analogue model perfoi -
mane., lot the deerent land sut lace eitinaddoeteal t„ircthles A, the
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Fig. 9 Values of ri for each
decade corresponding to
predictions of the 2% GCM
anomalies by the analogue
model for each variable 1- (see
individual plot titles) and using
patterns derived from the 29-
 
run (continuous lines) and the
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quantitatise deductions of Sect. 3.2 relating to the 1.5 m temper-
ature are found to he valid for all Nariahles, then the development
of a simple ordering statistic is possible. An appropriate test is to
use: ( ) well-defined patterns within the analogue model for (2) a
radiation forcing profile AQ that is different to the original cali-
bration GCM run (thereby operating predictively) and (3) ensuring
that there isnot significant extrapolation beyond the climate regime
experienced within the original pattern calibration exercise. For
these reasons the prediction of anomalies from the 2% GCM run
during Me initial decades and with patterns derived from the GI-IG
GCM are selected for consideration. Based upon the seventh de-
cade of the 2% run (a decade beyond which AQ for the 2% run
significantly exceeds that Mr the last decade M the GHG run) and
with Alio, (I) assumed to represent the interdecadal variability.
ordering statistic Si is given by
100 [1
	
(  II  (7)	 Artor( I 

=
	
A 1-,-0,17 Arrort 11)1
Values of Si- are presented in Table I. They broadly indicate (as a
percentage) the change in variable V (over and beyond interdecadal
variation) that the analogue model is capable of explaining. The
model is particularly good at predicting changes in 1.5 m temper-
ature and downward longwave radiation: this may be expected as
these variables contain large -signal to noise' ratios (see Fig. 6).
Other variables for which the analogue model performs well are
1.5 ni relative humidity and wind speeds. The analogue model is
weakest at predicting transient GCM anomalies in rainfall rate.
The statistic for snowfall rate appears to be good, although there
are large regions where snowfall will be consistently zero. In areas
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'Fable 1 Statistic Sr calculated for LS m temperature (An. 1.5 m
relative humidity (Ara 10.0 m zonal windspeed (An). 10AI m azi-

muthal windspeed (Ar). downward longwave radiation (AR, I.
downward total shortwave radiation (AN., T. rainfall rate (AN).
snowfall rate (AP)) and surface pressure anomalies (ANI
Variable AT Ark Au AI AR, NR5 V't, Aftv
Sr CY.I 96 82 SO 81 96 (IS 94 76
where the GUM predicts snowfall, the analogue model may not
perform as well as suggested by Table
3 4 An example application: changes in terrestrial carbon storage
The analogue model is used to provide driving conditions I'm- a
large-scale dynamic terrestrial carbon cycle model, --TRITFID-.
designed for implementation within a GCM. Key features of this
ecosystem model are that it calculates biosphere dMgnostics of soil
and vegetation carbon. themselves a function of the predicted
structure and coverage of (live) plant functional types. The aerial
coverage. leaf area index and canopy height are updated based
upon carbon fluxes calculated within a coupled canom conduc-
tance and photosynthesis module, which is sensitive to hoth the
land surface climatology and the CO. concentration (Cm. ct al.
19994 TRIFFID is a dynamic model, which explicitly allows
lOr vegetation growth, death and competition within a changing
climate, and as such may demonstrate important temporal effects
that would be undetected by equilibrium vegetation models.
TRIFF1D is "spun up- to equilibrium using an observational
climatology IA D. Friend personal communicationI and the CO)
concentration assumed at the beginning of each of the GCM runs
1290 ppmv for the 2% run and 286.3 for the (Il-IG run y For each
(1CM scenario. dynamical TRIFF1D simulations are carried out
using both the anomalies directly from the GCM and also the
anomalies calculated by the analogue model. In the latter case,
patterns derived from the GHG (ICM run are used fog both
forcing scenarios, for the reasons given in Sects. 3.2 and 3.3. Al-
though TRITER) calculates many diagnostics. in this test study
only the change in terrestrial (vegetation plus soil) carbon storage
anomaly. ACT (kg C m :1) is analysed.
In Fig. 10. values of ACz are plotted for (a) the GH(i scenario
and (b) the 2% scenario with anomalies derived directly from the
GCM (continuous lines) and from the analogue model (dashed
lines). Also plotted (dotted lines) are the root mean square errors.
ec, (kg m 2). of the analogue model when predicting GCM
anomalies (see Eq. 13 for statistic definition and where variable 11is
terrestrial carbon storaget There is a very close relation between
predictions of changes in terrestrial carbon storage for both 6CM
anomalies and the analogue model. For information, the critical
point observed within Fig. 10b is broadly. due to (-07 fertilisation 

of photosynthesis becoming supereeeded by teniperature enhanced
respiration at later decades
As the terrestrial carbon cycle model is dynamic (and thereby
contains both an -inertia" and -memory-1. discrepancies between
the GUM and analogue model predictions of anomalies in driving
climatological data will result in a gradual increase in t, . This may
be observed Cor the inmal decades in Fig. Wa. b. Hm%ever.
throughout the rest of the Glki run and up to approximateb year
1931) of the 2% run. 0( is quite conservative This suggests that
differences in prediction of C, when driven by anomalies from the
GCM. rather than the analogue model. are due to mterdecadal
variability only. With no evolving long term differences between
GCM and analogue model derived driving data anomalies (see
Sects. 3.2. 3.3), it may be anticipated that model predictions of Cr
would also be similar. It is noted that for the later years of the 2"i
run, although predictions of the absolute values of c, are similar.
the root mean square error increases, implying that the pattern
of terrestrial carbon storage change is not well reproduced when
extrapolating to such extreme conditions.
To provide additional verification that the analogue model is an
effective tool to predict anomalies in terrestrial carbon content
maps are produced of AC, for the last year of the GH6 run
(Fig. I I) and year 1930 of the 2% run (Fig. 12). The predicted pre-
industrial terrestrial carbon contents CI are shown for comparison
(Fig. I Ia. 12a). Changes in terrestrial carbon storage are plotted
for 11211-1-1D driven by the GCM anomalies directly (Fig. 1lh.
12b) and driven by the analogue model (Fig I le. 12c). Distinct
spatial patterns emerge in anomalies ACT but the difference
between using GC:NI and analogue model derived surface clima-
tology foreings is minimal (compare Fig. 1lb to Fig. I lc and
12b to Fig_ 1.20. Of particular interest. however. is that there
are some differences between Figs. I lc and 12c. As discussed in
Sect. 3.2. the analogue model land surface ehmatologies provided
to the terrestrial carbon cycle model during the decade ending 2100
Mr the 61-IG run is Ill nearls correspond to those Mr the decade
ending 1930 in the 2"n run_ Associated differences in AC, are
therefore a consequence of the interac(ions between the implicit
time scales of the dynamic terrestrial carbon cycle model and those
associated with the prescribed atmospheric forcings. They are also
a consequence of differing values of atmospheric CO2 influencing,
Ihe photos> nthetic model at these times (some of the CIFICI run
atmospheric tOrcing is due to other greenhouse gases)
Fig. 10a, b Changes in total
terrestrial carbon. AC, (kg C
m 2)as simulated by TRIFFID
when forced by anomalies pre-
scribed directly from the GCM
(continuous line) and when
forced by the analogue model
(dashed line), for a the GHG
radiative forcing scenario and b
the 2% forcing scenario The
analogue model uses patterns
derived against the GHG GCM
run in both cases Also plotted
(dotted line) for both radiative
forcings scenarios, AQ. are the
root mean square errors calcu-
lated using statistic s (Eq. 13)
and applied to diagnostic AC7
GHG run
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nostics corresponding a more extreme fourteen decade
transient experiment representing a cumulative increase
by two percent per annum of atmospheric carbon
dioxide (the "2%" run).
Analysis shows that the two-box heat balance model
for AT, is robust inasmuch as it performs well for dif-
ferent profiles of radiative forcing but with the same
internal parameters. Similarly. patterns T, are transfer-
able between different forcing scenarios when the range
of new forcings encountered does not exceed those
experienced within the original calibration of patterns
against GCM output. This is the case whereby the an-
alogue model with patterns tuned against the CHG
run is found to accurately predict anomalies for the first
seven decades of the 2% GCM run.
Parameters within the two-box heat balance model
for AT, and the patterns I; retain much information
about the temporal and spatial behaviour of existing
GCM experiments. Subject to the proviso of not ex-
trapolating greatly beyond the original range of climate
change used to calibrate U. the analogue model pro-
vides a very efficient methodology for generating
decadal mean anomalies. The anticipated use is to
generate surface climatological anomalies as required
by impact studies and for scenarios of radiative forcings
for which full GCM transient experiments do not cur-
rently exist.
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Abstract.
A global carbon cycle is introduced into a zonally averaged energy balance climate model.
Overall, this is found to extend the range of insolation over which partial ice cover solutions may
be found to occur. However, the introduction of the global carbon cycle reduces the range of
insolation values over which stable "small ice cap" solutions exist.
KEYWORDS: Climate. Carbon cycle, Zonal model. Earth system modelling
á
2 c. Huntingford+, IC. Hargreaves+++, T.M. Lenton++ and J. Annan+++
1 Introduction
In recent years much effort has been focussed on estimating the short-term (order
100 year) impact of fossil fuel building. Paleorecords show, however, that the
climate of the earth has been highly variable over time scales ranging from decades
to millions of years. Solar insolation (the power of the solar radiation per unit of
the earth's surface) varies seasonally as the earth orbits the sun. However, there
are also changes at much longer periods caused by variations in the earth's orbit
and changes in the tilt of the earth relative to the plane of the orbit (Milankovitch
forcing). The variation of summer insolation at high latitude in the northern
hemisphere is thought to have a large effect on the variations of global ice mass,
particularly the prominent variations at periods of 19, 23 and 41 ka.
Early advances in the understanding of the Earth's climate were made through
the use of one-dimensional zonally averaged stady state energy balance models
(see Budyko, 1969 and Sellers, 1969). An important result from these models is
the suggestion that the Earth could become completely ice covered for modest
reductions in insolation, and that for a range of prescribed insolation, multiple
solutions are possible including no ice cover, partial ice cover and total ice cover.
In these models, there is a single governing equation for the zonal surface tem-
perature and this represents a balance between available radiation (incoming short-
wave radiation minus both reflected shortwave radiation and outgoing infrared
radiation) and the zonal atmospheric diffusion of heat. The (infrared) radiation
emitted back to space is approximated as a linear function of surface temperature,
T. The model is nonlinear, since the prediction of ice cover (a function of surface
temperature) has a very strong influence upon surface albedo which in turn influ-
ences the outgoing shortwave radiation. A complete review of these simple zonal
climate models, including an analysis of the stability of the equilibrium solutions,
is provided by North et at, (1981). Comparison of the results from these equi-
librium models with data is hampered by the lack of a simple relation between
paleoclimate ice mass proxy records and insolation. There arc clear differences in
the signals, such as the existence of the ice age signal of approximately 100 ka
duration in the ice record which has no significant counterpart in the Milankovitch
forcing. Although the climate cannot therefore be in true equilibrium with the
insolation, there is still a considerable correlation between thc two and so this
assumption can provide a useful first-order approximation.
Representation of carbon cycles is now being introduced into Global Climate
Models (GCMs), largely with the aim of studying anthropogenically induced cli-
mate change. Due to the great computational demands of these models, they have
not been run for many different insolation scenarios. Nor has it been possible
to run them for long enough periods to address issues such as glacial-interglacial
oscillations or long-term climate stability. In order to assess whether it is possi-
ble for the carbon cycle to have a real long-term impact on the evolution of the
Earth's climate, the carbon cycle has been added to a steady-state zonal energy
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balance model. The aim is to determine how conserving total carbon in the land-
atmosphere-ocean system affects the equilibrium solutions. By experimenting with
different amounts of total carbon in the model, it is also possible to gain some idea
as to the potential effect on the stability of the climate of net sources or sinks of
carbon (which are caused by processes such as rock weathering, volcanic eruptions,
deposition or fossil fuel burning).
As a starting point this study models how different atmospheric concentrations
of carbon dioxide affect the linear approximation between temperature and outgo-
ing infrared radiation (the so-called "greenhouse effect"). This adjusts atmospheric
temperature, as predicted by the governing thermal equation. The zonal variation
in temperature is modelled as influencing both carbon held within the terrestri-
al ecosystem, and carbon retained within the oceans. Changes in both of these
stores of carbon change the atmospheric carbon dioxide concentrations "closing"
the modelled carbon cycle. In the resultant model, as for the original form of the
zonal energy balance models, the only input variable is insolation. This therefore
allows a direct comparison to be made between simulations both with and without
a global carbon cycle.
For this initial study only equilibrium solutions are investigated. The simplici-
ty and low computational requirement of the zonal model allows the full range of
driving data of insolation to be investigated, which is not currently feasible with
more complex and accurate GCMs. Most GCM simulations have been undertaken
to understand the direct impact of anthropogenic greenhouse gas emissions. How-
ever, future work could involve some form of comparison with the limited set of
GCM simulations, allowing better calibration of the zonal climate model.
2 Governing Equations
The present numerical model (named Zonal Earth system Underlying Structure, or
ZEUS) consists of two key components: the global heat balance and the global car-
bon cycle. The heat balance components utilize the equations presented by North
et al., (1981), with the exception of an explicit dependence upon atmospheric CO2
concentrations. The global carbon cycle comprises a simple terrestrial vegeta-
tion and soil model and a description of ocean carbon storage. The atmosphere
and land-surface components have a latitudinal (or "zonally averaged") structure.
However, the ocean carbon model is currently in a simpler four box form. In this
paper, only equilibrium solutions are considered.
2.1 SURFACETEMPERATURE
The energy balance model of surface temperature used here is based upon equa-
tions presented by North et al. (1981). At each zonal point (represented through-
out this paper by x, the sine of latitude), there is a three-way balance between
fluxes of heat dissipated by atmospheric diffusion, infrared radiation emitted to
space and absorbed incoming shortwave radiation. It is this energy balance that
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gives an estimate of surface temperature T(x) (IC), and the governing equation is
given by
-±D(1 - x2) dT(x) + .1.(x) = p(xXl a(x,x,)). (1)
dx dx
Here D (W m-1 K-1) is an atmospheric diffusion coefficient for heat, 1(x) (W
m-2) is the rate that infrared radiation is emitted to space, S (W 111-2) is the solar
insolation, A(x) is a normalized function that accounts for the mean distribution
of radiation according to spatial position (approximated by p(x) = 1 - 0.477*0.5*
(3x2 - 1); see North and Coakley, 1979), a(x; x 3) is the albedo and xs is ice front
position. The ice front position is assumed to be identical in the Northern and
Southern hemispheres.
The albedo is given by a simple two state function, dependent upon whether
ice cover is present or not. The particular state is determined by a very simple
function of temperature, namely that ice cover exists for surface temperatures at
ten degrees less than freezing point. The actual values of albedo are given by
	
a(z) = 0.62 for T < 263.15,
	
n(z) = 0.30 for T > 263.15.
Budyko (1969) suggests that to a reasonable approximation, infrared radiation
emitted to space may be approximated as a linearly increasing function of surface
temperature. Parameters associated with such a linearisation implicitly contain a
dependence on atmospheric concentrations of "greenhouse gases". It is here that
a formal link is made between the global model for surface temperature and the
global carbon cycle. An additional term that explicitly accounts for changes in
atmospheric 002 concentration, Ca (Ppm), is added to the linearisation which in
turn has been tuned to the current climate. This term is logarithmic in ea:
1 = A + BT - 5.3971n ( ) (2)
Ca,P
where ca,p (ppm) is atmospheric 002 concentration for approximately pre-industrial
conditions (here set to 280 ppm) and A (Wm-2) and B (Wm-21K-1) are constants
given by A = 203.34 Win-2 and B = 2.09 Win-2K-1. The values of A and B
follow those given by North et al., 1981. Such values are assumed to be reasonable
for the pre-industrial period, whilst the multiplicative factor of 5.397 is derived
directly from GCMs (a function of the response of the complex multi-height atmo-
spheric radiation scheme contained within the GCM - see Shine et al., 1990).
From Equation (2) it may be seen that if all other conditions are kept constant,
then B may be regarded as a climate sensitivity, relating (global) temperature
increase for a given change in radiative forcing atmospheric due to adjustments in
the logarithm of atmospheric 002 concentration.
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Boundary conditions for Equation (1) are that dT/dx = 0 at the poles z = +1.
Equation (1) is nonlinear due to the two state functional form of albedo, a, the
latter as given by Equation (2).
For a fixed prescribed atmospheric CO2 concentration, the above equations
may be solved completely to give zonal values of temperature, T(z). However, the
purpose of the work described in this paper is to introduce an interactive carbon
cycle, and therefore atmospheric carbon concentration, Ca, then becomes a variable
within the model. Aspects of the global carbon cycle are now introduced.
2.2 TERRESTRIAL CARBON COMPONENT
The terrestrial carbon model is based on the vegetation and soil equations, and
associated parameters, given by Lenton (2000). These are related to the terres-
trial ecosystem model currently implemented in the UK Hadley Centre climate
model (see Cox et at, 2000 and intermediate version by Huntingford et al., 2000).
Vegetation carbon density is calculated per unit surface area, C,, (kg C m-2), and
similarly for soil carbon density, Cs (kg C m-2). Vegetation carbon content is a
balance between photosynthesis (generally dominated by the response of leaves in
the upper canopy), respiration and litter fall. The dynamic model for vegetation
carbon is given by
dC/dt = kpCv,pfi(ca)f2(T)- krf3(T)Cv - ktCv (3)
where t is time (yr), Ic3, (yr') is a rate constant for photosynthesis, C. (kg C
m-2) is an estimate of terrestrial carbon content that would be applicable in pre-
industrial times, f, is a normalized photosynthetic response to atmospheric CO2
concentration, f2 is a normalized photosynthetic response to surface temperature
T, k (yr-1) a rate constant for plant respiration, h a normalized plant respiration
response to temperature and k, (yr-1) a rate constant for litter fall. For the
equilibrium analyses presented here (indicated by subscript "eq"), then
IcpC„pfi f2 

Cv eq
kr [fa +
Soil carbon content is a balance between incoming litterfall from vegetation and
soil respiration loss. The dynamic equation is given by dC3dt = kC,, - ksh(T)Cs
where C, (kg C m-2) is soil carbon content, k, (yr-1) is a soil respiration rate
constant and h is a normalized soil respiration response to surface temperature.
This gives an equilibrium soil carbon content of
ktCv,"
Cs," = kit .
The total terrestrial carbon content Cjand (kg C m-
and soil carbon content (and by definition from Equations (4) and (5), a function of


2) is a sum of the vegetation
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atmospheric concentration and surface temperature i.e. Ctand(T(z), Ca) = Cv,eq
Cs,eq). At each zonal position where temperature, T, is calculated, (as given by
Equation (1)), then this is applied to solve Equations (4) and (5). At each zonal
position, fractional land cover, f (z), is based on a dataset of global land cover.
Atmospheric CO2 concentration, ca, is assumed to be well mixed and invariant
with position. The total vegetation cover, Clan(GtC) therefore satisfies
cranotd
= 1 E Cland(T(z), Ca)f (z)aa (6)
t=1
where N is the number of zonal bands used in calculated of Equation (1) (set in
this study with the somewhat arbitrary choice of 73), Az (m2) is the arca of each
zonal band and v1 converts to units of GtC.
2.3 OCEAN CARBON COMPONENT
The ocean model is based on the four box structure presented by Knox and McEl-
roy (1984), with adjustments introduced by Lenton (2000). The four boxes are
warm low-latitude surface water 'w', cold high-latitude surface water 'c', interme-
diate water T and deep water `d'. A fraction 0.15 of the ocean surface area is
assigned to the cold surface water box, and 0.85 to the warm surface water box.
The surface boxes are both 100m deep. The intermediate box is prescribed as
1000m deep. The ocean circulation and biological parameters are held constant
at exactly the values given in Lenton (2000). Each box contains three tracers:
nitrate, alkalinity and total inorganic carbon, Tcy2 (mol kg-1). Total nitrate and
alkalinity are held constant, and hence their concentrations in each box are con-
stant. Only Tco2 can vary. The model gives equilibrium solutions for total carbon
content of the ocean, Groceotan(GtC) given atmospheric CO2 concentration, ca, and
a corresponding latitudinal temperature profile.
Temperatures for the two surface ocean boxes are calculated from the latitudi-
nal temperature profile by area-weighted averaging, taking into account the ocean
area within each band and the asymmetry of the distribution of land between the
hemispheres. The thermodynamic dissociation constants for seawater are calculat-
ed for each surface box, as functions of temperature and fixed salinity (using the
same Lenton, 2000 functions). The Tex), in each ocean box is calculated using the
flux relationships between the boxes (Lenton, 2000) as well as the relations between
Tco2 and the partial pressure of carbon dioxide (Pco2,c (Ppm)) from Kilho Park
(1969). In previous work, where solutions for a single water mass were required
(eg. Peng et al, 1987), Tc01 and Pc02,,, calculations have used ad-hoc iterative
methods. Here we need to solve equations for all four boxes together, and with
this additional complexity the direct iteration was found to not converge reliably.
Instead we employ the well-known method of False Position (Press et al, 1994:
section 9.2), to find Tco, in all the boxes. The method is applied to hydrogen ion
activity in the Kilho Park relations, and to PC1)2 in the warm surface box to solve
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the simulataneous flux equations. The four Tco, values are then multiplied by the
volume of the relevant ocean boxes and summed to give the total carbon in the
ocean. A units conversion gives this total in GtG, as CoTeto.
2.4 CARBONCYCLECLOSUREANDSOLUTIONS
The total carbon in the land-ocean-atmospheric system, CT', is derived from
adding the land surface carbon (as calculated in Section 2.2) to the ocean carbon
(as calculated in Section 2.3) and atmospheric carbon (given by GE.; v2c0 and
an + caTi'ort.iz2 is a units conversion to GtC). That is CT' = d C
The main purpose of this study is understanding how the constraint of main-
taining a fixed quantity of carbon within the system (ie CT' is kept constant)
adjusts predictions of ice front position for perturbed insolation, compared to ear-
lier simulations made that include thermal behaviour only. From the equations of
the original thermal model, ice front position (which may have multiple solutions)
may be expressed as having the functional form
(7)
For the introduction of the carbon cycle, Equation (7) is still used, but now co
requires calculation as an implicit variable and satisfying
v2c. = CTot (71(z Ca) Co1;0etan(T(z ), ) (8)
where
T(z) T(S,ca). (9)
Equations (8) and (9) are solved for both co and T as a function of prescribed
values of C" and S, and so, with the carbon cycle introduced, now ice front
position has dependencies of
xs = xs(Cmt, 5). (10)
This paper requires a method to compare how ice front position varies as a function
of insolation, S, for solutions both without a carbon cycle (using Equation (7), with
co prescribed) and for solutions with a carbon cycle (using Equation (10), withCTotprescribed). To achieve this, the following algorithm is adopted. Starting
with the original solutions without a carbon cycle, for a given value of S (called
So say), then a solution (or possibly multiple solutions) for ice extent, x5, are
calculated. The associated profile of temperature can then be applied to the land
surface and oceanic models, and with the prescribed value of co, will yield a value
of total carbon, CT'. This value can be supplied to Equation (10). Solving both
Equations (7) and (10) for varying values of S away from the original prescribed
value will yield two trajectories that intersect at S = So. Comparison of these two
solutions for varying insolation will demonstrate the impact of the global carbon
cycle.
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3 Analysis and Results
The set of equations in the Sections above show how a carbon cycle may be added to
an existing thermal energy balance models of climate. A methodology is presented
at the end of Section 2.4 that allows an assessment of the influence of the carbon
cycle upon equilibrium solutions, for ice front position, and as compared to a
thermal only model.
The first set of simulations have ca set to 280 ppm, so atmospheric carbon
dioxide, rather than total carbon, is conserved. The results are shown by the con-
tinuous line in Figure 1 (showing ice front position, x,, as a function of insolation).
Since the feedback from the carbon cycle into radiative balance is eliminated, these
solutions are identical to those presented by North et al., (1981). Then, using the
temperature profile calculated for So = 1376 Wm-2 (a value of insolation rep-
resentative of present time), corresponding values of land and ocean carbon are
calculated, added to the atmospheric carbon content and returning a value of total
carbon content of 43085 GtC. This value of CI' is then used to create a second set
of values for x3, all for this fixed value of carbon within the land-atmosphere-ocean
system, and again for varying insolation. This solution is the dashed line in Figure
1. By definition, the solutions are identical at S = So. It is seen that close to this
point, there is little difference between including the carbon cycle or not.
For lower values of insolation, the lines diverge. There are solutions over a
wider range of values of insolation when total carbon is conserved. However, it has
been shown (North et al, 1981) that the only stable solutions for the zonal energy
balance models are for the parts of the line where the gradient for the plot as shown
in Figure 1 is non-negative. When total carbon is conserved, the stable partial ice
solutions are shifted to lower insolation, and the range of insolation for which these
solutions exist is more limited. It is also apparent that the shift to an ice-ball earth
occurs when there is slightly less ice cover (ice front latitude approximately 0.64
compared to 0.62 for the solid line). So, overall, it would appear that the partial
ice scenario may be less stable than was previously thought.
It is also clear that the zonal model is not well tuned to the Earth, since the
current observed ice front position is nearer to xs = 0.9 than it is to the value of
xs 0.2 found for So = 1376 Wm-2 and Ca = 280 ppm. Whilst it is likely that
changing various parameters (such as the albedo description) could move the curve
shown in Figure 1 into a more realistic insolation regime, we did not attempt this
as it would prohibit a direct comparison with the previous work. An alternative
to changing the parameters, or indeed the physics of the model, is to accept that
the insolation values are not accurate, and focus attention on the stable partial ice
solutions as this is the regime that more correctly describes the current climate
state of the earth.
Therefore, the same experiment as described above was performed for a range
of total carbon values which intersect the stable partial ice portion of the ca =
280 ppm curve. The results are shown in Figure 2. The thick solid line is the ea
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= 280 ppm curve, and the other lines are curves of constant total carbon over the
range 40750 GtC to 42250 GtC. Increased total carbon causes the solution curve to
shift towards lower insolation values, since the increased atmospheric CO2 reduces
radiation loss. The range of insolation values over which the solution is stable
is also increased with increased total carbon, and the latitude at which stability
vanishes (thus causing a shift to the ice-ball earth) is decreased.
Increases in total carbon may, however, occur independently of insolation changes.
In this case ice cover will reduce until the stable solution vanishes, resulting in an
ice-free Earth. For example, anthropogenic burning of fossil fuels is estimated to
be releasing of the order of 5 GtC per year into the system. Taking a theoretical
pre-industrial earth at equilibrium, with total carbon at 41500 OW, and Ca of
280 ppm, gives the ice front at 0.85 in Figure 2. Fifty years of fossil fuel burning
would take the total carbon to 41750 GtC, and the new equilibrium state would
be at about x=0.9, e0=335 ppm, and only a very small further increase in total
carbon would be required to make the equlibriurn state unstable, resulting in a
shift to an ice-free world. Although the parameter values were chosen as our best
estimates, no attempt has been made to fit the model output to real world data
and so these results cannot be considered to have much predictive value. Also, the
steady state model gives no information on the transient behaviour (ie the speed
of the ice sheet collapse). However the response of the model to increased total
carbon seems qualitatively plausible.
All the curves where total carbon is conserved show a much reduced range
of stability compared to the ca = 280 ppm 'curve, but in light of this results
outlined above it is perhaps misleading to consider the ea = 280 ppm curve as a
representation of the equilibrium climate since that curve actually covers a rather
large range of total carbon.
Figure 3 shows how each component in the carbon sub-model varies with inso-
lation when the total carbon is 41500 GtC. The oceanic carbon content decreases
with increased radiation, and this carbon is absorbed predominantly by the land
and to a much lesser extent by the atmosphere.
Taken at face value the results presented here imply that the carbon cycle has a
significant effect on the climate. The effect of fossil fuel burning is to increase total
carbon as defined here, since buried carbon is not considered in the model. The
impact of increased carbon is to reduce ice cover until the Earth becomes ice-free.
This is not a continuous process but will occur abruptly when the ice cover reaches
a critical stability threshold.
4 Discussion and Conclusions
This paper examines how adding a carbon cycle to a zonal energy balance model
affects predictions of planetary states involving partial ice cover. For model solu-
tions with and without the carbon cycle that intersect at pre-industrial values of
insolation and atmospheric CO2 concentration, then the carbon cycle is found to
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extend the range of potential insolation values, S, for which partial ice cover can
exist. This is primarily by allowing for lower values of S. However, the actual
ice front position predicted for pre-industrial times is far nearer to the Equator
than that observed. The zonal model is highly sensitive to parameterisation and
so a small model change can yield very different estimates of ice cover. Guided by
both this, and the current known extent of global ice coverage, an investigation is
made for ice front positions nearer to the poles. In these regions, previous work
indicates such solutions to be stable to perturbation and thus likely to be more
representative. Around such stable states, it is found that the range of values of
insolation for which such solutions may exist is actually decreased.
It has been demonstrated that the addition of a carbon cycle to a zonal energy
balance model has the potential to adjust predictions of ice cover. In particular,
it has been shown that in the small ice cover solutions the model which conserves
total carbon is considerably more sensitive to changes in insolation than previous
models. However, it is also apparent that the solution curve for the thermal-only
model, with fixed atmospheric CO2, varies through a range of total carbon of the
order of 2000 GtC. A further result is that, in this model, the effect of increasing
the total carbon in the system (as would happen in fossil fuel burning scenarios) is
to decrease the sensitivity of the ice sheets to changes in insolation and to increase
the amount of ice that can exist before the solution collapses to an ice ball earth
scenario. However the results also illustrate the possibility of an abrupt collapse
of the partial ice solution to the ice-free state.
This paper is only a start in combining the carbon cycle within simplified climate
model structures. Many further questions remain, including the influence of ocean
biology, rock weathering, volcanoes, chemical interactions with other global chem-
ical cycles and many other events that could invalidate the assumption of constant
carbon within the land-atmosphere-ocean system. There are other assumptions
here that warrant further investigation - for instance, is it valid to include carbon
uptake by oceans including the components under ice? Also, the carbon cycle may
alter the stability of some solutions when compared to a thermal-only depiction,
and so dynamic responses require consideration.
With greater availability of computing resources, geochemical cycles are being
introduced to GCMs. More complex climate models generally have higher pre-
dictive skill, and as such, there is the opportunity to recalibrate the ZEUS zonal
climate model against these. GCMs will, however, continue to have exceeding-
ly large computational requirements and such a recalibrated zonal model that
remains quick to operate may allow extrapolation into climate regimes for which
full GCM simulations are currently unavailable.
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Figure 1. A plot of calculated positions of the ice front for different values of insolation. Two
plots are presented, for a fixed atmospheric CO2 concentration of 280 ppm (thereby overriding
the carbon cycle elements in the model, and reducing the model to that of previous authors), and
for a fixed value of 43085 CtC within the entire carbon cycle. This latter value is the total carbon
in the system estimated for near present times (with cc = 280 ppm and S = 1376 W in-2), and
as such, the two curves intersect at this value of S.
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Figure 2. This plot is for investigation of the "small ice cap" solutions. The tlfick continuous
line represents the fixed atmospheric CO1 solution of 280 ppm (and is the same curve as that
presented in Figure 1). Also plotted are a set of curves from the zonal model including a global
carbon cycle, each corresponding to a different value of total carbon (as indicated in the key).
At the points of intersection with the thick continuous curve, the solutions with and without the
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Figure 3. Components of the carbon cycle simulation for a total carbon content of 11500 GtC.
plotted as a function of insolation. This solution corresponds to the thin continuous line in Figure
2.
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RegionalClimate Modelpredictionsof extreme rainfall for a changing
climate
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SUMMARY
Major floods occurred in Great Britain during Autumn 2000. These were caused by a rapid se-
quence of heavy rainfall events that occurred over a period of many weeks leading to record-breaking
monthly to seasonal rainfall totals. The question was raised as to whether such rainfall events may be
related to human induced climate change.
Climate model predictions of future changes in mean precipitation behaviour are well established.
However, to understand flooding requires an examination of predictions of extreme rainfall behaviour and
at a relatively small spatial scale. For three areas within Britain, output from a Iladley Centre Regional
Climate Model (RCM), "nested" within one of its General Circulation Models (GCMs), is compared
to rainguage data averaged over these areas for the period 1961-1990. This shows that the modelling
system is good at predicting the statistical likelihoods of extreme rainfall events seen in historical data.
This result holds for extreme rainfall totals over daily to monthly timescales.
When the modelling system is used to predict changes in these extreme events resulting from atmo-
spheric CO2 concentrations that may be representative of the period 2080-2100, significant reductions
in the return periods of such events are seen. For example, 30 day rainfall totals which happened in
the recent past on average once in 20 years are predicted to happen once in 3-5 years. An interpolation
method based upon climate model output and incorporating raingauge data is used to estimate how
rainfall extremes may have changed between the middle of the 19th Century, and for a period centred
on the year 2000. This also predicts that increased greenhouse gases have led to reduced return periods
of extreme rainfall events for three sites of interest though in this case the changes are not statistically
significant.
KEYWORDS: Climate Change Rainfall Floods Regional Climate Models
1. INTRODUCTION
The first quantifiable evidence of anthropogenic climate change has come from a
systematic increase in the globalmean temperature (Follandet al., 2001).However,it is
not changesin the averageclimate whichwillhave the most effecton society- rather it is
the changesin the frequencyand intensity of extremeevents. In particular, any increases
in the extremes of rainfall have the potential to enhance drought and flood conditions,
both of which have high social and economiccosts.
A concensusis emergingin coupled Atmosphere Ocean General Circulation Model
(AOGCM) predictions of the sign and magnitude of seasonalrainfall changesover many
regionsdue to a range of future atmosphericemissions(Giorgi et at., 2001a,b).In partic-
ular wetter winters are predicted for northern Europe and the UK (UKCIP98,UKCIP02)
and annual mean precipitation is also predicted to increaseover the III< (Cubasch et al.,
2001). However,current GCMs have relatively coarse grids of several hundred kilome-
tres. While resolution is progressivelyincreasingas computer power increases, it is not
yet possible to use GCMs to resolvethe rainmaking processes(storms, fronts and their
interaction with the topography) in sufficientdetail to predict extreme rainfallbehaviour.
Yet it is predictionsofchangesin extreme rainfallbehaviourthat are needed, particularly
when investigatinghowa greenhousegas enrichedclimate may alter floodfrequency.Sta-
tistical rainfall downscalingmethods have been developedwhich,whencalibrated against
weather station measurements, relate large scale circulation, temperature and moisture
to likely rainfall sizes and durations over smaller areas (eg Prudhomme et al., 2002).
* Corresponding author: CEH Wallingford, OXON, OXIO 8BB, UK. Tel +44 1491 692389
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However applying them to a changing climate assumes that these empirical relationships
are invariant, which is not necessarily true. Murphy (1999) shows that such methods may
predict markedly different changes in mean rainfall than those derived from physically
based models.
Physical consistency can be maintained by predicting rainfall behaviour for differ-
ent atmospheric greenhouse gas concentrations using a limited area. fine scale Regional
Climate Model (RCM) "nested" within an (AO)GCM. This will convert the large-area
GCM precipitation results into more localised estimates by adding fine-scale spatial and
temporal detail. To build confidence in this modelling system, it is important to first
compare model performance against available rainfall data.
During October and November 2000 many areas of the United Kingdom experienced
a period of persistent, high rainfall which resulted in widespread flooding (Marsh, 2001)
and extensive damage. For many catchments, the return periods of the rainfalls which
produced these floods have been estimated to be in excess of 200 years (JCHMR, 2001).
This record breaking period raised the question as to the extent which the high rainfall
was caused by climate change due to enhanced greenhouse gas concentrations; however
the analysis in JCHMR. (2001) suggests that it is not currently possible to associate
the conditions which led to the floods of 2000 directly to climate change attributable
to anthropogenic activities. In this paper we use GCM and R.CM climate modelling
techniques to predict whether in general, increases in atmospheric carbon dioxide will
result in more frequent extreme rainfall events. The analysis focuses on three regions
near the towns of Lewes, Shrewsbury and York, all of which were very badly affected by
the Autumn 2000 floods.
2. MODEL SIMULATIONS AND DATA
(a) Descriptions of models
The analysis described here uses a climate simulation made with the second genera-
tion Hadley Centre coupled AOGCM (HadCM2), with a grid spacing of 2.5' latitude by
3.75' longitude, corresponding to approximately 300 km squares over Europe (for model
details see Johns et al., 1997). HadRM2, the Hadley Centre Regional Climate Model
(RCM), is embedded (or "nested") within the 0CM. HadRM2 is a higher horizontal
resolution, limited area version of the atmospheric component of HadCM2.
At its lateral boundaries HadR.M2 is driven by relaxing surface pressure, the hor-
izontal wind components, and temperature and humidity towards values interpolated
in time from data saved every 6 hours from the CCM. At RCM sea points, values of
sea surface temperature, sea ice depth and fractional cover are prescribed directly from
HadCM2 values, updated every 5 days. Detailed information on this combined modelling
system and its performance is given by Jones et al.. (1995) and Murphy (1999). For the
experiment described here, the domain of the RCM consists of approximately 50 km
squares covering a region that includes Europe. areas of the Atlantic to the west and
Asia to the east, the Mediterranean Sea and the Mediterranean coast of Africa.
(6) GCM simulations
A control experiment is used to simulate the climate of the recent past. Although
the period represented cannot be defined exactly it broadly corresponds to the years of
observational data used to derive the global maps of mean Sea Surface Temperatures
(SSTs) (see Levitus. 1982) used in the calibration of the fully coupled GCM. The median
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TABLE 1. Global mean temperature responses for different periods of the transient simulation..:17' is
the difference in global mean surface air temperature between the period in the GCM transient simulation
and that of GCM control simulation.
'M transient perio ansient - contro , represents: A Comments
1860First year of transient simulation
running forward from control simulation
	
1960-1990Simulated change from 1860 to 1975
	
1990-2010Simulated change from 1860 i o 2000
	
2080-2100Simulated change from 1860 to 2090
= 0.6
..VT2 = 1.3
.1'Et = 4.3 Period used for nested
RCM in a future climate
of the years of ocean data is approximately 1975 and a 30 year period centred on this
year (i.e. 1961-1990) is taken as the reference for the control simulation. The atmospheric
CO, concentration of the control GCM simulation is 323 ppm, the observed value for
1975.
A 'transient' GCM simulation is also used to simulate the observed climate change
over recent decades and a possible evolution of the climate over the coming century. This
simulation represents a changing climate that results from a steady build-up of green-
house gases (here represented by an equivalent concentration of CO.,), using observed
increases from 1860 (before large-scale industrialisation) to 1990 and a I% per annum
compound increase until 2100. This estimate of future changes in atmospheric greenhouse
gas concentrations, which has values of greenhouse gas concentrations in the mid-range
of current IPCC scenarios (IPCC, 2000), gives an atmospheric CO, concentration that
is approximately four times pre-industrial levels by 2100. This simulation is initialised
from the GCM control simulation and so the evolution of differences between the two
can be regarded as an approximation to the evolution of the real climate system from
1860 to present day and through the coming century.
Increases in the global mean temperature, T,„ may be regarded as a simple index of
climate change, and values of this averaged over certain relevant periods are presented
in Table 1. The periods are chosen to represent the change from the unperturbed "pre-
industrial" climate: 1) to the observed period (1961-1990); 2) to the present (2000); 3)
to a possible future climate at the end of the century (2080-2100). It should be noted
that AT), the simulated warming to the present is larger than the observed 1860-2000
warming, which is close to 0.8K. This is mostly due to not representing the important
cooling effect of sulphate aerosols noted during the latter part of this period (Tett et al.,
2002)
(c) RCM simulations
Two RCM simulations are used in this study. The first, a 'control' simulation, con-
sists of a 30 year integration nested within part of the (far longer) GCM control simu-
lation. The second, 'future', simulation is nested within the last 20 years of the GCM
transient simulation (i.e. the period 2080-2100; see last column of Table I). Model out-
put of daily accumulated rainfall is extracted from these two RCM simulations, and for
the three model gridboxes broadly corresponding to the catchments upstream of Lewes,
Shrewsbury and York (See Figure 1), which are selected for detailed analysis.
(d) Data
Observed daily rainfall amounts are averaged over areas that almost match the
three RCM grid-boxes, upstream of Lewes. Shrewsbury and Thrk to produce synthetic
rainfall series representative of those grid-boxes. For consistency with the periods that
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the RCM control simulation represents, measurements are selected that cover the period
1961-1990. This selection of comparable time-periods, and spatial averaging of raingauge
data provides a rigorous like-for-like comparison between the output from the RCM and
actual data. The locations of the raingauges are shown in Figure 1.
For each of the three areas of interest, a daily rainfall series is constructed for the
period 1961-1990 by the 'triangle' method (Jones, 1983). The maximum number of rain-
gauges (varying between 100 and 300, depending upon the number that were recording
on any particular day) are used. A fine-mesh, the resolution of which is dependent on
gauge density, is then superimposed and within each cell of this mesh the average rainfall
is calculated using a weighted average method depending on the inter-gauge distance.
The area rainfall is then calculated using the results of each of the cells of the fine-mesh.
3. ANALYSIS AND RESULTS
(a) Comparison of RCM output and data at three areas
Previous validations of the RCM have shown that it provides realistic simulations of
both mean and heavy precipitation over the UK (Jones et at, 1995, Durman et at, 2001,
Jones and Reid, 2001). However, flooding is often relatively localised, and the ability
of the R.CM to simulate extreme precipitation at its grid-scale of 50km, equivalent to
medium-sized river catchments, requires examination. This is a major test for a climate
model, as much of the model output (corresponding to the majority of days where extreme
events do not occur) is ignored. A comparison of climate model prediction of extreme
events against data tests the accuracy of many internal model calibrations that are not
assessed when considering average climatological conditions.
The key metric for model and data intercomparison (comparing the control RCM
simulation of extreme rainfall to data for the 1961-1990 period) is testing for similarities
between Annual Maximum (AM) series of rainfall. This is a series of numbers (one for
each year) that represents the maximum rainfall that occurs on either a single day, or
is the maximum recorded average rainfall that occurs in a sequence of m consecutive
days, during each year (all in units of mm/day, and where the nearest "middle day" of
a sequence determines the year such a maximum falls in, which is important to define
should a very wet period for in >1 occur across January 1st). This sequence of numbers
is derived for both the observed rainfall and from the RCM simulations, and is used to
calculate rainfall frequency estimates (as defined through the statistic of return period,
7 (yr)). The numerical algorithm used to relate the AM to 7 is given in Appendix A.
In this study, the AM series are calculated over five durations of in = I, 7, 15, 30
and 60 days. A feature of the Autumn 2000 floods was the accumulated rainfall over a
long period, creating the need to understand extremes in rainfall over durations longer
than one day. Generalised Extreme N'alue (GEN') frequency distributions (see Appendix
A) are fitted to each AM series, providing a smooth linkage between rainfall maximum
and return period.
The AM values and fitted GEN' frequency distributions for both RCM simulations
and data, and for the three regions of interest and five selected durations in, are given
in Figure 2. The length of available data (30 years for raingauge data and control IICM
simulation and 20 years for the future RCM simulation) limit the range of return periods
for which predictions may be made.
(b) Significance of differences In return periods using bootstrap resampling
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The GEV frequency distributions calculated for the RCM simulations and data, as
presented in Figure 2, are single estimates of annual maxima as a function of return
period. A bootstrap resampling method is used to answer this. A natural question is
whether the differences in estimated return periods found from these data are larger than
could reasonably be expected if there really were no change in the underlying frequency
of high rainfalls. For all three gridbox locations, a synthetic set of annual maxima are
created from the RCM control simulation GEV by taking 30 return periods derived from
a random number generator and calculating the respective annual maxima from the GEV
curve. A new GEV curve is then fitted to these synthetic annual maxima. This procedure
is then repeated 10000 times creating a family of GEV curves "consistent" with the RCM
control GEV for the particular gridbox.
From this family of GEVs, a distribution can be formed of the likely range in return
periods one might expect when estimating them from a random set of 30 AM values
from the control RCM GEV. More precisely, the bootstrap simulations are split into
two sets of 1 < i < 71 and 7t + 1 < i < 2n (here TI = 5000). Then 71 "pairings" are made,
linking bootstrap simulations [i=1, i = n + l], [i= 2, i = n + 2], ... , = rt, i = 2n]. For
each GEV pair the annual maxima which relates to the (for example) 20 year return
period for the first GEV corresponds to a different return period in the second GEV.
Plotting these new estimated return periods gives the relevant distribution and these
are displayed for the three grid boxes in Figure 3 (in all cases, corresponding to AM
series calculated for 30 day durations). Denoting the curves in Figure 3 as f(r), the
fractional area under J(r) between two return periods 7-1and T., is the probability of a
new return period (derived from two independent samples of annual maxima from the
same underlying GEV distribution) being between these values.
In Figure 3, thin vertical lines are plotted representing r.;'"g", which satifies p(r >
rxr rol )
= 97.5%. This number is the lower end of the 95% region within which r is
expected to be, corresponding to the probability density function fir). That is, when
using the bootstrap simulation to generate different possible pairs of GEV curves from the
RCM control simulation of AM, setting r = 20 yr for the first simulation and calculating
the equivalent return period from the second simulation, on 97.5% of occasions this value
will be greater than rTtmt . This then allows significance tests to be made of differences
between the 20 year return period of the RCM control simulation and that of observations
(called r"I') and between the RCM control simulation and RCM future simulation (called
future
). The latter comparison requires an adjustment to the methodology above. As the
future RCM simulation has just 20 values, when creating the "pairings" the first GEVs
are based upon a sample of 30 values but the second set of curves utilise a sample of 20
values. In reality, it is found that the resultant distribution is just very slightly broader,
and as such the differences are ignored.
To assess significance, the change in 20 year return period between RCM control
simulation and observations (dashed lines, giving robs) and RCM control simulation and
RCM future simulation (dash-dot lines, giving rf"'"") are presented in Figure 3. These
values are also presented in Table 2, along with identical calculations but for other return
periods besides 20 years. In all cases, it is found that the future RCM predicted return
period is significantly less than would be expected from the REM control distribution
but that there is no significant difference between the return period estimated from the
RCM control and observed GEVs (Table 2). It is also found (although not presented
here) that in all cases,
(c) Predicting rainfall extremes for different time periods: best estimates for 1860,
2000 and 2090
r obs <.11 5tr ol an d r fut ore <
97
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TABLE 2. Comparing observed and RCM future return periods of 30 day precipitation event annual
maxima with those from the RCM control simulation (see text in Section 3b for details)
Place Prescribed return period, r r.;°"l" r° ' r "thic
ewes 5 ' .0 114 1.5
Shrewsbury 5 2.42 6.71 1.52
York 5 2.36 6.22 1.69
ewes 10 3.46 21.2 .
Shrewsbury 10 3.48 15.1 1.99
York 10 3.34 9.05 2.33
ewes 20 4.55 35.1 2.26
Shrewsbury 20 4.63 36.4 2.77
York 20 4.24 12.1 2.33
ewes 4


54.2 .
Shrewsbury 40 5.73 95.7 4.07
York 40 4.94 15.1 2.61
To investigate whether anthropogenic emissions from pre-industrial periods to the
present may have been a factor contributing to the extreme observed rainfall during Au-
tumn 2000, and if the likelihood of extreme events is enhanced in possible future climates,
GEV plots derived from data and RCM rainfall AM series are required, corresponding
exactly to the greenhouse gas concentrations for 1860, 2000 and chosen estimates of fu-
ture concentrations. Due to the lack of a RCM simulation for 1860, and that the RCM
has only been run for hunted periods, it is necessary to interpolate between the results
of the two available "nested" RCM simulations described above.
Santer et al. (1990) and Huntingford and Cox (2000) confirm that to within rea-
sonable accuracy, many changes associated with mean surface climatology as predicted
by GCMs may be scaled by changes in the global mean land surface airt temperature,
which in turn is almost linearly related to the global mean temperature change T9 (K).
In the absence of a suite of "nested" RCM simulations for different greenhouse gas con-
centrations, the assumption is made here that changes in extreme precipitation are also
linearly related to global temperature changes. The scaling methodology is then used to
a) interpolate between modelled GEV distributions, P (mm/day), to yield new estimates
of such distributions when nested RCM simulations are unavailable and b) combine such
predictions with data to yield the best possible estimates of return periods. The assump-
tion of linearity here is used as the most. straightforward extrapolation of the quoted
results. It is a reasonable starting point given that increases in water vapour will be
closely linked to global temperature. The impact of this was estimated by Jones et al.
(1997) who show that 90% of the increase in intense precipitation over Europe in an
earlier RCM experiment can be explained by increasing the intensity of all events in the
control simulation by the percentage increase ill the mean precipiation.
The available GEV distributions are referred to as Pda"(r). P""'"1(7) and PI"`""(7)
corresponding to the data, and the control and future RCM output respectively. Assuni-
ing linearity in global temperature change, the two RCM simulations are used to predict
GEV distributions for years when the regional model has not been nested in the GCM.
From Table I. the predicted incremental increase in the P(r) values between 1860 and
1975 and between 1860 and 2000 are
AT)
( r ) = TL2-3 "r" ( r ) - Pr""sr"l( T)1 and 11.)( r) = ( )
and so. for example. pi9m-rn" = pc°""ol
The precise method of applying the scaling is then to assume t hat the fractional
increase of the amount of precipitation which defines a given return period event increases
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TABLE 3. Values of the best estimate of present day (702n and future (ror) return periods of 30
day precipitation annual maxima that correspond to the 20 year return period events for 1860. Values
of iiirsm and 10,90 are shown for significancetesting. Observed return periods below the critical point
of the test are shown in bold. Also shown are values of irgciciand irg9°.
Place 7. 7 77


T T
ewes 6. 17.0 7.7 3.1 12.4 2.4
rews ury 7.6 17.0 7.7 2.7 12.4 2.2
or 6.5 17.1 8.0 2.5 11.9 3.2
linearly with temperature. So first the predicted fractional changes in GEV (based upon
the two available RCM s'mulations) are calculated from year 1975 to 1860, 2000 and
2090 as:
	
pcuntrol pcontrul+ 112 pfuture
Cr1(7) =7 	 a 2(7) =  6 (T) =lit',control 4, ' pcontrol 3 ',control 4_
respec:tively. These scaling factors, representing fractional change from a period centred
upon 1975, are then applied to the GEV curves derived from the actual data to give
estimates of GEV distributions for years 1860, 2000 and 2090 given as
	
p1860 (7) = 0.1pdata, p2000 (7) = 0., pdata, p2090 (7) = 0.3 pdMa (1)
Equation (1) is calculated for a suite of different return periods. For consistency, a GEV
curve is then refitted to the calculated values (this actually causes little variation), and
it is these GEV curves that represent the best possible estimates of annual maximum
behaviour for the given years of 1860, 2000 and 2090. These derived GEV curves are
displayed in Figure 4, and correspond to 30 day annual maxima as it was the accumulated
rainfall over such long durations that was outstanding during October-November 2000.
(d) Predictions of return period changes over the recent past and into the future
Section 3b showed how the distributions obtained directly from observed data and
from the 11CM compare, taking into account the limited number of years of data available
in each case. The methodology of the previous Section has created estimated distributions
for past, present and future rainfall. Similar comparisons among these distributions can be
made, taking into account they are estimated from a common set of underlying estimates
based on limited data. For this (using a similar algorithm to before), a return period is
defined as r2000 which satisfies P'"(Italoo) = P'860 (20) (that is, the return period in
2000 of the rainfall that had a 20 year return period in 1860), and similarly for r2090.
These values of r are presented on Table 3: they can also be interpreted graphically from
the GEV distributions given in Figure 4.
To test whether the change in return period is significantly larger than would be
expected if there were no change in the distributions underlying the observed and RCM
data, we combine the bootstrapping technique of Section 3b with the scaling technique
of Section 3c. The bootstrap resamplings are all taken from the GEV frequency dis-
tribution fitted to the RCM control simulation. Each bootstrap simulation consists of
generating sets of values representing the two RCM simulations and the observed data,
and fitting GEV distributions to these data. This yields a triplet, indexed by i, of GEV
curves picont rol pif uture and Pita', and this triplet is then used to calculate estimated
distributions for 1860, 2000 and 2090. These estimated distributions P7860, p 7000 an d
pi2090, are then used to calculate ri2000 and ri,2090 • For example TL,2000 is, for the eth
bootstrap sample, the estimated return period in 2000 of the rainfall estimated to have
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a 20 year return period in 1860. The values of 71.2000and 7i.20" are collected over the
set of bootstrap simulations and are used as representative of the distributions of 72000
and 7209° if there were no change in distribution of rainfall.
Similarly to the comparison in Section 3c, the actual values of 72' and T2090,
denoted by i; and 719°, can be compared for significance against the bootstrap
distributions to see if the values are outside the ranges that are likely to have arisen
if there were no change in distribution of rainfall. This is done in Table 3, where the
observed values of 720" are compared to 7A" and rr° which are the 2.5% and 33%
points of the bootstrap distribution for the year 2000 return period of the rainfall having
a return period of 20 years in 1860. Equivalent results are given for the year-2090 return
periods. The results show that the return periods from the available data are in the
lower tails of their respective distributions: many are lower than the 2.5% point of the
distributions and, in fact, the highest are only just above the 5% point. The conclusion is
therefore that the low values of an and ror are unlikely to have arisen simply because
of the short record lengths available for the observed data and for the 11CM simulations:
instead they will have arisen because of real differences in the distributions. Section 3b
has presented a rather more direct comparison of these distributions.
4. DISCUSSION
Figure 2 shows that the annual maxima of precipitation events of up to 30 days in
length as simulated by the RCM lie close to the directly comparable aggregated raingauge
data. More specifically, testing the similarity of the observed and simulated 1961-1990
GEV distributions shows that they are not significantly different for events of 30 days
and less (Table 2). This performance is considerably better than that seen when com-
paring AM series derived directly from GCM rainfall and corresponding synthetic series
(Reynard et al., 1999). These results build confidence that the GCM and "nested" RCM
combination can be used to estimate extreme rainfall, when defined as annual maxima
series and associated return period of these annual maxima, through the use of GEV
distributions.
The reason that the RCM 60 day events are more extreme than observed is that the
model simulates too much precipitation over the UK in all seasons (Durman et al., 2001).
From Figure 2, the most extreme daily events are well simulated implying that it is the
more moderate events whose simulated intensity is too high. These will contribute to the
longer period extremes hence the maximum 60 day totals being higher than observed. For
this reason there is less confidence in these results and drawing firm conclusions about
these events is not justified.
However, long period extreme events led to much of the flooding associated with the
three regions analysed here, and hence the focus on the 30 day events where the model
does compare well with the observations. In the RCM prediction of the climate of the
end of the 21st century, the frequency of the RCM control 20 year return period event is
predicted to increase by a factor of at least 7 in all locations (Table 2, Figure 3). Such
reductions in 20 vear return period to less than 3 years are significantly more (at the 5%
level) than would be expected by chance in an unperturbed climate.
Figure 4 shows the an estimate of annual maxima as a function of return period for
periods centred upon years 1860, 2000 and 2090. Table 3 gives the associated changes
in the return periods of the 30 day event which has a 20 year return period in the
estimated 1860s climate. Such estimates are based on the data and simulations, and
derived using a numerical algorithm that combines the measured aggregated raingauge
data with interpolated changes derived from RCM output. The use of the observed
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GEV and results from both RCM experiments and observations makes the equivalent
95% region to that in Figure 3 a little wider, but does not alter the significance of the
predicted changes for the end of the century.
The year 2000 estimates provides guidance from the model as to whether significant
changes in return periods should be able to be observed. These results should only be
considered indicative as they are based on the unproven, but reasonable, assumption of a
linear relationship between global temperatures and extreme precipitation. Also, they use
the model-predicted global temperature increase as the scaling factor, which is somewhat
larger than that observed. However these factors are unlikely to change the suggested
conclusion that observed changes would not be significant at the 5% level (Table 3). It
is though interesting that they may be if one uses a much weaker central 34% (33-67%)
region (also Table 3). This is of note as the latest IPCC Scientific Assessment defines
changes at this level of certainty as "likely" to have occurred.
Where possible, predictions of future climate change and its impacts should include
measures of uncertainty. Uncertainty in climate change predictions results from uncer-
tainty in future emissions, from uncertainty in the response of the climate system to these
emissions (due to imperfect models) and from natural climate variability, that is a par-
ticular 30 year period will be subject to the natural long-term fluctuations of the climate
system. The greenhouse gas emissions scenario applied in the GCM and RCM experi-
ments is near the centre of the range of the latest IPCC estimates in terms of radiative
forcing and resulting global mean warming. Direct comparison of the RCM simulations
of extreme precipitation against measurements suggests that model performance is rea-
sonable and thus the RCM will have skill in predicting how these extremes will change
in an altered climate. However, it should be noted that although the response of this sys-
tem to climate change qualitatively follows the concensus from other models (UKCIP02),
the precise magnitude of the mean changes are still very uncertain. Where progress has
been made here is using the bootstrap method to quantify uncertainty resulting from
natural variability. This addresses the issue that the short period of available measured
and modelled annual maximum data may, due to a set of particular chance events as a
consequence of climate variability, not be representative of general return periods up to
50 years. It allows for this by generating a suite of GEV distributions consistent with
the data which can then be tested for the significance of any differences. Future ensem-
ble simulations using high performance computers will also allow the development of
uncertainty bounds.
5. CONCLUSIONS
The extensive flooding of Autumn 2000 that occurred in many regions of Great
Britain created the scientific requirement to use available data and modelling techniques
to assess if and how changes in rainfall return period might be related to the global
warming. No single extreme rainfall event may be attributed to enhanced atmospheric
concentrations of greenhouses gases, but changes in the likelihood of events may be anal-
ysed and a proportion of any change could be attributed to climate change. This paper
has concentrated on the use of rainguage data and a combined GCM and RCM methodol-
ogy to estimate possible variations in rainfall behaviour. Interpolation algorithms of data
and model output provide frequency estimation of likely return periods for given annual
maximum rainfall for 1860. 2000 and 2090 using Generalised Extreme Value (GEV) dis-
tributions. A parametric bootstrapping method is used to test the significance of changes
predicted in the return periods.
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This study has found that when the predictions from a regional climate model nested
in a global coupled model are compared with data, this modelling framework shows good
predictive skill at estimating statistical properties of extreme rainfall behaviour in the
recent past. As these climate models attempt to encapsulate the important physical
processes that determine climate and chmate change, this gives us confidence to use this
modelling system to estimate changes in extreme rainfall that may occur under climate
change. Of particular interest are rainfall totals over 30 consecutive days as sustained
heavy rainfall was the main cause of the Autumn 2000 floods. Model predictions for
regions upstream of the towns of Lewes and Shrewsbury and the city of York suggest
that it is likely that return periods of extreme 30-day rainfall will have reduced between
pre-industrial times and the present. In particular, an event that had a 5% chance of
occuring in any year may now have a 12% chance of happening.
Under a scenario of increases in greenhouse gases that lies in the mid-range of current
IPCC estimates, this modelling system also predicts that these reductions will continue
into the future. Statistically significant changes (at the 5% level) are seen in the return
periods of the annual maximum 30 day rainfall amount for the climate around 2090.
For example, the pre-industrial 20 year return period event (that with a 5% chance of
occurring each year) is predicted to become, for the three locations, around a two or
three year return period event (i.e. with a 30-50% chance of happening each year).
Other studies have already predicted, using GCM output, that many European re-
gions may experience shorter return periods of heavy precipitation in a warmer climate
(eg Hennessy et al, 1997 and Palmer and RAislinen, 2002). This study is based upon
a combined modelling system that utilises GCM and "nested" RCM output, and rain-
fall measurements. This relies upon a single prescribed emission scenario and datasets
(both measurements and from the GCM/RCM combination) that are limited in length.
However, the intercomparison of model data and measurement does indicate that the
GCM/RCM methodology used here has a good predictive skill. The results presented in
this paper are likely to be refined in the future as climate models are advanced further
and computing availability allows longer and/or ensemble simulations. It is expected,
though, that the general conclusion of this study will remain the same, namely that en-
hanced greenhouse gas concentrations will yield a decrease in return periods of extreme
rainfall events.
APPENDIX
An Annual Maximum (AM) series of imax years of data is related to return period,
T (yr), as follows. The annual maximum series is sorted into ascending order; let this
series be called A, (mm/day) where 1 < < imax. A second ascending series (called the
Gringorten plotting position) is defined as
- 0.44
F, - . 

+ 0.12
(A.1)
which is related to return period, 7 (yr) as = (1 - 0 ten, .4, is plotted as a
function of "reduced variable" y given by
	
y, = - ln( - ln(F,)). (A.2)
This is true of Figure 2 and Figure 4 (although the axes are marked with 7 values).
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Generalised Extreme Value (GEV) distributions are three parameter curves that
have traditionally been found to replicate the relation between annual maximum and
return period. These are of the functional form
P(T) = P(F1) = + {1 —(— In TX)} (A.3)
where here P (mm/day) is the predicted GEV estimate of AM. Variable ( (nun/day) is
a "location parameter", a (rnm/day) is a scale parameter and K is a shape parameter.
Parameters C, a and K are found by fitting L-moments, optimising the fit of the GEV
curves to data series .41. A full description of these statistical concepts may be found in
Robson and Reed (1999).
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Figure A.1. A map of England and Wales with the RCM grid (light dashed lines) superimposed. The
catchment areas associated with the flooding are marked. The three RCM squares selected for analysis
are those that correspond to the marked location of the raingauges used in this study.
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Figure A.2. A plot of Annual Maximum series (y-axis) from both measurements and RCM model
output. The series are related to return period (r-axis), and also plotted are the associated fitted GEV
distributions. This is for i) the raingauge data for the period 1961-1990 (triangles), ii) output from the
RCM when nested within the control GCM simulation with greenhouse gas concentrations approximately
at 1975 levels (stars), and iii) output from the RCM when nested within the last twenty years of the
transient simulation and may therefore be representative of a future climate (crosses). The three columns
of plots correspond to the three catchment areas of interest. The five rows correspond to different
durations, m, in the calculation of the annual maximum series.
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A theoretical analysis of flux dependency in existing models of
stomatal conductance
C. Huntingford and D.M. Smith*
Centre for Ecology and Hydrology, Wallingford,OXIO 888, U.K.
December 10, 2001
Abstract.
Stomatal conductance is variously depicted in current models as a function of environmental
conditions (Jarvis, 1976, Phil. Trans. R. Soc. Lond. B 273, 593-610),transpiration (Monteith,
1995, Plant Cell Environ. 18, 357-364),net photosynthesis (Leuning, 1995, Plant Cell Euviron.
18, 339-355)or chemical signalling from roots (Tardieu and Davies, 1993, Plant Cell Environ.
16, 341-349). A theoretical analysis of these models is undertaken to enable development of a
potentially unified approach to modelling stomatal conductance. A single model is derived by
combining the Tardieu and Davies model of stomata] regulation by abscisic acid and leaf water
potential with Leuning's model of stomatal conductance as a function of net photosynthesis.
The resultant model describes stomatal conductance using just four variables: these are the
evaporative flux AE, net photosynthesis n, soil water content 0 and ambient CO1 concentration
c„. Stomatal responseis thus dependent on fluxesof carbon dioxideand water, as wellas variation
in two environmental variables0 and c„. Dependencieson the environmental variablesof humidity
deficit D, surfacetemperature T and light I are implicit in the flux dependencies. The new model
has similarities to the model of Jarvis and is consistent with the proposal by Monteith that the
apparent response of stomata] conductance to D is a proxy for a dependence on transpiration.
KEYWORDS: Stomatal conductance, ABA, Soil moisture, Surfaceenergy balance
1 Introduction
A key control of both photosynthetic uptake of carbon dioxide and transpiration by
vegetation is the degree of stomata! opening, modelled as a stomata! conductance
to water, m. It is essential that accurate descriptions of stomatal conductance are
contained in models of vegetation function and land-surface processes. Rates of
carbon fixation in models of plant growth are dependent on gs, as is estimation of
water use by vegetation. Numerical modelling experiments have shown that stom-
atal conductance also influences climatic behaviour at a range of spatial scales,
mainly because stomatal behaviour affects the partitioning of energy between sen-
sible heat and evaporation at the vegetation surface. At the global scale, Garratt
2 C. Huntingford and D.NI. Smith'
(1993) and Cox et at, (1999) for example, demonstrate the importance of the
land surface upon climate simulations, of which stomatal control provides a key
influence. At the regional scale, conceptual studies have demonstrated the impor-
tant influence of stomatal control upon atmospheric boundary-layer feedbacks (eg
Jacobs and DeBruin, 1992, Raupach, 1998, Huntingford and Monteith, 1998).
At the local (plot) scale, surface evaporation is heavily dependent upon stomatal
opening, as may be directly observed within the Penman-Monteith equation for
surface energy partitioning (Monteith, 1981).
It is well established, from both laboratory and field experiments, that stomatal
conductance responds to environmental conditions. Through testing for correla-
tions between stomatal opening and the prevailing environmental conditions, stom-
atal conductance may be modelled as a function of light, temperature, humidity
deficit, soil moisture and atmospheric CO, concentration. Jarvis (1976) used such
a procedure to model stomatal conductance as a series of multiplicative functions
of stotnatal response to each of these five environmental variables. This approach
was tested by Stewart (1988) against data from a UK pine forest, and has been
used by many others with similar success for a range of vegetation types. Hunt-
ingford and Cox (1997) were almost able to reproduce such functional responses
for the pine forest with an unconstrained neural network fitting procedure.
There is now experimental evidence that in at least some species stomatal
response to soil drying is mediated by a chemical signal originating in the roots
(Zhang and Davies. 1989). Stomatal opening was found to decline as the concen-
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tration of abscisic acid, [ABA], in xylem sap increased (Zhang and Davies, 1990;
Khalil and Grace, 1993). As xylem [ABA] is thought to be a function of water flux
through the root system (Tardieu et at, 1992), any stomatal response to [ABA]
suggests that stomatal conductance may also be dependent on the evaporative flux.
There is also evidence that stomatal sensitivity to [ABA] varies with leaf water
potential in some species. As leaf water potential declines (for example because of
an increase in transpiration), stomata become more responsive to [ABA] (Tardieu
and Davies, 1993; Tardieu and Simonneau, 1998). A model of stomatal control by
ABA was developed by Tardieu and Davies (1993).
Stomatal opening has also been related to photosynthetic fluxes of carbon diox-
ide passing through the stomata. Ball et al. (1987) and Lenning (1995) propose
that stomatal conductance is a linear function of net photosynthesis. In these
descriptions, the stomatal responses to temperature, light and atmospheric CO,
concentration, as modelled by Jarvis (1976), are surrogates for photosynthetic
activity. That is, the effects of temperature, light and CO2 concentration on stom-
atal opening are apparent only because of resultant changes in net photosynthesis.
Here we combine the Tardieu and Davies (1993) model of stomatal regulation
by ABA with the Leuning (1995) model of the dependency of stomatal conduc-
tance on photosynthesis. The resultant model enables stomatal conductance to be
described using just four variables: the evaporative flux, net photosynthesis, soil
water content and ambient CO2 concentration. In tlds paper we derive this new
"flux dependent" model and consider whether it is broadly able to reproduce the
aba_final.tex- Date: December10, 2001Time: 16:52
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responses to environmental variables in the model of Jarvis (1976).
2 A model of stomatal response to environmental variables
2.1 RATIONALE
Tardieu and Davies (1993) provide a model for stomatal response to drought stress
based on both direct hydraulic control and chemical signalling. The former is medi-
ated by leaf water potential, (MPa) and the latter by xylem ABA concentration,
CA BA (inol [ABA] On2 waterr ). Here, through combination of the model with
the Clapp and Hornberger (1978) relations for soil parameterisation and the big
leaf model for surface energy partitioning, it is demonstrated that the Tardieu
and Davies (1993) model may be expressed in terms of a response to soil moisture
concentration, 9 (m2 water (ni2 soil)-1) and air specific humidity deficit at leaf
level, D (kg kg-' ).
Studies of Ball et aL (1987), Jacobs (1994) and Leuning (1995) all present
similar formulations for stomatal opening whereby a key dependency is linearity
in net photosynthetic uptake, a„ (mol CO2 nr2 ). Such a dependence may
be interpreted as a response to leaf surface temperature T (K), incoming solar
radiation, 1 (W m -2) and intercellular CO, concentration, c, (mol CO2 ni.13)
(where the latter is related to atmospheric CO2 concentration by the flux gradient
across the stomata). The models also have a dependency upon specific humidity
deficit, D.
With the exception of leaf level specific humidity deficit. the two approaches
to modelling stomatal conductance outlined above have different dependencies. In
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Section 2.4, the opportunity is taken to combine the two methods to yield a new
model formulation. In Section 3 comparisons of this formulation are made with
more empirical descriptions of stomata] dependence upon local environment (most
notably, the model of Jarvis 1976) which contain the complete set of responses.
2,2 GOVERNINGEQUATIONS:HYDRAULICDEPENDENCIES
2.2.1 The model of Tardien and Davies for stomatal control
The model of Tardieu and Davies (1993) is described here for completeness, includ-
ing the units selected for this study and the parameters chosen. The flux of water
between the soil and leaf is modelled using a "resistance" between the bulk soil
and root surface and a further resistance between the root surface and the leaf.
Stomatal opening is controlled by the concentration of ABA and leaf water pote
tial.
The water potential at the root surface, ‘Iir (MPa) satisfies
=
'1 7fisp (1)
where 4f, (MPa) is the bulk soil water potential between roots, .1„,(mg 111-2s-1)
is the water flux towards the roots and lisp (MPa 1112s nig-1) is the resistance
between the soil and the root surface. This resistance is calculated using the
equation of Newman (1969) as
d 2
Rs — 	 In4irKL„ r2
(2)
where La (m m-2) is root length per unit area of ground, d (ni) is the half mean
distance between roots (m), r (ni) is the mean radius of the roots and K (mg in-1
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s-1 MPa-1) is soil hydraulic conductivity. Values are prescribed as L„ = 104 in
m-r = 5 x 10-4 in and d = 5.6 x 10-3 in. These values are similar to those
used by Tardieu and Davies (1993), and correspond to typical values for maize
(Zea mays L.). The leaf water potential, 'Pi (MPa), satisfies a further resistance
formulation in the vegetation
	
= 1117-- !lap (3)
where Rp (MPa rn2 s nig') is a plant resistance which includes both radial resis-
tance within the roots and axial resistance between the roots and leaves. Following
Tardieu and Davies (1993), a value of Rp = 7.2 x 10 MPa ni2 s ingI is pre-
scribed.
The ABA concentration, CABA (mol (in3 water)-I) is modelled as dependent
upon both the root water potential and the water flux as
a
cABA —i b (4)n)  
where a = -1.4 x 10-3 mol ABA ing nr5 MPa-I and b = 4.0 nig ID-2
s-1 (values from Table 1. Tardieu and Davies, 1993). Following Tardieu (1993),
stomatal conductance ys (tu s-I ) is then modelled as a function of leaf water
potential and ABA concentration as
	
= ch.min + aff CA BA 3 fni (5)
Variable g5,„0„ (in s-1) is a minhnum stomatal conductance, set at 8.93 x 10-4
m s-1 (corresponding to a value of 0.02 mol m-2 s-1: see typical lower values of
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stomata] conductance in Figure 5 of Tardien et al., 1993). Variable a may be inter-
preted as the difference between maximum and minimum stomatal conductance,
whereby the former corresponds to unstressed conditions and then gs =
Tardieu et al. (1993) used a maximum stomata! conductance value of 0.27 mol
M-2 s-1, thereby giving a a value of 0.25 mol m-2 s-1, which in the units used
here, corresponds to 0.0112 in s-1. The other constants are = -2.69 x 103 (m3
mol-1) and = -0.183 MPa-1 (from Table 1, Tardien and Davies, 1993, with
adjusted units).
2.2.2 Soil moisture
Soil properties are related to the prescribed soil water content, O. Soil water
potential, 51/, (MPa) (as required in Equation (1)) and hydraulic conductivity, K
(rng m-1 s-1 MPa-1) (as required in Equation (2)) are given by the Clapp and
Hornberger (1978) relations thus:
tits = Want/If-be"
21,c/f+3K = Ksatit f (6)
Here /if = 0/0,0, and Osat (m3 water (m3 soil)-1) is the saturated soil mois-
ture content, 4.18„t(MPa) is the saturated soil water potential, Ks„t (mg rn s-1
MPa-1) is the saturated hydraulic conductivity and bcH is the Clapp-Hornberger
coefficient. Values are adopted for a medium soil, as given by Cosby et al. (1984)
and in Table 2 of Cox et al. (1999). From these, Os = 0.458, b = 6.63, and con-
verting to the units of this paper, Tsai = -4.86 X 10-4 MPa and Ksat = 4.81 x 102
mg m -1 s-i MF(a-i
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All of Equations (1) to (6) may be combined through elimination of variables.
In particular, elimination of R,51„Tr, WI,K, Ts and CABA means that stomatal con-
ductance can be regarded as a function of water flux and soil moisture content only,
that is
gs = (7)
2.2.3 Surface energy balance
The water flux through the vegetation is assumed to be conserved throughout the
vegetation, and therefore J„, also represents the evaporative flux into the atmo-
sphere. Atmospheri«lemand on evaporation may be described by the 'big leaf
model' as
= puDg811.h' (8)
where pa (kg nr is the density of air. Eliminating water flux ,/„„ Equation (7)
becomes
ris = g,(D,0). (9)
Hence the environmental influences on stomatal control in the model of Tardieu
and Davies (1993) can be expressed as soil moisture status and atmospheric demand.
2.3 GOVERNING EQUATIONS: PHOTOSYNTHETIC DEPENDENCIES
Based on the work of Ball et al. (1987). Leuning (1995) proposed a model for
stomatal conductance with an explicit dependence on net assimilation, a„ (mol
CO2 in-2 s-1). This is given by
pan
Ys =
c„ - (,)(1+ go)
(10)
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where iz and Do (kg kg-1) are parameters, co (mol CO2 (m3 air)-1) is atmospheric
CO2 concentration and variable cs (mol CO2 (m3 air)-1) is the CO, compensa-
tion point. Net photosynthesis contains a dependence upon surface temperature,
incoming solar radiation and intercellular CO2 concentration, ci (mol CO2 (m3
air)-1). The latter is calculated from the flux gradient across the stomata as
1.6n„
Ci Ca
gs
where the factor of 1.6 is the ratio of the diffusivities of carbon dioxide to water
vapour in air. Established models of photosynthesis (e.g. Collatz et (Ll., 1991,
1992) exhibit a peak in temperature response, saturate in incoming photosynthet-
ically active radiation, Apo, (Win-2) (which is almost linear in I) and increase in
intercellular CO2 concentration. Eliminating ci between Equations (10) and (11)
with the environmental dependencies of a7, gives
gs = gs(D,T, I c„). (12)
2.4 A PROPOSED NEW FORMULATION FOR STOMATA!, CONTROL
Section 2.2 gives a model in winch stomatal control nmy be interpreted as depen-
dent on soil water status and surface specific humidity deficit. Section 2.3 provides
a model that effectively gives a dependence of stomatal control upon temperature,
light intensity, atmospheric CO2 concentration and also specific humidity deficit.
All five of these individual environmental conditions have been identified by earlier
authors as influencing stomatal response.
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Both models suggest that some observed environmental responses may be surro-
gates for other dependencies, most notably the fluxes of water and carbon dioxide
(Sections 2.2.1 and 2.3). The only variable common to both models is a depen-
dence upon surface specific humidity. Hence, in this paper, it is proposed to replace
the factor v(1 + D/D0)-' within the Leuning (1995) model with the full Tardieu
and Davies (1993) model. From Equation (9), tIns may be regarded as introduc-
ing a dependence upon soil moisture status in the Leuning model. A new single
description for g, is therefore given by
sBABc"1
9s — uls,,nzn
for some constant n, which therefore has dependencies of
= s(.1”,, (171 ( u).
With simultaneous solution to the equation for atmospheric demand, that is Equa-
tion (8) and noting the dependencies given by Equations (9) and (12), then the
dependencies implicit in Equation (13) may be regarded as
g, = g,(D. Ed. re). (15)
The value of K is selected such that with c„ = 35Oppm. T = 303.15K. 1 = 500
Wm-2, 0 = °sat and D = 0.0 (kg kg-1), then gs = 0.0121 ins' (or gs = 0.27
nwl nr2 s-1). That is, for known near optimal conditions for stomatal opening
of high light levels. a "mid-range" temperature, low water stress and low surface
humidity deficit (and all at current atmospheric CO2 concentrations) the model is
(  Kan  )
CII —
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normalised to give the maximum values of 9, recorded by Tardieu et al. (1993).
This yields K =2.52 x 107 m3 ppm (mol CO2)-1. Implicit within Equation (13) is
that soil moisture has a direct influence upon stomatal opening and only indirectly
(through a change in gs affecting intercellular CO2 concentration ci) upon net
photosynthesis, an. This is in contrast to the work of Cox et al. (1998), whereby
for a particular C4 vegetation, data indicate that there may be a more direct soil
moisture control upon a„. In other respects the photosynthesis model for an is
exactly as given in Cox et a/. (1998) which in turn is based upon Collatz et al.
(1991, 1992)
Simulations of the proposed model, as given by Equation (13) and expressed as
the dependencies given in Equation (15), were undertaken by individually vary-
ing values of soil moisture, humidity deficit, photosynthetically active radiation,
leaf temperature and atmospheric CO2 concentration away from "control" values.
Simulations were undertaken for 0 = 0.3 in3 water ni-3 soil (corresponding to well
watered soil - see continuous line of Figure 1) and 0 = 0.2 in3 water ni-3 soil
(corresponding to partially water stressed vegetation - see dashed line of Figure
3 Discussion
3.1 RELATION TO THE WORK OF JARVIS (1976) AND STEWART (1988)
The model of Jarvis (1976) adapted by Stewart (1988) assume that controlling
influences on stomatal conductance may be expressed multiplicatively. Their mod-
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els may be written as
gs = gs,mm + 7h(0)f2(D)f3(TV4fIlf5(c0) (16)
which are identical dependencies to those in Equation (15). Each multiplicative
parameter f , 1 < i < 5 satisfies 0 < f < 1 whilst 7 (m s-3) is a constant. The
functional forms are given in graplfical format by Jarvis (1976) and Stewart (1988).
The approach suggested by Equation (16) has been tested extensively against
field measurements and performs well (eg Stewart., 1988). It is therefore important
to check that the model contained within Equation (13) shows similar behaviour.
When all five environmental variables are varied individually, there are distinct
similarities between the dependencies in Figure 1 and those presented by Jarvis
(1976) and Stewart (1988). The exception to this is that in Figure lb, the contin-
uous line implies that at high soil moisture contents, stomata do not respond to
surface humidity deficit, D. Thus, unlike Equation (16), the proposed new model is
not completely "multiplicative" and although behaviour of the two models is simi-
lar, they are not directly equivalent. Reduced stomatal sensitivity to D at lfigh soil
moisture content may be realistic for some species. as such behaviour was observed
by Tardieu and Simonneau (1998) for maize, sunflower (Helianthus annus L.) and
poplar (Populus eurarnericana). Calvet (2000) showed further evidence for this
response from a re-analysis of published leaf gas exchange measurements. Roberts
et at (1990) show, however, that for tropical rainforest. there is evidence of a
sensitivity to surface humidity deficit, even when water is not limited within the
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soil.
It is also known that the Collatz et al. (1991. 1992) models of photosynthe-
sis are based upon a principle of "co-limitation" between dependencies on light.
temperature and (internal) Caz concentration (so the photosynthetic responses
are not purely multiplicative either). In the new model of Equation (13), this
principle extends to links between the fluxes of water and carbon dioxide. For
instance, changes in an will, for a fixed value of D, adjust g, and therefore 4.
Similarly, variation of water fluxes affects stomatal opening, and therefore influ-
ences intercellular CO2 concentration ci and thus a,, for fixed e„. Therefore, the
photosynthetic and water fluxes implicit in Equation (13) may not be separat-
ed and regarded as independent when the dependencies are those expressed in
Equation (15). Regarded as of functional form (14), the model offers a means of
exploring the "optimisation" hypothesis of Cowan (1977) and Cowan and Farquhar
(1977), which argues that vegetation maximise CO2 uptake for a given water loss
by controlling stomatal opening.
3.2 COMPARISON WITH TIIE WORN OF MONTEITH (1995)
Mott and Parkhurst (1991) and Monteith (1995) suggested that the apparent
response of stomata] conductance to specific humidity deficit, D, may in fact be a
proxy for a dependence upon the water flux itself. Ignoring temperature, light and
CO2 concentration, Monteith (1995) proposed a linear dependence of the form
[
jw 	 1
9s = thfin + !Muir 1
4,max(0)]
(17)
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where J„,,,„„, (mg M-2 s-1) is a maximum water flux, considered to be a function
of the soil moisture content.
To compare the new model and Equation (17), humidity deficit and soil moisture
were varied in Equation (13). Values of I, c„ and T, related to Equation (13) by
the dependencies in Equation (15), were fixed. The diagnosed value of .1.„,was
calculated and plotted against gs for different values of soil moisture in the range
is 0.18 < < 0.22 (see Figure 3).
Quantitatively, the curves within Figure 3 are similar to those predicted by
Equation (17). They exhibit a decrease in gs for increasing values of .I„,, and with
extrapolation of the curves to gs = gs,„,;„ Mdicates that ./„,,„,as is a decreasing
function of soil moisture content. The new model is thus consistent with stomata]
dependence on evaporative flux as proposed in the model of Monteith (1995). In
the Tardieu and Davies (1993) model, and the new model (Equation (13)) which
incorporates it, this dependency upon water flux is controlled in the plant by inter-
nal water potential and [ABA] concentration. Alternate mechanisms for stomatal
regulation, such as the hypothesis that stomatal response to [ABA] is regulated
by xylem pH (Wilkinson and Davies, 1997), could lw incorporated into this work
by revising Equation (5), and then Equation (13) as new evidence emerges.
4 Conclusions
This theoretical study has combined two descriptions (or "closures- ) of stomata]
conductance, namely a dependence upon ABA signalling (eg Tardieu and Davies,
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1993) which itself is a function of water flux, and the popular mode] of as that
contains a dependence upon photosynthetic flux (eg Ball et al., 1987). The new
model presented here is given in Equation (13). The explicit dependencies of the
new model are presented as Equation (14); that is stomata] opening is a function of
both net assimilation a„ and water flux fa,, and with the only explicit dependence
upon environmental conditions being responses to atmospheric CO2 concentration,
ca and soil moisture content, O.
The undoubted success of existing formulations for stomata! response (including
empirical formulations such as those of Jarvis, 1976) implies that the new model
must contain either similar direct dependencies or be able to reproduce responses
to environmental conditions (such as light levels and temperature) that are implicit
within the flux dependencies of Equation (13). From Equation (15), the new
model may be configured to have the five identical apparent dependencies as those
explicitly given by Jarvis (1976), although they are no longer multiplicative. To
completely test similarities would require spanning a five dimensional parameter
space. In tlds paper, variables are varied individually, and at that level at least
there is significant evidence that the model given by Equation (13) has similar
responses to more familiar representations.
In addition, some equivalence has been demonstrated between the proposed
model within this paper, and the explicit linear dependence of stomata] conduc-
tance upon water flux (and associated soil moisture availability within the constant
of linearity) as proposed by Monteith (1995).
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Figure 1. Predictions of stomatal conductance as a function of soil moisture, 0, humidity deficit, D,
photosynthetically active radiation, I. leaf temperature, T and atmospheric CO2 concentration,
ca. The control values (except where individually varied) are 0 = 0.3 in3 water (m3 soil)-1 and 0
= 0.2 m3 water (m3 soar' (continuous lines and dashed lines respectively), D = 0.08 kg kg-I.
I = 500 Wm-2. T = 303.I5K and co = 350 ppm.
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Figure 2. Calculations of stomata' conductance using model (13), expressedas with dependencies
given in Equation (15). Surface humidity deficit, D, is varied but the stomatal conductance
is plotted as function of water flux, 4. The individual plots are for different soil moisture
concentrations, 0 (m3 water (m3 soil)-1) (as marked on the left side of the individual curves).
-2In addition, I = 500
a /gat %%15K =R2dmarF1bt,himbf,itarterfrt./
expressed in units of W
á
II-
I-
. 11
,'I 

•
r 11
-. •
•
_:_111•7.
r
.
-
.1 aid' re*
I. ;--
. r..1
. .
1, r
Li'
	
' & • 't • - •
".1.
	
_11111 • SlEAI r. •
ril rfrr .rd:T:
	
2 id •45a
7 -La 6.1-I- • AV
_
:V
.. .I .L.
...._ ii..11....215gibalie ii
It._ 1•-.1 HP;1 .
	
lii; I S.;1/2 lildiel:SM
 s• 1* •il. 4-k• .. i - 1 1 r ±-yp-.i. --- I,. i , ,. -.•
_._ .. i. „,...- .1,-
• .1 /It - - :- . "T ., •..-J•km- . ,I • . Li , I a , ... t t1. a r . -•• 1.• • 1
•••
•
•
- - .
14' -.P. P744
- .
r.
17-
_1
_ •
" I
E}oikis/ DRAF 1. 5o 1\1,1
r -r- QfQ t) C3
The response of a terrestrial carbon cycle model to imposed climate
change
C. Huntingford
Institute of Hydrology, Wallingford, OXIO 81311,U.K.
and
R M. Cox
The Hadley Centre, Bracknell, RG12 2C2, U.K.
November 5, 2002
Abstract.
A dynamic terrestrial carbon cycle model (Cox, 1997), is analysed for its predictions of veg-
etation and soil carbon content under imposed initial and time dependent climatic changes in
temperature and gross primary productivity. The model is operated in both equilibrium and
dynamic mode. The equilibrium solution, which provides a general overview of model behaviour,
is studied in depth. The dynamic solution lag, when compared to the equilibrium solution, is
analyzed and the largest difference between the two solutions occurs when a change in vegetation
type is predicted. Such lags may be significant in size and therefore directly affect the global
carbon cycle, verifying the necessity to introduce dynamic terrestrial carbon cycle models into
global circulation models.
1 Introduction
Cox (1997b) presents a terrestrial carbon cycle model. Such a model is considered
to be sufficiently complex to contain all salient features of the terrestrial carbon
cycle, yet retains a simplicity that minimizes the number of internal parameters.
Such a model has been designed to be a subcomponent of a larger, soffivegetation-
atmosphere transfer model (Cox, 1997a). In turn, this has been implemented
within a Global Circulation Model (GCM) (Friend et al., 1997). Throughout
this triple hierachy of models, there will be significant couplings. Such feedbacks
must be numerically modelled to fully understand the importance of the land
surface within the total climate system, and any associated responses to increase
in greenhouse gas concentrations. However, when the terrestrial carbon cycle
model is operated within such a coupled faslfion, its precise behaviour may then
become opaque. The purpose of tlfis paper is to analyse the terrestrial carbon cycle
model independently using representative and time dependent driving variables.
This allows the growth model to be fully understood such that there should be
no surprise predictions associated with terrestrial carbon content with the model
fully implemented within a GCM. An additional benefit is that such understanding
should allow rapid dissemination of key differences between this and any other
proposed (possilby more sophisticated) terrestrial carbon cycle descriptions.
2 C. Iluntingford and P. M. Cox
2 Preliminary considerations
2.1 DRIVING CONDITIONS AND IMPOSED CLIMATIC VARIABILITY
Surface temperature, T (K) and top leaf level Gross Primary Productivity (mp),
flo (kg C m2 s-1) are prescribed model driving variables. These are assumed to
vary with time thus:
elfan = :1.0075r T = ,ITNT(0), 1190= M021191)(0). (1)
where r is time (yr), 1c02 is the proportional increase in mean atmospheric car-
bon concentration, and value 0.0075 represents "business as usual". The factor of
0.025 is based upon GCMs' temperature response and /3j, = 0.5 a plant physio-
logical response to increasing atmospheric CO2. Throughout, model responses are
described as functions of initial temperature and top leaf level GPP over ranges
263.15 < T(0) < 303.15 K and 0.30 < 11,0(0) < 1.50 kg C in2 yr- I.
2.2 MODEL DIAGNOSTICS
For each of five vegetation functional types (broadleaf trees, needleleaf trees, C3
grasses, C4 grasses and shrubs), the numerical model calculates canopy level Net
Primary Productivity (NPP), Il(i, (kg C In2 s-I ), Leaf Area Index (LAI),
0,7), vegetation carbon Cv(i, 7) (kg C m-2), fractional coverage, v(i, 7) and soil
carbon C,(i, 7) (kg C In-2). Summarising statistics of the mean vegetation, soil
and total carbon content for the entire vegetated state, respectively C;(7),C;(r)
and C'.;.(7) (all kg C m-2), are
C7(7) = E u(i r)C,,(i,r),
i.1
5
C(r) = E v(z.r)C( ), 63,(7) = C7,(7)+C.:(7).
(2)
2.3 EQUILIBRIUM AND DYNAMIC SOLUTIONS
The numerical model can be operated in both equilibrium and dynannc modes,
and for the varying driving conditions of Section 2.1, the two solutions will be
different. The equilibrium solution may be regarded as providing a "footprint"
of the terrestrial growth model. Under a changing climate, the true (dynamic)
solution may be hypothesised to be a "moving" equilibrium solution plus a small
perturbation or lag term. much of this paper os devoted to finding when such a
hypothesis is incorrect, and that such lags are large and therefore significant.
3 Equilibrium Behaviour
Equilibrium values of Ct. C.14.and C3- are presented in Figure 1. In this Section,
equilibrium behaviour of the individual plant functional types is studied, which is
essential to provide insight into these summarising variables. A description of most
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model features (both equilibrium and dynamic modes) are presented in Appendix
A; only the key equations for the five description variables II, L,C„, v and Cs are
bought forward to the main text.
3.1 EQUILIBRIUM SOLUTIONS
From Appendix A, (28) and (30) combine to give
1_ e-kL
n 	 k [1 rg] [Ho Rd(T) 11 +
siawiew1-1  }I
i + (3)
ataws
At equilibrium, (31) gives
(1 —At,)II = ryyriL+ -yra L + (4)
and where allometric variable A,, is given by
Au , —
Lnum!Lunn
0
fiff L > Luta!
for L,„„ < L < Lrnar
for L <
(5)
Parameter 1 —A,, is the fraction of NPP devoted to maintaining the leaf, stein and
roots carbon store, which for equilibrium solution (4) balances natural turnover
rates. Equations (3) and (4) give local LAI and NPP; see Figure 2a and Figure
2b. It may be seen that for each vegetation type, an increase in temperature or
a decrease in top leaf level GPP will result in a decrease in both L and H, as is
directly observable from (3) and (4). Frost damage, parameterised by increasing
leaf turnover rate, -a for decreasing temperature, impacts upon LAI and NPP as
seen in Figures 2a,b for T < 273.15 K (broadleaf trees) and T < 268.15 K (C4
grasses).
From (4) and (5), solutions cannot exist for L > L,1102,.Also for this equilibrium
mode, (4) demonstrates FI > 0.
3.2 EQUILIBRIUM VEGETATIONCARBON
Vegetation carbon, (7,4(i), as given by (29), is a diagnostic once L is known, and
values are presented in Figure 4c. The carbon content of broadleaf and needleleaf
trees are an order of magnitude larger than those of shrubs, which in turn are an
order of magnitude larger than those of grasses. This is due to the large differences
between values of aid (and to a lesser extent at) and the controlling behaviour of
Lmar on L (see (4) and (5)).
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3.3 EQUILIBRIUM FRACTIONAL COVERAGES
Equilibrium fractional coverages, v(i), satisfy
Avei)11(i) - E Av() =
t=-1
Matrix cij, given by
0 if L2 <
1 0 0 0I otherwise
0 if L1 < L2 1 0 0 01 otherwise
0 if L4 < L3
1 1 1 11 otherwise
0 if L3 < L4
1 1 1 11 otherwise
1 1 0 0 1
provides a hierarchy of vegetation dominance. The domMant vegetation (meaning
fractional coverage is unaffected by the fractional coverages of any of the other
vegetation functional types) is always a tree type. The second tree type is affected
by the first tree type only. The order is then shrubs and finally the two grass
types. Two constraints are that vi > 6, where 6 = 10-2 is a seeding fraction, and
that if ELI p1 > 1, then the v. from the least dominant vegetation type upwards,
are reduced (or set to 6) until the fractional coverages sum to unity. Equilibrium
fractional coverages are presented in Figure2d.
If L(2) > L(1), broadleaf trees dominate. Then
7„(1)C„(1) 

= max (1	 (8)A,,(1)H(1),

Values of L(1), II(1) and C„(1) (Figures 2a-c) show imsight into (8). The dominant
feature that A„ 0 as L L,„;„ (1), and so there exists a value of LAI greater
than L,„i„(1) at which v(1) = 6. For the broadleaf trees to have an equilibrium
coverage greater than the seeding fraction, there must be sufficient partitioning of
carbon into spreading so as to match disturbance characterised through 7,2• For
L near L„,i„, most NPP is diverted (A,, 0) into balancing vegetation turnover
and so parameter Lmi„ may be regarded as a target value which must be exceeded
before v(1) > 6.
The fractional coverage of needleleaf trees. v(2), is given by
7„(1)C,,(1)-y„ (2)C, (2)

=
A,,(1)H(1)A„(2)H(2) (9)
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For prescribed values of GPP and temperature (with T > 273.15 K), values of
Le,n and any parameters (Table I) are similar for both tree types (although L(2) <
L(1)). Hence v(2) 0. The needleleaf trees can only dominate when broadleaf
trees are frost damaged (T < 273.15 K).
Shrubs are the third most dominant vegetation type with fractional coverage
fr(5) = - v(1) - v(2)


Av(5)I1(5)
Hence, if either v(1) or v(2) are large (which must correspond to L(1) > L,„th(1)
or L(2) > L,11,,1(2)), or, if for the shrubs themselves, L(5) < L„th,(5), then v(5) is
small or equal to seeding fraction. The band in which shrubs exist may be clearly
seen in Figure 2d.
Grasses are the last in the order of dominance. Grasses exist when neither
the trees nor shrubs have large fractional coverages (which would mean L(1) >
Lthth(1), L(2) > Lthth(2) or L(5) > L7,„(5)) and when the grasses themselves
satisfy L3 > Lth,„(3) or L4 > L„,th(4). The C4 grasses can only exist when the C3
grasses are frost damaged.
3.4 EQUILIBRIUM SOIL CARBON
At equilibrium, A,- = Rs = FL so from (33),
LiCs — 	ks ,20.1(T-298.15)
Plots of Cs are given in Figure 4e.
3.5 ASYMPTOTIC BEHAVIOUROF EQUILIBRIUMFRACTIONALCOVERAGE FOR A
NEWLY EMERGING DOMINANTFUNCTIONALTYPE
The fractional coverage of an emerging and domMant functional type is analyzed
as a time series expansion directly after the initial onset of spreading. For broadleaf
trees (dropping indices), rearranging (8) gives either
A„I1(1 - - 7000 = 0 (12)
or v = 6; the correct root corresponding to the maximum value of v. Let T = ro
be the first time such that v satisfies (12). At such time, set A, = A0,0, C, = C,,,o,
n = 110 arid v = 6 (and so A0,0110(1- b) = 7000,0). Setting to first order A, =
+ ft1T, , C = CO) IL2T*, n = H + R.37-,„(where r = T —To and the pi may
be associated with d1190/dr and dT/dr through observation of Figures 4a, b, c
and (1)) and if
= ar„" + (13)
then a and n require determination. Substitution in (12) shows first order terms
to satisfy
(1 - b) [pair* + AzAv,or*] - Av,olloar: = 7„,a2T.,
(10)
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and so
It = 1 a =
(1 —b)I,u1Ho + it3A,01 — (14)
Hence fractional coverage increases linearly for the assumed, locally linear, vari-
ations in driving conditions. It is expected such linear behaviour in fractional
coverage is experienced for any newly present vegetation type, ewn if it is not
necessarily dominant.
4 Dynamic solutions
For dynamic solutions, terrestrial carbon composition has a "memory", and so will
depend not only upon current prescribed driving conditions, but previous driving
and initial conditions. As such, there is no simple equilibrium "footprint" analogy.
The description of model behaviour will now be concerned with finding significant
differences between the (moving) equilibrium solution and the dynamic solution.
4.1 SOLUTION DIFFERENCES AFTER 200 YEARS
Equilibrium and dynamic model runs are made for 0 < < 200 years of (model)
time. At r = 200 yr, the difference between summarising variables Cv*,Cs*and CT
(equilibrium run - dynamic run) are presented in Figure 3. The largest differences
are for vegetation carbon, C, near where the (equilibrium solution) existance, or
otherwise, of shrubs and grasses is sensitive to rig,o(o)and T(0) (Figure 2d). The
implication is that lags in the dynamic solution are likely when a change in plant
functional type is predicted (except a Needleaf to Broadleaf tree or C3 IO C4 grass
change). Local vegetation carbon contents are very different between trees, shrubs
and grasses (see Section 3.2), so any lag in fractional coverage during a period of
major change in functional type will cause a corresponding lag in C.
There is arbitrariness associated with a time period of 200 years; a large lag
may occur before 200 years, but at r = 200 yr the dynanfic solution has "caught
up" with the equilibrium solution.
4.2 EQUILIBRIUM AND DYNAMIC MODEL INTERCOMPARISONS FOR DIFFERENT
Lio(0) AND T(0).
A time series (0 < T < 200 yr) of model predictions of key variables LAI(i), NPP(i),
Cs(i), v(i) and Cs(i) for both equilibrium and dynamic solutions are presented in
Figures 4, 5 and 6. The three figures correspond to different initial values H9,0(0)
and T(0). Here, solution features are described quantitatively, whilst the following
Sections provide supporting analytical analysis.
Figure 4 corresponds to II9,0(0) = 1.00 kg C ni-2 yr-1 and T(0) = 272.0 K. For
such values, Figure 2d indicates a change between needleleaf and broadleaf trees,
and Figure 3 suggests that after 200 years. there is no lag in terrestrial carbon
content. This is confirmed in Figure 4. For increasing temperature (moving away
from frost damage), the LAI of the broadleaf trees becomes greater that that of
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the needleleaf trees, and so the broadleaf trees (through c(i, j)) dominate. For the
equilibrium solution, this causes an immediate change in functional type, but the
dynamic solution requires nearly 200 years for the needleleaf trees to disappear.
Variations in the soil carbon are caused by a smaller litter flux for the broadleaf
trees, corresponding to carbon diverted to growth, with a corresponding increased
litterfall associated with the retrenchment of needleleaf trees. For most periods,
local II, L and C„ vary linearly.
Figure 5 (119,0(0) = 0.45 kg C m-2 yr-1 and T(0) = 290.0 K) results in two
major changes in plant functional type, clearly seen for the equilibrium solution.
NPP and LAI change such that shrubs can exist, which displace the grasses. At
such early times, trees cannot exist and so the shrubs are the dominant functional
type. The equilibrium solution predicts rapid changes in fractional coverage, but
the dynamic solution is unable to replicate this. Near T = 150 yr, conditions are
now such that broadleaf trees can exist and shrub suppression starts to occur.
For the dynamic solutions, the initial growth of broadleaf trees is so slow that
they cannot be registered graphically. This allows the shrubs freedom to continue
competition with the remaining but disappearing grasses. The vegetation carbon
content of the trees, compared to bushes, and again compared to grasses is large
and so any lags in fractional coverages causes lags in C.
Figure 6 (fIg,o(0) = 0.75 kg C in-2 yr-1 and T(0) = 290.0 K) corresponds
to no major change in fractional coverage, and with broadleaf trees dominating,
there is a slight lag in fractional coverage as the dynamic solution responds to
initial conditions. For all three Figures 4-6, local values of L (and so C3) are
nearly identical between the equilibrium and dynamic solutions; lags associated
with these variables appear extremely small.
4.3 ASYMPTOTIC BEHA‘TOUROFDYNAMICMODE PREDICTIONS OF FRACTION-
AL COVERAGE FOR A NEWLYEMERGINGDOMINANTFUNCTIONALTYPE
Fractional coverage of the dominant vegetation type, from (32), satisfies
dv
C„—dr= A„vII(1 -
- 71,1/C, 

or v = 6. Time r = To, identified in Section 3.5, is also important for the dynamic
solution. For r < To, (15) reveals dv/dr < 0 and so growth cannot occur. For
r > ro, the opposite is true, and now v > 6. Small time solutions of the form (13)
are again considered, and with identical notations, substitution in (15) gives
(C„,0-4-a2r4n,arsm-1 = (ar:'+6) {(Av,o+ 1.4 (HO + 113T*)( 1 — at," - - iv(Cv,o + pr.)}
-
 
Solutions must satisfy r1 max(r:`,6) x max(r.", r.), to which the only possi-

bility is n = 2. This requires r.2 < 6 and from (16), a - 0(6). This solution is
therefore only applicable for very short time periods indeed; otherwise there is no
power series solution available, suggesting a possible exponential response.
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Neglecting power series solutions, a second approach is made. Directly from (15),
for small times and to first order,
dv vt, + i/34,0 —-yoz2)
dr C0,0
which has solution
01- 3
= Ce (18)
for some constant of integration C. The initial condition is simply C = 6. This has
important implications, for unlike the equilibrium solution. the dynamic solution
during initial spreading depends critically upon the specification of seeding frac-
tion 6. Growth in fractional coverage is exponential in 7*2(which is in agreement
with a growth of 7„2 for very small times), but this must be balanced against the
small initial condition. The time required before v becomes order unity is therefore
0(02 In(6)/01). The magnitude of any dynamic solution lag must depend cru-
cially upon 6. A long time period for emerging broadleaf trees (Figure 4) emerging
shrubs and broadleaf trees (Figure 5) may be seen. It is anticipated this analysis is
generic, and will apply for newly growing functional types, even if not donfinant.
4.4 SOLUTION BEHAVIOURDURING MAJOR CHANGES OF FRACTIONALCOVER-
AGE
A simple order of magnitude argument is presented to understand timescales for
major changes in fractional coverage. Again, consider the case of a growing, dom-
inant vegetation type, with v satsifying (15). The previous Section indicates there
is likely to be a significant lag behind the equilibrium solution. Therefore, the
right-hand terms of (15) are not nearly equal, and so a balance exists between
such terms and C„dv/dr.. A scale analysis between the terms implies a period of
O('r+) yr where
C„ 1
7+ = HMI —, —1 . (19)
Awn
Such periods of major change in v may be seen fo broadleaf trees in Figure 4 and
shrubs in Figure 5. Such a period of change is not reached, due to the long period
of v growing from seeding fraction 6. for the Broadleaf trees in Figure 5.
4.5 A SOLUTION AWAYFROM PERIODS OF CHANGE IN FRACTIONALCOVERAGE
Again consider the dominant species, and now suppose that 70 is an (arbitrary)
starting time during a period of little variation in A,,. Cg, or H. Further, assume
there are no major changes in fractional coverage. Write A,, = Au,0+ El rip , C,,=
Cv,0 E27, H = Ho + €3-r,.,and v = vo + ecv, + qv/ where el, c,, (3, f r and (j are all
assumed small, vo +(eve is the equilibrium solution and qvl a lag term. From (15),
equilibrium solutions imply to zero and first order respectively
A„,01-10(1
—vo) = ( 1 62(3feVe = (1 110)—] 7A,,,0 Cum no
OVT. (17)
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and so ce is defined by setting ye r. Continuing, for the dynamic solution,
algebraic manipulation shows to first order that
dvi 7vvO 

Ee Et
dr\ . 1- uo
(20)
which has solution
— fro)
	
fill = --fe + De (21)
Mriv
Constant of integration D is determined by earlier behaviour, either initial condi-
tions or through matching into periods of rapid change in u as described in Sec-
tion 4.4. The exponential term decays over a time period of order (1 - vo)/voryw.
After such a period, a constant small lag occurs in xi given by
-fetl -
A small lag in fractional coverage occurs for broadleaf trees in Figure 4. Such a
long term solution for shrubs is not attained in Figure 5 as beforehand, conditions
become such as to allow broadleaf trees to start to grow. A small lag is clearly seen
for the Boradleaf trees (and slowly retracting shrubs) in Figure 6 (where there are
no major changes in functional type). The exponential decay component of (21)
may be observed in Figure 6 for smaller times, as adjustment to initial conditions
occurs. A similar analysis to the above can be performed to demonstrate the very
small lags in local H, L and so C.
4.6 LAGS IN THE SOIL CONTENT
	
Very small lags occur in C. As K, 0(1), the natural timescale, ts (yr) associated
with soil lags, over and beyond imposed variations in Ar, is (from (33)) ts =
0(nnn(C5/A„, C51Rs) = 0(nUn(Cs/A(., 1.0). Hence, for times larger than order
one year, the soil contains no intrinsic lags, and so Rs = At, which defines c, =
C5(k,7"). Any lags in C, (compared to the equilibrium solution) can therefore
be attributed to lags within A. Litter throughfall may been seen as composed
of that due to natural turnover, and that due to spreading/retrenchment. Due to
very small lags in LAI, natural turnover will be almost invariant between dynamic
and equilibrium solutions. As NPP also exhibits little lag, and is similar between
species, then at all times and for all functional types, such a litter term will be
near to LI, even when weighted by species type. Therefore, lags in the (dynamic)
system will only occur during large changes in fractional coverage, and even then
the dominant behaviour (for time periods larger than one year) almost match
changed litterfall with changed respiration.
These observations have important implications. Carbon content lags may be
observed in carbon vegetation, which have been identified with large changes in
fractional coverage. These changes affect litterfall. However, the changing rate of
carbon downwards from the vegetation due to these changes does not primarily
result in a matching change (and possible lag) in soil carbon concentration. Instead
the soil respiration term nearly matches thoughfall.
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5 Conclusions
A dynamic terrestrial carbon cycle model has been analysed in depth. Equilibrium
solution predictions may be fully understood through a simple sequence of contour
plots of key variables and basic analysis. For an imposed climate change, through
prescription of surface temperature and gross primary productivity, equilibrium
solution changes in all variables, particular summarising variables of carbon con-
tent, may be directly evaluated The more physically correct dynamic solutions
have been considered, primarily as a perturbation to the equilibrium solutions.
Three key timescales for variability in fractional coverage are identified for the
dynamic solution, a period of initial growth of a new vegetation type, periods
of (relatively) rapid change in plant functional types, and small (constant) lags
over times when no major changes occur to functional type. Fractional coverage
is shown to be the most important variable when considering lags between equi-
librium and dynamic solutions. The carbon content of trees, shrubs and grasses
are all very different, and so lags within fractional coverages will result in equilib-
rium and dynamic solution predictions of total vegetation carbon, C: being very
different. The hypothesis of such differences being a small pertubation to the equi-
librium solutions is shown to be incorrect when large changes in plant functional
type occurs. The supersensitivity of newly emerging functional types to seeding
fraction has been identified as an important issue.
Internal timescales associated with the soils are small. In general, respira-
tion is matched with litter throughfall. Changes in fractional coverage, causing
fluctuations in throughfall, adjust respiration as opposed to changing long term
accumlation of carbon within the soil (variable CZ).
Determination of fractional coverage and inter-functional type competition is
through the Lotka-Volterra equations with associated matrix c(i,./). It is assumed
this represents the minimum complexity required to emulate (for GCM) purposes
such competition. A full understanding of likely behaviour could allow direct
comparisons with other more sophisticated terrestrial growth models.
The emphasis of tlfis paper has been upon a study of the different possible
behaviours of the proposed terrestrial carbon cycle model. Here, the model has
not been coupled to a full GCM. The integrated effects, at global scale, of the
issues local analysis within this paper have identified has not yet, therefore, been
assessed. This paper does provide the necessary insight into likely responses and
associated understanding such that there should be no model related "surprises"
during this next stage of calculations. Throughout this paper, the two driving
variables have been prescribed surface temperature and top leaf level GPP. A
future exercise is to relate top leaf level GPP to other climatic variables through
stomata] response.
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Appendix
A Governing equations
Components of the dynanfic terrestrial carbon cyclemodel, for the fivevegetation
types (i = 1,5 or broadleaf trees, needleleaf trees, C3 grasses, C4 grasses and
shrubs) are described. The dependence of all variables (and any parameters; see
Table I for values, description and units) on i is implicitlyassumed.
Canopy NPP, H (kg C m-2 yr-1) is givenby
	
= Ho- 177, (22)
where A, (kg C nr2 yr-1) is the total plant respirat on and Bo (kg C 1n-2yr-1)
is canopy GPP, and
Rp = Rpm + Rp, (23)
where Rp„, (kg C 111-2yr-1) is plant maintanence respiration and R" (kg C nr2
yr-1) is plant growth respiration. Growth respiration is assumed to be a fixed
fraction, ro, of GPP minus plant maintanence respiration thus:
Rp = r, - (24)
Plant maintanence respiration depends upon canopy dark respiration, Rd, (kg C
yr -i), and similarlyforroot and stem respiration,eachmodulated by nitrogen
contents of leaf, root and stem, NI, AT, and 1\r,(kg N kg C-1) thus:
	
Rpm = Rde(T) {1 + Nr  • (25)
Both Rd, and H9are related to the top leaf levelvaluesof these variables (1190
and Rd respectively) through a function of local leaf area index, L thus:
1 -
Rde = bad, fig = fparngo, fpar = 	 

where k is a light extinction coefficient.Leaf leveldark respiration is given by
1.2 10-5N fr(2.0) 

Rd = -1-exp{0.3(Te.—36)}I10-561fr 2.0
1+exp 0.3 (T, —3614-exp 0.303—Tc)
for Qu plants
for C4 plants


Combining (22)- (26) givesNPP:
H = fpar(I- - ry) (no - Rd[1+ Nr -NH/Ns]) (28)
The carbon contents of leaf, (kg C nr2), root R. (kg C rn-2) and woodW (kg C
in-2) and these are related as = adL, = = amiLb" whereal (kg C m-2)
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is a leaf density, and a1 (kg C m-2) and bud are constants. Hence C„ = L+7Z+141
(kg C m-2) is given by
C„ = 2crjL + a,Lb". (29)
The nitrogen contents required by (25) and (28) are NI = 71.1E,N„ = prlithR, N„ =
ft,INW/a, and so
N, + Ns ttsiawi(?)
-11 + 	 - 1 + 141+ Lb" .
ataws
The rate of change of C„ is a balance between available NPP and turnover:
dC„
= (1-A„)H(i)--yir-m,l/V-773Z = (1-A,411-rygrEL--yralL-7„,awILI" (31)
where A„ is given in (5).
Fractional coverage v(i) of vegetation type i depends upon the status of all
vegetation types through a interspecies competition matrix to thus (reintroducing
indexing)
5
Cv(i)dv(i) = Av(i)v(i)11(i) 1 - E tip/0) - 7,,(0v(i)C„(i). (32)
dt
and where 7,2 is a disturbance rate.
Soil carbon, C, (kg C is given by
dt
(33)
where Ar. is litter throughfall (kg C m-2 yr') and Rs (kg C m-2 yr I) a temper-
= KsC.520A(T -298 15).ature dependent soil respiration rate given by R, Conserva-
tion of carbon defines the litter as vAr = d(vC„)/dt.
(30)
dt
j=.1
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BTable of parameter values
UnitsBroadleafNeedleleaf
TreeTree
C3 Grass
13
C4 Grass Shrub
mi(0) kg N (kg C)-1 0.050 0.050 0.050 0.050 0.050
a


0.080 0.080 0.080 0.040 0.080
ut


0.150 0.150 0.150 0.170 0.150
De kg (kg)-1 0.090 0.060 0.150 0.075 0.150
F0


0.875 0.875 0.925 0.800 0.925
k


0.500 0.500 0.500 0.500 0.500
at kg C TI1-2 0.040 0.100 0.040 0.040 0.100
Ifs! kg C m-3 0.010 0.010 0.010 0.010 0.010
Art


1.000 1.000 1.000 1.000 1.000
Psi


0.100 0.100 1.000 1.000 0.100
r g


0.250 0.250 0.250 0.250 0.250
awt kg C 111-2 0.650 0.650 0.005 0.005 0.100
ams


10.00 10.00 1.000 1.000 10.00
km


1.667 1.667 1.667 1.667 1.667


yr - i 0.005 0.005 0.100 0.100 0.030
7w yr-1 0.010 0.010 1.000 1.000 0.050
'Y1 yr1 0.500 0.300 1.000 1.000 1.000
72 yr1 5.000 0.300 1.000 10.00 1.000
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Turnover rate of leaves, 7, (yr-1), is given by
for T > Tt
T -1. 
T2  for T1 < T < T2
for T < T2
7i
= 71 + {72
- 71}
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Report on a scoping study to investigate thefeasibility of
Building a CEH
Global Hydro-EcologicalModel (GHEM)
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(CEH-Wallingford)
16 August 2002
1 Summary
Climate modelling is now at a stage where improvements in prediction will rely on better linkages
between climate predictions, and hydro-ecological feedbacks and impacts. CEH is uniquely placed to
create the required linkages through the creation of a managed research programme based around a
GlobalHydro-EcologicalModel,or GHEM.GHEM will be structured as a Central Node with two
way links to hydrological and ecological process models using common software protocols. The
Central Node will in turn link to the Hadley Centre GCM. At the heart of GHEM, and the main
mechanism for impact research, will be the computationally efficient GCM Analogue Model. A
Science Budget funded CEH programme is proposed, with a core team to manage the Central Node
and set of research projects to develop and use the models.
2 IntroductionandRationale
2.1 During the past 10 years both the realism and credibility of climate change predictions made
with Global Circulation Models (GCMs) have improved dramatically. The fundamental basis
of the models (ie the Newtonian equations of motion and the laws of conservation) has not
changed - the improvements have been the result of the increased computer power, which
has allowed the grid size and model time step to be progressively reduced, and improvements
to the sub-models describing the individual (mainly physical) processes.
2.2 The reduced grid size of the global models has been complemented by the ability to nest
limited area, fine scale models (currently 40 km grid length in the Hadley Centre model) in
the global grid. This Regional Climate model allows predictions of local climate change to
be made. It has also been demonstrated (Huntingford et al., 2003) that this combination of
nested models can be used to make good predictions of extreme events. Because it is often
the extremes, rather than the averages, of rainfall, temperature etc which determine systems,
this development is of critical importance in predicting the ecological and hydrological
impacts of climate change.
á
2.3 The GCM sub-models describing surface exchange now include CO2 as well as energy and
water, and the latest version of the Hadley Centre model also now includes interactive
vegetation. Model vegetation type in the model can change in response to the predicted
climate and thus feedback to amplify or dampen climate change.
2.4 Further reductions in grid size or refinement of the models describing the basic transfer
processes are unlikely to result in dramatic improvements to the model predictions in the
near future. But the time is now appropriate for a major initiative to forge linkages between
the climate model, and ecological and hydrological process models. Some processes, such as
forest fire (through changed albedo and surface energy balance), may introduce new
feedbacks; others may be one directional but second or third order effects, eg changes in fish
populations (through changes in river flow affecting water temperature). In most respects, the
representation of such processes in, or outside, current climate models is still in its infancy.
2.5 As an organisation, CEH is probably unique in having the necessary width of experience and
expertise needed to create these new links with climate models. CEH also benefits from
already strong links with the Hadley Centre, a world-leading climate modelling centre. This
report investigates the feasibility of exploiting existing models, of creating new models and
what formal methodology and infrastructure is needed to link this knowledge to numerical
code that is compatible with GCMs.
3 Proposed new CEH modelling framework/methodology- GHEM
3.1 GCMs are formidable, complex computer programs requiring massive supercomputers.
However the jointly-developed Hadley Centre / CEH-Wallingford model (called the "GCM
Analogue Model", Huntingford and Cox, 2000) is relatively straightforward to use and
requires minimal computing resources. The Analogue Model generates estimates of surface
climatology at the individual grid-box scale, and now includes a global carbon cycle —all of
which have been calibrated against the full Hadley Centre GCM. Hadley Centre land surface
models (MOSES and TRIFFID) have been added to create a new impacts tool, called
IMOGEN. This climate model retains the complexity of the land surface description of the
full GCM, and yet is computationally fast when making future predictions of climate change
impacts (IMOGEN operated globally for a simulation representing years 1860-2100 can be
run in typically two days on a new computer).
3.2 IMOGEN is a powerful tool for eco-hydrological impact studies because it provides an
intermediate link between developing land surface schemes and their eventual
implementation within a GCM.
This tool is ideal for generating
and testing a new Global Hydro-
Ecological Model (GHEM). OHEM
3.3 GHEM will be a direct expansion
of IMOGEN. As indicated in the
Figure, there will be a two way
traffic of information into and
out of IMOGEN. GHEM
research projects will develop
models which will feed into
IMOGEN; model runs by
IMOGEN will disseminate the
HadleyCentre
GCM
nate prechcbons
feedbacks
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CentralNodeImodelsImpacts
Researchprojects
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impact predictions outwards. Where climate feedbacks are identified IMOGEN may need to
link into the full GCM to explore the effects of these feedbacks. IMOGEN will be extended
to work with data from the Hadley Centre Regional Climate Model. The GHEM concept is
thus not for a large single piece of model code to be run as one operation on a large computer,
rather it is a set of compatible sub-models which can be plugged into a central node to be
used for specific climate change feedback and impact studies.
3.4 GHEM will be made up of core or "frozen" code, to which individuals may add their own
modifications. Modification will be in three phases, (i) experimental code to rapidly test
previously missing processes within GHEM, (ii) testing of refined modifications, including
assessment of implications for climate change and comparison against CEH databases where
available, and (iii) acceptance as a full component of the GHEM and thereby a formal part of
the next release of the model. This method of model development emulates current climate
modelling practice as operated by the Hadley Centre. Involvement of Hadley Centre staff will
be critical in ensuring eco-hydrological models dovetail into their GCM. Hadley Centre
membership of a GHEM steering group (see below) will be particularly important in this
respect.
3.5 The GHEM will be freely available to all CEH researchers, using standard computing
practices for model dissemination. It will be a "community" model, owned by all who work
in CEH.
3.6 The GHEM Central Node team will be responsible for establishing protocols that balance
ease of use, development and flexibility of operation, against model management aspects. For
example, they will need to define rules to be applied to the adoption of modifications within
the core "frozen" code: coding standards, requirements for comment statements and unit
definitions and the release of documentation that includes traceability and appropriate
references from the scientific literature. The Central Node team will have responsibility for
numerical code maintenance and help with GCM "modification adoption", where CEH
successfully make the case for new processes to be included within the GCM. For historical
reasons, the GCM analogue model (and the work involved in increasing its capability to link
with the Regional Climate Model) and links to the Hadley Centre will continue to be
managed at Wallingford, but the Central Node team may (or may not) be dispersed . It must
be stressed again that the GHEM model will be flexible, fully documented and available
(across the CEH Intranet). All the GHEM research projects will be expected to make and test
their own local modifications or ideas.
4 Demonstrator projects
4.1 As part of the scoping study a set of demonstrator ro'ects have been identified from a set of
visits to CEH sites (all sites will have been visited by September 2002). Each demonstrator
project represents an identified aspect of CEH science that would gain from interaction with
climate change predictions. Each project could be developed as a module within GHEM, to
produce a set of FORTRAN code. Most of the demonstrator projects will rely upon small
extensions of work that is already being undertaken and is currently funded. It is hoped that
taking GHEM forward in this fashion will: a) yield a very quick initiation of the GHEM
concept and b) the varied projects will quickly highlight "what works and what doesn't",
guiding GHEM development. The GHEM philosophy will be very much "evolution, not
revolution". The demonstrator projects identified to date are as follows:
á
Use of CO2 flux data to calibrate land surface models for use in a GCM.
Correlations between climate and toxic blue-green algae in lakes.
Ecological states of rivers.
Combining climate, water resource and socio-economic information.
Linking North Atlantic Oscillations and CEH biogeochemical models.
Life history strategies in salmon.
Understanding regional climate model predictions of rainfall in a changing climate.
Using data to calibrate models of land surface methane emissions.
Relating different CEH approaches to vegetation modelling.
Predicting the climate/glacier extent/downstream water resource linkages.
Modelling shrubland ecosystem response in a changing climate.
Trace gas exchange in tundra ecosystems.
Using RCM data to investigate impacts of climate change on flood flows.
Climate, pollutants in soil and rate of litter decomposition.
Soil carbon pools, enzyme processes and temperature effects on CO2 release.
5 PuttingGHEMintopractice
Phase 1 of GHEM will be implementing a selection of demonstrator projects based on on-going
work. Phase 1 will allow rapid proof of concept. Phase 2 of GHEM requires a large, coordinated
CEH programme. The programme must be focused on modelling those processes which are likely to
produce climate feedback, or ecological and hydrological impact. This is likely to mean opening up
some new lines of research.
6 CompatibilitywiththeNERCSciencePlan
GHEM will make a central contribution to the objectives of NERC's Priority Area: "Predicting and
Mitigating the Impacts of Climate Change" as specified in the NERC Science Plan, "Science for a
Sustainable Future, 2002-2007". A GHEM programme would therefore be an appropriate use of
CEH core funds.
7 ConclusionsandRecommendations
7.1 This scoping study has demonstrated the feasibility of, GHEM as a coordinated, core CEH
programme which has the purpose of developing a modelling system which will interface
CEH eco-hydrological models to the Hadley Centre GCM. GHEM will complement the SOC
ocean model, the BAS ice sheet model and the (ex-CCMS) surge model. The Hadley Centre
is supportive and has agreed to contribute through both the JCHMR, and by regarding certain
aspects of the GCM as "community code".
7.2 The ultimate goals of GHEM are: (a) climate change predictions which include eco-
hydrological feedbacks, and (b) predictions of the impacts of climate change on ecology and
hydrology.
7.3 A set of demonstrator projects has been identified. These provide a starting point, but a
programme of new projects is needed to develop areas where the eco-hydrological feedbacks
are likely to be significant, or where the impacts important. These new research projects will
á
develop the models which will feed into the GHEM Central Node and will carry out the
feedback sensitivity and impact studies.
7.4 A core team with experience of GCM modelling and links to the Hadley Centre through the
JCHMR, should be created and funded to develop and operate the GHEM Central Node.
7.5 A Programme Manager should be appointed. He/she should report to the Director CEH and
be responsible for delivering the science. The mechanism for selecting research projects will
need to be decided by the Director CEH and implemented by the Programme Manager.
7.6 A GHEM steering committee should be set up to advise on areas where new projects should
be initiated and monitor progress towards objectives. To ensure relevance and excellence this
committee should include external experts from academia, and government departments and
agencies, as well as representatives from the Hadley Centre.
7.7 The success and international impact of GHEM will obviously depend on the resources
which are allocated to it. We recommend that GHEM consists of a Programme Manager, the
core Central Node team and at least 10 research projects - this would require funding at
approximately £l.1M pa of CEH Core Funds.
7.8 A proposal for GHEM is attached as an annex to this report.
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Pone TheScience ProjectDittyendInto TheModels
People
This project is designed to:
Combine aspects of CEH science into a more co-ordinated modelling framework called
"GHEM" (Global Ilydrological Ecological Nlodel).
Create a set of lin, in is (which may be based on on-going work already) across
CEH sites, that gain from the GHEM concept. Where climate drivers are required, link to the
"GCM analogue model" framework.
MieAdvise and identify aspects of the CEH knowledge base that may be important in a changing
climate and should therefore be included in global climate modelling experiments.
There are four main components to this GHEM website:
'Hie Science
Project Dial-) (and other general intOrmation)
Documentation, code and summary of the “(1CM analogue model"
People involved in GHEM project
Fast ANALOGUE MODEL on the WEB for POLICYMAKERS:
This link (click on this sentence) takes the user to a particular version of the G('NI analogue
model for policy makers, as available on the internet. Individuals submit their own predictions of
emissions and a computer at CEH Wallingford undertakes the calculations. This is under
development - the amount of GHEM science held within this version of the analogue model is still to
be determined. However, click here for initial "mock - up" of advanced questions open to users who
wish to configure the "model on the web" concept. Also available here is more detailed technical
information on the Iladley Centre Global and Regional Climate Model, and different emission
scenarios.
Overview documents and Media Issues:
Please click here for a word document that is a report on the GI IEM concept and aims Also
available is a "pot\ erpoint" presentation and finally a version of the proposal sent out for
external reviev, (\kord document).
Click here for 5 minute ideo clip of impacts issues discussed live on Sky Ne \\ s ( \yarning -
laree hie!).
http://www.ceh.ac.uk/gheml 11/5/2002
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Scientific issues are listed in the table below. Each is characterised by i) general issues, ii) work
already undertaken, I I I. \ I I )t 111(111 111I 1(111 lur 1, and iv) possible future work.
ORE
etails
roject Type vailable?
f YES then
lick
YES
Y ES
eneral / Future o
(MEM
Denumstrator
GlIEM
Demonstralor
Science Issues - click below for "start-up" meeting
notes
t se of CO, flux data to calibrate land surface models l'or use in a
GCN1
Correlations between climate and toxic blue-green algae In lakes
A view of missing hydrological issues kk.'ithin land surface schemes
(word document)
Linking NAO oscillations and CEH Bangor biogeochemical model
Life history strategies in Salmon
Understanding regional climate model predictions of rainfall in a
chanoing climate
Seasonal Vegetation Growth and Senescence (Phenology)
I. sing data to calibrate models of land surface methane emissions
A vim, on some missino . rocesses from SVATs
Relating the Cli I Bangor and CBI Edinburgh approaches to
veoetation modellino
An overview of the GCM analouue model ( Nif document)
Predicting thc climate-glacier extent-downstream water resource
linkaoes
Insect abundance and interaction with vegetation - link with
climate.
Ve etation "die-back" redicted in the GCM.
Modelling shrubland ecosystem response in a changing climate.
Trace gas exchange in tundra ecosystems.
Using RCM data to investigate impacts of climate change on flood
flows
Predicting nitrogen limitation in soils and associated effect on
GHEM
Denuinstrator
uture
(MEM
Denumstrator
s
G DEM
Demonstrator
CHEM
Denumstraior
G DEM
Denmnstra tor
xisting work /
uture
(MEN!
Denif mst rata!'
eneral
(WEN!
Demonstrator
xistin work
(MEM
Demonstrator
uture
xistin work
(MEM
Demonstrator
CH•M
Demonstralgir
(MEM
Demonslrat or
(MEN!
Combining climate. water resource and socio-economic informatiot
Carbon fluxes in -tolar regions lower mint )oster)
Ecological states of rivers
YES
0
YES
http://www.ceh.ac.uk/ghem/science/science.htm 11/5/2002
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millutants
Modelling S011carbon pools and their variability at the global scale
Soil carbon pools, enzyme processes and temperature effects on
CO, release.
Climate, pollutants in soil and rate of litter decomposition
The characterisation of fire and influence upon land surface
behaviour.
Is there the possibility of Amazonian "die-back" in a changing
climate?
Modelling large scale ecosystem response on the global carbon
c cle
Climate change and Salmon populations in Scotland
Changes in hydrological behaviour and snow melt in the
Cairn orms
GIS as a further disaggregation tool of climate change - application
to Dee catchment
Herbivore manipulation of the climate system through overgrazing
of arctic mosses
Climate change influence on distribution of non-native plant specie
The threat of invasion of alien species introducing new diseases
Use of ECN data to predict changes in grassland productivity in
future climate
rse of ECN data to predict changes in butterfly populations in a
future climate
A CETI overview on the links between climate change and
biodiversit
Flux measurements in Amazonia (powerpoint poster)
Demonstrator
Demonstrator
(DIEM
Denumstrator
;111.:S1
Demonstrator
uture
SI
Demonstrator
(DIEM
Demonstrator
DIESI
Demonstrator
CH•M
De lllll tstrator
GIWNI
Demonstrator
;DEM
Demonstrator
(DIEM
Demonstrator
;HEM
De llll nstrator
DIEM
Demonstrator
111,,S1
Demonstrator
(DIEM
Demonstrator
xisting work /
uture
YES
Y ES
YES
http://www.ceh.ac.uk/ghem/science/science.htm 11/5/2002
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The original proposal
12th March 21,02 - nick for leuer sent to site directors.
1st May 2002 - This web site initialised.
2Ist May 2002 "Young scientists meeting with Pat Nuttall at the MRC in London". Advised to
investigate potential for a GHEM style initiative.
Scientific notes from visit to CHI Oxford (11th June 2002 and 2nd August 2002)
Scientific notes from %isit to CEII Windermere (13th/14th June 2002)
Scientific notes from \ isit to CEll Bangor (I7th June 2002)
Purchase communal laptop computer for GHEM study (12th July 2002)
Decision to set up GI IEM steering group.
Copy of this site sent to Mike Wilson (Merlewood).
Scientific notes from visit to CHI Dorset (22nd July 2002)
Scientific notes from ('EI.1 Wallingford (29th July-)
Software exploitation Day at CEli Dorset (8111August)
Scientific notes from visit to LEI! Edinhurgh (21st/22nd August)
"cient,:te notes from isit to CEll Banchory (2nd September)
% ?cmerpoint presentation as given to the CIA i Conference (5th September)
Scientihc notes In0111\isit to ('ElI Merlo‘ood (23rd/24th September)
% Amerpoint presentation as given the the CFI! management hoard (24th September)
October 2002 - large push to check all aspects of the GCM analogue model are functioning
correctly.
Monday 14th October - two Hadley Centre land surface modellers start work in Wallingford
JCHMR
Week spent by Chris Huntingford at CEH Edinburgh
U. Scientific notes from  isit to CHI Bangor (17th June 2002)
http://www.ceh.ac.uk/ghem/diary_and_info/diary_and_info.htm 11/5/2002
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The page is the "portal" to all the models (with links to datasets) associated with the GHEM
initiative. Anything within this project that involves operation of numerical models, visualisation
methods, comparison with datasets (along with any documentation) should be found here.
Background to Models
There are three distinct but tightly related model components. These are as follows:
( .111.NI 1111111111C•- these are sections of numerical code that come about through the GHEM
initiative, and are based around the science demonstrator projects described elsewhere.
Climate driving data - this comes from either a range of GCMs, RCMs, UKCIP or
interactively from the GCM analogue model.
MOSES and TRIFFID - these are the existing land surface numerical schemes developed at
the Hadley Centre. The Hadley Centre have generously agreed that a version of this code may
be regarded as Hadley-NERC community code. Numerical output from many of the GHEM
demonstrator projects outlined above are explicitly aligned to interact with this code.
A "GCM analogue model" came about through a four month visit by Chris Huntingford to work with
Peter Cox at the Hadley Centre. The combining of TRIFFID and MOSES with the GCM analogue
model is referred to as a an entity in its own right, called [MOGEN. The acronyms are as follows:
MOSES: Met Office Surface Exchange Scheme, TRIFFID: Top-down Representation of
Interactive Foliage and Flora Including Dynamics and IMOGEN: Integrated MOdel of the Global
Effects of climatic allomalies
The models link together as follows:
CHEM numerical
subroutines
Climate data
	
(eg OCM MOSES
	
analogue and TRIFFICI
model)
Links to different model components
http://www.ceh.ac.uk/ghem/models/models.htm 11/5/2002
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People who have been involved so far are as follows Click on name for more information within this
web site:
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The Centre for Ecology and Hydrology has 600 staff, and well-equipped laboratories and field
facilities at nine sites throughout the United Kingdom.The Centre's administrative headquarters
is at Monks Wood in Cambridgeshire.
This report is an official document
prepared under contract between the
customer and the Natural Environment
Research Council. It should not be
quoted without the permission of both
the Centre for Ecology and Hydrology and
the customer.
CEH Sites
CEH Directorate
Monks Wood,Abbots Ripton,
Huntingdon,
Cambridgeshire PE28 2LS
Telephone +44 (0) 1487 772400
Main Fax +44 (0) 1487 773590
CEH Oxford
Mansfield Road,
Oxford,
Oxfordshire OX I 3SR
Telephone +44 (0) 1865 281630
Main Fax +44 (0) 1865 281696
CEH Merlewood
Winderrnere Road,
Grange-over-Sands,
Cumbria LAI I 6JU
Telephone +44 (0) 15395 32264
Main Fax +44 (0) 15395 34705
CEH Bangor
University of Wales, Bangor,
Deiniol Road,
Bangor, Gwynedd LL57 2UP
Telephone +44 (0) 1248 370045
Main Fax +44 (0) 1248 355365
CEH Wallingford
Maclean Building, Crowmarsh Gifford,
Oxfordshire OXIO 8BB
Telephone +44 (0) 1491 838800
Main Fax +44 (0) 1491 692424
CEH Dorset
Winfrith Technology Centre,
Winfrith Newburgh, Dorchester,
Dorset DT2 8ZD
Telephone +44 (0) 1305 213500
Main Fax +44 (0) 1305 213600
CEH Edinburgh
Bush Estate,
Penicuik,
Midlothian EH26 OQB
Telephone +44 (0) 131 4454343
Main Fax +44 (0) 131 4453943
CEH Windermere
The Ferry House, Far Sawrey,
Ambleside,
Cumbria LA22 OLP
Telephone +44 (0) 15394 42468
Main Fax +44 (0) 15394 46914
CEH Monks Wood
Abbots Ripton,
Huntingdon,
Cambridgeshire PE28 2LS
Telephone +44 (0) 1487 772400
Main Fax +44 (0) 1487 773467
CEH Banchory
Hill of Brathens,
Banchory,
Aberdeenshire AB3 I 4BY
Telephone +44 (0) 1330 826300
Main Fax +44 (0) 1330 823303
Further information about CEH is available on the WorldWide Web
at www.ceh.ac.uk
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