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INTRODUZIONE
Il Large Hadron Collider (LHC) al CERN di Ginevra è una macchina acce-
leratrice di enorme complessità. Essa consente di accelerare e far collidere
fasci di protoni o ioni pesanti a velocità prossime a quella della luce. La
lunghezza complessiva dell'anello di LHC è circa 27 km e le collisioni dei
fasci si ripetono alla frequenza di 20 milioni al secondo. ATLAS è uno dei
rivelatori utilizzati per studiare i prodotti di queste collisioni. È un sistema
soﬁsticato di enormi dimensioni realizzato con il lavoro di una collaborazione
internazionale di alcune migliaia di persone, tra ﬁsici, tecnici ed ingegneri.
In particolare, ATLAS permette di ricostruire le traiettorie delle particelle
prodotte nelle collisioni e di misurarne i parametri cinematici, impulso ed
energia. Tra i risultati più rilevanti dei primi anni di attività di LHC e di
ATLAS, possiamo menzionare, nell'estate dell'anno 2012, la scoperta del bo-
sone di Higgs. Come è facile immaginare, non è stato semplice realizzare un
apparato del calibro di ATLAS, e non è semplice utilizzare questo strumento
per raccogliere dei dati utilizzabili per eﬀettuare misure di ﬁsica interessanti.
In particolare, poiché gli eventi interessanti per gli studi di ﬁsica sono
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assai rari e nascosti nella enorme quantità di eventi di fondo prodotti nell'e-
levatissimo numero di collisioni che si veriﬁcano ogni secondo, non ha alcun
senso cercare di registrare su memoria permanente tutti gli eventi prodotti.
Si deve, invece, cercare di selezionare online gli eventi che possono esse-
re interessanti, ricostruendo in tempo reale la maggior parte possibile delle
informazioni provenienti dal rivelatore.
Da alcuni anni una ampia collaborazione internazionale tra gruppi di ri-
cerca italiani dell'Istituto Nazionale di Fisica Nucleare e gruppi di Università
statunitensi ed europee si sta dedicando alla progettazione e costruzione di
un nuovo sistema di ricostruzione online delle traettorie delle particelle rive-
late nel sistema di tracciatura di ATLAS, denominato Fast TracKer (FTK).
Questo nuovo dispositivo sarà installato in tempo per la presa dati prevista
per l'anno 2015.
Il funzionamento di FTK è complesso, ma può essere schematizzato in
due fasi. Nella prima fase, detta pattern recognition, FTK riceve i dati
dal rivelatore in silicio e calcola le coordinate dei punti colpiti nel rivela-
tore e ne individua le combinazioni che hanno buona probabilità di essere
dovute al passaggio di una particella. Nella seconda fase, FTK esegue un
ﬁt delle coordinate dei punti colpiti all'interno di ogni pattern. Questo ﬁt
consente di eﬀettuare una ricostruzione tridimensionale delle traiettorie delle
particelle e di determinarne i parametri cinematici. Il pattern recognition
è un'operazione computazionalmente complessa ed è eﬀettuata mediante un
chip di memoria associativa appositamente realizzato. FTK è quindi un si-
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stema estremamente complesso che può analizzare una enorme mole di dati
in tempi estremamente ristretti.
Nel mio lavoro di Tesi mi sono occupato della progettazione del prototi-
po di una scheda necessaria per ospitare i nuovi chip di memoria associati-
va, denominata MiniLAMB-SLP. Una interessante caratteristica tecnica di
questa scheda è l'ampio uso di dispositivi di comunicazione seriale ad alta
velocità per la trasmissione dei dati. Ho anche contribuito allo sviluppo di
un nuovo algoritmo di clustering utilizzato per determinare le coordinate dei
punti colpiti dalle particelle sui piani del rivelatore in silicio a partire dalle
ampiezze dei segnali di carica misurati sui canali di lettura del rivelatore, e ne
ho curato in parte la traduzione in linguaggio VHDL per la programmazione
di un FPGA dedicato.
Il Capitolo 1 descrive il Large Hadron Collider ed i rivelatori che com-
pongono ATLAS. Abbiamo lasciato più spazio ai dettagli nel caso del sistema
di tracciatura e del sistema di trigger di ATLAS che sono particolarmente
rilevanti per questo lavoro di Tesi. Il mio lavoro contribuisce ad un progetto
di upgrade del sistema di trigger che sarà utilizzato nella presa dati prevista
per il 2015.
Il Capitolo 2 illustra i principi di funzionamento e l'architettura del
nuovo processore di trigger Fast TracKer (FTK). FTK ricostruisce in tempo
reale le traiettorie delle particelle che attraversano il sistema di tracciatura
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di ATLAS e mette a disposizione questa importante informazione al sistema
di trigger per migliorare la selezione online degli eventi.
Il Capitolo 3 illustra i principi di funzionamento e l'architettura del
sistema detto Data Formatter che costituisce il primo strato di FTK. Il Da-
ta Formatter riceve la misura degli impulsi di carica sui canali di lettura
del rivelatore e determina le coordinate dei punti colpiti dalla particelle del
rivelatore, funzione detta comunemente clustering. Successivamente, il Da-
ta Formatter distribuisce questi dati agli elementi a valle di FTK per la
ricostruzione delle tracce.
Il Capitolo 4 descrive la parte del mio lavoro dedicata allo sviluppo e
alla implementazione in linguaggio VHDL del nuovo algoritmo di clustering
utilizzato nel Data Formatter.
Il Capitolo 5 descrive l'architettura di una Processing Unit di FTK.
Questa unità elementare di FTK è composta da tre schede, delle quali le
principali sono la AMB-SLP e la LAMB-SLP. Queste schede accolgono i
chip di memoria associativa ed eﬀettuano il pattern recognition, che consiste
in una ricostruzione preliminare ed a risoluzione ridotta delle traiettorie delle
particelle fatta a partire dalle coordinate dei cluster trovati dal Data Format-
ter. La terza scheda, detta Auxiliary Board, completa la ricostruzione tri-
dimensionale delle tracce e ne determina i parametri cinematici, utilizzando
la piena risoluzione del rivelatore.
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Il Capitolo 6 descrive la parte del mio lavoro dedicata alla progettazione
della nuova scheda MiniLAMB-SLP. Riportiamo una descrizione dettaglia-
ta del progetto, delle speciﬁche, della struttura pensata per la scheda, delle
motivazioni nella scelta dei vari componenti e della realizzazione del routing.
Il Capitolo 7 riporta le conclusioni e le prospettive di futuri sviluppi del
mio lavoro.
Capitolo 1
IL LARGE HADRON
COLLIDER E IL RIVELATORE
ATLAS
Ho lavorato alla mia Tesi presso la Sezione di Pisa dell'Istituto Nazionale di
Fisica Nucleare ed il Dipartimento di Fisica dell'Università di Pisa nei mesi
Dicembre 2012 - Agosto 2013. Il mio lavoro si colloca nella intensa attività
di upgrade del sistema di acquisizione dati del rivelatore A Thoroidal LHC
Apparatus (ATLAS) istallato sul Large Hadron Collider (LHC) del CERN
di Ginevra. In questo Capitolo descriveremo brevemente LHC ed ATLAS.
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1.1 IL LARGE HADRON COLLIDER
LHC fa parte del complesso di acceleratori del CERN di Ginevra ed è uno
dei più soﬁsticati strumenti di ricerca nel campo della ﬁsica delle particelle
elementari realizzati dall'uomo [1]. LHC è stato installato nel tunnel usato
in precedenza dal Large Electron-Proton Collider (LEP). Il tunnel ha una
circonferenza di 27 km e si trova ad una profondità che oscilla tra i 100 m
ed i 150 m. LHC consente di accelerare due fasci di protoni in direzione
opposta ﬁno all'energia di 4 TeV per fascio, e di farli collidere nelle regioni
di interazione mostrate in Figura 1.1, nelle quali sono installati i rivelatori
ATLAS, CMS, LHCb, Alice, TOTEM e LHCf.
Figura 1.1: Immagine aerea dell'area occupata dal CERN. Sono indicati il
tracciato di LHC e le aree nelle quali sono collocati i principali esperimenti.
Ciascun fascio è costituito da circa 1400 pacchetti di protoni, detti bunch,
ognuno dei quali contiene al momento dell'iniezione circa 1.15 x 1011 parti-
celle. Ogni bunch è lungo circa 7 cm, ha dimensioni trasverse dell'ordine di
1 mm che vengono ridotte a circa 25 µm in corrispondenza della regione di
interazione. La distanza temporale tra due bunch consecutivi è 50 ns, ma
si prevede di ridurla a 25 ns nella presa dati programmata per l'anno 2015
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Figura 1.2: Rappresentazione schematica delle traiettorie delle particelle pro-
dotte in un bunch crossing di LHC e ricostruite nel sistema di tracciatura di
ATLAS.
[2]. La collisione tra due bunch che circolano in direzioni opposte è detta
bunch crossing. Dato l'elevato numero di protoni presenti all'interno di ogni
bunch, in ogni bunch crossing si veriﬁcano in media alcune decine di colli-
sioni protone-protone che producono complessivamente migliaia di particelle.
La Figura 1.2 mostra la ricostruzione delle triettorie delle particelle prodotte
nella collisione tra due bunch e fa capire quale livello di complessità possa
raggiungere l'analisi di questi dati.
L'accelerazione dei protoni avviene in più stadi (Figura 1.3). Senza entra-
re nei dettagli, in LHC i fasci di protoni raggiungono l'energia di 4 TeV, che
corrisponde ad una energia nel centro di massa dei fasci di 8 TeV. Si prevede
che i futuri upgrade del acceleratore consentiranno di raddoppiare l'energia
del fascio.
Il CERN ospita 6 esperimenti principali, installati sull'anello di LHC. Essi
si trovano ai quattro punti di interazione situati lungo l'anello: ATLAS [3] (A
Toroidal LHC ApparatuS), CMS [4] (Compact Muon Solenoid), ALICE [5]
(A Large IonCollider Experiment), LHCb [6] (Large Hadron Collider beauty),
LHCf [7] (Large Hadron Collider forward) e TOTEM [8] (TOTal Elastic and
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Figura 1.3: Schema della catena completa di acceleratori del CERN. Sono
inoltre indicate le posizioni di ATLAS, CMS, ALICE ed LHCb.
diractive cross section Measurement). TOTEM è installato vicino al punto
di interazione di CMS, mentre LHCf è posizionato accanto ad ATLAS.
1.2 IL RIVELATORE ATLAS
ATLAS [9] è un rivelatore di tipo general purpose, cioè è stato progettato per
essere estremamente versatile e consentire di investigare il più ampio spet-
tro possibile di processi di ﬁsica. ATLAS ha una forma approsimativamente
cilindrica con una simmetria forward-backward rispetto alla regione di inte-
razione (Figura 1.4) ed ha una lunghezza di 46 m, una altezza di 25 m e pesa
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Figura 1.4: Veduta schematica di ATLAS. Sono indicati i componenti
principali del rivelatore.
circa 7000 tonnellate.
ATLAS è costituito da numerosi rivelatori indipendenti con una coper-
tura complessiva di quasi tutto l'angolo solido intorno alla regione di in-
terazione. Procedendo dall'interno verso l'esterno, si incontrano il sistema
di tracciatura, il solenoide, il calorimetro e le camere per la rivelazione dei
muoni.
Il sistema di tracciatura consente di ricostruire le traiettorie delle parti-
celle cariche prodotte nelle collisioni protone-protone [10]. Per far questo, si
combinano misure spaziali ad elevata risoluzione spaziale, eﬀettuate trami-
te rivelatori in silicio posti in prossimità della regione in cui avvengono le
collisioni, detta regione luminosa, con un gran numero di misure a risoluzio-
ne ridotta, eﬀettuate mediante un rivelatore a radiazione di transizione, che
occupa la regione più esterna.
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Il calorimetro è costituito da una sezione elettromagnetica ed una adro-
nica. La sezione elettromagnetica identiﬁca e misura con precisione energia
e direzione di elettroni e fotoni, la sezione adronica completa l'informazione
fornita dalla sezione elettromagnetica e consente di misurare energia e dire-
zione dei getti di particella adroniche. I calorimetri misurano l'energia delle
particelle prodotte assorbendole completamente, perciò la misura energeti-
ca è distruttiva. Solamente i neutrini ed i muoni sfuggono all'assorbimento
nel calorimetro e la presenza di muoni in un evento è rivelata mediante uno
spettrometro costituito da un grande toroide superconduttore che avvolge
tutto il calorimetro. Combinando le informazioni raccolte dai diversi rivela-
tori è possibile stabilire con buona approssimazione l'identità delle particelle,
misurarne l'energia e la quantità di moto.
ATLAS utilizza un sistema di riferimento destrorso, con asse x che punta
al centro del tunnel di LHC, asse y che punta verso l'alto, mentre la direzione
positiva dell'asse z coincide con la direzione del fascio che circola nel tunnel
in direzione antioraria (Figura 1.5).
Riportiamo nel seguito una breve descrizione degli elementi principali che
costituiscono ATLAS.
1.2.1 I MAGNETI SUPERCONDUTTORI
ATLAS dispone di due sistemi magnetici principali. Il sistema di tracciatu-
ra è immerso in un campo magnetico di intensità pari a 2 T, allineato con
il fascio e generato da un solenoide superconduttore (Figura 1.6). I campi
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Figura 1.5: Il sistema di coordinate utilizzato da ATLAS è destrorso. L'asse
x punta al centro del tunnel di LHC, l'asse y punta verso l'alto, l'asse z indica
la direzione del fascio. Il verso positivo dell'asse z è deﬁnito dal fascio che
circola nel tunnel in senso antiorario.
magnetici utilizzati nello spettrometro per muoni nella regione centrale del
rivelatore sono generati invece da magneti toroidali, costituiti da bobine su-
perconduttrici che generano un campo magnetico dal valore massimo di 4
T. Nella regione in avanti il campo magnetico è generato da un secondo
sistema di magneti toroidali.
1.2.2 IL SISTEMA DI TRACCIATURA
Il sistema di tracciatura è il rivelatore più interno di ATLAS (Figura 1.7) ha
una struttura cilindrica a strati di circa 2,3 m di diametro e 7 m di lunghezza
totale.
Ogni strato, o layer, del rivelatore è formato da sensori che segnalano
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Figura 1.6: A sinistra, geometria degli avvolgimenti dei magneti: sono visibili
il solenoide (in viola), le 8 bobine del magnete toroidale del barrel alternate
alle bobine della regione di end-cap (in rosso). A destra, veduta dei toroidi
superconduttori della regione centrale del rivelatore. La scala dimensionale
è indicata dalla persona fotografata tra le due bobine in basso.
Figura 1.7: Il sistema di tracciatura di ATLAS è costituito da un rivelatore
in silicio a pixel, da un rivelatore in silicio a microstrip e da un rivelatore a
radiazione di transizione.
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Figura 1.8: Sezione longitudinale del sistema di tracciatura. Sono indicati
il rivelatore in silicio a pixel e ad microstrip, ed il rivelatore a radiazione di
transizione.
il passaggio di una particella mediante un segnale elettrico. Il sistema di
tracciatura è composto da tre rivelatori che si distinguono per il tipo di sensori
utilizzati, per la geometria e per la distanza dalla regione di interazione.
Procedendo dall'interno verso l'esterno si incontrano il rivelatore a pixel in
silicio, il rivelatore a microstrip di silicio (SCT), e il rivelatore a radiazione di
transizione (TRT). Il rivelatore è diviso longitudinalmente in tre parti, come
si vede nell'immagine in sezione riportata in Figura 1.8. La parte centrale
è costituita da strati concentrici ed ha approsimativamente una simmetria
cilindrica. Nella regione esterna la struttura del rivelatore è a dischi paralleli
posti nel piano ortogonale al fascio.
1.2.2.1 I RIVELATORI A PIXEL ED A MICROSTRIP
Il rivelatore a pixel in silicio è stato progettato per fornire un'elevata granu-
larità (circa 100 milioni di pixel ) e delle misure di posizione molto accurate
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Figura 1.9: Rappresentazione schematica del rivelatore a pixel di silicio. Si
notano gli strati concentrici della regione del barrel ed i dischi della regione
di end-cap.
nella zona più vicina alla regione di interazione. La Figura 1.9 ne mostra la
struttura. Il rivelatore nella regione centrale è costituito da 3 strati cilindrici
concentrici centrati sull'asse del fascio e posti ad una distanza di 5, 10, 12 cm
dal fascio, mentre il rivelatore nella regione esterna è costituito da 4 dischi
per lato, posizionati nel piano perpendicolare alla direzione del fascio.
La risoluzione ottenuta sulla misura della posizione del punto nel quale le
particelle attraversano i piani di pixel è di circa 10 μm nel piano r-φ e circa
116 μm nel piano r-z.
La struttura del rivelatore a microstrip è molto simile a quella del rive-
latore a pixel, con la diﬀerenza che in questo caso sono utilizzati sensori a
microstrip di silicio. La parte centrale è formata da 4 strati concentrici di
microstrip di silicio, mentre la regione esterna è formata da 18 dischi in to-
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tale, 9 dischi per lato. Nella regione centrale ognuno dei 4 strati è costituito
da moduli di strip di silicio di 4 rivelatori aventi ciascuno una supercie di 63
x 63 mm2. La risoluzione sulla misura della posizione di un hit nel barrel è
di circa 16 μm nel piano r-φ e di circa 580 μm nel piano r-z.
1.2.2.2 IL RIVELATORE A RADIAZIONE DI TRANSIZIONE
Questo rivelatore utilizza la tecnologia degli straw-tubes, riempiti di una mi-
scela gassosa a base di Xenon. Quando una particella carica attraversa il
rivelatore, nel gas si creano coppie elettrone-ione che, sotto l'inﬂuenza del
campo elettrico presente nel volume interno del rivelatore, si muovono verso
gli elettrodi. La carica generata e moltiplicata dall'intenso campo elettrico
viene rivelata mediante un sottile ﬁlo anodico di Tungsteno posto al centro
del tubo e collegato direttamente all'elettronica di lettura. Allo stesso tempo,
un sottile radiatore in polipropilene, posto tra i tubi, consente di generare la
radiazione di transizione. Questa radiazione è prodotta quando una particel-
la carica attraversa la supercie di separazione tra due materiali con diversa
costante dielettrica. La probabilità di produrre questa radiazione dipende
dalla velocità della particella. L'eﬀetto è signicativo solo per velocità rela-
tivistiche. La radiazione è di fatto generata solo dagli elettroni ed è quindi
usata per riconoscerli tra tutte le altre particelle. I fotoni dovuti alla radia-
zione di transizione sono assorbiti nei tubi dallo Xenon e contribuiscono a
generare impulsi di carica di intensità maggiore rispetto ai rilasci di energia
dovuti alla sola ionizzazione. L'elettronica è poi in grado di discriminare tra
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Figura 1.10: Rivelatori ed elementi strutturali attraversati da una traccia
carica di pT = 10 GeV/c nel barrel. La traccia attraversa la beam-pipe
di berillio, i 3 strati cilindrici di pixel, i 4 strati cilindrici di microstrip in
silicio, ed approssimativamente 36 tubi assiali del tracciatore a radiazione di
transizione.
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Tabella 1.1: Principali parametri dei rivelatori che costituiscono il sistema di
tracciatura.
i segnali dovuti alla semplice ionizzazione e i segnali dovuti alla radiazione
di transizione. Utilizzando questa procedura il rivelatore consente di iden-
tiﬁcare gli elettroni in un ampio intervallo di energia con una informazione
complementare a quella del calorimetro. Il sistema di tracciatura completo è
mostrato nella Figura 1.10 nella quale si può vedere una traccia di impulso 10
GeV/c attraversare il rivelatore. Nella Tabella 1.2.2.2 sono riportati alcuni
parametri caratteristici del sistema di tracciatura.
1.2.3 IL CALORIMETRO ED IL RIVELATORE PER
MUONI
All'esterno dello sistema di tracciatura e del solenoide si incontra il calorime-
tro, costituito da una sezione elettromagnetica, utilizzata per l'identicazione
e la misura di energia di elettroni e fotoni, e da una sezione adronica, per la
misura dell'energia dei getti adronici (Figura 1.11).
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Figura 1.11: Il calorimetro di ATLAS. Sono indicati i principali componenti
della sezione elettromagnetica e di quella adronica.
Calorimetro Elettromagnetico Gli elementi del calorimetro elettro-
magnetico sono ospitati in grandi criostati a forma di toroide cilindrico uti-
lizzati per mantenere allo stato liquido l'Argon, che costituisce il materiale
sensibile del rivelatore.
Nell'Argon sono immersi elettrodi che misurano la carica di ionizzazione
generata dal passaggio nel calorimetro delle particelle prodotte nelle collisioni
dei fasci. Gli elettrodi hanno la particolare forma ad organetto (Figura 1.12)
che consente di ottenere una sovrapposizione di 64 strati radiali di assorbi-
tore ed elettrodi nella direzione radiale. Il rivelatore è suddiviso in moduli
indipendenti nella direzione dell'angolo azimutale.
Il calorimetro utilizza un precampionatore per misurare la ionizzazione
prodotta dagli sciami elettromagnetici originati nel tracciatore e nel materia-
le di cui è costituito il criostato. I segnali analogici indotti sugli elettrodi sono
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Figura 1.12: Struttura ad organetto di un modulo del calorimetro
elettromagnetico.
condotti all'esterno attraverso i cosiddetti passanti freddo-caldo e sono letti,
elaborati, digitalizzati da un sistema elettronico di front-end. I segnali ana-
logici sono trasmessi all'elettronica di trigger di primo livello per eﬀettuare
una selezione preliminare degli eventi.
Gli stessi segnali digitalizzati possono essere utilizzati successivamente nel
trigger di alto livello.
Calorimetro adronico La sezione adronica del calorimetro centrale si
trova immediatamente all'esterno della sezione elettromagnetica ed ha una
forma cilindrica, anch'essa suddivisa in una regione centrale ed una regione
esterna. Il rivelatore utilizza tegole di scintillatore come materiale sensibile
e ferro come materiale assorbitore [11, 12].
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Spettrometro per i muoni A diﬀerenza dei neutrini, che attraversano
l'apparato sperimentale senza interagire, e di tutte le altre particelle che,
attraversando i rivelatori, generano sciami di particelle, i muoni attraversano
la materia perdendo lungo il cammino solo una piccola frazione della loro
energia iniziale per ionizzazione. Questo è chiaramente visibile in Figura
1.13, in cui è raﬃgurato il deposito di energia delle varie particelle nei diversi
rivelatori di ATLAS. I muoni si possono facilmente riconoscere poiché sono
le sole particelle, provenienti dalla regione di interazione, che raggiungono ed
attraversano i rivelatori posti all'esterno del calorimetro. Le camere per la
misura della traiettoria dei muoni e i rivelatori per il trigger sui muoni sono
posti all'esterno del calorimetro e all'interno del campo magnetico generato
dai toroidi e sono distribuiti in tre strati a distanza crescente dall'asse del
fascio dei muoni.
1.2.4 IL SISTEMA DI TRIGGER E DI ACQUISIZIO-
NE DATI
Come anticipato nei paragraﬁ precedenti, la collisione tra due pacchetti di
protoni, detta bunch crossing, o semplicemente evento, produce alcune mi-
gliaia di particelle che attivano un numero enorme di canali nei rivelatori
attraversati. Data l'elevata frequenza di bunch crossing (20 MHz) e la mole
di dati relativa al singolo evento, non è possibile memorizzare su disco i dati
relativi a tutti gli eventi prodotti ma, anzi, se ne può registrare solo una mo-
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Figura 1.13: Sezione trasversale dei vari rivelatori utilizzati in ATLAS ed
illustrazione della interazione con i diversi tipi di particelle. La linea tratteg-
giata indica che la particella attraversa il rivelatore senza interagire ed è, di
fatto, invisibile.
desta frazione, dell'ordine di 100-200 al secondo, che corrisponde in media ad
un evento registrato ogni centomila eventi prodotti. Si deve, inoltre, tener
conto del fatto che solo una piccola frazione degli eventi prodotti contiene
processi interessanti per le misure di ﬁsica. Questo signiﬁca che, non solo
il numero di eventi che si possono registrare su memoria permanente è una
frazione assai limitata del numero totale di eventi prodotti, ma che si deve
anche riuscire a selezionare in tempo reale i rari eventi interessanti.
Per ottenere questi due obiettivi, ATLAS eﬀettua la selezione in tempo
reale degli eventi mediante un complesso sistema detto trigger che è costituito
da tre livelli successivi di analisi, Livello 1, Livello 2 ed Event Filter (Figura
1.14) [13, 14]. Ogni livello del trigger ﬁltra ulteriormente gli eventi selezionati
26
Figura 1.14: Rappresentazione schematica dell'architettura in 3 livelli del
trigger di ATLAS, e del sistema di acquisizione dati. Sono riportate le fre-
quenze massime di acquisizione degli eventi consentite per ogni livello di
trigger.
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dal livello precedente, sulla base di una ricostruzione via via più accurata dei
dati provenienti dal rivelatore. Vediamo brevemente quali sono le funzioni
svolte da ciascun livello di trigger :
 Livello 1: Il trigger di Livello 1 esamina i dati relativi a tutti i bunch
crossing, che si veriﬁcano alla frequenza di 20 MHz, ed eﬀettua una
selezione iniziale basata su una ricostruzione eﬀettuata a risoluzione
ridotta dei dati provenienti dal calorimetro e dai rivelatori per muoni.
Nel Livello 1 non è usata alcuna informazione del sistema di traccia-
tura a causa delle restrizioni di timing e della natura eccessivamente
complessa di questa informazione. La decisione del trigger di Livello 1
è basata su una combinazione logica delle informazioni raccolte. La sua
implementazione è comunque molto ﬂessibile e può essere programmata
per selezionare eventi usando segnature complesse. Il trigger di Livello
1 ha inoltre la funzione di identiﬁcare il bunch-crossing e sincronizzare
tutte le diverse parti del rivelatore per garantire che i dati provenienti
dalle diverse parti del rivelatore non appartengano a bunch crossing
diversi. Questo non è un obiettivo semplice dato il breve intervallo
di tempo (50 ns) tra due bunch crossing consecutivi. Problematica è,
ad esempio, la gestione dei dati provenienti dal rivelatore per muoni,
in cui le sole dimensioni dello spettrometro implicano tempi di volo
delle particelle paragonabili ai 50 ns che separano due bunch crossing
successivi. La latenza del trigger di Livello 1, misurata dall'istante di
collisione protone=protone ﬁno all'istante in cui la decisione del trigger
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è resa disponibile all'elettronica di front-end, deve essere minore di 2.5
s. Inoltre, per ogni evento, il Livello 1 cerca di individuare delle regioni
di interesse nel rivelatore, regioni nelle quali è stata riconosciuta una
segnatura di particolare interesse, per esempio la presenza di un leptone
energetico, cosicché i livelli successivi di trigger possano concentrarsi in
un'analisi particolarmente accurata e limitata ai dati di questa regione
del rivelatore. Durante il tempo di processamento del Livello 1, le infor-
mazioni complete sono lette dall'elettronica di front-end del rivelatore
e registrate in pipeline. I dati degli eventi accettati dal Livello 1 sono
trasferiti al Livello 2 per l'analisi successiva. Ogni evento accettato dal
Livello 2 viene successivamente trasferito dal sistema di acquisizione
dati ad una appropriata memoria per essere processato dall'Event Fil-
ter che esegue il terzo livello della selezione degli eventi. La frequenza
degli eventi accettati dal trigger di Livello 1 e trasmessi al Livello 2 è,
in media, dell'ordine di 75 KHz.
 Livello 2: Il trigger di Livello 2 utilizza l'informazione del sistema di
tracciatura oltre a quella del calorimetro e del rivelatore di muoni. A
questo livello si possono eseguire algoritmi di vario genere, inclusa la
ricostruzione dei vertici di interazione e di decadimento delle particelle.
La decisione di Livello 2 è presa in circa 40 ms, e la frequenza massima
di accettazione degli eventi di circa 1~2 KHz.
 Event Filter : Gli eventi che passano anche la selezione di Livello 2
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vengono riorganizzati dal modulo Event Builder che raggruppa e rior-
dina i dati provenienti da tutte le parti del rivelatore e li invia all'Event
Filter, il terzo livello del trigger. L'Event Filter esegue un'analisi det-
tagliata dell'evento con algoritmi simili a quelli utilizzati nell'analisi
oine usando la maggior parte dei dati di calibrazione, le informazioni
di allineamento del sistema di tracciatura e la mappatura dei campi ma-
gnetici. L'Event Filter ricostruisce completamente l'evento, ed eﬀettua
la selezione ﬁnale degli eventi che devono essere scritti sulle memorie di
massa per le successive analisi oﬀ-line. Il tempo disponibile per la de-
cisione dell'Event Filter è di circa 1 s. La dimensione ﬁnale dell'evento
è di circa 1 Mbyte, corrispondente ad una frequenza di dati in uscita
di circa 100 Mbyte/s e ad una mole annua di 1015 byte, registrati su
memoria permanente e pronti per l'analisi (Figura 1.14).
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Capitolo 2
IL PROCESSORE FAST
TRACKER
Il nuovo processore Fast TracKer (FTK) [15] è stato progettato per migliorare
le prestazioni del trigger di ATLAS nella presa dati programmata per l'anno
2015. Infatti, per la prima volta in ATLAS, FTK consente di eﬀettuare
una ricostruzione tridimensionale delle traiettorie, o tracce, delle particelle
prodotte nelle collisioni protone-protone che attraversano i rivelatori in silicio.
FTK sarà inserito tra gli attuali Livello 1 e Livello 2 del trigger e analizzerà
i dati relativi a tutti gli eventi selezionati dal trigger di Livello 1 (Figura
2.1). Il risultato di questa analisi, cioè la lista ed i parametri cinematici delle
tracce ricostruite nel rivelatore, saranno trasmessi al trigger di Livello 2 per
eﬀettuare la selezione degli eventi utilizzati per le misure di ﬁsica.
In eﬀetti, FTK è in grado di ricostruire solamente le tracce associate a
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Figura 2.1: Rappresentazione schematica del sistema di acquisizione dati e
del trigger di ATLAS, suddiviso in tre livelli. FTK si colloca tra gli attuali
Livello 1 e Livello 2.
particelle che hanno impulso trasverso superiore tipicamente a 1 GeV/c, ma
la qualità della ricostruzione è assai vicina alla qualità della ricostruzione
ottenuta con i complessi algoritmi eseguiti oine [16, 17]. Questo signiﬁca
che le selezioni degli eventi che FTK consente di eﬀettuare nel trigger sono
paragonabili in termini di eﬃcienza sui segnali di ﬁsica e capacità di reiezione
degli eventi di fondo non interessanti, alle più soﬁsticate selezioni oine.
Il tempo in media impiegato da FTK per ricostruire tutte le tracce pre-
senti in un evento è di circa 30 microsecondi ed è del tutto compatibile con
i vincoli imposti dal sistema di acquisizione dati di ATLAS.
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2.1 PRINCIPI DI FUNZIONAMENTO
La ricostruzione delle traiettorie delle particelle che attraversano il sistema di
tracciatura viene eﬀettuata nella analisi oine mediante complessi algoritmi
che sono tipicamente suddivisi in due fasi eseguite in successione. Nella pri-
ma fase si eﬀettua il riconoscimento dei punti sui piani del rivelatore, detti
hit o cluster di carica nel nostro linguaggio, che sono stati colpiti da una
stessa particella. Nella seconda fase si esegue il ﬁt delle coordinate degli hit
così selezionati, si ricostruisce la traiettoria seguita dalla particella e se ne
misurano i parametri cinematici, in particolare la quantità di moto o im-
pulso. Questa tecnica è sicuramente molto eﬃcace sia per la qualità della
ricostruzione delle tracce, sia per la risoluzione che si ottiene sulla misura
dei parametri cinematici delle particelle. Tuttavia, i calcoli necessari sono
assai complessi e infattibli nei limiti di potenza di calcolo e di tempo di-
sponibili a livello di trigger. Per ottenere lo stesso risultato, FTK utilizza
un approccio suddiviso in due fasi. Nella prima fase FTK, ricevuti i dati
dai rivelatori e trovati gli hit sui piani di silicio, individua le combinazioni
di hit che hanno buona probabilità di essere dovute al passaggio della stes-
sa particella nel rivelatore e trova delle candidate tracce, dette road. Nella
seconda fase, FTK esegue il ﬁt di queste combinazioni di hit ed eﬀettua la
ricostruzione tridimensionale delle tracce. Questa tecnica potrebbe apparire
la stessa dell'analisi oine, la diﬀerenza sta nel fatto che le combinazioni
di hit e la versione preliminare delle tracce ricostruite nella prima fase ven-
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Figura 2.2: Congurazione degli strati nel rivelatore in silicio di ATLAS. Si
possono riconoscere i 3 strati a pixel nella regione interna (azzurro, verde,
blu) e i 4 strati a microstrip nella regione più esterna.
gono individuate a risoluzione spaziale ridotta rispetto a quella consentita
dal rivelatore in silicio mediante hardware dedicato ed estremamente veloce.
Nella seconda fase la ricostruzione delle tracce è eseguita sfruttando la piena
risoluzione del rivelatore. Il vantaggio di questo approccio sta nella estrema
riduzione del numero di combinazioni accidentali di hit ottenuta mediante
la ricostruzione preliminare eﬀettuata nella prima fase. L'uso di hardware
dedicato e la enorme riduzione del combinatorio rende FTK suﬃcientemente
veloce per essere utilizzato nel trigger di ATLAS, che pure ha dei vincoli di
timing estremamente stringenti. Cerchiamo adesso di spiegare in dettaglio i
principi di funzionamento di FTK.
Nella regione del barrel, il numero di strati che compongono il rivelatore
in silicio è pari a 3 strati di pixel (Figura 2.2). Tenendo conto del fatto che
gli strati a microstrip sono a doppia faccia, si può dire che, in totale, si hanno
11 strati logicamente indipendenti e, di conseguenza, 11 misure indipendenti
sulla traiettoria percorsa da ogni particella. Ogni strato del rivelatore è
34
Figura 2.3: Nella Figura di sinistra, la particella colpisce il rivelatore in cor-
rispondenza di un canale di lettura e l'hit è rivelato su un solo canale. Nella
Figura di destra, la particella colpisce il rivelatore nella regione compresa
tra due canali adiacenti e l'hit è rivelato su due canali di lettura adiacen-
ti. L'algoritmo di clustering determina la coordinata del baricentro della
distribuzione di carica.
Figura 2.4: Veduta in sezione di uno strato del rivelatore in silicio. In blu
sono stati rappresentati alcuni canali di lettura che appartengono ad uno
stesso strato. In verde è mostrata la suddivisione astratta in bin. Il bin può
essere visto, in pratica, come l'OR logico tra canali adiacenti.
composto da un elevato numero di canali di lettura. Ogni volta che una
particella colpisce uno strato del rivelatore può attivare, cioè può depositare
carica di ionizzazione, su uno o più canali di lettura. Nel primo caso, la
particella interseca lo strato esattamente in corrispondenza di un canale e
produce un hit che illumina un solo canale di lettura (in blu della Figura
2.3) e l'accensione di un solo canale (in rosso). Nel secondo caso, invece, la
particella colpisce lo strato in un punto intermedio tra due canali adiacenti
e distinti, ed attiva così due o più canali (in giallo ed arancione). È chiaro
che il secondo è il più frequente dei casi. Questo signiﬁca che la coordinata
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dell'hit non può essere semplicemente approssimata con la coordinata di un
canale di lettura, ma deve essere determinata mediante un algoritmo che
tiene conto dell'altezza dell'impulso di carica elettrica sui canali di lettura
adiacenti. Questo è il compito dell'algoritmo di clustering che, in prima
approssimazione, determina il baricentro di carica dei due o più canali che
costituiscono il cluster.
Per ridurre artiﬁcialmente la risoluzione del rivelatore, invece di usare la
suddivisione nei canali reali del rivelatore, si può introdurre una suddivisione
astratta in canali virtuali, detti bin. Un bin contiene più canali di lettura
adiacenti ed in pratica corrisponde all'OR logico tra più canali. (Figura 2.4).
In Figura 2.5.a, è mostrato un rivelatore ideale composto da 4 strati,
suddivisi in bin. Quando una particella attraversa uno strato e produce un
hit ed attiva uno o più canali di lettura adiacenti, tutto il bin che contiene il
canale, od i canali, viene attivato (Fig 2.5.b). In blu è indicato l'hit contenuto
nel bin. La combinazione di più bin attivati, uno per ogni strato, costituisce
la road o pattern (in rosso in Figura 2.5.c). Naturalmente, la road non è
una combinazione casuale di bin, ma una combinazione compatibile con la
traiettoria di una particella reale, proveniente dalla regione nella quale si
veriﬁcano le collisioni protone-protone.
Si può quindi interpretare la road come una candidata traccia ricostrui-
ta a risoluzione spaziale ridotta rispetto a quella consentita dal rivelatore.
Riconoscere la combinazione di hit dovuta al passaggio di una particella è
un problema di grande complessità computazionale. FTK utilizza hardware
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Figura 2.5: (a) Ogni strato del rivelatore è suddiviso in bin (in verde). (b)
La presenza di un hit (blu) attiva l'intero bin nel quale è contenuto. (c) La
combinazione di più bin, uno per ogni layer, determina una road o pattern
riconducibile alla traiettoria reale della particella.
dedicato per questa operazione che nel seguito chiameremo di pattern re-
cognition e sfrutta un'importante sempliﬁcazione. Poiché la dimensione dei
bin è ﬁnita, anche il numero di combinazioni casuali tra bin su strati diversi,
seppur estremamente elevata, è ﬁnita. Mediante la simulazione si possono
precalcolare tutte le possibili road riconducibili alle traiettorie di particelle
reali che risultano essere un numero assai più limitato rispetto alle combina-
zioni casuali. Una volta calcolate, le road vengono registrate in una memoria,
detta banca dei pattern o delle road. Al momento della presa dati, le road me-
morizzate vengono confrontate con la lista di hit trovati nel rivelatore in ogni
evento. Se un numero suﬃciente di hit in un evento è stato trovato all'interno
di una road, si può dire di aver individuato una candidata traccia nell'evento.
Successivamente, nella seconda fase, le road e gli hit in esse trovati, sono tra-
smesse ad una batteria di FPGA che eﬀettuano un ﬁt tridimensionale delle
traiettorie delle particelle e ne determinano i parametri cinematici. Il vantag-
gio di questa tecnica, che rende tutta la procedura estremamente veloce ed
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utilizzabile a livello di trigger, sta nell'eﬀettuare mediante hardware dedicato
la funzione di individuazione delle road, che è quella computazionalmente più
complessa.
Questa prima fase utilizza un forte meccanismo di parallelizzazione e con-
sente di processare simultaneamente anche migliaia di hit per evento, che sono
confrontati con milioni di road allo stesso tempo. Naturalmente è necessario
ottimizzare la dimensione della road. Se la road è troppo sottile e, di con-
seguenza, se ne deve utilizzare un numero eccessivamente elevato per coprire
eﬃcientemente l'intero rivelatore, le dimensioni e il costo della memoria sono
troppo elevati. Se la road è troppo larga, è pur vero che il numero di road
necessario per coprire il rivelatore risulta ridotto, ma il carico dei processo-
ri che eseguono i ﬁt diviene eccessivo, a causa dell'elevato numero di road
false e di hit scorrelati contenuti in ogni road che aumentano il numero di
combinazioni di hit da elaborare.
2.2 ARCHITETTURA
Per poter elaborare l'enorme ﬂusso di dati proveniente dal rivelatore è stato
necessario parallelizzare il più possibile le funzioni di FTK. Per questo motivo
è stato deciso di dividere il rivelatore in regioni di dimensioni limitate e i
dati provenienti da ogni regione sono inviati ad una porzione autonoma di
FTK che eﬀettua la ricostruzione completa delle tracce contenute in quella
regione. La potenziale ineﬃcienza che si potrebbe avere nella ricostruzione
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Figura 2.6: Suddivisione del rivelatore in regioni. In rosso è messa in evidenza
la regione di sovrapposizione tra due regioni adiacenti. I dati della regione
di sovrapposizione sono spediti simultaneamente alle porzioni di FTK che
elaborano i dati delle due regioni adiacenti.
delle tracce che attraversano la zona di conﬁne tra due regioni è stata ridotta
permettendo una parziale sovrapposisione tra le regioni adiacenti ed i dati
relativi alla zona di conﬁne sono duplicati e trasmessi ad entrambe le porzioni
di FTK che elaborano i dati delle due regioni adiacenti (Figura 2.6).
2.2.1 IL DATA FORMATTER
Il primo elemento funzionale di FTK è costituito dal Data Formatter (Figura
2.7). Il Data Formatter riceve i dati dai rivelatori in silicio a pixel ed a
microstrip, ed ha il compito principale di ricostruire gli hit o cluster di carica
utilizzando un algoritmo di clustering appositamente progettato.
Il Data Formatter occupa in totale 4 crate ACTA (Figura 2.8) e in ogni
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Figura 2.7: Il Data Formatter eﬀettua la ricostruzione degli hit sugli strati
del rivelatore in silicio e spedisce questi dati ai Core Processor che eseguono
la ricostruzione delle tracce.
Figura 2.8: Il Data Formatter occupa 4 crate ACTA, ogni crate contiene 8
DF Main Board per un totale di 32 schede.
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Figura 2.9: Schema di un crate ACTA. Ogni crate ACTA ospita 8 DF Main
Board, ciascuna delle quali ospita 4 moduli di Cluster Finder.
crate ACTA sono montate 8 schede dette Data Formatter Main Board o
più brevemente DF Main Board, per un totale di 32 schede DF Main Board
(Figura 2.9).
2.2.2 IL CORE PROCESSOR
A valle del Data Formatter FTK è composto da 8 Core Processor che ricevono
la lista di hit trovati dai moduli Cluster Finder (Figura 2.7) e ricostruisco le
tracce nel rivelatore. Ciascun Core Processor occupa un intero crate VME
(Figura 2.10). Il singolo Core Processor è composto da 16 Processing Unit.
Due di queste Processing Unit elaborano i dati provenienti da una porzione
pari ad 1/64 del rivelatore. Nel seguito chiameremo "torre" questa porzione
del rivelatore (Figura 2.11). Il rivelatore risulta cosi suddiviso in un totale
di 64 torri ed FTK in un totale di 128 Proessing Unit.
La Figura 2.12 mostra la struttura sempliﬁcata di un Core Processor e
delle Processing Unit che lo compongono. Ogni Processing Unit è composta
41
Figura 2.10: Gli 8 Core Processor sono ospitati in 8 crate VME. Ogni crate
contiene 16 Processing Unit, per un totale di 128 Processing Unit.
Figura 2.11: Schema di un Core crate. Ogni Core crate ospita 16 Processing
Unit. I dati provenienti da una singola torre del rivelatore sono elaborati da
una coppia di Processing Unit.
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Figura 2.12: Schema sempliﬁcato di FTK. Si possono riconoscere i Data
Formatter che eseguono il clustering ed i Core Processor, costituiti dalle
Processing Unit, nei quali è eﬀettuata la ricostruzione delle tracce.
da vari blocchi funzionali che abbiamo denominato Data Organizer (DO),
Associative Memory (AM), Track Fitter (TF) ed Hit Warrior (HW).
Descriveremo adesso il compito svolto da ciascun blocco funzionale che
compone una Processing Unit (Figura 2.13).
Data Formatter
I dati provenienti dal rivelatore in silicio sono trasmessi dall'elettronica
di front-end ad FTK tramite ﬁbre ottiche S-Link, uno standard di acquisi-
zione dati ad elevate prestazioni sviluppato al CERN [18], che utilizza un
bus a 32 bit con una frequenza di trasmissione dei dati ﬁno a 66 MHz. Il
Data Formatter esegue il clustering, cioè calcola la posizione e le proprietà
dei cluster di carica, o hit, sul piano del rivelatore in silicio. La coordinata
dell'hit, determinata calcolando il baricentro del cluster di carica, è la stima
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Figura 2.13: Schema sempliﬁcato delle funzioni svolte da FTK.
della posizione nella quale la particella ha attraversato lo strato del rivela-
tore. Successivamente, il Data Formatter riorganizza i dati e trasmette la
opportuna lista di hit a ciascuna Processing Unit per il pattern recognition
ed il ﬁt delle tracce.
Data Organizer
Gli hit trovati dal Data Formatter sono trasmessi al Data Organizer sulla
Auxiliary Board della Processing Unit. Il Data Organizer proietta ogni hit nel
bin che lo contiene, ed invia la sequenza di bin colpiti alle schede di memoria
associativa. Il Data Organizer conserva anche una copia degli hit ricevuti,
in attesa di ricevere la lista delle road trovata dalla memoria associativa.
Quando la memoria associativa individua le road presenti nell'evento, le invia
al Data Organizer, che procede a recuperare gli hit contenuti in ciascuna road.
L'insieme di road e hit contenuti sono inviati al Track Fitter che esegue il
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ﬁt tridimensionale delle tracce. Utilizzando questa procedura, il Track Fitter
deve analizzare un numero limitato di combinazioni di hit, cioè solo quelle
ottenute con tutti e soli gli hit contenuti in una road.
Il Data Organizer è stato progettato per processare i dati alla frequenza
massima di eventi accettati dal trigger di Livello 1 di 100 KHz e può analzzare
due eventi in parallelo. Il Data Organizer può ricevere gli hit appartenenti
ad un evento e allo stesso tempo ricevere le road dell'evento precedente dalla
memoria associativa e recuperare gli hit in esso trovati dalla memoria.
Memoria Associativa
Questo dispositivo esegue il confronto tra la lista dei bin colpiti ed i
pattern precalcolati in essa memorizzati. Così, la memoria associativa [19,
20] individua le tracce candidate a bassa risoluzione, dette road, presenti
nell'evento e le trasmette al Data Organizer. Una road viene selezionata
se al suo interno sono presenti un numero di bin colpiti maggiore di una
soglia programmabile. Attualmente la memoria associativa usa 8 strati del
rivelatore sugli 11 disponibili.
Track Fitter
Il Track Fitter esegue il ﬁt per ogni combinazione di hit (uno per strato)
contenuti nelle road e trova i parametri delle tracce con risoluzione pari al-
la risoluzione ottenuta dalla ricostruzione oine. La dimensione della road
devono essere tali che il numero di hit trovati nella stessa road sia limitato.
Questo riduce il combinatorio all'interno della road e di conseguenza il nu-
mero medio di ﬁt che il Track Fitter devono eseguire per ogni road, limitando
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i tempi di esecuzione del Track Fitter. Il ﬁt viene realizzato all'interno di
una FPGA che consente di eﬀettuare la ricostruzione di circa 109 tracce al
secondo su ciascun dispositivo.
Hit Warrior
Questo sistema elimina gli eventuali duplicati o tracce false, che si possono
presentare dopo le operazioni di pattern matching e di track ﬁtting. Una
coppia di tracce duplicate condivide la maggior parte degli hit, ma non tutti.
Il Track Fitter può generare i duplicati se all'interno delle road sono presenti
hit di rumore o di altre particelle vicini agli hit realmente generati dalla
particella di interesse. L'Hit Warrior riconosce ed elimina le tracce duplicate
mediante algoritmi di selezione appositamente studiati.
Second Stage Fit Board
Queste schede ricevono le tracce ricostruite dal Track Fitter dalla Aux
board e gli hit di tutti gli 11 strati del rivelatore, compresi cioè gli hit dei
3 strati non utilizzati dalla Memoria Associativa e dal Track Fitter. Questi
dati vengono combinati per ridurre ulterioremente la frazione di tracce false
e migliorare la risoluzione sui parametri cinematici delle tracce.
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Capitolo 3
ARCHITETTURA DEL DATA
FORMATTER
Il Data Formatter riceve gli impulsi di carica relativi ad ogni canale del rive-
latore in silicio dall'elettronica di front-end mediante ﬁbre ottiche S-Link, ed
esegue il clustering, cioè determina le coordinate degli hit o cluster di carica
generati dalle particelle che attraversano i piani del rivelatore. Successiva-
mente il Data Formatter distribuisce questa informazione alle 128 Processing
Unit di FTK.(Figura 3.1).
Il Data Formatter deve soddisfare stringenti requisiti di throughput in in-
gresso e in uscita, e mantenere la ﬂessibilità necessaria per future espansioni
ed eventuali cambiamenti sia nel numero di link in ingresso sia nel numero
dei moduli del rivelatore assegnati ad ogni ﬁbra. Il sistema sfrutta la moder-
na tecnologia ACTA (Advanced Telecom Computing Architecture) ed ogni
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Figura 3.1: Architettura del Data Formatter. Il Data Formatter riceve i dati
dal rivelatore in silicio, determina i cluster di carica, e distribuisce questa
informazione alle opportune Processing Unit di FTK.
scheda è collegata ad ogni altra con multipli link point-to-point attraverso il
backplane del crate per massimizzare la condivisione dei dati all'interno del
sistema.
Il Data Formatter è composto da tre tipi di schede: la scheda principale
detta Data Formatter Main Board o, più brevemente, DF Main Board, un
modulo detto Cluster Finder montato su di essa, ed un modulo ausiliario,
detto Rear Transition Module o più brevemente RTM Board, connesso sul
backplane della scheda principale. Il Cluster Finder esegue il clustering e
calcola la coordinata del baricentro di carica di ciascun hit e trasmette la
lista degli hit alla DF Main Board. Questa scheda principale, unitamente
al modulo ausiliario, distribuisce ciascun hit alle opportune Processing Unit
all'interno dei Core Processor.
Nel complesso il Data Formatter è costituito da 4 crate ACTA (Figura
3.2.b) nei quali sono installate, in totale, 32 DF Main Board e 128 moduli
Cluster Finder (Figura 3.2.a).
48
Figura 3.2: (a) Architettura del Data Formatter: ogni DF Main Board ospita
4 moduli Cluster Finder ed è inserita in un crate ACTA; 4 crate ospitano
ciascuno 8 schede, per un totale di 32 DF Main Board e 128 CLuster Finder.;
(b) ACTA crate.
3.1 IL MODULO CLUSTER FINDER
Ogni modulo Cluster Finder riceve 4 ﬁbre ottiche S-Link dal rivelatore (Fi-
gura 3.3); sulla scheda sono presenti due FPGA, ognuna delle quali riceve
rispettivamente una coppia di ﬁbre ottiche S-Link. I dati ricevuti da cia-
scuna ﬁbra ottica appartengono ad un unico strato del rivelatore in silicio e
sono elaborati indipendentemente dai dati ricevuti dalle altre ﬁbre ottiche. I
dati in uscita dai Cluster Finder, cioè la lista degli hit e le rispettive coordi-
nate, sono inviati alla DF Main Board che provvede alla riorganizzazione e
sincronizzazione dei dati ricevuti e alla trasmissione alle Processing Unit.
Poiché il rivelatore a pixel ha un numero di canali superiore al rivelatore
a microstrip e, di conseguenza, produce una mole maggiore di dati, al ﬁne
di distribuire uniformemente i dati e sfruttare al meglio le risorse delle FP-
GA presenti sui Cluster Finder, ogni FPGA riceve una ﬁbra ottica S-Link
proveniente dal rivelatore a pixel e una ﬁbra ottica proveniente dal rivelato-
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Figura 3.3: Il modulo Cluster Finder.
re a microstrip. Complessivamente i 128 Cluster Finder installati nel Data
Formater possono ricevere ﬁno a 256 ﬁbre ottiche S-Link provenienti dal
rivelatore a pixel e 256 ﬁbre ottiche provenienti dal rivelatore a microstrip.
Il Cluster Finder è una scheda di dimensioni 149 mm x 74 mm ed è con-
nessa alla DF Main Board attraverso un connettore High Pin Count (HPC)
FMC (a destra in Figura 3.3). I 4 connettori SFP+, visibili sul lato sinistro
della Figura 3.3, ricevono le 4 ﬁbre ottiche S-Link e sono collegati diretta-
mente alle due FPGA (visibili alla destra della Figura 3.3); sono state scelte
FPGA della famiglia Spartan6 (Appendice A) della casa produttrice Xilinx
(XC6SLX150T-3FGG484C). Ciascuna FPGA elabora i dati ricevuti e tra-
smette la lista degli hit trovati alla DF Main Board attraverso il connettore
FMC. Per eventuali sviluppi futuri, ciascuna FPGA è connessa ad una SRAM
esterna da 18 Mb e una Flash Memory esterna da 32 Mb, anche se con l'at-
tuale implementazione del ﬁrmware questi componenti non sono utilizzati. Il
Cluster Finder riceve l'alimentazione attraverso il connettore FMC, anche se
è stato previsto un ulteriore connettore di alimentazione esterno per eventuali
50
test della scheda senza che quest'ultima debba necessariamente essere colle-
gata alla DF Main Board. È presente una catena di JTAG per poter accedere
alle FPGA, questa catena è accessibile sia dal connettore FMC e sia da un
connettore esterno. Il transceiver ottico SFP+ scelto supporta un traﬃco
dati con velocità ﬁno a 2 Gbps. Dal momento che le FPGA della famiglia
Sparta6 possono far funzionare gli S-Link ﬁno alla velocità di 3.1 Gbps, in
futuro si potrebbe prendere in considerazione la possibilità di incrementa-
re la velocità di trasmissione e, di conseguenza la mole di dati scambiata,
sostituendo gli attuali SFP+ con dispositivi più moderni.
3.2 LA SCHEDA PRINCIPALE ED IL MO-
DULO RTM
Come mostrato in Figura 3.4 su ogni DF Main Board sono montati 4 Cluster
Finder, che eseguono il clustering ed inviano le coordinate dei baricentri di
carica dei cluster alle due FPGA presenti sulla DF Main Board (frecce gialle).
Ogni FPGA presente su una DF Main Board condivide i dati con l'altra
FPGA presente sulla stessa scheda attraverso un apposito canale (freccia
arancione), con le altre DF Main Board (freccia rosa) e con gli altri crate
ACTA (freccia verde).
La RTM Board (Rear Transition Module) è una piccola scheda collegata
alla DF Main Board, su di essa sono montati transceiver ottici utilizzati sia
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Figura 3.4: Architettura della DF Main Board. Si possono riconoscere i 4 mo-
duli Cluster Finder, le 2 FPGA e il modulo RTM che utilizza dei transceiver
ottici per trasmettere i dati a valle della Processing Unit.
per condividere i dati con gli altri crate ACTA (freccia verde) e sia per inviare
i dati alle torri a valle alle Processing Unit (freccia blu).
Come mostrato in Figura 3.5, nel Data Formatter sono state create tre
connessioni per la condivisione interna dei dati. La prima connessione è stata
realizzata mediante un bus locale per trasmettere i dati tra le due FPGA
presenti sulla DF Main Board (Figura 3.5.a). La seconda connessione è stata
realizzata sfruttando il backplabe del crate ACTA (Figura 3.5.b); un bus
permette la condivisione dei dati con tutte le FPGA Top di ogni DF Main
Board montate nello stesso crate, stessa cosa vale per le FPGA Bottom. La
terza connessione è stata realizzata sfruttando la RTM Board. In questo
modo si possono condividere i dati con tutti i crate ACTA.
In Figura 3.6 è mostrato il diagramma a blocchi di una DF Main Board,
possiamo notare le due FPGA (XC7K420T) interfacciate in ingresso con i
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Figura 3.5: Architettura complessiva del sistema. Il Data Formatter condi-
vide internamente i dati attraverso 3 connessioni: (a) connessione locale, (b)
connessione per condividere i dati con le altre DF Main Board dello stesso
crate ACTA, (c) connessione attraverso l'RTM Board per condividere i dati
con gli altri crate ACTA.
Figura 3.6: Schema a blocchi di una DF Main Board con la RTM Board e il
collegamento al backplane del crate ACTA.
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Figura 3.7: Prototipo della DF Main Board e della RTM Board. Sono visibili
due moduli Cluster FInder connessi alla DF Main Board.
Cluster Finder attraverso il connettore FMC. In uscita sono interfacciate
con la RTM Board attraverso connettori posti in Zona 3 e con il backplane
del crate ACTA attraverso connettori in Zona 2. Tutte queste connessio-
ni, compreso il local bus che mette in comunicazione le due FPGA, sono
realizzate sfruttando i SERDES interni alle FPGA, quindi sono tutti bus di
comunicazione diﬀerenziali ad alta velocità.
La fotograﬁa del prototipo di una DF Main bord, di una RTM board e
due moduli Cluster Finder è mostrata in Figura 3.7.
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Capitolo 4
L'ALGORITMO DI
CLUSTERING
In questo Capitolo descriveremo l'algoritmo di clustering al quale ho lavorato
nei mesi Dicembre 2012 - Febbraio 2013. Come detto nel Capitolo 1, ATLAS
utilizza rivelatori in silicio a pixel ed a microstrip. L'algoritmo al quale ho
lavorato è utilizzato per eﬀettuare il clustering nei dati ricevuti dal rivelatore
a pixel.
Il modulo elementare del rivelatore a pixel di ATLAS (Figura 4.1.a) può
essere immaginato come una matrice bidimensionale di 328 x 144 elementi
(50 μm x 400 μm) che corrispondono ai canali di lettura del rivelatore. I dati
sono raccolti dall'elettronica di front-end che è composta da 16 chip. Come
mostrato in Figura 4.1.b i 16 chip di front-end sono disposti su ogni singolo
modulo in due righe composte da 8 chip ciascuna.
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Figura 4.1: (a) Modulo elementare del rivelatore a pixel; (b) Distribuzione
dei chip di lettura sul modulo di silicio.
L'elettronica di front-end raccoglie i dati dal modulo appartenenti a due
colonne adiacenti. Tutti i canali di lettura colpiti in queste due colonne
vengono raggruppati in un unico pacchetto senza un ordine preﬁssato o pro-
grammabile. Come vredremo l'algoritmo di clustering è disegnato in modo da
non dipendere dall'ordinamento dei dati all'interno di una coppia di colonne.
Tutti i pacchetti di dati generati dai 16 chip di front-end vengono inviati al
Data Formatter che, come spiegato nelle pagine precedenti, ricostruisce ogni
cluster di carica e ne determina le coordinate del baricentro. Questa funzione
è svolta nel Data Formatter dall'algoritmo di clustering che ho contribuito a
sviluppare concettualmente ed a implementare in linguaggio VHDL.
Il primo problema che deve risolvere l'algoritmo di clustering è riordinare
i dati, cioè le altezze degli impulsi di carica misurate nei canali del rivelatore,
che sono trasmessi in ordine sparso dall'elettronica di front-end. Nel seguito
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del Capitolo indicheremo con il termine hit.
L'idea è quella di replicare una parte del modulo del rivelatore all'interno
di una FPGA come una matrice di unità logiche di dimensioni opportuna,
salvare i dati all'interno di questa matrice e successivamente elaborarli, cioè
riconoscere quali canali appartengono ad un cluster utilizzando interconnes-
sioni locali fra celle logiche vicine dell'FPGA e determinarne il baricentro di
carica. Trattandosi di un rivelatore a pixel, il problema è bidimensionale.
Per questo motivo nel seguito parleremo di algoritmo di clustering 2D.
Per eﬀettuare una ricostruzione delle tracce con FTK di qualità pari alla
ricostruzione oine, l'algoritmo di clustering 2D deve garantire che la qualità
di ricostruzione dei cluster sul piano sia pari a quella ottenuta nella ricostru-
zione oine. Allo stesso tempo l'algoritmo di clustering deve garantire una
velocità di elaborazione tale da sostenere l'enorme ﬂusso di dati in ingresso.
Infatti, i moduli Cluster Finder riceveranno in ingresso 256 link seriali sui
quali i dati transitano ad una velocità di 1.2 Gb/s, che corrisponde ad una
mole totale di dati pari a circa 308 Gb/s. Ogni link seriale trasmette una
parola da 32 bit per ogni canale ad una frequenza pari a 40 MHz.
In Figura 4.2 sono mostrati i blocchi principali che sono implementati
all'interno dell'FPGA del Cluster Finder. Possiamo notare un primo bloc-
co denominato S-Link Decoder che deserializza i dati provenienti dai link
seriali ed eﬀettua una prima decodiﬁca, che oltre a gestire il protocollo di
comunicazione inserisce dei bit di controllo ad ogni parola di 32 bit. Questi
dati vengono poi salvati in una FIFO, denominata S-Link FIFO, che da qui
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Figura 4.2: Schema a blocchi funzionali dell'algoritmo di clustering 2D
utilizzato per elaborare i dati ricevuti dal rivelatore a pixel.
in avanti verrà intesa come la sorgente dei dati per l'algoritmo di clustering.
I tre blocchi in blu mostrati in Figura 4.2 costituiscono l'algoritmo di
clustering. Si è deciso di dividere l'algoritmo in tre passi e far svolgere ogni
passo ad un blocco funzionale distinto. In particolare i tre moduli sono
denominati: Hit Decoder, Grid Clustering e Center of Mass.
Il modulo Hit Decoder processa e decodiﬁca i dati in uscita dalla FIFO
separandoli in hit e parole di controllo e gestisce eventuali condizioni di errore.
Il modulo Grid Clustering è il nucleo centrale dell'algoritmo. Processa
gli hit che gli trasmette il modulo Hit Decoder e ricostruisce opportunamen-
te i vari cluster. Questi cluster sono inviati al modulo Center of Mass che
calcola il centro di massa di ogni cluster, riducendo il cluster alle coordinate
del baricentro di carica.
Nella prima parte del mio lavoro di Tesi ho partecipato allo sviluppo del
ﬁrmware scritto in linguaggio VHDL per il modulo Grid Clustering.
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Figura 4.3: Formato dei dati utilizzato nel modulo di clustering.
4.1 IL FORMATO DEI DATI
In Figura 4.3 è mostrato il formato dei dati. Il singolo dato, corrispondente
all'altezza dell'impulso di carica su un canale del rivelatore, è composto da
42 bit che sono decodiﬁcati dal modulo Hit Decoder. I primi 32 bit sono gli
stessi 32 bit trasmessi dall'elettronica di front-end del rivelatore alla scheda
Cluster Finder, 9 bit sono utilizzati per la codiﬁca della riga, 8 bit per la
codiﬁca della colonna, 8 bit per quantiﬁcare la carica misurata sul canale di
lettura e i rimanenti sono bit di controllo. I bit 32 e 33 sono aggiunti dal mo-
dulo S-Link Decoder ed indicano rispetivamente ﬁne ed inizio dell'evento.
I bit dal 34 al 42 sono aggiunti dal modulo Hit Decoder e sono utilizzati
per la gestione di eventuali condizioni di errore.
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Figura 4.4: (a) Ordinamento dei chip di lettura del rivelatore a pixel; (b)
Ordinamento della lettura dei dati dai chip.
4.2 IL MODULO HIT DECODER
La funzione principale del modulo Hit Decoder è decodiﬁcare i dati prove-
nienti dall'elettronica di front-end per utilizzarli nel modulo Grid Cluster.
Esso riceve i 34 bit del dato, mantiene i bit necessari, elimina quelli ininﬂuenti
e aggiunge bit per la gestione di particolari condizioni di errore.
Un'altra funzione importante del modulo Hit Decoder è di allineare
correttamente i dati in arrivo. L'algoritmo di clustering ha bisogno che i
dati che gli vengono inviati siano ordinati secondo l'ordine crescente della
colonna per poter ricostruire correttamente il cluster. Però questo stesso
ordine non è rispettato dall'elettronica di front-end, infatti i chip di front-
end sono numerati in senso crescente da destra verso sinistra nella riga in
basso e da sinistra verso destra nella riga in alto e i dati trasmessi sono
mantenuti nello stesso ordine dei chip di front-end (Figura 4.4).
Questo problema è risolto (Figura 4.5) inserendo all'interno del modulo
Hit Decoder una LIFO in cui vengono salvati i dati provenienti dal chip
di front-end da 0 a 7. Quando invece arrivano i dati dai chip di front-end
da 8 a 15, questi vengono salvati all'interno di un registro e confrontati con
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Figura 4.5: Diagramma a blocchi del modulo Hit Decoder.
l'ultimo dato salvato nella LIFO. Il dato con il numero di colonna più piccola
viene propagato verso l'uscita del modulo. In questo modo viene ripristinato
l'ordine dei dati che può essere utilizzato nell'algoritmo di clustering.
4.3 IL MODULO GRID CLUSTERING
Il modulo Grid Clustering è il nucleo centrale dell'algoritmo e svolge la fun-
zione, computazionalmente parlando, più complicata. Il suo compito princi-
pale è ricostruire i cluster a partire da un ﬂusso disordinato di dati contenente
gli impulsi di carica sui canali di lettura del rivelatore. La sﬁda che si pre-
senta all'algoritmo di clustering è di eﬀettuare una ricostruzione di qualità
pari a quella del sistema oine, pur garantendo una velocità di elaborazione
tale da sostenere il traﬃco dati in input al modulo Cluster Finder.
In Figura 4.6.a è mostrato un esempio dei cluster che si possono creare a
causa del passaggio di particelle cariche in un modulo del rivelatore a pixel,
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Figura 4.6: (a) Esempio di possibile distribuzione di cluster sul piano del
rivelatore; (b) Possibile frammentazione dei dati trasmesi dai chip di front-
end.
mentre in Figura 4.6.b è riportato un possibile ﬂusso di dati che l'elettronica
di front-end genera dopo aver raccolto le informazioni dal modulo stesso.
Come possiamo notare il ﬂusso di dati generato non rispetta l'associazione
con il cluster, l'ordine quindi non è programmabile a priori. Il tempo di
elaborazione di un tipico andamento software ha un andamento non lineare
ed è strettamente legato alla luminosità istantanea dell'evento e al numero
di canali con un impulso di carica apprezzabile.
L'idea di base per risolvere il problema della ricostruzione dei cluster è di
implementare all'interno di una FPGA una porzione del modulo elementare
del rivelatore a pixel generando una griglia di dimensione variabile. Come
è logico pensare, la dimensione della griglia inﬂuenza in parte la velocità di
elaborazione. È importante scegliere con cura questo parametro. In questo
caso può venire in aiuto sapere a priori tutte le possibili forme e dimensioni
dei cluster che si creano per il passaggio della particella nel rivelatore a pixel.
Dalla analisi dei dati raccolti negli anni passati dal rivelatore ATLAS è stata
ricavata la Figura 4.7.
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Figura 4.7: Possibili geometrie dei cluster di carica depositati sul rivelatore
a pixel.
Supponiamo di aver scelto una dimensione della griglia 5 x 4 e di ricevere
gli stessi cluster della Figura 4.6. L'algoritmo, come prima cosa, deﬁnisce
l'hit di riferimento, denominato Hit Reference. L'hit di riferimento di un
cluster è il primo hit che arriva al modulo Grid Clustering. Successivamente
la griglia è allineata a questo hit.
L'allineamento può avvenire in due modi: se il numero della colonna del-
l'hit di riferimento è dispari la griglia si allinea come mostrato in Figura 4.8.a,
mentre se il numero della colonna dell'hit di riferimento è pari la griglia si
allinea come mostrato in Figura 4.8.b. Questo tipo di allineamento rispec-
chia la stessa modalità di lettura dell'elettronica di front-end, cioè il fatto di
leggere due colonne del modulo alla volta. Infatti se il numero della colon-
na dell'hit di riferimento è dispari ci dobbiamo aspettare che nella colonna
precedente ci possa essere un hit appartenente allo stesso cluster.
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Figura 4.8: Procedura di allineamento della griglia agli hit di riferimento:
(a) numero di colonna dell'hit di riferimento dispari; (b) numero di colonna
dell'hit di riferimento pari.
Una volta identiﬁcato l'hit di riferimento e allineata la griglia, l'algoritmo
procede caricando all'interno della griglia tutti gli hit ﬁnché non arriva un
hit che ha un numero di colonna maggiore rispetto all'estrema colonna destra
della griglia. In questo caso il ﬂusso in input viene interrotto. Gli hit che
hanno lo stesso numero di colonna della griglia, ma sono collocati al di sotto
o al di sopra della griglia sono salvati in una memoria.
Una volta caricati tutti i possibili hit all'interno della griglia si procede con
la ricostruzione del cluster. Si parte dalla cella che contiene l'hit di riferimento
e viene selezionata, cioè posta in uno stato selected (cella celeste in Figura
4.9.a). Il passo successivo è propagare questo stato alla cella più vicina (cella
gialla in Figura 4.9.b), contemporaneamente la precedente cella viene letta e
propagata verso l'uscita (cella nera in Figura 4.9.c). Si ripetono questi passi
ﬁnché non si completa la lettura dell'intero cluster (Figura 4.9.d). Tutti
gli hit che sono all'interno della griglia, ma che non fanno parte del cluster
appena ricostruito, vengono salvati all'interno di una memoria. A questo
punto viene ripetuto l'intero ciclo, vengono caricati all'interno della griglia
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Figura 4.9: (a) Selezione della cella che contiene l'hi di riferimento; (b) Pro-
pagazione dello stato di selezione alla cella vicina; (c) Selezione della cella e
lettura della cella precedente; (d) Ripetizione del ciclo ﬁno al completamento
del cluster.
altri hit e viene identiﬁcato il nuovo hit di riferimento per ricostruire il nuovo
cluster di carica.
L'algoritmo di clustering 2D è stato scritto in linguaggio VHDL ed è stato
sviluppatto all'interno della suite ISE DESIGN SUITE 14.4. Un ambiente
di sviluppo fornito direttamente dalla casa costrutrice della Xilinx che per-
mette uno sviluppo completo del ﬁrmware, dalla scrittura alle simulazioni del
timing, e fornendo potenti strumenti come l'IP-CORE GENERATOR per
la generazione e instaziamento di moduli base, come ad esempio la memoria
FIFO o la memoria RAM, all'interno del ﬁrmware.
In Figura 4.10 è mostrato il diagramma a blocchi della struttura del ﬁrm-
ware. Abbiamo pensato di implementare una unica macchina a stati, de-
nominata Control FSM che gestisce completamente il ﬂusso dati ed ogni
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Figura 4.10: Diagramma a blocchi del ﬁrmware che realizza l'algoritmo di
clustering.
singolo blocco. In pratica, tutte le operazioni dell'algoritmo sono comple-
tamente gestite da questa macchina a stati. Il ﬂusso dei dati in ingresso
al modulo Grid Clustering viene gestito dalla memoria FIFO. Attraverso
questa, la macchina a stati ha il pieno controllo sul ﬂusso dei dati in ingresso.
La gestione degli hit, non appartenenti alla griglia o interni alla griglia
ma non appartenenti al cluster dopo la sua ricostruzione, sono gestiti con un
buﬀer circolare con una capacità pari a 256 parole. Il buﬀer circolare viene
gestito con dei puntatori che deﬁniscono l'inizio e la ﬁne della porzione dei
dati validi caricabili all'interno della griglia.
La griglia viene implementata all'interno del ﬁrmware come un'insieme di
celle disposte a matrice, dove ogni cella è un'unità logica elementare. La cella
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può assumere tre diversi stati: vuota, colpita o selezionata. Inizialmente
la griglia è nello stato di vuota, nella fase di caricamento della griglia la
cella può passare nello stato di colpita. Durante la fase di ricostruzione
del cluster la cella, se è nello stato di colpita, può passare nello stato di
selezionata se appartiene al cluster che si ha intenzione di ricostruire. Dopo
la ricostruzione del cluster la griglia viene svuotata e ogni cella passa nello
stato di vuota.
Il blocco ToT Grid Memory è una memoria RAM per una locazione per
ogni cella della griglia che contiene il valore della carica associata ad ogni
hit che viene caricato in griglia. Questo dato viene, in realtà, utilizzato nel
modulo successivo per il calcolo del centro di massa. Quindi l'algoritmo non
fa altro che propagare questo dato insieme al cluster.
Sono presenti numerosi registri di supporto utilizzati per il salvataggio di
speciﬁci dati, come ad esempio il registro Input Register, il registro Refe-
rence Point e il registro Leftmost Hit. Il primo registro è utilizzato per
tenere in memoria l'ultimo dato proveniente dalla FIFO quando il suo ﬂus-
so viene interrotto. Il secondo registro è utilizzato per tenere in memoria
il numero di colonna in coordinata assoluta dell'hit di riferimento, utile per
il passaggio da coordinate locali ad assolute quando gli hit in griglia sono
salvati nel buﬀer circolare. Il terzo registro viene aggiornato ogni volta che
un hit viene salvato all'interno del buﬀer circolare e memorizza l'hit con il
numero di colonna più a sinistra. In questo modo è immediatamente noto
quale sarà il nuovo hit di riferimento al momento che si caricano gli hit in
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Figura 4.11: Diagramma di ﬂusso dell'algoritmo di clustering.
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griglia dal buﬀer circolare.
Per alleggerire il ﬂusso di dati da inviare al blocco successivo così da
ridurne il carico computazionale si è pensato di salvare gli hit in griglia in
coordinate locali ed inviare il cluster ricostruito al modulo successivo sempre
in coordinate locali, però inserendo all'interno della parola di controllo che
decreta la ﬁne cluster l'hit di riferimento in coordinata assoluta.
Il Figura 4.11 è mostrato il diagramma di ﬂusso dell'algoritmo di clu-
stering. La macchina a stati Control FSM implementa questo ﬂusso. La
macchina a stati non fa altro che ripetere continuamente un ciclo di opera-
zioni eﬀettuate in tre fasi ben distinte. La prima fase consiste nel caricare
tutti gli hit nella griglia prendendoli opportunatamente o dalla FIFO o dal
buﬀer circolare. La seconda fase consiste nel ricostruire il cluster e propagar-
lo in uscita una volta ricostruito. In questa fase, la macchina a stati prima
seleziona l'hit di riferimento, poi propaga lo stato di selezione all'hit vici-
no e contemporaneamente legge l'hit precedente e lo propaga verso l'uscita,
questa operazione viene svolta ciclicamente ﬁno a quando il cluster non è
completamente ricostruito. Nella terza fase la macchina a stati si pone nello
stato di Hit Recovery, qui la griglia viene svuotata e tutti gli hit che era-
no salvati all'interno della griglia, ma non facevano parte del cluster appena
ricostruito, sono riconvertiti in coordinate assolute e salvati all'interno del
buﬀer circolare.
Il modulo Grid Clustering è stato suﬃcientemente testato, con una gri-
glia di dimensioni 21 x 8, all'interno della suite ISE (Figura 4.12) e ha supera-
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Figura 4.12: Simulazione del ﬁrmware che realizza l'algoritmo di clustering
nella suite ISE.
Figura 4.13: La Figura mostra le risorse occupate dall'algoritmo di clustering
all'interno dell'FPGA.
to il Post-Place and Route simulato su una FPGA della famiglia Spartan6
(X6LXT150T). Da queste simulazioni sono stati estratti importanti ed ot-
timi risultati: la frequenza massima di elaborazione è pari a 83.3 MHz, si
occupa una bassa percentuale di risorse all'interno dell'FPGA (Figura 4.13)
e si riesce ad elaborare mediamente un hit utilizzando approsivamente una
decina di cicli di clock.
Da questi risultati un singolo modulo Grid Clustering non riesce a so-
stenere il traﬃco dati che riceve in ingresso, il passo successivo è realizzare un
sistema composto da più moduli Grid Clustering posti in parallelo, dove cia-
scun modulo gestisce i dati provenienti da una porzione limitata del modulo
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elementare del rivelatore a pixel o da moduli diversi totalmente indipendenti.
È ragionevole pensare, vista la bassa percentuale di risorse occupate, che ﬁno
a venti moduli Grid Clustering possono essere istanziati in parello.
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Capitolo 5
ARCHITETTURA DELLA
PROCESSING UNIT
A valle del sistema dei Data Formatter è collocata la batteria di 128 Proces-
sing Unit che eﬀettuano la ricostruzione delle tracce delle particelle a partire
dagli hit trovati dai moduli Cluster Finder. Si può dire che la Processing Unit
è la unità logica elementare di FTK, costituita da due schede VME connesse
sul backplane (Figura 5.1). La scheda principale e frontale è la scheda che
ospita i chip di memoria associativa, detta AMB-SLP. Essa ospita i chip di
memoria associativa ed è connessa ad una scheda ausiliaria detta Auxilary
Board che esegue le funzioni del Data Organizer, del Track Fitter e dell'Hit
Warrior descritte nel Capitolo 2.
La scheda AMB-SLP è stata progettata e realizzata presso la Sezione di
Pisa dell'Istituto Nazionale di Fisica Nucleare, mentre la Auxiliary Board è
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Figura 5.1: (a) Rappresentazione schematica di una Processing Unit di FTK.
Sono visibili le 4 schede LAMB-SLP montate sulla scheda AMB-SLP e la
Auxiliary Board. (b) Ingrandimento della connessione sul backplane tra la
scheda AMB-SLP e la Auxiliary Board.
stata progettata e realizzata dal gruppo di ricerca dell'Enrico Fermi Istitute
- The University of Chicago. I chip di memoria associativa non sono mon-
tati direttamente sulla scheda di memoria associativa, ma sono ospitati su 4
schede di dimensioni ridotte chiamate Little Associative Memory Board, o
LAMB-SLP, montate sulla scheda principale AMB-SLP.
5.1 LA SCHEDA AMB-SLP
La funzione della scheda AMB-SLP è ricevere dal Data Organizer la lista dei
bin colpiti nel rivelatore, distribuirli ai chip di memoria associativa presenti
sulle 4 schede LAMB-SLP, raccogliere le road trovate dai chip di memoria
associativa ed inviarle di nuovo al Data Organizer sulla Auxilary Board. La
Figura 5.2 mostra il percorso completo dei dati all'interno della Processing
Unit.
73
Figura 5.2: Schema riepilogativo del percorso compiuto dai dati all'interno
di una Processing Unit.
Ogni scheda LAMB-SLP ospita e opera con 16 chip di memoria associa-
tiva. Attraverso la scheda LAMB-SLP, la lista dei bin è distribuita a tutti i
chip di memoria associativa, che provvedono ad individuare le road presenti
nell'evento. Al termine di questa operazione, la scheda LAMB-SLP consente
la trasmissione delle road trovate alla AMB-SLP. Questi dati vengono suc-
cessivamente processati dalla Auxilary Board o più brevemente AUX Board,
dove il Data Organizer recupera gli hit presenti nelle road ed il Track Fitter
esegue il ﬁt tridimensionale delle tracce.
La Auxilary Board è di fatto la scheda che riceve i dati in ingresso e
spedisce i dati in uscita dalla Processing Unit. Infatti, essa riceve la lista
degli hit sul rivelatore ricostruiti dal Data Formatter e, in uscita, trasmette
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le tracce ricostruite alla Second Stage Fit Board che raﬃna ulteriormente il
ﬁt delle tracce.
La scheda AMB-SLP comunica con l'esterno attraverso tre connettori:
i connettori standard P1 e P2 comunemente utilizzati nel protocollo VME
[21], ed il connettore P3, utilizzato per la trasmissione dati ad alta frequenza
da e verso la Auxilary Board.
5.1.1 FLUSSO DEI DATI
La AMB-SLP è una scheda VME di dimensioni 9U e ospita 4 schede LAMB-
SLP. In Figura 5.3 è mostrata una fotograﬁa del nuovo prototipo della sche-
da. Al momento della scrittura di questa Tesi (Settembre 2013), si stan-
no eﬀettuando i primi test elettrici del prototipo. Dato che questo proto-
tipo è l'evoluzione di schede preesistenti che avevano superato tutti i test
di funzionamento, ci aspettiamo che in breve tempo la scheda possa essere
operativa.
In Figura 5.3 il riquadro giallo mostra la posizione nella quale è collocata
una delle quattro LAMB-SLP. La distribuzione dei dati sulla scheda AMB-
SLP è eﬀettuata mediante una rete di link seriali ad alta velocità (ﬁno a 2
Gb/s).
La scheda presenta un logica di controllo molto ﬂessibile realizzata at-
traverso l'uso di FPGA tra i dispositivi della famiglia ARTIX7-LXT della
Xilinx. Tutte queste FPGA possono utilizzare ben 16 Low-Power Gigabit
Transceivers (GTP). Data l'elevata velocità di trasmissione dei dati, sono
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Figura 5.3: (a) Immagine della scheda AMB-SLP dove sono mostrate le
connessioni (in rosso) dalla AUX Board verso le LAMB-SLP e le connessioni
(in blu) dalle LAMB-SLP verso la AUX Board. (b) La scheda AUX Board.
state adottate speciﬁche soluzioni per far fronte ai problemi di integrità che
spesso si possono veriﬁcare in questi casi. La lista dei bin colpiti arriva al
connettore P3 dalla Auxiliary Board attraverso 12 link seriali (in rosso), è
ricevuta dai GTP dell'FPGA centrale (box rosso), detta Hit-FPGA ed è re-
gistrata in una memoria FIFO di 4 K parole per ogni GTP usato. Le road in
uscita dalle LAMB-SLP sono inviate ad una FPGA (box blu), detta Road-
FPGA posta vicino al connettore P3 che raccoglie le road trovate dai chip
di memoria associativa ed invia questi dati alla Auxiliary Board attraverso
16 link seriali.
Si può facilmente intuire che ogni scheda AMB-SLP deve gestire un gigan-
tesco traﬃco dati: una lista di circa 10000 bin colpiti per evento deve essere
distribuita ad alta velocità a tutti i chip di memoria associativa e confrontata
in parallelo con i circa 8 milioni di pattern registrati sui 128 chip di memoria
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associativa presenti sulla AMB-SLP. Un numero di road dello stesso ordine
di grandezza del numero di bin colpiti deve essere successivamente raccolto e
trasmesso alla Auxiliary Board per le operazioni successive di ricostruzione
delle tracce.
5.2 IL CHIP DI MEMORIA ASSOCIATIVA
Lo sviluppo del sistema di memoria associativa vede in stretta correlazione
l'avanzamento della tecnologia del chip di memoria associativa e delle schede
che lo contengono. In particolare, lo sviluppo e la ottimizzazione continua
del chip hanno lo scopo di aumentare il numero di pattern che il chip può
contenere.
Il piano originale che prevedeva di riuscire ad aumentare il più possibile la
densità dei pattern, mantenendo lo stesso package del chip e quindi le stesse
schede del passato, è purtroppo fallito. L'aumento della densità dei transi-
stors e l'aﬃnamento della tecnologia, ha imposto una crescita del numero di
pads di massa ed alimentazione che è divenuto nel tempo incompatibile con
il vecchio package e le vecchie schede.
Per questo motivo il disegno del chip Amchip04, costruito per ATLAS
con tecnologia TSMC 65 nm e 6 strati di metallizzazione, è stato realizzato
seguendo l'esperienza acquisita ed il package del chip AMChip03, costruito
per l'esperimento CDF con tecnologia UMC 180 nm, è stato abbandonato e
sostituito da una strategia molto più moderna.
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Figura 5.4: (a) Package del chip di memoria associativa versione AMCHip04;
(b) Package del nuovo chip di memoria associativa.
Mentre il chip AMChip04 aveva un package PQ208 (Figura 5.4.a) e tutti
i bus di dati di input ed output erano paralleli ed occupavano la maggior
parte delle pad disponibili, per il suo successore è stato scelto un package
avanzato BGA 23 x 23 con passo 0,8 mm (Figura 5.4.b) ed il chip è stato
fornito di serializzatori e deserializzatori, in modo da spedire e ricevere i dati
solo su bus seriali. In questo modo il numero di pad assegnato ai segnali è
piccolo (le pad verdi, grigie e bianche in Figura 5.4.b) e tutte le altre sono
dedicate in gran numero alle alimentazioni del chip.
Per realizzare il chip ﬁnale, è stata stabilito un percorso graduale che
consiste di ben tre passi successivi:
1. Il primo passo prevede di realizzare un chip piccolo, denominato Mi-
niAMChip05, che ci permetta di veriﬁcare il funzionamento dei nuovi
SERDES prima di costruire un chip più costoso. A causa delle dimen-
sioni minute (1920 μm2) non è stato possibile usare il package ﬁnale,
ma si è dovuto utilizzare un package QFN64 e si è dovuto ridurre le
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sue funzionalità riducendo il numero di bus seriali di input ed output.
Anche la banca di pattern usata al suo interno è minimale e consiste
di poche centinaia di pattern. Al momento delle scrittura di questa
Tesi (Settembre 2013) si stanno svolgendo i test di funzionamento del
MiniAmChip05 che hanno dato indicazioni promettenti.
2. Il secondo passo sarà un chip della dimensione minima (12 mm2) con-
cessa dal run Multi Project Wafer (MPW), per avere un dispositivo
ancora poco costoso grazie al fatto che l'alto costo della maschera è di-
viso fra molti progetti. Questo è il chip detto AMChip05, è costituito
da 4000 pattern e ed ha tutte le funzionalità e tutti i bus seriali del
chip ﬁnale. Questo chip sarà utilizzabile nel package ﬁnale e quindi per
i test intensivi delle schede da eseguire prima di produrre la memoria
associativa ﬁnale ad alto costo.
3. Il terzo passo comporterà la produzione del chip di massima dimen-
sione (12 mm x 15 mm) per contenere il massimo numero di pattern
possibile. Questo è il chip detto AMChip06 e conterrà 128000 patterns.
Il chip AMChip06 sarà prodotto con un pilot run, cioè l'intero wafer
di silicio sarà usato ed ottimizzato per il solo nostro progetto. Questo
procedimento solitamente comporta un largo costo iniziale per realizza-
re delle maschere che coprano l'intero wafer, ma rende il costo del chip
indipendente dalla dimensione del chip stesso e rende poi molto più
economica la produzione di grandi quantità di chip successivi, poiché
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Tabella 5.1: Confronto tra le varie versioni dei chip di memoria associativa.
ogni wafer produce qualche centinaio di chip, a diﬀerenza del MPW
per il quale solo pochi prototipi vengono fuori da un wafer di silicio.
La Tabella 5.1 riassume e confronta le similitudini e le diﬀerenze dei tre pro-
getti che hanno segnato la storia della memoria associativa: la versioneAM-
Chip03 è stata realizzata completamente in standard cell, con la versone
AMChip04 si è passati ad una tecnologia più moderna che ha introdotto l'u-
so di una cella di pattern custom, che permettesse di aumentare la densità di
pattern di un ulteriore fattore 2 rispetto al disegno puramente standard cell
con tecniche spinte di contenimento del consumo. Con la versione AMChip06
per utilizzare un die grande si è fatto l'ulteriore passo in avanti di ingloba-
re I/O serializzati ad alta frequenza e di cercare di ridurre ulteriormente i
consumi.
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5.3 VANTAGGI NELL'USO DI LINK SERIA-
LI
Le scelte ﬁnali fatte nel progetto del chip di memoria associativa hanno ov-
viamente inﬂuito molto sulla tecnologia delle schede che abbaimo dovuto far
evolvere seguendo l'evoluzione del chip. In particolare i link seriali oﬀrono
importanti vantaggi per le schede:
1. Il sistema guadagna in ﬂessibilità poiché dati con parole di dimensione
variabile possono essere trasmesse e ricevute senza alcun cambiamento
alle schede. Il sistema guadagna inoltre in aﬃdabilità in quanto la
connessione LVDS è molto più protetta dal rumore e da eﬀetti di cross-
talk.
2. Il Sistema consente di incrementare la frequenza di trasmissione oltre
la nostra passata esperienza e farla crescere in modo naturale quando
saranno disponibili dispositivi di trasmissione più potenti.
3. Il routing della scheda è molto meno aﬀollato e la scheda stessa meno
costosa.
5.4 LA SCHEDA LAMB-SLP
La scheda LAMB-SLP comunica con la scheda AMB-SLP attraverso un con-
nettore High Pin Count (HPC) FMC posto al centro della LAMB-SLP. Sul
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lato top di ogni LAMB-SLP sono montati 16 chip di memoria associati-
va (il progetto attuale utilizza la versione AMchip05 del chip di memoria
associativa).
Il miglioramento delle prestazioni del chip che si è avuto con il passaggio
dalla versione AMChip04 alla versione AMChip05, ha richiesto signiﬁcativi
cambiamenti nella progettazione della nuova LAMB-SLP. Con il cambio di
package (BGA) del chip di memoria associativa AMChip05, si è reso necessa-
rio rivedere la strategia per la distribuzione dei bin colpiti al chip. Abbiamo
deciso di distribuire i dati mediante link seriali ad alta velocità (ﬁno a 2.5
Gb/s). Mediante gli 8 bus di hit provenienti dal connettore si trasmettono i
dati ai 16 chip di memoria associativa AMChip05 utilizzando chip di fan-out
organizzati ad albero per un totale di 128 link in una superﬁcie di soli 14
cm x 14 cm. Ottimizzando il pinout del chip AMChip05 e distribuendo i
bus verticalmente ed orizzontalmente si dovrebbe poter ottenere un routing
dei link seriali uniforme, non discontinuo e privo di incroci, e ridurre cosi
al minimo il numero di strati della scheda. Si ricorda per confronto che il
precedente prototipo, detto LAMB-FTK, utilizzava un circuito stampato a
16 strati.
Sulla LAMB-SLP (Figura 5.5), i 16 chip di memoria associativa sono
divisi in 4 pipeline per sempliﬁcare la logica della scheda ed ottimizzare lo
scambio dei dati con la AMB-SLP (4 chip per ogni pipeline). Ogni chip, in
parallelo a tutti gli altri, riceve in ingresso i bin colpiti provenienti su 8 bus
seriali dalla scheda AMB-SLP (frecce rosse), ad ogni ciclo di clock i 2048
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Figura 5.5: Layout della scheda LAMB-SLP che utilizza il chip di memoria
associativa AMChip05. Le frecce rosse indicano il percorso seguito dai bin
colpiti trasmessi ai chip di memoria associativa, le frecce verdi indicano il
percorso seguito dalle road trovate dai chip di memoria associativa.
patterns contenuti su una LAMB-SLP devono ricevere gli stessi 8 hits. Le
road (frecce verdi) vengono unite all'interno del chip per formare un unico
bus di uscita da inviare al chip posto a valle nella stessa pipeline.
Sulla LAMB-SLP sono montati 45 chip di fan-out per distribuire la lista
dei bin colpiti ai chip di memoria associativa. La nuova rete di distribuzione
dei link seriali ha permesso di eliminare i numerosi FPGA che erano necessari
nel prototipo precedente per eﬀettuare la distribuzione dei dati.
La Figura 5.6 mostra la complessità della scheda LAMB-FTK, versione
precedente alla LAMB-SLP e fa capire che il passaggio a distribuzione se-
riale è stato veramente necessario per poter utilizzare un chip di memoria
associativa realizzato con il package BGA, molto più ricchi di pads.
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Figura 5.6: Layout della scheda LAMB-FTK, che ha preceduto la attuale
LAMB-SLP.
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Capitolo 6
IL PROGETTO DELLA
SCHEDA MINILAMB-SLP
Nei mesi Marzo 2013 - Agosto 2013 il mio lavoro di Tesi è stato dedicato
alla progettazione di una nuova scheda, denominata MiniLAMB-SLP. In
questa scheda sono montati i chip di memoria associativa MiniAMChip05 e
sono state adottate nuove soluzioni che saranno utilizzate nelle nuove schede
AMB-SLP e LAMB-SLP.
La scheda LAMB-SLP diﬀerisce molto dalla versione precedente della
scheda, detta LAMB-FTK. La LAMB-SLP utilizza il nuovo chip di memo-
ria associativa versione AMChip05 con all'interno i SERDES, eﬀettua una
trasmissione completamente seriale degli hit e delle road, monta un nuo-
vo connettore ad alte prestazioni ed utilizza dei moltiplicatori seriali per la
distribuzione dei bin colpiti ai chip di memoria associativa.
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Lo scopo principale della scheda MiniLAMB-SLP è veriﬁcare il funziona-
mento di tutte queste nuove soluzioni. In particolare, si vuole controllare il
funzionamento dei SERDES, un modulo proprietario introdotto nel chip di
memoria associativa versione AMChip05. Per questo scopo è stato realizzato
un chip di memoria associativa denominato MiniAMChip05, di dimensioni
ridotte e funzioni sempliﬁcate rispetto alla versione del chip AMChip05.
6.1 SPECIFICHE TECNICHE
Le speciﬁche che la scheda MiniLAMB-SLP deve soddisfare sono le stesse
della scheda LAMB-SLP, in termini di dimensioni ﬁsiche, struttura e consumo
di potenza.
Il sistema AMB-SLP/LAMB-SLP è montato all'interno di un crate VME
e, di conseguenza la scheda AMB-SLP deve rispettare le dimensioni imposte
dallo standard 9U per poter essere inserita correttamente nel crate. Un
ulteriore limite è imposto dalle spessore massimo che deve avere il sistema
AMB-SLP/LAMB-SLP, in quanto due schede AMB-SLP poste in locazioni
adiacenti nello stesso crate non si devono urtare. Tutto questo impone limiti
stringenti sulla dimensione della scheda LAMB-SLP che deve lasciare spazio
ai DC-DC Converter, posti allo stesso livello della scheda LAMB-SLP. La
dimensione è limitata ad un massimo di 15 cm x 15 cm con spessore massimo
che non deve eccedere i 2 cm (compresi tutti i componenti).
Un altro importante limite è imposto dal consumo di potenza: il crate
86
VME è in grado di smaltire una potenza massima di 5 kW. Questo limite
impone un vincolo stringente sulla scelta dei componenti che si è spostata, a
parità di tutte le altre caratteristiche, sui componenti con minor consumo di
potenza.
È previsto che la scheda LAMB-SLP comunichi con il resto del sistema
attraverso un unico connettore, che deve essere in grado di trasmettere tutti
i dati, i segnali di controllo e l'alimentazione necessaria per il funzionamento
della scheda. La scheda LAMB-SLP necessita di alimentazioni di 1.2 V e 2.5
V che devono essere fornite attraverso il connettore.
Sulla scheda è stato previsto un sistema di generazione e distribuzione
di un segnale di clock diﬀerenziale a 100 MHz e di un sistema per la pro-
grammazione e set-up dei chip di memoria associativa attraverso il protocollo
JTAG.
6.2 SCHEMA A BLOCCHI FUNZIONALI
La Figura 6.1 mostra la struttura sempliﬁcata della scheda MiniLAMB-SLP.
Si possono riconoscere i seguenti blocchi principali:
 Il Connettore.
 I 4 chip di memoria associativa MiniAMChip05.
 I moltiplicatori di bus di input.
 L'FPGA per la programmazione dei chip attraverso il protocollo JTAG.
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Figura 6.1: Struttura sempliﬁcata della scheda MiniLAMB-SLP.
 L'FPGA per il test dei link seriali.
 Il sistema di distribuzione del segnale di clock locale.
L'idea è stata di montare sulla scheda MiniLAMB-SLP quattro chip di me-
moria associativa MiniAMChip05 posti in un quarto della scheda su un unico
lato, per rispettare la stessa distribuzione prevista per la scheda LAMB-SLP.
Senza entrare troppo nel dettaglio, il MiniAMChip05 contiene al suo in-
terno 6 SERDES, dei quali 5 sono destinati alla ricezione dei dati ed 1 è
destinato alla trasmissione dei dati. In particolare 4 SERDES in ricezione
sono utilizzati per ricevere gli hit, mentre gli altri due (1 in ricezione e 1 in
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trasmissione) hanno il compito di trasmettere le road in una pipeline di 4
chip di memoria associativa. I SERDES all'interno dei MiniAMChip05 pos-
sono ricevere e trasmettere dati utilizzando standard LVDS e CML. Abbiamo
pensato di veriﬁcare il funzionamento di entrambi gli standard dedicando un
bus di input (BUS_IN_2 in Figura 6.1) allo standard CML e gli altri 3
(BUS_IN_0, BUS_IN_1 e BUS_IN_3 in Figura 6.1) allo standard LVDS.
I MiniAMChip05 devono ricevere la lista dei bin colpiti, per questo è indi-
spensabile l'uso di moltiplicatori di bus per eﬀettuare tale distribuzione. Nel
nostro caso dobbiamo realizzare un Fan-Out 1:4, di conseguenza sono stati
scelti moltiplicatori di bus della famiglia CML e LVDS in grado di eﬀettuare
un Fan-Out 1:4 con rapporto della frequenza di input/output di 1:1. Il quar-
to bus è distribuito mediante una FPGA che potremmo utilizzare anche per
eﬀettuare dei test dei link seriali che trasmettono i dati con standard LVDS
e CML (BUS_TEST_0 e BUS_TEST_1 in Figura 6.1).
Come ultima cosa è necessario realizzare un sistema di distribuzione del
segnale di clock e prevedere una FPGA per eﬀettuare la programmazione e
il set-up dei chip di memoria associativa.
6.3 SCELTA DEI COMPONENTI
Connettore HPC
Il connettore scelto per la connessione tra la scheda MiniLAMB-SLP e
la scheda AMB-SLP è un High Pin Count (HPC) FMC (Figura 6.2) della
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Figura 6.2: Immagine illustrativa del connettore HPC.
casa produttrice SAMTEC. La precedente versione della scheda (LAMB-
FTK) utilizzava un connettore SMD, montato al centro della scheda per la
trasmissione dei dati e due connettori di potenza per fornire l'alimentazione
alla scheda. Per la scheda MiniLAMB-SLP, il connettore HPC è montato
al centro della scheda LAMB-SLP e consente sia di trasmettere dati ad alta
velocità sia di fornire l'alimentazione necessaria alla scheda.
Il connettore HPC scelto (SEAM-40-03.5-S-10-2-A-K-TR) ha 400 pin (40
x 10) ed è in grado di trasmettere i segnali, sia single-ended e/o diﬀerenziali,
ad alta velocità. Ogni pin è in grado di condurre correnti ﬁno a 1.15 A alla
temperatura di 95 °C (speciﬁca garantita per 30 pin vicini).
I chip di fan-out
I dati (bin e road) sono trasmessi mediante link seriali alla velocità di 2
Gb/s e la distribuzione dei bin colpiti dal connettore ai chip di memoria asso-
ciativa utilizza dei moltiplicatori. I moltiplicatori scelti sono della casa pro-
duttrice ON SEMICONDUCTOR, in particolare il componente l'NB6L14S
90
Figura 6.3: Caratterisriche elettriche principali dei moltiplicatori scelti per i
bus in input.
per lo standard LVDS ed il componente l'NB6L14M per lo standard CML
(Figura 6.3). Tra tutte le possibili scelte commerciali questi chip sono ri-
sultati i migliori in termini di prestazioni e minor consumo di potenza. Su
questa scelta ha inﬂuito molto il vincolo imposto dal consumo di potenza, in
quanto questi tipi di moltiplicatori saranno presenti in numero elevato (più
di 40 unità) su ogni singola scheda LAMB-SLP. Con questi numeri in gioco,
un piccolo guadagno in termini di minor consumo di potenza sul singolo chip
ha portato un discreto risparmio per il sistema complessivo.
FPGA di test
Come anticipato nelle pagine precedenti, solo nella versione MiniLAMB-
SLP abbiamo deciso di inserire una FPGA per il test dei link seriali e la
distribuzione dei dati in ingresso ai MiniAMChip05. La scelta è ricadu-
ta su una FPGA (Figura 6.4) della famiglia Spartan6-LXT (XC6SLX75T -
FGG676) della casa produttrice Xilinx. I motivi principali di tale scelta sono
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Figura 6.4: FPGA XC6SLX75T della famiglia Spartan6-LXT della casa
produttrice Xilinx.
la possibilità di poter sfruttare ﬁno a 8 ricevitori e trasmettitori seriali ad alta
velocità, la compatibilità con le speciﬁche che ci siamo imposti e l'esperienza
che il nostro gruppo ha acquisito con questa famiglia. Il compito principale
di questa FPGA è distribuire uno dei 4 bus in input ai vari MiniAMChip05
ed eﬀettuare dei test indipendenti sui moltiplicatori LVDS e CML che ab-
biamo scelto. Inoltre abbiamo deciso di connettere all'FPGA anche il bus
delle road e questo ci permetterà di eﬀettuare dei test di pattern recognition
interpellando esclusivamente questa FPGA.
FPGA per la programmazione dei chip di memoria associativa
Per la programmazione, controllo e set-up dei chip di memoria associativa
MiniAMChip05 abbiamo scelto una FPGA (Figura 6.5) della famiglia Spar-
tan6 (XC6SLX16 - CSG324) della casa produttrice Xilinx. Per questa FPGA
non abbiamo vincoli stringenti, i segnali di input ed output sono semplici se-
gnali single-ended a bassa velocità. Il motivo principale è che nelle versioni
precedenti delle scheda è stata utilizzata questa FPGA e non abbiamo avu-
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Figura 6.5: FPGA XC6SLX16 della famiglia Spartan6 della casa produttrice
da Xilinx.
Figura 6.6: Oscillatore ASDMPLV-100.000MHZ-LR-T3 e moltiplicatore con
Fan-Out 1:8 CDCLVD1208
to diﬃcoltà. Utilizzare di nuovo la stessa FPGA consente di riutilizzare il
ﬁrmware già esistente.
Generazione e distribuzione locale del segnale di clock.
Come abbiamo anticipato, è necessario generare localmente sulla scheda
MiniLAMB-SLP un segnale di clock diﬀerenziale LVDS a 100 MHz e distri-
buirlo ai vari chip (MiniAMChip05 e FPGA). Abbiamo deciso di generare
il segnale di clock utilizzando un oscillatore (ASDMPLV-100.000MHZ-LR-
T3) della casa produttrice Abracon e collegare in cascata un moltiplicatore
con Fan-Out 1:8 (CDCLVD1208) della casa produttrice Texas Instruments
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(Figura 6.6). Mentre il clock di sistema, generato sulla scheda AMB-SLP,
viene inviato attraverso il connettore esclusivamente alla FPGA di program-
mazione che è l'unico chip sulla scheda MiniLAMB-SLP sincronizzato con il
sistema a monte.
6.4 IL CIRCUITO STAMPATO
Per il disegno del circuito stampato ci siamo aﬃdati alla suite CADENCE
ALLEGRO 16.5 della casa costruttice CADENCE, un ambiente di sviluppo
ampio e potente che permette di realizzare una progettazione completa ed
aﬃdabile. Siamo partiti dalla realizzazione dello schematico ﬁno ad arrivare
alla generazione dei ﬁle Gerber1 rimanendo all'interno dello stesso ambiente
di sviluppo (Figura 6.7)
6.4.1 GENERAZIONE DEI SIMBOLI
Prima di passare al disegno dello schematico è stato necessario disegnare i
simboli per lo schematico di tutti i componenti scelti e la relativa piedinatura.
Per questo scopo sono stati utilizzati due strumenti: PCB Symbol Editor
e Part Developer. Il primo strumento è stato utilizzato per il disegno dei
footprint (Figura 6.8.c) di ogni componente. Il secondo strumento è servito
1Il formato di ﬁle Gerber è lo standard de-facto utilizzato per la produzione di circuiti
stampati (PCB) per tracciare le connessioni elettriche quali piste, vias, e piazzole. In
aggiunta, il ﬁle contiene informazioni per la foratura e la fresatura del circuito stampato.
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Figura 6.7: Diagramma di ﬂusso del progetto della scheda MiniLAMB-SLP
su CADENCE ALLEGRO 16.5.
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Figura 6.8: (a) Screenshot dello strumento Part Developer; (b) Simbolo per
lo schematico di un componente; (c) Footprint di un componente.
per il disegno e la deﬁnizione delle proprietà elettriche dei simboli (Figura
6.8.b) di ogni componente.
Lo strumento Part Developer (Figura 6.8.a) non è il classico strumento
di disegno graﬁco. Esso oﬀre una vera e propria gestione del componente.
Infatti, esso consente di associare a quest'ultimo il suo simbolo, il footprint e
deﬁnire tutte le proprietà elettriche: la tipologia dei pin, la direzione dei pin
e molte altre opzioni. Un'opzione interessante è quella di poter deﬁnire due
pin di un componente come un segnale diﬀerenziale, e distinguerli così dai
classici segnali single-ended. Questa opzione ha sempliﬁcato la realizzazio-
ne del layout, infatti essa consente di riconoscere automaticamente le linee
diﬀerenziali rispetto a quelle single-ended al momento del routing.
Un'altra proprietà utile dello strumento Part Developer è quella di poter
importare automaticamente il ﬁle .pad generato dalla suite ISE dopo aver
creato due progetti con le due FPGA utilizzate per la scheda MiniLAMB-
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SLP e portato a termine il Place and Route, avendo generato all'interno
di ogni progetto tutti i segnali di input ed output. Questa opzione dello
strumento ha fatto risparmiare del tempo e ha minimizzato la possibilità di
commettere errori nella generazione dei simboli visto il numero elevato dei
pin di ogni FPGA.
6.4.2 LAYOUT DELLA SCHEDA
Abbiamo deciso di realizzare il layout della scheda MiniLAMB-SLP su un
circuito stampato a 10 strati, ipotizzando che 5 piani riservati ai segnali
fossero suﬃcienti per una corretta stesura delle linee, specialmente per le
linee diﬀerenziali. In Figura 6.9 è mostrata la destinazione di ogni strato,
cioè se un piano è di alimentazione o è riservato ai segnali. Per riassumere
abbiamo 5 piani destinati ai segnali single-ended e diﬀerenziali e altri 5 piani
per le alimentazioni, divisi tra 1.2 V, 2.5 V e GND.
È stato importante comunicare con l'azienda incaricata di realizzare il cir-
cuito stampato per sapere precisamente i parametri tecnologici utilizzati per
la realizzazione ﬁsica del circuito stampato. Questo ci ha permesso di dimen-
sionare con precisione le linee diﬀerenziali, così da garantire con precisione
l'impedenza diﬀerenziale della linea ﬁssata a 100 Ohm.
I parametri tecnologici sono stati inseriti all'interno di un strumento chia-
mato Layout Cross Section (Figura 6.10). Questo strumento ci ha permesso
di simulare l'impedenza di una linea diﬀerenziale variando lo spazio tra le due
linee, speciﬁcando i tipi e le caratteristiche dei materiali adottati e la larghez-
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Figura 6.9: Disposizione dei 10 piani del circuito stampato della scheda
MiniLAMB-SLP. Si utilizzano 5 piani per i segnali ed i piani rimanenti per
le alimentazioni.
Figura 6.10: Screenshot dello strumento Cross Section.
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za della linea (ﬁssato a 100 μm). Riassumendo tutte le linee, tranne quelle
di alimentazione, sono state tirate con una larghezza ﬁssa a 100 μm e per le
linee diﬀerenziali lo spazio tra le linee varia da 110 μm a 200 μm. Sono state
utilizzate due tipi di via standard: la 80-40-110 e la 50-25-70. La scheda ha
uno spessore complessivo di 1.8 mm.
Tutti i vincoli che ci siamo imposti per il PCB sono stati inseriti al-
l'interno di Allegro Constraint Manager. Questo strumento permette di
personalizzare tutte le regole di layout sia ad un livello generale, cioè ﬁssato
per l'intero PCB o per tutte le linee, sia ad un livello più speciﬁco, come po-
ter impostare dei parametri su porzioni del PCB o sulla singola linea. Aver
impostato correttamente tutti i parametri, prima di procedere con il disegno
del layout, ci ha permesso di sfruttare l'opzione del DRC dinamico. Abbiamo
così ottenuto un layout ordinato e preciso, in particolare per la stesura delle
linee diﬀerenziali.
Anche scegliere opportunatamente il piazzamento dei componenti ha con-
tribuito in maniera signiﬁcativa ad avere un routing delle linee diﬀerenziali
pulito ed ordinato, evitando spiacevoli intersezioni ed un numero eccessi-
vo di cambi di piano. In Figura 6.11 è mostrato il piazzamento dei chip
che abbiamo adottato per la scheda MiniLAMB-SLP. Tra tutte le possibili
conﬁgurazioni questo ci è sembrato il migliore posizionamento. Le linee diﬀe-
renziali sono state stese in senso orizzontale (freccia rossa) e verticale (freccia
gialla), facendo coincidere il cambio di direzione con i chip di fan-out. Con
questa strategia abbiamo eliminato completamente incroci tra le linee diﬀe-
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Figura 6.11: Distribuzione dei link seriali sulla scheda MiniLAMB-SLP.
renziali minimizzando il cambio di piano e di conseguenza ogni singola linea
diﬀerenziale è risultata molto omegenea e stesa lungo un'unica direzione a
beneﬁcio dell'integrità del segnale trasmesso. Questa orientazione delle linee
diﬀerenziali ha permesso di ricavare uno spazio pulito tra i chip di memoria
associativa MiniAMChip05 per posizionare i chip per la distribuzione diﬀe-
renziale del segnale di clock (box blu). Tuti i segnali diﬀerenziali, sia i seganli
dati a 2 Gb/s e sia i segnali di clock a 100 MHz, sono stati tirati con la stessa
ottica: garantire la massima qualità di trasmissione.
In Figura 6.12 è mostrato il layout ﬁnale della scheda MiniLAMB-SLP.
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Figura 6.12: Layout ﬁnale della scheda MiniLAMB-SLP
6.5 REALIZZAZIONE DELLA SCHEDA E TE-
ST FUTURI
I ﬁle Gerber (Figura 6.13) della scheda MiniLAMB-SLP sono stati generati e
inviati all'azienda CISTELAIER, incaricata della realizzazione del PBC. Al
momento che il PCB sarà pronto verrà inviato, insieme a tutti i componenti
precedentemente acquistati , al montatore che si occuperà di montare i chip
sulla scheda.
Una volta che la scheda MiniLAMB-SLP sarà pronta, verrà sottoposta a
test intensivi presso il nostro laboratorio. Pensiamo di dividere l'intera ses-
sione di test in varie fasi. Nella prima fase saranno eﬀettuati controlli elettrici
della scheda e dei vari componenti per veriﬁcarne il corretto funzionamento.
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Figura 6.13: La Figura mostra il ﬁle Gerber relativo al lato top della scheda
MiniLAMB-SLP.
Nella successiva fase saranno eﬀettuati test sulla programmazione, via catena
JTAG, dei chip di memoria associativa MiniAMChip05 e i test dei link seriali
attraverso l'FPGA di test, realizzando opportuni ﬁrmware da caricare su di
essa. Nell'ultima fase saranno eﬀettuate delle similuzioni di pattern matching
che in caso di successo confermeranno tutte le nuovee soluzione tecnologiche
adottate per questa scheda MiniLAMB-SLP e per il nuovo chip di memoria
associativa.
Tutti i test dovranno essere eﬀettuati collegando la scheda MiniLAMB-
SLP con la scheda AMB-SLP, ma nella situazione in cui quest'ultima non
fosse disponibile si può pensare di utilizzare la evaluation board Virtex-6
FPGA x8 PCI Express Gen 2 Kit come sostituta (Figura 6.14).
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Figura 6.14: Schema sempliﬁcativo di interfacciamento tra l'evaluation board
e la MiniLAMB-SLP.
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Capitolo 7
CONCLUSIONI
Il lavoro descritto in questa Tesi è stato svolto, tra i mesi di Gennario 2013
e Agosto 2013, presso la Sezione di Pisa dell'Istituto Nazionale di Fisica Nu-
cleare dove è in fase di costruzione il nuovo processore Fast TracKer (FTK),
che sarà utilizzato nella presa dati dell'esperimento ATLAS prevista per l'an-
no 2015. FTK è stato ideato per ricostruire in tempo reale la traiettoria
delle particelle cariche che attraversano il rivelatore in silicio di ATLAS e
migliorare, con questa informazione, le prestazioni del sistema di trigger e
di acquisizione dati dell'esperimento. A questo scopo, FTK fa ampio uso di
FPGA e della tecnologia della memoria associativa.
Nel mio lavoro di Tesi ho dato un contributo signiﬁcativo allo sviluppo
di un nuovo prototipo di scheda, denominato MiniLAMB-SLP che monterà
il chip di memoria associativa nella versione MiniAMChip05. Lo scopo
di questa scheda è di testare nuove soluzioni tecniche adottate dal nostro
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gruppo, in particolare i link seriali ad alta velocità e il relativo sistema di
distribuzione. Per fare questo, abbiamo iniziato anche a preparare un set-
up di test dedicato alla veriﬁca del funzionamento del primo prototipo della
scheda, che è atteso per le prossime settimane.
Ho anche contribuito allo sviluppo ed alla scrittura in linguaggio VHDL
del nuovo algoritmo di clustering bidimensionale utilizzato per elaborare i
dati ricevuti dal rivelatore a pixel in silicio. Questo algoritmo ha il compito
di ricostruire i cluster, cioè raggruppare gli impulsi di carica dei canali del
rivelatore colpiti da una particella e determinare le coordinate dei baricentri
di carica sul piano. Questo algoritmo di clustering ha il non semplice compito
di è garantire una ricostruzione dei cluster di qualità pari a quella oine, ed
allo stesso tempo avere una buona velocità di elaborazione per sostenere
l'enorme ﬂusso di dati in ingresso.
Tra gli sviluppi futuri di questo lavoro possiamo menzionare gli studi fatti
per migliorare le prestazioni dell'algoritmo di clustering. Le nostre simulazio-
ni mostrano che incrementare il numero di moduli connessi in parallelo ren-
derebbe l'algoritmo più eﬃciente e veloce e sarebbe interessante contribuire
alla implementazione pratica in VHDL di questi miglioramenti.
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Appendice A: La Famiglia
Spartan6 della Xilinx
In questa Tesi ho dovuto utilizzare ampiamente gli FPGA della famiglia Spar-
tan6 della casa produttrice XIlinx. Per questo motivo ho ritenuto opportuno
riportare una descrizione accurata di questi dispositivi.
Questa famiglia di FPGA [22] oﬀre un bilanciamento ottimaletra basso
rischio, basso costo, bassa potenza e qualità delle prestazioni. Queste FPGA
utilizzano una tecnologia dei processi da 45 nm a bassa potenza. Inoltre
dispongono internamente di vari blocchi logici programmabili: manager del
clock, blocchi di memoria RAM, blocchi di memoria FIFO e Low Power
Gigabit Transceiver per trasmissioni veloci di dati. Tutte queste opzioni
sono ampiamente sfruttate in FTK.
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Figura 7.1: Diagramma a blocchi funzionale del DCM
Manager del Clock
Ogni FPGA della famiglia Spartan6 disponde ﬁno a 6 Clock Management
Tile (CMT), ognuno composto da due Digital Clock Manager (DCM) e un
Phase Lock Loop (PLL), che posso essere usati anche individualmente.
Il DCM (Figura 7.1) fornisce in uscita un segnale di clock che, a scelta
del programmatore, può essere sfasato (0°, 90°, 180°, 270°) rispetto ad un
segnale di clock che forniamo in ingresso, può avere una frequenza multipla
o avere una frequenza che è frazione della frequenza del segnale di clock in
ingresso. Inoltre il DCM è adatto in applicazioni ad alta frequenza ed alte
prestazioni in quanto riesce ad eliminare il clock skew, eﬀettuare un ﬁltraggio
del Jitter in ingresso e convertire il segnale di clock in ingresso in un segnale
diﬀerenziale.
Il PLL (Figura 7.2) è un sintetizzatore di frequenza che può operare in un
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Figura 7.2: Diagramma a blocchi funzionale del PLL
ampio intervallo di valori, nello speciﬁco lavora in un intervallo di frequenza
che va dai 400 MHz ai 1.08 GHz. Il suo funzionamento di basa sull'utilizzo di
un Voltage Controlled Oscilator (VCO) ed è in grado, partendo da un segnale
in ingresso avente frequenza compresa nell'intervallo indicato, di generare in
uscita un segnale avente frequenza maggiore o minore a seconda dei parametri
di controllo che abbiamo impostato.
Ogni dispositivo della famiglia Spartan6 fornisce un'ampia rete di distri-
buzione del clock, con la possibilità di avere un elevato fanout, un limitato
ritardo di propagazione, il ﬁltraggio del Jitter in ingresso e la capacità di
ridurre lo skew.
Pin di Input/Output
In ogni dispositivo della famiglia Spartan6 sono utilizzabili un elevato numero
di pin di I/O, ovviamente la quantità è variabile da dispositivo e da package
scelto. In generale, ogni pin di I/O è collegato ﬁsicamente ad ogni IOBlock
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Figura 7.3: (a) Diagramma a blocchi di un IOBlock; (b) Diagramma a blocchi
di un tile.
(Figura 7.3.a) che permette di utilizzare il pin ﬁsico come: pin di input, pin
di output e pin tri-state. Questi IOBlock garantscono robustezza, alte pre-
stazione e massima compatibilità con gli standard sigle-ended maggiormente
utilzzati, come LVCMOS, LVTTL, HSTL, SSTL, PCI.
Due IOBlock sono contenuti in un tile (Figura 7.3.b), attraverso l'uso di
quest'ultimo di può realizzare un interfacciamento diﬀerenziale sia in input
e sia di output.
Blocco di Memoria RAM
In ogni Spartan6 è possibile stanziare dalle 12 alle 268 RAM Dual-Port, ognu-
na delle quali capace di memorizzare ﬁno a 18 KB di dati (Figura 7.4). Ogni
RAM ha due porte completamente indipendenti che condividono un'unica
memoria, ogni porta permette di eﬀettuare operazioni di scrittura e lettura.
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Figura 7.4: Blocco Memoria RAM
La gran parte dei dispositivi della famiglia Spartan-6 include blocchi de-
dicati di controllo delle memorie, Memory Control Block (MCB). Il MCB
gestisce la memoria e svolge tutte le operazioni logiche necessarie sia in fase
di scrittura e sia in fase di lettura. Per ogni MCB sono a disposizione pin
che, se non utilizzati, sono disponibili come generici pin di Input/Output.
LOWPOWER GIGABIT TRANSCEIVER
Per permettere connessioni e trasferimenti dati molto veloci, tutti i dispositivi
Spartan-6 LXT forniscono dai 2 agli 8 Gigabit Transceiver (GTP). Ogni GTP
Transceiver (Figura 7.5) è una coppia di trasmettitore e ricevitore, capace di
operare ad una frequenza no a 3.2 Gb/s. Il trasmettitore ed il ricevitore sono
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Figura 7.5: Diagramma a blocchi di un GTP transceiver
circuiti indipendenti fra di loro. Il trasmettitore è in pratica un convertitore
parallelo-seriale, in FTK vengono convertiti 20 bit paralleli a 100 MHz in una
coppia diﬀerenziale seriale a 2GHz. Il ricevitore, invece, è un convertitore
seriale-parallelo, che converte il segnale diﬀerenziale seriale in ingresso in un
bus parallelo di 20 bit.
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