Abstract-New expressions are derived for the mean weight misadjustment in the recursive least squares (RLS) algorithm for first-order Markov channel estimation. The expressions derived are general in that they take into account the correlation in the input. It is sbown that the additive system noise is amplified by a correlation amplification factor that is defined as a function of the input autocorrelation matrix eigenvalues. However, input correlation has almost no effect on the misadjustment due to time-varying system weights. These results are checked by simulations demonstrating excellent agreement with the theory.
I. INTRODUCTION
This correspondence considers the steady-state analysis of the RLS algorithm for the general case in which the input to the adaptive filter can be correlated. In most of the work analyzing the performance of adaptive filters, authors have made the assumption that the input is composed of independent random data samples [6] , [131, [MI, [16] , [I91 in order to facilitate the analysis. Most often, however, the input data to the adaptive filter is correlated, such as in echo cancellation using speech signals and in equalization of mobile communication channels. Therefore, in this work, the input is assumed to be a Gaussian-distributed random process. In previous work on the analysis of the RLS algorithm, [6] , [14] , and [16] assume that the input is white, [20] considers the identification of a chirped sinusoid in white noise, and [7] concentrates on the mean square error instead of the weight error, and this prevents observing the input correlation effects. In many applications, such as system identification, the instantaneous weights are the desired information and thus, it is particularly important to know their variations from the optimum. The instantaneous weight values also supply general information about the operating environment of the adaptive filter, as in the case of digital phase locked loop implementations through the monitoring of shifts in the energy distribution of tap values in the equalizer [18] . It will be shown that in the RLS algorithm, the prediction error is unaffected by input correlation, but the weight error bias increases with correlation when there is additive noise in the system.
In this work, we model the unknown system as a first-order Markov channel in a system identification framework. It is assumed that this system's output is corrupted by a white Gaussian noise so that we can study the effects of input correlation on tracking time-varying system characteristics as well as its interaction with the additive system noise. In Section 11, we present the problem formulation and the models used. In Section ILI, the mean weight misadjustment for the RLS algorithm is derived, and the significance of the mean weight misadjustment result is discussed in Section IV. This result is then Manuscript received May 10, 1992; revised July 11, 1994 . The associate editor coordinating the review of this paper and approving it for publication was Dr. H Assuming that the time-varying system impulse response has insignificant terms beyond N samples, the samples d ( n ) can be written in terms of the system impulse response coefficients w* (n) as (1) where the input data vector ~( n )
contains the last N samples of data, i.e.
A time-varying channel is modeled as a first-order Markov process
where the parameter b, which satisfies Ibl < 1, controls the nonstationarity time constant, which is given by l/(l-b). The elements of the random vector a(.) consist of zero-mean, independent, Gaussian noise processes with covariance matrix criI.
The exponentially windowed RLS algorithm (forgetting factor X < 1) minimizes the cost function where e(iln) is the prediction error, i.e., the difference between the desired system output and the adaptive filter output based on estimated weights at time n. Assuming that our desired system output is ~( n ) , which is the sum of d ( n ) and the additive noise component
the RLS updating structure is given by
where and
with the definition n R(n) 3 C X " -i x ( i )~T ( i ) .
The Kalman gain k(n) introduced in (4) and defined in (6) is computed recursively, and depending on the computation method used, different RLS algorithms result.
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m. WEIGHT MISADJUSTMENT IN THE RLs ALGORlTHM
The main performance criterion in the analysis is the weight error vector, which is defined as the difference between the weight vector estimate at time n, w(n). and the system impulse response at the same time instant w* (n)
We can then write the weight update (4) in terms of the weight error
where we have used the first-order Markov channel model (3) and the definition of the desired system response (1).
We are interested in computing the mean weight error norm square
which is the Trace of the weight error covariance matrix defined as
Re (n -1) = Re. Therefore, if we multiply both sides of (13) with the input autocorrelation matrix and then compute the Trace, we get where Recalling that in the common region for the operation of an RLS adaptive filter, the forgetting factor X and the filter length N satisfy the condition -> > N 1 1 -X so that the filter response is much faster than the changes in the channel. In this region of operation, it is easy to see that we have de x 1 since X is chosen close to 1.
The steady-state mean prediction error square can be written in terms of Trace{ReR,} as In what follows, it is assumed that the present input and the weight error vectors are independent. This has been common practice in the analysis of adaptive filtering algorithms Although this assumption does not exactly reflect reality, it has been observed that final predictions made using this assumption are in excellent agreement with experiments and simulations. This is also true for the final results of this analysis. Reference [2] studies this assumption and concludes that the perturbation terms neglected by making this assumption may usually be disregarded. Also, when the forgetting factor is chosen such that the algorithm can track variations in the channel, i.e., N(l-A) << 1, the weight error depends heavily on past data and is much less affected by the current input data vector.
The error covariance matrix is evaluated by taking the expectation of the outer product of the weight error vector in O(n) (9) = Trace{R,gR,} + U: (17) and is given by the sum of additive system noise variance and Trace{ReR,}. Considering (15), it is easy to see that the mean prediction error square is a fwction of input variance and does not depend on other input statistics.
However, we can write the steady-state mean weight error norm square defined in (10) by using (13) and (15) as where
and pz is the ith eigenvalue of the N x N input autocorrelation matrix R,. Here, we have defined e as the Trace of the steady-state error covariance matrix Re and dropped the time dependence.
where we have defined WO 3 E{llw*(n)112}. Since it is assumed that ~( n ) and m(n) are zero-mean random processes and are independent of the data sequences and from each other, all the terms in (12) involving first-order statistics of these processes are equal to zero and have been dropped.
Substituting the expressions derived in the Appendix, 
where we have defined the input autocorrelation matrix as R, E { x ( n ) x T ( n ) } .
At steady-state, i.e., n + CO, the error covariance matrix Re(n) will be fluctuating slowly around its mean [51, [71, [201, i.e., Re(n) x
Iv. EFFECT OF k ' U T CORRELATION ON THE WEIGHT ERROR
To simplify the expression given in (18), we assume that the bias due to additive system noise v(n) is the main contribution to the overall error e, thus yielding dW x de x 1. The final form for the mean weight error norm square after this simplification is then given bY In (19), the first term reflects the error due to the Markov process driving the time varying weights, and the second term is due to the additive system noise. The overall error clearly indicates a tradeoff in the choice of the forgetting factor A. It is desirable to decrease the effect of additive noise by choosing X very close to one. However, doing so increases the misadjustment due to U : , the tracking error. #en the forgetting factor X is increased, approaching 1, the algorithm cannot easily forget the past data, and thus, it cannot emphasize the most recent data resulting in poor tracking characteristics. This property, along with the result that the weight roundoff error affects the weight bias in the same way [5], is exploited in [3] to propose a new stabilization technique for the prewindowed IUS algorithm, i.e., when X = 1. The second term in (19) reflects the impact of input correlation on the overall error. To study the characteristics of this new term, define a new quantity p, the correlation amplification factor, as Note that this is a normalized quantity that reduces to 1 when the input is uncorrelated.
The characteristics of this new quantity p as a function of signal correlation is analyzed by modeling the input as a first-order autoregressive (AR) process with AR constant a, i.e., ~( n ) = az(n -1) + u(n), where u(n) is a white random process. It can be shown that for this process the correlation amplification factor p is given by 1 + F a * p = 1 -a 2 * Thus, the correlation amplification factor increases when the input correlation increases, i.e., as a approaches 1. In this case, the correlation coefficient T , = u2aa becomes significant even for larger i values. Increasing the system order also tends to increase p. However, it should also be noted that since (N -2 ) / N + 1 as N increases, for large N, the system order ceases to be important.
As observed in the final form of the expression for the weight error misadjustment (18), the excess noise due to the additive noise U(. ) is dramatically enhanced by high input correlation. It is also of interest to mention that the condition number of the autocorrelation matrix, defined as the ratio of the maximum eigenvalue to the minimum, does not alone provide sufficient information to determine the impact of correlation on the overall error. It is the sum of the inverse eigenvalues that determines the amplification of the noise U(.).
As it will be observed in the simulation results, the bias due to the correlation amplification factor can be quite significant, causing a considerable increase in the mean weight error norm square.
v. SIMUJ-4TION RESULTS
The input used in the simulations is a first-order AR process, with AR constant a. The innovation is a white Gaussian random process.
By adjusting the AR constant, between 0 and 1, the eigenvalue spread of the input can be changed. The input is always normalized such that c: w 1 in order to keep the input dynamic range approximately the same.
A simple system identification problem is considered. The system output is assumed to be corrupted by an additive noise v(n) of variance lo-', and the time-varying system is assumed to be driven by a noise source of variance lo-'. The system order is chosen as 7. We consider the operating region l/(l-b) >> l/(l-A), i.e., the algorithm response is much faster than the variations in the channel,
we let b ---t 1, and we choose the forgetting factor X as 0.99. The AR constant is increased from 0 to 0.9995, thus increasing the correlation, i.e., the eigenvalue spread of the input. The eigenvalue spread of a matrix is usually represented by its two-norm condition number
K(R,)
. This is given by pmaz/pmln for a symmetric matrix where pmax and pmin are the maximum and the minimum eigenvalues of the matrix, respectively. By changing the AR constant, the condition number of the input autocorrelation matrix has been increased from 1 to 10423, as shown in Table I . For each AR constant value, 45 independent simulation runs are done, and the results of these runs have been averaged to get the simulation results given in Table I . The theoretical results are obtained by evaluating the error expression given in (19). The simulation results are given in terms of the means together with the standard deviation of the 45 independent simulation results. In Table I , an excellent match between the theoretical (19) and simulation values for e is observed. Fig. 1 shows the results of Table I (in decibels) plotted as a function of the AR constant. As observed in the figure, the weight bias e increases dramatically with increasing input correlation because the effect of the correlation amplification factor p is dominant in the overall error with the chosen parameters. In the figure, the diamond markers show the simulation values, and the dotted lines join the theoretical values calculated by using (19).
VI. CONCLUSION
We derive new expressions for the mean weight misadjustment for the RLS algorithm that take into account the correlation in the input as well as the system noise driving the time-varying weights. The effect of input correlation is analyzed by defining a new quantity called the correlation amplification factor. It is shown that input correlation amplifies the excess weight error due to additive noise. However, correlation has almost no effect on the noise due to time-varying system weights. The final error expression also indicates a tradeoff in the choice of the forgetting factor: The effect of the additive noise can be decreased by choosing X very close to 1; increasing A, however, amplifies the noise due to the error driving the time-varying system weights.
At steady-state, the expected value of R-'(i) is given by lim*-.+mE{Fl-'(i)} = (1 -A)RZ1 (21) where R, is the true input autocorrelation matrix (14). The inverse autocorrelation estimate R-'(n) (7) behaves like a quasideterministic quantity in the steady-state [7] , [16] , [20] when the forgetting factor and the filter order N satisfy the condition N(1-A) << 1, which is discussed in Section III. In [5] , this is shown for Gaussian input samples by the averaging principle of [15] for N(l-A) << 1 and is also checked by simulations. Therefore, at steady-state, we can replace R-'(n) by its expected value (21) + 2&(i -1)).
(24)
Here, we have used the assumption that the input sequence is a Gaussian process and have employed the expansion of a fourth-order jointly Gaussian process in terms of its second-order moments. The derivation of this expectation follows a procedure similar to the one in [8] .
