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A New Invariant Metric
and Applications
Steven G. Krantz1
Abstract: We study a new construction of an invariant metric
for compact subgroups of the automorphism group of a domain
in complex space. Applications are provided.
1 Introduction
Classically speaking, the first invariant metric in the subject of complex
analysis was the Poincare´ metric (see [KRA2]) on the disc D in the complex
plane C. If one posits that the Euclidean unit vector e = (1, 0) = 1 + i0 has
length one, and applies the fact that the automorphism group (i.e, the group
of biholomorphic or conformal self-maps) of the disc acts transitively (and
transitively on directions), then one is forced by invariance to conclude that
the Poincare´ metric must be
FDP (z; ξ) =
|ξ|
1− |z|2
.
[Here ξ is a tangent vector and |ξ| is the Euclidean length of ξ.] The Poincare´
metric has constant curvature −4 and is a delightful and useful tool in com-
plex function theory. See, for instance, [KRA2]. Certainly Lars Ahlfors made
good use of it [AHL] in his study of the Schwarz lemma.
One important feature of the Poincare´ metric on the disc is that it is
complete. Put in other words, if P ∈ D is a fixed point and γ : [0, 1) → D
is a C1 curve such that γ(0) = P and limt→1− |γ(t)| = 1 then the Poincare´
length of γ is +∞. In particular, the metric is not smooth, nor even contin-
uous, on D; and there is no evident way to extend the metric to ∂D. One
may feel that this is part and parcel of having a transitive automorphism
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group on D (that is, any point can be moved to any other point by some
automorphism), and that feeling would be correct. We shall say more about
transitive automorphism groups below.
There are a number of devices for creating invariant metrics on other
domains in C and Cn, and also on complex manifolds. For domains in C,
the uniformization theorem may be used to good effect—see [BER]. For this
theorem gives us a covering map from D to the given domain (provided that
the given domain is not C nor C \ {0}). And the metric can be pushed down
via the map.
Both in the plane and in higher dimensions there are constructions of
Bergman, Carathe´odory, and Kobayashi/Royden. See [KRA1], [KRA3],
[KRA5]. On smoothly bounded domains in C, on strongly pseudoconvex
domains in Cn, on finite type domains in C2, and in a variety of other com-
monly encountered circumstances, these metrics are complete (this is true
regardless of whether the automorphism group acts transitively). Thus the
metric blows up at the boundary—often at the rate of the reciprocal of the
distance to the boundary. The work [FLE] provides a relevant example in
which this last property does not hold.
It is a matter of some interest, and of effective utility as well, to construct
an invariant metric on a complex domain such that the metric is smooth on
the closure of the domain. The purpose of this paper is to discuss and
construct such a metric, and to describe some applications. A preliminary
version of this metric appeared in [GRK3], and we certainly recommend that
source for a profound application of the idea.
2 Notation and Background
We say that Ω ⊆ Cn is a domain if it is open and connected. In this paper
our domains will usually be bounded. A mapping Φ : Ω → Ω is called an
automorphism if it is holomorphic, one-to-one, and onto. It is automatic
(but nontrivial to see) that such a mapping automatically has a holomorphic
inverse (see [KRA1]). The collection of automorphisms of a fixed domain Ω
forms a group under the binary operation of composition of mappings. We
call this the automorphism group, and we denote it by Aut (Ω).
One of the features of the automorphism group that makes it useful is
the attendant topology. We equip Aut (Ω) with the compact-open topology,
which is equivalent to the topology of uniform convergence on compact sets.
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It is known (see [KOB1]) that, when Ω is bounded, then Aut (Ω) is a real Lie
group. It is never a complex Lie group.
We say that Aut (Ω) acts transitively on Ω if, whenever P,Q ∈ Ω then
there is an automorphism Φ such that Φ(P ) = Q. Domains with transitive
automorphism group are relatively rare; the bounded symmetric domains of
Cartan are typical of these (see [HEL]). Among smoothly bounded domains,
the only domain with transitive automorphism group is the unit ball (up to
biholomorphic equivalence). See the discussion in the next section as well as
[KRA1], [ROS], [WON].
A slightly weaker, and geometrically more natural, condition than transi-
tive automorphism group is noncompact automorphism group. The automor-
phism group is noncompact if it is noncompact in the indicated topology. The
following result of H. Cartan gives a useful criterion for non-compactness:
Proposition 2.1 Let Ω ⊆ Cn be a bounded domain. The automorphism
group of Ω is noncompact if and only if there exist a P ∈ Ω and a point
X ∈ ∂Ω and a sequence of automorphisms ϕj such that
lim
j→∞
ϕj(P ) = X .
If D is the unit disc in C then we may let P = 0, X = 1 + i0 and
ϕj(ζ) = (ζ + (1− 1/j))/(1 + (1− 1/j)ζ) to see that Aut (D) is noncompact.
Obversely, if A is the annulus then one may see using elementary arguments
that no such P and X exist; thus Aut (A) is compact. The only smoothly
bounded planar domain with noncompact automorphism group is the disc
D (see [KRA4]). In higher dimensions, the smoothly bounded domains with
noncompact automorphism group have yet to be classified. However the only
strongly pseudoconvex such domain is the unit ball.
3 The Original Construction on a Strongly
Pseudoconvex Domain
The original construction of a smooth-to-the-boundary invariant metric, due
to Greene and Krantz [GRK3], was on a strongly pseudoconvex domain with
smooth boundary. See [KRA1] for definitions and background on such do-
mains. A fundamental result for these types of domains is due to Bun Wong
[WON] and Rosay [ROS]:
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Theorem 3.1 Let Ω ⊆ Cn be strongly pseudoconvex with C2 boundary. If
the automorphism group of Ω is noncompact then Ω is biholomorphic to the
unit ball B.
We cannot prove this result here, but see [KRA1].
Another key fact for us, that is proved in [GRK3], is the following:
Theorem 3.2 Let Ω ⊆ Cn be a smoothly bounded, strongly pseudoconvex
domain that is not biholomorphic to the unit ball B. Let M be a positive
integer. Then there is a finite constant K, depending on M such that
sup
ϕ∈Aut(Ω),
|α|≤M,z∈Ω
∣∣∣∣
(
∂α
∂zα
)
ϕ(z)
∣∣∣∣ ≤ K .
The proof of this result that appears in [GRK3] uses Bergman representative
coordinates, for which see [GKK]. This argument is rather elaborate, and we
can only give an indication of the idea here.
Sketch of the Proof of Theorem 3.2: Fix a smoothly bounded, strongly
pseudoconvex domain Ω = {ζ ∈ C : ρ < 0} which is not biholomorphic to
the ball.2 If K ⊆ Ω is a compact set then the sort of bounds described here,
on the set K, are an immediate consequence of the Cauchy estimates. Thus
we may concentrate our attentions at the boundary of Ω. We now enunciate
a sequence of steps leading to Theorem 3.2.
Step 1: If ǫ > 0 then the number
inf{dist (α(p), ∂Ω) : α ∈ Aut (Ω), p ∈ Ω, dist Eucl(p, ∂Ω) ≥ ǫ}
is positive. This follows from a simple normal families argument.
Step 2: If ǫ > 0 then there is a δ > 0 such that
sup
{
dist Eucl(α(p), ∂Ω) : α ∈ Aut (Ω), p ∈ Ω, dist Eucl(p, ∂Ω) ≤ δ
}
is less than ǫ. This also follows from a normal families argument, much like
that used in Step 1.
2We call ρ a defining function for the domain Ω.
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Step 3: The Bergman kernel K = KΩ for Ω extends smoothly to the set
Ω × Ω \ {boundary diagonal}. This is a classical result of Kerzman [KER].
It follows from the hypoellipticity of the ∂-Neumann operator.
Step 4: For w ∈ ∂Ω, define the Levi polynomial
X(z, w) = ρ(w)+
n∑
j=1
(zj−wj) ·
∂ρ
∂wj
∣∣∣∣
w
+
n∑
j,k=1
1
2
(zj−wj)(zk−wk) ·
∂2ρ
∂wj∂wk
∣∣∣∣
w
.
The reference [KRA1] contains detailed information about the Levi polyno-
mial. Then Fefferman’s asymptotic expansion for the Bergman kernel says
that there are smooth functions ϕ, ψ such that
KΩ(z, w) = X
−(n+1)(z, w)ϕ(z, w) +
[
logX(z, w)
]
ψ(z, w) .
Step 5: Let p ∈ ∂Ω. Then there are positive numbers ǫ and η such that
if z, w ∈ Ω and dist (z, w) < ǫ and dist (w, p) < ǫ then |KΩ(z, w)| ≥ η.
This is immediate by inspection of Fefferman’s asymptotic expansion for the
Bergman kernel (Step 4).
Step 6: If α ∈ Aut (Ω) then let Jα(z) denote the determinant of the complex
Jacobian of α at the point z ∈ Ω. There is a constant C > 0 so that
sup
{
|Jα(z)| : α ∈ Aut (Ω), z ∈ Ω
}
< C ,
and
inf
{
|Jα(z)| : α ∈ Aut (Ω), z ∈ Ω
}
> C−1 .
This is a first step in the sort of derivative bounds that we seek. The proof
of this result is a combination of normal families and the Cauchy estimates,
using Step 5.
Step 7: If p ∈ Ω is a fixed point then of courseK(p, p) > 0. HenceK(z, w) 6=
0 for z, w near p. So we may define, for j = 1, . . . , n,
bj,p(z) ≡
∂
∂wj
log
K(z, w)
K(w,w)
∣∣∣∣
w=p
.
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The mapping
z 7−→ (b1,p(z), . . . , bn,p(z))
gives holomorphic coordinates near p. These are the Bergman representative
coordinates. An automorphism of Ω, rendered in Bergman representative
coordinates, will be linear. Now there exist η > 0, ǫ > 0 such that: If w ∈ Ω
and dist Eucl(w, ∂Ω) < ǫ and if z ∈ Ω with dist Eucl(z, w) ≤
3
2
dist Eucl(w, ∂Ω),
then |K(z, w)| ≥ η and
∣∣det(∂bj,w/∂zk)nj,k=1(z)∣∣ ≥ η. The proof is a com-
bination of Step 5 and a careful calculation with the Fefferman asymptotic
expansion (Step 4).
Step 8: Let Φ : Ω1 → Ω2 be a biholomorphic mapping of domains. Then
the Bergman kernels KΩ1 and KΩ2 of these domains are related by
det Jac CΦ(z) ·KΩ2(Φ(z),Φ(w)) · det Jac CΦ(w) = KΩ1(z, w) .
Step 9: The final argument for our derivative-bound result is by contra-
diction. If there is a sequence of points on which some derivative of some
automorphisms blows up, then one can use Bergman representative coordi-
nates (Step 7) together with the usual transformation laws for the Bergman
kernel (Step 8) to see that the Jacobians must blow up. But we have seen in
Step 6 that that is impossible. This contradiction completes the proof.
Now, with these two results in hand, the construction of our new invariant
metric is simplicity itself. Fix a smoothly bounded Ω ⊆ CN that is not
biholomorphic to the unit ball. Thus, by Theorem 3.1, the automorphism
group of Ω is compact. Denote the group by G.
Theorem 3.3 Let Ω be a smoothly bounded, strongly pseudoconvex domain
in Cn, and assume that Ω is not biholomorphic to the unit ball in Cn. Then
there is a Riemannian metric h, smooth on Ω, which is invariant under the
holomorphic automorphism group of Ω.
Proof: Let g be any smooth Riemannian metric on Ω—say the Euclidean
metric gjk = δjk. Define, for 1 ≤ j, k ≤ n,
h(v,w) =
∫
α∈G
g(α∗v, α∗w) dα ,
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where dα denotes the bi-invariant Haar measure on the compact group G.
Now it is immediate from our uniform estimates on derivatives (Theorem
3.2) that h is smooth on Ω and further that h is invariant under the action
of the automorphism group of Ω.
In fact there is considerably more that can be said about this new metric
h. It can be arranged (and we shall discuss the details of this assertion
below) that the constructed smooth metric on Ω actually be a product metric
near the boundary. Perhaps even more significantly, we can specify that
the isometry group of h be precisely the same as the isometry group of the
Bergman metric. This result is quite useful in practice, for it is known [KOB1]
that the isometries of the Bergman metric consist of the biholomorphic self-
mappings (i.e., the automorphisms) and the conjugate biholomorphic self-
mappings.
It is worth noting that there is a more general statement than Theorem
3.3 that has considerable utility in practice:
Theorem 3.4 Let Ω be a smoothly bounded, strongly pseudoconvex domain
in Cn. Let G be a compact subgroup of Aut (Ω). Then there is a Riemannian
metric h, smooth on Ω, which is invariant under G.
The proof of Theorem 3.4 is just the same as that for Theorem 3.3, so
no further commentary is needed. But Theorem 3.4 will come up in our
discussions below.
All of these devices were originally harnessed by Greene and Krantz in
[GRK3] (see also [GRK1], [GRK2]) to prove the following result:
Theorem 3.5 Let Ω0 be a smoothly bounded, strongly pseudoconvex do-
main. In fact write Ω0 = {z ∈ C
n : ρ0(z) < 0}, where ρ0 is a smooth defining
function for Ω0 (see [KRA1] for this concept). There is a positive integer k
and an ǫ > 0 such that if Ω = {z ∈ Cn : ρ(z) < 0} and ‖ρ− ρ0‖Ck < ǫ then
the automorphism group Aut (Ω) is a subgroup of Aut (Ω0). Moreover, there
is a smooth diffeomorphism (not a biholomorphism) Φ : Ω → Ω0 such that
the mapping
Aut (Ω) ∋ ϕ 7−→ Φ ◦ ϕ ◦ Φ−1 ∈ Aut (Ω0)
is an injective group homomorphism.
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In fact the special smooth-to-the-boundary invariant metric discussed
here was used in [GRK3] to reduce the question in Theorem 3.5 to an analo-
gous question for Riemannian metrics on a smooth, compact manifold. Then
a classical result of David Ebin [EBI] could be invoked to get the desired semi-
continuity. Nowadays there are other approaches to the matter, including one
based on normal families that is due to Y. Kim [YKIM1], [YKIM2].
We cannot provide any of the details of the proof of Theorem 3.5. The
interested reader may refer to [GRK3]. Our purpose in the present paper is to
showcase the special metric that was used, and to describe some applications.
We shall close this section by briefly outlining some of the previously de-
scribed useful modifications of the construction of the smooth-to-the-boundary
metric h. Again we refer the reader to [GKR3] for all the details.
The Isometry Group of h Can be Taken to Coincide with the
Isometry Group of the Bergman Metric: Let h be the smooth-to-
the-boundary invariant metric that we have constructed above. For ǫ > 0,
define
Ωǫ = {z ∈ Ω : disth(z, ∂Ω) > ǫ} .
If ǫ > 0 is small then the implicit function theorem tells that Ωǫ is a strongly
pseudoconvex domain with C∞ boundary. Each automorphism of Ω maps
Ωǫ to itself isometrically and biholomorphically. Thus the isometry group for
the Bergman metric on all of Ω is isomorphic to the isometry group of the
Bergman metric of Ω restricted to Ωǫ.
Now choose ǫ > 0 so small that Ω \ Ωǫ is a tubular neighborhood of ∂Ω
in the metric h. Let η : R→ R be a C∞ function such that
1. 0 ≤ η ≤ 1;
2. η(x) = 1 if x ≥ 2ǫ/3;
3. η(x) = 0 if x ≤ ǫ/3.
With b denoting the Bergman metric on Ω, and p any point of Ω, we set
H
∣∣∣∣
p
=
[
1− η(dist h(p, ∂Ω))
]
h
∣∣∣∣
p
+
[
η(dist h(p, ∂Ω))
]
b
∣∣∣∣
p
.
Then, by inspection, the isometry group ofH is no larger than and no smaller
than the isometry group of the Bergman metric on Ω. In other words, the
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isometry groups are the same. In what follows we typically replace h by H .
The Metric H Can be Modified so That it is a Product Near the
Boundary: The metric H , by construction, coincides with the original
smooth-to-the boundary metric h near the boundary of Ω. So it suffices to
show that we can modify h to have a product structure near the boundary.
Let U be an h-tubular neighborhood of ∂Ω and let π : U → ∂Ω be the
h-projection. Define a new metric H∗ on U by
H∗(v,w) = h(π∗v, π∗w) + (d dist h)(v) · (d dist h)(w) .
This new metric H∗ is C∞ on U because h is such. It is obviously invariant
under isometries of the Bergman metric of Ω. And it clearly has a product
structure on U . Finally let δ > 0 be small, so that the tubular neighborhood
U has diameter at least 3δ. Select a smooth cutoff function µ (analogous to
η above) so that
1. 0 ≤ µ ≤ 1;
2. µ(x) = 1 if x ≥ 2δ/3;
3. µ(x) = 0 if x ≤ δ/3.
Now set
H˜
∣∣
p
=
[
µ(dist h(p))
]
h
∣∣
p
+
[
1− µ(dist h(p))
]
H∗
∣∣
p
,
Then H˜ is the metric that we seek—a product near the boundary and in-
variant for the isometry group of the Bergman metric of Ω.
The following points are worth noting, and they will play a role in what
follows.
• The choice of δ in the last step of our construction gives a tubular
boundary neighborhood on which the metric is a product.
• If we choose ǫ = 2δ in the penultimate step, then we get a second “layer”
just outside the product neighborhood; on that layer, the metric comes
from averaging over the automorphism group, as in Theorem 3.3.
• Lastly, by our construction of H , there is a region interior to Ω on
which the metric coincides with the Bergman metric for Ω.
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If we choose ǫ and δ to be sufficiently small (with ǫ = 2δ), then the first two
layers will both lie in the tubular neighborhood U of ∂Ω that was specified
in our arguments. Also an outer layer of the Bergman-metric-region will lie
in U . We will encounter this information again in our considerations below.
4 Applications
One immediate application of Theorem 3.3 is the following.
Theorem 4.1 Let Ω ⊆ Cn be smoothly bounded and strongly pseudocon-
vex. Let Φ : Ω → Ω be an automorphism. Fix a point P ∈ ∂Ω. Suppose
that Φ(P ) = P and also that
dΦ(P ) = id ,
where id is the usual diagonal identity matrix. Then Φ(z) ≡ z.
Proof: The proof is almost immediate. We can think of the automorphism
group as acting on ∂Ω as a Riemannian manifold. Since Φ fixes P and has
first derivative equal to the identity, it preserves all geodesics emanating
from P . It follows that Φ is the identity on a relatively open subset of the
boundary; hence it is the identity on all of the boundary. As a result, Φ is
identically equal to the identity on all of Ω.
This last is a version of the famous Cartan uniqueness theorem for holo-
morphic mappings. The classical proof of Cartan’s result (see, for instance,
[KRA1]) uses normal families in a decisive way. Of course normal families are
not available when we are doing analysis on the boundary. So new methods
are required. That is what we supply with our new metric.
The following result of Bedford [BED] (proved independently by Barrett
[BAR]) is now of some interest for us. See [KRA1] for background on the
concept of finite type.
Proposition 4.2 Let Ω ⊆ Cn be a smoothly bounded, pseudoconvex do-
main of finite type. Let G be the automorphism group of Ω. Then the action
mapping
G× Ω −→ Ω
(ϕ, z) 7−→ ϕ(z)
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is jointly C∞.
This is an aesthetically pleasing proposition, but it also gives the uniform
bound on derivatives that we enunciated earlier for strongly pseudoconvex
domains in Theorem 3.2. As a result, we can now conclude the following:
Theorem 4.3 Let Ω ⊆ Cn be a smoothly bounded, finite type domain in
Cn with compact automorphism group. Then there is a Riemannian metric
h on Ω which is
(i) Smooth on Ω;
(ii) Invariant under the biholomorphic automorphisms of Ω.
As an immediate corollary we have
Corollary 4.4 Let Ω ⊆ Cn be smoothly bounded and finite type. Let Φ :
Ω→ Ω be an automorphism. Fix a point P ∈ ∂Ω. Suppose that Φ(P ) = P
and also that
dΦ(P ) = id ,
where id is the usual diagonal identity matrix. Then Φ(z) ≡ z.
It is worth noting explicitly what our new metric is not:
• The new metric h is not preserved under arbitrary holomorphic self-
mappings of Ω. And a non-biholomorphic mapping ϕ : Ω→ Ω will not
be distance-decreasing.
• The new metric h is not preserved under a biholomorphic mapping
Ψ : Ω1 → Ω2 of distinct domains.
We get the most information from h when we study biholomorphic self-
maps of a fixed domain. For instance let us consider fixed points in the
boundary. We have the following result.
Theorem 4.5 Let Ω be a fixed, smoothly bounded, strongly pseudoconvex
domain in Cn that is not biholomorphic to the ball. Let P1, . . . P2n be points
in general position in ∂Ω. If ϕ : Ω → Ω is a biholomorphic self-map of Ω
that fixes each Pj then ϕ is the identity mapping.
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Proof: If P1, . . . , Pn are in general position (avoiding a cut locus configu-
ration) then they determine barycentric coordinates in the metric h on ∂Ω.
Thus ϕ fixes an entire relatively open subset in ∂Ω, and so ϕ ≡ id.
Some comments are in order. It is known that it takes three fixed points in
the boundary of the unit disc D ⊆ C in order to force a conformal mapping to
be the identity. But of course the disc does not have compact automorphism
group. For the annulus (which does have compact automorphism group), one
fixed point in the boundary forces the identity.
Consider a strongly pseudoconvex domain which consists of the unit ball
B in C2 with a small, circularly symmetric bump added in a neighborhood
of (1, 0). It is known (see [LER]) that the only automorphisms of such a
domain are rotations in the z2 variable. A rotation in the z2 variable will
fix all points of the form (eiθ, 0) in the boundary, and not necessarily be the
identity. But of course such points are not in general position.
Now let Ω = {z ∈ Cn : ρ(z) < 0}. Let ρ0(z) = |z|
2 − 1 be the standard
defining function for the unit ball in Cn. Assume that ‖ρ − ρ0‖C∞ is small.
Then, by a theorem in [GK1], [GK2] the Bergman metric of Ω will have
negative curvature. Also, a generic Ω of this type will not be biholomorphic
to the ball. So its automorphism group is compact, and a classical theorem
of Cartan/Hadamard shows that there is a common fixed point P for the
automorphism group Aut (Ω).
By our construction of the metric H˜ , this metric will have a layer P near
the boundary on which the metric is a product metric, a layer A on which the
metric comes from averaging, and an interior region B on which the metric
coincides with the Bergman metric. Suppose that we have chosen ǫ and δ
in the construction of H˜ to be quite small, so that Fefferman’s asymptotic
expansion (Step 4 in the proof of Theorem 3.2) is valid even on the boundary
of region B. Thus the metric H˜ on the region B is, by Fefferman’s work [FEF]
(out near the boundary), asymptotically like the Bergman metric for the ball.
Thus a point X in B out near the boundary will be metrically different from
points in P. We can be sure then that such points will not be mapped by
any automorphism into P. By the maximum principle, we can conclude that
no point of B will be mapped by any automorphism into P. In fact we may
look at this matter in another way: the regions P, A, and B are each defined
in terms of H˜-metric distance to the boundary. So each will be preserved
under automorphisms of Ω.
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The structure described in the last paragraph enables us to see quanti-
tatively why Cartan’s theorem (Proposition 2.1) is true: If Ω is a smoothly
bounded, strongly pseudoconvex domain not biholomorphic to the ball and
equiped with the metric H˜ , and if P ∈ Ω, then it is clear that a sequence
of automorphisms cannot move P out to the boundary. For if P lies in B
then it must stay in B. If it lies in A then it must stay in A. And if it lies
in P then it must stay in P . But in fact it must stay, under action of the
automorphism group, in the given layer of the product structure in which P
lives.
We can certainly perform our construction of H˜ so that the common fixed
point P lies in B. It was proved in [GRK1] that Bergman representative coor-
dinates (see Section 3) can be then used to create an equivariant embedding
of Ω into Cn so that the automorphism group acts on Ω as a subgroup of the
unitary group U(n) acting naturally on space.
Let B(P, r) be any H˜-metric ball centered at P . Of course any ϕ ∈
Aut (Ω) will map B(P, r) isometrically to itself. And balls that lie entirely in
B will, by the equivariant re-embedding in the last paragraph, be essentially
“round”, with the automorphism group acting on them by unitary rotation.
We thus have a new type of Schwarz lemma:
Theorem 4.6 Let Ω be a smoothly bounded, strongly pseudoconvex do-
main in Cn that is C∞ sufficiently close to the unit ball. Such a domain is
generically not biholomorphic to the ball, and we assume this property for Ω.
With notation as above, let P ∈ Ω be a common fixed point for the elements
of Aut (Ω). By the earlier discussion, we may take P to lie in B. Then any
H˜-metric ball B(P, r) is preserved by elements of Aut (Ω). If the metric ball
lies entirely in B, and if we take Ω to be equivariantly re-embedded, then the
metric ball is acted on via unitary rotation by elements of the automorphism
group.
It is interesting to note that any smoothly bounded domain in the plane,
except for the unit disc of course, will have compact automorphism group—
see [KRA4]. If we take the domain to be the annulus A = {ζ ∈ C : 1 <
|ζ | < 2}, and if we concentrate on the closed subgroup G of Aut (A) given
by the rotations, then the smooth-to-the-boundary invariant metrics h, H ,
and H˜ for G may all be taken to be the Euclidean metric. For the full
group Aut (A), the inversion mapping ζ 7→ 2/ζ does not preserve Euclidean
distance. So the three invariant metrics for all of Aut (Ω) will be something
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different. If instead Ω is the unit disc with the closed discs D(1/2, 1/10),
D(i/2, 1/20), and D(−1/2, 1/30) removed, then Ω is what we call rigid—
that is, Ω has no automorphisms except the identity mapping. So again, h,
H , and H˜ can all be taken to be the identity. Finally, if Ω is the domain
Ω = D(0, 1)\
[
D(1/2, 1/10)∪D(−1/2, 1/10)∪D(i/2, 1/10)∪D(−i/2, 1/10)
]
,
then the automorphism group consists of just four rotations. These are of
course members of the orthogonal group. So, again, we may take h, H , and
H˜ to be the Euclidean metric.
Finally, consider the annulus A′ = {ζ ∈ C : 1/4 < |ζ | < 1}. The image
of this annulus under the mapping Φ : ζ 7→ [ζ + 1/2]/[1 + ζ/2] is the doubly
connected region A = D(0, 1)\D(10/21, 4/21). Of course the automorphism
groups of A and A′ are related by
Aut (A′) ∋ ϕ 7−→ Φ ◦ ϕ ◦ Φ−1 ∈ Aut (A) .
Now we know that the automorphism group of A′ consists of rotations and
the inversion ζ 7→ (1/4)/ζ . At least for the subgroup consisting of the ro-
tations, the smooth-to-the boundary invariant metric may be taken to be
the Euclidean metric. But the automorphisms of A will be nontrivial lin-
ear fractional transformations, and these certainly do not respect Euclidean
distance. Thus h, H , and H˜ for A will be new metrics, not anything familiar.
We cannot consider a bounded, infinitely connected domain in either C
or Cn, because such a domain will not have a smooth defining function and
therefore will not have smooth boundary by our definition. Any finitely
connected domain can, by a standard representation theorem (see [KRA3]),
be represented as the unit disc D with finitely many smaller closed discs
removed. As soon as the number of excised discs is at least two, it is not
difficult to show that the automorphism group of the resulting domain must
be finite (see [HEI1], [HEI2]), hence the group is certainly compact. The
theory of linear fractional transformations is a great aid in studying this
automorphism group.
5 Concluding Remarks
It is a hallmark of modern differential geometry that a variety of geometric
analysis problems can be solved by the creation of a new metric. As an
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instance, Schoen and Yau [SCY] used this approach to prove the positive
mass conjecture.
We have endeavored to show in the present paper the utility of a new
invariant metric for automorphism groups of domains. We have indicated
that the metric can be constructed for strongly pseudoconvex domains and
finite type domains. It is not known whether there is such a metric on an
arbitrary, smoothly bounded, Levi pseudoconvex domain.
The work [GRK3] went further than the present paper in that it showed
the the construction of the invariant metrics h, H , and H˜ can be made
to vary smoothly when the base domain Ω varies smoothly (in a suitable
topology on domains). This in turn is based on a detailed study of variation
of the ∂-Neumann problem and the Bergman kernel under smooth variation
of the domain. Such information is useful, for instance, in the study of semi-
continuity of automorphism groups of domains (see [GRK3]).
It is hoped that the work presented here will be a model for future in-
vestigations in complex geometric analysis. Certainly the well-known list of
invariant metrics in complex analysis is by no means complete.
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