We use a large grid of photoionization models that are representative of observed planetary nebulae (PNe) to derive ionization correction factors (ICFs) for sodium, potassium, and calcium. In addition to the analytical expressions of the ICFs, we provide the range of validity where the ICFs can be safely used and an estimate of the typical uncertainties associated with the ICFs. We improved the previous ICFs for calcium and potassium in the literature and suggest for the first time an ICF for sodium. We tested our ICFs with a sample of 39 PNe with emission lines of some ion of these elements. No obvious trend is found between the derived abundances and the degree of ionization, suggesting that our ICFs do not seem to be introducing an artificial bias in the results. The abundances found in the studied PNe range from −2.88 +0.21 −0.22 to −2.09 ± 0.21 in log(Na/O), from −4.20 +0.31 −0.45 to −3.05 +0.26 −0.47 in log(K/O), and from −3.71 +0.41 −0.34 to −1.57 +0.33 −0.47 in log(Ca/O). These numbers imply that some of the studied PNe have up to ∼65%, 75%, or 95% of their Na, K, and/or Ca atoms condensed into dust grains, respectively. As expected, the highest depletions are found for calcium which is the element with the highest condensation temperature.
INTRODUCTION
Planetary nebulae (PNe) are the final products of many low to intermediate-mass stars, those having initial masses between ∼0.8 and 8 M . These ionized nebulae are produced after the ejection of the outer shells of the central star in the thermally pulsing Asymptotic Giant Branch (AGB) phase. If the ultraviolet photons of the star are able to ionize the gas before it is diluted into the interstellar medium (ISM), a PN is formed.
The abundances of PNe are useful tools to study many aspects of stellar and galactic evolution. Some elements such as helium and nitrogen reflect the nucleosynthesis processes that have occurred during the stellar evolution. Others such as argon and chlorine are not affected by the stellar nucleosynthesis and thus, can be used to trace the composition of the interstellar medium when the progenitors of PNe were formed.
There are also a few elements that serve us to study dust formation and evolution in PNe. Refractory elements such as iron, nickel, and calcium have gaseous abundances in the E-mail: amedina, gdelgado@astro.unam.mx (AMA, GDI) ISM that are much lower than a reference value, i.e. solar (Morton et al. 1973; Morton 1974) . This underabundance is assumed to be the consequence of their atoms being deposited into dust grains. Therefore, by studying the gaseous abundance of refractory elements in PNe we can learn about dust grain composition and their evolution in the ionized medium that forms PNe (e.g., Stasińska, & Szczerba 1999; Phillips 2007; Delgado-Inglada et al. 2009; Delgado-Inglada & Rodríguez 2014) .
The determination of an element abundance in ionized nebulae relative to hydrogen, X/H, is generally computed by adding up the ionic abundances of all the ions present in the gas. In order to take into account the contribution of unobserved ions (because their emission lines are too weak or because they are emitted in a different spectral range than the observed one), one needs to make use of the ionization correction factors (ICFs). , 2016 used a large grid of photoionization models to provide new ICFs for carbon, nitrogen, oxygen, neon, sulphur, chlorine, argon, and nickel to be used in PNe with optical observations.
Here, we use the same grid of models and the same approach to suggest new ICFs for three other elements: sodium, potassium, and calcium. Due to their condensation temperature, calcium, potassium and sodium (in that order) are most likely to be condensed onto dust grains, leading to bigger depletion factors than other elements such as carbon or lead (Savage, & Sembach 1996; Field 1974) . Pioneering studies of the gas phase depletions of these elements include works by Shields et al. (1981) and by Kingdon et al. (1995) , who used PNe photoionization models along with observations and obtained calcium depletion factors of ∼1.5 and 2.5 dex, respectively. Other published values for the gaseous abundances of these elements cover the ranges: near solar to 1/2 the solar abundance for sodium, near solar to 1/6 solar for potassium, and 1/2 to 1/40 the solar abundance for calcium Aller, & Czyzak 1983; Keyes et al. 1990; Casassus et al. 2000; Hyung et al. 2001; Pottasch & Surendiranath 2007; Bohigas et al. 2013) .
The only available ICFs in the literature for these elements are those proposed by Bohigas et al. (2013) for potassium and calcium. However, they are simple expressions based on similarities between the ionization potentials of K +3 and Ar +3 (60.9 and 59.8 eV, respectively) and Ca +4 and Ar +4 (84.4 and 75.0 eV, respectively). These simple expressions are not necessarily correct (e.g., Stasińska 2002) .
To test our computed ICFs, we have compiled from the literature a sample of PNe where at least one emission line of some ion of sodium, potassium, and calcium has been detected. Deep, high-resolution optical spectrophotometry making use of instruments attached to 8-10-m type telescopes, has significantly raised the amount of heavy element emission lines in PNe spectra. As an example: in a very deep, high-resolution (R ∼ 40, 000) optical spectrum of the highexcitation PN NGC 3918, several emission lines of [Na iv], [K iv], [K v], [K vi] , and [Ca v] were identified and measured by García-Rojas et al. (2015) . In the next decade, the upcoming of giant (30-40-m class) telescopes will increase the number of detected Na, K and Ca emission lines, therefore, the computation of appropriate ICFs using an extensive database of photoionization models will be extremely useful to estimate accurate elemental abundances.
THE GRID OF PHOTOIONIZATION MODELS
We have used a subgrid of models from the Mexican Million Models database (3MdB, Morisset et al. 2014 ). The subgrid is defined by the models under the "PNe 2014 c13" and "PNe 2016" references, having a blackbody as the ionization source, solar abundances, no dust, a constant density distribution of the gas, and obtained with the version c13 of the multipurpose photoionization code cloudy . Since this sample of photoionization models was specially designed to compute the ICFs of several elements in PNe, it is ideal for our purposes. The input parameters and the physical and chemical assumptions are wide enough to obtain a grid that is representative of most of the observed PNe. The effective temperature (T eff ) ranges from 25,000 to 300,000 K, the inner radius (Rin) from 3 × 10 15 to 3 × 10 18 cm, the stellar luminosity (L * ) from 200 to 17,800 L , and the hydrogen density (nH) from 30 to 300,000 cm −3 . The code stops when the fraction of H + decreases below 2% producing radiation bounded models. computed matter bounded models by cutting the radiation bounded models at 40%, 60%, and 80% of their total gas mass.
The initial grid contains ∼ 60, 300 models but we applied the filters described by to remove unrealistic models: 1) We exclude models with hydrogen masses above 1 M , 2) we exclude models where the effective temperatures and luminosities fall outside the evolutionary tracks proposed by Schoenberner (1983) and Bloecker (1995) for PN with central star masses between 0.58 to 0.70 M , 3) we limit the Hβ surface brightness to the range 10 −13 −10 −11 erg s −1 cm −2 arcsec −2 , 4) we also exclude models with large outer radius and high electron density as well as the opposite case. 1 . In addition, we only consider here the radiation bounded models and the matter bounded models constructed by cutting the radiation bounded models at 80% of their total gas mass disconsidering the ones in the initial grid whose cut is more severe. The reason is that we identified that the heavily cut models were those which led to an unphysical relation between N/O and He/H (upper panel of Fig. 5 in Delgado-Inglada et al. 2015) . This leads us to a final sample of 3,916 photoionization models from which we compute the ICFs. Figure 1 shows the values of He ++ /(He + +He ++ ) as a function of O ++ /(O + +O ++ ) for the initial and final samples of photoionization models along with the observational sample used here (black circles). It can be seen that the final grid of models covers a wide range in degree of ionization. In addition, the grid covers most of the observational sample used here with the exception of NGC 2022 (taken from the observations of Tsamis et al. 2003) . Therefore, we consider that these models are representative of most of the observed PNe and hence, are adequate to derive ICFs.
METHODS AND NOTATIONS
The total abundance of one particular element with respect to hydrogen abundance, X/H, is computed as the sum of all the ionic abundances (X +i /H + ) of the ions present in a nebula. The ionic abundances are calculated as:
where (Hβ) and (λ) correspond to the emissivities of Hβ and one line emitted by the ion involved, and I(Hβ) and I λ are the line intensities of Hβ and the measured line.
In general, not all the ions present in ionized nebulae can be observed, either because their emission lines are emitted in a different wavelength range than the observed one or because the lines are too weak to be measured. In such cases, it is necessary to use an ionization correction factor (ICF) that take into account the contribution of unobserved ions to the total abundance.
The quantities and notations used here are similar to those presented in Section 4.1 of . We will use one of the cases we studied here as an example to explain the notation adopted. If the only observed ion of sodium is Na ++ the total abundance can be expressed as:
and hence the ICF is given by:
where x corresponds to the relative ionic fractions weighted by the electron density ne, which are one of the outputs of the photoionization code cloudy available in 3MdB. This expression is called ICFm. We use the photoionization models to look for correlations between this quantity and other ionic fractions that are easily obtained from observations. Following the work by , we have tried to use these two ionic fractions:
and υ = He ++ (He + + He ++ )
.
We perform a fit to the best correlation and provide the analytical expressions of the ICFs, ICF f . In some cases, other options, i.e., fits depending on other parameters different from ω and υ, are suggested. In addition, we also illustrate the magnitude of the uncertainties associated with the proposed ICFs. The uncertainties in dex in the total abundances are given by ∆ICF = logICF f -logICFm.
IONIZATION CORRECTION FACTORS

Sodium
The sodium lines that have been more frequently observed in PNe are: [Na iii] λ7.32 µm and [Na iv] λ3242, λ3362 (Hyung 1994; Hyung et al. 1995 Hyung et al. , 2001 Tsamis et al. 2003; Pottasch et al. 2003b; Pottasch & Surendiranath 2007; Pottasch et al. 2009; García-Rojas et al. 2015) but other lines have also been detected (see Table 2 ). According to our grid of photoionization models, the ions that contribute the most to the total Na abundance are Na + , Na ++ , Na +3 , and Na +4 (with ionization potentials, I.P., 47. 3, 71.6, 98.9, and 138.4 eV, respectively). We do not expect any significant contribution of Na +5 (I.P. = 172.2 eV) and Na +6 (I.P. = 208.5 eV).
For this element we have derived three correction schemes depending on the observed lines: 1) to be used when [Na iii] lines are observed, 2) to be used when [Na iv] lines are observed, and 3) to be used when [Na iii] and [Na iv] lines are observed. Note that scheme 3) may imply to use infrared and optical observations together. Beintema & Pottasch (1999) reported the detection of the infrared lines: [Na iv] λ9.0 and 21.3 µm, [Na vi] λ8.6 and 14.39 µm, and [Na vii] λ4.7 µm in NGC 6302. Since these lines have been detected only by these authors and only in this PN, we do not provide an ICF to be used in this case.
ICF based on Na ++
We suggest two ICFs for this case. The first one:
can be used when ω ≥ 0.6 and υ ≥ 0.02. Figure 2 shows the values of ICFm(Na ++ /(O + +O ++ )) as a function of He ++ /(He + +He ++ ). The ICF from Equation 6 (solid line) is shown in the upper panel together with the photoionization models (circles). Models with ω ≥ 0.6 and υ ≥ 0.02 are represented with filled circles whereas the others are shown with empty symbols. As can been seen, the models with ω < 0.6 and υ < 0.02 are not fitted by equation. 6 and thus, we recommend not using this ICF outside the proposed range.
The uncertainties in log(Na/O) associated with this ICF are presented in the lower panel of Figure 2 only for the models within the range of validity: ω ≥ 0.6 and υ ≥ 0.02. For most of the models they are ±0.02 dex so this can be taken as a typical uncertainty in log(Na/O) associated with the use of this ICF.
We also derived an alternative ICF that can be used in a larger number of PNe, those with υ ≥ 0.02, but that has somewhat larger uncertainties associated. The upper panel of Figure 3 shows the values of ICFm(Na ++ /O + ) as a function of O ++ /(O + +O ++ ). The models with υ ≥ 0.02 are represented with filled circles whereas the others are shown with empty symbols. The analytical expression we obtained (solid line) is given by:
The uncertainties in log(Na/O) associated with this ICF are presented in the lower panel only for the models with υ ≥ 0.02. It can be seen that ±0.05 dex can be taken as a typical uncertainty associated with this ICF. 
ICF based on Na +3
The best correlation we found between the Na +3 ionic fraction and υ or ω is showed in the upper panel of Figure 4 . The fit (black solid line) was obtained taking into account only the models with υ ≥ 0.05:
The uncertainties in log(Na/O) associated with this ICF (lower panel of Figure 4 ) are around +0.2 −0.4 dex (dash-dotted lines shown in Figure 4 ). For the models with υ > 0.5 the uncertainties are ±0.1 dex (dashed lines shown in Figure 4 ).
ICF based on Na ++ and Na +3
In this case we also suggest two ICFs. The first one is more restricted and it was obtained by fitting the correlation between ICFm((Na ++ +Na +3 )/(O + +O ++ )) and He ++ /(He + +He ++ ):
It can be used only if ω ≥ 0.6 and υ ≥ 0.02. The upper panel of Figure 5 shows the values of ICFm as a function of υ for all the photoionization models. The fit is represented with a solid line. As can been seen, the models with ω < 0.6 and υ < 0.02 (empty circles) are not fitted by the previous expression and thus, we do not recommend to use this ICF in very low excitation PNe and/or relatively low ionized PNe. The uncertainties associated with the use of this ICF are around +0.02 −0.03 dex. The second proposed ICF was obtained by fitting the correlation between ICFm((Na ++ +Na +3 )/(O + +O ++ )) and O ++ /(O + +O ++ ) and it can be used in all the PNe with υ ≥ 0.02:
The upper panel of Figure 6 shows the values of ICFm as a function of ω for all the photoionization models. The fit is represented with a solid line. The uncertainties associated with the use of this ICF are +0.03 −0.15 dex.
Potassium
The emission lines more frequently reported in the literature are the following: as a function of He ++ /(He + +He ++ ) for our photoionization models. The line represents ICF f ((Na ++ +Na +3 )/(O + +O ++ )) from equation 9 derived using only the models with ω ≥ 0.6 and υ ≥ 0.02 (represented with filled circles). Lower panel:
Values of ∆ICF f ((Na ++ +Na +3 )/(O + +O ++ )) as a function of He ++ /(He + +He ++ ) for the photoionization models with ω ≥ 0.6 and υ ≥ 0.02. The solid black line represents
where
). The dashed lines represent the uncertainty range adopted for this ICF. The colorbar located on the right side of both panels runs from low to high values of O ++ /(O + +O ++ ). Henry 2001; Hyung et al. 2001; Pottasch et al. 2003a; Tsamis et al. 2003; Wesson & Liu 2004; Pottasch et al. 2009; García-Rojas et al. 2009 , 2012 Bohigas et al. 2013; García-Rojas et al. 2015; García-Rojas et al. 2018; Wesson et al. 2018) .
After examining all the possibilities, we decided to compute only one ICF based on K +3 ionic abundances since using also K +4 and K +5 ions did not significantly affect the analytical fit that could be provided. This is a consequence of the high ionization potentials of K +4 and K +5 (82.7 and 100 eV, respectively) that make these ions modest contributors to the total abundance of potassium. These two ions contribute up to 25% of the potassium abundance in our models with ω > 0.5. In fact [K v 
). The dashed lines represent the uncertainty range adopted for this ICF. The colorbar located on the right side of both panels runs from low to high values of He ++ /(He + +He ++ ). Beintema & Pottasch (1999) We suggest an improvement of the ICF proposed by Bohigas et al. (2013) since we did not find a better ICF for K/H or K/O based on O ++ /(O + +O ++ ) and He ++ /(He + +He ++ ). These authors proposed to use the expression K/Ar = K +3 /Ar +3 that it is based on the similarities between the I.P. of K +3 (60.9 eV) and Ar +3 (59.8 eV). He ++ /(He + +He ++ ) for our photoionization models. The dashed line represents the ICF suggested by Bohigas et al. (2013) . It is clear from the figure that this correction scheme underestimates the K abundances in all the cases by more than 0.1 dex. From our grid of photoionization models we obtain the following ICF (solid line in Fig. 7) :
This expression can be used when υ ≥ 0.02 (filled circles in upper panel of Fig. 7) . Lower panel of Figure 7 shows that the uncertainties associated with this ICF are, in general, ±0.05 dex. It should be noted that since this ICF is based on the ionic fraction of Ar +3 , a reliable determination of the total Ar abundance is required.
Calcium
The Ca lines that are more frequently observed in PNe are [Ca ii] λ7291, λ7324 and [Ca v] λ5309, λ6086 (Aller & Czyzak 1978; Hyung 1994; Hyung et al. 1995; Aller et al. 1999; Kwitter & Henry 2001; Pottasch et al. 2003a; García-Rojas et al. 2012; Bohigas et al. 2013; García-Rojas et al. 2015; García-Rojas et al. 2018 ). Since the I.P. of Ca + is 11.9 eV, this ion is mostly located in the photodissociation region and since this region is not included in our models, they are not adequate to compute one ICF for calcium based on Ca + abundance. Therefore, we only compute one ICF to be used when only [Ca v] lines are detected. Beintema & Pottasch (1999) identified other Ca lines in NGC 6302: [Ca iv] λ3.21 µm, [Ca v] λ4.16 µm, λ11.49 µm, [Ca viii] λ6.15 µm. We do not consider these ions because this is the only object where these lines have been identified.
Ca +4
As in the case of potassium, we derived a modified ICF for calcium from the one proposed by Bohigas et al. (2013) , Ca/Ar = Ca +4 /Ar +4 , to be used when only [Ca v] lines are observed:
This expression (represented with a solid line in Figure 8 ) is valid ω ≥ 0.8 and υ ≥ 0.02. The lower panel of Figure 8 shows that the typical uncertainties associated with this ICF are +0.05 −0.03 dex.
Table 1 summarizes all the analytical expressions for the ICFs derived here, the ions that have to be observed, the associated uncertainties, and the range of validity of each ICF. We have tested the validity of the ICFs derived here on the additional families of models presented by . These families include models with blackbody and Rauch atmospheres, different metallicities (Z /2, Z , and 2×Z ), different nebular density distributions (constant and gaussian), different mass cuts (including matter-and radiation-bounded models), and with and without dust grains. We found that our ICFs are valid for all the models.
USING OUR ICFS
Observational sample
We use our ICFs to determine the chemical abundances in a sample of PNe from the literature. In Table 2 we summarize the results of our literature survey for sodium, potassium and calcium lines identified in the optical and infrared spectra of PNe. In columns 2-4 we present the lines identified, the number of PNe where each line has been identified, and the references from which we obtained the corrected intensities, respectively.
In total we have found emission lines from these three elements in 39 PNe. For four of them we have used observations from two sources: IC 2165 (Hyung 1994; Bohigas et al. 2013) , IC 5217 Kwitter & Henry 2001) , NGC 6302 (Aller & Czyzak 1978; Tsamis et al. 2003 for NGC 2867 we have used the observations of two different velocity components in the PN observed by . We decided to used both spectra for each of these PNe because the characteristics of the observations and the ions observed are different. This serves to compare the results.
In the case of NGC 6153, we used the optical observations from and the infrared [Na iii] λ7.32 µm line from Pottasch et al. (2003b) . For Hu 1-2 we used the intensities from the combined red-and blue-shifted line profiles of the North blob reported by Pottasch et al. (2003a) .
As we mentioned in Section 4, we have not included the data of NGC 6302 from Beintema & Pottasch (1999) although they reported several Na, K, and Ca lines because most of these lines have only been detected in this object. 
Physical conditions
We started from the intensity ratios with respect to Hβ already corrected from interstellar extinction and we adopted the uncertainties in the line fluxes provided by the authors. When uncertainties are not reported, we adopted a relative uncertainty of 25% for lines with I λ /I Hβ < 0.01, 10% for lines with 0.01 < I λ /I Hβ < 0.1, 8% for lines with 0. All the calculations have been made with PyNeb (Luridiana et al. 2015) and the adopted atomic data are shown in Table 3 . Some of them were taken from the version 8 CHI-ANTI database (Dere et al. 1997; Del Zanna et al. 2015) .
To obtain the final values of Te and ne we propagated the uncertainties in the intensity ratios by running 300 Monte Carlo simulations. For each intensity ratio, we generated a Gaussian distribution centered in the observed value and with a sigma equal to the flux uncertainty. Then, the Te and ne were computed for each Monte Carlo run. To obtain the final values, we computed the medians of each distribution and the associated uncertainties, which are those derived from the 16 and 84 percentiles, that define a confidence interval of 68 per cent. The final values obtained for the sample of PNe are presented in Table 4 .
The physical conditions that we derived are in general consistent within uncertainties with those reported in the literature. The differences can be explained as due to: the adopted diagnostic ratios used, the Te/ne assumed, the atomic data adopted, and the method used to derive the final values. Here we use the median value of the temperature/density distribution as the final value. In the case of the ne, the distribution is obtained from averaging the values computed from each run of the Monte Carlo simulation. A crucial factor involved in the discrepancies between our Te([N ii]) and the ones from the literature is the correction of the recombination contribution to the [N II] λ5755 line, not considered in this work.
We could not explain the difference of 1200 K between our Te([N ii]) and the one reported by Kwitter & Henry (2001) for M1-80. If we use the atomic data and electron density reported by these authors we still obtain the same difference of 1200 K.
For the five PNe for which we have two available spectra from different authors we can compare the physical conditions derived. We found reasonable agreement between the results obtained from both observations of IC 2165, IC 5217 and NGC 6886, with differences within the uncertainties. However, for NGC 6302 and NGC 2867 we found differences of 2300 and 700 K between both estimates of Te([O iii]), respectively.
Ionic abundances
We only computed the ionic abundances involved in the calculations of Na, K, and Ca abundances. We adopted Te ( The values of He + /H + were estimated from the emission line He i λ5876 and using the effective recombination coefficients of Storey & Hummer (1995) for H i and those provided by Porter et al. (2012 Porter et al. ( , 2013 for He i that include corrections for collisional excitation and self-absorption effects. The He ++ /H + values were computed with the He ii λ4686 line (in those PNe where the line is observed) and using the effective recombination coefficients given by Storey & Hummer (1995) .
We computed all the ionic abundances for each Monte Carlo run and adopted as the final values the median of each abundance distribution. The associated uncertainties are those computed from the 16 and 84 percentiles, that define a confidence interval of 68 per cent. All the ionic abundances are listed in Table 5 and Table 6 . We derived Na ++ /H + for three PNe, Na +3 /H + for six PNe, K +3 /H + for 36 PNe, K +4 /H + for six PNe, K +5 /H + for three PNe, and Ca +4 /H + for 11 PNe.
In general our ionic abundances are in agreement within the uncertainties with those reported in the literature and the differences are up to ∼ 0.4 dex. There are some exceptions where we found highest differences: in O + /H + for Fg 1, NGC 6537, and NGC 6790 (0.8, 0.6, and 1.4 dex differences, respectively), in K +3 /H + for IC 5217 and the K +3 /H + reported by Hyung (1994) for IC 2165 (0.4 and 0.5 dex, respectively), in K +4 /H + for H 1-50 (0.4 dex), in K +5 /H + for Hu 1-2 (0.6 dex), and in the Ca +4 /H + derived 3, 4, 5, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20 [K vi] Tsamis et al. (2003) for NGC 6818 that is ∼1.1 dex lower than ours. We were not able to reproduce this value. From the comparison between the ionic abundances de-rived for the objects with two available spectra we found differences of up to 0.2 dex for NGC 2867 and NGC 6302, up to 0.3 dex for NGC 6886 and IC 2165, and up to 0.4 dex for IC 5217.
Total abundances
The total abundances of O and Ar were computed using the ICFs derived by and the total abundances of Na, K, and Ca were computed with the ICFs derived here. We take into account two type of uncertainties: 1) those that arise from the uncertainties in the line intensities and 2) those that are associated with the adopted ICF. The first ones are the only ones considered in most of the abundance calculations but the uncertainties associated with the correction scheme may be significant for Ar, Na, K, and Ca. The uncertainties associated with the ICFs were estimated by constructing a uniform distribution for each ICF via 300 Monte Carlo simulations. The central value of such distribution is the ICF computed from the observed degree of ionization, and the upper and lower limits are those related to the uncertainties associated with each ICF (see Table 1 ). Then we compute the total abundances associated to the generated random ICF values. The final value of each abundance is the median of the distribution and the associated uncertainties are given by the 16 and 84 percentiles. Table 7 shows the final abundances for all the PNe. We do not provide the total abundance of Na, K, or Ca in those PNe with an estimation of the ionic abundances of these elements but with a value of ω or υ outside the range of validity of the ICFs derived here. The total number of PNe with Na, K, and Ca abundances is 8, 28, and 11, respectively.
If we use the ICF suggested by Bohigas et al. (2013) for K and Ca we would obtain systematically lower abundances by up to 0.6 and 0.4 dex, respectively.
Our derived total abundances of O, K, and Ar are in general consistent within the uncertainties with the values reported in literature. However, there are some exceptions, particularly for Ar and K abundances. For K, we obtained the largest difference with the one derived by Pottasch et al. (2009) for NGC 6210, which is 0.8 dex lesser than the derived here. As for Na and Ca abundances we find less agreement between our values and the ones from the literature, reaching 0.6 dex (bigger than ours) and 1.1 dex (lesser than ours), respectively for IC 5217 from Hyung et al. (2001) and for NGC 6302 from Aller & Czyzak (1978) . Figures 9-11 show the values of the total abundances of Na, K, and Ca computed with our ICFs as a function of the degree of ionization for all the PNe with emission lines of these elements. These figures also show the sum of the ionic abundances of each element observed in each PN. The comparison between both values illustrates that the ICF is significant in many cases and not considering it may lead to incorrect abundances. We can also see in these figures that all the PNe have a relatively high degree of ionization, O ++ /(O + +O ++ ) 0.5 and thus, we cannot test the proposed ICFs in the whole range of degree of ionization. However, since the ions needed to compute Na, K, and Ca abundances have relatively high I.P. we do not expect them to contribute significantly in low ionization PNe and thus, our correction schemes may not be applicable to those objects.
There is no obvious trend between the total abundances of Na, K and Ca and the ionization degree, at least in the range covered by the sample. We computed the Pearson correlation coefficients of the Na/O, K/O and Ca/O abundances as a function of the ionization degree, and obtained coefficients of -0.084, 0.524 and 0.022 with a p-value of 0.838, 0.002 and 0.948, respectively. These results indicate that there is a weak but statistically significant relation between the K/O values and the ionization degrees. However, a larger sample of PNe is necessary to find out if our ICF for K is introducing this trend or not. Figures 9-11 show that most of the PNe have Na, K, and Ca abundances below the solar value, as expected if these atoms are deposited in dust grains. However, a few PNe have abundances above the solar value. Below, we will discuss this result further.
DEPLETION FACTORS AND DISCUSSION
As we mentioned in Section 1 the depletion factor of an element refers to its observed underabundance with respect to the solar abundance, which is generally used as a reference for the total abundance (gas plus dust) of each element. Element depletion is presumed to be the consequence of atom condensation into dust grains and it can be computed as:
[X/H] = log(X/H) − log(X/H) . We have used the abundance ratios with respect to oxygen instead of the abundance ratios with respect to hydrogen because the intrinsic value of the first ones are expected to show less variation from one object to another. We used as reference values for the total abundance of Na, K, and Ca the values provided by Lodders (2003) : log(Na/O) = −2.43 ± 0.08, log(K/O) = −3.61 ± 0.08, and log(Ca/O) = −2.40 ± 0.08 (shown in black solid lines in these Figures).
Our 3 dex) . We also explored the depletion factors using a non-refractory element such as argon, instead of oxygen, and found that the number of objects with positive depletion factors changed for the three elements. When using Ar as the reference element instead of oxygen, we found that there are no objects with positive sodium and potassium depletion factors, taking into account the bigger uncertainties in each case (which were those associated to Ar/H in the case of sodium and those associated to K/H in the case of potassium), while only three objects (M1-57, M1-80 and NGC 6884) have positive calcium depletion factors (with [Ca/Ar] of 0.81±0.20, 0.56 +0.17 −0.27 and 0.61 +0.29 −0.42 , respectively) taking into account the uncertainties of the derived Ar/H ratio, which are bigger to those associated to Ca/H. The differences found in the number of objects with positive depletion factors may be because the oxygen depletion in dust computed by Whittet (2010) is adequate for some specific physical conditions and chemical compositions which that are different to those of these objects, and it may be underestimated in some cases. However, argon abundances are less reliable than oxygen abundances and thus, we preferred to present here the abundances with respect to oxygen. Another explanation for the high abundances derived is that some lines may be misidentified or blended. In fact, the derived Ca abundances for five out of the eleven PNe where Ca +4 emission lines are observed is likely overestimated due to a blend reported in [Ca v] λ6086.40 with the [Fe vii] λ6086.29 line. These PNe are IC 2165 from Hyung (1994) , IC 2165 from Bohigas et al. (2013) , NGC 6302 from Aller & Czyzak (1978) , NGC 6537 from Aller et al. (1999) , NGC 6886 from Hyung et al. (1995) , and NGC 3918 from García-Rojas et al. (2015) . In any case, this blend can only affect highly excited PNe. These five PNe have been included in Figures 11 and 14 ( shown in grey circles) because [Ca V] 6086.40 line was the only one available to compute the calcium abundance. Field (1974) found that the observed depletions correlate with the condensation temperature, TC. This parameter is defined as the temperature at which 50 per cent of the atoms are condensed into the solid phase. For the more refractory elements (e.g., Ca, Fe, Si) the trend between depletion and TC is strongest as TC is higher whereas the more volatile elements (e.g., N, S) have very low depletions independently on TC (Whittet 2003) . For a solar-system composition gas, the TC of sodium, potassium, and calcium are 958, 1006, and 1517 K, respectively (Lodders 2003 , where we obtained that ∼ 95% of the calcium atoms in these nebulae are deposited in the solid grains. NGC 3918 has an almost solar Na abundance and ∼ 50% of its K atoms in the dust phase. As for IC 2165, ∼ 40% of its K atoms are likely condensed in the dust grains. The maximum Na depletions are obtained for IC 2165 from Hyung (1994) and NGC 6210, where ∼ 60% of its Na atoms are deposited in the dust phase, while the maximum K depletions were found for both observations of NGC 6886 and NGC 5189, where ∼ 70% of their K atoms is in the dust phase.
Sodium may be synthesized during the H-burning and then brought to the stellar surface through the first dredgeup (Mowlavi 1999) . Since the Na is produced from initial Ne, its origin is secondary. Mowlavi (1999) proposed a primary production of Na in AGB stars from the Ne produced in the He-burning shell and its subsequent transformation into Na via the H-burning shell. The material is then mixed and transported into the stellar surface via the third dredge-up. The production of Na competes with its depletion into dust grains. We can test these two scenarios by comparing the Na abundances and the C/O abundance ratios of our PN sample. If the sodium origin is primary, a positive correlation with C/O is expected. We compiled the values of C/O from Delgado-Inglada & Rodríguez (2014), except for those of NGC 6886, NGC 6302 from Tsamis et al. (2003) , and Hb 5, which were taken from the references of Table 2 . We did not find any obvious correlation but a larger sample is needed to make any conclusion (the Pearson correlation coefficient is 0.15 and the p-value is 0.81).
The maximum depletions reached here for calcium are lower than the ones obtained for iron or nickel in PNe: [Fe/O] and [Ni/O], up to ∼ −3 (Delgado-Inglada et al. 2016) . This is surprising because calcium has a somewhat higher TC (1517 K) than iron (1334 K) and nickel (1353 K). The higher iron and nickel depletions found in some PNe could be related to a higher efficiency of these elements to form grains or to differences in the formation and/or destruction of grains in the PNe involved. However, more spectra of high quality and of more PNe are needed to clarify this issue.
CONCLUSIONS
We have derived ionization correction factors (ICFs) for sodium, potassium, and calcium using a large grid of photoionization models derived by . The grid is part of the Mexican Million Models database and it is available for the community.
We also provide the typical uncertainties associated with log(Na/O), log(K/Ar) and log(Ca/Ar) arising from our ICFs. For each ICF, we define the range of validity, i.e., the range of O ++ /(O + +O ++ ) and/or He ++ /(He + +He ++ ) where the total abundance can be safely derived. Outside this region we expect that the error bars are large and thus, the ICFs are very uncertain and we recommend not to use them. In these cases computing a detailed photoionization model is the only possibility to obtain a reliable abundances.
The only previous ICFs in the literature are those derived by Bohigas et al. (2013) for potassium based on K +3 abundance and for calcium based on Ca +4 abundance. Both ICFs have been significantly improved here since our ICFs are based on realistic photoionization models. This is especially the case for K abundances where the previous ICF systematically underestimates them.
We tested our ICFs with a sample of 39 PNe with emission lines of some ion of these elements. We were able to compute Na abundances in eight PNe, K abundances in 28 PNe, and Ca abundances in nine PNe. We found no obvious trend between the derived abundances and the degree of ionization but more PNe are required to obtain statistically significant results and to confirm that our ICFs are not introducing an artificial bias in the results.
Two PNe have a depletion factor above zero within the uncertainties, which cannot be explained due to oxygen atoms deposition onto dust grains. Emission line missidentifications or blends may explain this result. The depletions found for these three elements with oxygen as the reference element, range from −0.45 ± 0.20 to 0.34 ± 0.21 for [Na/O], from −0.60 +0.31 −0.45 to 0.56 +0.26 −0.47 for [K/O], and from −1.31 +0.41 −0.34 to 0.83 +0.33 −0.47 for [Ca/O]. These numbers imply that some of the studied PNe have up to 65%, 75%, or 95% of their Na, K, or Ca atoms condensed into dust grains, respectively. Our results are consistent with expectations since calcium (with the highest condensation temperature) shows the highest depletions. 
