We consider non-ergodic magnetic random Schrödinger operators with a bounded magnetic vector potential. We prove an optimal Wegner estimate valid at all energies. The proof is an adaptation of arguments from [16] , combined with a recent quantitative unique continuation estimate for eigenfunctions of elliptic operators from [1] . This generalizes Klein's result to operators with a bounded magnetic vector potential. Moreover, we study the dependence of the Wegner-constant on the disorder parameter. In particular, we show that above the model-dependent threshold E 0 (∞) ∈ (0, ∞], it is impossible that the Wegner-constant tends to zero if the disorder increases. This result is new even for the standard (ergodic) Anderson Hamiltonian without magnetic field.
Introduction
We study a class of magnetic, non-ergodic random Schrödinger operators on L 2 (R d ) of the type
where λ > 0 is the disorder parameter, H 0 = (−i∇ + A 0 ) 2 + V 0 with a bounded electric potential V 0 ∈ L ∞ (R d ) and a bounded magnetic vector potential A 0 ∈ L ∞ (R d , R d ) satisfying div(A 0 ) bounded, and where
The random variables ω j , j ∈ Z d , are independent and identically distributed with compactly supported, non-degenerate distribution, and the single-site potentials (u j ) j∈Z d , are measurable and real-valued functions on R d satisfying
for some u − ∈ (0, 1] and δ ± > 0, where B(δ − ) and Λ δ + denote the d-dimensional ball of radius δ − and the d-dimensional cube of side length δ + , centered at 0. Furthermore, we assume that the centers z j of the single-site potentials are in a certain sense equidistributed in R d . Such operators are used to model quantum mechanical properties of disordered solids. While each configuration of the randomness corresponds to a particular realization of the solid, the law of the random variables models their distribution. One distinctive feature of random operators is the phenomenon of localization, i.e. that parts of the spectrum consist only of pure point spectrum (spectral localization) or that the solutions of the Schrödinger equation stay almost surely trapped in a finite region of space for all time (dynamical localization). This is in contrast to periodic operators which exhibit only absolutely continuous spectrum. One method for proving localization is the so-called multiscale analysis introduced in [10, 9] and further developed in [31, 11, 12, 13] . The multiscale analysis is an induction argument. While the induction anchor is provided by the so-called initial-scale estimate, a so-called Wegner estimate is needed for the induction step. A Wegner estimate is an upper bound on the expected number of eigenvalues of a self-adjoint restriction H ω,L of H ω to a cube Λ L ⊂ R d of side length L > 0 in an energy interval [a, b] ⊂ R. More precisely, a Wegner estimate is an estimate of the form
where C(λ) is a constant depending on λ and the various model parameters, S(b−a) denotes the concentration function of the distribution of the random variables ω j , j ∈ Z d , and m ≥ 1. A Wegner estimate is optimal if m = 1.
In this note, we prove optimal Wegner estimates for the family of operators defined in (1) valid at all energies [a, b] ⊂ R, see Theorems 2.1 and 2.2. Furthermore, we study the dependence of C(λ) on the disorder parameter λ. If
then the constant C(λ) in the Wegner estimate (2) will tend to zero if the disorder λ tends to infinity, see Theorem 2.3. In this case, the Wegner estimate can be used to obtain the initial length scale estimate at sufficiently large disorder, and localization follows via multiscale analysis, see [31, 14] . Hence, it is natural to ask whether such a Wegner estimate (where C(λ) → 0 if λ → ∞) also holds above the threshold E 0 (∞). Until now there have been no results in this direction, cf. [16] . We show in Theorem 2.4 that it is indeed impossible to obtain a Wegner estimate with C(λ) → 0 if λ → ∞ above E 0 (∞). This result is even new in the absence of a magnetic field. In the case where the family H ω is ergodic, Theorem 2.4 has an interpretation in terms of the integrated density of states, see Theorem 2.5. Theorems 2.4 and 2.5 show in particular that the spectral behaviour at large disorder changes drastically below and above the model-dependent constant E 0 (∞) ∈ [0, ∞], see Remark 2.6.
Optimal and non-optimal Wegner estimates for ergodic and non-ergodic random operators with and without magnetic field have been studied by many authors before. Let us give a brief overview here. We refer to [16] and [30] for further references. In [5] , an optimal Wegner estimate at all energies is proved for the usual (ergodic) Anderson Hamiltonian under the additional assumption that a covering condition holds. In [7] , the authors remove the covering condition and consider operators H 0 with non-vanishing magnetic field. More precisely, they assume that the magnetic vector potential A 0 is either periodic (which allows only for a subset of the class of periodic magnetic fields) or H 0 is the Landau Hamiltonian in two dimensions, i.e. A 0 = B/2(−x 2 , x 1 ) where B is the magnetic field strength. The Landau Hamiltonian can be treated in spite of its unbounded vector potential A 0 since unique continuation properties for the Landau Hamiltonian are quite well understood, cf. [8] . However, this method strongly relies on the structure of the Landau Hamiltonian and breaks down for arbitrarily small perturbations of the Landau magnetic field. In the non-ergodic setting, optimal Wegner estimates have been proved, e.g., in [21] for the Landau Hamiltonian, and up to a logarithmic correction in [22] for non-magnetic Schrödinger operators. The logarithmic factor in the energy is removed in [16] .
The drawback of our results is that we assume boundedness of A 0 and div(A 0 ). This assumption stems from the quantitative unique continuation result from [1] . While the long-term goal is to treat also unbounded magnetic vector potentials A 0 , we emphasize that already bounded A 0 include important physically relevant examples, cf. [17] .
Our paper is organized as follows: In Section 2 we introduce the notation and state our main results. In Section 3 we quote a quantitative unique continuation estimate for solutions of elliptic equations given in [1] . In Section 4 we give the proofs of our main results, while a technical estimate is postponed to the appendix. The proof of the Wegner estimates from Theorems 2.1, 2.2 and 2.3 rely on the recent quantitative unique continuation result of [1] . By now there is a wealth of results pursuing the connection between unique continuation and spectral theory of random Schrödinger operators, see e.g. [6, 8, 2, 7, 26, 4, 21, 22, 3, 16, 28, 18, 19, 29] . While the proofs of Theorems 2.1, 2.2 and 2.3 use in particular the guiding thread of [16] , they show how this approach and the recent result of [1] complement each other in an efficient way. On the contrary, the proofs of Theorem 2.4 and 2.5 are original even for the usual (ergodic) Anderson Hamiltonian with vanishing magnetic field. Let us define the class of random Schrödinger operators studied in this note. It is a generalization of the models studied in [16] . The non-random part is given by the selfadjoint magnetic Schrödinger operator
Model and results

For
In order to introduce the random part, we define the probability space (Ω, A, P) where
where µ k , k ∈ Z d , are non-degenerate probability measures on R with supp µ k ⊂ [0, M ] for some M > 0 and all k ∈ Z d . By non-degenerate we mean that for all L > 0 we have
give rise to the independent sequence of random variables (ω k ) k∈Z d , each coordinate ω k distributed according to the measure µ k . We write S µ (t) := sup a∈R µ([a, a+t]) for the concentration function of a probability measure µ and set for t ≥ 0
We use the symbol E for the expectation with respect to the probability measure P.
For each ω ∈ Ω, the crooked alloy-type potential
where the single-site potentials (u j ) j∈Z d , are measurable and real-valued functions on
for some u − ∈ (0, 1] and δ + > 0. For each ω ∈ Ω and λ > 0 we define the self-adjoint operator
, and call the family of operators (H ω ) ω∈Ω the magnetic crooked alloy-type Hamiltonian. For L > 0 we denote by H ω,L the restrictions of H ω to L 2 (Λ L ) subject to Dirichlet boundary conditions. Given a Borel set B ⊂ R, we denote by P ω,L (B) := χ B (H ω,L ) the spectral projection onto the set B with respect to H ω,L .
Theorem 2.1. Let E 0 > 0 and set
where M d > 0 is the constant from Theorem 3.3 and b 0 , c 0 are as in Eq. (3). Then there is a constant
with |I| ≤ 2γ 1 , and λ > 0, and any L ∈ N odd with L ≥ 2 + δ + , we have
Theorem 2.2. Let E 0 > 0 and set
where N 2 > 0 is the constant from Theorem 3.3 and b 0 , c 0 are as in Eq. (3). Then there is a constant
For t ≥ 0 we define
and set
Then for any Borel set B ⊂ (−∞,
Moreover, for any closed interval I ⊂ (−∞, E 1 ], any λ > 0, and for any L ∈ N odd with L ≥ 2 + δ + , we have
where
The Wegner estimates from Theorems 2.1, 2.2 and 2.3 can be used as an ingredient for the multiscale analysis [10, 31, 11, 12, 13] . Let us emphasize that the multiscale analysis requires that the concentration functions S L , L ∈ N, are sufficiently regular, e.g. with a uniformly bounded density, or uniformly Hölder continuous, cf. the just mentioned references. The multiscale analysis is an induction argument to establish localization in its various manifestations (spectral, dynamical, etc.). While a Wegner estimate is required for the induction step, the so-called initial length scale estimate corresponds to the induction anchor. Hence, if the concentration functions S L are sufficiently regular, Theorems 2.1, 2.2 and 2.3 will imply localization at energies where an appropriate initial scale estimate is satisfied. If the upper bound in the Wegner estimate becomes small at large disorder, the initial scale estimate will follow from the Wegner estimate at sufficiently large disorder as observed in [31] , see also [14] .
The upper bounds in Theorems 2.1 and 2.2 grow as the disorder λ increases. As discussed above, this is not sufficient to deduce an initial length-scale estimate and localization at large disorder. In contrast to that, the upper bound in Theorem 2.3 converges to 0 as the disorder parameter λ tends to ∞. Hence, an initial scale estimate and localization at large disorder follow, albeit only for energies below E 0 (∞). Note that if a covering condition
is satisfied, then E 0 (∞) = ∞ and the statement of Theorem 2.3 holds at all energies, see [5] in the case of vanishing magnetic field. In contrast, E(∞) might be finite if we do not assume a covering condition. Since Wegner estimates with a disorder dependence as in Theorem 2.3 provide a relatively simple path to localization at large disorder, it is natural to ask if such a disorder dependence can be expected at all energies, even if no covering condition is assumed. However, so far one was not able to prove such a Wegner estimate for alloy-type models with and without magnetic field above the threshold E(∞), cf. [26, 4, 16] .
Our next theorem shows that this is indeed not possible. A disorder dependence as in Theorem 2.3 holds if and only if we consider energy intervals below E 0 (∞). In particular this shows that at high energies and at high disorder there is a fundamental difference between alloy-type models with and without a covering condition. This is a new result, even in the special case of vanishing magnetic potential (A 0 = 0) and ergodic potential (V 0 periodic, z j = j, u j = u 0 , and µ j = µ 0 ). Theorem 2.4. Let E 2 ∈ R. The following are equivalent:
(ii) For all sufficiently large L > 0, and all closed intervals I ⊂ (−∞, E 2 ], we have
For the rest of this section we assume that the family H ω , ω ∈ Ω, is ergodic, i.e. V 0 and A 0 are periodic, and for all j ∈ Z d we have µ j = µ 0 , u j = u 0 and z j = j. In this situation, Theorem 2.4 has an interpretation in terms of the integrated density of states (IDS). Since the main argument in this case is rather instructive, we present it here: Let us denote by N λ : R → [0, ∞) the IDS of the family H ω , ω ∈ Ω. This is a distribution function satisfying
at all continuity points of N λ and for almost all ω ∈ Ω, cf. [20, 27, 15] , see also [30] and the references therein. Note that the Wegner estimates from Theorems 2.1, 2.2 and 2.3 imply local Lipschitz continuity of N λ at all E ∈ R and for all λ ∈ (0, ∞), if the measure µ 0 is sufficiently regular. Moreover, if
is non-empty we will denote by H ∞ 0 the corresponding Dirichlet operator on U ∞ , i.e. the unique self-adjoint extension of the operator (−i∇
For its IDS we use the notation N 0,∞ .
By Floquet theory, cf. [32, 25] , we obtain N 0,∞ (E) > 0 for E > E 0 (∞). Furthermore,
for all λ > 0 and all E ∈ R. This follows from
where µ k denotes the k-th eigenvalue of the corresponding operator, ordered increasingly and counting multiplicities and
. For the convenience of the reader, we give a proof of Ineq. (9) in the appendix. Together with Theorem 2.3, we found the following theorem. Theorem 2.5. Let H ω , ω ∈ Ω, be ergodic. Then lim λ→∞ N λ (E) ≥ N 0,∞ (E) for all E ∈ R and it holds that
Remark 2.6. Theorems 2.4 and 2.5 show that the difference between the alloy-type model with and without a covering condition is not merely a technical issue. Rather, we observe that the physical behaviour of the system at large disorder fundamentally differs between the phases E < E 0 (∞) and E > E 0 (∞).
Quantitative unique continuation
In [1] , the authors prove quantitative unique continuation principles for second order elliptic partial differential expressions with variable coefficients. Here, we formulate the special case where the leading term is the Laplacian. Let
The following theorem is a special case of Theorem 12 in [1] .
Here N 1 ≥ 1 is a constant depending only on the dimension.
The following theorem is a special case of Theorems 13 and 14 in [1] .
Here N 2 ≥ 1 is a constant depending only on the dimension and S δ,X (L) is as in Eq. (10).
As a corollary we obtain Theorem 3.3. Let (11) be satisfied, E 0 ∈ R, δ ∈ (0, 1/2), and
Then for all I ⊂ (−∞, E 0 ] with |I| ≤ 2γ, and all sequences X = (
Here, W δ,X (L) denotes the operator of multiplication with the characteristic function of the set S δ,X (L) defined in Eq. (10).
Proofs
For L ∈ N odd , we define U L : Λ L → R and W L : Λ L → R by U L := j∈Z d ∩Λ L u j (· − z j ) and W L := j∈Z d ∩Λ L χ B(δ − ,z j ) . Then U L ∞ ≤ (2 + δ + ) d and V ω ∞ ≤ M U L ∞ ≤ M (2 + δ + ) d for almost all ω ∈ Ω. Note that 0 ≤ W L ≤ u − U L , W 2 L = W L , and W L ∞ = 1.
Proof of Theorem 2.1
Proof of Theorem 2.1. We follow the proof of Theorem 1.4 in [16] and assume λ = 1. The general case λ > 0 follows by scaling the random variables ω k → λω k which leads to
where b 0 , c 0 are defined in Eq. (3) and given E 0 > 0, we define γ 1 as in (4) . Then, by Theorem 3.3, for all L ∈ N odd and all intervals I ⊂ (−∞, E 0 ] with |I| ≤ 2γ 1 we have
and may assume I ⊂ [0, E 0 ]. Similarly to Theorem 1.4 in [16] , we can now carefully follow the proof in [7] , keeping in mind that the proof therein is formulated for magnetic Schrödinger operators H 0 = (−i∇A 0 ) 2 + V 2 0 . Note that the Combes-Thomas estimates (for magnetic Schrödinger operators) required in [7] depend only on d, δ + and on V 0 ∞ , but not on the magnetic potential A 0 , see Theorem 4.6 of [23] . Hence, the constant C 1 will only depend on A 0 via γ 1 .
Proof of Theorem 2.2
We adapt the proof of [16, Theorem 1.5] to the magnetic setting.
Then there is a constant
Proof of Lemma 4.1. One can follow verbatim the proof of Lemma 3.1 in [16] which partially relies on results from [7] . The latter apply to the class of magnetic Schrödinger operators as considered in this note as well. The only issue to address is the dependence of C 4 on the various parameters. In [16] , Eqs. (3.8) and (3.17) , constants from Combes-Thomas estimates (for non-magnetic Schrödinger operators) which depend only on d, δ + and on V 0 ∞ enter the final constant C 4 . Combes-Thomas estimates for magnetic Schrödinger operators do not depend on the magnetic potential A 0 , see Theorem 4.6 of [23] . Therefore the constant C 4 will not depend on the magnetic potential A 0 .
Proof of Theorem 2.2. We follow the proof of Theorem 1.5 in [16] . Given E 0 > 0, define γ 2 as in Eq. (5). Theorem 3.3 yields for all Λ L with L ∈ N odd , all intervals I ⊂ (−∞, E 0 ] with |I| ≤ 2γ 2 and almost all ω ∈ Ω the estimate
The statement of the theorem now follows from Lemma 4.1.
Proof of Theorem 2.3
For the proof we shall need an abstract uncertainty relation for Schrödinger operators at the bottom of the spectrum which has been developed in [4] . The following lemma is a slight generalization thereof, see Lemma 4.1 of [16] .
Lemma 4.2. Let H be a self-adjoint operator on a Hilbert space H, bounded from below, and let Y ≥ 0 be a bounded operator on H. Let H(t) = H + tY for t ≥ 0, and set E(t) = inf σ(H(t)) and E(∞) = lim t→∞ E(t) = sup t≥0 E(t). Suppose that E(∞) > E(0).
Then for all bounded operators V ≥ 0 on H and Borel sets B ⊂ (−∞, E 1 ] we have
We recall that H 0 (t) = H 0 + t j∈Z d u j (· − z j ) for t ≥ 0, E 0 (t) = inf σ(H 0 (t)), and E 0 (∞) = lim t→∞ E 0 (t) = sup t≥0 E 0 (t). 
Hence,
Proof. We defineH 0 (t) := H 0 + tu − W for t ≥ 0,Ẽ 0 (t) = inf σ(H 0 (t)), andẼ 0 (∞) = lim t→∞Ẽ0 (t) = sup t≥0Ẽ0 (t). By assumption we have E 0 (0) =Ẽ 0 (0) = 0. Moreover, E 0 (∞) andẼ 0 (∞) are both well defined in [0, ∞] by monotonicity. SinceẼ 0 (t) ≤ E 0 (t) for all t ∈ [0, ∞], it suffices to show the statement of the lemma forẼ 0 (t). For L ∈ N odd we denote byH 0,L (t) the restriction ofH 0 (t) to L 2 (Λ L ) subject to Dirichlet boundary conditions with domain D(∆ L ), and setẼ 0,
SinceH 0,L (t) has purely discrete spectrum, there exists
. We apply Theorem 3.1 and obtain for all t ≥ 0
The first statement of the lemma follows since lim L→∞Ẽ0,L (t) =Ẽ 0 (t). The second statement follows immediately.
Proof of Theorem 2.3. By Lemma 4.3 we have E 0 (∞) > 0 and hence
Hence, the assumptions of Lemma 4.2 are satisfied with H = H 0,L and Y = j∈Z d u j (·−z j ), and we obtain Ineq. (6) . Ineq. (7) now follows from Ineq. (6) and Lemma 4.1.
Proof of Theorem 2.4
The implication (i) ⇒ (ii) is the statement of Theorem 2.3. In order to show the converse, we prove the contraposition: Let E 2 > E 0 (∞), and I = (−∞, E 2 ]. Note that for almost all
Since lim
there are L 0 > 0 and λ 0 > 0 such that for all λ > λ 0 we have 1 ≤ Tr P η,L 0 (I) ≤ E (Tr P ω,L 0 (I)) .
Hence, (8) cannot hold.
A. Proof of Ineq. (9) Recall that H ∞ 0,L is the Dirichlet restriction of H 0,L to U ∞ ∩ Λ L , the complement of the support of the single-site potentials in Λ L .
Lemma A.1. Let L > 0, λ > 0, and U ∞ ∩ Λ L = ∅. Then for all ω ∈ Ω
Proof. Let H t,L be the operator H ω,L where all the random variables ω j are set to t. Since µ k (H t,L ) ≥ µ k (H ω,L ) for all t ≥ λM , it suffices to show µ k (H ∞ 0,L ) ≥ µ k (H t,L ) for some t ≥ λM . We define a family of positive and closed quadratic forms {E t } t>0 on W 2,1 (Λ L ) ⊂ L 2 (Λ L ) via E t (φ) = (−i∇ − A 0 )φ, (−i∇ − A 0 )φ + φ, (V 0 + t j u j (· − j))φ .
The form E t is the unique quadratic form associated with the self-adjoint operator H t,L and the family {E t } t>0 is monotonously increasing in the sense of quadratic forms. By a version of Kato's monotone convergence theorem for quadratic forms, see [24, Theorem 4.1] , there is a closed form E ∞ which is defined as
such that E t ր E ∞ as t → ∞ in strong resolvent sense.
There is a caveat here concerning the notion of convergence in strong resolvent sense, cf. [24] : Since the form E ∞ is not densely defined on L 2 (Λ), one cannot define the corresponding resolvent in the usual manner. However, the form E ∞ can be restricted to the closed subspace D(E ∞ ) ⊂ Λ L on which it yields a densely defined, closed formẼ ∞ . In fact, E ∞ is the unique form corresponding to H ∞ 0,L . Let now T be the operator on L 2 (Λ L ) which is (H ∞ 0,L + 1) −1 on D(E ∞ ) and 0 on its orthogonal complement. The nonzero eigenvalues of T are the eigenvalues of (H ∞ 0,L + 1) −1 . Then the notion of strong resolvent convergence of E t to E ∞ means in this situation that (H t,L + 1) −1 φ → T φ for all φ ∈ L 2 (Λ L ).
This implies that the k-th eigenvalue (counted from above) of (H t,L + 1) −1 converges from above to the k-th eigenvalue (counted from above) of (H ∞ 0,L + 1) −1 .
