A scheme is presented which allows for the computation of the topological pressure and power spectra associated with equilibrium measures from a given time series. Its convergence properties are demonstrated on numerical data sets obtained from the Lozi and the Henon map. Numerical evidence for sharp peaks in the power spectrum of the non{hyperbolic phase is given and supported by estimates using periodic orbit expansions.
Introduction
Chaos in nonlinear dynamical systems is nowadays a well known phenomenon. On a phenomenological level it is quite well understood and has been observed experimentally in a lot of systems. In a sharp contrast to the detailed study of theoretical models there are only a few di erent approaches in analysing time series directly. The properties of chaotic motion favour the application of statistical methods which have the aim to study the structure of the physical invariant distribution (SRB measure in mathematical terms). One type of these methods deals with fractal aspects of the invariant distribution and uses generalized dimensions and singularity spectra for a quantitative description (e.g. 1, 2, 3, 4, 5, 6, 7, 8, 9] for experimental results). As these quantities contain information about the metric structure of the system the approach demands for a phase space reconstruction technique which is a eld of intense research in its own right (e.g. 10] and references cited theirin). A di erent type of methods deals with the correlation properties which are beyond the usual double time correlation analysis. They are in the center of interest of this paper. There seems to be no general relationship between these two kind of approaches. But they yield the same information under special mathematical preconditions.
From the theoretical point of view the investigation of local time averages and their statistical properties have been proven to be useful 11, 12, 13, 14, 15, 16, 17] even in some experimental context 18] . The approach in this direction is widely equivalent to a thermostatic formulation of spin systems 1 and a lot of concepts have been carried over from ordinary statistical mechanics 19, 20, 21] . The basic quantity of interest is given by the local average of some (observed) quantity u i . It contains important information about the local structure of the dynamics. To be consistent with the notation in the literature the time series is assumed to be generated by some discrete dynamical system x n+1 = T (x n ) and some phase space observable u(x). But this assumption is not important for the subsequent discussions. The uctuations of the local average U n (x) = P n?1 k=0 u(T k (x))=n are most conveniently studied via the characteristic function 
The parameter q plays the important role to single out the local structures. This can be easily understood by inspecting the derivative of the characteristic function which reads hui(q) = 
The last equality states the well known fact 20, 22] that the limit can be written 2 as an average with respect to an invariant measure q usually called equilibrium measure in the mathematical literature. Although this measure is in general not accessible the expectation value (3) can be computed via a long time average of the kind (2) which contains an additional exponential weight factor. Di erent invariant measures that means di erent subsets of the attractor are singled out depending on the observable u(x) and the parameter q. They can be investigated by the average (3) . Especially properties which are related to phase space regions that are rarely visited by typical trajectories can be studied in a systematic way. In this sense the local properties of the system can be investigated.
The quantities (1) and (3) do contain only some averaged information about the local properties. Even this is an important feature as singular local structures show up in phase transitions 17, 23, 24, 25, 26, 27] . Qualitative di erent kinds of the dynamics can be detected by this approach. Nevertheless a more detailed analysis is desirable. For this reason the investigation of time correlations via correlation functions and power spectra is meaningful 28]
From the theoretical point of view the quantities (1) and (4) have proven to be a useful tool to understand the dynamics of nonlinear chaotic systems on a detailed level 29, 30, 31, 32, 33] . It is obvious that they reduce to ordinary statistical averages (SRB averages) in the case q = 0 because the exponential weight factor vanishes. This property re ects the fact that the corresponding equilibrium measure q=0 reduces to the Sinai{Ruelle{Bowen measure. Ordinary averages contain usually many di erent statistical aspects of the system under consideration, e.g. the structure of periodic orbits and non{hyperbolic points determine the shape of power spectra in a complicated way 34]. One possibility to shed some light on the intricate structure of the invariant distribution without making a phase space reconstruction or having knowledge of the actual dynamical equations is the investigation of the q dependence of the thermodynamic quantities (1) and (4). Especially singular local structures which violate the uniform hyperbolicity in chaotic systems, e.g. tangency points of local stable and unstable manifolds in dissipative systems or cantori in Hamiltonian dynamics, show up in a nonanalytic behaviour which are usually called phase transitions.
An application of eqs. (1), (3) and (4) to (experimental) time series seems to be straightforward. But the nite size N of the available ensemble poses some constraint on the length n of the local time coarse graining. If the latter quantity is chosen to large the exponential weight factor in expressions like (3) approaches for almost all initial conditions the asymptotic form exp(qnhui) and cancels in the nominator and denominator. Hence the quantity hui(q) tends towards the ordinary long time average hui(q = 0). As an example Fig. 1 shows the n dependence of the average (3) obtained < Fig.1 from a numerically generated time series of length N = 3 10 7 of the Henon map. If n is chosen considerably larger than 10 the convergency towards the ordinary long time average is clearly observed. This tendency re ects the fact that an ensemble of size N cannot capture the important correlations of the local averages U n (x) if the time coarse graining is chosen to large. With the help of a generating partition of the dynamical system an estimate like N & e cn can be derived to ensure that the limits N ! 1 and n ! 1 are obtained in the correct way.
On the other hand the computation of correlation functions and power spectra (4) requires large n values especially if the long time respectively low frequency behaviour has to be resolved. Furthermore spectra obtained from low n values are rather noisy if no ensemble average is performed (cf. Figs.3 and 5 ).
These two competitive e ects cause some problems and may yield misleading results if the thermodynamic quantities (1) and (4) are calculated directly 35, 36] . Methods are required to infer the limit from the low n behaviour. Such a method has been introduced on a formal level in terms of a continued fraction expansion for the quantity (1) 37, 38]. But its practical convergence behaviour has not been discussed except for model systems. On the other hand it has been observed that spurious solutions in such a kind of expansion may arise 39, 40] . I want to analyse these methods from the point of view of its convergence properties. Section 2 reviews the approach, explains the origin of the spurious solutions, and gives simple prescriptions for their treatment. The scheme is tested on some time series obtained from numerical solutions of simple maps and the convergence behaviour is demonstrated. Similar ideas are then developed and tested for the computation of the power spectrum (4) from the short time behaviour of the correlation function. As a by{product some results on the time correlations in the non{hyperbolic phase of the Henon map are obtained. Finally the results which have been computed via numerical simulations are checked from a theoretical viewpoint by a periodic orbit expansion. This approach sheds some more light on the interpretation of the thermodynamic quantities (4).
2 Continued fraction expansion for the topological pressure
Although the continued fraction expansion for the quantity (1) is well known 37, 38] its properties are not discussed in the literature. To keep the presentation selfcontained let me review brie y the main ideas of the expansion. The characteristic function is determined by the exponential growth rate of the averages M n (q) = hexp(qnU n (x))i :
It is the goal of the following considerations to extract this rate from the behaviour at low n values. The quantities (5) are related to the moments of the transfer operator 41, 42] (H u q h)(x) = Z (x ? T (y))e qu(y) h(y) dy
Here denotes the invariant density. Obviously the logarithm of the largest eigenvalue (0) q of the operator (6) yields the characteristic function (1) whereas the remaining part of the spectrum determines the correlation function and the power spectrum 1 C C A (9) and the index in eq.(8) denotes the upper left matrix element. The memory matrix ?(z) has only one non{vanishing element in the lower right corner and is of no interest in the subsequent discussion. It should be mentioned that this matrix element vanishes if the transfer operator admits a M dimensional invariant subspace which contains the invariant density (cf. appendix A). This condition holds especially for the case of piecewise linear one dimensional maps 43]. Expression (8) can be cast into the form of a continued fraction expansion of order M if the memory matrix is neglected. Its coe cients are given by algebraic expressions in the moments (5) and can be computed from a time series without making any reference to transfer operators. In fact the continued fraction expansion can be derived formally without recourse to transfer operators 37]. In view of the previous remark the expansion can be interpreted as an approximation of the full dynamical system by a piecewise linear one which is a special case of an approximation by Markov models.
We are interested in the poles of the continued fraction of order M which yield an approximation for the pressure. They are determined by the algebraic equation
Eq. (10) can be cast into the form of a polynomial
In view of the special structure of the second determinant in eq. (10) 
They determine the coe cients up to some unimportant common factor. As long as the matrix is invertible relation (10) is equivalent to eqs. (11) and (12) . They de ne a set of equations to determine the pressure. There arises however a problem due to spurious poles of the continued fraction expansion. They are related to the fact that the matrices (9) may become non{invertible if the order M of the expansion is increased. Hence these solutions are not related to the convergence behaviour of the continued fraction which is well understood 44] but to a singular behaviour of its coe cients. To make this statement explicit let us for the moment consider a system whose transfer operator admits the above mentioned invariant subspace of order M 0 , e.g. a piecewise linear one dimensional map. On this subspace the operator obeys its characteristic equation which is in fact a polynomial of degree M 0
Owing to eq. (7) we obtain exact linear relations between the moments (5)
which cause the matrices (9) to become non{invertible in the case M > M 0 . As a consequence the general solution of eq. (12) 
by taking the relations (14) into account. The coe cients k are yet undetermined. The polynomial (11) which determines the pressure results in
The rst factor yields of course the exact eigenvalues whereas the second term is yet undetermined. If eqs. (14) hold exactly the continued fraction expansion (10) terminates at the order M = M 0 and generates the exact eigenvalues. But even for piecewise linear dynamical systems the numerically generated moments M num: n (q) will contain small numerical and statistical errors M n (q) which denote the deviation from the unknown exact value M n (q) = M num: n (q)? M n (q). They prevent eqs. (14) from being valid. As a consequence the matrices (9) are invertible in the genric case and eq. (12) 
where the contributions c k are of the order of the statistical and numerical errors. The coe cients num: k have nite values and are determined by the perturbations M n (q) in a complicated way. We end up with the result (16) if we neglect the terms of order M n (q). The second factor yields spurious poles.
The arguments given above for piecewise linear maps can also be applied to a general dynamical system. In this case an invariant subspace which has the above mentioned properties is not likely to exist. Hence eq. (14) ceases to be valid. But the moments (7) are mainly determined by the eigenvalues with large absolute values. Therefore they depend mainly upon the leading, say M 0 , eigenvalues up to some small contribution M n (q). To this situation the reasoning of the preceding paragraph can be applied. Again spurious solutions emerge due to statistical and numerical errors for large orders of the expansion.
Having clari ed the origin of the spurious solutions several strategies can be developed to detect the true ones. One approach which has been used in 40] investigates the poles by switching the parameter q adiabatically. This strategy requires the evaluation of eqs. (11) and (12) for a large set of q values. A di erent and more direct approach uses the fact that the spurious solutions depend sensitively on small perturbations which are added to the moments. Eqs. (11) and (12) are evaluated several times using moments which contain a small additive random number. The true solutions are xed by the requirement that they vary in a smooth way. This criterion works well in all the computations that have been performed.
To test the above mentioned algorithm numerical calculation on discrete dynamical systems x n+1 = T (x n ) have been performed. From a time series of length N the moments have been computed and the characteristic function has been evaluated. Special attention has been paid to the frequently used hyperbolic Lozi map and the non{hyperbolic Henon map x (1) n+1 = 1 ? ajx (1) n j + bx 2) n x (2) n+1 = x (1) n ;
x
The local expansion rate (x) is chosen as observable u(x) because it is of special importance for the structure of the invariant distribution and is frequently discussed in the literature 19, 45, 46, 25] . As far as the simulations show the applicability of the algorithm does not depend on this special choice. (x) determines the rate of local expansion of nearby phase space points. It can be computed easily by applying the linearized map DT (x) to unit vectors e k via exp( (x n ))e n+1 = DT (x n )e n 29]. It is worth to mention that this quantity has nothing to do with the eigenvalues of DT because the local unstable directions e k contain correlations of the time series in a complicated way 47]. Table 1 (5) and is therefore a measure to which extent the relation (13) or (14) is satis ed. The strong decrease of this quantity with the order of the approximation indicates that the transfer operator admits approximately a three dimensional invariant subspace in the investigated q range. Higher order expansions induce spurious solutions which are suppressed by the above mentioned prescription.
In the presence of phase transition points further di culties arise because of degeneracies in the spectrum of the transfer operator. As long as the transition is caused by a small number of eigenvalues 30, 31] the continued fraction expansion converges well. But the situation becomes more complicated for transitions in which a continuous part of the spectrum is involved. To discuss this complicated situation the Henon map has been analysed. It is well known that this system admits at standard parameter values a = 1:4; b = 0:3 non{hyperbolic points which produce a phase transition in the pressure at q ' ?1 46] . Table 2 , n = 25). The agreement fails to be quantitative in the non{hyperbolic phase. This behaviour is not only attributed to the convergence properties of the expansion but also to the accuracy of the reference values (cf. Fig. 1 and the remarks made in the introduction).
Summarizing the ndings it has been demonstrated that the pressure can be efciently computed via eqs.(11) and (12) even for ensembles of moderate size, that spurious solutions can be suppressed successfully, and that a quantitative measure for the convergence properties can be given. But near complicated phase transition points the quantitative values fail to converge accurately.
Power spectra from correlation functions
The direct computation of the power spectrum (4) faces several di culties. To perform the limit n ! 1 accurately the local time coarse graining n has to be chosen su ciently large. As this value also determines the range of the Fourier transform a small value causes tremendous oscillations of the spectrum (cf. Fig.3 ). Alternatively the spectrum can be computed via the Wiener{Khinchin theorem 28] 
To avoid a strongly oscillating power spectrum the long time behaviour of the correlations has to be taken into account. That means that the summation has to be truncated at su ciently large k values. But for the calculation of the corresponding correlation function (4) a constraint like k . n has to be imposed. Therefore a direct calculation of the spectrum requires su ciently large n values which in view of the discussion of the preceding section demands for a huge ensemble size 4 . To overcome this di culty a well known continued fraction expansion can be applied for the evaluation of the power spectrum 48, 49] . To keep the presentation selfcontained its derivation in the present context is sketched in appendix A. The main idea of the expansion is quite simple. To truncate the series (19) at low order the correlation function is approximated by exponentially decaying functions. By a resummation of these expressions the oscillating contributions are avoided and the spectrum is approximated by a rational function. It seems plausible that this approach works well at least in hyperbolic systems which admit a corresponding spectral structure 50, 51] .
To avoid the singularity of the spectrum at ! = 0 let us start the considerations from the correlation functionC
which decays to zero under some mixing assumption. In terms of this quantity the spectrum can be written as (cf. eq. (22) Again the memory matrix~ (z) has only one non{vanishing matrix element in the lower right corner. From the discussion in the preceding section it is obvious that the expression (21) can be cast into the form of a continued fraction of order M if the memory matrix is neglected. We also know that this expression may contain spurious poles if the order M is chosen too large. As a consequence the poles of the original spectrum can be obtained from the expression (21) only if the procedure described in section 2 is applied. On the other hand the actual shape of the spectrum seems not to be modi ed by the spurious solutions in the general case, because these poles typically have a large distance from the unit circle on which the expression (21) is evaluated.
As typical examples we again treat data sets which have been obtained from the Lozi respectively Henon map (cf. eq. (18)). To be consistent with the previous discussion let us again choose the local expansion rate as the observable u(x). The principal features do not depend on this choice. Taking a time series that means an ensemble of size N the correlation function (4) and the expectation value (3) have been computed directly for several q values. Thereafter the data have been converted to the power spectrum with the help of eqs. (21) and (22) by neglecting the memory matrix. Fig.2 shows typical results for the correlation function of the Lozi map. Due to < Fig.2 its hyperbolic structure the correlations decay exponentially in the whole q region. The power spectra obtained via the above mentioned approach (cf. Fig.3 ) converge < Fig.3 rapidly even for moderate order of the expansion. This property has to be compared with the direct evaluation of the expression (4) which is also displayed. The latter shows a noisy behaviour which shadows the actual form of the spectrum. For positive q values a maximum in the spectrum respectively an oscillatory decay of the correlation function can be observed. It is so weak that it cannot be attributed to some de nite periodic orbit of the dynamical system. The nearly Lorentzian shape for negative q values relies on some symmetry property of the chosen observable. We will come back to this e ect in the next section. The method converges well in the case of hyperbolic systems and allows for an accurate computation of power spectra.
The same procedure has been applied to the Henon map especially in the vicinity of the phase transition point. Fig.4 summarizes some results on the correlation func-< Fig.4 tion. It decays almost exponentially in the hyperbolic phase. Approaching the phase transition point a slowing down can be observed. It should be mentioned however that the statistical ensemble of size N contains only a few members which represent the non{hyperbolic phase 5 . As a consequence the statistical errors grow and the correlation function becomes noisy if the phase transition point is approached. Especially the data do not allow to decide whether the correlation function decays in the non{hyperbolic phase. The power spectra obtained from eq.(21) have been displayed in Fig.5 . The method converges well in the hyperbolic phase indicating < Fig.5 that the spectrum of the transfer operator consists of few relevant eigenvalues only. Approaching the phase transition point the order of the expansion has to be increased to achieve convergence. This property is consistent with the assumption mentioned in the preceding section that the transition is caused by a continuous part of the spectrum. The spectrum however develops several sharp peaks indicating the importance of periodic orbits of period thirteen for the non{hyperbolic phase 52]. But near the phase transition point q = ?1 and especially in the non{hyperbolic phase the method fails to produce reasonable quantitative results because of the above mentioned noisy behaviour of the correlation functions.
As could be expected the approach works well in hyperbolic situations which can be approximately described by a transfer operator with discrete spectrum and few relevant eigenvalues. But also in non{hyperbolic cases especially in intermittent situations the main qualitative features are reproduced.
Periodic orbit expansion
Although an expansion of statistical quantities in terms of periodic orbits may be di cult to apply to experimental data sets, because the extraction of su ciently many periodic cycles of a certain length requires huge data sets, it is a convenient method to investigate the properties of model systems by means of a theoretical approach. It is the objective of this section to supplement the results of the previous sections and to shed some more light on the interpretation of the correlation functions and power spectra. 
Here P p;npjn denotes the summation over all prime cycles whose period divides n and x p stands for an arbitrary phase space point contained in this cycle. Its zeros z < jz (1) j jz (2) j : : : give the inverse eigenvalues of the transfer operator (6) Instead of using a Ruelle type zeta function, which is known to be analytic in a bounded domain in z for hyperbolic systems 6 20] I use here a Selberg type product 54] which is an entire function under the same conditions. This analytic property allows for a Taylor series expansion of the quantity (23) . From a nite truncation, that means from a polynomial, the zeros and hence the pressure and the rst resonances can be determined accurately 56]. The fact that only short prime cycles enter this expansion and its good convergence properties at least in the hyperbolic case makes the quantity useful for theoretical investigations 7 . Furthermore phase space averages with respect to equilibrium measures q of "arbitrary" observables f(x) can be obtained from the expression (23) : (25) Eq. (25) has to be evaluated at the smallest zero of the zeta function. But as the last factors on both sides contain a pole which is canceled by the zeta function the limit z ! z (0) has to be considered. The second reason for keeping the common factors on both sides is not to destroy the analytic structure of the expression. As eq. (25) is directly obtained from the derivative of an entire function both sides admit a Taylor series representation. Hence formula (25) can again be evaluated by expanding both sides in powers of z and has good convergence properties 8 . By choosing f(x) = u(T k (x))u(x) an expansion of the full correlation function (4) in terms of periodic orbits is obtained. Inspecting the right hand side of eq.(25) this expression is mainly determined by the diverse prime cycle correlation functions.
Periodic orbits for the Lozi and the Henon map can be obtained easily. For reference with related work table 3 contains the number of prime cycles that have < Tbl.3 been obtained up to period 18 respectively 19. By evaluating the expression (25) the topological pressure, its derivative and the correlation function are computed from the prime cycle data. Typical results for the correlation function are summarized in Figs.6 and 7. As long as the argument of the correlation function does not exceed the order < Fig.6 /7 of the prime cycle expansion, that means the maximal period of the incorporated prime cycle, a reasonable convergence is observed for the hyperbolic Lozi map in the whole q region. But it should be mentioned that the correlation function obtained from the expansion is nearly periodic with the order of the expansion. Inspecting the expression (25) this observation is not surprising as the prime cycle expansion approximates the equilibrium measure by peaks with appropriate weights. For the Henon map the results are similar in the hyperbolic phase (cf. Fig.7 ). But as one approaches the phase transition point the expansion fails to converge su ciently rapid. Only qualitative features are reproduced especially the apparent degree of periodicity of the correlation function.
The results are be supplemented with an analysis of the spectrum of the transfer operator using the zeta function (23) . Approximate expressions for the largest eigenvalues can be obtained via the zeros of a truncated Taylor series expansion of eq.(23). Figs.8 and 9 show the results obtained in this way for to adjacent orders of < Fig.8 /9 the expansion. The zero with the lowest absolute value which determines the pressure shows the best convergence. The convergence properties decrease if one considers larger values.
In the case of the Lozi map (cf. Fig.8 ) the high q region is characterized by eigenvalues re ecting roughly a period 8 behaviour. This part of the spectrum comes from highly unstable prime cycles of period 7 and 8 which are favoured by the large q values. The direct computation of the correlation functions (cf. Figs.2 and 6 ) re ects this fact also. The spectrum in the low q region is mainly determined by a negative eigenvalue with absolute value slightly smaller than the largest one. This behaviour is induced by a weakly unstable period two prime cycle. The correlation function does not show the corresponding oscillating behaviour as the observable, that means the local expansion rate (x), is not two periodic on this orbit. It takes the same value on both phase space points. Due to this symmetry property the decay of the correlation function is governed by prime cycles of higher periodicity.
The properties of the Henon map in the hyperbolic phase are comparable to those of the Lozi map (cf. Fig.9 ). But as the phase transition point is approached the smallest zero becomes degenerated with a circle of zeros emerging from a nearly stable period 13 prime cycle which is known to determine mainly the phase transition. The corresponding features are clearly seen in the correlation function (cf. Figs.3  and 7 ). Due to this mechanism the enhancement of the correlations in the non{ hyperbolic phase can be understood. It remains however an open question whether the correlation function in this phase decays. A persistent oscillating part would indicate a loss of ergodicity and a decomposition of the equilibrium measure into di erent ergodic components. Such a behaviour occurs typically at phase transition points 20]. It would be interesting to detect these components in the actual dynamical system.
In contrast to the direct expansion of the correlation function in terms of periodic orbits, which works only for nite time arguments, the determination of the low order resonances, that means the long time behaviour, from the zeta function works quite well. On the other hand the method does not yield the residues and therefore the actual shape of the correlation function. In this respect both approaches deal with di erent asymptotic cases and support the results obtained from the direct simulation.
Conclusion
Continued fraction techniques are suitable for the calculation of thermodynamic quantities at least if spurious solutions which arise out of approximately invariant subspaces of the transfer operator have been removed. The approach seems to converge well and estimates of the nitely truncated matrix representation of the transfer operator yield some qualitative features of its spectral structure. Although the evaluation of the pressure does not lead to a detailed description some global properties like phase transitions can be detected. The computation of the corresponding power spectra may reveal a deeper insight into the local structure of the underlying dynamics. The remaining unsolved problem concerns the choice of the observable u(x). From the practical point of view the local expansion rate is inaccessible. But investigations on model systems support the conjecture that the detailed structure of the observable does not in uence qualitative properties. Only the presence of higher order phase transitions or some special local features of the dynamics may depend on the chosen function 58, 27, 31] . Further work in this direction is necessary. Nevertheless the application of the method for the evaluation of experimental data sets seems promising and is in progress.
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and its complement Q = 1?P can be constructed. Applying the well known operator 
In the case = 0 its eigenvalues coincide with those of expression (6) 
Changing the summation over all xed points of T n to a summation over all prime cycles in a standard way 53] the equation determining the zeros of the zeta function and its derivative with respect to at = 0 nally yield the expressions (23) and (25) by taking the relation , n = 100). Fig.6 Correlation function of the Lozi map obtained from a prime cycle expansion of order p. For comparison the result of the direct calculation (cf. Fig.2 ) is shown as full line. Fig.7 Correlation function of the Henon map obtained from a prime cycle expansion of order p. For comparison the result of the direct calculation (cf. Fig.4 ) is shown as full line. Fig.8 Zeros of the zeta function for two orders p of the polynomial truncation for the Lozi map (a = 1:7, b = 0:5). The dotted circle indicates the absolute value of the smallest zero. Fig.9 Zeros of the zeta function for two orders p of the polynomial truncation for the Henon map (a = 1:4, b = 0:3) in the hyperbolic (q = ?1) and non{hyperbolic (q = 1) phase. The dotted circle indicates the absolute value of the smallest zero.
