We present a method for obtaining the phase of a noisy simulated interferogram. We find the wave-front aberrations by transforming the problem of fitting a polynomial into an optimization problem, which is then solved using an evolutionary algorithm. Our experimental results show that our method yields a more accurate solution than other methods commonly used to solve this problem.
Introduction
Fitting a polynomial to the optical path difference ͑OPD͒ for interferometric patterns is a difficult task. Dutton et al. 1 were the first to report that when the least-squares method is used to find the fitting polynomial, the results obtained are commonly inconclusive. The same results were reported even when the polynomial was orthogonal over the data points. 2 When noise is present, the least-squares method often leads to overfitting, as the rms error keeps decreasing when more higher-order terms are included in the polynomial. 3 Analyzing a noisy interferogram with the rms criterion, it can select randomly the number of terms in the polynomial, which increases overfitting when the noise level increases and when the number of fringes decreases. 4 Thus the rms criterion does not lead to a conclusive selection of the polynomial terms, even for the simplest interferogram affected by tilt only. 5 However, in a recent article 6 an algorithm that finds the polynomial order satisfactorily was shown.
We propose an algorithm to find the phase of a noisy simulated interferogram by transforming the problem of fitting a polynomial into an optimization problem in real domains, which is then solved using the evolution strategy, a nontraditional optimization algorithm based on the mechanisms of biological evolution. In Section 2 we describe the procedure to generate a noisy simulated interferogram. Section 3 presents a generalized description of the evolutionary algorithm and the evolution strategy. Section 4 gives a detailed description of our algorithm. In Section 5 the main results are shown, and Section 6 presents conclusions.
Noisy Simulated Interferogram
To obtain the noisy simulated interferograms we use Kingslake's formulation, where the irradiance in the interferogram plane is given by
The Gaussian error is simulated with two properties, namely, the mean and the standard deviation. Over each fringe the mean is zero and the standard deviation is m . is the wavelength and W͑x, y͒ is the OPD, and it is represented by a polynomial using the Seidel aberration
where A is a spherical aberration coefficient, B is a coma coefficient, C is a astigmatism coefficient, D is a defocusing coefficient, E is a tilt about the y axis, and F is a tilt about the x axis.
Some examples of noisy simulated interferograms are shown in Fig. 1 .
Evolutionary Algorithms
Evolutionary algorithms are a family of learning and optimization methods, inspired in the notion of biological evolution by means of natural selection. They are relatively insensitive to noise and immune to local minima, which makes them well suited for solving optimization problems in complex or poorly modeled domains.
An evolutionary algorithm works with a set of potential solutions to the problem of interest, where each potential solution, called an individual, is represented by a string of characters. The main objective is finding a string of characters that encodes an adequate solution to the problem.
The evolutionary algorithm starts searching for a solution within a population of individuals, each of which represents not only a search point in the space of potential solutions to a given problem, but also may be a temporal container of current knowledge about the laws of the environment. The starting population is created by an algorithm-dependent method, and evolves toward successively better regions of the search space by means of randomized processes of recombination, mutation, and selection.
The environment delivers a quality metric ͑fitness value͒ for each search point, and the selection process favors those individuals with higher quality to reproduce more often than weak individuals. 7 The recombination mechanism allows for mixing of parental information while passing it to their descendants, and mutation introduces innovation into the population. This process is used in the three different types of evolutionary algorithms, i.e., genetic algorithms ͑GAs͒, genetic programming ͑GP͒, and evolution strategies ͑ESs͒,
In genetic algorithms, individuals are represented by fixed-length strings over a small alphabet ͑usually binary͒. Their main application lies in solving discrete optimization problems where conventional algorithms cannot find solutions in reasonable amounts of time. 8 Of particular interest is the class of NP-complete problems ͑Cook, 1976͒, a large class of binary optimization problems for which no efficient algorithms have been found. Individuals in genetic programming are encoded as trees, and are interpreted as programs written in a programming language similar to the LISP. 9 GP has been used to solve some difficult planning and design problems.
ES are a class of optimization algorithms that find near-optimal solutions to ill-defined problems applying operators inspired in the mechanics of biological evolution, including crossover, mutation, and the survival of the fittest. In its simplest form, optimization starts with a set of n parents, where each parent represents a real-valued vector that encodes a candidate solution to the problem at hand. 10 The following two steps are then repeated until a termination condition is attained: ͑1͒ Create k offspring ͑where k Ͻ n͒, applying recombination to a fraction of the parents ͑crossover͒, and create n Ϫ k offspring applying random changes to the rest of the parents ͑mutation͒. ͑2͒ From the resulting 2n individuals, choose the best n as the parents for the next iteration ͑selection͒. The process terminates when a prespecified number of iterations or generations are executed, or a goal value in the objective function is attained, for example, in this article the objective function is based into Euclidian space and the goal value is found when we obtain the distance minimum between two images. Crossover is realized by combining elements from the parents of an individual. According to the biological observation that offspring are similar to their parents and that small changes occur more often than large ones, mutation is realized by adding to the parents a normally distributed random vector with an expected value of zero.
A major feature of this family of algorithms is the dynamic updating of the standard deviation of the distribution used to obtain the descendant in response to the characteristic of the region of the objective function that is being explored. If successful mutation occurs rarely, the search is likely to be near a minimum, and thus it is a good idea to decrease the size of the neighborhood being searched. If successful mutations occur very often, it means that convergence could be sped-up by increasing the step size.
The evolution strategy has been shown to be globally convergent given unbounded running time. 11 Similar results have also been shown for simulated annealing 12 and genetic algorithms. 13 Of more practical interest, the evolution strategy has been shown in many applications to converge quickly and be relatively in- sensitive to local minima. The evolution strategy is generally preferable to genetic algorithms for solving problems that deal with the optimization of functions of real numbers. Its main advantage over simulated annealing lies in its adaptive step length, realized by dynamically varying the standard deviation of the mutation vector in response to the characteristic of the objective function and the region being explored.
Optimization Algorithm
The optimization algorithm takes as input a noisy simulated reference interferogram and gives as output the vector of aberration coefficients that best matches it. Its operation is explained by means of the following pseudocode:
The fitness of an individual, a k ϭϽx k,1 , x k,2 , x k,3 , x k,4 , x k,5 , x k,6 , k,1 , k,2 , k,3 , k,4 , k,5 , k,6 Ͼ, is evaluated as follows: 5 , and F ϭ x k,6 into Eq. ͑2͒. b͒ Considering each pixel in an interferogram as a dimension in a Euclidean space, assign as the fitness of I k the negative of the distance from G k to the reference interferogram I.
For the recombination operator, we use the following two alternatives: Local intermediary recombination, which works by selecting randomly the parents for each vector component and computing a weighted sum of the corresponding components of the parents
where r k ϳ Y͓͑0, 1͔͒ or r k ϭ 1͞2 and ͑1, 2͒ ϳ Y ͕͑1, . . . . . . . ͖͒ for each offspring. Discrete recombination, where each vector component is copied from the corresponding component of an individual randomly chosen from the parents
where k ϳ Y͕͑1, . . . . . . . ͖͒ at random for each k. The mutation operation consists of making random changes, adding to each object variable x k,i a random variable taken from a normal distribution with mean equal to zero and deviation standard equal to k,i , that is
The strategy parameters are updated using the 1͞5 rule. If the estimated probability of successful mutation is greater than 1͞5, is increased, otherwise it is decreased, that is
Initial Population P parents ͑0͒ ϭ ͕a 1 ͑0͒, . . . . . . . . , a ͑0͖͒,
Evaluate fitness of P parents ͑0͒: ͕f ͓a 1 ͑0͔͒, . . . . . . . . , f ͓a ͑0͔͖͒.
While ͑Termination condition true͒ do P offspring ͑t͒ ϭ Generate ͑ ‫ء‬ra͒ offspring using recombination,
Generate ͓ ‫1͑ء‬ Ϫ ra͔͒ offspring using mutation, ͕b ‫ء‬ra ϩ 1͑t͒, . . . . . . . . , b ͑t͖͒. Where ͑ra͒ is a constant in the ͓0,1͔ range.
Evaluate fitness of P offspring ͑t͒: ͕f ͓b 1 ͑t͔͒, . . . . . . . . , f͓b ͑t͔͖͒.
Let P parents ͑tϩ1͒ be the individuals from P offspring ͑t͒ YP parents ͑t͒ with the highest fitness tϭtϩ1; end.
where c is a small positive constant. For the experiments we used c ϭ 0.01.
Computer Simulation Results
The algorithm described in the previous section was implemented in the Matlab™ programming language. In all of our experiments we used a population size ϭ 50, we applied local recombination Eq. ͑4͒ to obtain 10% of the offspring, discrete recombination Eq. ͑5͒ to obtain another 30%, and mutation Eq. ͑6͒ to obtain the remaining 60% of the offspring.
We evaluated the fitness of each new individual as described previously, and selected the best individuals from the set containing both the parents and the offspring as the parents for the next generation. As a termination condition we used a fixed number of generations, 1000 in this case. After the program is run for this number of generations it outputs as a solution the object variables of the best individual found in the last generation. Each experiment took approximately 10 min to run on a Pentium III computer. Figure 2 shows an optimization process. The algorithm analyzed an interferogram that contains: A, B, C, D, E, F equal to 1, and a noise level m of 35%. Table 1 shows the results, verifying that our program works satisfactorily using all the coefficients. Figure 3 shows the fitness of the best individual plotted against the generation number in a typical run of the algorithm. It can be seen that most of the progress occurs early in the search, and that the number of generation and thus the running time can be decreased by half without loss in terms of the accuracy of the solution found. This type of behavior is very common in stochastic optimization algorithms.
Conclusions
In this work we showed a method to obtain the phase of a noisy simulated interferogram based on evolutionary computation. The algorithm has several advantages over traditional methods: The algorithm finds not only the right coefficients, but also the num- ber of terms of the polynomial used in the construction of the synthetic interferogram. It is not necessary for the user to introduce additional data, only those related with the aberration coefficients to generate the interferogram that is analyzed. Also, our algorithm fits a polynomial in an automatic form, even when a considerable noise level, m ϭ 35%, affects the interferogram. In the case of an analyzed interferogram with equally spaced straight fringes parallel to the x axis ͑two wavelengths͒ and noise ͑35%͒, we obtained accurate coefficient values. ͑The comatic term was nearly equal to zero͒. We obtained similarly good results when Seidel aberrations are included, and when Seidel aberrations and tilts are combined.
Our program introduces two important characteristics:
• High precision with the values of the coefficients that are found.
• Fitting to the polynomial in an automatic form, without overfitting.
Future Work
Future work includes making a determination of the phase of experimental interferograms. Initially we will be introducing a vision technique for obtaining an enhanced contrast in respect to the interferogram analyzed. Our method will be compared with the least squares fit method.
