Recent progress in simulation methodologies and in computer power allow first principle simulations of condensed systems with Born-Oppenheimer electronic energies obtained by Quantum Monte Carlo methods. Computing free energies and therefore getting a quantitative determination of phase diagrams is one step more demanding in terms of computer resources. In this paper we derive a general relation to compute the free energy of an ab-initio model with Reptation Quantum Monte Carlo (RQMC) energies from the knowledge of the free energy of the same ab-initio model in which the electronic energies are computed by the less demanding but less accurate Variational Monte Carlo (VMC) method. Moreover we devise a procedure to correct transition lines based on the use of the new relation. In order to illustrate the procedure, we consider the liquid-liquid phase transition in hydrogen, a first order transition between a lower pressure, molecular and insulating phase and a higher pressure, partially dissociated and conducting phase. We provide new results along the T = 600K isotherm across the phase transition and find good agreement between the transition pressure and specific volumes at coexistence for the model with RQMC accuracy between the prediction of our procedure and the values that can be directly inferred from the observed plateau in the pressure-volume curve along the isotherm. This work paves the way for future use of VMC in first principle simulations of high pressure hydrogen, an essential simplification when considering larger system sizes or quantum proton effects by Path Integral Monte Carlo methods.
Introduction
First-principles simulation has become an essential method to investigate the physical behavior of condensed matter systems, in particular when the chemical nature of the interaction among the nuclear degrees of freedom depends on the external conditions, like for instance in systems under extreme conditions of pressure and temperature. Those methods generally treat systems of classical nuclei at finite temperature and electrons in their instantaneous ground state in the framework of the Born-Oppenheimer (BO) approximation, although extensions to treat quantum nuclei at finite temperature within the Path Integral formalism, and/or electron at finite temperature with fractional (fermi) occupation have been developed. The electronic structure at fixed nuclear positions is generally computed within the Density Functional Theory (DFT) framework [1] or, when higher accuracy is required, by Quantum Monte Carlo methods (QMC) [2] . DFT is, in principle, an exact theory but, in practice, it is based on uncontrolled approximations for the exchange-correlation functional. Despite some well documented limitations, DFT is often accurate and fast enough to be used in conjunction with Molecular Dynamics to perform dynamical studies for systems of several hundred nuclei and extract physical information (first-principles Molecular Dynamics, FPMD) [3] [4] [5] . Ground state QMC comes in two different flavors: Variational Monte Carlo (VMC) and Projection Monte Carlo (either Diffusion Monte Carlo (DMC) or Reptation Quantum Monte Carlo (RQMC)). VMC is faster but the accuracy of its predictions is limited by the skill in designing and optimizing suitable many-body trial wave functions. RQMC is a method to automatically optimize trial wave functions; it provides the most accurate description of the electronic properties but has larger computational requirements (about an order of magnitude larger than VMC, not counting the VMC optimization process). It is an exact method for bosons since it is able to provide the properties of the bosonic ground state in a time which is polynomial in the number of particles. In the case of fermions (electrons) the scaling is exponential and for practical calculations we have to resort to the "fixed node approximation". This approximation makes the method variational with respect to the trial nodes; usually the results remain highly accurate if good trial nodal surfaces are employed [2] . With recent progress in optimization procedures [6] the location of the trial nodal surfaces, suitably parametrized, could also be optimized to achieve higher accuracy.
In recent years we have developed an ab-initio method in which electronic energies are computed by ground state Quantum Monte Carlo (QMC) methods while nuclear degrees of freedoms are sampled by Metropolis Monte Carlo. This method, called Coupled Electron-Ion Monte Carlo (CEIMC) [7] , has been successfully applied to high pressure hydrogen. The results are a benchmark of DFT calculations in the region of phase diagram of interest for planetary physics [8, 9] and across the metal-insulator transition region in the fluid phase [10, 11] .
The general picture emerging is that FPMD for high pressure hydrogen is generally accurate away from the metal-insulator transition while QMC accuracy is required when approaching the metallization of the system.
In CEIMC we sample the equilibrium distribution for the protonic degrees of freedom by a Metropolis based Monte Carlo scheme employing either VMC or RQMC to compute the difference between the BO energies of two nearby protonic configurations in the Metropolis method. The electronic calculation needs to be repeated for each attempted move of the protons and it represents by far the largest part of the computational load of the method. It is therefore very tempting to exploit VMC rather than RQMC in CEIMC. On the other hand if the trial wave function is not accurate enough, the use of VMC could provide biased results which can lead to inaccurate predictions of the physical behavior of the system [10] .
The key quantity in tracing transition lines is the free energy difference (either Helmholtz or Gibbs) between coexisting phases which is usually obtained by computing the absolute free energies of the coexisting phases. This can be achieved by the Coupling Constant Integration (CCI) method, a general strategy introduced by Kirkwood [12] to adiabatically transform the system into another system of known free energy. This strategy is often used in ab-initio simulations to compute the free energy of the ab-initio model starting from the knowledge of the free energy of an effective classical representation of the same system, for which standard free energy methods can be easily applied [11, [13] [14] [15] [16] .
In this paper, within the framework of the CCI and of the CEIMC method, we derive a relation which allows us to obtain the free energy of the system with RQMC electronic energies from the knowledge of the free energy of the system with VMC energies. The simple relation, derived in the next section, is of practical relevance when tracing transition lines since it allows us to obtain the transition lines with RQMC accuracy by performing free energy calculations with VMC electronic energies. This strategy improves the efficiency of the method by roughly 10 − 20 times, depending on the accuracy of the trial wave function.
To illustrate the use of the new relation we consider the liquid-liquid phase transition in high pressure hydrogen, predicted earlier [17] [18] [19] using the so-called chemical model, but only recently put on firm basis by first-principle simulations [11, 15] . This is a first order transition between an insulating, molecular liquid phase at lower pressure and a metallic, partially dissociated liquid phase at higher pressure. It is predicted to occur below 2000K; on increasing pressure the specific volume is discontinuous, corresponding to a partial dissociation of molecules and to an abrupt jump of roughly four orders of magnitude of the DC conductivity [11] . Above T=2000K the process is observed to become continuous and a critical point is predicted to be located at T c = 2000K and P c (DF T ) = 85GP a, P C (QM C) = 120GP a. The transition line T(P) has a negative slope, meaning that lowering the temperature requires higher pressure to cross the transition, and it is predicted to meet the melting line of the molecular insulating crystalline structure (Phase I) at a triple point located at T t = 700K and P t = 220GP a within the DFT framework and T t = 550K and P t = 290GP a using CEIMC [11] . The latter prediction was based on an extrapolation to high pressure of lower pressure results.
In this paper we performed new CEIMC calculations of high pressure hydrogen for T=600K and across the liquid-liquid phase transition. We performed calculations using both VMC and RQMC with the aim of testing the accuracy of VMC across this particular phase transition. Having at our disposal the equation of state obtained by the two methods we can test the reliability of our new relation for correcting free energies.
The paper is organized as follows. In the next section we will set the formal framework of RQMC and we will derive the formula to correct the free energy. In section 3, as an application of our strategy, we will present recent results obtained for the liquid-liquid transition line of high pressure hydrogen. Finally in section 4, we will draw some conclusions.
Theoretical framework
Let us consider a system of N monovalent ions of mass M and N electrons of mass m in a volume V and at thermal equilibrium with a bath at temperature T . If we assume the validity of the Born-Oppenheimer approximation and consider electrons in their ground state, the electrons provide a many-body potential for the ionic motion. The ionic "Hamiltonian" is
where {P i } and {R i } are the set of momentum and coordinate operators of the ions, respectively, and E({R i }) is the electronic energy which depends parametrically on the nuclear positions. The thermodynamics of the system is derived from the knowledge of the Helmholtz free energy F (T, ρ)
where β = 1/k B T and the trace is over nuclear degrees of freedom. The term E({R i }) can be computed at various levels of approximation, for instance using empirical effective potentials or Density Function Theory (DFT) or Quantum Monte Carlo (QMC) methods. Within the latter class of methods we can distinguish between Variational Monte Carlo (VMC) and Reptation Quantum Monte Carlo (RQMC) which provide different level of accuracy. In VMC we make an ansatz for the many-body wave function ψ T (r N ) = r N |ψ T and compute the electronic energy as a statistical average of the local energy
where r N = (r 1 , · · · , r N ) is the vector of the 3N-electronic positions and H e indicates the electronic hamiltonian
In an electron-ion system, although not indicated explicitly, the trial wave function depends parametrically on the ionic coordinates and generally on parameters that need to be optimized by the use of the variational theorem. In RQMC the trial wave function is automatically optimized by the application of the projection operator e −tHe which filters out its excited states components. All excited states will be suppressed exponentially fast with increasing t, the rate of convergence to the ground state depending on the energy gap between the ground and the first excited state non-orthogonal to the trial function. Here t is a parameter with the units of inverse energy; we will refer to it as the projection time because of the analogy between the projection operator e −tHe and the propagator of the real time dynamics of the system, e −itHe/ . The total energy function of time is defined as
He H e e − t 2
He |ψ T
where E 0 is the exact ground state 1 .
Similar to a thermal partition function, let us define the generating function of the moments of H e at time t as
The total energy at time t is simply the derivative of the logarithm of Z(t)
and the variance of the energy is the second derivative
which is non-negative by definition and implies that the energy decreases monotonically with time. The (fixed node) ground state is reached at large time (much larger than the inverse gap) and
The last relation is the generalization of the zero variance principle to RQMC. Note that the average in eq. (8) is over the electronic ground state, not to be confused with the trace over ionic degrees of freedom in eq. (2). The VMC level of description is obtained at t = 0. This observation allows us to derive an expression to connect the free energy of the system with VMC electronic energy to the free energy of the system with RQMC electronic energy. Let us call H i (t) the nuclear hamiltonian of eq. (1) with electronic energy E({R i }, t) obtained after a time t projection, and F t (T, ρ) the corresponding free energy. The time derivative of the free energy is
where (· · · ) indicates the trace over ionic degrees of freedom with statistical weight e −βHi(t) . The free energy at any positive time t is obtained from the knowledge of the VMC free energy F 0 (T, ρ) as
where the second term on the r.h.s. is the integral of the average, over ionic sampling, of the variance of the electronic energy. Since the variance is positive by definition, the time derivative of the free energy is negative, implying that the free energy is a monotonically decreasing function of the projection time t: F t < F 0 , ∀t > 0, that is the free energy of the VMC system is an upper bound to the fixed node free energy which is obtained at infinite projection time. Eq. (12) is the main result of our work. It is particularly useful to increase the level of accuracy of transition lines from VMC to RQMC. Indeed once a transition point has been detected with the VMC energies, RQMC simulations at fixed thermodynamic points inside the two competing phases can be run for increasing projection time and the corrections to the free energy of both phases can be computed as we will show in the next section. This correction will determine how the transition point moves in going from VMC to RQMC accuracy. This method is much faster than performing thermodynamic integration directly within RQMC.
Note that, being a generalization of the CCI method, eq. (12) holds only if the system does not cross a phase boundary during the time projection.
Results for high pressure hydrogen
To test the use of eq. (12), we consider the first order liquid-liquid phase transition in high pressure hydrogen. We have extended previous CEIMC calculations [11] to the T = 600K isotherm, in the range of pressures P ∈ [220, 330]GP a corresponding to a range of specific volumes v ∈ [9.42, 11.49]a 3 0 and of r s = (3v/4π) 1/3 ∈ [1.31, 1.40] where we expect the transition to be located. We performed CEIMC simulations in the NVT ensemble, on systems of 54 classical protons and 54 electrons. We adopted backflow-Slater-Jastrow electronic trial wave functions [20, 21] , with analytical RPA and numerically optimized two-body correlations and backflow terms. The single particle orbitals of the Slater determinants were obtained by self-consistent DFT-LDA calculations. To reduce the finite size effects we adopted Twist-Averaged Boundary Conditions [22] with a fixed grid of 64 twist angles. Moreover, finite size corrections were added to energy and pressure [23, 24] . More details can be found in ref. [11] .
On the left panel of Fig. 1 we show the pressure versus the specific volume along the T = 600K isotherm, as obtained by CEIMC with VMC energies (blue squares) and RQMC energies (pink circles). In the RQMC calculations the total projection time t (t = 1.00H −1 ) and the time step τ (τ = 0.02H −1 ) were chosen to provide converged energies, while pressures were corrected for finite t and nonzero τ . Numerical values are summarized in Table 1 . The two curves have the same qualitative behavior and are very close especially at large specific volume, where pressures from the two methods agree within statistical errors. Both curves have a plateau at P ∼ 280GP a, signifying a weakly first order phase transition (divergence of the isothermal compressibility). A peculiarity of this transition, probably related to its weakly first order character, is the absence of metastable states which typically appear in other first order transitions, such as, for instance, the gas-liquid transition, and makes difficult to obtain a quantitative location of the transition point without computing the free energies of the competing phases. It follows that the coexistence pressure and the specific volume of the coexisting phases can be qualitatively located directly from the P (v) behavior without resorting to the free energy methods.
The values of the coexistence pressure, inferred from the position of the plateau in the P (v) curves in Figure 1 , are of about P c (RQMC) ∼ 280GP a and P c (VMC) ∼ 275.5GP a for the RQMC and the VMC data respectively. The EOS for the two different phases can be fitted with polynomial functions. At pressures below the transition, the system is in its normal phase (phase I), molecular and insulating. The curves P (v) can be well represented by a second order polynomial P I (v) = p I + q I v + r I v 2 , with p I = 2604GP a, q I = −382.5GP a/a 3 0 and r I = 15.2GP a/a 6 0 for RQMC data and p I = 1008GP a, q I = −91.9GP a/a 3 0 and r I = 2.01GP a/a 6 0 for VMC data. For the phase II, the conducting fluid, a first order polynomial P II (v) = p II + q II v is sufficient to describe the pressure behavior; the values of the parameters are p II = 1143GP a and q II = −86.2GP a/a 3 0 for RQMC data and p II = 1256GP a and q II = −98.6GP a/a 3 0 for VMC data. The specific volumes of the two phases at coexistence can be estimated by extrapolating those fits up to the coexistence pressure, as shown in the right panel of Figure 1 (12) to predict the RQMC coexistence pressure of the metallization transition at T = 600K we proceed as follows. a) We assume that the coexistence value for the pressure and the specific volumes from the qualitative visual analysis above are correct and provide our reference results for the VMC system. With this assumption and using the fits to the EOS's above, we reconstruct the Helmholtz free energy curves for the two phases up to a constant value, by integrating the VMC-EOS's. For a given phase α = I, II the free energy per particle at the specific volumes v is related to the free energy per particle at coexistence volume v c α by
where the final expression has been obtained by integrating a second order polynomial fit of the equation of state. The free energies of two coexisting phases can be referred to a single reference value noticing that at coexistence
The resulting curves are plotted in Figure 2 . The magenta open squares represent the free energy per particle of phase II and the blue open circles the free energy per particle of phase I. In order to enhance their curvature and make the visualization of the common tangent easier,we subtracted the same linear common tangent ℓ(v) = P c (v − v c I ) = 0.00934H/a 3 0 v − 0.09303H from each curves. This common tangent (represented by the horizontal black line in Figure  2 ) is, by construction, the coexistence pressure corresponding to the plateau in the VMC pressure curve as discussed above. b) Once the free energy curves for the VMC system are known we can apply the correction term in eq. (12) to obtain the RQMC free energy curves. The most convenient strategy is to compute the correction at a single fixed specific volume for each phaseṽ α and to reconstruct the RQMC-free energy curves by integrating the RQMC-EOS of the two phases. To this aim, at a single fixed density in each phase we perform several RQMC calculations for increasing projection time to numerically compute the correction term
The values of the reference volumesṽ α must be taken far enough from the coexistence region to avoid crossing the phase boundary during the time integration process. To satisfy this requirement we have chosenṽ II = 9.634a 3 0 (r s = 1.32) for the metallic liquid (phase II) andṽ I = 11.249a 3 0 (r s = 1.39) for the insulating liquid (phase I). In Figure 3 we compare the proton-proton radial distribution functions g(r) at the two densities as obtained by CEIMC with VMC and RQMC electronic energies. We can see that at both densities the system is in the same phase regardless of the electronic method used. Atṽ I = 11.249a 3 0 both g(r) present a sharp peak centered at r ∼ 1.4a 0 , which indicates that the system is in the molecular phase; atṽ II = 9.634a 3 0 the molecular peak has completely disappeared and the form of g(r) is typical of a monoatomic fluid.
In order to evaluate the integral in eq. (12), at each reference specific volume we performed additional CEIMC-RQMC simulations with projection times t = 0.08, 0.20, 0.40H −1 and a time step τ = 0.02H −1 . The behavior of σ 2 E /N with t, corrected by finite time step error, is shown in Figure 4 and is well fitted by a stretched exponential function: s(t) = ae −(t/b) c and its time integral is obtained by using the relation
where Γ(x) is the Gamma function. The values of the fitting parameters in the two phases are a I = 0.01422H 2 , b I = 0.0440H −1 , c I = 0.797 at v =ṽ I and a II = 0.01042H 2 , b II = 0.0455H −1 , c II = 0.987 at v =ṽ II and the RQMC-VMC Helmholtz free energy difference per particle results to be δ I (ṽ I ) = −0.71(1)mH for the molecular insulating phase (phase I) and δ II (ṽ II ) = −0.48(1)mH for the metallic phase (phase II). c) finally we use the RQMC-EOS to construct the RQMC free energy curves and to determine the coexistence pressure and volumes between the phases I and II by the common tangent construction. In figure 2 the RQMC free energy curves of phase I and II are represented by the closed turquoise circles and the closed purple squares, respectively. Despite the fact that the correction from the VMC free energy is quite small 1 , less than 1mH per particle over the range of volumes under analysis, it has a significant effect on the coexistence: the common tangent construction applied to those curves provides a coexistence pressure of P c = 281(1)GP a and specific volumes of the two phases at coexistence of v c I = 10.32 (4) 
Discussion and Conclusion
Within the Coupling Constant Integration strategy and for the Coupled ElectronIon Monte Carlo method, we have derived an original relation to obtain the free energy of an ab-initio system with Reptation Quantum Monte Carlo electronic energies from the knowledge of the free energy of the same system but with Variation Monte Carlo electronic energies, a considerably less demanding calculation. This relation will be useful in improving the accuracy of the CEIMC method in tracing transition lines, therefore predicting phase diagrams, without increasing too much the already large computational requirements of the method. In order to test the use of the new relation and to illustrate the procedure to correct transition points we have considered the liquid-liquid transition in high pressure hydrogen, a first order transition between a lower pressure, molecular and insulating phase (I) and an higher pressure, partially dissociated and conducting phase (II). We have reported new CEIMC results along the isotherm at T = 600K in the density range corresponding to r s ∈ [1.31, 1.40] across the transition, an isotherm not considered before. Not presenting metastable states, this transition can be detected by the appearance of a plateau in the pressure-volume curve and the values for coexistence pressure and for the specific volumes of the phases at coexistence can be inferred without performing free energy calculations. Nonetheless, as detailed in the paper, it can still be used to illustrate our procedure for correcting transition lines. In particular, we get excellent agreement between the RQMC critical pressure inferred from the data (P c = 280(1)GP a) and the value obtained by our procedure (P c = 281(1)GP a). A similar agreement is obtained for the specific volumes of the two phases at coexistence.
The close agreement between VMC and RQMC based Equation of States (EOSs) and transition points results from the high quality of our trial wave function for high pressure hydrogen even across the metal-insulator transition, a notoriously difficult region for DFT based first principle methods. This agreement strongly supports the use of VMC in CEIMC investigations of the phase diagram of hydrogen at high pressure, allowing calculations on larger systems or systems with quantum protons within the Path Integral formalism [7] . Moreover the formula derived in the present work can be used to improve the CEIMC-VMC transition lines to RQMC accuracy. Table 1 . Pressures along the T = 600K isotherm, for RQMC (third column) and VMC (fourth column) data sets. In the first column, the values of rs and in the second the corresponding specific volumes v are reported. 
