We consider a class of structured nonsmooth stochastic convex programs that requires minimization of f (x) + g(x), where g(x) has an efficient prox evaluation and f (x) E[f (x, ξ(ω))]. Traditional stochastic approximation schemes in nonsmooth regimes are hindered by a convergence rate of O(1/ √ k) compared with a linear and sublinear (specifically O(1/k 2 )) in deterministic strongly convex and convex regimes, respectively. One avenue for addressing the gaps in the rates is through the use of an increasing batch-size of gradients at each step, as adopted in the seminal paper by Ghadimi and Lan [14] where the optimal rate of O(1/k 2 ) and the optimal oracle complexity of O(1/ 2 ) was established in the smooth convex regime. Inspired by the work by Ghadimi and Lan [14] and by extending our prior works on variable sample-size schemes [39, 17] to contend with strongly convex and convex nonsmooth stochastic problems, we make several contributions in the present work. (I) Strongly convex f . Here, we develop a variable sample-size accelerated proximal method (VS-APM) where the number of proximal evaluations to obtain an -solution is shown to be O( √ κ log(1/ )) while the oracle complexity is O( √ κ/ ), both of which are optimal and κ denotes the condition number; (II) Convex and nonsmooth f . In this setting, we develop an iterative smoothing extension of (VS-APM) (referred to as (sVS-APM) where the sample-average of gradients of a smoothed function is employed at every step. By suitably choosing the smoothing, steplength, and batch-size sequences, we prove that the expected sub-optimality diminishes to zero at the rate of O(1/k) and admits the optimal oracle complexity of O(1/ 2 ). Our results can be specialized to two important cases: (a) Smooth f . Since smoothing is no longer required, we observe that (VS-APM) admits the optimal rate and oracle complexity, matching the findings by Ghadimi and Lan [14] (as well as [19] ) but with a rather different scheme; (b) Deterministic nonsmooth f . In the nonsmooth deterministic regime, (sVS-APM) reduces to a smoothed accelerated proximal method (s-APM) that is both asymptotically convergent and admits a non-asymptotic rate O(1/k), identical to that in [30] for producing approximate solutions; (III) Convex f . Finally, we show that (sVS-APM) and (VS-APM) produce sequences that converge almost surely to a solution of the original problem.
Introduction
We consider the following structured stochastic convex optimization problem
where
(Ω, F, P) denotes the associated probability space, and E[•] denotes the expectation with respect to the probability measure P. Throughout, we refer to ∇ x f (x, ξ(ω)) by ∇ x f (x, ω). We restrict our attention to a setting where f is assumed to be either a smooth strongly convex function or a nonsmooth convex function while g(x) is assumed to be convex with an efficient prox evaluation. Collectively, this problem can be captured under umbrella of structured nonsmooth convex programs.
Amongst the earliest avenues for resolving (1) is stochastic approximation [35] . Such schemes [23, 6] have proven to be effective on a breadth of stochastic computational problems including convex optimization [8, 21] and variational inequality problems [18, 22] . It is well known that for differentiable and strongly convex problems E[ x k − x * ] = O(1/ √ k) while in merely convex regimes, E[f (x k ) − f (x * )] = O(1/ √ k) and this rate has been shown to be unimprovable [28] . In [34] , the authors developed a long-step averaging scheme in merely convex differentiable and derived the optimal convergence rate of O(1/ √ k) under classical assumptions, where k is the number of iterations while an optimal robust constant steplength SA scheme was suggested by Nemirovski et al. [27] for nonsmooth stochastic convex programs. More generally, extensions to structured or composite regimes have been developed by Lan and his coauthors [12, 15] in both convex and nonconvex regimes. As a consequence of the rate statements, obtaining an -optimal solution in strongly convex and merely convex regimes requires at most O(1/ 2 ) (projected) gradient steps (or prox-evaluations). This contrasts sharply with the deterministic regime where O(log(1/ )) and O(1/ √ ) are required in smooth strongly convex and convex regimes, respectively. In regimes, where either the prox or the projection operation is expensive, the implementation of SA becomes challenging. Motivated by the growing interest in a broad class of high-dimensional stochastic optimization problems (such as those arising in machine learning), our focus lies in improving this complexity in structured nonsmooth convex regimes by employing a stochastic generalization of an accelerated proximal gradient method. Recall that deterministic proximal gradient methods for (1) necessitate taking steps of the form:
where P g (y) arg min x { 1 2 x − y 2 + g(x)}. When f is deterministic, the FISTA algorithm [3] , an extension of Nesterov's accelerated proximal gradient scheme [29] , is characterized by the optimal convergence rate of O(1/k 2 ). Unfortunately, a direct application of deterministic analogs necessitates access to ∇ x E[f (x, ω)], which is assumed to be unavailable. Instead, consistent with the general spirit of first-order methods for stochastic convex optimization, we assume access to a first-order oracle that provides us with a sampled gradient ∇ x f (x, ω) and consider the variable sample-size accelerated proximal gradient scheme (VS-APM) where the true gradient is replaced by a sample average with batch size N k
x k+1 := y k+1 + β k (y k+1 − y k ),
, η k and β k are suitably defined steplengths. This avenue has a key advantage in that through the use of variable sample-sizes (specifically increasing) N k allows for progressive reduction of the variance in the sample-average gradient employed in constructing the step. This feature is absent in standard SA schemes where a single gradient or a constant batch size is employed and allows for the possibility that the fast (i.e. deterministic) convergence rates may be recovered (in an expected value sense) if the sample-size grows sufficiently fast. This in turn requires far less proximal evaluations for computing a solution of a specified accuracy. Accelerated schemes appear to have significant benefits in terms of the improvement in the rate (particularly in convex regimes) as well as the reliance on the condition number κ = L/µ (in strongly convex regimes). We now briefly summarize prior research.
Related work
Stochastic optimization. Stochastic approximation has a long history in the context of stochastic optimization (cf. [23, 6, 40] ). For nonsmooth convex stochastic optimization, the optimal rate of O(1/ √ k) was developed by [27] by utilizing an optimal constant steplength. Subsequently, in strongly convex regimes, a rate of O(1/k) was obtained by utilizing window-based averaging techniques. Structured nonsmooth problems have been examined in [24, 11, 13] and a rate of O(1/k 2 + 1/ √ k) was developed in [24] by utilizing a mirror-descent framework combined with an acceleration step. Variance reduction schemes in stochastic optimization. When considering increasing samplesize schemes in such regimes, there has been far less research. In the strongly convex regimes (without acceleration), a linear rate of convergence in expected error was first shown for gradient methods by Shanbhag and Blanchet [39] and subsequently for extragradient methods by Jalilzadeh and Shanbhag [17] while both a linear rate and the optimal oracle complexity for gradient methods was recently shown by Jofré and Thompson [19] . In smooth and convex regimes, an accelerated scheme was first presented in the seminal work by Ghadimi and Lan [14] where every iteraion requires two prox evaluations and the resulting scheme was shown to admit the optimal rate and oracle complexity of O(1/k 2 ) and O(1/ 2 ), respectively. Subsequently, a simpler scheme was presented by Jofré and Thompson [19] which provided a similar rate but with slightly poorer oracle complexity but allowed for state-dependent noise (See Table 2 ). An extragradient-based variable sample-size framework is also suggested by [17] where the rate of O(1/k) is obtained in expected error. Finally, a more general framework is considered in [32] , where the authors examined similar questions of consistency of estimators based on increasing the sample sizes at suitable rates. Variance reduction schemes in machine learning: Almost all of the prior research in variable sample-size schemes considered the finite-sum problem where f (x) n i=1 f i (x). In [10, 9] the authors derive geometric convergence rates in strongly convex regimes when sample-sizes are raised at a geometric rate (also see [41] ) while Roux et al. [36] developed a stochastic average gradient (SAG) scheme for the smooth regime (g(x) = 0) where the number of gradient evaluations is O(max{n, L max /µ} log(1/ )) and L max = max i L i and L i denotes the Lipschitz constant of ∇ x f i (x). This scheme is characterized by an onerous storage requirement in that it necessitates storing the most recent gradient of f i leading to a storage requirement of O(nd). In attempting to reduce this storage requirement, Johnson and Zhang [20] developed a scheme referred to as stochastic variance reduction scheme (SVRG) where the complexity in terms of gradient evaluations was shown to be O((n+L max /µ) log(1/ )) while the prox-based extension (Prox-SVRG) [42] improved this bound to O((n +L/µ) log(1/ )) whereL = n i=1 L i /n. A stochastic dual coordinate ascent (SDCA) scheme with complexity O((n + L max /µ) log(1/ )) was suggested in [37] and is reliant on g being strongly convex and f i = φ i (a T i x), where the conjugate functions of φ i and g are efficiently computable (See Table 1 ). More recently, [1] considered the use of acceleration and improved the complexity in terms of gradient evaluations to O((n + nL/µ) log(1/ )). More recently, in [5] , the authors introduced a first order algorithm for unconstrained stochastic convex programs that involves choosing sample size dependents on an inner product test to find a descent direction with high probability. Their scheme also recovers the optimal convergence rate for both strongly convex and convex problems, and obtains a rate O(1/k) when the objective function is nonconvex. A wonderful summary of optimization algorithms for machine learning may be found in [7] . [14] The contributions of this work are aligned around a variable sample-size accelerated proximal method for structured nonsmooth stochastic optimization problems over general probability spaces. The first part of the paper extends prior work [39] on strongly convex smooth problems to the accelerated regime and provides an optimal linear rate and an overall complexity that improves on known results for stochastic optimization in terms of its relation on κ, the condition number. In contrast with Prox-SVRG and Prox-SDCA, (VS-APM) can contend with general distributions. The number of prox evaluations required by (VS-APM) is O( √ κ) log(1/ ) which may be significantly smaller than O((n + κ) log(1/ )) (as approx required by Prox-SVRG and Prox-SDCA). However, the oracle complexity of (VS-APM) is O(1/ ) and is invariant with n while Prox-SVRG and Prox-SDCA has oracle complexities which are O(n log(1/ )). Jofré and Thompson [19] present an unaccelerated scheme for strongly convex stochastic programs where the number of proximal evaluations is O(κ log(1/ )).
In the second part, inspired by the work by Ghadimi and Lan [14] , we develop a smoothed accelerated proximal scheme that is both asymptotically convergent and admits an optimal rate of O(1/k) (with an optimal oracle complexity of O(1/ 2 )) when f is nonsmooth but convex. This finding leads to two corollaries: (i) If f is deterministic, we obtain a smoothed accelerated proximal method defined by a rate O(1/k), akin to that presented by Nesterov [30] . We observe that our scheme is asymptotically convergent; (ii) If f is smooth, we obtain the accelerated rate of O(1/k 2 ) with an optimal oracle complexity of O(1/ 2 ), matching the findings by Ghadimi and Lan [14] , but require a single prox evaluation at each step (rather than two). Jofré and Thompson [19] framework 1 build a similar scheme but utilize distinctly different parameter, sample-size, and steplength sequences, allowing for more general state-dependent noise at a modest cost of oracle complexity.
Succinctly, the novelty of our work lies in presenting the following. (i) an accelerated scheme for structured nonsmooth stochastic convex programs with strongly convex f with the optimal oracle complexity as well as complexity of prox evaluations (specifically O( √ κ log(1/ ))), rather than O(κ log(1/ )) in most prevailing works; (ii) a smoothed accelerated scheme for smoothable nonsmooth stochastic convex optimization with the optimal rate O(1/k) and optimal oracle complexity O(1/ 2 ); and (iii) an a.s. convergence theory for smoothed and accelerated proximal schemes for structured nonsmooth stochastic convex optimization. The contributions of this work are summarized next while numerical studies are provided in Section 4.
(I) Strongly convex f . We show that (VS-APM) produces a sequence of iterates for which we may claim that E[F (y K ) − F (x * )] ≤Cρ K and it may be shown that computing a solution y K requires no greater than O( √ κ log(1/ )) proximal evaluations. Furthermore, VS-APM admits the oracle complexity of O( √ κ/ ) for computing an -solution.
(II) Convex nonsmooth f . In this setting, we develop an iterative smoothing-based extension of (VS-APM) that employs the gradients of the smoothed function f . By reducing the smoothing and steplength parameters at a suitable rate,
produces asymptotically accurate solutions (unlike the scheme in [30] ) and is characterized by the optimal oracle complexity of O(1/ 2 ). We may specialize these results to obtain an optimal rate of O(1/k 2 ) when f is convex and smooth and displays an optimal oracle complexity of O(1/ 2 ). When f is deterministic but nonsmooth, (s-APM) matches the rate by Nesterov [30] but produces asymptotically exact solutions.
(III) Almost sure convergence. Finally, we prove that for suitable choices of steplength and smoothing sequences (which are distinct from choices in (II)), (sVS-APM) and (VS-APM) produce sequences that converge a.s. to a solution of (1), a convergence statement that was unavailable thus far.
Notation:
A vector x is assumed to be a column vector while x denotes the Euclidean vector norm, i.e., x = √
x T x. We use P g (x) denotes the prox with respect to g at x. We abbreviate "almost surely" as a.s., and E[z] is used to denote the expectation of a random variable z.
A Variable Sample-Size Accelerated Proximal Scheme for Strongly Convex Problems
In this section, we develop a rate and complexity analysis for a variable sample-size accelerated proximal method (VS-APM). This avenue is inspired by the gradient method developed by Nes-terov [29] which is characterized by the optimal rate of convergence of O(1/k 2 ) for convex differentiable problems. Linear rates of convergence for such a method [31] were developed for strongly convex programs that improves the complexity of computing an -solution from O(κ log(1/ )) to O( √ κ log(1/ )). Inspired by this avenue, we consider examining the variable sample-size accelerated proximal counterpart of such a scheme as specified in Algorithm 1. Key distinctions with the original scheme based on [31] with several key differences. (i) First, we employ inexact gradients, incorporate diminishing variances of error, and introduce an important but subtle modification of the scheme to obtain the optimal oracle complexity; (ii) Second, these differences lead to a slightly modified set of update rules in contrast with that developed in [31] and require that η k ≤ 1/2L rather than 1/L. Before proceeding, we outline two assumptions. As part of the first, we impose the following requirements on f and g. 
where x * is a solution of (1).
Algorithm 1 Variable sample-size accelerated proximal method (VS-APM)
(4) If k > K, then stop; else k := k + 1; return to (1).
Next, we impose a requirement on the conditional bias and the conditional second moment on the sampled gradient ∇ x f (x, ω) produced by the oracle.
We utilize the following simple result in our analysis. 
2 , we have that y ≥ 1 2 y . Lemma 2. Given a symmetric positive definite matrix Q, then, we have the following for any ν 1 , ν 2 , ν 3 :
We begin by proving a crucial inequality that relates the function values between x and y k . In this section, we consider the development of a variable sample-size accelerated proximal scheme for structured strongly convex stochastic optimization problems.
Proof. Since y k+1 arg min
we have that
Then
By the optimality condition of (5), we have 0 ∈ ∂g(y k+1 ) + ∇ψ k (y k+1 ). Hence, by convexity of function g(x) we obtain
Consequently, by using the definition of ψ k (x) and h(x) we have that
Since f is a µ−strongly convex function,
.
h(x k ) 2 and inequality (6), we have the following:
where (8) follows from the definition of h(x k ). From L-smoothness of f ,
where the last inequality is a consequence of 2a T b + a 2 ≥ − b 2 . By substituting (9) in (8), the required result follows.
It is worth emphasizing that in the proof of Lemma 3, we employ a simple bound to ensure that the termw T k,N k (y k+1 − x k ) does not appear in the final bound. Instead, the term w k,N k 2 emerges and this allows for deriving the optimal (rather than sub-optimal) oracle complexity. Next, we define a set of parameter sequences that form the basis for updating the iterates.
Given v 0 and τ 0 , the sequences {v k , τ k , α k } are defined as follows:
We employ this set of parameters in showing that the update rule (3) in Algorithm 1 can be recast using the parameters τ k , α k , and v k . This observation is crucial as we analyze the update.
Lemma 4 (Equivalence of Update rules). Suppose Assumptions 1-2 hold. Suppose the sequences {v k }, {α k }, and {τ k } are prescribed by Definition 1. Consider the sequence {x k } generated by the algorithm. Then the following hold:
Then the update rule (1b) in Algorithm 1 with γ k
for all k is equivalent to the following:
Proof. (i).
The update rule on the right in (i) can be recast as follows:
Now by substituting the expression for v k from (13) in (10) and recalling that
, we obtain the following sequence of equalities.
Next, we show that the update rule for x k+1 in (i) on the left is equivalent to that on the right in (i). (11) and (12),
Now by choosing
, we have the following:
From the update rule for λ k , we can obtain:
By substituting (17) in (16) we obtain
Hence (15) can be written as
We now utilize the previous Lemma in defining an auxiliary function sequence {φ k+1 (x)} and a sequence {p k }. These sequences form the bais for carrying out the final rate analysis.
Lemma 5. Suppose Assumptions 1-2 hold. Consider the iterates generated by Algorithm 1 where
and p 1 = 0. If φ k (x) and p k are defined as follows for k ≥ 1:
Proof. We begin by showing that ∇ 2 φ k (x) = τ k I, where I denotes the identity matrix. For k = 1, ∇ 2 φ 1 (x) = τ 1 I. Suppose, this holds for k and we proceed to show that this holds for k := k + 1 :
By choosing τ k+1 = (1 − α k )τ k + α k µ, the required claim follows. Next we show that the sequence φ k (x) can be written as follows:
Consequently, we have that
This implies that φ k+1 (x) = φ * k+1 + τ k+1 2
x − v k+1 2 and (21) has been shown to be true for all k. Next, we proceed to obtain the recursive rule for v k+1 and φ * k+1 . By using the optimality conditions for the unconstrained strongly convex problem min x φ k (x), we obtain the following:
By using equations (18) and (21), we obtain the following:
The expression on the right can be further simplified as follows:
Next, we inductively prove that φ * k ≥ F (y k ) − p k where p k is defined in (19) . This holds for k = 1 where p 1 = 0. Assuming, it is true for k, we prove it holds for k + 1 by invoking Lemma 3 for x = y k :
where the last inequality follows noting that terms (a) and (b) are zero from recalling that 2Lα 2 k = τ k+1 and
Before proceeding to analyze the rate of convergence, we proceed to examine the limiting behavior of the sequence {λ k } and show that λ k → √ κ, where κ denotes the condition number of the problem.
Lemma 6 (Properties of {λ k }). Suppose sequence {λ k } k≥1 is defined by the recursion
. Then {λ k } is an increasing and bounded sequence, such that lim k→∞ λ k = √ κ.
Proof. First by induction we show that sequence {λ k } is bounded above by √ κ. By assumption, λ 1 ≤ √ κ, we assume λ k ≤ √ κ and proceed to show that λ k+1 ≤ √ κ:
Since the sequence is increasing and bounded above, its limit exists. Suppose, lim k→∞ λ k+1 = λ, implying
Second we show that sequence {λ k } is increasing, i.e. λ k+1 ≥ λ k , which can be written equivalently by replacing the recursive rule λ k+1 as follows
We are now in a position to provide our main proposition that provides a bridge towards deriving rate statements and oracle complexity bounds.
Lemma 7. Suppose Assumptions 1-2 hold. Consider the iterates generated by Algorithm 1 where
Then the following holds for all K:
Proof.
By rearranging terms and setting x = x * in the inequality above, we obtain
, and by recalling that
, we obtain the following sequence of inequalities:
By using Lemma 5 and (25), we may obtain
where we used the fact that τ 1 = µ and α k ∈ (1,ᾱ]. Next, we derive a bound on
By taking expectations and invoking Assumptions 1-2,
By substituting (27) in (26), we obtain the desired result.
Theorem 1 (Optimal rate and oracle complexity). Suppose Assumptions 1-2 hold. Consider the iterates generated by Algorithm 1 where
) for all k ≥ 0 and a > 2. Then the following hold.
(i) For all K, we have that
In addition, VS-APM needs O( √ κ log(1/ )) steps to obtain an -solution.
(ii) To compute a solution
From (24) and by the definition of θ, we may claim the following:
where in the last inequality we used the fact thatᾱ + 2θ = 2 −ᾱ ≤ 2.
, by using Lemma 1, we have the following:
By substituting (30) in (29) , the bound in terms of K is provided next whereC is defined in (28):
Furthermore, we may derive the number of steps K to obtain an -solution:
(ii) To compute a vector y K+1 satisfying E[F (y K+1 ) − F * ] ≤ ,we haveCρ K ≤ , implying that K = log (1/ρ) (C/ ) . To obtain the optimal oracle complexity, we require
, implying that
Iteratively Smoothed VS-APM for Nonsmooth Stochastic Optimization Problems
Thus far, we have considered settings where f is a smooth and strongly convex function. This allows for developing proximal extensions of accelerated gradient schemes. However, there are many instances when the function f is neither smooth nor strongly convex. In such settings, if the function f is subdifferentiable, then subgradient methods provide an avenue for resolving such problems in stochastic regimes but display a significantly poorer rate of convergence. In [30] , Nesterov showed that for a subclass of problems, an accelerated gradient scheme may be applied to a suitably smoothed problem where the smoothing leads to a differentiable problem with Lipschitz continuous gradients (with known Lipschitz constants). If the smoothing parameter is chosen suitably, the convergence rate to an approximate solution can be improved to O(1/k) from O(1/ √ k). However, since the smoothing parameter is maintained as fixed, Nesterov's approach can provide approximate solutions at best but not asymptotically exact solutions. In this section, we develop an iteratively smoothed accelerated proximal gradient scheme in which the smoothing parameter is reduced after every step and can contend with stochastic optimization problems. Importantly, we show that this scheme admits the rate of O(1/k), matching the finding of Nesterov [30] ; however, such a scheme is proved to be asymptotically exact. The remainder of this section is organized into three subsections. In Section 3.1, we provide some background on smoothing and derive rate and complexity statements in Section 3.2 for the iteratively smoothed VS-APM. Notably, when the problem is smooth, we recover the optimal rate of O(1/k 2 ) with the optimal oracle complexity of O(1/ 2 ). Finally, in Section 3.3, we show that under suitable choices of smoothing sequences (sVS-APM) produces sequences that converge a.s. to an optimal solution.
Smoothing techniques
Recall that our original objective takes the form of f (x) + g(x) where g is a convex function with an efficient prox evaluation (or "proximable") while f , rather than smooth, is a real-valued and convex function that is not proximable. In [4] , the authors define an (α, β)-smoothable function as follows.
Definition 2 ((α, β)−smoothable [2]).
A convex function f : R n → R is referred to as (α, β)-smoothable if there exists a convex differentiable function f µ : R n → R that satisfies the following:
There are a host of smoothing functions based on the nature of f . For instance, when f (x) = x 2 , then f µ (x) = x 2 2 + µ 2 − µ, implying that f is (1, 1)−smoothable function. If f (x) = max(x 1 , x 2 , . . . , x n ), then f is (1, log(n))-smoothable and f µ (x) = µ log( n i=1 e x i /µ ) − µ log(n). (see [4] for more examples). When f is a proper, closed, and convex function, then the Moreau (proximal) smoothing [26] leads to the Moreau envelope, defined as follows.
In fact, f is (1, B 2 )-smoothable when f µ is given by the Moreau envelope [30, 4] and B denotes a uniform bound on s in x where s ∈ ∂f (x). There are a range of other smoothing techniques including Nesterov smoothing [30] and inf-conv smoothing [2] and our approach is agnostic to the choice of smoothing; we merely require that the function f be (1, B 2 )−smoothable but this is easily generalized. When f (x, ξ) is a proper, closed, and convex function in x for every ξ, then f (x, ξ) is (1, B 2 )-smoothable for every ξ where f µ (x, ξ) is a suitable smoothing. We proceed to develop a smoothed variant of (VS-APM), referred to as (sVS-APM), in which ∇ x f µ k (x k , ω k ) is generated from the stochastic oracle and µ k is driven to zero at a sufficient rate (See Algorithm 2).
Algorithm 2 Iteratively smoothed VS-APM (sVS-APM)
(0) Given budget M , x 1 ∈ X, y 1 = x 1 and positive sequences {η k , N k }; Set λ 0 = 0, λ 1 = 1; k := 1. 
Rate and Complexity analysis
In this subsection, we develop rate and oracle complexity statements for Algorithm 2 when f is (1, B 2 ) smoothable and we then specialize these results to both the deterministic nonsmooth and the stochastic smooth regimes. We begin with a modified assumption. 
Proof. By the update rule in Algorithm 2, we have
From the optimality condition for (34), 0 ∈ ∂g(y k+1 ) +
By the convexity of g(x), we have that g(x) ≥ g(y k ) + s T (x − y k+1 ) for all s ∈ ∂g(y k ). Hence, we obtain the following
Now by using Lemma 2, we obtain that
By invoking the convexity of f µ k (x) and by using the Lipschitz continuity of ∇ x f µ k (x, ω), we obtain
where the last equality follows from adding and subtractingw k . Now by adding (35) and (36), we obtain
where the last inequality follows from Lemma 2 by choosing Q = I, v 1 = x k , v 2 = x, and v 3 = y k . By setting x = y k in (37), we have
Similarly, by letting x = x * , we can obtain
By invoking Lemma 2 where v 1 = x k , v 2 = y k+1 and v 3 = y k , we obtain
Consequently, (38) can further bounded as follows:
Similarly, we have that
By multiplying (40) by (λ k − 1) and adding to (41) , where δ k
we have the following:
Again by using Lemma 2, we may express the terms in (43) as follows:
In addition,
From the update rule, (42) by λ k , we obtain the following, where
where in the last inequality we used the update rule of algorithm,
(y k+1 − y k ), to obtain the following:
By multiplying both sides by η k and assuming η k ≤ η k−1 , we obtain
By assuming η k ≤ µ k 2 , we obtain
Summing (47) from k = 1 to K − 1, we have the following:
Taking expectations, we note that the last term on the right is zero (under a zero bias assumption), leading to the following:
where in the last inequality we used the fact that y − x * ≤ C for all y ∈ dom(g) and k 2 ≤ λ k ≤ k which may be shown inductively.
We are now ready to prove our main rate result and oracle complexity bound for (sVS-APM).
Theorem 2 (Rate Statement and Oracle Complexity Bound for (sVS-APM)). Suppose Assumptions 2-3 hold. Suppose {λ k } and {γ k } are specified in Algorithm 2. Suppose µ k = 1/k, and η k = 1/2k, and N k = k a , where a > 1. 
(ii) Let ≤C/2 and K is such that
2 k a and η k = 1/(2k) is utilized in Lemma 8, we obtain the following
For a > 1, we may derive the next bound.
By invoking (1, B 2 )−smoothability of f and µ K = 1/K, we have that
Hence, the required bound follows from (48)
(ii) To find
To obtain the optimal oracle complexity we require K k=1 N k gradients. Hence, the following holds for sufficiently small such that 2 ≤C/ :
We now consider two cases of Theorem 2 for which similar or improved rate statements are available. Case 1. Structured stochastic nonsmooth optimization with f smooth. Now consider problem (1), where f (x) is a smooth function. Recall that we considered such a problem in Section 2 for strongly convex f and in this case, we consider the merely convex case. When f is deterministic, accelerated gradient methods [29] and their proximal generalizations [3] were characterized by the optimal rate of convergence of O(1/k 2 ). When f is expectation-valued, Ghadimi and Lan [14] presented the first known accelerated scheme for stochastic convex optimization where the optimal rate of 1/k 2 was shown for the expected sub-optimality error. This rate required choosing the simulation length K and choosing N k = k 2 K which led to the optimal oracle complexity of O(1/ 2 ). However, this method as seen in Table 2 is somewhat different from VS-APM. In particular, every step requires two prox evaluations (rather than one for VS-APM). While pursuing submission of the present work, we were informed of related work by Jofré and Thompson [19] through a private communication. In [19] , the authors develop an accelerated proximal scheme for convex problems with a similar algorithm but allow for state dependent noise. The weakening of the noise requirement still allows for deriving the optimal rate of O(1/k 2 ) but necessitates choosing N k = k 3 (ln k) . As a consequence, the oracle complexity is slightly poorer than the optimal level and is given by O −2 ln 2 ( −0.5 ) . We note that (VS-APM) displays the optimal oracle complexity O( −2 ) by choosing N k = k 2 K while by choosing N k = k a for a = 3 + δ, then the oracle complexity can be made arbitrarily close to optimal and is given by O( −2−δ/2 ). However, (VS-APM) imposes a stronger assumption on noise. We formalize our findings in the next corollary. η . Then the following holds.
η . Then the following holds.
Proof. (i) Similar to the proof of Lemma 8, by defining δ k = F (y k ) − F (x * ) we can prove:
2 k a and η k = η. Then we have that the following h lds where C
where the first inequality follows from bounding the summation as follows:
, then the oracle complexity can be bounded as follows:
Then similar to part (i), we may bound the expected sub-optimality as follows whereC 2ν 2 η +
Since K = C 1/2 / 1/2 , the oracle complexity may be bounded as follows:
Case 2: Deterministic nonsmooth convex optimization. When the function f in (1) is deterministic but possibly nonsmooth, Nesterov [30] showed that by applying an accelerated scheme to a suitably smoothed problem (with a fixed smoothing parameter) leads to a convergence rate of O(1/K). In contrast with Theorem 2, utilizing a fixed smoothing parameter leads to an approximate solution at best and such a scheme is not characterized by asymptotic convergence guarantees.
In addition, we observe that the rate statement for (i-VS-APM) is global (valid for all k) while constant smoothing holds for the prescribed K. We observe that the rate statements by using an appropriately chosen smoothing and steplength parameter matches that by using a selecting a suitable smoothing and steplength sequence. 
(ii) Fixed smoothing: For a given K > 0, suppose µ k = 1/K, η k = 1/2K, and N k = k a where a > 1. Then the following holds.
Almost sure convergence
While the previous subsection has focused on providing rate statements for the expected suboptimality, a related question is whether the sequence of iterates produced by (sVS-APM) converge a.s. to a solution. Note that schemes which employ a constant smoothing parameter do not come equipped with such guarantees. Proving a.s. convergence requires using the following supermartingale convergence lemma [33] .
Lemma 9. Let {v k } be a sequence of nonnegative random variables, where E[v 0 ] < ∞ and let {α k } and {µ k } be deterministic scalar sequences such that 0 ≤ α k ≤ 1 and µ k ≥ 0 for all k ≥ 0, 
The next corollary provides a similar a.s. convergence for (VS-APM) that can accommodate structured nonsmooth optimization where f (x) is a smooth merely convex function. The proof of this result is similar to Proposition 1, but δ k in this case is defined as δ k = F (y k ) − F (x * ). Proposition 2. (Almost sure convergence theory for (VS-APM)) Suppose f is smooth and {y k } defines a sequence generated by (VS-APM). Suppose Assumption 2 -3 hold. Suppose η k = η ≤ 1/(2L) and N k = k a for a > 1. Then {y k } converges to the solution of (1) a.s.
Numerical results
In this section, we compare the performance of (VS-APM) and (sVS-APM) with existing solvers when f satisfies one of the following: (1.) strongly convex and smooth; (2.) convex and smoothable; (3.) f is merely deterministic and smoothable; (4.) Almost sure convergence; and (5.) f is convex and smooth. When f is strongly convex, the experiments are performed on Matlab (2016) on a 64-bit Linux OS with Intel(R) Xeon(R) E5-2680 2.80GHz with 256GB RAM. In all the other instances, the tests were carried out on Matlab on a 64-bit macOS 10.13.3 with Intel i7-7Y75 @1.4GHz with 16GB RAM.
1. Strongly convex and smooth f . We consider the support vector machine problem given by the following regularized logistic regression problem:
where λ 1 and λ 2 are regularization parameters. We may rewrite this problem in the form of (1) by choosing either (a) g(β)
When solving the SVM problem, we apply (VS-APM), SG (Stochastic gradient), and Prox-SVRG on formulation (a) while Prox-SDCA is applied on (b). We compare (VS-APM) with de-facto standards such as Prox-SVRG [42] and Prox-SDCA [38] on two datasets specified in Table 3 that the strong convexity modulus is given by µ = λ 2 while the Lipschitz constant for normalized data (i.e. x i 2 = 1 for all i) is L = 1/4. 1(i). Comparison across algorithms. Table 4 (L) considers the setting when λ 2 = 1e−4. Recall that Prox-SVRG computes the full gradient periodically and we terminate Prox-SVRG after the scheme computes 10 full gradients. Therefore the total number of prox evaluations is 10n, similar to prox-SDCA and SG (which are both terminated after consuming 10n samples). In (VS-APM), the total sampling budget (calls to the oracle) is such that (VS-APM) also uses 10 full gradients for N k = 0.99 −k and terminates in 721 iterations. As shown in the table, (VS-APM) terminates with an empirical error of 4.713e-6 in 89 seconds while prox-SVRG terminates after 12651 seconds with an empirical error of 2.1142e-5. Prox-SDCA takes 2386s, which is larger than the time taken by VS-APM by a factor of nearly 26. However, prox-SDCA is highly dependent on the regularization Table 4 : sido0: Constant # full grads and λ 2 = 10 −4 (L), Constant # samples and λ 2 = 10 −7 (R) parameter, as seen when λ 2 is reduced to λ 2 = 1e-7. Table 4 (R) displays the results when total sampling budget is 10n for all methods. Prox-SDCA performs somewhat poorer while the accuracy of (VS-APM) improves, suggesting that (VS-APM) is more stable than prox-SDCA with respect to changing the regularization parameter. Note that (VS-APM) never computes a full gradient in this round of testing and provides solutions of comparable accuracy while requiring less than a hundredth of the time utilized by Prox-SVRG. In Table 5 , we compare the performance when all the schemes are given the same amount of CPU time, namely 180 seconds, set λ 2 = 1e-4, and employ a steplength of η k = 1/L. The steplength is set at the appropriate level for the other schemes. For instance, in prox-SVRG, η = 1/10L is the suggested steplength [42] while number of inner steps is n. The results in this setting are quite telling. (VS-APM) terminates with an error of the order of 1e-8 while competing schemes perform far less favorably. Finally, we compare the Table 6 : sido0: Constant budget, sensitivity to κ performance on the rcv1 dataset. Again, we consider a setting where all schemes are provided a constant amount of CPU time. As seen in Figure 2 and [19] introduced an unaccelerated variable sample-size stochastic approximation scheme for strongly convex problems. In Table 6 , we compare the behavior of (VS-APM) with this scheme for different values of κ for a fixed sampling budget (M = 50n). Expectedly, (VS-APM) performs better when the condition number is lower and the impact of acceleration in convergence is shown in Table 6 . Figure 3 compares trajectories for λ 2 = 1e−4 and 1e−7 and we note that (VS-APM) is far less sensitive to conditioning than its unaccelerated variant.
(1) (iii). Insights for strongly convex f .
(a) (VS-APM) uses O( √ κ log(1/ ) prox-evaluations while Prox-SVRG and Prox-SDCA require O((n + κ) log(1/ )) prox evaluations. Despite both complexities having a similar dependence on , n + κ may be quite large for certain problems, the overall complexity requirements to obtain an -solution grows significantly for both Prox-SVRG and Prox-SDCA. In fact, (VS-APM) performs far better than its counterparts when the problem is poorly conditioned, which is not surprising since the complexity is dependent on √ κ, rather than κ in the case of Prox-SVRG, Prox-SDCA, and the unaccelerated variant of (VS-APM) [19] (See Table 6 ).
(b) When the same amount of sampling budget is provided to all four schemes, the amount of time taken by (VS-APM) is far smaller since it requires far less prox-evaluations. This can be seen from Table 4 (R), where VS-APM provides similar empirical error but does so in far less time.
(c) While there are problem instances where given sufficient time and sampling budget, Prox-SVRG and Prox-SDCA may outperform (VS-APM), in high dimensional settings where prox evaluations are not cheap, (VS-APM) may display computational benefits. Note that the cost of averaging the sampled gradients appears modest in practice.
2. Convex and smoothable f . In this setting, we compare the performance of our iterative smoothing scheme (sVS-APM) with a scheme where the smoothing parameter is fixed on the following stochastic utility problem:
where φ(t) max 1≤j≤m (v i + s i t), ξ i are independent and identically distributed normally random variables with mean zero and variance one, and v i and s i are constants between zero and one. The µ-smooth approximation of function φ(t) is provided in [4] , which is given by φ µ (t) = µ log m i=1 e (v i +s i x)/µ . In Table 7 (L), we generated 20 replications for (sVS-APM) with fixed and diminishing smoothing sequences with η k = µ k /2, N k = k 3.001 , and total sampling budget is 1e6. In Figure 4 , we compare the trajectory for (sVS-APM) with those for constant smoothing for n = 200. 3. Deterministic and smoothable f . Here, we aim to compare (s-APM) (the deterministic variant of (sVS-APM) ) with the smoothing approach introduced by Nesterov [30] for deterministic problems. Consider the minimization of Ax − b 1 + x 1 , where A ∈ R m×n and b ∈ R m are randomly generated from a standard normal distribution. We utilize the smooth approximation of , |A i x − b i | ≤ µ
In Table 7 (R), we compare (s-APM) with a fixed smoothing variant for different choices of smoothing parameter µ and problem size n. Note that in all experiments, we choose K, the total number of iterations, as K = 1000, steplength η k = µ k /2, and m = n/2 (see also Figure 5 ). 2 and 3(i). Insights for determinsitic/stochastic, convex, and smoothable f .
(a) The empirical behavior of (sVS-APM) appears to be better on this test problem. One rationale for this may be drawn from noting that (sVS-APM) allows for larger steplengths early (since η k ≤ µ k ) on while in fixed smoothing technique, η k ≤ µ K (where µ K may be quite small). This can be seen in the trajectories where early progress by the iterative smoothing scheme can be observed. A larger µ K allows for larger steplengths but leads to a coarser approximation of the original problem while smaller µ K leads to poorer progress but better approximations (See Table 7 (L) and Figure 4 ). These distinctions are even more significant in the deterministic regime as seen in Figure 5 , where the smoothing approach is seen to provide superior empirical error. In fact, when µ = 1/100, the scheme makes significant progress initially and then degenerates while µ = 1/2000 leads to slower but steadier progress (since steplengths are smaller).
(b) In addition, one needs to note that another advantage of iterative smoothing arises in situations where µ is small and gradient computation may be plagued by instabilities. This can sometimes be resolved (see [30] ); if not, the implementation of constant smoothing schemes may be more challenging. We expect that as one proceeds and µ k gets to be small, (sVS-APM) will also be plagued by similar difficulties (but much later in the process).
4. Almost sure convergence. In this experiment we implemented sVS-APM on the stochastic utility problem (53) with n = 20 and m = 10 for different choices of the smoothing sequences. Specifically, we allow µ k to be µ k ∈ {1/k, 1/ √ k, 1/k 0.25 } (where µ k = 1/k is required for convergence in mean and µ k = 1/k b with b ∈ (0, 1/2] for a.s. convergence). We employ sample size sequence N k = k 3.001 . For each experiment the mean of 20 replications and their 95% confidence intervals are plotted in Figure 6 . It can be seen that when µ k → 0 at a slower rate as mandated by the requirement of the a.s. convergence result, the confidence bands are tighter, becoming more apparent in Figure 6 (L) where the variance is 5. Furthermore, our numerical studies have revealed that even for less aggressive choices of N k such as when N k = k a and a > 1, the trajectories show the desired behavior in accordance with Prop. 1. 5. Convex smooth f . We compare (VS-APM) with the methods in [19] and [14] on SIDO and RCV1 with λ 2 = 0. Expectedly, all three schemes perform similarly but the scheme by Ghadimi and Lan [14] takes longer since it has two prox evaluations per step while Jofré and Thompson [19] requires less time since N k grows faster (and consequently less prox evaluations are taken).
(VS-APM) Jofré and Thompson [19] Ghadimi and Lan [14] 
Concluding remarks
Motivated by a breadth of high-dimensional problems arising in machine learning, the need for stochastic approximation schemes that admit faster rates of convergence is paramount. By using an increasing sample-size of gradients, we have developed a variable sample-size accelerated proximal method (VS-APM) that minimize f (x) + g(x) where f is expectation-valued and g is determinstic with an efficient prox. We show that (VS-APM) admits the optimal rate and oracle complexity when f is either smooth and strongly convex or when f is smoothable and convex. Our findings when specialized to the smooth and convex f provide an optimal accelerated rate of O(1/k 2 ) with optimal oracle complexity matching the findings in [14, 19] . When f is deterministic, our rate matches that obtained by Nesterov [30] but does so while providing asymptotically convergent schemes. Preliminary numerics on a class of machine learning and stochastic utility problems suggest that the schemes are efficient and compare well with existing techniques both in terms of complexity as well as in terms of sensitivity to problem parameters (such as conditioning).
