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1 INTRODUCTION 
In order to accurately assess the conveyance ca-
pacity of a particular reach, it is vital to under-
stand the resistance parameters associated with the 
reach.   These parameters in turn affect the veloc-
ity distribution within particular cross sections 
and also the coherent flow patterns.  These flow 
patterns can sometimes be observed directly and 
are often interpreted as flow structures or secon-
dary flow cells.  The correct representation of 
these flow structures in numerical models is often 
viewed as proof that the model is correctly cali-
brated.  Whichever modelling approach is used 
(e.g. 1-D, quasi 2-D, 2-D or 3-D), detailed field 
measurements are important, not only for calibra-
tion, but also for yielding an insight into the true 
physics of the flow.  With this in mind, the fol-
lowing paper outlines a series of experimental 
campaigns which were undertaken to provide de-
tailed velocity data from several cross sections of 
a small meandering river.  The campaigns corre-
spond to in-bank, bankfull and over-bank flow 
conditions.  For each campaign, information re-
lating to the overall resistance of the reach was 
also evaluated. 
Section 2 of the paper provides a brief over-
view of the test site, while section 3 outlines the 
instrumentation and methodology used.  Section 
4 outlines the data collected and interprets the 
flow structures by reference to the distribution of 
streamwise velocity and secondary flow velocity 
vectors.  The effect of vegetation is also exam-
ined.  Section 5 presents results which arise from 
an application of a quasi 2-D numerical model. 
The model simulates the depth averaged velocity 
distribution and illustrates that for all flow condi-
tions, reasonable agreements can be obtained in 
the main channel.  Finally, appropriate conclu-
sions are drawn in section 6. 
2 THE TEST SITE 
The field measurements were conducted in a 300 
m long reach of the River Blackwater, Hampshire, 
UK.  Due to the realignment of a nearby road, a 
reach of the river was altered and re-engineered as 
a double meandering two-stage channel (Figure 
1).  The one-in-a-hundred year flood design ca-
pacity of the channel was 4.3 m3s-1, and the design 
bank full capacity of the main channel was 1.5 
m3s-1.  The catchment area is approximately 35 
km2 and the hydrological response of the reach is 
considered as "flashy", as the upstream reach is 
dominated by an urban area.  
This reach has been extensively studied using a 
1:5 small scale physical model (Lambert and 
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Sellin, 1996) and therefore an extensive database 
exists which enables comparisons to be made with 
the full-scale data.  Although measurements were 
undertaken at several cross-sections along the 
reach, only the measurement results at a meander-
ing cross-section (see Figure 1) are presented in 
this paper.  
Approximately 100 m upstream of the inlet to 
the reach, shown in Figure 1, is a Sarasota elec-
tromagnetic gauging station.  Hence, an inde-
pendent record of the discharge at 15 minutes in-
tervals exists.  The cross section in which the 
Sarasota device is positioned, is approximately 
trapezoidal in shape.  In addition, this cross sec-
tion has relatively high bank elevations, which 
help to ensure that throughout the year, most of 
the flow remains in-bank (at this location only). 
 
 
Figure 1. Plan view of the channel (after Sellin and van 
Beesten 2002). 
3 INSTRUMENTATION AND 
METHODOLOGY 
The ADCP used in the current work is the 
StreamPro ADCP, manufactured by Teledyne RD 
Instruments.  The velocity data in a particular 
cross-section of the river is obtained by attaching 
the ADCP to a small boat and pulling it slowly 
across the river (Figure 2).  Typically five to 
eight traverses across the river are required to en-
able an ensemble-average distribution to be con-
structed which is statistically robust.  Hence, it is 
important to ensure that the ADCP is either lo-
cated at the same position in the river, or that it 
traverses the same path each time.  It should also 
be noted that if only the discharge is required, 
then this latter requirement can be relaxed since 
the discharge is frame invariant.  
In order to minimise errors associated with the 
positioning of the ADCP, a simple winch and pul-
ley system was devised which was fixed to the 
sides of the river (Figure 3).  The winch and pul-
ley system was erected at the same location during 
each of the measurement campaigns outlined in 
section 4.  This simple system proved to be very 
effective in ensuring that the same cross section 
was measured during each transect (see Gunawan 
et al. 2010 for further details).  In order to obtain 
the velocity data in a streamwise coordinate sys-
tem (i.e., the main flow being normal to the cross 
section during in-bank flow conditions), the head-
ing of the ADCP was required.  This data was ob-
tained by fitting a digital compass (PNI Sensor 
Corporation TCM 3 Tilt-Compensated Heading 
Module) to the boat and integrating the results 
with the output from the ADCP.  This simple 
modification proved to be highly effective (Gun-
awan et al. 2010). 
There are also measurement restrictions which 
occur when using an ADCP.  For example, it is 
not possible to measure a narrow band near the 
surface as a result of the ADCP being submerged 
within the water. Due to technical reasons, the 
bottom 6% of the water depth between the trans-
ducers and the river bed should also be excluded 
from the measurement results.  Furthermore, due 
to the minimum water depth requirement for un-
dertaking measurements (0.4 – 0.5 m for the 
ADCP used in this research), a region at the side 
of each river bank cannot be measured.  Notwith-
standing these restrictions, the results presented 
below are considered sufficiently accurate for the 
current purposes of this research. 
Six gauge boards were installed along the 
length of the reach in order to provide data relat-
ing to the local flow depth, from which the water 
surface slope could be evaluated.  The results of 
this, for the events considered below are illus-
trated in Figure 4.  In Figure 4, the horizontal 
axis represents the distance from the start of the 
reach and enables the location of the gauge boards 
to be evaluated (the data at a chainage of ~398 m 
corresponds the cross section under considera-
tion).  The vertical axis represents the level of the 
water surface above ordnance datum (AOD) or 
mean sea level.  The dotted lines in Figure 4 rep-
resent a water surface slope (SW) of 10
-3.  The dif-
ferent sets of data in Figure 4 represent the meas-
urements made during each of the campaigns 
examined below, except for the December 2007 
data, which were not available (see below).  Fi-
nally, Figure 4 indicates that over a large section 
of the reach 100 m < chainage < 500 m, the water 
surface slope is reasonably consistent. 
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Figure 2. The ADCP being deployed during a flood event. 
 
 
Figure 3. The winch and pulley system used in the research. 
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Figure 4. Water level elevations at six measurement stations 
during five fieldwork campaigns. 
4 FIELD MEASUREMENT RESULTS AND 
ANALYSIS 
4.1 Experimental campaigns 
As outlined above, between five to eight trans-
verse measurements were undertaken during each 
measurement campaign.  The exact number de-
pended on the variation in measured discharge be-
tween each individual run (see Gunawan (2010) 
for further details).  Analysis of the data obtained 
from the Sarasota gauge indicated that during 
each field campaign it is reasonable to treat the 
discharge as steady.  Furthermore, changes in the 
water depth during this period were always less 
than 1 cm, i.e., within the accuracy of the gauge 
boards, thus giving strength to the assumption of 
steady flow conditions.  During the measure-
ments, observation of the stage at the cross section 
was made at regular intervals (typically every 30 
minutes). 
The experimental campaigns were undertaken 
in December 2007, January 2008, August 2008 
and February 2009 and correspond to in-bank 
flow, in-bank flow, bank-full flow and over-bank 
flow respectively.  The timing of the two in-bank 
flows (i.e. one in the summer and one in winter) 
enabled the effect of local vegetation to be ex-
amined.  The vegetation growth can be dramatic, 
as illustrated in Figure 5.  The main hydraulic pa-
rameters corresponding to each of these events are 
shown in Table 1. 
  
 
 
Table 1. Hydraulic conditions during measurements.  
  8/2008 12/2007 01/2008 02/2009 
  In-bank In-bank Bankfull Over-bank 
Q (m3s-1) 0.40 0.77 1.87 3.57 
Re (x105) 0.79 1.29 2.38 3.11 
H (m) 0.57 0.53 0.65 0.97 
Fr (-) 0.07 0.16 0.14 0.19 
SW (-) 10
-3 N/A 5 x 10-4 7 x 10-4 
U (ms-1) 0.17 0.36 0.61 0.61 
 
 
Figure 5. Vegetation in the reach in December 2007 and 
August 2008.  
4.2 Flow structures 
Figure 6 shows the normalised streamwise veloc-
ity ( /U U ) contours for in-bank, bank-full and 
over-bank flows.  In Figure 6, U is the local en-
semble averaged streamwise velocity and U  is 
the discharge divided by the cross sectional area.  
The bed profile at the measured cross-section was 
surveyed using a total station in 2007 and 2009 in 
order to monitor and record any potential changes 
which may have occurred.  Figure 6 indicates that 
during the time between the two sets of survey 
measurements, there appears to have been some 
movement in the actual cross sections, with the 
banks moving by approximately 0.4 m in some 
cases.  Based on photographic evidence, Guna-
wan (2010) suggests that this may been caused by 
erosion and deposition which could have taken 
181
place during the high flow conditions which oc-
curred between 6/12/2007 and 16/1/2008.  It is, 
therefore, envisaged that the bed profile of the 
January 2008, August 2008 and February 2009 
campaigns correspond to the bed profile of the 
2009 survey.  Most of the bed profiles measured 
using the ADCP (also shown in Figure 6) agree 
well with the bed profile measured using the total 
station measurements of 2009.  A visible differ-
ence between the bed profiles elevations measured 
using both methods can be seen near the river 
bank in Figure 6d.  This occurs as a result of the 
ADCP measurements being averaged from four 
transducers which point in four different direc-
tions.  Due to this averaging, the steep bank of 
the cross-section is shown as a gradual change of 
bed elevation. 
Figure 6 illustrates that there is a wide lateral 
variation in streamwise velocity for a given event.  
Furthermore, as the flow depth increases, the re-
gion of high streamwise velocity can be seen to 
migrate towards the inner bank of the meander 
(i.e., the right floodplain).  In addition, the mag-
nitude of the maximum velocity in the river in-
creases with rising water depth.  
The effect of local vegetation can also be ob-
served by comparing Figures 6a and 6b.  The 
vegetation effectively concentrates the majority of 
the flow into small regions within the channel, 
causing high lateral gradients of streamwise ve-
locity. 
Figure 7 illustrates the velocity vectors corre-
sponding to the secondary flow, i.e., the flow in a 
plane perpendicular to the streamwise direction.  
As illustrated in Figures 7a – 7e a number of sec-
ondary flow cells can be observed.  
In general, the lateral flow for the in-bank flow 
case appears to be dominated by a movement to-
wards the outer meander (Figure 7a).  This is 
perhaps attributable to the centrifugal force which 
arises as a result of the geometry of the channel at 
this location.  However, a possible clockwise 
secondary cell is detected between 1.6 m < y 
(chainage) < 2 m. This pattern is also observed in 
Figure 7b.  A possible anti-clockwise circulation 
appears at y ~ 3 m which may extend all the way 
to the right bank.  Similar circulation patterns, 
but with higher strengths, appears to exist for the 
bank-full condition (Figure 7c).  
The interpretation of secondary flow cells is to 
a large extent subjective, and as such it is ac-
knowledged that an alternative interpretation 
could be made, i.e., four smaller cells exist be-
tween y = 1.8 m – 5.8 m.  
The strength of the secondary flow correspond-
ing to over-bank flow conditions is significantly 
larger than for either the in-bank or bank-full flow 
conditions.  The anti-clockwise circulation on the 
right hand side still exists in the over-bank condi-
tion (Figure 7d).  However, an additional anti-
clockwise cell, at y = 1.6 m – 3 m, is apparent.  
The existence of two cells rotating in the same di-
rection may be an artefact of the presentation of 
the data and could simply correspond to one large 
cell driven by the centrifugal force.  The magni-
tude of the lateral velocity appears to be directly 
related to the magnitude of the streamwise veloc-
ity, e.g., the location of the strong lateral flow to-
wards the outer bank near the right bank coincides 
with the location of the maximum streamwise ve-
locity core.  
Additional measurements were also undertaken 
using a Nortek 10 MHz Velocimeter (ADV) as il-
lustrated as illustrated in Figure 7e (see Sun et al. 
(2010) for further details).  Although these meas-
urements correspond to a different measurement 
campaign, they confirm the above observations 
for the in-bank and bank-full flow conditions. 
The use of the ADV enabled velocity meas-
urements to be made on the floodplain during 
over-bank flow, as illustrated in Figure 7f (the 
main channel measurements shown in Figure 7f 
correspond to those presented in Figure 7d, but 
using a different filtering resolution).  From Fig-
ure 7f it is evident that approximately half of the 
water on the floodplain flows towards the main 
channel, while the other half travels in the oppo-
site direction. 
 
 
Figure 6. Normalised streamwise velocity contours. 
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Figure 7. Velocity vectors in the lateral and vertical direc-
tions. 
5 QUASI- 2-D NUMERICAL MODELLING OF 
THE RIVER BLACKWATER 
As outlined in section 1, the measurements de-
tailed in section 4 are a useful aid not only in un-
derstanding the physics of the flow but also in in-
terpreting this behaviour in a systematic 
framework, i.e., a numerical model.  In this re-
spect, the Shiono and Knight method (SKM), 
which is fully described in several other places, 
(e.g., Shiono & Knight (1991), Knight & Shiono 
(1996) and Mc Gahey et al. (2010)), will be used.  
However, for the basis of completeness the SKM 
is briefly outlined below.  
The governing equation for the depth-averaged 
velocity in a prismatic channel is assumed to be 
given by equation (1): 
2
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where the overbar or the subscript d refers to a 
depth-averaged value, {U, V} are the velocity 
components in the {x, y} directions, with x = the 
streamwise direction parallel to the channel bed 
and y = the lateral direction, H = depth of flow, ρ 
= fluid density, g = acceleration due to gravity, So 
= bed slope of the channel, {τyx , τxx } = Reynolds 
stresses on planes perpendicular to the y and x di-
rections respectively, τb = boundary shear stress 
and s is the channel side slope (1:s, vertical: hori-
zontal). 
For flow over a flat bed, the analytical solution 
for Ud from equation (1) is:  
[ ] 2121 keAeAU yyd ++= −γγ      (2) 
where A1 and A2 are unknown constants which 
are obtained by applying appropriate boundary 
conditions, and the constants γ and k are given by  
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For flow over a linearly sloping bed is given by  
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In equation (5), A3 and A4 are unknown con-
stants which are obtained by applying appropriate 
boundary conditions.  (See Knight et al. (2004 & 
2007) for further details).  f, λ and Γ in equations 
(3) & (4) and (6) – (8) are the Darcy-Weisbach 
friction factor, the dimensionless eddy viscosity 
and the secondary flow term respectively. 
In order to apply either equations (2) or (5), the 
cross section of the channel is subdivided into a 
number of panels. To a large extent, choosing the 
appropriate number and position of the panels is 
the key to obtaining an effective solution, and 
these choices are often informed by knowledge of 
the secondary flow cells, i.e., the number and lo-
cation – see Knight et al. (2007).  For the purpos-
es of the current work, twelve panels were chosen 
– nine in the main channel and three on the flood-
plain.  It was felt that this represented a reasona-
ble trade-off between model complexity (which 
would arise as a result of increasing the number of 
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panels) and the 2-D nature of the model (i.e., the 
assumptions embodied within the derivation of the 
SKM).  The distribution of the panel structure is 
shown in Figure 8 by the alternating series of full 
and dotted lines drawn on the channel bed.  
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Figure 8. Panel structure for the whole cross section (c.f. 
Figure 9c). 
The calibration of the SKM was undertaken by 
adjusting the values of three coefficients, namely 
f, λ  and Γ .  Tang and Knight (2009) reported 
that for wide channels with overbank flow, the 
variation of λ has a minor effect on the simula-
tions.  Hence, in order to simplify the work, a 
constant λ value of 0.07 was adopted for all pa-
nels.  It is recognized that this is a lower limiting 
value, and that values as high as 0.5 can be en-
countered.  Initially, the parameter f was cali-
brated for each panel while Γ  was set to zero.  
The comparison between simulated Ud and mea-
surements corresponding to this calibration ap-
proach is shown in Figure 9.  It should be noted 
that the in-bank flow corresponding to December 
2007 was not simulated, due to unavailability of 
water slope data.  In what follows, it is assumed 
that the water surface slope (Sw) is approximately 
equal to the bed slope (So), an assumption which 
is supported by Figure 4. 
The values of f used in the simulation are 
shown in Table 2.  High f values are required in 
some panels, especially those corresponding to the 
in-bank case.  Such high values are required to 
represent the resistance due to vegetation in the 
main channel (see Figure 5b) and the effect of the 
channel geometry, i.e., the meander.  An addi-
tional momentum sink term in the RANS equation 
may be used to account for the effect of vegeta-
tion, rather than including it into the friction factor 
(e.g., see Rameshwaran and Shiono, 2007; Tang 
and Knight, 2009). 
Figure 9a indicates the lateral distribution of 
depth averaged streamwise velocity for the in-
bank case, August 2008.  As illustrated in Figure 
6a, the local velocity attains a maximum value in 
the centre of the channel.  The results from the 
SKM simulation are shown by the full line and 
indicate that the trend is represented reasonably 
well.  Similarly, good agreement between the si-
mulation and measurements are also obtained for 
the bankfull and over-bank cases (Figures 9b and 
c).  This good agreement is also quantified in 
terms of the root mean square error (RMSE), 
which indicates values of 0.03-0.04 ms-1 for all 
cases.   
 
Table 2. The values of parameter f for each panel. 
Panel no. In-bank Bankfull Over-bank 
1 N/A 2 1 
2 10 2 1 
3 10 0.25 1 
4 5 0.15 0.5 
5 0.7 0.08 0.2 
6 1.5 0.09 0.05 
7 3.5 0.09 0.1 
8 3.5 0.2 0.1 
9 N/A 0.5 0.8 
10 N/A N/A 0.8 
11 N/A N/A 0.8 
12 N/A N/A 0.8 
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Figure 9. Comparison of simulated Ud and measurement.  
In order to take into account the effects of sec-
ondary flow on the numerical model, the simula-
tion was re-calibrated using Γ values of other than 
zero.  This was done by altering the f values in 
each panel to 50%, 75%, 125% and 150% of the 
initial f values.  The values of Γ  were then cali-
brated to obtain good agreement between simula-
(a) In-bank 
(b) Bankfull 
(c) Over-bank 
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tion and measurement. The λ values for each pan-
el were kept constant at 0.07.  It can be shown 
that when appropriate Γ  values are chosen, the 
simulation results (Ud) for the cases with adjusted 
f values are almost identical to that for the cases 
with initial f values (Gunawan, 2010).  It was also 
found that the appropriate Γ  values for each f case 
(50%, 75%, 125% and 150% of the initial f val-
ues) can be predicted using a simple linear rela-
tionship between f and Γ , e.g., the relationship 
between f and Γ  for the overbank case simula-
tions, as shown in Figure 10.  It has been demon-
strated that various combination of f and Γ  could 
yield similar results.  It is, however, difficult to 
know which set of parameters represents the phys-
ics best, especially since the lateral distribution of 
Γ values is still largely unknown. For a more in-
depth discussion on this topic the reader is re-
ferred to Sharifi et al. (2009). 
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Figure 10. Calibration parameters (f and Γ)  used for the 
overbank case simulations.  
6 CONCLUSIONS 
The streamwise velocity measurements and sec-
ondary flow vectors corresponding to a variety of 
flow conditions, as obtained from an ADCP, have 
been examined.  These results have tentatively 
been used to calibrate a quasi 2-D numerical 
model.  The following conclusions can be made: 
• there is a wide lateral variation in 
streamwise velocity for a given event, 
• as the flow depth increases, the region of 
high streamwise velocity can be seen to 
migrate towards the inner bank of the 
meander, 
• the magnitude of the maximum velocity 
in the river increases with rising water 
depth,  
• local vegetation effectively concentrates 
the majority of the flow into small re-
gions within the channel, causing high 
lateral gradients of streamwise velocity; 
• the number of (and location of) secondary 
flow cells for each event is highly sub-
jective, 
• a relatively simple, quasi 2-D model can 
be used to simulate the events with a 
reasonable degree of accuracy, 
• while the calibration of the quasi 2-D 
model is straightforward, the calibration 
parameters can take a wide variety of 
values.  A physical interpretation of 
these values (in terms of the physics of 
the flow) is at the moment not available. 
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