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Abstract
Multi-spectral imaging and spectral reflectance reconstruction can be used
in cultural-heritage institutes to digitalize their collections for documentation
purposes. It can be used to simulate artwork under any lighting condition,
and to analyze colorants that were used. The basic idea of a multi-spectral
imaging system is to sub-sample spectral reflectance factor, producing results
similar to a spectrophotometer. The sampled data are used to reconstruct
reflectance for the visible spectrum.
In this thesis, a wide band multispectral camera was designed and constructed
to achieve high spectral and color accuracy as well as high image quality.
Noise propagation theory was introduced and tested. A seven channel band-
pass filter set was modeled using Gaussian functions and optimized to yield
high spectral and colorimetric reproduction accuracy as well as low colori-
metric noise. Single and "sandwich" filters were selected from o -the-shelf
absorption filters using the Gaussian bandpass filter model. Experiments
were conducted to test the spectral, color and noise performance of the novel
sandwich filters and compared with interference filters. The novel sandwich fil-
ters led to increased colorimetric accuracy along with a reduction colorimetric
noise.
This imaging system will be used as part of a recommended workflow for
museum archiving, and will be an important addition to the spectral imaging
capabilities at MCSL.
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1Introduction
Multispectral imaging and spectral reflectance reconstruction can be used in
cultural-heritage institutions to digitalize their collections for documentation
purposes. It can be used to simulate artwork under any lighting condition, and
to analyze what type of colorants were used. The basic idea of a multispectral
imaging system is to sub-sample spectral reflectance factor, producing results
similar to a spectrophotometer. The sampled data are used to reconstruct
reflectance for the visible spectrum. There are three basic schemes to build
a multispectral imaging system: bandpass filters with a monochrome imager,
absorption filters with a monochrome imager, and absorption filters with a
trichromatic digital camera. The Munsell Color Science Laboratory (MCSL)
currently has multispectral imaging systems that correspond to the first and
the third schemes: a liquid crystal tunable filter (LCTF) with a monochrome
CCD camera and a dual-RGB Sinar 86H Color To Match (CTM) camera.
Narrow Band Capture
The first multispectral camera currently available at MCSL uses narrow band
sampling and a monochrome digital camera. An LCTF imaging system uses
tunable filters to provide bandpass filtration with a continuous tunable center
wavelength in the range of 400nm to 730nm. However, this system has several
drawbacks that make it impractical for cultural-heritage studio imaging. This
system has very low optical throughput because of its low transmittance at
short wavelengths. The image resolution is low and the image quality is poor
because of the low signal-to-noise-ratio (SNR) of this system. Further spatial
corrections are required to compensate for angular dependency of LCTF
transmittance. Therefore, the LCTF is not practical for cultural-heritage studio
imaging.
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A similar system that consists of a monochrome camera and thirty-one in-
terference filters with 10nm bandpass has been used for cultural-heritage
imaging at several institutions and academic laboratories [Burns, 1997]. The
resulting image quality is better and the system’s optical throughput is high
compared to the LCTF, by employing a higher resolution sensor and filters
with higher transmission. However, this approach is still not practical. The
registration for thirty-one images is complicated and time consuming, and
only achieves good results with di culty. This scheme is not considered in
this thesis since the goal of this thesis is to develop an instrument that is
applicable in a studio environment, rather than a scientific instrument.
Trichromatic Camera with Absorption Filters
The second MCSL system utilizes two absorption filters with a trichromatic
digital camera. It is also called the "dual-RGB" method. Currently, the only
commercial system that uses the dual-RGB technique with the utilization of
professional medium format cameras is the Sinar CTM camera. This scheme
is convenient since only two captures are needed to give the information of
five channels (the spectral sensitivities of the two green channels with two
di erent filters are nearly identical, so only one of them is used).
This scheme produces highly accurate colorimetric reproduction. However,
it does not produce su cient spectral accuracy. For example, the spectral
reproduction is not accurate enough for pigment mapping [Abed, 2014].
Wide Band Capture
A multi-spectral imaging system with wide band capture is developed in this
thesis. This system has relatively high spectral and colorimetric reproduction
accuracy. The spectral reproduction achieved by estimating the spectral
reflectance of the scene using the output signals of the imaging system.
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The output signals of the imaging system are the integration of the spectral
radiance of the light source interacting with the spectral reflectance of the
scene, weighted by the spectral transmittance of the optical path and the
spectral sensitivity of the sensor. The colorimetric reproduction achieved by
estimating the tristimulus values directly from the output camera signal using
nonlinear optimization.
A good compromise between spectral accuracy and simplicity resulted. This
system employed seven wide band filters with a monochrome camera. The
number of filters was determined using principal component analysis of pig-
ment data sets. For artwork, the spectral reflectance shapes of pigments
are always smooth, so no less than six eigenvectors are needed to gener-
ate desirable colorimetric and spectral accuracy [Burns, 1997]. With wider
bandwidth and higher transmittance compared to an LCTF, this system has
higher optical throughput. However, registration is required because imaging
systems with filter wheels are not repeatable.
High spectral and color accuracy is not su cient for cultural heritage imag-
ing. Image quality, in terms of sharpness and noise, is also an essential
requirement. For the dual-RGB multi-spectral imaging system, MCSL has
achieved high image quality and color accuracy. The objective of this thesis
is to achieve similar image quality and color accuracy and improved spectral
estimation accuracy.
Customized filters are prohibitively expensive. Thus, all filters of this multi-
spectral imaging system are selected from o -the-shelf products, which en-
ables this system to be easily reproduced and widely used in cultural-heritage
studio imaging. The goal of this thesis is to develop a multi-spectral imaging
system that will be used as part of a recommended workflow for museum
archiving and will be an important addition to spectral capabilities at MCSL.
3
2Literature Review and
Related Work
2.1 Multispectral Imaging Systems
The traditional means of digitalizing cultural heritage is trichromatic imaging.
It relies on metamerism in the sense that two objects that achieve a visual
match can have di erent spectral reflectances. Multispectral imaging could
be considered an extension of trichromatic imaging. It samples and records
spectral reflectance for accurate spectral reflectance estimation and color
reproduction, addressing the issue of metamerism, i.e., the viewing experience
depending on the viewing condition [MacDonald, 2006].
Spectral reflectance factor is undersampled in a lower dimensional space
in a multispectral imaging system. In spectral images, each pixel value is a
vector that represents a projection from the space of the spectral reflectance
to the space associated with the imaging system, which is determined by a
combination of the illumination and the device spectral sensitivities [Liang,
2012].
More spectral information could be produced by increasing the number of
capturing channels, and accordingly, demanding a more sophisticated device.
Therefore, there is always a trade-o  between measurement accuracy, cost,
capturing speed, and hardware and software complexity [Berns, 2005].
Using high-resolution and high SNR sensors, spectral and spatial information
can be attained simultaneously. The spectrum of each pixel in the image can
be calculated from the spectral images that contain both spectral and spatial
information (Fig. 2.1) [Fischer and Kakoulli, 2006].
4
Fig. 2.1. – Schematic representation of a multispectral image cube displaying
both spectral and spatial information
2.1.1 Spectral Scanning
A simple scheme to measure the spectral information is complete spectral
scanning, also known as hyper-spectral imaging. Spectral information of each
pixel is measured and recorded independently. The imaging system consists
of a light source, a filter system to disperse the light and an imager for the
acquisition of spectral information. Three basic configurations for complete
spectral scanning are point scan, line scan and plane scan [Geladi et al.,
2007].
A complete spectral scanning based imaging system was developed in Italy.
This system is a line-scanning imaging system, consisting of a spectrograph,
a monochrome CCD and a scanning table. Images are captured with spectral
resolution of 2nm, a spectral range of 400nm to 700nm, and spatial resolution
of 3.5 lines/mm. Capturing time is dependent on the scanning area. For
example, this system can scan an area of 120 x 140 cm2 in three hours. The
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color accuracy was assessed using a set of standard tiles with an average of
0.49  E⇤94 [Antonioli et al., 2004], [Novati et al., 2005], [Brusco et al., 2006].
Fourier-transform-spectroscopy-based Imaging System
A self interference device can generate an interferogram which reveals spec-
tral information by performing an inverse Fourier transform. A Michelson
interferometer is one of the simplest and most widely-used two-beam inter-
ferometers (Fig. 2.2). The beam splitter splits the light from the light source
into two beams, which are reflected by the mirrors and recombined by the
same beam splitter. The optical path di erence between the two beams is
introduced from the moving mirror. The detector generates and records the
interferograms [Sun, 2010].
Fig. 2.2. – Michelson interferometer [Sun, 2010]
A novel method based on Fourier transform spectroscopy is presented in
[Hegyi and Martini, 2015] (Fig. 2.3), which has a varying-voltage driving
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scheme and a double-nematic structure addressing the second-order angular
dependence of the path delay. The approach is also based on the Fourier
transform of the optical wavelength. It has the advantage of high optical
throughput and spectral multiplexing. This approach used the varying-voltage
driven double-nematic liquid crystal to solve the problem of vibration-sensitivity
of traditional Michelson interferometer based Fourier transform spectroscopy
and the problem of wavelength-dependent spatial non-uniformity of the single-
nematic liquid crystal. The trade-o s between imaging speed and spectral
resolution is selectable through software. These e orts make it possible to
combine the system with common CMOS image sensors to form a practical
hyperspectral imaging system.
Fig. 2.3. – (a) liquid crystal spectral encoder (b) LCTF, lens, camera assembly
(c) a corresponding photo of the system from [Hegyi and Martini,
2015]
Scanning spectral systems are not used in studios because of their complexity,
cost, and low resolution.
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2.1.2 Narrow-band Capture
A classic scheme of building a narrow-band imaging system is to position
narrow-band filters in front of a monochrome imager. The filters can be a
set of narrow-band optical or interference filters mounted in a filter wheel or
Liquid Crystal Tunable Filters (LCTF).
Multiple-Narrow-Band-Filter-Based Imaging System
The multiple narrow-band-filter-based imaging system captures multi-channel
spectral images by rotating the filters in a filter wheel mounted in front of the
sensor or lens. The per-pixel spectral reflectances are estimated from the
spectral images [Yamaguchi et al., 2001], [Tominaga et al., 2004], [Fukuda
et al., 2005], [MacDonald et al., 2013]. The drawbacks of this scheme include
time consuming measurements, complex image registration, geometric dis-
tortion and the high cost of customized filters [Brauers et al., 2008], [Novati
et al., 2005], [Fischer and Kakoulli, 2006], [Bianco et al., 2011], [MacDonald,
2006].
LCTF-Based Imaging System
A stack of polarizers and tunable liquid crystal plates are used to build the
birefringent filter in this approach [Kaye, 1983]. The transmittance of the LCTF
is electronically tuned by modulating voltage. The LCTF is polarization sensi-
tive [Gat, 2000]. The Munsell Color Science Laboratory (MCSL) developed
and evaluated an LCTF-based imaging system (Fig. 2.4), which employed
a Quantix astronomical-grade monochrome sensor in 31 bands to collect
spectral information [Imai et al., 2002] [Hensley and Wyble, 2012]. The spec-
tral sensitivity of the LCTF-based imaging system varies across the image
plane. The wavelength-dependent spatial non-uniformity can be corrected by
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a regression-based method [Berns et al., 2015]. The LCTF imaging system
provides rapid and vibrationless capturing, as well as flexible selection of
any wavelength [Abed, 2014]. However, this imaging system has low optical
throughput because of its low transmission. The LCTF aperture size often
limits the sensor size, and hence, resolution. Moreover, the high cost, com-
plexity and the large storage capacity requirements make the LCTF-based
imaging system inapplicable for cultural-heritage imaging.
Fig. 2.4. – LCTF, camera,lens assembly from [Hensley and Wyble, 2012]
2.1.3 Wide-band Capture
This scheme uses a smaller set of wide bandpass filters with large bandwidth
to capture spectral images. Spectral reconstruction algorithms are necessary
for imagery and spectral reflectance estimation. The sampling interval can
be reduced without sacrificing the spectral accuracy because the spectral
reflectances of the pigments used in cultural-heritage generally have a smooth
shape [Day, 2003]. It is reported that the wide-band capturing approach has
similar results as the narrow-band scheme in terms of spectral error [Imai
et al., 2000]. This scheme is comparably inexpensive when o -the-shelf filters
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are employed. The capturing is more e cient. With a high resolution imager,
the system can produce high spatial resolution because of its high SNR. It
can achieve a good balance among cost, speed and accuracy. The drawback
of this scheme is that the filter changing process always leads to system
vibration, necessitating further image registration. Considerable research
has been performed on the number and spectral properties of multispectral
cameras for cultural-heritage applications [Taplin and Berns, 2005], [Fischer
and Kakoulli, 2006], [Bianco et al., 2011], [Schmitt et al., 1999]. However, no
recognized standard has been established.
A seven channel imaging system (Fig. 2.5) was developed in the Visual Arts
System for Archiving and Retrieval of Images (VASARI) program, which was
supported by the National Gallery in London, England and a consortium of
European universities and companies for the documentation and archiving
of cultural heritage [MacDonald, 2006], [Martinez et al., 2002]. The imaging
system consisted of a 12-bit monochrome camera and a tungsten light source
with seven wide bandpass filters. This configuration has an active illumination
system, whose filtration layout is in front of the light source instead of the
sensor. The imaging system captures artwork piece by piece using a scanning
table and merges all pieces together for a high-resolution image (20,000 x
20,000 pixels). The color di erence between the estimated and measured
data was 1.1 E⇤ab. The drawback of this system is that the system movement
process introduces complex geometric distortion in the image, which was
barely remedied by image superposition and registration.
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Fig. 2.5. – Schematic of the VASARI scanner lighting system [Martinez et al.,
2002]
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2.1.4 Dual-RGB Capture
A set of broadband absorption filters with a high-resolution trichromatic sensor
is a practical and inexpensive multispectral imaging scheme. Two three-
channels images are generated from two captures and are assembled into a
six channel spectral image. The capture and registration processes are more
convenient compared with other multispectral imaging schemes [Taplin and
Berns, 2005]. However, only five channels are used for spectral reconstruction,
since the spectral sensitivities of the two green channels are nearly identical.
Unfortunately, its spectral reproduction accuracy is insu cient for pigment
mapping [Abed, 2014].
The dual-RGB capturing system used in the MCSL is a Sinar 86H CTM (Color
To Match) system (Fig. 2.6), which is based on a trichromatic camera com-
bined with two absorption filters. The filters were selected from o -the-shelf
filters for high spectral reproduction accuracy [Berns et al., 2004], [Berns et al.,
2005]. A matrix-R-based spectral reconstruction technique was developed
for preserving high colorimetric accuracy, with the usage of the Sinar CTM
imaging system and combined into the MCSL spectral imaging framework
[Zhao et al., 2005], [Zhao and Berns, 2007].
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Fig. 2.6. – Sinar CTM camera system
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2.2 Spectral Reconstruction Techniques
Spectral reconstruction refers to the techniques by which spectral reflectance
of the scene is estimated using the output signals of the imaging system. A
linear optical model of image acquisition (Fig. 2.7) is used in most of the
spectral reconstruction algorithms [Haneishi et al., 2000], [Ribes and Schmitt,
2008], [Ribes et al., 2008], [Schmitt et al., 1999], [Hardeberg, 2001].
Fig. 2.7. – A schematic view of a multispectral imaging system
The output signal of the imaging system, G, is the integration of the spectral
irradiance, E, of the light source interacting with the spectral reflectance, F ,
of the scene, weighted by the spectral transmission, T , of the optical path
and the spectral sensitivity, S, of the sensor, and additive noise,N .
G = EFTS +N (2.1)
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The imaging system sensitivity C can be defined as the product of the spectral
radiance of the light source, the spectral transmission of the optical path and
the spectral sensitivity of the sensor:
C = ETS (2.2)
Thus, Eq. 2.1 can be written as:
G = CF +N (2.3)
An estimated spectral reflectance F of the scene is transformed from the
output camera signal G in Eq. 2.3, which is the basis of most of the spectral
reconstruction algorithms.
Pseudo-inverse
The estimated spectral reflectance is not unique since the dimensionality
of the spectral reflectance is larger than the number of camera channels.
Mathematically, this is an ill-posed problem in which the solution for F is not
unique.
• Direct Measurement The spectral reflectance can be estimated as
the product of the pseudo-inverse of the C and the camera signal G,
neglecting the additive noise. Matrix C is estimated by characterizing
all the components of the system in Fig. 2.7 directly. However, it is
complicated and time consuming to produce monochromatic light to
characterize the spectral sensitivity of the camera. Furthermore, this
method is very sensitive to small errors[Abed, 2014].
• Target-based Characterization The matrix C can also be estimated
using a target of colors, whose spectral and colorimetric data are pre-
measured. Common targets are the Xrite ColorChecker Classic and Dig-
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ital ColorChecker SG. This method is referred to as target-based recon-
struction [Hardeberg, 2001], [Ribes and Schmitt, 2008]. This method is
practical and inexpensive compared to the direct measurement method.
The pseudo-inverse target-based characterization method was proved to
lead the smallest spectral and colorimetric errors compared to Kubelka-
Munk and PCA methods [Abed, 2014].
Principal Component Analysis
The spectral reflectance F can be estimated using principal component
analysis (PCA):
F =  ↵ (2.4)
where   is the set of principal components, ↵ is the set of corresponding
scalar weights.   is computed from the eigen-decomposition of the covariance
matrix of the training targets, arranged in descending order [Burns, 1997]. ↵
can be estimated using the camera signal G:
↵ = AG (2.5)
From Eq. 2.5, the least-square transformation matrix A can be expressed
using G:
A = ↵G† (2.6)
The   and A of the validation data set are assumed to be the same as those
of the training data set. Therefore, the spectral reflectance F of the validation
data set can be estimated using the output camera signal G:
F =  ↵ =  0AG =  0A0G =  0↵0G
†
0G (2.7)
where the sub-zero represents the data from the training data set.
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The basis vectors are orthogonal. The spectral reconstruction error always
decreases when the number of bases increases, but with minor gains beyond
eight [Burns, 1997].
2.3 Multispectral Imaging System
Characterization and Calibration
Characterization is defined as connecting a device-dependent space to a
device-independent space for a calibrated device [Sharma and Bala, 2002].
Spectral characterization is the procedure by which the multispectral camera
output signal is converted to spectral reflectance.
Multispectral imaging systems consist of di erent optical and electronic compo-
nents. Such systems require calibration to correct the systematic defects and
random errors that are introduced during image capture. Multispectral imag-
ing system calibration is to achieve a fixed output signal for a pre-determined
input, including regular procedures of calibrating CCD images (the linearity
of the detector, dark current correction, flat-fielding ) and the calibration for
spectral response of the system [Sharma and Bala, 2002].
Sources of error are explained in section 2.4.1. Dark current noise and flare
is calibrated by taking dark images of a black trap with the same camera
settings. Taking images of a uniform white target using the same camera
setting and lighting condition can correct the systematic noise as well as the
spatial inhomogeneity of illumination.
Calibration for spectral response of the system requires images of a standard
monochromatic source at each wavelength. The spectral reflectance at each
pixel Ri is given by
Ri( ) = RW ( )g
(Ii( ) Di( ))fi( )
⌃n[(Wi( ) DWi( ))fi( )]/n (2.8)
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where   is the central wavelength of the spectral channel, Rw is the spectral
reflectance ground truth, Ii is the digital counts for the target image, Di is the
digital counts for the black trap image with the same camera settings, fi is the
flat-fielding correction factor,Wi is the digital counts for the monochromatic
source image, DWi is the corresponding black trap image with the same cam-
era settings, n is the pixel number over which to average the monochromatic
source image [Liang, 2012].
Many researches have focused on target based calibration methods, where
the parameters of the model are computed based on the spectral recon-
struction of standard targets whose spectral and colorimetric properties are
pre-measured [Liang et al., 2005], [Ribés et al., 2005], demonstrating that
the capturing geometries is one of the key factors that impacts the validity of
the calibration. The appearance of objects often depends on the capturing
geometries, which increases the complexity of the characterization process.
Keeping the measurement geometry consistent with the viewing geometry,
or using the same imaging geometry for comparison between materials is
recommended [Hong et al., 2001], [Barnard and Funt, 2002], [Cheung et al.,
2004], [Nyström, 2007]. Moreover, for the devices whose spectral properties
are dependent with capturing geometries, such as LCTF whose transmission
shifts with incident angles, extra calibration procedures are needed [Berns
et al., 2015], [Hong et al., 2001], [Green and MacDonald, 2011], [Sharma and
Bala, 2002], [Liang, 2012].
2.4 Noise Modeling and Propagation
A multispectral imaging system requires a spectral image transformation be-
tween color spaces, including spectral reflectance, tristimulus values, CIELAB
coordinates and various RGB encoding such as sRGB and ProPhotoRGB.
However, noise or uncertainty is inevitable and arises from various sources,
e.g., dark current, shot noise, read noise, etc. A noise model is needed to
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make the impact of uncertainty arising from various sources understandable
and predictable. The knowledge of noise propagation allows the comparison
of observed performance in various color spaces, and discrimination of the
error introduced by approximations to color space transformation from intrinsic
error.
2.4.1 Noise Modeling
There are various sources of noises and they behave di erently. Camera
image noise are categorized into two types: per-pixel sensor noise and sys-
tematic noise across the sensor [Gow et al., 2007] . There are three types
of per-pixel sensor noise: The first is dark current noise. It comes from
thermally generated electrons. It is scene-independent and has exponential
temperature dependence. It is dominant for long exposures. Cooling the
sensor, subtracting dark frame, and averaging multiple shorter exposures can
mitigate dark noise. The second is photon shot noise. It results from random
arrival of photons, revealing quantum nature of light. It is scene-dependent,
Poisson- distributed and proportional to the square root of the signal. The third
per-pixel type of noise is read noise and analog-digital-convertor (ADC) noise,
which is from defective pixels, voltage fluctuations of ADC and amplifiers. It
is determined by the speed of the readout process. It is scene-independent,
nearly zero-mean Gaussian-distributed. Read noise is amplified by the gain
factor in propagation, so it is very important for dark pixels.
Systematic noise is the variation across the sensor, including fixed pattern
noise, which is per-pixel biased; pixel readout non-uniformity; and dark current
variations, which result from "hot pixels". This noise is minimized during
calibration.
The linear image formation pipeline and noise modeling are shown in Fig. 2.8,
and Eqs. 2.9 and 2.10.
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Fig. 2.8. – Linear image formation pipeline and noise modeling
Linear image formation:
I = min (( +D)t · g + I0 + n, Imax) (2.9)
Where I0 is the black o set. n is the noise. Imax is the saturation level. Other
variables are shown in Fig. 2.8.
The sensor noise model is shown in Eq. 2.10:
V ar(n) = ( +D) t · g2 +  2read · g2 +  2ADC (2.10)
Photon shot noise is the dominant noise in bright pixels. In dark pixels, read
and ADC noise are dominant. In high ISO settings, the pre-gain noise, photon
noise and read noise have the most influence. The dark noise, which is
thermal dependent, is the dominant noise for long exposures.
2.4.2 Color Noise Propagation
As described in [Burns and Berns, 1997], the noise in RGB channels is
independent with each other. Therefore, the o -diagonal elements in the
covariance matrix ⌃0 equal to zero. However, the transformation from camera
signals to XY Z and from XY Z to L⇤a⇤b⇤ introduce o -diagonal terms and
lead to color noise. This is shown below for an RGB camera.
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RGB is converted to XY Z:
XY Z = M ⇤RGB (2.11)
where M is:
M =
0BBB@
m11 m12 m13
m21 m22 m23
m31 m32 m33
1CCCA (2.12)
Next, XY Z is converted to L⇤a⇤b⇤:
L⇤ = 116f
✓
Y
Yn
◆
  16 (2.13)
a⇤ = 500

f
✓
X
Xn
◆
  f
✓
Y
Yn
◆ 
(2.14)
b⇤ = 200

f
✓
Y
Yn
◆
  f
✓
Z
Zn
◆ 
(2.15)
where
f(t) =
8<: t1/3 if t > ( 629)31
3
 
29
6
 2
t+ 429 otherwise
(2.16)
The covariance matrix ⌃2 is:
⌃2 = JM⌃0M
TJT (2.17)
then the diagonal elements of ⌃2 are
⌃2(1, 1) =
✓
@L⇤
@Y
◆2
(m221 +m
2
22 +m
2
23) (2.18)
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⌃2(2, 2) =
✓
@a⇤
@X
◆2
(m211 +m
2
12 +m
2
13) (2.19)
+ 2
@a⇤
@X
@a⇤
@Y
(m11m21 +m12m22 +m13m23)
+
✓
@a⇤
@Y
◆2
(m221 +m
2
22 +m
2
23)
⌃2(3, 3) =
✓
@b⇤
@Y
◆2
(m221 +m
2
22 +m
2
23) (2.20)
+ 2
@b⇤
@X
@b⇤
@Z
(m21m31 +m22m32 +m23m33)
+
✓
@b⇤
@Z
◆2
(m231 +m
2
32 +m
2
33)
If the object is gray and the light source is illuminant E, X = Y = Z,Xn =
Yn = Zn. Then X
  23
X
1
3
n
, Y  
2
3
Y
1
3
n
and Z 
2
3
Z
1
3
n
have the same value, notated by variable
A. The diagonal elements in ⌃2 is (4L⇤)2,(4a⇤)2,(4b⇤)2, then Eqs. 2.18- 2.20
can be approximated as
(4L⇤)2 '
✓
116A
3
◆2
(m221 +m
2
22 +m
2
23) (2.21)
(4a⇤)2 '
✓
500A
3
◆2 ⇥
(m11  m21)2 + (m12  m22)2 + (m13  m23)2
⇤
(2.22)
(4b⇤)2 '
✓
200A
3
◆2 ⇥
(m21  m31)2 + (m22  m32)2 + (m23  m33)2
⇤
(2.23)
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Noise can be approximated as
noise =
p
4L⇤2 +4a⇤2 +4b⇤2) (2.24)
Thus, the color transformation matrix impacts the color noise propagation in
the course of the color transformation by enlarging the (4L⇤)2,(4a⇤)2,(4b⇤)2
to di erent degrees. Thus, multispectral systems producing the same col-
orimetric accuracy can have dissimilar color noise depending on its spectral
sensitivities. For example, Kuniba demostrated that a CMY camera resulted
in much greater color noise than an RGB camera although the CMY camera
had lower intrinsic noise [Kuniba and Berns, 2009]. This type of noise is an
important factor when designing filters for multispectral imaging.
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3Modeling and
Optimizing Spectral
Sensitivity Considering
Noise Propagation
This chapter will describe a computational simulation method by modeling
both RGB- and CMY-type filter sets, and assessing the color reproduction and
noise due to a color transformation. The trade-o  between color reproduction
and noise will be described. Optimization will be performed to determine
the spectral sensitivities that yield the smallest  E00, the lowest noise, or
a compromise of the two goals. A seven-channel bandpass filter set was
modeled and optimized to yield high spectral and colorimetric reproduction
accuracy as well as low noise. The objective is to provide insights as to the
influence of design choices, such as signal encoding and filter selection.
3.1 Spectral Sensitivity Modeling
The spectral sensitivity model should meet physical restrictions. The trans-
mittance should be larger than zero and not exceed unity. The shape of the
spectral transmittance should be smooth. A model in [Kuniba and Berns,
2009] is applied here. Example plots are shown in Fig. 3.1.
The spectral sensitivity curves of RGB-type sensors are defined with Gaussian
functions:
Si( ) = e

  (   i)2
w2i
 
(3.1)
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where   is wavelength,  i is peak wavelength, and wi is the half bandwidth.
i = R,G,B. Similarly, the CMY sensors are also described by Gaussian
functions:
C( ) =
8><>:
0 if   >  c
1  e

  (   c)2
w2c
 
if     c
(3.2)
M( ) = 1  e

  (   M )2
w2M
 
(3.3)
Y ( ) =
8><>: 1  e

  (   Y )2
w2Y
 
if     Y
0 if   <  Y
(3.4)
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Fig. 3.1. – Left: RGB-type sensor with peak wavelength of 595nm, 550nm,
450nm and half bandwidth of 40nm for all; Right: CMY-type sensor
with peak wavelength 595nm,550nm,450nm and half bandwidth
of 40nm for all.
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3.2.1 Color Space Transformation Modeling
The color transformation matrixM is defined as
M =
0BBB@
m1 m2 m3
m4 m5 m6
m7 m8 m9
1CCCA (3.5)
where
0BBB@
X/Xn
Y/Yn
Z/Zn
1CCCA =M⇥
0BBB@
C1/C1,n
C2/C2,n
C3/C3,n
1CCCA (3.6)
and
m1 +m2 +m3 = m4 +m5 +m6 = m7 +m8 +m9 = 1 (3.7)
m1 tom9 are the coe cients in the color transformation matrix. Xn, Yn,Zn are
the tristimulus value of white. When the input is neutral, the output is neutral.
The corresponding constraints are shown in Eq. 3.7, which enable the neutral
camera signal to be mapped to the colorimetric neutral output. The C1 to C3
are the camera signal of either RGB- or CMY-type respectively:
Ci =
Z  2
 1
Si,  ⇥ L  ⇥R  (3.8)
where Si,  corresponds to the sensor spectral sensitivity, L  is the spectral
radiance of the light source, and R  is the spectral reflectance of a sample.
3.2.2 Optimization Procedure
D50 was used as the illuminant along with the 1931 standard observer. The
Xrite ColorChecker SG (CCSG) was used as the training data set to optimize
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the color transformation matrix. The Artist Paint Target (APT) was used as
the validation data set.
The e ects of the peak wavelength and the bandwidth of the RGB filter sets
on color accuracy and noise were studied in [Kuniba and Berns, 2009]. A
cost function:
( E⇤94
2
+ ↵ ¯2)1/2 (3.9)
was used to find the optimal filter set for di erent ↵s, where ↵ is a weighting
number,  ¯2 is the propagated color noise (Eq. 3.11). It was demonstrated that
when ↵ changes in the optimal filter set, the peak wavelength of the red filter
changes immensely, while that of the green and blue filters almost stay the
same. In other words, the e ect of the red filter is dominant over the e ects
of the other two filters in terms of the trade-o  between color accuracy and
noise. Therefore, in this thesis, only the spectral sensitivity of the red filter
was studied.
The color transformation matrix was optimized non-linearly to minimize Q
(fminunc in MATLAB, trust-region algorithm), which is defined as:
Q = ↵⇥ 100⇥RMS +   E00 + (1  ↵   )  (3.10)
where ↵ and   are weighting parameters. An equal weighting (↵ =   = 0.3)
was chosen for the optimization. In di erent applications, di erent weight-
ing factors could be used and would lead to di erent results. RMS is the
root-mean-square error between the calculated and measured spectral re-
flectance.   is the propagated color noise for neutral patches from the color
transformation matrix:
  = ( L⇤2 + a⇤2 + b⇤2)1/2 (3.11)
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and  L⇤ ,  a⇤ and  b⇤ are calculated in eq. 2.13 to eq. 2.15. The matrix
used to calculate   is:
M = (XY Z)cal ⇤ C† (3.12)
where (XY Z)cal is the XYZ calculated from the predicted spectral reflectances;
while the spectral reflectances are predicted as the product of the camera
signal and the updatedM0 during the optimization.
The result of the pseudo-inverse matrixM0 was used as the starting value:
M0 = R ,i ⇤ C†i,n (3.13)
where R ,i is the spectral reflectance of the ith patch; Ci,n is the camera signal
of the ith patch of CCSG. For RGB and CMY type of camera, n = 3.
CCSG data were used as the training set. The APT data were used as the
validation set.
The workflow of the optimization is shown in Fig. 3.2.
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Build the spectral sensitivity 
model
Use pseudo inverse matrix as the 
starting value
Compute CIEDE2000, noise, 
RMS and Q for the CCSG and 
APT with the optimized M. 
Optimize M to minimize Q
Fig. 3.2. – A workflow of the trichromatic sensor modeling and optimization.
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3.2.3 Results and Discussions
RGB Filter Set
It is shown in Fig. 3.3 that the root-mean-square error decreases when red
filter peak wavelength becomes longer, which can be explained by the wider
range of the spectral transmittance of the filter set. The range of RMS is
0.035-0.06.
For peak wavelength>605nm,  E00 increases when peak wavelength be-
comes longer (Fig.3.4), which can be explained by the decreasing similarity
between the red channel spectral sensitivity and long-wavelength lobe of the
x¯ color matching function. The range of  E00 is 1.0-4.5. For peak wave-
lengths greater than 605nm, in general, noise decreases when the peak
wavelength becomes longer (Fig.3.5), which is in line with the result in [Kuniba
and Berns, 2009]. Thus, there is a trade-o  between the noise and color
accuracy. Since the bandwidths of the sensitivity curve were the same for
all the cases, the increase of noise for short peak wavelengths cannot be
explained by the collection of more photons. This result can be explained
in terms of noise propagation. The noise amplification at the color transfor-
mation step becomes larger due to the increasing overlaps of the spectral
transmission curves between red and green filters when the peak red moves
towards shorter wavelengths.
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Fig. 3.3. – RMS derived from the red filters with various peak wavelengths
and bandwidths.
120
100
bandwidth
80
60
40580
590
600
peak wavelength
610
620
630
640
4.5
4
3.5
3
2.5
2
1.5
1
650
CI
ED
E2
00
0
1.5
2
2.5
3
3.5
4
Fig. 3.4. –  E00 derived from the red filters with various peak wavelengths
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120
100
bandwidth
80
60
40580
590
600
peak wavelength
610
620
630
640
1
1.2
1.4
1.6
1.8
2
2.2
2.4
650
n
o
is
e
1.2
1.4
1.6
1.8
2
2.2
Fig. 3.5. – Noise   derived from the red filters with various peak wavelengths
and bandwidths.
3.2 Trichromatic Spectral Sensitivity Optimization Modeling 31
CMY Filter Set
The CMY filter set was assessed using the same method as that of the
RGB filter set described above. The cyan filter was chosen for the same
reason as why the red filter was chosen in the RGB filter set. The results for
↵ = 0.3,   = 0.3 are shown in Fig. 3.6, 3.7 and 3.8. The noise amplitude is
much larger than that of the RGB filters. It can be explained by the noise
amplification at the color transformation step due to the larger overlaps of the
spectral transmission curves between the CMY filters. The  E00 amplitude
is also larger than that of the RGB filters, which could be explained by the
dissimilarity between the spectral sensitivity shapes of the CMY and color
matching functions. Again, [Kuniba and Berns, 2008] found similar results,
verifying the method of optimization used in this thesis.
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Fig. 3.6. – RMS derived from the cyan filters with di erent peak wavelength
and bandwidth.
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3.3 Filter Optimization for a Seven-Channel
Multispectral Camera
Theoretical Gaussian Filters
The optimal set of seven bandpass filters for D50 illumination and amonochrome
camera manufactured by Finger Lakes Instrumentation Company was calcu-
lated using a similar method. The monochrome camera will be used to build
the spectral imaging system in the following chapters.
A matrix including the peak wavelengths   = 400, 450, 500, 550, 600, 650,
700nm with identical half bandwidths w = 60nm was used as the starting
value to minimize Q, defined in Eq. 3.14.
Q = ↵(100RMS) +   E00 + (1  ↵   )  (3.14)
where RMS is the root-mean-square error of the spectral reflectance di erence
between the measured data and predicted data, and it is scaled by 100 to
agree with the order of magnitude of  E00 and  . ↵ and   are the weighting
factors of the RMS and the  E00. An equal weighting (↵ =   = 0.3) was
chosen for the optimization. In di erent applications, di erent weighting
factors could be used and may lead to di erent results. For example, the
weighting of the RMSE could be raised if the goal is to achieve high spectral
reproduction accuracy. The work flow is shown in Fig. 3.9. The result is
shown in Fig. 3.10. The corresponding data are shown in Table. 3.1.
The color transformation matrix is shown in Table 3.2. The second, fourth and
fifth channel (with peak wavelengths of 449nm, 551nm and 596nm) have a
higher contribution to tristimulus value Z, Y and X, in line with color matching
functions.
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Build the spectral sensitivity model
Starting value: a matrix including 
seven peak wavelengths and half 
bandwidths
Use CCSG's color transformation 
matrix to calculate  CIEDE2000, 
RMSE, noise and Q for APT
Compute CIEDE2000, RMSE, noise and Q for 
CCSG and APT with the optimized peak 
wavelengths and half bandwidths. 
Calculate the seven channel 
spectral sensitivities using input 
peak wavelengths and half 
bandwidths
Calculate  the color transformation 
matrix for CCSG using pseudo-
inverse method
Update the 
input peak 
wavelengths 
and half 
bandwidths to 
minimize Q
Fig. 3.9. – A workflow of the optimization of seven channel bandpass filter
set modeling.
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The approximated color matching functions(Fig. 3.11) are the product of the
seven filter spectral sensitivities and their corresponding optimal color trans-
formation matrix. The color matching functions were well approximated by the
seven filter sensitivities. µ-factor [Vora and Trussell, 1993] is a colorimetric
performance metric with respect to the mean-square error between a set of
color matching functions and its estimation, expressed as:
µ = Trace(S 0A† ⇤ A0 ⇤ S†)/3 (3.15)
where S is the product of estimated color matching function and the viewing
illuminant radiance, A is the product of standard color matching function
and imaging illuminant radiance[Vora and Trussell, 1993]. For the optimized
seven filter set, µ = 0.983, which represents a highly accurate color matching
function estimation.
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Fig. 3.10. – Optimal seven bandpass filters.
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Fig. 3.11. – Lines: estimated color matching function using the optimal seven
bandpass filters. Circle marked lines: standard color matching
function.
Tab. 3.1. – Optimal seven filter spectral sensitivity for ↵ = 0.3,   = 0.3.
peak wavelength (nm) 389 449 515 551 596 629 725
half-bandwidth (nm) 28 31 34 31 26 34 37
Tab. 3.2. – Color transformation matrix for the optimal seven filter spectral
sensitivity for ↵ = 0.3,   = 0.3.
0.308 1.931 -0.576 1.892 6.23 1.033 -0.139
0.349 -0.893 3.167 6.891 0.537 0.781 -0.156
0.91 10.9 -1.471 0.911 -0.651 0.208 -0.056
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3.4 Conclusions
The spectral sensitivities of RGB and CMY filter sets were modeled by Gaus-
sian functions and optimized with the considerations of RMSE, color accuracy,
and noise. It was shown that the  E00 of the RGB filter set is convergent, i.e.,
for all bandwidths, when the peak wavelength increases, the  E00 decreases
first, achieves its minimum and then increases. For longer peak wavelengths,
there is a trade-o  between color accuracy and noise. Longer peak wave-
lengths generate less noise but larger  E00. The propagated noise of the
CMY filter set is much higher than that of the RGB filter set, which can be
explained by the noise amplification at the color transformation step due to the
large overlaps between the spectral transmission curves of the CMY filters.
The techniques and results were expanded compared to [Kuniba and Berns,
2009] in these aspects: Firstly, the propagated noise of neutral patches was
used in the cost function. In [Kuniba and Berns, 2009], the propagated noise of
all patches in the targets was used in the cost function. The two results agree
with each other very well in terms of the trade-o  between color accuracy
and noise. Secondly, a trend of how color di erence and noise changes
among all combinations of peak wavelengths and bandwidths was explored
in this thesis. However, only the optimal combination of peak wavelengths
and bandwidths was shown in [Kuniba and Berns, 2009]. Lastly, the inclusion
of spectral estimation in the optimization cost function yielded lower noise
than the result in [Kuniba and Berns, 2009].
A seven bandpass filter set was modeled and optimized using the same
technique. The inclusion of the metric RMSE in the cost function ensured
accurate spectral reconstruction. The optimal Gaussian filter set had higher
colorimetric reproduction accuracy than the interference filter set analyzed in
the previous chapter.
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4Schott "Sandwich Filter"
Selection
Schott filters can be glued together to produce bandpass shapes, which can
be used to build the multispectral camera. A glued pair of Schott filters will
be called a "sandwich filter" as an abbreviation in the following discussions.
Two methods were tested to find the optimal set of sandwich filters. For the
first method, sandwich filters were selected having the most similar spec-
tral transmittance as the theoretical Gaussian filters derived in the previous
chapter. For the second method, sandwich filters whose peak wavelengths
were equally spaced across the spectrum of interest were tested as candidate
filters and selected according to their spectral and colorimetric reproduction
accuracy.
4.1 Theory
The spectral transmittance Tcombination,  of the combination of two candidate
filters (T1, , T2, ) was calculated using the following equation:
Tcombination,  = T1,  · T2, /max(T1,  · T2, ) (4.1)
The normalization is equivalent to setting optimal camera exposure. Eq.4.2
was used to calculate filter spectral transmittance from filters with di erent
thickness and known spectral transmittance inside a filter.
T2,  = T
l2/l1
1,  (4.2)
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where T  is the spectral transmittance inside a filter. l is filter thickness. This
equation can be derived from Bougeur’s (Lambert’s) Law [Swinehart, 1962]:
✏cl = A = log10(
1
T
) (4.3)
where A is absorbance, which is proportional to concentration c and thickness
l; ✏ is molar absorptivity or molar exitinction coe cient and is a measure of the
probability of the electronic transition. The spectral transmittance T2,  of the
filter whose thickness is l2 can be calculated using the known transmittance
and thickness of another filter which has the same concentration c using
Lambert’s Law:
T2,  = T1, 10
✏c(l1 l2) (4.4)
where ✏ and c can be replaced using Eq.4.5 to get Eq. 4.2.
✏c =
log10(
1
T1, 
)
l1
(4.5)
Eq. 4.1-4.5 require internal transmittance. The assumption is that the di er-
ence between the internal and external transmittance is not significant. These
data were provided by Schott. Although compensating for refractive index
discontinuity will change transmittance slightly, this e ect was considered
neglible for filter selection and was ignored.
4.2 Fitting Gaussians
Two candidate FLI filter wheels with di erent filter sizes were used in this
thesis. Both had the limitation of a maximum of 6mm thickness of the
filter. Thus, the sandwich filters were selected to meet this requirement.
3mm+2mm and 3mm+3mm were tested. The selection was based on the
available Schott filter spectral database and also those sold by the Andover
4.2 Fitting Gaussians 40
Corporation (https://www.andovercorp.com/products/colored-glass/general-
specifications/).
Since the optimized spectral sensitivities of the filters have Gaussian shapes,
the width and peak wavelength position of the candidate filters should be
located within a limited continuous solid. Therefore, the Schott filters were
pre-selected. Filters whose spectral transmittance shape were smooth and
with single or double peaks locating between 400nm-700nm were selected.
The number of candidate filters was reduced from 64 to 52 for the Schott
database, and 41 to 33 for the Andover database.
The root-mean-square error between each sandwich filter and each theoreti-
cal Gaussian filter was calculated. The optimal sandwich filters should have
similar shapes as the theoretical Gaussian filters, and the optical throughputs
should be high. Therefore, the filter combinations whose RMSE is the smallest
and peak spectral transmittance larger than 0.3 (or any other reasonable min-
imum peak to meet the application requirements) were selected as candidate
filters.
For the Schott database, the seven filters most similar to theoretical Gaussian
filters were selected. The camera signals calculated using Eq. 2.3, and the
transmittance was optimized as described previously.
The RMSE,  E00, noise, and Q values for the APT target are shown in Table
4.1. Same method was used to calculate the results of the interference filters.
The results of the interference filter are shown in the first row in the table
for comparison. Then, the results from the theoretical Gaussian filters are
shown.
For the seven filters selected from the Schott database, the results are shown
in the table as “Schott A”. The transmittances of the selected filters and the
system spectral sensitivity are shown in Fig. 4.1. However, the first filter (1#
as an abbreviation) had a peak at long wavelengths. 2# did not fit the 2#
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Gaussian filter well. The spectral transmittance of 7# should be reduced since
the sensor was highly sensitive.
An interference filter whose peak wavelength is 450nm was used to replace
the 2# of Schott A set since 2# of Schott A didn’t fit the 2# Gaussian filter well.
Results are shown in Table 4.1 as “Schott B” and Fig. 4.2. The 2# still did not
fit well and the  E00 was higher than the previous selection.
Schott KG 5 filter was used to replace one of the 7# filters because of its lower
near-IR spectral transmittance. Results are shown in Table 4.1 as “Schott C”
and Fig. 4.3.
The same method was used to select filters from the Andover database. The
results are shown in Table 4.1 as “Andover A” and in Fig. 4.4.
KG5 was used to replace one of the 7# filters. The results are shown in Table
4.1 as “Andover B” and Fig. 4.5.
The samemethod was used to calculate Gaussian filters (Table 4.1 “theoretical
Gaussian filters with UVIR”) for the FLI with UV/IR cut filters first, and select
filters to fit the Gaussian filters from the Schott (Table 4.1 “Schott D”, “Schott
E” (7# was replaced by KG5 and RG655)) and Andover database (Table 4.1
“Andover C”). Filters with 2mm and 3mm thickness were selected using the
same method and the results are shown in Table 4.1 “5mm Schott”.
Comparing the  E00, RMSE, noise, and Q results, as well as considering the
near IR throughputs, the set named “Andover B” was selected as the final
sandwich filter set. The throughput of the fourth channel (the channel which
is closet to V ) is the highest, important for percieved image quality. The
estimated spectral and colorimetric reproduction are shown in Fig. 4.6 and
4.7. The filter names of “Andover B” are shown in Table. 4.2. The spectral
transmittances are shown in Fig. 4.8.
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(a)Normalized spectral transmittance. Dash lines: theoretical Gaussian filters. Solid
lines: selected sandwich filters.
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(b)Spectral sensitivity of the whole system including the FLI sensor and filters.
Fig. 4.1. – Filters selected from Schott database.
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(a)Normalized spectral transmittance. Dash lines: theoretical Gaussian filters. Solid
lines: selected sandwich filters.
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(b)Spectral sensitivity of the whole system including the FLI sensor and filters.
Fig. 4.2. – Filters selected from Schott database. The second sandwich filter
was replaced by 450nm interference filter.
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(a)Normalized spectral transmittance. Dash lines: theoretical Gaussian filters. Solid
lines: selected sandwich filters.
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(b)Spectral sensitivity of the whole system including the FLI sensor and filters.
Fig. 4.3. – Filters selected from Schott database. The seventh sandwich filter
incorporated KG5.
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(a)Normalized spectral transmittance. Dash lines: theoretical Gaussian filters. Solid
lines: selected sandwich filters.
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(b)Spectral sensitivity of the whole system including the FLI sensor and filters.
Fig. 4.4. – Filters selected from Andover database.
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(a)Normalized spectral transmittance. Dash lines: theoretical Gaussian filters. Solid
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(b)Spectral sensitivity of the whole system including the FLI sensor and filters.
Fig. 4.5. – Filters selected from Andover database. The seventh sandwich
filter incorporated KG5.
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The lists of specific filter names selected for other combinations of filters
mentioned above can be found in Appendix A.
The spectral and color reproduction results of the sandwich filters in terms
of RMSE,  E00, noise and Q are shown in Table. 4.1. RMS,  E00 and
noise of the selected Schott sandwich filters (except for 5mm available) are
smaller than or close to the interference filters. The spectral property of the
interference filters changes with incident light angle. The sandwich filters do
not have this problem. Therefore, the sandwich filter should generate better
image quality, by eliminating the need to introduce a wavelength dependent
spatial correction.
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Tab. 4.1. – The  E00,  and RMSE of the APT using each listed filter set.
RMSE  E00 noise Q
Interference filter calculation data 0.014 0.48 1.54 1.180
Theoretical Gaussian filters 0.014 0.11 1.05 0.873
Schott A 0.015 0.31 1.52 1.151
Schott B 0.016 0.45 1.43 1.187
Schott C 0.015 0.32 1.52 1.154
5mm Schott 0.018 0.42 1.46 1.250
Andover A 0.018 0.28 1.08 1.056
Andover B 0.019 0.28 1.08 1.086
Theoretical Gaussian filters with UVIR 0.014 0.11 1.05 0.873
Schott D 0.016 0.46 1.12 1.048
Schott E 0.021 0.44 1.11 1.206
Andover C 0.024 0.26 1.07 1.226
Tab. 4.2. – The final selected filters, available from the Andover Corporation.
# sandwich filter Filter 1 Filter 2
1# BG25 BG25
2# BG12 GG420
3# BG23 GG495
4# OG530 S8612
5# BG40 OG570
6# BG38 OG590
7# KG5 RG665
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Fig. 4.6. – Estimated and reference spectral reproduction.
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Fig. 4.7. – Estimated and reference colorimetric reproduction for the APT
using the Andover B filter set.
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Fig. 4.8. – Spectral transmittance of the final selected filters
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4.3 Subsets Selection Method
A flowchart of the subsets selection method is shown in Fig.4.9. Instead of
trying to calculate corresponding metric values for all possible combinations
(4.3 ⇤ 1010) of filters, a more e cient way is to divide the spectrum of interest
(400nm-750nm) evenly and select the combinations of filters whose peak
wavelength were located in the range of spectrum subsets manually (1.8 ⇤
106).
Seven-layer for-loops were built to calculate metric values for all possible
combinations of the pre-selected filters. RMS, E00 and noise were calculated
using the technique and the equations in 3.2.2. The cost function Q was
defined as:
Q = 40RMS + 3 E00 + 1  (4.6)
The scale factors were decided based on preliminary results with the aim
of incorporating filter combinations having low noise for the next selection
step.
Filter combinations were sorted in ascending order for Q and the top 1000
were selected for further analysis. Histograms of  E00, noise and RMS are
shown in Fig. 4.10 for the top 1000 filter combinations.
At first, the same cost function Q as the previous section was used. The
same procedure was conducted. The selected optimal set of filter had  E00
= 0.281, RMS = 0.0158 and noise = 2.73. The noise was much higher than
all the selected filter sets in the previous chapter. Therefore, weightings in the
cost function was adjusted to Eq. 4.6.
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Select sandwich filter combinations for 
each spectrum subset.
Calculate RMS, CIEDE2000, noise and 
Q for selected combinations. Report 
APT data.
Sort top 1000 filter combinations by Q.
Analyze RMS, CIEDE2000 and noise 
for the selected 1000 groups using K-
means classification.
Compare results of the two techniques.
Fig. 4.9. – A flowchart of the subsets selection method.
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Fig. 4.10. – Histograms of  E00, noise and RMS.
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Fig. 4.11. – K-means classification results.
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The K-means clustering can partition data and is a powerful tool to select
useful subsets when dealing with large amounts of data. This technique was
used to classify the top 1000 combinations. The results are shown in Fig.
4.11. The sandwich filters marked with blue circles have the lowest noise, and
their  E00 are 0.7-0.9, which are high as is shown in the first plot in Fig. 4.10.
There is a trade-o  between noise and  E00, which is in line with the last
chapter. Compared to the results in Section 4.2 (noise 1.08,  E00 0.28, RMS
0.019), for the top 1000 combinations whose noise are less than 1.6,  E00
are larger than 0.7. Therefore, the filters listed in Table 4.2 were purchased
to build the multispectral camera.
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4.4 Conclusions
Two methods were used to select sandwich filters considering spectral and
colorimetric reproduction accuracy, noise, and throughput for the sensitivity
range of the sensor. Compared to the traditional subsets selection method,
the fitting Gaussians method was much more e cient and generated better
results, providing insights for filter selection in multi-spectral camera design.
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5Single Schott Filter
Selection
The previous chapters demonstrated filter selection models and theories, and
how sandwich filters were selected. This chapter will describe single Schott
filters selection for the same monochrome camera. Single Schott filters have
high optical throughput, giving high signal-to-noise ratio. Similar to sandwich
filters, its transmittance does not shift with incident angle. Using o -the-shelf
single Schott filters can avoid the gluing procedure. Also, it is cost-e ective.
5.1 Filter Selection Method and Results
A flowchart of the single Schott filter selection is shown in Fig.5.1. A UV/IR cut
filter (Fig. 5.2) was included in the filter selection process since preliminary
selected filters have high near infrared optical throughput. Seven-layer for-
loops were built to calculate metric values for all 1326 combinations of filters
manufactured by Schott. RMS and noise were calculated using the technique
and equations as is shown in the seven-channel bandpass-filter set modeling.
The cost function Q was defined as:
Q = 400RMS +   (5.1)
The scale factors were decided based on preliminary results with the aim of
incorporating filter combinations having low noise.
Filter combinations were sorted in an ascending order for Q and the top 300
were selected for further analysis. Histograms of  E00, noise and RMS are
shown in Fig. 5.3.
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Calculate RMS, CIEDE2000, noise and 
Q for all combinations. Report APT 
data.
Sort top 300 filter combinations by Q.
Analyze RMS, CIEDE2000 and noise 
for the selected 300 groups using K-
means classification.
Non-linear optimize CIEDE2000 for the 
subgroup and analyze the results.
Fig. 5.1. – A flowchart of the single Schott filter selection.
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Fig. 5.2. – The spectral transmittance of the UV/IR cut visible bandpass filter.
The K-means classification method was used to classify the top 300 combina-
tions. The results are shown in Fig. 5.4. The green group (61 combinations)
was selected since it had the lowest  E00, noise and RMS.
Tab. 5.1. – The names of the selected filters in Fig.5.5.
GG400 GG420 GG475 GG495 OG570 RG630 RG645
Tab. 5.2. – Results of selected filters in Fig.5.5.
RMS  E00  
0.023 0.25 4.21
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Fig. 5.3. – Histograms of  E00, noise and RMS for single Schott filter selec-
tion.
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Fig. 5.4. – K-means classification results for single Schott filter selection.
Nonlinear optimization for  E00 was taken for the green group. The filter set
whose  E00 was the smallest was selected. The selected filters are shown in
Fig. 5.5 and Table 5.1. The spectral and colorimetric reproduction results are
shown in Table 5.2.
The spectral reproduction results are shown in Fig. 5.6 (a) and (b). The long
wavelength part has more errors because of the inclusion of the UV/IR cut
filter. Tone reproduction results are shown in Fig. 5.6 (c). The errors were
very small. Color reproduction results are shown in Fig.5.6 (d). The errors
were very small.
5.1 Filter Selection Method and Results 63
wavelength(nm)
350 400 450 500 550 600 650 700 750
tra
ns
m
itt
an
ce
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
GG 400
GG 420
GG 475
GG 495
OG 570
RG 630
RG 645
(a) Selected filter transmittance.
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(b) System spectral sensitivity.
Fig. 5.5. – Selected filter transmittance and system spectral sensitivity for
single Schott filter selection.
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(b)Estimated and reference spectral reflectance for the APT.
Fig. 5.6. – Estimated and reference spectral and colorimetric reproduction
for single Schott filter selection.
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Fig. 5.6. – Estimated and reference spectral and colorimetric reproduction
for single Schott filter selection. (cont.)
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5.2 Conclusions
The filter theories and models in Chapter 3 were used to select single Schott
filters. The UV/IR cut filter was included because of sensor’s infrared sensitivity
and long pass filters transmitting infrared. The spectral and colorimetric
reproduction of the selected filter set were accurate. However, although the
signal-to-noise ratio of Schott long-pass filters is high, the propagated noise
was still high because of the large overlap between the filters, resulting in
color transformation noise. The filter selection method and results can provide
insights as to the influence of design choices.
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6Experimental
Verification
This chapter describes the spectral imaging process using sets of absorption
and interference filters. The experimental setup, imaging, image processing
and spectral reconstruction will first be described. Then the spectral and
colorimetric accuracy and noise evaluation procedures will be introduced.
Results of using the two imaging systems for four targets as both calibration
and verification targets will be shown and discussed.
6.1 Apparatus
An air-cooled Finger Lakes Instrumentation (FLI) MicroLine ML50100 camera
(using the Truesense microlens KAF-50100 sensor) was used. The quantum
e ciency is shown in Fig. 6.1. The sensor can be cooled to 45 C below
ambient to provide low-noise imaging. It has an 8176⇥6132 area array
with 6µmpixels (http://www.icamera.com/spec_sheets/ML50100.pdf). For
these experiments, the sensor was cooled to -20 C.
The lens was a Rodenstock APO-Rodagon-N 110mm f/4 with a modular
(helical) focus. This enlarger lens was designed for film imaging and was one
Fig. 6.1. – The nominal quantum e ciency of the KAF-50100 sensor. (http:
//www.icamera.com/spec_sheets/ML50100.pdf)
68
of the lenses available in MCSL. The modulation transfer function (MTF) is
shown in Fig. 6.2.
Fig. 6.2. – The modulation transfer function (MTF) of the Rodenstock lens.
(http://www.rodenstock-photo.com/Archiv/e_Rodenstock_
Printing_CCD_43-62__8230.pdf)
Two sets of filters were used for the test: the set of interference filters first used
by Burns [Burns, 1997] (Fig. 6.3) and the set of sandwich absorption filters
("Andover B") selected in Chapter 4. The interference filters have a bandwidth
of 80nm with wavelength centers at 400nm, 450nm, 500nm, 550nm, 610nm,
640nm, 700nm. When this section was written, the filters had not been glued
and no measured data was available yet.
Two di erent filter wheels were used. The first, a FLI CFW 2-7, held the 50mm
diameter interference filters. This wheel was positioned in front of the lens.
The second, a FLI CFW10-7, was part of the multispectral camera system
under development at the time of this research. It holds seven 65mm square
filters and was placed in front of the sensor. Attached to the wheel was an
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FLI Atlas Focuser that was computer controlled, used for fine focus. The
lens was attached to the focuser with a custom adapter manufactured by
Precise Parts. The camera, strobes and filter wheel were remotely controlled
by a Windows 98 OS desktop computer using an FLI utility (downloaded from
www.flicamera.com/software/index.html). The imaging system configuration
is shown in Fig. 6.4. A Manfrotto 405 geared head attached the camera to
the stand.
A set of two Broncolor Pulso G Lamp 1600J strobes were used. P70 reflectors
were attached to the front of the strobes.
Four targets were evaluated (Fig. 6.5): CCSG, APT, Target Justin, and Target
Timo. They were used as calibration and validation targets for the spectral
and colorimetric reproduction analysis. The latter two targets were developed
by Timo Eckhard and Justin Ashbaugh. Both of the two targets were sets
of patches painted using Golden Matte Fluid Acrylics artist paints. The goal
of Target Timo was to sample CIELAB while the goal of Target Justin was
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Fig. 6.3. – The spectral transmittances of the interference filter set.
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to have several samples for each of the paints in MCSL’s collection of matte
acrylics.
(a) Front.
(b) Back.
Fig. 6.4. – Camera setup.
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Fig. 6.5. – Four targets. Top left: APT. Top right: CCSG. Bottom left: Target
Justin. Bottom right: Target Timo.
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6.2 Experimental
6.2.1 Scene Set Up
45/0 measurement geometry was applied, i.e., the targets were placed per-
pendicular to the camera’s optical axis, and the strobes were placed at ap-
proximately 45 degrees to the camera’s optical axis. Both the camera and
the strobes were aimed at the center of the image, approximating the spec-
trophotometer measurement geometry. The surround area was either matte
black walls or covered in a black drop cloth to reduce optical flare. The scene
geometry is shown in Fig.6.6.
Fig. 6.6. – Scene geometry.
6.2.2 Imaging
Multispectral images were taken with each filter by rotating the filter wheel. All
images were taken with the aperture set at f/5.6, the aperture with the highest
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reported MTF. The strobe energy was adjusted for each filter to achieve 16 bit
signals between 52,000 and 58,000 for one of the calibration target’s white
patch.
An image of a uniform matte white board (usually 0.5" foamcore) was taken for
every channel and used as a flatfield to correct for the spatial non-uniformity
of the light source and pixel-to-pixel gain variation of the sensor. A low pass
spatial filter was applied to the white board images to remove any texture
in the board. The spectral reflectance of the white board was lower than
that of the target white in most of the wavelength range (Fig.6.7). Therefore,
the alignment of the spectral reflectance of the white board with that of the
white patch was necessary to avoid clipping. However, the wavelength-by-
wavelength correction was not practical in this wide-band capture system.
A compromise way was to align their average pixel values rather than their
spectral reflectance. A flat-fielding factor Fn was calculated using Eq. 6.1:
Fn =
Average(Dwhiteboard,n) Doffset,n
Average(Dwhitepatch,n) Doffset,n ⇥ 0.88 (6.1)
whereDwhiteboard,n is the pixel value of the white board,Dwhitepatch,n is the pixel
value of the target white patch, Doffset,n is the pixel value of an o set, n is
the nth channel. The scalar 0.88 was an arbitrary chosen number to leave
some "head room" between a di use white and any specular highlights. The
spatially corrected pixel values of the ith patch in the nth channel Di,n,corr
was calculated using Eq. 6.2:
Di,n,corr = (
Di,n,uncorr  Doffset,n
Dwhiteboard,n  Doffset,n ) · Fn (6.2)
where Di,n,uncorr is the uncorrected pixel values of the ith patch in the nth
channel.
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Fig. 6.7. – Spectral reflectance of the ColorChecker SG white patch (blue
line) and the white board (red line).
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6.2.3 Image Processing and Spectral
Reconstruction
A summary of the experimental workflow is shown in Fig. 6.8.
Spectral PathColorimetric Path
Camera responses
Flat-fielding
Sub-pixel registration
Non-linear 
optimization to find 
M;
Starting value: 
pseudo inverse result Pseudo inverse to 
find M
Render ProPhoto 
RGB image
ProPhoto RGB image 
analysis: get CIELAB 
value, CIEDE2000, 
tone reproduction, 
noise etc.
Spectral accuracy 
analysis: get 
estimated spectral 
reflectance, 
RMSE, etc.
Fig. 6.8. – Experimental workflow.
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A sub-pixel registration method reported in [Guizar-Sicairos et al., 2008] was
used to register all the flat-fielded spectral images. This method used nonlin-
ear optimization and a two-step matrix-multiply discrete Fourier transform to
register images. The initial upsampled cross correlation factor k was set to
2. The first step of the DFT algorithm upsampled a 1.5x1.5 pixel region with
initial cross correlation factor k1 ' k(1/2) and non-linear optimization was used
to find the cross-correlation peak. For the second step, a 3/k1 ⇥ 3/k1 region
in the original grid was upsampled and further refined for the peak location.
As is shown in Fig. 6.8, colorimetric and spectral paths were separated for
more accurate colorimetric and spectral reproduction. Minimizing spectral
RMS error does not result in minimal colorimeteric error [Zhao et al., 2005;
Zhao and Berns, 2007]. The colorimetric path is shown in Eq. 6.3. The
o sets compensate for the dark current and the flare in the optical system that
comes from the di use light because of the geometry di erences between the
reference spectrophotometer and lighting. The o sets are included into the
the color transformation matrix (M) as a column for further optimization.
The colorimetric path has a two-step optimization. For the first step, M
(including the o set column) was nonlinearly optimized (fminunc in MATLAB)
to minimize the average  E00 between the predicted and measured data for
the calibration target, with the pseudo-inverse of Eq. 6.3 as starting valueM0.
The average patch value instead of the per-pixel values was used because
it can reduce the e ect of misregistration, it generated less noise, and it
was more e cient computationally. The starting values of the o sets were
all set to an arbitrary chosen number 0.001 for the optimization. All of the
coe cients inM0 (including the o set column) were updated simultaneously
in the non-linear optimization. For the second step, the cost function was
noise+ E00. Noise was calculated using Eq. 3.11.
XY Zi =M · Average(Di,n,corr) (6.3)
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whereXY Zi are the estimated tristimulus value of the ith patch. Average(Di,n,corr)
are the average camera signals for the ith channel after flat-fielding and o set
correction (Eq. 6.2).
The color transformation matrixM of the colorimetric path was used to render
16-bit ProPhoto RGB images. ProPhoto was selected to avoid encoding
errors of high-chroma colors. First, the flat-fielded image pixel values Di,n,corr
were calculated in Eq. 6.2. The conversion from Di,n,corr to tristimulus values
XY Z is shown in Eq.6.4. The conversion from tristimulus values to ProPhoto
linear RGB RGBlinear is shown in Eq. 6.5 [Sharma and Bala, 2002].
XY Z =M ·Di,n,corr (6.4)
RGBlinear =MProPhotoRGB ·XY Z (6.5)
where
MProPhotoRGB =
26664
1.3459  0.2556  0.0511
 0.5446 1.5082 0.0205
0 0 1.2118
37775 (6.6)
Therefore the conversion from Di,n,corr to ProPhoto linear RGB is calculated
by Eq. 6.7
RGBlinear =M
0 ·Di,n,corr (6.7)
where
M0 =MProPhotoRGB ·M (6.8)
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The pre-multiplication to calculateM0 using Eq. 6.8 reduced the number of
per-pixel calculations.
The ProPhoto RGB images were saved using the gamma corrected RGBlinear
value, which were calculated in Eq. 6.9.
RGBProPhoto =
8>>>>>><>>>>>>:
0 RGBlinear < 0.0
16RGBlinearImax 0.0 < RGBlinear < Et
(RGBlinear)
1
1.8 Imax Et  RGBlinear1.0
Imax RGBlinear   1.0
(6.9)
where
Imax is the maximum integer value used in the encoding function (65535 for
16-bit configuration)
and
Et = 161.8/(1 1.8) = 0.001953.
For the spectral path, the color transformation matrix was obtained by cal-
culating the pseudo-inverse result for average value in a manually selected
mask for each patch (Eq. 6.10) of the calibration targets. The the color
transformation matrix of the spectral path was used to reconstruct the spectral
reflectances (Eq. 6.11).
M = R ,i,n · Average(Di,n,corr)† (6.10)
where R ,i,n is the spectral reflectance of the ith patch for each channel that
were measured by an X-rite i1-Pro spectrophotometer .
R0 ,i,n =M ·Di,n,corr (6.11)
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where R0 ,i,n is the reconstructed spectral reflectance of the ith patch for each
channel.
6.2.4 Spectral and Colorimetric Accuracy Evaluation
Spectral Accuracy Evaluation
The spectral reflectance for the ith patch (R ,i) was estimated from the product
ofM in Eq. 6.10 and the multi-channel image of each channel. The di erence
between R ,i and the measured spectral reflectance for each patch ( R ,i)
was calculated. The average root-mean-square error for all the color targets
was used to evaluate the spectral accuracy of each imaging system.
Colorimetric Accuracy Evaluation
User-defined masks were applied on each target of the ProPhoto RGB image.
Each patch mask had between 30,000-120,000 pixels since the targets had
di erent sizes in the image. The RGB value for each pixel within the masks
were obtained and converted to L⇤a⇤b⇤ space. First, the inverse of Eq. 6.9
was used to calculate XYZ. Second, the XYZ were converted to L⇤a⇤b⇤. The
average of L⇤a⇤b⇤ value were used to calculate the average  E00 for each
patch. The  E00 between the mean L⇤a⇤b⇤ of each patch and the sum of
the mean and the standard deviation of each patch was used to define the
colorimetric noise.
Both the spectral and colorimetric accuracy evaluation was performed for all
the targets in the ProPhoto RGB image: Target Timo, Target Justin, CCSG,
and Target APT. A T-test was used to determine whether the mean results
from the interference filters and sandwich absorption filters were statistically
significantly di erent from each other.
6.2 Experimental 80
6.3 Spectral and Colorimetric Reproduction
Results and Discussion
6.3.1 Evaluation of Filter Sets
Spectral and Colorimetric Accuracy Evaluation Results
The data from all of the four targets were used in di erent combinations of
calibration and verification datasets. The  E00, RMSE and noise results are
listed in Tables 6.1- 6.4. For each of the metrics, the statistical results across
three verification target results (excluding the results from the calibration
target) and a combined result for the two sets of filters are shown in Table 6.5.
The same metric Q in Section 3.2.2 for seven-theoretical-filter optimization
was used as the combined metric to summarize the spectral, colorimetric and
noise performance of the two sets of filters (Eq. 3.10).
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Tab. 6.1. – Results of the spectral and colorimetric reproduction and noise
for the sandwich absorption and interference filters. Calibration
target: Timo. Verification targets: APT, Justin, and CCSG.
Sandwich filters
Targets Timo APT Justin CCSG Verification avg
 E00
Avg 1.11 1.19 1.17 1.75 1.37
Min 0.03 0.31 0.24 0.24 0.26
Max 4.39 6.25 4.57 6.69 5.84
90th% 2.37 1.82 1.99 4.29 2.7
RMSE
Avg 0.014 0.027 0.013 0.015 0.018
Min 0.004 0.014 0.003 0.007 0.008
Max 0.035 0.055 0.029 0.031 0.038
90th% 0.021 0.043 0.022 0.021 0.028
Noise
Avg 0.92 1.02 1.06 1.24 1.11
Min 0.33 0.39 0.33 0.36 0.36
Max 4.12 3.51 5.73 4.29 4.51
90th% 1.62 1.86 1.92 2.93 2.24
Interference filters
Targets Timo APT Justin CCSG Verification Avg
 E00
Avg 1.12 1.89 1.34 1.98 1.74
Min 0.04 0.68 0.22 0.4 0.43
Max 4.69 5.49 4.83 6.36 5.56
90th% 2.12 3.00 2.20 4.71 3.30
RMSE
Avg 0.021 0.033 0.017 0.008 0.019
Min 0.004 0.008 0.003 0.002 0.004
Max 0.059 0.088 0.048 0.022 0.053
90th% 0.038 0.054 0.034 0.013 0.033
Noise
Avg 1.36 1.49 1.44 2.00 1.64
Min 0.37 0.43 0.34 0.45 0.40
Max 10.33 7.59 10.74 9.68 9.33
90th% 2.43 2.83 2.51 5.83 3.72
Patch Number 110 24 100 140 264
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Tab. 6.2. – Results of the spectral and colorimetric reproduction and noise
for the sandwich absorption and interference filters. Calibration
target: APT. Verification targets: Timo, Justin, and CCSG.
Sandwich filters
Targets Timo APT Justin CCSG Verification avg
 E00
Avg 1.44 0.69 1.01 1.56 1.34
Min 0.11 0.08 0.15 0.28 0.18
Max 8.58 1.88 6.38 5.75 6.9
90th% 2.8 1.46 1.7 2.95 2.48
RMSE
Avg 0.016 0.023 0.014 0.013 0.014
Min 0.006 0.008 0.004 0.006 0.005
Max 0.038 0.046 0.031 0.028 0.032
90th% 0.024 0.037 0.023 0.019 0.022
Noise
Avg 0.95 1.11 1.07 1.37 1.13
Min 0.36 0.4 0.36 0.39 0.37
Max 3.74 4.16 5.24 5.47 4.82
90th% 1.7 2.11 1.9 3.38 2.33
Interference filters
Targets Timo APT Justin CCSG Verification Avg
 E00
Avg 2.09 0.87 1.11 1.81 1.67
Min 0.36 0.08 0.14 0.25 0.25
Max 8.21 3.6 3.33 5.64 5.72
90th% 3.26 1.5 2.28 4.17 3.23
RMSE
Avg 0.016 0.022 0.013 0.012 0.014
Min 0.006 0.008 0.004 0.004 0.005
Max 0.038 0.042 0.029 0.030 0.032
90th% 0.026 0.031 0.021 0.017 0.021
Noise
Avg 1.24 1.48 1.33 1.76 1.44
Min 0.38 0.48 0.36 0.42 0.39
Max 7.34 6.76 8.56 7.54 7.81
90th% 2.28 2.81 2.39 4.86 3.18
Patch Number 110 24 100 140 350
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Tab. 6.3. – Results of the spectral and colorimetric reproduction and noise
for the sandwich absorption and interference filters. Calibration
target: Justin. Verification targets: Timo, APT, and CCSG.
Sandwich filters
Targets Timo APT Justin CCSG Verification avg
 E00
Avg 1.52 1.03 0.86 1.35 1.3
Min 0.21 0.2 0.06 0.22 0.21
Max 6.26 3.19 5.88 5.74 5.06
90th% 2.95 2.69 1.68 2.45 2.7
RMSE
Avg 0.016 0.029 0.012 0.015 0.02
Min 0.003 0.011 0.003 0.006 0.007
Max 0.031 0.05 0.027 0.033 0.038
90th% 0.024 0.048 0.02 0.021 0.031
Noise
Avg 0.92 1.06 1.02 1.28 1.09
Min 0.34 0.44 0.37 0.38 0.38
Max 3.62 3.67 5.41 4.4 3.9
90th% 1.58 1.93 1.8 3.67 2.39
Interference filters
Targets Timo APT Justin CCSG Verification Avg
 E00
Avg 1.86 1.14 0.84 1.4 1.47
Min 0.33 0.22 0.14 0.21 0.25
Max 9.82 4.03 3.25 4.8 6.22
90th% 3.34 1.88 1.68 2.94 2.72
RMSE
Avg 0.017 0.028 0.01 0.012 0.019
Min 0.004 0.011 0.003 0.005 0.007
Max 0.039 0.061 0.029 0.03 0.043
90th% 0.03 0.054 0.016 0.019 0.034
Noise
Avg 1.22 1.5 1.34 1.75 1.49
Min 0.38 0.41 0.34 0.41 0.4
Max 6.26 6.76 8.6 7.16 6.72
90th% 2.3 2.8 2.43 5.43 3.51
Patch Number 110 24 100 140 274
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Tab. 6.4. – Results of the spectral and colorimetric reproduction and noise
for the sandwich absorption and interference filters. Calibration
target: CCSG. Verification targets: Timo, APT, and Justin.
Sandwich filters
Targets Timo APT Justin CCSG Verification avg
 E00
Avg 1.44 0.98 1 1.17 1.14
Min 0.24 0.48 0.14 0.06 0.29
Max 6.16 3.37 6.55 6.11 5.36
90th% 2.98 1.65 1.91 2.24 2.18
RMSE
Avg 0.022 0.038 0.02 0.009 0.026
Min 0.003 0.007 0.004 0.002 0.005
Max 0.053 0.079 0.046 0.035 0.059
90th% 0.037 0.061 0.035 0.014 0.045
Noise
Avg 0.93 1.08 1.03 1.3 1.01
Min 0.34 0.43 0.36 0.37 0.37
Max 3.69 3.87 5.37 4.48 4.31
90th% 1.55 2.02 1.83 3.84 1.8
Interference filters
Targets Timo APT Justin CCSG Verification Avg
 E00
Avg 1.83 1.31 1.02 1.19 1.39
Min 0.47 0.33 0.22 0.08 0.34
Max 7.98 4.62 2.94 5.3 5.18
90th% 3.24 2.4 2.02 2.51 2.56
RMSE
Avg 0.022 0.033 0.018 0.008 0.020
Min 0.004 0.008 0.003 0.002 0.000
Max 0.059 0.087 0.049 0.022 0.060
90th% 0.038 0.054 0.034 0.013 0.040
Noise
Avg 1.29 1.56 1.38 1.84 1.41
Min 0.39 0.43 0.34 0.43 0.39
Max 7.62 7.02 9 7.57 7.88
90th% 2.48 3.01 2.48 5.75 2.65
Patch Number 110 24 100 140 234
6.3 Spectral and Colorimetric Reproduction Results and Discussion 85
Tab. 6.5. – The average verification average results of the spectral and col-
orimetric reproduction and noise for the sandwich absorption and
interference filters for di erent calibration targets. The combined
metric Q = 0.3⇥ 100⇥RMSE + 0.3⇥ E00 + 0.4⇥ noise.
Filter Set Calibration Target Timo APT Justin CCSG Avg
Sand.
 E00 1.48 1.27 1.39 1.21 1.34
RMSE 0.015 0.014 0.017 0.022 0.017
Noise 1.15 1.23 1.11 0.98 1.12
Q 1.36 1.30 1.36 1.43 1.36
Interf.
 E00 1.73 1.46 1.56 1.43 1.55
RMSE 0.014 0.013 0.016 0.021 0.016
Noise 1.74 1.47 1.51 1.35 1.52
Q 1.63 1.43 1.54 1.60 1.55
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T-Test Results
To compare the performance of sandwich absorption filters and interference
filters, a T-Test was used to evaluate the statistical significance of the conclu-
sions[Student, 1908]. The metric of  E00, spectral RMSE, and noise (mean
color di erence from the mean) as well as the combined metric Q (computed
from Eq. 3.10) are tested.
A paired two-sample, one-tailed T-Test was performed. The statistic is
t =
x  y
 (x  y)/pn (6.12)
where x and y are pairs of data from two groups {x} and {y}, and the mean
value is calculated after the di erence between each pair of samples is
calculated;   is the standard deviation of the paired sample di erence, and n
is the number of samples. This equation gives t, using which the p-value of
the test can be obtained by looking up the Student’s t Cumulative Distribution
function at the degree of freedom n  1, where n is the sample size.
The obtained p-value tests the null hypothesis of whether the pairs of samples
x and y are from the same group. Given a significance level ↵ (↵ = 0.05 is
commonly used), if p <= ↵, the null hypothesis is rejected, with the alternative
hypothesis that the mean values of {x} is larger than {y}.
The T-Test results are shown in Table 6.6. The numbers in the table are
the mean of the di erence between all the pairs of individually measured
verification data. Each individually measured data point came from one patch
of a verification target, while the data from the calibration targets used in each
case was excluded. One pair of data points were from sandwich absorption
filters and interference filters, respectively. The di erence of each pair of data
was calculated by using the data from the absorption filters minus the data
from the interference filters; therefore the negative values in the table indicates
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that the absorption filter has a lower mean values (lower  E00, RMSE, noise,
or Q). The corresponding T-Test p-values are shown in Table 6.7.
Whether the di erence has statistical significance was tested by T-Test as
follows: (1) First, the alternative hypothesis that the absorption filters had
better performance (lower colorimetric error, RMSE, and noise) was being
tested–the di erence of a pair of data was obtained by the data from the
interference filters minus that from the absorption filters–using Eq. 6.12. The
significance level ↵ = 0.05 was used. Therefore if the obtained p-value was
equal to or lower than ↵, the results from absorption filters had a significantly
lower error than that from the interference filters. This significance is labeled
by red color in the table. (2) Secondly, the alternative hypothesis that the
interference filters had better performance (lower error) was being tested,
and the significant results are labeled by green color in the table. The values
that are neither red nor green have no statistical significance (p > ↵) and
no conclusion of whether one set of filters is better than the other should be
drawn. It is very important to note that there is only one table of pairwise
comparison mean di erence table, since the values in the table are the
di erences of corresponding metric of the data groups between two filter sets.
However, each cell’s corresponding T-Test has two of them (Two one-sided
T-Test discussed above). Since it is impossible to accept both of these two
T-Test’s alternative hypothesis, the labeling of red or green cells are combined
into one table.
It is also worth noting that a T-Test between group A and B do not give the
possibility of a single observation (one pair of samples) that shows the fact
that the observation from sample group A is lower than the sample from group
B. Instead, the T-Test gives the confidence level given two group of paired
samples, whether they are indeed from two di erent groups, and whether the
group mean of A is lower than group mean of B. For example, the p-value
of Q for all verification data is 0.0000 (Table. 6.7), which shows the fact that
based on the observation of paired sample of Q values from absorption filters
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and interference filters, the mean Q value of absorption filters is indeed lower
than that of the interference filters. To visualize the distribution of the pairwise
di erence of Q between two filter sets, a histogram and its fitting to normal
distribution is shown in Fig. 6.9. It is shown that the mean value of the
fitted normal distribution is smaller than zero, however the significance of this
hypothesis must be tested by T-Test, which is not shown in this figure. On the
other hand, this figure only visualizes the possibility of a single observation
(the di erence between a pair of samples from group A and B) is negative.
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Fig. 6.9. – The distribution of the pairwise di erence of Q metric between
the absorption filters and interference filters among all verification
patches (1122), and its fitting of a normal distribution.
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Tab. 6.6. – The di erence between the average verification data of the sand-
wich filters and interference filters. T-Test was applied on all
verification data. Numbers in red color: the results of the absorp-
tion filters are significantly lower than that from the interference
filters. Numbers in green color: the results of the interference
filters are significantly lower than that from the absorption filters.
Calibration Target Timo APT Justin CCSG All Verification
 E00 -0.249 -0.331 -0.173 -0.225 -0.251
RMSE 0.0015 0.0005 0.0010 0.0014 0.0011
Noise -0.589 -0.322 -0.399 -0.369 -0.413
Q -0.266 -0.212 -0.180 -0.174 -0.209
Tab. 6.7. – T-Test p-Values. Numbers in red color: the results of the absorp-
tion filters are significantly lower than that from the interference
filters. Numbers in green color: the results of the interference
filters are significantly lower than that from the absorption filters.
Calibration Target Timo APT Justin CCSG All Verification
 E00 0.0000 0.0000 0.0004 0.0000 0.0000
RMSE 0.0173 0.0009 0.0016 0.0019 0.0000
Noise 0.0000 0.0000 0.0000 0.0000 0.0000
Q 0.0000 0.0000 0.0000 0.0000 0.0000
Discussion
The percentage mean di erences of the results from sandwich absorption
filters compared to that of the interference filters (calculated by the mean
di erence of the two filters divided by the results of the interference filters)
are shown in Table. 6.8. The negative values in the table indicates the
percentage of the improvements on the noise metrics brought by switching
from interference filters to sandwich absorption filters.
Overall, the sandwich absorption filters generated smaller  E00 and lower
noise compared to the interference filters. The improvements of sandwich
absorption filter in terms of  E00 is 0.251 or 15.5%, and it is a stable improve-
ment since it is verified by T-Test on 1122 verification data points. The noise
(mean color di erence ( E00) from the mean) improvement is 0.413, which is
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Tab. 6.8. – Percentage mean di erence of the results of sandwich absorption
filters compared to the interference filters
Calibration Target Timo APT Justin CCSG All Verification
 E00 -14.4% -19.5% -11.0% -15.7% -15.5%
RMSE 10.7% 4.1% 6.7% 6.6% 6.8%
Noise -33.8% -21.82% -26.3% -27.3% -27.2%
Q 16.3% -14.1% -11.7% -10.9% -13.4%
very significant considering that the improvement compared to interference
filters is 27.2%.
The sandwich absorption filters generates higher RMSE compared to the
interference filters. However, the 90th percentile RMSE of the two sets of
filters are identical, and the actual mean di erence of RMSE between two
filters is relatively small (e.g., 0.0011 for all verification data, and only 6.8%
worse than interference filters), indicating that the sandwich absorption filters
are reliable to be used for spectral estimation, and they have quite similar
worst case performance.
The results of combined metric Q of the sandwich absorption filters are smaller
than that of the interference filters by 13.4%, indicating that the sandwich
absorption filters have better overall performance than the interference filters.
All above conclusions are verified using T-Tests. The results of the order of
the two sets of filters agree with the conclusion in Chapter 4. For sandwich
filters, errors between the predicted and experimental data came from real
experiments and the gluing procedure.
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6.3.2 Evaluation of Calibration Targets
T-Test Results
To evaluate the colorimetric and spectral performance when using each of
the four targets as the calibration target, another series of paired two-sample,
one-tailed T-Tests were performed. For each T-Test, all individually measured
data points (including data from both the one calibration and three verification
targets) were compared in pairs between using “Timo”, “APT”, “Justin”, and
“CCSG” as the calibration targets, therefore each case involves six pairs of
comparisons and is summarized in one table.
For each pair of comparisons, two separate one-tailed T-Tests are performed.
For example, to compare the results from using “Timo” and “APT” as calibra-
tion target, first the T-Test with the alternative hypothesis that “Timo” has lower
results compared to “APT” is performed, and if the alternative hypothesis is
accepted (p-value < 0.05), then the number in the corresponding cell (the
di erence between mean values of “Timo” and “APT” calibrated results) is
labeled using red color (in this case, the reported number is negative in the
table). Then similarly, the T-Test with the alternative hypothesis that “APT”
has higher results compared to “APT” is performed, and if the alternative hy-
pothesis is accepted (p-value < 0.05), then the numbers in the corresponding
cell is labeled using green color. Note that although for brevity, only six num-
bers in each table are reported to show the di erence using four calibration
targets in pairs, there are actually 12 T-Tests performed for each table. The
numbers that has neither green nor red color show that the di erence has
no significance and the results from the two groups using the corresponding
calibration targets are statistically in the same group.
For example, Table 6.9 shows the T-Test results for the sandwich absorption
filters The mean di erence values in the table is the di erence between the
target in the column header and the target in the row header. The significance
6.3 Spectral and Colorimetric Reproduction Results and Discussion 92
is shown in red or green text, indicating the significance of negative or positive
di erence, respectively. If the value in the column of “CCSG” and row of
“Timo” is negative and in red text, “CCSG” as the calibration target has a lower
error than using “Timo” as the calibration target.
The six cases when using each of the two filter sets, and three evaluation
metrics, are listed in Table 6.9-6.14.
Tab. 6.9. – Calibration target  E00 t-test comparison for absorption filters.
The reported data are the di erence between the column targets
and the row targets (column-row). For negative mean values, the
T-test examines whether the results from the column targets are
significantly lower than that from the row targets, and the values
with significance (p-value < 0.05) are labeled in red color; for
positive mean values, the T-test examines whether the results
from the row targets are significantly lower than that from the
column targets, and the values with significance (p-value < 0.05)
are labeled in green color.
Timo APT Justin CCSG
Timo – -0.05 -0.12 -0.18
APT – – -0.07 -0.13
Justin – – – -0.06
CCSG – – – –
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Tab. 6.10. – Calibration target RMSE t-test comparison for absorption filters.
The reported data are the di erence between the column targets
and the row targets (column-row). For negative mean values,
the T-test examines whether the results from the column targets
are significantly lower than that from the row targets, and the
values with significance (p-value < 0.05) are labeled in red color;
for positive mean values, the T-test examines whether the results
from the row targets are significantly lower than that from the
column targets, and the values with significance (p-value < 0.05)
are labeled in green color.
Timo APT Justin CCSG
Timo – 0.0003 0.0004 0.0023
APT – – 0.0007 0.0026
Justin – – – 0.0020
CCSG – – – –
Tab. 6.11. – Calibration target noise T-Test comparison for absorption filters.
The reported data are the di erence between the column targets
and the row targets (column-row). For negative mean values, the
T-Test examines whether the results from the column targets are
significantly lower than that from the row targets, and the values
with significance (p-value < 0.05) are labeled in red color; for
positive mean values, the T-Test examines whether the results
from the row targets are significantly lower than that from the
column targets, and the values with significance (p-value < 0.05)
are labeled in green color.
Timo APT Justin CCSG
Timo – 0.06 0.00 0.02
APT – – -0.06 -0.05
Justin – – – 0.01
CCSG – – – –
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Tab. 6.12. – Calibration target  E00 T-Test comparison for interference filters.
The reported data are the di erence between the column targets
and the row targets (column-row). For negative mean values, the
T-Test examines whether the results from the column targets are
significantly lower than that from the row targets, and the values
with significance (p-value < 0.05) are labeled in red color; for
positive mean values, the T-Test examines whether the results
from the row targets are significantly lower than that from the
column targets, and the values with significance (p-value < 0.05)
are labeled in green color.
Timo APT Justin CCSG
Timo – 0.10 -0.18 -0.21
APT – – -0.28 -0.30
Justin – – – -0.03
CCSG – – – –
Tab. 6.13. – Calibration target RMSE T-Test comparison for interference filters.
The reported data are the di erence between the column targets
and the row targets (column-row). For negative mean values, the
T-Test examines whether the results from the column targets are
significantly lower than that from the row targets, and the values
with significance (p-value < 0.05) are labeled in red color; for
positive mean values, the T-Test examines whether the results
from the row targets are significantly lower than that from the
column targets, and the values with significance (p-value < 0.05)
are labeled in green color.
Timo APT Justin CCSG
Timo – -0.0020 -0.0019 0.0000
APT – – 0.0002 0.0020
Justin – – – 0.0019
CCSG – – – –
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Tab. 6.14. – Calibration target noise T-Test comparison for interference filters.
The reported data are the di erence between the column targets
and the row targets (column-row). For negative mean values, the
T-Test examines whether the results from the column targets are
significantly lower than that from the row targets, and the values
with significance (p-value < 0.05) are labeled in red color; for
positive mean values, the T-Test examines whether the results
from the row targets are significantly lower than that from the
column targets, and the values with significance (p-value < 0.05)
are labeled in green color.
Timo APT Justin CCSG
Timo – -0.16 -0.16 -0.09
APT – – -0.01 0.06
Justin – – – 0.07
CCSG – – – –
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Discussion
Comparing the verification results of E00 when using each of the four targets
as the calibration target, for both absorption and interference filters, CCSG
has the lowest  E00; target Justin generates the second lowest  E00; target
APT’s  E00 is higher than that of target Justin; target Timo has the highest
 E00 (Table 6.5).
When using target APT as the calibration target, average  E00 is higher
because of the under-sampled low chroma / lightness (dark) colors in target
Timo and APT targets, while there are many more dark color patches in Justin
and CCSG targets. The  E00 error for dark colors in these cases are mainly
in the direction of lightness (Fig. 6.10). Using target Timo is the same case
(Appendix B Fig. B.1).
When using Justin as calibration, E00 is higher for high chroma color patches
in all other three verification targets. This is especially significant in Timo
target since it contains more high-chroma patches. (Appendix B Fig. B.1)
When using CCSG as calibration target,  E00 are generally lower because
using other targets to calibrate, the dark colors have higher  E00, and CCSG
has many more dark colors, which will increase the mean verification  E00
largely. Also, the CCSG has many patches and is generally well sampled in
CIELAB space. (Appendix B Fig. B.1)
A normal-map image of the particular CCSG used in this research (Fig. 6.11)
was taken by Roy S. Berns at a later time. It shows that some of the CCSG
patches were curved (which are labeled with red circles), which was the main
source of the verification errors when other targets were used for calibration.
When using Timo as the verification target, Samples 6J-K, 8G-K, 10-I, 10-K
(row-column) generally have higher  E00 in all cases. This is probably due to
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the absense of these color patches or similar patches in other targets to be
used as calibration targets (Fig. 6.12).
Comparing the verification results of RMSE when using each of the four
targets as the calibration targets, for both absorption and interference filters,
CCSG has the highest RMSE; target Justin generates the second highest
RMSE; target Timo’s RMSE is higher than that of target APT; target APT has
the lowest RMSE (Table 6.5).
For the middle wavelength range (500nm-620nm), the di erences between
the estimated and measured spectral reflectances of the absorption filters are
lower than that of the interference filters. For the long (>620nm) and short
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(b)Interference filters.
Fig. 6.10. – Colorimetric reproduction comparison for APT used as calibration
target and the target Timo used as the verification target for the
sandwich absorption filters and the interference filters.
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Fig. 6.11. – CCSG normal map. Curved patches are labeled with red circles.
(<500nm) wavelength ranges, the absorption filters generated more errors
than the interference filters, especially near 650nm (Fig. 6.13).
When only CCSG was used as verification, the RMSE were higher for absorp-
tion filters in all four cases when using di erent targets as calibration targets
(Tables 6.1, 6.2, 6.3, 6.4). For the other verification targets, the absorption
filters outperformed or had no significant di erence. Considering the fact that
the CCSG patches are curved, the results from the other three targets might
be more reliable than the CCSG results. Therefore, it’s hard to tell which
set of filters have better spectral performance based on the current data. A
well-maintained CCSG target is needed to explore further.
According to the results above, there is a tradeo  between  E00 and RMSE.
If the goal is to get both good  E00 and RMSE, APT is recommended since it
has the smallest RMSE and the third smallest  E00.
When the APT target is used for calibration, according to Table 6.2, the RMSE
of the absorption and interference filters are almost identical.  E00 and noise
of the absorption filters are much smaller than those of the interference filters.
Comparing the verification results of  E00, target Justin has the lowest  E00;
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target Timo generates the second lowest  E00; target CCSG has the highest
 E00. Comparing the verification results of RMSE, target CCSG has the
lowest RMSE; target Justin generates the second lowest RMSE; target Timo
has the highest RMSE.
The colorimetric and spectral reproduction results (not including the CIELAB
plots, which were already reported) of the two sets of filters for APT being used
as the calibration targets and all four targets being used as the verification
targets are reported in Appendix B (Fig. B.2- B.6).
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(c)CCSG calibration. (d)Target Timo.
Fig. 6.12. – Colorimetric reproduction comparison for the target Timo used
as the verification target for the sandwich absorption filters.
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(a) Sandwich filters.
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(b) Interference filters.
Fig. 6.13. – The discrepancy between the measured and reconstructed spec-
tral reflectances for the two sets of filters for Target Timo. APT
was used as the calibration target. The Target Timo was used
as the verification target.
6.3 Spectral and Colorimetric Reproduction Results and Discussion 101
6.4 Conclusions
The spectral and colorimetric performance of the interference filters and the
sandwich absorption filters were compared. Multi-channel images were taken
and processed in two paths: colorimetric and spectral. For the colorimetric
path, both  E00 and noise were considered in the color transformation matrix
optimization. Four targets, Timo, APT, Justin and CCSG, were used for
calibration. The spectral and colorimetric performance of the two sets of filters
and four calibration targets were evaluated independently.
For the comparison of filter sets, the sandwich absorption filters had smaller
 E00 and lower noise compared to the interference filters. A well-maintained
CCSG target is needed for the spectral performance evaluation in the future.
Comparing the four targets as the calibration target, for verification average
of  E00, for both absorption and interference filters, CCSG had the lowest
 E00; target Justin generated the second lowest  E00; target APT’s  E00
was higher than that of target Justin; target Timo had the highest  E00. For
verification average of RMSE, for both absorption and interference filters,
CCSG had the highest RMSE; target Justin generated the second highest
RMSE; target Timo’s RMSE was higher than that of target APT; target APT had
the lowest RMSE. Considering both  E00 and RMSE results, APT target is
recommended since it has the smallest RMSE and the third smallest  E00.
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7Conclusions and Future
Work
7.1 Conclusions
In this thesis, a novel filter selection technique was introduced and evalu-
ated. According to the simulation results, the technique led to a noticeable
improvement for e ciency, image quality and colorimetric accuracy compared
to traditional filter selection methods. Filters were purchased based on the
filter selection results. A wide band multispectral camera was constructed.
According to the experimental results, the novel imaging system achieved high
spectral and color accuracy as well as low color noise. Four calibration targets
were evaluated as well. Each step was studied and verified in detail. The
novel filter selection technique, the imaging system and the evaluation results
of the calibration targets will be an important addition to spectral capabilities
at MCSL.
The color transformation noise propagation model was examined at first.
The color reproduction and noise due to color transformation were assessed
by introducing a Gaussian modeling method for RGB- and CMY- type filter
sets. Optimization was performed to determine the spectral sensitivity of the
filter sets that yielded the smallest  E00, the lowest colorimetric noise, or a
compromise of the two goals. It was shown that for longer peak wavelengths,
there was a trade-o  between color accuracy and noise. A trend of how color
di erence and noise changes among all combinations of peak wavelengths
and bandwidths was explored. This aspect of the research played a critical
role in our e ort to understanding what the trade-o s and restrictions of a
filter selection technique would have.
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Based on these results, a novel optimization basedmethod to select filters for a
multispectral camera system was introduced. A seven-channel bandpass filter
set was modeled by a theoretical Gaussian filter set, and the performance of
the theoretical filter set wasmodeled by a cost function. Then, the performance
of the theoretical filter set was automatically optimized by adjusting bandwidths
and central wavelengths of the filter set to minimize the cost function, with the
goal to yield high spectral and colorimetric reproduction accuracy as well as
low colorimetric noise. This step also gives users the flexibility to adjust the
cost function for di erent applications.
The optimized theoretical Gaussian filters were used for filter selection. Sand-
wich absorption filters having the most similar spectral transmittance as the
theoretical Gaussian filters were selected. Absorption filters were chosen
over interference filters since the spectral sensitivity of interference filters
varies across the image plane, leading to wavelength-dependent spatial non-
uniformities. Another filter selection method was to select the sandwich filters
whose peak wavelengths were equally spaced across the spectrum of inter-
est. Instead of trying to calculate corresponding metric values for all possible
combinations (4.3⇥ 1010) of filters, which was not practical when non-linear
optimization was applied, this method reduced the computing time by reducing
the candidate filter combinations to 1.8⇥ 106. This was a constrained “brute-
force” approach. Selecting filters best matching the theoretical Gaussian
filters resulted in noticeable improvement in noise and colorimetric perfor-
mance. Constraining candidates to specific wavelength regions did not result
in optimal performance. This novel technique provides better insight for filter
selection in multi-spectral camera design.
Single absorption filters were selected using the same theory and models.
The spectral and colorimetric reproduction of the selected single filter set was
accurate. However, although the signal-to-noise ratio of absorption long-pass
filters was high, the propagated noise was high because of the large spectral
overlap between the filters, as predicted by the noise propagation model used
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in this research. This work could be considered as evidence that the noise
propagation model matches the experimental data.
The sandwich absorption filter set and a set of legacy interference filters
were used to build a multispectral camera. Spectral images were taken
and processed in two paths: colorimetric and spectral. For the colorimetric
path, both  E00 and noise were considered in the color transformation matrix
optimization. Four targets: Timo, APT, Justin and CCSG were used for
calibration. The spectral and colorimetric performance of the two sets of filters
and four calibration targets were verified independently.
For filter comparison, the sandwich absorption filters revealed significantly
superior colorimetric and noise performance compared with the interference
filters. Also, it showed reasonable spectral accuracy, although significantly
poorer than the interference filters. Because of the limitations of field of view
for interference filters and the requirement of high color accuracy in museum
imaging, the absorption filters are recommended for use in a seven-channel
multispectral camera.
Four targets were compared as calibration targets. For verification average
of  E00, for both absorption and interference filters, CCSG had the lowest
 E00; target Justin generated the second lowest  E00; target APT’s  E00
was higher than that of target Justin; target Timo had the highest  E00. For
verification average of RMSE, for both absorption and interference filters,
CCSG had the highest RMSE; target Justin generated the second highest
RMSE; target Timo’s RMSE was higher than that of target APT; target APT
had the lowest RMSE. Considering both  E00 and RMSE results, APT target
is recommended since it has the smallest RMSE and the third smallest  E00.
The target evaluation work will provide insights for calibration target selection
for a multispectral imaging workflow.
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7.2 Future Work
The proposed filter selection technique and imaging system provided a novel
alternative workflow for museum archiving. Future research for the following
areas is suggested:
• The spectral reproduction could be explored for more improvement,
especially in UV and NIR. The sandwich absorption filters in these two
regions could be refined further.
• More combinations of weights on  E00, RMSE and noise for the cost
function of the theoretical Gaussian filters can be explored to generate
other candidate filter sets for di erent applications, with experimental
verification.
• The colorimetric path could be further explored omitting the shortest
and longest wavelength sensitivity channels, since it was proved by the
Dual-RGB camera design that five channels are enough to generate
high colorimetric accuracy. A reduction in the number of filters may lead
to improved color noise and registration. Depending on the particular
lens, sharpness may be improved.
• The design of calibration targets can be explored based on the pros and
cons analysis of the current targets.
• The image processing procedure can be explored by carefully examin-
ing the pixel mis-registration and distortion resulting from the di erent
chromatic aberration behavior of the filters, and selecting spatial trans-
formation algorithms.
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AAppendix A: Specific
filter sets selected in
Chapter 4
Tab. A.1. – Schott B.
Filter 1 Filter 2
BG 60 UG 5
450nm intfc
GG 475 S 8022
BG 61 OG 530
BG 40 OG 570
BG 64 RG 610
KG 1 UG 5
Tab. A.2. – Andover A.
Filter 1 Filter 2
BG 25 BG 25
BG 12 GG 420
BG 23 GG 495
OG 530 S 8612
BG 40 OG 570
KG 5 OG 590
KG 3 RG 665
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Tab. A.3. – Schott D.
Filter 1 Filter 2
BG 3 KG 5
BG 18 BG 25
GG 475 S 8022
BG 61 OG 530
BG 40 OG 570
BG 64 RG 610
KG 3 RG 665
Tab. A.4. – Andover C.
Filter 1 Filter 2
BG 25 BG 25
BG 12 GG 420
BG 23 GG 495
OG 530 S 8612
BG 40 OG 570
BG 38 OG 590
KG 3 RG 665
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BAppendix B: Spectral
and colorimetric
reproduction plots for
Chapter 6
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(a) Timo calibration. APT verification.
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(b) Timo calibration. Justin verification.
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(c) Timo calibration. CCSG verification.
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(d) Timo calibration. Timo verification.
Fig. B.1. – Colorimetric reproduction comparison for the four targets used as
the calibration targets for the sandwich absorption filters.
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(e)APT calibration. APT verification.
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(f)APT calibration. Justin verification.
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(g) APT calibration. CCSG verification.
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(h)APT calibration. Timo verification.
Fig. B.1. – Colorimetric reproduction comparison for the four targets used as
the calibration targets for the sandwich absorption filters.
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(i) Justin calibration. APT verification.
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(k)Justin calibration. CCSG verification.
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(l)Justin calibration. Timo verification.
Fig. B.1. – Colorimetric reproduction comparison for the four targets used as
the calibration targets for the sandwich absorption filters.
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(m) CCSG calibration. APT verification.
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(n)CCSG calibration. Justin verification.
-100 -80 -60 -40 -20 0 20 40 60 80 100
a*
-100
-80
-60
-40
-20
0
20
40
60
80
100
b*
a* vs b*
0 20 40 60 80 100
C*ab
0
20
40
60
80
100
L*
Chroma vs Lightness
(o)CCSG calibration. CCSG verification.
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(p) CCSG calibration. Timo verification.
Fig. B.1. – Colorimetric reproduction comparison for the four targets used as
the calibration targets for the sandwich absorption filters.
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(d)Absorption filter Timo verification.
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(e)Interference filter APT verification.
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(f)Interference filter Justin verification.
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(g)Interference filter CCSG verifica-
tion.
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(h)Interference filter APT verification.
Fig. B.2. –  E00 for APT calibration.
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(a)Absorption filter APT verification. (b)Absorption filter Justin verification.
(c)Absorption filter Timo verification. (d)Absorption filter CCSG verification.
(e)Interference filter APT verification. (f)Interference filter Justin verification.
(g)Interference filter Timo verification.(h)Interference filter CCSG verifica-
tion.
Fig. B.3. –  E00 histogram for APT calibration.
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(a)Absorption filter APT verification.
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(b)Absorption filter Justin verification.
0 20 40 60 80 100
L* Std
0
20
40
60
80
100
L*
 E
st
 
(c)Absorption filter Timo verification.
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(d)Absorption filter CCSG verification.
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(e)Interference filter APT verification.
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(f)Interference filter Justin verification.
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(g)Interference filter Timo verification.
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(h)Interference filter CCSG verifica-
tion.
Fig. B.4. – Lightness reproduction for APT calibration.
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(a)Absorption filter Justin verification.
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(b)Absorption filter CCSG verification.
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(c)Absorption filter APT verification.
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(d)Absorption filter Timo verification.
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(e)Interference filter Justin verification.
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(f)Interference filter CCSG verification.
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(g)Interference filter APT verification.
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(h)Interference filter Timo verification.
Fig. B.5. – Spectral reflectance estimation error for APT calibration.
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(a)Absorption filter APT verification.
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(b)Absorption filter Justin verification.
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(c)Absorption filter CCSG verification.
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(d)Absorption filter Timo verification.
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(e)Interference filter APT verification.
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(f)Interference filter Justin verification.
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(g)Interference filter CCSG verifica-
tion.
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(h)Interference filter Timo verification.
Fig. B.6. – Spectral reflectance estimation multiplots for APT calibration.
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