Abstract. We study the eigenvalues of Schrödinger type operators T + λV and their asymptotic behavior in the small coupling limit λ → 0, in the case where the symbol of the kinetic energy, T (p), strongly degenerates on a nontrivial manifold of codimension one.
Introduction
In several recent papers attention has been drawn to Schrödinger type operators on L 2 (R n ) of the form H λ = T (i∇) + λV (x) , (1.1) where the non-negative symbol T (p) degenerates on a manifold S of codimension one, V (x) is a real-valued potential, and λ > 0 denoting the coupling parameter. The degeneracy of T causes a high instability of the lower edge of the spectrum of H λ and gives rise to spectral properties which are comparable to the case of Schrödinger operators in one dimension. Operators of the type (1.1) have appeared in the study of the roton spectrum of liquid helium II [13] , matrix Hamiltonians in spintronics [4, 5, 6] , as well in the elasticity theory [7, 8] .
Typically, we think of T (p) as originating from a smooth symbol, P (p), which vanishes on S and has no critical points in the neighborhood of S, with
for some parameter 1 ≤ r < ∞. As pointed out by Laptev, Safronov and Weidl in [15] , due to the singularity of the resolvent of T on S the spectrum of T + λV is mainly determined by the behavior of the potential V close to S. More precisely, an important role is played by an operator acting on functions on S, i.e., V S :
with dq being the Lebesgue measure on S andV (p) = (2π)
−n/2 R n e −ix·p V (x)dx denoting the Fourier transform of V (x). In particular, it was shown in [15] that T + λV has infinitely many negative eigenvalues if V is negative.
Operators of the type (1.3) appeared already earlier in [3] in the study of scattering phases. They play a crucial role in the study of the non-linear BardeenCooper-Schrieffer (BCS) gap equation of superfluidity [2, 16] . In fact, it was shown in [9, 11, 12] that the lowest eigenvalue of V S is related to the critical temperature for the existence of solutions of the BCS gap equation. In this case, T (p) is roughly of the form |p 2 − µ| for µ > 0, p ∈ R 3 , and hence S is the two dimensional sphere of radius √ µ. The goal of the present paper is to generalize the results and techniques of [9, 11] to a large class of manifolds S and kinetic symbols T (p). We shall show that corresponding to any negative eigenvalue, a i S , of the compact operator V S there exists a negative eigenvalue, −e i (λ), of T + λV . Moreover, in Theorem 1 we study the asymptotic behavior of e i (λ) as λ → 0 and show that 4) where the function f depends on the value of r in (1.2) as
(1.5)
We shall also relate the eigenvector ψ i λ of H λ corresponding to the eigenvalue −e i (λ) to the eigenvector u i of V S with eigenvalue a i S . We shall find that after appropriate normalization
in the limit λ → 0 in a suitable sense. If 1 ≤ r < 2 our methods enable us to find the next to leading order term of λf (e i (λ)) as λ → 0. This is the content of Theorem 2.
Main results
We consider operators on L 2 (R n ), n ≥ 2, of the form
The symbol of the kinetic operator, T (p), attains its minimum on a manifold of codimension one. For convenience let us assume that the minimum value is zero, and let
2) It is not being assumed that S is connected, but it should consist of only finitely many connected components. We shall further assume that there exists a σ > 0 and a compact neighborhood Ω ⊂ R n of S containing S, with the property that the distance of any point in S to the complement of Ω is at least σ. Moreover, we assume that (i) T (p) = |P (p)| r for some locally bounded, measurable function P , with 1 ≤ r < ∞, and P ∈ C 2 (Ω), (ii) |∇P | does not vanish in Ω, (iii) for some constants
These assumptions appear naturally in all recent applications mentioned in the introduction. They could be relaxed in various ways, but we shall not try to do so in order to avoid unilluminating complications in the proofs. Since S in (2.2) is the zero set of the function P ∈ C 2 (Ω), and ∇P = 0 in Ω by assumption, we conclude that S is a nice submanifold of codimension one. In
is a bounded, continuous function and hence (1.3) defines a compact (in fact, trace-class) operator V S on L 2 (S). In the following, it will be useful to introduce the operator F S :
, which is obtained by restricting the Fourier transform to S and multiplying by |∇P | −1/2 , i.e.,
. . , let a i S < 0 be the negative eigenvalues, counting multiplicity, of V S , and let u i be its eigenvectors, i.e.,
The following theorem shows that it is possible to associate to any such a i S a negative eigenvalue −e i (λ) for H λ . Moreover, we will recover the asymptotic behavior of e i (λ) in the limit λ → 0. A similar statement can be made about the corresponding eigenvectors. The theorem is a generalization of [9, Theorem 1]. Theorem 1. Let T (p) satisfy the assumptions above, and let
Additionally we assume that |V (x)||x − y| κ |V (y)|dxdy < ∞, with κ = 2 if T is not a radial function, and κ = 1 if T is radial and n = 2. Then (i) for every negative eigenvalue a i S < 0 of V S , counting multiplicity, and every λ > 0, there is a negative eigenvalue −e i (λ) < 0 of H λ = T + λV such that
The function f is defined in (1.5).
for some constant c > 0. (iv) if r < 2 and V S ≥ 0, and there exists an δ such that also
Equation (2.6) implies, in particular, that
as λ → 0. On the other hand (iii) guarantees that all possible eigenvalues of H λ not corresponding to a negative eigenvalue of V S satisfy
The following immediate corollary of Theorem 1 generalizes results in [15, 18] .
Corollary 1. Let the assumptions be as in Theorem 1.
(i) Then, for all λ > 0, the operator H λ has at least as many negative eigenvalues as V S does. (ii) If V (x) ≤ 0 and does not vanish a.e., then V S (and consequently H λ ) has infinitely many negative eigenvalues.
Proof. The negative eigenvalues, −e i (λ)/λ, of the operator
is necessarily negative for all λ ≥λ. Thus (i) follows immediately from Theorem 1 (i). If V ≤ 0, then V S ≤ 0 and all eigenvalues of V S are necessarily non-positive. We shall argue that 0 cannot be an eigenvalue of V S since for any non-zero function ϕ ∈ L 2 (S), F * S ϕ can vanish at most on a subset of R n of codimension one. This follows from the fact that (F * S ϕ)(x 1 , . . . , x n ) is analytic in each component x i , and therefore can only have isolated zeros in each component. Consequently (ϕ,
Remark 1. In the BCS gap equation of superfluidity at zero temperature [10, 9, 11, 12 ] the kinetic energy operator T (p) = |p 2 − µ| appears, with µ > 0 being the chemical potential. In this case r = 1 and hence f (e) = 2 ln(1/e). Therefore, the eigenvalues of T + λV are exponentially small and satisfy e i (λ) ∼ e + ∆ arises, with p 0 , µ, ∆ > 0. In this case Theorem 1 implies that the eigenvalues depend quadratically on λ for small λ, i.e.,
2 , similar to the case of Schrödinger operators in one dimension [19] .
Remark 3. The convergence property (2.7) can be particularly useful in the case where the manifold S is a sphere and the potential V is radial, since the eigenfunctions of V S are known explicitly. In the case n = 3, for instance, they are the spherical harmonics. If additionallyV ≤ 0 then the constant function on S is the ground state of V S . This property was important in [11] where a precise characterization of the asymptotic behavior of the solution of the BCS gap equation of superfluidity was given.
Remark 4. In the case of trapped modes for an elastic plate in [7] a small coupling asymptotics was derived in the case where S is a circle in R 2 .
In the following let r < 2. In this case, we shall now state a more precise characterization of the asymptotic behavior of the eigenvalues of H λ as λ → 0. More precisely, we will recover the next order in λ.
It will be shown in Lemma 2 that the quadratic form
defines a bounded operator on L 2 (S). For λ > 0 let further
and let b i S (λ) < 0 denote the negative eigenvalues of B S . The following theorem is a generalization of [ 
(ii) If the kernel of V S is not empty then there exists at least one corresponding negative eigenvalue of H λ .
Remark 5. If a i S < 0 is a non-degenerate eigenvalue of V S and u i is the corresponding eigenvector, then first order perturbation theory implies that the corresponding eigenvalue of B S satisfies
(2.13)
Hence (2.12) can be rewritten in the form
A similar expression holds in case a i < 0 is k-fold degenerate, with (u i , W S u i ) replaced by the eigenvalues of the k × k matrix (u
denotes the eigenvectors of V S corresponding to the eigenvalue a i S .
Proofs
According to the Birman-Schwinger principle, the operator H λ has a negative eigenvalue −e < 0 if and only if the compact operator
has an eigenvalue −1. Here, we use the usual convention
is actually a Hilbert-Schmidt operator for e > 0. This follows from the Hardy-Littlewood-Sobolev inequality [17, Theorem 4.3] and our assumptions on T and V .
More precisely, if
for ψ λ ∈ L 2 (R n ) and e > 0, then
where φ λ = V 1/2 ψ λ . It is, in fact, not difficult to see φ λ ∈ L 2 , since |V | is infinitesimally form-bounded with respect to T under our assumptions on T and V . On the other hand (3.3) implies (3.2) by choosing
which is in L 2 (R 3 ) since T ≥ 0, e > 0 and the operator |V | 1/2 (T + e)
Our results will rely on the fact that the singular part of the (3.1) as e → 0 is governed by the operator V 1/2 F * S F S |V | 1/2 , which is isospectral to V S = F S V F * S . In the following, let M e denote the bounded operator
Proposition 1. Assume that 1 + λM e is invertible. Then H λ has an eigenvalue −e < 0 if and only if the selfadjoint operator
has an eigenvalue −1. Furthermore, if u ∈ L 2 (S) is an eigenvector of (3.6) with eigenvalue −1, then
is an eigenvector of H λ in L 2 (R n ) with eigenvalue −e < 0.
Proof. According to the Birman-Schwinger principle discussed above, H λ having an eigenvalue −e < 0 is equivalent to the fact that λV
T +e |V | 1/2 + 1 has a zero eigenvalue. Using the definition of M e in (3.5) this implies that
has an eigenvalue 0. Under the assumption that 1 + λM e is invertible we conclude that
(3.9) must have −1 as an eigenvalue. The fact that (3.9) is isospectral to (3.6), together with the observation that all the arguments work in either direction, implies the first part of the theorem. The second part of the theorem is an easy consequence of (3.4).
In order to apply Proposition 1 we need a bound on the operator M e in (3.5). The bound we derive will be expressed in terms of the function The following lemma is the basis for our analysis.
(3.12) with κ = 2. If T (p) is radial, then (3.12) holds with κ = 0 for n ≥ 3 and κ = 1 for n = 2.
Let us postpone the proof of this lemma until the end of the section. The lemma says, in particular, that when r < 2 the family of operators M e is uniformly bounded. The limit of M e as e → 0 actually exist in the operator norm topology. This is the content of the next lemma, whose proof will also be given at the end this section.
Lemma 2. Assume that r < 2. Then the limit
exists in the operator norm topology.
An explicit expression of M 0 will be given in the proof of Lemma 2. We note that the operator W S in (2.10) equals
We have now all tools in hand to prove our main theorems.
Proof of Theorem 1. By assumption, the operator V S has negative eigenvalues a i S with corresponding eigenfunctions u i ∈ L 2 (S). We shall show that for every a i S < 0 and λ small enough there exists a function e i (λ) > 0, with lim λ→0 λf (e i (λ)) = −1/a i S , such that the selfadjoint operator (3.6) has an eigenvalue −1 for e = e i (λ).
Because of Proposition 1 this implies (i).
For this purpose consider the selfadjoint operator
In terms of G(λ, e), the operator (3.6) can be expressed as
Let us first consider first the case r < 2, where g(e) = 1. According to Lemma 1, M e is uniformly bounded and hence 1 + λM e is invertible for small λ. Therefore, 16) where we used that F S |V |F * S ≤ const V 1 . Simple first order perturbation theory implies that for small λ, the operator (3.15) has negative eigenvalues λf (e)(a i S +O(λ)). Moreover, the O(λ) term depends continuously on e. Thus, for every a i S < 0 and λ > 0 small enough, there exists an e i (λ) such that λf (e i (λ))(a i S + O(λ)) = −1. This implies the statement. A similar argument can be applied in the case r ≥ 2. Although M e is not uniformly bounded in this case, we see that for values of λ and e such that λf (e) is bounded, λg(e) goes to zero as λ and e go to zero. Because of Lemma 1 this implies that λ M e → 0 as λ → 0 for such e. Hence we can again find a function e i (λ), with lim λ→0 λf (e i (λ)) = −1/a i S , such that (3.15) has an eigenvalue −1 and for e = e i (λ). This concludes the proof of (i) in the general case.
In order to prove (ii) we shall again apply simple perturbation theory, which implies that for e = e i (λ) the eigenvector u i λ ∈ L 2 (S) of (3.15) corresponding to the eigenvalue −1 satisfies 17) with u i in the eigenspace of V S corresponding to the eigenvalue a i S . Applying the second part of Proposition 1, the eigenvector of H λ corresponding to the eigenvalue −e i (λ) equals
Using the eigenvalue equation for ψ λ , (T +e i (λ))ψ i λ = −λV ψ i λ , this can be rewritten as
Now λ M ei(λ) → 0 as λ → 0, and
, as claimed. A simple perturbation argument leads to (iii). In fact, any negative eigenvalue of (3.15) which does not correspond to a negative eigenvalue of V S for λ = 0 can be at most as negative as −λf (e) F S G(λ, e)F * S ≥ − const λ 2 f (e) for some constant depending only on V . This can be easily seen using (3.16) and Lemma 1. Hence λ 2 f (e) ≥ const for such eigenvalues. To see (iv) we use the operator inequality G(λ, e) ≥ − const λ|V | for small λ, which follows easily from (3.14) and Lemma 1. The operator in (3.15) is therefore bounded from below by
which is non-negative for λ small enough according to our assumption.
Proof of Theorem 2. Since r < 2 by assumption, Lemma 2 implies that M e converges to M 0 in operator norm. Since V 1/2 F * S is a bounded operator, we conclude that also
S , which we shall denote by W S as in (2.10) .
With B S = V S − λW S as in (2.11), the operator (3.6) can thus be rewritten as (1), the last term going to zero as e → 0. Given such a b i S (λ), we can thus find an e i (λ), going to zero as λ → 0, such that (3.21) has an eigenvalue 1 for e = e i (λ). In the limit λ → 0, we conclude that
(3.23)
Using again Proposition 1 we obtain (i).
If V S has 0 as an eigenvalue, with corresponding eigenvector u 0 , then by the definition (2.11) of B S and the fact that V S u 0 = F S V F * S u 0 = 0 we obtain that
The latter quantity is strictly negative, as can be seen by an analyticity argument similar to the proof of Corollary 1. In particular, if the kernel of V S is not empty then there is at least one corresponding negative eigenvalue of B S for small enough λ and e. Together with Proposition 1 this implies the existence of a corresponding negative eigenvalue of H λ .
We are left with proving Lemmas 1 and 2.
Proof of Lemma 1. We note thatM e = sgn(V )M e is selfadjoint, and
By the definition of M e in (3.5), we have
By our assumptions on T , there exists a τ > 0 such that
is a subset of Ω. Recall that P is assumed to be twice differentiable on Ω, and hence also on Ω τ . If S is not connected, we choose τ small enough such that Ω τ has the same number of connected components as S.
On Ω τ , we will use the co-area formula to split the volume integral in the first term on the right side of (3.25) into integrals over the level sets
for 0 ≤ t ≤ τ . Note that S 0 = S. In fact, using the co-area formula we have
where dp in the latter integral denotes the Lebesgue measure on S t . Recall that T (p) = |P (p)| r = 0 on S, and |∇P | = 0 on Ω τ . Hence every connected component of S t consists of two disjoint surfaces, one lying outside S and one lying inside S. In order to bound (3.28) we make use of the following lemma.
Lemma 3. Let h : Ω τ → R, with h ∈ C 1 (Ω τ ), and let 0 < t < τ . Then St h(p)dp − 2 S h(p)dp
Proof. Without loss of generality we can assume that S is connected. We shall write S t = S h(p)dp − S h(p)dp = ± S i t h(p)dp − S h(p)dp = ∓ Using Gauss' theorem we infer, for q = o, i,
|∇P (p)| dp
|∇P (p)| dp , (3.32) where the last equation follows again from the co-area formula. The rest is obvious.
We T (p) + e dp . T (p) + e dp ≤ const ψ 2 2 A(V ) (3.37)
