This paper presents new efficient methods to find "optimal bi-decomposition" forms of logic functions. An "optimal bi-decomposition" form of f(X) is f = a(g1(X'),gz(X2)) where the total number of variables in X' and X 2 is the smallest among all bi-decomposition forms of f . We consider two methods; one's decomposition form is (gl .g2) and the other's is (91 @ g 2 ) . The proposed methods can find one of the existing "optimal" decomposition forms efficiently based on the Branch-and-Bound algorithm. These methods can decompose incompletely specified functions. Preliminary experimental results show that the proposed methods can construct networks with fewer levels than conventional methods.
I. INTRODUCTION
When implementing a combinational logic function using a given technology, the desired function must be decomposed or factorized to smaller functions so that the decomposed functions can fit onto the implementation primitives of the technology.
Many decomposition methods, therefore, have been proposed. Among them, AND/OR factoring and weak division [l] are supreme methods when expressions are in sum-of-product forms. In some cases, however, other approaches produce better results. For example, factoring with XOR can express some logic functions simpler than AND/OR factoring [a, 31. As for the synthesis of LUT (Look-Up Table) networks, functional decomposition [4] based methods can often produce better results [5] .
Most of the previously proposed functional decomposition methods have been based on Roth-Karp decomposition [6] , and thus they decompose function f to the following form: f = a ( g l ( X B ) , . . 
. , g t ( X B ) , X F ) = a ( i j ( X B ) , X F ) ,
where X B and X F are sets of variables.
We can think of another strategy for functional decomposition: function f is decomposed into only two functions as f = a ( g 1 ( X 1 ) , g 2 ( X 2 ) ) , where X 1 and X 2 are sets of variables. This decomposition is called bi-decomposition 171. If X 1 and X 2 are disjoint, the bi-decomposition form can be found very quickly [7] . In some cases, a "non-59 disjoint" bi-decomposition form can provide the best decomposition. (An example will be shown in Section 11.) The methods proposed in [8, 91 can find non-disjoint bi-decomposition forms efficiently using the notion of "groupability" . The methods can find a bi-decomposition form for given X1 and X 2 , but they still have a problem selecting the best X 1 and X 2 .
In this paper, we propose new efficient methods to find "optimal" non-disjoint bi-decomposition forms of incompletely specified functions. Here, "optimal" means that the total number of variables in X 1 and X 2 is the smallest among all bi-decomposition forms. This meaning is thought to be adequate for the synthesis of LUT networks, because an LUT can realize a complex function if the number of input variables does not exceed the maximum number of inputs of the LUT. We think our methods can provide a solution to the problem of how to select the best X 1 and X 2 , especially in LUT network synthesis.
This paper is organized as follows. In Section 11, we explain non-disjoint bi-decomposition and formulate our problem. In Section 111, we propose the novel methods to find "optimal" bi-decomposition forms. We present preliminary experimental results in Section IV. Section V concludes this paper.
PRELIMINARIES
A. Non-Disjoint Bi-Decomposition
is called a bi-decomposition form [7] . If X 1 and X 2 are disjoint, it is called a "disjoint" bi-decomposition form. If X 1 and X 2 are not disjoint, it is called a "non-disjoint" bi-decomposition form.
Disjoint bi-decomposition forms are very useful for logic synthesis, and they can be found quickly [7] . However, there are functions that can be decomposed efficiently only by non-disjoint bi-decomposition. For example, suppose we want to decompose ( 
OPTIMAL NON-DISJOINT BI-DECOMPOSITIONS
In this section, we present efficient methods to find optimal AND-Decomposition and XOR-Decomposition forms. decompose the function as shown in Fig. 1 . If we want to realize the function by 3-input LUTs, we can get an LUT network as shown in Fig. 1 . This network is the same as a straightforward realization from the expression. With a Roth-Karp decomposition based method, we can not find such a good decomposition form of this example.
B. Problem Formulation
In LUT network synthesis, one of the costs of a function is the number of variables which the function depends on. Therefore, we define an "optimal" bi-decomposition form as follows:
Definition 1 f ( X ) = a(g1(X1),g2(X2)) is called an "optimal" bi-decomposition form if the total number of variables in X1 and X 2 is the smallest among all biIf X1 (or X2) is an empty set, the decomposition is a trivial decomposition, which we ignore in this paper. For example, f ( X ) = 1 . f ( X ) is a trivial decomposition, and X1 is an empty set. Even if the total number of variables in X1 and X 2 of a trivial decomposition form is the smallest among all bi-decomposition forms, the trivial decomposition is not called optimal. Note that an optimal bi-decomposition of a function may be disjoint or nondisjoint depending on the function, and there may be no optimal bi-decomposition forms for some functions.
To find a bi-decomposition form a(gl(X1), g2(X2)), we need to consider only three decomposition forms: g2(X2)), which we call the "AND-Decomposition", " OR-Decomposition" , and "XOR-Decomposition" forms, respectively.
Since f can be decomposed into an OR-Decomposition form iff 7 can be decomposed into an AND-Decomposition form, we only consider ANDDecomposition and XOR-Decomposition in this paper.
For an incompletely specified function f , the goals of this paper are: Although there may be more than two optimal bidecomposition forms, our problem is to find just one of them.
A. Optimal AND-Decomposition
Here, we present a method to decompose incompletely specified function f into an optimal bi-decomposition form: f ( X ) = gl(X) . g2(X).
First we generate an initial solution (g1,g2) as will be mentioned later. From the initial solution, the recursive procedure "DecompAND" shown in Fig. 2 improves the solution to produce an optimal AND-Decomposition form of f based on the Branch-and-Bound algorithm. Although there may be more than two optimal solutions according to our definition in Section 11, the procedure only finds one of them.
A . l Definitions for DecompAND
In the procedure DecompAND, g1 and g2 are treated as four-valued functions whose values are 0, 1, *O or *. * means a usual don't care. *O, which is introduced in this paper, means that g1 (92) can be treated as a usual don't care if g2 (gl) is treated as 0, and g1 ( 9 2 ) must be 0 if g2 (91) is treated as 1. In other words, *O means that at least one of the functions must be 0. The following condition is maintained throughout DecompAND.
This conditions means that if we change g1 so that (g1(a) = $0) is changed to (g1(a) = l), we also change 92 so that (gZ(a) = *0) is changed to (g2(a) = 0), and if we change g1 so that ( g I ( a ) = *0) is changed to (g1(a) = 0), we also change g2 so that (g2(u) = *O) is changed to (g2(a) = *). The introduction of *O makes it possible to find an optimal solution based on the Branch-andBound algorithm. The following definitions of functions and operations are used in our method. In the definitions, g is a four-valued function, f is an incompletely specified function (three-valued) or a four-valued function, and h is a completely specified function (two-valued). 
D e c o m p A N D ( g , g2, no-depend-gl, no-depend-gz, elim-var-set);

SmoothSet(war-set,h) means a function that is obtained by applying successively Smooth(xi, h ) to
h for all xi in war-set.
e EnlargeON(g, h ) means an operation to change g DCO(g) and D C ( g ) must be changed to proper functions at the same time. Similar operations are also needed at EnlargeOFF(g, h ) and
EnlargeDC(g, h).)
e EnlargeOFF(g, h) means an operation to change g
Note that O N ( g ) , O F F ( g ) , DCO(g)
and DC(g) are completely specified functions, whereas g is a four-valued function.
The definitions of the variables used in DecompAND are as follows.
e best-gl and best-gz represent g1 and g2 in an optimal solution, respectively.
e no-depend-(function) represents a set of variables that have already been eliminated explicitly from the dependency of function.
e elim-warset represents a set of variables that have the possibility of being eliminated from the dependency of g 1 or g2.
A.2 DecompAND
Now, we explain the procedure DecompAND using an example. Suppose we want to find an optimal ANDDecomposition of function f : the ON-set is (z2 +z4). The truth table of f is shown at the top left-hand corner of Fig. 3 . At first best-gl and best-g2 are set to null.
nodepend-best-gl and no-depend-best-g2 are set to 0.
elim-var-set is set to the set of variables which f depends on. In the example, it is set to (~1~2 2~2 3 ,
$4).
Initial g1 ( 9 2 is the same) is produced to satisfy
x,is not eliminated specifying these values to 1 or 0, DecompAND eliminates variables from the dependency of g1 or g2. The search tree of the example is shown in Fig. 3 . For instance, from "Solution 0" to "Solution 1" x1 is eliminated from the dependency of 91, and x1 is added to no-depend-gl. If x1 is eliminated from the dependency of 91, x1 cannot be eliminated from the dependency of g 2 , because f depends on X I . Therefore, when x1 is eliminated from the dependency of 91, we delete x1 from elim-var-set.
From Fig. 2 and the right arrow from each solution in Fig. 3 .)
If we select Choice 1 or 2, we must eliminate x , from the dependency of g1 or 92, respectively. This is done by the procedure ElimVarAnd which is mentioned in the next section.
If we successfully eliminate a variable from an intermediate solution, and a new solution is better than the best solution: (best-gl, best-gz), we overwrite the best solution at lines 13 to 16, and 25 to 28 in Fig. 2 .
Let us consider when a search is pruned. For example, if "Solution 4" in Fig. 3 has already been found, we do not need to search further from "Solution 2". The reason is as follows. The total number of variables in no-depend-gl and no-depend-gz of "Solution 4" and that of "Solution 2" are three and zero, respectively. From "Solution 2", we can eliminate three variables from the dependency of g1 or g2 at best because the number of variables in elim-var-set of "Solution 2" is three. Therefore, we cannot find a better solution than "Solution 4" in the search space from "Solution 2". This check is done at lines 5 and 6 in Fig. 
2.
A.3 Elim VarAnd
The procedure Elim VarAnd ( x i , 91, gz, nodepend-ga) used in DecompAND eliminates xi from the dependency of 91. This is shown in Fig. 4 . Of course, the following conditions must be kept throughout the operations of ElimVarAnd.
Condition 2 g1 does not depend on the variables in nodepend-gl .
Condition 3 g2 does not depend on the variables in
nodepend-gz.
For example, from "Solution 3" in Fig. 3, 5 3 is eliminated from the dependency of g1 to get "Solution 4" as follows. At first we calculate what parts of DC(g1) and DCO(g1) must be changed to ON(g1) so that g1 does not depend on 5,. This calculation corresponds to changel-gl at line 5 in Fig. 4 . Next, we calculate what parts of DC(g1) and DCO(g1) must be changed to OFF(g1) so that g1 does not depend on x,. This calculation corresponds to changeo-gl at line 6 in Fig.  4 . In the example, these functions are calculated as "changel-g1" and "change0-gl" in Fig. 5 , respectively.
Then, we change g1 by EnlargeON(g1, changel-gl) and EnlargeOFF(g1,changeO-gl) at lines 13 and 14 in Fig. 4 . Although we change g1 by the above operations, we cannot eliminate xi from the dependency of g1 when (Smooth(zi, ON(g1) ) . Smooth(xi, OFF(g1))) is not the constant 0 function. This is checked at line 3 in Fig. 4 , and FALSE is returned if xi cannot be eliminated. For example, we cannot eliminate x4 from g1 of "Solution 3" in Fig. 3 . This is because Smooth(x4,ON(gl) ) .
Smooth(x4,OFF(gl)) (shown as "obstacle" in Fig. 5) is not the constant 0 function. Therefore, ElzmVarAnd returns FALSE in this case.
Indeed the parts of ON(g1) and OFF(g1) masked by ON( "obstacle") make it impossible to eliminate 2 4 from the dependency of g1 of "Solution 3". After these operations, g1 is changed to a function which does not depend on x3. This function is shown as "new-gl" in Fig. 5 . However, remember that *O is not a usual don't care, and therefore, we need some more operations as follows to satisfy Condition Fig. 4) . This function is shown as ''first must-changeO-gZ" in Fig. 5 . Therefore, EnlargeOFF(g2, must-changeO-gZ) at line 15 in Fig. 4 Fig. 5 . Therefore, the calculation at line 10 in Fig. 4 is needed.
If a part of DCO(g1) is changed to ON(g1) by EnlargeON(g1, changel-gl), the corresponding part of DCO(g2) must be changed to OFF(g2). The corresponding part of DCO(gz) is calculated as must-changeO-g2
In some cases, naust-changeO-gz after SmoothSet is a function that includes a part of ON(g2). In such cases, we cannot do EnlargeOFF(g2, must-changeo-gz) at line 15 in Fig. 4 Fig. 4) . If during the above operations a part of DCO(g1) (DCO(g2)) is changed to OFF(g1) (OFF(g2)), the corresponding part of DCO(g2) (DCO(g1)) can be changed to don't care (usual don't care). Therefore, we can enlarge the don't cares of g1 and gz by EnlargeDC(g1, (DCO(g1) . OFF(g2))) at line 16 in Fig. 4 Fig. 4 , respectively. In the example, finally we get g1 and g2 of "Solution 4" in Fig. 3 .
and EnlargeDC(g2, (DCO(gZ).OFF(gl))) at line 17 in
In this way, DecompAND eliminates variables one by one from the dependency of g1 and 92 to find an optimal AND-Decomposition. In the example, "Solution 4" is an optimal AND-Decomposition where g1 = ( 2 2 + 3 4 ) and It i s clear that DecompAND can find one of the existing optimal solutions by elimination of any order of variables.
The order only affects the execution time and which solution is found among the optimal solutions if there are more than two optimal solutions. 
B. Optimal XOR-Decomposi tion
Here, we present a method to decompose incompletely N ( g 1 ) ) ) != the constant 0 function) return FALSE; F F ( g 1 ) ) ) != the constant 0 function) return FALSE;
18 }
Fig. 6. ElimVarXor
specified function f into an optimal bi-decomposition form: 
l ( X ) @ g 2 ( X ) .
From the initial solution, we eliminate the variable dependency from g1 or g2 by ElimVarXor in Fig. 6 . We explain procedure DecompXOR using an example. Suppose we want to find an optimal XOR-Decomposition 
Reverse(g,h) means an operation to reverse the values of g's part which is masked by O N ( h ) .
(reverse is an operation to change 1 to 0, 0 to 1, and * to *.)
Here, we explain procedure ElimVarXor. Of course, the following conditions must be kept throughout the operations of ElimVarXor.
Condition 2 g1 does not depend on the variables in no-depend-gl .
Condition 3 92 does not depend on the variables in
nodepend-g2 .
To satisfy Condition 1, we can only do a pair of operations: Reverse(g1, h ) and Reverse(g2, h). This is because although we reverse the values of some parts of 91, (91 @ 92) does not change if the values of the same parts of 9 2 are also reversed. Of course, we can freely change *s of g1 and 92 to 1 or 0.
At first, we calculate what parts of ON(g1) and OFF(g1) cause g1 to depend on 2,. This calculation corresponds to depending-x,-gl at line 3 in Fig. 6 . x , can be eliminated from the dependency of 91, if we do Reverse(g1, mustreverse), where mustreverse satisfies the following two conditions which we call "Conditions for must-reverse" :
Smooth(x,, mustreverse) = depending-x,-gl. There are many candidates for must-reverse that satisfy the "Conditions for must-reverse". Among them we chose {depending-s,-gl},* at line 10 in Fig. 6 . For example, when we eliminate x3 from the dependency of g1 of "Solution 3" in Fig. 7 , dependingx3-gl and {depending-x3-gl)z3 are calculated as shown in Fig. 8 is an optimal solution in the example.
For Conditions 2 and 3, mustreverse must not depend on the variables in no-depend-gl and no-depend-gz. Therefore, line 6 in Fig. 6 is needed. For example, when we eliminate 2 2 from the dependency of g2 of "Solution 1" in Fig. 7 , depending-xa-g2 at line 3 in Fig. 6 is calculated as "depending-x2-g2" in Fig. 8 . This function depends on X I , and therefore, we must Smooth this function with respect to x1 and get depending-xz-g2 at line 6 in Fig. 6 as "dependingxa-g2 after Smoothset" in Fig. 8 . In this case, must-reverse at line 10 in Fig. 6 is calculated as '(must-reverse (Solution 1)" in Fig. 8 and we successfully eliminate x2 from the dependency of g2 to get "Solution
3" .
Here, we consider a case where ElimVurXor fails. If we want to eliminate 5 3 from the dependency of g2 of "Solution 1" in Fig. 7 , depending-x3-g2 at line 6 in Fig. 6 is calculated as "depending~-g2 after SmoothSet" in Fig. 8 . In this case, ((depending-xs-g2) .
Consensus(xs,OFF(g2))
) is calculated as "obstacle" in Fig. 8 .
obstacle is not the constant 0 function.
Therefore, there is no mustreverse, where mustreverse satisfies the "Conditions for must-reverse" and Reverse(g2, mustreverse) can eliminate x3 from the dependency of g2. This check is done at line 9 in Fig. 6 . Line 8 in Fig. 6 is also needed.
There are many candidates for must-reverse that satisfy the "Conditions for must-reverse" . Among them we chose {dependingx:,-gl},c. If we choose another mustreverse among the candidates, we get another solution ( g i , g h ) . However, the variables which g i and gi depend on are the same for all candidates. Therefore, DecompXOR can find one of the existing optimal solutions even though we choose {depending-xc,-gl}zt among the many candidates for must-reverse.
(The proof is omitted due to space limitations.) Like DecompAND, DecompXOR can find one of the existing optimal solutions by elimination of any order of variables. (The proof is also omitted due to space limitations.)
IV. EXPERIMENTAL RESULTS
We know the methods presented here find optimal bidecomposition forms of logic functions. However, it is not certain that the methods can produce good circuits in reasonable time. Therefore, we performed a preliminary experiment on MCNC [lo] benchmark circuits. The experiment was to generate a network with two-input nodes as [9] to compare the proposed methods with the other bi-decomposition method proposed in [9] . For each output function of a benchmark circuit, we decomposed the function recursively to two-input functions. The decomposition of function f was done as follows:
0 Find an optimal AND-Decomposition of f . Table I shows a comparison of our results and other results. The other results were taken from [9] and generated by MIS [l] . (The network levels were not reported in [9] , therefore, we produced networks by MIS to examine the network levels. The script of MIS was the same as in [9] .) In Table I , "nodes", "lev" and "CPU"
show the number of two-input nodes, the network levels and the CPU run-time (sec.) on a Sun Ultra 2 2200, respectively. "ratio" shows the ratios of the results of [9] and our method to those of MIS. Although our results were produced without the multiple use of internal nodes, unlike 191 and MIS, the number of nodes is almost the same. Moreover, as for the network levels, the networks obtained by our method had fewer levels than those obtained by MIS.
In the experiment, our method could not find nontrivial bi-decompositions in some cases. In other words, for some functions, we cannot find a decomposition form: f ( X ) = a ( g 1 ( X 1 ) , g 2 ( X 2 ) ) where the number of variables TABLE 1 in X1 and that in X2 are both less than the number in X . We cannot decompose such functions by bidecomposition. In the experiment, therefore, we only used Shannon Expansion for such functions. Unfortunately, we think this use of Shannon Expansion made our results worse.
In such cases we must use another decomposition method, such as general decomposition:
In the proposed methods, we do not share internal nodes among several functions. We think this was another reason causing our results to be worse. Therefore, we must combine the proposed methods with the multiple use of internal nodes. We believe the sharing of internal nodes is not so difficult. For example, we can think of the following two strategies.
f = a(Cj(XB),XF).
0 After all decompositions, we can check whether a node can be replaced with another node by the method proposed in [ll] .
0 When f is decomposed to a ( g 1 ( X ' ) , g 2 ( X 2 ) ) , we can check whether an existing function can be used as g1 (or 9 2 ) by the boolean resubstitution and the support minimization technique proposed in [ 51.
V. CONCLUSION AND FUTURE WORK
We have presented new efficient methods to find "optimal" non-disjoint bi-decomposition AND and XOR forms. Our methods have the following properties.
e They can decompose incompletely specified functions.
e They eliminate variables one by one from the dependency of g1 and g2 of an intermediate solution.
0 The Branch-and-Bound algorithm is used to find an optimal solution.
In this paper, adecomposition: f ( X ) = a ( g l ( X 1 ) , g 2 ( X 2 ) ) is "optimal" if the total number of variables in X 1 and X 2 is the smallest. Of course, there is no guarantee that the final decomposed networks are optimal even if we adopt "optimal" decompositions at intermediate decompositions. We think, however, our meaning of "optimal" is adequate if we want to decompose functions to LUTs.
There are some functions that do not have nontrivial bi-decompositions. These functions cannot be decomposed by bi-decomposition; in the experiment, only Shannon Expansion was used for them, which is not such a good strategy. Therefore, we must develop the proposed methods by combining them with other decomposition methods. According to the experimental results, we think the proposed methods decompose functions to networks with few levels. Therefore, we plan to utilize the proposed methods to generate initial LUT networks with few levels. At this time, we do not share internal nodes among several functions in the proposed methods. Therefore, we have yet to combine the proposed methods with the multiple use of internal nodes.
