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Abstract
We study exponential Levy models with change-point which is a random vari-
able, independent from initial Levy processes. On canonical space with initially
enlarged filtration we describe all equivalent martingale measures for change-
point model and we give the conditions for the existence of f-minimal equivalent
martingale measure. Using the connection between utility maximisation and
f -divergence minimisation, we obtain a general formula for optimal strategy in
change-point case for initially enlarged filtration and also for progressively en-
larged filtration when the utility is exponential. We illustrate our results consid-
ering the Black-Scholes model with change-point.
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1 Introduction
The parameters of financial models are generally highly dependent on time : a number
of events (for example the release of information in the press, changes in the price of
raw materials or the first time a stock price hits some psychological level) can trigger
a change in the behaviour of stock prices. This time-dependency of the parameters
can often be described using a piece-wise constant function : we will call this case a
change-point model. In this context, an important problem in financial mathematics
will be option pricing and hedging. Of course, the time of change (change-point) for
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the parameters is not explicitly known, but it is often possible to make reasonable
assumptions about its nature and use statistical tests for its detection.
Change-point problems have a long history, probably beginning with the papers of
Page [44], [45] in an a-posteriori setting, and of Shiryaev [53] in a quickest detection
setting. The problem was later considered in many papers, see for instance [14], [48],
[21], [47], [3], [58], [41] and also the book [2] and references there. In the context of
financial mathematics, the question was investigated in [30], [8], [29], [22], [15], [56],
[57],[37], [59] and was often related to a quickest detection approach.
It should be noticed that not only quickest detection approach is interesting in
financial mathematics, and this fact is related with pricing and hedging of so called
default models (see [1], [17] and references there). In mentioned papers a number of
very important results was obtained but for the processes without jump part or with
only one jump.
The models with jumps, like exponential Levy models, in general, compromise the
uniqueness of an equivalent martingale measure when such measure exists. So, one has
to choose in some a way an equivalent martingale measure to price. Many approaches
have been developed and various criteria suggested for this choice of martingale mea-
sure, for example risk-minimization in an L2-sense [39] [19], [51], [52], Hellinger inte-
grals minimization [11], [12], [28], entropy minimization [42], [20], [18], f q-martingale
measures [33] or Esscher measures [31].
All these approaches can be considered in unified way using so called f -divergences,
introduced by Ciszar [13] and investigated in a number of papers and books (see for
instance [40] and references there). We recall that for f a convex function on R+,∗ and
two measures Q and P such that Q << P , the f -divergence of Q with respect to P is
defined as
f(Q|P ) = EP [f(
dQ
dP
)]
where dQ
dP
is Radon-Nikodym density of Q with respect to P , and EP is the expec-
tation with respect to P . We recall that the utility maximisation is closely related
to f -divergence minimisation via Fenchel-Legendre transform and this will be one of
essential points to obtain an optimal strategy.
The aim of this paper is to study f -divergence minimal martingale measures and
optimal portfolios from the point of view of utility maximization, for exponential Levy
model with change-point where the parameters of the model before and after the change
are known and a change-point itself is a random variable, independent from initial Levy
processes.
We start by describing our model in more detail. We assume the financial market
consists of a non-risky asset B with interest rate (rt)t≥0, namely
Bt = B0 exp(
∫ t
0
rs ds) (1)
where
rt = r1{τ>t} + r˜1{τ≤t}, (2)
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with r, r˜ interest rates before and after change-point τ , and one-dimensional risky asset
S = (St)t≥0,
St = S0 exp(Xt) (3)
where X is a stochastic process obtained by pasting in τ of two Levy processes L and
L˜ together:
Xt = Lt1{τ>t} + (Lτ + L˜t − L˜τ )1{τ≤t} (4)
Here and further L and L˜ supposed to be independent Levy processes with characteris-
tics (b, c, ν) and (b˜, c˜, ν˜) respectively which are independent from τ ( for more details see
[50]). To avoid unnecessary complications we assume up to now that for change-point
model r and r˜ in (2) are equal to zero, and that S0 = 1.
To describe a probability space on which the process X is well-defined, we con-
sider (D,G,G) the canonical space of right-continuous functions with left-hand limits
equipped with its natural filtration G = (Gt)t≥0 which satisfies standard conditions:
it is right-continuous, G0 = {∅, D},
∨
t≥0 Gt = G . On the product of such canonical
spaces we define two independent Levy processes L = (Lt)t≥0 and L˜ = (L˜t)t≥0 with
characteristics (b, c, ν) and (b˜, c˜, ν˜) respectively and denote by P and P˜ their respec-
tive laws which are assumed to be locally equivalent: P
loc
∼ P˜ . As we will consider the
market on a fixed finite time interval, we are really only interested in P |GT and P˜ |GT
for a fixed T ≥ 0 and the distinction between equivalence and local equivalence does
not need to be made.
Our change-point will be represented by an independent random variable τ of law
α taking values in ([0, T ],B([0, T ]). The set {τ = T} corresponds to the situation when
the change-point does not take place, or at least not on the interval we are studying.
On the probability space (D ×D × [0, T ], G × G × B([0, T ], P × P˜ × α) we define
a measurable map X by (4) and we denote by P its law. In what follows we use E
mainly for the expectation with respect to P but this notation will be also used for the
expectation with respect to P × P˜ × α.
From point of view of observable processes we can have the following situations. If
we observe only the process X then the natural probability space to work is (D,G,P)
equipped with the right-continuous version of the natural filtration G = (Gt)t≥0 where
Gt = σ{Xs, s ≤ t} for t ≥ 0. Now, if we observe not only the process X but also some
complementary variables related with τ then we can take it in account by the enlarge-
ment of the filtration. First we consider the filtration H given by Ht = σ(1{τ≤s}, s ≤ t)
and note that HT = σ(τ). Then we introduce two filtrations: the initially enlarged
filtration F = (Ft)t≥0
F0 = G0 ∨ HT , Ft =
⋂
s>t
(Gs ∨ HT ) (5)
and the progressively enlarged filtration Fˆ = (Fˆt)t≥0 which satisfies :
Fˆ0 = G0 ∨ H0, Fˆt =
⋂
s>t
(Gs ∨ Hs) (6)
In the case of additional information the most natural filtration from the point of view
of observable events would be Fˆ. However, we will see that it is much easier to start by
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working with the initially enlarged filtration and then come back to the progressively
enlarged filtration.
The paper is organized in the following way. We start by recalling some known
facts about f-divergence minimal martingale measures. Then, on mentioned proba-
bility space and for initially enlarged filtration we describe all equivalent martingale
measures. We introduce as hypotheses, such properties of f -divergence minimal mar-
tingale measures as a preservation of Levy property and a scaling property. As known,
these properties are verified by all Levy processes and common f -divergences such that
f ′′(x) = axγ , a > 0, γ ∈ R. We recall that these functions are those for which there
exists A > 0 and real B,C such that f(x) = Afγ(x) +Bx+ C where
fγ(x) =


cγx
γ+2 if γ 6= −1,−2,
x ln(x) if γ = −1,
− ln(x) if γ = −2.
(7)
and cγ = sign[(γ + 1)/(γ + 2)]. The question of preservation of Levy property was
considered in details in [5] and it was shown that the class of f -divergences preserving
Levy property is larger then common f -divergences. Then, the conditions for existence
and the expression of Radon-Nikodym density Z∗T of f -minimal martingale measure
for change-point model is given in Theorem 1. The result is applied to Black-Scholes
change-point model which became an incomplete model.
In 3. we present some known facts about utility maximisation. Then we give
a decomposition formula for f ′(Z∗T ) which allow us via the result of [27] to identify
optimal strategy (see Theorem 3). We illustrate this result by considering again the
Black-Scholes model with a change-point.
2 f-minimal MME’s for change-point model
We start by recalling some known facts about f -divergence minimal martingale mea-
sures. Then, we describe all locally equivalent martingale measures (EMMs) leaving
on our probability space equipped with initially enlarged filtration for change-point
model, and in particular in relation to the sets of EMMs for the two associated Levy
models L and L˜ which we denote by M(P ) and M(P˜ ) respectively.
2.1 EMMs for exponential Levy models
The aim of this part is to show how one can find Girsanov parameters of f -divergence
minimal martingale measure. As we will see later, to write down Radon-Nikodym
density Z∗T of f -minimal MME for change-point model we need only to know the
Girsanov parameters of f -minimal MME for associated Levy models L and L˜, the
parameters of mentioned Levy processes L and L˜ and the law of τ .
Let now L = (Lt)t≥0 be Levy process with parameters (b, c, ν) where b is the drift
parameter, c is the diffusion parameter and ν is the Levy measure, i.e. the measure on
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R \ {0} which satisfies ∫
R
(x2 ∧ 1)ν(dx) < +∞. (8)
We recall that the characteristic function of Lt for t ∈ R
+ and u ∈ R is given then by:
φt(u) = Ee
iuLt = eψ(u)t
and in turn, the characteristic exponent
ψ(u) = iub−
1
2
cu2 +
∫
R
(exp(iux)− 1− iul(x))ν(dx),
where from now on, l is the truncation function.
2.2 Esscher measures
Esscher measures play very important role in actuarial theory as well as in the option
pricing theory and they were studied in [36],[42], [20]. Let
D = {u ∈ R |EPe
uL1 <∞}
where EP is the expectation with respect to the physical measure P . Then for u ∈ D
we define Esscher measure PES of the parameter u and risk process (Lt)t≥0 by : for
t ≥ 0
dPESt
dPt
=
euLt
EP [euLt ]
It is known that (e−rtSt)t≥0 is a martingale under Q = P
ES iff
b+ (
1
2
+ u)c+
∫
R∗
((ex − 1) eux − l(x))ν(dx) = r (9)
We can easily see that the left-hand side of (9) is continuous increasing function of u
on D and that D is an interval. If we denote by g the left-hand side of (9) and by d
right end point of D, then the conditions
lim
u→d
g(u) > r, lim
u→−∞
g(u) < r
insure the existence of solution of (9). If, in addition, g is strictly increasing, the
solution will be unique. More about existence and uniqueness of solution of (9) see
[31] and [36].
Suppose that the solution of (9) exists and is denoted by β∗. Then Esscher martin-
gale measure is Q∗ = PES(β∗) and we show that the Girsanov parameters of Q∗ are:
βQ = β∗ Y Q = eβ
∗ x. In fact,
ζt =
dQ∗t
dPt
=
eβ
∗Lt
φ(−iβ∗t)
(10)
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From the formula (10) we see that
ζt
ζt−
= eβ
∗∆Lt
and according to Girsanov theorem
Y Q
∗
=MPµ
(
eβ
∗∆L|P˜
)
= eβ
∗x.
We use Ito formula to find ζc :
ζct =
∫ t
0
β∗ exp(β∗Ls−)
φ(−iβ∗s)
dLcs
and, hence,
βQ
∗
t =
1
ζt−
d〈ζc, Lc〉t
dCt
= β∗.
2.3 Minimal entropy measures
We recall that for two equivalent probability measures Q and P , the relative entropy
of Q with respect to P ( or Kullback-Leibler information in Q with respect to P ) is:
H(Q|P ) = EQ
(
ln(
dQ
dP
)
)
= EP
(
dQ
dP
ln(
dQ
dP
)
)
and it is f -divergence with f(x) = x ln(x). We are interested in minimal entropy
martingale measure, i.e. the measure PME such that (e−rtSt)t≥0 is a P
ME-martingale,
and that for all Q martingale measures
H(PME|P ) ≤ H(Q|P )
It turns out (cf.[20]) that in the case of Levy processes PME is nothing else as Esscher
measure but for another risk process (Lˆt)t≥0, namely for the process appearing in the
representation:
St = S0 E(Lˆ)t
where E(·) is Dolean’s-Dade exponential,
E(Lˆ)t = exp(Lˆt −
1
2
〈Lˆ〉t)
∏
0≤s≤t
(1 + ∆Lˆs)e
−∆Lˆs
Now let D = {u ∈ R |EPe
uLˆ1 <∞} and let us introduce Esscher measure correspond-
ing to the risk process Lˆ and u ∈ D : for t ≥ 0
dPMEt
dPt
=
euLˆt
EP [euLˆt ]
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We can write down the characteristics of Lˆ to show that Lˆ is again Levy process. Then,
(e−rtSt)t≥0 is a martingale under P
ME iff
b+ (
1
2
+ u)c+
∫
R
((ex − 1) eu(e
x−1) − l(x)) dν = r (11)
We can easily see that the left-hand side of (11) is continuous increasing function of u
on D and that D is an interval. If we denote by g the left-hand side of (11) and d is
right end point of D, then the conditions
lim
u→d
g(u) > r, lim
u→−∞
g(u) < r
insure the existence of solution of (11). In addition, if g is strictly increasing, the
solution is unique. More about existence and uniqueness of solution of (11) see [31]
and [36].
Suppose that β∗ is a unique solution of (11), then the Girsanov parameters of a
minimal entropy martingale measure Q∗ are: (β∗, Y ∗) where Y ∗(x) = eβ
∗(ex−1) for
x ∈ R∗.
2.4 fq- martingale measures
Let Q and P be two probability measures, Q << P and let fq be f -divergence defined
by
fq(x) =
{
−xq, if 0 < q < 1,
xq, if q < 0 or q > 1.
It is not difficult to see that such f is a strictly convex function. It was shown in
[11],[12], [33] that when P is the law of a Levy process, the Girsanov parameters
(β∗q , Y
∗
q ) of the measure Q
∗
q minimising fq-divergence are independent on (t, ω).
It can be also shown that if L is not monotone Levy process and if we allow as Q∗q not
only equivalent, but also absolute continuous measures, then the Girsanov parameters
(β∗q , Y
∗
q ) are unique minimizers of the function
k(β, Y ) =
q(q − 1)
2
β2c+
∫
R
(Y q(x)− 1− q(Y (x)− 1))ν(dx)
under the constraint
b+ cβ +
∫
R
(xY (x)− l(x))ν(dx) = 0
on the set
A = {(β, Y ) | β ∈ R, Y ≥ 0,
∫
R
| xY (x)− l(x) |ν(dx) <∞}
Via an application of the Kuhn-Tucker theorem it can be shown that
Y ∗q (x) =
{ (
1 + (q − 1)β∗q (e
x − 1)
) 1
q−1 if 1 + (q − 1)β∗q (e
x − 1) ≥ 0,
0 in opposite case,
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where β∗q is the first Girsanov parameter which can be find from the constraint. We
remark that if in addition
supp(ν) ⊆ {x : 1 + (q − 1)β∗q (e
x − 1) > 0}
then Q∗q is equivalent to P .
2.5 EMMs for change-point model
We assume that the sets M(P ) and M(P˜ ) are non-empty. Let Q ∈ M(P ) and
Q˜ ∈ M(P˜ ). We introduce the Radon-Nikodym density processes ζ = (ζt)t≥0 and
ζ˜ = (ζ˜t)t≥0 given by
ζt =
dQt
dPt
, ζ˜t =
dQ˜t
dP˜t
where Qt, Pt, Q˜t, P˜t stand for the restrictions of the corresponding measures to the σ-
algebra Ft.
We also introduce for all t > 0
yt =
dP˜t
dPt
,
then
Yt = 1[[0,τ ]](t) +
yt
yτ
1]]τ,+∞[[(t) (12)
We remark that the measure P which is the law of X verify for t ≥ 0:
dPt
d Pt
= Yt.
To describe all EMMs leaving on our space we define the process z = (zt)t≥0 given
by
zt = ζt1[[0,τ ]](t) + ζτ
ζ˜t
ζ˜τ
1]]τ,+∞[[(t) (13)
Finally, we consider the measure Q such that
dQt
dPt
= c(τ)zt (14)
where c(·) is a measurable function [0, T ]→ R+,∗ with Ec(τ) = 1.
Proposition 1. A measure Q is an equivalent martingale measure for the exponential
model ( 4) related to the process X iff its density process has the form (14).
Proof First we show that the process Z = (Zt)t≥0 given by
Zt = c(τ)zt (15)
is a density process with respect to P and that the process S = (St)t≥0 such that
St = e
Lt1[[0,τ ]](t) + Sτe
L˜t−L˜τ1]]τ,+∞[[(t) (16)
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is a (Q,F) - martingale.
We begin by noticing that if M, M˜ are two strictly positive martingales on the
same filtered probability space and τ is a stopping time independent of M and M˜ ,
then N = (Nt)t≥0 such that
Nt = c(τ)
[
Mt1[[0,τ ]](t) +Mτ
M˜t
M˜τ
1]]τ,+∞[[(t)
]
is again a martingale. This fact, for example, can be proved by the conditioning with
respect to HT and use the facts that M and M˜ are martingales. To show that Z is a
(P,F)-martingale, we prove an equivalent fact that (Yt Zt)t≥0 is a (P,F) - martingale.
But this follows from the previous remark takingMt = ζt and M˜t = ζ˜tyt and using (12),
(13), (15). Furthermore, taking conditional expectation with respect to HT and using
the fact that ζ and ζ˜ are density processes independent from τ , we see that EZt = 1.
To show that S = (St)t≥0 is (Q,F)-martingale we establish that (Yt Zt St)t≥0 is a (P,F)
- martingale. For this we use the same remark with Mt = e
Ltζt and M˜t = ytζ˜te
L˜t .
Conversely, Z is the density of any equivalent martingale measure if and only if
(Zt St)t≥0 is a (P,F) - martingale. But the last fact is equivalent to the fact that for
any bounded stopping time σ,
E(Zσ Sσ) = 1.
Replacing σ by σ ∧ τ in previous expression we deduce that (Zt∧τ )t≥0 is the density of
a martingale measure for (eLt∧τ )t≥0. In the same way, using the martingale properties
of Z we get for any bounded stopping time σ that
E(
Zσ Sσ
Zσ∧τ Sσ∧τ
) = 1
and so ( Zt
Zt∧τ
)t≥τ is the density of an equivalent martingale measure for (e
L˜t−L˜t∧τ )t≥τ . ✷
2.6 From equivalent to f-divergence minimal martingale mea-
sure.
We now turn to the problem of finding f -divergence minimal martingale measure on
time interval [0, T ]. We recall that for a convex function f on R+,∗, the f -divergence of
the restriction QT of the measure Q with respect to the restriction PT of the measure
P is:
f(QT |PT ) = EP [f(
dQT
dPT
)]
if the last integral exists and by convention we set it equal to +∞ otherwise. We recall
that Q∗T is an f -divergence minimal equivalent martingale measure if f(Q
∗
T |PT ) < +∞
and
f(Q∗T |PT ) = inf
Q∈M(P )
f(QT |PT )
where M(P ) is the set of locally equivalent martingale measures supposed to be non-
empty. We also recall that an f -divergence minimal equivalent martingale measure Q∗
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is invariant under scaling if for all x ∈ R+,∗
f(xQ∗T |PT ) = inf
Q∈M(P )
f(xQT |PT )
For a given exponential Levy model S = S0 e
L, we say that an f -divergence minimal
martingale measure Q∗ preserves the Levy property if L remains a Levy process under
Q∗.
In the following theorem we give an expression for the density of the f -divergence
minimal martingale measures in our change-point framework. We introduce the fol-
lowing hypotheses :
(H1) : The f -divergence minimal equivalent martingale measures Q
∗ and Q˜∗ relative
to L and L˜ exist.
(H2) : The f -divergence minimal equivalent martingale measures Q
∗ and Q˜∗ preserve
the Levy property and are invariant under scaling.
(H3) : For all c > 0 and t ∈ [0, T ], we have EQ| f
′(c ζ∗t ) | < ∞, EQ˜| f
′(c ζ˜∗t ) | < ∞
where ζ∗ and ζ˜∗ are the densities of the f -minimal equivalent martingale measures Q∗
and Q˜∗ with respect to P and P˜ respectively.
We set for t ∈ [0, T ]
z∗T (t) = ζ
∗
t
ζ˜∗T
ζ˜∗t
Theorem 1. Assume that f is a strictly convex function, f ∈ C1(R+,∗), and that
(H1), (H2), (H3) hold. If the f - minimal equivalent martingale measure Q
∗ for the
change-point model (4) exists, then
dQ∗T
dPT
= c(τ) z∗T (τ) (17)
where c(·) is a measurable function [0, T ]→ R+ such that Ec(τ) = 1.
For c > 0, let
λt(c) = E[f
′(c z∗T (t)) z
∗
T (t)]
where the expectation is taken with respect to P and let ct(λ) be its right-continuous
inverse.
If in addition there exists λ∗ such that∫ T
0
ct(λ
∗)dα(t) = 1, (18)
then the f - minimal equivalent martingale measure for a change-point model exists and
is given by (17) with c∗(t) = ct(λ
∗) for t ∈ [0, T ].
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In particular , if f ′(x) = axγ, for a > 0 and γ ∈ R+,∗, then
c∗(t) =
[E( z∗T (t)
γ+1 )]−
1
γ∫ T
0
[E( z∗T (t)
γ+1 )]−
1
γ dα(t)
and for f ′(x) = ln(x) + 1,
c∗(t) =
e−E( z
∗
T (t) ln z
∗
T (t) )∫ T
0
e−E( z
∗
T
(t) ln z∗
T
(t) ) dα(t)
.
Remark 1. Let us comment mentioned above hypotheses. Of course, the f -divergence
minimal martingale measure not always exist. The necessary and sufficient conditions
for existence of such measures for common f -divergences was mentioned in [5]. As
it was shown in [19],[18], [11], [33], the properties mentioned in hypotheses (H2) are
satisfied for the most common f -divergence functions and any Levy processes. But
the class of functions satisfying (H2) is larger then just common f -divergences ( cf.
[5]). The hypotheses (H3) contains a number of integrability conditions needed to use
scaling property. If for each c > 0 there exist A,B,C real constants such that
|xf ′(cx)| ≤ A|f(x)|+Bx+ C,
then (H3) will follow automatically from the integrability condition for existence of
f -divergence minimal equivalent martingale measure.
Remark 2. We can express the factor c∗(t) in terms of Radon-Nikodym densities of
f -divergence measures of the processes L and L˜. Namely, one can see easily that
E( z∗T (t)
γ+1 ) = E( ζ∗t
γ+1 )E( ζ˜∗
γ+1
T−t )
and that
E( z∗T (t) ln z
∗
T (t) ) = E( ζ
∗
t ln ζ
∗
t ) + E( ζ˜
∗
T−t ln ζ˜
∗
T−t )
In turn, the last quantities can be easily expressed via the corresponding Girsanov
parameters using Ito formula.
Proof of Theorem 1 Since Q∗ is an equivalent martingale measure we have from (14)
that
f(Q∗T |PT ) = E[f( c(τ) ζτ
ζ˜T
ζ˜τ
)]
It follows from the independence of L, L˜ and τ that
E[f( c(τ)ζτ
ζ˜T
ζ˜τ
)|τ = t] = E[f( c(t) ζt
ζ˜T
ζ˜t
)]
Now, the independence of L and L˜ implies the conditional independence of ζ and ζ˜
given σ(Ls, s ≤ T ). Using the convexity of f and invariance of f under scaling, we
see that in order to minimize f -divergence, the measure Q should be such that ζ is
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the density of an f -minimal martingale measure for (eLt)t≥0 and ζ˜ the density of an
f -minimal martingale measure for (eL˜t)t≥0. Hence (17) holds.
To find f -minimal equivalent martingale measure we have to minimize the function
F (c) =
∫ T
0
E[f( c(t)z∗T (t) )] dα(t)
over all cadlag functions c : [0, T ] → R+,∗ such that Ec(τ) = 1. For that we consider
the linear space L of such cadlag functions c : [0;T ] → R with the norm ||c|| =
supt∈[0,T ] |c(t)| and also the cone of such positive functions.
We apply Kuhn-Tucker theorem (see [38]) to the function
Fλ(c) = F (c)− λ
∫ T
0
(c(t)− 1)dα(t)
with Lagrangian factor λ > 0. We show that the Frechet derivative ∂Fλ
∂c
of Fλ(c),
defined by
lim
||δ||→0
|Fλ(c+ δ)− Fλ(c)−
∂Fλ
∂c
δ|
||δ||
= 0 (19)
is equal to:
∂Fλ
∂c
(δ) =
∫ T
0
(E[f ′(c(t)z∗T (t))z
∗
T (t)]− λ) δ(t)dα(t) (20)
In fact, by the Taylor formula, we have for δ ∈ L :
Fλ(c+ δ)− Fλ(c)−
∂Fλ
∂c
δ =
∫ T
0
E[(f ′((c(t) + θ(t))z∗T (t))− f
′(c(t)z∗T (t)))z
∗
T (t)]δ(t)dα(t)
where θ(t) is a function which takes values in the interval [0, δ(t)]. We remark that the
modulus of the right-hand side in the previous equality is bounded from above by:
sup
t∈[0,T ]
E[ | f ′((c(t) + θ(t))z∗T (t))− f
′(c(t)z∗T (t)) | z
∗
T (t) ] ||δ||
and that hypothesis (H3) implies that for all c > 0
E[f ′(cz∗T (t))z
∗
T (t)] <∞.
Since f ′ is continuous and increasing and the functions c and δ are bounded, we con-
clude by Lebesgue’s dominated convergence theorem that (19) holds and then (20).
Then, in order to ∂Fλ
∂c
δ = 0 for all δ ∈ L, it is necessary and sufficient to take c such
that
E[f ′(c(t)z∗T (t))z
∗
T (t)]− λ = 0 α-a.s.
Finally, for each c > 0 and t ∈ [0, T ] we consider the function
λt(c) = E[f
′(cz∗T (t))z
∗
T (t)].
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We see easily that it is continuous and increasing in c and that its right-continuous
inverse ct(λ) satisfies:
λ = E[f ′(ct(λ)z
∗
T (t))z
∗
T (t)]
Now, to obtain a minimizer c∗, it remains to find, if it exists, λ∗ which satisfies (18).
Let us consider now the special case f ′(x) = axγ . Then we obtain up to a constant,
that λt(c) = ac
γE[z∗T (t)
γ+1] and for f ′(x) = ln(x)+1 we get λt(c) = E[z
∗
T (t) ln z
∗
T (t)]+1.
Finally, we write down ct(λ) and we integrate with respect to α, and we find λ
∗ and
the expression of c∗(t). ✷
Example: A change-point Black-Scholes model. We apply the previous results when
L and L˜ define Black-Scholes type models. Therefore, we assume that L and L˜ are
continuous Levy processes with characteristics (b, c, 0) and (b˜, c, 0) respectively, c >
0. As is well known, the initial models will be complete, with a unique equivalent
martingale measure which defines a unique price for options. However, in our change-
point model the martingale measure is not unique, and we have an infinite set of
martingale measures of the form
dQt
dPt
(X) = c(τ) exp (
∫ t
0
βsdX
c
s −
1
2
∫ t
0
β2scds )
where c(·) is a measurable function [0, T ]→ R+,∗ such that E[c(τ)] = 1 and
βs = −
1
c
[ (b+
c
2
) 1[[0,τ ]](s) + (b˜+
c
2
) 1]]τ,+∞[[(s) ]
If for example f ′(x) = axγ , applying Theorem 1, we get
c∗(t) =
e−
γ+1
2c
[(b+ c
2
)2t+(b˜+ c
2
)2(T−t)]∫ T
0
e−
γ+1
2c
[(b+ c
2
)2t+(b˜+ c
2
)2(T−t)]dα(t)
and if f ′(x) = ln(x) + 1, then
c∗(t) =
e−
1
2c
[(b+ c
2
)2t+(b˜+ c
2
)2(T−t)]∫ T
0
e−
1
2c
[(b+ c
2
)2t+(b˜+ c
2
)2(T−t)]dα(t)
3 Optimal strategies for utility maximization
We start by recalling some useful basic facts about optimal strategies for utility max-
imization. Then some decomposition formulas will be given which permit us to find
optimal strategies. We end up by giving the formulas for optimal strategies for utility
maximization in change-point setting.
13
3.1 Some known facts
In this subsection, we are interested in finding optimal strategies for terminal wealth
with respect to some utility functions. More precisely, we assume that our financial
market consists of two assets : a non-risky asset B, with interest rate r, and a risky
asset S, modelled using the change-point Levy model defined in (4). We denote by
~S = (B, S) the price process and by ~Φ = (φ0, φ) the amount of money invested in each
asset. According to usual terminology, a predictable ~S-integrable process ~Φ is said to
be a self-financing admissible strategy if for every t ∈ [0, T ] and x initial capital
~Φt · ~St = x+
∫ t
0
~Φu · d~Su (21)
where the stochastic integral in the right-hand side is bounded from below. Here ·
denotes the scalar product. We will denote by A the set of all self-financing admissible
strategies. In order to avoid unnecessary complications, we will assume that the interest
rate r is 0, so that starting with an initial capital x, terminal wealth at time T is
VT (φ) = x+
∫ T
0
φsdSs
Let u denote a strictly increasing, strictly concave, continuously differentiable function
on dom(u) = {x ∈ R|u(x) > −∞} which satisfies
u′(+∞) = lim
x→+∞
u′(x) = 0,
u′(x) = lim
x→x
u′(x) = +∞
where x = inf{u ∈ dom(u)}.
We will say that φ∗ defines an optimal strategy with respect to u if
EP [u(x+
∫ T
0
φ∗sdSs)] = sup
φ∈A
EP [u(x+
∫ T
0
φsdSs)]
As in [34], we will say that φˆ is an asymptotically optimal strategy if there exists a se-
quence of stopping times (τn)n∈N which goes to infinity such that for each n, φ
∗
s1[[0,T∧τn]]
is an admissible strategy for the restriction of u on the interval [−n,+∞[ and
lim
n→+∞
E[u(x+
∫ T∧τn
0
φˆsdSs)] = sup
φ∈A
E[u(x+
∫ T
0
φsdSs)]
As known, there is a strong link between this optimization problem and the previous
problem of finding f -minimal martingale measures. Let f be the convex conjugate
function of u :
f(y) = sup
x∈R
{u(x)− xy} = u(I(y))− yI(y) (22)
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where I = (u′)−1. We recall that in particular
if u(x) = ln(x) then f(x) = − ln(x)− 1,
if u(x) =
xp
p
, p < 1 then f(x) = −
p− 1
p
x
p
p−1 ,
if u(x) = 1− e−x then f(x) = 1− x+ x ln(x).
The following result gives us the relation between portfolio optimization and f-minimal
martingale measures.
Theorem 2. (cf. [27]) Let x ∈ R+ be fixed. Let Q∗ be an equivalent martingale
measure which satisfies
EP |f(λ
dQ∗T
dPT
)| <∞, EQ∗ |f
′(λ
dQ∗T
dPT
)| <∞
for λ such that
−EQ∗f
′(λ
dQ∗T
dPT
) = x.
Then, if Q∗ is an f-minimal martingale measure, there exists a predictable function φ∗
such that (
∫ ·
0
φ∗udSu) is a Q
∗-martingale and
− f ′(λ
dQ∗T
dPT
) = x+
∫ T
0
φ∗udSu (23)
If the last relation holds, then
→
Φ= (φ0, φ) with φ0t = x+
∫ t
0
φudSu − φtSt is an asymp-
totically optimal portfolio strategy. Moreover, if x > −∞, this strategy is optimal.
Proof If x > −∞ the the result follows from [27], Theorem 3.1. If x = −∞ and
(23) holds, then we show that there exists a sequence of stopping times (τn)n∈N which
goes to infinity such that (φ∗s1[[0,T∧τn]])0≤s≤T is a sequence of admissible strategies, and
that φ∗ is asymptotically optimal.
We put then
τn = inf{t ≥ 0 :
∫ t
0
φ∗udSu ≤ −n}.
It is obvious that the sequence of stopping times (τn)n∈N∗ is going to infinity as n→∞
and
lim
n→+∞
EP [u(x+
∫ T∧τn
0
φ∗sdSs)] ≤ sup
φ∈A
EP [u(x+
∫ T
0
φsdSs)] (24)
Now, if φ is any admissible strategy, it follows from the concavity of u that
u(x+
∫ T
0
φsdSs) ≤ u(x+
∫ T
0
φ∗sdSs) + u
′(x+
∫ T
0
φ∗sdSs)[
∫ T
0
(φs − φ
∗
s)dSs]
Note that u′(x +
∫ T
0
φ∗sdSs) = ζ
∗
T where ζ
∗
T is Radon-Nikodym density of the measure
Q∗T with respect to PT . Note also that (
∫ t
0
(φs−φ
∗
s)dSs)0≤t≤T is the difference of a local
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martingale which is bounded from below and of a martingale with respect to Q∗, so
that
EP [u(x+
∫ T
0
φsdSs)] ≤ EP [u(x+
∫ T
0
φ∗sdSs)]
and hence
sup
φ∈A
EP [u(x+
∫ T
0
φsdSs)] ≤ EP [u(x+
∫ T
0
φ∗sdSs)] (25)
Next, we have in the same way from the concavity of u that
u(x+
∫ T∧τn
0
φ∗sdSs) ≤ u(x+
∫ T
0
φ∗sdSs) + u
′(x+
∫ T
0
φ∗sdSs).
∫ T
T∧τn
φ∗sdSs
Since (
∫ T∧τn
0
φ∗sdSs)n≥1 is a uniformly integrableQ
∗ martingale, the family (
∫ T
T∧τn
φ∗sdSs)n∈N
is uniformly integrable. Hence (u(x+
∫ T∧τn
0
φ∗sdSs))n∈N is a uniformly integrable family
and
lim
n→+∞
EP [u(x+
∫ T∧τn
0
φ∗sdSs) = EP [u(x+
∫ T
0
φ∗sdSs)] (26)
Finally, it follows from (24), (25) and (26) that φ∗ defines an asymptotically optimal
strategy. ✷
3.2 A decomposition formula
We use the structure of Q∗ presented in Theorem 1 to write down a decomposition
formula mentioned in Theorem 2 for f ′(λZ∗T (τ)). First of all we give the expressions
for Girsanov parameters when changing the measure P into Q∗.
Lemma 1. Let Girsanov parameters of the f -divergence minimal equivalent martin-
gale measures Q∗ and Q˜∗ are (β∗, Y ∗) and β˜∗, Y˜ ∗) respectively. Then the Girsanov
parameters when changing from P to Q∗ are:
β∗t = β
∗1[[0,τ ]](t) + β˜
∗ 1]]τ,+∞[[(t)
Y ∗t = Y
∗1[[0,τ ]](t) + Y˜
∗ 1]]τ,+∞[[(t).
Next, we introduce for fixed u ∈ [0, T ], x ≥ 0 and t ∈ [0, T ] the quantities
ρ(u)(t, x) = E(Z∗T (τ) f
′(Z∗T (τ)) | τ = u, Z
∗
t (u) = x) = E(Z
∗
T (u) f
′(Z∗T (u)) |Z
∗
t (u) = x)
and we remark that the regular in u and right-continuous versions of processes verify:
P-a.s. for all t ∈ [0, T ]
E(Z∗T (τ) f
′(Z∗T (τ)) | Ft) = ρ
(τ)(t, Z∗t (τ)) (27)
To simplify the notation we introduce ηT−t(u) such that
ηT−t(u) =
z∗T (u)
z∗t (u)
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and we remark that
ηT−t(u)
L
= z∗T−t((u− t)
+).
As a consequence of previous formulas, we have
ρ(u)(t, x) = E[ηT−t(u)f
′(xηT−t(u))]
Now, we would like to use Ito formula for ρ(u)(t, Z∗t (u)). But the mentioned function is
not sufficiently smooth and we will proceed by approximations. For that we construct
a sequence of functions (φn)n≥1.
Lemma 2. Let f be convex function belonging to C3(R+,∗). There exists a sequence of
bounded functions (φn)n≥1, which are of class C
2 on R+,∗, increasing, such that for all
n ≥ 1, φn coincides with f
′ on the compact set [ 1
n
, n] and such that for sufficiently big
n the following inequalities hold for all x, y > 0 :
|φn(x)| ≤ 4|f
′(x)|+ α , |φ′n(x)| ≤ 3f
′′(x) , |φn(x)− φn(y)| ≤ 5|f
′(x)− f ′(y)| (28)
where α is a real positive constant.
Proof We set, for n ≥ 1,
An(x) = f
′(
1
n
)−
∫ 1
n
x∨ 1
2n
f ′′(y)(2ny − 1)2(5− 4ny)dy
Bn(x) = f
′(n) +
∫ x∧(n+1)
n
f ′′(y)(n+ 1− y)2(1 + 2y − 2n)dy
and finally
φn(x) =


An(x) if 0 ≤ x <
1
n
,
f ′(x) if 1
n
≤ x ≤ n,
Bn(x) if x > n.
Proof. We can verify easily that φn coincide with f
′ on [ 1
n
, n] and that the properties
(28) hold.✷
Now we introduce
ρ(u)n (t, x) = E(Z
∗
T (τ)φn(Z
∗
T (τ)) | τ = u, Z
∗
t (u) = x)
and we see that
ρ(u)n (t, Z
∗
T (u)) = E[ηT−t(u)φn(xληT−t(u))]
In the next lemma we give a decomposition formula for ρ
(u)
n . For that we put
ξ
(n,u)
t (x) = E[ηT−t(u)φ
′
n(xηT−t(u))] (29)
and
H
(n,u)
t (x, y) = E(ηT−t(u)[φn(xηT−t(u)Y
∗
t (y))− φn(xηT−t(u))]) (30)
and we denote Q∗u the conditional law Q
∗ given τ = u.
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Lemma 3. We have Q∗u-a.s., for all t ≤ T ,
EQ∗u[φn(Z
∗
T (u)) | Gt] = EQ∗u [φn(Z
∗
T (u))]+ (31)∫ t
0
β∗sZ
∗
s−(u)ξ
(n,u)
s (Z
∗
s−(u))dX
(c),Q∗u
s +
∫ t
0
∫
R
H(n,u)s (Z
∗
s−(u), y) (µ
X − νX,Q
∗
u)(ds, dy)
where νX,Q
∗
u is a compensator of the jump measure µX with respect to (F,Q∗u).
Proof In order to apply the Ito formula to ρ
(u)
n , we show that ρn is twice continuously
differentiable with respect to x and once with respect to t on the set x ≥ ǫ, ǫ > 0 and
t ∈ [0, T ] and that the corresponding derivatives are bounded. Then we apply the Ito
formula to ρ
(u)
n but stopped at stopping times
sm = inf{t ≥ 0 |Z
∗
t (u) ≤
1
m
},
with m ≥ 1 and inf{∅} =∞.
From strong Markov property of Levy processes we have:
ρ(u)n (t ∧ sm, Z
∗
t∧sm(u)) = EQ∗u(φn(Z
∗
T (u)) | Gt∧sm)
and we remark that (EQ∗u(φn(Z
∗
T (u)) | Gt∧sm))t≥0 is a Q
∗
u- martingale. By Ito formula
we obtain that:
ρ
(u)
n (t ∧ sm, Z
∗
t∧sm(u)) = ρ
(u)
n (0, Z∗0(u)) +
∫ t∧sm
0
∂ρ
(u)
n
∂s
(s, Z∗s−(u))ds+∫ t∧sm
0
∂ρ
(u)
n
∂x
(s, Z∗s−(u))dZ
∗
s−(u) +
1
2
∫ t∧sm
0
∂2ρ
(u)
n
∂x2
(s, Z∗s−(u))d〈Z
∗,c(u)〉s+
∫ t∧sm
0
∫
R
(ρn(s, Z
∗
s−(u) + x)− ρn(s, Z
∗
s−(u))−
∂ρn
∂x
(s, Z∗s−(u))x)µ
Z∗(ds, dx)
Then we can write that
ρ(u)n (t ∧ sm, Z
∗
t∧sm(u)) = At∧sm +Mt∧sm
with
A· =
∫ ·
0
∂ρ
(u)
n
∂s
(s, Z∗s−(u))ds+
1
2
∫ ·
0
∂2ρ
(u)
n
∂x2
(s, Z∗s−(u))d〈Z
∗,c(u)〉s+
∫ ·
0
∫
R
[ρ(u)n (s, Z
∗
s−(u) + x)− ρ
(u)
n (s, Z
∗
s−(u))−
∂ρ
(u)
n
∂x
(s, Z∗s−(u)) x]ν
Z∗,Q∗u(ds, dx) and
M· =
∫ ·
0
∂ρ
(u)
n
∂x
(s, Z∗s−(u))dZ
∗
s−(u)+
∫ ·
0
∫
R
[ρ(u)n (s, Z
∗
s−(u) + x)− ρ
(u)
n (s, Z
∗
s−(u))(µ
Z∗(ds, dx)− νZ
∗,Q∗u(ds, dx))
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But since A is predictable process and (EQ∗u(φn(Z
∗
T (u)) | Gt∧sm))t≥0 is a Q
∗
u- martin-
gale, we obtain that Q∗u-a.s., At = 0 for all 0 ≤ t ≤ T .
From [49], corollary 2.4, p. 59, we get since σ(∪∞m=1Gt∧sm) = Gt that
lim
m→∞
ρ(u)n (t ∧ sm, Z
∗
t∧sm(u)) = EQ∗(φn(Z
∗
T (u)) | Gt)
Moreover, we remark that for all x ∈ R and s ∈ [0, T ]
∂ρ
(u)
n
∂x
(s, x) = ξ(n,u)s (x)
and all x, y ∈ R and s ∈ [0, T ]
H(n,u)s (x, y) = ρ
(u)
n (s, x Y
∗(y))− ρ(u)n (s, x)
We conclude using the definition of local martingales that the decomposition of Lemma
holds. ✷
The next step consists to pass to the limit in previous decomposition. For that let
us denote for 0 ≤ t ≤ T
ξ
(u)
t (x) = E[ηT−t(u)f
′′(xηT−t(u))] (32)
and
H
(u)
t (x, y) = E(ηT−t(u)[f
′(xηT−t(u)Y
∗
t (y))− f
′(xηT−t(u))]) (33)
Lemma 4. We have Q∗u-a.s., for all t ≤ T ,
EQ∗u(f
′(Z∗T (u)) | Gt) = EQ∗u [f
′(Z∗T (u))]+ (34)∫ t
0
β∗sZ
∗
s−(u)ξ
(u)
s (Zs−(u))dX
(c),Q∗u
s +
∫ t
0
∫
R
H(u)s (Zs−(u), y) (µ
X − νX,Q
∗
u)(ds, dy)
where νX,Q
∗
u is a compensator of the jump measure µX with respect to (F,Q∗u).
Proof. The proof consists to show the convergence in probability of stochastic in-
tegrals and conditional expectations using the properties of φn cited in Lemma 2 and
can be performed in the same way as in [6].✷
3.3 Optimal strategies in a change-point situation
Let u be a utility function belonging to C3(]x,+∞[) and f its convex conjugate, f ∈
C3(R+,∗). We suppose that M(P ) 6= ∅ and M(P˜ ) 6= ∅ and we introduce the following
hypotheses
(H4) : For each compact set K of R
+,∗ and t ∈ [0, T ], we have:
sup
λ∈K
sup
t∈[0,T ]
EQ∗ [ζ
∗
t f
′′(λ ζ∗t ) ] <∞, sup
λ∈K
sup
t∈[0,T ]
EQ˜∗ [ζ˜
∗
t f
′′(λ ζ˜∗t ) ] <∞
where ζ∗ and ζ˜∗ are the densities of the f -minimal equivalent martingale measures Q∗
and Q˜∗ with respect to P and P˜ respectively.
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Theorem 3. Let u be a strictly concave function belonging to C3(]x,+∞[). Suppose
that a convex conjugate f of u satisfy (H1), (H2), (H3), (H4) and (18). Then there
exists an F-optimal strategy φ∗ for change-point model (4). In addition, it is Fˆ-adapted
for f(x) = x ln(x). If c 6= 0, then
φ∗t = −
βt
∗Z∗t−(τ)
St−
ξ(t, Z∗t−(τ)) (35)
with β∗ defined in Lemma 1.
If c = 0 and
◦
supp (ν) 6= ∅,
◦
supp (ν˜) 6= ∅ both containing 0, then f ′′(x) = axγ with
a > 0 and γ ∈ R, and the optimal strategies are defined by the same formula but with
the replacement of β∗t by α
∗
t such that
α∗t = Y
∗(y0)
γ ∂Y
∗
∂y
(y0)1{τ>t} + Y˜
∗(y1)
γ ∂Y˜
∗
∂y
(y1)1{τ≤t}
where y0 ∈
◦
supp (ν) and y1 ∈
◦
supp (ν˜).
Proof From Theorem 1 and the hypotheses (H1), (H2), (H3) and (18) it follows that
there exists an f -minimal martingale measure Q∗. Since the processes X and S are
Fˆ-adapted, applying for example Theorem 3.1 in [27], we have the existence of an
Fˆ-adapted optimal strategy φ∗ such that
−f ′(λZ∗T (τ)) = x+
∫ T
0
φ∗udSu
and such that
∫ .
0
φ∗udSu defines a local martingale with respect to (Q, Fˆ). The same is
true for initially enlarged filtration F. Then, for c 6= 0, we compare the decomposition
of Lemma 4 and the decomposition of Theorem 2 to get our formulas. For c = 0 we
use first the Theorem 3 of [5] to prove that f ′′(x) = axγ . Then, again we compare the
decomposition of Lemma 4 and the decomposition of Theorem 2 to get our formulas.
✷
Proposition 2. Let u be common utility function and let f be its convex conjugate,
f ′′(x) = axγ, where a > 0 and γ ∈ R. Suppose that c 6= 0 or
◦
supp (ν) 6= ∅,
◦
supp (ν˜) 6= ∅
and both containing 0. Then there exists an u-asymptotically optimal strategy if and
only if there exist α, β ∈ Rd and measurable function Y : R \ {0} → R+,∗ such that
Y (y) = (f ′)−1(f ′(1) + α(ey − 1)) (36)
and such that the following properties hold:
Y (y) > 0 ν − a.e., (37)∫
|y|≥1
(ey − 1)Y (y)ν(dy) < +∞. (38)
b+
1
2
c+ cβ +
∫
Rd
((ey − 1)Y (y)− l(y))ν(dy) = 0. (39)
20
and the same conditions are verified with the replacement of α, β by α˜, β˜, ν by ν˜ and
Y by Y˜ . Furthermore, if c 6= 0 then
φ∗t = −
β∗t (Z
∗
t−(τ))
γ+1
St−
E([z∗T−t((τ − t)
+)]γ+1 | τ)
with β∗t = βI[[0,τ ]](t) + β˜ I]]τ,+∞[[(t).
If c = 0 and
◦
supp (ν) 6= ∅,
◦
supp (ν˜) 6= ∅ both containing 0, then
φ∗t = −
αt(Z
∗
t−(τ))
γ+1
St−
E([z∗T−t((τ − t)
+)]γ+1 | τ)
with α∗t given in Theorem 3. In addition, φ
∗ is optimal as soon as γ 6= −1. Moreover,
φ∗ is Fˆ-adapted as soon as γ = −1.
Proof We recall from [5] that under the assumptions (37), (38) and (39), the Levy
model associated with L has an f -minimal equivalent martingale measure which pre-
serves the Levy property and whose Girsanov parameters are β and Y . The same is
true for the Levy model associated with L˜. Then, the formulas for strategies follow
directly from Theorem 3.✷
Example: Optimal strategy for Black-Scholes model with change point and exponential
utility. As before, we now want to apply the results when L and L˜ define Black-Scholes
type models. Therefore, we assume that L and L˜ are continuous Levy processes with
characteristics (b, c, 0) and (b˜, c, 0) respectively. Let τ be a random variable bounded
by T which is independent from L and L˜ . Then the asymptotically optimal strategy
from the point of view of maximization of exponential utility u(x) = 1− exp(−x) will
be :
φ∗t = −
βt
St−
=
(b+ c/2)1[[0,τ ]](t) + (b˜+ c/2) 1]]τ,+∞[[(t)
cSt−
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Abstract
We study exponential Levy models with change-point which is a random vari-
able, independent from initial Levy processes. On canonical space with initially
enlarged filtration we describe all equivalent martingale measures for change-
point model and we give the conditions for the existence of f-divergence minimal
equivalent martingale measure. Using the connection between utility maximi-
sation and f -divergence minimisation, we obtain a general formula for optimal
strategy in change-point case for initially enlarged filtration and also for pro-
gressively enlarged filtration in the case of exponential utility. We illustrate our
results considering the Black-Scholes model with change-point.
Key words and phrases: f-divergence, exponential Levy models, change-
point, optimal portfolio
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1 Introduction
The parameters of financial models are generally highly dependent on time : a number
of events (for example the release of information in the press, changes in the price of
raw materials or the first time a stock price hits some psychological level) can trigger
a change in the behaviour of stock prices. This time-dependency of the parameters
can often be described using a piece-wise constant function : we will call this case a
change-point model. In this context, an important problem in financial mathematics
will be option pricing and hedging. Of course, the time of change (change-point) for
1,2 LAREMA, De´partement de Mathe´matiques, Universite´ d’Angers, 2, Bd Lavoisier - 49045,
Angers Cedex 01.
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the parameters is not explicitly known, but it is often possible to make reasonable
assumptions about its nature and use statistical tests for its detection.
Change-point problems have a long history, probably beginning with the papers of
Page [45], [46] in an a-posteriori setting, and of Shiryaev [54] in a quickest detection
setting. The problem was later considered in many papers, see for instance [14], [49],
[21], [48], [3], [59], [42] and also the book [2] and references there. In the context of
financial mathematics, the question was investigated in [31], [8], [30], [22], [15], [57],
[58],[38], [60] and was often related to a quickest detection approach.
It should be noticed that not only quickest detection approach is interesting in
financial mathematics, and this fact is related with pricing and hedging of so called
default models (see [1], [17] and references there). In mentioned papers a number of
very important results was obtained but for the processes without jump part or with
only one jump.
The models with jumps, like exponential Levy models, in general, compromise the
uniqueness of an equivalent martingale measure when such measure exists. So, one has
to choose in some way an equivalent martingale measure to price. Many approaches
have been developed and various criteria suggested for this choice of martingale mea-
sure, for example risk-minimization in an L2-sense [40] [19], [52], [53], Hellinger inte-
grals minimization [11], [12], [28], entropy minimization [43], [20], [18], f q-martingale
measures [34] or Esscher measures [32].
All these approaches can be considered in unified way using so called f -divergences,
introduced by Ciszar [13] and investigated in a number of papers and books (see for
instance [41] and references there). It should also be noticed that a general character-
isation of f -divergence minimal martingale measures with applications to exponential
Levy models was given first in [27].
We recall that for f a convex function on R+,∗ and two measures Q and P such
that Q << P , the f -divergence of Q with respect to P is defined as
f(Q|P ) = EP [f(
dQ
dP
)]
where dQ
dP
is Radon-Nikodym density of Q with respect to P , and EP is the expec-
tation with respect to P . We recall that the utility maximisation is closely related
to f -divergence minimisation via Fenchel-Legendre transform and this will be one of
essential points to obtain an optimal strategy.
The aim of this paper is to study f -divergence minimal martingale measures and
optimal portfolios from the point of view of utility maximization, for exponential Levy
model with change-point where the parameters of the model before and after the change
are known and a change-point itself is a random variable, independent from initial Levy
processes. We remark that even complete models like Black-Scholes model, become to
be incomplete in change-point setting. This is why simple conditioning with respect
to τ and the use of the results on the processes with independent increments can not
give us a right answer immediately.
We start by describing our model in more details. We assume the financial market
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consists of a non-risky asset B with interest rate (rt)t≥0, namely
Bt = B0 exp(
∫ t
0
rs ds) (1)
where
rt = r1{τ>t} + r˜1{τ≤t}, (2)
with r, r˜ interest rates before and after change-point τ , and a one-dimensional risky
asset S = (St)t≥0,
St = S0 exp(Xt) (3)
where X is a stochastic process obtained by pasting in τ of two Levy processes L and
L˜ together:
Xt = Lt1{τ>t} + (Lτ + L˜t − L˜τ )1{τ≤t} (4)
Here and further L and L˜ supposed to be independent Levy processes with characteris-
tics (b, c, ν) and (b˜, c˜, ν˜) respectively which are independent from τ ( for more details see
[51]). To avoid unnecessary complications we assume up to now that for change-point
model r and r˜ in (2) are equal to zero, and that S0 = 1.
To describe a probability space on which the process X is well-defined, we con-
sider (D,G,G) the canonical space of right-continuous functions with left-hand limits
equipped with its natural filtration G = (Gt)t≥0 which satisfies standard conditions:
it is right-continuous, G0 = {∅, D},
∨
t≥0 Gt = G . On the product of such canonical
spaces we define two independent Levy processes L = (Lt)t≥0 and L˜ = (L˜t)t≥0 with
characteristics (b, c, ν) and (b˜, c˜, ν˜) respectively and denote by P and P˜ their respec-
tive laws which are assumed to be locally equivalent: P
loc
∼ P˜ . As we will consider the
market on a fixed finite time interval, we are really only interested in P |GT and P˜ |GT
for a fixed T ≥ 0 and the distinction between equivalence and local equivalence does
not need to be made.
Our change-point will be represented by an independent random variable τ of law
α taking values in ([0, T ],B([0, T ]). The set {τ = T} corresponds to the situation when
the change-point does not take place, or at least not on the interval we are studying.
On the probability space (D ×D × [0, T ], G × G × B([0, T ], P × P˜ × α) we define
a measurable map X by (4) and we denote by P its law. In what follows we use E
mainly for the expectation with respect to P but this notation will be also used for the
expectation with respect to P × P˜ × α.
From point of view of observable processes we can have the following situations. If
we observe only the process X then the natural probability space to work is (D,G,P)
equipped with the right-continuous version of the natural filtration G = (Gt)t≥0 where
Gt = σ{Xs, s ≤ t} for t ≥ 0. Now, if we observe not only the process X but also some
complementary variables related with τ then we can take it in account by the enlarge-
ment of the filtration. First we consider the filtration H given by Ht = σ(1{τ≤s}, s ≤ t)
and note that HT = σ(τ). Then we introduce two filtrations: the initially enlarged
filtration F = (Ft)t≥0
F0 = G0 ∨ HT , Ft =
⋂
s>t
(Gs ∨ HT ) (5)
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and the progressively enlarged filtration Fˆ = (Fˆt)t≥0 which satisfies :
Fˆ0 = G0 ∨ H0, Fˆt =
⋂
s>t
(Gs ∨ Hs) (6)
In the case of additional information the most natural filtration from the point of view of
observable events would be Fˆ. However, it is not so easy to obtain the explicit formulas
of optimal strategies for progressively enlarged filtration. So, we start by investigation
of optimal strategies for initially enlarged filtration. In a special case of exponential
utility it gives us an optimal strategy for progressively enlarged filtration. Our approach
applied for density process with respect to progressively enlarged filtration gives also
answer on optimal strategy for logarithmic utility, but a general case is still form an
open question.
The paper is organized in the following way. In 2. we start by recalling in unified
way the facts about f-divergence minimal equivalent martingale measures for expo-
nential Levy models. This information will be used for investigation of change-point
case.
In 3 we investigate the change-point case. On mentioned probability space and
for initially enlarged filtration we describe first all equivalent martingale measures.
Then, we introduce as hypotheses, such properties of f -divergence minimal equivalent
martingale measures as a preservation of Levy property and a scaling property. The
question of preservation of Levy property was considered in details in [5] and it was
shown that the class of f -divergences preserving Levy property is larger then common
f -divergences, i.e. the functions such that f ′′(x) = axγ , a > 0, γ ∈ R. We recall
that these functions are those for which there exists A > 0 and real B, C such that
f(x) = Afγ(x) +Bx+ C where
fγ(x) =


cγx
γ+2 if γ 6= −1,−2,
x ln(x) if γ = −1,
− ln(x) if γ = −2.
(7)
and cγ = sign[(γ+1) (γ+2)]. The conditions for existence and the expression of Radon-
Nikodym density Z∗T (τ) of f -divergence minimal martingale measure for change-point
model is given in Theorem 2. Then, in Corollaries 4 and 5 we give the corresponding
results for common f-divergences and, finally, we apply the results to Black-Scholes
change-point model.
In 4. we present first some facts about utility maximisation and the formulas for
optimal strategies of single exponential Levy model. Then we give a decomposition
formula for f ′(Z∗T (τ)) for initially enlarged filtration. These decompositions allow us
via the result of [27] to identify optimal strategy (see Theorem 5). We illustrate these
results by considering again the Black-Scholes model with a change-point.
4
2 f-divergence minimal EMM’s for exponential Levy
model
We start by recalling in unified way the facts about f -divergence minimal martingale
measures for exponential Levy models. Namely, we will consider common f -divergences
and we will discuss the preservation of Levy property by f -divergence minimal locally
equivalent martingale measures (EMM’s), we will mention the expressions for so called
Girsanov parameters when we change the initial measure P into f -divergence mini-
mal EMM’s and also the expression of Radon-Nikodym density of these measures via
Girsanov parameters.
Let now L = (Lt)t≥0 be Levy process with parameters (b, c, ν) where b is the drift
parameter, c is the diffusion parameter and ν is the Levy measure, i.e. the measure on
R \ {0} which satisfies ∫
R
(x2 ∧ 1)ν(dx) < +∞. (8)
We recall that the characteristic function of Lt for t ∈ R
+ and u ∈ R is given then by:
φt(u) = Ee
iuLt = eψ(u)t
and in turn, the characteristic exponent
ψ(u) = iub−
1
2
cu2 +
∫
R
(exp(iux)− 1− iuh(x))ν(dx),
where from now on, h is the truncation function. We set S = (St)t≥0 with
St = S0 exp(Lt)
for our risky asset and B = (Bt)t≥0 for non-risky asset with constant interest rate r.
We will suppose without loss of generality up to now that S0 = 1 and r = 0.
Let T be a fixed horizon and G = (Gt)t≥0 be natural filtration. We recall that for
a convex function f on R+,∗, the f -divergence of the restriction QT of the measure Q
with respect to the restriction PT of the measure P to GT is:
f(QT |PT ) = EP [f(
dQT
dPT
)]
Here by convention we set this integral equal to +∞ if the corresponding function is
not integrable. We recall that Q∗T is an f -divergence minimal equivalent martingale
measure if f(Q∗T |PT ) < +∞ and
f(Q∗T |PT ) = inf
Q∈M(P )
f(QT |PT )
where M(P ) is the set of locally equivalent martingale measures supposed to be non-
empty. We also recall that an f -divergence minimal equivalent martingale measure Q∗
is invariant under scaling if for all x ∈ R+,∗
f(xQ∗T |PT ) = inf
Q∈M(P )
f(xQT |PT )
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It is called time-invariant if Q∗ is the same for all T > 0. For a given exponential
Levy model S = S0 e
L, we say that an f -divergence minimal martingale measure Q∗
preserves the Levy property if L remains a Levy process under Q∗.
We recall that the density Z of any equivalent to P measure Q can be written in
the form Z = E(M) where E denotes the Doleans-Dade exponential and M = (Mt)t≥0
is a local martingale. It follows from Girsanov theorem that there exist predictable
functions β and Y verifying the following integrability conditions : for t ≥ 0 (P -a.s.)∫ t
0
β2sds <∞,
∫ t
0
∫
R
| h(y) (Ys(y)− 1) |ν
X,P (ds, dy) <∞,
and such that
Mt =
∫ t
0
βsdX
c
s +
∫ t
0
∫
R
(Ys(y)− 1)(µ
X − νX,P )(ds, dy) (9)
where µX is a jump measure of the process X and νX,P is its compensator with respect
to (P,G), νX,P (ds, dy) = ds ν(dy) ( for more details see [33]). We will refer to (β, Y )
as the Girsanov parameters of the change of measure from P into Q. It is known from
Grigelionis result [29] that a semi-martingale is a process with independent increments
under Q if and only if their semi-martingale characteristics are deterministic, i.e. the
Girsanov parameters do not depend on ω, i.e. β depends only on time t and Y depends
on (t, x) time and jump size. Since Levy process is homogeneous process, it implies
that X will remain a Levy process under Q if and only if there exists β ∈ R and
a positive measurable function Y such that for all t ≤ T and all ω, βt(ω) = β and
Yt(ω, y) = Y (y).
We recall that if Levy property is preserved, S will be a martingale under Q if and
only if
b+
1
2
c+ cβ +
∫
R
[(ey − 1)Y (y)− h(y)]ν(dy) = 0 (10)
This follows again from Girsanov theorem and reflects the fact that under Q the drift
of S is equal to zero.
As it was mentioned, our aim in this section is to consider in more detail the class
of minimal martingale measures for the functions which satisfy (7). In particular, the
minimal measure for f will be the same as that for fγ . Minimal measures for the dif-
ferent functions fγ have been well studied (see [27] and further references). It has been
shown in [35], [18], [34] that in all these cases, the minimal measure, when it exists,
preserves the Levy property.
Sufficient conditions for the existence of a minimal measure and an explicit expression
of the associated Girsanov parameters have been given in the case of relative entropy
in [20],[32] and for power functions in [34]. It was also shown in [32] that these condi-
tions are in fact necessary in the case of relative entropy or for power functions. Our
aim in this section is to give a unified expression of such conditions for all functions
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which satisfy f ′′(x) = axγ and to show that, under some conditions, they are neces-
sary and sufficient. We have already mentioned that f -divergence minimal martingale
measures play an important role in the determination of utility maximising strategies.
In this context, it is useful to have further invariance properties for the minimal mea-
sures such as scaling and time invariance properties. This is the case when f ′′(x) = axγ .
Theorem 1. Consider a Levy process X with characteristics (b, c, ν) and let f be a
function such that f ′′(x) = axγ, where a > 0 and γ ∈ R. Suppose that c 6= 0 or
◦
supp (ν) 6= ∅. Then there exists an f -divergence minimal equivalent to P martingale
measure Q preserving Levy properties if and only if there exist constants α, β ∈ R and
measurable function Y : R \ {0} → R+ such that
Y (y) = (f ′)−1(f ′(1) + α(ey − 1)) (11)
and such that the following properties hold:
Y (y) > 0 ν − a.e., (12)∫
|y|≥1
(ey − 1)Y (y)ν(dy) < +∞. (13)
b+
1
2
c+ cβ +
∫
R
((ey − 1)Y (y)− h(y))ν(dy) = 0. (14)
If such a measure exists the Girsanov parameters associated with Q are: (β, Y ) if c 6= 0,
and (0, Y ) if c = 0. In addition, this measure is scale and time invariant.
We begin with some technical lemmas. For Q
loc
∼ P we denote by (Zt)t≥0 Radon-
Nikodym density process of Q with respect to P .
Lemma 1. Let Q be the measure preserving Levy property. Then, QT ∼ PT for all
T > 0 iff
Y (y) > 0 ν − a.e., (15)∫
R
(
√
Y (y)− 1)2ν(dy) < +∞. (16)
Proof See Theorem 2.1, p. 209 of [33].✷
Lemma 2. Under QT ∼ PT , the condition EP |f(ZT )| <∞ is equivalent to∫
R
[f(Y (y))− f(1)− f ′(1)(Y (y)− 1)]ν(dy) < +∞ (17)
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Proof In our particular case, EP |f(ZT )| < ∞ is equivalent to the existence of
EPf(ZT ). We use Ito formula to express this integrability condition in predictable
terms. Taking for n ≥ 1 stopping times
sn = inf{t ≥ 0 : Zt > n orZt < 1/n}
where inf{∅} = +∞, we get for γ 6= −1,−2 and α = γ + 2 that P -a.s.
ZαT∧sn = 1 +
∫ T∧sn
0
α β Zαs−dX
c
s +
∫ T∧sn
0
∫
R
Zαs−(Y
α(y)− 1)(µX − νX,P )(ds, dy)
+
1
2
α (α− 1) β2 c
∫ T∧sn
0
Zαs−ds+
∫ T∧sn
0
∫
R
Zαs−[Y
α(y)− 1− α(Y (y)− 1)]ds ν(dy)
Hence,
ZαT∧sn = E(N
(α) + A(α))T∧sn (18)
where
N
(α)
t =
∫ t
0
αβdXcs +
∫ t
0
(Y α(y)− 1)(µX − νX,P )(ds, dy)
and
A
(α)
t =
t
2
α (α− 1) β2c + t
∫
R
[Y α(y)− 1− α(Y (y)− 1)]ν(dy)
Since [N (α), A(α)]t = 0 for each t ≥ 0 we have
ZαT∧sn = E(N
(α))T∧snE(A
(α))T∧sn
In the case α > 1 and α < 0, and EPZ
α
T <∞, we have by Jensen inequality
0 ≤ ZαT∧sn ≤ EP (Z
α
T | FT∧sn)
and since the right-hand side of this inequality form uniformly integrable sequence,
(ZαT∧sn)n≥1 is also uniformly integrable. We remark that A
(α)
t ≥ 0 for all t ≥ 0 and
E(A(α))T∧sn = exp(A
(α)
T∧sn
) ≥ 1.
It means that (E(N (α))T∧sn)n∈N∗ is uniformly integrable and
EP (Z
α
T ) = exp(A
(α)
T ) (19)
If (17) holds, then by Fatou lemma and since E(N (α)) is a local martingale we get
EP (Z
α
T ) ≤ limn→∞EP (ZT∧sn) ≤ exp(A
(α)
T ) <∞
For 0 < α < 1, we have again
ZαT∧sn = E(N
(α))T∧snE(A
(α))T∧sn
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with uniformly integrable sequence (ZαT∧sn)n≥1. Since
E(A(α))T∧sn = exp(A
(α)
T∧sn
) ≥ exp(A
(α)
T ),
the sequence (E(N (α))T∧sn)n∈N∗ is uniformly integrable and
EP (Z
α
T ) = exp(A
(α)
T ). (20)
For γ = −2 we have that f(x) = x ln(x) up to linear term and
ZT∧sn ln(ZT∧sn) =∫ T∧sn
0
(ln(Zs−)+1)Zs−βdX
c
s+
∫ T∧sn
0
∫
R
Zs−[ln(Zs−)(Y (y)−1)+Y (y) ln(Y (y)](µ
X−νX,P )(ds, dy)
+
1
2
β2c
∫ T∧sn
0
Zs−ds+
∫ T∧sn
0
∫
R
Zs−( Y (y) ln(Y (y))− Y (y) + 1 )ds ν(dy)
Taking mathematical expectation we obtain:
EP [ZT∧sn ln(ZT∧sn)] = EP
∫ T∧sn
0
Zs−[
1
2
β2 c+
∫
R
( Y (y) ln(Y (y))− Y (y) + 1 ) ν(dy)]ds
(21)
If EP [ZT ln(ZT )] <∞, then the sequence (ZT∧sn ln(ZT∧sn))n∈N∗ is uniformly integrable.
In addition, EP (Zs−) = 1 and we obtain applying Lebesgue convergence theorem that
EP [ZT ln(ZT )] = T [
1
2
β2 c+
∫
R
( Y (y) ln(Y (y))− Y (y) + 1 )ν(dy)] (22)
and this implies (17). If (17), then by Fatou lemma from (21) we deduce that EP [ZT ln(ZT )] < ∞.
For γ = −1, we have f(x) = − ln(x) and exchanging P and Q we get:
EP [− ln(ZT )] = EQ[Z˜T ln(Z˜T )] = T [
1
2
β2 c +
∫
R
( Y˜ (y) ln(Y˜ (y))− Y˜ (y) + 1 )νQ(dy)]
where Z˜T = 1/ZT and Y˜ (y) = 1/Y (y). But ν
Q(dy) = Y (y)ν(dy) and, finally,
EP [− ln(ZT )] =
T
2
β2 c + T
∫
R
(− ln(Y (y)) + Y (y)− 1)ν(dy) (23)
which implies (17). Again by Fatou lemma we get from (17) that EP [− ln(ZT )] < ∞ ✷
Lemma 3. If the second Girsanov parameter Y has a particular form (11) then the
condition ∫
|y|≥1
(ey − 1)Y (y)ν(dy) < +∞ (24)
implies the conditions (16) and (17).
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Proof We can cut each integral in (16) and (17) on two parts and integrate on the
sets {|y| ≤ 1} and {|y| > 1}. Then we can use a particular form of Y and conclude
easily writing Taylor expansion of order 2. ✷
Proof of Theorem 1 Necessity We suppose that there exist f -divergence minimal equiv-
alent martingale measure Q preserving Levy property of X . Then, since QT ∼ PT , the
conditions (43), (16) follow from Theorem 2.1, p. 209 of [33]. From Theorem 3 of [5]
we deduce that (11) holds. Then, the condition (44) follows from the fact that S is a
martingale under Q. Finally, the condition (45) follows from Girsanov theorem since
Q is a martingale measure and, hence, the drift of S under Q is zero.
SufficiencyWe take β and Y verifying the conditions (43),(44),(45) and we construct
Mt =
∫ t
0
βdXcs +
∫ t
0
∫
R
(Y (y)− 1)(µX − νX,P )(ds, dy) (25)
As known from Theorem 1.33, p.72-73, of [33], the last stochastic integral is well defined
if
C(W ) = T
∫
R
(Y (y)− 1)2I{|Y (y)−1|≤1}ν(dy) <∞,
C(W ′) = T
∫
R
|Y (y)− 1|I{|Y (y)−1|>1}ν(dy) <∞.
But the condition (44), the relation (11) and Lemma 3 implies (16). So, (Y − 1) ∈
Gloc(µ
X) and M is local martingale. Then we take
ZT = E(M)T
and this defines the measure QT by its Radon-Nikodym density. Now, the conditions
(43),(44) together with the relation (11) and Lemma 3 imply (16), and, hence, from
Lemma 1 we deduce that PT ∼ QT .
Since PT ∼ QT , the Lemma 2 gives us the needed integrability condition: EP |f(ZT )| < ∞.
Now, since (45) holds, Q is martingale measure, and it remains to show that Q is indeed
f -divergence minimal. For that we take any equivalent martingale measure Q¯ and we
show that
EQf
′(ZT ) ≤ EQ¯f
′(ZT ). (26)
If the mentioned inequality holds, the Theorem 2.2 of [27] implies that Q is an f -
divergence minimal.
In the case γ 6= −1,−2 we obtain from (18) replacing α by γ + 1:
Zγ+1T = E(N
(γ+1))T exp(A
(γ+1)
T )
and using a particular form of f ′ and Y we get that for 0 ≤ t ≤ T
N
(γ+1)
t = (γ + 1) β Xˆt
where Xˆ is a stochastic logarithm of S. So, E(N (γ+1)) is a local martingale and we get
EQ¯Z
γ+1
T ≤ exp(A
(γ+1)
T ) = EQZ
γ+1
T
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and, hence, (26).
In the case γ = −1 we prove using again a particular form of f ′ and Y that
f ′(ZT ) = EQ(f
′(ZT )) + βXˆT
Since EQ¯XˆT ≤ 0 we get that
EQ¯f
′(ZT ) ≤ EQf
′(ZT )
and it proves that Q is f -divergence minimal.
The case γ = −2 can be considered in similar way.
Finally, note that the conditions which appear in Theorem 1 do not depend in any
way on the time interval which is considered and, hence, the minimal measure always
exists and its Girsanov parameters does not depend on T . So, the measure Q∗ is time
invariant. Furthermore, if Q∗ is f -divergence minimal, the equality
f(cx) = Af(x) +Bx+ C
with A,B,C constants, A > 0, gives
EP [f(c
dQ¯
dP
)] = AEP [f(
dQ¯
dP
)] +B + C ≥ AEP [f(
dQ
dP
)] +B + C = EP [f(c
dQ
dP
)]
and Q is scale invariant. ✷
Corollary 1. The existence of f -divergence EMM for power function f(x) = cγx
γ+2,
γ > −1 or γ < −2 is equivalent to the existence of a strictly positive minimizer Y for
the integral
I1(β, Y ) =
1
2
(γ + 2)(γ + 1)β2c+
∫
R
(Y γ+2(y)− 1− (γ + 2)(Y (y)− 1))ν(dy)
under the constraint (45) over the set
K1 = {(β, Y ) | β ∈ R, Y ≥ 0,
∫
R
| (ey − 1)Y (y)− h(y) |ν(dy) <∞, I1(β, Y ) <∞}
For −1 < γ < −2 it is equivalent to the existence of a strictly positive maximizer Y for
the same integral over the same K. The solution to these optimisation problems can be
only of the form:
Y ∗(y) =
{
(1 + (γ + 1)β∗(ey − 1))
1
γ+1 if 1 + (γ + 1)β∗(ey − 1) ≥ 0,
0 in opposite case,
with β∗ satisfying (45).
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Corollary 2. For the function f(x) = x ln(x), the existence of f -divergence EMM is
equivalent to the existence of a strictly positive minimizer Y for the integral
I2(β, Y ) =
1
2
β2 c+
∫
R
(Y (y) ln(Y (y))− Y (y) + 1)ν(dy)
under the constraint (45) over the set
K2 = {(β, Y ) | β ∈ R, Y ≥ 0,
∫
R
| (ey − 1)Y (y)− h(y) |ν(dy) <∞, I2(β, Y ) <∞}
The solution to this optimisation problems can be only of the form:
Y (y) = exp(β∗(ey − 1))
with β∗ satisfying (45).
Corollary 3. For the function f(x) = − ln(x), the existence of f -divergence EMM is
equivalent to the existence of a strictly positive minimizer Y for the integral
I3(β, Y ) =
1
2
β2 c +
∫
R
(− ln(Y (y)) + Y (y)− 1)ν(dy)
under the constraint (45) over the set
K3 = {(β, Y ) | β ∈ R, Y ≥ 0,
∫
R
| (ey − 1)Y (x)− h(x) |ν(dx) <∞, I3(β, Y ) <∞}
The solution to this optimisation problems can be only of the form:
Y (y) = (1− β∗(ey − 1))−1
with β∗ satisfying (45).
Proof of Corollaries 1, 2, 3The proofs of Corollaries can be performed by using Kunh-
Tucker theorem to minimize the mentioned integrals under constraints (see [39])
3 f-divergence minimal EMM’s for change-point
model
Here we describe all locally equivalent martingale measures (EMMs) for change point
model leaving on our probability space equipped with initially enlarged filtration , and
in particular in relation to the sets of EMMs of the two associated Levy models L and
L˜. We denote these sets by M(P ) and M(P˜ ) respectively.
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3.1 EMMs for change-point model
We assume that the sets M(P ) and M(P˜ ) are non-empty. Let Q ∈ M(P ) and
Q˜ ∈ M(P˜ ). We introduce the Radon-Nikodym density processes ζ = (ζt)t≥0 and
ζ˜ = (ζ˜t)t≥0 given by
ζt =
dQt
dPt
, ζ˜t =
dQ˜t
dP˜t
where Qt, Pt, Q˜t, P˜t stand for the restrictions of the corresponding measures to the σ-
algebra Gt.
We also introduce for all t > 0
vt =
dP˜t
dPt
,
then
Vt = 1[[0,τ ]](t) +
vt
vτ
1]]τ,+∞[[(t) (27)
We remark that the measure P which is the law of X verify for t ≥ 0:
dPt
d Pt
= Vt.
To describe all EMMs leaving on our space we define the process z = (zt)t≥0 given
by
zt = ζt1[[0,τ ]](t) + ζτ
ζ˜t
ζ˜τ
1]]τ,+∞[[(t) (28)
Finally, we consider the measure Q such that
dQt
dPt
= c(τ)zt (29)
where c(·) is a measurable function [0, T ]→ R+,∗ with Ec(τ) = 1.
Proposition 1. A measure Q is an equivalent martingale measure for the exponential
model ( 4) related to the process X iff its density process has the form (29).
Proof First we show that the process Z = (Zt)t≥0 given by
Zt = c(τ)zt (30)
is a density process with respect to P and that the process S = (St)t≥0 such that
St = e
Lt1[[0,τ ]](t) + Sτe
L˜t−L˜τ1]]τ,+∞[[(t) (31)
is a (Q,F) - martingale.
We begin by noticing that if M, M˜ are two strictly positive (P,G) martingales on
the same filtered probability space and τ is a stopping time independent of M and M˜ ,
then N = (Nt)t≥0 such that
Nt = c(τ)
[
Mt1[[0,τ ]](t) +Mτ
M˜t
M˜τ
1]]τ,+∞[[(t)
]
13
is a (P,F) martingale. This fact, for example, can be proved by the conditioning with
respect to HT and use the facts that M and M˜ are (P,G) martingales. To show
that Z is a (P,F)-martingale, we prove an equivalent fact that (Vt Zt)t≥0 is a (P,F) -
martingale. In fact, the relations (27), (28), (30) and previous remark withMt = ζt and
M˜t = ζ˜tvt gives the result. Furthermore, taking conditional expectation with respect
to HT and using the fact that ζ and ζ˜ are density processes independent from τ , we
see that EZt = 1. To show that S = (St)t≥0 is (Q,F)-martingale we establish that
(Vt Zt St)t≥0 is a (P,F) - martingale. For this we use the same remark with Mt = e
Ltζt
and M˜t = vtζ˜te
L˜t .
Conversely, Z is the density of any equivalent martingale measure if and only if
(Zt St)t≥0 is a (P,F) - martingale. But the last fact is equivalent to: for any bounded
stopping time σ,
E(Zσ Sσ) = 1.
Replacing σ by σ ∧ τ in previous expression we deduce that (Zt∧τ )t≥0 is the density of
a martingale measure for (eLt∧τ )t≥0. In the same way, using the martingale properties
of Z we get for any bounded stopping time σ that
E(
Zσ Sσ
Zσ∧τ Sσ∧τ
) = 1
and so ( Zt
Zt∧τ
)t≥τ is the density of an equivalent martingale measure for (e
L˜t−L˜t∧τ )t≥τ . ✷
3.2 From EMM’s to f-divergence minimal EMM’s.
In the following theorem we give an expression for the density of the f -divergence
minimal EMM’s Q∗T with respect to PT in our change-point framework. We set for
t ∈ [0, T ]
z∗T (t) = ζ
∗
t
ζ˜∗T
ζ˜∗t
where ζ∗ and ζ˜∗ are the densities of the f - divergence EMM’s Q∗ and Q˜∗ with respect
to P and P˜ respectively.
We introduce the following hypotheses :
(H1) : The f -divergence minimal equivalent martingale measures Q
∗ and Q˜∗ relative
to L and L˜ exist.
(H2) : The f -divergence minimal equivalent martingale measures Q
∗ and Q˜∗ preserve
the Levy property and are invariant under scaling.
(H3) : For all c > 0 and t ∈ [0, T ], we have
sup
0≤t≤T
E|z∗T (t) f
′(c z∗T (t)) | <∞
where E is the expectation with respect to P.
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Theorem 2. Assume that f is a strictly convex function, f ∈ C1(R+,∗), and that (H1),
(H2), (H3) hold. If the f -divergence EMM’s Q
∗ for the change-point model (4) exists,
then
dQ∗T
dPT
= c(τ) z∗T (τ) (32)
where c(·) is a measurable function [0, T ]→ R+ such that Ec(τ) = 1.
For c > 0, let
λt(c) = E[ z
∗
T (t) f
′(c z∗T (t)) ]
and let ct(λ) be its right-continuous inverse.
If in addition there exists λ∗ such that∫ T
0
ct(λ
∗)dα(t) = 1, (33)
then the f - minimal equivalent martingale measure for a change-point model exists and
the density Z∗T (τ) of Q
∗
T with respect to PT is equal to
Z∗T (τ) = c
∗(τ) z∗T (τ)
where c∗(t) = ct(λ
∗) for t ∈ [0, T ].
Corollary 4. Assume that f is power function, f(x) = cγx
γ+2. Then under (H1) the
f -divergence EMM for change-point model exist and Z∗T (τ) = c
∗(τ) z∗T (τ) with
c∗(t) =
[E( z∗T (t)
γ+2 )]−
1
γ+1∫ T
0
[E( z∗T (t)
γ+2 )]−
1
γ+1 dα(t)
Corollary 5. Assume that f(x) = x ln(x). Then under (H1) the f -divergence EMM
for change-point model exist and Z∗T (τ) = c
∗(τ) z∗T (τ) with
c∗(t) =
e−E( z
∗
T (t) ln z
∗
T (t) )∫ T
0
e−E( z
∗
T
(t) ln z∗
T
(t) ) dα(t)
.
Corollary 6. Assume that f(x) = − ln(x). Then under (H1) the f -divergence EMM
for change-point model exist and Z∗T (τ) = c
∗(τ) z∗T (τ) with c
∗(t) = 1.
Remark 1. We can also express the factor c∗(t) in terms of f -divergences of the
processes L and L˜. Namely, one can see easily that
E( z∗T (t)
γ+2 ) = E( ζ∗t
γ+2 )E( ζ˜∗
γ+2
T−t )
and that
E( z∗T (t) ln z
∗
T (t) ) = E( ζ
∗
t ln ζ
∗
t ) + E( ζ˜
∗
T−t ln ζ˜
∗
T−t ),
E(− ln z∗T (t) ) = E(− ln ζ
∗
t ) + E(− ln ζ˜
∗
T−t ).
In turn, the last quantities can be easily expressed via the corresponding Girsanov
parameters using Ito formula as it was done in Lemma 2.
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Proof of Theorem 2 Since Q∗ is an equivalent martingale measure we have from (29)
that
f(Q∗T |PT ) = E[f( c(τ) ζτ
ζ˜T
ζ˜τ
)]
It follows from the independence of L, L˜ and τ that
E[f( c(τ)ζτ
ζ˜T
ζ˜τ
)|τ = t] = E[f( c(t) ζt
ζ˜T
ζ˜t
)]
Now, the independence of L and L˜ implies the conditional independence of ζ and ζ˜ given
σ(Ls, s ≤ T ). Using the invariance of f under scaling, we see that in order to minimize
f -divergence, the measure Q should be such that ζ is the density of an f - divergence
minimal martingale measure for (eLt)t≥0 and ζ˜ the density of an f - divergence minimal
martingale measure for (eL˜t)t≥0. Hence (32) holds.
To find f - divergence minimal equivalent martingale measure we have to minimize the
function
F (c) =
∫ T
0
E[f( c(t)z∗T (t) )] dα(t)
over all cadlag functions c : [0, T ] → R+,∗ such that Ec(τ) = 1. For that we consider
the linear space L of such cadlag functions c : [0;T ] → R with the norm ||c|| =
supt∈[0,T ] |c(t)| and also the cone of such positive functions.
We apply Kuhn-Tucker theorem (see [39]) to the function
Fλ(c) = F (c)− λ
∫ T
0
(c(t)− 1)dα(t)
with Lagrangian factor λ > 0. We show that the Frechet derivative ∂Fλ
∂c
of Fλ(c),
defined by
lim
||δ||→0
|Fλ(c+ δ)− Fλ(c)−
∂Fλ
∂c
δ|
||δ||
= 0 (34)
is equal to:
∂Fλ
∂c
(δ) =
∫ T
0
(E[f ′( c(t)z∗T (t) )z
∗
T (t)]− λ) δ(t)dα(t) (35)
In fact, by the Taylor formula, we have for δ ∈ L :
Fλ(c+ δ)− Fλ(c)−
∂Fλ
∂c
δ =
∫ T
0
E[(f ′( (c(t) + θ(t) )z∗T (t))− f
′( c(t)z∗T (t) ))z
∗
T (t)]δ(t)dα(t)
where θ(t) is a function which takes values in the interval [0, δ(t)]. We remark that the
modulus of the right-hand side in the previous equality is bounded from above by:
AT = sup
t∈[0,T ]
E[ | f ′( (c(t) + θ(t) )z∗T (t))− f
′( c(t)z∗T (t) ) | z
∗
T (t) ] ||δ||
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Since f ′ is continuous and increasing and the functions c and δ are bounded, hypothesis
(H3) implies that AT is finite. We conclude by Lebesgue’s dominated convergence
theorem that (34) holds and then (35).
Then, in order to ∂Fλ
∂c
δ = 0 for all δ ∈ L, it is necessary and sufficient to take c such
that
E[ z∗T (t) f
′(c(t)z∗T (t))]− λ = 0 α-a.s.
Finally, for each c > 0 and t ∈ [0, T ] we consider the function
λt(c) = E[ z
∗
T (t) f
′(cz∗T (t)) ].
We see easily that it is increasing in c and that its right-continuous inverse ct(λ) satisfies:
λ = E[ z∗T (t) f
′(ct(λ)z
∗
T (t)) ]
Now, to obtain a minimizer c∗, it remains to find, if it exists, λ∗ which satisfies (33).✷
Proof of Corollaries 4, 5 and 6. First of all we remark that for common f -divergences,
the hypothesis (H1) implies (H2) and (H3). Then, we obtain in power case f(x) =
cγx
γ+2 that λt(c) = (γ + 2) cγ c
γ+1 E[z∗T (t)
γ+2]. For f(x) = x ln(x) we get λt(c) =
E[z∗T (t) ln z
∗
T (t)] + ln c + 1. In the case f(x) = − ln x we get λt(c) = −1/c. Finally, we
write down ct(λ) and we integrate with respect to α to find λ
∗ and the expression of
c∗(t). ✷
Example: A change-point Black-Scholes model. We apply the previous results when
L and L˜ define Black-Scholes type models. Therefore, we assume that L and L˜ are
continuous Levy processes with characteristics (b, c, 0) and (b˜, c, 0) respectively, c >
0. As is well known, the initial models will be complete, with a unique equivalent
martingale measure which defines a unique price for options. However, in our change-
point model the martingale measure is not unique, and we have an infinite set of
martingale measures of the form
dQT
dPT
(X) = c(τ) exp (
∫ T
0
βsdX
c
s −
1
2
∫ T
0
β2scds )
where c(·) is a measurable function [0, T ]→ R+,∗ such that E[c(τ)] = 1 and
βs = −
1
c
[ (b+
c
2
) 1[[0,τ ]](s) + (b˜+
c
2
) 1]]τ,+∞[[(s) ]
If for example f(x) = cγx
γ+2 with γ 6= −1,−2 then applying Theorem 2, we get
c∗(t) =
e−
γ+2
2c
[(b+ c
2
)2t+(b˜+ c
2
)2(T−t)]∫ T
0
e−
γ+2
2c
[(b+ c
2
)2t+(b˜+ c
2
)2(T−t)]dα(t)
If f(x) = x ln(x), then
c∗(t) =
e−
1
2c
[(b+ c
2
)2t+(b˜+ c
2
)2(T−t)]∫ T
0
e−
1
2c
[(b+ c
2
)2t+(b˜+ c
2
)2(T−t)]dα(t)
If f(x) = − ln(x), then c∗(t) = 1.
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4 Optimal strategies for utility maximization
We start by recalling some useful basic facts about optimal strategies for utility max-
imization. Then some decomposition formulas will be given which permit us to find
optimal strategies. We end up by giving the formulas for optimal strategies for util-
ity maximization in change-point setting for both initially and progressively enlarged
filtrations.
4.1 Some known facts
In this subsection, we are interested in finding optimal strategies for terminal wealth
with respect to some utility functions. More precisely, we assume that our financial
market consists of two assets : a non-risky asset B, with interest rate r, and a risky
asset S, modelled using the change-point Levy model defined in (4). We denote by
~S = (B, S) the price process and by ~Φ = (φ0, φ) the amount of money invested in each
asset. According to usual terminology, a predictable ~S-integrable process ~Φ is said to
be a self-financing admissible strategy if for every t ∈ [0, T ] and x initial capital
~Φt · ~St = x+
∫ t
0
~Φu · d~Su (36)
where the stochastic integral in the right-hand side is bounded from below. Here ·
denotes the scalar product. We will denote by A the set of all self-financing admissible
strategies. In order to avoid unnecessary complications, we will assume again that the
interest rate r is 0, so that starting with an initial capital x, terminal wealth at time
T is
VT (φ) = x+
∫ T
0
φsdSs
Let u denote a strictly increasing, strictly concave, continuously differentiable function
on dom(u) = {x ∈ R|u(x) > −∞} which satisfies
u′(+∞) = lim
x→+∞
u′(x) = 0,
u′(x) = lim
x→x
u′(x) = +∞
where x = inf{u ∈ dom(u)}.
We will say that φ∗ defines an optimal strategy with respect to u if
EP [u(x+
∫ T
0
φ∗sdSs)] = sup
φ∈A
EP [u(x+
∫ T
0
φsdSs)]
As in [35], we will say that φ∗ is an asymptotically optimal strategy if there exists a
sequence of admissible strategies (φ(n))n≥1 such that
lim
n→+∞
E[u(x+
∫ T
0
φ(n)s dSs)] = sup
φ∈A
E[u(x+
∫ T
0
φsdSs)]
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As known, there is a strong link between this optimization problem and the previous
problem of finding f - divergence minimal martingale measures. Let f be the convex
conjugate function of u :
f(y) = sup
x∈R
{u(x)− xy} = u(I(y))− yI(y) (37)
where I = (u′)−1 = −f ′. We recall that in particular
if u(x) = ln(x) then f(x) = − ln(x)− 1,
if u(x) =
xp
p
, p < 1 then f(x) = −
p− 1
p
x
p
p−1 ,
if u(x) = 1− e−x then f(x) = 1− x+ x ln(x).
The following result gives us the relation between portfolio optimization and f-minimal
martingale measures.
Theorem 3. (cf. [27]) Let x ∈ R+ be fixed and f ∈ C1(R+,∗). Let Q∗ be an equivalent
martingale measure which satisfies
EP |f(λ
dQ∗T
dPT
)| <∞, EQ∗ |f
′(λ
dQ∗T
dPT
)| <∞
for λ such that
−EQ∗f
′(λ
dQ∗T
dPT
) = x.
Then, if Q∗ is an f- divergence minimal martingale measure, there exists a predictable
function φ∗ such that (
∫ ·
0
φ∗udSu) is a Q
∗-martingale and
− f ′(λ
dQ∗T
dPT
) = x+
∫ T
0
φ∗udSu (38)
If the last relation holds, then
→
Φ= (φ0, φ) with φ0t = x+
∫ t
0
φudSu − φtSt is an asymp-
totically optimal portfolio strategy. Moreover, if x > −∞, this strategy is optimal.
Proof The first part of the Theorem is a slight adaptation of [35]. We do however
recall the proof for the reader’s ease. We denote ZT =
dQ∗T
dPT
.
As f ′ is strictly increasing, continuous and due to imposed integrability conditions, the
function λ 7→ EQ∗ [f
′(λZT )] is also strictly increasing and continuous. Furthermore,
since f ′ = −(u′)−1, we have limλ→0EQ∗[f
′(λZT )] = −∞ and limλ→+∞EQ∗[f
′(λZT )] =
−x. Hence, for all x > x, there exists a unique λ > 0 such that EQ∗[f
′(λZT )] = −x.
As Q∗ is minimal for the function x 7→ f(λx), it follows from Theorem 3.1 of [27], that
there exists a predictable process φ∗ such that
− f ′(λZT ) = x+ (φ
∗ · S)T (39)
and furthermore φ∗ ·S defines a Q∗-martingale. Then, from the definition of the convex
conjugate, we have
u(x+ (φ∗ · S)T ) = f(λZT )− λZT f
′(λZT )
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and, hence,
EP [|u(x+ (φ
∗ · S)T |] ≤ EP |f(λZT )|+ λEP [ZT |f
′(λZT )|] <∞.
If now φ denotes any admissible strategy, we have from u(x) ≤ f(y) + xy for all
x, y ∈ R+,∗ that
u(x+ (φ · S)T ) ≤(x+ (φ · S)T )λZT + f(λZT )
≤(x+ (φ · S)T )λZT + u(x+ (φ
∗ · S)T ) + λZTf
′(λZT ).
Taking expectation, we obtain since EP (ZT f
′(λZT )) = −x, that
EP [u(x+ (φ · S)T )] ≤ EP [u(x+ (φ
∗ · S)T ] + λEQ∗ [(φ · S)T ].
Now, under Q∗, (φ · S) is a local martingale, so that EQ∗[(φ · S)T ] ≤ 0. Therefore,
EP [u(x+ (φ · S)T )] ≤ EP [u(x+ (φ
∗ · S)T )].
Furthermore, if x > −∞, we note that (φ∗ ·S)T ≥ x−x, so that φ
∗ defines an admissible
strategy, and hence is a u-optimal strategy.
When x = −∞, we can construct using the definition of A a sequence of admissible
strategies φ(n) such that for all 0 ≤ t ≤ T , (φ(n) · S)t ≥ −n and such that
lim
n→+∞
E[u(x+ (φ(n) · S)T )] = sup
φ∈A
E[u(x+ (φ · S)T )].
Finally, φ∗ is asymptotically u-optimal. ✷
In the following theorem proved in [6] we give a unified expression of u-optimal
strategy for exponential Levy model. We denote by (β∗, Y ∗) the Girsanov parameters
for changing of the measure P into Q∗. We put also
ξt(x) = EQ∗ [f
′(xZT−t)ZT−t]
Theorem 4. Let u be a C3(]x,+∞[) utility function and f its convex conjugate. As-
sume there exists an f -minimal martingale measure Q∗ which preserves the Le´vy prop-
erty and such that the integrability conditions are satisfied: for all λ > 0 and all compact
set K ⊆ R+
EP |f(λZT )| < +∞, EQ|f
′(λZT )| < +∞, sup
t≤T
sup
λ∈K
EQ[f
′′(λZt)Zt] < +∞. (40)
Then for any fixed initial capital x > x, there exists an asymptotically u-optimal strategy
φ∗. In addition, φ∗ defines a u-optimal strategy as soon as x > −∞.
Furthermore, if c 6= 0, we have
φ∗s = −
λβ∗Zs−
Ss−
ξs(λZs−)
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where λ is a unique solution to the equation EQ∗(−f
′(λZT )) = x.
If c = 0,
◦
supp (ν) 6= ∅ and it contains zero, and Y ∗ is not identically 1, then f ′′(x) =
axγ with a > 0 and γ ∈ R, and
φ∗s = −
λα∗Zs−
Ss−
ξs(λZs−)
where again λ is a unique solution to the equation EQ∗(−f
′(λZT )) = x and the constant
α∗ is related with the second Girsanov parameter Y ∗ by the formula:
α∗ = exp(−y0) Y (y0)
γ Y ′(y0) (41)
where y0 is chosen arbitrarily in
◦
supp (ν).
In the case of classical utilities we obtain the following result.
Proposition 2. Consider a Le´vy process X with characteristics (b, c, ν) and let f be
a function such that f ′′(x) = axγ, where a > 0 and γ ∈ R. Let uf be its concave
conjugate. Assume there exist α, β ∈ R and a measurable function Y : R \ {0} → R+
such that
Y (y) = (f ′)−1(f ′(1) + α(ey − 1)) (42)
and such that the following properties hold:
Y (y) > 0 ν − a.e., (43)∫
|y|≥1
(ey − 1)Y (y)ν(dy) <∞. (44)
b+
1
2
c+ cβ +
∫
R
((ey − 1)Y (y)− h(y))ν(dy) = 0. (45)
Then if c 6= 0, there exists an asymptotically optimal strategy φ∗ given by
φ∗s = αγ(x)
β Zγ+1s−
EQ∗ [Z
γ+1
s ]Ss−
,
where
αγ(x) = a− (γ + 1)(x+ f
′(1)). (46)
If c = 0 and
◦
supp (ν) 6= ∅, then
φ∗s = αγ(x)
α Zγ+1s−
EQ∗ [Z
γ+1
s ]Ss−
,
In addition, φ∗ is optimal as soon as γ 6= −1.
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4.2 A decomposition formula for initially enlarged filtration
We use the structure of Q∗ presented in Theorem 2 to write down a decomposition
formula mentioned in Theorem 3 for f ′(λZ∗T (τ)). First of all we give the expressions
for Girsanov parameters when changing the measure P into Q∗.
Lemma 4. Let Girsanov parameters of the f -divergence minimal equivalent martin-
gale measures Q∗ and Q˜∗ are (β∗, Y ∗) and (β˜∗, Y˜ ∗) respectively. Then the Girsanov
parameters when changing from P to Q∗ are:
β∗t (τ) = β
∗1[[0,τ ]](t) + β˜
∗ 1]]τ,+∞[[(t)
Y ∗t (τ) = Y
∗1[[0,τ ]](t) + Y˜
∗ 1]]τ,+∞[[(t).
Next, we introduce for fixed u ∈ [0, T ], x ≥ 0 and t ∈ [0, T ] the quantities
ρ(u)(t, x) = EQ∗(f
′(Z∗T (τ)) | τ = u, Z
∗
t (u) = x)
and we remark that
ρ(u)(t, x) = EQ∗u(f
′(Z∗T (u)) |Z
∗
t (u) = x)
where Q∗u is conditional probability Q
∗ given τ = u. We notice that for regular con-
ditional probabilities and for right-continuous versions of conditional expectations we
have: P-a.s. for all t ∈ [0, T ]
EQ∗( f
′(Z∗T (τ)) | Ft) = ρ
(τ)(t, Z∗t (τ)) (47)
To simplify the notation we introduce ηT−t(u) such that
ηT−t(u) =
z∗T (u)
z∗t (u)
As a consequence of previous formulas, we have
ρ(u)(t, x) = E[ηT−t(u)f
′(xηT−t(u))]
Now, we would like to use Ito formula for ρ(u)(t, Z∗t (u)). But the mentioned function is
not sufficiently smooth and we will proceed by approximations. For that we construct
a sequence of functions (φn)n≥1.
Lemma 5. Let f be convex function belonging to C3(R+,∗). There exists a sequence of
bounded functions (φn)n≥1, which are of class C
2 on R+,∗, increasing, such that for all
n ≥ 1, φn coincides with f
′ on the compact set [ 1
n
, n] and such that for sufficiently big
n the following inequalities hold for all x, y > 0 :
|φn(x)| ≤ 4|f
′(x)|+ α , |φ′n(x)| ≤ 3f
′′(x) , |φn(x)− φn(y)| ≤ 5|f
′(x)− f ′(y)| (48)
where α is a real positive constant.
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Proof We set, for n ≥ 1,
An(x) = f
′(
1
n
)−
∫ 1
n
x∨ 1
2n
f ′′(y)(2ny − 1)2(5− 4ny)dy
Bn(x) = f
′(n) +
∫ x∧(n+1)
n
f ′′(y)(n+ 1− y)2(1 + 2y − 2n)dy
and finally
φn(x) =


An(x) if 0 ≤ x <
1
n
,
f ′(x) if 1
n
≤ x ≤ n,
Bn(x) if x > n.
Proof. We can verify easily that φn coincide with f
′ on [ 1
n
, n] and that the properties
(48) hold.✷
Now we replace f ′ by φn in previous formulas and we introduce
ρ(u)n (t, x) = EQ∗(φn(Z
∗
T (τ)) | τ = u, Z
∗
t (u) = x)
It is not difficult to see that
ρ(u)n (t, Z
∗
T (u)) = E[ηT−t(u)φn(xηT−t(u))]
In the next lemma we give a decomposition formula for ρ
(u)
n . For that we put
ξ
(n,u)
t (x) = E[η
2
T−t(u)φ
′
n(xηT−t(u))] (49)
and
H
(n,u)
t (x, y) = E(ηT−t(u)[φn(xηT−t(u)Y
∗
t (y))− φn(xηT−t(u))]) (50)
Lemma 6. We have Q∗u-a.s., for all t ≤ T ,
EQ∗u[φn(Z
∗
T (u)) | Gt] = EQ∗u [φn(Z
∗
T (u))]+ (51)∫ t
0
β∗s (u)Z
∗
s−(u)ξ
(n,u)
s (Z
∗
s−(u))dX
(c),Q∗u
s +
∫ t
0
∫
R
H(n,u)s (Z
∗
s−(u), y) (µ
X − νX,Q
∗
u)(ds, dy)
where νX,Q
∗
u is a compensator of the jump measure µX with respect to (G,Q∗u).
Proof In order to apply the Ito formula to ρ
(u)
n , we show that ρn is twice continuously
differentiable with respect to x and once with respect to t on the set x ≥ ǫ, ǫ > 0 and
t ∈ [0, T ] and that the corresponding derivatives are bounded on the mentioned set.
Then we apply the Ito formula to ρ
(u)
n but stopped at stopping times
sm = inf{t ≥ 0 |Z
∗
t (u) ≤
1
m
},
with m ≥ 1 and inf{∅} =∞.
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From strong Markov property of Levy processes we have:
ρ(u)n (t ∧ sm, Z
∗
t∧sm(u)) = EQ∗u(φn(Z
∗
T (u)) | Gt∧sm)
and we remark that (EQ∗u(φn(Z
∗
T (u)) | Gt∧sm))t≥0 is a Q
∗
u- martingale. By Ito formula
we obtain that:
ρ
(u)
n (t ∧ sm, Z
∗
t∧sm(u)) = ρ
(u)
n (0, Z∗0(u)) +
∫ t∧sm
0
∂ρ
(u)
n
∂s
(s, Z∗s−(u))ds+∫ t∧sm
0
∂ρ
(u)
n
∂x
(s, Z∗s−(u))dZ
∗
s−(u) +
1
2
∫ t∧sm
0
∂2ρ
(u)
n
∂x2
(s, Z∗s−(u))d〈Z
∗,c(u)〉s+
∫ t∧sm
0
∫
R
[ρ(u)n (s, Z
∗
s−(u) + y)− ρ
(u)
n (s, Z
∗
s−(u))−
∂ρ
(u)
n
∂x
(s, Z∗s−(u))y]µ
Z∗(ds, dy)
Then we can write that
ρ(u)n (t ∧ sm, Z
∗
t∧sm(u)) = At∧sm +Mt∧sm
with for 0 ≤ t ≤ T
At =
∫ t
0
∂ρ
(u)
n
∂s
(s, Z∗s−(u))ds+
1
2
∫ t
0
∂2ρ
(u)
n
∂x2
(s, Z∗s−(u))d〈Z
∗,c(u)〉s+
∫ t
0
∫
R
[ρ(u)n (s, Z
∗
s−(u) + y)− ρ
(u)
n (s, Z
∗
s−(u))−
∂ρ
(u)
n
∂x
(s, Z∗s−(u)) y]ν
Z∗,Q∗u(ds, dy)
and
M· =
∫ t
0
∂ρ
(u)
n
∂x
(s, Z∗s−(u))dZ
∗
s−(u)+∫ t
0
∫
R
[ρ(u)n (s, Z
∗
s−(u) + y)− ρ
(u)
n (s, Z
∗
s−(u))(µ
Z∗(ds, dy)− νZ
∗,Q∗u(ds, dy))
But since A is predictable process and (EQ∗u(φn(Z
∗
T (u)) | Gt∧sm))t≥0 is a Q
∗
u- martin-
gale, we obtain that Q∗u-a.s., At = 0 for all 0 ≤ t ≤ T .
From [50], corollary 2.4, p. 59, we get since σ(∪∞m=1Gt∧sm) = Gt that
lim
m→∞
ρ(u)n (t ∧ sm, Z
∗
t∧sm(u)) = EQ∗(φn(Z
∗
T (u)) | Gt)
Moreover, we remark that for all x ∈ R and s ∈ [0, T ]
∂ρ
(u)
n
∂x
(s, x) = ξ(n,u)s (x)
and all x, y ∈ R and s ∈ [0, T ]
H(n,u)s (x, y) = ρ
(u)
n (s, x Y
∗
s (y))− ρ
(u)
n (s, x)
Using the definition of local martingales we conclude that the decomposition of Lemma
holds. ✷
24
The next step consists to pass to the limit in previous decomposition. For that let
us denote for 0 ≤ t ≤ T
ξ
(u)
t (x) = E[η
2
T−t(u)f
′′(xηT−t(u))] (52)
and
H
(u)
t (x, y) = E(ηT−t(u)[f
′(xηT−t(u)Y
∗
t (y))− f
′(xηT−t(u))]) (53)
Lemma 7. We have Q∗u-a.s., for all t ≤ T ,
EQ∗u(f
′(Z∗T (u)) | Gt) = EQ∗u [f
′(Z∗T (u))]+ (54)∫ t
0
β∗s (u)Z
∗
s−(u) ξ
(u)
s (Zs−(u))dX
(c),Q∗u
s +
∫ t
0
∫
R
H(u)s (Zs−(u), y) (µ
X − νX,Q
∗
u)(ds, dy)
where νX,Q
∗
u is a compensator of the jump measure µX with respect to (F,Q∗u).
Proof. The proof consists to show the convergence in probability of stochastic in-
tegrals and conditional expectations using the properties of φn cited in Lemma 5 and
can be performed in the same way as in [6].✷
4.3 Optimal strategies in a change-point situation for initially
enlarged filtration
Let u be a utility function belonging to C3(]x,+∞[) and f its convex conjugate, f ∈
C3(R+,∗). We suppose that M(P ) 6= ∅ and M(P˜ ) 6= ∅ and we introduce the following
hypotheses
(H4) : For each compact set K of R
+,∗ we have:
sup
λ∈K
sup
t∈[0,T ]
EQ∗ [ζ
∗
t f
′′(λ ζ∗t ) ] <∞, sup
λ∈K
sup
t∈[0,T ]
EQ˜∗ [ζ˜
∗
t f
′′(λ ζ˜∗t ) ] <∞
where ζ∗ and ζ˜∗ are the densities of the f -divergence EMM’s Q∗ and Q˜∗ with respect
to P and P˜ respectively.
Theorem 5. Let u be a strictly concave function belonging to C3(]x,+∞[). Suppose
that a convex conjugate f of u satisfy (H1), (H2), (H3), (H4) and (33). Then for
change-point model (4) there exists an F-optimal strategy φ∗ . If c 6= 0, then
φ∗t = −λ
βt
∗(τ)Z∗t−(τ)
St−
ξ
(τ)
t (λZ
∗
t−(τ)) (55)
with β∗ defined in Lemma 4 and λ such that EQ∗(−f
′(λZ∗T (τ))) = x.
If c = 0 and
◦
supp (ν) 6= ∅,
◦
supp (ν˜) 6= ∅ both supports containing 0,and Y , Y˜ are
not identically 1, then f ′′(x) = axγ with a > 0 and γ ∈ R, and the optimal strategies
are defined by the same formula but with the replacement of β∗t (τ) by α
∗
t (τ) such that
α∗t (τ) = e
−y0Y ∗(y0)
γ dY
∗
dy
(y0)1{τ>t} + e
−y1 Y˜ ∗(y1)
γ dY˜
∗
dy
(y1)1{τ≤t}
with any y0 ∈
◦
supp (ν) and y1 ∈
◦
supp (ν˜).
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Proof From Theorem 2 and the hypotheses (H1), (H2), (H3) and (33) it follows that
there exists an f - divergence minimal martingale measure Q∗. Since the processes
X and S are F-adapted, applying Theorem 3.1 in [27], we have the existence of an
F-adapted optimal strategy φ∗ such that
−f ′(λZ∗T (τ)) = x+
∫ T
0
φ∗udSu
and such that
∫ .
0
φ∗udSu defines a local martingale with respect to (Q,F). Then, for
c 6= 0, we compare the decomposition of Lemma 7 and the decomposition of Theorem
3 to get our formulas. For c = 0 we use first the Theorem 3 of [5] to prove that f ′′(x) =
axγ . Then, again we compare the decomposition of Lemma 7 and the decomposition
of Theorem 3 to get our formulas. ✷
Corollary 7. Let u be common utility function and let f be its convex conjugate,
f ′′(x) = axγ, where a > 0 and γ ∈ R. Then for x > x there exists an u-asymptotically
optimal strategy if and only if the conditions of Theorem 1 are verified for both processes
L and L˜. Furthermore, if c 6= 0 then
φ∗t = −At(τ)
β∗t (τ) (Z
∗
t−(τ))
γ+1
St−
with
At(τ) = αγ(x)
E( [z∗T (τ)/z
∗
t (τ)]
γ+2 | τ )
E( [Z∗T (τ)]
γ+2 )
If c = 0, then we have the same formula for φ∗t with replacement of β
∗
t (τ) by α
∗
t (τ)
given in Theorem 5. In addition, φ∗ is optimal as soon as γ 6= −1.
Proof According to the Theorem 1, under the assumptions (43), (44) and (45),
the Levy model associated with L has an f -divergence minimal equivalent martingale
measure which preserves the Levy property and is scale invariant. The same is true
for the Levy model associated with L˜. Then, the existence of f -divergence EMM’s
for change-point model follows from Theorem 2 and the formulas for strategies follow
directly from Theorem 5.✷
Remark 2. From Corollary 7 and Theorem 4 we can see the following. Let ψ∗ and ψ˜∗
be u-optimal strategies for the exponential Levy models L and L˜ respectively. Then the
u-optimal strategy for corresponding change-point model can be written as
φ∗t = Bt(τ)ψ
∗
t 1{τ>t} + B˜t(τ)ψ˜
∗
t 1{τ≤t}
where
Bt(τ) = (c
∗(τ))γ+1
E( [ζ∗τ ]
γ+2 | τ)E( [ζ˜∗T−τ ]
γ+2 | τ )
E( [Z∗T (τ)]
γ+2 )
B˜t(τ) = (c
∗(τ))γ+1(
ζτ
ζ˜τ
)γ+1
E( [ζ˜∗T ]
γ+2 )
E( [Z∗T (τ)]
γ+2 )
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When u is exponential utility, and, hence, γ = −1, we see that Bt(τ) = ˜Bt(τ) = 1 and
the optimal strategy φ∗ can be obtained by pasting together two optimal strategies ψ∗
and ψ˜∗ at τ . In addition, in this case φ∗ is already adapted with respect to progressively
enlarged filtration.
Example: Optimal strategy for Black-Scholes model with change point and exponential
utility. As before, we now want to apply the results when L and L˜ define Black-Scholes
type models. Therefore, we assume that L and L˜ are continuous Levy processes with
characteristics (b, c, 0) and (b˜, c, 0) respectively. Let τ be a random variable bounded
by T which is independent from L and L˜ . Then the asymptotically optimal strategy
from the point of view of maximization of exponential utility u(x) = 1− exp(−x) will
be :
φ∗t = −
βt
St−
=
(b+ c/2)1[[0,τ ]](t) + (b˜+ c/2) 1]]τ,+∞[[(t)
cSt−
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