Abstract. An e cient algorithm listing all minimal vertex separators of an undirected graph is given. The algorithm needs polynomial time per separator that is found.
Introduction
Given a graph, one is often interested in listing certain subsets of vertices, or their cardinality, which possess a certain property. For example the clique number of a graph G is the maximum cardinality of a subset S such that G S] is complete. Similar questions are the independence number, the domination number or the chromatic number. For many of these problems, it would be convenient if one could use a decomposition of the graph by means of certain separators. This is perhaps best illustrated by the recent results for classes of graphs of bounded treewidth. For these classes, linear time algorithms exist for many NP-complete problems exactly because a decomposition can be made using separators of bounded size 1, 2, 3, 4, 12] . A decomposition of this type can be found in linear time 5, 12] , however the huge constants involved in these algorithms do not make them of much practical use.
A closely related, but somewhat di erent approach was surveyed in 19] . In this paper (see also 8]) it is shown that for many classes of graphs (for example chordal graphs, clique separable graphs and edge intersection graphs of paths in a tree or EPT-graphs) a decomposition by clique separators is possible, and it is illustrated that such a decomposition can also be used to solve e ciently many NP-complete problems like minimum fill-in, maximum clique, graph coloring and maximum independent set. In 20] an algorithm is given for nding clique separators e ciently (the algorithm uses O(nm) time to nd one clique separator). Recent results have shown how the above mentioned results can be generalized in the sense that at least the NPcomplete problems treewidth and minimum fill-in can be solved by polynomial time algorithms for much more graph classes, i.e., certain graph classes for which the number of minimal separators is polynomial bounded, ( 6, 7, 12, 13, 14, 15, 17] ).
In 11] an algorithm is given which nds all, what the authors call minimum size separators. By this they mean that given a graph which is k-connected, the algorithm nds all separators with k vertices. Moreover, they show in this paper that the number of these separators is bounded by O(2 k n 2 k ). Their algorithm which lists all minimum size separators runs in O(2 k n 3 ) time. We call a subset of vertices S a minimal separator if there are non adjacent vertices x and y such that the removal of S separates x and y into disjoint connected components in such a way that no proper subset of S also does this (see De nition 1). A closely related concept which we call inclusion minimal separators lies more or less between the minimum size separators and the minimal separators, i.e., all minimum size separators are inclusion minimal and all inclusion minimal separators are minimal separators.
The following example shows that the minimum size separators and the inclusion minimal separators are only of limited use. Consider any graph G. Take a new vertex x and make this adjacent to all vertices of G. Take another new vertex y and make this adjacent to x. Call this new graph H. The only inclusion minimal separator which is also the only minimum size separator of H is fxg. However if S is some minimal separator of G, then S fxg is a minimal separator in H. Hence H has at least as many minimal separators as G.
In 6, 12, 13, 14, 15] it is shown that many important classes of graphs have a polynomial number of minimal vertex separators. These graph classes include permutation graphs, circular permutation graphs, trapezoid graphs, circle graphs, circular arc graphs, distance hereditary graphs, chordal bipartite graphs, cocomparability graphs of bounded dimension and weakly triangulated graphs. For some of these graph classes there are e cient algorithms listing all minimal vertex separators, often using so-called scanlines' (see e.g. 6, 12, 17] ). In this paper we present an algorithm for listing all minimal vertex separators of any given graph. Notice that, in general, the number of minimal separators can be exponential, as the following example shows. Consider the graph consisting of two non adjacent vertices s and t, and a set of n?2 algorithms computing the treewidth and minimum ll-in of a given asteroidal triple-free graph with n vertices and R minimal separators 16, 17] . (Notice that asteroidal triplefree graphs are a relatively large class of graphs containing cocomparability graphs and permutation graphs.) Furthermore it has been suggested in 18] to use a so-called`separator graph' for obtaining polynomial time treewidth and minimum ll-in algorithms. Thereby the vertex set of the separator graph is the set of all minimal separators of the given graph. Typically applications require our listing algorithm.
For listing other types of combinatorial structures we refer to 9]. It may be a bit surprising at rst sight that it is very well possible for one minimal separator to be contained in another one. An example of this can be found in 10]. However, for minimal a; b-separators things are di erent, since by de nition one minimal a; b-separator cannot be properly contained in another one.
We now show that at least some of the minimal separators are easy to nd. Lemma 5. Let S be a minimal a; b-separator close to a and let C a and C b be the connected components containing a and b respectively. Let S 6 = S be another minimal a; b-separator. Then S S C b . Proof. Since S is a minimal a; b-separator S C a C b S. Assume S has a vertex x 2 C a . S n fxg does not separate a and b hence there is a path P between a and b using x but no other vertex of S . Since S is a minimal separator, P goes through a vertex y 2 S. Since S is close to a, y is adjacent to a. Hence there is a path P 0 P between a and b that does not contain x. This is a contradiction since P 0 contains no vertex of S .
u t
In the next two sections we show how to obtain new minimal a; b-separators from a given one using so called minimal pairs. A minimal pair is in some sense the smallest step to go from one minimal a; b-separator to the next one. The main di culty is to prove that we indeed obtain all minimal separators by using small steps only.
In section 5 we describe an algorithm that computes all minimal a; b-separators for a given pair of non adjacent vertices a and b in a breadth-rst-search manner, we prove that it is correct and we analyse its time complexity. We end with some concluding remarks and some open problems. Lemma 11. A minimal pair is good.
Proof. Notice that x 2 N, hence N 6 = ;. Now, is a minimal x; a-separator in C a (x) and hence every vertex of has a neighbor in C 0 a .
Finally, if 2 then is adjacent to x since is close to x. Hence each vertex of has a neighbor in N.
We want to prove that we can nd every minimal a; b-separator by starting with the minimal a; b-separator that is close to b and by recursively using minimal pairs. The following technical lemma proves this. Lemma 12. Let ( ; N) 
Conclusions
In this paper we have presented an algorithm to determine a list of all minimal vertex separators of a graph. The algorithm needs only polynomial time per separator that is found. We like to mention some open problems.
First of all, we feel that it should be possible to improve the running time of the algorithm presented here.
A related concept is that of an inclusion minimal separator. This is a minimal separator with the additional constraint that no proper subset is also a minimal separator. The following lemma shows that our algorithm can be used to nd all inclusion minimal separators. However, the example given in the introduction illustrates that this may not be an e cient way to do this. It follows that a list of all inclusion minimal separators can easily be obtained from the list of all minimal separators. Until now, we have not been able to nd an e cient algorithm which nds all inclusion minimal separators.
