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Abstrakt
Práce se věnuje problematice aktivního učení a jeho spojení s neuronovými sítěmi. Nejprve
obsahuje úvod do problematiky, nastínění metod prozkoumaných metod aktivního učení.
Následuje praktická část s experimenty zkoumající jednotlivé strategie a jejich vyhodnoco-
vání.
Abstract
The topic of this thesis in active learning in conjunction with neural networks. First, it deals
with theory of active learning and strategies used in real life scenarios. Followed by practical
part, experimenting with active learning strategie and evaluating those experiments.
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Tato práce se zabývá metodami aktivního učení a jejich spojení s neuronovými sítěmi. Cílem
spojení těchto dvou oblastí je redukce finanční náročnosti na získávání velkých datových
sad, potřebných pro trénování neuronových sítí.
Cílem mé práce je pomocí experimentů spojujících tyto dvě oblasti pozorovat dopad
aktivního učení na efektivitu modelu a jeho srovnání s použitím náhodného vzorkování a
trénování na celé datové sadě.
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Kapitola 2
Aktivní učení a jejich spojení s
neuronovými sítěmi
2.1 Aktivní učení
Aktivní učení v informatice označuje speciální případ strojového učení, ve kterém učící se
algoritmus aktivně dotazuje uživatele data na nichž se bude trénovat. Tento dotazující se
algoritmus je pak schopen podávat lepší výsledky i při učení na menším množství dat. Tato
vlastnost ještě dále nabývá na významu při spojení s neuronovými sítěmi, které pro podání
co nejlepších výsledků většinou potřebují obrovské množství trénovacích dat. V mnoha
oblastech jsou označené vzorky na nichž by se algoritmus mohl učit snadno získatelné,
například ve spojení se sociálními sítěmi, kdy uživatelé sami svojí aktivitou poskytují do-
statečné množství trénovacích dat. Ovšem v různých scénářích využívajících strojové učení,
jsou kvalitně označené vzorky obtížně nebo velmi draze získatelné [23]. Například:
∙ Rozpoznání řeči. Přesné označování mluveného slova je časově velmi náročné a vy-
žaduje zkušeného lingvistu. Anotace nahrávky na úrovni slova může trvat desetkrát
délku nahrávky a na úrovni fonémů až 400 násobek délky audia [36].
∙ Extrakce informace. Dobré systémy pro extrakci informací musí být trénovány velmi
detailně anotovaných dokumentech. Uživatel označuje entity a vztahy, jenž nás v textu
zajímají, jako třeba osoby a názvy organizací, nebo jestli dotyčná osoba pracuje pro
konkrétní organizaci. Lokalizace entit může zabrat půl hodiny i pro stručný novinový
článek [24].
∙ Klasifikace a filtrování. Učení klasifikace dokumentů (např.: článků nebo webových
stránek) nebo jiných typů médií (např.: obraz, zvuk, video) vyžaduje aby uživatel v
každém dokumentu nebo souboru označoval značkami, jako "důležité"a "nedůležité".
Nutnost označení tisíců vzorků může být únavné a nekdy i redundantní [23].
Aktivní učení tento problém řeší optimalizací učícího procesu pomocí dotazování většinou
lidského anotátora na neoznačené vzorky. Model si tedy sám vybírá nejvhodnější vzorky
jejichž anotaci požaduje. Tímto se aktivně učící model snaží dosáhnout co nejvyšší efekti-
vity s využitím co nejmenšího množství dat. Snižuje se tedy časová a finanční náročnost
samotného označování. Aktivní učení tedy nabývá na významu hlavně v oblastech, kde není
problém získat trénovací data ale je velmi náročné jejich označování.
Modely strojového učení ve spojení s aktivním učením mohou pracovat různými způsoby,
většinou však následují podobný princip. Učící se model začíná s malou označenou sadou,
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přičemž dle algoritmů aktivního učení vybírá vhodné vzorky z mnohem větší neoznačené
sady. U těchto vybraných vzorků požaduje anotaci, učí se na nich a následně je přidá do
označené sady [23].
2.2 Pokládání dotazů
Existuje několik způsobů jakými může model pokládat dotazy. Třemi hlavními zmiňova-
nými v literatuře jsou Syntéza dotazu (Membership query syntehis), Selektivní vzorkování
(Stream-based selective sampling) a Aktivní učení na fondu (Pool-based active learning)
[23].
2.2.1 Syntéza dotazu
Jedná se o jeden z prvních způsobů dotazování zkoumaných ve spojitosti s aktivním učením
[23] [1]. V tomto případě učící se model může dotazovat anotaci jakéhokoliv neoznačeného
vzorku vstupního prostoru, včetně vzorku uměle vytvořeného modelem, což se v tomto
případě především předpokládá. Efektivní syntéza dotazů se je často velmi účinná pro
učení modelu v oblasti konečných problémů [2] [23]. Syntéza dotazu byla také rozšířena pro
regresní úkoly strojového učení [7].
Ačkoliv syntéza dotazu může být použita pro mnoho druhů praktických problémů, na-
ráží na zásadní problém, značení těchto nově vytvořených vzorků může být pro lidského
anotátora poměrně obtížné. Například Baum a Lang ve svojí práci [4] využili syntézu dotazů
s lidskými anotátory k natrénování neuronové sítě k rozpoznávání ručně psaných znaků. Na-
razili však na nečekaný problém: velká část obrazů generovaných neuronovou sítí sestávala
z nerozpoznatelných symbolů bez jakéhokoliv sémantického významu [23] [4]. Podobně si
lze představit jak by vypadalo zapojení syntézy dotazu pro učení ve spojitosti s psaným či
mluveným slovem.
2.2.2 Selektivní vzorkování
Alternativou k syntéze dotazu je selektivní vzorkování [6]. Klíčovým předpokladem je, že
neoznačená trénovací data lze získat snadno a levně, takže data ze vstupní distribuce mo-
hou být vzorkována a učící se model se rozhoduje bude-li chtít znát jejich označení nebo
je zahodí. Tento přístup je občas nazýván sekvenční aktivní učení, jelikož vzorky jsou vy-
tahovány z neoznačené sady jeden za druhým a model se rozhoduje zda-li se na ně bude
dotazovat nebo je zahodí. Pokud je vstupní distribuce uniformní selektivní vzorkování se
může podobat syntéze dotazu. Pokud ovšem vstupní distribuce není uniformní nebo je ne-
známá, selektivní vzorkování zaručuje smysluplnost dotazů, jelikož pocházejí ze vstupní
distribuce [23].
Rozhodnutí zda-li se dotazovat na vzorek lze učinit několika způsoby. Jedním z nich je
ohodnotit vzorky "měrou infomativnosti"nebo "dotazovací strategií"a učinit vážený náhodný
výběr s tím, že u informativnějších vzorků bude větší pravděpodobnost, že budou vybrány
[9]. Dalším způsobem je výpočet explicitního regionu nejistoty [6], nebo-li části vstupních
dat jimiž si model není jistý a dotazovat se pouze na vzorky spadajícího do tohoto regi-
onu. Nejjednodušším způsobem jak tohoto dosáhnout, je stanovení minimální hranice míry
informativnosti definující tento region. Vzorky vyhodnocené jako nad touto hranicí jsou
pak dotazovány. Jiný přístup k výpočtu tohoto regionu může být stanovení neoznačených
vzorků jen jsou pro třídu modelu stále neznámé. Jinými slovy pokud se dva modely stejné
4
třídy, ale s jinými parametry, shodují na všech označených datech, ale rozchází u nějakého
neoznačeného vzorku, pak tento vzorek spadá do regionu nejistoty. Výpočet tohoto regionu
je však velmi náročný a musí dojít k jeho vypočítání znovu po každém dotazu. V praxi jsou
tedy používány pouze aproximace [6] [27] [10].
Selektivní vzorkování bylo použito v praxi například časování senzorů [15] nebo získávání
informací [34].
2.2.3 Aktivní učení na fondu
V mnoha reálných případech mohou být najednou sesbírány velké kolekce dat. S touto myš-
lenkou vzniklo aktivní učení na fondu [18], jenž předpokládá existenci malé sady ℒ ozna-
čených dat a velké sady 𝒰 dat neoznačených. Vzorky jsou pak vybírány "hladově"(greedy)
podle míry jejich informativnosti použité k ohodnocení celé sady 𝒰 . Aktivní učení na fondu
bylo studováno pro mnoho realných problémů strojového učení zahrnujících klasifikaci textu
[18] [20] [31] [13], extrakce informace [29] [25], klasifikace obrazu [30] [35], klasifikace videa
[33] [12], rozpoznání mluveného slova [32], diagnózu rakoviny [19] a mnoha dalších.
Hlavní rozdíl mezi selektivním vzorkováním a aktivním učením na fondu spočívá v tom,
že první prochází datovou sadou sekvenčně a vybírá vzorky individuálně, zatímco druhý
ohodnocuje celou sadu než si vybere nejlepší vzorek.
2.3 Strategie výběru
Všechny metody pokládání dotazů zahrnují vyhodnocování informativnosti neoznačených
vzorků, jenž moho být generovány de novo nebo vybírány z datové sady. Proto bylo vyvinuto
mnoho strategií dotazování (query strategies). Tato sekce se zabývá těmi nejznámějšími [23].
2.3.1 Nejistota modelu
Pravděpodobně nejjednodušší strategií je ta, pracující s nejistotou modelu (uncertainty
sampling) [23] [18]. V tomto případě se aktivně učící model dotazuje na vzorky u nichž si
je nejméně jistý jak by je sám označil. Pro probabilistické učící se modely je tento přístup
jednoduchý. Například, při trénování probabilistického modelu pro binární klasifikaci model
jednoduše vybere k dotazování ty vzorky u nichž si je svým označením jistý s pravděpo-







𝑃 (𝑦𝑖|𝑥; 𝜃) log𝑃 (𝑦𝑖|𝑥; 𝜃),
kde 𝑦𝑖 nabývá hodnot všech možných označení. Entropie je míra v oblasti teorie informace
reprezentující míru informace potřebnou k zakódování distribuce. Jako taková je často brána
jako míra nejistoty, či nečistoty ve strojovém učení. Pro binární klasifikaci se chová identicky
jako dříve zmíněné určení pravděpodobnosti s jakou si je model jistý. Avšak je možno ji
jednoduše zobecnit pro probabilistické klasifikátory pro klasifikaci více tříd a pro práci s
komplexnějšími strukturovanými vzorky jako jsou sekvence [25] a stromy [14]. Alternativou





kde 𝑦* = argmax𝑦 𝑃 (𝑦|𝑥; 𝜃) je nejpravděpodobněji označení třídy. Tato strategie se ukázala
jako velmi účinná pro úkoly extrakce informace [25] [8]. Pro binární klasifikaci je tento
přístup ekvivalentní k přístupu s entropií.
2.3.2 Výbor modelů
Další, spíše teoretickou strategií výběru vzorků je algoritmus výbor modelů (query-by-
committee) [27]. Tento přístup zahrnuje udržování výboru 𝒞 = {𝜃(1), . . . , 𝜃𝐶} modelů, jenž
jsou všechny trénovány na současné označené sadě ℒ, ale reprezentují odlišné hypotézy.
Každý člen výboru potom volí označení kandidátů pro dotaz. Jako nejinformativnější vzo-
rek je pak vybrán ten, na němž se modely nejméně shodují. Základní premisou je minima-
lizace prostoru verzí, což je soubor hypotéz jenž jsou konzistentní se současnou označenou
sadou ℒ. Literatura se neshoduje na ideální velikosti výboru, jenž se mění s třídou modelů
nebo se způsobem použití. Avšak i malé výbory čítající dva až tři členy se v praxi ukázaly
jako velmi účinné [27] [20].
Pro určování míry nesouhlasu existují dva hlavní přístupy. První je entropie hlasů [9]
popsaná jako











kde 𝑦𝑖 opět nabývá hodnot všech možných označení a 𝑉 (𝑦𝑖) je počet "hlasů"jenž toto ozna-
čení obdrželo od členů výboru. Tato metoda lze chápat jako zobecnění nejistoty modelu





















𝑐=1 𝑃𝜃(𝑐)(𝑦𝑖|𝑥) je modely dohodnutá pravděpodobnost, že 𝑦𝑖 je správné označení. Kullback-
Lieblerova divergence [16] je v teorii informace míra odlišnosti mezi dvěma pravděpodob-
nostními rozděleními. Tato míra považuje za nejinformativnější vzorek ten, jenž má největší
průměrný rozdíl jakéhokoliv člena výboru oproti usnesené distribuci.
2.3.3 Očekávaná změna modelu
Další strategií výběru je dotazování vzorku jenž by současnému modelu přinesl největší
změnu, pokud bychom znali jeho označení. Příkladem strategie tohoto typu je očekávaná
délka gradientu (expected gradient length) pro diskriminativní probabilistické modely [26].
Jelikož diskriminativní probabilistické modely jsou většinou trénovány pomocí optimalizace
gradientu, změna v modelu může být měřena jako délka trénovacího gradientu. Jinými
slovy, trénovaný model dotazuje takový vzorek 𝑥, jenž by po označení a přidání do ℒ
vyústil v nerosáhlejší trénovací gradient. Nechť ∇ℓ(ℒ; 𝜃) je gradientem funkce ℓ vzhledem k
parametrům modelu 𝜃. Nechť ∇ℓ(ℒ∪⟨𝑥, 𝑦⟩; 𝜃) je nový gradient jenž by byl získán přidáním
trénovací dvojice ⟨𝑥, 𝑦⟩ do ℒ. Jelikož dotazovací algoritmus nezná opravdové označení 𝑦
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∇ℓ(ℒ ∪ ⟨𝑥, 𝑦𝑖⟩; 𝜃)
⃦⃦
,
kde ‖ · ‖ je Euklidovská norma každého výsledného gradientu vektoru. Metoda preferuje
vzorky jenž pravděpodobně nejvíce ovlivní model, bez ohledu na výsledné označení vzorku.
Tento přístup se ukázal být velmi dobře fungující v empirických studiích, ovšem může
být velmi výpočetně náročný pokud prostor rysů a množina možných označení jsou velmi
rozsáhlé [23].
2.3.4 Očekávaná redukce chyby
Strategie měřící potenciální redukci chybovosti modelu. Můžeme odhadnout budoucí chy-
bovost modelu jenž by nastala, pokud by vzorek 𝑥 byl označen a přidán do trénovací sady
ℒ a potom vybrat vzorek jenž minimalizuje toto očekávání. Strategie podobná předchozí,
avšak nyní cílíme na nejnižší chybu u dotazovaného vzorku, místo největší změny v modelu.
Metoda se zdá být téměř optimální a zároveň není závislá na třídě modelu. Vše co vyžaduje
je správná loss funkce a způsob jak odhadnout pozdější pravděpodobnosti označení. Tato
strategie byla s úspěchem použita s různými modely včetně naivního Bayesova klasifikátoru
[22], Gaussovskými náhodnými poli [37], podpůrnými vektorovými stroji [21] a logistické
regrese [11]. Naneštěstí také ve většině případů tato strategie bude výpočetně nejnáročnějsí
mezi všemi zmíněnými. Nejen že vyžaduje odhadování budoucí chyby pro každý dotaz v celé
𝒰 , ale nový model musí být znovu trénován pro každé označení vzorku. Toto vede k drastic-
kému nárůstu ceny výpočtů. Pro některé třídy modelů, jako jsou Gaussovská náhodná pole
[37], je inkrementální učící procedura účinná a přesná, což tuto strategii dělá velmi parktic-
kou. Ovšem pro většinu ostatních toto neplatí. Například binární logisticky regresní model
by vyžadoval 𝑂(𝑈𝐿𝐺) časovou komplexitu jen pro výběr dalšího dotazu, kde 𝑈 je velikost
neoznačené sady 𝒰 , 𝐿 je velikost současné trénovací sady ℒ a 𝐺 je počet výpočtů gradientů
potřebných k optimalizační proceduře až do konvergence. Klasifikační úloha se třemi a více
třídami označení využívající MaxEnt model [5] vyžaduje časovou komplexitu 𝑂(𝑀2𝑈𝐿𝐺),
kde 𝑀 je počet označovacích tříd. Sekvenční značkovací úlohy využívající podmínková ná-
hodná pole (conditional random fields) časová komplexita dosahuje 𝑂(𝑇𝑀𝑇+2𝑈𝐿𝐺), kde
𝑇 je délka vstupní sekvence. Z těchto důvodů se strategie s očekávanou redukcí chyby
používají pouze u úloh s binární klasifikací [23].
2.3.5 Metoda vážené hustoty rozložení vzorků
Jak bylo zmíněno strategie pracující s nejistotou modelu a strategie s výborem modelů
jsou náchylné k dotazování anomálních vzorků, což byl hlavní motivační faktor pro vznik
strategie s očekávanou redukcí chyby [22] [37]. Hlavní myšlenkou strategie s váženou husto-
tou rozložení vzorků je, že informativní vzorky nejsou jen ty u nichž si je model nejistý, ale













Zde ∅𝐴(𝑥) reprezentuje informativnost 𝑥 podle nějaké bázové dotazovací strategie 𝐴, jako
je nejistota modelu nebo výbor modelů. Druhá polovina rovnice váží informativnost vzorku
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𝑥 podle jeho průměrné podobnosti k ostatním vzorkům vstupní distribuce. Parametr 𝛽 řídí
důležitost tohoto dílčího výsledku [23].
2.4 Efektivita aktivního učení
Zásadní otázkou je, zda-li aktivní učení v praxi opravdu funguje a jestli skutečně přináší
nějaké výhody. Většina literatury a analýz se shoduje, že odpověď na první část otázky
je kladná [6] [29] [26]. Stejně tak tato literatura poukazuje na nesporné výhody aktivního
učení, jako je menší označená datová sada. Ovšem jsou zde i nevýhody. Trénovací sada je
pevně spjatá s modelem jenž byl využit v konkrétním případě. Pokud bychom chtěli tento
model změnit (což se v oblasti strojového učení děje velmi často), je třeba změnit také
trénovací sadu [23]. Krom toho v některých případech se ukázalo, že aktivně učící model




K implementaci jsem zvolil Python knihovnu PyTorch. Postupně jsem implementoval me-
tody pracující s nejistotou modelu a zkoumal jejich efektivitu v porovnání s náhodným
vzorkováním a učením na celé datové sadě.
Obecně všechny zvolené metody dokázaly předčít náhodné vzorkování, dle očekávání,




Při experimentování se strategiemi aktivního učení jsem pozoroval jejich lepší efektivitu
oproti náhodnému vzorkování. Ovšem i přes tyto úspěchy aktivní učení stále zaostává za
pasivním učení na velkých datových sadách což jej pro praktické využití činí nevhodným.
Trénování s využitím těchto metod je také mnohem výpočtě i časově náročnější než v
případě pasivního učení. Ve výsledku tedy použití těchto metod nepřináší příliš pozitiv.
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