Abstract This paper, which uses data on National Park visitors between 1979 and 1998 and every county in the United States, is the most exhaustive examination to date of how visitors affect crime. After controlling for many other factors that influence crime, the county-level regressions consistently indicate that national park visitors have no effect on either property or violent crime. These results are true for a variety of different measures of park visitors, for different empirical specifications, and for different regression formats. We therefore conclude that some visitor types have no impact on crime. This conclusion sheds light on the empirical issue of whether only some types of recreational visitors increase crime or whether visitors, regardless of their type, necessarily increase crime.
Introduction
Planners for regional projects including malls, amusement parks like Disney World, major league sports stadia, and other types of development projects are interested in the connection between visitors and crime. Understanding the precise nature of this relationship allows policymakers to evaluate the consequences, costs, and benefits of investing in major entertainment projects or sectors intended to draw substantial visitors. 1 This paper provides evidence to address two questions. First, do visitors increase crime? Most research concludes that visitors do increase crime. Fujii and Mak (1980) report that tourism growth ''does indeed lead to increased crime in visitor destinations.'' They confirm earlier work that found that ''major crimes against property (fraud, larceny, and robbery) appear to be strongly related to tourism (Jud 1975) . '' ''In general,'' Ochrym (1990) writes, ''the literature demonstrates that tourism and increases in crime are related.'' However, two papers show mixed evidence. Pizam (1982) argues that visitors increase crime in only four of the nine FBI index I crimes. Giacopassi et al. (2000) , which calculates both resident and visitor-adjusted crime rates for seven newly opened casino jurisdictions, shows that ''a minority of Part I crimes increased significantly regardless of which crime rate was used'' and that a majority of Part II crimes under one measure but not under the other.
2 To our knowledge, no papers contend for a broad range of crimes that visitors have no effect.
Second, do different types of visitors have similar effects on crime? Miller and Schwartz (1998) argue that a large number of visitors will raise crime rates, and that this effect is not different for casino tourists and other types of visitors. They write, ''The evidence amassed by researchers would certainly lead to a hypothesis that casinos would be associated with increased street crime. But it would also suggest that a new Six Flags amusement part would similarly lead to increased street crime.'' (p. 126). Giacopassi et al. (2000) explain how supporters of capital project proposals consistently contend that crime is not due to the opening of a casino, but rather is a natural outgrowth of increased visitors who would come to any attraction. Ochrym (1990) writes, ''Gaming-free tourism initiatives will have similar consequences for a community, as gaming has been identified to have had on Atlantic City.'' These views connect visitors and crime, but provide communities with little basis to seek alternatives to projects that might be expected to be associated with substantial increased crime. Successful tourism attracts visitors by definition, and little quality empirical research tests whether different types of visitors have similar effects on crime. Miller and Schwartz (1998, p. 135) write, ''Future researchers will need to determine how any findings of crime increases can be differentiated from those that would be expected just from the out-of-town visitors alone. '' Moreover, existing studies are limited in ways that may bias their conclusions. First, many analyses use a small number of cases. Some research focuses solely on one state or an area within one state. Fujii and Mak (1980) examine Hawaii, Albanese (1985) contrasts crime patterns in Atlantic City with those in the rest of New Jersey, Ochrym (1990) compares crime rates in Atlantic City with crime rates in two other urban areas in New Jersey, Jarrell and Howson (1990) use data from Kentucky in 1981, and Garcia and Nicholls (1995) study the area near the Mall of America. Giacopassi et al. (2000) and Stitt et al. (2003) study seven and six new casino locations, respectively. Two additional studies use a small number of observations in 1 year. Jud (1975) examines Mexico's 32 states and territories in 1970 and Pizam (1982) uses 50 state-level observations from 1975. Two studies examine a handful of jurisdictions over about a 10-year period. Pelfrey (1988) compares crime in Honolulu and Las Vegas to crime rates in large metro areas and across the U.S. and de Albuquerque (1984) compares rates of violent crime in seven Caribbean nations. In contrast, we examine every county in the United States for a twenty-year period.
Second, most studies include few control variables, and therefore may be subject to omitted variable bias. Pelfrey (1988) , Ochrym (1990) , and Giacopassi et al. (2000) have few or no control variables. Jud (1975) controls only for urbanization and Albanese (1985) provides some partial controls for the number of police and hotels. In this study we include about three dozen control variables. We also take advantage of the panel nature of the data and use county and time fixed effects among the different regression formats that we apply that control for unobserved differences across counties and time, respectively. We also use random effects regressions.
Third, the studies estimate the effects of visitors on crime with little or no recognition of the potential endogeneity arising from reverse causation as crime may also affect the number of visitors to an area. Jarrell and Howson (1990) is an exception. In this paper we explicitly identify the potential endogeneity and correct for it in our identification strategy.
Fourth, the literature also generally neglects discussing the theoretical links between visitors and crime, as Miller and Schwartz (1998) document. We analyze many theories of how visitors affect crime, and how they vary across both the type of crime and type of visitor.
This paper uses data that have never been used for this purpose to provide the first largescale, systematic evidence on the relationship between visitors and crime. The National Park Service records information on visitors and overnight stays for every national park, national historic site, national monument, battlefield, and recreational area in its jurisdiction. One in nine US counties contains such sites. One fourth of these counties receive over one million visitors per year, and one county hosted between 21 and 22 million visitors annually. Data on both recreational day visitors and overnight visitors are available, and the sample covers all U.S. counties from 1979 to 1998. Our statistics from other sources include crime rates, demographic variables, and economic variables for all U.S. counties. With these data, we estimate the impacts of national park visitors on FBI Index I violent and property crime rates, by using reduced form and structural models with instrumental variables. We show that park visitors do not affect crime, and therefore challenge the commonly articulated view that all visitors are the same in terms of their influence on crime.
The rest of this paper is organized as follows. Section ''Theoretical connections between visitors and crime'' analyzes the theoretical links between visitors and crime. Section ''Data'' explains the data we use to test these theories. Section ''Estimation strategy'' explains our estimation strategy. Section ''Results'' discusses the effects of park visitors on crime. Section Overnight visitors discusses the difference in crime effects between overnight visitors and non-overnight visitors, and Sect. ''Robustness checks'' reports other robustness investigations. The conclusion, in Sect. ''Conclusions'', reports that visitors to national parks, historic sites, memorials, and monuments do not contribute to higher crime, thus undermining the claim that all types of visitors have similar effects on crime.
Theoretical Connections Between Visitors and Crime
Visitors might reduce crime by improving legal earning opportunities or through development effects.
1. Wage Effects: Gould et al. (2002) show that higher wages and employment for lowskilled workers reduce crime. If visitors raise the demand for products and services, which in turn raise employment and wages for low-skilled workers, then they should reduce crime. 2. Development: Visitors may reduce crime indirectly through development effects. For example, growth in the number of visitors may expand the demand for goods and services, which may lead to the renovation of areas that once harbored crime, or visitors might provide a presence that reduces the ability of criminals to act in more highly trafficked areas. These areas may be less amenable to crime when renovation occurs and population increases.
Conversely, there are many reasons why visitors may increase crime.
1. Increased Payoff to Crime: Visitors may increase crime by lowering the information costs of finding potential victims and increasing the potential net benefits of illegal activity. Chesney-Lind and Lind (1986) suggest that one reason tourist areas often have more crime is that tourists are crime targets. They find that tourists in Hawaii had a violent crime victimization rate that was 27% higher than the corresponding rate of residents, and that the property crime victimization rate was 29% higher for travelers than for residents. Tourists bring more money, a higher concentration of cash, and create more potential victims. Visitors may have less information about dangerous areas, and therefore be more likely to be in higher-crime areas. Or visitors may be more easily identifiable to potential criminals. 2. Visitor Criminality: Visitors, who may have lower social connections to an area or lower reputational costs of engaging in illegal activity, may commit crime. 3. Social Disorganization Theory: Social disorganization theory asserts that high rates of residential turnover and migration may reduce the ability of areas to control crime. Crime may be higher in places with national parks because they have many short-term visitors and higher residential turnover rates. In the regressions that follow, we allow for this possibility in our fixed effect regression formats. 4. Routine Activity Theory: Routine Activity Theory argues that normal life activities create environments where potential perpetrators and victims interact in ways that create opportunities for crime to be committed (Cohen and Felson 1979) . An increase in the number of visitors may alter routine activities in ways that raise opportunities for crime to be committed. 5. Hot Spot Theory: Hot Spot Theory states that high crime rates may be concentrated in specific geographic locales. Hot spots have often been characterized by forbidden or morally debatable activities such as casinos, drug trade, or adult entertainment. Further explanation of exactly how an identified activity makes a spot ''hot'' is needed, but the theory implies that the presence of defined hot spots should be associated with higher crime rates. Because the nature of the sightseeing product and the types of visitors are different, it is not clear whether national parks would have similar criminogenic effects as the locations and activities that are normally associated with hot spot theory. We are able to provide evidence in the regressions that follow.
In sum, one can identify reasons based on economic and sociological theories of crime why visitors might increase or decrease crime. Whether visitors increase crime and whether different types of visitors increase crime are empirical issues. In what follows, we estimate the total effect of visitors on crime without distinguishing between the different theories and underlying causal mechanism.
Effects Across Types of Crime
Each crime mechanism need not have identical impacts across crimes. For example, improvements in the legal sector reduce property crime more than violent crime (Gould et al. 2002) . Pizam (1982) concludes that visitor expenditures have different effects on different types of crimes. The statistical connection is harder to detect for murder, which is rare compared to other crimes and other causes are more important. For this reason we expect visitors to have a relatively small impact on murder rates.
Burglary, larceny and auto theft, and the violent crime of robbery, have pecuniary payoffs. Visitors may affect aggravated assault rates because assault often occurs in the context of a crime with an economic payoff. Because the FBI classifies each incident involving multiple offenses under the most serious offense, property crimes and robberies that become assaults are categorized as assaults.
Identifying the link between visitors and rape is less obvious. Visitors may be more likely to commit rape or to be victims. Visitors may have an indirect effect through the population composition effect and social climate. Changed population might be related to attraction-linked growth in adult entertainment, escort services, and related industries, which show significant increases measured by advertising or the number of listings in the yellow pages (Grinols and Mustard 2006) .
Effects Across Type of Visitor
The analysis above suggests that the type of visitor may also theoretically affect crime, because different types of visitors may be more prone to be victims or perpetrators of crime. To show that visitors or a particular type of visitor influences crime requires analysis that can account for many causes of crime, of which visitors are only one. As documented earlier, most research tends to assert that casino visitors are no different from visitors to other types of attractions in terms of the degree to which they affect crime. However, empirical research provides little high quality systematic evidence to support this contention. Grinols and Mustard (2006) present some raw data that lead us to question the oftenencountered conclusions. For example, Branson, MO, a town of only about 6,000 people receives hundreds of thousands of visitors per year, and hosts many more visitors per capita than more well-known destinations like Hawaii or Disney World in Orlando, FL. Yet Branson, which generally attracts older and retired couples, has a crime rate that is a tiny fraction of other tourist destination crime rates. In 1994 (a middle year of our sample), three of the largest tourist attractions in the United States were Bloomington, MN (the Mall of America), Orlando, FL (Disney World), and Branson, MO (country and western music)for Orlando, and 40 for Las Vegas (casinos and entertainment). Yet, the crime observed in each location per 100,000 visitors-plus-residents was 187.3 for Las Vegas, 64.0 for Orlando, 16.4 for Branson, and 11.9 for Bloomington, exactly reversing the ranking by visitors. Bloomington, received 7.7 million more visitors than Las Vegas, but experienced crime at a rate less than 1 15 th of Las Vegas's. Although these raw data are suggestive, Grinols and Mustard (2006) do not analyze systematic evidence on this question. This current paper fills this research void and concludes that not all visitors increase crime, and therefore that the type of visitor also is fundamentally important.
Data
Because the crime rates vary substantially across small geographic areas, we want data aggregated to the smallest unit for which we can obtain systematic annual data for crime, visitors, and our control variables. The smallest unit for which all those data are available is the county, so our sample covers all U.S. counties for the 20-year period 1979-1998. Ideally we would like the annual number of visitors to each county, characteristics of the visitors, and the primary reasons for which they visited. Unfortunately, such data do not exist.
4 Therefore, we use the most reliable and systematic data on visitors that are available. The National Park Service reports county-level panel data that provide the number of visitors to twenty-nine types of National Sites, such as Battlefields, Memorials, Recreation Areas, and Seashores. The largest categories are National Monuments (72), National Historical Sites (72), and National Parks (60). We use the generic term ''national park'' to refer to visitors to any of the designations based on National Park Service classifications. For complete listings and definitions see U.S. National Park Service.
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These attractions, which are scattered throughout the country, are heterogeneous in many interesting ways. The geographic area covered by the facilities ranges from .02 acres for the Thaddeus Kosciuszko National Memorial in Philadelphia to honor the Polish hero of the American Revolutionary War to the Wrangell-St. Elias National Park and Preserve in Alaska, which exceeds 13 million square miles.
Another interesting feature of these sites is that they include both long-existing and new attractions. Seventy-six areas experience their first visitors during our sample period and these new attractions vary in terms of date opened, location, and the number of visitors they draw. At least one attraction experienced new visitors for the first time in 18 of the 20 years in our sample. The Thomas Stone National Historic Site in MD (1978) and the Aniakchak National Monument & Preserve in AK (1978) rarely draw more than a few thousand visitors. In contrast, the USS Arizona National Memorial in HI (1980) and Vietnam Veterans Memorial in Washington, DC (1980) draw more than a million visitors each year. The San Francisco Maritime National Historic Park in CA (1988), which drew over 5 million visitors in its first year and over 3 million every year since it opened, draws the most visitors of the national attractions that opened during our sample period.
Some attractions that receive millions of visitors a year, such as Yellowstone National Park, are in counties with sparse population, while others are in highly populated areas. Considering just those sample observations involving more than one million annual visitors, county population ranged from 3,974 to 2.8 million. The correlation between the national park visitor variables and the demographic, population, and other variables explaining crime is less than 0.06 in all but a very few cases, and greater than 0.12 in none. The information contained in the park visitor variable is therefore largely orthogonal to the information contained in other right-hand-side explanatory variables. If there is a connection between park visitors and crime, adding this variable to the regression should improve the explanatory power for counties that have such visitors and distinguish their effect from the impact of other variables.
We consider a county to have a national park or attraction if any part of that attraction was located in the county. These visitor data distinguish recreational visitors, who are only daytime guests, from overnight visitors, who spend the night. Our main regressions examine whether these different measures of visitors influence crime differently and clearly indicate that they do not. A small number of counties have more than one attraction. Washington, D.C., with thirteen, is the most prominent example. The main regressions report the results that use the maximum number of visitors to attractions in the county to prevent double counting. However, to test the robustness of the results, for the counties with multiple attractions we later use the sum of visitors across attractions and find that alternative visitor measures do not change the results.
There are two types of U.S. Park Rangers-interpretive and law enforcement. The first group provides educational and informational services to guests in the form of tours, demonstrations, and historical re-enactments. The latter group is comprised of commissioned federal law enforcement officers. The U.S. Park Police also has law enforcement responsibilities in San Francisco, New York, and on the Mall in Washington, D.C. The U.S. Park Rangers and Park Police work jointly with local, state, and other federal agencies to combat crime in National Parks.
The dependent variables-crime rates-are from the Federal Bureau of Investigation's (FBI) Uniform Crime Report (UCR), 6 which provides the number of arrests and offenses for the 7 FBI Index I Offenses. We report results for the four violent crimes (murder, rape, robbery, and aggravated assault) and the three property offenses (burglary, larceny, and auto theft). 7 The UCR also provides arrest data that we use as additional control variables in the robustness checks.
The characteristics and type of residents also matter to crime. For control variables, we use U.S. Census Bureau data including population density per square mile, total county population, and population distributions by race, age and sex. Information System of the Bureau of Commerce provides data on income, unemployment, income maintenance transfers, and retirement. Income maintenance includes Supplemental Security Insurance (SSI), Aid to Families with Dependent Children (AFDC), food stamps, and other income maintenance (which includes general assistance, emergency assistance, refugee assistance, foster home care payments, earned income tax credits, and energy assistance). Unemployment insurance benefits include state unemployment insurance compensation, Unemployment Compensation for Federal Civilian Employees (UCFE), Unemployment for Railroad Employees, and Unemployment for Veterans (UCX), and other unemployment compensation (which consists of trade readjustment allowance payments, Redwood Park benefit payments, public service employment benefit payments, and transitional benefit payments). Retirement payments include old age survivor and disability payments, railroad retirement and disability payments, federal civilian employee retirement payments, military retirement payments, state and local government employee retirement payments, federal and state workers' compensation payments, and other forms of government disability insurance and retirement pay. Table 1 reports summary statistics on park versus non-park counties. In general, park counties have higher population and population density than non-park counties (222,368 vs. 64,841 and 686 vs. 174, respectively) . The standard deviation of both statistics is correspondingly higher for park counties as well, so we control for population density in subsequent regressions. The income and crime variables are also higher in park counties and generally exhibit a higher standard deviation. The variation across park counties is greater for all variables except larceny, rape and per capita retirement compensation, explained by the wide variation in settings for National Park Service attractions. 
Estimation Strategy
To determine the impact of visitors on crime we use the following empirical specification as our base model. Equation 1 represents the effect of visitors on crime and Eq. 2 represents the endogenous effect of crime's influence on visitors.
where • C it is the crime rate (offenses per 100,000 people) of county i in year t, • a and are constants, and • b i ; f i are the vectors of estimated coefficients on the county-level effects that control for unobserved characteristics across counties.
• The time fixed effect, T t , controls for national crime rate trends and • The variables V it ; V i;tÀ1 contain the visitor variables and their lagged values.
• A it is a vector of control variables that includes population density, the percent of the population that was male, percent that was black, percent that was white, and the percent between the ages of 10-19, 20-29, 30-39, 40-49, 50-64, and over 65. The remaining groups were Hispanics and those between 0 and 9 years.
• Economic variables in A it are real per capita personal income, real per capita unemployment insurance payments, real per capita retirement compensation per old person, and real per capita income maintenance payments. All figures are adjusted to a common 1982-84 dollar base.
• Law enforcement variables, such as arrest rates, are not included in the base specifications because many of the counties have missing values and would therefore be excluded from the regressions. At the end of the paper we do robustness checks and show that including law enforcement variables does not change the results.
Increased crime rates might influence the number of people who visit a given national park. Equations 1 and 2 allow for this reverse causality. Therefore, we are also interested in the reduced form,
where coefficient d measures the total net effect of national park visitors on crime rates. Including lags, the regression has 33 explanatory variables plus one constant for each county (3,154) for a total of 3,187 explanatory variables. Excluding observations with missing data reduced the sample size in most regressions to 50,000-55,000, leaving more than adequate degrees of freedom for estimation. To correct for correlation within counties over time, we use Stata's cluster command (xtreg) for time series-cross section data. Because low population counties have higher variance in their crime rates, we weight all of the regressions by the county population. Our empirical strategy addresses many limitations of previous research. First, by utilizing a comprehensive county-level data set that includes every U.S. county we eliminate sample selection concerns. Second, by using an exhaustive set of control variables, most of which are commonly excluded from other studies, we reduce omitted variable bias.
Third, we try to correct for possible simultaneity by estimating Eq. 1 directly through instrumental variable fixed effect regressions, using the exogenous variables and lagged visitor variables as instruments for the endogenous right hand side visitor variable.
Although we experimented with lags of different lengths, we report the results for the oneyear lagged instrument for three reasons. First, from a theoretical standpoint, the contemporary crime rate should not affect visitors of the previous year. Second, from an empirical standpoint the one-year lagged visitor variable is highly correlated with the contemporaneous visitor variable and is uncorrelated with the crime measures we use for dependent variables. Third, including additional lags to generate instruments reduces the number of usable years of data by 1 year of our 20 year sample for each year of lag added. Section ''Robustness checks'' summarizes the results of our robustness checks with different lags.
Results
We report three sets of results to estimate the effect of national park visitors on crime rates: a base specification where no control variables are present except the county and year fixed effects, the reduced-form Eq. 3 estimates that control for demographic and income variation across counties, and a simultaneous equations estimate of Eq. 1 that reports structural coefficient estimates that measure the direct effect of visitors on crime (estimates of d in Eq. 1). The reduced form regressions take account of all avenues of influence. For example, if visitors raise crime rates that in turn, decrease the future potential visitors to the destination in question, both effects will be captured in the reduced-form coefficients. However, all three specifications produce similar results. Table 2 reports the effect of 100,000 additional national park visitors on the seven types of offenses. This base specification with limited controls shows that only robbery, with a p-value of .089, is statistically significant at the .10 level or better. The estimate implies that for every increase of 100,000 visitors, the robbery rate decreases by 0.57. The other six coefficient estimates are not statistically significant and range from a p-value of 0.19-0.82. Table 3 reports the reduced form and shows the same information except that the full set of control variables is included. Comparing to Table 2 , the coefficients for robbery, murder and burglary move closer to zero and are less statistically significant. Of the coefficients that gain in statistical significance, the coefficients for aggravated assault, rape and larceny are larger, for automobile theft smaller. None of the coefficients rise to the level of standard statistical significance. National park visitors do not appear to be associated with a discernable change in crime rates. Table 4 reports the structural effect of national park visitors on violent and property crime. Once again, all seven of the coefficient estimates are not statistically different from zero. The lowest p-value is 0.586.
Base Specifications

Structural Effects
Overnight Visitors
We also used the number of overnight national park visitors to test whether alternative visitor measures affect crime rates differently. By visiting for longer periods of time, overnight visitors may have greater opportunities to be both victims and perpetrators of crime. Table 5 uses the base specification and reproduces Table 2 for overnight national park visitors. Once again, all of the point estimates were not statistically different from zero. There is little to suggest that overnight visitors have a different, or larger, effect on crime than day visitors. Table 6 displays the regressions that test for the effect of national park overnight visitors on FBI Index I crimes when all other control variables are present. The signs and size of coefficients are little changed from those of Table 3 . Combining aggravated National park visitor coefficients are displayed in units of additional crime incidents per 100,000 population. National park visitors are measured as number of day visitors/100,000. For counties with multiple attractions, visitors are measured as the highest number of visitors to any attraction.
J Quant Criminol (2011) 27:363-378 373 assaults, robbery, larceny, burglary, and auto theft, the table implies that one hundred thousand more overnight visitors is associated with 13.4 fewer annual crime incidents per 100,000 population. Rapes would be up by 0.6 (one more every 2 years) and murders by 0.1 (one more every 10 years). However, none of the numbers estimated are statistically significant. Again, we conclude that national park visitors, whether day or overnight, are not associated with higher crime rates for the seven crimes studied. Table 7 tests whether there is any difference between recreational day visitors and overnight visitors. The variable D (Overnight-Day) measures just the additional contribution of overnight visitors to crime relative to the effect of the same number of day visitors. The sign pattern mimics that of Table 4 : the presence of overnight visitors diminishes the expected number of crimes for all crimes except rape and murder. None of the measured differences are statistically significant, however. Whether national park Overnight national park coefficients are displayed in units of additional annual crime incidents per 100,000 population. Overnight national park visitors are measured as number of overnight visitors/100,000. For counties with multiple attractions, visitors are measured as the highest number of visitors to any attraction visitors are day visitors or stay overnight there is negligible effect on crime rates. This conclusion is meaningful because we measure the effect on total number of crime incidents per resident population (the standard definition of crime rate). It would be even more true if crime were measured in reference to resident ? visitor population.
Robustness Checks
We conducted a number of additional robustness checks related to the form of estimation, the explanatory variables, and the dependent variables. J Quant Criminol (2011) 27:363-378 375 All the regressions reported to this point omit law enforcement variables. Although including these variables as regressors may reduce omitted variable bias to the extent that arrest rates are correlated with visitors to national parks, it also introduces bias by substantially reducing the number of counties with available data. 9 Although arrest rates are often undefined, the problem is even bigger for other law enforcement variables. County level conviction rates and sentence lengths are available for only four states (Mustard 2003) , and annual police employment is unavailable at the county level.
To reduce the potential for omitted variable bias, we ran Tables 3 and 4 regressions with county arrest rates as regressors for all crimes. None of the 14 coefficient estimates (seven crime regressions, two visitor types) in the reduced form estimates are statistically significant. The near exception was overnight visitors and murder. An additional one million overnight national park visitors was associated with .348 more murders annually per 100,000 population. This coefficient was significant at the 10.0 percent level.
We also re-ran the structural regressions including the arrest rates as explanatory variables. We were especially interested to know if overnight visitors affected crime rates. There is no effect in any of the 14 estimates, including no effect for murder, which was not even significant at greater than the 55% level. There may be some connection between overnight visitors in our data set and murder, but the evidence is weak and requires more investigation with different data. None of the other crimes is affected by day visitors or overnight visitors in either the reduced form effects or structural estimates.
We ran the structural regressions including the arrest rates as explanatory variables with additional lags of the visitor variable as instruments for the visitor variable. No statistically significant relation between national park visitors and increased crime resulted. In a few cases increased national park visitors were associated with reduced crime rates, but the instrumented visitor variable and lagged visitor variable were highly correlated in these cases and the sum of coefficients was not significantly different from zero.
The regressions reported in Tables 2, 3 , 4, 5, 6 and 7 allowed for the variance of the error term to vary county by county. This involves invoking the ''cluster(county)'' command in Stata. However, in addition to including arrest rates as explanatory variables, and estimating the variance structure by county, we also ran the base regressions reported in Tables 3, 4 , 5, and 6 with observations weighted by the county's average population, 10 which accords more weight to counties with larger population. In all cases, the visitor variable was statistically insignificant. The same was true when overnight visits were used as the visitor measure. Generally the estimated coefficients moved closer to zero and lost statistical significance. This was the case for all reduced form (Table 3 type) visitor regressions, for example. One reduced form regression indicated that overnight visitors reduced aggravated assaults (P-value = 5.8%), but the structural equation did not corroborate. 11 We conclude, as before, that the evidence suggests that national park visitors are not statistically related to increases in crime.
Another check involved counties with multiple attractions. Of the 64 counties in our sample containing multiple attractions, 53 counties have two attractions and 11 counties have more than two. For a county with only one attraction, setting the number of visitors equal to the maximum of the number of visitors received by any attraction in the county in the year in question accurately measures visitors. For a county with multiple park service sites such as Washington, DC, which has many attractions close to one another, the measure is also probably accurate because many of the same visitors stop at multiple sites. For counties with two attractions such as San Juan, Utah which hosts Natural Bridges National Monument and Canyonlands National Park or Pennington, South Dakota which hosts the Badlands National Park and Mount Rushmore National Memorial, visitors to one often visit the other.
However, to allow for other possibilities, we also calculated the number of visitors as the sum of visitors to any attraction in the county for the year in question and ran regressions with the independent visitor variable calculated both ways. The results are the same. None of the coefficient estimates in the structural or reduced form crime regressions where visitors were measured as the sum of visitors to attractions in the county were statistically significant, and the coefficient coming closest to standard significance is the reduced-form coefficient for burglary (-2.304, significant at the 8.6% level), which indicated that national park visitors reduce the incidence of burglary.
We also re-ran the reduced form regressions using a random effects panel model. None of the coefficients are statistically significant at the 5% level. One coefficient (robbery, coefficient -0.665) is significant at the 7.1% level suggesting that an additional 1 million national park visitors reduced this crime by one incident annually per 150,000 residents. Overnight visitors are significant at the 7.5% level for murder (coefficient .249).
Last, some researchers focus on the effect of visitors on the crime rate measured relative to the resident population plus the number of visitors. This is referred to by Grinols and Mustard (2006) as the''diluted crime rate'' to distinguish it from the federally-reported rate. If national park visitors do not increase the number of crimes committed, then dividing by a larger denominator implies that national park visitors should be associated with a reduced diluted crime rate. We, therefore, re-ran the regressions reported in Table 3 , replacing the dependent variable with the visitor-diluted crime rate (number of crime incidents divided by the sum of resident population plus visitors). As expected, all coefficients show a reduction in crime and are statistically significant at the 1% level or better. The sole exception was murder, which was significant at the 2.5% level.
Conclusions
The research that examines how visitors affect crime frequently concludes that all visitors increase crime and have similar crime-inducing characteristics. Our paper casts doubt on both conclusions and thus supports those who have reservations about the consensus. This is the first paper that empirically documents that national park visitors have no crimeinducing effects, and therefore, that different visitor types have different crime effects.
We employed a large-scale data set of national park visitors that encompasses every county in the U.S. between 1979 and 1998. We also used the largest set of national crime data for which offenses are available, FBI Index I crimes, because the FBI does not report offenses for its other indexes. While they report arrests for a wider variety of crimes, they report the number of offenses for Index 1 crimes only. Our analysis of the relationship between visitors and crime is the most exhaustive ever undertaken in terms of the number of regions examined, the years covered, and the control variables used, and consequently avoids many of the limitations of earlier studies.
12 Both the size of the visitor populationin the millions for many attractions-the range of variation in the number of park visitors-from zero to over 5 million in the largest case, and from zero to millions in many other cases-and the range of variation in the host resident population-from hundreds to millions-makes the information contained in national park visitor data largely uncorrelated with other variables associated with the level of crime. The data strongly suggest that national park visitors do not affect crime, either for FBI Index I violent crimes or for property crimes. These results are true for different ways of measuring park visitors and for different ways of estimating the effect. Future research and policy should recognize that the type of visitor and attraction can have significantly different effects on crime.
