Since brownian motion can't be defined on a differentiable manifold without assigning on it a riemannian metric by which it depends, Guerra's and coworkers' approach to the definition of the stochastic action in the framework of Stochastic Mechanics is completelly inconsistent * This paper is dedicated to all the romans that, in different ways, "suggested" me not to write this paper 1
Rigorous Malliavin Calculus versus roman-like stochastic actions
Edward Nelson has shown that Quantum Mechanics can be formulated completelly in the framework of Classical Stochastic Processes giving rise to a theory usually called Stochastic Mechanics [1] . The underlying interpretation of quantum fluctuations as a particular kind of statistical fluctuations arising from a brownian disturbance of Classical Mechanics is, indeed, conceptually fascinating.
I will denote from here and beyond by CDS(M , g ab , V ) the classical dynamical system having as configuration space the differentiable manifold M and as lagrangian [2] :
where g ab is a riemannian metric on M, V is a smooth real-valued function on M and where I have adopted Roger Penrose's abstract index notation for whose explication I demand to the paragraph2.4 (pagg.23-28) of Wald's manual on General Relativity [3] .
According to the langrangian action principle the dynamical evolution of such a system during the temporal-interval [t 1 is the action functional.
For particular dynamical systems of the form CDS(R D , δ ab , V ) with:
• flat configuration space M = R D
• euclidean kinetic metric g ab = δ ab the lagrangian can be written in terms of global euclidean coordinates {x
, [5] in the more usual form:
Now Stochastic Mechanics claims that in the case M = R D , g ab = δ ab its dynamics may be described by an analogous variational principle.
Following Guerra's presentation [6] , [7] let us introduce at this purpose, the stochastic dynamical system SDS(R D , δ ab , V ) as the stochastic dynamical system having stochastic lagrangian:
where v + and v − are, respectively, the forward and backward velocity fields of the stochastic process q(t) on which the action is computed, defined as:
or, more concisely:
where D + and D − denote, respectively, the forward and backward stochastic derivatives. Defined the stochastic action:
Stochastic Mechanics claims that the expected value of the dynamical evolution of SDS(R D , δ ab , V ) during the temporal-interval [t 1 , t 2 ] may be expressed again as the solution of the variational principle eq.?? provided S is intended to be the stochastic action of eq.1.9.
The proof of such a claim is, anyway, rather euristic since it is is based on a questionable lattice-regularization procedure rather than on rigorous Malliavin Calculus [8] , [9] :
Indeed from Malliavin Calculus one would expect that a stochastic variation principle should involve not the naive backward and forward-stochastic derivatives, but Malliavin derivatives:
of some proper square-integrable σ(W t : t ≤ T )-measurable functional F of the process {q(t)}, where W t : 0 ≤ t ≤ T is a Wiener process:
where F (m) (W ) is defined through the multiple Wiener-Ito integrals:
For the particular system SDS(R D , δ ab , V ) the roman-like approach to the stochastic action principle is still meaningful.
As I will show in the next section, anyway, Guerra's and coworkers' extension of the roman-like approach to stochastic dynamical systems with arbitrary configuration space and kinetic metric [10] , [11] [12] , [13] , [14] .
Given an Hilbert space H and a positive, symmetric, bilinear form on H E : D(E) × D(E) → R (a symmetric form from here and beyond) defined on a dense subset D(E) times D(E) of H × H ( that I will denote as (D(E), E) let us introduce the symmetric form on H:
We will say that the form (
is also an Hilbert space, i.e. if it is complete in the norm
We will say that (D(E), E) is closable if it has a closed extension. In this case we define the closure of E as the smallest closed extension (D(Ē),Ē) of (D(E), E).
The closure condition guarantees the existence of a whole plethora of bijective correspondences:
1. there is a one-to-one correspondence between closed symmetric forms and positive self-adjoint operators on H according to which the operator (D(H), H) corresponds the closed symmetric form:
2. there is a one-to-one correspondence between positive self-adjoint operators and strongly continuous contraction semigroups on H according to which the the operator (D(H), H) corresponds to the stronglycontinuous contraction semigroup (T t := e −tH ) t≥0
3. there is a one-to-one correspondence between strongly continuous contraction semigroups and strongly continuous contraction resolvents according to which the strongly continuous contraction semigroup (T t ) t≥0 corresponds to the strongly-continuous contraction-resolvent (G α ) α≥0 :
The full power of this chain of one-to-one correspondences arises, anyway, when one consider Dirichlet forms:
in fact, for Dirichlet forms, one can add a link to the chain of one-to-one correspondences associating to a Dirichlet form the Markovian stochastic process having as transition-probability-function the integral kernel of the associated strongly-continuous contraction semigroup.
Supponing that H = L 2 (M, µ) for a proper Borel measure space (M , B , µ) will say that the closed symmetric form: (D(E), E) is a Dirichlet form iff:
where
The Dirichlet-condition of a symmetric form corresponds to specular conditions on the other links of the chain of one-to -one correspondence above introduced:
namely one has that:
where a self-adjoint operator (D(A), A) is said Dirichlet iff:
while a strongly-continuous contraction semigroup is said markovian iff:
Let us now assume that (M, B) is Hausdorff and that the measure µ is σ − f inite.
We will say that a symmetric form E is properly associated with a Markov process (X t ) t≥0 on M if E · [f (X t )] is an E− -quasi-continuous µ-version of (e −tH f )(·) where E-quasi-continuous means continuous modulo E-exceptional sets, i.e. modulo set S ⊂ M :
where the E-capacity of S is defined as:
if S is open, and:
if S is arbitrary.
We will say that a Dirichlet form (
, where C 0 (M ) denotes the set of compact-supported functions on M, · ∞ denotes the usual uniform norm, while · 1 := E 1 (·, ·).
The fundamental Fukushima Theorem grants that if a Dirichlet form is regular than it is properly associated to a Markov process (X t ).
Such a property can be used, in particular, to give the first construction of the brownian motion on a riemannian manifold (M, g ab ) of the many ones we will analyze [15] , [16] , [17] , [18] , [19] .
Let us start from the symmetric form:
where C ∞ 0 (M ) denotes the set of compact-supported smooth functions on M, while < ·, · > is the g -metric induced scalar product on the space Γ(T (0,n) M ) of the sections of the (0,n)-tensor bundle (i.e. the space of the n-differential forms on M):
where ⋆ is the Hodge duality operator on (M,g).
The closure (D(Ē),Ē) is a Dirichlet form, usually called the heat Dirichlet form on (M , g
) whose associated positive self-adjoint operator is precisely the Laplace Beltrami operator defined on the 2 th Sobolev space on M:
14)
The brownian motion on (M,g) is then defined precisely as the Markov process on M properly associated to the heat Dirichlet form on (M , g ).
Defining brownian motion on riemannian manifolds via projection from the orthonormal frame bundle
A more direct approach to the definition of brownian motion on a riemnanian manifold ( M ,g ) (equivalent to the Dirichlet-approach discussed in the preovious section) lies on an idea of Bockner [16] , [17] , [18] , [19] . The underlying idea can be intuitively understood considering the case of the sphere.
Let us consider a two dimensional Brownian motion on a plane and suppose that the trajectory of a Brownian particle is traced in ink.
We roll a sphere on the plane along the Brownian curve without slipping. The resulting path which is thus transferred defines a random curve on the sphere that one defiens it defines as the Brownian motion on the sphere.
The same procedure of rolling a manifold along brownian curves in the euclidean space can be adopted for arbitary riemannian manifolds and may, indeed, be formalized in the elegant orthonormal-frame-bundle's formalism:
given 
Given u = (e 1 , · · · , e D ) ∈ O(D) let us introduce the soldering map in u σ u : T π(u) → R D defined as:
and the canonical form in u θ u :
Given u 0 ∈ π −1 (x 0 ) we can obsiously look at it as a linear isomorphism
Taken a maximal solution u : [a, ξ) × Ω → O(N ) of the Stratonovich-calculus stochastic differential equation:
we can finally define the brownian motion on (M, g) starting at x 0 as the stochastic process R(z) u0 : [a, ξ) × Ω → M as:
4 Defining brownian motion on differential manifolds via projection from euclidean ambient spaces
There exist another way of defining brownian motion on a D-dimensional differential manifold M consisting in embedding it in an ambient euclidean space (R D , δ) and defining the brownian motion on M projecting it from the brownian motion on such a space.
We refer to the fourth chapter of [19] for all the details.
This extrinsic approach, that Stroock calls the poor's man approach, has the great bug of depending:
1. on the choice of the ambient space R D 2. on the choice of the embedding f :
Indeed it is equivalent to the brownian motion on the riemannian manifold (M, f ⋆ δ) as defined in the previous sections, and depends , conseguentially, on the induced riemannian metric f ⋆ δ. In the case in which dim(M ) = 2, assuming D = 3 one can use Gauss's Theorema Egregium stating that f ⋆ δ (the first fundamental form of the surface) is independent from the particular embedding f.
Anyway, also in this case, the choice D = 3 is completelly ad hoc.
The poor's man approach is, anyway, a diamond of mathematical rigour and conceptual clearness if compared with Guerra and coworkers' way of raping brownian motion on manifolds.
5 Proof that all the definitions of brownian motion on a manifold require the assignement of a riemannian metric
We have seen that in all the discussed approaches to the definition of brownian motion on a riemannian manifold (M, g) the metric g played a crucial rule, so that the resulted construction depends essentially on it:
• the heat Dirichlet form on (M, g) depends obviously on g
• the orthonormal frame bundle as well as the Levi-Civita connection's direct sum-decomposition in its vertical and horizontal subbundles depends clearly on g
• the negative features of the extrinsic approach consists, essentially, in the ad-hoc assumption of a particular induced metric
As we will now show this completelly inficiates Guerra and coworkers' works [10] , [11] 6 The Mettiamoce-na-pezza roman methodological principle: Guerra and coworkers' stochastic action principle
Guerra an coworkers [10] , [11] attempt to generalize the stochastic action principle of Stochastic Mechanics from SDS(R D , δ ab , V ) to a generic SDS(M , g ab , V ). They follow two different approaches:
• the geodesic interpolation approach
• the isokinetic developing map approach Both the approaches are based on the wave-handed manipolation of localcoordinates expressions, refferring to a global chart, though, in general, it doesn't exist.
In the geodesic approach they follow a sort of lattice-regularization, splitting the time interval [t 1 , t 2 ] on which the diffusion occurs in k subintervals of step ∆t such that k∆t = t 2 − t 1 .
Along each of these subintervals they replace the generic difussion q(t) (that they call smooth , non-differentiable by a fascinating anacolutus) by an intepolating geodesic.
The geodesics with respect to which connection ? Guerra and coworkers are rather permissive about that: it can be the LeviCivita connection of the metric g or some other connection Γ upon which choice the whole results depends: it doesn't seem to worry them so much.
To be more precise, they define what they (and only they) call a geodesic gauge transformation, corresponding to changing the underlying connection Γ:
They seem to notice that, upon this transformation, both the regularized stochatic action and the renormalized one (that they obtain by taking the limit k → ∞, throwing away the terms they don't like, and inglobing all the remaining bugs in a, so called, renormalization constant) but here comes the genius' light:
it is sufficient to change the potential V by a proper transformation:
and everything returns to be ok. Let us clarify the underlying idea: isn't a system invariant under a certain tranformation? Why worry ? Let us define a gauge-transformation as a map sending the initial system in a different system and, of course, modulo change of the system, everything is gauge-invariant !!!!!! So, a part from an infinite contribution they throw away appealing to renormalization (someone should explain to Guerra that Renormalization Theory is something else than discarding the disturbing diverging terms of an expression), they result in a diffusion that is function of a certain stochastic process that, via its definition as the solution of a proper stochastic differential equation, depends from the brownian motion on the manifold.
But isn't the solution of such a stochastic differential equation not Guerragauge-invariant, i.e. doesn't it identify a certain diffusion and not an other? Don't worry . It is sufficient to leave completely unspecified which brownian motion on M one is considering and everything returns Guerra-gauge-invariant, i.e. completellyarbitary.
From a philological analysis of their works it appears clear that from the publication of [10] to the publication of [11] Guerra realized that his results weren't so much consistent with the serious Eells-Elworthy-Malliavin approach.
So, following the fundamental roman-methodological principle:
"mettiamoce 'na pezza" in [11] he tries an exhilarating attempt of restyling, transforming his approach so that (apparentely) it looks similar to a meaningful one.
So he follows what he calls the isokinetic developing approach, i.e. a vulgarization of the correct projection from the orthonormal frame bundle approach enough rough to hidden the dependence from the underlying horizontal-lift from the choice of a connection.
But, again, why worry ? It is sufficient to appeal again to Guerra's Gauge-Principle:
"a potato is gauge-equivalent to a carrot up to a gauge-tranformation sending potatoes in carrots" and everything returns ok.
