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This study extends a previous research concerning intervertebral motion registration by means of 2D dynamic fluoroscopy to
obtain a more comprehensive 3D description of vertebral kinematics. The problem of estimating the 3D rigid pose of a CT volume
of a vertebra from its 2D X-ray fluoroscopy projection is addressed. 2D-3D registration is obtained maximising a measure of
similarity between Digitally Reconstructed Radiographs (obtained from the CT volume) and real fluoroscopic projection. X-ray
energy correction was performed. To assess the method a calibration model was realised a sheep dry vertebra was rigidly fixed to a
frame of reference including metallic markers. Accurate measurement of 3D orientation was obtained via single-camera calibration
of the markers and held as true 3D vertebra position; then, vertebra 3D pose was estimated and results compared. Error analysis
revealed accuracy of the order of 0.1 degree for the rotation angles of about 1 mm for displacements parallel to the fluoroscopic
plane, and of order of 10 mm for the orthogonal displacement.
Copyright © 2010 P. Bifulco et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
1. Introduction
Intervertebral kinematics closely relates to the function-
ality of spinal segments and can provide useful diagnos-
tic information. Direct measurement of the intervertebral
kinematics in vivo is very problematic due to its intrinsic
inaccessibility. The use of a fluoroscopic device can provide
a continuous 2D screening of a specific spinal tract (e.g.,
cervical, lumbar) during spontaneous motion of the patient,
with an acceptable, low X-ray dose. 2D kinematics can
be extrapolated from fluoroscopic sequences. Most of the
previous works [1–8] were confined to the estimation of
planar motion (most on sagittal plane) and are based on
the assumption of absence of out-of-plane coupled motion
(e.g., axial rotation). Coupled motion can be neglected in
sagittal (flexion-extension) motion (mainly due to anatomic
symmetry), but in lateral bending, where a coupled axial
rotation is certainly present [9], this approximation is no
longer valid.
The knowledge of 3D positioning (pose) of vertebrae
with time can lead to full 3D kinematics analysis, or at least
to evaluate the presence of out-of-plane motion (rotation).
External skin markers do not provide accurate intervertebral
motion description [10, 11], and invasive positioning of
markers inserted in the vertebrae is not generally viable. In
order to allow clinical application, 3D kinematics analysis
should be performed by means of readily available, and
minimally invasive, instrumentation, combined with an
appropriate image processing technique.
In this study, a method for 3D pose estimation of
vertebrae based on single plane-projection (e.g., Digital
Video Fluoroscopy, DVF) combined with available CT-data
[12–17] is proposed. By processing common CT slices it
is possible to extract a 3D model of a vertebra, and by
subsequent processing using ray-casting techniques it is
possible to produce Digitally Reconstructed Radiographs
(DRRs), simulating the 3D radiograph formation process.
Comparing the DRRs with the real fluoroscopic image it is
possible to estimate the real 3D orientation of the vertebra
when screened by fluoroscopy (Figure 1).
To assess the accuracy and the repeatability of the method
invitro, a calibration model consisting of a sheep dry vertebra
rigidly fixed to an X-raytransparent frame of reference was
designed in order to independently evaluate its 3D pose by
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means of a single camera calibration procedure. The errors
with respect to the estimate provided by the calibration
procedure were evaluated.
It is anticipated that such a method will also be helpful
in a number of other contexts such as Computer Assisted
Surgery (CAS) [18–23], Radiotherapy Planning (RTP) and
functional evaluation of implanted prosthesis [24–26].
2. Materials and Methods
2.1. Summary of the Methodology. In this study an in
vitro assessment is performed of a method for 3D pose
estimation of a vertebra with respect to a fluoroscopic
imaging system, based upon the comparison between Digital
Video Fluoroscopy (DVF) images and DRRs. The 3D pose
estimation is a first step in a full 3D motion analysis [12, 13,
24–26].
Previous studies [4, 6, 14, 27] showed that fluoroscopy
is well-suited to in vivo spine kinematics analysis because
of the capability of screening patients during free motion
with an acceptably low X-ray dosage and because of the
wide availability of fluoroscopes in the clinical environment.
However, this technique is limited to planar motion analysis
and this assumption is valid only for pure flexion-extension
movements. More information is needed in order to estimate
3D motion. Segmented CT volumes can provide an accurate
model of a 3D vertebral shape and diﬀerent X-ray attenua-
tion of its features. Such a 3D vertebral model can be used to
compute DRRs.
To estimate the 3D pose of a vertebra, the true DVF
image is compared to an opportune set of diﬀerently oriented
DRRs; the 3D parameters belonging to the DRR which
maximise a predefined similarity index, are held as the
vertebra 3D pose estimation. The similarity index employed
in this study is the image zero-mean, cross-correlation coef-
ficient. Zero-mean Normalized Cross-Correlation (ZNCC)
is a widely used similarity function in template matching
as well as in motion analysis. Let I be the image under
examination, of size R by C pixels, T the template, of size
M by N pixels, and Ic(x, y) be the subimage of I at position
(x, y) having the same size as the template T , and let 〈Ic〉 and
〈T〉 be the computed mean of T and of Ic (x, y) respectively.
The Normalized Zero-mean Normalized Cross-Correlation
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The DRR that best matches the real DVF image is searched
by means of an iterative, gradient-driven procedure.
In this work the in vivo accuracy and repeatability of the














Figure 1: General sketch of the proposed method. A 3D CT
vertebra model is available (the vertebra’s 3D rendering is shown
at centre). A DRR can be reconstructed from any orientation and
distance. DRRs can be matched with a real DVF radiographic
projection using a similarity index. The DRR that maximises the
similarity with the real image is searched for. This procedure
provides the vertebral 3D pose estimation.
the registrations between the DVF images and the CT volume
were compared to an accurate 3D pose estimation obtained
by means of fiducial markers embedded in the calibration
object.
2.2. Reconstruction of Digital Radiographs. A number of
techniques to compute DRRs have been proposed in the
literature (see [28]. In this study, DRRs are computed
from CT data using a ray-casting algorithm [29, 30].
This technique simulates the radiographic image formation
process (see Figure 2).
A few simplifications are involved: X-ray is monochro-
matic radiation, traversing as straight lines throughout
the matter (scattering eﬀects are neglected); x-rays source
(focus) is small (ideally a point) and is positioned at a
finite distance from the radiographic plane; the attenuation
through the body is described by the following equation for
monochromatic radiation [31]:
I = I0 · e−
∫
μ(x)·dx, (2)
where I is the intensity of the X-ray radiation at the
radiographic plane, I0 is the intensity of X-ray radiation
at the source, μ(x) is the linear attenuation coeﬃcient of
the voxel at x whose width is dx (notice that the eﬀect of
beam-hardening [32] is not considered). The relationship
between CT-data (represented as Hounsfield Units, HU) and
the corresponding attenuation coeﬃcient μ is represented by
the equation [31]:
HU = 1000 · μ− μwater
μwater
, (3)
where μwater is approximately 0.2 cm−1 for an X-ray source at
120 kVp.

















Figure 2: Algorithm for the simulation of the radiographic process.
X-rays are modelled as straight lines (generic X-ray beam) through
matter. The radiographic DDR image plane and X-rays are sampled.
X-ray attenuation values of the CT 3D model are integrated
together with a generic ray in order to obtain the grey-level of the
corresponding pixel of the DRR.
To reconstruct a radiograph, the radiographic plane
(DRR image plane in Figure 2) is subdivided into a number
of pixels, each pixel is ideally connected by a straight line
with the X-ray source, and absorption coeﬃcients in the CT
volume are summated along this line (generic X-ray beam in
Figure 2). Therefore the summation provides the brightness
value of the radiographic pixel under examination. Three-
linear interpolation [33] of CT data was used to estimate X-
ray absorption at a generic point within the CT volume.
2.3. CT and DVF X-Rays Energy Equalisation. Typical CT
scanners operate at a peak voltage of about 120 kVp. In
fluoroscopy, peak voltages of 40–80 kVp are used. The
energy of the X-ray photons, and therefore the μ values,
are influenced by the peak voltage. The energy dependency
of the attenuation coeﬃcients is highly nonlinear [32]. The
energy corresponding to the peak of the spectrum has the
strongest eﬀect on the attenuation coeﬃcients: we use this
energy to perform the correction. The wavelength at the
peak (λpeak) is approximately given by [34]: λpeak = 2/Vpeak,
where Vpeak is the peak voltage expressed in kVp and λpeak is
expressed in nm. The corresponding energy can be calculated
using the following formula [32]: E = 1.24/λpeak, where E
is expressed in keV. Before reconstruction of DRRs, CT data
must be corrected by multiplication of a correction factor γ,
computed using the following formula:










= μCT · γ, (4)
where μDVF and μCT indicate the μ of the material at DVF
and at CT energy respectively; the ratio between μ and the
















Figure 3: Diﬀerent frame of references employed in the study of
the 3D pose estimation of the vertebral model. The main frame
of reference (OXYZ) is related to CT slices and patient. The other
frame of reference (FX ′Y ′Z′) is fixed to the DVF device: where F
is the X-ray focal spot, x and y axes describe the orientation of the
image plane and the z axis represents the direction connecting F
with the radiographic image centre (focal length). Orientation of
the DVF frame of reference is described by a translation vector (e.g.,
X ,Y ,Z in Table 1, which represent the X-ray focal spot coordinates
with respect to the CT frame of reference) and the Euler angles
(φ, θ,ϕ rotation angles about the axes x, y and z).
coeﬃcient. Notice that the lower the peak voltage, the larger
the diﬀerence between the correction factors for bone and
for the other tissues. So the peak voltage is a parameter
that determines the contrast between the bone and the other
tissues on DVF images. Tabled mass attenuation coeﬃcients
versus x-ray energy, for several materials, can be found in
Johns and Cunningham [32]; mass attenuation coeﬃcients
corresponding to the voltages of the actual devices used in
this work are not reported in the table, and were therefore
obtained by linear interpolation. To perform energy cor-
rection, two thresholds are fixed, in order to separate high
density (compact) bone and low density (cancellous) bone
within the CT volume: for each voxel whose Hounsfield Unit
lies in the predefined range the corresponding correction
factor is computed.
2.4. Estimation of the 3D Pose by Maximising the Cross-
Correlation Index. A rigid body in space has 6 degrees of
freedom. The pose is determined by the 3D coordinates
of the focus (X-ray source) and the Euler angles of the
fluoroscopic image plane, which are both expressed in the
frame of reference of the CT volume (see Figure 3).
In order to estimate the 3D pose of the vertebra, a
set of DRRs using diﬀerent positioning is generated. The
actual radiograph is compared to a set of DRRs by means
of a cross-correlation index. The DRR that maximises the
cross-correlation is found using a procedure that adopts an
iterative step-refinement approach. In the first steps of the
iterative procedure the space of the focus coordinates and of
the Euler angles is sampled at a low resolution (10 mm, 5
degrees resp.). The DRRs are reconstructed using an initial
resolution of approximately 2 mm/pixel; the true DVF is
resampled using the same resolution to allow calculation
of the cross-correlation. The time required to compute a
low-resolution DRR is short and it is possible to screen
a wide region of the cross-correlation function to avoid





























Figure 4: Flow-chart of the 2D-3D registration procedure.
being trapped in local maxima. In the subsequent steps of
the iterative procedure the sampling resolution of the space
and of the Euler angles is progressively increased (5 mm,
1 mm; 1 degree, 0.1 degrees). In principle, it is possible to
increase the resolution further but at high resolutions the
data (CT and DVF) sampling errors become predominant.
The flow-chart (Figure 4) presents the main stages of the
algorithm.
CT volume of the vertebra, actual 2D fluoroscopic
projection and information about CT and DVF device (e.g.,
DVF focal distance, pixels and voxel dimensions, X-ray KVp,
etc. ) are the input data. A preliminary step to correct the CT
Hounsfield numbers was performed (see the CT and DVF
X-rays energy equalisation paragraph). To start the search
for vertebra orientation parameters an initial range of search
with a low accuracy for the 6 degrees of freedom parameters
(x, y, z,φ, θ,ϕ) was chosen. A set of diﬀerently oriented DRR
are then computed (for the DRR procedure refer to the
Reconstruction of digital radiographs paragraph). Each DRR
is then cross-correlated with the actual DVF image and a
likelihood map (function of the 6 parameters) is generated.
The maximum of the likelihood map is searched and the
corresponding 6 parameters are considered the current best
estimate of vertebra pose and orientation. The process is
iterated, by refining the range of search and by increasing
the accuracy of the parameters, until a desired accuracy
is reached. Since the DRR algorithm is particularly time
consuming, the multiscale approach (increasing accuracy)
and the gradient-driven maximum search helps to reduce the
total computation time.
2.5. The CalibrationModel. In a previous study the feasibility
of the method was evaluated by means of a computer
simulation [35, 36]. In this work, in order to perform an
in vitro assessment of the method, a calibration model
was designed. It was realised with a dried sheep vertebra
fixed to a radiographically transparent block (72 by 40 by
34 mm in Perspex) in which eight fiducial markers (3 mm
diameter metallic spheres) were inserted (see Figure 5).
Fiducial markers were used to perform an accurate 3D pose
estimation of the calibration object, these results were held as
reference. CT data and DVF images of the calibration model
were acquired.
CT data were acquired by means of a spiral CT scanner
(GE 16-slice) set to 120 kVp, 100 mAs with an image
resolution 0.5 mm/pixel, 0.75 mm slice thickness. The DVF
image was acquired by means of a 9 inch, digital video-
fluoroscopy system(GE Advantx) set to 50 kVp, 1 mAs with
an image resolution of 0.3 mm/pixel. An accurate estimate
of the 3D pose of the calibration model with respect to
the fluoroscopic system was obtained with a single camera
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Table 1: An example of the 3D pose parameters of the calibration model, estimated via a single camera calibration by means of the metallic
markers.
Focus Co-ordinates (mm); Translation Euler’s angles (deg); Rotations
X Y Z ϕ θ ψ
Mean −751.22 119.94 49.99 −1.53 89.98 −90.10
SD 5.78 0.12 0.12 0.55 0.11 0.11
Table 2: Means and standard deviations (SD) of the errors in computing the 6 parameters of the 3D vertebral pose with respect to the
reference value obtained via metallic marker camera calibration. The letters refer to the type of correction performed (see text).
Mean X (mm) Y (mm) Z (mm) ϕ (deg) θ (deg) ψ (deg)
A 38.25 3.03 −2.88 −0.13 −0.16 0.52
B 37.61 2.04 −1.74 −0.13 −0.16 0.48
C 22.58 1.87 −1.52 −0.12 −0.16 0.37
D 12.17 1.64 −1.13 −0.10 −0.16 0.49
SD X (mm) Y (mm) Z (mm) ϕ (deg) θ (deg) ψ (deg)
A 10.97 7.19 9.94 0.61 0.71 0.67
B 8.56 7.89 9.89 0.62 0.73 0.60
C 10.02 7.54 9.12 0.61 0.72 0.72
D 4.99 7.68 9.19 0.61 0.70 0.43
Figure 5: Picture of the realised calibration model. The dried sheep
vertebra (anterior view) fixed to a radiographically transparent
Perspex block measuring 72 mm by 40 mm by 34 mm with eight
3 mm diameter metallic markers inserted.
calibration procedure, using the eight fiducial markers [37,
38].
An intensity-weighted method was used to find the
coordinates of the centroid of the fiducial markers both
in the CT scan and in the DVF image [39, 40]. The
markers were previously segmented using a threshold-
based algorithm. For each marker the 2D coordinates of
the centroid of its projection on the DVF image were
measured. The centroid was calculated as the intensity-
weighted average of the coordinates of the pixels belonging to
the marker. Measurement error was estimated by repeating
measures using various thresholds. In the CT data each
marker occupied three-to-four slices. The 3D coordinates of
a marker centroid were measured as an intensity-weighted
average of the pixel coordinates on each slice in which the
marker was visible. In order to evaluate the precision of
the single camera calibration, a Monte Carlo simulation
was performed adding random noise (standard deviation
equal to estimated noise on measured markers of 2 mm) to
measured marker coordinates and recalculating the 3D pose
of the model.
3. Results
Table 1 presents an example of the 3D pose parameters of
the calibration model, independently estimated by means
of the single camera, Monte Carlo simulation, calibration
procedure using the radiographically transparent frame. The
mean values resemble the positioning of the DVF frame of
reference with respect to the CT as shown in Figure 3. These
results were used as a reference from which to compute
the final errors in estimated pose parameters. As example,
Figure 6 shows a real DVF of the calibration object beside its
correspondent DRR obtained by the CT 3D vertebra model.
To evaluate the accuracy and the precision of the method
for 3D pose estimation, presented in the previous section, a
set of trials was carefully designed.
It is assumed that an accurate simulation of the radio-
graphic process should produce the best results in 3D
pose estimation. However, the more accurate the simulation
process, the larger is the computing time required. With
this in mind, 4 cases were considered in order to evaluate
the influence of the simulation process on the accuracy and
precision of 3D pose estimation.
Preprocessing of CT data (segmentation and X-ray
energy correction) was performed in the Matlab environ-
ment. To speed up DRR computation, all the software
required was developed in C++.
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(a) (b)
Figure 6: A real antero-postetior DVF of the calibration object (a): the radio-transparent frame attached below the vertebra and the inserted
metallic markers are also visible; an equally oriented DRR (b) obtained by the CT 3D vertebra model is shown for comparison.
In order to evaluate the influence of these various factors,
the 4 trials were performed:
(a) using CT data with no corrections at all;
(b) performing only exponential correction in (1) but
not the μ correction;
(c) performing only attenuation coeﬃcient μ correction
(energy) of CT data;
(d) performing both corrections.
For each trial, 70 registrations were accomplished within a
total of 280 registrations. Errors with respect to the “true
pose” registration (obtained via the metallic marker camera
calibration) were computed. The results of the 4 trials are
presented in Table 2. For each trial the mean errors of the
x, y, z coordinates (in mm) and in Euler angles (in degrees)
are reported. The standard deviations (SD) of errors are also
reported.
The results show that, for each trial, the mean error is of
approximately 0.1 degree for Euler angles and about 2 mm
for coordinates parallel to the radiographic plane. The co-
ordinate perpendicular to the radiographic plane, instead,
is subjected to a more significant error (about 15 mm). In
general errors decrease by applying the described corrections.
4. Discussion and Conclusions
This paper has described an automatic method for 3D pose
estimation of a vertebra by means of CT and digital video-
fluoroscopy and an in vitro assessment using a calibration
object was performed.
The method is based upon a comparison (by means of
cross-correlation) between DVF images and DRRs obtained
using the CT 3D vertebral model. The DRR is obtained by
simulating the radiographic process in an accurate manner,
taking into account the eﬀect of the diﬀerence of X-ray
energy between CT and DVF imaging modalities. The
algorithm for the reconstruction of digital radiographs is
based on a ray-casting approach.
The 3D parameters belonging to the DRR that maximises
the cross-correlation were considered as the estimators of the
3D pose of the vertebra. An iterative (gradient driven), step-
refinement, multiscale approach was used to reliably esti-
mate the absolute maxima of the cross-correlation function
described by variables representing the 6 degrees of freedom
of a rigid body (vertebra).
To perform an assessment of the method, a calibration
model, with embedded fiducial markers, was designed in
order to allow an accurate estimate of the 3D pose as
a baseline. An appropriate set of trials was designed to
investigate the possibility of not simulating accurately the
radiographic process.
From the results it can be inferred that accuracy and
precision of the 3D pose estimation increases when the
simulation becomes more accurate, in particular, taking into
account the eﬀect of X-ray energies and the exponential
attenuation of X-ray through matter.
The method presents satisfactory results in the compu-
tation of Euler angles and of focus coordinates parallel to
the radiographic plane. However, the coordinates orthogonal
to the radiographic plane are subjected to more significant
errors. Nevertheless, in practical cases, this information is
known via positioning of the patient with respect to the DVF
device.
To explain this fact it should be observed that a dis-
placement in the direction perpendicular to the radiographic
plane causes a “zoom eﬀect”. This “zoom” is clearly visible
only if the displacement is of the order of 10–15 mm. There-
fore the cross-correlation index is not able to distinguish
between 2 DVF images obtained with orthogonal coordinates
diﬀering less than 10–15 mm.
It is worth mentioning that by using the calibration
model, the eﬀect of soft tissue and adjacent vertebrae has
been neglected. Therefore the presented results reasonably
represent an upper limit for the accuracy and precision
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achievable in real applications. However, recent further
study involving the analysis of the cervical spine motion in
human patients seems to confirm the applicability of such a
methodology [41]. Current work aims to evaluate the use of
first derivatives of DVF images to improve and speed up the
template matching process [42].
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