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Abstract
The quantum spectral curve equation associated to KP τ -functions of
hypergeometric type serving as generating functions for rationally weighted
Hurwitz numbers is solved by generalized hypergeometric series. The basis
elements spanning the corresponding Sato Grassmannian element are shown
to be Meijer G-functions, or their asymptotic series. Using their Mellin in-
tegral representation the τ -function, evaluated at the trace invariants of an
externally coupled matrix, is expressed as a matrix integral.
1 Introduction
Several instances of τ -functions of hypergeometric type are known to be generating
functions for weighted Hurwitz numbers [21, 22, 24, 29], which enumerate branched
covers of the Riemann sphere with specified branching profiles. These are distin-
guished by the choice of a weight generating function G(z) that selects the weighting
attributed to various possible branching configurations.
In particular, such τ -functions serve as generating functions for simple Hurwitz
numbers [37, 38] (both single and double), weakly monotonic (or, equivalently,
signed) Hurwitz numbers ( [20,22,29]), strongly monotonic Hurwitz numbers [21,22],
weighted Hurwitz numbers for Belyi curves, or dessins d’enfants [1,19,33,46], poly-
nomially weighted Hurwitz numbers [1–7,29]; quantum Hurwitz numbers [22,24,25]
and multispecies Hurwitz numbers [26].
∗e-mail: Marco.Bertola@concordia.ca, Marco.Bertola@sissa.it
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Of these, simple Hurwitz numbers, both weakly and strongly monotonic Hurwitz
numbers and polynomially weighted Hurwitz numbers are all known to admit matrix
integral representations [1–3, 7, 10, 12, 20, 39]. In this work, we derive a new matrix
integral representation, of a different type, for hypergeometric KP τ -functions gen-
erating weighted Hurwitz numbers with rational weight generating function, which
include several of the above as special cases.
In Section 2, the notion of weighted Hurwitz numbers [21, 22, 24, 29], is recalled
and the KP τ -function serving as generating function for these is defined, focussing
on the case of rational weight generating functions
Gc,d(z) :=
∏L
i=1(1 + ciz)∏M
j=1(1− djz)
. (1.1)
We define a natural basis {φ
(c,d,β)
k (x)}k∈N+ for the corresponding element of the
infinite Sato Grassmannian, consisting of Laurent series obtained by dividing gen-
eralized hypergeometric series of the type
LFM
(
1− k + 1
βc1
, · · · , 1− k + 1
βcL
1− k − 1
βd1
, · · · , 1− k − 1
βdM
∣∣∣∣κc,dx
)
, k ∈ Z (1.2)
by the monomials xk−1. These are either convergent or formal, depending on whether
L ≤ M + 1 or L > M + 1. They satisfy the sequence of eigenvalue equations with
nonnegative integer eigenvalues,
Lc,d,βφ
(c,d,β)
k := (xGc,d(βD)−D)φ
(c,d,β)
k = (k − 1)φ
(c,d,β)
k , k ∈ Z, (1.3)
where D = x d
dx
is the Euler operator and Lc,d,β the quantum spectral curve opera-
tor. The first of these is the quantum curve equation appearing in the topological
recursion approach [4–6].
Theorem 3.1, Section 3, relates the basis elements {φ
(c,d,β)
k (x)}k∈N+ to Barnes-
Mellin type integrals
φ˜
(c,d,β)
k (x) ∼
∫
Ck
Γ(1− k − s)
∏L
ℓ=1 Γ
(
s+ 1
βcℓ
)
(−κc,dx)
s
∏M
m=1 Γ
(
s− 1
βdm
) ds (1.4)
defining Meijer G-functions, either as convergent sums over the residues at the poles
at s = 1−k, 2−k, · · · (when L ≤M+1) or as asymptotic series (when L > M+1).
In Section 4 a finite determinantal formula (4.7) is derived for the τ -function with
KP flow parameters evaluated at the trace invariants of an n-dimensional matrix
X . This leads to Theorem 5.1, expressing the τ -function as an externally coupled
matrix integral of generalized Bre´zin-Hikami [11] type.
2
2 Generating functions for weighted Hurwitz
numbers
2.1 Pure and weighted Hurwitz numbers
We recall the definition of pure Hurwitz numbers [16, 17, 30, 31, 34, 44].
Definition 2.1 (Combinatorial). For a set of k partitions {µ(i)}i=1,...,k of N ∈ N
+,
the pure Hurwitz number H(µ(1), . . . , µ(k)) is 1
N !
times the number of distinct ways
that the identity element IN ∈ SN in the symmetric group in N elements can be
expressed as a product
IN = h1, · · ·hk (2.1)
of k elements {hi ∈ SN}i=1,...,k, such that for each i, hi belongs to the conjugacy
class cyc(µ(i)) whose cycle lengths are equal to the parts of µ(i):
hi ∈ cyc(µ
(i)), i = 1, . . . , k. (2.2)
An equivalent definition consists of enumeration of branched coverings of the
Riemann sphere.
Definition 2.2 (Geometric). For a set of partitions {µ(i)}i=1,...,k of weight |µ
(i)| = N ,
the pure Hurwitz number H(µ(1), . . . , µ(k)) is defined geometrically [30, 31] as the
number of inequivalent N -fold branched coverings C → P1 of the Riemann sphere
with k branch points (Q(1), . . . , Q(k)), whose ramification profiles are given by the
partitions {µ(1), . . . , µ(k)}, normalized by the inverse 1/| aut(C)| of the order of the
automorphism group of the covering.
The equivalence of these two definitions follows [34] from the monodromy homo-
morphism
M : π1(P
1/{Q(1), . . . , Q(k))} → SN (2.3)
from the fundamental group of the Riemann sphere punctured at the branch points
into SN , obtained by lifting closed loops from the base to the covering.
To define weighted Hurwitz numbers [21, 22, 24, 29], we introduce a weight gen-
erating function G(z), either as an infinite product
G(z) =
∞∏
i=1
(1 + ciz) (2.4)
or an infinite sum
G(z) = 1 +
∞∑
i=1
giz
i, (2.5)
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either formally, or under suitable convergence conditions imposed upon the param-
eters. Alternatively, it may be chosen in the dual form
G˜(z) =
∞∏
i=1
(1− ciz)
−1, (2.6)
which may also be developed as an infinite sum,
G˜(z) = 1 +
∞∑
i=1
g˜iz
i. (2.7)
The independent parameters determining the weighting may be viewed as either
{gi}i∈N+ , {g˜i}i∈N+ or {ci}i∈N+ . They are related by the fact that (2.4) and (2.6) are
generating functions for elementary and complete symmetric functions, respectively,
gi = ei(c), g˜i = hi(c), (2.8)
in the parameters c = (c1, c2, . . . ).
In much of the following, we consider combined rational weight generating func-
tions
Gc,d(z) :=
∏L
i=1(1 + ciz)∏M
j=1(1− djz)
, (2.9)
whose Taylor series expansion coefficients are
gi(c,d) =
i∑
j=0
ej(c)hi−j(d), (2.10)
where c = (c1, . . . , cL), d = (d1, . . . , dM).
Definition 2.3 (Weighted Hurwitz numbers). For the case of a weight generating
function expressed in the form (2.4), choosing a nonnegative integer d and a fixed
partition µ of weight |µ| = N , the weighted (single) Hurwitz number HdG(µ) is
defined as the weighted sum over all k-tuples (µ(1), . . . , µ(k))
HdG(µ) :=
d∑
k=1
∑
µ(1),...µ(k), |µ(i)|=N
∑k
i=1
ℓ∗(µ(i))=d
WG(µ
(1), . . . , µ(k))H(µ(1), . . . , µk), µ) (2.11)
where
ℓ∗(µ(i)) := |µ(i)| − ℓ(µ(i)) (2.12)
4
is the colength of the partition µ(i), and the weight factor is defined to be
WG(µ
(1), . . . , µ(k)) :=
1
k!
∑
σ∈Sk
∑
1≤b1<···<bk≤M
c
ℓ∗(µ(1))
bσ(1)
· · · c
ℓ∗(µ(k))
bσ(k)
=
| aut(λ)|
k!
mλ(c). (2.13)
Here mλ(c) is the monomial symmetric function [35] of the parameters
c := (c1, c2, . . . )
mλ(c) =
1
| aut(λ)|
∑
σ∈Sk
∑
1≤b1<···<bk
cλ1bσ(1) · · · c
λk
bσ(k)
, (2.14)
indexed by the partition λ of weight |λ| = d and length ℓ(λ) = k, whose parts {λi}
are equal to the colengths {ℓ∗(µ(i))} (expressed in weakly decreasing order)
{λi}i=1,...k ∼ {ℓ
∗(µ(i))}i=1,...k, λ1 ≥ · · · ≥ λk > 0 (2.15)
and
| aut(λ)| :=
∏
i≥1
mi(λ)! (2.16)
where mi(λ) is the number of parts of λ equal to i. A similar definition applies
for weight generating functions G˜(z) of the dual form (2.6), with the monomial
symmetric functions (2.14) appearing in (2.11) replaced by the forgotten symmetric
functions [35]
fλ(c) :=
(−1)ℓ
∗(λ)
| aut(λ)|
∑
σ∈Sk
∑
1≤b1<≤···≤bk
cλ1bσ(1) · · · c
λk
bσ(k)
, (2.17)
For the case of rational weight generating functions Gc,d(z), the weighted (single)
Hurwitz numbers are
HdGc,d(µ) :=
∑
1≤k,l
k+l≤d
∑
µ(1),...µ(k),ν(1),...ν(l),
∑k
i=1
ℓ∗(µ(i))+
∑l
j=1
ℓ∗(ν(j))=d
|µ(i)|=|ν(j)|=N
WGc,d(µ
(1), . . . , µ(k); ν(1), . . . , ν(l))
×H(µ(1), . . . , µ(k), ν(1), . . . , ν(l), µ),
(2.18)
where the weight factor is
WGc,d(µ
(1), . . . , µ(k); ν(1), . . . , ν(l))
:=
(−1)
∑l
j=1 ℓ
∗(ν(j))−l
k!l!
∑
σ∈Sk
σ′∈Sl
∑
1≤a1<···<ak≤M
1≤b1···≤bk≤L
cℓ
∗(µ(1))
aσ(1)
· · · cℓ
∗(µ(k))
aσ(k)
d
ℓ∗(ν(1))
bσ′(1)
· · ·d
ℓ∗(ν(l))
bσ′(l)
.
(2.19)
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The sum
d :=
k∑
i=1
ℓ∗(µ(i)), or d :=
k∑
i=1
ℓ∗(µ(i)) +
l∑
j=1
ℓ∗(ν(j)) (2.20)
of the colengths of the weighted partitions is related to the Euler characteristic χ or
genus g of the covering curve by the Riemann-Hurwitz formula
χ = 2− 2g = N + ℓ(µ)− d. (2.21)
2.2 Hypergeometric τ-functions as generating functions for
weighted Hurwitz numbers
We recall the definition of KP τ -functions of hypergeometric type [40,41] that serve
as generating functions for weighted Hurwitz numbers [22, 24, 29]. For a weight
generating function G(z) and nonzero parameter β, we define two doubly infinite
sequences {r
(G,β)
i , ρi}i∈Z, labeled by the integers
r
(G,β)
i := βG(iβ), i ∈ Z, ρ0 = 1, (2.22)
ρi :=
i∏
k=1
r
(G,β)
k , ρ−i :=
i−1∏
k=0
(r
(G,β)
−k )
−1, i ∈ N+ (2.23)
related by
r
(G,β)
i =
ρi
ρi−1
, (2.24)
where β is viewed as a small parameter for which G(iβ) does not vanish for any
integer i ∈ Z.
Remark 2.1. The particular cases of simple, strongly monotonic, weakly monotonic
Hurwitz numbers and Belyi curves correspond, respectively, to weight generating
functions G(z) = ez, 1
1−z
, 1 + z and (1 + c1z)(1 + c2z).
For general rational weight generating functions (2.9), the parameters {ρi}i∈Z
become
ρi(c,d) := β
i
i∏
k=1
∏L
l=1(1 + kβcl)∏M
m=1(1− kβdm)
,
ρ−i(c,d) := β
−i
i−1∏
k=1
∏M
m=1(1 + kβdm)∏L
l=1(1− kβcl)
, i ∈ N. (2.25)
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For each partition λ of N , we define the associated content product coefficient
r
(G,β)
λ :=
∏
(i,j)∈λ
r
(G,β)
j−i , (2.26)
where the product is over the locations of all boxes in the Young diagram for λ. The
KP τ -function of hypergeometric type associated to these parameters is defined as
the Schur function series [22, 29]
τ (G,β)(t) :=
∞∑
N=0
∑
λ, |λ|=N
(h(λ))−1r
(G,β)
λ sλ(t), (2.27)
where h(λ) is the product of the hook lengths of the partition λ and t = (t1, t2 . . . ) is
the infinite sequence of KP flow parameters, which may be equated to the sequence
of normalized power sums (p1,
1
2
p2, . . . ),
ti :=
1
i
∑
a
xia =
1
i
pi (2.28)
in a finite or infinite set of auxiliary variables (x1, x2, . . . ).
Using the Schur character formula [18, 35]
sλ =
∑
µ, |µ|=|λ|=N
χλ(µ)
zµ
pµ, (2.29)
where χλ(µ) is the irreducible character of the SN representation determined by λ
evaluated on the conjugacy class cyc(µ) consisting of elements with cycle lengths
equal to the parts of µ,
zµ :=
ℓ(µ)∏
i=1
mi(µ)!i
mi(µ) (2.30)
is the order of the stabilizer of the elements of this conjugacy class, and
pµ :=
ℓ(µ)∏
i=1
pµi (2.31)
is the power sum symmetric function corresponding to partition µ, we may re-express
the Schur function series (2.27) as an expansion in the basis {pµ}.
Theorem 2.1 ( [21, 22, 24, 29]). The τ -function τ (G,β)(t) may equivalently be ex-
pressed as
τ (G,β)(t) =
∞∑
d=0
βd
∑
µ
HdG(µ)pµ(t), (2.32)
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and the particular case of rational weight generating functions Gc,d(z), as
τ (Gc,d,β)(t) =
∞∑
d=0
βd
∑
µ
HdGc,d(µ)pµ(t). (2.33)
It is thus a generating function for the weighted Hurwitz numbers HdG(µ). (See
also [39] for τ -functions of hypergeometric type and, in particular, the case of rational
weight generating functions.)
2.3 The (dual) Baker function and adapted basis
By Sato’s formula [42, 43, 45], the dual Baker-Akhiezer function Ψ∗(G,β)(z, t) corre-
sponding to the KP τ -function (2.27) is
Ψ∗(G,β)(z, t) = e
−
∑∞
i=1 tiz
i τ (G,β)(t+ [z−1])
τ (G,β)(t)
, (2.34)
where
[z−1] :=
(
1
z
,
1
2z2
, . . . ,
1
nzn
, . . .
)
. (2.35)
Evaluating at t = 0 and setting
x :=
1
z
, (2.36)
we define
φ1(x) := Ψ
∗
G,β(1/z, 0) = τ
(G,β)([x]). (2.37)
More generally [4–6], we introduce a doubly infinite sequence of functions
{φk(x)}k∈Z, defined as contour integrals around a small circle centred at the origin
(or formal residues)
φk(x) =
β
2πixk−1
∮
|ζ|=ǫ
ρk(ζ)e
β−1xζ dζ
ζk
, (2.38)
where ρk(ζ) is the semi-infinite Laurent series in
1
ζ
centred at the origin
ρk(ζ) :=
k−1∑
i=−∞
ρ−i−1ζ
i, (2.39)
with the ρi’s given by eqs. (2.22), (2.23). Then {φk(1/z)}k∈N+ forms a basis for the
element w(G,β) of the infinite Sato-Segal-Wilson Grassmannian corresponding to the
τ -function τ (G,β)(t).
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The φk’s may alternatively be expanded as formal (or convergent) Laurent series
by evaluating the integrals as a sum of residues at the origin,
φk(x) = βx
1−k
∞∑
j=0
ρj−k
j!
(
x
β
)j
. (2.40)
This has a nonvanishing radius of convergence in x provided ρj grows no faster than
a power
|ρj| < K
j , j →∞. (2.41)
Following [4–6], we introduce the recursion operator
R := βxG(βD), (2.42)
where D is the Euler operator
D := x
d
dx
, (2.43)
and verify that the φk’s satisfy the recursion relations
R(φk) = φk−1, k ∈ Z. (2.44)
2.4 The quantum and classical spectral curve
It is easily seen from the series expansions (2.40) that the functions {φk(x)}k∈Z
satisfy the sequence of equations
β(D + k − 1)φk = φk−1, k ∈ Z, (2.45)
which, combined with (2.44), are equivalent to:
Lc,d,βφk := (xG(βD)−D)φk = (k − 1)φk k ∈ Z. (2.46)
The case k = 1
Lφ1(x) = 0 (2.47)
is known in the topological recursion approach [4–6,13–15], as the quantum spectral
curve equation. Substituting
β
d
dx
→ y, (2.48)
in (2.47) gives the classical spectral curve:
y = βG(xy). (2.49)
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(The residual factor β is just an artifact, due to the fact that, for simplicity, we have
equated β with another generating function parameter γ, which keeps track of the
weights of the partitions appearing in the expansion (2.27); it can here simply be
set equal to 1.)
When the weight generating function is a polynomial G = Gc,0, eq. (2.47) is an
ordinary differential equation of degree L with coefficients that are polynomials of
degree ≤ L. More generally, if G is a rational function G = Gc,d, as in (2.9), we
denote the φk’s as
φ
(c,d,β)
k (x) = βx
1−k
∞∑
j=0
ρj−k(c,d)
j!
(
x
β
)j
. (2.50)
In particular, for k = 1, this is the hypergeometric series
φ
(c,d,β)
1 (x) =
∞∑
j=0
∏L
l=1(
1
βcl
)j∏M
m=1(−
1
βdm
)j
(κc,dx)
j
j!
= LFM
(
1
βc1
, · · · , 1
βcL
− 1
βd1
, · · · ,− 1
βdM
∣∣∣∣κc,dx
)
, (2.51)
where
κc,d := (−1)
M
∏L
l=1 βcl∏M
m=1 βdm
. (2.52)
When L ≤M , this converges for all x; when L = M + 1 it converges within a finite
radius of x = 0. But if L > M+1, it is a divergent formal series. In general, for any
k ∈ Z, φk is proportional to x
1−k times the hypergeometric series with parameters
shifted by k − 1,
φ
(c,d,β)
k (x) =
βρ−k(c,d)
(κc,dx)k−1
∞∑
j=0
∏L
l=1(1− k +
1
βcl
)j∏M
m=1(1− k −
1
βdm
)j
(κc,dx)
j
j!
=
βρ−k(c,d)
(κc,dx)k−1
LFM
(
1− k + 1
βc1
, · · · , 1− k + 1
βcL
1− k − 1
βd1
, · · · , 1− k − 1
βdM
∣∣∣∣κc,dx
)
,
(2.53)
and hence is also convergent, or not, depending on whether L ≤ M , L = M + 1 or
L > M + 1.
Defining an auxiliary function Φ(c,d,β)(x) such that
φ
(c,d,β)
1 =
M∏
j=1
(1− βdjD)Φ
(c,d,β), (2.54)
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the quantum spectral curve equation may be expressed as
x
L∏
i=1
(1 + βciD)Φ
(c,d,β) −D
M∏
j=1
(1− βdjD)Φ
(c,d,β) = 0. (2.55)
Remark 2.2. Note that, although in the space of differentiable functions in a punc-
tured neighbourhood of x = 0, with possible branch point at x = 0, the operator∏L
j=1(1 − βdjD) has a kernel of dimension L, if we restrict ourselves to formal
(or convergent) Laurent series in x and assume that the βdj’s are not integers, the
kernel vanishes, making Φ(c,d,β)(x) unique.
3 Solutions of the quantum spectral curve equa-
tion for rational G(z) = Gc,d(z)
Equation (2.55) is of the type satisfied by Meijer G-functions [9, 36][
(−1)p−m−n ζ
p∏
j=1
(
ζ
d
dζ
+ 1− aj
)
−
q∏
j=1
(
ζ
d
dζ
− bj
)]
Gm,n(ζ) = 0, (3.1)
with the identifications
p = L, q = M + 1, ζ = (−1)L−m−nκc,dx,
aj = 1−
1
βcj
, b1 = 0, bj+1 =
1
βdj
(j ≥ 1). (3.2)
These all have Mellin-Barnes type integral representations of the form
Gm,np,q
(
a1, · · · , ap
b1, · · · , bq
∣∣∣∣ζ
)
=
1
2πi
∫
Cab
∏m
j=1 Γ(bj − s)
∏n
k=1 Γ(1− ak + s)ζ
s∏q
j=m+1 Γ(1− bj + s)
∏p
k=n+1 Γ(ak − s)
ds, (3.3)
where 0 ≤ m ≤ q, 0 ≤ n ≤ p and the contour Cab lies between the poles at
{s = bj + i}j=1,...,m, i∈N+ and {s = ak − i− 1}k=1,...,n, i∈N+ .
By retracting the contour to the right-hand s–plane and evaluating the residues
at the poles of the integrand, we obtain a representation of the Meijer-G function
as a sum of powers of ζ within the set
⋃
(bj +N). If p ≥ q, this only yields a formal
series, which may be interpreted as an asymptotic series in suitable sectors of the
complex ζ-plane. However, if p < q, it gives a convergent expansion.
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For k ∈ Z, we now define the sequence of functions
φ˜
(c,d,β)
k (x) := C
(c,d,β)
k G
1,L
L,M+1
(
1− 1
βc1
, · · · , 1− 1
βcL
1− k, 1 + 1
βd1
, · · · , 1 + 1
βdM
∣∣∣∣− κc,dx
)
=
C
(c,d,β)
k
2πi
∫
Ck
Γ(1− k − s)
∏L
ℓ=1 Γ
(
s+ 1
βcℓ
)
(−κc,dx)
s
∏M
m=1 Γ
(
s− 1
βdm
) ds.
(3.4)
where
C
(c,d,β)
k :=
∏M
j=1 Γ(−
1
βdj
)
(−β)k−1
∏L
ℓ=1 Γ(
1
βcℓ
)
, (3.5)
with the contour Ck chosen so that all the poles of the integrand at the integers
1−k, 2−k, · · · are to its right and the poles at {−i− 1
βcj
}j=1,···L, i∈N+ are to its left.
If L ≤ M this gives a convergent value for all x 6= 0 when the contour Ck starts
at +∞ below the real axis, proceeds in a clockwise sense, passes around all the poles
on the real axis and ends at +∞. If L = M +1 it also converges along this contour,
within the punctured disc
0 < |κc,dx| < 1. (3.6)
If L ≥M + 1 the contour Ck may be chosen to start and end on the imaginary axis
at −i∞ and +i∞. The integral then converges provided that
| arg(−κc,dx)| <
(
L−M + 1
2
)
π. (3.7)
We then have the following theorem.
Theorem 3.1. The functions φ˜
(c,d,β)
k (x) satisfy the sequence of equations (2.45),
the recursion relations (2.44) and the eigenfunction equations (2.46).
If L ≤ M , the Laurent series (2.50) for φ
(c,d,β)
k (x) is absolutely convergent for
all x ∈ C, x 6= 0, and
φ˜
(c,d,β)
k (x) = φ
(c,d,β)
k (x). (3.8)
If L = M + 1, it converges to φ˜
(c,d,β)
k (x) within the punctured disc
0 < |κc,dx| < 1. (3.9)
If L > M + 1, eq. (2.50) is the asymptotic series for φ˜
(c,d,β)
k (x) within the angular
sector
0 < arg(−κc,dx) < (L−M + 1)
π
2
. (3.10)
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Proof. Case L ≤ M + 1. We first prove the result for k = 1 by evaluation of the
residues of the integrand at the poles s = 0, 1, . . . . These all come from the factor
Γ(−s) in the numerator of the integrand, whose residues are
res
s=j
Γ(−s) =
(−1)j
j!
. (3.11)
Substituting this, and evaluating all other factors in the integrand at the poles gives,
by the Cauchy residue theorem,
φ˜
(c,d,β)
1 (x) =
∞∑
j=0
L∏
l=1
Γ(j + 1
βcl
)
Γ( 1
βcℓ
)
M∏
m=1
Γ(− 1
βdm
)
Γ(j − 1
βdm
)
(κc,dx)
j
j!
=
∞∑
j=0
∏L
l=1
(
1
βcl
)
j∏M
m=1
(
− 1
βdm
)
j
(κc,dx)
j
j!
= LFM
(
1
βc1
, · · · , 1
βcL
− 1
βd1
, · · · ,− 1
βdM
∣∣∣∣κc,dx
)
.
(3.12)
The proof for general k ∈ Z is the same, mutatis mutandis, with the contour C1
replaced by Ck, the normalization constant C
(c,d,β)
1 by C
(c,d,β)
k and the term Γ(−s)
in the numerator of the integrand by Γ(1− k − s). (Also see Remark 3.1 below.)
Case L > M + 1. In this case p = L > q =M + 1, the ODE (3.1) has an irregular
singularity at ζ = 0 and the solutions manifest Stokes’ phenomenon. The function
(3.4) is one such solution. (See Remark 3.2 below.) We now show that the series
(2.50) is indeed its asymptotic series as x→ 0 in the sector (3.7).
First note again that the integrand in (3.4) has poles at s = −k + 1,−k + 2, . . .
with residues that give precisely the corresponding coefficient of xs in (2.50). What
must be shown is that the remainder of φ˜
(c,d,β)
k (x) minus a truncation of the series
(2.50) to order O(xN ) is of order o(xN ) as x→ 0 in the indicated sector, since this
is the definition of Poincare´ asymptotics.
To show this, consider the integral from (3.4):
F (ζ) :=
∫
Ck
Γ(1− k − s)
∏L
ℓ=1 Γ
(
s + 1
βcℓ
)
ζs∏M
m=1 Γ
(
s− 1
βdm
) ds, (3.13)
where we have set ζ = −κc,dx for brevity. We use the Stirling approximation in the
following form
ln Γ(s) =
(
s−
1
2
)
ln
(
s−
1
2
)
−
(
s−
1
2
)
+O(1) (3.14)
ln Γ(1− s) = −
(
s−
1
2
)
ln
(
s−
1
2
)
+
(
s−
1
2
)
− ln sin(πs) +O(1). (3.15)
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Denoting the integrand of (3.13) Ak(s)ζ
s, with ζ = −κc,dx, we can estimate its
modulus as follows:
ln(Ak(s)ζ
s) = (L−M − 1)
(
s ln s− s
)
− ln sin(πs) + s ln ζ + o(|s|). (3.16)
We choose the contour of integration Ck in (3.13) to tend to infinity in both positive
and negative vertical directions and approach ℜs = N + 1
2
, N ∈ R in both. Con-
cretely, we may take a contour that coincides with the vertical line ℜs = N + 1
2
for
|ℑs| sufficiently large, but again passes to the left of the poles at 1 − k, 2 − k, · · ·
and to the right of those at {−j − 1
βcl
}l=1,··· ,L, j∈N. Along this contour the real part
of (3.16) has the following asymptotic behaviour
ln |A(s)ζs| = −(L−M − 1)|ℑs|
π
2
− π|ℑs|+ |ℑs| arg ζ + o(|s|)
=
π
2
(M − 1− L) |ℑs|+ |ℑs| arg ζ + o(|s|). (3.17)
Thus, since the modulus of the integrand tends to zero faster than any inverse power
of |s|, the integrand is convergent as long as | arg ζ | < π(L−M+1)
2
.
Using the Cauchy residue theorem we can retract (see Fig. 1) the contour Ck to
ℜs = N + 1
2
. In doing so we pick up finitely many residues at s = −k + 1,−k +
2, . . . , N − 1, N , which correspond to the truncation of the series (2.50) up to the
power xN included. It only remains to estimate the remaining integration R(ζ)
(remainder term):
R(ζ) =
∫
iR+N+ 1
2
Ak(s)ζ
sds (3.18)
The estimate (3.14) shows that the integral is well defined as long as | arg ζ | <
π(L−M+1)
2
. Furthermore the whole integral is easily estimated to be of the order
|ζ |N+
1
2 because∣∣∣∣∣
∫
iR+N+ 1
2
Ak(s)ζ
sds
∣∣∣∣∣ ≤ |z|N+ 12
∫
iR+N+ 1
2
|A(s)|earg ζℑsds (3.19)
and the last integral can be uniformly estimated in any sector | arg ζ | < π(L−M+1)
2
−ǫ.
This shows that φk has the formal series (2.40) as asymptotic series in the sense of
Poincare´.
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−k + 1 −k + 2 · · · · · · N N + 1
− 1
βcℓ
− 1
βcℓ
− 1· · ·· · ·
− 1
βcℓ
− 1
βcℓ
− 1· · ·· · ·
ℜ
s
=
N
+
1 2
ℜ
s
=
N
+
1 2
Ck
Figure 1: The contours of integration for the function (3.13) in the case L > M +1.
Next, regardless of the relative valus of L andM , applying the operator D+k−1
to φ˜
(c,d,β)
k (x) and evaluating under the integral sign it follows immediately that the
sequence of equations (2.45) is satisfied.
Finally, the following computation shows that the sequence of eigenfunction
equations (2.46) is satisfied by the φ˜
(c,d,β)
k (x) ’s, and hence, so are the recursion
relations (2.44).
(D + k − 1)
∫
Ck
Γ(1− k − s)
∏L
ℓ=1 Γ
(
s+ 1
βcℓ
)
(−κc,dx)
s
∏M
m=1 Γ
(
s− 1
βdm
) ds.
=
∫
Ck
(s+ k − 1)Γ(1− k − s)
∏L
ℓ=1 Γ
(
s + 1
βcℓ
)
(−κc,dx)
s
∏M
m=1 Γ
(
s− 1
βdm
) ds
= −
∫
Ck
Γ(2− k − s)
∏L
ℓ=1 Γ
(
s+ 1
βcℓ
)
(−κc,dx)
s
∏M
m=1 Γ
(
s− 1
βdm
) ds
= −
∫
Ck
Γ(1− k − s)
∏L
ℓ=1 Γ
(
1 + s+ 1
βcℓ
)
(−κc,dx)
s+1
∏M
m=1 Γ
(
1 + s− 1
βdm
) ds
= κc,dx
∫
Ck
Γ(1− k − s)
∏L
ℓ=1 Γ
(
1 + s+ 1
βcℓ
)
(−κc,dx)
s
∏M
m=1 Γ
(
1 + s− 1
βdm
) ds
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= κc,dx
∫
Ck
Γ(1− k − s)
∏L
ℓ=1
(
s+ 1
βcℓ
)
Γ
(
s+ 1
βcℓ
)
(−κc,dx)
s
∏M
m=1
(
s− 1
βdm
)
Γ
(
s− 1
βdm
) ds
= x
∫
Ck
Γ(1− k − s)
∏L
ℓ=1 (1 + βscℓ) Γ
(
s+ 1
βcℓ
)
(−κc,dx)
s
∏M
m=1 (1− βsdm) Γ
(
s− 1
βdm
) ds
= xGc,d(βD)
∫
Ck
Γ(1− k − s)
∏L
ℓ=1 Γ
(
s+ 1
βcℓ
)
(−κc,dx)
s
∏M
m=1 Γ
(
s− 1
βdm
) ds, (3.20)
where in the fourth line, the contour Ck is understood to be chosen such that the
shift s→ s+ 1 does not traverse any poles.
Remark 3.1. For L ≤M + 1, we could equally well have replaced
G1,LL,M+1
(
1− 1
βc1
, · · · , 1− 1
βcL
1− k, 1 + 1
βd1
, · · · , 1 + 1
βdM
∣∣∣∣− κc,dx
)
(3.21)
in (3.4) by
G1,nL,M+1
(
1− 1
βc1
, · · · , 1− 1
βcL
1− k, 1 + 1
βd1
, · · · , 1 + 1
βdM
∣∣∣∣(−1)L+n+1κc,dx
)
(3.22)
for any 0 ≤ n ≤ L, with a suitably modified normalization constant, since these are
all constant multiples of each other, as can be seen, e.g., from Slater’s identity [36]:
G1,nL,M+1
(
1− 1
βc1
, · · · , 1− 1
βcL
1− k, 1 + 1
βd1
, · · · , 1 + 1
βdM
∣∣∣ζ
)
=
ζ1−k
∏n
l=1 Γ(1−k+
1
βcl
) LFM
(
1−k+ 1
βc1
,··· ,1−k+ 1
βcL
1−k− 1
βd1
,··· ,1−k− 1
βdM
∣∣∣(−1)L+n+1ζ)∏L
l=n+1 Γ(k−
1
βcl
)
∏M
m=1 Γ(1−k−
1
βdm
)
,
(3.23)
The equality (3.8) also follows in this case from (3.23) with n = L.
For n = L, k = 1, this reproduces (3.12). For general k, it reproduces (3.8),
with φ
(c,d,β)
k (x) defined by the series (2.50) which, up to normalization, is just x
1−k
times the hypergeometric series for
LFM
(
1− k + 1
βc1
, · · · , 1− k + 1
βcL
1− k − 1
βd1
, · · · , 1− k − 1
βdM
∣∣∣(−1)L+nκc,dx
)
. (3.24)
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Remark 3.2. If L > M + 1, we could also have replaced
G1,LL,M+1
(
1− 1
βc1
, · · · , 1− 1
βcL
1− k, 1 + 1
βd1
, · · · , 1 + 1
βdM
∣∣∣∣− κc,dx
)
(3.25)
in (3.4) by any suitably normalized linear combination of the linearly independent
functions
G1,L−1L,M+1

1− 1βc1 , · · · , 1̂− 1βci , · · · , 1− 1βcL , 1− 1βci
1− k, 1 + 1
βd1
, · · · , 1 + 1
βdM
∣∣∣κc,dx

 , i = 1, . . . L, (3.26)
which form a basis of solutions of the same differential equation and, within a nor-
malization, have the same asymptotic series (2.50) within the angular sector
0 < arg(κc,dx) < (L−M − 1)
π
2
(3.27)
To see the relation between eq. (2.46) and the equations satisfied by the Meijer
G-functions, we set
ζ := −κc,dx (3.28)
and rewrite (2.46) as
ζ
∏L
l=1(D +
1
βcl
)∏M
m=1(D −
1
βdm
)
φ
(c,d,β)
k + (D + k − 1)φ
(c,d,β)
k = 0, (3.29)
where
D = ζ
d
dζ
= x
d
dx
. (3.30)
Multiplying (3.29) by ζ−1 and applying the operator
∏M
m=1(D −
1
βdm
) on the left
gives
L∏
l=1
(D +
1
βcl
)φ
(c,d,β)
k +
M∏
m=1
(D −
1
βdm
)ζ−1(D + k − 1)φ
(c,d,β)
k = 0. (3.31)
Now using the ladder relation(
D −
1
βdj
)
ζ−1 = ζ−1
(
D −
1
βdj
+ 1
)
(3.32)
repeatedly to move ζ−1 in the second term in (3.31) to the left of the differential
operator term and, finally, multiplying by ζ gives
ζ
L∏
l=1
(D +
1
βcl
)φ
(c,d,β)
k + (D + k − 1)
M∏
m=1
(D − 1−
1
βdm
)φ
(c,d,β)
k = 0, (3.33)
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which is eq. (3.1) for
p = L, q = M + 1, m = 1, n = L
al = 1−
1
βcl
, l = 1, . . . , L,
b1 = 1− k, bm+1 = 1 +
1
βdm
, m = 1, . . . ,M. (3.34)
In particular, for the case L = 2, M = 0, with three branch points, two of them,
with branching profiles (µ(1), µ(2)), weighted as in eq. (2.19), and a third unweighted
one with profile µ, we have
φ˜
((c1,c2),·,β)
k (x) = C
((c1,c2),·,β)
k G
1,2
2,1
(
1− 1
βc1
1− 1
βc2
1−k
∣∣∣κc,dx) . (3.35)
This corresponds to the enumeration of Belyi curves or, equivalently, dessins
d’enfants [1, 46].
4 The τ-function τ (G,β)(t) evaluated at power sums
As detailed in [4–6], τ (G,β)(t) is the KP τ -function corresponding to the Grassman-
nian element spanned by the basis elements {φk(1/z)}k∈N+
w(G,β) = span{φk(1/z)}, k ≥ 1. (4.1)
It follows [27] that, if τ (G,β)(t) is evaluated at the trace invariants
t =
[
X
]
, ti =
1
i
trX i (4.2)
of a diagonal n× n matrix
X := diag(x1, . . . , xn), (4.3)
it is expressible as the ratio of n× n determinants
τ (G,β)
([
X
])
=
∏n
i=1 x
n−1
i∏n
i=1 ρ−i
det (φi(xj))1≤i,j,≤n
∆(x)
, (4.4)
where
∆(x) =
∏
1≤i<j≤n
(xi − xj) = det(x
n−j
i )1≤i,j,≤n (4.5)
is the Vandermonde determinant.
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Remark 4.1. The evaluation τ (G,β)
([
X
])
is precisely what was originally defined
in [23] as a “hypergeometric function of matrix argument”. See also [39] for matrix
integral representations of τ -functions.
It also follows from (2.45) that each {φ
(c,d,β)
k (x)}1≤k≤n may be expressed as a
finite lower triangular linear combination of the powers of the Euler operator D
applied to φ
(c,d,β)
n (x)
φk(x) = β
n−kDn−kφn(x) +
n−k−1∑
j=0
ΓkjD
jφn(x), k = 1, . . . , n. (4.6)
where the Γkj’s are polynomials in β of lower degree with integer coefficients. There-
fore
τ (G,β)
([
X
])
= γn
(
n∏
i=1
xn−1i
)
det (Di−1φn(xj))1≤i,j,≤n
∆(x)
, (4.7)
where
γn :=
β
1
2
n(n−1)∏n
i=1 ρ−i
. (4.8)
For rational weight generating functions G = Gc,d, and any positive integer
n ∈ N+, let
f(c,d,β,n)(y) := φ˜
(c,d,β)
n (e
y) =
∫
Cn
A(c,d,β)n (s)e
ysds, (4.9)
A(c,d,β)n (s) :=
C
(c,d,β)
n Γ(1− n− s)
∏L
l=1 Γ
(
s+ 1
βcl
)
(−κc,d)
s
2πi
∏M
m=1 Γ
(
s− 1
βdm
) . (4.10)
Defining the diagonal matrix
Y = diag(y1, . . . yn) (4.11)
by
X = eY , Y = ln(X), xi = e
yi, i = 1, . . . , n, (4.12)
eq. (4.7) can be expressed as a ratio of Wronskian determinants
τ (Gc,d,β)
([
X
])
= γn
(
n∏
i=1
xn−1i
)
det
(
f
(i−1)
(c,d,β,n)(yj)
)
1≤i,j,≤n
∆(ey)
, (4.13)
where
∆(ey) :=
∏
1≤i<j≤n
(eyi − eyj ). (4.14)
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5 Matrix integral representation of τ (Gc,d,β)
([
X
])
Consider the generalized Bre´zin-Hikami [11] matrix integral
Zdµ(c,d,β,n)(X) =
∫
M∈Norn×nCn
dµ(c,d,β,n)(M)e
trYM , (5.1)
where
dµ(c,d,β,n)(M) := (∆(ζ)
2det(A(c,d,β)n (M))dµ0(U)
n∏
j=1
dζi (5.2)
is a conjugation invariant measure on the space Norn×nCn of n× n normal matrices
M = UZU † ∈ Norn×nCn , U ∈ U(n), Z = diag(ζ1, . . . , ζn) (5.3)
with eigenvalues ζi ∈ C supported on the contour Cn and dµ0(U) is the Haar measure
on U(n).
Theorem 5.1. The τ -function τ (Gc,d,β)(t), evaluated at the trace invariants
[
X
]
of
the externally coupled matrix X is given by
τ (Gc,d,β)(
[
X
]
) =
β
1
2
n(n−1)(
∏n
i=1 x
n−1
i )∆(ln(x))
(
∏n
i=1 i!)∆(x)
Zdµ(c,d,β,n)(X), (5.4)
where ∆(ln(x)) = ∆(y)) is the Vandermonde determinant in the variables
(y1, . . . , yn).
Proof. Using the Harish-Chandra-Itzykson-Zuber identity [28, 32]
∫
U∈U(n)
dµ(U)etr(Y UZU
†) =
(
∏n−1
i=1 i!)det
(
eyiζj
)
∆(y)∆(ζ)
(5.5)
to evaluate the angular integral gives
Zdµ(c,d,β,n)(X) =
(
∏n−1
i=1 i!)
∆(y)
n∏
i=1
(∫
Cn
dζiA
(c,d,β)
n (ζi)
)
∆(ζ)det
(
eyiζj
)
1≤i,j,≤n
=
(
∏n
i=1 i!)
∆(y)
det
(
f
(i−1)
(c,d,β,n)(yj)
)
1≤i,j,≤n
, (5.6)
where we have used the Andre´iev identity [8] in the second line. Comparing eqs. (5.6)
and (4.13), we obtain the matrix integral representation (5.4) of τ (Gc,d,β)(
[
X
]
).
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