All our Laurent polynomials will be with integer coefficients. "C.T." stands for "the constant term of", with respect to x = (xi, . . . , x,). For example C.T.(l -qx) (l -q/x) = 1 + q.
The symmetric group S, acts on vectors of integers by permuting the coordinates, for example 321( -1,2,1) = (1,2, -1). A permutation n acts on monomials x y by JG(X ') = x~("), and by linearity on any Laurent polynomial. For example, (321) [x;lx;x3 + 4 + x:x;x;~] =x1x$x;' + 4 + x;"x;x:.
A Laurent polynomial
P in x = (xi, . . . , x,) is symmetric if n(P) = P for all permutations .~d, and is antisymmetric if n(P) = (sgn n)P for every permutation JG.
(y; Q),, the "q-analog of (1 -y)" to base Q" is defined by A vector of integers LY is a bud guy if it has two or more identical components, otherwise it is a good guy. For example (1,3,1) and (-1, -1, -1) are bad guys while (1, -1,0) and (2, 1, 8) are good guys. 6 is the vector (0, 1, . . . , n -1) and 6 is its reverse: 8 = (n -1, . . . , 0). Throughout this paper t = qa, s = qb, u = qc.
The Habsieger-Kadell q-Morris identity
Let, for a, b, c, n nonnegative integers,
(1.1) (l-2) (1.3)
In this paper I give a new proof of a so k nown as "the equal parameter case of the Zeilberger-Bressoud q-Dyson theorem". The general q-Dyson theorem was proved in [ll] . Indeed substituting b = c = 0 in the q-Morris identity (1.4) gives the equal parameter case of q-Dyson.
John Stembridge [9] , standing on the shoulders of Dennis Stanton [2] , has recently come up with a short, elegant and elementary proof of the equalparameter case of q-Dyson. In this paper I adapt Stembridge's proof to give a relatively short, elegant and elementary proof of the q-Morris identity.
The word "elementary" has at least two meanings. The first one is the colloquial "Holmesian" one that means "easy". The second one is the technicalphilosophical "Kroneckerian" meaning of only using finite algebraic operations on integers. The present proof is elementary in both senses. The statement of the q-Morris identity (1.4) is completely elementary and God-created and it was disturbing that so far one had to resort to such artificial man-made analytical notions as limits and q-integration to prove it.
An equivalent identity and the role of antisymmetry
It turns out that instead of FA$lC of (1.1) it is much easier to consider We will actually prove instead of the original statement (1.4) of the q-Morris identity the identity (2.4) below that turns out to be equivalent to it.
Theorem.
The reason that Fgj,,(x) is more congenial than F~$~C(x) is that the former is almost antisymmetric. Indeed, peeling off the first layer of (Xi/Xj)~ yields The proof of the equivalence of the original q-Morris identity (1.4) and its variant (2.4) is a pleasant exercise in antisymmetry. We will not give it here since the proof in Section 4 of [9] passes verbatim (see also Section 3 of [lo] ).
The reason antisymmetry is so important is the following The term corresponding to T = 0 in the above sum is nothing but C.T.
[x-"G$,'&] alias H$&.
We have thus expressed H$,'i+i,, in terms of H$& and (unfortunately) some of its "buddies". We would be done if we will be able to express all the terms that feature in (4.4) in terms of Hz',,. Luckily it is indeed possible and in the next section we will prove (set s = qb, t = q", u = q')
C.T.[q . . .x, . x -"'$,'~,,I = (-qY (c Mui MPLF; %, H'"' (t; t)Jt; t),_r(qs; & apb9c-(4.5)
Substituting in (4.4) we get (4.6)
In order to conclude the proof of (4.1) (modulo (4.5)) we must show that the right hand sides of (4.6) and (4.2) are the same, i.e. we have to show (as before wesett=q", Cauchy's famous q-analog of the binomial theorem (e.g. [l] p. 10, (2.9)) says (4.9) (Incidentally, the "]z] < 1, ItI < 1" that is added as a "condition of validity" in [l] is completely superfluous, at least in my book).
Of course (2XY; t)-= (zxy; t), (zX; 0x
Now, using (4.9), we expand each of the three ratios in (4.10) as formal power series in z, and compare coefficients of zn, which yields the desired identity (4.8).
q
We have thus completed the proof of the theorem mod& the identity (4.5). To get to where we are we have climbed two induction ladders: the it ladder (Section 3) and the b ladder (Section 4). In order to prove (4.5) we need to climb one more induction ladder: the r-ladder.
Proof of (4.5): induction on r.
In this section n, a, b, c are fixed throughout. As before l= q', s = qb, u = qc. A routine calculation shows that
Thus we have to prove that
It turns out that instead of C, of (5.la) it is more convenient to consider But since 6 = rev(b), where rev is the "reverse permutation" rev(i) = IZ -i + 1, whose sign is (-l)n(n-l)n),
It is readily seen that in terms of the Aj (5.5) is equivalent to (take r = it -j + l),
(5.9)
We now go on and prove (5.9). By using the definitions (2.1), (2.6) and by routine telescoping, we obtain (from now on G = Glrfb,,, recall that t = qa, s = qb, u = 4').
G(qxl, . . . ,xn) = (l -sxl) jc2 (l -rxllxj) WI, . . . , x,) (u -x1) jc2 (4-lt -xlIxj) .
By cross multiplying we get, (U -XI) ,Q (q-'t -xllxj)G(qxl, . * . > xn) n = (1 -sX~) n (1 -tii/xj)G(xi, e . . ) X").
j=2
Expanding the product, we get Because of (5.6), we have
(5.14)
Multiplying both sides of (5.12) by X-'@ and taking the constant term, we get (recall that e, = (1, 0, . . . , 0)) We now need the following simple, but crucial, lemma whose proof is left as a pleasant exercise to the reader.
Lemma.
(i) & + /3 -IpI e, i.s a bad guy unless j3 has the form (0, 1, . . . , 1, 0, . . . , 0), where the first component is 0 and then for some r, 0 s r <j -2, there are r l's followed by n -r -1 0's. In this case a(j) + p -IpI e, is the image of a(f) under the cycle (1, 2, . . . , r + l), whose sign is (-1)'.
ii a(j)+ b -(IpI + l)e, is a bad guy unless /? has the form (0'1' . . . , 1, 0, . . . ) 0) , where for some r satisfying j -2 s r s n -1 you have a 0 followed by r l's followed by n -r -1 0's. In this case &) + /3 -(I/31 + 1)~~ is the image of &l) under the cycle (1, 2, . . . , r + 1) whose sign is (-1)'.
Discarding all the bad guys in (5.17) and using the above lemma and the crucial lemma, the Equation (5.17) shrinks to (recall (5.14))
j-2
Ix UP-l-' By summing all the geometric series and performing very routine and simple ninth grade algebra we get (5.9). tav vav shin lamed bet ayin.
Postscript
I would like to thank the two referees for some very helpful suggestions. In addition to their numerous remarks that were incorporated in the text, one of the referees made the following interesting remark that I reproduce verbatim.
Referee's remark
The analytical presentation of Habsieger's and Kadell's proofs obscures the fact that they are really elementary in the "Kroneckarian" sense. They both rely on the fact that since k is a nonnegative integer, the q-analog of AZ"(y) is a polynomial. This is essential to Selberg's proof which Habsieger extends. Kadell extends Aomoto's proof by using a q-analog of the fundamental theorem of Calculus. This is really a simple cancellation.
The limit as x tends to 0 used in both proofs is really the observation that the sum of the terms of AZ"(T) in which t,, does not occur equals IIFlii tfk A;!,($.
