In the plane, results are given about the structure of closed trajectories which may occur as simple closed curves or general closed curves with self-intersections. Necessary conditions for the global controllability of nonlinear systems that are in the so-called linear-analytic form _ x = f(x) + u g (x), where x 2 IR 2 and juj 1, a re given. It is proved that if there exists a closed trajectory ; of the system, then ; either contains a point where f and g are linearly dependent, or encloses some zeroes of f + u gfor a l l u 2 ;1 1]. Then this result is used to prove that if the linear-analytic system is controllable and the vector eld g is never zero in W IR 2 , then W contains at least one zero of f + u gfor some u 2 ;1 1]. A topological approach is taken. Remarks are made about the size of the region where a closed trajectory can lie, and about the shape of the closed trajectories. Further implications are discussed.
Introduction
Controllability theory of dynamical systems has been an active area of research for many decades. The theory provides the means for a better understanding of the behaviour of a control system. Furthermore, the construction of the theory may a t times lead to a control law for the given system. See, for example, Grantham & Vincent (1975) and Vincent & Y u (1991) . The relationship between nding controllability sets and synthesizing optimal control algorithms has also been emphasized in the literature (Grantham & Vincent 1975 , Krishchenko & Nazarenko 1988 . The area is rich but as yet seems to be far from complete. In this paper, some necessary conditions will be given for the global controllability of nonlinear systems, and the implications of these conditions will be discussed. The structure of closed trajectories, which naturally arise due to the global controllability, will be the focus of our study.
Controllability theory for nonlinear dynamical systems is not so uniform and connected as in the case of linear dynamical systems. According to Klamka (1991) , the approaches that have been used in this area of control theory are in general based on (1) xed point theorems for nonlinear maps or implicit function theorems, (2) theory of vector elds and Lie algebras (or di erential geometry), (3) perturbation methods, (4) the maximum principle, (5) Lyapunov functions.
In the same survey of Klamka, an extensive bibliography about these items is also provided. We can extend the above list by adding (6) di erential algebra, (7) di erential and algebraic topology.
It is worthwhile to note that the order the approaches are given from (1) to (7) above are not indicative of their signi cance or the popularity of their use. There are many results on local controllability which h a ve b e e n d e r i v ed especially through di erential geometry. H o wever, little has been accomplished on global controllability (Bell & Pan 1990) . Di erential algebraic control theory is a newly emerged eld, a review of which is given by Bell & Lu (1992) . It is emphasized in their work that the concept of controllability in a di erential algebraic setting is global.
Our setting in this paper will be topological. Hirsch (1976) stresses that there are no local questions in di erential topology. The questions which di erential topology tries to answer are global they involve the whole manifold. So does algebraic topology. Our work will utilize degree and homotopy concepts from both algebraic and di erential topology to obtain some global results about controllability.
Using di erential geometric techniques, Hunt (1980a) and Aeyels (1984) give sufcent conditions for the global controllability of nonlinear systems in linear-analytic form, namely _ x = f(x) + u g (x) , where x 2 M, M is a 2-dimensional real-analytic manifold, and u 2 IR. In Aeyels' work, M = I R 2 , and g is taken to be a constant vector eld. A su cient condition is given for systems with f having polynomial com-ponents and then another su cient condition for systems with f analytic. Aeyels also generalizes the former su cient condition to similar systems in IR n .
The global controllability su cient conditions given by Hunt (1980a) involves the linear dependence of the vector elds f and g and linear independence of the Lie bracket f g] and g. Note that the latter condition satis es the controllability (or accessibility) rank condition on the vector space dimension of the Lie algebra generated by v ector elds f and g at a point g i v en in the controllability domain. Note also that the controllability rank condition has long been known as a necessary as well as a su cient condition (Sussmann & Jurdjevic 1972 Later, Hunt (1982) generalizes these necessary and su cient conditions to n-dimensional nonlinear systems that are in linear-analytic form with (n ; 1) controls. Kovalev (1991) gives a necessary condition for the controllability of general nonlinear systems, _ x = f(x u), where x 2 D, D is a connected (n + 1)-dimensional C r -manifold (r 2), u 2 U IR m . I n K o valev's work, the concept of oriented sets (or, in particular, oriented manifolds) is used. Orientability is de ned within the context of reachable sets. The following fact is used: if there exists an oriented manifold K in D other than the empty s e t a n d D itself, then the system is uncontrollable. This condition is nicely reduced to the existence of an equation representing the boundary of the oriented manifold K in D. H o wever, it seems in general di cult to check t h e existence of a solution to this equation.
It is interesting to note here that Hunt (1980b) also gives a theorem, which is also used in the proof of Theorem 1.1, on the controllability of a nonlinear system in linearanalytic form and the existence of an integral manifold formed by the control elds g i , i = 1 : : : (n ; 1), n being the dimension of the state space. This integral manifold disconnects the state space into two connected parts. It is simply the boundary of the global reachable set from any p o i n t.
In the present w ork, nonlinear systems in linear-analytic form _ x = f(x) + u g (x) , where x 2 IR 2 and juj 1, are considered. Note that the control is assumed to be constrained. Our results, however, can easily be extended to the unconstrained control case.
In Section 2, some standard topological de nitions and facts are given. In Section 3, rst, basic de nitions about the nonlinear system in linear-analytic form are made and a series of lemmas are proved. Then, by using these lemmas, Theorem 3.1, which i s about the closed trajectories of the nonlinear system, is given. Closed trajectories may occur as simple closed curves or closed curves with self-intersections. Theorem 3.1 states that if there exists a closed trajectory ; of the system, then ; either contains a point w h e r e f and g are linearly dependent, or encloses at least a zero of f + u gfor each u 2 ;1 1]. This result is used to prove Theorem 3.2 which asserts that if the linear-analytic system is controllable and the vector eld g is never zero in W 2 IR 2 , then W contains some zeroes of f +u g for some u 2 ;1 1]. Theorem 3.2 looks similar to Theorem 1.1 however, it di ers in its hypotheses, and it has further implications. Using Theorem 3.2 we can estimate lower bounds on controllable sets. This is e ective in practice because nding zeroes of vector elds is the same as solving systems of nonlinear equations, for which there exist e cient algorithms. Furthermore, in our case, the control is bounded, although the results easily extend to the unbounded control case, and W is not necessarily simply connected, that is to say, W may contain holes in its interior. Theorem 3.2 is based on the idea that if the system is controllable in W, then, for any t wo points in W, there exists a closed trajectory containing (or passing through) both of them. This closed trajectory is not necessarily a simple closed curve it may t a k e a general con guration with intersections where two o r m o r e trajectories can intersect. Theorem 3.1, which is about closed trajectories, provides us with information on the con guration of closed trajectories regardless of whether the system is globally controllable or not! It also gives an estimate of the size of the region enclosed by a closed trajectory.
Topological De nitions and Facts
In this section, certain standard de nitions and theorems from algebraic and di erential topology will be given. Only the essential details within the scope of this work will be covered. For further details the interested reader is referred to the readable book of Kinsey (1993) , from which w e h a ve summarized the following de nitions and facts. Note that we h a ve made the appropriate changes in notation to t the material into our setting.
Recall that a simple closed curve C is a parameterized continuous path which starts and ends at the same point without intersecting itself. In the plane, the winding number w h (C) o f a v ector eld h on a simple closed curve C is informally de ned as the number of counter-clockwise revolutions of h after travelling along C in the counter-clockwise direction. It is also called the index of C, and can be calculated by a l i n e i n tegral along C (Jackson 1989) . A formal de nition for the winding number can be given by using algebraic and di erential topology concepts. First a de nition from algebraic topology will be given.
The vector eld v, which is nonzero on C, can be normalized so that every vector on C has length 1, i.e.,
Since C can be thought of as the circle S 1 because C is homeomorphic to S 1 , and the set of all vectors of length 1 is also a circle, can be regarded as a function : S 1 ;! S 1 . The induced function 1 : H 1 (S 1 ) = Z ;! H 1 (S 1 ) = Z, where H 1 (S 1 ) denotes the rst homology group of S 1 , m ust be multiplication by s o m e i n teger, since it is a homomorphism. This integer is the winding number of the vector eld h on C. This idea generalizes to higher dimensions, and in general the integer is called the degree of the function , denoted by deg( ). More speci cally, the following de nition is made.
Let : S n ;! S n be a continuous function. Then induces a homomorphism n : H n (S n ) = Z ;! H n (S n ) = Z, n is multiplication by s o m e i n teger k. De ne the degree o f as deg( ) = k.
The above de nitions have been given from the viewpoint of algebraic topology.
From the viewpoint of di erential topology, deg( ) is de ned di erently as follows.
Our description is adopted from Milnor (1965) (also see Guillemin & Pollack (1975) ). The following standard facts can be found in Kinsey (1993) .
Theorem 2.1 If : S n ;! S n are homotopic functions, then deg( ) = deg( ). Theorem 2.2 The antipodal map : S n ;! S n de ned b y (x) = ;x has degree deg( ) = ( ;1) n+1 .
The de nition of the winding number of a vector eld can be generalized to dimensions greater than 2 as follows.
Let D IR n+1 be a set homeomorphic to the (n+1)-dimensional ball with boundary C = @(D) and let h : S n ;! C be the restricted homeomorphism. Let v be a vector eld de ned on D with no zeroes on C and de ne v : C ;! S n by
The winding number of v on C is de ned as w v (C) = deg( v h).
Theorem 2.3 If D is homeomorphic to the n-ball with the boundary C, and the vector eld v is never zero o n D, t h e n w v (C) = 0 .
Closed Trajectories and Global Controllability
Consider the linear-analytic control system with bounded single input
where x 2 IR 2 , f and g are smooth vector elds in IR 2 , and the control input function u : I R ! U , U IR, is piecewise continuous.
A trajectory of the system (3.1) corresponding to a control u( ) i s a c o n tinuous curve x( ) satisfying _ x(t) = f(x(t)) + u(t) g(x(t)) almost everywhere. Let W be a connected subset of IR 2 . Note that W may contain holes in its interior. The point x 1 2 W is reachable from the point x 0 2 W if there exists a trajectory x( ) o f t h e system (3.1) such that x(0) = x 0 and x(t 1 ) = x 1 for some t 1 2 0 1). The set of all points reachable from the point x is called the (global) reachable set from x, denoted by R x .
The system (3.1) is said to be (globally) controllable in W if, for every x 2 W, R x = W. In other words, the system is controllable if any point i n W is reachable from any other point g i v en in W.
Note that if the system is controllable in W, then from any point x 0 to another point x 1 in W, and from x 1 back t o x 0 , there exists a trajectory which e v entually forms a closed curve. This closed curve will be denoted by ;. Note that ; lies completely in W, b y the de nition of controllability. ; is not required to be smooth. It is only required to be continuous so, it may c o n tain sharp corners, which i s t ypical of, for example, bang{bang controls.
A fundamental loop (FL) is a trajectory which is a simple closed curve. ; m a y occur as an FL as shown in Figure 1a , or as a complicated con guration as in Figure  1b . Note that Figure 1b only depicts an example. ; may, in fact, occur in a much more complicated fashion. In all possible con gurations, two or more trajectories may i n tersect at any i n tersection point. Trajectories may also intersect tangentially. However, while intersecting at a point (once or more than once) is allowable, it is assumed that an overlap of trajectories along a curve segment does not take place.
Lemma 3.1 Every point in ; belongs to an FL.
Proof . Consider the case when ; itself is not an FL. Note that ; can be regarded as a directed graph without being concerned about the controls that have generated it. It will be shown that, for any g i v en point in ;, one can construct an FL via a removal process of intersections which will be called cornering. In the case where there are only two trajectories intersecting at an intersection point, cornering is governed by the following recipe: start travelling in the forward sense along ;, and whenever an intersection occurs, switch to the intersecting trajectory and continue to travel in the same sense as before.
Cornering of an intersection point w i t h t wo trajectories is illustrated in Figure 2 . Such a n i n tersection point is visited only twice. A trajectory in the neighbourhood of an intersection, as shown in Figure 2 , may be thought o f a s t wo trajectory segments, o n e approaching and the other leaving the intersection point. So, there are two approaching and two l e a ving trajectory segments. The approaching segments are joined to their neighbouring leaving segments with the recipe given above, and as a result two disjoint trajectories are obtained as shown in the gure. Let the trajectories obtained this way be called the reduced trajectories. Now consider a general case and suppose that there are m trajectories intersecting at an intersection point. Cornering of such a n i n tersection is illustrated in Figure 3 for the case m = 5, and will be described in the following. Of the 2m trajectory segments, one can easily nd a pair of neighbouring trajectory segments, one approaching the intersection point, and the other leaving. It is not di cult to show this. In a circular neighbourhood of the intersection, let us label the approaching trajectory segments bỳ +' and leaving segments bỳ ;'. Now, pick a`+' segment and start to travel along a circle in one direction. Then one should come across a neighbouring segment. If this segment i s à ;' one, then we are done if not, then travel along the circle in the same direction until a next segment neighbouring the new`+' trajectory segment is reached. At the end, one should eventually meet a`;' segment n e x t t o à + ' o n e i n t h e g i v en direction along the circle. So, this pair of leaving and approaching trajectory segments are joined, and one disjoint trajectory is obtained in the way depicted in Figure 2 . Now, of the remaining 2(m ; 1) trajectory segments there exist another 2 segments next to each other, one approaching and the other leaving. So, these trajectory segments are reduced to another disjoint trajectory, a s w ell. This procedure is repeated until no trajectories cross.
So, apply the cornering process to ; to remove all of the intersections at once and thus obtain the reduced trajectories. As ; is connected, and no curve has been broken or any point in a curve has been removed as a result of the cornering, the reduced trajectories are connected, too. Any connected path possessing no intersections is nothing but an FL. This completes the proof. Proof . Suppose that (i) does not hold true, i.e. there exists a closed trajectory ; such that the vector elds f and g are linearly independent e v erywhere in ;. This also automatically ensures that f is never zero on ;. We shall show that, with this hypothesis, (ii) in the conclusion must be true. Note that f and g are linearly independent if, and only if, f + g and f ; g are linearly independent (which implies that f + u gis never zero for all u 2 ;1 1]) in ;. So, (f + g)(x) 6 = (f ; g)(x) where 2 IR ; f 0g, f o r a l l x 2 ;. The condition (3.2) corresponds to the fact that the orientation of the vector elds f + g and f ; g with respect to each other is preserved. In other words, an angle de ned, say, from the vector (f + g)(x) t o ( f ; g)(x) remains strictly bounded away from 0 and . This is also equivalent t o s a ying that the integral curves of f + g and f ; g are always transve r s a l t o e a c h o t h e r a t a n y p o i n t i n ; . N o t e that, eventually, the above condition also implies that the orientation of the \triangle" de ned by the vector elds f + u g , u 2 ;1 1], is preserved. A typical situation is depicted along the closed trajectory ; in Figure 4 , where all vectors have been drawn as being of equal length for pictorial clarity.
Consider the con guration of ; and the vector eld f +g on ; as given in Figure 4 . Note that ; is assumed to be an FL and thus homeomorphic to S 1 . Note that ; is not necessarily a smooth curve: it might h a ve \corners," where it is not di erentiable.
Therefore there is no di eomorphism between ; and S 1 . Let f + g be normalized such
Note that : ; ;! S 1 .
Two methods will be given to show that, for every u 2 ;1 1], f +u ghas zeroes in Int( ). Then, the rest of the proof will follow to obtain the required result. The rst method is of more heuristic nature and will involve a rather geometrical approach for the sake of visualization. In the second method, the approach will be more algebraic.
Method 1 : Suppose that the homeomorphism h : S 1 ;! ; i s g i v en in such a w ay that deg(h) = + 1 . Then the winding number of f + g on ; is written as w f+g (;) = deg( h) = deg( ) because deg( h) = deg( ) deg(h) for the continuous functions and h. A t a n y given x 2 ;, (f + g)(x) is either tangent t o ; ( = @( )) or points into Int( ), by condition (3.2). At a corner in ;, where the velocity v e c t o r o f ; is not well-de ned, the tangency of f + g to ; means that f + g is tangent to the part of ; on either side of the corner. Then the geometric de nition (2.2) suggests that deg( ) = 1 because for every x 2 ; the resultant e ect of d x is to map the tangent vector at T x (;) in the same direction only once at (x) 2 S 1 . S o w f+g (;) = 1. This is the same as saying wraps S 1 once in the same direction as one moves and wraps ; once. This gives the informal interpretation that as one travels along the curve ; i n the counter-clockwise direction, f + g revolves once in the counter-clockwise direction.
The wrapping, or winding, induced by can be visualized by perturbing f + g slightly in the following fashion. Consider the perturbed vector eld f + ( 1 + ") g, where the positive real number " is small, such that
Allowing " to be small enough so as to satisfy (3.2) all the time, the vector~ (x) points into Int( ) for every x 2 ;. This can be visualized by c hecking Figure 4 . Since ; is a closed curve, it is easily concluded that the mapping~ is onto S 1 and winds it once, and thus deg(~ ) = 1. Note that~ is homotopic to through nonzero vector elds. So, By Theorem 2.1, deg( ) = deg(~ ) = 1. Therefore w f+g (;) = 1. Apparently, the normalized form of the vector eld f + u gis also homotopic to~ . So it follows that w f+ug (;) = 1 for any u 2 ;1 1]. By the negation of Theorem (2.3), since w f+ug ( ) 6 = 0 , f o r e v ery u 2 ;1 1] f +u g has zeroes in Int( ) as (f +u g )(x) 6 = 0 for every x 2 ;.
Method 2 : The closed curve ; is in fact smooth almost everywhere. It has only nitely many p o i n ts where the velocity v ector of ; is not well-de ned. These points will be called corners. If these corners can be smoothened out, ; will be di eomorphic to S 1 . In that case, Lemma 3.4 will become applicable to obtain the required result.
Suppose that ; has only one corner point, denoted by p c . In a neighbourhood of p c , c hoose two p o i n ts p 1 and p 2 in ; so that p c lies between them. Denote the piece of ; that lies between p 1 and p 2 by , including the end points p 1 and p 2 . The curve can be approximated by a cubic polynomial which m a t c hes the end points p 1 and p 2 and the velocity o f ; a t p 1 and p 2 . Let this approximation between the points p 1 and p 2 be denoted by 0 . Note that the curve 0 is C 1 (or, di erentiable once). Let ; 0 be the new closed trajectory obtained by replacing by 0 . Clearly, ; 0 is di eomorphic to S 1 . Let 0 be the region enclosed by ; 0 .
Consider the perturbed vector eld = f + ( 1 + ") g where the real number " > 0 is small. Assuming the vector eld con guration in Figure 4 without loss of generality, always points into Int( ).
Give n a r e a l n umber > 0, there always exist points p 1 and p 2 in ; such that, for all x 2 a n d x 0 2 0 , kx 0 ; xk < and (x 0 ) points into Int( 0 ). Then, by Lemma 3.4, along with Lemmas 3.2 and 3.3, has zeroes in Int( 0 ). The vector eld f +u ghas zeroes for all u 2 ;1 1] in Int( 0 ), too, as its restriction to ; is homotopic to = f + ( 1 + ") g through nonzero vector elds. Now consider a sequence of approximations f; 0 i g which is obtained by replacing by i 's which are described below. Given =i > 0, i = 1 2 : : : , there exist p 1 i and p 2 i in ; such that, for all x 2 a n d x 0 2 0 i , kx 0 ; xk < = i and (x 0 ) p o i n ts into Int( 0 i ). We already have the fact by Lemma 3.4 that f +u gh a s z e r o e s i n Int( 0 i ) for each u 2 ;1 1]. Now suppose that f + g has a zero z i in Int( 0 i ). It is obvious that as i ;! 1 , ; 0 i ;! ;, and thus Int( 0 i ) ;! Int( ). However, we still need to show that a subsequence of fz i g, denoted by fz i j g, c o n verges to a point z in Int( ), and that (f + g)(z ) = 0. Note that each 0 i is compact because there exists a compact set K which c o n tains every 0 i . Since K is compact, there exists a subsequence of every sequence in K that is convergent t o a p o i n t i n K. Then there exists a subsequence fz i j g of the sequence of zeroes fz i g which c o n verges to some z 2 K. I t f o l l o ws that z is either in Int( ; ) o r ; . B y t h e h ypothesis, z cannot be in ; as there are no points in ; where f and g are dependent. So z 2 Int(;). By the continuity o f f + g, z i j ;! z implies that (f + g)(z i j ) ;! (f + g)(z ), and clearly (f + g)(z ) = 0. Finally, t h e homotopy argument used previously in this proof is used again, to get the required conclusion that for every u 2 ;1 1], f + u ghas zeroes in Int( ).
In the case when there is more than one corner in ;, the points p 1 and p 2 are chosen in the neighbourhood of every corner in such a w ay that every contains only one corner point with which it is associated with. The above procedure which i s g i v en for one corner is repeated this time for all corners with this restriction to get the required result.
We h a ve s o f a r s h o wn separately via Methods 1 & 2 that if there exists a closed trajectory ; such that f and g are linearly independent in ;, then for every u 2 ;1 1], at least one zero of f + u gis contained in Int( ) which is part (ii) of the theorem for an FL. Now, suppose that (ii) is not true, that is to say, there exists some u 2 ;1 1] such that no zeroes of f + u gare contained in Int( ). Then, by the contrapositive of what is proven above, ; must contain a point where f and g are linearly dependent. This gives part (i) of the theorem for an FL.
The theorem has now been proved for the case when ; is a simple closed curve, namely, an FL. If ; is not an FL, the proof can easily be generalized by using Lemma 3.1. Since any x 2 ; belongs to an FL, the above procedure is repeated for any ( o r e v ery) FL present i n ; . This proves the theorem for a general closed trajectory ; with intersections where two or more trajectories intersect. Remark 1. An equivalent v ersion of Theorem 3.1 is given below. So, a closed trajectory ; of system (3.1) contains or encloses points where f and g are linearly dependent. This statement, however, is weaker than Theorem 3.1. In writing the above v ersion and the weaker statement following it, we h a ve used the following immediate facts:
If g and f +u gare never zero for all u 2 ;1 1], then f and g are linearly independent.
If f and g are linearly independent, then f + u gis never zero for all u 2 ;1 1].
It is straightforward to generalize Theorem 3.1 for an unbounded control, i.e. when u 2 IR. In Theorem 3.1 u 2 ;1 1] is replaced by u 2 IR, and the previous proof carries over.
Theorem 3.2 If system (3.1) is controllable and vector eld g is never zero i n W IR 2 , then W contains at least one zero o f f + u gfor some u 2 ;1 1].
Proof. Suppose that system (3.1) is controllable in W. Then, by the de nition of controllability, g i v en any t wo points in W, there exists a closed trajectory ; lying in W containing both points. Applying either part (i) or (ii) in Remark 1 as appropriate, the theorem follows.
Remark 2. By using the arguments and facts given in Remark 1, an equivalent version of Theorem 3.2 can be given as follows.
If system (3.1) is controllable in W IR 2 , t h e n W contains points where f and g are l i n e arly dependent.
As in the case of Theorem 3.1, Theorem 3.2 can as well be generalized to the unbounded u case easily. In that case, the interval ;1 1] is simply replaced by I R i n the theorem. Now, consider a closed loop ;, which c o n tains no points where f and g are linearly dependent. Suppose that the rank of @f=@x+u @ g = @ x is 2 in Int( ). By Theorem 3.1, at least one zero of f +u gfor all u 2 ;1 1] is contained in Int( ). Then a solution of f + u g= 0, u 2 ;1 1], is at least one smooth curve contained in Int( ). Suppose that, this time for u 2 IR, the solutions of f + u g= 0 give a smooth curve, say, : I R ;! IR 2 . Note that restricted to u 2 ;1 1] is the same as . The curve (in general along with a number of other curves which represent solutions to f + u g = 0, u 2 IR) has to lie wholly in Int( ) as well, because it is not allowed to intersect or cross ; a s f and g are linearly independent i n ; , b y the hypothesis. Let a smooth curve as de ned above be called a degeneracy curve to emphasize the fact that f + u gvanishes along . H o wever, zeroes of g, where f and g are also linearly dependent, need not be in the degeneracy curve. If these zeroes are in the degeneracy curve lambda, then it would be appropriate to rename as the dependency curve. Keeping the facts and de nitions given here in mind, a special case of Theorem 3.1 is given below. where x 2 IR 2 , A 2 IR 2 2 , b 2 IR 2 . Suppose that system (3.5) is controllable. Then it can be represent e d i n t h e c o n trollable phase variable (or controllable canonical) form as follows (Nagrath & Gopal 1986) . where a 1 a 2 2 IR. The solution to Ax + bu = 0 is given as follows:
(1) if a 1 6 = 0, then x 1 2 ;1=a 1 1=a 1 ] a n d x 2 = 0 , or (2) if a 1 = 0, then for u = 0 only, x 1 2 (;1 1) and x 2 = 0 . F or u 6 = 0 , a solution does not exist.
Note that if u were unbounded, then the solution in (1) would be written as x 1 2 (;1 1) a n d x 2 = 0 the solution in (2) would remain unchanged. Moreover, the vectors Ax and b are linearly dependent if, and only if, x 2 = 0, which is the whole of x 1 -axis, excluding the origin. The origin, on the other hand, is the only solution to Ax = 0. S o , b y Theorem 3.1, any closed trajectory of the linear system (3.5) in controllable canonical form has to cross the x 1 -axis. For the controllability of a linear system, it is necessary by Theorem 3.2, to contain at least a part of the x 1 -axis in the domain W. This result is summarized in a corollary below. Further note that for the particular system in this remark, if a 1 6 = 0 then the rank condition discussed in Remark 3 is satis ed, giving the x 1 -axis as the degeneracy curve. In the case when a 1 = 0, the rank condition does not hold true, and a degeneracy curve reduces to a point for u = 0 and there are in nitely many such points along the x 1 -axis! Other important and practical consequences of Theorems 3.1 and 3.2 will be discussed in the remarks to follow. Remark 5. Since there are nite number of intersection points in ;, there will be a nite numb e r o f F L s . F or each F L w e can re-write the relevant parts of the proof of Theorem 3.1. Suppose that there are 3 independent FLs contained in ;. If the vector elds f and g are linearly independent in ;, then there have to be at least 3 distinct zeroes of f + u gfor every u 2 ;1 1], each zero to be contained in one of Int( i ), i = 1 2 3. Suppose that f and g are linearly independent e v erywhere in a domain W. Then the minimum number of distinct zeroes of f + u gfor every u 2 ;1 1] will be the same as the maximum number of independent FLs some ; lying in the region can possibly contain. Note that we h a ve the result in this remark regardless of whether the system is globally controllable in W or not. W is just a region where we h a ve some closed trajectories.
To clarify the meaning of this result, let us give more speci c examples. Suppose that f and g and thus f+g and f;g are linearly independent and the minimum number of distinct zeroes of f + u gfor every u 2 ;1 1] is 2 in the region W. Then a closed trajectory ; in W may c o n tain up to 2 independent FLs. However, if the minimum number of distinct zeroes is only 1, then ; can have at most one independent FL, and it cannot, for instance, occur in the shape of number 8! So, by c o u n ting the number of zeroes of the vector elds, it may be possible to say something about the shapes of the closed trajectory ; in a given domain.
Remark 6. Let the point x 0 be called self-reachable through the point x 1 if there exists a path to and from between x 0 and x 1 . Let the region enclosed by this path be called the self-reachability range of x 0 through x 1 . Theorem 3.1 can be used to estimate the size of the self-reachability range of x 0 through x 1 . E v en if the two points x 0 and x 1 are very close to each other so that x 1 is reachable from x 0 in very small time, coming from x 1 back t o x 0 may require a travel far away from both of the points. This is because every closed trajectory ; has to either contain some zeroes of g or f + u g for some u 2 IR, or enclose some zeroes of f + u gfor all u 2 ;1 1]. Note that this is true for a closed trajectory of any system, regardless of whether the system of concern is globally controllable in the given region or not.
Example Consider the following controlled van der Pol system. Let W = fxjx 2 > 0g. The vectors f + u g , u 2 ;1 1], do not vanish anywhere in W, neither does g. Note that f + u g , u 2 ;1 1], vanish only in the interval where x 2 = 0 and x 1 2 ;1 1], which i s n o t i n W. Apparently, f and g are linearly independent f o r a n y x 2 W. In fact, f and g are linearly dependent if, and only if, x 2 = 0 . By Theorem 3.2, system (3.7) is not controllable in W. Furthermore, by Theorem 3.1, any closed trajectory ; containing some given two p o i n ts in W has to intersect the x 1 -axis however close those two p o i n ts are to each o t h e r .
Remark 7. The results given in this section can also be applicable in some cases to more general systems. Consider the system _ x = f(x) + u 2 g(x) 1 u 2 (3.8)
Recall from Figure 4 that for systems of the linear-analytic form (3.1), the vector elds f + g and f ; g de ne the edges of a triangle (maybe more correctly, the wedge) in which the other vector elds f +u g , ;1 < u < 1, lie. In the case of system (3.8), there exist two s u c h v ector elds which form the two edges of the triangle. These vector elds are f 1 = f +g and f 2 = f +4g, f o r u = 1 and 2, respectively. The values of other vector elds f +u 2 g, 1 < u < 2, lie in the triangle formed by f 1 and f 2 . Also note that we can de ne the homotopy h s = f + ( 3 s + 1 ) g, s 2 0 1], through which a n y v ector eld f +u 2 g can be deformed to one another for u 2 1 2]. We p o i n t out that h s never becomes zero, as f and g are linearly independent along ;. By the facts above and this homotopy, it is not di cult to prove through similar lines that Theorems 3.1 and 3.2, f +u greplaced by f +u 2 g and u 2 ;1 1] by u 2 1 2], hold true for system (3.8) as well.
Conclusions
In the plane, a useful theorem has been given about the structure of closed trajectories which m a y be simple closed curves or general closed curves with self-intersections. This theorem has been used to derive a necessary condition for the global controllability of single-input nonlinear control systems in linear-analytic form in IR 2 . These results imply further facts which h a ve been discussed extensively throughout the text.
An estimation of the self-reachability range of a point through another is of particular interest. Another interesting implication is the relationship between the shape of the closed trajectories and the number of distinct equilibrium (or, xed) points of the control system regardless of that system being controllable or not. Detailed discussions have been given in the remarks throughout Section 3.
It would be interesting to check whether su cient conditions for global controllability can be obtained by using similar topological techniques.
