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Ψ deg angle d’azimut (cf. figure 1.3)
θ deg angle d’assiette longitudinale (cf. figure 1.3)
φ deg angle de gîte (cf. figure 1.3)
χ deg angle d’azimut aérodynamique (cf. figure 1.4)
γ deg angle de pente aérodynamique (cf. figure 1.4)
µ deg angle de gîte (cf. figure 1.4)
α deg angle d’incidence (cf. figure 1.5)
β deg angle de dérapage (cf. figure 1.5)
α˙ deg · s−1 vitesse angulaire d’incidence de l’avion par rapport à l’air
β˙ deg · s−1 vitesse angulaire de dérapage de l’avion par rapport à l’air
α˙Vent deg · s−1 vitesse angulaire d’incidence due au vent
β˙Vent deg · s−1 vitesse angulaire de dérapage due au vent
−→ΩRa/R0 deg · s−1 vecteur rotation du repère aérodynamique par rapport au
repère terrestre
−→ΩRa/RA deg · s−1 vecteur rotation du repère aérodynamique par rapport au
repère avion
−→ΩRA/R0 deg · s−1 vecteur rotation du repère avion par rapport au repère ter-
restre
m kg masse de l’avion
l m longueur de référence
MAC m corde aérodynamique moyenne
XI
XCG % position du centre de gravité sur l’avion par rapport à la
corde aérodynamique moyenne
S m2 surface de référence
Zg m altitude géopotentielle
Z m altitude géométrique
Zp m altitude-pression fournie par un baromètre gradué
h m hauteur du centre de gravité par rapport à la piste
P Pa pression statique
T K température statique
∆ISA deg écart à la température standard
conf − configuration de l’aile
PRF − taux de compression du moteur
g0 m · s−2 accélération de la pesanteur supposée constante
ρ kg ·m−3 masse volumique de l’air
Re − nombre de Reynolds
µ1 kg ·m−1 ·s−1 viscosité dynamique du fluide
ν m2 · s−1 viscosité cinématique du fluide
γ1 − rapport Cp
Cv
des chaleurs spécifiques (=1.4 pour l’air)
r J · kg−1 ·K constante des gaz parfaits pour l’air (287, 053 J · kg−1 ·K) :
différence Cp − Cv
a m · s−1 vitesse du son
Vc m · s−1 module de la vitesse conventionnelle (Calibrated Air Speed)
Vk m · s−1 module de la vitesse sol
Va m · s−1 module de la vitesse aérodynamique
Mach − Nombre de Mach
Fg N poussée brute du moteur
XII
FN N poussée nette du moteur
nz − facteur de charge longitudinal
rs − état de la piste
δs deg position des spoilers
δbecs deg braquage des becs
δvolets deg braquage des volets
δtrain − position des trains d’atterrissage
δtrappes − position des trappes de train
δAF deg position des aérofreins
δp deg braquage des commandes de vol en roulis
δq deg braquage des commandes de vol en tangage
δr deg braquage des commandes de vol en lacet
iH deg braquage du plan horizontal
Cx − coefficient de la force de trainée
Cy − coefficient de la force de portance latérale
Cz − coefficient de la force de portance verticale
Cl − coefficient du moment de roulis
Cm − coefficient du moment de tangage





Ailerons Surfaces mobiles situées à l’extrémité du bord de fuite
des ailes. Ils permettent de piloter l’avion autour de son
axe longitudinal.
Becs Éléments mobiles du bord d’attaque des ailes utilisés à
basse vitesse pour augmenter la portance de l’aile.
Dérive Surface mobile située à la queue de l’avion. Elle permet
de piloter l’avion autour de son axe vertical.
Domaine de vol Ensemble des points du plan Mach-Altitude dans lequel
le vol stabilisé est possible.
Empennage horizontal Surfaces mobiles situées à la queue de l’avion qui per-
mettent de piloter l’avion autour de son axe transversal.
Il est composé du plan horizontal et de la gouverne de
profondeur.
Lacet Inclinaison de l’avion autour de son axe vertical.
Nombre de Mach C’est le rapport entre la vitesse aérodynamique et la
vitesse du son.
Pincement et calage du moteur Angles représentant l’orientation de l’axe du moteur (qui
est aussi la direction du vecteur poussée brute Fg) dans
le repère avion.
Portance Force aérodynamique perpendiculaire à la direction de
la vitesse air et dirigée vers le haut de l’avion.
Poussée brute Force de propulsion générée par le moteur.
Poussée nette Différence des modules de la poussée brute et de la trai-
née de captation. Elle représente la poussée effective-
ment exploitable du moteur.
XV
Roulis Inclinaison de l’avion autour de son axe longitudinal.
Spoilers Éléments mobiles situés sur l’extrados des ailes utilisés
en particulier pendant l’atterrissage pour diminuer la
portance de l’aile et donc améliorer l’efficacité du frei-
nage.
Tangage Inclinaison de l’avion autour de son axe transversal.
Trainée Force aérodynamique colinéaire à la vitesse air et orien-
tée dans le sens opposé à celle-ci.
Trainée de captation Force de trainée aérodynamique due au moteur.
Vitesse aérodynamique C’est la vitesse de l’avion par rapport au repère air. La
différence par rapport à la vitesse sol provient de la pré-
sence éventuelle du vent.
Vitesse conventionnelle Elle correspond à une différence de pressions convertie
en vitesse dans les conditions de l’atmosphère standard
à altitude nulle.
Vitesse sol C’est la vitesse de l’avion par rapport au repère terrestre.
Volets Surfaces mobiles situées à l’emplanture du bord de fuite




Dans de nombreux domaines des sciences et de l’industrie, que ce soit pour les pré-
visions météorologiques, économiques ou encore la conception d’un avion, la maîtrise des
technologies de modélisation et de simulation numérique est devenue indispensable. Du
fait de l’accroissement de la puissance des ordinateurs, une forte décroissance du coût
des calculs a rendu compétitif le traitement de grands volumes de données ainsi que la
simulation numérique qui complète, voire remplace, la démarche expérimentale classique.
L’aéronautique fait partie de ces nombreux secteurs qui trouvent un intérêt à remplacer
les essais réels par des études numériques.
Les modèles sont définis dans [83] comme des constructions matérielles ou formelles
servant à représenter "quelque chose" de réel ou de fictif. Dans cette thèse, les modèles
que nous allons étudier sont numériques et représentent des caractéristiques de l’avion,
par exemple les forces auxquelles il est soumis. Ils sont destinés à être agrégés dans un
simulateur grâce aux équations qui décrivent les mouvements de l’avion au cours du
temps, notamment les lois du mouvement énoncées par Newton. La simulation numérique
rend ainsi possible l’étude de plus en plus fine de l’influence de certains paramètres sur le
comportement général de l’avion.
Ces simulations font appel à plusieurs modèles qui sont construits à partir de données
issues de différentes sources, telles que des résultats d’essais (souﬄerie, banc moteur, essais
en vol), des calculs théoriques (intégration numérique des équations de Navier Stokes ou
de la thermodynamique) ainsi que par similitude avec des modèles déjà existants. On
parle alors de "modèles physiques", en ce sens que les relations mathématiques qui les
constituent, visent à représenter la physique des phénomènes mis en jeux.
Une autre classe de modèles que nous appelons "modèles de représentation" [10] et
dont la construction ne se fait plus à partir des lois physiques va être longuement abordée
dans cette thèse. Ces modèles possèdent une représentativité élevée du phénomène global
qu’ils modélisent au moyen d’un volume souvent plus réduit de données.
Nous venons de voir que plusieurs types de modèles existent, mais est-il toutefois
possible d’en donner une définition générique ? Marvin Minsky [66] a proposé la définition
suivante : "Pour un observateur B, un objet A* est un modèle d’un objet A dans la mesure
où B peut utiliser A* pour répondre à des questions qui l’intéressent au sujet de A." .
Un modèle n’est donc pas indépendant de l’utilisation qu’on en fait et sert toujours à
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répondre à une question sur l’objet considéré.
Deux branches de la mécanique du vol se sont ainsi mises en place pour simuler le
mouvement de l’avion faisant appel à des modèles différents. La première a pour but de
représenter les qualités de vol de l’avion et la seconde ses performances au sol et en vol.
Ces deux disciplines s’appuient sur des modèles présentant de nombreuses similarités, ce
qui motive un besoin d’harmonisation des processus de construction des modèles en ques-
tion. Comme nous le verrons par la suite, ce besoin d’harmonisation rend nécessaire la
conception de nouvelles méthodes de réduction. Ces dernières sont à l’origine des travaux
réalisés dans cette thèse. Ce mémoire est organisé en quatre chapitres.
Dans le chapitre 1, nous analysons les objectifs et les caractéristiques des modèles de
performances des avions (dit modèle Perfo) et de qualités de vol (dit modèle QdV). Nous
mettons ainsi en évidence les objectifs souvent contradictoires de précision et de temps
de calcul de ces deux modèles. Le modèle Perfo, centre de cette étude, est alors étudié
comme un modèle réduit du modèle QdV qui est plus complexe.
Par la suite, le besoin de stocker de plus en plus de données dans le cockpit de l’avion
est souligné. Ceci mène à une nécessité de réduire la taille mémoire des modèles embar-
qués (en l’occurence le modèle Perfo) tout en garantissant un temps de calcul compatible
avec les exigences du temps réel. De plus, des contraintes sont identifiées en termes de
précision et de préservation de la structure interne des modèles concernés.
Dans ce but, nous décrivons dans le chapitre 2 les différentes étapes d’une métho-
dologie générale de réduction de modèles. Puis, nous présentons un état de l’art critique
des modèles réduits ainsi que des méthodes d’échantillonnage et de validation susceptibles
d’être appliqués à la problématique présentée ci-dessus. Nous justifions finalement le choix
de certaines méthodes sur lesquelles nous nous appuyons pour en développer de nouvelles.
Dans le chapitre 3, nous exploitons le Random Sampling - High Dimensional Model
Representation (RS-HDMR) et les réseaux de neurones (RN) pour construire de nouvelles
fonctions tabulées de dimension, de taille mémoire et/ou de temps de calcul inférieurs.
Dans ce contexte de fonctions tabulées, nous avons créé et développé une méthode
de calcul analytique des différents termes de la décomposition RS-HDMR, ainsi qu’une
extension du calcul de cette décomposition au cas des fonctions définies sur un domaine
non hypercubique.
Par ailleurs, nous proposons une utilisation particulière des RN, visant à approcher
au mieux les points de la fonction tabulée.
Ces méthodes donnent des résultats concluants en petite dimension. Par contre, nous
mettons en évidence leurs limites d’applicabilité à la grande dimension. Ce fléau de la
dimension nous conduit à exploiter dans le chapitre suivant la structure interne de ces
2
modèles hiérarchiques multi-niveaux de grande dimension composés d’un assemblage de
fonctions tabulées de faible dimension.
Nous présentons dans le chapitre 4 une méthode originale de réduction de modèles
basée sur la sélection optimale de sous-modèles réduits de petite dimension qui permet
de préserver la structure initiale du modèle à réduire. La méthode proposée permet de
formaliser cette sélection comme un problème d’optimisation linéaire en nombres entiers
de telle sorte que le modèle global réduit obtenu satisfasse les exigences de rapidité, de
précision et, pour certaines applications, de taille mémoire. Cette méthode est finalement







En aéronautique, plusieurs modélisations de l’avion existent visant chacune des utilisa-
tions différentes. Par exemple, ces modèles sont utilisés pour représenter le comportement
général de l’avion (simulateur de vol), pour optimiser sa trajectoire ou encore pour prédire
une consommation de carburant. Ces différentes utilisations ont amené Airbus à séparer
la construction des modèles selon leurs domaines d’application et à construire plusieurs
modèles répondant aux différents besoins. Cette construction parallèle selon le domaine
d’application des modèles n’est plus satisfaisante aujourd’hui, car elle empêche le partage
de données entre des disciplines pouvant être très proches.
Dans cette thèse, nous traitons de l’harmonisation du modèle de qualités de vol, dit
QdV par la suite, et du modèle de performances des avions, dit Perfo. Plutôt que de les
construire de façon complètement indépendante, le projet de recherche dans lequel s’insère
cette thèse vise à dériver le modèle Perfo à partir du modèle QdV et ainsi d’améliorer
la représentativité du modèle Perfo, ainsi que sa cohérence avec le modèle QdV et à
harmoniser le processus global de construction.
Dans ce chapitre, nous détaillons ces deux grandes branches de modélisation, per-
mettant d’une part d’étudier les qualités de vol d’un avion, d’autre part d’évaluer et
d’optimiser ses performances. Après avoir montré les limites du modèle de performances
des avions utilisé aujourd’hui, nous décrivons une nouvelle modélisation dérivée des quali-
tés de vol et les enjeux industriels associés. Ce chapitre est composé de trois sections. Dans
la section 1.2, une description générale qualitative de ces deux modélisations est donnée.
Puis, en appliquant le principe fondamental de la dynamique, les équations générales du
mouvement de l’avion définissant le modèle QdV sont introduites. Nous décrivons égale-
ment le modèle Perfo utilisé actuellement en précisant ses limitations. Dans la section 1.3,
les grandes lignes du projet de recherche dans lequel s’insèrent nos travaux sont décrites.
Dans ce projet, il est envisagé de dériver le modèle Perfo à partir du modèle QdV afin
d’en augmenter la représentativité et d’assurer la cohérence entre ces deux disciplines.
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Par ailleurs, l’utilisation du modèle Perfo, autant sur les ordinateurs au sol que dans le
cockpit de l’avion, impose des contraintes en termes de temps de calcul, de précision et
de stockage mémoire qui sont distinctes des contraintes qu’impose l’utilisation du modèle
QdV. À partir de ces contraintes, les besoins en terme de réduction mathématique de mo-
dèles sont décrits. Finalement, la section 1.4 est consacrée aux enjeux industriels associés
à cette nouvelle modélisation.




 physique Hypothèses : 
- La Terre est plate et  immobile 
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Entrées du modèle 
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Figure 1.1 – Construction d’un modèle numérique à partir d’un modèle physique.
Un modèle physique est une formulation mathématique représentant un phénomène
physique (cf. figure 1.1, étape 1). Une difficulté intrinsèque du concept de modèle est
la définition de sa granularité, c’est-à-dire la taille et/ou le nombre de sous-systèmes
permettant de décrire ce phénomène physique. Par exemple, un avion peut être vu comme
composé de plusieurs sous-systèmes (propulsion, aérodynamique...), chacun d’eux étant
décrit par un modèle spécifique (modèle de propulsion, modèle aérodynamique...). Mais
on peut aussi voir l’avion à plus grande échelle. Ainsi, on appelle encore modèle le code
qui permet de calculer la trajectoire de l’avion et comprend l’ensemble des sous-systèmes
décrivant l’avion. Selon l’objectif du modèle, les caractéristiques décrites par ce dernier
seront plus ou moins détaillées.
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Une fois les modèles physiques et leurs niveaux de granularité déterminés, de nouvelles
hypothèses dites de réduction mathématique peuvent être prises en compte (cf. figure 1.1,
étapes 2 et 3).
En aéronautique, la simulation numérique est de plus en plus utilisée avec des modèles
de plus en plus précis. Elle permet la mise en œuvre de méthodes mathématiques comme
l’optimisation et ainsi par exemple la prédiction de trajectoires optimales. Elle permet
aussi de réduire le nombre d’essais en vol. Elle facilite également l’exploration du domaine
de vol, car elle permet la réalisation d’expériences à moindre frais (temps, argent...).
Dans cette section, une description générale des modèles QdV et Perfo est présentée.
La connaissance des performances de l’avion ainsi que des qualités de vol est nécessaire à
toutes les étapes de la conception d’un avion, c’est-à-dire autant en amont lorsque l’avion
est en phase avant-projet, qu’après son entrée en service. Ces deux modélisations ont
cependant des enjeux différents. De ce fait, les modèles QdV et Perfo ont une granularité
différente.
1.2.1.1 Modèle de performances des avions
Dans le département dédié au calcul des performances des avions, l’avion est vu comme
un point matériel soumis à des forces extérieures. Ce modèle est le plus simple que l’on
puisse envisager pour un système mécanique. En effet, toute la masse est supposée concen-
trée en un point. Ce modèle est adapté dans le cas où l’on ne s’intéresse qu’au mouvement
du centre de gravité, représenté par trois degrés de liberté. Dans un calcul de performances,
la position de l’avion autour de son centre de gravité n’est qu’un paramètre permettant
de piloter le module et la direction des forces auxquelles il est soumis (aérodynamique,
propulsion, etc...).
Les modèles Perfo sont utilisés dans toutes les phases de développement d’un avion.
En phase dite avant projet, ils permettent de concevoir un avion (dimension des moteurs,
des surfaces des ailes...). Une fois la conception de l’avion terminée, les modèles Perfo sont
utilisés dans le bureau d’étude pour calculer des trajectoires (décollage, montée, croisière,
descente, atterrissage) et en déduire les performances des avions en fixant des scénarios
de vol a priori pour établir notamment le manuel de vol, qui a pour but de déterminer
des données pour le pilote, comme les distances d’atterrissage ou les vitesses de décollage
selon les conditions du jour (masse, conditions atmosphériques,...).
Connaître plus précisément les performances des avions permet aussi de se placer
convenablement sur le marché concurrentiel des constructeurs aéronautiques. En effet, les
compagnies aériennes orientent leurs choix d’achat selon les caractéristiques de perfor-
mances de l’avion et leurs besoins.
Des fonctions utilisant des modèles Perfo simplifiés sont également intégrées dans le
cockpit de l’avion. Elles permettent d’améliorer en temps réel les performances, en prenant
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en compte les conditions réelles du vol.
Certaines performances calculées sont règlementaires parce qu’elles sont critiques pour
la sécurité du vol. Les distances de décollage et d’atterrissage ainsi que les pentes de
montée citées plus haut en font partie. D’autres performances sont dites opérationnelles,
comme la distance parcourue par unité de carburant consommé ou encore la trajectoire
permettant de réduire les nuisances sonores à proximité des aéroports.
1.2.1.2 Modèle de qualités de vol
Dans le département dédié à l’étude des qualités de vol, l’avion est vu comme un solide
indéformable soumis à des forces extérieures. Cette hypothèse permet de ne considérer que
6 degrés de liberté. Par rapport au modèle du point matériel, cette modélisation a pour
objectif de représenter la dynamique de l’avion autour de son centre d’inertie. L’objectif
est de connaître la réponse de l’avion aux sollicitations du pilote ou de l’environnement.
Cette modélisation permet
• d’une part l’étude théorique de l’avion
– stabilité : capacité de l’avion à revenir à une position d’équilibre prédéterminée
après une perturbation externe ;
– contrôlabilité : possibilité de déterminer un état d’équilibre dans tout le domaine
de vol, c’est-à-dire pour toutes les conditions de vitesse, d’altitude possibles ;
– manœuvrabilité : capacité de l’avion à atteindre un nouvel état d’équilibre ;
– etc...
• et d’autre part des applications pratiques pour la mise en place de simulateurs de
vol ou encore l’analyse d’accidents.
1.2.1.3 Caractéristiques générales de ces deux modélisations
Dans ces deux modélisations, malgré l’hypothèse de solide indéformable, les change-
ments de géométrie de l’avion dus aux braquages des gouvernes ou à la souplesse de
l’avion sont quand même pris en compte par les variations qu’ils induisent sur les forces
extérieures (en particulier sur l’aérodynamique). Les variations de masse et de centrage
au cours du vol sont quant à elles prises en compte dans le poids. Lorsqu’on connaît
les modèles décrivant l’aérodynamique, la géométrie et les caractéristiques de poussée
des moteurs ainsi que les conditions atmosphériques de vol, on est capable d’intégrer les
équations de la mécanique du vol et ainsi de connaître le mouvement de l’avion dans
l’espace.
Les forces s’appliquant sur l’avion pour le calcul des performances des avions et pour
l’étude des qualités de vol sont :
– les forces aérodynamiques,
– le poids,
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– les forces propulsives,
– la réaction du sol.
Pour l’étude des qualités de vol et des performances des avions, les forces aérodyna-
miques dépendent des conditions de vol et de la géométrie de l’avion.
Seule l’aérodynamique du modèle QdV dépend des vitesses angulaires de rotation
autour du centre de masse. De plus les commandes sur lesquelles peut agir le pilote sont
des entrées du modèle QdV. Ces commandes sont :
– la commande de gauchissement qui permet de contrôler les ailerons situés au bord
de fuite et à l’extrémité de la voilure (notés A sur la figure 1.2). Le braquage de
ces gouvernes crée essentiellement un moment de roulis, tendant à incliner l’avion à
droite ou à gauche autour de l’axe X de la figure 1.2 ;
– la commande de profondeur qui permet au pilote de déplacer la gouverne de pro-
fondeur située généralement à l’arrière de l’avion (notée B sur la figure 1.2). Le
braquage de cette gouverne crée un moment de tangage, qui fait cabrer ou piquer
l’avion autour de l’axe Y de la figure 1.2 ;
– la commande de direction (notée C sur la figure 1.2) déplace la gouverne de di-
rection placée au bord de fuite de la dérive. Le braquage de cette gouverne crée
principalement un moment de lacet déplaçant le nez de l’avion vers la droite ou vers
la gauche, c’est-à-dire autour de l’axe Z de la figure 1.2.
Figure 1.2 – Gouvernes d’un avion.
Dans le modèle Perfo, la trajectoire de l’avion est calculée en imposant certains para-
mètres (ex : pente, puissance moteur...) (cf. section 1.2.4) et ne dépend pas directement
des commandes de vol qui en sont une conséquence.
Nous allons maintenant introduire les équations qui régissent le mouvement général
de l’avion [8].
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1.2.2 Équations de la mécanique du vol
1.2.2.1 Présentation des différents repères
Trois repères directs de référence sont généralement utilisés pour étudier le mouvement
de l’avion.
Repère normal terrestre R0
Le repère terrestre (0X0Y0Z0) est lié à la terre :
– l’origine O est fixe par rapport à la terre ;
– l’axe OZ0 suit la verticale descendante de l’attraction gravitationnelle au point O ;
– OX0 est arbitrairement choisi dans le plan horizontal normal à OZ0 ;
– OY0 complète le repère direct.
De plus, nous faisons les hypothèses ici que :
– le repère terrestre est galiléen,
– la terre est plate. Ainsi les trajectoires à altitude constante sont rectilignes.
Il est en outre commode de définir un repère translaté du repère terrestre avec son origine
liée à l’avion à un instant donné t (généralement son centre de gravité G). C’est ce repère
que l’on appelle repère normal terrestre.
Repère lié à l’avion RA
Le repère (GxAyAzA) est lié à l’avion :
– l’origine G est un point de référence de l’avion, en général son centre de masse. Sous
l’hypothèse d’un champ de gravité constant, G est aussi le centre de gravité ;
– GxA est orienté positivement de l’arrière à l’avant de l’avion, suivant la ligne de
référence longitudinale ;
– GzA est normal à GxA et appartient au plan de symétrie de l’avion. Il est orienté
positivement vers le ventre de l’avion ;
– GyA complète le repère direct (il est donc orienté positivement vers la droite du
pilote).
Repère aérodynamique Ra
Le repère (Gxayaza) est lié à la vitesse et à la géométrie de l’avion :
– l’origine G est le même point de référence que dans le repère RA ;
– Gxa est orienté et porté par la vitesse-air, c’est-à-dire positivement de l’arrière à
l’avant de l’avion ;
– Gza est normal à Gxa, situé dans le plan de symétrie de l’avion et orienté positive-
ment vers le ventre de l’avion ;
– Gya complète le repère direct.
10
CHAPITRE 1. CONTEXTE INDUSTRIEL
1.2.2.2 Changements de repères
Nous définissons ici les matrices de rotation : R pour passer du repère avion au repère
terrestre, U pour le passage du repère aérodynamique au repère terrestre et enfin T pour
passer du repère aérodynamique au repère avion.
Rappel : En algèbre linéaire, une matrice de rotation P est une matrice orthogonale.
Elle vérifie les propriétés suivantes : P TP = Id = PP T et det(P ) = 1, où P T est la
matrice transposée de P et Id est la matrice identité. On a donc P T = P−1.
Matrice de passage du repère avion au repère terrestre
L’ordre des rotations est le suivant (cf. figure 1.3) :
1. autour de l’axe GZ0 avec un angle Ψ (angle azimut) : amène GX0 en Gxh et GY0
en Gyh ;
2. autour de l’axe Gyh avec un angle θ (angle d’assiette longitudinale) : amène Gxh en
GxA et GZ0 en Gzh ;





Figure 1.3 – Position du repère avion par rapport au repère terrestre.
La matrice de passage du repère avion au repère terrestre s’écrit donc :
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cos Ψ cos θ sin Ψ cos θ − sin θ
− sin Ψ cosφ+ cos Ψ sin θ sinφ cos Ψ cosφ+ sin Ψ sin θ sinφ cos θ sinφ
sin Ψ sinφ+ cos Ψ sin θ cosφ − cos Ψ sinφ+ sin Ψ sin θ cosφ cos θ cosφ














Matrice de passage du repère aérodynamique au repère terrestre
L’ordre des rotations est le suivant (cf. figure 1.4) :
1. autour de l’axe GZ0 avec un angle χ (angle azimut aérodynamique) : amène GX0
en Gxu et GY0 en Gyu ;
2. autour de l’axe Gyu avec un angle γ (angle de pente aérodynamique) : amène GZ0
en Gzu et Gxu en Gxa ;
3. autour de l’axe Gxa avec un angle µ (angle de gîte) : amène Gyu en Gya et Gzu en
Gza.
Figure 1.4 – Position du repère aérodynamique par rapport au repère terrestre.
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cosχ cos γ sinχ cos γ − sin γ
− sinχ cosµ+ cosχ sin γ sinµ cosχ cosµ+ sinχ sin γ sinµ cos γ sinµ
sinχ sinµ+ cosχ sin γ cosµ − cosχ sinµ+ sinχ sin γ cosµ cos γ cosµ














Matrice de passage du repère avion au repère aérodynamique
Pour définir ce troisième changement de repère, deux angles suffisent puisque l’axe Gza
est situé par définition dans le plan GxAzA qui est le plan de symétrie de l’avion (cf.
figure 1.5) :
1. l’angle d’incidence α : angle de l’axe GxA avec le plan Gxaya du repère aérodyna-
mique ;
2. l’angle de dérapage β : angle de l’axe Gxa avec le plan de symétrie GxAzA de l’avion.
𝐴 
  𝐴 
𝐴 
Figure 1.5 – Position du repère aérodynamique par rapport au repère avion.
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cosα cos β − cosα sin β − sinα
sin β cos β 0
sinα cos β − sinα sin β cosα














1.2.2.3 Modélisation des forces et des moments
On considère que les forces qui s’exercent sur l’avion se regroupent en trois catégories
lorsque l’avion ne touche plus le sol :
– la force de gravité dont la résultante est −→P ,
– les forces aérodynamiques dont la résultante est −→F aero, somme des contributions de
chaque partie de l’avion (ailes, empennage horizontal,...),
– les forces de propulsion dont la résultante est −→F prop, somme des contributions de
chacun des moteurs.
Au décollage et à l’atterrissage, lorsque l’avion est sur la piste, une quatrième force inter-
vient :
– la réaction du sol dont la résultante est −→F sol.
Poids
En première approximation, la force d’attraction de la Terre sur un corps de masse m
à une altitude Zg s’écrit :
−→
P = GmTm(RT + Zg)2
−→e Z0 = m−→g ,
où G est la constante universelle de la gravitation (G = 6.67 · 10−11 m3.kg−1.s−2), mT la
masse de la Terre (mT = 5.97 · 1024 kg), RT le rayon moyen de la Terre (RT = 6371 km =
6, .71 · 106 m), −→e Z0 le rayon vecteur unitaire dirigé vers le centre de la terre et −→g l’accé-
lération gravitationnelle.
Le module de la force de gravité vaut donc g = GmT(RT + Zg)2 à l’ordre 0, c’est-à-
dire lorsqu’on suppose que le potentiel gravitationnel de la Terre est celui d’une masse
ponctuelle située en son centre (cf. figure 1.6).
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𝑃 
𝑒𝑍𝑂  
Figure 1.6 – Poids à l’ordre 0.
Cette hypothèse revient en fait à supposer que la symétrie sphérique de la Terre est
parfaite. Or, des mesures précises montrent que des effets "non sphériques" sont détec-
tables. De plus, la Terre tourne sur elle-même, ce qui crée une force centrifuge qui a
tendance à repousser l’avion de la surface de la Terre. Cette force est d’autant plus forte
que nous sommes proches de l’équateur. On introduit donc une correction à l’ordre 1 pour
prendre en compte l’aplatissement de la Terre aux pôles et rendre le potentiel dépendant
de la latitude.
Par souci de simplification de cet exposé, nous supposons ici que la gravité est constante
quelle que soit l’altitude et quelle que soit la latitude. Ainsi, la valeur du terme de gravité
utilisée est une approximation moyenne de g et vaut g0 = 9.80665 m.s−2, qui correspond
à g à l’altitude 0 et à la latitude 45 .˚


















mg0 cos γ sinµ
mg0 cos γ cosµ
 .
Le moment associé au poids est nul car cette force s’applique par définition au centre
de gravité.
15
1.2. Modèles actuels de qualités de vol et de performances des avions
La masse m dépend de la consommation de carburant et est donc une fonction du
temps. Notons qu’elle peut aussi varier pour d’autres raisons (largages, ravitaillement
en vol, accrétion de glace, pressurisation de la cabine) que nous ne traiterons pas ici. La
diminution de la masse totale rapportée au temps ne représente en pratique que 0.02 % de
la masse totale de l’avion par minute pour un avion de ligne. Pour étudier une performance
assez brève, par exemple une montée ou une distance d’atterrissage, on fait l’hypothèse
que la masse est constante. En revanche, lors d’un vol en croisière de plusieurs heures,
cette variation de masse intervient de façon significative, par exemple dans le calcul de la
distance franchissable ou endurance (formule de Bréguet-Leduc [51]) : il n’est donc plus
question de la négliger pour le calcul des performances de l’avion.
Aérodynamique














Le symbole S représente la surface de référence, en général la surface des ailes. Le symbole
l est la longueur de référence, en général la corde aérodynamique moyenne (MAC). Les
symboles ρ et Va représentent la masse volumique de l’air et le module de la vitesse
aérodynamique respectivement. Les vecteurs coefficients −→C F et −→CM , dont les composantes
sont sans dimension, sont définis par leurs projections dans les différents repères. Projetés















Les coefficients Cx, Cy, Cz sont appelés respectivement coefficients de trainée, de force
latérale aérodynamique et de portance. Les coefficients Cl, Cm, Cn sont appelés respecti-
vement coefficients de moment de roulis, de tangage et de lacet.
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a S l Cn
 .
Poussée des moteurs












Figure 1.7 – Illustration du calage du moteur.
Chacun des N moteurs exerce une poussée brute notée −→F Gi dont la direction, qui
dépend du calage τi du moteur et de son pincement pii, est fixe par construction dans le
repère avion (cf. figures 1.7 et 1.8). La force de propulsion d’un moteur i s’exprime donc
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Figure 1.8 – Illustration du pincement du moteur.

















FxGi cosα cos β + FyGi sin β + FzGi sinα cos β
−FxGi cosα sin β + FyGi cos β − FzGi sinα sin β
−FxGi sinα + FzGi cosα
 .
Son module, aussi appelé poussée brute FGi, dépend du paramètre de conduite noté
TSP ainsi que des conditions extérieures (Mach, température...). Le paramètre de conduite
TSP dépend lui-même de la position de la manette des gaz δxi . La poussée brute constitue
une première relation du modèle propulsif FGi(δxi ,Mach, T, · · · ).
Chaque moteur est par ailleurs générateur d’une force de traînée aérodynamique. Cette
force dépend de la position de la manette des gaz δxi . Elle est donc logiquement intégrée
au modèle de propulsion et non au modèle aérodynamique. Cette force de traînée est
notée −→F RAM i et est orientée dans le sens opposé à la vitesse
−→
V a. Elle s’exprime donc
18
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naturellement dans le repère aérodynamique Ra :
−→






Comme pour la poussée brute, son module FRAM i dépend de δxi ainsi que des conditions
extérieures (Mach, T ...). Cette dépendance constitue la deuxième relation du modèle
propulsif, dite trainée de captation :
FRAM i(δxi ,Mach, T, · · · ).





(−→FGi +−→F RAM i).




FNi = FGi − FRAM i .




F RAMi sont quasiment colinéaires
si bien que FNi constitue une bonne approximation du module de la poussée effectivement
disponible −→F propi .
Une autre équation d’évolution est constitutive du modèle de propulsion, reliant le
débit de carburant à la masse :




On remarque par ailleurs que la présence des moteurs modifie les caractéristiques aé-
rodynamiques de l’avion, en raison d’une part de la perturbation de l’écoulement autour
de la voilure et d’autre part de la déformation de celle-ci induite par les forces de propul-
sion. Ces phénomènes d’interaction entre les forces de poussée et les forces et moments
aérodynamiques ne dépendent, du point de vue du moteur, que du taux de compression
PRF et sont intégrés au modèle aérodynamique.
Enfin, le moment de chacune des forces de poussée au centre de gravité est déter-
miné par la connaissance de leurs bras de leviers respectifs −−→GM i donnés par le modèle
géométrique de l’avion.
Réaction du sol
La réaction du sol sur l’avion s’effectue au niveau du contact des trains avec la piste. Sur
19
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chacune des Nr roues i, une force
−→
F soli qui soutient l’avion est génératrice de frottements
lorsque l’avion est en mouvement. On projette cette force dans le repère aérodynamique













i + Fysol2i située dans le plan (GXa,OYa) de ce même repère
sont liées par une relation de frottement Fzsoli = ffrott(Fxsoli, Fysoli) dépendant entre autres
de l’état de la piste ainsi que des commandes de freinage δf et de la position de la roulette
de nez (qui est fonction du braquage de la gouverne de direction δr). La relation ffrott
constitue la partie principale du modèle de réaction du sol. Elle peut être assez complexe
et nous ne la détaillerons pas ici [61].







Enfin, le moment de chacune des forces de réaction du sol est déterminé par la connais-
sance de leurs bras de leviers respectifs −→GP i donnés par le modèle géométrique de l’avion.
Les caractéristiques du modèle aérodynamique QdV sont incompatibles avec les exi-
gences Perfo en termes de taille mémoire et de temps de calcul. Nos efforts se concentrent
donc sur la construction d’un modèle aérodynamique Perfo par réduction du modèle aé-
rodynamique QdV dont nous détaillons les variables d’entrée dans la section suivante.
1.2.2.4 Variables dont dépendent les forces et les moments aérodynamiques
Atmosphère
À un instant donné et à une altitude déterminée au-dessus du niveau de la mer, les pa-
ramètres atmosphériques peuvent être très différents selon les conditions météorologiques.
On définit donc un modèle d’atmosphère appelé atmosphère standard (ISA). Pour obtenir
ce modèle simplifié, certaines hypothèses sont faites. Nous les décrivons ci dessous :
– Hypothèse 1 : L’air est assimilé à un gaz parfait. Il satisfait par conséquent l’équation
d’état : P = ρrT , avec P la pression statique, r la constante des gaz parfaits pour
l’air et T la température statique.
– Hypothèse 2 : l’air est supposé en équilibre hydrostatique. Il vérifie donc la loi de
Laplace, dP = −ρg dZg.
– Hypothèse 3 : comme nous l’avons vu précédemment, les variations de l’accélération
gravitationnelle g avec l’altitude et la latitude sont négligées (g = g0). On confond
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donc altitude géopotentielle Zg (liée aux équipotentielles du potentiel de gravité) et
altitude géométrique Z (Zg = Z).
– Hypothèse 4 : en chaque point de l’atmosphère, la température (T ) varie en fonction
de l’altitude géopotentielle Zg. Une modélisation approchée des conditions atmo-
sphériques consiste à établir un profil moyen de la variation de la température en
fonction de l’altitude. La loi d’évolution de la température dans les régions tempé-
rées qui a été retenue pour définir l’atmosphère standard (ISA) est celle caractérisée
par les données suivantes.
• Lois d’évolution dans l’atmosphère standard :
– loi d’évolution de la température : la loi d’évolution de la température dans l’at-
mosphère standard est présentée dans la figure 1.9.
T =

T0 = 288.15K si Zg = 0m,
T0 − 0.0065Zg si 0 ≤ Zg ≤ 11000m,
216.65K si Zg ≥ 11000m.
Dans ces conditions, il existe une loi qui relie la masse volumique de l’air ρ, la
température T et l’altitude Zg.
– loi d’évolution de la masse volumique de l’air :
ρ =







−0.0065 r + 1
)
si 0 ≤ Zg ≤ 11000m,
ρ11000 exp
(
− g0 (Zg − 11000)
r T11000
)
si Zg ≥ 11000m.
• Lois d’évolution dans l’atmosphère réelle :
– loi d’évolution de la pression : un altimètre, instrument utilisé en aéronautique, est
un baromètre gradué en mètres qui permet de mesurer une altitute-pression Zp.
Cette altitude-pression indiquée ne dépend que de la pression statique mesurée, la-
quelle est liée à l’altitude réelle par l’intermédiaire des conditions météorologiques
du jour, qui sont la plupart du temps différentes de l’atmosphère standard. L’al-
titude mesurée par l’altimètre n’est donc égale à l’altitude géopotentielle Zg que
dans le cas où l’atmosphère réelle correspond effectivement à l’atmosphère stan-
dard. Moyennant la connaissance de la loi d’évolution de la température standard
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11000          - 
20000          - 
𝑇 = 𝑇0 − 0.0065 𝑍𝑔 
Altitude 𝑍𝑔(m) 




Figure 1.9 – Atmosphère tempérée dite standard.
(cf. figure 1.9), on est capable d’intégrer l’équation de Laplace (cf. hypothèse 2) :
P =











si 0 ≤ Zp ≤ 11000m,
P11000 exp
(
− g0Zp − 11000
r T11000
)
si Zp ≥ 11000m.
En inversant ces relations, on obtient les lois de graduation de l’altimètre.
– loi d’évolution de la température réelle +∆ISA : pour tenir compte des variations
atmosphériques, les calculs faits en atmosphère standard sont repris en supposant
que pour chaque altitude-pression donnée, la température diffère de la tempé-
rature standard d’une valeur ∆ISA constante. Ainsi, pour exprimer l’évolution
réelle de la température, on translate la courbe de la figure 1.9 de cette valeur
∆ISA le long de l’axe des températures. Par exemple si à 10000m, la tempé-
rature observée est de 232.15K, comme la température standard à 10000m est
ISA = 288.15 − 0.0065 × 10000 = 223.15K, on en déduit que le vol s’effectue
à 9K au dessus de la température standard (∆ISA = 9). On parle donc de vol
opéré à température ISA + 9.
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T =

T0 = 288.15 + ∆ISAK si Zp = 0m,
T0 + ∆ISA− 0.0065 Zp si 0 ≤ Zp ≤ 11000m,
216.65 + ∆ISAK si Zp ≥ 11000m.
Vitesses
– Vitesse sol −→V k : c’est la vitesse absolue de l’avion par rapport à un repère lié
à la terre R0. Elle peut être obtenue à partir de mesures d’accélération à bord
(centrale à inertie) ou par le système GPS. Du point de vue du pilotage et de l’étude
du comportement de l’avion, cette vitesse a peu d’intérêt. Elle est essentiellement
utilisée pour la navigation.
– Vitesse aérodynamique −→V a (TAS : True Air Speed) : c’est la vitesse de l’avion dans
la masse d’air. La différence entre la vitesse sol et la vitesse aérodynamique provient
de la présence du vent −→V w : −→V k = −→V a +−→V w.
– Nombre de Mach : c’est le rapport entre la vitesse aérodynamique et la vitesse du son
a : Mach = Va
a
. La vitesse du son dans l’air est donnée par la relation : a =
√
γ1rT




– Vitesse conventionnelle −→V c (CAS : Calibrated Air Speed) : elle correspond à une
différence de pressions convertie en vitesse dans les conditions de l’atmosphère stan-
dard à Zg = 0.
Variables d’état
Le modèle aérodynamique a pour objet de représenter l’évolution des six composantes
adimensionnées (Cx, Cy, Cz, Cl, Cm, Cn) en fonction de la position, de la géométrie et
du mouvement de l’avion, ainsi que de certaines caractéristiques de l’air dans lequel il se
déplace.
• Position de l’avion : les coefficients aérodynamiques de l’avion dépendent de sa
position dans l’espace par l’intermédiaire des angles d’incidence α et de dérapage
β. Lorsque l’avion est à proximité immédiate du sol, ces coefficients sont en outre
influencés par les effets de sol qui dépendent de la hauteur h du centre de gravité
par rapport à la piste, de l’angle de gîte φ et de la pente γ de la trajectoire par
rapport à la masse d’air.
• Géométrie de l’avion : les coefficients aérodynamiques de l’avion dépendent évidem-
ment de sa géométrie. Celle-ci est susceptible d’évoluer au cours du vol en raison :
(a) des mouvements de certains éléments mobiles commandés par le pilote, à savoir :
– les braquages des becs δbecs et volets δvolets correspondant aux différentes configu-
rations conf de l’aile. Ainsi le pilote peut par exemple augmenter la portance de
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l’aile en Basse Vitesse ou adapter la géométrie de l’aile aux conditions de vol,
– la position des trains d’atterrissage et des trappes de trains, notée respectivement
δtrain et δtrappes,
– les braquages des aérofreins, notés δAF , qui permettent de réduire la portance et
donc d’augmenter la pente de descente ou d’améliorer les capacités de freinage en
augmentant les charges sur les trains d’atterrissage,
– les braquages des commandes de vol en roulis (δp), en tangage (δq) et en lacet
(δr),
– la position du plan horizontal (iH) (cf. figure 1.10) qui permet de maintenir la










Figure 1.10 – Calage du plan horizontal.
(b) des déformations de l’avion dues à sa souplesse : ces déformations dépendent
de l’accélération (gravité, facteur de charge (nz)). Le facteur de charge est le rap-
port entre le poids apparent (gravité et forces d’inerties) et le poids réel de l’avion
(gravité).
On peut aussi citer dans cette rubrique les modifications involontaires de la géomé-
trie de l’avion (braquages intempestifs, perte de certains éléments...) qui font l’objet
de traitements spécifiques (cas de pannes).
• Mouvement de l’avion : les coefficients aérodynamiques de l’avion dépendent du
mouvement de l’avion par l’intermédiaire :
– du nombre de Mach et du module Va de la vitesse du centre de gravité par rapport
à l’air. Ces deux paramètres sont liés par la température T et donc par l’altitude Zp
de l’avion ;
– de la vitesse angulaire de l’avion par rapport à l’air, caractérisée par les variations
d’incidence α˙ et de dérapage β˙ ;
– de la vitesse angulaire −→ΩRA/R0 du repère avion RA par rapport au repère sol R0 ;
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– des variations d’incidence α˙Vent et de dérapage β˙Vent dues au vent.
• Poussée brute de l’avion : comme nous l’avons vu, la modification de l’écoulement
autour de l’avion ainsi que la déformation de celui-ci sous l’effet des forces de pro-
pulsion entraînent une variation des coefficients aérodynamiques, qui dépend de la
poussée brute FGi ou plus directement du taux de compression PRF .
• Caractéristique de l’air : les coefficients aérodynamiques de l’avion dépendent de la
viscosité de l’air à travers le nombre de Reynolds Re = ρVal
µ1
, car on ne fait pas
l’hypothèse que l’air est un fluide parfait ; ainsi même si la viscosité de l’air ν = µ1
ρ
est très faible, elle n’est pas nulle. Le nombre de Reynolds Re est également fonction
de la température T et de la pression statique P de l’atmosphère via ρ et donc de
l’altitude Zp de l’avion.
• État de la piste : le coefficient de trainée aérodynamique de l’avion dépend de l’état
de la piste rs. Par exemple, lorsque la piste est mouillée à cause des projections
d’eau, on observe une augmentation de la trainée.
1.2.3 Équations générales du modèle de qualités de vol
On étudie le mouvement du centre de gravité d’un solide indéformable, ainsi que son
mouvement autour du centre de gravité par le principe fondamental de la dynamique et le
théorème du moment cinétique. Dans le repère normal terrestre considéré comme galiléen,



















représente la variation par rapport au temps du moment cinétique de l’avion,∑−→
F ext la résultante des forces extérieures agissant sur l’avion (force de pesanteur, forces
aérodynamiques, forces de propulsion) et
∑−→M−→
F ext
le moment résultant des différentes
forces agissant sur l’avion (moment des forces aérodynamiques et moment des forces de
propulsion).
On suppose la vitesse du vent nulle −→V w = −→0 .




– −→ΩRa/R0 est le vecteur rotation du repère aérodynamique par rapport au repère
terrestre,
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– −→ΩRa/RA est le vecteur rotation du repère aérodynamique par rapport au repère
avion,
– −→ΩRA/R0 est le vecteur rotation du repère avion par rapport au repère terrestre.




















µ˙− χ˙ sin γ
χ˙ cos γ sinµ+ γ˙ cosµ













µ˙− χ˙ sin γ
χ˙ cos γ sinµ+ γ˙ cosµ
χ˙ cos γ cosµ− γ˙ sinµ
 .









Par ailleurs, on note A, B, C les moments d’inertie par rapport aux axes GxA, GyA,
GzA du repère avion RA. Les termes hors diagonales D, E, F sont les produits d’inertie.
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où [T−1] est en fait la matrice transposée de [T ], comme il a été rappelé précédemment.








Les composantes du moment cinétique dans le repère aérodynamique Ra sont donc :
−→C =

J11pa + J12qa + J13ra
J12pa + J22qa + J23ra
J13pa + J23qa + J33ra
 .
On cherche maintenant à dériver dans le repère aérodynamique Ra qui est mobile par
rapport au repère terrestre galiléen la vitesse aérodynamique −→V a = (Va, 0, 0)T .
Soit −→i = (1, 0, 0)T le vecteur unitaire de l’axe Gxa ; on a donc −→V a = Va−→i .
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J11p˙a + J12q˙a + J13r˙a + J33ω2ra − J22ω3qa + J13ω2pa − J12ω3pa + J23(ω2qa − ω3ra)
J12p˙a + J22q˙a + J23r˙a + J11ω3pa − J33ω1ra + J12ω3qa − J23ω1qa + J13(ω3ra − ω1pa)
J13p˙a + J23q˙a + J33r˙a + J22ω1qa − J11ω2pa + J23ω1ra − J13ω2ra + J12(ω1pa − ω2qa)
 .
Équilibre des forces dans le repère aérodynamique Ra





a S Cx + Fxprop +Fxsol −mg0 sin γ. (1.3a)




a S Cy + Fyprop +Fysol +mg0 cos γ sinµ. (1.3b)
Selon Gza : −mVaω2 = −12ρV
2
a S Cz + Fzprop −Fzsol +mg0 cos γ cosµ. (1.3c)
Équilibre des moments dans le repère aérodynamique Ra au point G
Autour de Gxa :
J11p˙a + J12q˙a + J13r˙a + J33ω2ra − J22ω3qa + J13ω2pa − J12ω3pa + J23(ω2qa − ω3ra)
= 12ρV
2
a S l Cl +MFxprop +MFxsol . (1.4a)
Autour de Gya :
J12p˙a + J22q˙a + J23r˙a + J11ω3pa − J33ω1ra + J12ω3qa − J23ω1qa + J13(ω3ra − ω1pa)
= 12ρV
2
a S l Cm +MFyprop +MFysol . (1.4b)
Autour de Gza :
J13p˙a + J23q˙a + J33r˙a + J22ω1qa − J11ω2pa + J23ω1ra − J13ω2ra + J12(ω1pa − ω2qa)
= 12ρV
2
a S l Cn +MFzprop +MFzsol . (1.4c)
Le modèle développé par le département des qualités de vol permet d’étudier le mou-
vement général de l’avion en réponse aux commandes du pilote. Dans la section 1.2.4,
les hypothèses associées au modèle Perfo actuel sont explicitées. Dans la section 1.3, un
nouveau modèle Perfo est proposé permettant de s’affranchir de certaines d’entre elles et
ainsi d’augmenter sa représentativité.
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1.2.4 Simplifications utilisées pour le modèle actuel de perfor-
mances des avions
1.2.4.1 Hypothèses physiques
La trajectoire de l’avion (mouvement de son centre de gravité) et son attitude (évo-
lution de sa position autour de son centre de gravité) sont les conséquences des forces et
des moments qui lui sont appliqués via les équations (1.1) et (1.2).
Ces forces et moments dépendent de l’action du pilote sur les commandes, c’est-à-dire
essentiellement :
– de la commande en poussée δx,
– de la commande en roulis δp,
– des commandes en tangage δq et iH,
– de la commande en lacet δr,
– de la commande de freinage δf .
Pour modéliser l’avion, on distingue trois entités : l’aérodynamique, les moteurs et la
réaction du sol à l’atterrissage ou au décollage. Les commandes actionnées par le pilote
(δx, δp, δq, iH, δr, δf ) ont une influence sur une ou plusieurs de ces entités. Les commandes
en roulis, en tangage et en lacet influent sur l’aérodynamique de l’avion. La commande en
poussée agit sur la propulsion. Enfin, les commandes en roulis, en tangage et de freinage
influent sur la force de réaction du sol.
Hypothèses
– Hypothèse 1 : on suppose l’équilibre des moments vérifié tout au long de la trajectoire
(vitesse angulaire constante par rapport au centre de gravité) :
∑−→M−→
F ext
= −→0 . (1.5)
Lorsque l’avion est en vol, cette hypothèse permet la détermination de la valeur
du moment aérodynamique à partir de la connaissance des autres moments en pré-
sence et ainsi d’en déduire les valeurs des braquages de gouvernes à l’équilibrage de
l’équation (1.5). Elle revient à considérer que la position des commandes de vol en
roulis, en tangage et en lacet annule la somme des moments autour des trois axes.
– Hypothèse 2 : pour le calcul des performances des avions, les forces aérodynamiques
ne dépendent pas des vitesses angulaires de rotation autour du centre de masse,
l’avion étant modélisé comme un point matériel. Ces dernières sont supposées nulles
en entrée du modèle aérodynamique. On parle de modèle statique.
Le schéma général très simplifié (les interdépendances entre les boîtes ne sont notam-
ment pas représentées) de l’évolution de l’avion en vol (la force de réaction sol n’est donc
pas représentée) en réponse aux commandes de pilotage est donné dans la figure 1.11. Les
commandes aérodynamiques sont ajustées pour équilibrer l’avion (c’est-à-dire pour que
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l’équation (1.5) soit vérifiée) et les forces aérodynamiques qui en résultent, associées aux
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�?⃗?𝑒𝑒𝑒 = 𝑚𝑑𝑉𝑎𝑑𝑑  
Figure 1.11 – Schéma général simplifié du Modèle Perfo complet.
Ces hypothèses physiques permettent de modéliser l’avion avec la granularité néces-
saire pour les études Perfo. Nous allons maintenant introduire des simplifications permet-
tant de réduire notamment le temps de calcul d’une trajectoire Perfo.
1.2.4.2 Simplification 1 : pré-équilibrage
Les commandes de vol δp, δq, iH et δr sont des variables d’entrée du modèle QdV com-
plet qui ne sont pas directement utilisées pour les calculs de performances des avions. Ces
commandes sont toutefois nécessaires au calcul des forces aérodynamiques. La première
simplification consiste à donner à ces commandes une valeur pré-établie, représentative
des conditions de vol équilibré (basses vitesses, croisière,...). On s’affranchit donc de la
boucle d’équilibrage (1.5) en précalculant les braquages des gouvernes en fonction du
moment de propulsion. Ces fonctions sont ensuite directement intégrées au modèle aéro-
dynamique lui-même. De cette façon, ce dernier possède trois entrées supplémentaires (les
3 composantes du moment de propulsion) et fournit directement les coefficients Cx, Cy et
Cz correspondant aux valeurs de δp, δq, iH et δr qui équilibrent les moments de propulsion
en entrée. Les braquages des gouvernes ne sont alors plus que des intermédiaires de calcul
et n’ont pas besoin d’apparaître explicitement comme des entrées du modèle aérodyna-
mique, ni du modèle Perfo dont il fait partie. Le modèle aérodynamique ainsi obtenu est
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�?⃗?𝑒𝑒𝑒 = 𝑚𝑑𝑉𝑎𝑑𝑑  
�ℳ?⃗?𝑒𝑒𝑒 = 0 
Figure 1.12 – Schéma général simplifié du Modèle Perfo avec aérodynamique pré-
équilibrée.
– Avantages de ce pré-équilibrage : ce modèle est aussi plus rapide puisqu’il ne néces-
site pas de boucle d’équilibrage du moment global. Il n’est appelé qu’une seule fois
pour fournir les trois forces aérodynamiques.
– Inconvénient de ce pré-équilibrage : ce modèle reste complexe, car il rend nécessaire
la modélisation des forces aérodynamiques en fonction des moments de propulsion.
Comme nous allons le voir dans la section suivante, il est possible de simplifier encore
ce modèle.
1.2.4.3 Simplification 2 : équilibrage moyen
La seconde simplification consiste à établir un équilibrage moyen forfaitaire (cf. fi-
gure 1.13). Les coefficients de forces aérodynamiques produits par ce modèle correspondent
à un équilibrage moyen établi dans des conditions représentatives du vol, ou tout au moins
des trajectoires avec lesquelles on va déterminer les performances de l’avion qui nous in-
téressent. Cette solution revient à imposer des valeurs constantes pour les commandes de
vol δp, δq, iH et δr.
– Avantages de cet équilibrage moyen : comme c’était déjà le cas pour le modèle Perfo
pré-équilibré, on n’a pas besoin de connaître les coefficients du moment (aérody-
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�?⃗?𝑒𝑒𝑒 = 𝑚𝑑𝑉𝑎𝑑𝑑  
�ℳ?⃗?𝑒𝑒𝑒 = 0 
Figure 1.13 – Schéma général simplifié du Modèle Perfo avec aérodynamique équilibrée.
namique, propulsion) ni de boucler pour équilibrer en tangage, lacet ou roulis. De
plus, ce modèle comprend moins de variables d’entrée.
– Inconvénients de cet équilibrage moyen : si le modèle aérodynamique ainsi construit
est utilisé ailleurs qu’au point de vol où il a été équilibré, les coefficients aérodyna-
miques qu’il fournit sont entachés d’erreur. On peut limiter cette erreur en construi-
sant plusieurs modèles équilibrés pour différents points de vol (par exemple Basse
Vitesse (BV) et Grande Vitesse (GV) que nous introduisons dans la section 1.2.5).
1.2.5 Description du modèle actuel de performances des avions
1.2.5.1 Modèle aérodynamique actuel
Aujourd’hui, le modèle aérodynamique Perfo n’est pas dérivé du modèle aérodyna-
mique QdV mais d’un modèle commun que l’on appellera modèle de la mécanique du
vol. Il est construit en tirant parti des avantages des trois simplifications présentées à la
section 1.2.4 et il est constitué de deux parties distinctes : une partie dite Basse Vitesse
(BV) et une partie dite Grande Vitesse (GV). La partie BV s’intéresse au décollage, puis
à la phase d’approche jusqu’à l’atterrissage et prend en compte les différentes configura-
tions (conf) hypersustentées (position des becs et volets). Le reste du vol est modélisé
par la partie GV qui ne considère que la configuration lisse (becs et volets rentrés). Ces
deux modélisations ont des caractéristiques et des hypothèses simplificatrices différentes,
détaillées ci-après :
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– Simplification A : modèle équilibré en tangage en un point de vol représentatif de
la partie BV et en un point de vol représentatif de la partie GV.
– Simplification B : modèle pré-équilibré en lacet et en roulis afin de traiter le cas de la
panne moteur pour les parties BV et GV. Pour cela, il admet en entrée les poussées
nettes FNi, ce qui est équivalent à donner les moments des forces de propulsion à
un coefficient constant près. Si une panne moteur intervient, les équilibrages des
moments ainsi que de la force latérale sont implicitement intégrés au modèle aéro-
dynamique Perfo. L’évolution de l’avion sur sa trajectoire n’est plus représentée que
par les deux équations de portance et de traînée correspondant aux projections du
principe fondamental de la dynamique (1.1) sur les axes Gza et Gxa du repère aéro-
dynamique Ra. Dans la pratique, on détermine le coefficient de portance latérale de
la dérive qui équilibre le moment dû à la dissymétrie de propulsion. De ce coefficient,
on déduit par un modèle simplifié l’incrément de traînée résultant de l’équilibrage
complet de l’avion en lacet et roulis.
Les équations (1.3a) et (1.3c) régissent le mouvement de l’avion :





a S Cx + Fxprop + Fxsol −mg0 sin γ.
Selon Gza : 0 = − 12ρV
2
a S Cz + Fzprop + Fzsol +mg0 cos γ cosµ.
Finalement le modèle aérodynamique actuel pour le calcul des performances des avions
dépend des variables suivantes :
– pour les parties BV et GV : altitude-pression Zp, vitesse aérodynamique Va, positiofn
du centre de gravité sur l’avion XCG, température ∆ISA, angle d’incidence α,
position sortie ou rentrée des trappes δtrappes et des trains d’atterrissage δtrains,
position des aérofreins δAF , poussées nettes des i moteurs FNi, configuration conf
de l’aile ;
– uniquement pour la partie BV : état de la piste rs, hauteur du centre de gravité
par rapport à la piste h, taux de compression PRF , pente par rapport à la masse
d’air γ ;
– uniquement pour la partie GV : masse m, nombre de Reynolds Re, spoilers δs.
Les entrées et sorties du modèle Perfo actuel sont présentées dans la figure 1.14.
1.2.5.2 Analyse critique de la modélisation des performances des avions ac-
tuelle
L’avion est guidé sur sa trajectoire, c’est-à-dire qu’on impose la valeur de certaines
variables d’état afin de résoudre les équations (1.3a) et (1.3c).
• Avantages de cette modélisation : l’utilisation du modèle QdV complet qui dépend
directement de la position des commandes de vol δx, δp, δq, iH, δr et δf est peu
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Figure 1.14 – Entrées/sorties du modèle aérodynamique Perfo actuel.
judicieuse pour le calcul de performances des avions pour plusieurs raisons :
– elle nécessite la mise en œuvre de modèles complexes qui dépendent de nombreuses
variables telles que les différents moments (aérodynamique ou moteur), la réaction
du sol, rendant difficile son recalage. La complexité de ces modèles se justifie dans
le cadre d’une représentation complète du mouvement de l’avion (et en particulier
de ses mouvements autour de son centre de gravité) mais elle ne permet pas
forcément d’augmenter la précision en ce qui concerne le calcul de la trajectoire.
– le calcul de l’équilibrage du moment cinétique (1.2) implique de nombreuses ité-
rations et donc plusieurs appels au modèle qui sont susceptibles d’augmenter
significativement le temps de calcul.
– nous sommes amenés à calculer de nombreuses grandeurs intermédiaires inutiles
pour des calculs de performances (position des commandes, vitesses et accéléra-
tions angulaires...).
Au contraire, les calculs de performances sont réalisés en utilisant des modèles spé-
cifiques (aérodynamique, propulsion, moteur) qui sont des modèles plus simples que
ceux utilisés par le modèle QdV (moins coûteux en temps de calcul et moins lourds
en taille mémoire).
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• Inconvénients de cette modélisation :
– les sorties du modèle aérodynamique sont la trainée et la portance équilibrées en
ce sens que le moment aérodynamique équilibre le moment de propulsion. Cette
hypothèse n’est pas valide au sol (l’équilibrage en tangage et roulis est assuré par la
réaction du sol et l’équilibrage en lacet est assuré par l’aérodynamique), ainsi que
lors des phases transitoires telles que la rotation au décollage ou à l’atterrissage.
Dans ces phases de vol, la représentativité du modèle actuel Perfo n’est donc pas
garantie.
– en vol, la trainée et la portance ont été calculées en supposant que le moment
aérodynamique équilibre le moment des moteurs en un point moyen de la croi-
sière. Lorsqu’on s’éloigne de ce point, des termes correctifs sont ajoutés (effet de
centrage par exemple). Dans la section 1.3.1, on montre comment éviter ce type
de correction en apportant des améliorations à cette modélisation.
– chaque spécialité (QdV et Perfo) s’occupe séparément de recaler son modèle au
moyen d’essais en vol spécifiques, ce qui entraîne des divergences entre ces deux
disciplines.
Dans cette thèse, nos efforts se concentrent sur la construction d’un modèle aéro-
dynamique Perfo par réduction du modèle aérodynamique des QdV après simplification
physique. Actuellement, les modèles aérodynamiques Perfo et QdV sont dérivés manuelle-
ment du modèle de mécanique du vol. La construction manuelle (par connaissance métier)
du modèle aérodynamique Perfo est distincte du processus manuel de dérivation du mo-
dèle aérodynamique de QdV, ce qui implique qu’aucune donnée n’est partagée entre ces
deux disciplines. La construction automatique à partir du modèle QdV proposée dans
cette thèse permet de garder un socle commun entre les deux domaines et de simplifier
les processus de construction et de recalage par essais en vol qui pourront être communs
aux deux disciplines.
1.3 Vers un nouveau modèle de performance des avions
1.3.1 Simplifications en vue de l’obtention du futur modèle aé-
rodynamique de performances des avions
Plusieurs cas sont à considérer suivant les forces qui entrent en jeu.
1. Le cas le plus simple est la croisière tous moteurs en fonctionnement. Les forces et
moments qui interviennent sont dus aux moteurs, au poids et à l’aérodynamique. Le
moment associé au poids appliqué au centre de gravité est nul comme nous l’avons
déjà vu. Les poussées des moteurs sont symétriques donc leurs moments autour des
axes Gxa et Gza sont nuls. Par conséquent, les équations (1.4a) et (1.4c) impliquent
que les moments aérodynamiques associés sont nuls. De plus, le vol est supposé sy-
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métrique et rectiligne (dérapage β et roulis µ nuls). Il en résulte que les braquages
des gouvernes de gauchissement δp et de direction δr sont nuls. Il ne reste donc plus
qu’à équilibrer le moment de tangage dû aux poussées moteur. Cet équilibrage est
réalisé sur l’avion grâce au calage du plan horizontal iH en fixant la gouverne de
profondeur δq à 0. Cet équilibrage en tangage n’interagit ni sur les équilibrages en
roulis et lacet (1.4a) et (1.4c), ni sur l’équilibre des forces latérales (1.3b). Il ne reste
plus que les relations d’équilibre suivant Gxa et Gza.
En résumé, après avoir supposé ce qui suit :
– poussées symétriques :MFxprop =MFzprop = 0,
– vol symétrique et rectiligne : β = µ = 0,








a S Cx + Fxprop − mg0 sin γ,
−mVaω2 = −12ρV
2
a S Cz + Fzprop + mg0 cos γ,
0 = 12ρV
2
a S l Cl,
0 = 12ρV
2
a S l Cm + MFyprop ,
0 = 12ρV
2
a S l Cn.
2. Un autre cas important est celui de la panne moteur en vol. Les forces et moments
en jeu sont toujours dus aux poussées moteurs, au poids et à l’aérodynamique, mais
les poussées moteurs sont cette fois dissymétriques. L’équilibre des moments autour
de Gza conduit donc à introduire un moment aérodynamique de lacet au moyen de
la gouverne de direction δr. Ce faisant, on génère une force aérodynamique latérale
et un moment aérodynamique de roulis. L’équilibre des moments autour de Gxa est
alors assuré par une mise en dérapage (β non nul) qui grâce à l’effet de dièdre autour
de la voilure, induit un moment de roulis 12ρV
2
a S l Cl. Ce dernier vient s’opposer au
moment dû au braquage de la direction sans qu’il soit nécessaire de faire appel
au braquage des ailerons δp qui doit rester au neutre (δp = 0) afin de conserver
une manœuvrabilité maximale. Enfin, les forces aérodynamiques et de propulsion
latérale induites par le braquage de la direction sont équilibrées par une composante
latérale du poids obtenue au moyen d’une prise de roulis (µ non nul). Le moment de
tangage autour de Gya dû à la poussée des moteurs est quant à lui équilibré par un
moment de tangage aérodynamique, généré par le braquage du plan horizontal iH,
la commande de profondeur restant là encore au neutre (δq = 0).
Sous les hypothèses suivantes :
– poussées dissymétriques δx gauche 6= δx droite,
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– δp = δq = 0,





a S Cx + Fxprop − mg0 sin γ,
0 = 12ρV
2
a S Cy + Fyprop + mg0 cos γ sinµ,
0 = −12ρV
2
a S Cz + Fzprop + mg0 cos γ cosµ,
0 = 12ρV
2
a S l Cl + MFxprop ,
0 = 12ρV
2
a S l Cm + MFyprop ,
0 = 12ρV
2
a S l Cn + MFzprop .
3. Le troisième cas important est celui du roulement, dans lequel les forces et moments
dus à la réaction du sol doivent être pris en compte. Les poussées sont symétriques
sauf si une panne moteur a lieu Concernant le tangage, les positions des gouvernes
δq et iH sont imposées. L’équilibre est donc obtenu par la réaction des trains sur
l’axe Gya. On notera que cette dernière est liée aux réactions des trains dans le plan
horizontal (cf. section 1.2.2.3) par un modèle spécifique ffrott.
Avec les hypothèses qui suivent :
– poussées symétriquesMFxprop =MFzprop = 0,
– δq, iH imposées,
– χ = 0, µ = 0,











a S Cx + Fxprop + Fxsol − mg0 sin γ,
0 = −12ρV
2
a S Cz + Fzprop − Fzsol + mg0 cos γ.
Ces calculs d’équilibrage des moments doivent être réalisés en chacun des points de
la trajectoire mais restent malgré tout plus rapides que le calcul complet réalisé avec le
modèle QdV puisqu’ils ne prennent pas en compte les accélérations angulaires. En dehors
du troisième cas, on note que les commandes de pilotage δp, δq, iH et δr ne sont plus que
des intermédiaires de calcul. Le schéma de principe du modèle correspondant est décrit
dans la figure 1.11.
Aucune hypothèse n’a été faite concernant le modèle aérodynamique. Ce dernier peut
donc être strictement identique à celui utilisé dans le modèle QdV.
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1.3.2 Futur modèle de performances des avions
Les trois équations suivantes permettent le calcul de la trajectoire d’un avion :





a S Cx + Fxprop + Fxsol −mg0 sin γ.
Selon Gza : 0 = −12ρV
2
a S Cz + Fzprop − Fzsol +mg0 cos γ.




a S l Cm +MFyprop +MFysol .
Le futur modèle aérodynamique est plus complexe que celui du modèle actuel Perfo,
afin de représenter l’avion avec une granularité plus fine et ainsi être plus précis dans
les calculs de performances de l’avion. Ce modèle est non équilibré en tangage. Le mo-
ment aérodynamique doit donc être équilibré à chaque instant du calcul d’une trajectoire.
Concernant les mouvements en roulis et lacet, ce modèle est pré-équilibré pour la partie
Basse Vitesse (BV) (cf. section 1.2.4.2) et équilibré en moyenne en un point représentatif
de la partie Grande Vitesse (GV) (cf. section 1.2.4.3). Les modèles aérodynamiques du
moment de tangage, de la force de portance et de la force de trainée sont donc nécessaires
pour calculer les performances de l’avion. Les variables d’entrée de ces modèles aérodyna-




























Figure 1.15 – Entrées/sorties du modèle aérodynamique QdV après simplification.
Le modèle aérodynamique QdV ainsi établi après simplification physique (en fixant à
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zéro les variables d’entrée non pertinentes et en éliminant certains degrés de liberté) reste
trop complexe pour être utilisé tel quel pour les calculs de performances, le modèle Perfo




= −→0 et donc plusieurs appels au modèle aérodynamique.
Ce modèle aérodynamique devra donc être réduit pour diminuer le temps de calcul et
satisfaire les contraintes Perfo qui sont introduites dans la section suivante.
1.4 Besoins et enjeux industriels de la réduction du
modèle de performances des avions
1.4.1 Structure et composition des modèles de qualités de vol
et de performances des avions
Les modèles Perfo et QdV permettent de décrire le mouvement de l’avion avec des
niveaux de granularité différents. Ils sont tous deux construits comme un assemblage de
plusieurs sous-modèles physiques (modèle aérodynamique, modèle de propulsion, modèle
de l’atmosphère) qui sont couplés aux équations de la mécanique du vol. Cette construction
se fait par connaissance physique mais aussi par similitude avec les avions déjà existants,
puis par recalage grâce aux données réelles fournies par les essais en vol.
Ces sous-modèles physiques peuvent être eux-même vus comme un assemblage de
fonctions numériques comprenant d variables d’entrée et une sortie. La méthode actuelle
d’Airbus pour modéliser une telle fonction de plusieurs variables consiste à définir sa valeur
en chaque point d’une grille couvrant le domaine de définition et à l’évaluer ailleurs au











Figure 1.16 – Interpolation multi-linéaire.
Cette méthode s’avère rapidement inapplicable opérationnellement dès lors que le
nombre de variables dépasse quelques unités (typiquement 3 ou 4). En effet, la taille mé-
moire requise et le temps de calcul pour interpoler deviennent vite prohibitifs, ces deux
paramètres augmentant exponentiellement avec la dimension. Pour un vecteur d’entrée
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ki valeurs à stocker en mémoire. Chaque variable xi est en effet découpée en
un ensemble de ki valeurs discrètes : {x1,1, · · · , x1,k1}, {x2,1, · · · , x2,k2}, · · · , {xd,1, · · · , xd,kd}.
La fonction est définie sur une réunion de pavés élémentaires :
[x1,j1 , x1,j1+1] × [x2,j2 , x2,j2+1] × · · · × [xd,jd , xd,jd+1]
avec j1 ∈ {1, · · · , k1 − 1}, j2 ∈ {1, · · · , k2 − 1}, · · · , jd ∈ {1, · · · , kd − 1}. Pour calculer la
valeur de la fonction en un point qui n’appartient pas à la table numérique, la connaissance
des valeurs en chacun des 2d sommets correspondant au pavé auquel ce point appartient
est requise. Pour trouver ces sommets, on fait appel à un algorithme dichotomique par
dimension i. Le nombre d’opérations de cette méthode est en O(log2(ki)) pour la dimen-
sion i. Une fois les 2d sommets déterminées, la valeur du nouveau point est calculée par
interpolation multi-linéaire. Une interpolation multi-linéaire en dimension d revient à ef-
fectuer 2d − 1 interpolations linéaires uni-dimensionnelles. La complexité du calcul est
exponentielle en O(2d).
En pratique, pour gérer cette complexité, les modèles décrivant les caractéristiques
aérodynamiques, propulsives, ou géométriques de l’avion sont constitués d’un assemblage
de fonctions tabulées à une, deux, trois ou plus rarement quatre variables d’entrée. Leur
structure peut être décrite comme une structure hiérarchique multi-niveaux. Un modèle
est défini comme hiérarchique multi-niveaux quand les sous-modèles sont exécutés de
façon séquentielle et les entrées du sous-modèle effectuant les calculs plus tard dans le
processus séquentiel sont les sorties du sous-modèle qui le précèdent immédiatement dans
cette suite. Par exemple, les différentes configurations de l’avion peuvent être comprises
comme la position de toutes ses parties mobiles (position des trains, braquages des becs et
volets,...). Le modèle Perfo aérodynamique peut être séparé en une série de sous-modèles
représentant les effets de chacun de ces composants. Le calcul de l’effet des volets pourrait
aussi par exemple être calculé avant l’effet des trains d’atterrissage, lequel prendrait donc
en entrée le résultat du modèle de l’effet des volets. Sur la figure 1.17, le modèle global
F décrivant par exemple un coefficient aérodynamique, est décomposé en sous-modèles
notés Fi,j. Chacune de ces boîtes représente un sous-système physique du système global
(par exemple l’effet de sortie des trains d’atterrissage sur le coefficient de trainée ou sur
le coefficient de portance).
1.4.2 Construction actuelle des modèles de qualités de vol et de
performances des avions
Les modèles QdV et Perfo sont construits à partir de données issues de différentes
sources.
• Modèle aérodynamique :
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Figure 1.17 – Structure hiérarchique multi-niveaux.
– essais en souﬄerie : de ces expériences sont tirées des informations liant les ca-
ractéristiques de l’air et de l’avion qui permettent notammment de mesurer les
coefficients de trainée et portance,
– mécanique des fluides numérique (Computational Fluid Dynamic (CFD)) : on
intègre les équations de Navier Stokes ou d’Euler pour modéliser l’écoulement
autour d’un profil d’aile ou même de l’avion complet.
• Modèle moteur :
– modèle fourni par les industriels qui fabriquent les moteurs,
– bancs d’essai moteur : ces bancs permettent de mesurer les performances des
moteurs dans différentes conditions.
• Modèles analytiques issus des lois de la physique (modèle de gravité, modèle atmo-
sphérique).
• Similitude avec les modèles existants des avions déjà en service.
• Essais en vol spécifiques.
Aujourd’hui, à partir des données précédentes, les ingénieurs des départements de
qualités de vol et de performances des avions construisent en parallèle de façon non au-
tomatisée un modèle spécifique adapté à leurs besoins différents. La représentativité du
modèle QdV est plus large que celle du modèle Perfo (cf. sections 1.2.3 et 1.2.4), à l’ex-
ception de la trainée de spray sur piste mouillée qui n’est pas prise en compte dans le
modèle QdV. Par ailleurs, les constructions de ces deux modèles ne sont pas rigoureuse-
ment indépendantes : en particulier le coefficient de trainée du modèle QdV est issu du
modèle Perfo.
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Le processus de construction de ces deux modèles décrit ci-dessus s’avère non optimum
pour les raisons suivantes :
– on répète le même type d’opération à deux reprises pour obtenir les modèles QdV
et Perfo, comme par exemple les essais en vol qui ne sont pas partagés ;
– les deux modèles obtenus ne sont pas cohérents entre eux ;
– le modèle Perfo est destiné à être représentatif de l’avion dans les phases de vol
stabilisées. Or, on a de plus en plus besoin d’étendre sa validité au delà de ces phases-
là pour le développement de nouvelles fonctions embarquées destinées à améliorer les
performances de l’avion (trajectoires d’évitement de relief en cas de panne moteur,
gestion du freinage,...).
À partir du modèle Perfo ainsi obtenu, un nouveau modèle est dérivé manuellement
afin d’être embarqué dans le cockpit de l’avion. Il doit respecter des contraintes plus fortes
en termes de temps de calcul et de taille mémoire.
Dans la section 1.4.3, nous proposons des améliorations potentielles de ces deux pro-
cessus : dérivation du modèle Perfo à partir du modèle QdV et réduction du modèle Perfo
pour l’embarquer dans le cockpit de l’avion.
1.4.3 Améliorations potentielles
Afin de réduire les coûts de calcul et les délais de production des modèles, nos efforts
se concentrent sur la dérivation directe et automatique du modèle aérodynamique Perfo
à partir du modèle aérodynamique QdV de référence. Pour cela, un premier effort est
nécessaire afin que le modèle QdV englobe totalement le modèle Perfo. Cette étape ne
sera pas abordée dans le cadre de cette thèse, mais est indispensable pour que les méthodes
développées par la suite soient applicables.
Cette méthode de dérivation du modèle aérodynamique Perfo à partir du modèle
aérodynamique QdV permettra de prendre en compte plus de variables d’entrée et des
sous-modèles plus complexes et de mieux représenter ainsi l’avion réel (cf. section 1.3.2).
L’objectif du processus de dérivation à mettre en place est donc de maximiser le périmètre
du socle commun entre ces deux modèles tout en conservant un niveau de complexité du
modèle Perfo compatible avec les exigences liées à ses applications, en particulier en terme
de temps de calcul. En effet, le modèle Perfo est utilisé intensivement au quotidien par les
ingénieurs du bureau d’étude pour, d’une part l’établissement du manuel de vol et, d’autre
part, l’optimisation de l’utilisation opérationnelle de l’avion. Cette utilisation intensive
impose d’être en mesure de générer en quelques secondes une trajectoire complète de
l’avion, ce qui induit un besoin de réduction en temps de calcul du modèle QdV tout
en garantissant une précision satisfaisante. Une première étape de simplification physique
a été décrite dans ce chapitre qui a permis d’obtenir le modèle aérodynamique QdV de
référence (cf. figure 1.15). La dérivation d’un modèle Perfo opérationnel de ce modèle
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QdV nécessitera donc une réduction du modèle QdV en temps de calcul.
Une fois le modèle Perfo opérationnel obtenu, une nouvelle réduction est nécessaire en
vue de l’embarquer dans le cockpit de l’avion. En effet, le besoin des compagnies aériennes
de réduire leurs coûts (consommation de carburant, maintenance, etc) [67], l’intérêt fort
de limiter l’impact environnemental du transport aérien (nuisance sonore, qualité de l’air,
réchauffement climatique) [80] et l’augmentation continuelle du trafic aérien ont généré
de nouveaux défis et l’utilisation croissante de fonctions dans le cockpit de l’avion pour
aider le pilote en temps réel. Par exemple, trouver les meilleures trajectoires [79] permet
de réduire la consommation de carburant et de réduire aussi la nuisance sonore proche des
aéroports. Ces modèles embarqués doivent améliorer en temps réel (rapidité du modèle
Perfo) les performances de l’avion tout en garantissant la sécurité du vol (précision). Ce
besoin d’embarquer de plus en plus de données dans le cockpit de l’avion mène également
à une diminution de la taille mémoire disponible.
Les figures 1.18 et 1.19 présentent de façon synthétique le processus actuel et le pro-
cessus futur de construction des modèles Perfo.








     Poids 
     Modèle moteur 
     Modèle réaction du sol 








     Poids 
     Modèle moteur 
     Modèle réaction du sol 
Modèle complet de la mécanique du vol 
Dérivation      manuelle 
Modèle complet QdV 








     Poids 
     Modèle moteur 
     Modèle réaction du sol 
Une trentaine de variables d’entrée 
6 variables de sortie 
Modélisation d’effets dynamiques 
Assemblage de labels de 0, 1, 2, 3 ou 4 
variables. 
 
Modèle complet Perfo 
Une dizaine de variables d’entrée 
2 variables de sortie 
Modèle statique 




Réduction      manuelle 
Une dizaine de variables d’entrée 
2 variables de sortie 
Modèle statique 




Modèle embarqué Perfo 
Dérivation      manuelle 
Figure 1.18 – Processus actuel de construction des modèles Perfo.
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Figure 1.19 – Processus futur de construction des modèles Perfo.
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Chapitre 2




On introduit tout d’abord quelques notations que nous utilisons tout au long de ce
chapitre.
À partir d’un modèle numérique de référence F ,
F : Ω ⊆ Rd −→ R
x = (x1, x2, · · · , xd) 7−→ F (x),
nous avons mis en évidence dans le chapitre 1 deux besoins de réduction de modèles.
Afin de répondre à ces exigences, un modèle réduit, noté F˜ est construit,
F˜ : Ω ⊆ Rd −→ R
x 7−→ F˜ (x).
Les plans d’expérience sont des moyens simples et efficaces pour connaître les valeurs
de la fonction sur son domaine de définition. On note [x¯] la matrice contenant les N





x11 · · · x1d
... ... ...
xN1 · · · xNd
 ,
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que l’on peut représenter également comme suit :





 avec∀i ∈ {1, · · · , N},xi = (xi1, · · · , xid).
























Ce chapitre a pour but de donner une vue d’ensemble des méthodes de réduction de
modèles depuis la création du plan d’apprentissage jusqu’à la validation du modèle réduit.
Nous proposons tout d’abord une méthodologie générale détaillant les principales étapes
de cette réduction dans la section 2.2. Cette méthodologie est directement appliquée
à nos deux cas particuliers. Les différents modèles réduits qui ont été envisagés sont
décrits dans la section 2.3. Puis, les différents plans d’expérience, ainsi que plusieurs
mesures mathématiques permettant de caractériser certaines de leurs propriétés en terme
de remplissage de l’espace en particulier, sont décrits dans la section 2.4. Enfin, différentes
mesures de l’erreur d’approximation et des méthodes de validation sont décrites dans la
section 2.5. Dans la section 2.6, les choix retenus et appliqués dans les chapitres 3 et 4
sont justifiés.
2.2 Principales étapes de construction d’un modèle
réduit
Le problème de réduction revient à approcher au mieux le modèle de référence sur
son domaine de définition tout en respectant certaines contraintes. Mathématiquement,
ce problème se formalise généralement comme un problème d’optimisation. Il se découpe
en plusieurs étapes énumérées dans la table 2.1.
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Étape 1 Identification du modèle de référence à ré-
duire
Étape 2 Spécification des caractéristiques du mo-
dèle réduit en fonction de son application
envisagée
Étape 3 Choix des critères d’ajustement et de vali-
dation du modèle réduit
Étape 4 Choix de la structure du modèle réduit
Étape 5 Choix de la méthode d’échantillonnage
Étape 6 Choix de la méthode de résolution et
construction du modèle réduit
Étape 7 Validation du modèle réduit
Table 2.1 – Description du processus de réduction.
Deux besoins de réduction ont été introduits à la section 1.4.3. Nous les rappelons
brièvement dans la table 2.2.
Besoin 1 Besoin 2
Réduction du modèle aérodynamique QdV Réduction du modèle Perfo
pour répondre utilisé au sol afin de l’embarquer
aux exigences Perfo dans le cockpit
Table 2.2 – Deux besoins de réduction.
Étape 1 : Identification du modèle de référence à réduire
Concernant la dérivation du modèle aérodynamique Perfo à partir du modèle aérody-
namique QdV (besoin 1), le modèle de référence à été introduit dans le chapitre 1 (cf.
figure 1.15).
En ce qui concerne la dérivation d’un modèle Perfo embarqué (besoin 2), nous n’avons
pas encore défini le modèle de référence que nous cherchons à réduire. Un modèle em-
barqué dans le cockpit de l’avion permet de calculer en temps réel une caractéristique
Perfo, comme la consommation de carburant, la distance d’atterrissage/de décollage...
afin d’aider le pilote à adapter sa vitesse, son altitude, etc... selon les conditions réelles du
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vol. Nous nous concentrons dans cette thèse sur le "Fuel Consumption Model (FCM)" qui
permet de prédire la consommation de carburant à bord de l’avion. Ce modèle est com-
posé de plusieurs sous-modèles, comme le modèle aérodynamique et le modèle moteur.
Il contient 6 entrées et 1 sortie et possède une structure hiérarchique multi-niveaux (cf.
figure 1.17). Cet exemple est représentatif des modèles Perfo embarqués dans le cockpit
et constitue le modèle de référence dans toute la suite. Les caractéristiques des modèles
de référence sont présentées dans la table 2.3.
Besoin 1 Besoin 2
Nombre de variables d’entrée GV 1 : 14 / BV 2 : 15 6
Nombre de variables de sorties 3 1
Table 2.3 – Caractéristiques du modèle de référence.
Étape 2 : Spécification des caractéristiques du modèle réduit en fonction de son ap-
plication envisagée
Besoin 1 : Afin d’estimer le besoin de réduction en temps de calcul, deux trajectoires
similaires ont été simulées en faisant appel d’une part au modèle aérodynamique Perfo
actuel et d’autre part au modèle aérodynamique QdV. Un pseudo-équilibrage en lacet
et roulis a été au préalable établi pour le modèle aérodynamique QdV. L’équilibrage du
moment aérodynamique de tangage est quant à lui effectué en ligne. Le calcul réalisé
avec le modèle Perfo actuel nécessite 10 fois moins de temps CPU que le calcul réalisé
avec ce modèle aérodynamique QdV. Le temps d’appel au modèle aérodynamique QdV
doit donc être divisé par 10 environ pour retrouver approximativement le même temps
d’exécution pour un calcul de trajectoire. La réduction se focalise donc principalement
sur le temps de calcul d’un appel au modèle aérodynamique. De plus, le modèle Perfo qui
fait appel au modèle aérodynamique doit être validé ; cette étape de validation s’appuie
sur la structure elle-même du modèle de performance qui est un assemblage de fonctions
tabulées et physiques (cf. section 1.4.1) .
Besoin 2 : Selon la criticité du modèle embarqué, les résultats fournis aux pilotes
doivent être compatibles avec les exigences du temps réel. Par ailleurs, de plus en plus de
modèles étant embarqués dans le cockpit de l’avion, certains de ces modèles doivent être
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Les contraintes des modèles réduits à construire sont résumées dans la table 2.4.
Besoin 1 Besoin 2
Contraintes liées au calculateur
Taille mémoire limitée NS 3 X
Capacité de calculs des processeurs réduite NS 3 X
Nombre de variables d’entrée des sous-modèles 1 à 4 1 à 2
Contraintes liées à l’utilisation
Réduction du temps de calcul X X
Contraintes liées à la validation
Modèle Certifiable X X
Contraintes liées à l’industrialisation de la méthode
Robustesse de la méthode de réduction X X
Méthode de construction automatique X X
Simplicité de mise en oeuvre de la méthode X X
Table 2.4 – Contraintes des modèles réduits.
Étape 3 : Choix des critères d’ajustement et de validation du modèle réduit
Lorsqu’on construit un modèle réduit, on souhaite contrôler l’erreur commise sur tout
le domaine de définition Ω de la fonction de référence. Le critère d’ajustement du modèle
permet de mesurer l’écart entre le modèle réduit et le modèle de référence. Nous détaillons
dans la section 2.5, les différents échantillons utilisés pour ajuster et valider le modèle
réduit.
L’erreur absolue locale est la différence entre la valeur en un point donné du modèle
référence F et du modèle réduit F˜ suivant le schéma de la figure 2.1.
Elle s’écrit donc ∀x ∈ Ω,
F˜ (x) = |F (x)− F˜ (x)|.
• Critère d’ajustement de la précision
Dans notre étude, le modèle de référence est connu de façon discrète sur un échan-
3. Non Significatif
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𝑦 = 𝐹 (𝒙) 
𝒙 
𝑦� = 𝐹�  (𝒙) 
Modèle de référence  
Modèle réduit 




Figure 2.1 – Erreur absolue locale au point x.
tillon [x¯] et l’erreur globale du modèle réduit est estimée à partir des erreurs locales
aux points xi du plan d’expérience (∀1 ≤ i ≤ N , i = |F (xi)− F˜ (xi)|) :












– erreur maximale : Errmax = max
i=1,··· ,N
(i)
• Critères de validation
– Estimation de la précision : l’estimation d’une ou plusieurs de ces trois erreurs
(moyenne, quadratique, maximale) est envisageable pour accepter ou non le mo-
dèle réduit construit. Ce choix se fait selon les besoins de l’utilisateur [17]. Dans
cette étude, l’erreur maximale est préférée aux deux autres erreurs. En effet,
lorsque l’erreur quadratique ou l’erreur absolue moyenne sont presque nulles, il
n’est pas garanti que ce soit effectivement le cas sur tous les points du domaine.
Dans notre cas, on ne se satisfait pas d’un modèle bon partout sauf en certains
points. L’erreur maximale permet ainsi de s’assurer que le point le plus éloigné
respecte la contrainte de précision.
– Comparaison de la taille mémoire du modèle réduit avec la taille mémoire du
modèle de référence pour satisfaire le besoin 2.
– Comparaison du temps de calcul du modèle réduit avec le temps de calcul du
modèle de référence pour satisfaire les besoins 1 et 2.
Les valeurs limites des critères de validation sont présentées dans la table 2.5.
Les méthodes de validation ainsi que l’estimation de l’erreur générée par le modèle
réduit sur un plan d’expérience [x¯] sont détaillées dans la section 2.5.
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Besoin 1 Besoin 2
Précision Expertise Expertise
Temps de calcul 10 fois plus rapide Instantané (quelques secondes)
que le modèle de référence à quasi-instantané (quelques minutes)
Taille mémoire Pas de limitation La plus petite possible
Table 2.5 – Valeurs limites des critères de validation.
Étape 4 : Choix de la structure du modèle réduit
La structure du modèle réduit peut être spécifiée a priori ou déterminée à partir des
données d’apprentissage. On parle respectivement de modèles paramétriques ou non pa-
ramétriques. Un modèle non paramétrique peut contenir des paramètres et une structure
adaptatives. Ils dépendent des informations disponibles sur le modèle de référence. Par
exemple, un polynôme dont le degré et les coefficients sont ajustés en cours de construction
du modèle réduit est un modèle non-paramétrique. Ainsi, lorsque le modèle de référence
est peu connu, les modèles non-paramétriques permettent d’explorer sa structure. Les mo-
dèles paramétriques possèdent quant à eux un nombre fixe pré-déterminé de paramètres
et reposent sur des hypothèses fortes posées a priori sur la structure du modèle réduit
final. Dans le cas du polynôme, seuls les coefficients sont des paramètres ajustables, le
degré est quant à lui fixé a priori.
Étape 5 : Choix de la méthode d’échantillonnage
Il existe différentes méthodes de génération du plan d’apprentissage ([x¯app],Yapp) qui
garantissent notamment un bon remplissage de l’espace. Nous présentons dans la sec-
tion 2.4 un état de l’art de générations de plan d’expérience optimaux selon différents
critères que nous définissons.
Étape 6 : Choix de la méthode de résolution et construction du modèle réduit
On choisit la méthode de résolution selon les caractéristiques de la fonction de référence
et du modèle réduit retenu ainsi que selon les critères d’ajustement.
Le problème est formulé comme un problème d’optimisation où l’on cherche à mi-
nimiser l’erreur commise par le modèle réduit ; l’algorithme le mieux adapté pour mi-
nimiser cette erreur dépend de la régularité de celle-ci [56]. Par exemple, si le modèle
réduit choisi est linéaire par rapport à ses variables d’entrée, la méthode des moindres
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carrés permet d’envisager une résolution basée sur les techniques d’algèbre linéaire. De
manière plus générale, si la fonction à minimiser est régulière et convexe, l’algorithme
BFGS [13, 30, 35, 76], les algorithmes à région de confiance [19], ainsi que l’algorithme
de Levengberg-Marquardt [75] sont de bons candidats. Lorsque la dérivée de la fonction
n’est pas accessible, les algorithmes de Nelder Mead [69] ou de Pattern Search [45] qui
sont de bonnes alternatives sont des méthodes dites d’ordre zéro.
Étape 7 : Validation du modèle réduit
Le modèle réduit construit peut ne pas être approprié, par exemple lorsque la structure
du modèle F˜ n’est pas adaptée ou bien lorsque la taille de l’échantillon d’apprentissage
est trop faible.
Ainsi, si nous ne sommes pas en mesure d’atteindre la tolérance requise pour le critère
choisi à l’étape 3, deux alternatives sont envisageables :
1. on recommence le processus à partir de l’étape 4 en choisissant une architecture de
modèle réduit plus appropriée au vu des résultats obtenus ;
2. on ajoute des points dans le plan d’apprentissage et on boucle à l’étape 6.
Dans les paragraphes suivants, les modèles réduits à notre disposition, les plans d’ex-
périence et leurs caractéristiques ainsi que les différentes méthodes de validation sont
respectivement détaillés dans les sections 2.3, 2.4, 2.5.
2.3 Différents types de modèles réduits
2.3.1 Surfaces de réponses
Modèles polynomiaux d’ordre 1 ou 2
L’utilisation de modèles polynomiaux d’ordre 1 ou 2 remonte au début du XXème siècle
alors que les scientifiques avaient besoin d’outils pour modéliser des données empiriques
dans les domaines de la biologie et de l’agriculture. En pratique, pour des expériences
comportant des erreurs de mesures, et dont la génération de données est longue et coû-
teuse (en temps de calcul, financièrement...), les modèles linéaires ou quadratiques sont
très utilisés [68, 20]. Les méthodes de surface de réponse (Response Surface Model (RSM))
faisant usuellement appel aux modèles polynômiaux d’ordre 1 ou 2 comprennent des tech-
niques de planification d’expérience, des techniques d’analyse de régression et d’analyse
de variance. Depuis une vingtaine d’années, les méthodes RSM ont été de plus en plus
appliquées pour construire des approximations de modèles numériques.
Un modèle polynomial d’ordre 2 s’écrit :
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où c0, cj et cjk sont les coefficients indéterminés du modèle. Si tous les coefficients cjk
sont nuls, le modèle polynomial est d’ordre 1. Soit c = (c0, c1, · · · , cm−1)T ∈ Rm le
vecteur des paramètres inconnus du modèle de surface de réponse d’ordre 1 ou 2 avec
m = (d+ 1)(d+ 2)2 pour l’ordre 2 et m = d + 1 pour l’ordre 1. Le modèle polyno-
mial (2.1) peut être écrit de façon synthétique :
y˜ = cT xbase,
où xbase = (1, x1, x2, · · · , x21, x1x2, x1x3, · · · , x2d)T peut être interprété comme un vecteur
de fonctions de base.
Les données observées sont substituées dans le modèle pour déterminer les paramètres
inconnus. On obtient le système suivant :






N et [A] =

1 x11 x12 · · · x21d
... ... ... ...
1 xN1 xN2 · · · x2Nd
 ∈ R
N×m.
Lorsque le nombre d’échantillons de la fonction F à approcher est égal au nombre de
coefficients du modèle, on obtient un modèle interpolant. Mais il est également possible
de choisir un nombre plus important d’échantillons afin de construire un modèle de régres-
sion. Les paramètres sont alors choisis dans ce cas-là par le critère des moindres carrés,
c’est-à-dire qu’ils minimisent la fonction d’erreur quadratique.
Avantages
– L’intérêt des modèles polynomiaux réside dans leur simplicité de construction et
d’utilisation [34].
– Selon l’ordre du modèle, certains points caractéristiques, comme l’extremum d’une
fonction quadratique, peuvent être obtenus analytiquement.
Inconvénient
– Cette approximation polynomiale ne permet pas de modéliser des relations en-
trées/sorties complexes. Par exemple, les surfaces de réponses linéaires (ordre 1) ou
quadratiques (ordre 2) sont incapables de capturer d’éventuels multiples extrema
locaux de la fonction de référence.
On va donc s’intéresser aux modèles polynomiaux d’ordre supérieur afin de modéliser
des phénomènes plus complexes.
Modèles polynomiaux d’ordre k
Une approximation polynomiale multivariée à d variables et d’ordre k prend la forme
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x = (x1, x2, · · · , xd) ∈ Rd,











La base polynomiale standard est composée des monômes xα. Les coefficients cα
sont les paramètres à déterminer. Toutes les bases polynomiales (bases d’Hermite, de
Legendre...) sont uniquement composées de puissance de x et les modèles polynomiaux
peuvent donc tous être écrits sous la forme générale présentée par (2.2).
Avantages
– La fonction y˜ est linéaire par rapport aux paramètres inconnus cα.
– Comme pour les modèles polynomiaux d’ordre 1 ou 2, ces modèles ont l’avantage
principal d’être faciles à mettre en œuvre et à interpréter.
– Ils permettent par ailleurs de réaliser de bonnes approximations locales d’une fonc-
tion.
Inconvénients
– Afin d’établir l’approximation polynomiale d’une fonction, (k + d)!
k! d! coefficients cl
sont à déterminer. Le nombre de coefficients explose avec la dimension d des entrées.
Pour diminuer le nombre de coefficients à déterminer lorsque l’ordre du modèle
augmente, on peut aussi utiliser des polynômes creux, c’est-à-dire qu’on fixe le plus
judicieusement possible certains coefficients à 0.
– Augmenter l’ordre du polynôme pour coller au mieux aux données échantillonnées
n’est pas forcément le meilleur choix, car des oscillations artificielles peuvent ap-
paraître (phénomène de Runge [24]). Pour éviter ce phénomène d’oscillations, les
splines sont une alternative possible (cf. [32] pour plus de détails).
2.3.2 Réseaux de neurones
Les réseaux de neurones sont basés sur des modèles idéalisés de la structure du cerveau
humain. La notion d’apprentissage est intuitive pour les humains ou les animaux : c’est une
procédure cognitive qui doit faire en sorte que l’individu réalise de manière autonome une
tâche donnée. L’apprentissage supervisé numérique poursuit le même objectif : c’est un
algorithme qui permet d’ajuster les paramètres d’une fonction afin que celle-ci approche au
mieux la fonction de référence représentée par un échantillon de valeurs sur son domaine de
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définition. Ce modèle peut être considéré comme une extension des méthodes de régression
classique [7].
Un réseau de neurones unidirectionnel et entièrement connecté comprenant une couche
d’entrée de d neurones, Kmax couches cachées de (Nk)1≤k≤Kmax neurones et une couche de



























Figure 2.2 – Réseau de neurones unidirectionnel et entièrement connecté.
Chaque neurone i, 1 ≤ i ≤ d, de la couche d’entrée alloue la valeur de l’entrée à sa






Figure 2.3 – Neurone de la couche d’entrée.
Pour les couches cachées (la couche d’entrée peut être vue comme la 0ème couche cachée),
le calcul de la réponse d’un neurone j peut être décomposé en deux étapes (cf. figure 2.4).
– La première étape consiste en une combinaison linéaire des variables.
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Figure 2.4 – Neurone de la couche cachée k.
Le coefficient ak,j,i est le poids du lien entre le neurone i de la couche cachée k−1 et
le neurone j de la couche cachée k, le coefficient bk,j est le biais associé au neurone j
de la couche k. Les poids et le biais de chaque neurone des couches cachées sont des
paramètres ajustables.
– Afin de conférer au réseau de neurones la capacité d’approcher des fonctions non-
linéaires, la seconde étape introduit une non-linéarité grâce à la fonction d’activa-
tion ϕ des neurones des couches cachées.






Les deux fonctions d’activation les plus utilisées sont les suivantes [43] :
∀x ∈ R, ϕ(x) =

1
1 + e−x (fonction sigmoïde),
tanh(x) = e
2x − 1
e2x + 1 (tangente hyperbolique).
Finalement, la couche de sortie est composée d’un neurone qui calcule la somme pondérée
de ses entrées, qui sont les sorties sKmax j, 1 ≤ j ≤ NKmax , de la dernière couche cachée




cKmax j sKmax j,
où les cKmax j sont des paramètres ajustables.
Une fois que la structure est choisie (principalement le nombre Kmax de couches ca-
chées et le nombre Nk de neurones par couche cachée), la seconde étape de la construction
d’un réseau de neurones consiste à ajuster les paramètres. La fonction y˜ est une fonction
non-linéaire des paramètres inconnus. Cette étape, appelée le processus d’apprentissage,
est un problème d’optimisation dans lequel l’objectif est de minimiser l’écart entre la
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Figure 2.5 – Neurone de la couche de sortie.
fonction de référence et le réseau de neurones, construit sur le domaine de la fonction. La
boîte à outils "Neural Network" de MATLAB permet de minimiser la fonction d’erreur
quadratique en utilisant l’algorithme de Levenberg Marquadt.
Avantage
• Les réseaux de neurones multi-couches unidirectionnels et entièrement connectés ont
comme attribut général d’être approximateurs universels parcimonieux [47, 22] :
– les réseaux de neurones, en tant qu’approximateurs universels, ont la capacité
d’approcher n’importe quelle fonction continue avec une précision arbitraire ;
– du fait de leur caractère parcimonieux, le nombre de paramètres nécessaires est
souvent plus faible que pour d’autres méthodes de réduction [4, 48].
Inconvénients
– Il est difficile de déterminer la structure la mieux adaptée à un problème donné.
– On ne peut généralement pas obtenir de majorant de l’erreur autre que statistique,
ce qui peut poser des problèmes pour la validation des systèmes dans lesquels ils
sont utilisés.
2.3.3 Krigeage
Le krigeage est une technique issue de l’analyse minière et de la géostatistique [21].
Les travaux de l’ingénieur minier sud-africain Krige [54] sont précurseurs de la méthode.
Cependant, le terme krigeage et son formalisme sont dus au français Matheron [62, 36],
qui en a aussi assuré le développement au Centre de Géostatistique de l’Ecole des Mines de
Paris. En fait, les fondements de la méthode ont été développés parallèlement par d’autres
chercheurs, notamment le météorologue Gandin [33] de l’ex-URSS, mais c’est aujourd’hui
sous la terminologie proposée par Matheron qu’elle est la plus connue.
Le krigeage est une méthode stochastique d’interpolation spatiale qui prévoit la valeur
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d’une réponse par une combinaison linéaire sans biais et à variance minimale des données
du plan d’expérience. On suppose que les points proches dans l’espace tendent à posséder
des caractéristiques similaires.
L’hypothèse centrale du krigeage est que l’on cherche à approcher les valeurs de la
fonction de référence F par la réalisation d’un processus stochastique gaussien Z com-
posé d’une partie déterministe µ et d’une partie aléatoire W . Étant donné x ∈ Rd, on
décompose le processus stochastique Z :
Z(x) = µ(x) +W (x),
où :
– µ représente la tendance moyenne du processus,
– W est un processus gaussien stationnaire d’espérance nulle E[W (x)] = 0, de variance
σ2 et de fonction de corrélation Rθ.
Différentes fonctions de corrélation Rθ peuvent être utilisées et permettent d’introduire
certaines hypothèses de régularité sur la fonction à modéliser. On suppose que Rθ modélise
le fait que plus les points x et x′ sont proches, plus il y a de chances que leurs images
respectives par F soient proches elles aussi. De plus, on suppose qu’il s’agit d’une fonction
noyau continue symétrique strictement positive telle que pour tout x, Rθ(x,x) = 1. La
covariance du krigeage est une fonction proportionnelle à la fonction de corrélation Rθ
comme montré dans l’équation suivante :
cov(W (x),W (x′)) = σ2Rθ(x,x′).
Plusieurs types de krigeage existent selon la forme donnée à µ. Les trois principaux
sont présentés ci-après allant du plus simple au plus général :
– krigeage simple : µ est une fonction constante connue
– krigeage ordinaire : µ est une fonction constante inconnue : ∀x ∈ Rd, µ(x) = β0 ∈ R.
– krigeage universel : µ est une combinaison linéaire de n fonctions hi connues, pon-




choisit généralement une base de fonctions hi polynomiales.
Nous visualisons sur la figure 2.6 plusieurs réalisations d’un processus stochastique
gaussien Z de moyenne et de covariance connues.
Nous décrivons maintenant les différentes étapes de construction d’un modèle de kri-
geage.
– Étape 1 : choix du type de krigeage utilisé (simple, ordinaire ou universel) et géné-
ration d’un plan d’expérience ([x¯app],Yapp).
– Étape 2 : choix de la fonction de corrélation Rθ. Par exemple, une fonction de










CHAPITRE 2. ÉTAT DE L’ART CRITIQUE : MODÈLES RÉDUITS, MÉTHODES
D’ÉCHANTILLONNAGE ET DE VALIDATION
Figure 2.6 – Simulation de trajectoires d’un processus gaussien.
où 0 < pi ≤ 2 reflète la régularité de l’interpolation. Plus précisément, une valeur
élevée imposera un comportement plutôt lisse du modèle alors qu’une valeur plus
faible provoquera des variations plus importantes.
– Étape 3 : estimation des paramètres β, θ et σ par régression et/ou maximum de
vraisemblance [18].
– Étape 4 : pour chaque valeur d’entrée, le krigeage fournit un prédicteur non biaisé
de variance optimale F˜ de la fonction de référence F comme nous allons le voir par
la suite.
On conditionne le processus gaussien à passer par les N points du plan d’expérience,
c’est-à-dire Z(xj)1≤j≤N = (yj)1≤j≤N ∈ RN (cf. figure 2.7). Le prédicteur F˜ est donné
par l’espérance de ce processus conditionné :
F˜ (x) = E (Z(x)|Z(x1) = F (x1), · · · , Z(xN ) = F (xN )) .
On obtient donc directement la fonction de prédiction F˜ du modèle de krigeage [23] :














F (xN )− µ(xN )
 .
et Σx¯ est une matrice symétrique définie positive de taille N ×N dont le coefficient
(i, j) est donné par :
(Σx¯)i,j = Rθ(xi,xj).
Figure 2.7 – Simulation de trajectoires d’un processus gaussien conditionné à passer par
des points donnés.
Tout comme l’espérance du processus stochastique conditionné Z a été déterminée, on est
capable d’évaluer l’incertitude de prédiction à partir de l’estimation de la variance de ce
même processus Z conditionné [38, 5] :
σ˜2(x) = var(Z(x)|Z(x1) = F (x1), · · · , Z(xN ) = F (xN )).
On obtient alors l’intervalle de confiance à 95 % du processus conditionné (noté IC) :
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– Une estimation de l’incertitude associée à la prédiction de la valeur de la fonction
F est fournie en tout point. On connaît donc l’écart type de l’erreur en tout point
du modèle réduit. C’est un indicateur de la précision de l’estimation réalisée qui
quantifie la dispersion possible de la valeur estimée autour de la vraie valeur.
Inconvénient
• L’évaluation du modèle de krigeage nécessite d’inverser la matrice de covariance Σ
des échantillons d’apprentissage.
– des erreurs numériques liées à son conditionnement peuvent apparaitre,
– l’inversion de la matrice de covariance limite l’utilisation de ce modèle. Typique-
ment le temps d’inversion de la matrice est en O (N3), N étant le nombre de
points contenus dans l’ensemble d’apprentissage [2, 3].
2.3.4 High Dimensional Model Representation
Le High Dimensional Model Representation (HDMR) permet d’exprimer une fonction
F quelconque en une somme de fonctions. Soit F une fonction quelconque de d variables
d’entrée x=(x1, · · · , xd) dont l’ensemble de définition est un produit cartésien d’intervalles
[a1, b1] × [a2, b2] × ... × [ad, bd]. La décomposition unique proposée par Hoeffding [44, 26]
permet de représenter F sous la forme d’une somme de fonctions de 0, 1, 2, · · · , d variables :






Zi1,i2(xi1 , xi2) + · · ·
· · · +Z1,2,··· ,d(x1, x2, · · · , xd).
(2.4)
Le terme Z0 est constant et représente l’ordre 0 de la fonction, c’est-à-dire sa réponse
moyenne. Les d fonctions Zi sont les termes d’ordre 1 représentant l’effet de chaque variable
xi agissant seule sur la sortie F . Les
d(d− 1)
2 fonctions Zi, j sont des termes d’ordre 2 qui
décrivent les effets coopératifs des variables xi et xj. Les termes d’ordre supérieur donnent
les effets coopératifs d’un nombre croissant de variables agissant ensemble sur la sortie
F . En pratique, les modèles réduits F˜ peuvent souvent être obtenus en tronquant (2.4) à
l’ordre 0, à l’ordre 1, ou à l’ordre 2. La validité de la troncature est basée sur le principe
fondamental que les corrélations entre les variables d’entrée affectant le modèle décroissent
généralement rapidement [78]. Cette méthode construit ainsi une carte de relations entre
les entrées et la sortie grâce aux corrélations d’ordre faible parmi les variables d’entrée
qui ont un impact sur la sortie.
Afin de simplifier les écritures, dans toute la suite de cette section, les variables d’entrée
sont supposées normalisées sur l’hypercube unité Hd = [0, 1]d.
Un composant particulier Zi1,i2,··· ,il(xi1 , xi2 , · · · , xil), l = 0, 1, · · · , d − 1 est obtenu
comme la solution d’un problème d’optimisation qui minimise l’erreur quadratique entre
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la fonction F et sa décomposition (2.4) tronquée à l’ordre l [58]. Le cut-HDMR et le
RS-HDMR sont deux types de décomposition communément utilisés que nous rappelons
ici [60].
Décomposition cut-HDMR
La décomposition cut-HDMR est la solution du problème d’optimisation énoncé ci-
dessus au voisinage d’un point de référence c. Afin de garantir que chacun des 2d termes
de la décomposition (2.4) soient définis de façon unique, on impose la vanishing condition,
∀ 1 ≤ k ≤ d, ∀ 1 ≤ i1 < · · · < ik ≤ d, ∀ s ∈ {i1, · · · , ik},∫
[0,1]
Zi1,i2,··· ,ik(ui1 , · · · , uik)δ(us − cs)dus = 0. (2.5)
Un composant quelconque de cette décomposition disparaît quand une de ses variables
prend la valeur de l’élément correspondant dans c.
Ces conditions (2.5) sont équivalentes à une relation d’orthogonalité entre deux com-
posants distincts de la décomposition cut-HDMR :
∫
[0,1]d
Zi1,i2,··· ,ik(ui1 , · · · , uik)Zj1,j2,··· ,jl(uj1 , · · · , ujl)
d∏
i=1
δ(ui − ci)du = 0,
si {i1, · · · , ik} 6= {j1, · · · , jl} avec 1 ≤ k, l ≤ d.
Les termes de la décomposition sont calculés séquentiellement en utilisant la vanishing
condition (2.5).

















δ(ui − ci)dui − Z0
= F (xi1 , (c \ ci1))− Z0.
– Termes d’ordre 2 : ∀i1 ∈ {1, · · · d}, ∀i2 ∈ {1, · · · d} et i1 < i2,








δ(ui − ci)dui − Z0 − Zi1(xi1)− Zi2(xi2)
= F (xi1 , xi2 , (c \ (ci1 , ci2)))− Z0 − Zi1(xi1)− Zi2(xi2).
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– On continue la procédure jusqu’à ce que toutes les sommes de dimension d−1 soient
définies. Le dernier terme est calculé grâce à (2.4).
La détermination des composants de la décomposition cut-HDMR comme solutions
du problème d’optimisation sous les conditions (2.5) revient à substituer (xi1 , · · · , xik) par
(ci1 , · · · , cik) avec des ensembles différents {i1, i2, · · · , il} ⊂ {1, 2, · · · , N} dans (2.4) [74].
Si chaque variable xi est découpée en un ensemble de Ji valeurs discrètes :
{x1,1, · · · , x1,J1}, {x2,1, · · · , x2,J2}, · · · , {xd,1, · · · , xd,Jd},
avec s = max
i=1,··· ,d
Ji, alors pour un ordre donné Nmax, le nombre maximal d’appels à la




(n− i)!i! (s− 1)
i = 1 + d(s− 1) + d(d− 1)(s− 1)
2
2 + · · ·
· · · + n!(n−Nmax)!Nmax! (s− 1)
Nmax .
Avantages
– Ce modèle est rapide à obtenir.
– Le cut-HDMR est une représentation exacte de la fonction F le long des coupures
(lignes, plans,...) passant par le point c et permet ainsi une étude locale de la fonc-
tion F .
Inconvénients
– Les variables d’entrée doivent être définies sur un domaine hypercubique.
– La décomposition cut-HDMR est la solution de la minimisation de l’erreur quadra-
tique dans le voisinage du point de référence. Il ne permet donc pas une approxima-
tion globale de la fonction.
Décomposition Random Sampling - HDMR (RS-HDMR)
La décomposition RS-HDMR est la solution de la minimisation de l’erreur quadratique
entre la fonction F et sa décomposition (2.4) sur tout le domaine de définition de F .
De la même manière que pour le cut-HDMR, les composants de la décomposition RS-
HDMR solutions du problème d’optimisation sont déterminés de manière unique sous la
vanishing condition, ∀ 1 ≤ k ≤ d, ∀ 1 ≤ i1 < · · · < ik ≤ d, ∀ s ∈ {i1, · · · , ik},∫
[0,1]
Zi1,i2,··· ,ik(ui1 , ui2 , · · · , uik)dus = 0. (2.6)
Ces conditions permettent d’obtenir l’orthogonalité de deux composants distincts de
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la décomposition HDMR :
∫
[0,1]d
Zi1,i2,··· ,ik(ui1 , · · · , uik)Zj1,j2,··· ,jl(uj1 , · · · , ujl)du = 0,
si {i1, · · · , ik} 6= {j1, · · · , jl} avec 1 ≤ k, l ≤ d.
En utilisant la vanishing condition (2.6), les termes de la décomposition s’écrivent de
la façon suivante.



















– Termes d’ordre 2 : ∀ i1 ∈ {1, · · · d}, ∀ i2 ∈ {1, · · · d} et i1 < i2,








duk − Z0 − Zi1(xi1)− Zi2(xi2).
– On continue la procédure jusqu’à ce que toutes les sommes de dimension d−1 soient
définies. Le dernier terme est calculé grâce à (2.4).
Avantage
– Le RS-HDMR permet de décomposer de façon automatique la fonction de référence
en une somme de fonctions de dimensions inférieures qui peuvent être tabulées.
Inconvénients
– Les variables d’entrée doivent être définies sur un domaine hypercubique.
– Le nombre d’intégrales augmente rapidement lorsque le nombre de variables d’entrée
augmente. Nous quantifierons cette augmentation dans le chapitre 3.
– Les intégrales multiples à calculer sont de grandes dimensions.
2.4 Méthodes d’échantillonnage
Les premières méthodes rigoureuses d’expérimentation basées sur les plans d’expé-
rience sont liées à l’agronomie. La première formalisation mathématique est due à Fi-
sher [29] en 1935. L’applicabilité de ces méthodes s’est depuis étendue à différents secteurs
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industriels, grâce notamment à l’augmentation du calcul numérique depuis les années 90.
On s’intéresse dans cette section aux plans d’expérience numériques sur lesquels on éva-
lue le modèle de référence et qui servent de base pour construire le modèle réduit associé.
L’objectif est d’être capable d’appeler le modèle de référence de façon optimale afin d’es-
timer les paramètres du modèle réduit le plus précisément possible. Nous présentons tout
d’abord la construction déterministe de grilles régulières dans la section 2.4.1. Nous pré-
sentons ensuite la méthode de Monte Carlo directe dans la section 2.4.2, ainsi que des
améliorations de celle-ci dans les sections 2.4.3, 2.4.4 et 2.4.5.
Le nombre de points générés doit être assez grand afin d’obtenir une bonne représenta-
tion du modèle de référence mais il est limité par le temps nécessaire à l’appel du modèle
de référence et par les possibilités de stockage en mémoire. On estime le temps d’appel au
modèle de référence pré-équilibré en lacet et roulis (cf. figure 1.15) à 10−2 secondes sur un
PC classique. On est donc capable de générer 360 000 points du plan d’expérience en une
heure et 4 320 000 en une nuit. Du fait des contraintes industrielles, on veut être capable
de générer le modèle réduit en 48 heures maximum.
2.4.1 Grilles régulières
La méthode la plus simple pour remplir l’espace consiste à choisir les points sur une
grille régulière dans le domaine expérimental [31]. La figure 2.8 représente une grille




Figure 2.8 – Grille régulière à 5 niveaux pour [0, 1]2.
Avantage
– Cette méthode permet d’assurer un bon remplissage de l’espace.
Inconvénients




– La grille régulière devient moins intéressante en grande dimension, car ce plan est
très mauvais en projection. Lorsque le modèle de référence dépend fortement de
quelques unes de ses variables d’entrée, cette méthode d’exploration de l’espace
conduit à des réplications des données inutiles. Par exemple, si la réponse du modèle
de référence est telle que pour ∀x1 = x01 fixée ∀(x2, x′2) ∈ [0, 1]2, F (x01, x2) = F (x01, x′2)
alors la grille régulière de la figure 2.8 n’est pas satisfaisante puisque l’information
donnée par celle-ci se réduit à 5 points au lieu de 25.
Il peut être intéressant dans certains cas de générer une grille régulière que l’on complète
par des points générés aléatoirement par les méthodes décrites dans la section 2.4.2.
2.4.2 Méthode de Monte Carlo directe
Soit G : Rd → R et X = (X1, X2, · · · , Xd), un vecteur aléatoire de densité de pro-
babilité ω sur [0, 1]d. Notons µ l’intégrale sur l’hypercube unité en dimension d noté
Hd = [0, 1]d :




La méthode de Monte Carlo a été introduite pour estimer numériquement µ. Les premiers
résultats [65, 64] sont apparus au milieu du XXème siècle.
Nous prenons comme densité de probabilité ω une distribution uniforme sur [0, 1]d.
On introduit l’estimateur µN avec les points (x1,x2, · · · ,xN )T générés selon la densité







C’est un estimateur sans biais de µ. D’après la loi des grands nombres, la moyenne em-
pirique µN de réalisations indépendantes et identiquement distribuées converge presque





|µN − µ| = 0
)
= 1.
Posons N = µ−µN , l’erreur commise par l’estimateur et supposons var(G(X)) = σ2.




converge en loi vers une
distribution normale centrée et réduite lorsque la taille N de l’échantillon tend vers l’infini,
ce qui permet la détermination d’un intervalle de confiance.
Avantage
– La vitesse de convergence qui est de l’ordre de σ√
N
présente l’avantage d’être insen-
sible à la dimension et de ne pas dépendre de la régularité de la fonction G à intégrer.
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Inconvénients





reste lente : si l’on veut diviser par 10 l’intervalle
de confiance, c’est-à-dire augmenter la précision de l’estimateur, il faut multiplier
par 102 le nombre de points compris dans l’échantillon.
– Cet intervalle de confiance est défini en fonction de l’écart-type σ qui n’est pas
connu a priori. On peut faire appel à la loi de Student [25] qui s’appuie sur l’estima-






Les générateurs permettant de tirer les points selon la loi uniforme utilisés dans la
méthode de Monte Carlo directe sont basés sur une relation de récurrence [84]. La suite
de points générée possède les caractéristiques d’un processus aléatoire, c’est-à-dire no-
tamment qu’elle a une période suffisamment grande avant de recommencer la même suite.
Nous allons explorer par la suite les méthodes qui existent pour améliorer la convergence
de la méthode de Monte Carlo directe, en générant les points du plan d’apprentissage non
plus avec des générateurs pseudo-aléatoires, mais avec des générateurs capables soit de
réduire la variance σ de l’estimateur (cf. section 2.4.3) soit d’assurer une bonne répartition
des points (cf. section 2.4.4).
2.4.3 Amélioration de la méthode de Monte Carlo directe par
réduction de la variance
Nous venons de voir qu’une manière d’améliorer l’erreur de la méthode de Monte Carlo
consiste à essayer de réduire la variance des estimateurs de Monte Carlo. Ces méthodes
sont appelées méthodes de réduction de la variance. Ce sujet à été largement étudié
(cf. [12, 57, 41] pour plus de détails).
2.4.3.1 Variables antithétiques
On cherche à calculer l’intégrale µ = E(G(X)) = E(Y ). L’idée des variables antithé-
tiques est d’utiliser deux variables aléatoires Y1 et Y2 qui ont la même loi que Y . Les
égalités suivantes sont vérifiées :















= var(Y1) + var(Y2) + 2cov(Y1,Y2)4 .








2 . Il faut donc être en mesure de générer Y1 et Y2 négativement
corrélées pour diminuer la variance [40].
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2.4.3.2 Variables de contrôle
La méthode des variables de contrôle [52] est également basée sur l’idée d’utiliser des
corrélations dans le but de réduire la variance de la méthode de Monte Carlo directe.
Supposons que l’on dispose d’un modèle approché de G noté Gapp et que l’on puisse
calculer explicitement µapp = E(Gapp(X)). En posant Wβ = G+ β(Gapp − µapp), on a les
résultats suivants :
– µ = E(G(X)) = E(Wβ(X)),
– var(Wβ(X)) = var(G(X)) + β2var(Gapp(X)) + 2βcov(G(X), Gapp(X)).
La variance de Wβ est minimale lorsque β∗ = −cov(G(X), Gapp(X))var(Gapp(X)) .
On a alors :




Le modèle approché Gapp doit donc préserver les principales caractéristiques du modèle
d’origine afin que G(X) et Gapp(X) soient suffisamment positivement corrélées pour
réduire la variance.
2.4.3.3 Échantillonnage stratifié
Cette méthode utilise une partition {Di, 1 ≤ i ≤ m} de l’espace :
Hd = [0, 1]d =
m⋃
i=1
Di, Di ∩Dj = ∅, ∀i 6= j.
Ces régions Di sont aussi appelées strates.
On intègre alors G sur chacune des strates avec des pondérations différentes selon les
strates. Cette méthode permet de faire varier le nombre de tirages en fonction des zones de
l’espace. Soit pi = P (X ∈ Di) > 0 la probabilité que le vecteur aléatoire X appartienne
au sous-domaine Di. Les probabilités pi sont supposées connues.








Chaque intégrale µi = E(G(X)|X ∈ Di) peut être estimée par une méthode de Monte






. Les échantillons ser-








La réduction en variance n’est pas assurée par cette méthode. Elle dépend du choix
des strates et du nombre de tirages affectés à chacune d’elle. Une stratégie d’affectation
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consiste à choisir ni de sorte qu’il soit proportionnel à sa probabilité pi. Ainsi il a été
démontré que la variance de l’estimateur est dans ce cas toujours diminuée [16]. Par
exemple, lorsque le domaine d’intégration est un carré H2, on peut découper le domaine
d’intégration enm carrés équiproblables et tirer autant de points dans chaque carré. Ainsi,






, la figure 2.9 illustre cet exemple classique.
Figure 2.9 – Exemple d’échantillonnage stratifié avec m = 4 et N = 20.
2.4.3.4 Méthode Latin Hypercube Sampling
La méthode Latin Hypercube Sampling (LHS), introduite par McKay [63], reprend le
principe de l’échantillonnage stratifié. Chaque axe [0, 1] du domaine de définition Hd est








pour i = 0, · · · , N − 1. En faisant
le produit cartésien de ces intervalles, on obtient un découpage en Nd strates de même
taille du domaine Hd. Ensuite, N cellules sont choisies parmi les Nd possibles de telle








pour i = 0, · · · , N − 1. Enfin, on tire au hasard dans chaque cellule sélectionnée. Cette
méthode permet dans certains cas de réduire la variance, notamment lorsque G est une
fonction presque additive [16].
Cette méthode garantit une couverture uniforme de l’étendue de chaque entrée et per-
met ainsi d’avoir des expérimentations non concentrées sur les bords du domaine expéri-
mental, mais elle ne garantit pas l’uniformité des points dans tout le domaine expérimental
(cf. figure 2.10).
Avantages
– Il est facile à construire et garantit une couverture uniforme de chaque entrée.






Figure 2.10 – LHS pas uniformément réparti dans H2.
– Si une ou plusieurs dimensions doivent être enlevées (suite par exemple à une ana-
lyse de sensibilité), le plan obtenu est toujours un hypercube latin.
Inconvénients
– Une fois construit, il est difficile d’ajouter de nouveaux points tout en gardant les
propriétés de l’hypercube latin.
– Pour N fixé, il existe N ! permutations possibles pour chacune des d colonnes. Il
existe donc (N !)d−1 hypercubes latins disponibles. Trouver le meilleur à l’aide d’un
critère de sélection n’est souvent pas envisageable. D’autres méthodes existent que
nous développons dans la section 2.4.5.
2.4.4 Méthode de quasi-Monte Carlo
2.4.4.1 Notions de discrépance d’une suite
L’uniformité d’une suite est caractérisée mathématiquement par sa discrépance. Le
terme discrépance, d’origine latine discrepantia signifiant divergence, est utilisé en mathé-
matique pour mesurer l’écart entre une distribution uniforme et une distribution donnée.
En d’autres termes elle permet de mesurer l’irrégularité de la distribution. En effet, il
est difficile d’appréhender l’uniformité d’une suite lorsqu’on est dans un espace à grande
dimension.
Considérons le problème de construire dans l’intervalle [0, 1] une suite S de N points
(xi)1≤i≤N uniformément répartis, ou encore équirépartis. Le plus simple est de constituer
une suite de N points équidistants de la manière suivante : xi =
i− 1
N
pour i = 1, · · · , N .
Une représentation de cette configuration avec 10 points est présentée dans la figure 2.11.
On considère maintenant le même problème en se plaçant cette fois dans un carré unité
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  0     0,1    0,2   0,3   0,4   0,5   0,6  0,7   0,8   0,9     
Figure 2.11 – Échantillon de 10 points équirépartis dans [0, 1]d avec d = 1.
(d = 2). Plusieurs définitions de l’uniformité sont maintenant possibles. Une première
définition de l’uniformité dans ce carré unité peut s’énoncer de la façon suivante : "une
suite S = (xi)1≤i≤N de N points est dite optimalement distribuée si elle minimise la borne
supérieure sur les rectangles R ⊂ [0, 1]2 de la déviation définie par :
|Card(R, S)−NA(R)|,
où Card(R, S) est le nombre d’indices, 1 ≤ i ≤ N , tels que xi ∈ R et A(R) l’aire du
rectangle." Cette définition permet de juger peu uniforme une suite pour laquelle il est
possible d’exhiber un rectangle avec une forte déviation. Une forte déviation correspond à
un nombre de points dans le rectangle, considéré fortement différent du nombre de points
totaux contenus dans le carré unité multiplié par l’aire du rectangle.
Une première mesure de la discrépance, dite discrépance centrée, consiste alors à
considérer l’ensemble des hyperrectangles ayant l’origine pour sommet. Plus précisément,
une suite S = (xi)1≤i≤N est considérée uniformément répartie dans [0, 1]d si pour tout















La discrépance centrée D∗ est alors définie par :
D∗(S) = sup
P∈Id
∣∣∣∣∣Card(P, S)N − λ(P )
∣∣∣∣∣. (2.8)
La détermination de cette quantité revient à chercher l’hyperrectangle ancré en zéro, dont
la proportion de points contenus dans cet hyperrectangle est la plus éloignée de sa mesure







Figure 2.12 – Discrépance centrée (d = 2).
Cette définition peut être élargie à tous les hyperrectangles de l’hypercube ne contenant
pas nécessairement l’origine (cf. figure 2.13). On note Rd cet ensemble. Cette discrépance
dite extrême est définie par :
D(S) = sup
P∈Rd






Figure 2.13 – Discrépance extrême (d = 2).
Les assertions suivantes sont équivalentes [55] :







Ces deux discrépances sont des critères difficilement calculables, car la borne supérieure
(2.8) et (2.9) est difficilement atteignable.
Cette mesure reste cependant très utile et elle est la plupart du temps utilisée pour
comprendre le comportement de différentes constructions. Par exemple, le concept de
discrépance est utilisé pour trouver une borne supérieure à l’erreur d’intégration via la
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formule de Koksma-Hlawka. Ce résultat est largement cité [11]. Nous le mentionnons
ci-dessous.
Soit G une fonction à variation V (G) finie au sens de Hardy and Krause [71], alors








∣∣∣∣∣ ≤ V (G)D∗(SN).
Ainsi, l’erreur d’approximation est dans le pire des cas égale au produit de la varia-
tion V (G) de G (une grandeur qui ne reflète que l’irrégularité de la fonction G) et de la
discrépance D∗ (qui mesure uniquement la qualité de la répartition de la suite). Contraire-
ment aux suites aléatoires qui fournissent des intervalles de confiance pour une probabilité
donnée, cette majoration est déterministe [27].
2.4.4.2 Suites à faible discrépance
Des suites à faible discrépance centrée D∗ ont été construites par Van der Corput [55],
Halton [37], Hammersley [39], Sobol [77]. La construction de ces différentes suites utilisées
en planification d’expérience est présentée ici.
Suite de Van der Corput
Cette suite est uni-dimensionnelle et sert de base pour construire la suite de Halton
en plusieurs dimensions. On se place sur l’intervalle [0, 1] et on cherche à construire
une suite équirépartie comprenant au total N = 16 points. Comme nous l’avons vu






, 0 ≤ i < N
}
. Cet échantillon est optimal si les N = 16 points sont ef-
fectivement tirés. En effet, si finalement seulement les 8 premiers points de cette suite
croissante sont tirés, seule la première moitié de l’intervalle est explorée par l’échantillon :
∀ i = 0, · · · , 7, xi < 0.5.
Van der Cortput a proposé une méthode permettant de tirer des points uniformément
répartis quel que soit le nombre de points final de l’échantillon. L’idée de Van der Corput
a été d’écrire ces chiffres dans une base quelconque b, puis d’inverser l’ordre des bits. Le
chiffre le plus significatif en écriture inversée correspond au chiffre le moins significatif
en écriture non inversée. Ceci a pour conséquence que les termes successifs de la suite
alternent entre la première et la seconde partie de l’intervalle [0, 1]. Ce comportement est
illustré dans la table 2.6 pour la base 2.
La formalisation de l’écriture générale inversée d’un nombre en base b est donnée









i Suite Écriture Écriture en binaire Suite de Van der Corput
croissante en binaire inversé en base 2
0 0 0.0000 0.0000 0
1 1/16 0.0001 0.1000 1/2
2 1/8 0.0010 0.0100 1/4
3 3/16 0.0011 0.1100 3/4
4 1/4 0.0100 0.0010 1/8
5 5/16 0.0101 0.1010 5/8
6 3/8 0.0110 0.0110 3/8
7 7/16 0.0111 0.1110 7/8
8 1/2 0.1000 0.0001 1/16
9 9/16 0.1001 0.1001 9/16
10 5/8 0.1010 0.0101 5/16
11 11/16 0.1011 0.1101 13/16
12 3/4 0.1100 0.0011 3/16
13 13/16 0.1101 0.1011 11/16
14 7/8 0.1110 0.0111 7/16
15 15/16 0.1111 0.1111 15/16
Table 2.6 – Construction de la suite de Van der Corput en base b = 2.
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avec 0 < ai(j) < b le ième digit dans le développement en base b inversé de j. Cette suite
est finie car il existe un m pour lequel tous les ai(j) = 0,∀j > m. La suite de Van der
Corput en base b est (VPj,b)j=0,··· ,N−1. Cette suite a l’avantage d’être facile à implémenter
et d’avoir un temps d’exécution très faible. Pour passer de xj = VPj,b à xj+1 = VPj+1,b, il
suffit d’effectuer une addition de 1
b
en base b. Par exemple, on ajoute 0.1 en base 2 pour
obtenir le nombre suivant de la suite (cf. table 2.6).
Le choix de base le plus commun est b = 2. La discrépance centrée D∗ de cette suite







La suite de Halton (HN) est une généralisation multi-dimensionnelle de la suite de
Van der Corput. Elle consiste à prendre une base différente pour chaque dimension.
Soient b1, · · · , bd les d premiers nombres premiers supérieurs ou égaux à deux, alors si
∀ j = 0 , · · · , N − 1,
HNj = (VPj,b1 , · · · ,VPj,bd),
la suite HN est une suite de Halton de taille N .
Lorsque les bases (b1, b2, · · · , bd) sont prises dans les nombres premiers, la discrépance






En grande dimension, lorsque les points de cette suite sont projetés dans le carré unité,
certains comportements pathologiques peuvent être observés tels que des recouvrements
de points ou l’apparition de zones lacunaires.Nous avons généré N = 50 points dans
l’hypercube H15 puis nous avons projeté ces points dans des plans. Plus la dimension des
variables d’entrée augmente, plus ces pathologies sont visibles (cf. figures 2.14, 2.15, 2.16).
Ceci résulte de la régularité des sous-suites de Van der Corput. Des méthodes dites de
scrambling [81] permettent d’améliorer la répartition sur les projections 2D. Toutefois, en
augmentant suffisamment le nombre de points N lorsque cela est possible, l’espace est
suffisamment rempli pour ne plus observer ces pathologies.
Suite de Hammersley





,VPj,b1 , · · · ,VPj,bd−1
)
.
L’avantage de cette suite est que le taux de convergence de la borne pour la discrépance
centrée est un peu plus rapide (elle dépend de d − 1 au lieu de d). Cependant, il faut








Figure 2.14 – Projections 2D d’une suite de Halton (N = 50, d = 15) de la dimension 1






Figure 2.15 – Projections 2D d’une suite de Halton (N = 50, d = 15) de la dimension 6
à la dimension 10.
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Figure 2.16 – Projections 2D d’une suite de Halton (N = 50, d = 15) de la dimension
11 à la dimension 15.
Suite de Sobol
Nous ne détaillerons pas ici la construction de cette suite. Le lecteur intéressé pourra
consulter [31]. Elle présente les mêmes problèmes en projection que la suite de Halton
lorsque la dimension d augmente. Les techniques de scrambling peuvent alors également







Conclusions sur les suites à faible discrépance
Grâce à ces suites, l’efficacité de la méthode de Monte Carlo peut être améliorée par
réduction de la discrépance. On parle de méthode de quasi-Monte Carlo.
Avantages
– Les suites présentées dans cette section ont été construites de sorte qu’elles mini-
misent la discrépance.
– Pour les suites de Van der Corput en dimension 1, de Halton et de Sobol en dimen-
sion d, il n’est pas nécessaire de connaître a priori le nombre de points N nécessaires
(contrairement à la grille régulière et au LHS).
– Lorsque le domaine n’est pas hypercubique, ces méthodes permettent également
d’assurer une bonne répartition. Ces plans sont construits par une méthode dite
de rejet, c’est-à-dire que la suite est générée dans l’hypercube puis les points hors




– En grande dimension, si le nombre de points n’est pas suffisant, on peut ne pas
remplir correctement l’espace et des singularités sont observées en projection.
– Une fois le plan d’expérience construit avec la suite de Hammersley, il n’est pas
facile de rajouter de nouveaux points.
2.4.5 Critères géométriques pour l’amélioration du remplissage
de l’espace
Comme nous l’avons vu, un bon remplissage de l’espace d’un plan d’expérience per-
met de garantir une bonne exploration du modèle. Afin de juger de ce bon remplissage,
Johnson et al [50] ont introduit d’autres critères qui sont basés sur des distances entre







On peut vouloir maximiser la plus petite distance dist(xi,xk) entre deux points quel-
conques du plan d’expérience. Le critère de distance minimale entre deux points du plan





Le plan d’expérience dit maximin est celui qui maximise φMm. Plus la valeur du critère
mindist est élevée, plus les points sont espacés, ceci permettant une meilleure occupation
de l’espace. En grande dimension, ce critère a tendance à ne pas placer de points au centre
du domaine mais essentiellement sur les bords.
Plan Minimax
On veut cette fois minimiser les zones vides de l’espace. Ce critère est basé sur la distance
maximale entre un point quelconque du domaine et un point du plan d’expérience. Il est






Le plan d’expérience dit minimax est celui qui minimise φmM , il est plus difficile à
construire qu’un plan maximim et pas forcément de meilleure qualité [31].
78
CHAPITRE 2. ÉTAT DE L’ART CRITIQUE : MODÈLES RÉDUITS, MÉTHODES
D’ÉCHANTILLONNAGE ET DE VALIDATION
Plans optimisés pour remplir au mieux l’espace
On peut par exemple construire des plans d’expérience LHS qui optimisent les cri-




(a) LHS non optimisé.
𝑥1 
𝑥2 




Figure 2.17 – Exemples de LHS optimisés.
Avantage
– Ces plans optimisés peuvent être utilisés pour s’assurer du bon remplissage de l’es-
pace dans le cas non hypercubique.
Inconvénient
– La génération peut être très coûteuse lorsque le nombre de points est important car
elle nécessite l’utilisation d’algorithmes d’optimisation.
2.5 Méthodes de validation
Un modèle réduit est construit ici à partir d’un échantillon d’apprentissage. Le modèle
de référence est donc connu de façon discrète. Ainsi, il est impossible de connaître la
véritable erreur d’un modèle en tout point, mais on peut par contre en faire des estimations
à partir des données disponibles.
Si nous sommes capables de générer un nombre suffisant de points de la fonction de
référence, il est intéressant de fractionner cet ensemble en trois échantillons indépendants :
un échantillon d’apprentissage noté ([x¯app],Yapp) contenant Na valeurs de la sortie F, un
échantillon de validation noté ([x¯val],Yval) contenant Nv valeurs et un échantillon de test
noté ([x¯test],Ytest) contenant Nt valeurs (N = Na+Nt+Nv). L’échantillon d’apprentissage
est utilisé pour construire le modèle réduit et calculer l’erreur d’apprentissage. L’échan-
tillon de validation est également utilisé en cours de construction du modèle réduit et
permet d’estimer l’erreur de validation. L’échantillon de test est quant à lui utilisé une
fois le modèle réduit construit, pour estimer l’erreur de représentativité du modèle.
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Il est difficile de donner a priori la proportion de points dans chacun de ces échantillons.
Un partage typique se fait ainsi : 50 % des points dans l’échantillon d’apprentissage, 25 %
dans l’échantillon de validation et 25 % dans l’échantillon de test [42]. Lorsqu’on ne peut
disposer que d’un nombre réduit de points, la répartition en trois lots fait encore diminuer
le nombre de points de l’échantillon d’apprentissage. Dans les deux sections suivantes, nous
allons présenter des méthodes qui réutilisent de façon efficace un même échantillon pour
obtenir une estimation de l’erreur de généralisation (validation croisée et bootstrap).
Les paramètres d’un modèle réduit sont optimisés dans le but d’approcher au mieux le
modèle de référence qui n’est connu que sur les échantillons. L’erreur estimée sur l’échan-
tillon d’apprentissage est évidemment nulle pour les modèles réduits qui interpolent ces
données. Pour les modèles dits de régression, cette erreur d’apprentissage diminue systé-
matiquement avec la complexification du modèle réduit, pouvant atteindre zéro si le mo-
dèle réduit est suffisamment complexe. Or, lorsqu’un modèle trop complexe est construit,
l’erreur de validation augmente. Un modèle avec une erreur d’apprentissage nulle peut être
sur-ajusté sur les données d’apprentissage et donc avoir une faible capacité de générali-
sation. Ceci correspond à l’obtention d’un modèle qui approche très bien les échantillons
d’apprentissage mais oscille entre ces points, alors que la fonction de référence est elle-
même lisse. Ce phénomène est observé lorsqu’on dépasse un seuil de complexité θ sur la





Complexité du modèle réduit 




Figure 2.18 – Erreurs en fonction de la complexité du modèle.
capacité de généralisation. On parle de compromis biais-variance [49]. Un modèle ayant
trop peu de paramètres commet des erreurs trop importantes en raison de son biais im-
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portant (pas assez de souplesse), on parle de sous-apprentissage. Un modèle ayant trop
de paramètres commet des erreurs importantes en raison de sa variance importante (trop
sensible aux détails de l’échantillon d’apprentissage), on parle de sur-apprentissage.
La considération de l’erreur d’apprentissage seule n’est pas suffisante pour obtenir un
modèle régressant de qualité. Dans le but d’obtenir un modèle réduit assurant le meilleur
compromis biais-variance, les calculs de l’erreur d’apprentissage et de validation sont
nécessaires [53, 82]. Dans le cas où le nombre de points n’est pas suffisant, des méthodes
de validation croisée ou de bootstrap sont conseillées.
2.5.1 Validation croisée
Validation croisée classique
L’erreur de généralisation peut être estimée lors de l’apprentissage grâce à un échantillon
dit de validation comme introduit précédemment. On parle alors de validation croisée. Du-
rant l’optimisation des paramètres du modèle avec l’échantillon d’apprentissage, on évalue
l’erreur sur l’échantillon de validation en comparant les valeurs prédites aux valeurs du
modèle de référence en ces points. Lorsque cette erreur commence à augmenter, c’est signe
que l’apprentissage peut être arrêté (cf. figure 2.18).
Avantages
– On augmente la capacité de généralisation du modèle réduit.
– Cette méthode peut être appliquée à tout type de modèle.
Inconvénient
– On réduit le nombre de points disponibles dans l’ensemble d’apprentissage.
Validation croisée à k sous-ensembles
Lorsque le nombre d’échantillons disponibles pour la construction du modèle est limité,
il peut être intéressant de tous les garder pour la construction du modèle réduit. On
peut alors utiliser une stratégie dite de validation croisée à k sous-ensembles. Cette mé-
thode repose sur la validation croisée classique présentée ci-dessus, mais elle est appliquée
de manière répétée avec différents ensembles de points appartenant tous à l’échantillon
d’apprentissage. L’échantillon d’apprentissage est ainsi séparé en k différents groupes de
tailles égales. Par exemple pour k = 5, la première étape consiste à séparer l’échantillon
d’apprentissage comme indiqué dans la table 2.7.
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1 2 3 4 5
i = 1 Validation Apprentissage Apprentissage Apprentissage Apprentissage
Table 2.7 – Validation croisée à 5 sous-ensembles.
On construit le modèle sur les k−1 parties des données d’apprentissage (sans la partie
Validation de la table 2.7) et on calcule l’erreur de généralisation du modèle réduit en
utilisant les données de la 1ère partie. On répète ce processus pour i = 2, · · · , k comme
dans la table 2.8 (avec k = 5).
1 2 3 4 5
i = 2 Apprentissage Validation Apprentissage Apprentissage Apprentissage
i = 3 Apprentissage Apprentissage Validation Apprentissage Apprentissage
i = 4 Apprentissage Apprentissage Apprentissage Validation Apprentissage
i = 5 Apprentissage Apprentissage Apprentissage Apprentissage Validation
Table 2.8 – Validation croisée à 5 sous-ensembles.
On moyenne les k estimations obtenues de l’erreur de prédiction. Ces k modèles
construits peuvent ensuite être agrégés afin de rassembler toutes les informations ap-
prises en utilisant pour la prédiction d’un point la valeur moyenne des sorties de ces k
modèles.
La validation croisée leave-one-out correspond au cas particulier où k = N . Le modèle
réduit est construit sur N − 1 observations et validé sur l’observation non utilisée pour
l’apprentissage. Ce procédé est ensuite répété N fois. Cette méthode, qui nécessite de
construire N modèles réduits, atteint vite ses limites du fait du temps de calcul qui peut
vite devenir prohibitif dès lors que N est grand et/ou la durée d’apprentissage importante.
En pratique, k = 5 ou k = 10 sont les valeurs les plus souvent utilisées. La valeur
finalement retenue dépend de la convergence de l’erreur d’apprentissage, en fonction de
la taille de l’échantillon d’apprentissage comme montré dans [42].
Avantage
– On utilise toutes les données disponibles pour construire le modèle réduit.
Inconvénient
– Le modèle réduit est plus long à construire.
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2.5.2 Bootstrap
La méthode de bootstrap est un outil général qui permet d’évaluer le biais de l’es-
timation de l’erreur [5]. Comme pour la validation croisée, on cherche à estimer l’erreur
de généralisation. Supposons que nous disposons d’un échantillon d’apprentissage noté
([xapp],Yapp) de taille N . L’idée est de créer Nb échantillons de données de taille N à
partir de l’échantillon d’apprentissage par tirage aléatoire avec remise. On construit alors
Nb modèles réduits de la fonction de référence.
En un point x donné, on a donc un ensemble de valeurs F˜i(x) qui forme une distribu-
tion empirique des valeurs possibles de F (x). Plus Nb est grand, plus cette distribution
est connue avec précision.
La fonction F˜ peut être vue comme un processus stochastique. On peut alors estimer

















En prenant la moyenne des modèles bootstrap, on obtient une réalisation du modèle réduit
et donc une estimation de la fonction de référence, ainsi qu’une indication sur la précision
du calcul grâce à la variance. Plus la variance est grande, moins le modèle obtenu est
précis.
On détermine alors un intervalle de confiance IC = [IC inf, ICsup] pour la prédiction du
modèle réduit F˜ . Cet intervalle est déterminé soit à partir de la moyenne et de la variance
en faisant une approximation gaussienne comme dans le cas du krigeage (2.3), soit en
calculant directement cet intervalle à partir de la distribution empirique des échantillons
bootstrap.
Avantages
– Le bootstrap permet d’estimer des intervalles de confiance pour les prédictions de
n’importe quel type de modèle réduit.
– La connaissance de l’erreur des nb modèles réduits permet de déterminer les zones
de l’espace qui sont moins bien décrites et ainsi de densifier ces zones du plan d’ex-
périence.
Inconvénient
– L’inconvénient de cette méthode est son coût calculatoire élevé, car elle nécessite de
construire un nombre important de modèles pour avoir des estimations fiables.
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2.5.3 Estimation a posteriori
L’erreur globale d’un modèle réduit peut être estimée à partir de l’erreur commise
sur les échantillons d’apprentissage ou de validation comme nous venons de le voir dans
la section 2.5.1. Mais cette estimation de l’erreur reste biaisée car tous ces échantillons
ont participé à l’établissement du modèle. Pour estimer a posteriori l’erreur de généra-
lisation, il est intéressant de disposer d’un échantillon de test ([x¯test],Ytest) indépendant
des deux échantillons précédents. Plus le nombre Nt d’échantillons test est grand, plus
cette estimation est précise. À iso-nombre de points, le problème est alors de savoir s’il
est plus judicieux d’utiliser les points pour améliorer la construction du modèle en les
affectant à l’échantillon d’apprentissage ou pour améliorer la précision de l’estimation de
l’erreur en les affectant à l’échantillon de validation. De plus, l’utilisation d’un échantillon
de test permet de déterminer l’erreur globale d’un modèle, mais pas son erreur locale de
prédiction en un point donné (en dehors des points de test). Pour cela, la méthode de
bootstrap, détaillée dans la section précédente, peut être utilisée.
2.6 Choix des méthodes pour cette étude
Les modèles de référence QdV et Perfo à réduire comprennent 6 à 15 variables d’entrée
réelles. Ils sont composés d’un assemblage de fonctions tabulées de 1 à 4 variables d’entrée.
Ces modèles sont établis sur un domaine non hypercubique des variables d’entrée appelé
"domaine de vol", limité par des contraintes physiques (plafond de propulsion, décrochage,
résistance structurale, etc...).
Les fonctions tabulées constituant ces modèles de référence sont, quant à elles, stockées
soit sur une grille complète, auquel cas leur domaine de définition est hypercubique, soit
sur une grille tronquée, ce qui entraine la non-hypercubicité du domaine de définition.
Dans cette thèse, nous avons été amenés à réduire d’une part les modèles globaux QdV et
Perfo et d’autre part les fonctions tabulées de 1 à 4 variables d’entrée qui les composent.
2.6.1 Choix des modèles réduits
Random Sampling - High Dimensionel Model Representation
Nous avons finalement retenu comme méthode de réduction automatique le RS-HDMR
qui permet de décomposer automatiquement le modèle de référence en une somme de fonc-
tions dépendant d’un nombre réduit de variables. On retrouve naturellement la structure
actuelle de nos modèles. On peut alors choisir de tabuler les fonctions de la décomposi-
tion RS-HDMR et ainsi utiliser les méthodes d’interpolation multi-linéaire, comme cela
est fait actuellement, pour calculer la sortie d’une fonction en un point non tabulé. Cette
méthode a été retenue même si le calcul de chacune de ces valeurs tabulées nécessite
d’intégrer numériquement une intégrale multi-dimensionnelle : ceci peut vite devenir très
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coûteux en temps de calcul, comme nous le verrons par la suite. De plus, cette méthode
ne s’applique pas directement aux variables d’entrée dépendantes. Le chapitre 3 propose
des solutions permettant d’adapter au mieux cette méthode à notre problématique.
Réseaux de neurones
Nous avons également retenu les RN pour leur propriété d’approximateur universel
parcimonieux [47, 22]. Ils nécessitent moins de paramètres que d’autres modèles réduits
pour approcher une fonction continue avec une précision arbitraire [4, 48]. Par ailleurs,
nous sommes particulièrement intéressés par les propriétés des fonctions tabulées. L’erreur
d’un réseau de neurones, est connue en général de manière statistique. Les RN sont donc
utilisés dans cette thèse pour regénérer les points d’une grille et des interpolations muti-
linéaires sont réalisées entre les points. Cette méthode sera décrite plus en détail dans le
chapitre 3.
2.6.2 Choix des méthodes d’échantillonnage
Pour les modèles de référence QdV et Perfo, nous avons utilisé indifféremment les
suites de Halton ou de Sobol pour échantillonner la fonction de référence, car elles per-
mettent d’obtenir des résultats similaires. Le domaine étant non hypercubique et de grande
dimension, il n’est pas possible d’estimer la qualité de l’échantillon généré. Toutefois, l’uti-
lisation de ces suites quasi-aléatoires permet d’espérer un meilleur remplissage de l’espace
que l’utilisation de suites pseudo-aléatoires. Cet échantillon est ensuite partitionné en un
échantillon d’apprentissage et un échantillon de test. Concernant les fonctions tabulées,
leurs points de définition sont utilisés pour un échantillonnage déterministe de la fonction
ce qui nous assure un bon remplissage de l’espace. Ces échantillons peuvent être complétés
par des points issus de suites quasi-aléatoires (suites de Halton et de Sobol).
2.6.3 Choix des méthodes de validation
Le modèle réduit RS-HDMR est validé par une estimation a posteriori de l’erreur (cf.
section 2.5.3). L’échantillon généré est donc divisé en un ensemble d’apprentissage et un
ensemble de test.
Concernant les cas de petite dimension, nous verrons que dans nos applications, seul
l’échantillon d’apprentissage formé par les points tabulés de la fonction de référence est
nécessaire pour valider le modèle réduit.
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Chapitre 3
Adaptation des méthodes de
réduction aux modèles de qualités de
vol et de performances des avions
3.1 Introduction
Le modèle aérodynamique QdV décrit au chapitre 2 possède entre 14 (calculs Basse
Vitesse, dit BV) et 15 (calculs Grande Vitesse, dit GV) variables d’entrée. Le modèle
Perfo, selon la fonction embarquée considérée, a entre 6 et 15 variables d’entrée. Leurs
caractéristiques communes sont rappelées ci-après.
– Leurs domaines de définition ne sont pas hypercubiques.
– Ils sont composés essentiellement de fonctions tabulées dans lesquelles des interpo-
lations multi-linéaires sont réalisées (cf. figure 1.16).
– Ils ont une structure dite hiérarchique multi-niveaux (cf. figure 1.17).
Les spécificités des modèles réduits en fonction de leur application respective ont été
décrites dans l’étape 2 du processus de construction d’un modèle réduit (cf. section 2.2).
Nous avons retenu dans le chapitre précédent deux méthodes de réduction de modèles :
le Random Sampling - High Dimensional Model Representation (RS-HDMR) et les ré-
seaux de neurones (RN) dont on peut s’inspirer pour construire de nouvelles méthodes de
réduction.
Dans la section 3.2, nous développons d’une part une méthode de calcul analytique des
différents termes de la décomposition RS-HDMR et d’autre part une extension du calcul
de cette décomposition au cas des fonctions définies sur un domaine non hypercubique.
Finalement, un emploi original des RN est proposé pour regénérer uniquement les points
de la fonction tabulée.
Dans la section 3.3, nous étudions l’applicabilité des méthodes retenues aux modèles
de référence complets QdV et Perfo.
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3.2 Réduction des fonctions tabulées
Les fonctions tabulées qui composent les modèles de référence représentent l’essentiel
du temps de calcul et du coût de stockage. Elles ont la structure suivante :
– elles peuvent avoir de 1 à 4 variables d’entrée ;
– selon la fonction, le domaine peut être hypercubique ou non ;
– une interpolation multi-linéaire est réalisée entre les points tabulés (cf. figure 1.16).
On cherche ici à réduire le stockage et le temps de calcul de ces fonctions tabulées. L’erreur
commise en faisant cette réduction est estimée sur l’ensemble des points de définition de
la fonction tabulée originale.
3.2.1 Random Sampling - High Dimensional Model Represen-
tation, cas d’un domaine de définition hypercubique
Nous avons introduit la décomposition RS-HDMR dans la section 2.3.4 sur le domaine
Hd = [0, 1]d.
Nous allons tout d’abord donner quelques notations utilisées dans cette section. À un
ordre de troncature donné m, le nombre de termes est égal au nombre de combinaisons










combinaisons est indexée par





et est représentée par l’ensemble V pm des m indices correspondants.
On note Um l’ensemble des ensembles de combinaisons possibles pour un ordre m. Par
exemple, pour d = 3 et m = 2, l’ensemble U2 est constitué des trois paires V 12 = {1, 2},
V 22 = {1, 3}, V 32 = {2, 3} :
U2 =
{
{1, 2}, {1, 3}, {2, 3}
}
.
On note aussi V¯ pm le complémentaire de V pm dans l’ensemble {1, · · · , d} et xV pm = (xi)i∈V pm .
La décomposition peut donc être réécrite :
F (x1, · · · , xd) = Z0 +
∑
V p1 ∈U1
ZV p1 (xV p1 ) +
∑
V p2 ∈U2
ZV p2 (xV p2 ) + · · ·
















La vanishing condition (2.6) peut également être réécrite : ∀m ∈ {1, · · · , d},∀s ∈ V pm,∫
[0,1]
ZV pm(uV pm)dus = 0. (3.2)
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Les composants de la décomposition RS-HDMR sont ainsi déterminés de manière
unique en imposant la vanishing condition (3.2). On note Ipm l’intégrale permettant de
calculer le pème terme d’ordre m de cette décomposition.
Pour m = 0, on compte une combinaison (p = 1), c’est-à-dire une intégrale ; V 10 = ∅
et V¯ 10 = {1, · · · , d} :








Une fois le terme d’ordre 0 évalué, on obtient un terme p d’ordre 1 :
ZV p1 (xV p1 ) = I
p
1 (xV p1 )− Z0.






c’est-à-dire que p varie de 1 à d. On doit donc déterminer d intégrales qui dépendent
chacune d’une variable :








Une fois tous les termes d’ordre 1 obtenus, on peut calculer un terme p d’ordre 2,
ZV p2 (xV p2 ) = I
p




















que p varie de 1 à d(d− 1)2 . On doit donc déterminer
d(d− 1)
2 intégrales qui dépendent
chacune de deux variables :








On détermine un terme p d’ordre m, en soustrayant les termes d’ordres inférieurs qui
ont été déterminés au préalable :
ZV pm(xV pm) = I
p


























3.2. Réduction des fonctions tabulées
Pour alléger l’écriture, on n’écrira plus par la suite les variables dont dépendent les
différentes intégrales, c’est-à-dire : Ipm(xV pm) = Ipm. On note que les termes de la décompo-
sition sont obtenus de façon séquentielle.
3.2.1.1 Calcul analytique
Les intégrales dans la décomposition RS-HDMR peuvent être évaluées en faisant appel
à des méthodes de type Monte Carlo [28] détaillées dans la section 2.4.2. Cette manière de
procéder est bien adaptée dans le cas où les intégrandes ne sont pas connus analytiquement
(comme c’est le cas pour les fonctions de type boîte noire). Mais on s’intéresse ici aux
fonctions tabulées notées Ftab de dimension d et nous allons montrer qu’un calcul exact
peut être effectué.
Pour chaque variable xi, on considère un ensemble fini de Ji valeurs discrètes :
{x1,1, · · · , x1,J1}, {x2,1, · · · , x2,J2}, · · · , {xd,1, · · · , xd,Jd}
avec x1,1 = a1, x1,J1 = b1, x2,1 = a2, x2,J2 = b2, · · · , xd,1 = ad, xd,Jd = bd,
c’est-à-dire que le domaine de définition de Ftab est ainsi constitué d’une réunion de pavés
élémentaires :
Ωq = [x1,j1 , x1,j1+1]× [x2,j2 , x2,j2+1]× · · · × [xd,jd , xd,jd+1]
avec j1 ∈ {1, · · · , J1 − 1 }, j2 ∈ {1, · · · , J2 − 1}, · · · , et jd ∈ {1, · · · , Jd − 1}.
On compte NQ pavés avec NQ =
d∏
i=1
max(1, Ji − 1). Pour simplifier les écritures
et sans perte de généralité, on suppose que les entrées sont normalisées, c’est-à-dire,
∀ i = {1, · · · , d}, ai = 0 et bi = 1. Les variables d’entrée sont ainsi définies sur




Sur chacun de ces pavés Ωq, la fonction Ftab est connue. C’est une forme multilinéaire
complètement définie par sa valeur en chacun des 2d sommets de chacun des NQ pavés.








où δik est le i ème chiffre de k écrit en base 2. Les 2d coefficients αk,q sont calculés grâce à la
résolution du système linéaire obtenu par la connaissance des valeurs tabulées en chacun
des 2d sommets du pavé Ωq.
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Deux cas se présentent alors :
– si δl2k = 0, on a : ∫
[xl2,jl2 ,xl2,jl2+1]
dul2 = xl2,jl2+1 − xl2,jl2 ;










En notant ∀l2 ∈ V¯ pm
∆l2,jl2 = xl2,jl2+1 − xl2,jl2 et µl2,jl2 =
xl2,jl2+1 + xl2,jl2
2 ,
































3.2.1.2 Application sur un exemple
On prend comme exemple une fonction tabulée Ftab de dimension 3. On a besoin de
stocker 1000 valeurs (J1 = J2 = J3 = 10) pour représenter Ftab (cf. figure 3.1).
La décomposition RS-HDMR tronquée à l’ordre 2 permet de décomposer cette fonction
tabulée de dimension 3 en une somme de fonctions tabulées de dimensions inférieures ou
égales à 2 et ainsi de diminuer le nombre de points tabulés, comme le montre la figure 3.2.
La méthode proposée en 3.2.1.1 permet de calculer de manière exacte les intégrales de
la décomposition RS-HDMR dans le cas de fonctions multi-linéaires tabulées définies sur
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𝐹(𝑥1, 𝑥2, 𝑥3)          
1000 points 
Figure 3.1 – Illustration des valeurs de sorties de Ftab.
+ 
331 points 
  𝑍0+  𝑍1 𝑥1 + 𝑍2 𝑥2 + 𝑍3 𝑥3  + 𝑍12 𝑥1, 𝑥2    +   𝑍13 𝑥1, 𝑥3 +   𝑍23(𝑥2, 𝑥3) 
 
+ + + + + 
Figure 3.2 – Illustration de la réduction de la taille mémoire par RS-HDMR.
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un hypercube. On élimine ainsi les erreurs engendrées par l’estimation des intégrales par
Monte Carlo. On limite aussi le nombre d’appels à la fonction de référence, ce qui permet
d’accélérer le temps de calcul de ces intégrales.
Prenons par exemple la fonction F définie, ∀(x1, x2, x3) ∈ [0, 1]3, par :
F (x1, x2, x3) = x1x2 + x2 + x1x2x3.
La fonction est tabulée sur une grille régulière comprenant 10 niveaux équirépartis par
variable d’entrée. La décomposition RS-HDMR tronquée à l’ordre 2 est ensuite construite.
Les intégrales ont été d’une part estimées en faisant appel à une méthode de quasi-
Monte Carlo et d’autre part calculées de manière exacte, grâce au résultat établi dans la
section 3.2.1.1.
Le calcul exact nécessite l’inversion de 1000 systèmes linéaires de dimension 8. Une fois
ces systèmes résolus de manière séquentielle, les intégrales sont calculées immédiatement
avec (3.4).
La méthode de Monte Carlo nécessite l’estimation d’une intégrale triple pour calculer
le terme constant Z0, 30 intégrales doubles pour les termes Zi et enfin 300 intégrales
simples pour calculer les termes Zij. Ainsi, lorsque l’estimation par Monte Carlo de chaque
intégrale nécessite N points, 331N appels à la fonction Ftab sont nécessaires. Chacun des
N points tirés aléatoirement nécessitent de réaliser une recherche pour trouver le pavé Ωq
auquel il appartient puis de réaliser une interpolation multi-linéaire dans ce pavé. Ce
nombre important d’appels à la fonction de référence du fait du grand nombre d’intégrales
à estimer rend moins efficace cette méthode en terme de temps de calcul.
Comme la fonction d’origine et son approximation sont toutes les deux des fonctions
multi-linéaires par morceaux définies sur la même grille, l’écart maximal entre les deux est
nécessairement obtenu sur un des points de la grille. Il est donc connu exactement. L’erreur
en fonction du nombre de points utilisés dans la méthode de Monte Carlo pour générer le
modèle réduit est représentée sur la figure 3.3. La méthode proposée dans la section 3.2.1.1
donne directement l’erreur du modèle réduit due à la troncature de la décomposition du
RS-HDMR. On observe sur la figure 3.3 la convergence de la méthode de Monte Carlo
(points bleus) vers le résultat obtenu par la méthode exacte (ligne verte) lorsque le nombre
total de points nécessaires pour l’estimation de l’ensemble des 331 intégrales augmente.
Comme le montre la figure 3.4, alors que le résultat proposé par la méthode exacte est
quasi instantané (ligne verte), plus le nombre de points nécessaires au calcul par Monte
Carlo augmente, plus le temps augmente. En conséquence, plus le temps de calcul de la
fonction de référence est grand, plus le calcul exact devient intéressant.
Le calcul exact permet donc d’obtenir de façon immédiate et exacte les intégrales de
la décomposition RS-HDMR. Nous verrons que ce calcul nous est très utile lorsque le
domaine des variables d’entrée est non hypercubique (cf. section 3.2.2.3).
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 Calcul par quasi-Monte Carlo 
 Calcul exact 
Figure 3.3 – Comparaison de l’erreur maximale exacte et estimée par la méthode de
quasi-Monte Carlo.















 Calcul par quasi-Monte Carlo 
 Calcul exact 
Figure 3.4 – Comparaison du temps de calcul de la méthode exacte et de la méthode de
quasi-Monte Carlo.
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3.2.2 Interprétation probabiliste du Random Sampling - High
Dimensional Model Representation
L’unicité de la décomposition RS-HDMR proposée par Hoeffding a été établie pour
des variables indépendantes et, dans la littérature, elle est essentiellement appliquée dans
ce cadre-là. L’indépendance des variables d’entrée implique que leur domaine de définition
soit hypercubique. Toutefois, les fonctions de référence de cette thèse sont définies sur des
domaines non hypercubiques, hormis certaines fonctions tabulées comme nous venons de le
voir ; cela entraine forcément, en adoptant une interprétation probabiliste, la dépendance
des variables d’entrée. Nous allons nous concentrer sur ce cas-là dans cette section.
Soit une fonction F définie pour tout vecteur aléatoire X = (X1, X2, · · · , Xd) de
densité de probabilité ω sur un domaine non hypercubique Ω.
3.2.2.1 Variables d’entrée indépendantes
La décomposition RS-HDMR obtenue lorsque la densité de probabilité est uniforme
est généralisée à une densité de probabilité quelconque ω. Pour cela, on se place dans un
premier temps dans le cas où les variables sont indépendantes et donc dans un domaine
hypercubique. Pour des variables indépendantes, la densité de probabilité de X est égale





Les fonctions ωV¯ pm sont les marginales de la densité de probabilité ω obtenues par
intégration de la distribution par rapport à xV pm :




ω(xV¯ pm ,uV pm)duV pm . (3.6)
On a aussi le résultat suivant :




Par ailleurs, la densité de probabilité conditionnelle est égale à la densité marginale. Par










ω(xV pm ,xV¯ pm)
ωV pm(xV pm)
.


















ωk(xk) = ωV¯ pm(xV¯ pm). (3.8)
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On suppose que la vanishing condition est vérifiée pour assurer l’unicité de la décomposi-
tion. Cette condition donnée par (3.2) s’étend pour une densité de probabilité quelconque,
∀m ∈ {1, · · · , d},∀s ∈ V pm, ∫
[0,1]
ZV pm(uV pm)ωs(us)dus = 0. (3.9)
La vanishing condition (3.9) permet de déterminer séquentiellement les termes de
la décomposition RS-HDMR pour la densité ω des variables d’entrée. Les termes de la
décomposition RS-HDMR sont établis ici pour une densité de probabilité quelconque.










Une fois le terme d’ordre 0 déterminé, les p termes d’ordre 1 sont déterminés par :
ZV p1 (xV p1 ) = I
p
1 (xV p1 )− Z0,
avec :
























= E(F (X)|XV p1 = xV p1 ).
Une fois tous les termes d’ordre 1 déterminés, on peut calculer les termes d’ordre 2 :
ZV p2 (xV p2 ) = I
p







































= E(F (X)|XV p2 = xV p2 ).
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De façon générale, une fois tous les termes d’ordre m − 1 estimés, les termes d’ordre
m ∈ {1, · · · , d} sont déterminés par :
ZV pm(xV pm) = I
p

























= E(F (X)|XV pm = xV pm).
(3.10)
3.2.2.2 Variables d’entrée dépendantes
Afin de simplifier les notations, le domaine d’intégration n’est plus représenté dans
toute la suite.
Lorsque les variables sont dépendantes, l’équation (3.5) n’est plus vérifiée et l’écriture
générale (3.10) sous la vanishing condition (3.9) n’est plus vraie. En effet, l’espérance
conditionnelle de F pour un jeu de variables fixées peut aussi dépendre d’autres variables
qui leurs sont corrélées. Une méthode a été proposée dans [46] pour traiter le cas des
variables dépendantes lorsque le domaine est grid closed. Dans [58], un exemple est donné
pour rendre explicite le concept de grid closed que nous rappelons ici. Un domaine Ω ⊂ R2
sur lequel sont définies les variables d’entrée (x1, x2) est dit grid closed si pour un point
(x01, x02) il existe toujours un autre point avec une des deux variables fixée à la même
valeur. De ce fait, la ligne x1 = x2 n’est pas grid closed ; dans ce cas restrictif, il n’existe
pas d’autre point de Ω en fixant une des deux variables à une valeur donnée.
On considère alors une vanishing condition dite relâchée qui prend la forme suivante,
∀ m ∈ {1, · · · , d}, ∀s ∈ V pm,∫
ZV pm(uV pm)ω(u)dusdu{1,··· ,d}\V pm = 0. (3.11)
Cette équation peut être simplifiée en réalisant implicitement l’intégration en fonction
de uV¯ pm , c’est-à-dire en remplaçant ω par la marginale (3.6). On obtient alors l’écriture
suivante équivalente, ∀m ∈ {1, · · · , d},∀s ∈ V pm,∫
ZV pm(uV pm)ωV pm(uV pm)dus = 0. (3.12)
On utilise indifféremment (3.11) et (3.12) pour déterminer les termes de la décompo-
sition RS-HDMR et assurer son unicité.
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Illustration sur un exemple pour une fonction de dimension d = 3
Soit une fonction F définie sur un domaine non hypercubique Ω de dimension d = 3
avec comme variables d’entrée le vecteur aléatoire X = (X1, X2, X3) ayant une densité
de probabilité ω sur Ω. Les termes de la décomposition RS-HDMR de F sont définis de
manière unique sous la vanishing condition relâchée (3.11). Les différents termes de la
décomposition RS-HDMR ne peuvent plus être obtenus séquentiellement. Le système à
résoudre est défini ci-dessous.
Pour le terme d’ordre 0, l’intégration sur Ω terme à terme de la décomposition (3.1)
























ω(u)du = 1 et d’après la vanishing condition relâchée (3.11), on




On s’intéresse maintenant au calcul des termes d’ordre 1.
Pour calculer Z1, on intègre terme à terme la décomposition (3.1) par rapport à x2 et x3
en utilisant la densité de probabilité marginale ω2,3 :∫















Z2,3(u2, u3)ω2,3(u2, u3)du2du3 +
∫
Z1,2,3(x1, u2, u3)ω2,3(u2, u3)du2du3
=
∫
F (x1, u2, u3)ω2,3(u2, u3)du2du3.
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D’après (3.6), l’égalité précédente se réécrit :∫















Z2,3(u2, u3)ω2,3(u2, u3)du2du3 +
∫
Z1,2,3(x1, u2, u3)ω2,3(u2, u3)du2du3
=
∫
F (x1, u2, u3)ω2,3(u2, u3)du2du3.
En remarquant que
∫
ω2,3(u2, u3)du2du3 = 1 et d’après la vanishing condition relâ-









Z1,2,3(x1, u2, u3)ω2,3(u2, u3)du2du3
=
∫
F (x1, u2, u3)ω2,3(u2, u3)du2du3.
(3.14)









Z1,2,3(u1, x2, u3)ω1,3(u1, u3)du1du3
=
∫










Z1,2,3(u1, u2, x3)ω1,2(u1, u2)du1du2
=
∫
F (u1, u2, x3)ω1,2(u1, u2)du1du2.
(3.16)
Concernant les termes d’ordre 2, les calculs sont détaillés ci-après.
Pour calculer Z1,2, on intègre terme à terme la décomposition (3.1) par rapport à x3 en
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F (x1, x2, u3)ω3(u3)du3.
En remarquant que
∫
ω3(u3)du3 = 1 et d’après la vanishing condition relâchée (3.11), on
obtient pour Z1,2 :











F (x1, x2, u3)ω3(u3)du3.
(3.17)
De la même manière, on obtient pour Z1,3 et Z2,3 :











F (x1, u2, x3)ω2(u2)du2.
(3.18)











F (u1, x2, x3)ω1(u1)du1.
(3.19)
Pour déterminer tous les termes de la décomposition RS-HDMR tronquée à l’ordre 1
dans le cas d’une fonction de dimension 3, on obtient un système à résoudre composé de 8
équations ((3.13), (3.14), (3.15), (3.16), (3.17), (3.18), (3.19), (3.1)) et de 8 inconnues (Z0,
Z1, Z2, Z3, Z1,2, Z1,3, Z2,3, Z1,2,3). On remarque que, contrairement au cas où les variables
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sont indépendantes, pour calculer un terme d’ordre m, il est nécessaire de connaître tous
les autres termes d’ordre supérieur à m.
L’estimation des termes de la décomposition RS-HDMR ne peut plus être établie
séquentiellement comme cela était le cas pour les variables indépendantes [58]. Une ré-
solution de ce système est proposée dans [46] et [58], mais via des approximations des
intégrales sur une base de polynômes orthogonaux (cf. section 3.3.2), ce qui n’est pas
compatible avec la précision attendue dans cette étude.
3.2.2.3 Proposition d’une solution dans le cas non hypercubique
Une autre approche a été proposée par Hooker dans [46]. Elle consiste à prolonger le
domaine de définition de la fonction de référence F sur Hd, au moyen d’une fonction f
uniquement définie dans le domaine Hd \Ω. Hooker a mis en avant l’influence du prolon-
gement f sur la décomposition RS-HDMR tronquée de F .
En s’inspirant de l’idée de Hooker, nous proposons une nouvelle méthode. Celle-ci est
appliquée sur une fonction Ftab définie sur Ω non hypercubique que nous prolongeons sur
le domaine Hd \Ω par une fonction fγ , dont on se donne arbitrairement la forme (linéaire,
polynomiale, multi-linéaire par morceaux...), définie par un vecteur de paramètres γ ∈ Rk.
Ces paramètres sont alors optimisés de manière à minimiser l’erreur de la décomposition
RS-HDMR à l’ordre m à l’intérieur du domaine Ω. Le modèle réduit RS-HDMR tronqué
à l’ordre m, qui dépend du prolongement par fγ (et donc de γ), est noté F˜ tabγ .















où pour chacun des N points tabulés contenus dans Ω, on a ∀1 ≤ i ≤ N ,
i(γ) =
∣∣∣F˜ tabγ(xi)− Ftab(xi)∣∣∣ .




Nous illustrons ci-après le comportement de cette méthode d’ajustement du prolonge-
ment sur deux exemples.
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Cas test 1
Soit la fonction Ftab1,
Ftab1 : Ω1 → R
x = (x1, x2) 7→ x1 + x2,
(3.20)
où Ω1 est le domaine représenté sur la figure 3.5 :







Figure 3.5 – Domaine non hypercubique Ω1.
La fonction est tabulée sur les points de la grille équirépartie 10×10 qui sont dans Ω1.
Nous avons choisi la fonction Ftab1 pour deux raisons :
– la décomposition RS-HDMR à l’ordre 1 sur l’hypercube unité est exacte ;
– une solution évidente à son prolongement est ∀(x1, x2) ∈ Hd\Ω1, f(x1, x2) = x1+x2.
Prolongement 1
Sur le domaine Hd \ Ω1, nous proposons une fonction paramétrique de prolongement :
fγ1 : Hd \ Ω1 → R
x = (x1, x2) 7→ γ11 + γ12x1 + γ13x2.
Les intégrales de la décomposition RS-HDMR sont obtenues par le calcul exact pré-
senté à la section 3.2.1.1.
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On cherche à minimiser Errquad en fonction de γ1.
Les coefficients γ1 ont été optimisés par la fonction lsqnonlin de MATLAB. L’optimum
obtenu est la solution triviale γ1 ' (0, 1, 1) qui permet de construire la décomposition




∀x1 ∈ [0, 1], Zγ11 (x1) ' x1 −
1
2 ,
∀x2 ∈ [0, 1], Zγ12 (x2) ' x2 −
1
2 .
La fonction prolongée, ∀(x1, x2) ∈ H2,
Fp1γ1(x1, x2) = Ftab1(x1, x2)1Ω1(x1, x2) + fγ1(x1, x2)1H2\Ω1(x1, x2),
et son approximation RS-HDMR tronquée l’ordre 1, ∀(x1, x2) ∈ H2,




1 (x1) + Zγ
1
2 (x2),
sont représentées sur les figures 3.6 et 3.7. L’erreur maximale est de 2.37 · 10−8 sur Ω1.
Figure 3.6 – Fonction prolongée Fp1γ1 sur H2.
Prolongement 2
Dans les cas pratiques qui nous intéressent, la fonction F à réduire est tabulée sur un
domaine non hypercubique et nous n’en connaissons bien évidemment pas de représenta-
tion analytique. Nous avons donc choisi un prolongement de la fonction tabulée sur Hd\Ω1
paramétré naturellement par ses valeurs en les points de la grille étendue à Hd \Ω1. Cela
augmente considérablement la taille du vecteur γ et donc le nombre de degrés de liberté.
Par exemple, pour la fonction (3.20) Ftab1, si chaque variable x1 et x2 est discrétisée en
10 valeurs distinctes, 55 points définissent la fonction dans Ω1 et 45 points la définissent
à l’extérieur. Des interpolations multi-linéaires sont réalisées entre les points tabulés tant
dans Ω1 que dans Hd \ Ω1.
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Figure 3.7 – Fonction approchée F˜ tab1γ1 sur H2.
La fonction prolongée après optimisation, ∀(x1, x2) ∈ H2,
Fp1γ2(x1, x2) = Ftab1(x1, x2)1Ω1(x1, x2) + fγ2(x1, x2)1H2\Ω1(x1, x2)
est représentée figure 3.8. Le prolongement de F sur Hd \ Ω1 n’est pas régulier.
Figure 3.8 – Fonction prolongée Fp1γ2 sur H2.
Néanmoins, son approximation RS-HDMR tronquée à l’ordre 1, ∀(x1, x2) ∈ H2,
F˜ tab1γ2(x1, x2) ' Zγ20 + Zγ21 (x1) + Zγ22 (x2)
tracée sur la figure 3.9 conduit à une erreur maximale de 4.23 · 10−6 sur Ω1 jugée tout à
fait satisfaisante.
Cas test 2
Nous considérons maintenant une fonction dont la décomposition RS-HDMR tronquée
à l’ordre 1 n’est pas exacte et dont le prolongement sur H2 n’est pas trivial. Nous avons
pour cela choisi la fonction suivante :
Ftab2 : Ω1 → R
x = (x1, x2) 7→
√
1− (x1 + x2).
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Figure 3.9 – Fonction approchée F˜ tab1γ2 sur H2.
Son prolongement fγ3 est défini par ses valeurs sur les 45 points de la grille qui per-
mettent de compléter le domaine Ω1 en un domaine hypercubique. Là encore, des inter-
polations multi-linéaires sont réalisées entre les points tabulés.
La fonction prolongée résultant de l’optimisation ∀(x1, x2) ∈ H2,
Fp2γ3(x1, x2) = Ftab2(x1, x2)1Ω1(x1, x2) + fγ3(x1, x2)1H2\Ω1(x1, x2),
est présentée sur la figure 3.10.
Figure 3.10 – Fonction prolongée Fp2γ3 sur H2.
Comme dans le cas précédent le prolongement obtenu n’est pas régulier. Il conduit à
la décomposition RS-HDMR tronquée à l’ordre 1, ∀(x1, x2) ∈ H2,
F˜ tab2γ3(x1, x2) ' Zγ30 + Zγ31 (x1) + Zγ
3
2 (x2),
représentée sur la figure 3.11.
L’erreur maximale est 0.2 sur Ω1. Cette valeur non négligeable s’explique par le fait
que la fonction de référence ne peut pas être approchée exactement par une décomposition
RS-HDMR à l’ordre 1.
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Figure 3.11 – Fonction approchée F˜ tab2γ3 sur H2.
Conclusion
Nous avons montré ici le bon fonctionnement de la décomposition RS-HDMR d’une
fonction tabulée quelconque définie sur un domaine non hypercubique, en prolongeant
la fonction en dehors de son domaine de définition pour le rendre hypercubique. Les
prolongements obtenus ne sont pas lisses (cf. figures 3.8 et 3.10), mais permettent d’obtenir
des décompositions RS-HDMR tronquées satisfaisantes sur le domaine de définition de la
fonction.
3.2.3 Utilisation particulière des réseaux de neurones
L’idée ici est de ne pas stocker les valeurs de la grille en mémoire mais de la faire
apprendre par un réseau de neurones dont le nombre de coefficients est plus faible. Nous
proposons donc une utilisation particulière des réseaux de neurones, visant à approcher au
mieux les points de la fonction tabulée, sans s’intéresser à sa capacité de généralisation.
L’échantillon d’apprentissage est donc constitué des points de la grille de la fonction
tabulée.
Par ailleurs, puisque la fonction d’origine et son approximation sont encore une fois
toutes les deux des fonctions multi-linéaires par morceaux définies sur la même grille,
l’écart maximal entre les deux est nécessairement obtenu sur un des points de la grille.
L’échantillon de test, qui est le même que l’échantillon d’apprentissage, contrôle donc
l’erreur commise sur les points de la fonction tabulée. Sur la figure 3.12, les croix bleues
sont les points tabulés de la fonction de référence et les croix rouges sont estimées par le
réseau de neurones. Cette utilisation des RN a un intérêt dès qu’on est capable d’estimer
les points de la table avec un RN suffisamment précis contenant moins de coefficients
que le nombre de points définissant la fonction tabulée de référence. Notons qu’outre les
N1 × (2+d) coefficients du réseau de neurones à une couche cachée de N1 neurones, il faut
également stocker pour i = 1, · · · , d, les Ji différentes valeurs prises par chaque compo-
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      𝑥1        𝑥2        𝑥3        𝑥4        𝑥5         𝑥6        𝑥7       𝑿          
𝑌�  𝒀 
Figure 3.12 – Réseau de neurones appelé sur une grille 1D.











réduction est donc effective lorsque N1 × (2 + d) <
d∏
i=1
Ji. La propriété de parcimonie
des RN permet de vérifier facilement cette condition pour les cas qui nous intéressent
(typiquement Ji = 10 et d = 3).
3.3 Réduction globale des modèles de qualité de vol
et de performances des avions
Le problème est maintenant de réduire en taille et en temps de calcul une fonction boîte
noire comprenant un nombre important de variables d’entrée continues, typiquement 15.
Pour ce faire, on peut utiliser différents types de métamodèles, tels que ceux décrits à la
section 2.3. On utilise ici le RS-HDMR qui permet de construire automatiquement des
fonctions tabulées de dimension faible (typiquement une ou deux variables d’entrée) et
qui résument le comportement global de la fonction.
L’objet de cette section est de présenter les limites de l’application du RS-HDMR à la
réduction des fonctions tabulées de grande dimension.
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3.3.1 Fléau de la dimension
La représentation tabulée d’un modèle de référence à 15 variables d’entrée sur une grille
à 10 valeurs par variable nécessite le stockage de 1015 points, ce qui est inenvisageable.
Ceci justifie l’utilisation du RS-HDMR pour construire automatiquement des fonctions
de dimensions inférieures qui, elles, peuvent être tabulées.
La construction de ces fonctions tabulées nécessite toutefois un nombre d’appels im-
portant à la fonction de référence.
Le nombre de termesNT de la décomposition RS-HDMR augmente avec la dimension d













Chaque terme de la décomposition RS-HDMR est stocké dans une fonction tabulée.
Chaque point tabulé correspond à une intégrale à estimer. Pour une fonction de dimension
15 avec ∀i = 1, · · · , 15, Ji = 10, le nombre total d’intégrales à estimer pour construire la
décomposition RS-HDMR tronquée à l’ordre 2 est :
Ni = 1 + 10× 15 + 100× 105 = 10 651.
Ce nombre Ni correspond également aux nombres de points des grilles générées par la
décomposition RS-HDMR tronquée à l’ordre 2. La précision de l’estimation des intégrales
par des méthodes de quasi-Monte Carlo augmente avec le nombre de points générés (cf.
section 2.4.4). La précision des différents composants de la décomposition RS-HDMR
dépend donc du nombre N de points générés quasi-aléatoirement. Il est important de
noter que le nombre de points nécessaires aux estimations des intégrales par la méthode
de quasi-Monte Carlo ne dépend pas significativement de la dimension d du problème.
Cette propriété est intéressante pour le calcul d’intégrales en grande dimension comme
c’est le cas ici. Toutefois, le nombre d’intégrales à estimer augmente significativement le
nombre d’appels à la fonction de référence. Par exemple pour la décomposition RS-HDMR
d’une fonction test de dimension 15 tronquée à l’ordre 2, nous avons estimé le nombre
d’intégrales à 10 651. Si pour chaque intégrale, il est nécessaire de prendre 104 points pour
que la méthode d’estimation des intégrales converge, on doit faire 106 510 000 appels à la
fonction. L’appel au modèle aérodynamique QdV a été estimé à 0.01 seconde, il faudrait
donc quatre mois pour évaluer toutes les intégrales.
Considérons la fonction F15 définie comme suit :




x2i + x14x15 + x1x3 + exp(x22x8).
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Pour implémenter ce calcul, il a été nécéssaire de faire appel à la vectorisation pour
obtenir le temps de calcul nécessaire. Dans une utilisation normale des modèles QdV ou
Perfo, cela n’est pas possible.









Figure 3.13 – Convergence de la méthode de quasi-Monte Carlo pour l’estimation d’une
intégrale (parmi les 10 651 intégrales) en fonction du nombre de points.
On présente sur la figure 3.13 la courbe de convergence de l’erreur de la décomposition
RS-HDMR tronquée à l’ordre 2, en fonction du nombre de points nécessaires au calcul
d’une intégrale. On constate que pour estimer chaque intégrale, 104 appels à la fonction
sont nécessaires pour obtenir une erreur acceptable. Comme nous venons de le voir, cette
méthode n’est pas envisageable pour approcher nos modèles de référence qui nécessitent
environ 0.01 seconde par appel.
3.3.2 Construction du Random Sampling - High Dimensional
Model Representation par génération quasi-aléatoire d’un
unique échantillon
Le problème soulevé ici vient du fait que chaque intégrale estimée par Monte Carlo
nécessite son propre échantillon et donc d’autant plus d’appels à la fonction de référence.
L’idée développée ici consiste à utiliser un échantillon unique pour l’estimation de toutes
les intégrales. Pour cela, Ziehn et Tomlin [86] ont proposé l’utilisation de polynômes
orthonormés (polynômes de Legendre) pour représenter les fonctions à intégrer.
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Le terme Z0 est estimé comme précédemment, c’est-à-dire comme la moyenne de la fonc-
tion F sur son domaine de définition.
Les intégrales d’ordre supérieur sont approchées par des polynômes.


















où k, k1, k2 sont des entiers, qui sont les ordres maximaux des polynômes. Les coefficients
αi1r1 et βi1i2r1 r2 sont à déterminer. Le polynôme ϕir est un polynôme d’ordre r associé à
la variable xi. Les polynômes ϕi1r , ϕi1r1 et ϕi2r2 doivent être construits de telle sorte qu’ils
forment une base de polynômes orthonormés. En utilisant la propriété d’orthogonalité des
polynômes, les constantes sont données par [59, 60, 86] :






F (x)ϕi1p (xi1)ϕi2q (xi2)dx.
De cette façon, la génération d’un seul échantillon de points est suffisante pour détermi-
ner toutes les composantes du RS-HDMR. Nous avons choisi des polynômes de degré 10 au
maximum pour approcher globalement les différentes intégrales afin d’avoir le même ordre
de grandeur de coefficients que pour l’exemple donné ci-dessus, c’est-à-dire 10 651 coeffi-
cients (1 correspondant au terme Z0, 150 coefficients correspondant aux termes d’ordre 1
αri et 10 500 coefficients correspondant aux termes d’ordre 2 β
pq
i1i2).
Par exemple, pour la fonction F15, la méthode de quasi-Monte Carlo [28] converge vers
l’erreur maximale de 2.51 avec seulement 100 000 appels à la fonction de référence (cf.
figure 3.14). Pour obtenir l’approximation de la fonction de référence par cette méthode,
le nombre d’appels à la fonction de référence est donc beaucoup plus faible. Toutefois,
cette approximation n’est pas satisfaisante en terme de précision.
3.4 Conclusion
Dans le cas de l’approximation de nos fonctions de référence, les difficultés liées à la
non-hypercubicité du domaine de définition des variables d’entrée s’ajoutent au problème
de l’estimation d’un grand nombre d’intégrales en grande dimension. La solution propo-
sée, qui consiste à optimiser le prolongement de la fonction en dehors de son domaine de
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Figure 3.14 – Convergence de la méthode de quasi-Monte Carlo pour l’estimation de
l’ensemble des coefficients des polynômes.
définition pour rendre le domaine hypercubique (cf. section 3.2.2.3) nécessite la construc-
tion de plusieurs modèles RS-HDMR dans une boucle d’optimisation, ce qui n’est pas
envisageable pour des fonctions de grande dimension.
Pour résoudre ce problème de grande dimension, on propose une stratégie basée sur le
constat que les modèles QdV et Perfo ont une structure hiérarchique multi-niveaux dont
les éléments dimensionnants en termes de temps de calcul et de taille mémoire sont des
fonctions tabulées de petites dimensions. L’idée est donc de générer des modèles réduits
de ces fonctions tabulées en utilisant les techniques décrites au début de ce chapitre (cf.
section 3.2). Dans le chapitre suivant, nous allons exhiber une méthode automatique d’un






Méthodologie générale de réduction
d’un modèle de qualités de vol et de
performances des avions
Ce chapitre a fait l’objet d’une publication dans [9].
4.1 Introduction
Le besoin de dériver automatiquement le modèle aérodynamique QdV pour construire
un modèle aérodynamique Perfo a été introduit au chapitre 1. Comme nous l’avons vu,
cette dérivation automatique a pour but de rationnaliser le processus de création de
ces deux modèles et ainsi de réduire les coûts de calcul et les délais de production des
modèles. En effet, actuellement, ces deux modèles sont construits parallèlement et ne
partagent donc aucune donnée. Nos efforts se concentrent donc sur la dérivation directe
et automatique du modèle aérodynamique Perfo à partir du modèle aérodynamique QdV
de référence. L’utilisation quotidienne intensive du modèle Perfo par les ingénieurs du
bureau d’étude impose d’être en mesure de générer en quelques secondes une trajectoire
complète de l’avion ; ce qui induit un besoin de réduction en temps de calcul du modèle
aérodynamique QdV tout en garantissant une précision satisfaisante.
En ce qui concerne les modèles embarqués dans le cockpit de l’avion, nous avons mis en
évidence dans le chapitre 1 des exigences critiques en termes de temps de calcul, de taille
mémoire et de précision. En effet, le besoin d’embarquer de plus en plus de données dans
le cockpit de l’avion mène à une diminution de la taille mémoire disponible pour chaque
fonction embarquée. La réduction du temps de calcul permet, quant à elle, d’améliorer en
temps réel les performances de l’avion en vol. Le modèle Perfo doit donc être à son tour
réduit pour répondre aux exigences d’embarquabilité.
Les modèles actuels possèdent une structure hiérarchique multi-niveaux dont chaque
élément représente un phénomène physique particulier. Leur validation repose en grande
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partie sur cette architecture ; pour cette raison nous allons la conserver lors de la construc-
tion des modèles réduits. L’objectif est donc ici de proposer une méthode automatique
permettant le choix optimal de modèles réduits des sous-modèles locaux qui constituent
le modèle hiérarchique global de telle sorte que le modèle obtenu satisfasse les exigences
en termes de taille mémoire, de temps de calcul et de précision.
Ici, pour chaque sous-modèle, nous supposons qu’un ensemble de modèles réduits est
déjà disponible. Le problème n’est donc pas la définition de ces modèles réduits mais leur
sélection optimale. Une méthodologie est proposée pour effectuer cette sélection, en satis-
faisant les contraintes de précision et de temps de calcul liées aux modèles Perfo utilisés
au bureau d’étude ou dans le cockpit de l’avion. Cette combinaison optimale est obtenue
en résolvant un problème linéaire en nombres entiers [85] et permet au modèle embar-
qué final de garder une structure multi-niveaux. Dans la littérature, aucune publication
n’a été trouvée concernant cette affectation optimale dans une structure multi-niveaux
hiérarchique.
La section 4.2.1 introduit la formulation mathématique de l’architecture multi-niveaux.
Ensuite, dans la section 4.2.2, les combinaisons optimales répondant aux deux besoins
décrits dans le chapitre 1 sont définies comme la solution de problèmes d’optimisation
non linéaires en nombres entiers. Grâce à une majoration linéaire de l’erreur propagée à
travers les niveaux établie à la section 4.2.3, ces problèmes d’optimisation non linéaire
en nombres entiers sont transformés en problèmes d’optimisation linéaire en nombres
entiers. La méthode est validée dans la section 4.3 sur un exemple de fonction embarquée
permettant de calculer la consommation de l’avion à partir d’un modèle Perfo : le Fuel
Consumption Model (FCM). Une discussion et certaines améliorations sont proposées
dans la section 4.4.
4.2 Formulation mathématique
4.2.1 Architecture multi-niveaux hiérarchique
Le modèle global de référence F est composé d’un assemblage de sous-modèles Fi,j.
Cette décomposition est présentée dans la figure 4.1(a). Les variables d’entrée sont repré-
sentées par le vecteur x de dimension d. Le flux de données parcourt les niveaux de F
de façon uni-directionnelle depuis le niveau supérieur jusqu’au niveau de sortie. Chaque
niveau i, 1 ≤ i ≤ n, est composé de Li sous-modèles. La sortie Oi, j du jème sous-
modèle Fi, j est l’entrée d’au moins un sous-modèle au niveau i+1. Les sorties du niveau i
sont regroupées dans le vecteur Oi= (Oi, 1, ..., Oi, Li). Le dernier niveau fournit la sortie
unique du modèle global. Notons donc Ln = 1.
Plus précisément, ∀i ∈ {1, · · · , n},∀j ∈ {1, · · · , Li},
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        𝑥1 
      𝑥2 
      𝑥3  
 
 
      𝑥𝑑 










(a) Le modèle de référence F .
       𝑥1 
      𝑥2 
      𝑥3  
 
 
      𝑥𝑑 
 𝐿0= 𝑑 
F�1,1,1  F�1,1,2  F�1,1,𝑄11  ⋯ F�1,2,1  F�1,2,𝑄12  ⋯ F�1,𝐿1,1  F�1,𝐿1,2  F�1,𝐿1,𝑄1𝐿1  ⋯ ⋯ 
F�2,1,1  F�2,1,2  F�2,1,𝑄21  ⋯ F�2,𝐿2,1  F�2,𝐿2,𝑄2𝐿2  ⋯ ⋯ 
F�1,2,2  
⋯ F�n−1,1,1  F�n−1,1,2  F�n−1,1,𝑄n−1,1  ⋯ 
F�2,𝐿2,2  
⋮ 
F�n−1,𝐿𝑛−1,1  F�n−1,1,2  F�2,1,𝑄𝑛−1,𝐿𝑛−1  ⋯ 
F�n,1,1  F�n,1,2  F�n,1,𝑄n,1   ⋯ 
⋮ 
(b) Le modèle réduit F˜ .
Figure 4.1 – Structure hiérarchique multi-niveaux.
– le sous-modèle Fi, j, supposé dérivable, est défini par :
Fi, j : RLi−1 −→ R
Oi−1 7−→ Fi, j(Oi−1) ;
– il existe Qi, j modèles réduits candidats notés F˜i, j, q pour remplacer Fi,j et (cf. fi-




F˜i, j, q : RLi−1 −→ R
Oi−1 7−→ F˜i, j, q(Oi−1)
∀q ∈ {1, · · · , Qi, j} ;
– le temps de calcul local Ti, j, q, la taille mémoire locale Si, j, q et une mesure de
l’erreur locale i, j, q induite par F˜i, j, q sont donnés ;
– la variable de décision binaire zi, j, q permet de sélectionner ou pas l’option F˜i, j, q
comme constituant le modèle hiérarchique réduit global. Si la qème option F˜i, j, q
est choisie pour le sous-modèle Fi, j, alors zi, j, q = 1, sinon zi, j, q = 0.
Notons Z le vecteur composé des variables de décision élémentaires zi, j, q. Puisque
seulement une option est choisie pour chaque sous-modèle, les équations suivantes doivent
être vérifiées :
∀i ∈ {1, · · ·n}, ∀j ∈ {1, · · · , Li},
Qi, j∑
q=1
zi, j, q = 1.
Une fois que le vecteur Z est connu, la fonction F˜Z est définie comme le modèle réduit
global, obtenu comme l’assemblage de tous les sous-modèles sélectionnés. En conformité
avec les exigences de validation, F˜Z garde la structure multi-niveaux de F .
Remarque : la valeur de Li est en général différente à chaque niveau i et le nombre de
modèles Qi, j pour chaque sous-modèle Fi, j n’est pas constant, donc j dépend de i et q
dépend de i et j. Néanmoins ces dépendances ne seront explicitées qu’en cas d’ambiguité.
4.2.2 Programmation Linéaire en Nombres Entiers
Les besoins de réduction rappelés dans la section 4.1 se formulent naturellement comme
deux problèmes d’optimisation sous contraintes (cf. table 4.1).
Concernant le besoin de réduction du modèle aérodynamique QdV, on cherche à mi-
nimiser le temps de calcul T tout en maintenant l’erreur globale A sous un certain seuil.
Le besoin de réduction du modèle Perfo en vue de l’embarquer se formule quant à
lui comme un problème de minimisation de la taille mémoire globale S, en maintenant
sous des bornes supérieures le temps de calcul global T et l’erreur globale A compatibles
avec les exigences de temps réel des fonctions embarquées. La taille mémoire n’est pas
limitative puisqu’elle reste bien en dessous des capacités du calculateur embarqué. Malgré
tout, elle doit être minimisée, du fait de la volonté d’augmenter le nombre de fonctions à
embarquer dans le cockpit de l’avion.
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zi, j, q ∈ {0, 1},∀i ∈ {1, ..., n},
∀j ∈ {1, ..., Li},
∀q ∈ {1, ..., Qi, j},
Qi, j∑
q=1
zi, j, q = 1,∀i ∈ {1, ..., n},




T (Z) ≤ T ,
A(Z) ≤ ,
zi, j, q ∈ {0, 1},∀i ∈ {1, ..., n},
∀j ∈ {1, ..., Li},
∀q ∈ {1, ..., Qi, j},
Qi, j∑
q=1
zi, j, q = 1,∀i ∈ {1, ..., n},
∀j ∈ {1, ..., Li}.
Table 4.1 – Problèmes d’optimisation sous contraintes.








Si, j, q zi, j, q la taille mémoire du modèle réduit global F˜Z . C’est
une fonction linéaire des variables de décision ;







Ti, j, q zi, j, q le temps de calcul du modèle réduit global F˜Z . C’est
aussi une fonction linéaire des variables de décision ;
– A(Z) = ‖Z‖∞ = ‖F˜Z − F‖∞ = max
x
(|F˜Z(x)− F (x)|), la norme infinie de la
différence Z entre le modèle réduit global F˜Z et le modèle de référence global F ;
– T le temps de calcul maximum acceptable pour des calculs en temps réels ;
–  l’erreur maximale acceptable entre le modèle réduit global F˜Z et le modèle original
global F .
La fonction A qui dépend de Z n’est pas une combinaison linéaire des variables de
décision. L’existence d’une borne supérieure U linéaire par rapport à Z est établie dans








ai, j, q zi, j, q,
où ai, j, q est obtenu en propageant l’erreur à travers les niveaux. Cette borne supérieure
nous permet de reformuler les problèmes d’optimisation non linéaire de la table 4.1 sous la




















ai, j, q zi, j, q ≤ ,
zi, j, q ∈ {0, 1},∀i ∈ {1, ..., n},
∀j ∈ {1, ..., Li},
∀q ∈ {1, ..., Qi, j},
Qi, j∑
q=1
zi, j, q = 1,∀i ∈ {1, ..., n},























ai, j, q zi, j, q ≤ ,
zi, j, q ∈ {0, 1},∀i ∈ {1, ..., n},
∀j ∈ {1, ..., Li},
∀q ∈ {1, ..., Qi, j},
Qi, j∑
q=1
zi, j, q = 1,∀i ∈ {1, ..., n},
∀j ∈ {1, ..., Li}.
Table 4.2 – Programmation Linéaire en Nombres Entiers.
Ces problèmes d’optimisation linéaire en nombres entiers permettent d’effectuer la
sélection, parmi tous les sous-modèles disponibles, de la meilleure combinaison possible.
Les sous-modèles ainsi sélectionnés constituent le modèle réduit global.
4.2.3 Borne supérieure pour l’erreur globale
Dans cette section, l’erreur locale engendrée par l’utilisation de modèles réduits est
propagée à travers les niveaux. Ceci nous mène à la formulation d’une erreur globale A(.)
qui est majorée par une fonction linéaire U(.) des variables de décision Z.
Pour le niveau 1, on a, ∀ j1 ∈ {1, · · · , L1},
O1, j1 = F1, j1(x).
En notant O˜1, j1 la sortie de l’évaluation en x du modèle sélectionné pour remplacer F1, j1 ,
comme un seul modèle réduit est sélectionné pour chaque sous-modèle, on peut écrire




F˜1, j1, q(x) z1, j1, q.
En notant
1, j1, q(x) = F˜1, j1, q(x)− F1, j1(x)
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l’erreur locale engendrée par l’utilisation de F˜1, j1, q au lieu de F1, j1 pour la variable d’en-
trée x, on obtient facilement ∀ j1 ∈ {1, · · · , L1},
O˜1, j1 = F1, j1(x) +
Q1, j1∑
q=1
1, j1, q(x) z1, j1, q
= O1, j1 +
Q1, j1∑
q=1
1, j1, q(x) z1, j1, q.
(4.1)
Le vecteur représentant les sorties des modèles sélectionnés au niveau 1 est noté :
O˜1 = (O˜1, 1, · · · , O˜1, L1).
Pour le niveau 2, on a ∀ j2 ∈ {1, · · · , L2},
O2, j2 = F2, j2(O1). (4.2)
Comme au niveau 1, en notant O˜2, j2 l’évaluation en O˜1 du sous-modèle sélectionné pour
remplacer le sous-modèle F2,j2 , comme un seul modèle est sélectionné pour chaque sous-




F˜2, j2, q(O˜1) z2, j2, q.
Notons
2, j2, q(O˜1) = F˜2, j2, q(O˜1)− F2, j2(O˜1)
l’erreur locale induite par l’utilisation de F˜2, j2, q en lieu et place de F2, j2 . On obtient
facilement ∀ j2 ∈ {1, · · · , L2},
O˜2, j2 = F2, j2(O˜1) +
Q2, j2∑
q=1
2, j2, q(O˜1)z2, j2, q. (4.3)
La notation O˜2 = (O˜2, 1, · · · , O˜2, L2) est utilisée par la suite.
En utilisant (4.1), on a ∀ j2 ∈ {1, · · · , L2},





1, 1, q(x) z1, 1, q; · · · ;O1, L1 +
Q1, L1∑
q=1
1, L1, q(x) z1, L1, q
)
.
Comme ∀ j2 ∈ {1, · · · , L2}, F2,j2 est dérivable en chaque point du segment [O1, O˜1], le
théorème des accroissements finis (pour plusieurs variables) garantit l’existence du point
ζ2, j2 ∈ [O1, O˜1] tel que :












Finalement, à partir de (4.2) et (4.3), on obtient ∀ j2 ∈ {1, · · · , L2},














2, j2, q(O˜1) z2, j2, q.
(4.4)
Pour le niveau 3, on a ∀ j3 ∈ {1, · · · , L3},
O3, j3 = F3, j3(O2). (4.5)




F˜3, j3, q(O˜2) z3, j3, q.
En notant,
3, j3, q(O˜2) = F˜3, j3, q(O˜2)− F3, j3(O˜2),
on obtient facilement ∀ j3 ∈ {1, · · · , L3},
O˜3, j3 = F3, j3(O˜2) +
Q3, j3∑
q=1
3, j3, q(O˜2) z3, j3, q. (4.6)
En utilisant (4.4), ∀ j3 ∈ {1, · · · , L3},

















2, 1, q(O˜1) z2, 1, q
















2, L2, q(O˜1) z2, L2, q
)
.
Comme ∀ j3 ∈ {1, · · · , L3}, F3,j3 est dérivable en chaque point du segment [O2, O˜2], le
théorème des accroissements finis (pour plusieurs variables) garantit l’existence du point
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ζ3, j3 ∈ [O2, O˜2], tel que :
















2, j2, q(O˜1) z2, j2, q
.
Finalement, à partir de (4.5) et (4.6), on obtient ∀ j3 ∈ {1, · · · , L3},




























3, j3, q(O˜2) z3, j3, q.
(4.7)
En utilisant l’inégalité triangulaire sur (4.7), on obtient ∀ j3 ∈ {1, · · · , L3},
∥∥∥O˜3, j3 −O3, j3∥∥∥∞ ≤
Q3, j3∑
q=1












a1, j1, qz1, j1, q,
(4.8)
où ∀ i ∈ {1, 2, 3},∀ ji ∈ {1, · · · , Li},∀ q ∈ {1, · · · , Qi, ji},






a2, j2, q =
∥∥∥∥∥∂F3, j3∂Oj2
∥∥∥∥∥∞ ‖2, j2, q‖∞ ,
avec
∥∥∥∥∥∂F3, j3∂Oj2




et ‖2, j2, q‖∞ = max
O˜1
(|2, j2, q(O˜1)|),






∥∥∥∥∥∞ ‖1, j1, q‖∞ ,
avec
∥∥∥∥∥∂F2, j2∂Oj1
∥∥∥∥∥∞ = maxζ2, j2
(∣∣∣∣∣∂F2, j2∂Oj1 (ζ2, j2)
∣∣∣∣∣
)
et ‖1, j1, q‖∞ = maxx (|1, j1, q(x)|).
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L’équation (4.8) peut être généralisée à n niveaux :
∥∥∥O˜n, 1 −On, 1∥∥∥∞ ≤
Qn, 1∑
q=1






an−1, jn−1, q zn−1, jn−1, q


















a1, j1, q z1, j1, q,
(4.9)
où ∀ i ∈ {1, · · · , n − 1 },∀ ji ∈ {1, · · · , Li},∀ q ∈ {1, · · · , Qi, ji}
an, 1, q = ‖n, 1, q‖∞ ,














∥∥∥∥∥∞ ‖i, ji, q‖∞
.
4.3 Expériences numériques
4.3.1 Application à un cas réel
Dans cette section, la méthode de réduction de modèle développée ci-dessus est appli-
quée au Fuel Consumption Model (FCM), qui prédit entre autres choses la consommation
de carburant en vol, dans le but d’utiliser celui-ci comme une fonction embarquée dans
le Flight Management System (FMS). Cette prédiction peut être recalculée durant le vol
pour prendre en compte par exemple les changements de conditions météorologiques. Le
FCM comprend les modèles de performances aérodynamiques et moteur ainsi qu’un calcul
d’équilibre utilisant la seconde loi de Newton. Le modèle réduit FCM embarqué dans le
FMS doit vérifier les exigences suivantes :
– la taille mémoire doit être aussi petite que possible,
– le temps de calcul doit être limité pour fournir des résultats en temps réel.
La sortie du modèle est un débit de carburant compris entre 200 kg/h et 9000 kg/h. Le
FCM dépend de six variables : le facteur de charge longitudinal (NxAero), le nombre
de Mach (Mach), l’altitude (Zg), la température (∆ISA), la masse (m) et la position du
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centre de gravité G (XCG). Comme le montre la figure 4.2, sa structure est hiérarchique
multi-niveaux.
         NxAero 
        Mach 
         𝑍𝑔         ∆ISA             
         𝑚 
𝑋𝑋𝑋 
F61  
F11  F14  
F41  
𝑖 = 1, 𝐿1 = 5 
F81  
F91  









𝑖 = 2, 𝐿2 = 1 
𝑖 = 3, 𝐿3 = 1 
𝑖 = 4, 𝐿4 = 1 
𝑖 = 5, 𝐿5 = 1 
𝑖 = 6, 𝐿6 = 2 
𝑖 = 7, 𝐿7 = 1 
𝑖 = 8, 𝐿8 = 1 
𝑖 = 9, 𝐿9 = 1 
Figure 4.2 – Structure hiérarchique multi-niveaux du FCM.
Neuf des sous-modèles qui composent le FCM sont des fonctions analytiques. Le gain
en termes de taille et de temps de calcul que l’on peut attendre de la réduction de ces
fonctions analytiques n’est pas significatif ; elles ne sont donc pas considérées dans le
processus d’optimisation. Elles sont représentées par des boîtes colorées dans la figure 4.2.
Puisque les fonctions notées I1, I2 et I3 dans la figure 4.2 ne sont pas réduites, elles
n’introduisent pas d’erreur. De plus, puisqu’elles sont exclusivement reliées aux variables
d’entrée, elles ne contribuent pas non plus à l’erreur de propagation (pas de dérivée pour le
niveau 1 (4.1)). Elles peuvent donc être considérées comme faisant partie du sous-modèle
qu’elles nourrissent. C’est pourquoi, le nombre de couches considérées est égal à neuf.
Chaque niveau est composé d’au plus cinq sous-modèles. Les entrées des sous-modèles
intermédiaires sont aussi les sorties des sous-modèles des couches supérieures. La contri-
bution majeure à la taille mémoire et au temps de calcul provient des huit sous-modèles
représentés par des boîtes blanches dans la figure 4.2. Ils sont composés de tables numé-
riques dans lesquelles sont réalisées des interpolations multi-linéaires. Plusieurs modèles
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réduits de ces sous-modèles sont tout d’abord construits avec des caractéristiques diffé-
rentes en terme de taille mémoire, de temps de calcul et de précision. Dans le but de
simplifier le processus de validation, ces modèles réduits préservent la structure en table
numérique. Pour l’application présentée ici, les tables numériques sont construites en uti-
lisant le Random Sampling - High Dimensional Model Representation (RS-HDMR) et les
réseaux de neurones (RN) décrits dans les sections 3.2.1.1 et 3.2.3. Le problème d’optimi-
sation en nombres entiers est ensuite résolu (cf. Besoin 2 de la table 4.2). Finalement, le
modèle réduit résultant est comparé au modèle FCM de référence au travers de sa taille
mémoire, de son temps de calcul et de sa précision.
4.3.2 Caractéristiques des sous-modèles de référence et de leurs
modèles réduits associés
Les modèles réduits RS-HDMR et RN sont construits en utilisant les valeurs tabu-
lées du sous-modèle original et sont eux-mêmes tabulés. Du fait de l’interpolation multi-
linéaire, l’erreur maximum pour chaque modèle réduit RS-HDMR et RN est atteinte aux
points des tables numériques. Les caractéristiques des huit sous-modèles et de leurs mo-
dèles réduits associés (RS-HDMR 0ème, 1er et 2nd-ordre et RN) sont données dans les
tables 4.3 (taille mémoire), 4.4 (temps de calcul) et 4.5 (précision).
La table 4.3 donne la taille mémoire exprimée en terme de nombre de valeurs tabulées.
La table 4.4 fournit le temps de calcul d’un point arbitraire en ms sur un ordinateur por-
table. La table 4.5 présente l’erreur maximale relative au modèle de référence. Finalement,
la table 4.6 donne la valeur de l’indice q correspondant à chaque modèle réduit disponible.
Quand il n’y a pas de valeurs dans cette table, cela signifie que le modèle réduit associé
n’était pas disponible ou écarté a priori.
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ordre du RS-HDMR
Modèle ref 2nd 1er 0th RN
F11 2D 415 − 81 − 121
F12 3D 504 237 49 − 125
F13 1D 40 − − 1 27
F14 2D 27 − 19 − 18
F15 3D 474 234 49 − 125
F51 2D 2820 − 457 − 329
F61 2D 305 − 67 − 134
F71 1D 12 − − 1 10
Table 4.3 – Taille mémoire S : nombre de valeurs tabulées.
ordre du RS-HDMR
Modèle ref 2nd 1er 0ème RN
F11 2D 6.673 − 7.117 · 10−1 − 34.65
F12 3D 4.97 4.655 6.655 · 10−1 − 35.48
F13 1D 4.668 − − 6.7 · 10−4 34.99
F14 2D 5.281 − 2.884 · 10−1 − 34.46
F15 3D 4.802 3.702 6.863 · 10−1 − 32.65
F51 2D 5.591 − 5.201 · 10−1 − 35.14
F61 2D 6.126 − 5.098 · 10−1 − 40.32
F71 1D 4.645 − − 7.27 · 10−4 35.83




Modèle ref 2nd 1er 0ème RN
F11 2D 0 − 723.54 − 45.039
F12 3D 0 1.673 3.98 − 5.316
F13 1D 0 − − 38.9 1.739
F14 2D 0 − 1600 − 1642
F15 3D 0 32.62 70.615 − 10.54
F51 2D 0 − 1.271 · 107 − 1.630 · 104
F61 2D 0 − 1.282 · 107 − 1.084 · 106
F71 1D 0 − − 295 77.14
Table 4.5 – Erreur ‖‖∞(·10−6).
ordre du RS-HDMR
Modèle ref 2nd 1er 0ème RN
F11 2D 1 − 2 − 3
F12 3D 1 2 3 − 4
F13 1D 1 − − 2 3
F14 2D 1 − 2 − 3
F15 3D 1 2 3 − 4
F51 2D 1 − 2 − 3
F61 2D 1 − 2 − 3
F71 1D 1 − − 2 3
Table 4.6 – Valeurs de l’indice q.
126
CHAPITRE 4. MÉTHODOLOGIE GÉNÉRALE DE RÉDUCTION D’UN MODÈLE
DE QUALITÉS DE VOL ET DE PERFORMANCES DES AVIONS
4.3.3 Résultats de l’optimisation
Dans cette section, le problème d’optimisation linéaire en nombres entiers décrits dans
la table 4.2 est résolu afin de trouver la meilleure combinaison de modèles. Pour ce faire,
l’algorithme Branch and Bound [85] bintprog de MATLAB est utilisé. Dans cet exemple,
le nombre de variables est 26 et le nombre de contraintes est 36. Pour simplifier l’interpré-
tation des résultats, deux expériences ont été réalisées dans lesquelles nous avons étudié
séparément l’impact de chaque contrainte sur la fonction objectif.
4.3.3.1 Variation de la taille mémoire en fonction de l’erreur
Dans un premier temps, nous avons réalisé plusieurs optimisations pour des valeurs
différentes de la contrainte de précision ¯. La figure 4.3 présente la variation de la taille
mémoire optimale en fonction de la tolérance ¯ sur l’erreur maximum globale, le temps
de calcul maximum autorisé T¯ étant fixé à la valeur prescrite pour ce scénario spécifique
(T¯ = 500 ms). Plus précisément, les solutions optimales sont représentées en fonction de















Erreur relative  𝛽 � (%) 
Figure 4.3 – Visualisation de la taille mémoire de la solution optimale en fonction de la
contrainte de précision.
Les croix noires sont les résultats des optimisations lorsque seuls le RN et les modèles de
référence sont proposés à l’optimiseur. Les cercles rouges sont les solutions optimales avec
seulement les RS-HDMR et les modèles de référence. Enfin, les losanges bleus représentent
les solutions avec les deux sortes de modèles réduits (RS-HDMR et RN) et les modèles de
référence. Dans ce cas test, une réduction de 50 % en terme de taille mémoire a été obtenue
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Figure 4.4 – Sous-modèles optimaux en fonction de la contrainte de précision.
pour une erreur relative supérieure à 5 %. L’ajout du RS-HDMR permet d’améliorer la
taille du modèle réduit global seulement lorsque la tolérance sur l’erreur acceptable est
portée à 8 %.
On remarque que la taille mémoire décroit lorsque la tolérance sur l’erreur augmente.
La valeur de la contrainte de l’erreur ¯ varie entre 0 kg/h et 30 kg/h. Ceci donne dans
le pire des cas, une variation de l’erreur relative β¯ entre 0 % et 15 %. Nous avons choisi
de représenter la fonction constante entre les points effectivement testés (représentés par
des croix, cercles et losanges). En effet, comme l’ensemble des erreurs relatives maximales
globales testées est discret (tous les 1 %) seuls les croix, losanges ou cercles représentent des
choix optimaux. Cette fonction constante entre deux solutions optimales présentée dans
la figure 4.3 est conservative. En effet, il est possible qu’il existe une solution meilleure
entre deux points représentés, mais il n’est pas possible qu’il en existe une moins bonne.
Finalement, nous soulignons le fait que plus le nombre de modèles réduits proposés est
important, meilleure est la solution. Pour chacun des huit sous-modèles que l’on cherche
à réduire, la variation des choix optimaux parmi la décomposition RS-HDMR, le RN et
le sous-modèle de référence en fonction de la tolérance sur l’erreur est représentée dans la
figure 4.4. Ces variations sont commentées ci-après.
– Pour ¯ = 0, tous les sous-modèles originaux (q = 1) sont sélectionnés (pas de
réduction).
– L’erreur locale due aux sous-modèles réduits F˜11, F˜13 and F˜15 a une forte influence
sur la sortie car les sous-modèles de référence sont toujours gardés.
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– L’erreur locale due au sous-modèle réduit F˜51 a une faible influence sur la sortie
globale du modèle réduit : la plus grande réduction possible est choisie pour une
faible erreur globale acceptée.
– F˜12, F˜14, F˜61 and F˜71 sont les éléments clés de la réduction. Quand la contrainte
sur l’erreur change, l’ordre de la décomposition RS-HDMR et les RN sélectionnés
varient afin d’obtenir la meilleure solution en taille mémoire. Grossièrement, on peut
dire que le processus d’optimisation a trouvé le meilleur équilibre entre ces quatre
sous-modèles.
4.3.3.2 Variation de la taille mémoire en fonction du temps de calcul
Dans notre cas industriel, la valeur requise pour T¯ est assez grande pour rendre la
contrainte correspondante inactive. Néanmoins, il est intéressant d’étudier l’impact de la
variation de T¯ sur la solution, car d’autres modèles avions peuvent être très sensibles à
ce paramètre. On résout plusieurs fois le problème d’optimisation pour plusieurs valeurs
de T¯ . La figure 4.5 ci-dessous représente la variation de la taille mémoire optimale en
fonction de la contrainte de temps de calcul global T¯ , pendant que β¯ est fixé à une valeur
arbitraire (β¯ = 10 %).












Figure 4.5 – Visualisation de la taille mémoire des solutions optimales en fonction de la
contrainte de temps.
Comme décrit à la section 4.3.3.1, les croix noires sont les résultats des optimisations
avec seulement les modèles de référence et le RN, les cercles rouges sont les solutions
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Figure 4.6 – Sous-modèles optimaux en fonction de la contrainte de temps.
optimales avec seulement les modèles de référence et les RS-HDMR et finalement les
losanges bleus sont les solutions avec les deux modèles proposés.
Lorsque seuls les RS-HDMR et les modèles de référence sont proposés à l’optimiseur, la
solution optimale est stationnaire en terme de taille mémoire quelle que soit la tolérance T¯
imposée sur le temps de calcul. En effet, pour un sous-modèle donné, l’optimiseur choisit
parmi des modèles dont la taille et le temps de calcul augmentent en même temps que
la précision (cf. tables 4.3 et 4.4). De ce fait, comme la précision est fixée à une valeur
donnée, le choix parmi les RS-HDMR et les modèles de référence seuls ne permettent pas
de diminuer la taille du modèle global lorsque la contrainte de temps de calcul augmente ;
seule la contrainte de précision a permis de choisir parmi les RS-HDMR.
Dans le cas où les RN et les modèles de référence sont proposés, plus la contrainte en
temps de calcul est relâchée (T¯ augmente), plus il y a de chance de choisir un RN. En
effet, la taille de ces derniers est plus petite que celle des modèles de référence associés,
mais leur temps d’appel est plus long (cf. tables 4.3 et 4.4). Une réduction importante
est réalisée quand le temps de calcul est supérieur à 60 ms. Évidemment, quand les RS-
HDMR, les RN et les modèles de référence sont proposés à l’optimiseur, la solution est
encore meilleure et n’est plus triviale.
La figure 4.6 montre le changement de solution optimale entre le RS-HDMR, RN et
le modèle de référence en fonction du temps de calcul. Notons que lorsque la contrainte
de temps de calcul est inférieure à 30 ms, il n’y a pas de solution admissible qui peut
aussi satisfaire la contrainte de précision. Pour une précision donnée, une borne inférieure
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existe toujours sur le domaine admissible en terme de temps de calcul.
4.3.3.3 Bilan des expériences numériques
Finalement, les résultats présentés dans les figures 4.4 et 4.6 font apparaître un com-
portement non trivial en terme de choix de modèle réduit. En particulier, quand le RS-
HDMR, le RN et le modèle de référence sont proposés à l’optimiseur, la solution optimale
est composée d’un mélange de ces trois modèles qui n’est pas évident à faire a priori.
4.4 Conclusion
Nous avons développé dans ce chapitre une méthodologie permettant de trouver la
meilleure combinaison de modèles dans un catalogue de modèles réduits existants. Cette
méthode permet de réduire des modèles hiérarchiques multi-niveaux de grande dimension
tout en conservant une architecture compatible avec nos besoins spécifiques. Sa faisabilité
et son efficacité sont démontrées sur une fonction existante de calcul de performances
des avions et destinée à être embarquée, le FCM. Sur ce cas test, un échantillon de
sous-modèles réduits a été construit en utilisant des décompositions RS-HDMR d’ordres
différents ainsi que des réseaux de neurones. Le choix optimal de modèles réduits proposé





Dans le chapitre 1, nous avons introduit le contexte industriel de cette thèse. Nous
avons mis en évidence un besoin d’harmonisation de création des modèles entre les dépar-
tements QdV et Perfo. Actuellement, ces deux disciplines s’appuient sur des modèles très
proches. Cependant, comme leurs développements sont menés indépendamment, elles ne
partagent presque aucune donnée. De ce fait, certaines activités (de recalage par exemple)
sont dupliquées. Le nouveau processus étudié considère le modèle QdV comme un modèle
de référence. Des simplifications physiques lui sont alors apportées dans ce chapitre pour
répondre aux exigences Perfo. Ce faisant, un socle commun entre ces deux disciplines est
préservé et nous tirons bénéfice du modèle QdV pour améliorer la représentativité du
modèle Perfo. Le temps d’appel au modèle QdV simplifié reste toutefois supérieur aux
exigences Perfo, ce qui implique un besoin de réduction mathématique.
Par ailleurs, le besoin de fournir de plus en plus d’informations au pilote en temps réel
sur les performances de l’avion mène à une diminution de la taille mémoire disponible
dans les processeurs embarqués. Le modèle Perfo doit donc être à son tour réduit pour
répondre aux exigences d’embarquabilité.
L’objectif est donc de proposer une méthode automatique de réduction qui satisfasse
ces exigences en termes de temps de calcul, de précision, ainsi que de taille mémoire pour
certaines applications.
Pour cela, nous avons tout d’abord proposé dans le chapitre 2 une méthodologie dé-
taillée de réduction de modèles. Puis un état de l’art critique des méthodes de réduction,
d’échantillonnage et de validation susceptibles de répondre à notre problématique a été
établi. Il nous a permis de faire les choix suivants.
– Modèles réduits
Nous avons retenu comme méthode de réduction automatique le Random Sampling
- High Dimensional Model Representation (RS-HDMR) qui permet de décompo-
ser automatiquement le modèle de référence en une somme de fonctions dépendant
d’un nombre réduit de variables. Nous avons également retenu les réseaux de neu-
rones (RN) pour leur propriété de parcimonie : ils nécessitent moins de paramètres





En petite dimension, typiquement pour la réduction de taille ou de temps de calcul
des fonctions tabulées, seuls les points déjà tabulés sont utilisés, puisque l’inter-
polation multi-linéaire garantit que c’est en ces points que l’erreur est maximale.
Pour les modèles de grande dimension QdV et Perfo, nous avons choisi d’utiliser
indifféremment les suites de Halton ou de Sobol, dont le but est d’assurer un bon
remplissage de l’espace, pour réaliser l’échantillonnage de la fonction.
– Méthodes de validation
En petite dimension, la tabulation est possible et l’erreur est calculée exactement
aux points de la grille. Pour les cas de grande dimension, le modèle réduit global
est validé par une estimation a posteriori de l’erreur. L’échantillon généré est donc
divisé en un ensemble d’apprentissage et un ensemble de test.
Dans le chapitre 3, nous avons appliqué avec succès le RS-HDMR et les RN à la
réduction des fonctions tabulées de petite dimension. Pour ce faire, nous avons développé
un calcul exact des termes de la décomposition RS-HDMR. De plus, nous avons étendu
l’applicabilité du RS-HDMR au cas non hypercubique en optimisant un prolongement de
la fonction en dehors de son domaine de définition pour rendre ce domaine hypercubique.
Par ailleurs, nous avons proposé un emploi original des RN en utilisant ces derniers
pour regénérer uniquement les points de la fonction tabulée.
Toutefois, le fléau de la dimension rend impossible la construction et la validation de
tels modèles réduits en un temps acceptable pour les modèles QdV et Perfo.
Pour pallier cette difficulté, nous avons exploité la structure de ces modèles. Ils sont
composés d’un assemblage de sous-modèles représentant différents phénomènes physiques.
L’idée est d’utiliser les techniques décrites au chapitre précédent pour construire des tables
de dimensions inférieures faciles à valider. Dans ce cadre-là, nous avons donc développé
dans le chapitre 4 une méthodologie permettant de trouver la meilleure combinaison de
modèles réduits de ces tables choisis dans un catalogue déjà existant. Sa faisabilité et
son efficacité ont été démontrées sur une fonction existante de calcul de performances des
avions destinée à être embarquée.
Nous avons donc été confrontés au fléau de la dimension pour la construction du modèle
RS-HDMR en grande dimension. Des outils de calcul en parallèle permettraient d’estimer
simultanément les termes de la décomposition RS-HDMR et ainsi d’étendre l’utilisation
de cette méthode dans le cas où le vecteur des variables d’entrée est de grande dimension
et lorsque le domaine de définition de la fonction est non hypercubique.
Concernant le problème d’optimisation linéaire en nombres entiers proposé dans le cha-
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pitre 4, le travail futur sera de proposer une estimation moins conservative de l’erreur. En
effet, la majoration systématique par les dérivées maximales des différents sous-modèles
a montré son efficacité, mais pourrait être améliorée si la propagation de l’erreur pre-
nait en compte la dérivée effective des sous-modèles pour le point considéré. Dans ces
conditions, l’erreur devient une fonction des variables d’entrées réelles et des variables de
décisions entières, ce qui rend nécessaire la mise en œuvre d’un algorithme d’optimisa-
tion non-linéaire en variables mixtes, Mixed Integer Non-Linear Programming Problem
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