We derive Bayes estimators of reliability and the parameters of a two-parameter geometric distribution under the general entropy loss, minimum expected loss and linex loss, functions for a noninformative as well as beta prior from multiply Type II censored data. We have studied the robustness of the estimators using simulation and we observed that the Bayes estimators of reliability and the parameters of a two-parameter geometric distribution under all the above loss functions appear to be robust with respect to the correct choice of the hyperparameters a(b) and a wrong choice of the prior parameters b(a) of the beta prior.
Introduction
In life testing experiments, a lot of work has been done under the continuous lifetime models. Sometimes it is neither possible nor convenient to measure the life length of an item continuously until its failure. Also failure time data is sometimes discrete either through the grouping of continuous data due to imprecise measurement or because time itself is discrete. In such circumstances one measures the life of a device on a discrete scale and considers the number of successful cycles, trials, or operations before failure. Therefore, the number of successful trials before failure is more pertinent than the time of continuous period. The oneparameter geometric distribution has an important position in discrete lifetime models. The geometric distribution can be used as a discrete failure to investigate the ability of electronic tubes to withstand successive voltage overloads and performance of electric switches, which are repeatedly turned on and off. Many authors like Yaqub and Khan [1] , Patel and Gajjar [2] , N. W. Patel and M. N. Patel [3] have contributed to the methodology and estimation of the parameter of the geometric distribution.
Here we assume that the lifetime of certain items has a two-parameter geometric distribution with probability mass function (pmf), cumulative distribution function (cdf), and reliability, respectively, as
Here p, and M are unknown parameters. This model is employed in situations where it is believed that death or failure cannot occur before certain cycles M, where M is the warranty time or threshold parameter and M + (q/ p) is the expected life of the item. One should be cautious when the model includes a threshold parameter M, since the data usually does not provide enough information about M and the inclusion of M could cause rather special statistical problems. If the threshold parameter is known, then there is no difficulty. But if it is unknown then it must be estimated. The models with threshold parameter are difficult to fit with maximum likelihood because for such models likelihood may be unbounded and so maximum likelihood does not work.
In life testing experiments, the experimenter may not always be in a position to observe the lifetimes of all the items put on test. This may be because of time limitations and/or other restrictions on data collection. In this situations, Type I or Type II censoring schemes are used. Another way to get censored data is to censor first r, middle t and largest s observations thus only available ordered observations are x r+1 , x r+2 , . . . , x r+k and x r+k+t+1 , x r+k+t+2 , . . . , x N−S . The scheme is known as the multiply Type II censoring scheme. This censoring scheme is useful in follow-up studies in epidemiology, reliability and endocrinology. Multiply Type II censoring has been considered by many authors like Balakrishnan [4] , Fei and Kong [5] , Kong and Fei [6] for continuous lifetime models.
In this paper, we have obtained Bayes estimators of parameters M, p, and reliability R of the life model defined in (1) when the data available are of the multiply Type II censored. Here we have considered three types of loss functions, namely, general entropy loss function (GELF), minimum expected loss function (MELF), and linex loss function (LLF). A comparison has been made using Bayes risk among the Bayes estimators. Using simulation study robustness of Bayes estimators has been studied.
Likelihood: Prior, Posterior, and Marginal
For discrete failure mode, the likelihood function under the multiply Type II censoring scheme described in previous section can be written as
Using (1) and (2), the likelihood becomes proportional to
where
Here we consider beta prior density for p of the form
If the prior information about p is given in terms of the prior mean μ and variances σ 2 , respectively, then the prior parameters can be obtained by solving For a = b = 1, the above marginal prior reduces to diffuse (or natural) prior given by g 1 (p) = 1, 0 < p < 1. Also the Jeffreys' invariant noninformative prior
can be deduced from the above marginal prior with parameters a = 0 and b = 0.5. As in the stand by Broemeling and Tsurumi [7] , we suppose the marginal prior distribution of M to be discrete uniform, that is,
Using (5) and (8) , the joint prior distribution of p and M is
The joint posterior density of p and M say π(p, M | x), using (3) and (9), is
Bayes Estimator
The Bayesian concepts and methods are found useful in Econometrics, Sociology, Engineering, Life Testing and Reliability estimation, Quality Control and others. The Bayes method avoids the possibility of an essentially nonnegative parameter having a negative estimator which could occur when estimation is done using sampling framework. For the given sample and the corresponding likelihood function, Bayes estimator will be unique and there will be no confusion about the choice of the estimator. In estimating certain numbers of parameters in the presence of nuisance parameters (threshold parameters), there would be considerable difficulties in non-Bayesian case whereas in the Bayesian setup inference can be made very simple [8] .
The Bayesian method usually requires less sample data to achieve the same quality of inference as compared to the method based on sampling theory. This is an especially important consideration in those areas of application where sample data may be either expensive or difficult to obtain, for example as in reliability. Over the years, reliability estimation methods based on sampling theory have been found to be extremely useful for a wide variety of problems. However, there are many instances in which the classical methods have been found to be less satisfactory. As reliability testing is directly related to cost and time, the use of sampling theory would be extremely limited. Sampling theory methods are especially inappropriate for reliability analysis based on scarce data. Most of the engineering designs are evolutionary rather than revolutionary processes in which current equipment is modified to suit new requirements. In such instances it would appear that the known facts regarding reliability of the current hardware could possibly be utilized in an attempt to improve the quality of the reliability estimates of the new design. The sampling theory methods are inappropriate for incorporating such related information.
In reliability estimation, the Bayesian analysis has been found useful due to two facts: one is the increased quality of the inferences; provided the prior information accurately reflects the true variation in the parameter(s); the other is the reduction in testing requirements (like test time, sample size, etc.) that often occur in Bayesian reliability demonstration test programs. The Bayesian method produces believable results which go a long way in convincing the engineer of the utility of Bayesian methods.
Bayes Estimators under Minimum Expected Loss Function (MELF)
In Bayesian analysis, widely used loss function is a quadratic loss function given by
If w = 1, it reduces to squared error loss function (SELF) and for w = θ −2 , it becomes
known as MELF introduced by Rao Tummala and Sathe [9] in their study. The Bayes estimators of θ under MELF are given by
For the threshold parameter M, which is a positive inte-
International Journal of Quality, Statistics, and Reliability 
is the smallest integer greater than the analytical solution.
The Bayes estimators of M, p and R(t 0 ) under MELF are
M M = r j1=0 t j2=0 L M=1 M −1 (−1) j1+ j2 r j1 t j2 B n + b, V 1 j 1 + V 2 j 2 + V 3 + a r j1=0 t j2=0 L M=1 M −2 (−1) j1+ j2 r j1 t j2 B n + b, V 1 j 1 + V 2 j 2 + V 3 + a , p M = Ψ(V 1 , V 2 , V 3 , M, n, a, b − 1) Ψ(V 1 , V 2 , V 3 , M, n, a, b − 2) , R M (t 0 ) = Ψ(V 1 , V 2 , V 3 , M, n, a − (t 0 − M + 1), b) Ψ(V 1 , V 2 , V 3 , M, n, a − 2(t 0 − M + 1), b) .(16)
Bayes Estimators under General Entropy Loss Function (GELF)
Sometimes, the use of symmetric loss function, namely, SELF, was found to be inappropriate in a situation where an overestimation of the reliability function is usually much more serious than an underestimation. Here we consider the asymmetric loss function, namely, GELF, proposed by Calabria and Pulcini [10] , is
whereas for the threshold parameter M, the loss function is defined as
where N) . Here M G is the smallest integer greater than the analytical solution. The sign of the shape parameter α 1 reflects the deviation of the asymmetry, α 1 > 0 if overestimation is more serious than underestimation, and vice versa. The magnitude International Journal of Quality, Statistics, and Reliability 7 of α 1 reflects the degree of asymmetry. The Bayes estimator of θ under the GELF given in (17) is given by
The Bayes estimators of M, p, and R(t 0 ) under GELF are, respectively,
The Bayes estimators of M, p, and R(t 0 ) under SELF can be obtained by substituting α 1 = −1 in the results (20) to (22), respectively.
Bayes Estimators under Linex Loss Function (LLF)
Another asymmetric loss function given by Varian [11] , known as LLF, is defined as International Journal of Quality, Statistics, and Reliability whereas for the threshold parameter M, the loss function is defined as
Here M L is the smallest integer greater than the analytical solution. The sign and magnitude of the shape parameter α 2 reflect the deviation and degree of asymmetry, respectively. The Bayes estimator of θ under LLF given in (23) is given by
Using marginal posterior distributions (12) in (25) and formula 3.478 (3), page 364 of Gradshteyn and Ryzhik [12] , the Bayes estimators of M, p, and R(t 0 ), respectively, can be obtained as
where p F q (α 1 , α 2 , . . . , α p ; β 1 , β 2 , . . . , β q ; z) is called a generalized hypergeometric series which is defined as follows (see Gradshteyn and Ryzhik (see [12, page 1000, formula 9.14 (1)]:
The underconsidered multiply Type II censoring scheme reduces to right Type II, left Type II, and doubly Type II censoring schemes when r = 0 and t = 0, t = 0, and s = 0 and t = 0, respectively.
Numerical Example
We have generated 30 random observations with M = 3, L = 7, p = 0.3 from the distribution defined in (1) having reliability R(t 0 ) = 0.2401 at t 0 = 6. Suppose that information about first 3, middle 3, and largest 3 observations are censored, then the only available observations are given in Table 1 .
In Table 1 , N = 30, r = t = s = 3, k = 15. Prior parameters a and b themselves were random observations from beta distribution with means μ = 0.3 and variance σ 2 = 0.0233, resulting in a = 7 and b = 3. We have calculated Bayes estimators of M, p and R(t 0 ) at t 0 = 6 under MELF, SELF, GELF, and LLF. For a comparative purpose, point estimates under the diffuse prior (a = 1, b = 1) and Jeffreys' prior (a = 0, b = 0.5) have also been calculated.
The results are shown in Table 2 .
From Table 2 , we observed that the Bayes estimator of M moves away from the true value of M under |α 1 | ≥ 2 for GELF and |α 2 | ≥ 2 for LLF, but the Bayes estimators of the other parameters are not affected, so much, under these choices. So, in subsequent Sections 8 and 9, we have considered the values of α 1 only −2, −1, 1, and 2 whereas for α 2 only −2, −1, 1, and 2 for the comparison. In this section, we have studied the sensitivity of the Bayes estimators with respect to changes in the parameters of the beta prior. We have computed Bayes estimators of M, p and R(t 0 ) at t 0 = 6 in case of MELF, SELF, GELF, and LLF considering different sets of values of (a, b) for the data given in Table 1 . The results are shown in Tables 3-6 . Following Calabria and Pulcini [13] , we also assume the prior information to be correct if the true value of p is close to prior mean μ and is assumed to be wrong if p is far from μ.
We observed that the Bayes estimators of M, p, and R(t 0 ) under MELF and SELF appear to be robust with respect to the correct choice of prior parameters a (b) and a wrong choice of the prior parameters b(a). This can be seen from Table 3 . These conclusions are also valid in case of GELF and LLF, as observed in Tables 4, 5 , and 6.
Simulation Results
In this section, we have generated 500 different random samples with M = 3, N = 30, L = 7, t 0 = 6, p = 0.3, r = t = s = 3, k = 15 from the distribution defined in (1) Tables 7, 8 , 9, and 10.
