Abstract-This paper proposes a coordination paradigm for properly coordinating local control actions, taken by many communicating control agents (CAs), in order to maintain multi-area power system voltages within acceptable bounds. The proposed control scheme is inspired by distributed model predictive control (DMPC), and relies on the communication of planned local control actions among neighboring CAs, each possibly operated by an independent transmission system operator (TSO). Each CA, knowing a local model of its own area, as well as reduced-order QSS models of its immediate neighboring areas, and assuming a simpler equivalent PV models for its remote neighbors, performs a greedy local optimization over a finite window in time, communicating its planned control input sequence to its immediate neighbors only. The good performance of the proposed real-time model-based feedback coordinating controller, following major disturbances, is illustrated using time-domain simulation of the well-known realistic Nordic32 test system, assuming worst-case conditions.
I. INTRODUCTION

R
ECENT trends in the power industry, e.g., deregulation, liberalization, and globalization of the electrical power systems, have led to partitioning the traditional power systems into multiple areas each operated by an independent transmission system operator (TSO) [1] , [2] . The voltage and current values at boundary buses of the neighboring areas, and hence the flow of active and reactive powers over the corresponding interconnecting tie-lines, depend on the control actions taken by those neighboring control agents (CAs). However CAs in practice only have local knowledge about their own model and may only observe active/reactive power flow or the voltage profile at interconnections. Thus every CA takes some rule-based control actions locally according to heuristic rules based on the past experience of operators, often relying on local measurements only. However, due to the complex nonlinear hybrid nature of the geographically wide-spread multi-area power systems, the local control actions taken by one CA, as a result of a local disturbance, might trigger a sequence of further undesirable perturbations in the neighboring areas, and eventually global complicated interactions may lead to collapse of the whole interacting power system [3] . Hence specifying a particular ad-hoc fixed rule in advance for each CA, without taking coordination with neighboring CAs into account, may endanger the power system security increasing the risk of blackouts [4] . In order to avoid such a collapse in large-scale multi-area power systems, there is a need for designing an automatic model-based system-wide coordinating feedback controller capable of properly coordinating local control actions taken by each independent CA, while preserving TSO's nondisclosable local information.
One of the most successful classes of closed-loop Modelbased schemes is the Predictive Control paradigm (MPC), also called receding/moving horizon control, which relies on an estimate of the current system states at discrete time instant and an explicit model of the system in order to predict the future output behavior via simulation over a finite window , for a set of allowable control sequences , where , calculating the corresponding performance criterion. The first element of the selected best sequence at time is then implemented at the present time instant . All these calculations are repeated, using new observations at the next time instant , each time predicting performance over a shifted window with the size of [5] - [13] . The traditional MPC-based voltage control has, over the past few years, received increasing interest thanks to the flexibility of MPC online optimization in explicitly incorporating voltage control specifications, soft/hard operational constraints, and economical factors in the newly liberalized competitive electricity market. In [6] , a centralized MPC formulation is performed, using a linearized global system model around an equilibrium, and the underlying optimization problem is solved by a heuristic tree search technique to coordinate generator voltage setpoints, LTC moves and load shedding. Reference [7] solves a centralized MPC optimization, using a single-stage Euler state predictor, and a pseudo-gradient evolutionary programming algorithm to select an optimal combination of the available control inputs. MPC is used in [8] to design a central supervisor which provides setpoints for each local controller, using a pattern search optimization method. A cooperative distributed MPC, using a linear time-invariant model of the system, is applied in [9] to automatic generation control aiming at frequency and tie-line interchange regulation, where each subsystem requires the full knowledge of all other subsystems. A centralized MPC optimization in [10] is solved in a distributed fashion using a classic Lagrangian decomposition algorithm to select optimal combinations of generator voltage setpoints and load shedding. Reference [11] employs a centralized MPC formulation, using an explicit model for time evolution of the load power, to select a combination of generator voltage setpoints, shunt capacitors and load shedding to correct nonviable transmission voltages. Load frequency control in interconnected power systems is tackled in [12] by using a decentralized MPC formulation. A so-called "almost" decentralized Lyapunov-based MPC algorithm is used in [13] for asymptotic stabilization of the network frequency.
However, the vast majority of the existing MPC-based voltage controllers in the literature are formulated in either a centralized or a completely decentralized fashion. The main drawbacks in the centralized formulation are the huge computational cost, the lack of robustness due to requiring global knowledge of the complete model of the overall system, and the reliability problems due to possible communication failures. Purely decentralized approaches, ignoring interactions among areas, may not lead to a well-performing controller in highly-coupled power systems, leading to suboptimal or even nonconvergent performance. On the other hand, the commercial availability of the synchronized wide-area measurement units and resilient high-speed communication, as well as the development of distributed computation techniques, suggests the use of distributed wide-area communication-based control approaches, where local optimizations are computionally solved in a distributed manner, while still accounting for the interactions among CAs and preserving TSO's nondisclosable local information, e.g., economical cost functions.
In this paper, using a nonlinear hybrid model of the system, a distributed noncooperative MPC formulation with neighbor-to-neighbor communication is proposed for long-term voltage control of large-scale multi-area power systems. Each CA knows a local model of its own area as well as reduced-order quasi steady-state (QSS) models of its immediate neighboring areas, assuming simpler equivalent PV models for its remote neighbors. Local decisions are taken using only local measurements and the latest selected control sequences received from the neighboring CAs, by solving a greedy local optimization over a finite window in time. The planned local control sequence is then communicated to the immediate neighboring CAs to be taken into account in their next optimization iteration.
The limited amount of exchanged information on the future control actions makes the approach more robust against communication failures. Furthermore, the fact of not requiring the whole knowledge of the overall system's model provides enough robustness against lack of some system information.
The remainder of this paper is organized as follows. The basic assumptions about the control problem and the modeling framework will be described in Section II. The principle of the proposed coordination scheme, formulation of the control problem, and the underlying optimization algorithm will be discussed in Section III. Section IV presents simulation results obtained from time-domain simulation of the realistic well-known Nordic32 test system, showing the good performance of the proposed coordination approach. Conclusions are drawn in Section V.
II. CONTROL PROBLEM DESCRIPTION
A. Basic Assumptions
We assume that all system buses are locally observable and the installed phasor measurement units (PMUs) hardware provides the real-time "snapshots" of the power system state variables. The system is assumed to successfully perform frequency regulation through a single slack bus. The control action considered in this paper is the tap position changes of the load tap changing transformers (LTCs), as the most likely driving mechanism for voltage collapse but also for voltage control in the long-term, trying to restore the distribution side voltages of the connected buses, and hence the corresponding voltage-dependent active/reactive load powers. However, additional discrete controls such as switched capacitor banks (CBs) and load shedding can be easily accommodated in the formulation. The control objective of each CA is twofold. The main objective of is to maintain at time its voltage magnitudes at buses within prescribed bounds close to the nominal bus voltages. In this paper, we consider and for all CAs. The secondary objective is to minimize the changes of tap positions in its LTCs as they cause transients on the system voltages as well as mechanical wear on the LTCs themselves. The optimal operation of areas, for example minimization of the active power losses or maximization of the reactive power reserves, is not considered in this paper. The time scale of the long-term voltage control of interest for this paper is in the period of several minutes after a disturbance. Thus, the long-term dynamics of interest, driven typically by LTCs, Over eXcitation Limiter (OXL) of synchronous generators, and exponential recovery loads, are advantageously captured by the well-known QSS approximation assuming that short-term fast dynamics are infinitely fast and can be represented by their algebraic equilibrium equations instead of by their full dynamics [14] . QSS simulation allows obtaining much faster-than-real time simulators for reasonably sized networks.
B. Modeling Framework
We define the overall multi-area power system, as shown in Fig. 1, as For example, for in Fig. 1 , and . This decomposition of the overall system, from a power system point of view, may be realized in several ways. In the most common practice, also adopted in this paper, depending on the geographical structure of the system, a set of buses located at a relatively short electrical distance from each other are considered as one particular area. Areas may be also adequately determined by sensitivity analysis of the overall system with respect to the influence of the available controls [15] .
Each area is then modeled as a hybrid dynamical system, using DAEs to describe piecewise continuous dynamics as well as hybrid automata representing the discrete logical controllers, capturing the complex interactions between continuous and discrete dynamics [16] . The QSS approximation of the hybrid behavior of each area is expressed by a mixed discrete-event continuous differential-algebraic equations, subject to some local constraints. These nonlinear system equations is often discretized to obtain the following discrete-time control model of each area:
where denotes the local dynamic continuous states of the generators, automatic voltage regulators (AVRs), OXLs and load dynamics in area , the discrete-event state variables typically arising from discrete control logic such as thresholds reached by OXLs, LTC tap positions, switched CBs and disturbances, the time at which a discrete event occurs, the pre-event time, the post-event time, the local algebraic state variables, e.g., network voltages and currents, the discrete local control inputs. LTC tap position changes is the considered control in this paper. The equality constraint in (1c) corresponds to the algebraic power flow equations. The inequality constraint in (1d) includes physical unviolatable limits (hard constraints), e.g., limits on the tap positions of the LTCs, and/or penalizable operational limits (soft constraints), e.g., predefined voltage bounds.
Note that has been appended into in (1c) to represent the interaction with the directly connected neighboring areas . This means that the effect of the dynamic states and control actions taken by the immediate neighbors on the state evolution of area is implicitly reflected through the instantaneously changing algebraic variables (among which are the boundary bus voltages). Moreover the remote neighbors (the neighbors of neighbors) do not even explicitly appear in (1c), instead their possible effect is incorporated in the nonlinear function of the immediate neighboring areas . A discrete time model of the overall multi-area power system can be readily obtained by aggregation of those of each area explained above.
C. Hybrid Automaton (HA)
An HA is a dynamical system describing the time evolution of a system involving the interaction of both continuous and discrete state variables. An HA typically consists of several discrete modes, each mode represented by one discrete state, in which different continuous dynamics are followed as long as the corresponding invariants of the mode are satisfied. As soon as a transition guard is activated, based on violation of invariants (forcing condition) or fulfilling some condition on continuous state variables (enabling condition), the system switches to another discrete mode, possibly reseting some continuous state variables [17] .
Various formal definitions for HA in different research communities have so far been proposed [18] . The following definition has been adopted from [19] . An HA is a 9-ple: where is the set of all admissible discrete modes; is the set of continuous states; defines the differential dynamics; defines the algebraic constraints;
is the set of all admissible initial states; is the invariant set in mode ;
is a set of events;
is the set of guard conditions; is a reset map;
where denotes the set of all possible subsets of . By way of example, the HA representation of an LTC in a distributed control fashion , and of an integral-type OXL , are shown in Figs. 2 and 3. includes two discrete modes, namely idle and action. LTC remains in the discrete mode idle until the corresponding CA requests an upward or downward tap change. When , a transition to the mode action occurs, returning the HA back to the mode idle by changing discrete state LTC tap position after seconds counted by a timer , and updating the position .
implements a simple integral action with inverse-time characteristic to model OXL [14] , and is composed of two smaller synchronously executing machines and , i.e., . and , respectively, implement inverse-time delay and limit enforcement by integral action. If generator field current , which is proportional to in pu, exceeds the limit , the OXL intermediate state variable starts increasing and as soon as it becomes positive, the error integration initializes and produces an signal that is subtracted from the AVR inputs causing to decrease.
III. DISTRIBUTED COMMUNICATION-BASED MODEL PREDICTIVE CONTROL (DCMPC)
A. Notation
Each is implemented in this section as a local controller . Letting be the control horizon and the prediction horizon, the sequence of predicted state and control values at time for , based on the information available at time instant , is denoted, respectively, by and , where
B. Principle of the Proposed Coordination Scheme
Let, for each with the identical prediction horizon and control horizon , denote a candidate control sequence of LTC tap position changes, where is the corresponding finite set of all admissible control sequences, with and referring, respectively, to having no tap movement, an upward tap movement, and a downward tap movement. Note that no tap movement is considered in the interval . Furthermore, for the sake of simplicity in the formulation and without loss of generality, we only consider one single LTC in each area resp. controlled by . The size of is then . In order to design a wide-area well-performing feedback controller, we propose a coordination scheme where each local is required to have some way of anticipating how the control actions taken by the immediate neighboring will evolve in the future. This is effectively achieved, in this paper, by mutual exchange of information about local future control actions among MPCs, and assuming that each approximately knows the model of its immediate neighboring areas in order to predict how these future plans will approximately influence the evolution of its own state variables in the future.
In this paper, the same reduced-order QSS models for the local area as well as for the immediate neighboring areas has been employed to perform the simulations.
However, unlike frequency control which is linked to generation-load imbalance, frequency being a "global" variable, voltage control is linked to the electrical distance between generation and load, voltage being a "local" variable. Considering voltage control, therefore, only electrically close areas (immediate neighbors) may interact, and it is conceivable to exclude the electrically far areas (remote neighbors) with no common interest from the local optimization. In this paper, we use a simple PV approximation [20] to represent the remote neighbors as buses with constant voltage magnitudes and active power consumptions over the prediction horizon .
Using information on the input signals from the immediate neighbors, and knowing a local model of its own area as well as reduced-order models of its immediate neighboring MPCs, and assuming a simpler equivalent models for its remote neighbors, each local , solves, at each time step , a finite-horizon open-loop optimal control problem, minimizing a greedy local performance criterion satisfying all the local constraints. Fig. 4 illustrates a schematic representation of the proposed control scheme.
C. Control Problem Formulation
The distributed noncooperative MPC-based control algorithm with neighbor-to-neighbor communication for each at time instant can be formulated as the following optimization problem: (2) where subject to for all and are the nonnegative diagonal weighting matrices for , to penalize the amount of tap position changes in its LTCs, and the voltage magnitude deviations in its buses, respectively. Note that the soft constraints on the bus voltage magnitudes are mathematically relaxed by introducing the slack variable , , and penalizing the potential violation of the voltage constraint due to, e.g., an unavoidable large disturbance, while the hard constraint on the physical tap positions can never be violated.
D. Optimization Algorithm
The following algorithm is employed to solve the overall DCMPC optimization problem for each at time instant : 1) Initialize with 2) Enumerate the discrete set of possible sequences and compute the corresponding costs 3) Select the best sequences and stack their first elements into 4) Apply to the real multi-area system model in II until next time instant 5) Obtain the state projections at time 6) Communicate to the immediate neighboring
7)
; go back to step 2.
In general MPCs may have different local objectives expressed by different cost functions. Here all MPCs utilize a local cost function maintaining the local voltages within the limits, and minimizing the amount of local LTC moves. Relatively small costs, proportional to the electrical distance between areas, however, are assigned to penalize the estimation of the voltage deviations in the immediate neighbors.
This optimization leads in some sense to a dynamic Nash-like game, where each CA at each decision moment assumes that the other players will stick to their announced control plans, and the solutions, if they converge, will converge to the Nash equilibrium (NE). Under this assumption one cannot expect that the system will in general perform as well as would be the case if some global supervisor would apply a centralized global feedback control law, known as Pareto optimal in game theory, where the least possible global cost is achieved by cooperation of every agent so that there exist no other solution that reduces at least one cost without increasing any other costs (and no constraints are violated).
However we have shown, under limiting conditions in [21] and more generally in the next section, that this strategy can stabilize a system in cases when a completely decentralized strategy, without any communications, leads to collapse. 
IV. SIMULATION RESULTS
A. Case Study
The performance of the proposed control scheme has been demonstrated, by considering two disturbances, on a slightly modified version of the CIGRE Nordic32 test system, with online diagram shown in Fig. 5 . This test system describes the complex meshed transmission system of Nordel grid consisting of Sweden, Norway, Finland, and (eastern) Denmark [22] , where the corresponding grids are nowadays deregulated in slightly different ways establishing a common competitive electricity market NordPool which dispatches the power generation among areas, on an hourly basis. Some operational information is shared, from Considering the operational time delay of LTCs , and the slowest dominant time constant of the entire system which is that of the dynamic recovery loads (say ), the sampling time of and the prediction horizon of is chosen to design the controller. Given this sufficiently long horizon, the controller can "see" at time a potential constraint violation in the interval , leading the controller to move in the right direction towards a long-term equilibrium by avoiding to react to the short-term dynamics. The control horizon of is a good compromise between computational complexity and the closed-loop controller performance.
B. Case 1: Outage of Line 4032-4044
The long-term time evolution of the transmission voltage magnitudes at the five most affected buses and as well as the coordinated LTC moves are shown in Fig. 7 . The voltage decline is due to the effect LTCs trying to restore the distribution side voltages of the LTC-controlled buses as well as OXLs activation of field-current-limited generators restricting their reactive power generation. This proposed set of controls successfully maintains the voltages within the limits, leading to the activation of OXLs over only two generators: at and at , as shown in Fig. 8 . This occurs when the corresponding timer signal become positive. Note that in generator is kept well below its limit and thus does not become limited. This is a significant improvement, as shown in Fig. 9 , over the uncoordinated operation of LTCs that leads to a final collapse. Here LTCs use only local voltage measurements, and act on the basis of a local deadband , and tap positions are changed accordingly after a time delay . This uncoordinated set of LTC moves trigger the activation of OXLs over six generators , , , , , and at , and , respectively, and final collapse occurs soon after becomes limited.
C. Case 2: Outage of Line 4011-4021
Fig . 10 shows the voltage evolution at buses 4046 and 4047, experiencing the largest drop, where the uncoordinated LTC actions, reaching their physical maximum tap position, leads to the activation of OXLs over four machines; and at and , respectively. This leads to a nonconvergent AC power flow at when the system voltages declines and simulation stops.
The proposed distributed MPC algorithm, as shown in Fig. 11 , just blocks the LTC moves and asks for no tap moves at all. Under this coordinated control, only generator at becomes limited but thanks to the availability of sufficient reactive power reserves in the system, the system remains stable.
D. Computational Burden
The hybrid system model is implemented in Modelica [24] , a free object-oriented language for modeling complex physical systems, and is simulated using commercial tool Dymola [25] . All component models used for simulations are described in more details in [16] .
For the case study considered in this paper, each CA performs finitely many simulations run, i.e., one simulation run per each possible control sequence, and selects the best sequences in a reasonably short CPU time. The slowest agent-wise simulator integration time including local optimization, using a fixed step size solver, e.g., Euler, when running on a Windows machine with 3.15-GHz Intel Core 2 Duo CPU and 4 GB of RAM, takes less than . Taking into account that each CA takes decisions at every , this ensures that the approach well meets the requirement for online voltage control.
V. CONCLUSION
In this paper, using a nonlinear hybrid model of the system, a distributed noncooperative MPC formulation with neighbor-toneighbor communication is proposed for long-term voltage control of large-scale multi-area power systems. Each CA knows a local model of its own area as well as reduced-order models of its immediate neighboring CAs, assuming simpler equivalent models for its remote neighbors. Local decisions are taken by solving a finite-horizon greedy local optimization, using only local measurements and the latest selected control sequences received from the immediate neighboring CA. The planned local control sequence is then communicated to the immediate neighboring CAs to be taken into account in their next optimization iteration.
The limited amount of exchanged information makes the approach more resilient to communication failures. Furthermore, the fact of not requiring knowledge of the overall system provides enough robustness against lack of some system information.
Simulations on the Nordic32 test system show that the proposed control strategy can stabilize the system in cases when a completely decentralized strategy, without any communications, leads to collapse.
