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26.1 ARS, reward, and dopamine in the evolution of life
The starting point of these notes is a talk to which I heard few years back in Milan, Italy.
The speaker, Giuseppe Boccignone, showed us the pair of images in Figure 26.1, which represent
two paths in two dimensions. It is not hard to see that the macroscopic characteristics of
these images are quite the same. Their most evident macroscopic feature is that they are
heavily clustered: there are a bunch of points in a very restricted area and then suddenly the
path jumps to a different area where a new cluster of points is created. The images are so
Figure 26.1: Two images that, apparently, describe the same phenomenon. While the paths displayed in
the two images are qualitatively similar, their origin is quite different. The path on the right is a
recording of the saccadic eye movements of a person looking at the image to which it is superimposed.
The path of the left is that of a spider monkey (a monkey common in the Yucatan peninsula of Mexico)
looking for food. The two paths are example of a common behavior found throughout the animal kingdom:
Area-Restricted Search.
similar that one would have little trouble believing that they have been created by two
instances of the same physical phenomenon. Yet, much to my amazement, Boccignone told us that
this was not the case. The figure on the right shows the saccadic eye movements of a person
looking at the picture that you can faintly see in the background; the picture on the left is
the path followed by a spider monkey of the Yucatan peninsula while looking for food. It has
nothing to do with the picture and was superimposed to it only to make the point more
forcefully.
To find such a similarity in completely unrelated activities of two different species is as
striking as it would be to find out that the ritualistic chant of a remote tribe in Papua has
the same harmonic structure as the Goldberg Variations. Just as in the case of the tribe we
would like to look for an explanation (maybe a previous contact with some Bach-loving explorer
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that has been incorporated into the rituals of the tribe), so in this case it is not too
far-fetched to start looking for some common underlying mechanism.
We are encouraged in our endeavor by the fact that the two behaviors do have indeed something in
common: they are both examples of search. Search for visual information in one case, search
for food in the other. So, we are on a hunt for a common mechanism that guides search in a wide
variety of species under the most diverse circumstances. The mechanism must be very general,
since it should apply not only to different species but also to very different levels of
abstraction (from search for food in physical space to search for information in conceptual
space).
The behavior that we observe in these two examples is commonly known as ARS (Area Restricted
Search), a strategy that consists in "a concentration of searching effort around areas where
rewards in the form of specific resources have been found in the past. When resources are
encountered less frequently, behavior changes such that the search becomes less sensitive, but
covers more space" [24].
As we shall see, the same basic mechanism permits ARS in a variety of cases and circumstances,
from the foraging behavior of the nematode C.elegans to goal-directed cognition in people. You
can have a personal experience of ARS by looking at Figure 26.2 and following the instructions
in the caption (read the caption before looking at the pictures). ARS is incredibly widespread.
Figure 26.2: Paying attention to where your eyes look, begin in the left figure and look for the
upside-down triangle (there is only one). Once you have found it, move to the figure to the right and look
for the upside-down triangle there. Go ahead and do that now, before you read the rest of the caption.
Where did you look first when you were looking for the triangle in the second figure? Did you look first
near the black hearts? If you did, then you were performing ARS. You focused the attention in the area
where you expected (based on your previous experience) the reward (the upside-down triangle) to be found
and then, once you found out that your "confidence" area did not have the resource you were looking for,
you started a rapid scan of the rest of the image, until you found the sought-after triangle.
Some form of it has been found in all major eumetazoan clades. To have an idea of what this
entails, in Figure 26.3 I have drawn a very partial taxonomy of the animal kingdom. The clade
on the left of the root, the porifera is composed of animals that do not have a real tissue:
sponges and little else. The other clade, eumetazoa contains all other animals, from worms to
mollusks to you and me. ARS can be observed, in some form or another, in the whole eumetazoa
clade. This broad presence indicates that the mechanism behind ARS must have evolved quite
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Figure 26.3: A (very small) fragment of the taxonomy of metazoa (i.e. animals). The group of porifera
is composed of animals without tissue, and consists pretty much of sponges and little else. The clade of
the eumetazoa contains all other animals, and in this whole clade ARS has been observed.
early, since the major divisions of the eumetazoa clade are very ancient, and it is reasonable
to assume that all forms of ARS derive from a mechanism that was put in place before this
division. ARS is, in other words, one of the basic mechanisms of life.
ARS might even be more basic than the eumetazoa: there are molecular mechanisms in protozoa
that could be precursors of ARS. The most primitive example is the "run and tumble" movement of
E.coli and Salmonella typhimurium. The movement of these bacteria is controlled by a flagellar
motor. Runs consist of forward motion (longish stretch of resource search), while tumbles are
made of random turns that keep the bacteria more or less in the same place (exploiting local
resources while they last). Receptor proteins in the membrane bind these behaviors to external
stimuli []. The mechanism on which ARS is based is, in its essential structure, fairly
consistent across the whole spectrum of eumetazoans. Its fully formed presence in organisms
with limited learning capabilities, such as C.elegans suggests that learning is not involved or,
to the extent that it is (such as in mammals), it is based on a fully formed pre-learning
machinery. This is what makes ARS so interesting: it is a basic mechanism that very different
forms of life have adopted as a basic strategy to solve such diverse problems as looking for
food in a Petri dish or trying to prove a mathematical theorem. Its omnipresence derives from
the optimality of ARS as a search strategy in cases in which resources are "clumpy" and the
information about the locations of the "clumps" is limited (we’ll see that in the next section).
In the case of foraging animals, the resource is food, and the reward is finding something to
eat. In the case of somebody looking at an image, the resource is information about its
content, and the reward is understanding what the image is about1. In all these cases, the
animal or person moves locally around the same clump as long as it is rewarding to do so (viz.
as long as locally one finds more food or new information), then starts moving rapidly to
explore quickly new territory in search of a new clump.
The "reward" that one is after can be something very concrete (food) or something very abstract
(the "Eureka" moment of proving a theorem) but in all cases the nervous system makes the reward
1Things are more complex in the case of looking at images: the actual paths that people’s gaze follow depend on
what they are looking for. Given an image of an interior, the actual paths are different if the subjects are asked
e.g. "From what epoch is the interior?" or if they are asked e.g. "What are the people in the image doing?" This is not
important for our present considerations: all these paths, different as they may be, exhibit the features of ARS.
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Figure 26.4: Three neurotransmitters that will figure in our discussion. Simplifying things very
(very!) much, glutamate has essentially an excitatory action: its release in a synapse will move the
postsynaptic neuron closer to firing. GABA is, on the contrary, inhibitory, its release will make the
postsynaptic neuron less likely to fire. Dopamine is a modulator of glutammate.
substantial by encoding it as the release of a very specific chemical: dopamine (figure 26.4).
The organism in which the molecular basis of ARS is best understood is the nematode C.elegans
[23]. The neural circuitry consists of eight sensory neurons presynaptic to eight interneurons
that coo¨rdinate forward and backward movements. The sensory neurons alter the turning frequency
by releasing dopamine on the interneurons, modulating the reception of glutammate (Figure 26.5).
External administration of dopamine increases the turning frequency, while administration of a
Figure 26.5: Dopaminergic action in C.elegans. Glu and Da represent glutamatergic and dopaminergic
presynaptic neurons, respectively. The release of dopamine from the dopaminergic neurons alters the
postsynaptic neuron’s response to glutammate. It is not known whether this is due to a presynaptic
response of the glutamatergic neuron and/or to a postsynaptic response of the locomotory neurons (from
[23]).
dopamine antagonist reduces it [23]. A reasonable model of C.elegans behavior suggests that,
while on food, the sensory neurons release dopamine, which, via the action of the glutammate,
leads to increased switching behavior in the interneurons, resulting in more turns and,
consequently, in a trajectory that stays local. When off food, the dopaminergic activity is
reduced, and the interneurons reduce their switching frequency, leading to less turns and more
ground covered
Although C.elegans is the only organism for which the neuromolecular mechanism of ARS is well
understood, there is strong evidence of dopaminergic modultation of glutamatergic synapses
throughout the major clades of the eumetazoans [1, 9]. In insects, for example, dopaminergic
neurons in the abdominal ganglion are sparsely distributed, but show large branching patterns,
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2. globus pallidus
3. striatum
Figure 26.6: The basal Ganglia and, specifically the striatum have a large number of dopaminergic inputs
from other parts of the brain, and are involved in ARS. While in simple animals like C.Elegans ARS is in
a simple pathway from sensory input to motor neuron, in mammals the input comes from other areas of the
brain, and the output acts on the cortex, making it possible to use ARS for more abstract problems than the
immediate search for food.
indicative of neuromodulation [30].
The relation between dopamine and ARS has been documented throughout the invertebrates,
especially in the fruit fly Drosophila melanogaster [2], in crustaceans [20], in Aplysia [12],
etc. In all these cases, ARS is limited to food search which is, clearly, the search problem
for which ARS first evolved.
In vertebrates, the modification of behavior by dopamine increases in complexity and begins to
involve behavior not directly related to food. For example, in frogs and toads dopamine
modulation is involved in the visuomotor focus on preys [7]; similar dopaminergic involvement in
visuomotor coordination can be found in rats and humans [3, 13, 16]. This finding is
significant in that it indicates a strong relation between ARS and inhibition of return: the
fact that viewers show significant latency in revisitig objects or regions of a scene that have
already been investigated, united to the lingering of saccadic movements in regions of intertest
[43].
The important change in vertebrates is the extension of ARS-like behavior to cover not only
actions with an immediate reward, such as the search for food, but also situations in which the
reward is projected or even in which the reward itself is a neural state. The detachment from
the immediate food rewards is what makes it possible to adapt ARS to abstract functions such as
goal-directed cognition. It seems, in other words, that when new problems arose that had the
same abstract structure as search for food, animals, rather than developing a new mechanism,
coo¨pted the dopaminergic modulation that guided food search to work on the new problem.
The most important neural structure associated with goal-directed cognition is the basal ganglia
and, more specifically, the striatum [11, 35] (Figure 26.6). Information enters the basal
ganglia through the striatum, and a great number of the inputs to the system are dopaminergic
[36]. The structure of the basal ganglia and much of their connectivity are maintained across
vertebrates [37]. The major change from anamniotes (fish and amphibians) to amniotes is the
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Figure 26.7: The continuous arrow at the top represents the normal temporal progression of dopaminergic
activity in ARS, modulating behavior from focused (i.e. local) search to diffuse (i.e. global). The
placement of the pathologies is qualitative and not based on a model but on the fact that they are treated
either with dopamine or with dopamine antagonists. Although dopamine seems to be a factor in these
diseases, there are clearly more factors at play. Schizophrenia is the most emblematic case in which the
mechanism is not well understood, as reflected by its ambiguous positioning via the dashed line. OCD is
Obsessive-Compulsive Disorder, TS Tourette Syndrome, ADHD Attention Deficit Hyperactivity Disorder (from
[24]).
proliferation of dopaminergic neurons that input to the striatum [36], while the structure of
the striatum stays pretty much the same.
The balance between glutammate and dopamine in the striatum is key to the proper functioning of
ARS-like activities, and an imbalance between the two neurotransmitters is suspected in a number
of pathologies affecting goal-directed cognition, including Parkinson’s, schizophrenia, and
addiction. Many of these conditions can be regarded as radicalization of ARS in one direction
or another (too local or too global) due to imperfect dopamine control (see Figure 26.7). In
the striatum, dopaminergic neurons modulate the glutammatergic input at the tips of spiny
neurons. The action of the dopaminergic inputs appears to perform a neuromodulation of the
strength of the glutammatergic inputs (Figure 26.8) The mechanism is similar to that described
for C.elegans in Figure 26.5, but in the mammalian striatum the shape of the spiny neuron has
specialized for this function and the inputs, several magnitudes higher in number, come
primarily from connections to cortical neurons rather than directly from sensory neurons as in
C.Elegans [45]. However, at the level of the microcircuit, little has changed from nematodes to
amniote vertebrates. The origin of the dopaminergic input does, however, mark a fundamental
evolutionary shift in the activity range of ARS-like behavior. While in C.elegans or Drosophila
the afferent dopaminergic signal is reliably related to the presence or absence of food, in
higher vertebrates the signal may represent the expectation of a reward. The critical
transition here is from a concrete (directly sensed) reward to its neural representation that
is, from a physical reward to the abstract idea of a reward [39]. As Hills puts it: "the
evolutionary theory [of ARS] is therefore completely consistent with the reward theory of
dopamine, but adds the evolutionary hypothesis that the initial reward represented by the
release of dopamine were food. Only later was this system co-opted to represent the expectation
of a reward, which allows for goal-directed cognition" [24].
To conclude this brief excursus of ARS, we consider a region of relatively recent evolution
that, outside of the basal ganglia, is heavily involved in goal-directed behavior: the
prefrontal cortex (PFC). The PFC has clearly evolved much later than ARS; nevertheless, it is
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Figure 26.8: The dopaminergic-glutammatergic interaction in the synapses of spiny neurons in the
mammalian striatum. Glu and DA represent glutammatergic and dopaminergic pre-synaptic neurons,
respectively (from [24], redrawn from [10]).
heavily involved in goal-directed behavior via massive connections to the striatum [31].
Dopamine has been shown to be a factor in the sustained activation of the PFC [40, 44]. Most
models of PFC see the ro^le of dopamine as holding objects in attention long enough for
appropriate behavior to be activated [6]. Consistently with ARS, already known solutions
mediated by the PFC are most typically tried when a problem has to be solved in a new situation
[14].
The context in which goal-directed cognition takes place includes external and internal stimuli;
ARS depends in part on the alignment of external stimuli with previous expectations. This is
likely to be controlled by the connections between the PFC and the Nucleus Accumbens (NAcc) in
the striatum, which modulates attention, eye movements, and the maintenance of working memory
[5, 17, 38]; dopamine has been identified as one of the main influences in the modulation of
NAcc activity [18]: novel stimuli lead to increase in dopamine in the NAcc and in the PFC [4].
So, in the evolution of vertebrates, we see a progressive extension of the ro^le of ARS, from the
dopaminergic control of visuomotor control in frogs and toads to the similarity mediated
maintenance of ideas in working memory [39]. ARS appears therefore to be one of the fundamental
strategies in the animal kingdom, co-opted and adapted to a number of situations, from the "run
and tumble" behavior of E.coli to the way we focus on and later abandon ideas when we think
about a problem.
* * *
This brief explanation of the evolutionary basis of ARS has been centered on its molecular
mechanism, especially on the ro^le of dopamine as neuromodulator. From now on, however, our
focus will change: we shall try to understand the exterior characteristics of the behavior.
ARS leads to a well identified patterns of motion either in the physical space (in the case of
foraging), in the visual space (scanning an image), or in any number of abstract spaces. We
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shall study mathematically these patterns of motion and try to characterize them. Our methods
will be based mostly on the study of random walks, of diffusion, and on the kinds of anomalous
diffusion to which ARS leads.
26.2 Optimality of ARS
The evolutionary success of ARS entails, according to the theory of natural selection, that ARS
is an optimal strategy---if not globally, at least locally---for a large set of problems. In
abstract terms, we have a space with certain resources placed in different parts of it; we need
a strategy to navigate this space collecting the greatest amount of resources. This must be
done without information on the placement of the resources. (If we can sense from afar where
the resources are located, we simply walk there and get them: no search strategy is necessary.)
The nature of the resources can be the most diverse: in the case of foraging (to which we shall
mostly make reference), the resource is food; in the case of saccadic movements, it is the
visual information that we get from the visual field, and so on. ARS is optimal if the
resources are "patchy," that is, if they are organized in resource-rich patches separated by
areas of small or zero resource concentration. In the model that we shall develop in this
section, we assume that the resources are consumed in the course of the activity, and that they
are not replenished while the activity goes on. Resources are consumed simply by moving on top
of them (assuming that, after walking on them, they would be consumed with a certain probability
would not substantially change the model). In the example of food, this means that we have food
distributed in patches (a grove, a pond, a herd, a school of fish...) and the forager moves
inside the patch and between patches eating what it finds. We make a number of hypotheses.
Firstly, we assume that the food doesn’t move around or if it does (as is the case of animal
preys) its movement is not significant and food can be modeled as static. Secondly, we assume
that the forager will eat all the food it can find as soon as it finds it (its eyesight is
perfect and its appetite endless). Finally, food doesn’t grow back: once it has been eaten at
a particular location, that location will remain barren for the rest of the forager’s activity.
In the case of saccades, we assume (as is often the case) that there are patchy areas in the
visual field that are rich in information useful to interpret the scene (relevant or telling
objects, faces, etc.). We also assume that once we have analyzed the information in a given
area of the visual field, that information is remembered and it is not necessary to analyze it
again. This is equivalent to the hypothesis that the food doesn’t grow back once it has been
eaten.
* * *
In this section, we want to check whether ARS emerges as an optimal solution to the foraging
problem. We shall do this by implementing a genetic algorithm based on a competition among
individuals whose characteristics are encoded in a string of bits called a gene [29].
Individuals move around a foraging areas under the guidance of their gene and collect food.
Their score, which determines their fitness for survival, is the amount of food they have
collected. The world in which these individuals move is a regular grid of patches of food of
p× p (p ∈ N) pellets, separated by barren areas without food (see Figure 26.9). Each pellet is
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Figure 26.9: The environment for the application of genetic algorithms to the evolution of ARS. The
dotted squares represent the patches composed of p× p pellets of food, where p is a program parameter. The
distance between the patches, q, is determined by the desired density of food, ρ (also a program parameter)
through the relation q = dp/√ρe. In the implementation, patches are generated dynamically the first time
that the forager walks on them so that the foraging field is virtually infinite.
an atomic unit of food, that it, it is either not consumed or consumed entirely. The
consumption of each pellet increases the survival fitness by one unit.
Each patch is separated from the other by being placed in the lower-left corner of a larger
square of q × q units (q ∈ N, q > p) called a plot. The density of the food is ρ = p2/q2. The
plots are created dynamically at run time as the walker steps on them for the first time, so
that the foraging field is virtually infinite. In all the tests discussed below, p is kept
fixed (p = 16), ρ is a parameter that varies from ρ = 0.01 to ρ = 0.95, and q is determined as
q = dp/√ρe. Each individual does a random walk (specified by certain parameters, as described
below) starting at (x0, y0) = (p/2, p/2) that is, in the center of the patch whose lower-left corner
is the origin.
26.2.1 The walk parameters
Each time the walker walks on a position containing a pellet, it "eats" it, incrementing its
score (which determines its evolutionary fitness) by one. The pellet is removed, so that
further visits to the location will not provide any food (Figure 26.10). The movement of each
individual is a random walk whose statistical features depend on whether the individual is
currently eating (status: on-food) or whether it has been without food for some time (status:
off-food). The individual doesn’t go "off-food" immediately as soon as it steps on a location
with no food: the individual has memory, so that it gradually changes its status from on-food
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to off-food during a certain number of time steps. The amount of time without food that it
takes to go to the status off-food is controlled by a parameter in the gene of the individual.
The general behavior of the random walk is the same regardless of whether the individual is
p p p p p p p p p p p p p p p p p p p p p p p p p p p p p p p p
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Figure 26.10: A walk of an individual through a patch of food: each square crossed by the individual
is "eaten," and is removed from the patch. In this case, the individual passes over 8 patches: after the
walk, its score is eight, and eight pellets are removed from the patch.
on-food or off-food (the only thing that changes in the two cases is the numerical value of the
parameters). Consider a generic situation in which the parameters are (α0, l0). The individual
is coming from a direction θ, being currently at location (x, y). The individual chooses a
deviation angle α, selected with a Gaussian distribution centered at α0, and a length l selected
with an exponential distribution with average l0, and performs a jump in a direction at an angle
α from its current direction, and for a length l (Figure 26.11). The parameters (α0, l0)
characterize the statistics of the jump, they are encoded in the individual’s gene, and they
take different values depending on whether the individual is on-food or off-food. When the
individual is on-food, the jumps are done according to the parameters (αf , lf ), while when the
individual has been for some time off-food, the jumps are done according to (αn, ln). The switch
from the on-food parameters to the off-food is done gradually when the individual is in an area
without food. The gene defines a memory threshold τ to switch from the on-food to the off-food
behavior. If t is the number of step that the individual has been off-food (t = 0 if the
individual is on-food) then the parameters for the next jump will be
(αf , lf ) on food
(αf +
t
τ (αn − αf ), lf + tτ (ln − lf )) t < τ
(αn, ln) t ≥ τ
}
off food
(26.1)
The parameters of the jump are reset to (αf , lf ) as soon as the individual finds food. That is,
there is a lingering memory that food was around there even if currently no food is found---a
memory that fades away in a time τ---but the absence of food is forgotten as soon as new food is
found. Any moral or philosophical conclusion, be it positive or negative, that can be drawn
from this hypothesis is beyond the scope of these notes.
26.2.2 Gene definition
Each individual is therefore characterized by five parameters: (αf , lf , αn, ln, τ). We represent
each one as a 8-bit value (these values are scaled in order to compute the actual values of the
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Figure 26.11: Generation of a single jump of the random walk. In (a), a walker is coming to point (x, y)
following a trajectory with direction θ. An angle α is chosen from the Gaussian angle distribution in
(b), centered around the angle α0: the direction of the new jump is α from the previous direction (viz.
θ + α absolute direction). The length of the jump is drawn from the exponential distribution with average
l0 in (c).
parameters) and collect them in a 40-bit "gene." We try to keep related parameters in nearby
positions of the gene (this is believed to speed up the convergence of the algorithm). Calling
AF , LF , AN, LN, and T the 8-bit representations of the parameters we have the genetic
representation of an individual in Figure 26.12. The jump parameters are derived from these
0 7 15 23 31 39
AF LF T AN LN
-bits
Figure 26.12: The genetic representation of an individual. The five 8-bit parameters are scaled to
provide the jump paramterers (αf , lf , αn, ln, τ).
8-bit integers as
αf = 2pi
AF
256
lf =
LF
4
τ =
T
10
αn = 2pi
AN
256
ln =
LN
4
(26.2)
The scaling factors (except those for αf and αn, which are derived from geometric
considerations) have been determined by trial and error.
26.2.3 The algorithm
The genetic algorithm is pretty standard. A generation is a set of individuals. Each
individual is placed in the environment in the same initial position, and does a random walk of
predetermined length, according to the parameters encoded in its gene, and collecting pellets of
food as specified above. The environment is restored between individuals, so that each one has
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a b
B1 A2 B3 offspring 2
A1 B2 A3 offspring 1
B1 B2 B3 parent B
A1 A2 A3 parent A
Figure 26.13: Double cut for the generation of offsprings. Two parents generate two offprings, mixing
the bits of their genes as represented.
the same initial supply of food (this entails that there is no competition among the
individuals). A point is scored for each pellet that is eaten. As a result, after all
individuals have executed a random walk, individual number k, characterized by gene γk has a
score sk, with k = 1, . . . , G, where G is the number of individuals in a generation.
There are several methods to create the following generation of individuals. Since the
performance of the algorithms seems to have little dependence in the specific method used, we
use one of the simplest, based on the creation of an intermediate gene pool. The gene pool is a
set P of P individuals possibly replicated (generally |P | = G: the pool has the same size as
the generations) such that the number of "copies" of an individual in the pool is proportional
to its score. An easy algorithm for generating a pool is the tournament: we do P comparisons
of pairs of individuals taken at random from the generation: the individual with the highest
score goes into the pool:
P ← ∅
for k=1 to P do
i ← rnd(1,G)
j ← rnd(1,G)
if si ≥ sj then
P ← P ∪ {γi}
else
P ← P ∪ {γj}
fi
od
In order to build the next generation, pairs of genes are taken at random from the pool (with
uniform distribution) and crossed to create two new individuals that will go into the next
generation (this requires that G be even). We use the method of the double cut to cross the
genes. Two values a, b ∈ [0, 39] are chosen randomly. The two offspring are then generated as in
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δ αf lf τ αn ln
0.95 0.00 136.94 57 34.25 33.50
0.5 199.06 15.53 0 2.00 60.50
0.1 309.18 1.75 18 285.18 58.00
0.01 227.29 1.50 37 345.88 45.50
Table 26.1: The values of AF , LF , T, AN , LF for the best individual for different values of the food
density. The values are normalized as in (26.2) to obtain the walk parameters (αf , lf , τ, αn, ln).
Figure 26.13, in which we assume a < b. We also define a small mutation probability: for each
new gene, with a (small) probability p, we pick a random bit and flip it. Note that this method
doesn’t guarantee that the best individual of a generation will pass unchanged to the next, so
we actually use the crossing to create G− 2 individuals to which we add the two best performers
of the previous generation.
26.2.4 Results
Figure 26.14 shows typical paths from the best individual for various values of the density of
food, while Table 26.1 shows the value of the parameters for the same individual. We note
that in the case of high food density the random walk does not exhibit the characteristics of
ARS (this observation will be made more formal later on), simply because the individual is
always, or almost always, on food. As the density decreases, the behavior becomes more
characteristic of ARS.
In order to study the characteristics of these walks, we consider the square average of the
displacement from the initial position:
〈X2〉 4= 〈(x− x0)2 + (y − y0)2〉. (26.3)
Let the individual be fixed (viz. let it be the best performing individual). We execute, with
this individual, N random walks on the environment with the prescribed density, each of length
T. Let
wi = [pi0, . . . , p
i
t, . . . , p
i
T ] (26.4)
be the ith random walk, where pit = (x
i
t − x0, yit − y0). We are interested in knowing how far the
individual has gone, on average, from its initial position, at time t. That is, we are
interested in studying the function
〈X2(t)〉 = 1
N
N∑
i=1
(pit)
2 (26.5)
Figure 26.15 shows the behavior of 〈X2(t)〉 as a function of t for various values of the density
ρ, together with the best approximation of the form 〈X2(t)〉 ∼ xν, where the exponent ν depends on
ρ:
ρ 0.01 0.1 0.5 0.9
ν 3.78 1.8 1.1 0.95
Figure 26.16 shows the behavior of the exponent ν as a function of ρ. As density approaches 1
or 0, that is, as the environment becomes more homogeneous (either with a lot of food or very
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Figure 26.14: A typical path of the best individual for various values of the density. Note the
different macroscopic behavior for high density and for low density. In the case of high density, the
path is practically always contained in some patch, and the off-food status is practically unused. The low
density situation shows the characteristics of ARS.
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Figure 26.15: The behavior of 〈X2(t)〉 as a function of t for various values of the resource density ρ.
Together with the curve, the figure shows its best approximation as 〈X2(t)〉 ∼ xν. The coefficient ν of the
best approximation varies with ρ. On the significance of this variation, see the text.
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little food), the exponent approaches 1, that is, we approach a situation in which 〈X2(t)〉 ∼ x1.
This, as we shall see, is the behavior characteristic of Brownian motion, as well as of several
other types of random walks. This should not come as a surprise: when food can be found
everywhere, the individuals have no particular reason to modify their behavior, and will simply
move to and fro in an haphazard manner: they will do a random walk. The same is true if there
is very little food. The patches are so small and far apart that the in-patch behavior will
last for a very short time and will not change significantly the characteristics of the walk,
which will be a random walk from patch to patch looking for resources.
When the food is patchy, on the other hand, the random walk of the individual doesn’t follow the
standard Brownian model. In the next section I shall consider the foraging walk more closely
from a mathematical point of view. We shall begin, in the next section by considering the
switching from the on-patch behavior to the off-patch, without taking onto account the spatial
characteristics of the environment. Then, in the following section, we shall study random walks
in search of a model that fits the characteristics of a forager on patchy resources. We shall
see that such a model is given by the so-called Levy walks.
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Figure 26.16: Exponent of the best approximation 〈X2(t)〉 ∼ xν as a function of ρ. The squares are the
values that have been calculated from the simulation (in each case the best gene as resulting from the
genetic algorithm has been used), the continuous line is a spline interpolation [34]. The value ν ∼ 1 is
characteristic of standard Brownian motion. For very low and high ρ, the walk is essentially Brownian:
when the density is very low, the forager wanders long distances and spends comparatively little time on
each patch. When ρ ∼ 1, there is no ARS, as the food is everywhere. The region 0.1 < ρ < 0.4 is that in
which ARS is clearly taking place.
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26.3 Should I stay of Should I go?
In the next section, I shall analyze the global characteristics of ARS exploration considering
it as a random walk such as those that emerge from our genetic experiment. Before that, in this
section I shall consider a more basic problem. Suppose that you are in a patch. For a while,
you stay there happily eating, as there is plenty of food. After a while, the food begins to
dwindle, the resources of the patch begin to be exhausted. When is it a good time to leave?
You are confronted with two contrasting criteria. On the one hand, staying implies that you can
continue eating without having to make a possibly long journey without food before you find
another patch. In the long run, you want to spend more time in a patch and less between
patches. On the other hand, the new patch that you will find has lots and lots of food so it
might be a good idea for you to move now to greener pastures instead of half starving in this
half barren patch. When is it a good time to leave? This is the question I want to answer in
this section. I shall consider a very simple model: I analyze only the time that an individual
spends on a patch (tp) and the time that it spends between patches (tb), and how to optimize them
for maximum foraging efficiency. In this, I follow essentially the techniques developed for
optimal foraging theory [41].
Suppose that a forager searches for food for a certain (long) amount of time. It spends a total
time Tb looking for the next patch, and a total time Tp staying on a patch and eating (all the
symbols used in this section are shown in Table 26.2) If the total gain of the activity is G,
Symbol Meaning
Tb Total time spent looking for a patch,
Tp total time spent on a patch,
tb average time spent looking for a patch,
tp average time spent on a patch,
G total resource gain,
g average gain per patch,
g(t) gain per patch as a function of the time spent on
a patch,
R rate of reward: average gain per time unit,
pi = g/tp, profitability of a patch (resource per
unit time when on the patch),
λ average number of patches found per unit time,
P number of types of patches,
pi probability of using a resource of type i.
Table 26.2: Symbols used in this section.
then the rate of reward (reward per unit time), is
R =
G
Tb + Tp
(26.6)
This equation is inconvenient as it depends on the total times Tp and Tb and on the total gain
G (if the time spent goes to infinity, both the numerator and the denominator go to infinity).
One can derive a more convenient equation, independent on the actual foraging time, by
considering the average on-patch time tp, the average time between patches tb and the average
gain per patch g. The rate at which patches are discovered, that is, the number of patches
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discovered per unit time, is λ = 1/tb. The total number of patches discovered during foraging is
therefore λTb. The total gain and the total time spent on patches depend on this number, that
is:
G = λTbg
Tp = λTbtp
(26.7)
Introducing these values in (26.6) we have
R =
λTbg
Tb + λTbtp
=
λg
1 + λtp
(26.8)
or, in terms of average times
R =
g/tb
1 + tp/tb
=
g
tb + tp
(26.9)
This equation is known as the Holling disk equation [25]2. Define the profitability of a patch
as pi = g/tp, that is, the gain per unit of time spent on the patch. With this definition we
have:
R =
pi
1 +
tb
tp
(26.10)
When the patches become more and more dense, then tb → 0, and
lim
tb→0
pi
1 +
tb
tp
= pi (26.11)
This simple model can be extended in several ways. One very useful one is to consider that a
patch has diminishing returns: as the forager spends time on a path, its resources become
depleted, so it becomes harder to get rewards, and the profitability of the patch is reduced.
That is, the reward g is a function of t, g(t), that tells us how much reward one accumulates
while foraging on a patch for a time equal to t. The profitability is also a function of time:
pi(t) = g(t)/t. Physical considerations place certain constraints on these functions. The gain is
positive and cumulative (you never lose what you have gained), which implies g(t) ≥ 0 and
g′(t) ≥ 0. The first inequality also entails pi(t) ≥ 0. On the other hand, it is reasonable to
assume that, as time goes by and the resources become depleted, it will take longer and longer
to amass the same amount of reward; this entails pi′(t) ≤ 0. These two relations imply
limt→∞ pi(t) = C ≥ 0. The condition pi′(t) ≤ 0 imposes conditions on g′(t). From pi(t) = g(t)/t, we have
pi′(t) =
1
t2
[
g′(t)t− g(t)
]
≤ 0 (26.12)
that is
g′(t) ≤ g(t)
t
= pi(t) (26.13)
I assume certain regularity conditions. In particular, that pi(t) decreases without "bumps", that
is, that pi′ is monotonically increasing, which entails that pi′′ ≥ 0. Similarly, I assume
g′′(t) ≤ 0. Note that in the most common case the patch will become depleted, that is,
lim
t→∞ g(t) = g∞ > 0 (26.14)
2The name "disk equation" has nothing to do with the properties of the equation. Holling developed his model by
studying the behavior of a blindfolded researcher assistant who was given the task of picking up randomly scattered
sandpaper disks.
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Figure 26.17: A graphical illustration of Charnov’s Marginal Value Theorem. The patch time tw that
maximizes the rate of gain R occurs when the line with slope R is tangent to the function g(t), that is,
when the instantaneous rate of gain on the patch equals the average rate of gain R.
but the analysis applies to the more general case in which g(t) goes to infinity slower than a
linear function.
Given the average between-patches time tb, we are interested in finding the optimal time that
the forager should spend on a patch (tp) to maximize the reward R. The idea is that if you
spend too little time on a patch, then you don’t take full advantage of its resources, and spend
comparatively too much time without patches, in an area where you have no reward: your rate of
gain will be reduced.
On the other hand, since the resources get depleted as we stay on a patch, if you spend too much
time there you shall waste your time on a depleted patch that won’t yield too much, while it
would be more convenient to invest some time (tb) to find a new patch with better yield. Given
the equality
R(t) =
g(t)
tb + t
(26.15)
compute the derivative
∂R
∂t
=
g′(t)(tb + t)− g(t)
(tb + t)2
(26.16)
It is ∂R/∂t = 0 if g′(t)(tb + t)− g(t) = 0, that is, if
g′(t) =
g(t)
tb + t
= R (26.17)
This result is known as the Charnov’s Marginal Value Theorem [8].
This equation has a simple geometric interpretation. The average gain R results in a straight
line in a t-g diagram (Figure 26.17). The patch gain is a curve that stays at zero for a time tb
and then grows as g(t); the optimal tp occurs when the slope of the curve g(t) is equal to the
average rate of gain. Note that there are two ways in which the environment can change so that
R increases. First, the profitability of the patch may increase, that is, the curve g(t) can be
pulled upward (Figure 26.18.a). Second, the patches may become dense, reducing tb
(Figure 26.18.b). As tb → 0 the rate R approaches pi (the profitability of the patch), as per
(26.11).
Example I:
Suppose we are looking for a low-priced hotel in Paris. We have several web sites available,
and our strategy is to log in to one, start checking prices looking for the cheapest price for a
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Figure 26.18: As a consequence of Charnov’s Marginal Value Theorem, there are two ways to increase the
average rate of gain R: one can either increase the profitability of a patch, i.e. raising the gain curge
g(t) as in (a), or make the patches more dense, thereby decreasing the average beyween-patches time tb, as
in (b).
while, then move to another one looking for a new price or, simply, stop looking and accept the
lowest price we have found. The question is: how long should we stay on the site and keep
looking before we move on?
When we are on a page, the important events are the prices that we look at so, for the sake of
convenience, we take the time that it takes to move from one hotel to the next one on the same
page as the time unit so that at time t = n we have looked at n+ 1 prices (we look at the first
price at t = 0). The actual length depends of what we are looking for: if we look just for the
best price, the interval is very small; if we look for price subject to certain constraint
(hotel with a bar, with a sauna, etc.), it will take longer. In any case, we look at a new
hotel (one the same page) per unit of time. In these units, let tb be the time that it takes to
get set on a page (including typing the address, logging in, etc.)
We begin by determinig the expected value of the minimum price that we have observed if we have
observed n prices. In this simple example we shall favor simplicity over plausibility and we
shall assume that the prices of teh hotels are uniformly distributed in the interval [µ−a, µ+a].
To begin with, we shall answer an even simpler question: given n observations X = {x1, . . . , xn}
of n random variables independent and uniformly distributed in [−1, 1], which is the expected
value of min(X)? The cumulative distribution and the density for each of the xi are
Φ(x) =

0 x ≤ 1
x+1
2 −1 < x < 1
1 x ≥ 1
(26.18)
and
φ(x) =
{
1
2 −1 ≤ x ≤ 1
0 otherwise
(26.19)
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respectively. The probability density for the minimum is given by (A.82):
φmin(x) = n[1− Φ(x)]n−1φ(x) =
{
n
2n [1− x]n−1 (−1 ≤ x ≤ 1)
0 otherwise
(26.20)
and its expected value is
m(n) =
∫ 1
−1
uφmin(u)du =
n
2n
∫ 1
−1
u(1− u)n−1du
=
n
2n
[∫ 1
−1
(1− u)n−1du−
∫ 1
−1
(1− u)ndu
]
=
n
2n
[
−
∫ 0
2
un−1du+
∫ 0
2
undu
]
=
n
2n
[
2n
n
− 2
n+1
n+ 1
]
=
1− n
1 + n
(26.21)
Scaling and shifting one obtains, for variables distributed in [µ− a, µ+ a]:
m(n) = µ− a1− n
1 + n
(26.22)
Note that if we only observe one price, the expected value of the minimum is µ. We we observe
more prices, the expected value decreases, with
lim
t→∞m(t) = µ− a (26.23)
Let us consider that we start exploring at the time when we observe the first price, and that
everything that comes before that is preparation that is included in the time tb. At time t, we
have looked at t+ 1 prices, and the expected value for the minimum price is m(t+ 1). The gain
that we have obtained is the difference between the first price that we saw (expected value
equal to µ) and the current one:
g(t) = m(1) = m(t+ 1) = a
t
t+ 2
(26.24)
Up to now, I have considered t as a discrete variable (the number of prices observed); from now
on we regard it as a continuous variable, so I can take the derivative:
g′(t) =
2a
(t+ 2)2
(26.25)
I now apply Charnov’s Marginal value theorem: the optimal value to spend on the site is given
by
g′(t) =
2a
(t+ 2)2
=
at
t+ 2
1
t+ tb
=
g(t)
t+ tb
(26.26)
which has solution τ1 =
√
2tb
3. The corresponding rate of reward is
R1 = g
′(τ1) =
2a
(
√
2tb + 2)2
=
a
(
√
tb +
√
2)2
. (26.27)
3Dimensionally, the equation is sound: the factor t + 2 in (26.24) entails that the term 2 has the dimensions of a
time.
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Note that the time that we spend on a site grown sub-linearly with the time we spend looking for
the site: if we spend twice as long looking for the web page, the time we should spend on the
web page grows like
√
2, that is, we should stay about 40% longer.
(end of example)
Example II:
The considerations of the previous example are valid for the first "patch", that is, for the
first site that we visit. Suppose now that we want to visit a second site (the time necessary
to do the switch is assumed to be tb). Now we already have a minimum, the one that we found in
the first patch, namely
m1
4
= µ− a τ1
τ1 + 2
= µ− a
√
tb√
tb +
√
2
4
= µ− aα (26.28)
with
α
4
=
√
tb√
tb +
√
2
< 1 (26.29)
While we explore the second site, as long as the minimum price that we find there is greater
than m1, our gain is zero. Assume that the second patch has the same average price as the
first, but a larger spread, that is, in the second patch the prices are uniformly distributed in
[µ− b, µ+ b], with b > a. Also, define γ = b/a > 1 (I shall need it later).
The current minimum after we have explored the second site for a time t is
m˜(t) = µ− b t
t+ 2
(26.30)
The expected minimum in the second site is the same as the optimal price in the first at a time
t0 such that m˜(t0) = m1, that is
t0 =
2aα
b− aα =
2α
γ − α (26.31)
The gain in the second site is given by the savings we obtain over the previous minimum, that is
g2(t) =
{
0 t < t0
b tt+2 − aα t ≥ t0
(26.32)
and
g′2(t) =
{
0 t < t0
b 2b(t+2)2 − aα t ≥ t0
(26.33)
The situation is depicted schematically in figure 26.19. When we arrive at the second site, a
time T
4
= 2tb + τ1 has already elapsed, so if we stay on the site a time τ, the rate of gain is:
R2(τ) =
g2(τ)
T + τ
=
g2(τ)
2tb + τ1 + τ
(26.34)
To find the maximum of R2(τ) we proceed as in the previous example, setting
g′2(τ) =
g2(τ)
T + τ
(26.35)
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Figure 26.19: A graphical illustration of the Charnov’s Marginal Value Theorem for two sites. When we
get to the second site, we already have a minimum m1 from the first site so that the gain g2(t) only is
greater than zero starting from t0. The second patch has prices distributed in [µ − b, µ + b]: for a large
enough value of γ = b/a the rate of gain R2 that we obtain by exploring the second site is greater than the
rate R1 obtained in the first site.
that is
2b
(τ + 2)2
=
1
T + τ
[ τb
τ + 2
− aα
]
(26.36)
or
2
(τ + 2)2
=
1
T + τ
[ τ
τ + 2
− α
γ
]
(26.37)
that is
2(T + τ) = (τ + 2)
[
τ − α
γ
(τ + 2)
]
(26.38)
Rearranging the terms, we obtain the equation
(γ − α)τ2 − 4ατ − (4α+ 2γT ) = 0 (26.39)
whose only positive solution is given by
∆ = 8γ
[
2α+ (γ − α)T
]
τ2 =
4α+
√
∆
2(γ − α)
(26.40)
The corresponding maximum rate of gain is
R2 = g
′
2(τ2) =
2b
(τ2 + 2)2
(26.41)
Using the second patch is convenient if we improve our gain rate, that is, if R2 > R1, where R1
is as in (26.27). This imposes a condition on b/a, that is, on γ: it is convenient to use the
second patch if γ is large enough that we can find a better price that offsets the extra time
spent in searching. The limit condition R2 = R1 yields
γ =
[
τ2 + 2√
2tb + 2
]2
(26.42)
The value of τ2 depends on γ in such a way that we can’t find a closed form solution to this
equation. We can, however, determine its limits. For tb → 0, we have α→ 0, T → 0, ∆→ 0, and
τ2 → 0, therefore
lim
tb→0
γ = 1 (26.43)
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Figure 26.20: The behavior of γ as a function of tb (the horizontal axis is logarithmic). For
a given tb, if the ratio of the spreads of the two patches, b/a is greater than the γ shown in
this graph, then it is convenient to explore the second patch.
For tb →∞, α→ 1, T
∑
2tb, and
∆ ∼ 16γ(γ − 1)tb
τ ∼ 2
√
γ(γ − 1)
γ − 1
√
tb
(26.44)
The equation
γ =
[
2
√
γ(γ − 1)√
2(γ − 1)
]2
=
2γ
γ − 1 (26.45)
has solution γ = 3, therefore
lim
tb→∞
γ = 3 (26.46)
The behavior of γ can be found solving (26.45) numerically, which, given the stability of the
equation, can be done with a simple iteration. The result is shown in figure 26.20 For ba > γ(tb)
and switch time tb, it is convenient to explore the second patch.
26.4 Walking in Continuous Space
We have seen, in the first section, the neurological basis of ARS, and its widespread presence
to solve many apparently unrelated problems in the animal kingdom. All these problems have a
common abstract structure: that of foraging in a patchy environment, that is, in an environment
in which the resources are distributed in clumps: there are concentrated areas in which the
resource is present, separated by stretches in which no (or little) resource is found.
Some fiddling with genetic algorithms convinced us that ARS is indeed an optimal strategy for
this kind of problems. The problem that I should like to consider now is how to characterize
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Figure 26.21: Three levels of description of random walks: the mesoscopic entails considering the
time span of each motion small with respect to the time of the whole phenomenon, and approximating time
functions with their first derivatives; the macroscopic entails making the same approximation on space.
This entails that the master equation (mesocsopic) is a differential equation in time and an integral
equation in space, while the Fokker-Planck equation (macroscopic) is differential in time and space.
(Adapted from [28].)
this behavior at a large scale. I have shown in the previous section how to decide when to
leave a patch and venture in search of another, now I am interested in analyzing the global
behavior that results from these decisions. One result, which we have already glimpsed at the
end of section 26.2 is to see ARS as a type of random walk. In this section, we shall study the
paths produced by ARS as random walks in a continuum (viz. in Rn, usually in R2). As we shall
see, an important parameter in this exploration is the exponent ν of the curves in Figure 26.15,
that is, in the relation 〈X2(t)〉 ∼ tν; the fact that ν > 1 makes ARS walk of a peculiar kind,
known as Levy walks.
26.4.1 Random Walks and Diffusion Processes
A random walk is the description of the motion of a point (sometimes called, in reference to the
physics in which random walks were first studied, a particle or, in reference to ecology, an
individual) subject to forces that can be modeled as a stochastic process. Random walks can be
described at three levels of detail, given by the schema of Figure 26.21). We shall consider
these levels of description one by one, especially as they apply to the best known model of
random walk: Brownian motion.
26.4.2 Microscopic description--Langevin equations
Langevin’s equations were originally studied for what become the prototype of diffusive random
walks, namely Brownian motion [22, 27]. In 1827, botanist R. Brown discovered, during
microscopic observations, that particles of pollen suspended in water exhibited an incessant and
irregular motion [33]. Vitalist explanations were soon discarded since mineral (viz.
non-living) particles exhibited the same phenomenon. Brownian motion occurs when the mass of
the particle of pollen is larger than the mass of the molecules of the liquid, so that the
continuous collisions drive the particles in a chaotic way (Figure 26.22). The first
theoretical explanation of this phenomenon was given in 1905 by Albert Einstein at a macroscopic
level [15], and we shall consider his approach shortly. In 1906, Paul Langevin offered a
microscopic model of Brownian motion based on stochastic differential equations. Langevin’s
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equations for a one-dimensional Brownian motion (the case that is commonly studied) are:
dx
dt
= v
m
dv
dt
= −γv + σξ(t)
(26.47)
where m is the particle mass, γ is the friction coefficient, and ξ(t) is the force resulting
from the impact with the molecules. Langevin assumed that ξ(t) is a Gaussian, uncorrelated
stochastic process with zero mean, that is 〈ξ(t)〉 = 0, 〈ξ(t)ξ(t′)〉 = δ(t− t′). He also considered the
limit of strong friction m|dv/dt|  |γv| (more on this hypothesis later) so the equations become
γ
dx
dt
= σξ(t) (26.48)
and, defining the diffusion coefficient D = σ
2
2γ2 ,
dx
dt
=
√
2Dξ(t) (26.49)
or
dx =
√
2Dξ(t)dt =
√
2DdW (t) (26.50)
where W (t) is a Wiener process (see section A.1.5). Integrating (26.50) we get
x(t) = x(0) +
√
2Dw(t) (26.51)
So, Brownian motion is the motion of a particle whose displacement is a Wiener process and whose
velocity is an uncorrelated Gaussian process. The hypothesis of strong friction is key to
obtain velocity as an uncorrelated stochastic process: if inertial phenomena are present, then
the velocities at two different instants in time are correlated.
From the solution of this equation we can determine macroscopic quantities such as the mean
position 〈X〉 and the mean square displacement 〈X2〉 − 〈X〉2:
〈X〉 = 〈X(0)〉+
√
2D〈W (t)〉 = 〈X(0)〉
〈X2〉 − 〈X〉2 = 2D〈W 2(t)〉 = 2Dt (26.52)
From the second equation we see that 〈X2〉 ∼ t. This is an equation that we have already
encountered: it characterizes the ARS walk for very low ρ and for ρ ∼ 1 (figure 26.15). It is
a behavior typical of diffusive processes, and we shall meet it quite a few times in the
following.
26.4.3 Mesoscopic description--Master equation
The master equation is an ensemble equation that expresses the probability P (x, t) that a
particle be at position x at time t. It is an integro-differential equation, expressing the
time derivative of P (x, t) as a balance of the probability of arriving at x and the probability
of leaving the position x once we are there.
Consider a stationary Markov process. For this kind of process, the probability P (x, t|z, t′)
depends only on t− t′, so we can define Pτ (x, z) = P (x, t+ τ |z, t) = P (x, τ |z, 0).
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Figure 26.22: A schematic illustration of Brownian motion: a particle of pollen "bumps" on the
molecules of the liquid in which it is suspended, creating an irregular random trajectory.
Consider now P (x, t+ τ), that is, the probability that the walking particle will be in position x
at time t+ τ. The particle is in x at time t+ τ if there is a position z such that the particle
was in z at time t and has moved from z to x in the time interval τ (if z = x, this is the
probability that the particle were already in x and hasn’t moved). This event, for a specific
z, has a probability P (z, t)Pτ (x, z). Integrating over all possible z, we obtain
P (x, t+ τ) =
∫ ∞
−∞
P (z, t)Pτ (x, z) dz (26.53)
If τ  t, we can approximate P (x, t+ τ) as
P (x, t+ τ) = P (x, t) +
∂P
∂t
τ +O(τ2) (26.54)
Let ω(x|z) be the transition probability per unit time from z to x, that is, ω(x|z)τ is the
probability that the particle go from z to x in a time τ. If the particle is in x at time t,
then ∫ ∞
−∞
ω(z|x)τ dz (26.55)
is the probability that it will move somewhere else, and
1−
∫ ∞
−∞
ω(z|x)τ dz (26.56)
is the probability that it will stay in x. Balancing the probability of arriving at x and that
of not moving if we are already there, we obtain
P (x, t+ τ) = P (x, t)
(
1−
∫ ∞
−∞
ω(z|x)τ dz
)
+
∫ ∞
−∞
ω(x|z)P (z, t)τ dz (26.57)
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The first terms gives us the probability that the particle were in x at time t and did not move
in the interval [t, t+ τ ], while the second is the probability that the particle were in a
different position at t and that it moved to x in the interval [t, t+ τ ]. Rearranging and taking
the limit for τ → 0, we obtain the master equation
∂
∂t
P (x, t) =
∫ ∞
−∞
ω(x|z)P (z, t) dz −
∫ ∞
−∞
ω(z|x)P (x, t)τ dz (26.58)
If X is a discrete stochastic process, then, calling ωnm the prbability of moving from position
xn to position xm in unit time, the equation becomes
∂
∂t
P (n, t) =
∑
m
ωmnP (m, t)−
∑
m
ωnmP (n, t) (26.59)
(end of example)
Example III:
As an example, consider a counting process that transitions from n to n+ 1 with probability λ
at each instant, that is, ωn,n+1 = λ and ωnm = 0 for m 6= n+ 1. Then the master equation reads
∂
∂t
P (n, t) = λ
[
P (n− 1, t)− P (n, t)] (26.60)
(end of example)
This type of equation can be solved through the use of the z-transform of the sequence P (n, t),
defined as
F (z, t) = Z[P (n, t)] =
∞∑
n=0
znP (n, t) (26.61)
Then ∞∑
n=0
zn
∂
∂t
P (n, t) =
∞∑
n=0
∂
∂t
(znP (n, t)) =
∂
∂t
F (z, t) (26.62)
and ∞∑
n=0
znP (n− 1, t) = z
∞∑
n=1
zn−1P (n− 1, t) = z
∞∑
n=0
znP (n, t) = zF (z, t) (26.63)
so that
∞∑
n=0
znλ
[
P (n− 1, t)− P (n, t)] = λ[ ∞∑
n=0
znP (n− 1, t)−
∞∑
n=0
znP (n, t)
]
= λ(z − 1)F (z, t) (26.64)
resulting in
∂
∂t
F (z, t) = λ(z − 1)F (z, t) (26.65)
If P (n, 0) = δn,0, it is easy to check that F (z, 0) = 1. With this initial condition, (26.65) can
be easily integrated yielding
F (z, t) = exp(λ(z − 1)t) =
∞∑
n=0
zn
(λt)n
n!
e−λt (26.66)
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Figure 26.23: Schematic view of the model for the derivation of the diffusion equation; ρ(x, t) is the
local density of particle, J(x, t) is the population flow: the number of particles that move in a given
direction, at a given point and at a given time.
Comparing with (26.61) we have that P (n, t) follows a Poisson distribution
P (n, t) =
(λt)n
n!
e−λt (26.67)
(end of example)
26.4.4 Macroscopic level--Fokker-Planck equations
Diffusion
I shall introduce the macroscopic level of description in a slightly more general setting that
needed here before seeing how it related to Brownian motion: as diffusion. As I mentioned, the
macroscopic level consists in considering that the characteristic magnitudes of the walk (time
and distance between collisions) are much smaller than the magnitudes we are considering. This
means that we can characterize the problem using a continuous population density ρ(x, t): the
number of particles in a unit volume around x at time t (Figure 26.23). We can approximate the
local density of particles with a continuous field, and take the limit for space and time going
to zero. In addition to the density, we define the population flow J(x, t), which is a vector
pointing in the direction of movement and indicating how many particles move per unit time in a
surface patch of unitary area. Considering a closed volume V with a closed surface S, if there
is no generation or annihilation of particles, the variation in density is due to the particles
that enter and leave through the surface. So, we have:
∂
∂t
∫
V
ρ(x, t) dV = −
∮
S
J(x, t) · n dS (26.68)
where n is the normal to the surface at x. By the divergence theorem:∮
S
J(x, t) · n dS =
∫
V
∇ · J dV (26.69)
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Applying this theorem to (26.68) we have∫
V
[∂ρ(x, t)
∂t
+∇ · J(x, t)
]
dV = 0 (26.70)
Since the volume V is arbitrary, we get the continuity equation
∂ρ(x, t)
∂t
+∇ · J(x, t) = 0 (26.71)
In order to get a solvable equation in ρ, we need to determine how J emerges as a consequence of
variations of the population density, that is, how J relates to ρ. Such an expression is called
a constitutive equation. One common constitutive equation, known as Fick’s law, assume that the
flow is proportional to the local population gradient, that is
J(x, t) = −D∇ρ(x, t) (26.72)
The minus sign takes into account the fact that the flow goes from regions of high density to
regions of low density. Introducing (26.72) into (26.71) one gets the diffusion equation
∂ρ
∂t
= ∇ · (D∇ρ) (26.73)
If D is a constant independent of x then (26.73) turns into
∂ρ
∂t
= D∇2ρ (26.74)
and, in the one-dimensional case
∂ρ
∂t
= D
∂2ρ
∂x2
(26.75)
This diffusion equation has, in principle, nothing to do with Brownian motion or random walks:
it has been derived considering a completely different problem, namely the diffusion of a fluid
into space under the action of the gradient of its density. Yet, surprisingly, it turns out
that this equation does indeed describe Brownian motion. In particular, it describes the
evolution of the probability of finding a Brownian walker in x at time t.
Fokker-Planck equation
The Fokker-Planck equation is a partial differential equation in time and space that describes
Brownian motion at a macroscopic level. This makes it a macroscopic equation, since the use of
differential operators entails that we are considering times and distances much greater than the
time and space between changes in direction of a particle. In this section we present the
Einstein derivation of the Fokker-Planck equations considering, for the sake of simplicity, the
one-dimensional case [15].
The motion of a particle in a Brownian motion can be interpreted as a series of jumps that can
have an arbitrary length z. Let the jump lengths be distributed according to a PDF φ(z), and
let them be i.i.d. The density of individuals at position x at time t+ τ is given by those
individuals that were at a position z at time t and that have jumped to x after waiting a time
τ. Since z is arbitrary, we integrate over all possible z, obtaining a form of non-Markovian
Chapman-Kolmogorov equation
ρ(x, t+ τ) =
∫ ∞
−∞
ρ(x− z, t)φ(z) dz (26.76)
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Note that this equation is continuous in space and discrete in time. In particular, the PDF
φ(z), which in ecology is called the dispersion kernel is continuous, meaning that we are making
an implicit assumption of a large number of individuals/particles. If we now take the
macroscopic limit, that is, is we consider that τ and z are both small with respect to the scale
of interest, then we can use a Taylor expansion in t and z:
ρ(x, t+ τ) =
∞∑
n=0
τn
n!
∂nρ
∂τn
ρ(x− z, t) =
∞∑
n=0
(−z)n
n!
∂nρ
∂zn
(26.77)
Inserting into (26.76), one gets:
ρ(x, t) + τ
∂ρ
∂τ
+ · · · = ρ(x, t)
∫ ∞
−∞
φ(z) dz − ∂ρ
∂x
∫ ∞
−∞
zφ(z) dz +
∂2ρ
∂x2
∫ ∞
−∞
z2
2!
φ(z) dz + · · · (26.78)
The kernel φ(z) is a PDF, therefore
∫∞
−∞ φ(z) dz = 1. Moreover, if the movements are isotropic,
that is, there is no preferential direction of movement, then φ(z) = φ(−z), and ∫∞−∞ znφ(z) dz = 0
for n odd. So, we have:
ρ(x, t) + τ
∂ρ
∂τ
+O(τ2) = ρ(x, t) +
∂2ρ
∂x2
∫ ∞
−∞
z2
2!
φ(z) dz +O(z4) (26.79)
Or, simplifying the common term and dividing by τ,
∂ρ
∂τ
=
∂2ρ
∂x2
∫ ∞
−∞
z2
2τ
φ(z) dz +O(z4/τ2) (26.80)
We now take the macroscopic limit z, τ → 0, but in such a way that lim z2/τ = C 6= 0, that is,
keeping z2 and τ of the same order of magnitude. Then we obtain, as a Fokker-Planck equation, a
diffusion equation like (26.74):
∂ρ
∂t
= D
∂2ρ
∂x2
(26.81)
where
D =
1
2τ
∫ ∞
−∞
z2φ(z) dz =
〈z2〉
2τ
(26.82)
Note that (26.81) depends only on the second moment of the diffusion kernel φ(z). In no place
have we made the hypothesis that φ(z) is Gaussian so very different diffusion kernels with the
same second moment will generate the same Fokker-Planck equation. We have lost information with
respect to the distribution φ(z): in particular, given any distribution, a Gaussian
distribution with the same second moment will generate the same macroscopic distribution.
In this sense, we also notice that the Langevin equation does indeed make the hypothesis that
ξ(t) is Gaussian. It would therefore seem that the Einstein derivation is more general than the
Langevin equation. In reality, it is not so, and the reason is the Central Limit Theorem4: the
hypothesis that z2 and τ be of the same magnitude entails that D is finite and therefore, by
(26.81), that 〈Z2〉 is finite. We are in the hypotheses of the Central Limit Theorem, so the sum
of all the jumps of the Einstein’s derivation, with distribution φ(z), will end up being
Gaussian regardless of the exact shape of φ(z).
4We shall not do the derivation here, but from the Langevin equation one can derive the same Fokker-Planck equation
as from the Einstein’s derivation. So, despite the different hypotheses the two methods describe the same macroscopic
phenomenon.
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Solution of the Diffusion Equation
One simple way to solve the diffusion equation is through the use of the Characteristic function
of the distribution ρ, viz. its Fourier Transform. Taking the Fourier transform of (26.75) we
get the ordinary differential equation
dρ˜
dt
(ω, t) = −Dω2ρ˜(ω, t) (26.83)
which has solution
ρ˜(ω, t) = ρ˜(ω, 0) exp
[−Dω2t] (26.84)
In the simplest case, at the beginning all the individuals are concentrated at x0, that is,
ρ(x, 0) = δ(x− x0). By the formula for the characteristic function of the Dirac distribition
(A.44), we have ρ˜(ω, 0) = exp
[−iωx0]. That is
ρ˜(ω, t) = exp
[−iωx0 −Dω2t] (26.85)
The inverse Fourier transform gives us
ρ(x, t) =
1
2pi
∫ ∞
−∞
eiωxρ˜(ω, t) dω =
1
2pi
∫ ∞
−∞
exp
[
iω(x− x0)−Dω2t
]
dω =
1√
4piDt
exp
[
− (x− x0)
2
4Dt
]
(26.86)
From this solution we can obtain the general solution for ρ(x, 0) = g(x). Writing
g(y) =
∫ ∞
−∞
g(x)δ(x− y) dy (26.87)
and applying superposition we have
ρ(x, t) =
1√
4piDt
∫ ∞
−∞
g(y) exp
[
− (y − x0)
2
4Dt
]
dy (26.88)
With reference to the simple solution (26.86), Figure 26.24 shows ρ(x, t) as a function of x for
several values of t. The result is typical of diffusion processes in which the population,
initially concentrated at x = 0 (ρ(x, 0) = δ(x)) spreads over larger and larger areas. The "speed"
of this diffusion is determined by the increasing variance σ(t) = 〈X2〉 = 2Dt which, as predicted
by (A.16) and (26.81), grows linearly with t.
26.4.5 Anomalous Diffusion
The standard diffusion process, which we have considered so far, is characterized by the
relation
〈X2〉 ∼ t (26.89)
where the notation is shorthand for
lim
t→∞
〈X2〉
t
= C 6= 0 (26.90)
The reason for this boils down to the fact that the diffusion equation has first derivatives in
time and second derivatives in space, so that one obtain homologous quantities starting with a
constant and integrating once in time and twice in space.
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Figure 26.24: The solution of the diffusion ρ(x, t) for ρ(x, 0) = δ(x) as a function of x for several values
of t. The density is a Gaussian that becomes progressively more spread, indicating that the population
covers larger and larger areas.
To see a different kind of behavior, consider ballistic displacements, that is, the motion of a
particle that moves at a constant speed v and never changes direction. For a movement along the
x axis, this can be modeled as a stochastic process with PDF P (x, t) = δ(x− vt) so that
〈X2〉 =
∫ ∞
−∞
x2δ(x− vt) dx = v2t2 ∼ t2 (26.91)
That is, in this case
lim
t→∞
〈X2〉
t2
= C 6= 0 (26.92)
We can see ballistic movement as a type of random walk, albeit a not-quite-so-random one, and
one that moves from the origin much faster than the Brownian motion. Small wonder: ballistic
movement moves purposely in a fixed direction, while Brownian motion is bounced to and fro.
Note, however, that this means that ballistic movement will explore around much less than
Brownian motion: it will stick to a trajectory and not look around at all. Just like a
traveler in a rush: you may go very far, but you miss the view.
Processes that don’t follow the standard diffusion law (26.89) are called anomalous [21].
Ballistic movement is our first example of anomalous diffusion (albeit a rather pathological
one). The asymptotic relation between 〈X2〉 and t is normally defined using the Hurst exponent
H [26] defined by
〈X2〉 ∼ t2H (26.93)
Diffusion corresponds to H = 1/2; if H < 1/2 we have subdiffusion, while for 1/2 < H < 1 we have
superdiffusion. The ballistic limit (26.91) is achieved for H = 1 (see Figure 26.25). Note
that, because of the central limit theorem, normal diffusion (H = 1/2) is obtained under a wide
family of displacements distributions. If the displacements:
i) are independent,
ii) are identically distributed, and
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iii) follow a PDF with finite mean and variance,
then we can apply the CLT in its standard form, and the total distance covered (that is, the sum
of all these displacements) is a Gaussian exp(−x2/σ2), where σ2 is proportional to the number of
displacements, that is, σ2 ∼ t. Then (26.89) follow directly from the equality 〈X2〉 = σ2 valid
for a Gaussian.
The hypotheses i)--iii) hint at three possible ways in which they can be violated, resulting in
three different mechanisms that can generate anomalous diffusion.
i) the displacements are not independent due to long range correlations: once a particle moves,
it will tend to remain in motion (leading to superdiffusion---ballistic motion is an
example of this kind of process) or, contrariwise5, once it stops it will tend to remain at
rest (leading to subdiffusion);
ii) the distribution of the displacements is not identical, either because they become shorter
with time (leading to subdiffusion) or because they become longer (leading to
superdiffusion);
iii) the displacements are distributed according to a PDF with infinite variance, so that
arbitrary large displacements are relatively likely.
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Figure 26.25: The Hurst exponent quantifies the asymptotic behavior of diffusive processes. The usual
uncorrelated Brownian random walks satisfy the standard form of the central limit theorem, and have
H = 1/2. Subdiffusive processes have H < 1/2. For vanishing H, the process is localized and confined:
diffusion has a finite reach. Superdiffusion, viz. processes with a propagation speed higher than Brownian
diffusion, have H > 1/2. The ballistic limit is reached for H = 1. Superballistic processes (not
considered here) correspond to accelerated particles. Le´vy flights and walks, of special interest here,
are superdiffusive processes.
5Neologism courtesy of Lewis Carroll.
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In the following, we shall consider mostly the third case but, before digging into it, I shall
give a brief example of how the first two work.
Example IV:
For the case of long-term correlations, divide the trajectory into intervals of fixed duration
∆t. With this division, the correlations between displacements are the same as those between
velocities. In this case, we can determine the derivative of 〈X2〉 as
d
dt
〈X2〉 = d
dt
∫ t
0
∫ t
0
〈v(s)v(τ)〉 dτ ds = 2
∫ t
0
〈v(t)v(τ)〉 dτ (26.94)
This result is known as the Taylor’s formula [42] (also known as the Green-Kubo formula). If
〈v(t)v(τ)〉 is integrable, then the limit for t→∞ of the integral exists, so the right-hand side
of (26.94) is asymptotically a constant, that is, for t→∞,
d
dt
〈X2〉 ∼ C or 〈X2〉 ∼ t (26.95)
and we find again a diffusive behavior. If, on the other hand, the correlation decays slowly
enough that the integral diverges, then the CLT doesn’t hold, and we observe anomalous
diffusion. If, for example, 〈v(t)v(τ)〉 ∼ (t− τ)−η, with 0 < η < 1, then 〈X2〉 ∼ t2−η, that is, we
have superdiffusion.
(end of example)
Example V:
Non-identical displacements ocurr when displacements become either longer or shorter with time
or, equivalently, as the particle gets farther from its initial position. If we take a
macroscopic point of view---that is, if we write a diffusion-like Fokker-Planck equation---then
we can model this as a time and/or space varying coefficient D. This is tantamount to saying
that the obstacles to motions become gradually larger or smaller as we get away from the initial
position. Consider a space-dependent diffusion coefficient that varies as a power law:
D = D0x
θ. This leads to a diffusion equation:
∂ρ
∂t
= ∇ · (D0xθ∇ρ) (26.96)
A rigorous derivation of the behavior of 〈X2〉 under this equation can be found in [32]; here we
shall do a simple informal derivation using dimensional analysis. The density ρ is a number of
particles per unit of x that is, dimensionally, [ρ] = [x]−1 and, consequently[
∂ρ
∂t
]
= [x]−1[T ]−1 (26.97)
where T is the dimension of time. Similarly [∇ρ] = [x]−2, [xθ∇ρ] = [x]θ−2 and [∇ · (xθ∇ρ)] = [x]θ−3.
This equality gives us
[x]−1[T ]−1 =
[
∂ρ
∂t
]
= [∇ · (xθ∇ρ)] = [x]θ−3 (26.98)
that is, [T ]−1 = [x]θ−2, [T ] = [x]2−θ, or [x] = [T ]1/(2−θ), whch leads to
[x2] = [x]2 = [T ]
2
2−θ = [X2] (26.99)
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This dimensional equality indicates that, asymptotically,
〈X2〉 ∼ t 22−θ (26.100)
leading, again, to anomalous diffusion.
(end of example)
The case of divergent moments that I shall consider closely is that of Le´vy flights. If the
individual displacements are i.i.d., then we are in the conditions of the generalized Central
Limit Theorem: no matter what the individual PDF are, the sum of a large number of them will
converge to a Le´vy stable distribution. So, just like in the finite moment case we could assume
that the displacements followed a Gaussian distribution6, we can now assume that they follow a
Le´vy distribution which, as seen in (A.41), behaves like x−(1+α) for t→∞. For α < 2, 〈X2〉
diverges due to the "long tail" of the distribution, which makes arbitrarily large displacements
relatively frequent.
In order to frame these ideas properly, it is first necessary to study random walks from a
slightly more general point of view, that of Continuous Time Random Walks.
26.4.6 Continuous Time Random Walks
The random walks that we have considered so far were limits of what we can consider a discrete
time scenario: we considered that jumps take place at regular time intervals, and we take the
limit of ∆t→ 0, corresponding to a continuum of jumps of length zero (this is enforced by the
fact that we require 〈x2〉/τ to stay finite). In a Continuous Time Random Walk (CTRW) we assume
that the waiting time between jumps is a random process as well, that is, that the particle will
intersperse jumps of random length with pauses of random duration. I shall introduce the
analysis of CTRW in two steps: first I shall consider the PDF of the position of the particle
after n jumps, without considering when did these jumps occur, then the probability of doing n
jumps in time t. This corresponds to a specific type of CTRW, one in which the jump length is
independent of the waiting time. The result can easily be extended to the case in which waiting
time and jump length are correlated.
Let Zn be the length of the nth jump. The position of a particle after n jumps is
Xn =
n∑
k=1
Zk = Xn−1 + Zn (26.101)
This equation shows that the walk is a Markov chain. Let Zk be i.i.d. with PDF φ(z); the
function φ (the dispersal kernel) represents the transition probability of the Markov chain.
Adapting the Chapman-Kolmogorov equation (26.76) to this discrete-time scenario, we obtain an
equation for ρn(x), the density of individuals after n jumps:
ρn(x) =
∫ ∞
−∞
ρn−1(x− z)φ(z) dz = ρn−1 ∗ φ (26.102)
6Remember that the Langevin equation, which assume Gaussian displacements, leads to the same macroscopic result as
the Einstein method, which doesn’t.
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where ∗ denotes spatial convolution. If ρ0 is the initial density, then:
ρ1 = ρ0 ∗ φ
ρ2 = ρ1 ∗ φ = ρ0 ∗ φ ∗ φ
...
ρn = ρn−1 ∗ φ = ρ0 ∗
n︷ ︸︸ ︷
φ ∗ · · · ∗ φ
(26.103)
Considering, for the sake of simplicity, the one-dimensional case, we can take the Fourier
transform and apply (A.79) to obtain
ρ˜n(ω) = ρ˜0(ω)φ˜
n(ω) (26.104)
Consider now the jump times. Let θn be the waiting time between jump n− 1 and jump n, and ψ(t)
its PDF. The time at which the nth jump is taken is then
Tn =
n∑
k=1
θn (26.105)
Let ψ0(t) be the probability that no jump has ocurred by time t, viz.
ψ0(t) =
∫ ∞
t
ψ(u) du = 1−
∫ t
0
ψ(u) du (26.106)
Let Pn(t) be the probability of performing n jumps by time t. Then, clearly, P0(t) = ψ
0(t). The
probability that there is a jump at a time u < t and then no further jumps until time t is
ψ(u)ψ0(t− u). Integrating over all u < t we have7
P1(t) =
∫ t
0
ψ(u)ψ0(t− u) du = ψ ∗ ψ (26.107)
Iterating this, we have
Pn(t) = ψ
0 ∗
n︷ ︸︸ ︷
ψ ∗ · · · ∗ ψ (26.108)
In this case, since we have different limits and a different convolution, one must use the
Laplace transform in lieu of the Fourier:
ψ(s) =
∫ ∞
0
e−stψ(t) dt (26.109)
where s ∈ C.8
This leads to
P˜n(s) = ψ˜0(s)ψ˜
n(s) =
1− ψ˜(s)
s
(ψ˜(s))n (26.112)
7The asterisk denotes here convolution in time, which has different integration limits than convolution in space,
since ψ and ψ0 can only take non-negative arguments. Strictly speaking, we should have used a different symbol.
However, since is it usually clear what convolution is being used, I have preferred not to complicate the notation
using non-standard symbols.
8The Laplace transform has similar properties as the Fourier, but is more general. If f(t) is a function and L[f ] is
its Laplace transform (which I shall also indicate as f˜), then
f(t) =
1
2pii
lim
T→∞
∫ γ+iT
γ−iT
L[f ](s)est ds (26.110)
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* * *
Consider now the combination of the two processes. The position of an individual at time t
(assume x(0) = 0) is
x(t) =
N(t)∑
k=0
zk (26.113)
where N(t) is the number of jumps taken before time t, itself a random variable. We are
interested in finding an expression for ρ(t), the density of individuals at time t. If by time t
n jumps have been made, then
ρ(x, t|N(t) = n) = ρn(x) (26.114)
The value of ρ(x, t) is then given by the value of ρn for all possible n, weighted by their
probability:
ρ(x, t) =
∞∑
n=0
ρn(x)Pn(t) (26.115)
that is, taking the Fourier and Laplace transforms:
ρ˜(ω, s) =
∞∑
n=0
ρ˜n(ω)P˜n(t)
= ρ˜(ω, 0)
1− ψ˜(s)
s
∞∑
n=0
[
φ(ω)ψ(s)
]n
= ρ˜(ω, 0)
1− ψ˜(s)
s
1
1− φ(ω)ψ(s)
(26.116)
This is known as the Montroll-Weiβ equation. I made here the assumption that the waiting times
and the jump length are independent, hence the product φ(ω)ψ(s). If they are not, then their
joint probability would be expressed by a distribution φ(ω, s), and (26.116) becomes
ρ˜(ω, s) = ρ˜(ω, 0)
1− ψ˜(s)
s
1
1− φ(ω, s) (26.117)
For any distribution φ(ω) and ψ(s), (26.116) allows us to determine the evolution of the density
of individuals by taking the inverse Fourier/Laplace transform.
Finite moments: diffusion
The generality of the CTRW notwithstanding, if we assume that φ and ψ have finite moment we
still revert to the normal diffusive behavior. In order to see this, we first rearrange
where γ is a real number that exceeds the real part of all singularities of L[f ]. Also:
L
[∫ t
0
f(u)g(t− u) du
]
= L[f ]L[g]
L
[∫ t
0
f(u) du
]
=
1
s
L[f ]
L[eatf(t)] = L[f ](s− a)
L[1] = 1
s
(26.111)
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(26.116) in a more useful form. From (26.116), we write
sρ˜(ω, s)− ρ˜(ω, 0) = ρ˜(ω, 0)
[ 1− ψ(s)
1− φ(ω)ψ(s) − 1
]
(26.118)
Express, from the same equation
ρ˜(ω, 0) =
s
1− ψ(s)
[
1− φ(ω)ψ(s)]ρ˜(ω, s) (26.119)
Replacing in the right-hand side of (26.118) and simplifying we get
sρ˜(ω, s)− ρ˜(ω, 0) sψ(s)
1− ψ(s)
[
1− φ(ω)ψ(s)]ρ˜(ω, s) (26.120)
The quantity
M(s) =
sψ(s)
1− ψ(s) (26.121)
is called the memory kernel of the CTRW. Equation (26.120) can in turn be rewritten in a way
that separates the spatial and temporal variables:
1− ψ(s)
sψ(s)
[
sρ˜(ω, s)− ρ˜(ω, o)] = [1− φ(ω)ψ(s)]ρ˜(ω, s) (26.122)
We now consider the macroscopic limit in space, which entails assuming that the microscopic
scale of the process is very small compared to the scale of x. This means that we shall
consider the limit for ω → 0 in the Fourier space. Similarly, the macroscopic limit in time
consists in taking the limit s→ 0 in the complex plane of the Laplace transform. If φ is
symmetric and has finite moments, then it has an expansion φ(ω) = 1− 〈φ2〉ω2/2 + o(ω4), where 〈φ〉 is
the average displacement 〈X2〉 when X has PDF φ. Similarly, ψ(s) = 1− 〈ψ〉s+ o(s2), where 〈ψ〉 is
the mean waiting time. From this we get
1− ψ0(s)
sψ(s)
∼ 〈ψ〉
1− 〈ψ〉s = 〈ψ〉+ o(s) (26.123)
while [
φ(ω)− 1] = −〈φ2〉
2
ω2 + o(ω2) (26.124)
Putting these in (26.122) we have
〈ψ〉[sρ(ω, s)− ρ(ω, 0)] = 〈φ
2〉
2
ω2ρ(ω, s) (26.125)
that is, taking the inverse Fourier and Laplace transforms
∂
∂t
ρ(x, t) =
〈φ2〉
2〈ψ〉
∂2
∂x2
ρ(x, t) (26.126)
that is, we are back to a diffusion equation that behaves like (26.93), with H = 1/2.
We obtain anomalous diffusion in two ways: we can either make long pauses (viz. pauses with a
distribution with diverging variance) or we can make long jumps.
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Long pauses
Let us assume that φ(z) has a Gaussian distribution9, while ψ(t) has a Le´vy distribution with a
long tail
ψ(t) ∼ Aα
(τ
t
)α
(26.127)
with 0 < α < 1. We are interested in the long term behavior of the walk, that is, in terms of
characteristic functions, in the limit ω → 0, |s| → 0 so we can write
φ(ω) = exp
(−ω2σ2
2
) ∼ 1− σ2ω2
ψ(s) = exp
(−τα|s|α) ∼ 1− (τs)α (26.128)
Introducing into (26.116), we get
˜ρ(ω, s) =
1
s
ρ(ω, 0)
1 +Kαω2s−α
(26.129)
with Kα = σ
2/τα. The long term behavior of 〈X2〉 can be determined using the relation
〈X2〉 = lim
ω→0
− ∂ρ˜
∂ω
(26.130)
For ρ(x, 0) = δ(x), i.e. ρ˜(ω, 0) = 1, we have
〈X2〉 = lim
ω→0
[
−2
s
Kαs
−α(1 +Kαω2s−α)−2 − 8
s
(1 +Kαω
2s−α)−3(Kαs−αω2)2
= 2Kαs
−(α+1)
(26.131)
which, inverting the Laplace transform, gives
〈X2〉 = 2Kα
Γ(α+ 1)
tα (26.132)
Since α < 1, we are in the presence of subdiffusion (H = α/2 < 1/2), as could be expected given
that we have arbitrarily long pauses with relative high frequency.
Long jumps
We consider now the opposite situation: assume that ψ(t) has a distribution with finite moments
(exponential, in this case, since t > 0) and that φ(z) has a Le´vy distribution with Le´vy
parameter µ:
ψ(t) = τ exp
(− t
τ
)
φ(z) = Aµ
(z0
z
)1+µ (26.133)
Note that in this case we consider 1 < µ < 2 for the sake of simplicity: the results are similar
for 0 < µ < 1. As before, in the limit ω → 0, |s| → 0, we can approximate them as
ψ(s) ∼ 1− sτ
φ(ω) ∼ 1− σµωµ (26.134)
9As we have seen, any distribution, as long as it has finite moments, will give the same results, as we are in the
hypotheses of the standard Central Limit Theorem.
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Figure 26.26: Subdiffusion and superdiffusion for long waits and long jumps as a function of the
parameters α and µ of the relation 〈X2〉 ∼ t2α/µ, that is, H = α/µ (see text).
Inserting these approximations into (26.116) we have
ρ˜(ω, s) = τ
ρ˜(ω, 0)
s+Kµωµ
(26.135)
where Kµ = σµ/τ or, for ρ(x, 0) = δ(x),
ρ˜(ω, s) =
τ
s+Kµωµ
(26.136)
Taking the inverse Laplace transform, we have
ρ˜(ω, t) = exp(−Kµωµ) (26.137)
that is, we obtain a Le´vy stable distribution, as expected from the generalized Central Limit
Theorem. Note that in this case 〈X2〉 → ∞, so we can’t directly compare this distribution with
the standard diffusion. There are however several ways to arrive at a result. The first is to
use a truncated Le´vy distribution, which is closer to real applications as in the physical world
one doesn’t have arbitrarily long jumps. The second is to extrapolate from fractional moments
〈Xq〉 with q < µ, which can be shown to converge and, in this case:
〈Xq〉 ∼ tq/µ (26.138)
which leads to a Hurst exponent H = 1/µ > 1/2, that is, to superdiffusion10.
10An informal way to reach the same conclusion is to note that Kµ = σµ/τ so that, in order to have Kµ finite, we
must have σµ ∼ τ, that is, σ2 ∼ τ2/µ, leading again to H = 1/µ.
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Long waits and long jumps
The case in which both jumps and waiting times have Le´vy distribution can be trated similarly,
leading to
ρ˜(ω, s) =
1
s
1
1 +Kµαωµs−α
(26.139)
By analogy with the previous cases, we see that
〈X2〉 ∼ t2α/µ (26.140)
which entails H = α/µ. If µ > 2α, then H < 1/2, and we have subdiffusion, if µ > 2α we have
superdiffusion (see figure 26.26).
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Appendix A
A.1 Random variables
A random variable is a mathematical object characterized by a set Ω (the range of the
variable), which contains all possible outcomes of the variable and a function PX(x)
1 that
assigns, to each x ∈ Ω a value PX(x) ∈ [0, 1] called its probability. The function PX is not
arbitrary, but must meet some minimal conditions. If the set Ω is finite or countable, these
conditions can be expressed simply as
i) ∀x ∈ Ω. PX(x) ≥ 0 (positivity)
ii)
∑
x∈Ω
PX(x) = 1 (normalization)
If Ω is uncountable, the conditions are technically more complex. In this case, X is a
continuous random variable, and PX is referred to as the probability density function (PDF) of
X. The function PX in this case represents a probability only if it is integrated over a
subset of Ω of non-zero measure. In this case, the normalization condition is∫
Ω
PX(x)dx = 1 (A.1)
If Ω = R (as we shall often assume) we have∫ ∞
−∞
PX(x)dx = 1 (A.2)
For continuous variables on R one can define the cumulative probability function, that is, the
probability that X be at most x:
P(x) = P[X ≤ x] =
∫ x
−∞
PX(u)du (A.3)
Note that
PX(x) =
∂
∂x
P(x). (A.4)
From this and the positivity condition we can derive that P is monotonically non-decreasing and
that
lim
x→−∞P(x) = 0 limx→∞P(x) = 1 (A.5)
1Following the standard notation, we shall use capital letters to indicate random variables and lowercase letters to
indicate the values that they assume.
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In some cases, a whole function might be difficult to work with; it is easier to work with an
enumerable set of numbers that characterizes the function completely. Statistical moments are
such quantities. The moment of order n of the variable X is defined as
〈Xn〉 =
∫
Ω
xnPX(x)dx (A.6)
In general, given a function f defined on Ω, we define
〈f(X)〉 =
∫
Ω
f(x)PX(x)dx (A.7)
The nth moment is obtained for f(x) = xn.
The first order moment 〈X〉 is called the mean, the average, or the expected value of X, while
σ2 = 〈X2〉 − 〈X〉2 (A.8)
is the variance; its square root σ is the standard deviation of X.
Not all distributions have finite moments, that is, the integral (A.6) may fail to converge. If
the moments are finite, then they completely characterize the PDF. To show this, we introduce
the characteristic function P˜X(ω) of a PDF PX:
P˜X(ω) = 〈eiωx〉 =
∫
Ω
eiωxPX(x) dx (A.9)
This is simply the Fourier transform of PX, so the PDF can be recovered from its characteristic
function as
PX(x) =
1
2pi
∫
e−iωxP˜X(ω) dω (A.10)
The relation with the moments becomes evident by taking the Taylor expansion of the exponential:
eiωx =
∞∑
n
(iωx)n
n!
(A.11)
Introducing this into (A.9) we get
P˜X(ω) =
∑
n
(iω)n
n!
∫
xnPX(x) dx =
∑
n
(iω)n
n!
〈Xn〉 (A.12)
As a consequence, the moments of PX can be obtained by differentiating P˜X:
〈Xn〉 = lim
ω→0
(−i)n ∂
n
∂ωn
P˜X(ω) (A.13)
* * *
The joint probability of two random variables X1 and X2, indicated as PX1∩X2(x1, x2) measures
the simultaneous probability that X1 and X2 take the values x1 and x2, respectively. The
conditional probability PX1|X2(x1|x2) denotes the probability that X1 take value x1 conditioned
to the fact that X2 takes value x2. Two variables are independent if for all x1, x2
PX1|X2(x1x2) = PX1(x1), that is, knowing the value of X2 does not change the distribution of X1.
Joint and conditional probabilities are related through Bayes’s theorem:
PX1∩X2(x1, x2) = PX1|X2(x1|x2)PX2(x2) = PX2|X2(x2|x1)PX1(x1) (A.14)
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A.1.1 Useful Probability Distributions
A variable X follows a Gaussian (or normal) distribution if
PX(x) =
1
σ
√
2pi
exp
(
− (x− µ)
2
σ2
)
(A.15)
(Figure A.1) or, equivalently, it has characteristic function
P˜X(ω) =
∫ ∞
−∞
eiωxPX(x) dx = exp
(
iωµ− ω
2σ2
2
)
(A.16)
The mean of the distribution is 〈X〉 = µ. Note that, for µ = 0, the characteristic function has
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Figure A.1: The Gaussian PDF (a) and the corresponding cumulative distribution (b) for various values of
σ; in all cases it is µ = 0.
also the functional form of a Gaussian, a fact that will have important consequences. In this
special case (µ = 0) the moments are given by
〈Xn〉 =
∫ ∞
−∞
xn
1
σ
√
2pi
exp
(
− (x− µ)
2
σ2
)
dx =
{
2
n
2 σn√
pi
Γ
(
n+1
2
)
n even
0 n odd
(A.17)
where Γ is Euler’s Gamma function. An important moment is
〈X2〉 = σ2 + 〈X〉. (A.18)
One important property of the Gaussian distribution, vis-a`-vis the Central Limit Theorem (which
we shall consider in the following), is that it is stable: if X,Y are Gaussians, and a, b ∈ R,
then aX + bY is also Gaussian.
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Let X and Y be two Gaussian-distributed variables with zero mean and variance σ21 and σ
2
2,
respectively. Then
P˜X(ω) = exp
(−ω2σ21
2
)
P˜Y (ω) = exp
(−ω2σ22
2
) (A.19)
and consequently
P˜X(ω)P˜Y (ω) = exp
(−ω2(σ21 + σ22)
2
)
(A.20)
that is, the product of the characteristic function of two Gaussian distributions is still the
characteristic function of a Gaussian distribution.
* * *
The Gaussian distribution is defined for all x ∈ R, but many variables that one might be
interested in modeling assume only positive values in such a way that the probability that x = 0
is 0 and, after reaching a maximum, decreases rapidly for high values of x. The most different
things can be observed to have this distribution, from the length of messages in internet fori
to the prices of hotels, or the size of particles in a collision.
All these phenomena can be modeled as following a logonormal distribution. A variable X has
logonormal distribution if logX has normal (viz. Gaussian) distribution. Let Φ and φ be the
cumulative distribution and the density of a normally distributed variable with 0 mean and unit
variance (N (0, 1)), and assume logX ∼ N (µ, σ), i.e. logX has a normal distribution with mean µ
and variance σ2. Then
PX(x) =
d
dx
PX(x) = d
dx
P[X ≤ x]
=
d
dx
P[logX ≤ log x]
=
d
dx
Φ
[ log x− µ
σ
]
= φ
[ log x− µ
σ
] d
dx
[ log x− µ
σ
]
=
1
σx
φ
[ log x− µ
σ
]
=
1√
2piσx
exp
[
− (logX − µ)
2
2σ2
]
(A.21)
Figure A.2 shows the behavior of the logonormal PDF for various values of σ and µ = 0 Note that
µ and σ are the mean and variance of logX, not of X. To distinguish them, I shall indicate
the mean and the variance of X as m and v, respectively.
The moments of X are given by
〈Xn〉 =
∫ ∞
0
xnPX(x)dx = exp
(
nµ+
n2σ2
2
)
(A.22)
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Figure A.2: The logonormal PDF (a) and the corresponding cumulative distribution (b) for various values
of σ; in all cases it is µ = 0.
as can be verified by replacing z = 1σ
[
logX − (µ+ nσ2)] in the integral. From this we have
m = 〈X〉 = exp(µ+ σ2
2
)
〈X2〉 = exp(2µ+ 2σ2)
v = 〈X2〉 − 〈X〉2 = exp(2µ+ σ2)(eσ2 − 1)
(A.23)
From these equality, one can derive the values of µ and σ2 for desired m and v:
µ = log
m√
1 +
v
m2
σ2 = log
(
1 +
v
m2
)
(A.24)
The characteristic function 〈exp(iωx)〉 is defined, but if we try to extend it to complex
variables, 〈exp(sx)〉, s ∈ C is not defined for any s with a negative imaginary part. This entails
that the characteristic function is not analytical in the origin and, consequently, it can’t be
represented as an infinite convergent series. In particular, the formal Taylor series∑
n
(iωx)n
n!
〈xn〉 =
∑
n
(iωx)n
n!
exp
(
nµ+
n2σ2
2
)
(A.25)
diverges
* * *
Other positive variables follow a different distribution, one in which the value 0 is the most
probable, and the probability decreases sharply as x increases, In these cases, the variable x
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Figure A.3: The exponential PDF (a), an the corresponding cumulative distribution in (b) for various
values of λ.
can be modeled using an exponential distribution:
PX(x) =
{
λe−λx x ≥ 0
0 x < 0
(A.26)
If the variable can take negative values, then
PX(x) =
λ
2
e−λ|x| (A.27)
(Figure A.3. Its characteristic function is
P˜X(ω) =
λ2
λ2 + ω2
(A.28)
and its moments
〈Xn〉 = 1
λn
Γ(n+ 1) (A.29)
* * *
A uniform or flat distribution assigns the same probability density to each point in Ω. So, if
Ω = [a, b],
PX(x) =
{
1
b−a a ≤ x ≤ b
0 otherwise
(A.30)
The characteristic function of the uniform distribution is
P˜X(ω) =
eiωb − eiωa
iω(b− a) (A.31)
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and its moments
〈Xn〉 = 1
n+ 1
bn+1 − an+1
b− a (A.32)
* * *
A Cauchy, or Lorentz distribution has PDF
PX(x) =
1
pi
γ
x2 + γ2
(A.33)
where γ is a positive parameter, and characteristic function
P˜X(ω) = e
−γ|ω| (A.34)
If one tries to compute the moments using the definition
〈Xn〉 = γ
pi
∫
xn
x2 + γ2
dx (A.35)
then, since the integrand behaves as xn−2 for x→∞, one observes that they diverge for n ≥ 1.
This limits the usefulness of this distribution as a model of real phenomena (which typically
have finite moments), and in practice one "truncates" the distribution to a finite interval
[a, b].
* * *
We have mentioned that one important property of the Gaussian distribution is the preservation
of the functional form of their characteristic function under multiplication, as in (A.20). The
Gaussian distribution is not the most general distribution with this property (although it is
the only one with this property and finite moments): it is shared by the family of
Le´vy distributions. Le´vy distributions depend on four parameters: α (Le´vy index), β (skew), µ
(shift), and σ (scale), and they are defined through their characteristic function:
P˜α,β(ω;µ, σ) =
∫ ∞
−∞
eiωxPα,β(x;µ, σ) dx
4
= exp
[
iµω − σα|ω|α
(
1− iβ ω|ω|Φ
)]
(A.36)
where
Φ =
{
tan αpi2 α 6= 1, 0 < α < 2
− 2pi ln |x| α = 1
(A.37)
the four parameters determine the shape of the distribution. Of these, α and β play a major
ro^le in this note, while µ and σ can be eliminated through proper scale and shift
transformations (much like mean and variance for the Gaussian distribution):
Pα,β(x;µ, σ) =
1
σ
Pα,β(
x− µ
σ
; 0, 1) (A.38)
From now on, I shall therefore ignore µ and σ and refer to the distribution as Pα,β(x). Note
the symmetry relation
Pα,−β(x) = Pα,β(x) (A.39)
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The distributions with β = 0 are symmetric, and these are the ones that are the most relevant in
this context. The closed form of Pα,β is known only for a few cases. If α = 2 one obtains the
Gaussian distribution (β is irrelevant, since Φ = 0); if α = 1, β = 0 one obtains the Cauchy
distribution, and for α = 1/2, β = 1, the Le´vy-Smirnov distribution
P1/2,1(x) =
{
1√
2pi
x−
3
2 exp
(− 12x) x ≥ 0
0 x < 0
(A.40)
The most important property in this context is the asymptotic behavior of Pα,β which is given by
the power law
Pα,0(x) ∼ C(α)|x|1+α (A.41)
with
C(α) =
1
pi
sin
(piα
2
)
Γ(1 + α) (A.42)
This power law behavior entails that arbitrarily large values are relatively probable (compared
with the exponential decay of the Gaussian). Consequently, as can be expected, 〈X2〉 diverges
for α < 2.
* * *
The Dirac delta distribution is a pathological distribution useful in many contexts; for
example, when dealing with certainty in a probabilistic framework, or when analyzing discrete
random variables in a context created for continuous ones. The distribution is:
PX(x) = δ(x− x0) (A.43)
where δ(·) is the Dirac distribution. The characteristic function of the distribution is
P˜X(ω) = exp(iωx0). (A.44)
The function δ(x) is zero everywhere except for x = 0, and∫ ∞
−∞
δ(x) dx = 1 (A.45)
This property entails δ(ax) = δ(x)/a. Also∫ ∞
−∞
f(x)δ(x− x0) dx = f(x0) (A.46)
from which we derive
〈xn〉 = xn0 (A.47)
* * *
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Unlike the previous distribution, the binomial distribution is defined for discrete variables,
in particular for a variable X that can take two values, the first one with probability p, and
the second one with probability 1− p. Suppose, for example, that we play a game in which, at
each turn, I have a probability p of winning and 1− p of losing (think of head-and-tails game
with a tricked coin). If we play N rounds of the game, what is the probability that I win
exactly n times? This turns out to be
P (X = n) =
(
N
n
)
pn(1− p)N−n = N !
n!(N − n)!p
n(1− p)N−n (A.48)
which is precisely the binomial distribution. Its characteristic function is
P˜ (ω) = (1− p+ peiω)N (A.49)
from which the moments can be derived. For example
〈X〉 = lim
ω→0
dP˜
dω
= lim
ω→0
pNeiω(1− p+ peiω)N−1 = pN (A.50)
* * *
An important and common distribution, one that appears as a limiting case of many finite
processes, is the Poisson Distribution. Its importance will probably be more evident if we
derive it as a limiting case in some examples.
Example VI:
Consider events that may happen at any moment in time (the events are punctual: they have no
duration). Divide the time-line in small intervals of duration ∆t, so short that the
probability that two or more events will take place in the same interval is negligible. Assume
that the probability that one event take place in [t, t+ ∆t) is constant, and proportional to the
length of the interval:
P (1; ∆t) = λ∆t (A.51)
and, because no two events happen in the same interval,
P (0; ∆t) = 1− λ∆t (A.52)
Let P (0; t) be the probability that no event has taken place up to time t. Then
P (0; t+ ∆t) = P (0; t)(1− λ∆t) (A.53)
Rearranging the terms we get
P (0; t+ ∆t)− P (0; t)
∆t
= −λP (0; t) (A.54)
and, taking the limit for ∆t→ 0
∂
∂t
P (0; t) = −λP (0; t) (A.55)
that is, P (0; t) = C exp(−λt) or, considering the boundary condition P (0, 0) = 1,
P (0; t) = e−λt (A.56)
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This takes care of the case in which no event takes place before time t. On to the general
case. There were n events by time t+ ∆t if either (1) we had n events up to time t and no event
occurred in [t, t+ ∆t], or (2) there were n− 1 events at t and one event occurred in [t, t+ ∆t].
This leads to
P (n; t+ ∆t) = (1− λ∆t)P (n; t) + λ∆tP (n− 1; t) (A.57)
rearranging and taking the limit ∆t→ 0, we have
∂
∂t
P (n; t) + λP (n; t) = λP (n− 1; t) (A.58)
In order to transform this equation into a more manageable form, we look for a function that,
multiplied by the left-hand side, transforms it into the derivative of a product. That is, we
look for a function µ(t) such that
µ(t)
[
∂P
∂t
+ λP
]
=
∂
∂t
[
µ(t)P
]
(A.59)
It is easy to verify that µ(t) = exp(λt) fits the bill. Equation (A.58) therefore becomes
∂
∂t
[
eλtP (n; t)
]
= eλtλP (n− 1; t) (A.60)
For n = 1 we have
∂
∂t
[
eλtP (1; t)
]
= eλtλe−λt = λ (A.61)
That is, integrating both sides and multiplying by e−λt
P (1; t) = λte−λt (A.62)
For arbitrary n, I’ll show by induction that
P (n; t) =
(λt)n
n!
e−λt (A.63)
We have already derived the result for n = 0 and for n = 1. For arbitrary n, we have
∂
∂t
[
eλtP (n+ 1; t)
]
= eλtλP (n; t)
= eλtλ (λt)
n
n! e
−λt (induction hypothesis)
= λ (λt)
n
n!
(A.64)
So, integrating
eλtP (n+ 1; t) =
λ
n!
∫
(λtn)dt =
(λt)n+1
(n+ 1)!
+ C (A.65)
where C = 0 because of the initial conditions, so
P (n+ 1; t) = e−λt
(λt)n+1
(n+ 1)!
(A.66)
(end of example)
The distribution that results from this example:
PX(x) = e
−xx
n
n!
(A.67)
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Figure A.4: The Poisson PDF for various values of n.
is the Poisson distribution that, in the example, gives us the probability that n events take
place in a time x. Figure A.4 shows the shape of this distribution as a function of x for
various values of n.
Example VII:
The Poisson distribution can also be seen as a limiting case of the binomial distribution. If p
is the probability of success, then ν = Np is the expected number of successful trials, as per
(A.50). This approximation is valid for large N. In this case, we have
P (n;N) =
N !
n!(N − n)!
( ν
N
)n (
1− ν
N
)N−n
(A.68)
Taking N →∞, we have
Pν(n) = lim
N→∞
P (n;N)
= lim
N→∞
N · (N − 1) · · · (N − n+ 1)
n
νn
Nn
(
1− ν
N
)N (
1− ν
N
)−n
= lim
N→∞
N · (N − 1) · · · (N − n+ 1)
Nn
νn
n!
(
1− ν
N
)N (
1− ν
N
)−n
= 1 · ν
n
n!
e−ν · 1
=
νn
n!
e−ν
(A.69)
So, once again, we find that the number of successes has a Poisson distribution.
(end of example)
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The characteristic function of the distribution (A.67) is
P˜ (ω) = eλ(e
iω−1) (A.70)
from which we obtain
〈X〉 = λ (A.71)
A.1.2 Functions of Random Variables
If X is a random variable on Ω, and f : Ω→ Ω′, then Y = f(X) is a random variable on Ω′. Here
I’ll consider, for the sake of simplicity, the case Ω = Ω′ = R (all our considerations can be
generalized to arbitrary continua Ω under fairly general conditions, essentially that Ω be a
metric space). In order to determine the distribution of y, I begin with a preliminary
observation. For a random variable X, let PX [x, x+ ∆x] the probability that the value of X
falls in [x, x+ ∆x]. Then, for small ∆x,
PX [x, x+ ∆x] = P (X ≤ x+ ∆x)− P (X ≤ x)
=
∂
∂x
P (X ≤ x)∆x+O(∆x2)
= PX(x)∆x+O(∆x
2)
(A.72)
Let now f be invertible, and g = f−1. Then
PY ∆y = PY [y, y + ∆y]
= PX [g(y), g(y + ∆y)]
≈ PX
[
g(y), g(y) +
∣∣∣∣dgdy
∣∣∣∣∆y)]
= PX(g(y))
∣∣∣∣dgdy
∣∣∣∣∆y
(A.73)
from which we get
PY (y) = PX(g(y))
∣∣∣∣dgdy
∣∣∣∣ (A.74)
Note that equivalently one could have defined
PY (y) =
∫
δ(y − f(x))PX dx = 〈δ(y − f(x))〉X (A.75)
where the subscript on the average reminds us that we are taking the average with respect to the
distribution of X. From this, we can determine the characteristic function of Y :
P˜Y (ω) =
∫
eiωyPY (y) dy
=
∫
PX(x)
[∫
eiωyδ(y − f(x)) dy
]
dx
=
∫
eiωf(x)PX(x) dx
= 〈exp[iωf(x)]〉X
(A.76)
If Y = aX, then
P˜Y (ω) = 〈exp
[
iωaX
]〉X − P˜X(aω) (A.77)
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* * *
Consider now the sum of two random variables: Z = X + Y . Each value of Z can be obtained
through an infinity of events: each time X takes an arbitrary value x, and y takes a value
z − x, Z takes the same value, namely z. Summing up all these possible events we obtain
PZ(z) =
∫ ∞
−∞
PX(x)PY (z − x) dx (A.78)
This is known as the convolution of PX and PY , often indicated as PZ = PX ∗ PY . The properties
of the Fourier transform entail that the corresponding relation between characteristic functions
is
P˜Z(ω) = P˜X(ω)P˜Y (ω) (A.79)
* * *
Let Y = {y1, . . . , yn} be a set of independent and identically distributed (i.i.d.) variables with
cumulative distribution PY and density PY . Consider the function min(Y ): we are interested
in finding its density Pmin and cumulative distribution Pmin. We have:
PY (x) = P
[
min(Y ) ≤ x] = 1− P[min(Y ) ≥ x] (A.80)
We have min(Y ) ≥ x iff we have yi ≥ x for all i, that is
Pmin(x) = 1− P
[
∀y ∈ Y.y ≥ x
]
= 1− P[y ≥ x]n
= 1−
(
1− P[y ≤ x])n
= 1−
(
1− PY (x)
)n
(A.81)
The density is
Pmin(x) =
d
dx
Pmin(x)
= n
(
1− PY (x)
)n−1 d
dx
PY (x)
= n
(
1− PY (x)
)n−1
PY (x)
(A.82)
For the function max(Y ), working in a similar way, we have
Pmax(x) = (PY (x))nPmax(x) = n(PY (x))n−1PY (x) (A.83)
A.1.3 The Central Limit Theorem
The Central Limit Theorem (important enough to be granted its own acronym: CLT) is one of the
fundamental results in basic probability theory and the main reason why the Gaussian
distribution is so important and so common in modeling natural events. In a nutshell, the
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theorem tells us the following: if we take a lot of random variables, independent and
identically distributed (i.i.d.), and add them up, the result will be a random variable with
Gaussian distribution. So, for example, if we repeat an experiment many times and take the
average of the results that we obtain (the average is, normalization apart, a sum), no matter
what the characteristics of the experiment are, the resulting average will have (more or less) a
Gaussian distribution.
But, ay, there’s the rub! The theorem works only in the assumption that the moments of the
distributions involved be finite. We shall see shortly what happens if this assumption is not
satisfied.
Let X1, . . . , Xn be a set of i.i.d. random variables with distribution PX, zero mean, and (finite)
variance σ2. Note that Y =
∑
iXi has zero mean and variance nσ
2, while Y = (
∑
iXi)/n has zero
mean and variance σ2/n. It is therefore convenient to work with the variable
Zn =
1√
n
∑
i
Xi (A.84)
which has zero mean and variance σ2 independently of n.
Theorem A.1.1. For any distribution PX with finite mean and variance, and X1, . . . , Xn i.i.d. with
distribution PX, for n→∞, we have Zn → Z∞, where Z∞ is a Gaussian random variable with
zero mean and variance σ2 equal to the variance of PX.
Proof. Consider the first terms of the expansion of the characteristic function of PX:
P˜X(ω) =
∫
eiωxPX(x) dx = 1− 1
2
σ2ω2 +O(ω3) (A.85)
The characteristic function of Y =
∑
iXi is given by (A.79):
P˜Y (ω) =
∏
i
P˜Xi(ω) =
[
P˜X(ω)
]n
(A.86)
(the second equality holds because the Xs have the same distribution) while (A.77) with
a = 1/
√
n gives
P˜Z(ω) = PY
(
ω√
n
)
=
[
PY
(
ω√
n
)]n
≈
(
1− σ
2ω2
2n
)n
n→∞−→ exp(−1
2
σ2ω2) (A.87)
Finally, from (A.16) we have the inverse transform
PZ(z) =
1
σ
√
2pi
exp
(
− z
2
2σ2
)
(A.88)
This theorem is true, in the form in which we have presented it, only for distributions X with
finite mean and variance2. However, the key to the theorem is an invariance property of the
characteristic function of the Gaussian. Consider the equality (A.86); we can split it up as:
P˜Z(ω;n) =
[
P˜X(ω)
]n
=
[
P˜X(ω)
]n/2[
P˜X(ω)
]n/2
= P˜Z(ω;n/2)P˜Z(ω;n/2) (A.89)
2I have assumed zero mean since, if the mean of the X is non-zero, the mean of Z goes to infinity; this doesn’t
represent a major hurdle for the theorem, which can easily be generalized by subtracting the mean from the variables X
and then adding it back.
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Taking the limit n→∞, this gives us PZ(ω) = PZ(ω)PZ(ω). That is: the condition for a
distribution to be a central limit is that the product of two characteristic functions have the
same functional form as the original distributions. As we have seen in (A.20), the Gaussian
distribution does have this property. Nay: it is the only distribution with finite moments
that has this property, hence its appearance in the theorem in the finite moments case, and
hence its great importance in application as a model of many processes resulting from the sum of
identical sub-processes.
If we abandon the finite moment hypothesis, however, there is a more general distribution to
which (A.89) applies: the stable Levy distribution. So, a more general form of the CLT can be
enunciated as:
Theorem A.1.2. For any distribution PX, and X1, . . . , Xn i.i.d. with distribution PX, for n→∞,
we have
lim
n→∞
1√
n
n∑
i=1
Xi = Z∞ (A.90)
where Z∞ is a random variable with Levy distribution. If the variance of PX is finite and
equal to σ2, then Z∞ has a Gaussian distribution with variance σ2.
A.1.4 Stochastic Processes
A stochastic process is a set of random variables X(t) indexed by a variable t (commonly
identified with time) that takes value either in N or R+ (less frequently in R). We indicate
with P (x, t) the probability that the process take value x at time t (the probability density if t
is continuous; I shall omit the subscript X to avoid complicating the notation), and with
P (x2, t2;x1, t1) the joint probability density for the two variables X(t1) and X(t2). The multiple
joint probability density P (x1, t1; . . . , xn, tn) is defined analogously. In the following, whenever
possible, I shall use the joint probability P (x2, t2;x1, t1) to simplify the notation, but all
considerations hold for the more general multiple joint probability.
Just as a stochastic variable is instantiated to a specific value x ∈ Ω with a certain
probability, so a stochastic process is instantiated as a trajectory X : R→ Ω (or with a
discrete series X : N→ Ω if the process is discrete). Each X(t), for fixed t, is a stochastic
variable with a probability distribution that, in general, depends on t. A stochastic process
is stationary if all these distributions are the same, that is, P (x, t) ≡ P (x), or, equivalently,
if
P (x1, t1;x2, t2) = P (x1, t1 + τ ;x2, t2 + τ) (A.91)
In a stochastic process, there are two ways of computing averages: one can compute the ensemble
average 〈X(t)〉, that is, the average of the random variable X(t), or the mean value along a
trajectory
X¯ = lim
T→∞
1
T
∫ T
0
x(t) dt (A.92)
A process is ergodic if the two coincide
〈X〉 = X¯ (A.93)
Ergodicity is an important property for random walks: many times we are interested in the
characteristics of the motion of one individual, but many of the equations that we shall use
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involve ensemble probabilities based on a whole population. Ergodicity allows us to switch from
one to the other with impunity.
Note that in a stationary process the correlation 〈X(t1)X(t2)〉 does not depend on t1 and t2
individually, but only on their difference τ = t2 − t1. Joint probabilities are positive,
symmetric (P (x1, t1;x2, t2) = P (x2, t2;x1, t1)) and normalized:∫∫
Ω2
P (x1, t1;x2, t2) dx1 dx2 = 1 (A.94)
Joint probabilities can be reduced by integration
P (x1, t1) =
∫
Ω
P (x1, t1;x2, t2) dx2 (A.95)
and Bayes theorem can be extended to stochastic processes
P (x1, t2 =
∫
Ω
P (x2, t2|x1, t1)P (x1, t1) dx1 (A.96)
A process if Markov if, for all t1 < t2 < · · · < tn,
P (xn, tn|xn−1, tn−1; . . . ;x1, t1) = P (xn, tn|xn−1, tn−1) (A.97)
this entails that, at any time, the status of the process encodes all the information necessary
to make predictions about its future: it is not necessary to know how the process reached that
status. The Markov property can be chained:
P (x1, t1;x1, t2;x3, t3) = P (x2, t2;x3, t3|x1, t1)P (x1, t2)
= P (x3, t3|x2, t2)P (x2, t2|x1, t1)P (x1, t1)
(A.98)
Finally, it can be shown [19] that Markov processes must satisfy the Chapman-Kolmogorov
equation:
P (x3, t3|x1, t1) =
∫
Ω
P (x3, t3|x2, t2)P (x2, t2|x1, t1) dx2 (A.99)
The characteristics of the Markov process is evidenced by the fact that the probability of the
transition (x1, t1)→ (x2, t2)→ (x3, t3) is the product of the probabilities of the transitions
(x1, t1)→ (x2, t2) and (x2, t2)→ (x3, t3), that is, the two transitions are statistically independent.
A.1.5 Gaussian and Wiener processes
I shall provide here some details on two types of processes of considerable importance for
random walks and diffusion.
A stochastic process X(t) is Gaussian with zero mean if 〈X(t)〉 = 0 and
P (xi, ti) =
√
Aii
2pi
exp
(
−1
2
Aiix
2
)
(A.100)
(Aii > 0). The joint probability P (x1, t1; . . . ;xn, tn) then follows a multivariate Gaussian
distribution
P (x1, t1; . . . ;xn, tn) =
det(A)1/2
(2pi)n/2
exp
−1
2
n∑
i,j=1
xiAijxj
 (A.101)
area restricted search 67
Where A ∈ Rn×n is symmetric (strictly) positive definite. The matrix A is a measure of the
covariance between two variables of the Gaussian process
〈X(ti)X(tj)〉 = (A−1)ij (A.102)
(this is true since we assume zero mean). A process is uncorrelated if 〈X(ti)X(tj)〉 = Dδ(ti − tj),
in which case Aij = D
−1δij.
A Wiener process W is a process in which the variables W (t) are real and with independent
increments W (t2)−W (t1) that follow a Gaussian distribution. That is, they define a conditional
probability
P (w2, t2|w1, t1) = 1
σ
√
2pi(t2 − t1)
exp
[
− (w2 − w1)
2
2σ2(t2 − t1)
]
(A.103)
from which the covariance can be computed
〈(W (t2)− 〈W 〉)(W (t1)− 〈W 〉)〉 = 〈(W (t2)−W (0))(W (t1)−W (0))〉
=
∫ ∞
−∞
(w2 − w0) dw2
∫ ∞
−∞
dw1(w1 − w0)P (w2, t2;w1, t1)
= σ2 min(t1, t2) + w
2
0
(A.104)
From this we get
〈W (t)2〉 = σ2t+ w20 (A.105)
Wiener processes are related to Gaussian processes, in particular to uncorrelated (white)
Gaussian processes. Let X(t) be a Gaussian process with 〈X(t1)X(t2)〉 = σ2δ(t2 − t1), and define a
new stochastic process as the integral of X(t):
Y (t) =
∫ t
0
X(u) du (A.106)
then
〈Y (t2)Y (t1)〉 =
∫ t2
0
du2
∫ t1
0
du1〈X(u1)X(u2)〉
=
∫ t2
0
du2
∫ t1
0
du1δ(u2 − u1)
(A.107)
By the properties of the Dirac function∫ t1
0
du1δ(u2 − u1) =
{
1 0 < u2 < t1
0 otherwise
(A.108)
Then
〈Y (t2)Y(t1)〉 = σ2 min(t2, t1) (A.109)
which coincides with (A.105) for w1 = 0. That is, the integral of a Gaussian process is a
Wiener process.
