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1. INTRODUCTION
Given a group G, let it act on itself by conjugation. Consider the corre-
sponding semi-direct product G ∝ G. Then it is known that G ∝ G is iso-
morphic to a direct product of G with itself. This remarkable phenomenon
is mentioned as an exercise in [1, Exercise 7.10].
In this paper we expand that idea; a plethora of internal structures will
be shown. If x; y ∈ G, the notation xy will be in favour to indicate the el-
ement xyx−1. As it turns out, this notation yields a good optical overview
in technical formulas. The reader should be aware of the fact that some-
times x is expressed like a product of elements of G, and the like for y;
no parentheses are used here (see, for instance, in formula (5)). Other no-
tation is introduced in passim, or is otherwise standard; 1 stands for the
unit element of G; the group operation on G is thought to be a multiplica-
tive one. Sometimes a chain like a; b; c; d; : : : is written to explain and
elucidate some laws for these chains, whereas those laws are also valid for
2-membered chains a; b, simply by deleting the 3rd, 4th, etc., positions.
If in some chain an uninterrupted horizontal bar is printed, it is meant that
either the bar consists solely of coordinates all being equal to 1 (the unit
element of G) or the bar stands for empty (non-existing) positions.
All this, we hope, will be (typographically and mathematically) clear from
the text.
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2. ITERATED GROUP ACTIONS
Let G be a group and let t ≥ 2 be an integer. Consider the set Gt ,
consisting of all t-tuples
a; b; : : :;
where a; b; : : : all run independently through G. Thus, in case G were finite,
the cardinality of Gt equals #Gt . We can equip Gt with an operation like
?, by means of
a; b; c; d; : : : ? a¯; b¯; c¯; d¯; : : :
= (1aa¯; a¯−1bb¯; a¯b¯−1cc¯; a¯b¯c¯−1dd¯; : : : ; 1
where (of course) all letters (with or without upper bars) stand for elements
from G. The typographical mode of expressing formula (1) suggests itself.
To elucidate somehow the internal structure of Gt , we need two lemmas.
Lemma 1. Let f :Gt → Gt be the map defined by
f : a; b; c; d; : : : 7→ 1; ab; c; d; : : :
for all a; b; c; : : : ∈ G. That is, the ith-coordinate remains unchanged for each
i ≥ 3, the 2nd-coordinate of f α) (with α ∈ Gt) equals the ordered product of
the first two coordinates of α, and the 1st coordinate of f β equals 1 for all
β ∈ Gt . Then for all α;β ∈ Gt ,
f α ? f β = f α ? β (2)
holds.
Proof. Let α = a; b; : : : and β = a¯; b¯; : : : be elements of Gt .
Then, as G is a group, it immediately follows from (1) that for i ≥ 3 the
ith-coordinates of the left-hand side and the right-hand side of (2) coin-
cide. The 1st coodinates coincide also (by (1)). As to the 2nd-coordinates,
note that the 2nd-coordinate of f α ? f β equals 1−1ab · a¯b¯, which is
aba¯b¯. And the 2nd-coordinate of f α ? β is that of f aa¯; a¯−1bb¯; : : :
which is equal to aa¯a¯−1ba¯b¯, being equal to aba¯b¯, as G is a group.
The proof of Lemma 1 is complete.
Lemma 2. Let pi:Gt → Gt be a “mixed” projection map described as
follows. When i ≥ 3, the ith-coordinate of piα equals 1 for all α ∈ G. The
first coordinate of α equals that of piα for all α ∈ G. The 2nd-coordinate
of piα is the inverse to the 1st-coordinate of α (according to the given group
law on G). Then
piα ? piβ = piα ? β (3)
for all α;β ∈ Gt .
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Proof. Only the 2nd-coordinates of piα ? piβ and piα ? β require
some considerations; for the other coordinates equality of the left-hand
side and right-hand side of (3) follows trivially from (1). Now, the 2nd-
coordinate of pia; b; : : : ? pia¯; b¯; : : : equals that of a; a−1;— ?
a¯; a¯−1;—, which is equal to a¯−1a−1a¯−1 = a¯−1a−1a¯a¯−1 = aa¯−1, as
G is a group. On the other hand, aa¯; aa¯−1;— = piα ? β.
The proof of Lemma 2 is complete.
Now it is time to prove the first structure theorem of this paper.
Theorem 1. Gt has a group structure under the operation ? given in for-
mula (1).
Proof. The all-one word 1ˇ = 1;—; 1 satisfies
α ? 1ˇ = 1ˇ = 1ˇ ? α
for all α ∈ Gt ; use (1).
The element β = 1a−1; ab−1; abc−1; abcd−1; : : : from Gt has the
property that
a; b; c; d; : : : ? β = 1ˇ = β ? a; b; c; d; : : :
use (1).
Using the notations introduced in Lemmas 1 and 2 it follows from (1),
by direct verification, that for all α ∈ Gt ,
α = piα ? f α:
Now, let α;β; γ ∈ Gt be arbitrary. Then
α ? β ? γ=piα ? β ? γ ? f α ? β ? γ
= piα ? β ? piγ ? f α ? β ? f γ
(by Lemmas 1 and 2)
=piα ? piβ ? piγ ? f α ? f β ? f γ
(by Lemmas 1 and 2)
=piα ? piβ ? piγ ? f α ? f β ? f γ
(see arguments below)
=piα ? piβ ? γ ? f α ? f β ? γ
(by Lemmas 1 and 2)
=piα ? β ? γ ? f α ? β ? γ
=α ? β ? γ:
4
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Therefore Gt is a group under the operation ?, once we know that (4) is
universally true. Indeed, the set piα  α ∈ Gt has a group structure under
the operation ?, whose verification follows immediately from the associative
law of the group G. Further, from (1) one observes that the subset S of Gt ,
defined by
S = 1; b; c; : : :  b; c; : : : running freely through G;
has a group structure under the operation ?, by mathematical induction, as
S “behaves like” Gt−1 under the corresponding (multiplication) operation
on Gt−1; see again (1).
The proof of Theorem 1 is complete.
If α ∈ Gt , we denote by α−1 the inverse element of α in the group Gt
under the operation ?. Now, for α = a; b; c; d; : : : and β = a¯; b¯; c¯; d¯; : : :
from Gt , it holds that
α ? β ? α−1
=

aa¯; aa¯−1aba¯b¯; aba¯b¯−1abca¯b¯c¯; abca¯b¯c¯−1abcda¯b¯c¯d¯; : : :

:
5
We leave the proof of (5) to the reader. Under the notation just introduced,
one is able to derive from (5) the following striking commutation condition.
Theorem 2. The following are equivalent.
(a) α ? β = β ? α;
(b) All the following commutators are trivial; i.e., all are equal to the
unit element 1 of G:
a; a¯; ab; a¯b¯; abc; a¯b¯c¯; abcd; a¯b¯c¯d¯; etc:
The following fixation-procedure is amusing to observe.
Theorem 3. Consider a fixed set of k positions. Call them i1; : : : ; ik. Let
X be the subset of all those elements of Gt all of whose coordinates on the
positions i1; : : : ; ik are equal to 1. Then X is a subgroup of Gt .
Proof. This is clear from (1) and from the structure of the inverse ele-
ment (in Gt) of any α ∈ X. More precisely, if α ∈ X and β ∈ X, then α−1
(and β−1) are elements of X and also αβ ∈ X holds true.
Note that if one “erases” those fixed k positions, as meant in Theorem
3, one is left, if t > k, with a set that behaves like the group Gt−k; see (1).
This observation facilitates doing calculations in a subgroup X of Gt , as in
Theorem 3.
Next we encounter a particular decomposition behaviour of elements in
Gt .
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Theorem 4. Let t ≥ 3. The element a1; a2; : : : ; at ∈ Gt equals the un-
ordered product of the following t elements of Gt ,
a1; a−11 ;—y
all
 —|{z}
i−2 ones
; a1a2 · · · ai−1; a1a2 · · · ai−1−1;—
where i runs through the integers of the closed interval [3, t];
 —|{z}
t−1ones
; a1a2 · · · at:
When t = 2, then a1; a2 = a1; a−11  ? 1; a1a2 = 1; a1a2 ? a1; a−11 
holds for all a1; a2 ∈ G2.
Proof. Note that a1; : : : ; at = a1; a−11 ;— ? 1; a1a2; a3; : : : ; at for
t ≥ 3. The set S = 1; b; c; : : :  b; c : : : running freely through G con-
stitutes a subgroup of Gt isomorphic to Gt−1 in a natural way. Therefore,
by mathematical induction, we maintain that
1; a1a2; a3; : : := 1; a1a2; a1a2−1;—
?1; 1; a1a2a3; a1a2a3−1;—
? · · · ? —; a1a2a3 · · · at−1; a1a2a3 · · · at−1−1
? —|{z}
t−1 ones
; a1a2a3 · · · at:
Since G is a group, the result is clear now, once we know that the sequential
ordering of the t elements of Gt just mentioned is arbitrary. It can be shown
to be true as follows.
Fix i ∈ N with 1 ≤ i ≤ t − 1, and consider Ti = —; ti; t−1i ;—, being that
element of G with a prescribed ti ∈ G on the ith-position; thus consider
T1; : : : ; Tt−1 as such. Using Theorem 2 we see that for 1 ≤ i < j ≤ t − 1, Ti
commutes with a1; a2; : : : if and only if the element ti ∈ G commutes with
the product-element a1a2 · · · ai of G. If we apply this principle on Tj6= Ti,
then the ordered product of the first i coordinates of Tj is always equal to
1. So for i < j,
Ti; Tj = 1 ⇔ 1 ≤ i < j ≤ t − 1:
Also Ti; —; at = 1 holds for all such Ti with 1 ≤ i ≤ t − 1 and for all
at ∈ G, again by Theorem 2. The case t = 2 is easy to verify.
The proof of Theorem 4 is complete.
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Next observe that the subgroup of Gt generated by all elements of Gt of
the shape T1; : : : ; Tt−1 consists precisely of those elements a1; a2; : : : ; at
for which the ordered product a1a2 · · · at is equal to 1. Therefore, we are
now in position to prove our main result, to wit Theorem 5.
Theorem 5. Let i be a fixed integer with 1 ≤ i ≤ t − 1. Consider the set
Xi defined by
Xi = xg  xg = —; g; g−1;—; g ∈ G:
↑
ith position
Then, after observing that the Xi, i = 1; : : : ; t − 1 are subgroups of Gt ,
it follows that the map g 7→ xgy g ∈ G gives rise to an isomorphism of
G onto Xi. We have Xj ∩ Xk = 1ˇ whenever j 6= k. Moreover, the map
g 7−→ —; gy g ∈ G gives rise to an isomorphism of G onto the subgroup
Xt of Gt defined by Xt = —; g  g ∈ G. Henceforth, Theorem 4 shows
that
Gt ∼= G×G× · · · ×G| {z }
t copies
;
in the sense that there exist t pairwise, elementwise commuting (normal) sub-
groups X1; : : :Xt of Gt each isomorphic to G, whose intersection is pairwise
trivial. In addition, notice that for 2 ≤ i ≤ t, Xi ∩
Qi−1
j=1Xj = 1ˇ; i.e., Gt is
the (internal) direct product of those subgroups Xi.
Proof. If 1 ≤ i ≤ t − 1 we will apply (1) on the product of the elements
—; g; g−1;—;
↑
ith position
and
—; h; h−1;—:
↑
ith position
The product equals
—; 1−1gh; h−1g−1h−1;—;
↑
ith position
and so the ith-coordinate equals gh, and the i+ 1th-coordinate equals
h−1g−1h−1, being equal to h−1g−1hh−1 which is gh−1, as has to be
shown. It remains to be shown that —; g ? —; h = —; gh for all g; h ∈
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G. Indeed, (1) gives for the last coordinate the value 1−1gh, which is equal
to gh; the other coordinates of the product are clearly equal to 1. The
remaining assertions of Theorem 5 are easy to prove, and we leave that to
the reader.
Remark. When t = 2, then G2 ∼= G×G was known. The author became
aware of this from reading it as an exercise in [1 Exercise 7.10., p. 97]. He
does not know of older sources than [1], but he suspects they must exist.
One might recognize several semi-direct product structures in Gt , for
instance Gt = K ∝ H, where K = g;—  g ∈ G (whence K ∼= G) and
H = α ∈ Gt  first coordinate of α equals 1. A nice typographical formula
for the corresponding action of K on H can be exhibited by
a;—1; b; c; d; : : : = 1; ab; ac; ad; : : ::
Our next objective is the following. Suppose N is a normal subgroup of
Gt . Then we will show that piiN is a normal subgroup of G, where pii is
the projection map of n onto the ith-coordinate of n, for any n ∈ N .
Let us put it differently.
Theorem 6. Suppose NÅGt . Fix i with 1 ≤ i ≤ t. Consider the map
pii:N → G defined by
pii: a1; a2; : : : ; ai; : : : 7→ ai
for all a1; a2; : : : ; ai; : : : ∈ N . Then the set piiN consisting of all images
under the map pii constitutes a normal subgroup of G.
Proof. When i = 1, it follows almost immediately that piiN is a sub-
group of G; that pi1NÅG follows from (5). On the other hand, it is not
so obvious in case i ≥ 2. First, we show that piiN is a normal subset of
G (i.e., xyx−1 ∈ piiN for all x ∈ G, y ∈ piiN). Second, we show that,
if a; b ∈ piiN, there exists n ∈ N with piin = ab. Finally, we show that
there exists d ∈ N with piid = a−1, if a ∈ piiN.
(a) It follows from (5) that for a1; a2; : : : ; ai; : : : ∈ N the element
aa1; aa2; aa3; : : : ; aai; : : :, being equal to a;—a1; a2; : : : ; ai; : : :,
is an element of N . Thus piiN is a normal subset of G for any i ∈
1; : : : ; t.
(b) Let a˜i ∈ piiN and a¯ ∈ piiN. Thus there exists α ∈ N satisfying
piiα = eai and β ∈ N with β = b1; b2; : : : ; bi−1; ai; : : : for suitable bj ∈
G. Put b = b1b2 · · · bi−1. It holds that(
b−1beaib−1ai = eaiai:
Therefore, following (a) and formula (1), b1; b2;:::; bi−1;—α ? β is an ele-
ment of N whose ith-coordinate equals eaiai.
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(c) Let γ = a1; a2; : : : ; ai; : : : ∈ N . We exhibit a suitable α ∈ Gt
with α ? γ−1 ? α−1 ∈ N satisfying piiα ? γ−1 ? α−1 = a−1i . We have γ−1 =
c1; : : : ; ci−1; ua−1i u−1; : : : for certain cj ∈ G, with u = a1a2 · · · ai−1. De-
note u−1;— by α, and put y = c1c2 · · · ci−1. Then the ith-coordinate of
α ? γ−1 ? α−1 is equal to (u−1
y
−1(u−1
yua−1i u
−1;
and this is nothing else but a−1i . Herewith the proof of Theorem 6 is com-
plete.
Given NÅGt , let us consider the groups piiN once more for each
i ∈ 1; : : : ; t. Then formula (5) reveals that for each i ≥ 2,
piiN ≥ pi1Npi2N · · ·pii−1N;G
holds. Of course, one might reverse this process in the following not too
strong a sense.
Consider 8 = a1; : : : ; at ∈ Gt  ai ∈Mi, where MiÅG for all
i ∈ 1; : : : ; t, and where for each i ≥ 2,
Mi ≥ M1M2 · · ·Mi−1;G
holds. Then we have
Theorem 7. Let M1; : : : ;Mt be normal subgroups of G satisfying Mi ≥
M1 · · ·Mi−1;G for all i ∈ 2; : : : ; t. Then the group 8 (as defined above)
is a normal subgroup of G.
Proof. Take α;β ∈ 8. Then formula (1) together with the assumption
on the groups Mi, reveals that for each i, piiαβ belongs to Mi. The proof
of Theorem 1 shows that for each i the ith-coordinate of α−1 is also an
element of Mi, due to the given assumption. (The same is true for β−1.)
Hence 8 is a subgroup of G. A quick look at formula (5) reveals now that
indeed 8 is a normal subgroup of G.
One might be interested in how to retrieve all normal subgroups of Gt
from the set of all normal subgroups of G. This process has been described
by Miller in [2]. We do not repeat it here.
The above considerations give rise to the following (basic) theorem; we
have not seen it before in this form.
Theorem 8. Suppose that M and N are normal subgroups of G. Let
H = b ∈ G  ∃a ∈ M x ab ∈ N. Then H is a normal subgroup of G. In
fact, H =MN .
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Proof. Suppose a ∈M and b ∈ G are such that ab ∈ N , whence b ∈ H.
Let t ∈ G. Then tat−1tbt−1 = tabt−1 ∈ N . Since tat−1 ∈M , it follows
from the definition of H that tbt−1 is an element of H. Of course, 1 ∈ H.
Suppose b¯ ∈ H. Hence there exists a¯ ∈ M such that a¯b¯ ∈ N . Use the
former element b ∈ H with a ∈M and ab ∈ N . Then
aba¯b−1bb¯ = aba¯b¯ ∈ N (as ab and a¯b¯ both belong to N),
whence bb¯ belongs to H as aba¯b−1 is contained in M . Furthermore,
a−1 ∈ M , and a−1b−1 = a−1ab−1a is an element of N . Thus b−1 ∈ H.
Therefore HÅG. Now assume h ∈ H. Then there exists m ∈ M satisfying
mh ∈ N . So h = m−1mh is an element of MN , by virtue of m−1 ∈ M .
Conversely, let m¯n¯ ∈MN with m¯ ∈M , n¯ ∈ N . Since m¯−1 ∈M , we observe
that m¯n¯ ∈ H, because of m¯−1m¯n¯ ∈ N . Hence indeed H =MN .
The proof of the theorem is complete.
To close with, the reader is referred to the papers [2, 3] and to Isaacs’
book [1] for related relevant results on (normal) subgroups of direct prod-
ucts of groups.
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