Auditory neurons encode stimulus history, which is often modelled using a span of time-delays 14 in a spectro-temporal receptive field (STRF). We propose an alternative model for the encoding 15 of stimulus history, which we apply to extracellular recordings of neurons in the primary 16 auditory cortex of anaesthetized ferrets. For a linear-non-linear STRF model (LN model) to 17 achieve a high level of performance in predicting single unit neural responses to natural sounds 18 in the primary auditory cortex, we found that it is necessary to include time delays going back 19 at least 200 ms in the past. This is an unrealistic time span for biological delay lines. We 20 therefore asked how much of this dependence on stimulus history can instead be explained by 21 dynamical aspects of neurons. We constructed a neural-network model whose output is the 22 weighted sum of units whose responses are determined by a dynamic firing-rate equation. The 23 dynamic aspect performs low-pass filtering on each unit's response, providing an exponentially 24 decaying memory whose time constant is individual to each unit. We find that this dynamic 25 network (DNet) model, when fitted to the neural data using STRFs of only 25 ms duration, can 26 achieve prediction performance on a held-out dataset comparable to the best performing LN 27 model with STRFs of 200 ms duration. These findings suggest that integration due to the 28 membrane time constants or other exponentially-decaying memory processes may underlie 29 linear temporal receptive fields of neurons beyond 25 ms. 30 31 32 AUTHOR SUMMARY 33 The responses of neurons in the primary auditory cortex depend on the recent history of sounds 34 over seconds or less. Typically, this dependence on the past has been modelled by applying a 35 wide span of time delays to the input, although this is likely to be biologically unrealistic. Real 36 3 November 4, 2018 neurons integrate the history of their activity due to the dynamical properties of their cell 37 membranes and other components. We show that a network with a realistically narrow span of 38 delays and with units having dynamic characteristics like those found in neurons, succinctly 39 models neural responses recorded from ferret primary auditory cortex. Because these 40 integrative properties are widespread, our dynamic network provides a basis for modelling 41 responses in other neural systems. 42 43 44 104 Cochleagrams 105
INTRODUCTION 45
The response properties of auditory neurons is commonly described by a spectro-temporal 46 receptive field (STRF) model, which characterizes the linear dependence of the neural response 47 on the sound spectrum at a range of latencies (1-14). A static non-linearity is often applied to 48 the output from the linear STRF -this linear non-linear (LN) model estimates the response 49 properties of neurons significantly better than the linear estimate (15, 16) . While STRF models 50 are somewhat successful in explaining the dependence of neural responses on the past few 51 hundred milliseconds of stimulus history (17), these models do not show how this temporal 52 aspect of receptive fields might be implemented biologically. One naïve possibility is that 53 auditory cortical neurons receive inputs at a range of simple delays spanning out to 200 ms, a 54 direct analogue of STRF models. However, the onset latencies of neurons in the ventral 55 division of the medial geniculate body (18), which provides the primary ascending input to 56 primary auditory cortex (A1) are typically less than 30 ms. This is far less than the duration of 57 stimulus history which influences the responses of A1 neurons. 58 59 November 4, 2018
In this study, we asked how much of the dependence on stimulus history (temporal receptive 60 fields) of neurons in primary auditory cortex can instead be explained by certain simple 61 dynamical aspects of neuronsan approach more consistent with the known biology. To model 62 a neuron's response, we constructed a neural network model whose output is the weighted sum 63 of the responses of multiple units, each of which resembles an LN model. However, the 64 response of each unit of the network was modified in accordance with a dynamic firing-rate 65 equation. This low-pass filters the unit's response (by convolving with an exponential decay 66 impulse response), providing a simple exponentially decaying memory. This integrative 67 characteristic can be related to the capacitance and resistance of nerve cell membranes, and the 68 individual time constant of each unit can be related to the membrane time constant of real 69 neurons (19) . The dynamic aspect of our network can alternatively be interpreted in terms of 70 other neurobiological dynamical phenomena, such as channel-based neural adaptation, short 71 term synaptic plasticity, or recurrent network properties. We found that our biologically-72 motivated dynamical model can accurately capture the temporal receptive fields of neurons 73 without the need for a wide span of latencies of input. 74 75 76
MATERIALS AND METHODS 77
Stimuli 78
Models were fitted to single-unit neural responses of anesthetized ferrets to natural sound 79 stimuli. Altogether, 20 sound clips were presented containing human speech in different 80 languages, other animal vocalizations (e.g. ferret) and environmental sounds (e.g. wind and 81 water). All clips were 5 s long with a sampling rate of 48,828.125 Hz and with root mean square 82 intensity ranging from 75 to 82 dB SPL. 83 5 November 4, 2018 84
Experimental setup and neural responses 85
The electrophysiological data used in this study were taken from a series of experiments used 86 in a previous study by Harper et al. (20) . Briefly, recordings were made from the primary 87 auditory cortical areas, A1 and the anterior auditory field (AAF) of 6 adult pigmented ferrets 88 (5 females and 1 male) under ketamine (5 mg/kg/h) and medetomidine (0.022 mg/kg/h) 89 anaesthesia for 20 repeats of the 20 natural sound clips played in random order. All animal 90 procedures were performed under license from the United Kingdom Home Office and were 91 approved by the local ethical review committee. In total, 56 penetrations resulted in 549 single 92 and multi-units, of which 284 were single units. A single unit was taken for analysis only if its 93 activity was driven by the stimulus according to the noise ratio (see below). For each unit, the 94 number of spikes was counted in each 5 ms time bin and averaged over repeats, to provide a 95 response profile ( ), where t is time, and n is the clip number. The total number of time bins 96 in a clip is T. For simpler notation, we will drop the subscript n, unless we note otherwise. 97
98

Noise ratio 99
The noise ratio was calculated as a measure of how much the response of each unit is dependent 100 on the stimuli (9,21). The noise ratio was measured over all 20 stimuli and 20 repeats. Any unit 101 with a noise ratio > 40 were excluded from the study. Also, only putative single units were 102
used. This resulted in 73 neurons for the study. The models receive the input as a cochleagram, a spectrogram-like transformation of the sound 106 waveform. The cochleagram approximates the spectral filtering performed by the auditory 107 periphery and was calculated as follows (20, 22) . For each sound clip, the amplitude spectrum 108 was measured using 10-ms Hanning windows, overlapping by 5ms. The number of frequency 109 channels was then reduced by weighted summation using overlapping triangular windows to 110 provide 34 log-spaced channels (500 Hz to 22,627 Hz center frequencies, adapted from The free parameters , , , and (also and for the DNet and and for the 250 sDNet) were optimized by minimizing the squared error between (t) and y(t) subject to L1-251 regularization of the weights. Thus, the objective function is given by, 252
Here, n is included to indicate clip number, but was left out of other equations for simplicity. 256
N is the number of clips used in training. 257 258
Parameter estimation 259
All models except for the LN model are fitted by minimizing the objective function with respect 260 to the free parameters using the sum-of-function optimizer algorithm (24). In using this 261 algorithm, we take one clip to be one minibatch. The optimization algorithm requires 262 calculation of the error gradients in respect to each of the parameters. For the NRF model, error 263 gradients are calculated using standard chain rule. For the dynamic models, the process is 264 similar (see below). 265
266
For the network models, before training, the weights were initialized by modified Glorot 267 initialization from a uniform distribution ranging from - From the data for the 20 sound stimuli, 4 were chosen as a test set which was not used during 310 training and cross-validation. The cross-validation set (the remaining 16 stimuli) was used to 311 fit the models using k-fold cross validation, where k = 8. The cross-validation set was randomly 312 divided into a training set of 14 stimuli and a validation set of 2 stimuli. The model was trained 313 on the training set for 18 different values of the hyperparameter λ. A log spaced range of lambda 314 values was used, but with a somewhat lower density at the extremes. For the LN model, the 315 exact values of λ used were: 1.00 x 10 -1 , 2.00 x 10 -2 , 1.17 x 10 -2 , 6.84 x 10 -3 , 4.00 x 10 -3 , 2.34 316
x 10 -3 , 1.37 x 10 -3 , 8.00 x 10 -4 , 4.68 x 10 -4 , 2.74 x 10 -4 , 1.60 x 10 -4 , 9.36 x 10 -5 , 5.41 x 10 -5 , 3.20 317
x 10 -5 , 6.40 x 10 -6 , 1.28 x 10 -6 , 2.56 x 10 -7 , and 5.12 x 10 -8 . For the rest of the models, the values 318 of λ used were: 1.00 x 10 -3 , 2.00 x 10 -4 , 1.17 x 10 -4 , 6.84 x 10 -5 , 4.00 x 10 -5 , 2.34 x 10 -5 , 1.37 x 319 10 -5 , 8.00 x 10 -6 , 4.68 x 10 -6 , 2.74 x 10 -6 , 1.60 x 10 -6 , 9.36 x 10 -7 , 5.41 x 10 -7 , 3.20 x 10 -7 , 6.40 320
x 10 -8 , 1.28 x 10 -8 , 2.56 x 10 -9 , and 5.12 x 10 -10 . For each of the fitted models, neural responses 321 were then predicted for the validation set, and the correlation coefficient between the actual 322 neural responses and the prediction was measured. This process was repeated 8 times for 323 different non-overlapping validation sets. The model was then retrained with the whole cross-324 validation set using the λ value that provided the highest mean correlation coefficient over all 325 8 folds. Next, the retrained network was used to predict the neural responses to the test set. All 326 the correlation coefficients and normalized correlation coefficients shown are for this held out 327 test set, and all the model parameters shown are for the retrained network. 328
To ensure that all models receive the same amount of training data, models with different 329 latency spans of STRFs are provided with exactly the same durations of neural response. The neural response dataset used in this study was recorded from the primary auditory cortical 364 areas, A1 and AAF, of anesthetized ferrets in response to a diverse selection of natural sounds 365 (20 stimuli of 5 s duration), including speech, animal vocalizations and environmental sounds 366 (20, 22) . In total, 73 single-unit neural recordings showed sensitivity to the sound stimuli (see 367 Methods), as measured by their noise ratios, and these were analysed in this study. 368
369
To probe the computations underlying stimulus integration, models were fitted to estimate the 370 neural firing rate (averaged over stimulus repeats) of each neuron as a function of the preceding 371 sound stimulation (Fig 1) . First, for all models, the sound stimuli were pre-processed to 372 generate a spectrogram-like representation (a cochleagram) that approximates the processing 373 that occurs in the cochlea and auditory nerve. Second, using responses to 16 of the natural 374 stimuli, a parameterized model was trained to estimate the firing rate as a function of the 375 preceding cochleagram. After parameters of the models were fitted to the data, their fit quality 376 was tested on a held-out test set composed of the responses to the remaining 4 natural stimuli. 377 
Hidden units with long time constants tend to be more inhibitory 518
We identified the effective HUs with long time constants, i.e., where the value of time constant 519 is greater than the length of the STRF (25 ms). To test whether a relationship exists between 520 the time constant and unit's inhibitory/excitatory nature, we classified the effective HUs of the 521 25-ms DNet model into excitatory or inhibitory using an IE score (see Methods). If the output 522 weight is positive, an IE score of 1 means a unit with entirely excitatory influence and an IE 523 score of -1 means a unit with entirely inhibitory influence. We found that almost all units 524 having large time constants are inhibitory in nature (Fig 7) . 525 compared to the DNet model ( Fig 8C) . As with the DNet model the most effective hidden units 553 are those with longer time constants ( Fig 8D) and units with long time constants are inhibitory 554 in nature ( Fig 8E) . 
