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Abstract
The determination of collision-free shortest paths among growing discs has previ-
ously been studied for discs with fixed growing rates [1, 2, 3]. Here, we study a more
general case of this problem, where: (1) the speeds at which the discs are growing are
polynomial functions of degree β, and (2) the source and destination points are given
as query points. We show how to preprocess the n growing discs so that, for two given
query points s and d, a shortest path from s to d can be found in O(n2 log(βn)) time.
The preprocessing time of our algorithm is O(n2 log n+ k log k) where k is the number
of intersections between the growing discs and the tangent paths (straight line paths
which touch the boundaries of two growing discs). We also prove that k ∈ O(n3β).
1 Introduction
Motion planning is a fundamental problem that arises in a number of application areas in-
cluding robotics, navigation and GIS. Often environments are not static and therefor motion
planning algorithms which account for the dynamic nature of the obstacles attracted interest
in computational geometry (see e.g. [4, 5, 6]).
Path planning in dynamic environments was first studied by adding time as a dimension
to the configuration space [7, 8]. Erdmann and Lozano-Prez [8] proposed a time discretiza-
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tion method to create a sequence of configuration space slices. Each slice represents the
configuration space at a specific time instance. They then solved the path planning problem
in each slice and joined the adjacent solutions to obtain a global solution. in many cases, in
order to plan a path, future trajectories of the moving obstacles are estimated using their
previous velocities [9, 10, 11]. In these methods, when the obstacle trajectories change, the
shortest path may need to be re-planned. This could be a slow and costly operation in highly
dynamic environments. The challenge is increased even further, if the obstacles’ motions are
unpredictable. Overmars and van den Berg [12, 1] modeled such obstacles by discs, that grow
over time. Since the obstacles are located inside the growing discs at any time, the shortest
paths are guaranteed to be collision-free, no matter how often the obstacles change their
velocities in the future. In this model, each disc has a fixed growing velocity which does not
exceed the maximum velocity of the robot. The goal is to find a collision-free time-minimal
path from a source point to a destination point. This problem also finds applications in
dynamic environments where the obstacles can be modeled as growing discs. Furthermore,
in the context of video games, shortest path computations involving growing discs are carried
out to model avoidance of obstacles whose maximum speed is known but not the direction
of their movements.
In this paper, we study the query time-minimal path problem among growing discs
(QTMP for short): Given a point robot r moving with maximum velocity Vmax and a set of
discs D = {C1, ..., Cn}, where the radius of each disc Ci at time t grows with velocity Vi(t)
and Vi(t) < Vmax. Let Vi : T → [0,Vmax) be a polynomial function of degree β. In this
setting, a query consists of a pair (s, d), where s is the source point and d is the destination
point. The problem is to determine a collision-free time-minimal path for a point robot,
from s to d.
Previous work. Previous research focused on time-minimal path problems among grow-
ing discs, when s and d are fixed. Chang et al. [13] proposed an O(n2 log n) time algorithm
for a special problem instance when Vi(t) = 0 (i.e., the discs do not grow). They proved that
their algorithm is computable for arbitrary algebraic inputs. Overmars and van den Berg
[12, 1] gave an O(n3 log n) algorithm for the case where the discs grow with same constant
velocity (Vi(t) = c, for some constant c). They used a 3-dimensional model where the x and
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y axes represent location and the z axis describes time. Then, each disc obstacle is modeled
by a cone which shows the obstacles’ growth over time. In this approach, a z-monotone
shortest path from the source to the destination, consists of straight line segments which are
tangent to pairs of cones and spiral segments on the surface of a cones. The projection of
this path on the xy plane is a time-minimal path between s to d. In [3], Yi et al. improved
this approach and presented an O(n2 log n) time algorithm. They also gave an O(n3 log n)
time algorithm for different but fixed velocity discs (Vi(t) = ci, for some constant ci per disc
Ci). In this method, the tangents between the discs are identified as moving line segments.
By calculating the times at which the endpoints of tangents meet, the collision-free tangents
are identified. Then, a time-minimal path is built from the collision-free tangents. However,
they did not take into account that these endpoints may meet more than once. A summary
of the previous work is presented in Table 1.
Growth rates Velocity functions Time complexity Space Reference
Static discs Vi(t) = Vj(t) = 0 O(n2 log n) O(n2) [13]
Same speed discs Vi(t) = Vj(t) = c O(n3 log n) O(n3) [12, 1]
Same speed discs Vi(t) = Vj(t) = c O(n2 log n) O(n2) [3]
Various speed discs Vi(t) = c and Vj(t) = c′ O(n3 log n) O(n3) [3]
Table 1: Note that c and c′ are constant values where 1 ≤ c, c′ < Vmax.
Contributions. In this paper we present an algorithm for QTMP problem while has
O(n2 log(kn)) query time after O(n2 log n+k log k) preprocessing time, where k is the size of
the arrangements formed by the departure curves1. Not only does the algorithm generalizes
the velocity functions to polynomial of degree β, it also solve the problem in query mode
setting which decreases the time complexity of the existing algorithm [3] for the problem
with different, but constant velocities (when β = 0) by a factor of n. We also establish an
upper bound of O(n3β) for k.
We obtain this result by associating a graph called the adjacency graph1 with the growing
discs. Each edge in the adjacency graph represents a robot’s path, which is collision-free at
some specific time intervals. In the preprocessing phase, we construct some data structures,
1 Refer to Section 2 for the formal definition.
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such that we can quickly determine if a query path is collision-free. Then, we run Dijkstra’s
algorithm to construct a time-minimal path out of the valid paths in the graph. We also fill
the gaps while had been left from previous work. More specifically, our contributions are:
• We derive a sharp upper bound on the number of intersections between departure
curves (Section 3).
• We prove some new properties of time-minimal paths which might be useful for other
studies (Section 2).
• By synchronization of the discs from constants to polynomial, we study a more general
class of motion planning problems.
• We provide a solution which is simple and uses a reduction to a shortest path problem
in graphs, which makes it also easier to implement.
• We design a preprocessing algorithm which allow us to run s and d queries efficiently.
Our query algorithm also decreases the existing time complexity for the different con-
stant velocity discs problem from the previous work [3] by a factor of n.
The remainder of the paper is organized as follows. Section 2 describes the preliminaries,
definitions and notations. Section 3 presents an upper bound for k which affects the time and
space efficiency of our algorithm. The main algorithm for the QTMP problem is described
in Section 4. Finally, in Section 5 we conclude with open problems and future works.
2 Preliminaries
In this section, we formally define the QTMP problem. We also introduce some preliminary
concepts which are essential for the rest of this section.
Given are a point robot r while moves with maximum velocity Vmax > 0 and a set of
growing discs D = {C1, ..., Cn}. A disc Ci is given as a pair (oi, ri(t)), where oi is the center
point and ri(t) is the radius of Ci at time t. Vi(t) is the velocity by which Ci’s radius grows at
time t, where Vi : T → [0,Vmax) is a polynomial function of degree β, such that Vi(t) < Vmax.
The following equation is readily obtained: ri(t) = Vi(t)t+Ri, where Ri is the initial radius
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of Ci at time t = 0. We denote by Ci(t) the boundary of disc Ci at time t. A robot-path
λ between a start point s and a destination point d is given as function λ : [Ts, Td] → IR2,
where λ(t) returns the location of the robot at any time t ∈ [Ts, Td], provided that λ(Ts) = s
and λ(Td) = d. We call Ts departure time and Td arrival time. A path λ intersects disc Ci,
if there exist a time t ∈ [Ts, Td], at which λ(t) returns a point located in the interior of disc
Ci(t). We call a path λ valid (or collision-free) if it does not intersect any of the discs in D ;
otherwise, λ is invalid. Without loss of generality, we assume that for all paths, Ts = 0 in
our algorithms.
Definition 1 A time-minimal path is defined as a valid path with arrival time Td, where
Td is minimized for all valid paths.
The problem of finding a time-minimal path between two query locations s and d is
referred to as Query Time-Minimal Path (QTMP for short) problem. In this section, we
present an algorithm for the QTMP problem.
Definition 2 Two robot-paths λ and λ′ are called aligned paths, if there exists a non-empty
interval [a, b], where a < b and λ(t) = λ′(t) for any t ∈ [a, b].
The following observation is an important property of time-minimal paths as derived in
[1].
Observation 1 On any time-minimal path, the point robot always moves with maximal
velocity of Vmax.
Our approach to solve the QTMP problem involves examining the tangent lines between
the growing discs. A tangent line L between two discs Ci and Cj, is a straight line which
touches the boundaries of the two discs at exactly two points: p ∈ Ci(tp) and q ∈ Cj(tq).
Refer to Figure 1, we define a tangent path l(tp, tq) = pq as a subsegment of L between two
points p and q, where |l(tp, tq)|= Vmax(tq − tp). Note that tq is the arrival time at point q if
the robot departs from p at time tp. Refer to Observation 1, one can determine the arrival
time tq when the departure time tp is given. So, for ease of notation, we denote a tangent
l(tp, tq) by l(tp) when no ambiguity arises.
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Figure 1: This figure illustrates the four tangent paths between two discs Ci and Cj. The
left two figures show the inner tangent paths and the right two show the outer tangent paths.
Note that tp is the departure time and tq is the arrival time where tq > tp.
As illustrated in Figure 1, there are two types of tangents between any pair of discs: those
for which corresponding discs are located on opposite sides of the tangent line, called inner
tangents, and those for which corresponding discs are located on same side of the tangent
line, called outer tangents. Following this definition, each pair of discs has two inner and
two outer tangent paths.
Given two departure times t and t′, where t 6= t′; due to the dynamic nature of the growing
discs, it is observed that for any pair of discs l(t) 6= l(t′). The two (moving) endpoints of
a tangent path, are called Steiner points. The equation which calculated a Steiner point’s
motion is called a departure curve and can be found in Section 3.
Definition 3 A departure curve Dp : T → IR2 is a function specifying the location, Dp(t)
, of Steiner point p at any time t ∈ T .
Let S = ∪1≤i≤n{Si} where Si is a set of Steiner points located on the boundary of disc
Ci. Refer to Figure 2, a spiral path s(tp) is a robot-path where: (1) the robot departs
from Steiner point p ∈ Si at time tp, (2) moves either clockwise or counter-clockwise on the
boundary of disc Ci with speed Vmax and (3) stops when the next Steiner point q ∈ Si is
visited. Like a tangent path, a spiral path is defined as a robot-path between two Steiner
6
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Figure 2: The blue curve illustrates spiral path s = ıpq. The point robots leaves Steiner point
p at time tp, moves clock-wise on the boundary of Ci and and arrives at Steiner point q at
time tq.
points. The main difference between these two path types is that the Steiner points of a
tangent path are located on separate discs, while those of a spiral path are located on the
same disc.
Let us define E as a set of all spiral and tangent paths. Each pq ∈ E represents a robot-
path where the point robot departs from p and moves with the maximal velocity along the
path, until it arrives at q. Note that for a path pq ∈ E and a given departure time τ , there
exists a unique robot-path on the plane. The equation upon which these robot-paths are
calculated can be found in Section 3. In the following, we prove that any time-minimal path
consists only of paths in E .
Lemma 1 A time-minimal path among growing discs is solely composed of tangent and/or
spiral paths.
Proof. Let λ be a time-minimal path. If there exists a collision-free straight line path from
the source to the destination, then λ consists of the straight line between s and t which is a
tangent path. Without loss of generality, assume that λ is a time-minimal path which is not
a (single) straight line. Let λ′ be a sub-path of λ from point p to point q where: (1) p ∈ ∂Ci
and q ∈ ∂Cj, where Ci 6= Cj, (2) λ′ has no contact with the boundary of the discs except at
two points p and q, (3) no disc in D intersects Ci or Cj at points p and q respectively. Refer
to Figure 3 (a) for an example. In the following, we prove: [a] λ′ is a straight line path, [b]
λ′ is tangent to Ci and Cj.
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[a] Assume (by contradiction) that λ′ is not a straight line segment. Then there is a
point o ∈ λ′ such that: (1) no line segment containing o is contained in λ′, (2) o lies in the
interior of free space. Since o does not touch the boundaries of the obstacles, there exists a
ball with a positive radius c centered at o, which is completely contained in free space2. This
is illustrated in Figure 3 (a). Observe that λ′ intersects the boundary of c in (at least) two
points, denoted by x and y. Now, the sub-path of λ′ inside c (which, by the assumption, is
not a straight path), can be shortened by replacing it with the straight line path from x to
y (see Figure 3 (a)). This contradicts the optimality of λ′.
[b] Let λ′ be a straight line segment pq. For simplicity, we first assume Vi,Vj  Vmax,
which implies that discs are static with respect to robot’s motion. Now, assume by contra-
diction that λ′ is not tangent to Cj, refer to Figure 3 (b). Let c be a ball with a positive
radius and centered at point q which intersects no disc other than Cj. Note that some part
of the ball intersects the interior of Cj and the other part, denoted by cˆ, is inside free space.
As illustrated in Figure 3 (b), λ′ intersects c at point x. Let us denote by xu and xu′ the
two tangent lines to disc Cj from point x. Without loss of generality, assume that u
′ appears
before u in clockwise order around the boundary. Thus, it is observed that (u′, q, u) is the
clockwise order of these three points on the boundary. In the following, we show that λ′
can be shortened inside c. Let z and z′ be two points on the boundary of Cj such that: (1)
(u′, z′, q, z, u) is the clockwise order of the points on the boundary, (2) z and z′ are located
inside c. This ensures that q is located inside triangle 4zxz′. Assume, w.l.og, that the
destination point is located outside of 4zxz′. Thus, λ intersects the boundary of 4zxz′ at a
point other than x. Denote this intersection point by y (see Figure 3). The two straight line
paths xz and xz′ are located inside cˆ and are therefore collision-free. Thus, independent on
whether y lies on xz or xz′, the path xy is collision-free. Finally, the sub-path of λ between
x and y, can be shortened by the collision-free straight line path xy. This is a contradiction
to the optimality of λ. Now, in case Vi,Vj 6 Vmax, we set the radius of c small enough
such that it does not intersect any disc other than Cj until the robot has exited the triangle
4zxz′. Thus, paths xz and xz′ are collision-free and therefore xy is collision-free. Again, T
can be shortened by xy which is a contradiction.
2 A ball c is located in free space, if there is a collision-free straight path from its center point to every
point on its boundary.
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Figure 3: For the ease of demonstration, in these figures we assumed Vi,Vj  Vmax.
By [a] and [b], any maximal sub-path of λ that is not in contact with the boundaries of
the discs, is a tangent path. Let pq and p′q′ be two consecutive tangent paths in λ. Then,
we observe that the sub-path of λ between q and p′ is a path on the boundary of a disc
in D . By the definition of spiral paths, this sub-path consist of a sequence of spiral paths.
Therefore, a time-minimal path is a sequence of tangent and/or spiral paths. 2
This property of time-minimal paths allows us to construct a time-minimal path by
finding a sequence of paths in E with minimum total length, as explained in the following.
We construct a directed adjacency graph, G(Vs, Es) as follows. With each Steiner point
v ∈ S we associate a unique vertex in Vs and denote it by v˙. Then, with each path −→uv ∈ E
we associate a unique edge (u˙, v˙) in Es. Since each edge in Es is associated with a path in
E , each path in graph G is associated with a sequence of paths in E . In the following, we
explain how to construct a unique robot-path which is associated with a pair (pi, τ), where
pi is a path in G and a τ is a departure time.
Note that for different departure times, the robot-path associated with edge
−→˙
uv˙ may
be different in shape and length. Let R : Es × T → IR2 be a function where R(−→˙uv˙, τ) is
the robot-path −→uv, when the departure time is τ . Because each robot-path is defined as
a 2D curve on the plane, we can determine its length in constant time by looking up the
corresponding equations in Section 3. For ease of notation, we use e instead of
−→˙
uv˙. In the
following, we denote the length of the path R(e, τ) by |R(e, τ)|.
Let a simple path pi(v1, vh) between two vertices v1, vh ∈ Vs be a finite connected sequence
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Ci(τ1) Cj(τ2)
Cj(τ3)
Ck(τ4)
v1
v2
v3
v4
Figure 4: This figure illustrates the robot-path R(pi(v˙1, v˙4), τ1) = (R((v˙1, v˙2), τ1),
R((v˙2, v˙3), τ2),R((v˙3, v˙4), τ3)), where v˙1, v˙2, v˙3, v˙4 ∈ Vs are vertices associated with Steiner
points v1, v2, v3 and v4, respectively.
of edges in the adjacency graph, denoted by
Ä
(v1, v2), (v2, v3), ..., (vh−1, vh)
ä
, such that no
vertex appears more than once in the sequence. Observe that, since for each pair (e, τ) there
exists a unique robot-path, for each pair (pi, τ) there is a unique robot-path as well. See
Figure 4. For a given path pi(v1, vh) in the graph and a departure time τ1 ≥ 0, the associated
robot-path R(pi(v1, vh), τ1) is defined as a sequence of robot-pathsÄR((v1, v2), τ1),R((v2, v3), τ2), ...,R((vh−1, vh), τh)ä,
where for 1 < i ≤ h we have τi = τi−1 + |R((vi−1,vi),τi−1)|Vmax . The length of this path is calculated
as the summation of its sub-paths:
|R(pi(v1, vh), τ1)|=
h∑
i=1
|R((vi−1, vi), τi))| (A-1)
Recall that an invalid robot-path is a path that intersects some disc Ci. In the following, we
define two special cases for invalid robot-paths.
Definition 4 An invalid robot-path λ = R(e, τ) is blocked if there exist a time t ∈ (τ, τ +
|R(e,τ)|
Vmax ) and a disc Ci, such that λ(t) returns a point located inside Ci(t). For t = τ or
t = τ + |R(e,τ)|Vmax , if λ(t) is inside Ci(t), we say λ is dominated by Ci.
In Section 4.2, we show how to determine if a query path is dominated or blocked. Given
a point x on the plane, we can determine a sequence of discs, intersecting x over time. Since
the discs are growing continuously, if disc Ci intersects x at time t, for any t
′ > t we have
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Figure 5: The intersection sequence corresponding to to edge e = (p, q) is Le = {xt1 , xt2 , xt3}.
x ∈ Ci(t′). Thus, point x may not be part of a valid time-minimal path after time t. To
identify the time interval at which we x is located inside free space, we need to find the first
disc in D which intersects x. To this end, we use the Voronoi diagram of the growing discs as
follows. To identify if a path is dominated (refer to Lemma 7), we first define a partitioning
of the plane as follows.
Definition 5 The Voronoi diagram of growing discs is a partitioning of a plane into
regions {H1, ...,Hn}, such that for any point x ∈ Hi, Ci is the first disc in D that intersects
x, when the discs are growing.
The Voronoi diagram of a set of growing discs is an additively multiplicatively weighted
Voronoi diagram [14, 3]. We use a greedy algorithm proposed in [3] for computing this
Voronoi diagram in O(n2 log n) time. The degree of a Voronoi cell Hi, denoted by deg(Hi),
is the number of Voronoi edges of Hi.
Define Di = ∪p∈Si{Dp} as the set of departure curves originating from disc Ci. In Section
4, we compute the arrangement of these departure curves in O(n log n + ki log ki), where ki
is the number of intersections between the curves in Di.
Definition 6 Define the arrangement size as k =
∑n
i=1 ki.
The arrangement size is the total number of intersections in n arrangements, corre-
sponding to n discs. In Section 3, we compute an upper bound on the arrangement size
by deriving some properties for departure curves. In the following, we show an important
property (Lemma 2) of departure curves which will be used in Section 4.
Given a tangent path ~e = ~pq ∈ E , let Dp ∈ Di be the departure curve of Steiner point
p. Let e ∈ G be the edge corresponding to ~e. We define an intersection sequence Le as a
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sequence of all intersection points between Dp and the departure curves in Di\{Dp}, ordered
by time of intersection. Refer to Figure 5 for an example. The intersection sequence in this
example contains three points: Le = {xt1 , xt2 , xt3}. The three times t1, t2 and t3 are when
Dp intersects other departure curves. Finally, xt1 , xt2 and xt3 specify the locations of the
intersection points at times t1, t2 and t3, respectively.
Define a collection of all intersection sequences and call it intersection set : L = ∪e∈Es{Le}.
In Section 4.1, we construct the intersection set by computing the arrangement of the de-
parture curves.
Observation 2 Given a > 0 and e ∈ Es, let [a, b] be a maximal time interval where for any
t ∈ [a, b], robot-path R(e, τ) is blocked by disc Ch. Then, R(e, a) and R(e, b) are tangents to
Ch.
Proof. This is a consequence of the continuous movements of the robot and the discs. 2
Lemma 2 For a > 0 and e ∈ Es, let [a, b] be a maximal time interval where for any t ∈ [a, b],
R(e, τ) is blocked by disc Ci. Then, we have Dp(a), Dp(b) ∈ Le.
Proof. Let R(e, a) be a tangent path from Ci to Cj. By Observation 2, R(e, a) is also
tangent to a third disc Ch. Thus, there is a tangent path between Ci and Ch which is aligned
(refer to Definition 2) with R(e, a) (see Figure 6 for an example). Let this tangent path be
denoted by R(e′, a). This means that R(e, a) and R(e′, a) are originating from the same
point. Let e = (p, q) and e′ = (p′, q′). Thus, we have Dp(a) = Dp′(a), which by the defini-
tion, represents an intersection point between Dp and Dp′ . So, we have Dp(a) ∈ Le. Using
a similar argument, we can prove that Dp(b) ∈ Le. 2
For a given edge e ∈ Es, a maximally blocked interval (MBI) is a maximal time interval
I where for any τ ∈ I, robot-path R(e, τ) is blocked. Let us define a blocked sequence
Be = {I1, ..., Ih} as all MBIs corresponding to edge e, sorted by their lower end points. Note
that MBIs in Be are non-intersecting intervals. We define the blocked set as B = ∪e∈Es{Be}.
In Section 4.1, we compute the blocked set as part of the preprocessing of Algorithm 3. In
12
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Figure 6: This figure illustrates two aligned robot-paths R(e, t) and R(e′, t) at time t where
Dp˙(t) = Dp˙′(t).
the Algorithm, we use B to determine quickly if a query robot-path R(e, τ) is blocked in the
algorithm.
3 Upper Bound on k
In this section, we provide an upper bound on the number of intersection points between the
departure curves (the arrangement size). Lemma 2 proved that for each MBI, there are two
distinct points in the intersection set associated with the two ends of the interval. In Section
4, we show the number of MBIs is not larger than the arrangement size. Since the validity
of query robot-paths is carried out by searching on a list of MBIs (Section 4.2), a bound on
arrangement size directly impacts on the time complexity of our preprocessing and query
algorithms. Thus, we are interested in finding an upper bound on k. Let us first derive some
formulas for the departure curves.
The equations of the departure curves are most conveniently carried out in polar coordi-
nates. Hence, we define a polar coordinate system as follows. A disc Ci ∈ D is denoted by a
pair (oi, ri(t)), where oi is the center point and ri(t) is the radius of Ci at time t. Locate the
polar reference point at oi. Now, a point b in the plane is uniquely identified by a pair (r, θ),
where r is the Euclidean distance of point b from the origin and θ is the angle between the
positive horizontal axis and the line segment oib in counter clockwise direction. A departure
curve is the location of a Steiner point over time. We express the departure curve formula
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of a Steiner point p ∈ ∂Ci by (ri(t), θp(t)) in polar coordinates, where ri(t) is the radius of
disc Ci at time t and θp(t) is the polar angle of p at time t. In the following, we derive the
formula for θp(t).
As illustrated in Figure 7; let l be a tangent path starting from Steiner point p ∈ ∂Ci
and arriving at Steiner point q ∈ ∂Cj, where Ci 6= Cj. Recall that for a given departure time
t, l(t) is a robot-path, when the robot leaves p at time t. Define a function δp : T → [0, 2pi),
where δp(t) is the angle between the line segments oioj and oip, at time t. Let θij be the
(constant) angle of segment oioj with respect to the horizontal line through oi. Let L be
the line through oi and oj and directed from oi to oj. Then, L divides the plane into two
regions: left half-plane and right half-plane. We obtain:
θp(t) =
 θij + δp(t) if p is located in the left half-planeθij − δp(t) if p is located in the right half-plane (A-2)
As in Figure 7, let oic be a parallel segment to l(t) where |l(t)|= |oic|. Now, consider the
triangle T = 4oiojc. Since l(t) is tangent to disc Cj, it is observed that ojc is perpendicular to
the segments oic and l(t). Therefore, ]c is a right angle and T is a right triangle consequently.
Now, we obtain the following equation:
sin(δp(t)) =
|l(t)|
|oioj|
δp(t) = arcsin(
|l(t)|
|oioj|) (A-3)
Then, using Pythagorean theorem we have: |l(t)|=
»
|oioj|2−|ojc|2. Note that when l(t)
is an inner tangent, we have |ojc|= ri(t) + rj(t′) and when l(t) is an outer tangent, we have
|ojc|= |ri(t)− rj(t′)|, where t′ = t+ |l(t)|Vmax (see Figure 7). Therefore:
|l(t)|=

…
|oioj|2−
Ä
ri(t) + rj(t+
|l(t)|
Vmax )
ä2
if pq is an inner tangent,…
|oioj|2−
Ä
ri(t)− rj(t+ |l(t)|Vmax )
ä2
if pq is an outer tangent
(A-4)
In the above equation, we replace ri(t) and rj(t
′) with Vi(t)t + Ri and Vj(t′)t′ + Rj
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Figure 7: (a) The inner tangent is denoted by l(t), where we have |ojc|= ri(t) + rj(t′). (b)
The outer tangent is denoted by l(t), where |ojc|= |ri(t)−rj(t′)|. In both (a) and (b) 4oicoj
is a right triangle.
respectively, where t′ = t+ |l(t)|Vmax . Then, we isolate |l(t)| as follows3.
3In order to simplify Equation A-5, we replaced Vi(t), Vj(t), Vmax and |oioj | with Vi, Vj , Vr, and L,
respectively.
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|l(t)|=

VrVj(Vjt+Rj+Vit+Ri)+
√
V 2r
Ä
−L2V 2j +V 2r
Ä
L2+(Vit+Ri+Vjt+Rj)2
ää
(V 2r −V 2j )
if pq is an inner tangent,
VrVj(Vjt+Rj−Vit−Ri)+
√
V 2r
Ä
−L2V 2j +V 2r
Ä
L2+(Vit+Ri−Vjt−Rj)2
ää
(V 2r −V 2j )
if pq is an outer tangent,
(A-5)
Since Vi(t) and Vj(t) are polynomial functions of degree β, we can observe the following
property in the above formula
Property 1 The equation for |l(t)| can be expressed as a polynomial division f(t)+
√
h(t)
g(t)
in
which we can derive the following properties:
• (P1) f(t) is a polynomials of degree 2β + 1.
• (P1) g(t) is a polynomials of degree 2β.
• (P2) h(t) is a polynomial of degree 4β + 2.
• (P3) g(t) > 0.
Now that we established the formula for |l(t)|, we use Equation A-3 to explain the case
when two departure curves intersect. Let Dp and Dp′ be two departure curves where lij = pq
and lik = p
′q′. By the definition, Dp intersects Dp′ at time t, only if Dp(t) = Dp′(t), and
consequently θp(t) = θp′(t). By Equations A-3 and A-2, we have:
arcsin(
|lij(t)|
|oioj| ) + θij = arcsin(
|lik(t)|
|oiok| ) + θik (A-6)
Note that |oioj|, |oiok|, θij and θik are constant values. To simplify the above equation, we
assume θij = θik and |oioj|= |oiok|. Since arcsin is strictly increasing function, we have the
following.
|lij(t)| = |lik(t)|
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By Property 1, both |lij(t)| and |lik(t)| are divisions of the form f(t)+
√
h(t)
g(t)
where f(t), g(t)
and h(t) are polynomials. If |lij(t)|= f1(t)+
√
h1(t)
g1(t)
and |lik(t)|= f2(t)+
√
h2(t)
g2(t)
, then
f1(t)g2(t) +
»
h1(t)g2(t)− f2(t)g1(t)−
»
h2(t)g1(t) = 0
where g2(t), g2(t) > 0. We eliminate the radicals of the formula by squaring the equation
twice, which results in the following:ÇÄ
f1(t)g2(t)− f2(t)g1(t)
ä2 − g21(t)h2(t)− g22(t)h1(t)
2g1(t)g2(t)
å2
− h1(t)h2(t) = 0
Observe that this is a polynomial of degree 16β + 8. So, there are at most 16β + 8 distinct
values for t such that |lij(t)| = |lik(t)|. This implies that the two departure curves Dp(t)
and Dp′(t) may intersect O(β) times. Since there are n departure curves in Di, the number
of intersections in the arrangements of Di is of order O(n2β). Thus, the total number of
intersection points in all arrangements (i.e., the arrangement size) is O(n3β).
Corollary 1 The arrangement size is upper bounded by O(n3β).
4 Time-Minimal Path Algorithm
In this section, we present the algorithm to answer time-minimal path queries among growing
discs. We first discuss the preprocessing algorithm which runs in O(n2 log n+ k log k) time,
where n is the number of discs in D and k is the arrangement size. For a pair of query points
s and d, our algorithm computes a time-minimal path from s to d among the growing discs
in O(n2 log(kn)) time. The query time could substantially reduce the running time since
k ∈ O(n3β). We achieve our result by constructing data structures, so that we determine if
query path is valid efficiently. We establish this claim in Lemmas 6 and 7.
4.1 Preprocessing
In this section, we preprocess the departure curves using a data structure, designed such that
given an edge e ∈ Es and its associated query robot-path λ, we can quickly determine if λ is
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blocked. In Section 2, we called this data structure the blocked set, which is the collection
of all blocked sequences.
We construct the blocked set B in two steps. First, we construct the intersection set
L, by computing the arrangement of departure curves. Second, we run Algorithm 1, whose
inputs are the adjacency graph G and the intersection set L, and its output is B.
To compute the arrangement of departure curves, we employ the Bentley-Ottmann
sweepline algorithm [15]. The main idea of their algorithm is to move a vertical sweep-
line from left to right across the plane, intersecting the input objects sequentially. The input
objects of this algorithm must satisfy the following three properties:
• (P1) Any vertical line intersects each object exactly once.
• (P2) For any pair of objects intersecting the same vertical line we can determine which
is above the other one at constant cost.
• (P3) Given two objects, it is possible to compute their leftmost intersection point (if
they have any), after some fixed vertical line.
In the following lemma we propose a modified version of the Bentley-Ottmann algorithm
to compute the arrangement of departure curves of disc Ci. This is an important part the
preprocessing computations (Line 3 of Algorithm 2). The idea is to use a circle sweep instead
of the vertical line-sweep. A circle sweep ζ is defined as a circle which sweeps the plane by
continuously growing starting from Ci’s center point (see Figure 8 for an example).
Lemma 3 Intersection set L can be computed in O(n2 log n + k log k) time, where k is the
arrangement size (the total number of intersection points in all arrangements).
Proof. Let Di be a set of departure curves originating from disc Ci. We first compute
the arrangement of departure curves in Di. In order to achieve this, we adopt the Bentley-
Ottmann paradigm. We prove that the departure curves meet the three properties of input
objects in Bentley-Ottmann algorithm, when we use a circle sweep instead of a vertical
sweep:
• (P1) A fixed circle sweep intersects each departure curve in Di exactly once.
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Ci(0)
ζ ζ
Figure 8: Circle sweep ζ grows outwards from the center point of disc Ci and sweeps the
departure curves.
• (P2) Let Dp, Dq ∈ Di be two departure curves intersecting a fixed circle sweep ζ. Let
Dp and Dq intersect ζ at points p and q, respectively. Then, we can determine the
clock-wise order in which p and q appear on the boundary of the circle sweep.
• (P3) Given two departure curves in Di, it is possible to compute their closest intersec-
tion point (if they have any) to some fixed circle sweep.
We prove Property 1 by contradiction. Assume a fixed circle sweep intersects a departure
curve Dp at two points Dp(t1) and Dp(t2) where t1 < t2. Observe that Dp(t1) and Dp(t2) lie
at an equal distance from the center point. Thus, the radius of Ci is equal at two times t1
and t2: ri(t1) = ri(t2). This is a contradiction since we assumed that the discs are growing
constantly.
Property 2 is established straightforwardly by applying Equation A-2, in which, for two
given departure curves Dp, Dq ∈ Di and a time t, the polar angles θp(t) and θq(t) are provided.
Thus, the clockwise order of the intersection points on the boundary of ζ can be found using
the polar angles.
In order to prove Property 3, we first use Equation A-6 to compute the intersection
point(s) of two given departure curves Dp, Dq ∈ Di. Then, we sort them based on their
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distances to Ci’s center in O(k
′ log k′), where k′ is the number of intersections. Since we
repeat this procedure for every pair of intersecting departure curves, the time complexity is
O(ki log ki), with ki being the number of intersections among the departure curves in Di.
Following the analysis of the Bentley-Ottmann plane sweep paradigm [15], our algorithm
runs in O(n log n + ki log ki) time. We run this algorithm once for each disc to compute
n arrangements corresponding to n discs. Thus, the total running time of computing all
arrangements is O(n2 log n + k log k), where k =
∑n
i=1 ki. After finding the arrangements,
sorting the intersecting points corresponding to each departure curve is straightforward.
Thus, the intersection set L can be computed in O(n2 log n+ k log k) time. 2
Recall that each blocked sequence Be ∈ B, contains all the maximal intervals [a, b] such
that for any τ ∈ [a, b], robot-path R(e, τ) is blocked. Now, simply observe that, by perform-
ing a binary search for τ in Be, we can determine in logarithmic time if R(e, τ) is blocked.
Next, we present Algorithm 1, which computes the blocked set B.
Algorithm 1 starts by creating a list of discs, denoted by C, which intersects path R(e, 0).
Then, we update this list throughout the algorithm, so that, for a given departure time t
(in line 6), set C contains all discs intersecting R(e, t). Trivially, if C is not empty at time t,
then R(e, t) is blocked, and vice-versa. This algorithm is explained in more detail in Lemma
4.
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Algorithm 1 BlockedSet(G,L)
Input: The adjacency graph G(Vs, Es) and intersection sets L = ∪e∈S{Lp}.
Output: Blocked set B = ∪e∈Es{Be}
1: initialize B = {∅}
2: for each edge e = (p˙, q˙) ∈ Es do
. p˙, q˙ ∈ Vs are vertices associated to Steiner points p and q.
3: initialize Be = {∅}, low = 0 and high = 0
4: let C be a list of discs that intersect R(e, 0)
. R(e, 0) is the robot-path of ~e, when the departure time is 0.
5: while j ≤ h do . Le = {Dp(t1), ..., Dp(th)} is the intersection sequence of p.
6: pop point Dp(tj) from Le . Note that tj < tj+1
7: let Dp(tj) be an intersection point between Dp and Dp′
8: let e′ = (p˙′, q˙′) . p˙′, q˙′ ∈ Vs are vertices associated to Steiner points p′ and q′.
9: if |R(e′, t)|< |R(e, t)| then . R(e, t) and R(e′, t) are matching paths.
10: let q′ ∈ ∂Cu . If Cu ∈ C, then for some  > 0, R(e, t− ) intersects Cu.
11: if Cu ∈ C then
12: remove Cu from C
13: high = t
14: if C is empty then
. If C is empty, then for some  > 0, R(e, t+ ) is not blocked.
15: insert [low, high] to Be
16: else
17: if C is empty then
. If C is empty, then for some  > 0, R(e, t− ) was not blocked.
18: low = t
19: add Cu to C
20: add Be to B.
21: return B
Lemma 4 Algorithm 1 computes the blocked set correctly.
Proof. Before the main loop (lines 5-19) of the algorithm, in line 4, C is defined as a list
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of discs that intersect R(e, τ = 0). Since R(e, τ > 0) may intersect a different set of discs
than R(e, τ = 0), the algorithm updates C in each iteration accordingly. So, we first prove
the following loop invariant for the main loop:
At the beginning of each iteration, set C contains all discs that intersect the robot-
path R(e, t).
The invariant holds the first time line 5 has already been executed, since at time t = 0,
set C is already calculated (in line 4) and contains all discs that intersect R(e, τ = 0). Now,
assume the invariant holds for the jth iteration. By Observation 2, for a maximal time
interval [a, b] where R(e, τ ∈ [a, b]) intersects a disc Ci, R(e, a) and R(e, b) are tangents to
disc Ci. Thus, to update set C, it suffices to look at the events when R(e, τ) is tangent to a
disc in D . In line 10, the disc which is tangent to path R(e, τ) is identified. Next, if Cu ∈ C,
in line 12 Cu is removed from C. If Cu 6∈ C, then Cu is added to C in line 20. Thus, at the
beginning of the (j + 1)th iteration C contains the discs in D that intersect R(e, τ = t).
Next, let [a, b] be a maximally blocked interval corresponding to edge e. By Lemma 2,
there exist Dp(tm1 = a), Dp(tm2 = b) ∈ Le. In the following, we show that interval [low, high]
is added to Be when low = a and high = b.
Assume a > 0. Because [a, b] is a maximal blocked interval, there exist an interval
[a− , a), for some  > 0, such that for any τ ∈ [a− , a), robot-path R(e, τ) is not blocked.
Now, consider the mth1 iteration, when point Dp(tm1 = a) is removed from the list Le (line
6). At the beginning of this iteration, because [a − , a) is a non-blocked interval, by the
loop invariant, C is empty. Thus, line 18 is executed and we have low = a. In case a = 0,
R(e, 0) intersects some disc(s) and C is not empty at the beginning of the iterations. Thus,
we have low = a = 0 in any loop before the mth1 iteration.
On the other hand, since [a, b] is a maximally blocked interval, there exist an ′ > 0
such that: (a) for any τ ∈ [b− ′, b], robot-path R(e, τ) intersects some disc Cu, (b) for any
τ ∈ (b, b + ′], robot-path R(e, τ) is not blocked. First, since Cu is tangent to robot-path
R(e, b), it is easily seen that in line 9 we have |R(e′, b)|< |R(e, b)|. Now consider the m2th
iteration when Dp(tm′ = b) is popped out of Le (line 6). By statement (a), Cu ∈ C and by
(b), C becomes empty after removing Cu (line 12). So, line is executed and high = b.
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Since [a, b] is a blocked interval, C is non-empty at any iteration between the mth1 and
m2
th iterations. Therefore, when high = b we also have low = a. In this iteration, line 19 is
executed and [low, high] is added to Be. 2
Lemma 5 Algorithm 1 runs in O(n2 + k) time.
Proof. The algorithm is iterated until all n2 tangent paths have been processed. In each
iteration, the while loop, starting at 5, is executed |Lp| times. Since the total number of
points in all intersection sequences (i.e. the arrangement size) is k, the while loop executes
k times. Since Lp is given as a sorted list, finding Dp(t) with the minimum time t in line 6
can be done in constant time. Thus, the time complexity of the algorithm is O(n2 + k). 2
In Algorithm 2, we summarize the steps of the preprocessing. As explained in Section 2,
we compute the Steiner points, tangent lines and adjacency graph in O(n2) time. By Lemma
3, the intersection set L can be computed in O(n2 log n+ k log k). By Lemma 5, the blocked
set B is computed in O(n2 + k log k). Finally, the Voronoi diagram H (refer to Definition 5),
can be computed in O(n2 log n) time using the algorithm proposed in [3].
Algorithm 2 Preprocessing
Input: A set of growing discs D .
Output: Blocked set B and Voronoi Diagram H.
1: find the tangent lines and Steiner points . O(n2)
2: construct the adjacency graph G . O(n2)
3: compute the intersection set L . O(n2 log n+ k log k)
4: B = BlockedSet(G,L) . O(n2 + k log k)
5: compute the Voronoi Diagram H . O(n2 log n)
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4.2 Query Time-Minimal Path Algorithm
In this section, we present an algorithm to compute a valid time-minimal path among growing
discs from a query source point s to a query destination point d. We assume that the
preprocessing is done as per Algorithm 2. First, we determine if a given query path R(e, τ)
is valid. By Definition 4, an invalid robot-path is either dominated or blocked. We show
how to determine the validity of a query robot-path in Lemmas 6 and 7. Then, we define a
weight function for which the inputs are e and τ , and the output is the length of the path
R(e, τ) if it is valid, and ∞ otherwise. Next, we run Dijkstra’s algorithm where it measures
the distance between two vertices using our customized weight function (refer to Algorithm
3). In Lemma 8 we prove that our 'modified' Dijkstra’s algorithm produces a time-minimal
path.
Lemma 6 For a given edge e ∈ Es and a departure time τ , we can determine if R(e, τ) is
blocked in O(log k) time.
Proof. The elements in Be are non-intersecting time intervals sorted by their lower end-
points. Thus, by performing a binary search we can determine in O(log k) time if τ belongs
to an interval in Be or not. 2
In the following, we show how to determine if a path is dominated using the Voronoi
diagram of growing discs. Recall that deg(Hi) is the number of edges of Voronoi cell Hi
Lemma 7 Let e ∈ Es be the associated edge of path pq ∈ E, where p ∈ ∂Ci and q ∈ ∂Cj. For
a given departure time τ , we can determine if R(e, τ) is dominated in O(deg(Hi)+deg(Hj))
time.
Proof. Let R(e, τ) be a robot-path dominated by disc Cm. By Definition 4, we have
Dp(τ) ∈ Cm(τ) (or Dq(τ + |R(e,τ)|Vmax ) ∈ Cm(τ +
|R(e,τ)|
Vmax )). Let Hi be the Voronoi cell corre-
sponding to disc Ci. Since Dp(τ) is located inside Cm(τ) and on the boundary of Ci(τ), Cm
intersects Dp(τ) before Ci. Thus, by Definition 5, we have Dp(τ) 6∈ Hi. Using a similar
argument, R(e, τ) is dominated also when Dq(τ + |R(e,τ)|Vmax ) 6∈ Hj. Thus, to check if R(e, τ) is
dominated, it suffices to perform a point location algorithm [16] on Voronoi cells Hi and Hj
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to determine if Dp(τ) 6∈ Hi or Dq(τ + |R(e,τ)|Vmax ) 6∈ Hj. The point location procedure runs in
O(deg(Hi) + deg(Hj)) [16], where deg(Hi) and deg(Hj) are the number of edges of Voronoi
cells Hi and Hj. 2
To simplify the description of our QTMP algorithm, we let the two query points s and
d be two discs with zero radius and zero velocities and add them to D . Denote the new set
by D = D ∪ {s, d}. Then, the problem is to find a query time-minimal path from disc s to
disc d. As discussed in Section 2, we can calculate the tangent paths origination from s or
ending at d, in linear time. Denote these tangent paths by E . Let G = (Vs ∪ Vs, Es ∪Es) be
the adjacency graph corresponding to set D , where Es and Vs are the (new) edges and the
vertices associated with the tangent paths in E .
From Lemmas 6 and 7, it follows that for a given edge e ∈ Es and departure time τ ,
we can determine in O(log k + deg(Hi) + deg(Hj)) time if robot-path R(e, τ) is valid . Also
note that for each edge e ∈ Es the validity of path R(e, τ) can be determined by simply
comparing the robot-path against the discs in D in O(n) time.
Now, we define the weight function W : Es ∪Es × T → IR+, where W(e, τ) is the length
of the robot-path R(e, τ) if it is valid, and ∞ otherwise:
W(e, τ) =
 |R(e, τ)| if R(e, τ) is valid∞ if R(e, τ) is invalid (A-7)
We assign ∞ weight to the invalid robot-paths specifically to stop our algorithm from in-
cluding them in the final answer.
Using the weight function and the adjacency graph G, we devise Algorithm 3 to find a
query time-minimal path among growing discs, from some start configuration s to a goal
configuration d. In line 4 of this algorithm, we run Dijkstra’s single source shortest-path
algorithm [17] on G, where the weight of each edge is defined as follows. Let e = (u, v) be an
edge in G, where the minimum collision-free distance from s to u, denoted by dist(u), has
already been calculated. Then, we define the weight of edge e as W(e, dist(u)Vmax ), where
dist(u)
Vmax
is the departure time at vertex u. In Lemma 8, we prove that the output of this algorithm
is a valid time-minimal path.
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Algorithm 3 Query Time-Minimal Path Algorithm
Input: Query points s and d, adjacency graph G and blocked set B.
Output: A collision free time-minimal path from s to d.
1: let D = D ∪ {s, d}, where s and d are two discs with zero radius and zero velocities
2: construct the adjacency graph G corresponding to set D
3: assign weight function W to the edges in G
4: let pi(s, d) be the shortest path reported by Dijkstra’s algorithm
5: return R(pi(s, d), 0)
Lemma 8 Algorithm 3 computes a time-minimal path from s to d.
Proof. We wish to show that if there exists a feasible solution, Algorithm 3 returns a
time-minimal path. Let λ be robot-path reported by the algorithm, where |λ| represents its
length. By contradiction, we assume there exists a collision free time-minimal path λ∗, where
|λ∗|< |λ|. By Lemma 1, we can represent λ∗ by a sequence of sub-paths Äs1, ..., shä ⊆ E . Note
that, for each tangent or spiral path in E , there exist an associated edge in the adjacency
graph. Thus, for the robot-path λ∗ =
Ä
s1, ..., sh
ä
, there is a path in the graph, namely
pi =
Ä
e1, e2..., eh
ä
, where each edge ei ∈ pi is associated with si ∈ λ∗. Let ei = (vi−1, vi),
where v0 = s and vh = d. Since λ
∗ is a valid robot-path, by Equations A-1 and A-7, the
weight of path pi is Wh =
∑h
i=1 |R(ei, τi))|, where τi = τi−1 + |R(ei,τi)|Vmax and τ1 = 0. Now, for a
given vertex vj, let dist(vj) be the distance from v0 (the source) to vj, reported by Dijkstra’s
algorithm (line 4). According to our assumption,
Wh < dist(vh) = |λ|.
By the definition, we have dist(vh) < dist(vh−1) + |R(eh, τh)|. Thus,
Wh = Wh−1 + |R(eh, τh)|
< dist(vh)
< dist(vh−1) + |R(eh, τh)|.
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So, we have
Wh−1 < dist(vh−1).
Inductively we can generalize this inequality for every vertex vi where 1 ≤ i ≤ h: Wi <
dist(vi). Therefore, we have W1 < dist(v1), which is a contradiction because W1 = dist(v1) =
|R(e1, τ1)|. 2
Lemma 9 Algorithm 3 runs in O(n2 log(kn)) time.
Proof. Because Dijkstra’s algorithm processes each edge at most once, there are O(n2) total
calls to the weight function in line 4 of the algorithm. Refer to Equation A-7, computing
a weight value W(e, τ) requires determining if R(e, τ) is a valid path. We consider two
cases: (1) if e ∈ Es, by Lemmas 6 and 7, the validity of a robot-path can be determined in
O(log k + deg(Hi) + deg(Hj)) time. Thus, the total time complexity for validating edges in
Es (in line 4) is O(n
2 log k + 2n
∑n
i=0 deg(Hi)), which is equivalent to O(n2 log k + n2). (2)
if e ∈ Es then the validity of R(e, τ) is determined in O(n) by comparing the robot-path
with every disc in D . Since there are O(n) edges in Es, the total time complexity is equal
to O(n2).
Since Dijkstra’s algorithm runs in O(n2 log n) time, the time complexity of Algorithm 3
is O(n2(log k + log n)) = O(n2 log(kn)). 2
Theorem 1 The query time-minimal path problem among growing discs can be solved in
O(n2 log(kn)) time, after O(n2 log n+ k log k) preprocessing time, where k = O(n3β).
Proof. This is a direct consequence of Lemma 9 and Property 1. 2
5 Concluding Remarks
In this section, we studied the time-minimal path problem among growing discs. We pre-
sented an algorithm with an O(n2 log(kn)) query time after O(n2 log n+k log k) preprocessing
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time, where n is the number of discs and k is the arrangement size. The best known algo-
rithm for the restricted shortest path problem with static discs obstacles (when Vi(t) = 0)
[13], runs in O(n2 log(kn)) time which matches the time complexity of our algorithm when β
(the degree of the velocity functions) is constant (k = O(n)). We leave as an open problem
to find an improved algorithm which solves QTMP in O(n2 log n). It is also interesting to
modify our algorithm to solve the time-minimal path problem among shrinking discs. This
can not be achieved only by negating the weight function. Note that since the robot may
wait for some disc(s) to shrink, Observation 1 is not valid anymore. Another open problem
is to determine a time-minimal path among a set of discs D = {C1, ..., Cn} where each disc
Ci either grows or shrinks with velocity Vi(t).
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