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Abstract
The fractional Laplacian (−∆)α/2 is the prototypical non-local elliptic operator.
While analytical theory has been advanced and understood for some time, there remain
many open problems in the numerical analysis of the operator. In this article, we study
several different finite difference discretisations of the fractional Laplacian on uniform
grids in one dimension that takes the same form. Many properties can be compared
and summarised in this relatively simple setting, to tackle more important questions
like the nonlocality, singularity and flat tails common in practical implementations.
The accuracy and the asymptotic behaviours of the methods are also studied, together
with treatment of the far field boundary conditions, providing a unified perspective on
the further development of the scheme in higher dimensions.
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1 Introduction
Anomalous diffusion is a phenomenon of current interest, occurring in various physical sys-
tems [25] as well as in financial modelling [39, 55, 40]. In this article, we focus on the
numerical approximations of the fractional Laplacian, the prototypical nonlocal operator
intimately related to anomalous diffusion. In the whole space Rn, the fractional Laplacian
of order α ∈ (0, 2) can be defined in several equivalent ways [35, 48, 53]. Two of the most
common ones are given by the Fourier transform
F [(−∆)α/2u](ξ) = |ξ|αF [u](ξ). (1)
and by the singular integral
(−∆)α/2u(x) = Cn,α
∫
Rn
u(x)− u(y)
|x− y|n+α dy, (2)
where the constant coefficient Cn,α is given by
Cn,α =
α2α−1Γ
(
α+n
2
)
pin/2Γ
(
2−α
2
) , (3)
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and Γ(t) =
∫∞
0
st−1e−sds is the Gamma function. Using the symmetric combination of two
one-sided fractional derivatives [41, 43, 44, 45], the Fractional Laplacian in one dimension
can be written as
(−∆)α/2u(x) = −∞D
α
xu(x) + xD
α
∞u(x)
2 cos(αpi/2)
, α 6= 1. (4)
Based on tools from functional calculus, the fractional Laplacian (more generally the frac-
tional power of positive operators) can be represented as
(−∆)α/2u = 1
Γ(−α
2
)
∫ ∞
0
(es∆u− u)s−1−α/2 ds. (5)
Over the past decade, many important theoretical results of differential equations with the
fractional Laplacian are established by building upon the definition using α-harmonic exten-
sion proposed by Caffarelli and Silvestre [9].
All the previous definitions are equivalent in the whole space [34], at least when the
operator is applied to proper classes of functions that decay fast enough at infinity. However,
on bounded domains there are many non-equivalent definitions, according to the particular
boundary conditions used. For this reason, the focus of the finite difference methods here
is on the whole space, allowing a unified treatment of viewing many existing schemes and
deriving new schemes. However, boundary conditions remain an important consideration,
and will be touched on in later sections.
The fractional Laplacian can be evaluated numerically in various ways according to the
equivalent definitions above, for instance, using either the spectral definition in Fourier
space or the singular integral representation. A vast majority of existing schemes are based
on fractional derivatives [38, 50], using variants of the classical Gru¨nwald-Letnikov deriva-
tive [16, 43]. When used in the discretisation of fractional diffusion equations, the resulting
schemes can usually be interpreted as a random walk with long range jumps [23, 22]. Another
popular class of schemes use spectral decomposition in Fourier or other basis [8], usually only
valid for finite spatial domains. In recent years, more numerical schemes are proposed, based
on either the singular integral [18, 27], the one from functional calculus [10] and the harmonic
extension [15, 42].
Despite the abundance of existing numerical methods to choose from, the presence of
nonlocality, singularity as well as prevalent flat tails in the far field remains a challenging
problem. In this paper, we provide a unified framework for the finite difference approximation
of the fractional Laplacian. In one dimension, let u = {uj}j∈Z be a function defined on the
uniform grid Zh = {jh | j ∈ Z} with spacing h > 0. The discrete operator, denoted as
(−∆h)α/2, evaluated at xj = jh is given by
(−∆h)α/2uj =
∞∑
k=−∞
(uj − uj−k)wk, (FLh)
with some prescribed weights {wk}k∈Z. This special form of the scheme clearly resembles the
singular integral (2) and is shown to be a multiplier in the appropriate spectral space below.
This scheme already appeared several times explicitly or implicitly in the literature [6, 11, 18,
3
27], including the simplest choice wk = C|k|−α−1(k 6= 0) from [53]. However, its systematic
study will be performed here for the first time, linking different definitions in the continuous
setting and motivating new development in the future.
A few reasonable constraints on the weights wk can be readily imposed without worrying
about their exact values. Since the fractional Laplacian is symmetric under reflection, it is
natural to require that wk = w−k. When the scheme (FLh) is used in the discretisation of
the simplest fractional heat equation ut + (−∆)α/2u = 0 for the probability density u, the
explicit Euler scheme (un+1j − unj )/∆t = (−∆h)α/2unj for un+1j at time tn+1 = (n+ 1)∆t and
space xj = jh can be written as
un+1j = (1 + ∆tw0)u
n
j +
∑
k 6=0
∆twku
n
j−k. (6)
The associated random walk interpretation as performed in [23, 22] suggests that the tran-
sition probability ∆twk is non-negative, or the weights wk with k 6= 0 are non-negative. We
will show that basic properties like symmetry and non-negativity of the weights are valid for
almost all schemes discussed later, and are essential for other related properties like discrete
maximum principle.
The analysis and numerical experiments with the scheme (FLh) performed in this paper is
organised as follows. The semi-discrete Fourier Transform will be introduced next, revealing
the relationship between the weights in (FLh) and the symbol in the spectral space, followed
by some identities and inequalities in Section 3. Different weights are either derived or
reviewed in Section 4, and their properties are summarised and compared in Section 5.
Other issues about the treatment of far field boundary conditions and the convergence of the
scheme for equations with the fractional Laplacian operator are discussed in Section 6 and
Section 7. Finally we end with this paper with several numerical experiments in Section 8
and some final remarks on the extension into higher dimensions.
2 Semi-discrete Fourier analysis and spectral represen-
tation
Since (−∆)α/2 is a pseudo-differential operator with symbol |ξ|α, its numerical discretisation
is also expected to have a symbol (if it exists in an appropriate spectral space) that ap-
proximates |ξ|α. We show that semi-discrete Fourier transform, already well-known in the
numerical analysis community [51], is the right tool to analyse the discrete scheme (FLh).
The one-to-one correspondence between the weights wk and the associated symbol will be es-
tablished: the symbol is defined as a discrete sum involving the weights, and the weights can
be calculated as a Fourier integral of the symbol. Moreover, explicit symbols are obtained
for many popular schemes from the literature, including the spectrally accurate scheme with
the exact symbol |ξ|α. To facilitate the discussion below, we introduce some function spaces
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on the grid Zh = {hk | k ∈ Z} and on the interval Ih = [−pi/h, pi/h],
`2(Zh) =
{
v : Zh → R
∣∣∣ h ∞∑
j=−∞
|vj|2 <∞
}
,
L2 (Ih) =
{
vˆ : Ih → R
∣∣∣ ∫ pi/h
−pi/h
|vˆ(ξ)|2 dξ <∞
}
.
Both `2(Zh) and L2 (Ih) are Hilbert spaces, endowed with the inner products〈
u, v
〉
`2(Zh)
= h
∞∑
j=−∞
ujvj and
〈
uˆ, vˆ
〉
L2(Ih)
=
∫ pi/h
−pi/h
uˆ(ξ)vˆ(ξ) dξ. (7)
2.1 Background on semi-discrete Fourier analysis
Semi-discrete Fourier transform is intimately connected to the widely used Fourier transform
and Fourier series, and can be motivated from the Fourier transform
vˆ(ξ) =
∫ ∞
−∞
e−iξxv(x) dx. (8)
If the function v is defined on the grid Zh of our interest here, the natural modification of (8)
is to replace the integral by its Trapezoidal rule
vˆ(ξ) = F [v](ξ) = h
∞∑
j=−∞
e−iξxjvj, (9)
which is taken as the definition of our semi-discrete Fourier Transform. As a result, the
transformed function vˆ(ξ) is periodic with period 2pi/h and it is more convenient to restrict
the spectral space to be the interval Ih = [−pi/h, pi/h] instead of the real line R. The Fourier
transform (8) can be recovered from (9) in the limit as h goes to zero, and more detailed
exposition about these transforms can be found in [51, Chapter 2].
Once the semi-discrete Fourier Transform (9) is defined, its inverse transform can also be
readily worked out and takes the form
vj = F−1[vˆ](xj) = 1
2pi
∫ pi/h
−pi/h
eiξxj vˆ(ξ) dξ. (10)
The pair of transforms (9) and (10) are inverse to each other, which is equivalent to the
identity (in the sense of distributions)
h
2pi
∞∑
j=−∞
eiξxj = δ(ξ), ξ ∈ (−pi/h, pi/h), (11)
where δ(ξ) is the Dirac delta function. This pair can also be viewed as the reverse of Fourier
series [51, Chapter 2], though here the grid size h appears explicitly in both the physical
domain Zh and the spectral domain Ih.
We now state the well-known convolution theorem, whose proof is standard in Fourier
Analysis.
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Lemma 2.1 (Convolution as a multiplier in the spectral space). Let v, w be functions in
`2(Zh) and their semi-discrete Fourier transform vˆ, wˆ be functions in L2(Ih). Define the
operator D : `2(Zh)→ `∞(Zh) by
(Dv)j = h
∞∑
k=−∞
vj−kwk,
then the representation of D in spectral space is a multiplication of vˆ by wˆ, that is,
D̂v(ξ) = wˆ(ξ)vˆ(ξ).
Before establishing the connection between the weights and the symbol, we make the
following observation. Since the precise value of w0 in (FLh) is irrelevant (its coefficient is
identically zero), without loss of generality in this paper we set
w0 = −
∑
k 6=0
wk. (12)
Using this convention, the operator (FLh) becomes a discrete convolution
(−∆h)α/2uj = −
∞∑
j=−∞
uj−kwk. (FLh’)
2.2 Spectral representation of the schemes (FLh)
Next we obtain the representation of the general scheme (FLh) in the spectral space, as a
direct application of Lemma 2.1.
Lemma 2.2. Let u and w be functions in `2(Zh), then the general scheme (FLh) is a multi-
plication in spectral space, that is
̂(−∆h)α/2u(ξ) = Mh(ξ)uˆ(ξ), (13)
with the symbol Mh(ξ) = −wˆ(ξ)/h.
The structure of the symbol Mh(ξ) can be further simplified by isolating the grid size
h. Since (−∆)α/2 is a spatial derivative of order α, it is reasonable to assume that the
only dependence of the weights {wk}∞k=−∞ on h is the factor h−α. Stated differently, hαwk
does not depend on h. As a result, it is more convenient to consider the following rescaled,
h-independent symbol
M(ξ) = hαMh(ξ/h) = −hα
∞∑
k=−∞
wke
−ikξ, (14)
which is defined on the fixed interval [−pi, pi]. We will focus on the rescaled symbol M(ξ)
instead of Mh(ξ) in the rest of the paper.
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On the other hand, if M(ξ) (or equivalently Mh) is known, the corresponding weights
{wk}∞k=−∞ can be obtained using the inverse transform (10), that is,
wk = − h
2pi
∫ pi/h
−pi/h
Mh(ξ)e
iξxk dξ = −h
−α
pi
∫ pi
0
M(ξ) cos(kξ) dξ, k 6= 0, (15)
where the symmetry M(−ξ) = M(ξ), as a result of the fact wk = w−k, is used. Therefore,
one can develop finite difference schemes of the form (FLh) by proposing appropriate sym-
bols M(ξ), provided that the oscillatory integral (15) defining the weights can be evaluated
accurately, by either reducing to closed form expression or using numerical quadrature.
Remark. If M(ξ) is continuous at the origin and M(0) = 0, then w0 calculated from (15)
with k = 0 satisfies the convention w0 = −
∑
k 6=0 wk automatically. This fact can be verified
easily using the identity (11), since
∞∑
k=−∞
wk = − h
2pi
∫ pi/h
−pi/h
Mh(ξ)
( ∞∑
k=−∞
eiξxk
)
dξ = −
∫ pi/h
−pi/h
Mh(ξ)δ(ξ) dξ = 0.
Once the one-to-one correspondence between the weights and the symbol as illustrated
in (14) and (15) is clear, we can examine the (rescaled) symbols of existing schemes on
one hand and propose new schemes from the symbols on the other hand. Before going into
these details, we show that many discrete identities and inequalities can be established as a
direct consequence of the special form the scheme (FLh), which is often independent of the
particular choices of the weights (or the symbols).
3 Discrete identities and inequalities
Because of the similar structure between the singular integral (2) and the discrete scheme (FLh),
many important identities and inequalities of the continuous operator have their discrete
counterparts. These identities are valid under mild conditions on the decay of the discrete
functions involved, while the inequalities usually require non-negativity of the weights wk
with k 6= 0.
By the definitions of the inner product (7) and the pair of transforms (9) and (10), the
following Parseval’s identity holds.
Lemma 3.1 (Parseval’s identity). Let u and v be two functions in `2(Zh) and uˆ, vˆ ∈ L2(Ih)
be their semi-discrete Fourier transforms. Then
〈u, v〉`2(Zh) =
1
2pi
〈uˆ, vˆ〉L2(Ih),
and in particular ‖u‖`2(Zh) = 1√2pi‖uˆ‖L2(Ih).
Similar to the continuous fractional Laplacian, the discrete operator (−∆h)α/2 is also
self-adjoint.
Lemma 3.2. Let u and v be two functions in `2(Zh) such that uj and vj decay to zero fast
enough as |j| → ∞, then〈
(−∆h)α/2u, v
〉
`2(Zh)
=
〈
u, (−∆h)α/2v
〉
`2(Zh)
.
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This lemma can be proved easily using the equivalent definition (FLh’) and the fact that
the weights wk are real and symmetric. The inner product in this lemma also suggests the
discrete energy E [u] = 1
2
〈
(−∆h)α/2u, u
〉
`2(Zh)
, that is,
E [u] = h
4
∞∑
j=−∞
∞∑
k=−∞
|uj − uj−k|2wk, (16)
or equivalently
E [u] = 1
4pi
∫ pi/h
−pi/h
Mh(ξ)|uˆ(ξ)|2 dξ. (17)
Therefore, from the expressions (16) and (17), the energy is non-negative under certain
conditions, as summarized in the following lemma.
Lemma 3.3. If either the symbol M(ξ) or the weights wk (k 6= 0) are non-negative, then the
energy E [u] is non-negative.
The following inequalities are useful in various estimates for the analysis of differential
equation where the fractional Laplacian is discretised with the scheme (FLh), motivated
from their continuous counterparts initiated in the study of the quasi-geostrophic equation
by Co´rdoba and Co´rdoba [13, 14] and then generalized by Ju [31].
Lemma 3.4. Let α ∈ (0, 2), p > 1 and u, v be functions defined on the grid Zh such that
vj = |uj|p. If the weights {wk}∞k=−∞ are non-negative for k 6= 0, the following point estimate
holds
|uj|p−2uj(−∆h)α/2uj ≥ 1
p
(−∆h)α/2vj.
Proof. From Young’s inequality, for any uj and uj−k,
p− 1
p
|uj|p + 1
p
|uj−k|p ≥ |uj|p−1|uj−k| ≥ |uj|p−2ujuj−k,
which is equivalent to
|uj|p−2uj
(
uj − uj−k
) ≥ 1
p
(|uj|p − |uj−k|p) = 1
p
(
vj − vj−k
)
.
Therefore, from the definition of the discrete operator,
|uj|p−2uj(−∆h)α/2uj =
∑
k 6=0
|uj|p−2uj
(
uj − uj−k
)
wk
≥ 1
p
∑
k 6=0
(|uj|p − |uj−k|p)wk = 1
p
(−∆h)α/2vj.
This lemma can be used to prove the discrete version of the Stroock-Varopoulos inequality.
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Lemma 3.5. Let α ∈ (0, 2) and p > 2. If both the function u and its discrete fractional
Laplacian (−∆h)α/2u are defined on Zh,〈|u|p−2u, (−∆h)α/2u〉`2(Zh) ≥ 2p〈|u|p/2, (−∆h)α/2|u|p/2〉`2(Zh).
Proof. Similarly by Young’s inequality,
p− 2
p
|uj|
p
2 +
2
p
|uj−k|
p
2 ≥ |uj|
p
2
−1|uj−k| ≥ |uj|
p
2
−2ujuj−k,
which can be rearranged as
|uj|p − |uj|p−2ujuj−k ≥ 2
p
|uj|
p
2
(|uj| p2 − |uj−k| p2 ).
Therefore,〈|u|p−2u, (−∆h)α/2u〉`2(Zh) = h∑
j
∑
k 6=0
|uj|p−2uj(uj − uj−k)wk
≥ 2h
p
∑
j
∑
k 6=0
|uj|
p
2
(|uj| p2 − |uj−k| p2 )wk = 2
p
〈|u|p/2, (−∆h)α/2|u|p/2〉`2(Zh).
When the scheme (FLh) is used to discretise the fractional Laplacian operator in dif-
ferential equations, above identities or inequalities are critical to establish similar energy
estimates and other qualitative properties as in the continuous settings. If the original dif-
ferential equation is derived from variational principles, the discretised equation can also be
obtained from discrete variational principles involving the energy E . Consequently, the anal-
ogy between the continuous operator and its discretization (FLh) allows the development of
a parallel theory or method in both settings. However, we will focus on practical numerical
aspects below and leave further investigations related to these discrete estimates as future
work.
4 Presentation of the weights
In this section we present several finite difference approximations of the fractional Laplacian
operator of the form (FLh), including schemes constructed from explicit symbols like |ξ|α
or (2 − 2 cos ξ)α/2, a variant of the Gru¨nwald-Letnikov method associated with fractional
derivatives, and quadrature-difference methods based on the singular integral (2). The focus
of this section is on the derivation of the weights or the associated symbols, while other
important properties are summarised and compared in the next section.
Remark. The expressions of the weights wk for different schemes are usually only given for
k > 0, with the assumption that wk = w−k for k < 0 and w0 = −
∑
k 6=0wk, although some
formulas are still valid for negative indices k. When the weights or the symbols are referred
for a particular method, superscripts are used to label and distinguish them. For instance,
wSPk and M
SP (ξ) are the weights and the associated rescaled symbol for the spectrally
accurate scheme discussed in the next subsection.
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4.1 Spectral weights and sinc interpolation
Spectral methods are widely used in scientific computing [7, 46, 51], where the functions
involved are expanded using basis defined on the whole computational domain. Classical
derivatives are usually evaluated with Fast Fourier Transform (FFT), and the error decays
exponentially fast for smooth functions, hence so call the spectral accuracy. For functions
define on the whole space with fast decay at infinity, similar error properties are preserved
when the computational domain is truncated to be finite.
The fractional Laplacian operator, as a multiplier in the spectral space, can be evaluated
using FFT-based spectral methods, which is still spectrally accurate for smooth periodic
functions. However, if the function u is defined on the whole real line, the nonlocality of
the operator has a non-trivial effect: when the computational domain is truncated to be
[−L,L] for some finite L > 0, the error of the conventional Fourier spectral method decays
only algebraically (on the domain size L), even u approaches zero fast at infinity. In fact,
the result returned from FFT is (−∆)α/2u˜(x) instead of (−∆)α/2u(x), where u˜ is the period
extension of u from the interval [−L,L] to the whole real line, i.e.,
u˜(x) =
∞∑
j=−∞
u(x− 2jL).
More precisely, if u is essentially supported on the interval [−L,L], the leading order error
is
(−∆)α/2u˜(x)− (−∆)α/2u(x) = −C1,α
∑
j 6=0
∫
R
u(x− 2jL)
|x− y|1+α dy = O(L
−1−α),
for x ∈ (−L,L). This algebraically slow convergence is shown in Figure 4.1(a) for u(x) =
e−x
2
, whose fractional Laplacian at the origin can be calculated explicitly as
(−∆)α/2u(0) = 1√
pi
∫ ∞
0
kαe−k
2/4 dk = 2αΓ
(1 + α
2
)/√
pi.
The leading O(L−1−α) error at the origin is also verified numerically in Figure 4.1(b).
While the conventional Fourier spectral method is not satisfactory as expected, the cor-
rect one in the form of (FLh) can be constructed by choosing the exact symbol M(ξ) = |ξ|α.
In this way, the weights defined via (15) become
wSPk = −
h−α
pi
∫ pi
0
ξα cos(kξ) dξ. (18)
Exactly the same weights wSPk can be derived alternatively from the well-known sinc inter-
polation Pu of u, when (−∆)α/2u(xj) is approximated by (−∆)α/2Pu(xj). Here the sinc
interpolation Pu is defined by
Pu(x) =
∞∑
k=−∞
uk sinc
x− xk
h
,
with the sinc function sinc x = sinpix
pix
that has been explored extensively for the numerical
solutions of differential equations [37, 49]. The function Pu is an interpolation of u on R in
10
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Figure 4.1: The slow convergence of the fractional Laplacian based on FFT: (a) the fractional
Laplacian of u(x) = e−x
2
for α = 0.2 computed on different domain sizes (but only shown
on [−6, 6]); (b) the error at the origin that decays like O(L−α−1).
the sense that Pu(xj) = uj for any j ∈ Z. Once Pu is defined, the same weights (18) can be
derived, using the crucial property that the Fourier transform of sinc x is precisely χ[−pi,pi](ξ),
the characteristic function on [−pi, pi]. In this way, the Fourier transform of Pu is
F [Pu](ξ) = hχ[−pi/h,pi/h](ξ)
∞∑
k=−∞
uke
−iξxk
and the discrete operator defined by (−∆)α/2[Pu](xj) can be written as
1
2pi
∫ ∞
−∞
eiξxj |ξ|αF [Pu](ξ) dξ = h
2pi
∫ pi/h
−pi/h
( ∞∑
k=−∞
uke
iξ(xj−xk)
)
|ξ|α dξ.
Finally using the identity (11), we get
h
2pi
∫ pi/h
−pi/h
( ∞∑
k=−∞
uje
iξ(xj−xk)
)
|ξ|α dξ = ujeiξxj
∫ pi/h
−pi/h
(
h
2pi
∞∑
k=−∞
e−iξxk
)
|ξ|α dξ = 0.
Therefore, by combining the previous two equations, (−∆)α/2[Pu](xj) can be simplified as
h
2pi
∫ pi/h
−pi/h
( ∞∑
k=−∞
uke
iξ(xj−xk)
)
|ξ|α dξ − h
2pi
∫ pi/h
−pi/h
( ∞∑
k=−∞
uje
iξ(xj−xk)
)
|ξ|α dξ
=
∞∑
k=−∞
(uk − uj) h
2pi
∫ pi/h
−pi/h
eiξ(xk−xj)|ξ|α dξ
= −
∞∑
k=−∞
(uj − uj−k)h
−α
2pi
∫ pi
−pi
|ξ|α cos kξ dξ.
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Figure 4.2: (a) The spectral accuracy of the spectral weights wSP for the fractional Laplacian
of e−x
2
at the origin α = 0.2 with α = 1.0 and α = 1.5. (b) The spectral weights wSP and
the weights extracted from FFT (normalized by the grid size hα) for α = 0.5.
Comparing the last expression with (FLh), we recover the same weights wSPk given by (18).
Since the symbol MSP (ξ) is exactly |ξ|α, we call wSP the spectral weights.
The spectral convergence rate of the weights wSP is verified in Figure 4.2(a), for the
fractional Laplacian of u(x) = e−x
2
at the origin with different α. The computational
domain is fixed to be [−8, 8] and the accuracy does not improve on larger domains for fixed
grid size h. By a careful analysis, FFT-based scheme for the fractional Laplacian also takes
the form (FLh), and the weights1 are trapezoidal rule approximation of the integral (18).
Consequently, the weights from FFT-based scheme converge to the spectral weights when
the number of points used in FFT goes to infinity, as shown in 4.2(b).
Remark. When k is large, it is difficult to evaluate highly oscillatory integrals like (18)
accurately, and alternative expressions using special functions are preferred. In terms of the
lower incomplete Gamma function γ(a, z) =
∫ z
0
ta−1e−tdt, the anti-derivative of ξαeikξ can
be evaluated as (−ik)−α−1γ(α + 1,−ikξ). Hence the integral (18) can be written as
wSPk =
h−α
pi
Re
(
(−ik)−α−1[Γ(α + 1,−piik)− Γ(α + 1, 0)])
= −h
−αpiα
α + 1
Re
(
1F1(α + 1;α + 2; ikpi)
)
, (19)
in terms of confluent hypergeometric function 1F1. These special functions involved can be
evaluated much more efficiently with existing packages [21, 56].
Remark. The weights wSPk for α = 1 or 2 can be obtained in elementary means, that is,
wSPk =
{(
1− (−1)k)/k2pih, α = 1,
2(−1)k+1/k2h2, α = 2, (20)
1These weights can be taken as the output of the FFT-based method on the discrete Dirac delta function.
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where the case α = 2 already appeared in [51, equation (2.14)] for spectrally accurate
discretization of the second derivative. These special cases indicate that the desired non-
negativity of the weights may be lost; in fact, it can be shown numerically that the weights
have alternating signs for α between 1 and 2.
4.2 Weights from regularized Fourier symbol
The above scheme with the spectral weights {wSPk }, despite its high accuracy for smooth
functions, has some undesired properties. Because of the presence of negative weights for
α > 1, the discrete fractional Laplacian of functions defined on Zh is not necessarily negative
at its global maximum. Negative densities could arise in the explicit Euler scheme (6) for the
fractional heat equation. Moreover, in the limit as α approaches 2−, the scheme with limiting
weights shown in (20) does not agree with any common finite difference approximation of
−∂xx on a compact stencil.
On the other hand, to reinforce the limiting behaviour as α → 2−, the general scheme
can be constructed as follow: take the symbol at α = 2 and define the new symbol for
α ∈ (0, 2) by raising to power α/2. For instance, the rescaled symbol to the standard three-
point central difference method of −∂xx is 2(1 − cos(ξ)) and thus the symbol for general α
between 0 and 2 is just
MPER(ξ) =
[
2
(
1− cos(ξ))]α/2 , (21)
with the weights
wPERk = −
h−α
pi
∫ pi
0
[
2
(
1− cos(ξ))]α/2 cos(kξ) dξ.
In fact, these weights have already been calculated explicitly in [57, equation (7)],
wPERk = h
−αΓ
(
k − α
2
)
Γ(1 + α)
piΓ
(
k + 1 + α
2
) sin (αpi
2
)
, k > 0. (22)
Since Γ(z) > 0 for any z > 0, this closed form expression clearly shows the non-negativity
of the weights for α ∈ (0, 2).
Following the same spirit, other schemes can be constructed based on higher order dif-
ference approximation of −∂xx. For example, from the five-point central difference
−u′′(xj) ≈ 1
h2
(
1
12
u(xj + 2h)− 4
3
u(xj + h) +
5
2
u(xj)− 4
3
u(xj − h) + 1
12
u(xj − 2h)
)
,
we can choose M(ξ) =
(
5
2
− 8
3
cos ξ + 1
6
cos 2ξ
)α/2
. However, this approach of pursing higher
order schemes is limited for at least two reasons. First, the resulting weights may become
negative when α is close to 2. Second, the integral (15) defining the weights from the symbol
is highly oscillatory for large k, and the error in the evaluation of the weights can contaminate
the accuracy of the underlying scheme, unless closed form expressions like (18) or (22) are
available.
Remark. The superscript PER is chosen because the rescale symbol MPER(ξ) can be ex-
tended smoothly as a periodic function near the boundary ±pi (though still not smooth near
the origin).
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4.3 Gorenflo-Mainardi scheme using Gru¨nwald-Letnikov weights
In one dimension, the fractional Laplacian can be expressed as the symmetric combination of
two fractional derivatives as in (4), and hence numerical schemes for fractional Laplacians can
be constructed from the classical Gru¨nwalkd-Letnikov differences originated from fractional
derivatives. The corresponding weights, proposed by Gorenflo and Mainardi [23, 22, 24], are
given by
wGLk =
h−α
2 cos(αpi/2)
αΓ(k − α)
k! Γ(1− α) , k ≥ 1, (23a)
for α ∈ (0, 1) and
wGLk =
{
− h−α
2 cos(αpi/2)
[
1 + α(α− 1)/2], k = 1,
h−α
2 cos(αpi/2)
αΓ(k+1−α)
(k+1)! Γ(1−α) , k > 1,
(23b)
for α ∈ (1, 2]. Notice that the weights in the range α ∈ (1, 2) are just a simple shift of those
for α ∈ (0, 1), to preserve the non-negativity of the weights and therefore many other desired
properties. The case α = 1 is handled separately, because it can not be continued from the
above two cases (23a) and (23b) by taking the limits α → 1− and α → 1+ respectively; for
this special case, one option is to choose (see [24] for more details)
wGLk =
1
pih
1
k(k + 1)
, k > 0.
The rescaled symbol MGL(ξ) associated with the weights (23a) and (23b) can be com-
puted explicitly, based on the binomial expansion of (1− z)α. That is,
(1− z)α = 1− α
Γ(1− α)
∞∑
k=1
Γ(k − α)
k!
zk (24a)
= 1− αz + 1
2
α(α− 1)z2 − α
Γ(1− α)
∞∑
k=2
Γ(k + 1− α)
(k + 1)!
zk+1. (24b)
By substituting z = 1 into (24a) and (24b), we obtain
wGL0 = −
∑
k 6=0
wGLk =
{
−[hα cos(αpi/2)]−1, α ∈ (0, 1),
α[hα cos(αpi/2)]−1, α ∈ (1, 2]. (25)
Once wGL0 is determined, the rescaled symbol M(ξ) is obtained by rearranging the terms
in (24a) and (24b) with z = e±iξ, that is,
MGL(ξ) = −hα
∞∑
k=−∞
e−ikξwGLk =
{
1
2 cosαpi/2
[
(1− eiξ)α + (1− e−iξ)α] , α ∈ (0, 1),
1
2 cosαpi/2
[
e−iξ(1− eiξ)α + eiξ(1− e−iξ)α] , α ∈ (1, 2].
Here the branch of the multivalued functions (1 − e±iξ)α are chosen so that it is consistent
with the expansions (24a) and (24b). Using trigonometric identities, MGL(ξ) can be further
simplified as
MGL(ξ) =

cos
pi−|ξ|
2
α
cos αpi
2
(
2 sin |ξ|
2
)α
, α ∈ (0, 1),
cos(pi−|ξ|2 α+|ξ|)
cos αpi
2
(
2 sin |ξ|
2
)α
, α ∈ (1, 2].
(26)
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However, this approach based on fractional derivatives is restricted to be in one dimension.
The straightforward extension to Rn by taking summations of fractional Laplacian in each
dimension gives rise to the symbol |ξ1|α + |ξ2|α + · · · + |ξn|α, different from the one |ξ|α =(|ξ1|2 + · · ·+ |ξn|2)α/2 of our interests here.
4.4 The finite difference-quadrature method
Finally we discuss the weights derived from quadratures based on the singular integral rep-
resentation (2). This approach has been taken in the context of finite volume or finite
difference methods [18, 11, 12], where u is assumed to be the constant u(xj) on the interval
(xj − h/2, xj + h/2). In this way,
(−∆)α/2u(xj) = C1,α
∞∑
k=−∞
∫ xj−k+h/2
xj−k−h/2
|xj − y|−1−α
(
u(xj)− u(y)
)
dy
≈
∑
k 6=0
(uj − uj−k)C1,α
∫ xj−k+h/2
xj−k−h/2
|xj − y|−1−α dy,
from which the weights wk can be extracted. However, the singularity when y ≈ xj is in
general not treated appropriately, leading to inconsistency as α goes to 2− (a recent correction
is made in [19]).
An improved difference-quadrature scheme is proposed by the authors in [27], using
piecewise local polynomial basis. Near the singularity y ≈ xj in the integral (2), u(y)
is replaced by the (second order) Taylor expansion of u(x) at xj, while away from the
singularity, u(y) is approximated by piecewise linear or quadratic polynomials. Here we only
quote the expressions of the weights and refer to [27] for more details. Define the auxiliary
functions F (t) and G(t) such that F ′′(t) = G′′′(t) = t−1−α, or equivalently,
F (t) =
{
1
(α−1)α |t|1−α, α 6= 1
− log |t|, α = 1 , G(t) =
{
1
(2−α)(α−1)α |t|2−α, α 6= 1
t− t log |t|, α = 1 .
Then the weights using piecewise linear functions (Tent functions) are given by
wTk = C1,αh
−α

1
2− α − F
′(1) + F (2)− F (1), k = 1,
F (k + 1)− 2F (k) + F (k − 1), k = 2, 3, · · · ,
and the weights using piecewise quadratic functions are given by
hαwQk
C1,α
=

1
2− α −G
′′(1)− G
′(3) + 3G′(1)
2
+G(3)−G(1), k = 1,
2
[
G′(k + 1) +G′(k − 1)−G(k + 1) +G(k − 1)], k = 2, 4, 6, · · · ,
−G
′(k + 2) + 6G′(k) +G′(k − 2)
2
+G(k + 2)−G(k − 2), k = 3, 5, 7, · · · .
Piecewise cubic or higher order polynomials can also be used, but the resulting weights may
also become negative (not surprisingly again when α is close to 2) and hence further study
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in this direction is not pursued. Different from the previous three cases, the rescaled symbol
M(ξ) for either wTk or w
Q
k does not seem to possess a closed form expression.
With different weights and their symbols in mind, we are now in a position to compare
them so that we can chose the right one in practice.
5 Discussions and Comparisons of the weights
In this section we compare and discuss more specific properties of the weights presented in
the last section, especially their order of accuracy, ultimately important for different choices
of the schemes.
5.1 Basic properties of the weights
Properties shared by most of the schemes are discussed in this subsection, including positiv-
ity, asymptotic decay rates as the indices go to infinity, the limiting behaviours as α goes to
2 and CFL conditions in the discretisation of evolution equations. The orders of accuracy of
these schemes are discussed in the next subsection, using a local expansion of the rescaled
symbol M(ξ).
Positivity and decay rate
The non-negativity of the weights (except w0) is essential in practical discretisation of elliptic
or parabolic PDEs to preserve the discrete maximum principle or comparison principle. The
weights wPER and wGL are clearly positivity, from the explicit formulas of the weights (22),
(23a) and (23b). The weights wT and wQ are also shown to be strictly positive in [27], but
not necessarily true when higher order polynomial interpolations are used. In contrast, the
weights wSP are strictly positive only for α ∈ (0, 1); when α ∈ (1, 2), wSPk is negative for k
even, making it less attractive in many applications despite its spectral accuracy.
The asymptotic decay rates of these weights wk as the index k goes to infinity can also
be obtained. From asymptotic expansion Γ(z) ∼ √2pizz−1/2e−z for Gamma function Γ(z)
with large argument z [1], it is easy to see that Γ(z+ a)/Γ(z+ b) ∼ za−b and all three ratios
Γ(k − α
2
)
Γ(k + 1 + α
2
)
,
Γ(k − α)
k!
,
Γ(k + 1− α)
(k + 1)!
have the same leading asymptotics k−α−1. Consequently,
wPERk ∼
Γ(1 + α)
pi
sin
(αpi
2
)
k−α−1h−α and wGLk ∼
α
2 cos αpi
2
1
Γ(1− α)k
−α−1h−α.
Similarly, from the expressions for wT and wQ given in the previous section,
wTk ∼ C1,αk−α−1h−α, wQk ∼
{
4
3
C1,αk
−α−1h−α, k odd,
2
3
C1,αk
−α−1h−α k even.
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In fact, the constant prefactors to k−α−1h−α are exactly the same for all the weights wPER,
wGL and wT . Using the well-known Euler’s reflection formula Γ(z)Γ(1 − z) = pi/ sin z and
the duplication formula Γ(z)Γ
(
z + 1
2
)
= 21−2z
√
piΓ(2z) [1], we have
Γ(1 + α)
pi
sin
(αpi
2
)
=
α
2 cos αpi
2
1
Γ(1− α) =
α2α−1Γ(1+α
2
)
pi1/2Γ(2−α
2
)
(= C1,α).
The asymptotic decay rates are more complicated for wSP . We can show numerically
that, for α ∈ (0, 1), the weights wSPk have the same scaling k−α−1h−α as others, while for
α ∈ (1, 2), the weights wSPk scale like k−2h−α with alternating signs. The scaling behaviour
of the weights is verified in Figure 5.1.
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Figure 5.1: The decay of the weights wk of different methods (without the factor h
−α), for
(a) α = 0.8 and (b) α = 1.5. All positive weights decay with the same rate k−1−α, while
the rate for wSP as α ∈ (1, 2) is O(k−2).
Remark. The scaling behaviour of the Fourier integral
∫ pi
−piM(ξ)e
ikξ dξ in k is intimately
related to the singularity of M(ξ) on the interval [−pi, pi], analogous to the relation between
the smoothness of a function and the decay of its Fourier transform (or Fourier series). Using
asymptotic analysis on (18), one can show that wSPk decays like k
−2 for α ∈ (1, 2), instead
of the expected rate k−α−1 shared by other weights.
The limit when α→ 2−
As α goes to 2−, the fractional Laplacian (−∆)α/2 becomes the standard (negative) Lapla-
cian. Hence the corresponding numerical scheme (FLh) is expected to converge to some
approximation of −∂xx, preferably the three-point central difference (2uj − uj+1 − uj−1)/h2.
The limiting weights can be calculated directly from their explicit expressions presented in
the last section. From (20), wSP becomes the spectral method on the whole real line [51].
All other weights wPER, wGL, wT and wQ converge to the limiting scheme with w± = 1 and
wk = 0 for k > 1, mainly using the fact that Γ(z) ≈ 1/z as z → 0. Therefore, the standard
three-point central difference in the limit α→ 2− is recovered for all weights except wSP .
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CFL condition
When an evolution equation is discretised, the time step is usually restricted by the so called
CFL condition for stability reason. Taking the fractional heat equation ut + (−∆)α/2u = 0
for example, the forward Euler scheme at time level n+ 1 is
un+1j = (1 + w0∆t)u
n
j + ∆t
∑
k 6=0
wku
n
j−k.
Beside that the weights should be non-negative, the time step is also restricted by the CFL
condition 1 + w0∆t ≥ 0, i.e.,
∆t
hα
≤ Cmax := − 1
hαw0
=
1
hα
∑
k 6=0 wk
.
As a result, we examine the special weight w0 for different schemes below.
If the rescaled symbol M(ξ) satisfies the condition M(0) = 0, w0 is given directly from
the integral (15) (by taking k = 0). This immediately implies that
wSP0 = −
h−α
pi
∫ pi
0
ξα dξ = − pi
α
1 + α
h−α,
and
wPER0 = −
h−α
pi
∫ pi
0
[
2(1− cos ξ)
]α/2
dξ = − 4Γ(α)
αΓ(α/2)2
h−α,
together with wGL0 already derived in (25). Though the rescaled symbol M(ξ) is not explicit,
the weights wT or wQ constitute a telescoping series, and
wT0 = w
Q
0 = −2C1,αh−α
[
1
2− α − F
′(1)
]
= − 2
αΓ(1+α
2
)
pi1/2Γ(2− α
2
)
h−α.
The constant Cmax =
( − hαw0)−1 = (hα∑k 6=0 wk)−1, as a function of α is shown in
Figure 5.2 for different schemes. It is obvious that the CFL condition becomes too restrictive
only for wGL near α = 1, where the time step has to be vanishingly small. Because of the
alternating signs of the weights wSPk for α ∈ (1, 2), the CFL condition is only shown on the
interval α ∈ (0, 1).
5.2 Order of accuracy via the rescaled symbols
In general, it is difficult to assess the accuracy of finite different schemes for nonlocal op-
erators, precisely because the nonlocality prevents conventional approaches using Taylor
expansions. Nevertheless, under modest conditions on the decay of the underlying functions
in Fourier space, the order of accuracy of the scheme (FLh) can be computed formally, that
is,
(−∆)α/2u(xj)− (−∆h)α/2uj = 1
2pi
[∫ ∞
−∞
|ξ|αeiξxj uˆ(ξ) dξ −
∫ pi/h
−pi/h
M˜h(ξ)e
iξxj uˆ(ξ) dξ
]
.
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Figure 5.2: The CFL condition Cmax =
(
hα
∑
k 6=0wk)
−1 =
(−hαw0)−1 for different schemes.
The spectral weights wSP is only plotted for α ∈ (0, 1), as the weights become negative for
α(1, 2).
If uˆ(ξ) decays to zero fast enough, then the first integral above is essentially determined on
the interval [−pi/h, pi/h], or
(−∆)α/2u(xj)− (−∆h)α/2uj ≈ 1
2pi
∫ pi/h
−pi/h
(
|ξ|α − M˜h(ξ)
)
eiξxj uˆ(ξ) dξ.
If the rescaled symbol can be expanded as M(ξ) = |ξ|α(1 +a1ξ+a2ξ2 + · · · ) near the origin,
or equivalently M˜h(ξ) = |ξ|α
(
1 + a1ξ
2h2 + a2ξ
2h2 + · · · ), the above error becomes
(−∆)α/2u(xj)− (−∆h)α/2uj ≈ C1h+ C2h2 + C3h3 + · · · ,
where the constants
C1 = − a1
2pi
∫ pi/h
−pi/h
ξ|ξ|αeiξxj uˆ(ξ) dξ, C2 = − a2
2pi
∫ pi/h
−pi/h
|ξ|α+2eiξxj uˆ(ξ) dξ, · · ·
are bounded. If ak (hence Ck) is the first non-zero coefficient in the above expansion of
M(ξ), the lead order error is O(hk), which is the order of accuracy of the scheme.
Now we can examine the order of accuracy from M(ξ). Since MSP (ξ) is exactly |ξ|α,
the scheme is spectrally accurate and the error is exactly the integral
∫
|ξ|>pi/h |ξ|αeiξxj uˆ(ξ) dξ.
For the regularized symbol MSP (ξ) =
[
2
(
1− cos(ξ))]α/2, the expansion
MPER(ξ) = |ξ|α
(
1− α
24
ξ2 +
[
α2
1152
− α
2880
]
ξ4 + · · ·
)
,
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implies second order accuracy. For MGL(ξ) motivated from fractional derivatives, from the
simplified expression (26), we have
MGL(ξ) =
|ξ|
α
[
1 + α
2
tan
(
piα
2
) |ξ| − (α2
8
+ α
12
)
ξ2 + · · ·
]
, α ∈ (0, 1)
|ξ|α
[
1 +
(
α
2
− 1) tan (αpi
2
) |ξ| − (α2
8
− 5α
12
+ 1
2
)
ξ2 + · · ·
]
, α ∈ (1, 2),
which implies only first order accuracy. Finally for the weights wT or wQ from quadrature,
although no explicit symbol M(ξ) available, the accuracy is proved in [27] to be h2−α for
wT and h3−α for wQ (seems h4−α for α between 1 and 2). The accuracy of these schemes
are verified in Figure 5.3, for the fractional Laplacian of u(x) = e−x
2
at the origin, while the
spectral convergence of wSP is already confirmed in Figure 4.2.
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Figure 5.3: Convergence rates of different weights in the scheme (FLh) for the fractional
Laplacian of u(x) = e−x
2
at the origin: (a) α = 0.8 and (b) α = 1.5.
Remark. In practice, the discretisation error depends on other factors. If u is not smooth
enough, uˆ(ξ) does not decay to zero fast enough. As a result, the error may be dominated
by the integral
∫
|ξ|>pi/h |ξ|αeiξxj uˆ(ξ)dξ, exhibiting a different rate of convergence. Moreover,
when the infinite sum in the scheme (FLh) is truncated, the desired accuracy may be lost
due to inappropriate treatment of the boundary conditions.
5.3 Summary on the properties of the schemes
Now we can summarise the properties of different schemes, as shown in Table 5.1, and provide
some guidance on the right one to implement in practice. The Gru¨nwald-Letnikov scheme,
despite its popularity due to the connection with fractional derivatives, has only linear con-
vergence rate and the time step in explicit method for evolution equations could be very
restricted at α ≈ 1. The weight wT from quadrature with piecewise linear functions has an
order of accuracy less than linear for α > 1. Therefore, wGL and wT are less favoured than
the rest schemes. In contrast, both the schemes with wPER and wQ are accurate in most
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Non-negativity CFL Condition (Cmax) Accuracy limit as α→ 2−
wSP for 0 < α ≤ 1 pi−α(1 + α) Spectral No
wPER Yes αΓ(α/2)
2
4Γ(α)
O(h2) Yes
wGL Yes cos(αpi/2), α ∈ (0, 1) O(h) Yes
− cos(αpi/2)/α, α ∈ (1, 2)
wT Yes
pi1/2Γ(2− α/2)
2αΓ(1+α
2
)
O(h2−α) Yes
wQ Yes
pi1/2Γ(2− α/2)
2αΓ(1+α
2
)
O(h3−α) Yes
Table 5.1: A summary of properties of the weights: the non-negativity (except w0), the CFL
condition Cmax =
(−hαw0)−1, the order of accuracy and the convergence to the three-point
standard scheme as α→ 2−.
applications, with all the desired properties. Finally, the spectral method with wSP is very
accurate for smooth and fast decaying functions. However the corresponding weights can be
negative for α > 1 and do not reduce to the three-point central difference when α goes to 2.
Therefore, this spectral scheme with wSP may not always be the best choice.
6 Truncation of the far-field boundary conditions
The general scheme (FLh) involves infinitely many terms, which has to be truncated in
practice. For Dirichlet problems on a bounded domain, the infinite sum can usually be ap-
proximated using the given boundary conditions on the exterior of the domain. For problems
posed on the whole space, with zero or other reasonable boundary conditions at infinity, the
situation is more complicated, as a result of the slow decay of the solutions commonly ob-
served in various applications. For example, in contrast to compactly supported solutions of
the classical porous medium equation ut−∆um = 0 for m > 1, the solutions of the fractional
porous medium equation ut+(−∆)α/2um = 0 in Rn has an algebraic tail of order |x|−N−α for
α ∈ (0, 2), as shown in [54]. Because of this slow decay to zero, a straightforward truncation
like
∑M
k=−M(uj−uk)wj−k of (FLh) may lead to significant errors even for relative large value
of M .
A first step towards truncating the asymptotic far-field boundary condition was given by
the authors in [27], and is reviewed briefly below. Without loss of generality, the computa-
tional domain is denoted by [−L,L], on which the fractional Laplacian of u at xj is sought.
21
To proceed, first the singular integral (2) is decomposed into three parts,
(−∆)α/2u(xj) = C1,α
∫ LM
−LM
(
u(xj)− u(y)
)|xj − y|−1−α dy︸ ︷︷ ︸
(I)
+ C1,αu(xj)
∫
|y|>LM
|xj − y|−1−α dy︸ ︷︷ ︸
(II)
−C1,α
∫
|y|>LM
u(y)|xj − y|−1−α dy︸ ︷︷ ︸
(III)
, (27)
for some LM ≥ L. The first term (I) is approximated by the finite truncation
∑M
k=−M(uj −
uk)wj−k, and the integral in the second term (II) can be evaluated exactly, while the last
term (III) has to be estimated using asymptotic far-field boundary conditions. If u decays
to zero with an algebraic rate β, that is u(x) = O(|x|−β) for some β > 0, then
u(y) ≈ u(±L)Lβ|y|−β, y → ±∞. (28)
Hence the last term (III) can be estimated using the following two integrals,
C1,α
∫ ∞
LM
u(y)|xj − y|−1−α dy ≈ C1,αu(L)Lβ
∫ ∞
LM
(y − xj)−1−αy−β dy
=
C1,αu(L)L
β
(α+ β)(LM )α+β
2F1
(
α+ 1, α+ β;α+ β + 1;
xj
LM
)
, (29)
and
C1,α
∫ −LM
−∞
u(y)|xj − y|−1−α dy ≈ C1,αu(−L)Lβ
∫ −LM
−∞
(xj − y)−1−α(−y)−β dy
=
C1,αu(−L)Lβ
(α+ β)(LM )α+β
2F1
(
α+ 1, α+ β;α+ β + 1;− xj
LM
)
, (30)
in terms of the Gauss hypergeometric function 2F1.
Remark. We add a few more comments related to the practical implementation of this ap-
proach. If the exact value of the exponent β is not available from existing theory, it can still
be estimated from the solution itself by fitting the computed data. The extended domain
size LM should be strictly larger than L (LM = 3L in [27]), to avoid any possible singularity
of 2F1(α + 1, α + β;α + β + 1; z) at z = 1. In this way, if xk is outside the interval [−L,L],
uk can be approximated by (28) in the computation of the finite sum
∑M
k=−M(uj − uk)wj−k.
The above treatment of the far-field boundary condition is natural in the context of the
difference-quadrature scheme derived in [27], based on the singular integral (2). It turns
out that the same approach works for a wide variety of schemes, because of the ubiquitous
scaling wk ≈ C1,αh−αk−1−α shared by most of the weights (see Section 5.1). This scaling
behaviour is expected from a careful comparison between the singular integral (2) and the
scheme (FLh), that is,
wk ≈ C1,α
∫ xk+h/2
xk−h/2
|y|−1−α dy ≈ C1,α
∫ xk+h/2
xk−h/2
|xk|−1−α dy = C1,αh−αk−1−α.
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Therefore, if u(y) is approximated by the constant u(xk) for y ∈ (xk − h/2, xk + h/2),
(uj − uk)wj−k ≈ C1,α
∫ xk+h/2
xk−h/2
|xj − y|−1−α
(
u(xj)− u(y)
)
dy, (31)
and the infinite sum in the scheme (FLh) can be written as
M∑
k=−M
(uj − uk)wj−k +
∑
k>|M |
(uj − uk)wj−k ≈
M∑
k=−M
(uj − uk)wj−k
+ C1,αuj
∫
|y|>xM+h/2
|xj − y|−1−α dy − C1,α
∫
|y|>xM+h/2
u(y)|xj − y|−1−α dy. (32)
Since the last two integrals are exactly the same as those in (27) with LM = xM + h/2, the
far-field boundary conditions with other weights can be handled in the same way as that
in [27].
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Figure 6.1: The L∞ error of the fractional Laplacian of u(x) = (1 + x2)−(1−α)/2 with α = 0.4
using the approximation (32): (a) the spectral weights wSP ; (b) the weights wPER.
The effectiveness of this the far-field boundary condition is shown in Figure 6.1 on differ-
ent domain sizes L and grid sizes h, for the function u(x) = (1+x2)−(1−α)/2 and its Fractional
Laplacian
(−∆)α/2u(x) = 2αΓ
(1 + α
2
)
Γ
(1− α
2
)−1
(1 + x2)−(1+α)/2. (33)
The convergence rates for wSP and wPER shown in Figure 6.1 are very similar to those
in [27] for wQ: as the grid size h decreases, the error decreases with the expected rate as
summarized in Table 5.1, then it levels off because its dominant contribution is taken over
by the boundary condition.
Remark. The error for wSP seems to be “spectral” before saturation, when alpha is between
0 and 1 as in Figure 6.1. However when α is between 1 and 2, wSPk scales like k
−2h−α
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with alternating signs. The approximation (31) is no long valid (at least with respect to
the expected accuracy), and the above approach to the far-field boundary condition is less
effective for wSP .
7 Convergence for equations with fractional Laplacian
operators
Although the efficient and accurate evaluation of the fractional Laplacian is fundamental, its
practical applications in the numerical solutions of equations with this operator are equally
important. In this section, we study the convergence of the canonical extended Dirichlet
boundary value problem,
(−∆)α/2u = f for x ∈ D,
u = g for x ∈ Rn \D. (FLD)
Here D is a bounded domain on which the unknown function u is sought and g is the
boundary condition. The problem (FLD) is the analogue of the Dirichlet problem for the
Laplace operator, except that, here g is given on the complement of the domain D, instead
of just the boundary ∂D. In the special case g = 0, f = 1, the solution u corresponds to the
expected first passage time (or mean exit time) of the symmetric α-stable Le´vy process from
a given domain [20]. When the domain D is a ball about the origin and f = 0, the solution
can be written explicitly as a potential integral of g (see [35, Chapter I] and [47, Section 5.1]
for more details), extending the Poisson formula for the Laplace equation to the fractional
setting.
Consider (FLD) in one dimension with D = (−1, 1). When the scheme (FLh) is applied,
the discrete problem becomes
(−∆h)α/2uj = fj for j ∈ Dh,
uj = gj for j ∈ DCh ,
(FLDh)
where Dh = {j ∈ Z : |jh| < 1}, DCh = Zh \ Dh with fj = f(xj) and gj = g(xj). We are
interested in the convergence of the numerical solution uj to the exact solution u(xj) on Dh,
as the grid size h decreases. When different weights are employed in the discrete operator
(−∆h)α/2, an order O(hp) local truncation error of the residue rj = (−∆h)α/2u(xj) − f(xj)
does not always imply the same order of error ej = u(xj)−uj for the numerical solution; some
form of stability is required. In terms of the errors rj and ej, the discrete problem (FLDh)
becomes
(−∆h)α/2ej = rj for j ∈ Dh, ej = 0 for j ∈ DCh . (34)
This can be written as a linear algebra problem Lheh = rh, for some matrix Lh, vectors eh
denoting the numerical error ej with j ∈ Dh and rh denoting the consistence error rj. The
stability (or the equivalence of the two errors) is essentially the boundedness of the inverse
matrix (Lh)
−1 in suitable norms.
In many cases, the norm ‖(Lh)−1‖ is difficult to estimate, as the entries of the matrix Lh
depend on the particular weights in the discretization. Alternatively, the same stability con-
ditions can be established by constructing discrete supersolutions and applying the discrete
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maximum principle, in a similar way as for classical elliptic equations [36]. To process,we
have the following lemma.
Lemma 7.1 (Discrete maximum principle). Let u defined on Zh satisfy (−∆h)α/2uj ≤ 0 for
j ∈ Dh, for any discretization (FLh) with nonnegative weights wk for k 6= 0. Then
max
j∈Dh
uj ≤ max
j∈DCh
uj.
Similarly, if (−∆h)α/2uj ≥ 0 for j ∈ Dh, then
min
j∈Dh
uj ≥ min
j∈DCh
uj.
Next we would like to construct discrete supersolutions v on Zh, which satisfies
(−∆h)α/2vj ≥ 1, for j ∈ Dh,
vj ≥ 0, for j ∈ DCh .
(35)
Applying Lemma 7.1, v is automatically non-negative on Dh. If such a supersolution v
exists on Zh, the discrete function p defined as pj = ‖rh‖∞vj ± ej satisfies (−∆h)α/2pj ≥ 0
for j ∈ Dh and pj ≥ 0 for j ∈ DCh . Therefore, p is non-negative on Zh, and the numerical
error |ej| is bounded by ‖rh‖∞‖v‖∞, showing the same order of local truncation error rh
and numerical error eh. For classical elliptic equations, the supersolutions (either continuous
or discrete) can usually be chosen as an inverted parabola, but it is more difficult for the
equations with the fractional Laplacian. In [27], the following discrete supersolution
vj =
{
4− (jh)2, |jh| < 1
0, otherwise,
is chosen (associated with the weights wQ), and the conditions (35) is verified with some
technical assumptions. When other weights are used in the scheme (FLh), (35) may be
difficult to verify analytically for a specific choice of supersolutions. Instead, we look for
motivation from the continuous supersolution vG, which satisfies
(−∆)α/2vG(x) = 1, x ∈ (−1, 1),
and vG(x) ≡ 0 for |x| ≥ 1, by showing numerically that vGj = vG(xj) is a discrete super-
solution. This function vG is the first passage time from the unit ball for particles under
symmetric α-stable process [20] and is explicitly given by
vG(x) = Kα(1− |x|2)α/2+ , Kα =
2α√
pi
Γ
(
1 +
α
2
)
Γ
(
1 + α
2
)
.
The discrete fractional Laplacian of vG is shown in Figigure 7.1 for various scheme with
α = 0.5 and α = 1.5. It seems that (35) is always satisfied, and vG is a valid supersolution
with the associated weights 2.
2 It is important to make sure that the boundary ±1 lies also on the boundary ∂DCh , i.e., 1/h is an integer.
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Figure 7.1: The (discrete) fractional Laplacian of vG for various schemes: (a) α = 0.5 and (b)
α = 1.5, suggesting that vG is a discrete supersolution for all α ∈ (0, 2) and all non-negative
weights considered in this paper.
8 Numerical experiments and applications to nonlin-
ear PDEs
In this section, we provide several numerical examples, to further verify the accuracy of the
scheme with different weights, especially the relation between the order of convergence and
the regularity of the functions, and to showcase the applications in various PDEs.
8.1 Accuracy when the solutions are non-smooth
The order of accuracy of the schemes derived in Section 5.2 is valid only for smooth functions,
such that the integral
∫
|ξ|>pi/h |ξ|αeiξxj uˆ(ξ)dx can be safely ignored. For less smooth functions,
the actual convergence rate can be lower as we show now. The examples used in this and
the next subsection re related to the following result [5, 26]
(−∆)α2 (1− x2)k+
α
2
+ =
{
Kk,α 2F1
(
1+α
2
,−k; 1
2
;x2
)
, |x| < 1,
K˜k,α 2F1
(
1+α
2
, 2+α
2
; 3+α
2
+ k; 1
x2
)
, |x| > 1, (36)
where k is an integer,
Kk,α =
2αΓ
(
k + 1 + α
2
)
Γ
(
1+α
2
)
k!Γ
(
1
2
) , K˜k,α = 2αΓ (k + 1 + α2 )Γ (1+α2 )
Γ(−α
2
)Γ(3+α
2
+ k)
,
and 2F1 is the Gauss hypergeometric function [1]. Since (1 − x2)k+
α
2
+ is supported on the
interval [−1, 1] for any k ≥ 0 and α ∈ (0, 2), the sum in the scheme (FLh) has only finite
number of terms and can be truncated appropriately.
The fractional Laplacian of u(x) = (1− x2)2+α/2+ is computed with different weights, and
the results with a grid size h = 0.2 and the converge rates are shown in Figure 8.1. While
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Figure 8.1: The fractional Laplacian of u(x) = (1 − x2)2+α/2+ with α = 1.5: (a) the result
a grid with spacing h = 0.2; (b) the order of convergence (measured in L∞ norm) with
different h.
lower order schemes with weights wGL and wT exhibit the expected order of convergence
derived in Section 5.2, higher order schemes with other weights have the same less optimal
convergence rate O(h2−α/2). This rate can be explained from the asymptotic expansion of∫
|ξ|>pi/h |ξ|αeiξxj uˆ(ξ)dξ, the source of the dominant error. In fact, the Fourier transform of
u(x) = (1− x2)k+α/2+ can be explicitly expressed as
uˆ(ξ) =
∫ ∞
−∞
(1− x2)k+α/2+ e−ixξdx = Fk,α|ξ|−k−(α+1)/2Jk+(α+1)/2(|ξ|),
in terms of the Bessel function Jν and the constant factor
Fk,α =
√
piΓ
(
k + 1 +
α
2
)
2k+(α+1)/2.
At xj = 0, the integral
∫
|ξ|>pi/h |ξ|αeiξxj uˆ(ξ)dξ is bounded by
Fk,α
∫
|ξ|>pi/h
|ξ|−k+(α−1)/2 ∣∣Jk+(α+1)/2(|ξ|)∣∣ dx ∼ ∫
|ξ|>pi/h
|ξ|−k+α/2−1dξ = O(hk−α/2),
using asymptotic form Jµ(|ξ|) ∼
√
2
pi|ξ| cos(|ξ|− αpi2 − pi4 ) as |ξ| goes to infinity. The dominant
order O(h2−α/2) error in Figure 8.1(b) corresponds to the choice k = 2 in the function
u(x) = (1− x2)2+α/2. As a general rule, if a function u is in Ho¨lder space Ck,β with optimal
exponent β, then its discrete fractional Laplacian (−∆)α/2u has an order of accuracy at most
k + β − α.
8.2 The extended Dirichlet problem
We now check the accuracy of the scheme when it is applied to the extended Dirichlet
problem (FLD), by choosing D = (−1, 1), f(x) = Kk,α 2F1
(
1+α
2
,−k; 1
2
;x2
)
on D and g ≡ 0
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on DC . From (36), the exact solution is u(x) = (1 − x2)k+α/2+ . The convergence rates with
various weights are shown in Figure 8.2, for k = 1 and k = 3 respectively. Because the
solution is not smooth near the boundary x = ±1, the order of accuracy could be lower
than the theoretical one. In general, if the solution is in the Ho¨lder space Ck,β with optimal
exponent β, then the optimal order of convergence is k+ β, even if a more accuracy scheme
is used.
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Figure 8.2: The convergence of the solution (measured in L∞ error) for the extended Dirichlet
problem (FLD) corresponding to the relation (36) (with α = 1.5): (a) k = 1 and (b) k = 3.
Because of the non-smoothness of the solution, the order of accuracy is at most k + α/2,
even for higher order schemes.
8.3 Fractional heat equation
We now move to the numerical solutions of evolution equations with the fractional Laplacian
operator, starting from the simplest fractional heat equation
ut + (−∆)α/2u = 0, u(x, 0) = u0(x). (37)
Here u is usually the probability distribution function of particles undergoing α-stable pro-
cesses, analogous to that in the heat equation governed by Brownian motion. The solution
to (37) can also be explicitly written as
u(x, t) =
∫
Rn
Gα(x− y, t)u0(y)dy,
where Gα(x, t) is the Green’s function with Fourier transform Gˆα(k, t) = exp(−|ξ|αt).
Starting from the sign function u0(x) = sign(x) , the solution at t = 0.5 is shown in
Figure 8.3, for α = 0.5 and α = 1.5, respectively. The solution is computed with weight wPER
on the domain [−10, 10], with grid size h = 0.1 and time step ∆t = 0.01 (for α = 0.5) and
∆t = 0.0032 (for α = 1.5). The treatment of the far field boundary conditions u(±∞) = ±1
28
−4 −2 0 2 4
−1
−0.5
0
0.5
1
x
u
 
 
Initial Data
α = 0.5
α = 1.5
Figure 8.3: The spreading of the sign function under fractional diffusion equation (37) at
time t = 0.5, for α = 0.5 and α = 1.5 respectively.
is adapted from that in Section 6, using the fact that u(x)± 1 ∼ |x|−α as x→ ±∞. While
both solutions spread in space, the larger α is, the smoother the solution becomes near its
initial discontinuity, and the closer the solution stays to its boundary condition.
8.4 Fractal Burgers Equation
In this subsection, several numerical solutions of the fractional Burgers equation [4, 52]
ut + ∂x
(
u2
2
)
+ κ(−∂xx)α/2u = 0 (38)
are demonstrated. This equation (often called fractal Burgers equation in literature) is one of
the most well-studied conservation laws with fractional Laplacian [4]. Many properties shared
by general fractional conservation laws can be understood through this simple equation.
Depending on the initial data and the exponent α, general behaviours of solutions to (38)
are different. For increasing initial data with constant far field (say zero), the long time
asymptotics is described by the inviscid Burgers equation for α ∈ (1, 2] (see [32]), but is
governed by the fractional heat equation for α ∈ (0, 1) (see [3]). For decreasing initial
data with constant far field and α ∈ (0, 1), the solution can develop shocks under different
conditions [2, 4, 17, 33].
Let F nj+1/2 be the numerical flux corresponding to u
2/2 at space xj+1/2 and time tn, then
a straightforward explicit discretization of (38) is
un+1j − unj
∆t
+
F nj+1/2 − F nj−1/2
∆x
+ ν
∞∑
k=−∞
(unj − unk)wj−k = 0.
For the initial condition u0(x) = sign(x), the solution is a rarefaction wave in the inviscid
case (κ = 0), and is smoother in the presence of fractional diffusion, as shown in Figure 8.4.
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The computation domain is the interval [−10, 10] with grid size h = 0.1 and time step 0.1hα,
using the weights wPER. Despite the nonlinear term (u2/2)x in (38), the solution has the
same asymptotic far field boundary condition u(x)± 1 ∼ |x|−α as x→ ±∞.
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Figure 8.4: The solution to the fractal Burgers equation (38) at t = 2, compared with the
rarefaction wave governed by the inviscid Burgers equation.
When the initial data u0(x) = −sign(x) is chosen, u(x, t) = u0(x) is a stationary shock
in the inviscid case. When the fractional diffusion is turned on, the solution may become
continuous when α is larger than one (see Figure 8.5) or when the coefficient κ is large enough
(see Figure 8.6). Although these numerical evidences are not conclusive for the existence
of the shocks, especially when the profile could be poorly resolve, they are consistent with
limited existing results [2, 4, 17, 33].
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Figure 8.5: The steady state of the fractal Burgers equation (38) (κ = 1) with initial data
u0(x) = −sign(x) for α = 0.8 (left) and α = 1.2 (right), respectively.
For other integrable initial data with zero boundary condition at infinity, similar features
like smoothing of negative slopes and steepening of positive slopes are expected. For the
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Figure 8.6: The steady state of the fractal Burgers equation (38) (α = 0.4) with initial data
u0(x) = −sign(x) for κ = 1.0 (left) and κ = 0.1 (right), respectively. The steady state seems
continuous when κ is relatively large but becomes “discontinuous” when κ is small.
initial condition
u0(x) =
{
cosx, |x| ≤ pi/2,
0, otherwise,
(39)
the solutions at t = 4 and t = 8 are shown in Figure 8.7. When α < 1 and κ is small, a
discontinuity in the solution is expected [2], although the precise conditions for the occurrence
of shocks are yet unknown.
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Figure 8.7: The solution of the fractal Burgers equation at t = 4 (left) and t = 8 (right)
with initial condition (39).
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8.5 Fractional thin film equation
The fractional thin film equation ut = ∇ ·
(
u∇(−∆)α/2u) appears in fracture dynamics [28].
Below we focus on the equation in similarity variables, that is,
ut = ∇ ·
(
u∇(−∆)α/2u)+ λ∇ · (xu), (40)
which possesses a stationary steady instead of spreading and decaying densities. If we choose
λ = 2(1 + α)C1,α and initial data with the total conserved mass
M =
∫
R
u(x, t)dx =
√
piΓ
(
2 +
a
2
)
Γ
(
5 + a
2
)−1
,
the it is each to check that u∞(x) = (1− x2)1+α/2 is the steady state. The time evolution of
the solution starting from the initial data
u0(x) =
M√
pi
(
0.8e−4(x−1)
2
+ 1.6e−16(x+2)
2
)
(41)
is shown in Figure 8.8. Since the solution is essentially supported on an interval, the compu-
tational domain [−4, 4] is chosen, with grid size h = 0.01 and time step ∆t = 0.0001. Clearly
the steady state u∞(x) is approached as time evolves.
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Figure 8.8: The evolution of solutions to (40) start with initial data (41) consisting two
Gaussians.
9 Conclusions
In this article we performed a comprehensive study of finite difference approximation of the
fractional Laplacian operator of the form (FLh). The resulting discrete operator is a multi-
plier in the spectral space, and the connection between the weights and the rescaled symbol
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is established. Many schemes are derived or reviewed in this context, and are compared
in various ways about the asymptotic scaling of the weights and their order of accuracy.
Other practical issues are also highlighted, like the treatment of the far field boundary con-
ditions and the effect the non-smoothness of the solutions on the resulting accuracy. The
schemes can be applied to many PDEs with fractional Laplacian, and provide robust tools
for numerical investigation on these more difficult equations besides theoretical analysis.
This numerical scheme can be generalised easily to translation-invariant operator L with
symbol or multiplier M˜ in the spectral space. That is,
Luj =
∞∑
k=−∞
wkuj−k, (42)
such that
M˜h(ξ) := h
∞∑
k=−∞
wke
−iξxk ∼ M˜(ξ),
near the origin. From a given symbol M˜h(ξ), the weights are expressed as
wk =
1
2pi
∫ pi/h
−pi/h
M˜h(ξ)e
iξxkdξ.
For operators like
√
1−∆, the weights wk normally depend on the grid size h in a complicated
way, but for scale invariant operators like (−∆)α/2 and (−∆)−α/2, h can be factored out
from the weights, as we did in Section 2.2. Further more, if M˜ vanishes at the origin, it is
reasonable to require that M˜h(0) = 0 and the scheme (42) can be written as (FLh).
While the framework of the scheme (FLh) can be extended in a straightforward way into
higher dimensions, several practical limitations do appear. Explicit expressions of the weights
like (19) and (22) are less likely for any given symbol like M(ξ) = (ξ21 + ξ
2
2 + · · ·+ ξ2n)α/2. As
a result, numerical quadratures of oscillatory integrals are inevitable [30, 29]. The far field
boundary conditions are also more difficult to treat. In one dimension, the function only
decays in two directions. But the flat tails in higher dimensions, if they exist, are much more
complicated. As a result, there are many important future questions to be answered for the
fractional Laplacian in particular and for nonlocal equations in general.
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