Abstract-In this paper, a new PSO algorithm with adaptive inertia weight is introduced for global optimization. The objective of the study is to balance local search and global search abilities and alternate them through the algorithm progress. For this, an adaptive inertia weight is introduced using a feedback on particles' best positions. The inertia weight keeps varying to alternate exploration and exploitation. Tests are carried on a set of thirty test functions (the CEC 2014 benchmark functions) and compared with other settings of inertia weight. Results show that the new algorithm is very competitive mainly when increasing the dimension of the search space.
I. INTRODUCTION
Particle swarm optimization (PSO) was first introduced by Kennedy and Eberhart in 1995 [1] and imitates the swarm behavior to search the globally best solution. In this method, particles of the swarm move in a multidimensional search space looking for a potential solution. When moving, each particle is guided by its own experience and collaboration with neighbor swarm particles. This technique attracted a high level of interest because of its simplicity and its encouraging results in many fields.
The basic PSO [1] is not the best tool to solve all engineering problems as it is slow in some cases and converges to local optima in some others (e.g. in the field of plasmonics [2] ). To improve the PSO performance, different variants of the algorithm were developed with the main objective of balanced exploration-exploitation [3] - [6] .
The inertia weight, introduced in 1998 [7] , plays a key role in the PSO process, because it is a crucial tool to balance the exploration and exploitation. We introduce a new setting of this parameter. The inertia weight is dynamically adjusted using a feedback on the particles' best positions to alternate exploration and exploitation during the algorithm process. Our algorithm is compared with other settings of inertia weight -based on previous comparative studies-that are GPSO [3] , Sugeno [4] , APSO [5] , and AIWPSO [8] . The tests are carried using the CEC 2014 benchmark functions [9] and show a great potential of the new setting.
The remainder of the paper is organized as follows. Section II provides an overview of the PSO and related work. In Section III, the new algorithm is fully described. Section IV presents the simulation results and their discussion. Finally, we conclude in Section V with a brief discussion and a summary of results.
II. BACKGROUND
The PSO is basically a cooperative method where, at step t, the vector of decision variables, N being the number of particles and D being the search space dimension, is considered as an i th particle in motion during the algorithm. Each position x i (t) represents a potential solution of the optimization problem. Then, the particles of the swarm communicate good positions to each other and adjust their own positions and velocities
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where 1 j r and 2 j r are independent uniform random variables generated between 0 and 1, p i (t) is the best position of particle i i.e. its best experience, g(t) is the global best of the swarm,  is the inertia weight, and c 1 and c 2 are the acceleration coefficients. Equation (1) is used to evaluate the particle new velocity using its previous one, the distances between its current position and its best position, and the distance between its current position and the global best. Equation (2) is used to update the position of the particle using its previous position and its new velocity. The success of PSO depends on values taken by the inertia weight that was introduced by Shi and Eberhart in 1998 [7] . Without the first term of (1), the search will be reduced to a local search. If the inertia weight takes large values (other terms of this equation are almost omitted), the algorithm keeps exploring new spaces and then the convergence is delayed. Therefore, the inertia weight must be adjusted for a better exploration-exploitation trade-off.
A large number of inertia weight settings were proposed. These approaches can be classified in four main groups: constant [7] , random [10] , time varying, and adaptive inertia weights. The most famous time varying law may be the linear decreasing of inertia weight [3] . Different other time varying laws were used such as sigmoid [11] , simulated annealing [12] , Sugeno function [4] , exponential decreasing law [13] , [14] , and logarithmic decreasing law [15] . Then, the adaptive approaches were introduced with motivation a better control Particle Swarm Optimization with Adaptive Inertia Weight
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Many comparative studies were conducted to benchmark different settings of inertia weight. Bansal et al. [17] compared a set of fifteen relatively recent and popular inertia weight strategies and found that constant and linear decreasing inertia weight minimize the error, whereas other laws are better using other criteria. Nickabadi et al. suggested a new adaptive law, and compared it with different other settings of the inertia weight including constant, random, linear time varying, nonlinear time varying, and adaptive setting [8] . Their results show the superiority of the adaptive law they suggested. To end with, Arasomwan and Adewumi [18] covered another set of settings and showed that with good experimental setting, the linear decreasing law will perform competitively with similar variants.
The most common, these approaches present decreasing inertia weight. However, other schemes can be of interest. For instance, Malik et al. got better performance for sigmoid increasing law compared with sigmoid decreasing law [11] .
III. PSO WITH ADAPTIVE INERTIA WEIGHT
The new PSO algorithm, denoted w-PSO, introduces a new adaptive parametric setting. The new algorithm is easy to implement as the acceleration coefficients are constant and the inertia weight is dynamically updated using a simple feedback on the particles' best positions.
Many theoretical studies focused on the convergence related parameterization of PSO. It was demonstrated that the acceleration coefficients should obey 12 
, [20] . On the other hand, Martí nez and Gonzalo showed that the sum of acceleration coefficients must be less than 4 [21] , and recommended 12 cc  to maximize the second order stability region. Moreover, equal values of acceleration coefficients gives the same weight to all the optima (global and local ones), and may avoid attraction to local optima during the exploitation phase. Therefore, we set the accelerations to the same value:
The local and global search are balanced in this algorithm via an adaptive inertia weight. A theoretical study [19] , assuming time varying parameters, showed that the inertia weight should be between 0 and 1. Empirically [3] , the inertia weight was recommended to vary in the range [0.4, 0.9]. We let  vary in this range. First, we introduce d, a vector of K elements (K being a constant), each of which is defined as the maximum value (max) of the standard deviation (std) of () j pt at each step of the algorithm
where k=(t modulus K), and
is the vector regrouping the j th components of all p i (t). Then,  is varied
Introducing d(k) is obviously intended to get an indicator of the algorithm progress. Fig. 1 shows the variation of  using the test function f 1 from CEC 2014 benchmark functions with K=1000.
When the particles' best positions get closer to each other,  increases to reverse the trend and enable more exploration.
Then, every K steps,  decreases which may help more exploitation. In this way, the governing law of  helps alternation of exploration and exploitation, which may improve the quality of the solution without using additional mechanisms (e.g. local search). 
IV. SIMULATION RESULTS
The algorithm is tested using a set of thirty reference test functions recently introduced, and compared with four other settings of the inertia weight.
A. Reference Test Functions
Tests are carried using the CEC 2014 test functions (please refer to [9] 
B. Inertia Weight Laws Used for Comparison
Based on previous comparative studies [8] , [17] , [18] 
  S t N
where N is the population size and S(t) is the number of improved best positions at step t.
The chosen algorithms are tested using Matlab codes with the following parameters: the acceleration coefficients are set to 1.5, the population size N is set to 75, and the velocity of the global best g(t) is regenerated each time its quality is improved. The parameter K introduced in our algorithm is set to 1000.
C. Comparison Criteria
We carry thirty realizations for each algorithm using the test functions in dimensions D=10 and D=50. The solutions are evaluated after carrying a number of function evaluations FEs given by the following law as recommended in Ref. [9] : 10000 10000 .
The mean value and the standard deviation are computed and then algorithms are scored according to the number of times they yield the best results [9] (score varies between 0 and 30) in both dimensions 10 and 50.
D. Results and Discussion
The mean value and the standard deviation (giving the dispersion from average) of the best solutions are reported in Table I-Table II .
Comparing the performance of the algorithms on search spaces of dimension D=10 and D=50, we find that the quality of the solution (by the different settings) is deteriorated for some functions when increasing the dimension of search space. Such behavior may be avoided by increasing the number of function evaluations for D=50 or using additional mechanisms (e.g. hybridization) to these simple PSO algorithms. However, in both dimensions, the best solutions are mainly found using the new algorithm w-PSO, GPSO, or Sugeno. First, in dimension D=10 and taking into account the dispersion of solutions, we find that:  For functions f 5 , f 7 , f 12 , f 13 , f 14 , f 16 , and f 26 , the five algorithms yield comparable solutions.  For functions f 4 , f 6 , f 11 , f 19 , f 23 , and f 24 , w-PSO, GPSO and Sugeno yield the best solutions.  For functions f 22 and f 30 , the best solutions are given by GPSO and Sugeno algorithms.  w-PSO outperforms the other algorithms for functions f 8 , f 15 , f 18 , f 25 , and f 27 as shown in Table I Fig. 3 . Consequently, according to the number of times the algorithms give the best results, the algorithms get the following scores respectively: 19, 18, 10, 4, and 0 for w-PSO, GPSO, Sugeno, APSO, and AIWPSO.
To conclude, the Sugeno law yields the best results in most cases in dimension D=10, whereas in dimension D=50, the new setting of  outperforms the others in most cases. (e) function f27。 Fig. 2 . The mean of the best fitness for 30 independent runs as a function of step number in dimension D = 10 for functions f8, f15, f18, f25 and f27.
(f) function f26. Fig. 3 . The mean of the best fitness for 30 independent runs as a function of step number in dimension D = 50 for functions f1, f2, f15, f20, f24 and f26.
1 Fig. 2 and Fig. 3 should be in printed color.
V. CONCLUSIONS
In this paper, a new PSO algorithm (w-PSO) is introduced for global optimization. The objective of the study is to alternate exploration and exploitation during the algorithm progress.
We introduced a simple algorithm with constant accelerations coefficients and an adaptive inertia weight. The exploitation and exploration are alternated via the inertia weight, which is varying in the range [0.4, 0.9] using a feedback on particles' best positions. When particles' best positions get closer to each other, the inertia weight is increased to enable more exploration and prevent a premature convergence. The exploitation is ensured by decreasing  every K steps. With this setting, the inertia weight keeps oscillating through the algorithm process instead of being automatically decreased as in many previous studies.
The new algorithm is tested on a set of thirty test functions (CEC 2014 benchmark functions) and compared with four other settings of inertia weight. Results show that the new setting is competitive with linear (GPSO) and Sugeno settings in low dimension. In dimension 10, with the new setting, the solutions are found to be the best in 19 out of 30 cases, giving to w-PSO the second place after Sugeno. Most importantly, w-PSO outperforms the other algorithms in solving problems in high dimension (D=50).
For its simplicity and efficiency, we expect the w-PSO to be successfully applied to solve many problems. For instance, in a future work, the w-PSO will be applied to optimize complex plasmonic structures [22] .
