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Vorwort 
Liebe Kolleginnen und Kollegen, 
als Tagungsleitung der 48. Jahrestagung der Deutschen Gesellschaft für Medizinische 
Informatik, Biometrie und Epidemiologie (GMDS) freuen wir uns, in diesem Abstract-
band die Vorträge und Poster vorzulegen, die zur Präsentation auf der Tagung in Müns-
ter vom 14.- 18.9.2003 angenommen wurden. 
Die Tagung wird sich den klassischen fachspezifischen Themen der Medizinischen Infor-
matik, Biometrie und Epidemiologie widmen, aber auch aktuelle neue und innovative 
Themen aufgreifen. Neben der Präsentation der Ergebnisse methodischer Grundlagenfor-
schung wird das Spektrum der Tagungsinhalte auch durch die Diskussion praktischer 
Projekte und Erfahrungsberichte erweitert werden. 
Die Weiterentwicklung einer wissenschaftlichen Fachgesellschaft ist abhängig vom wis-
senschaftlichen Nachwuchs und dem intensiven Austausch zwischen den Generationen. 
Unter dem Leitmotiv ,,Nachwuchs für die Zukunft" verfolgt die Tagung deshalb das Ziel 
zunehmend auch die jüngere Zielgruppe anzusprechen und zu fördern, sowie den Nach-
wuchskräften eine Plattform des Kennenlernens, der Kommunikation und der Weiterbil-
dung zu bieten. 
Ergänzend hierzu bietet die Tagung die folgenden zwei Höhepunkte: 
Am Dienstag, 16.9.2003 wird es drei Nachwuchspreis-Sitzungen geben, in denen eine 
Jury die besten Vorträge für die drei, dieses Jahr auf der Tagung erslmals zu vergebenen, 
Nachwuchspreise auswählen wird. 
Am Donnerstag, 18.9.2003 ist eine öffentliche Informationsveranstaltung zu ,,Aus- und 
Weiterbildungsmöglichkeiten in Medizinischer Infonnatik, Biometrie, Epidemiologie" 
geplant zu der neben allen GMDS-Mitgliedem u. a. auch alle Gymnasien im Münstera-
ner Umfeld eingeladen werden. 
Für die sorgfältige Erstellung dieses Abstractbandes danken wir Herrn Dr. G. Burk-
hardtsmaier, Herrn Dr. M. L. Müller und Frau E. Boldt. Weiterhin gilt unser Dank den 
Mitgliedern des Programmkomitees, die aktiv an der Gestaltung der Sektionen mitgear-
beitet haben, sowie den Damen und Herren Gutachtern, die die eingereichten Beiträge 
kritisch bearbeitet haben und schließlich allen Kolleginnen und Kollegen, die mit ihren 
Vorträgen aktiv zum Gelingen der Tagung beitragen wollen. 
Münster, die Stadt des Westfälischen Friedens und die Westfälische Wilhelms-Universi-
tät, die mit rund 44.000 Studierenden und 120 Studiengängen zu den größten Hochschu-
len in Deutschland zählt, bieten für diese Tagung eine gute Infrastruktur und eine ange-
nehme, offene Atmosphäre. 
Wir sind sicher, Ihnen ein interessantes Tagungsprogramm zu bieten und laden Sie daher 
herzlich ein, an der Jahrestagung in Münster teilzunehmen. 
Prof. Dr. W. Köpcke 1 Prof. Dr. H. U. Prokoscb 1 Prof. Dr. H. W. Hense 
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Abstraktnummer 1/1 
Sequentielle Schätzungen im Self-Designing 
Klinischer Prüfungen 
Knapp G, Hartung J 
Universität Dortmund, FB Statistik, Dortmund 
Einleitung 
Fisher [l] hat das Self-Designing Konzept in gruppensequentiellen klinischen Prüfungen 
vorgeschlagen. Ein wesentlicher Aspekt dieses Ansatzes besteht darin, dass alle Informa-
tionen benutzt werden, die bis zu einer Interimsanalyse vorliegen, um adaptiv die FaJJ-
zahl als auch die Gewichtung für die nächste Studiensequenz zu bestimmen. Die kli-
nische Prüfung wird beendet, falls die (endliche) Varianz einer a priori festgelegten 
Teststatistik aufgebraucht ist. 
ln dieser Arbeit werden nun sequentielle Bereichs- und Punktschätzer für den interessie-
renden Behandlungseffekt im Kontext des Self-Designing klinischer Prüfungen vorgestellt. 
Material und Methode 
In Hartung (2) wird gezeigt, dass durch die Benutzung von p-Werten der sequentiellen 
unabhängigen Teststatistiken keine bestimmte Verteilungsannahme bzgl. der Responseva-
riablen getroffen werden muss. Hartung und Knapp (3) diskutieren Grundzüge zum Self-
Designing klinischer Prüfungen, wobei die sequentiellen unabhängigen Testresultate mit 
der verallgemeinerten Cnversen Chi-Quadrat Methode kombiniert werden. Die Gewich-
tung der einzelnen Studiensequenzen erfolgt dabei durch die adaptive anteiljge Vergabe 
von vorher festgelegten Gesamtfreiheitsgraden einer Chi-Quadrat-Verteilung. Die einseiti-
ge Nullhypothese wird nach jeder Interimsanalyse getestet; am Ende der klinischen Prü-
fung wird das vorgegebene Testniveau eingehalten. Basierend auf dieser Arbeit werden 
nun Konfidenzintervalle für den Behandlungseffekt hergeleitet, wobei ausgenutzt wird, 
dass die Teststatistiken monotone Funktionen im interessierenden Parameter sind. Punkt-
schätzer werden mit der Maximum-Likelihood (ML) Methode bestimmt. 
Ergebnisse 
Die hergeleiteten Konfidenzintervalle halten stets das vorgegebene Niveau ein und sind 
geschachtelt. Ein exaktes (1 - a)-Koofidenzintervall erhält man am Ende der klinischen 
Prüfung, falls die vorgegebenen Gesamtfreiheitsgrade komplett aufgebraucht wurden. Die 
stufenweisen Punktschätzer sind - wie üblich in gruppensequentiellen Designs mit mögli-
cher früher Signifikanz - verzent. Simulationsstudien zeigen jedoch, dass ein hier vor-
gestellter kombinierter Punktschätzer sich wie ein median-unverzerrter Schätzer verhält. 
Diskussion/Schlussfolgerungen 
Neben dem Signifikanztest in adaptiven gruppensequentiellen Verfahren sind Punktschät-
zer und Koofidenzintervalle von Bedeutung, um den Behandlungseffekt und die Präzi-
sion der Schätzung zu quantifizieren. Die hergeleiteten Konfidenzintervalle in den be-
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trachteten Self-Designing Ansatz lassen sich dem Konzept der Repeated Confidence In-
tervals (4) zuordnen, die auch schon bei anderen adaptiven groppensequentiellen Verfah-
ren ihre Anwendung gefunden haben [5]. 
Literatur 
(1) Fisher L. Self-designing clinical trials. Stat Med 1998; 17: 1551-62. 
(2) Hartung J. A self-designing rule for clinical trials with arbitrary response variables. Control 
Clin Trials 2001 ; 22: 111-6. 
(3) Hartung J, Knapp G. A new class of completely self-designing clinical trials. Biometrical J 
2003; 45: 3- 19. 
(4) Jennison C, Tumbull B. Interim analysis: The repeated confidence interval approach. 1 Roy Stat 
Soc B 1989; 51: 305-61. 
(5) Lehmacher W, Wassmer G. Adaptive sample size calculations in group sequential trials. Bio-
metrics 1999; 55: 1286-90. 
Abstraktnummer 1/2 
Powervergabe nach Interimsanalysen in flexiblen Designs 
Menzler S, Hartung J 
Universität Dortmund, FB Statistik, Dortmund 
Einleitung 
Flexible bzw. adaptive Designs bieten die Möglichkeit zur Anpassung des Studiendesigns 
auf Grund der Ergebnisse von Interimsanalysen, wobei nach Konstruktion unter der 
Nullhypothese insgesamt ein vorgegebenes Niveau über alle Studienabschnitte eingehal-
ten wird. Die Wahl der Power und damit des Stichprobenumfangs auf den einzelnen 
Stufen ist dabei durch die Gesamtpower nicht festgelegt und erlaubt somit unterschiedli-
che Strategien. Die Zeitpunkte der Zwischenauswertungen, die den bis dahin verbrauch-
ten Teil der Gesamtpower festsetzen , sollen abhängig von den Wünschen der Studien-
planer gewählt werden können. 
Material und Methode 
Anband des Self-Designing-Verfahrens nach Hartung und Knapp (l] wird eine Möglich-
keit vorgestellt, die Gesamtpower zu kontrollieren. Das Verfahren greift die Ideen von 
Fisher [2] und Hartung (3) auf, den Studienteilen Gewichte zuzuordnen, die jeweils den 
Beitrag des Studienteils zur Varianz der finalen Teststatistik darstellen. Es wi.rd der bis 
zur jeweils durchgeführten Stufe vorliegende Fehler zweiter Art geschätzt und damit die 
bedingte Power für den verbleibenden Studienverlauf bestimmt. Weiterhin werden ver-
schiedene Vorgehensweisen bei der Power- und Gewichtsvergabe für die einzelnen Stu-
fen vorgeschlagen, zum Beispiel die Orientierung am klassischen gnippensequentiellen 
Design nach O'Brien und Fleming [4] beim Wunsch nach früher Kontrolle. 
Ergebnisse 
In Simulationsstudien zeigt sich, dass auf diese Weise für alle als relevant erachteten 
Werte aus der Alternativen eine Power nahe eines vorgegebenen Wens erreicht wird. Die 
Abweichungen hängen dabei vor allem vom gewählten Effektschätzer ab, der bei der 
Powerbestimmung einfließt. 
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Die Strategien bei der Power- und Gewichtsvergabe führen zu leichten Unterschieden 
bezüglich erzielter Gesamtpower und mittlerem Stichprobenumfang. So ist der Preis für 
frühe erste Kontrollen ein erhöhter mittlerer Stichprobenumfang bei niedrigerer Power 
im Vergleich zu Strategien, die auf den ersten Stufen große Power vergeben. 
Diskussion/Schlussfolgerungen 
Die vorgestellten Strategien zeigen Möglichkeiten der Planung von Zwischenauswertun-
gen, die je nach Situation erweitert oder verändert werden können. 
Um die Schätzung des Fehlers zweiter Art zu verbessern, empfiehlt sich die Verwendung 
eines verzerrun:gsreduzierten Schätzers wie nach Coburger und Wassmer [5]. 
Eine weitere Uberlegung beruht darauf, den Stichprobenumfang pro Stufe oder ins-
gesamt im Vorhinein durch realitätsnahe obere Schranken zu begrenzen. 
Literatur 
(1) Hartung J, Knapp G. A oew class of completely self-designing clinical trials. Biomeuical J 
2003: 45: 3-19. 
(2) Fisher LD. Self-designiog clinical trials. Stat Med 1998; 17: 1551-62. 
(3) Hartung J. A self-designing role for clioical trials with arbitrary rcsponse variables. Control 
Clin Trials 2001; 22: l 11- 6. 
(4) O'Brieo PC, Pleming TR. A multiple testing procedure for clinical lrials. Biometrics 1979; 35: 
549-56. 
(5) Coburger S, Wassmer G. Conditional point estirnation in adaptive group sequeotial tesL designs. 
Biometrical J 2001; 43: 821-33. 
Abstraktnummer 1/3 
Eine flexible gruppensequentielle Version 
von Fishers exaktem Test 
Müller HH, Schäfer H 
Universität Marburg, Medizinische Biometrie, Marburg 
Einleitung 
Bei der statistischen Überwachung einer klinischen Studie tritt nicht selten die Situation 
eines Vergleiches zweier Behandlungsgruppen auf der Basis einer binären Zielgröße als 
primäres Zielkriterium ein. Ein übliches Vorgehen is t hier die Auswahl und Implementie-
rung eines klassischen gruppensequentiellen Designs, beispielsweise nach Fleming et al. 
[l] oder ein Design, das auf der Basis einer use-Funk:tion (2] berechnet wurde. Diese 
Designs für eine ßrownsche Bewegung können in dieser Situation asymptotisch ange-
wendet werden, vorausgesetzt die Blockgrößen sind hinreichend groß. 
Eine Option zur flexiblen Anpassung von Designelementen im Verlauf einer klinischen 
Studie ist zudem bedeutend, um klinische Studien noch erfolgreicher durchführen zu 
können. Wir präsentierten hierzu eine Methode [3], die die volle Flexfüilität adaptiver 
Designs nach Bauer und Köhne (4) auch bei allgemeinen gruppensequentiellen Designs 
ennöglicht In Verallgemeinerung erlaubt das CRP-Prinzip [5) (conditional rejection pro-
bability principle) dem Studienleiter Designelemente zu jeder Zeit im Verlauf der Studie 
lnfonnntik. Biomclrie und Epidemiologie in Med. u. Biol. 3413 (2003) 
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zu ändern. Hierbei kann jedoch die Voraussetzung hinreichend großer Blockgrößen für 
ein asymptotisches Vorgehen verletzt sein. 
Material und Methode 
Wir entwickeln zunächst ein exaktes gruppensequentielles Design auf der Basis von Fis-
her's exaktem Test, wobei die Nullhypothese durch Spezifikation eines beliebigen Wertes 
für das Chancenverhältnis (odds ratio) definiert werden kann. Anschließend wird das 
Design mithilfe der CRP-Methode [5] zu einem flexiblen sequentiellen Verfahren weiter-
entwickelt. Dabei wird ein Störparameter berücksichtigt. 
Ergebnisse 
Mit der entwickelten flexiblen gruppensequentie!Jen Prozedur wird das Fehlerniveau ers-
ter Art exakt eingehalten. Die Methode wird anhand eines Beispiels einer Nicht-Unterle-
genheitsstudie illustriert. 
Diskussion/Schlussfolgerungen 
Dieses Verfahren trägt der Tatsache Rechnung, dass bei ungeplanten Zwischenanalysen 
oder bei vielen geplanten Zwischenanalysen die einzelnen Sequenzen in den Stichpro-
bengrößen so klein ausfallen können, dass ein asymptotisches Vorgeben nicht mehr adä-
quat ist. Dies kann der Fall sein, wenn die geplante Gesamtstichprobe für den Einsatz 
asymptotischer Verfahren zu klein ist, aber auch dann, wenn der Gesamtstichproben-
umfang wie in dem Beispiel eine Normalapproximation als adäquates Vorgehen erlauben 
würde, nicht aber der Stichprobenumfang der einzelnen Stufen. Durch das vorgestelhe 
gruppensequentielle Konstruktionsprinzip wird auch bei mehreren Stufen mit kleinerer 
FallzahJ das Testniveau fast ausgeschöpft. Bei Designänderungen wäre es zu wünschen, 
wenn Fortsetzungsdesigns entwickelt werden könnten, die das Testniveau noch besser 
ausschöpfen. 
Literatur 
[1] Fleming TR, Harrington DP, O'Brien PC. Designs for group sequential tests. Controlled Clini-
cal Trials 1984; 5: 348-61. 
[2] Lan KKG, DeMets DL. Discrete sequential boundaries for clinical trials. Biometrika 1983; 70: 
659-63. 
[3] Müller HH, Schäfer H. Adaptive group sequential designs for cl.inical trials: combining the 
advanrages of adaptive and of classical group sequential approaches. Biometrics 2001; 57: 
886-91. 
[4] Bauer P, Köhne K. Evaluation of experiments with adaptive interim analyses. Biometrics 1994; 
50: 1029-41. Correction in Biometrics 1996; 52: 380. 
[5] Müller HH, Schäfer H. A general statistical principle for changing a design any time during the 
course of a trial. Statistics in Medicine, in revision. 
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Abstraktnummer 1/4 
Kontrolle von Niveau, Power und Fallzahl 
bei sequentiellen Gruppenvergleichen 
und historisch kontrollierten Studien mit dichotomer Zielgröße 
Faldum A, Lorenz M 
Johannes Gutenberg-Universität Mainz, Institut für Medizinische Biometrie, Epidemiologie und lnfonna-
tik, Mainz 
Die Evaluation einer neuen Therapieoption sollte - wann immer möglich - im Rahmen 
einer kontrollierten klinischen Studie stattfinden. Ausnahmen von dieser Regel können 
aber in besonderen Situationen nötig werden. 
Eine solche Situation kann auftreten, wenn eine neue Methode nicht nur das Outcome 
der danlit behandelten Patienten sondern auch das Outcome der Patienten unter Stan-
dardtherapie ändert. Dies ist möglich, falls eine indirekte Einflussnahme auf dieses Out-
come durch behandelnde Ärzte, soziologisches Umfeld oder informative Einflüsse gege-
ben ist. Um eine solche gegenseitige Beeinflussung der Ergebnisse zwischen der Gruppe 
mit neuer Therapie und der Kontrollgruppe zu vermeiden, kann ein sequentielles Stu-
diendesign zur Anwendung kommen. Dabei wird zunächst eine erste Stufe der Studie 
nur mit der Kontrollgruppe unter Standardtherapie durchgeführt. Dann folgt eine zweite 
Stufe nlit einer Patientengruppe, die nach der neuen Therapieoption behandelt wird. Da-
bei besteht die Möglichkeit beide Stufen a priori zu planen oder die Ergebnisse der ers-
ten Stufe für die Planung der zweiten Stufe zu nutzen. Ein Studiendesign mit letzterer 
Planungsstrategie findet sich immer in historisch kontrollierten Studien. 
Ein sequentieller Gruppenvergleich beinhaltet jedoch eine größere Anzahl von Fallstri-
cken. Da keine randomisierte, risikostratifizierte Zuteilung der Patienten auf beide Stu-
diengruppen möglich ist, muss mit Verzerrungen aufgrund ungleicher Kohortenbildung 
gerechnet werden. Insbesondere muss auf saisonale Einflüsse oder längerfristige Trends 
bei der Rekrutierung geachtet werden. Darüber hinaus können zeitabhängige Confounder 
den Ausgang einer Sn1die beeinflussen und verfälschen. Dies ist häufig der Fall, wenn 
diagnostische Innovationen sowie eine wechselnde Akzeptanz einer Therapie durch Be-
richte in großen Medien zu veränderten Ausgangsbedingungen für beide Studiengruppen 
führen. Ebenso nehmen gesundheitspolitische Rahmenbedingungen Einfluss auf eine sol-
che Studie. 
Neben den oben genannten Einschränkungen bei der Anwendung eines sequentiellen 
Gruppenvergleichs stellt sich darüber hinaus die Frage, ob ein solches Design das fest-
gelegte Signifikanzniveau einhält, wenn die Planung der zweiten Stufe in Abhängigkeit 
der Ergebnisse der bereits rekrutierten Kontrollgruppe erfolgt und eine datenabhängige 
Fallzahlplanung der neuen Therapiegruppe im statistischen Design nicht berücksichtigt 
wird. 
Ausgehend von der Planung einer Studie zur Evaluation eines Checkheftes bei Schlag-
anfallpatienten werden verschiedene Studienszenarien untersucht. Dabei bildet die Com-
pliance von Schlaganfallpatienten als dichotomes Merkmal die Zielgröße der Studie. Da 
das Checkheft eine Schnittstelle zwischen den behandelnden Ärzten darstellt, beeinflusst 
das Checkheft das Verhalten dieser Ärzte. Da Schlaganfallpatienten ohne und mit Check-
heft gemeinsame Ärzte besitzen, wird das Checkbeft auch das Outcome der Kontroll-
gruppe ohne Checkheft ändern. Als eine mögliche Alternative bietet sich daher ein se-
quentieller Gruppenvergleich zwischen Patienten ohne und mit Checkbeft an. 
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Als Studienparameter werden das Signifikanzniveau, die gewünschte Power, die a priori 
geschätzten sowie wahren Wahrscheinlichkeiten der Compliance von Schlaganfallpatien-
ten ohne und mit Check.heft variiert. Verschiedene Planungsstrategie n der zweiten Stufe 
ohne und mit Berücksichtigung der Varianz der ersten Stufe werden ninsichtlich Einhal-
tung des Signifikanzniveaus, erreichter Power, durchschnittlicher und maximaler Fallzahl 
diskutiert und mit den Ergebnissen einer parallelen Erhebung beider Studiengruppen ver-
glichen. Die zugrundeliegenden Resultate beruhen auf numerischen Kalkulationen mit 
SAS/IML. 
Die vorgestellten Ergebnisse gelten liber die oben beschriebene Fragestellung hinaus für 
jede Art von sequentiellem Gruppenvergleich mit dichotomer Zielgröße. Insbesondere 
gilt dies für historisch kontrollierte Studien, die in vielen Bereichen Anwendung finden. 
Abstraktnummer 2/1 
Current topics in Biosignal Processing: Electromyography 
Wolf W, Staude G 
Universität der Bundeswehr München, EIT-1 , Neubiberg 
lntroduction 
Tue progress of linear methods in Biosignal Processing gets more slowly, in contrast to 
the speed of the computers available. Therefore, we can read about a lot of new applica-
tions and results which are obtained due to the increased power of the computers. The 
amount of publications reporting new concepts of Linear processiog, bowever, is decreas-
ing. But in contrast, the number of papers reporting about nonlinear methods is increas-
ing, but what is tbeir general contribution to the state of the art? 
Certainly, electroencephalography (EEG) and electrocardiography (ECG) are the classi-
cal fields of Biosignal Processing, but electromyography (EMG) still gains increasing 
importance for research and rehabilitation. So, this paper reports about some new con-
cepts and progress in EMG signal processing. 
Material and Methods 
Data which were collected in clinical labs as weil as in our research lab are used for the 
study; they include surface and needle EMG recordings. Experimental paradigms used 
are continuous status monitoring and dual task reaction time experiments, using Diadem 
for data logging. Methods addressed are noise reduction, motor unit recognition and 
onset detection. Signal processing is done by Matlab programs. A specific point is EMG 
signal modeling (simulation) for the objective test of methods. 
Results 
Comparison of different methods are shown with efficiency and costs as criteria. 
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Abstraktnummer 212 
Unterscheidung von kausalen und induzierten Beziehungen 
zwischen Komponenten eines mehrdimensionalen EEG-Signals 
auf der Basis der adaptiven multivariaten Granger Kausalität 
Hesse W, Möller E, Weiss T, Miltner WHR, Schack B 
Friedrich Schiller Universität Jena, Institut für Medizinische Statistik, Informatik und Dokumentatio, 
Jena 
Einleitung 
Die Granger Kausalität ist eine Methode zur Untersuchung von Beziehungen bzw. Inter-
aktionen von Komponenten e ines mehrdimensionalen Signals. Sie ermöglicht gegenüber 
der Kohärenz- oder Korrelationsanalyse nicht nur die Detektion der Zusammenhänge 
zwischen Signalkomponenten sondern auch deren Richtungen. Durch spezielle adaptive 
parametrische Schätzverfahren/Filterung ist die Granger Kausalität auf instationäre Sig-
nale anwendbar, d. b. kurzzeitig wechselnde kausale Beziehungen können erkannt wer-
den. Diese beiden Eigenschaften dieser Methode - die Detektion von gerichteten Inter-
aktionen und die Anwendbarkeit auf instationäre Signale erweitern unter anderem das 
Spektrum der Untersuchungsmöglichkeiten von mehrdimensionalen EEG-Signalen. 
Durch die Granger Kausalität können bzw. konnten viele medizinische Fragestellungen 
aus der EP-Aoalyse oder bei der Untersuchung von kognitiven Prozessen beantwortet 
werden. 
Untersucht man nur kausale Beziehungen zwischen zwei Signalkomponenten eines 
hocbdimensionalen Signals besteht das Problem, dass diese von einer anderen nicht be-
trachteten Signalkomponente oder von einer unbekannten fremden Quelle induziert wird. 
Unser Ziel bestand darin, einen multivariacen Ansatz der Granger Kausalität zu ent-
wickeln, der induzierte von kausalen gerichteten Interaktionen unterscheidet. 
Material und Methode 
Die Grundidee von Kausalität zwischen zwei Signalkomponenten X und Y ist folgende: 
Ein Signal X beeinflusst ein Signal Y dann, wenn die Kenntnis der Vergangenheit beider 
Signale X und Y das Signal Y besser vorhersagt als wenn nur die Vergangenheit von Y 
allein betrachtet wird. Die Vorhersagbarkeit wird dabei durch den Vorhersagefebler ange-
passter autoregressiver (AR-)Prozesse quantifiziert. Durch die Anpassung von AR-Mo-
dellen mit zeitvarianten Parametern ist eine momentane Schätzung der Granger Kausali-
tät möglich. Somit ist die Untersuchung kurzzeitiger gerichteter Netzwerke im 
mehrdimensionalen EEG möglich [ l , 2). 
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Untersucht man die kausalen Beziehungen zwischen zwei Signalkomponenten so spricht 
man von der bivariaten Granger Kausalität. Bei hochdimensionaJen Signalen können bei 
dieser bivariaten Betrachtungsweise scheinbare kausale Beziehungen detektiert werden, 
wenn die anderen Signalkomponenten nicht berücksichtigt werden. So kann der gemein-
same Einfluss einer dritten Komponente oder einer unbekannten Quelle die Interaktion 
zweier Komponenten vortäuschen. Zur Unterscheidbarkeit tatSächlicher und scheinbarer 
kausaler Interaktionen ist ein multivariater Ansatz notwendig, der die Vergangenheit aJler 
Signalkomponenten berücksichtigt. 
Dazu wird das Konzept der Vorhersagbarkeit auf dem mehrdimensio nalen Fall erweitert 
und eine multivariate Granger Kausalität konstruiert. Analog zur bivariaten Granger Kau-
salität wird die Vorhersagbarkeit durch den Vorhersagefehler von mehrdimensionalen 
AR-Modellen repräsentiert. Die notwendige Anpassungsgüte des hocbdimensionalen 
Modells mit zeitvarianten ModeJlparametem wird durch ein Schätzverfahren [3] reali-
siert, dass die Informationen vieler Einzelrealisierungen bzw. -messungen zur adaptiven 
Modellanpassung nutzt. 
Ergebnisse 
Anband von Simulationen wurden die Eigenschaften der multivariaten Granger Kausali-
tät untersucht. Gegenüber der bivariaten Granger Kausalität konnten induzierte gerichtete 
Interaktionen von kausalen unterschieden werden. 
Die Einsetzbarkeit der mu ltivariaten Granger Kausalität zur Detektion gerichteter kausa-
ler Interaktionen im EEG wurde an EEG-Daten zur Schmerzverarbeitung nachgewiesen. 
Durch bisherige EP-Analysen ist die kortikale Topographie der elektrischen Antwort auf 
Schmerzreize an Hand und im Gesicht weitgehend bekannt. Unsere U ntersuchungen mit-
tels der multivariaten adaptiven Granger Kausalität bestätigen diese kortikalen Netzwer-
ke. Zusätzlich konnten kurzzeitige gerichtete Interaktionen bei der Schmerzreizweiterlei-
tung erkannt werden. 
Diskussion/Schlussfolgerungen 
Die Granger Kausalität stammt aus der ökonomischen Zeitreihenanalyse [4]. Sie wurde 
erstmals von Bemasconi und König [5, 6] auf Biosignale angewandt. Ein Problem war 
bisher die Voraussetzung der Stationarität der Signale. Durch die Möglichkeit zeitvari-
anter Schätzverfahren können wir kausale Beziehungen zeitvariant detektieren [l , 2). Dy-
namisch gerichtete kortikale Netzwerke sind somit aus dem EEG ableitbar. Die vor-
gesteJlte multivariate adaptive Granger Kausalität ermöglicht gegenüber der bivariaten 
die Unterscheidung von induzierten und kausalen Interaktionen. Beide Analyseverfahren 
- die bivariate und die multivariate Granger Kausalität - haben aber ihre Einsatzmög-
lichkeiten in der BEG-Forschung. So erkennt die bivariate Granger Kausalität vorhande-
ne Kausalitäten, die bei der mutivariaten unentdeckt bleiben. Dies geschieht z.B. bei 
bestimmten kausalen Beziehungskonstellationen im hochdimensionalen EEG oder bei 
Vorhandensein einer gemeinsamen nicht mit erfassten kausalen QueJle. 
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Abstraktnummer 213 
Anwendung der zeitvarianten Kreuz-Bispektralanalyse 
in der Biosignalanalyse 
Helbig M, Witte H, Schack B 
TU Ilmenau, Institut für Biomedizinische Technik und Informatik, Ilmenau 
Einleitung 
In der Biosignalanalyse ist es oft interessant, Kopplungen zwischen Frequenzkomponen-
ten eines oder mehrerer Signale zu untersuchen. Insbesondere quadratische Phasenkopp-
lungen spielen eine bedeutende Rolle und können mit Hilfe der Bispektralanalyse ana-
lysiert und quantifiziert werden. Die klassische Bispektralanalyse [ 1] geht von 
zeitinvarianten Systemen und stationären Signalen aus. 
In biologischen Systemen sind derartige Kopplungen aber oft an temporäre Ereignisse/ 
Prozesse gebunden und treten somit nur transient in Erscheinung. Dies erfordert beson-
dere Anforderungen an die Analysealgorithmen. Zur Analyse dieser sich zeitlich ändern-
den Phänomene ist eine zeitvariante BispektralanaJyse mit einer ausreichend hohen 
Auflösung im Zeit- und Spektralbereich erforderlich. 
Material und Methode 
Es wurde eine Methode der dynamischen Auto-BispektralanaJyse auf der Basis einer 
adaptiv rekursiven Schätzung der Kumulanten ID. Ordnung entwickelt und in (2, 3) vor-
gestellt. 
In dieser Arbeit wird diese Methodik erweitert und veralJgemeinert zur zeitvarianten 
.Kreuz-BispektralanaJyse und ihrer normierten Fonn, der Kreuz-Bikohärenzanalyse. 
Ergebnisse 
Die Eigenschaften (Symmetrieeigenschaften, zeitliche und spektrale Auflösung, statisti-
sche Eigenschaften, Einfluss der Adaptionsparameter u. a.) der zeitvarianten Schätzungen 
des Kreuz-Bispektrums und der Kreuz-Bikohärenz werden analysiert und anhand von 
Simulationsdaten mit den Eigenschaften des Auto-Bispektrums und der Auto-Bikohärenz 
verglichen und diskutiert. 
Die Methode wird eingesetzt zur Analyse transienter quadratischer Phasenkopplungen 
im EEG während Burst-Suppression und in fMRT-Sequenzen. 
Diskussion/Schlussfolgerungen 
Die Effizienz des Einsatzes adaptiv rekursiver Schätzungen bestätigt sich auch bei der 
Entwicklung dieser komplexen Kenngrößen. Aufgrund ihrer rekursiven Berechnungswei-
se und der damit verbundenen strukturellen Onlinefähigkeit eignen sie sich als Basisal-
gorithmus für die Analyse fortlaufender Signale (Monitoring). Es herrscht keine Bindung 
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an Analyseintervallgrenzen. Dies ist mit herkömmlichen klassischen und auch einer Rei-
he von dynamischen Verfahren nicht möglich. 
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Abstrak1nummer 3/1 
Standardisierte Individualisierung in der Vermittlung 
medizinischen Wissens auf der Basis von Patientenprofilen 
Hägele M, Giesen HT, Grimme! R 
lconmed, Köln 
Einleitung 
Erklärtes Ziel der nationalen und internationalen Politik ist die bessere Integration des 
Patienten in das Gesundheitswesen und die Behandlungsprozesse. Die Behandlungs-
ergebnisse bleiben häufig hinter den Erwartungen zuli.ick (z.B. Diabetes mellitus bzgl. 
der Ziele der St. Vinzenz-Deklaration) und bilden einen erheblichen Kostenfaktor. Ini-
tiiert durch das sogenannte Lauterbach-Wille-Gutachten [l] rucken chronische Krankhei-
ten in den Fokus des (Politik-) Interesses und sind Ziel von Verbesserungen, z.B . im 
Rahmen von Disease-Management-Programmen, geworden. Mit ihrer Hjlfe soll eine Oä-
cbendeckende Behandlung nach „evidence based"-Methoden über die Sektorengrenzen 
hinweg im Sinne einer integrierten Versorgung geschaffen werden. Ohne die aktive Mit-
arbeit des Patienten und eine erhebliche Steigerung der Compliance, wird man jedoch 
gerade bei chroruschen Krankheiten nicht erfolgreich sein können. 
Als limitierender Faktor für die Compliance ist der hohe Zeitbeda1f für die Inforrllierung 
des Patienten anzusehen, der über die Basisschulungen hinausgehend den Betroffenen 
im Verlauf seiner Erkrankung begleitet. Ziel moderner Betreuungs- und Informationssys-
teme ist es daher, die in vielen internationalen Studien [2, 3) erreichte n guten Ergebnisse 
mit maßgeschneiderten Materialien der Patienteninformierung zu ermöglichen, ohne dass 
dem einzelnen Healthcare-Professional ein hoher Erstellungsaufwand zugemutet werden 
muss. 
Wie kann diese Situation durch den Einsatz von IT-Systemen verbessert werden und 
maßgeschneiderte Informationen basierend auf dem aktuellen WISsensstand („evidence 
based medicine") und/oder Leitlinien effektiv und möglichst zeitsparend für die Health 
Professionals aufbereitet werden? 
Material und Methode 
Zunächst wurden die verschiedene Anforderungen eingehend analysiert, um aus den Er-
kenntnissen und der Gesamtsicht das eigene Modell der „standardisierten Individualisie-
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rung" zu entwerfen. Dieses wurde in eine datenbankgestützte, intemet/-intranetfähiger, 
browserbasierter Anwendung umgesetzt und auf seine Praxistauglichkeit im Rahmen ei-
nes Disease-Management-Programms einer Betriebskrankenkasse erprobt. 
Als Grundlage des Systems wurden dokumentierbare Informationsatome definiert, die 
online per Formular vom Patient, Health-Professional oder Dienstleister in dynamischen 
Formularen erfasst werden (auch eine Offlineerhebung per gedrucktem Fragebogen und 
nachträglicher Systemeingabe ist möglich). Derzeit sind 250 Atome definiert, die auch 
dynamisch nachgefragt werden können. Patientenbesonderheiten schlagen sich in den 
Ausprägungen dieser Acome als Profile nieder. 
Die erhobenen Daten werden in einer Datenbank gespeichert und mithilfe von Triggern 
(gebildet aus Bedingungen und Aktionen), die ebenfalls in einer Datenbank gehalten 
werden und das „medizinische Wissen" repräsentieren, automatisiert ausgewertet. Die 
Wissensdatenbank wird von medizinischen Fachautoren definiert und individuell auf die 
Patientendaten angewendet. Für Asthma und Diabetes sind derzeit über 1100 Bedingun-
gen und etwa 900 Aktionen in Triggern definiert. 
Die mittels der Triggerfunktionen generierbare Auswertung der dokumentierten Ergeb-
nisse kann frei definiert werden (Auswertungsroutinen). So wird z. B. für Asthma eine 
schriftlich formulierte Bewertung des aktuellen Behandlungsstandes und der laufenden 
Behandlungsprozesse erstellt, die die Dimensionen Arzneimitteltherapie, Patientenschu-
lung, Patienten-Selbstmanagement, Behandlungsquafüät und das Risikoverhalten ab-
deckt, sowie deren Veränderungen im Verlauf der Erkrankung entsprechend kommentiert. 
Dieses wird als patientenindividuelles persönliches Anschreiben zum Versand an den Pa-
tienten auf Knopfdruck auf Basis der Trigger und Patientendaten in Sekundenschnelle 
generiert. 
Neben der textbausteinbasierten persönlichen Auswertung wird im Beispielsystem auch 
eine persönliche Informationsstrategie für den Patienten gebildet, die z.B. im Diabetes-
Modul aus 62 zweiseitigen Texten von „Abnehmen und Zunehmen bei Diabetes" bis 
„Zukünftige Behandlungen des Diabetes" gebildet wird. Hinterlegte „Nonnstrategien" 
richten die Auswahl der für die jeweilige Erkrankungssituation relevanten Informationen 
auf die individuellen Bedürfnisse des Patienten aus. Die Vorauswahl des Informationsan-
gebots erfolgt gemäß der jeweils zutreffenden Informationsstrategie automatisiert, sie 
kann aber auch individuell verändert werden. Ebenso können Produkte zielgerichtet auf 
das Profil des Patienten angeboten werden. Detaillierte statistische Auswertungen über 
definierte Patientenkollektive sind natürlich ebenfalls möglich. 
Ergebnisse 
Studien zeigen, dass aktuell verfügbares Wissen auch nach vielen Jahren noch keinen 
Eingang in die Praxis gefunden hat [4, 5]. Zwei Beispiele: 
• Untersuchung des diabetischen Auges, nachgewiesen 1981 [6], Anwendungsrate 1997 
38,4% [7] 
• Pneumokokkenimpfung, nachgewiesen 1977 [8], Anwendungsrate 1997 35,6% [9] 
Dies ist zum einen durch das explodierende Wissen in der Medizin (10] und die schiere 
Unmöglichkeit für medizinische Berufsgruppen, in dem zur Verfügung stehenden Zeit-
budget wirklich in aUen Bereichen „Up-To-Date" zu bleiben, zu erklären [I L]. Auch ist 
es für den einzelnen Health-Professional schwierig, alle Aspekte einer optimalen Be-
handlung fi.ir alle Diagnosen im Auge zu behalten. Ebenso kann es im Alltag schnell 
passieren, dass nicht mehr die optimale Behandlungsmethode nach dem aktuellen Stand 
der Wissenschaft angewendet wird, weil Vergleichsparameter oder Ratschläge von Außen 
fehlen und die Zeit zur Weiterbildung begrenzt ist 
Hier kann das entwickelte System helfen, das auf Angaben des Patienten basierend, ei-
nerseits dessen Wahrnehmung und Verständnis für seine Behandlung dokumentiert und 
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andererseits dieses Verständnis kommentiert. Gleichzeitig wird das Ergebnis automatisch 
mit aktuellem medizinischem Wissen verglichen und gibt entsprechende Ratschläge. Die-
se wiederum können dem Arzt Hinweise auf eine nicht optimale Behandlung geben oder 
deutlich machen, dass das Verständnis des Behandlungsprozesses beim Patienten noch 
nicht optimal ist und damit Compliance und Behandlungserfolg sehr wahrscheinlich zu 
wünschen übrig lassen. Ein Eingriff in die Behandlungsfreiheit des Arztes wird durch 
das System nicht vorgenommen. 
Dagegen bekommt der Patient automatisie1t umfangreiches, maßgeschneidertes Informa-
tionsmaterial an die Hand, das die kurze Zeit, die der Healthprofessional für die persön-
liche Infoanierung autbringen kann, ausgleichen und optimal ergänzen kann. 
Der erste Piloteinsatz in einer BKK führte zu einer hoben Kundenzufriedenheit. Weitere 
Auswertungen und Evaluationen werden im weiteren Einsatz erfolgen. 
Diskussion/Schlussfolgerungen 
Bisher stützen sich die meisten Systeme auf Angaben von Ärzten und Health-Professio-
nals. Diese haben aber oft nicht die Zeit, umfangreiche Dateneingaben zu leisten. Zwar 
könnten hierfür integrierte Informationssysteme Abhilfe schaffen, aber die wichtige 
Komponente der Kontrolle des verstandenen Behandlungsprozesses beim Patienten wür-
de dennoch außer acht gelassen. Gerade bei chronischen Krankheiten ist dieses Verständ-
nis und die Compliance jedoch von entscheidender Bedeutung für den Behandlungs-
erfolg. 
Studien (2, 3) haben gezeigt, dass maßgeschneiderte Informationen am ehesten dazu ge-
eignet sind, Verhaltensweisen des Patienten zu ändern oder Compliance zu fördern. Inso-
fern ist es also wichtig, dem Patienten standardisierte, aber individuell auf ihn zugeschnit-
tene Informationen zu seiner Krankheit und ihrem Verlauf in die Hand zu geben. Denn 
wer Menschen bewegen will, muss sie (mit seiner Botschaft) berühren, damit der Betrof-
fene sieb aktiv am Behandlungsprozess beteiligt und die Zusammenhänge zwischen sei-
nem Körper, seinem Verhalten und der Therapie verstehen lernt. Dies sollte wiederum auf 
aktuellem, möglichst „evidence-basierten" Wissen oder Leitlinien basieren. lm vorgestell-
ten System kann dieses Wissen wenig aufwendig zentral eingepflegt und aktuell gehalten 
werden. Damit kommt das theoretische (Leitlin ien-) Wissen unverzüglich zur Anwendung 
und in die tägliche medizinische Praxis, ähnlich wie das auch bei L. Weed mit seinem 
Knowledge-Coupling-Software-Ansatz [12) praktiziert wird. Der Health-Professional 
kann am konkreten Fall auf wissenschaftliche Erkenntnisse hin- und verwiesen werden 
und bat damit das aktuelle Wissen dann zur Hand, wenn er es braucht. 
Langfristig wäre es wünschenswert, zu GLIF [L3] Schnittstellen zu entwickeln, falls sich 
dieser Standard durchsetzt und handhabbarer wird [14, 15). Ebenso wäre es in Zukunft 
sinnvoU, andere Systeme, wie KJS und PVS an die Datenbasis anzubinden, sodass Mehr-
facheingaben von z. B. Laborparametern vermieden werden können. 
Letztlich bietet das System einen gangbaren Weg, eine effiziente, standardisierte und au-
tomatisierte Anwendung von aktuellem medizinischen Wissen auf individuelle Patienten-
daten zu ennöglichen. 
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Abstraktnummer 3/2 
Konzeption und Realisierung einer elektronischen 
Gesundheitsakte für Patienten in der Pädiatrischen Hämatologie 
Ockert F, Doan H, Sträter R, Löcken A, Ataian M, Görz M, Vormoor J, Jürgens H, 
Prokosch HU 
Universitätsklinikum der Westfälischen-Wilhelms-Universität Münster, Pädiatrische Hämatologie/Onko-
logie, Münster 
Einleitung 
Zurzeit spielt der Patient in unserem Gesundheitssystem nur selten eine wichtige aktive 
Rolle bei seiner Behandlung. In der Regel bekommt der Patient bei einem ambulanten 
oder v. a. stationären Besuch auch kein Exemplar der Behandlungsunterlagen ausgehän-
digt. Der Arztbrief als den Besuch zusammenfassendes Dokument wird üblicherweise 
nicht zeitnah postalisch an den einweisenden Arzt und/oder den Hausarzt geschickt. 
Manchmal übernimmt der Patient auch die Rolle des Boten, der dem mitbehandelnden 
Arzt einen Umschlag überbringt 
Die verschiedenen Institutionen des Gesundheitswesens arbeiten bereits enger zusam-
men, also noch vor wenigen Jahren. Auch teilen manche bereits ihre elektronischen 
Krankenakten miteinander, sodass regionale Gesundheitsnetze mit elektronischen Patien-
lnfonnatik. Biometrie und Epidemiologie in MC(I. u. Biol. 3413 (2003) 
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tenakten entstehen. Der Patient aber zieht daraus noch keinen direkten Gewinn. Manch-
mal macht er sich Notizen über Teile der Diagnostik oder Therapie. In einem solchen 
Fall erhalten die Patienten kurz Einsicht in die Papierakten ihrer Ärzte und schreiben 
einen Teil der Papierakte ab, weil es noch keine Möglichkeit gibt, die Daten elektronisch 
w versenden, selbst wenn diese bei den Ärzten elektronisch vorliegen. 
,,lt has required another four decades of tecbnologicaJ and infrastructural developmenl to 
reach the point where we can begin to irnplement this vision in a broad, affordable, and 
equitable manner" [1] sagte Isaac S. Kohane über Biomedizinische Informatik in seinem 
Vorwort zum jährlichen Symposium der AMIA 2002. In diesem Sinne zeigt dieser Bei-
trag die Routinenutzung einer Elektronischen Gesundheitsakte (EGA) in der Umgebung 
der Pädiatrischen Hämatologie und Onkologie des Universitätsklinikum Münster. Die 
Umsetzung von konkreten Schritten zur Stärkung der Rolle des Patienten baut auf der 
vorherigen Einführung einer EGA auf. Zu dieser Einführung gehören auch Veränderun-
gen der Kommunikationsstrukturen zwischen Patienten, Laborpersonal, Pflegekräften 
und Ärzten. 
Die Integration eines solchen Systems in den klinischen Arbeitsablauf kann und soll die 
Rolle des Patienten verändern, „which demonstrated that web based education used by 
patients at a time that was most convenient and relevant to tbem would in fact improve 
their clioical outcomes. C linicians [ ... ] agreed that educational support for patients was 
a major benefit of an Internet based support system" [2], wie auch von Goldsmitb et al. 
angeführt wurde. 
Material und Methode 
Das zugrunde liegende System 
Die benutzte EGA „akteonline.de" wurde bereits bei der MIE 2002 vorgestellt und dort 
ausgezeichnet [3]. akteonline.de ist eine Sammlung von medizinischen Daten eines Pa-
tienten. Sie ist Internetbasiert und nutzt moderne Webtechnologie oder möglichst stan-
dardisierte Datenstrukturen {XML, CDA) für den Datenaustausch. Als zusätzlicher 
Dienst sind Informationen für Nutzer aber auch für Ärzte und andere Gesundheitsbetreu-
er integriert. Erinnerungsfunktionen können den Nutzer an Ereignisse wie Impfungen 
oder Arzttermine erinnern. Die technische Sicherheit der Daten ist ebenso bedacht [4] 
wie die Datenbankstruktur zur Datenablage. Die Struktur der Webseiten befähigt den 
Nutzer, das komplexe Zugriffsmanagementsystem mit unterschiedlichen Berechtigungs-
strukturen für verschiedene Personengruppen oder Institutionen einfach handhaben zu 
können. 
Pilotprojekt in der Pädiatrischen Hämatologie und Onkologie 
Die Bedingungen in der Pädiatrischen Hämatologie und Onkologie sind im Vergleich 
mit anderen Abteilungen sehr gut geeignet für die Einführung einer EGA. Die Patienten 
(bzw. deren Eltern) sind zumeist jung und hoch motiviert. Bereits jetzt dokumentieren 
oder kopieren die Patienten/Eltern viele Daten auf Papier. Es handelt sich hier oft um 
zusammenfassende Arztbriefe und im Falle der hier beteiligten Klinik auch um ein Pa-
tientenbeft, in welchem u. a. die Laborergebnisse eines für die Verlaufsbeurteilung wich-
tigen und in der Abteilung sehr häufig angefertigten Blutbildes dokumentiert werden. 
Dieses Blutbild kann den Patienten nun, neben anderen Informationen wie dem Kurz-
arztbrief, direkt aus dem Krankenhausinformationssystem (KIS) elektronisch zur Ver-
fügung gestellt werden. Jeder andere Arzt mit der nötigen Zugriffsberechtigung kann 
diese Befunde mit einem Internetbrowser ansehen oder auch weitere Befunde manuell 
hinzufügen. Der Arzt oder die Pflegekraft in der Abteilung kann nicht nur auf einfache 
Art Daten zu der EGA des Patienten hinzufügen (wie beispielsweise Medikationen oder 
Kurzarztbriefe), sondern kann in dieser auch spezielle Informationen abrufen, die der 
Patient dort abgelegt bat. Somit stehen dem Personal neue Daten wie Fotos vom Patien-
lnfonna1ik. Biometrie und Epidemiologie in Mcd. u. Biol. 34/3 (2003) 
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ten, beispielsweise bei Hautreaktionen, oder zuhause dokumentierte Werte, beispielswei-
se Gewicht und Größe (auch in grafischen Übersichten), zur Verfügung. „The consu-
mer-driven products and services provided via tbe Internet are a potentiaJJy important 
and beneficial complement of traditional healtb services. They affect the health consu-
mer-provider rotes and require cbanges in healthcare practices." [5] Zusätzliche Patien-
teninformationsmaterialien in akteonline.de helfen neben dem Patienten auch dem wei-
terbehandelnden Ant nach Entlassung des Patienten bei dem Umgang mit den sehr 
seltenen onkologischen und hämatologischen Erkrankungen im Kindesalter. In einem 
Überblick von Treweek et al. haben Computergenerierte Patienteninformationsmateria-
lien auch einen positiven Effekt auf die Arbeit von professionellen Gesundheitsbetreu-
ern gezeigt [6]. 
Ergebnisse 
Stellvertreter: Der Nutzer selbst legt eine eigene EGA im Internet an. Da es sich beim 
Einsatz in der Pädiatrie häufig um Kinder als Nutzer handelt, können auch die Eltern 
eigene EGAs anlegen und zum Stellvertreter des Kindes werden. Als Stellvertreter kön-
nen sie nicht nur Daten hinzufügen, löschen oder ändern, sondern auch Zugriffsberechti-
gungen auf die Akte verwalten. 
Laborwerte: Um die Papierdokumentation der Patienten zu ersetzen, wurde das Laborgerät 
für die sehr häufige Blutbilduntersuchung mit einer Schnittstelle ausgerüstet und ist nun 
fähig, HL7-Nachrichten an das KIS zu senden. Ein Arzt oder eine Pflegekraft kann den 
Laborbefund direkt in der elektronischen Krankenakte des Universitätsklinikums (EKA) 
als CDA-Dokument [7) aufbereiten und über das Internet verschlüsselt verschicken. Wie 
bei CDA-Dokumenten üblich, werden auch der den Vorgang auslösende Mitarbeiter und 
die Institution eingearbeitet. Das Dokument wird bei Empfang signiert und akteonline.de 
verhindert eine zukünftige Änderung (außer dem Löschen durch den Nutzer). 
Arztbriefe: Das KIS ermöglicht bereits eine komfortable Erstellung von Kurzarztbriefen 
unter Einbeziehung von bereits vorhandenen Daten aus der EKA. Mitarbeitern ist es 
möglich, diesen am PC erstellten Arrztbrief nicht nur auszudrucken, sondern ihn auch in 
ein CDA-Dokument umwandeln zu lassen. Letzteres kann dann an die EGA des betref-
fenden Patienten über eine sichere Internetverbindung verschickt werden. 
Patienteninformationsmaterialien: Eingebunden in die EGA können Nutzer sieb über ih-
re Krankheit und deren Behandlung mittels vom Projektteam erstellte statische Internet-
seiten und Internetlinks informieren. Ebenso kann in akteonline.de eine Metasuche in 
verschiedenen Suchmaschinen durchgeführt werden. 
Die Einführung des Systems in die Routinenutzung ist im April 2003 durchgeführt wor-
den und die Evaluation soll im Rahmen eines Vortrags auf der GMDS Jahrestagung 
2003 vorgestellt werden. 
Diskussion/Schlussfolgerungen 
Schon viele Forscher haben den Wert von aufgeklärten Patienten mit Zugang zu ihren 
eigenen medizinischen Informationen festgestellt. [8, 9) Cirnino und seine Kollegen be-
richten beispielsweise von einer Studie, in der Patienten und ihre behandelnden Är.lte 
zum Ausdruck bringen, dass eine EGA die Kommunikation untereinander und das Ver-
ständnis des Patienten für seinen Zustand verbessert. (10) Auf der anderen Seite haben 
Kirn und Johnson die Funktionalität von elf amerikanischen EGAs bewertet und kamen 
zu dem SchJuss, das diese nur eine eingeschränkte Funktionalität zeigen. (11) Ein Bei-
spiel für eine erweiterte Funktionalität wurde von Baorto und Cirnino beschrieben, die 
eine Anwendung einführten, welche die Fachbegriffe erklärt, die dem Patienten bei ei-
nem gynäkologischen Abstrich zur Tumorvorsorge präsentiert werden. [12) 
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Der Einsatz einer EGA bei Patienten mit seltenen Erkrankungen, wie im Bereich der Pädia-
trischen Hämatologie und Onkologie, kann ebenfalls zu Einsparungen im Gesundheitssys-
tem führen. Medizinische Informationen können schnell und einfach unter mitbehandeln-
den Ärzten über den Patienten ausgetauscht werden. Für nationale und internationale 
multizentrische Therapieoptimierungsstudien bezüglich der seltenen Tumorerk:rankungen 
im Kindesalter kann die EGA eine wertvolle Ressource für gesammelte und vom Patien-
ten abgefragte medizinische Daten sein, wenn dieser es erlaubt. 
Dieses Projekt führt zu vielen interessanten Fragen: Resultieren aus dem Gebrauch einer 
EGA Vorteile? Macht es die Arbeit in der Abteilung leichter oder schwerer? Mögen Pa-
tienten/Eltern die neuen Möglichkeiten oder lehnen sie diese ab? Wie, wenn überhaupt, 
ändert sich der Umgang von Patienten und Ärzten? Eine sichere und einfach zu nutzen-
de EGA ist entwickelt, die Vorteile für verschiedene Personengruppen sind zumindest 
wahrscheinlich und die Patienten sind bereit, Ihre RoUe an dem Behandlungsprozess zu 
verbessern. In diesem Projekt wird die EGA akteonline.de einem Test in der Routine 
eines komplexen Umfelds unterzogen. 
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Vernetzung regionaler Gesundheitseinrichtungen in 
Westösterreich zum Zeck des elektronischen Befundaustausches 
Schabetsberger T, Haux R, Hirsch B, Kaloczy C, Lechleitner G, Schindelwig K, Stark C, 
Vogl R, Wilhelmy 1 
Private Universität für Medizinische Informatik und Technik Tirol, Institut für Informationssysteme des 
Gesundheitswesens, Innsbruck 
Einleitung 
Die Qualität des Informationssystems einer medizinischen Einrichtung ist für eine effi-
ziente Diagnostik und Therapie von entscheidender Bedeutung (1). Die Informationsver-
arbeitung in den Krankenhäusern und Arztpraxen in Tirol beschränken sich gegenwärtig 
noch primär auf die eigenen Anforderungen. Dies steht in Widerspruch zu der Tatsache, 
dass Patienten nicht ausschließlich immer im selben Krankenhaus oder beim selben nie-
dergelassenen Arzt behandelt werden. Eine patientenzentrierte und institutionenübergrei-
fende Informationsverarbeining könnte die Qualität und Effizienz des Gesundheitssys-
tems verbessern [2, 3] und die Sicherheit der Patienten steigern (4). 
Der Austausch von Befunden und Bildmaterial zwischen der Tiroler Landeskranken-
anstalten GmbH (TILAK) und niedergelassenen Änten sowie anderen Krankenhäusern 
findet derzeit noch papier- und filmbasiert auf postalischem Weg statt Die Umstellung 
auf einen elektronischen Versand könnte den Informationsaustausch verbessern und da-
mit helfen, Zeit und Kosten zu sparen [2, 3). 
Ziel dieser Arbeit ist es, den derzeitigen papierbasierten Befundberichts- und Arztbrief-
versandes an der Universitätsklinik Innsbruck der Tiroler Landeskrankenanstalten GmbH 
zu analysieren, dessen Schwächen herauszuarbeiten und in Hinblick auf einen elektro-
nischen Versand der Dokumente Verbesserungsansätze zu entwickeln. 
Folgende Fragen lassen sich aus dieser Zielsetzung fonnulieren: 
Wie sind die derzeitigen Abläufe beim Befundversand? 
Wo liegen in den derzeitigen Abläufen die Probleme und Schwachstellen? 
Wie könnten Verbesserungsansätze in Hinblick auf ein elektronisches Befundversand-
system aussehen? 
Material und Methode 
Die Durchführung dieser Arbeit basiert auf der 5-Stufen-Methode zur Vorgehensplanung 
(5). Die derzeitigen sowie geplanten Abläufe werden durch Befragung und Beobachtung 
auf verschiedenen Abteilungen der Universitätsklinik Innsbruck erfasst und als Geschäfts-
prozesse in UML modelliert [6), zur Darstellung eines elektronischen Befundversandsys-
tems wird das graphenbasierte 3-Ebenen-Modell (3LGM) gewählt [7, 8). 
Ergebnisse 
Die Analysen des derzeitigen Zustandes und der Schwachstellen und Probleme ergaben, 
dass der konventionelle Befundversand zeit- und kostenintensiv ist und eine Ablösung 
durch eine elektronische Zustellung von vielen Änten gewünscht wird. In Anbetracht 
der beiden festgelegten Qualitätsfaktoren Zeitdauer und Kosten wurden zwei parallele 
Ansätze zur elektronischen Befundkommunikation erarbeitet, welche die Qualität und 
Effizienz der Gesundheitsversorgung verbessern zu helfen könnten: 
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Mit der Anbindung an existierende, kommerzielle Befundnetzwerke über einen Gate-
wayrechner sollen bestehende Teilnehmer dieser Netzwerke erreicht werden. 
Über ein neu zu schaffendes Webportals könnten via Internet und Webbrowser be-
rechtigte Ärzte die Möglichkeit erhalten, ausschließlich für sie freigegebene TlLAK-
Befunde ihrer Patienten einzusehen. 
Um die Rentabilität und Akzeptanz dieses Systems zu überprüfen sollten nach Inbetrieb-
nahme systematische Evaluierung durchgeführt werden. 
Diskussion/Schlussfolgerungen 
Die dargestellte Problematik der konventionellen Übermittlung von Befunden zwischen 
Gesundheitseinrichtungen wird international von verschiedensten Institutionen (Kranken-
häuser, Universitäten, Unternehmen) aufgegriffen und es wird nach modernen, zeitgemä-
ßen Lösungen gesucht, um die Versorgungsqualität zu steigern und Kosten zu senken [2, 
3, 9, 10). Die meisten dieser Lösungen erfordern die Installation eigener Klientenpro-
gramme bei den einzelnen Teilnehmern [9]. Diese stellen bestimmte Anforderungen an 
Hard- und Software. Hinzu kommt, dass Einschulungsmaßnahmen in die jeweiligen Pro-
gramme und während des Betriebes ein hohes Maß an Support notwendig sind. Auf-
grund der Vielzahl an Projekten auf diesem Gebiet und dem Fehlen einheitlicher Stan-
dards besteht oftmals Inkompatibilität zwischen den neu geschaffenen Systemen. 
Die vorgestellten Lösungsansätze unterscheiden sieb dahingehend von den meisten beste-
henden Produkten, dass einerseits nach größtmöglicher Kompatibilität mit bestehenden, 
auf Klientenprogrammen basierenden Gesundheitsnetzwerken gesucht wird, um dort 
existierende Teilnehmer in für sie bereits gewohnter Weise erreichen zu können, anderer-
seits ein Webportal zum Befundabruf geschaffen wird, welches mit einem handelsüb-
lichen Internetbrowser bedient werden kann und keine zusätzlichen Anforderungen an 
die EDV-Systeme potentieller Teilnehmer stellt. 
Letztlich besteht an der TILAK die Vision des Ausbaus dieses Webportals zu einer um-
fassenden, institutionenübergreifenden elektronischen Krankenakte [11), die eine Zustel-
lung von Befunden generell ablösen würde. Die Umsetzung ist erst mittel- bis langfristig 
realisierbar, da derzeit sowohl rechtliche sowie soziotechnische Voraussetzungen noch 
nicht erfüllt sind, als auch Defizite in methodischer Hinsicht bestehen. UMIT und 
TlLAK beteiligen sich jedoch an Initiativen auf europäischer Ebene, die die Schaffung 
der logistischen, technischen und organisatorischen Voraussetzungen für eine patienten-
zentrierte, universell zugängliche und sichere elektronische Krankenakte zum Ziel haben. 
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Einleitung 
Die schrifdiche Kommunikation zwischen Krankenhaus und Arztpraxis basiert im We-
sentlichen auf der Weitergabe von handschriftlichen oder gedruckten Einweisungs- und 
Entlassbriefen. Obwohl moderne Krankenhaus- wie auch Arztpraxis-Softwarelösungen 
die intrainstitutionelle elektronische Kommunikation recht gut unterstützen, wird die in-
terinstitutionelle elektronische Weitergabe von Infom1ationen meist nur äußerst unzurei-
chend abgedeckt: bisher ist es nicht gelungen, in einer äußerst heterogenen Software-
landschaft einen gemeinsamen, für die Weitergabe umfangreicher strukturierter 
Informationen geeigneten Kommunikationsstandard zu etablieren. Die insbesondere im 
Praxisbereich genutzten Kommunikationsstandards wie LOT, ADT oder BOT erscheinen 
kaum geeignet. Die „Clinical Document Architecture" (CDA) [ 1 ], eine von der 
HL7-Gruppe [2] entwickelte, auf XML (3, 4] basierende Dokumentenstruktur für die 
Beschreibung und den Austausch patientenbezogener Daten erscheint als ein idealer 
Weg, eine Brücke zwischen der stationären und der ambulanten Datenerfassung zu schla-
gen. Diese Arbeit soll die Einsatzmöglichkeit und Funktionalität von CDA anhand eines 
praktischen Beispiels demonstrieren und den Nutzen evaluieren. 
Material und Methode 
Unser Krankenhausinformationssystem (KIS) verfügt über eine umfangreiche Program-
mierumgebung, welche das Erstellen eigener Formulare ermöglicht [5] und dabei die 
Einbindung verschiedener externer Komponenten erlaubt. In fri.iheren Projekten konnten 
wir hiermit bereits einige Erfahrungen sammeln [6]. 
Mit den Mitteln dieser Programmierumgebung haben wir zunächst ein Arztbrief-Formu-
lar erstellt, welches alle im KJS vorhandenen Daten (Stammdaten, Labor- und andere 
Befunde, Diagnosen, Prozeduren etc.) sammelt. Der Arzt/die Ärztin erstellt daraus dann 
den Entlassbrief. Das ausgefüllte Arztbrief-Formular soll anschließend konventionell ge-
druckt oder als verschlüsseltes und signiertes CDA-Dokument versandt werden können. 
Ergebnisse 
Die dem Arztbrief-Formular hinterliegende Programmlogik sammelt alle verfügbaren Da-
ten und wandelt diese in ein CDA-kompatibles Format. Der entstandene CDA-String 
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wird per DDE-Schnittstelle (Dynamic Data Ex.change) an eine ex.teme Applikation über-
geben, welche die weitere Steuerung übernimmt. Uber eine XSLT-Transformation wird 
der übergebene CDA-String in ein HTML-Dokument umgewandelt, mit der Verschlüsse-
lungssoftware GnuPG [7] verschlüsselt und signiert und zuletzt an den im Adressfeld 
des Briefes eingetragenen Hausarzt versandt. Dieser kann den Brief nach dem Entschlüs-
seln im Webbrowser öffnen und, sofern es das Arz.tpraxissystem erlaubt, in die Patien-
tenakte speichern. 
Diskussion/Schlussfolgerungen 
Die beschriebene Methodik erlaubt den CDA-kompatiblen Versand von strukturierten 
Arztbriefen. Für die Benutzer auf beiden Seiten (Klinik/Praxis) ergibt dabei sich nur ein 
minimaler Mehraufwand. Derzeit sind wir dabei, diese CDA-basierende Arztbriefkom-
munikation in der Klinik und Poliklinik für Urologie sowie in einigen Arztpraxen ein-
zuführen, die ersten Ergebnisse sind viel versprechend. 
Die Clinical Oocument Architecture ist ein geeigneter und flex.ibler Standard für die Über-
mittlung strukturierter medizinischer Daten und beschränkt sieb sicherlich nicht nur auf 
die Kommunikation von Daten zwischen Arztpraxis und Krankenhaus: Weiter gehende 
Szenarien, wie die lnfonnationsübertragung zu web-basierenden Diensten (z. B. elektro-
nische Patientenakte) oder die Datenkommunikation zwischen verschiedenen KJS-Kom-
ponenten sind möglich. 
Im Gegensatz zur Weitergabe unstrukturierter Dokumente (z.B. PDF- Dateien) ergibt sich 
der Vorteil, dass der Empfänger die Informationen gezielt weiterverwenden kann. Leider 
ist derzeit noch kein Krankenhaus- oder Arztprax.isinformationssystem in der Lage, 
CDA-Daten zu verarbeiten, weshalb wir gezwungen waren, aus dem strukturierten XML-
Dokument ein unstrukturiertes HTML-Dokument zu generieren, damit es auf Empfän-
gerseite gelesen werden kann. Es ist zu hoffen, dass die Hersteller solcher Systeme künf-
tig das CDA-Format unterstützen und eine bessere informationstechnische Verzahnung 
des stationären mit dem ambulanten Bereich ermöglichen. 
Eine Limitation der aktuellen CDA-Spezifikation ist die noch relativ geringe Granularität 
der lnfom1ationen sowie die für bundesdeutsche Gegebenheiten fehlenden Anpassungen. 
Das SCIPHOX-Projekt („Standardized Communication of Information Systems in Physi-
cian Offices and Hospitals using XML") [8] entwickelt hierfür verschiedene CDA-kon-
fonne Erweiterungen (z.B. für Diagnosen, Krankenkasseninformationen, Laborergebnis-
se), die wir ebenfaJls implementiert haben. 
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Abstraktnummer 4/1 
Datenabhängiges, modellbasiertes Gruppieren von binären 
longitudinalen Verläufen am Beispiel der Neurodermitis 
Kuß 0, Gromann C, Diepgen TL 
Universität Halle-Wittenberg, Institut für Medizinische Epidemiologie, Biometrie und Informatik, 
Halle/Saale 
Einleitung 
Die Neurodermitis ist eine Hautkrankheit, die bevorzugt im Kindesalter auftritt, eine 
starke genetische Komponente hat und sich chronisch rezidivierend typischerweise 
durch Hautekzeme mit quälendem Juckreiz zeigt. Die Prävalenz der Neurodermitis bei 
Kindern ist in den Industrieländern hoch und steigt beständig an. Der Verlauf der 
Krankheit ist wechselhaft und verläuft schubweise, ist aber praktisch nicht zu prognos-
tizieren, Zeiten mit in unregelmäßigen Abständen auftretenden Schüben wechseln mit 
Zeiten der Abheilung [l]. Insbesondere ist völlig unklar, ob es charakteristische Grup-
pen von Verläufen gibt, die bereits bei der Geburt ausgehend von den vorliegenden 
endogenen und exogenen Risikofaktoren eine Prognose des Verlaufs erlauben wür-
den. 
Material und Methode 
Es Jagen die Verläufe von 1314 Kindern aus der MAS-Studie [2) vor. Dort war an 10 
Messzeitpunkten zwischen dem 3. Lebensmonat und dem 7. Lebensjahr unter anderem 
das Vorliegen eines Neurodermitis-Schubs erhoben worden. 
Mithilfe eines Latent Class Mixture Verfahrens [3] wurden diese Verläufe datenabhän-
gig und modellbasiert in Gruppen aufgeteilt. Dieses Verfahren geht davon aus, dass die 
Population aus verschiedenen Gruppen von Kindern besteht, die durch ihre jeweiligen 
Verläufe von Neurodermitis-Schüben gekennzeichnet sind. Als Ergebnis erhält man 
zum einen Schätzer für die charakteristischen Verläufe in den einzelnen Gruppen, zum 
anderen für jedes Kind die Zugehörigkeitswahrscheinlichkeiten zu den jeweiligen Grup-
pen, diese können im weiteren Verlauf durch andere an den Kindern gemessene Kova-
riablen modelliert werden. Die Anzahl der Gruppen und die Ordnung des charak:teristi-
Geschätzte Verläufe, MAS-Studie, N=1314 
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Abbildung l: Geschätzte Verläufe der Prävalenz von Neurodennitis-Schüben in Abhängigkeit vom 
Alter aus dem Modell mit dem optimalen BIC. 
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sehen Verlaufs pro Gruppe (konstant, linear, quadratisch etc.) müssen mithilfe des 
BIC-Kriteri ums optimiert werden. Zur Berechnung der Parameter liegt eine SAS-Pro-
zedur vor (4). 
Ergebnisse 
Ausgehend von den Werten des BIC-Kriteriums wurde ein Modell mit 4 Gruppen aus-
gewählt, Abbildung l zeigt die geschätzten Verläufe in diesen Gruppen. In der ersten 
Gruppe finden sich die Kinder, die ab einem gewissen Alter praktisch ständig die Symp-
tome von Neurodermitis zeigen, auch in der zweiten finden wir ein Ansteigen der Neu-
roderrnitisprävalenz, allerdings von niedrigerem Niveau aus als bei Gruppe 1. Die dritte 
Gruppe zeigt eine altersunabhängige Prävalenz von 0,23, die letzte (Gruppe 4) wird von 
den Kindern gebildet, die praktisch beschwerdefrei bleiben. 
Wichtige Kovariablen für die Gruppenzugehörigkeit waren, konsistent mit froheren Ana-
lysen, die Familienanamnese mit Neurodermitis und die Länge der Stillzeit (5), wobei 
eine positive Familienanamnese und eine lange Stillzeit die Prognose verschlechtern. 
Diskussion/Schlussfolgerungen 
Die vorliegende Analyse ist unseres Wissens die erste, die versucht, charakteristische 
Verläufe von Neurodermitis bei Kindern datenabhängig und modellbasiert zu schätzen. 
Es wäre von großem Interesse, ob unsere Ergebnisse mit Daten aus anderen Studien zu 
reproduzieren sind, alternativ dazu sollte die interne Validität mit Kreuzvalidierungsver-
fahren geprüft werden. Des weiteren wird man sich ein Maß für die Unsicherheiten der 
geschätzten Verläufe wünschen, Versuche zur Schätzung von Konfidenzbändem mit Boots-
trap-Methoden zeigen ermutigende vorläufige Ergebnisse. 
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Abstraktnummer 4/2 
Generalized Estimating Equations in kontrollierten 
klinischen Studien 
Dahmen G, König IR, Ziegler A 
Universität Lübeck, Institut !Or Medizinische Biometrie und Statistik, Lübeck 
Generalized estimating equations (GEE; Liang und Zeger 1986) für die Analyse von 
Daten mit Clusterstrukturen erfreuen sich wachsender Beliebtheit. So wurde vor kurzem 
die erste Monographie zu diesem Thema publiziert (Hardin und Hilbe 2002). Die GEE 
wurden in der Praxis wiederholt in kontrollierten klinischen Studien eingesetzt. Aller-
dings wurden sie in der Regel nachgeschaltet und nicht als Primäranalyse verwendet. 
Stattdessen basiert die Primäranalyse meistens auf klassischen statistischen Methoden, 
die die Cluster-, häufig Längsschnittstruktur der Daten ignorieren. In der Arbeit diskutie-
ren wir die Anwendbarkeit der GEE als Primäranalyse in kontrollierten klinischen Studi-
en. Unter Verwendung theoriegestützter Ergebnisse aus der Litera[Ur leiten wir Empfeh-
lungen ab, wie die GEE zur Analyse therapeutischer Studien eingesetzt werden sollten. 
Dabei beu·achten wir die Themengebiete Independence Estimating Equations (IEE) oder 
GEE, die Berücksichtigung fehlender Werte sowie Fallzahlplanung. Wir hoffen, dass un-
sere Arbeit der Stanpunkt für eine weiterführende Diskussion ist, wie Therapiestudien 
mit geclusterten Daten Idealerweise analysiert werden sollten. 
Literatur 
Hardin JW, Hilbe JM. Generalized Estimating Equations. Boca Raton: Chapman & Hall/CRC, 
2002. 
Liang K-Y. Zeger SL. Longitudinal data analysis using generalized Linear models. Biometrika 1986; 
73: 13- 22. 
Abstraktnummer 4/3 
Multivariate Regression und Kalibrierung 
mit Fehlern-in-den-Variablen 
lgl BW, Dümbgen LD 
Universität-Klinikum Schleswig-Holstein, IMBS, Lübeck 
Einleitung 
Ein wichtiger Aufgabenbereich der Analytischen Chemie ist die Entwicklung von Gas-
sensoren. Dabei werden verschiedene Sensoren zu einem Array zusammengesetzt, um 
z. B. die Konzentrationen von Substanzen in einem Gasgemisch zu bestimmen. Bei den 
vorliegenden Untersuchungen kann zumindest in gewissen Konzentrationsbereichen von 
einem linearen Zusammenhang zwischen den Sensorsignalen und den Konzentrationen 
der einzelnen Gaskomponenten ausgegangen werden. Problematisch für die statistische 
Analyse ist jedoch, dass weder die Konzentrationen noch die Sensorsignale fehlerfrei 
gemessen werden können. 
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Ziel ist die Bestimmung eines Prädiktionsbereicbes für einen zukünftigen Vektor von 
fehlerfreien Substanzkonzenrrationen basierend auf gemessenen SensorsignaJen. 
Dies bedeutet, es handelt sich um ein muJtivariates Kalibrierungsproblem. Zur Spezifika-
tion des dazu notwendigen funktionalen Zusammenhangs werden in der Trainingsphase 
multivariate lineare Regressionsmodelle mit Fehlern-in-den-Variablen betrachtet. Diese 
dienen dann zur Konstruktion von Konfidenzbereichen in der Prädiktionsphase. 
Material und Methode 
In dem Vortrag werden zwei Schätzmethoden zur Bestimmung der Regressionsparameter 
bei fehlerbehafteten Regressoren vorgestellt und verglichen. Dabei handelt es sich zum 
einen um ein zweistufiges Verfahren zur Bias-Korrektur des Kleinste-Quadrate-Schätzers 
(Gleser, JASA, 1992). 
Zum anderen wird die total-least-squares' Methode zur Schätzung der interessierenden 
Parameter herangezogen. Mithilfe eines Bootstrap-Verfahrens wird ein Konfidenzquader 
für einen Vektor zukünftiger Gaskonzentrationen konstruiert. 
Ergebnisse 
Es wird die asymptotische Verteilung der geschätzten Regressionsparameter im vorliegenden 
multivariaten linearen Regressionsmodel mit Fehlern-in-den-Variablen dargestellt. Diese 
djent zur Bestimmung von Konfidenzquadem sowie zum Vergleich beider Schätzmethoden. 
Diskussion/Schlussfolgerungen 
MuJtivariate Regressionsmetboden mit febJerbehafteten Regressoren sind von immenser 
praktischer Bedeutung. In vielen verschiedenen Disziplinen und bei den unterschiedlichs-
ten Fragestellungen werden quantitative Zusammenhänge zwischen Variablen untersucht. 
Sobald Messfehler nicht nur den abhängigen sondern auch den unabhängigen Variablen 
zugeschrieben werden können ist der Kleinste-Quadrate Schätzer verzerrt und inkonsis-
tent. Daher müssen in diesem Szenario andere Schätzmethoden Verwendung finden. 
Literatur 
Fuller W A. Measurement error models. New York: John Wtley, 1987. 
Gleser L J. The Importance of assessing Measurement Reliability in Multivariate Regression. 
Joumal of the American Statistical Association 1992; Vol. 87, No. 419: 696-707. 
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Abstraktnummer 4/4 
Vergleich von Globaltests zur Analyse hochdimensionaler Daten 
Hemmelmann C, Horn M, Schack B, Süße T 
Universität Jena, IMSID, Jena 
Einleitung 
Für die Analyse multipler Endpunkte bzw. multivariater Daten (Ein- und Zweistichpro-
benproblem) existieren eine Reibe von Globaltests, die sich für hohe Dimensionen, d. h. 
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große AnzahJen multipler Endpunkte eignen. Bei k Endpunkten lassen sich k Elementar-
hypothesen H 1, ... , Hk fonnulieren, z. B. H;: µ; = 0. Ein GlobaJtest dient der Priifung 
der GlobaJ- oder Durchschniushypothese Ho = H1 n ... n H1<,. Die Power von GlobaJ-
tests hängt von verschiedenen Faktoren ab. Diese Zusammenhänge sollen untersucht 
werden, da ihre Kenntnis wichtig ist für die Auswahl geeigneter Tests. 
Material und Methode 
ln Simulationen haben wir folgende Verfahren auf ihre Eigenschaften untersucht und 
miteinander verglichen: Bonferroni-Methode, Test von Simes (1986), Methoden von 
Läuter et aJ. ( 1996), Permutationstests mit unterschiedlichen Teststatistiken. Dafür wur-
den MATLAB-Programme erstellt. Betrachtet wurden k-dimensionaJe NormaJ-, Exponen-
tiaJ- und LognonnaJverteilungen. Es wurden vor allem Situationen mit unterschiedlichen 
Korrelationen zwischen den Endpunkten und unterschiedlichen AnzahJen faJscher Hypo-
thesen simuliert und verglichen. Außerdem wurde die Abhängigkeit von k untersucht. 
Ergebnisse 
Bei den meisten Verfahren, jedoch nicht bei allen, gelten folgende Aussagen: Die Power 
ist umso geringer, je höher die Korrelation {} zwischen den Endpunkten ist. Die Power 
steigt mit wachsendem k geringfügig bei kleinem{} und bleibt annähernd gleich bei gro-
ßem (} . Die Power steigt mit der Anzahl m der falschen Hypothesen. Diese mehrfachen 
Abhängigkeiten sind jedoch von Verfahren zu Verfahren unterschiedlich, so dass bei be-
stimmten Konfigurationen einige Verfahren den restlichen deutlich überlegen und bei an-
deren Konfigurationen deutlich unterlegen sind, siehe z.B. Abbildungen 1 und 2. 
Bei den Permutationstests verwendeten wir neben r-Sl:atistiken auch Prüfgrößen, die bis-
lang wenig Beachtung gefunden haben sowie von uns konstruierte Teststatistiken. Wir 
konnten zeigen, dass diese bei manchen Konfigurationen zu wesentlich höheren Power-
werten führten aJs bisher verwendete Priifgrößen. 
Aus unseren Untersuchungen ergeben sich Empfehlungen, welches Verfahren am besten 
geeignet ist. Um in der Praxis entscheiden zu können, welches Verfahren geeignet ist, 
müssen die Korrelationen zwischen den Endpunkten geschätzt werden. Des weiteren 
muss mithilfe von Boxplots oder unadjustierten p-Werten eingeschätzt werden, ob die 
Anzahl faJscher Hypothesen niedrig oder hoch ist. 
Die von uns bereitgestellten Methoden und die zugehörigen Programme finden bereits 
Anwendung bei der Auswertung von hochdimensionalen Daten der EEG-Forschung. 
Diskussion/Schlussfolgerungen 
Der klassische Globaltest ist der Hotellingsche T2-Test, der multivariate Normalverteilun-
gen und im ZweistichprobenvergJeich gleiche Kovarianzmatrizen voraussetzt. Dieser Test 
ist nur durchführbar, wenn für den Stichprobenumfang n die Ungleichung n ;:::: k + 2 gilt. 
Da in unseren Anwendungen die Dimension meist wesentlich höher als der verfügbare 
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Abbildung 2: Powerwerte für m / k = 7 /8 
bei unterschiedlichen Dimensionen k (Ein-
stichprobenfall, zweiseitig, a = 0.05, 
e = 0.2, Mo = 0.4, II = 20) 
Nachteil, dass er nicht unterscheidet zwischen Abweichungen der Endpunkte in ein und 
derselben Richtung und Abweichungen in beide Richtungen. Aus diesem Grunde wur-
den von O'Brien (1984), Pocock etal. (1987) und Tang etal. (1993) alternative Verfah-
ren entwickelt. Allerdings wird bei diesen Verfahren das a -Niveau teilweise erheblich 
überschritten, siehe Kieser et al. (1995). Daher wurden sie nicht in unsere Untersuchun-
gen einbezogen. Es gelang schließlich Läuter et al. ( 1996), Verfahren zu entwickeln, die 
die gewünschten Eigenschaften haben und dennoch das a-Niveau einhalten. Diese Me-
thoden setzen - wie der T2-Test - multivariate Normalverteilungen und im Zweistich-
probenfall Gleichheit der Kovarianzmatrizen voraus. Eine Alternative erhält man mit 
Permutationstests, die völlig ohne Verteilungsannahmen auskommen. Untersuchungen 
zu Permutationstests wurden von Blair et al. (1994) durchgeführt. Wir verwendeten bei 
den Permutationstests die gleichen Teststatistiken wie Blair et al. (1994) und dariiber 
hinaus Prüfgrößen aus Läuter et al. (1996) und anderen Arbeiten sowie von uns ent-
wickelte Teststatistiken. Blair et al. (1994) untersuchten nur Konstellationen, wo entwe-
der alle Hypothesen oder 20% falsch waren. Wir untersuchten ein größeres Spektrum. 
Bezüglich der Korrelation untersuchten wir in Anlehnung an Daten aus der Praxis auch 
Konstellationen, in denen gleichzeitig unterschiedlich große Korrelationskoeffizienten 
vorkamen. 
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Blair RC, Higgins J.J , Kamiski W, Kromrey J.D. A Study of Multivariate Pennutation Tests Which 
May Replace Hotelling's T2-Test in Prescribed Circumstances. Multivariate Behavioral Research 
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Abstraktnummer 5/1 
Ein Rechenschieber zur Interpretation diagnostischer Tests 
Hellmich M, Lehmacher W 
Universität zu Köln, Institut für Medizinische Statistik, Informatik und Epidemiologie (IMSIE), Köln 
Der Saiz von Bayes beschreibt in Form einer mathematischen Gleichung, wie Wahr-
scheinlichkeitsaussagen über interessierende Sachverhalte infolge entsprechender Beob-
achtungen modifiziert werden müssen. Die vermutlich bekannteste Anwendung dieses 
Satzes in der Medizin ist die Berechnung des prädiktiven Werts eines diagnostischen 
Testresultats. Zu diesem Zweck hat Fagan (1975) eine geometrische Lösung in Form 
eines Nomogramms vorgeschlagen. Als einfache geometrische Alternative stellen wir ei-
nen Rechenschieber vor. 
Die Formel zur Berechnung des prädiktiven Werts eines diagnostischen Testresultats ist 
eine direkte Anwendung des Satzes von Bayes. Die multiplikative Beziehung kann mit-
tels algebraischer Umformungen und anschließendem Logarithmieren in eine additive 
Gleichung überführt werden, die geometrisch leicht umgesetzt werden kann, z. B. in 
Fonn eines Nomogramms oder eines Rechenschiebers. Der Gebrauch beider geometri-
schen Hilfsmittel wird an einem klinischen Bespiel erläutert. 
Das Nomogramm ist einfach zu benuizen und zu vervielfälligen, jedoch erschwert die 
gegensimüge Orientierung der Wahrscheinlichkeitsskalen das Verständnis. Dagegen zeigt 
der Rechenschieber die Veränderung der (Un-) Gewissheit durch das Testresultat auf ei-
ner einzigen Skala. Zudem kann er unter praktischen Bedingungen genauer abgelesen 
werden. 
Beide geometrischen Hilfsmittel werden infolge der Verbreitung von Handrechnern, die 
die Beziehung von Vor- und Nachtest-Wahrscheinlichkeiten grafisch oder tabellarisch 
darstellen können, vermutlich an Bedeutung verlieren. Jedoch kann in Lehre und Praxis 
selten ein Hilfsmiuel allein allen Anforderungen gerecht werden. 
Literatur 
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Abstraktnummer 5/2 
Konstitution von Referenz-Teams zur optimal reliablen 
Fixierung primärer Endpunkte in klinischen Prüfungen 
bei begrenzt reproduzierbarer Diagnostik 
Krummenauer F 
Universität Mainz, Institut für Medizinische Biometrie, Epidemiologie und Informatik, Mainz 
Einleitung 
Von der Fallzahlplanung bis hin zur primären Entscheidung über die Wertigkeit eines zu 
prüfenden Arzneimittels werden alle relevanten Schritte grundsätzlich den oder die pri-
mären klinischen Endpunkte einer Zulassungsstudie fokussieren. Dass dieser daher maxi-
mal valide und hinsichtlich seiner klinischen Relevanz optimal gewählt sein muss, ist 
anerkannter Standard einer jeden sachgerechten klinischen Prüfung. Seine Fixierung hin-
gegen wird nicht selten nur begrenzt intensiv berücksichtigt: Meist wird das für die Fest-
machung des primären Endpunktes notwendige diagnostische lnstn1mentarium zwar klar 
im Prüfplan beschrieben, dessen eventuelle Restriktionen in Reliabilität oder gar Validität 
werden jedoch nicht selten stillschweigend hingenommen oder sogar (zumindest unbe-
wusst) ignoriert. Eine Begrenzung in der Reliabilität der Diagnostik, mit welcher der 
primäre Endpunkt fixiert wird, führt jedoch schon innerhalb der FaJlzahlplanung zu deut-
lichen Einflüssen: Bereits im einfachen Vergleich zweier normalverteilter Stichproben 
mittels eines t-Tests muss eine konventionell geplante Fallzahl 11 zu einem vorgegebenen 
klinisch relevanten Unterschied zu einer effektiven Fallzahl von 11/ R korrigiert werden, 
wenn eine Einzelmessung des primären Endpunkts mit einer Reliabilität R < l behaftet 
ist [l]. Bei Analyse der Studie muss ebenfalls der Verlust an Reproduzierbarkeit im pri-
mären Endpunkt berücksichtigt werden, weshalb schon bei Planung der Studie eine ma-
ximal reliabile Fixierung desselben anzustreben ist. Speziell beim Einbezug bildgebender 
Verfahren geschieht dies oft durch Einbezug paralleler unabhängiger Reader, welche die 
Ergebnisse der Messung auswerten bzw. darauf basierend kategoriale Befunde ableiten. 
Deren Konsensusbefunde stellen eine inzwischen anerkannte Basis für die Fixierung pri-
märer Endpunkte in Zulassungsstudien dar. Ein Problem besteht in der Praxis jedoch 
nicht selten in der a priori-Konstituierung eines Referenz-Teams aus einem Pool in Frage 
kommender Experten, welches so klein wie möglich gehalten und zugleich so reliabel 
wie möglich arbeiten soll. Daher soll ein Algorithmus präsentiert werden, mit dessen 
Hilfe auf der Basis eines Testsatzes diagostischer Messungen ein Referenz-Team optima-
ler Größe und (Konsensus-) Reliabilität abgeleitet werden kann. 
Material und Methode 
Es werde von einem kategorialen primären Endpunkt ausgegangen, wobei k parallele 
Bcfunder die n Aufnahmen eines Testdatensatzes unabhängig voneinander in jeweils eine 
von C Kategorien einordnen. Mittels verallgemeinerter kappa-Koeffizienten auf der Basis 
der multivariaten Multinomialverteilung, welche diesem ExperimenL als Modell zugrunde 
s.elegt werden kann [2], können dann einerseits die Reliabilität (gemessen durch die 
Ubereinstimmung des gesamten Teams von initial k Befundem) wie auch für jeden ein-
zelnen dieser k Befunder dessen Übereinstimmung mit dem verbleibenden Team aus 
k - 1 Befundem geschätzt werden. Die resultierenden kappa-Schätzer für jeden der ein-
zelnen Befunder können dann jeweils mit dem kappa-Schätzer des gesamten Teams ver-
glichen werden hinsichtlich signifikanter Abweichungen. Ferner kann gezeigt werden, 
Informauk. Biometrie und Epidemiologie in Med. u. Biol. 3413 (2003) 
Abstracts der 48. Jahrestagung der GMOS 171 
dass eine siginifikante Abweichung eines solchen „IsoJations-kappas" vom kappa des 
gesamten Teams gerade gleichwertig ist zu einem signifikanten Unterschied zwischen 
dem kappa des gesamten Teams und dem kappa des um den „isolierten Befunder" redu-
zierten Teams aus k - 1 verbleibenden Befundem. So kann nun schrittweise das zu Be-
ginn maximal gewählte Team reduziert werden, bis entweder eine Team-Übereinstim-
mung von gewünschter Größenordnung erreicht ist, oder sich keiner der noch im Team 
verbliebenen Befunder mehr von den restlichen (signifikant) abhebt. 
Dieser stufenweise „top down-Ausschluss" von Befundem basiert auf Tests auf Unter-
schieden zwischen den kappa-Schätzern. Genauso kann auch mit einem Test auf nicht-
relevante Abweichungen zwischen den Schätzern die signifikante Rechtfertigung der 
Aufnahme eines Befunders in ein bereits bestehendes Team geliefert werden, also ein 
Team im bottom up-Ansatz schrittweise erweitert werden. Bei beiden Strategien ist am 
kappa-Schätzwert des finalen Teams die von diesem leistbare Reliabilität bei Fixierung 
des primären Endpunktes bewertbar. 
Ergebnisse 
Das inzwischen in SAS® implementierte Vorgehen wird illustriert an der Konstitution 
eines Konsensus-Teams für eine prospektive multizentrische Placebo-kontrollierte Phase 
ID-Studie zur Bewertung der prophylaktischen Relevanz eines bereits in anderen Indika-
tionen zugelassenen Neuroprotektivums für Patienten mit moderatem Glaukomschaden. 
Durch lokale Applikation dieses Wirkstoffes soll die Progression des bestehenden Scha-
dens verhindert werden; primärer Endpunkt der Studie ist eine Progression der Papillen-
excavation im Zeitraum 36 Monate nach Studieneintritt. Dieser Endpunkt soll fest-
gemacht werden durch die binäre Befundung der Papillenaufnahmen vor und 36 Monate 
nach Beginn der Medikation. Ein für die Befundung aller Studienpatienten verantwort-
liches Referenz-Teams soll aus den 7 Leitern der voraussichtlich teilnehmenden Glau-
komzentren konstituiert werden. Diesem Team wurden nun 150 follow up-Aufnahmen 
aus der Phase 11 des Zulassungsprozesses vorgelegt mit der Bitte um entsprechende Be-
wertung einer Progression. 
Merkliche intraindividuelle Abweichungen zwischen den Befundem bewirken für das 
siebenköpfgige Team eine Übereinstimmung von k = 52 % (95 %-KonfidenzintervalJ 
48%-56%); die Schätzwerte der ,,Isolations-kappas" rangieren zwischen 36% und 63 %. 
Einer der amerikanischen Studienleiter wird im ersten Schritt des top down-Algorithmus 
ausgeschlossen (p = 0.001 ), im zweiten und dritten Schritt jeweils einer der inital drei 
italienischen Studienleiter (p = 0.007 und p = 0.01). Die Übereinstimmung der verblei-
benden Teams wächst dabei von k = 59% (54%-63 %) über k = 67 % (63 %-71 %) auf 
k = 74 % (71 %-77 %) jeweils signifikant an. Der Algorithmus stoppt mit einem vier-
köpfigen Team aus einem amerikanischen, einem italienischen und zwei deutschsprachi-
gen Befundem. 
Diskussion/Schlussfolgerungen 
Der beschriebene kappa-basierte Algorithmus liefert eine plausible und strukturiert doku-
mentierbare Rationale zur Konstitution von Referenz-Teams für die Fixierung primärer 
klinischer Endpunkte z.B. für den Fall einer diesen Endpunkten zugrunde liegenden 
bildgebenden Diagnostik. Die maximal erreichbare Reliabilität des identifizierten Teams 
kann mittels eines kappa-Koeffizienten geschätzt und somit in die FallzahJplanung der 
Studie eingebracht werden, in welcher das Referenz-Team eingesetzt werden solJ. 
Klar ist jedoch, dass nicht selten neben einer solchen objektiven Rationale auch „politi-
sche" Argumente bei der Konstitution solcher Teams eine Rolle spielen werden - nicht 
zuletzt aus diesem Grunde wurde Wert auf eine plausible Nachvollziehbarkeit der Ergeb-
nisse des Algorithmus gelegt, welche bei Verwendung von den Anwendern durchaus 
zugänglichen kappa-Koeffizienten gegeben ist 
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Das beschriebene Vorgehen ist ferner klarerweise explorativ, es werden weder Korrektu-
ren im Sinne des multiplen Testens noch im Sinne der für kappa-Maße bekannten Kon-
servativitäten [3] vorgenommen. Ein wichtiger Nachteil dieses explorativen Vorgehens 
ist weiter das Fehlen eines Validierungs-Schrittes für die am Testdatensatz erhaltenen 
Ergebnisse: Die Reproduzierbarkeit eines Teams oder auch einzelner Befunder unterliegt 
neben einer Lernkurve auch den Gegebenheiten eines konkreten Studien-Kontextes, Ein 
unabhängiger Validierungsschritt erscheint aber angesichts der Fragestellung weder aus 
praktischen noch aus ethischen Gründen heraus angemessen. 
Abschließend muß betont werden, daß obiger Algorithmus prima facie die Reliabilität 
optimiert ohne Kontrolle der Validität! Die besten Befunder können so in einem ersten 
Schritt ausgeschlossen werden, weil sie sieb von den „unterlegenen" merklich abheben. 
Literatur 
[1) Krummenauer P, Förster G. Kostenoptimale Planung kontrollierter Studien bei Diagnose-lnstru-
menten mit begrenzter Reproduzierbarkeit. Der Radiologe 1999; 39: 489- 493. 
[2) Krummenauer P. Konstruktion und lntervallschätzung verallgemeinerter kappa-Maße zum Ver-
gleich diagnostischer Verfahren von begrenzter Reproduzierbarkeit. Jahrestagung der Deutschen 
Region der Internationalen Biometrischen Gesellschaft, Wuppertal, 18. März 2003. 
[3) Kutschmann M, Rippin G. Herleitung eines Paradoxa-freien kappa-Koeffizienten. Jahrestagung der 
Deutschen Region der Internationalen Biometrischen GeseJJschaft, Wuppe11al, 19. März 2003. 
Abstrak1nummer 5/3 
Vergleich hierarchisch geordneter Diagnoseverfahren 
mit aufsteigender Validität 
Orawa H, Germer CT, Martus P 
FU Berlin, Univ.-Klinik B. Franklin, Institut für Medizinische lnfonnatik, Biometrie u. Epidemilogie, Berlin 
Einleitung 
Die Differentialdiagnose der Sigmadivertikulitis stellt ein schwieriges Problem dar. Die 
etablierte Stadieneinteilung nach Hansen und Stock ist Grundlage der Entscheidung, eine 
Operation zu unterlassen (bei Vorliegen der Stadien 0 oder 1), oder eine Operation vor-
zunehmen (Stadium Il oder ill). An der Klinik und Poliklinik für Allgemein- Gefäß-
und Thoraxchirurgie des Universitätsklinikums Benjamin Franklin in Berlin findet seit 
1.4.03 die Datenerhebung zur Studie „prospektiver Vergleich MRT vs. CT bei der Sig-
madivertikulitis" zum Vergleich mehrerer Diagnoseverfahren unterschiedlicher Invasivität 
und unterschiedlicher Validität statt. 
Material und Methode 
Oie Stadieneinteilung erfolgt standardmäßig aufgrund einer Computertomographie (CT). 
Oie (hinsichtlich Weichteilkontrast und Ortsauflösung vermutlich überlegene aber noch 
nicht etablierte) Magnetresonanztomographie (MRT) soll im Rahmen der Studie hinsicht-
lich der Stadienzuordnung mit der CT verglichen werden. Die Diagnose laut CT kann 
verifiziert werden durch den intraoperativen Befund (JOB), über dessen Güte wiederum 
endgültig der histologische Befund (HB) Aufschluss geben kann, so dass insgesamt 4 
hierarchisch geordnete Kriterien zur Diagnose der Sigmadivertikulitis zur Verfügung ste-
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hen, wobei auf unterster Hierarchiestufe die MRT rangiert. Erfolgt keine Operation, so 
entfällt die Verifikation durch IOB und HB. Mithin lassen sich die Kriterien CT und 
IOB sowohl als Referenz- als auch als zu beurteilende Verfahren auffassen. Insgesamt 
sind sechs verschiedene plausible Vergleiche möglich. Ziel der Studie ist die Schätzung 
der Validitätsparameter Sensitivität, Spezifität und prädiktive Werte zur Beurteilung der 
Validität einzelner und möglicher Kombinationen der vier Diagnoseverfahren. 
Ergebnisse 
Ein statistisches Modell zur schrittweisen Bewertung der Validität der einzelnen Diagno-
severfahren wird entwickelt. Anhand von Simulationen wird die Modellbildung bereits 
vor Abschluss der Datenerhebung geprüft. Als Randbedingungen gehen Prävalenzen und 
Validitätsparameter aus der Literatur und der klinischen Erfahrung der beteiligten Medi-
ziner ein. Berücksichtigt werden das Problem des veri:fication bias (Goldstandard nur bei 
hinreichender OP-Indikation fehlerbehafteter Messmethoden erhebbar) und der differen-
tiellen Fehlklassifikation (Korrelierte Fehlerquellen der unterschiedlichen Verfahren). 
Diskussion/Schlussfolgerungen 
Beim hier verwendeten komplexen Studiendesign sollen die Simulationen vor der eigent-
lichen Datenerhebung die Modellbildung unterstützen und insbesondere die Notwendig-
keit der klinischen Nachbeobachtung bei Patienten ohne Messung des Goldstandards 
nachweisen. 
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Abstraktnummer 5/4 
Kombination diagnostischer Tests 
Schink T, Warnecke KD, Böhmig M 
Humboldt-Universität Berlin, Charite, Berlin 
Einleitung 
In der medizinischen Praxis gibt es oft mehrere unterschiedliche diagnostische Tests für 
die gleiche Krankheit. Somit stellt sich die Frage, welcher der beste Test ist und ob 
durch Kombination zweier Tests die diagnostische Treffsicherheit erhöht werden kann. 
Für die Kombination zweier Tests muss zudem geklärt werden, wie mit den diskordanten 
Ergebnissen umgegangen wird, ob parallel oder nacheinander getestet werden soll und 
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wenn seriell getestet wird, welcher Test zuerst durchgeführt werden soll. Dariiber hinaus 
stellt sich die Frage, welche beiden Tests aus einer Auswahl möglicher Tests, kombiniert 
die besten Ergebnisse liefern. 
Die in der Literatur existierenden unterschiedlichen Ansätze werden miteinander vergli-
chen und die Konsequenzen ihrer Anwendung in der Praxis am Beispiel verschiedener 
Diagnoseverfahren beim Pankreaskarzinom dargestellt. 
Material und Methode 
Cebul et al. [l] untersuchten welchen Einfluss die Wahl der Testreihenfolge hat. Marshall 
[2] stellte Kriterien auf, wann sich, abhängig von der Korrelation der beiden Testverfah-
ren, durch Kombination der Tests die prädiktiven Werte verbessern. Pauker und Kassirer 
[3] und Glasziou und Hilden [4, 5] verwendeten die Schwellenwertmethode um Bereiche 
festzulegen, in denen bestimmte Kombinationen Vorteile bringen. lm Kontext der Ent-
scheidungsbäume verglichen Hershey, Cebul und Wiliams [6, 7] sämtliche Entschei-
dungsstrategien bei zwei unabhängigen Diagnosetests im Hinblick auf die erwartete Uti-
lity. Ament und Hasman (8) kombinierten die Schwellenwertmethode mit der Theorie 
der Entscheidungsbäume. Macaskill et aJ. verglichen die Likelibood (9) Ratio des kom-
binierten Verfahrens mit denen der einzelnen Tests. 
Die verwendeten Daten wurden im Rahmen einer Studie zum Vergleich von sieben diag-
nostischen Verfahren (PET visuell und kombiniert, CT, MRT, Ultraschall, EUS, ERC) 
der Charite erhoben. In diese Studie wurden von August 1999 bis Nov 2001 193 Patien-
ten mit Verdacht auf Pankreasraumforderung aufgenommen. 
Ergebnisse 
Durch die Kombination zweier diagnostischer Tests können Sensitivität und Spezifüät 
nicht gemeinsam verbessert werden. Der Sensitivitätsgewinn bei Verwendung der „beli-
ve-the-positive"-Regel hat einen Spezititätsverlust zur Folge, bei Verwendung der „beli-
ve-the-negative"-Regel wird ein Spezifitätsgewinn auf Kosten der Sensitivität er.Gielt. Al-
lerdings kann sich die Likelihood Ratio durch Kombination gegenüber den Einzeltests 
verbessern. 
Die Änderung der prädiktiven Werte hängt von der Korrelation beider Tests ab. Im aJJ-
gemeinen führt die „belive-the-posit:ive"-Regel zu einem höheren negativen und einem 
niedrigeren positiven prädiktiven Wert. Bei der „belive-the-negative"-Regel verhalten 
sich die prädikt:iven Werte genau umgekehrt. Wenn sich aber die Korrelation beider Tests 
innerhalb der Kranken von der Korrelation innerhalb der Gesunden unterscheidet, kön-
nen sowohl der positiv wie auch der negativ prädiktive Wert zunehmen. 
Parallele oder serielle Testung führen zur gleichen Sensitivität und Spezifität, durch das 
serielle Testen kann aber die Gesamtzahl der durchgefühJten Test verringert werden. 
Diskusslon/Schlus.sfolgerungen 
Ob die Kombination zweier Tests Vorteile bringt, muss situationsbezogen, abhängig von 
der Prävalenz, dem Nutzen und den Risiken der folgenden Behandlung, den Risiken und 
Kosten der Tests und der Dauer bis das Testergebnis feststeht, entschfoden werden. Da-
bei muss unbedingt überprüft werden, ob beide Verfahren bedingt unabhängig sind. Da 
die Festsetzung der ,,Kosten" einer falschen Diagnose bzw. der Utility nicht immer mög-
lich oder eindeutig ist, sind die entsprechenden Verfahren in der Praxis nicht so leicht 
anwendbar. 
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Abstraktnummer 6/1 
Übersicht: Qualitätsindikatoren als Prozesskennzahlen 
für das Qualitätsmanagement 
Fischer B, Mohr VD 
Bundesgeschäftsstelle Qualitätssicherung gGmbH (BQS), Düsseldorf 
Einleitung 
Die Nachfrage nach validierten Prozesskennzahlen nimmt mit der Einführung und Wei-
terentwicklung von Qualitätsmanagement-Systemen in Einrichtungen des Gesundheits-
wesens immer weiter zu. Prozesskennzahlen finden im Qualitätsmanagement sowohl auf 
operativer Ebene beim Prozessmanagement aJs auch auf strategischer Ebene bei der Qua-
litätslenkung und beim Benchmarking Anwendung. Der Beitrag soll folgende Fragen 
beantworten: 
1. Welche Ro!Je kommt Prozesskennzahlen im Qualitätsmanagement zu? 
2. Wie können Prozesskennzahlen im Qualitätsmanagement eingesetzt werden? 
3. Welche Prozesskennzahlen sind für den praktischen Einsatz verfügbar? 
Material und Methode 
Material und Methoden für die Beantwortung der Fragen: 
1. Die Rolle von Prozesskennzahlen im QuaJitätsmanagement wird vor dem Hintergrund 
von DIN EN ISO 9000: 2000 (1, 2] und EFQM-Modell [3] mit besonderem Bezug 
auf Einrichtungen des Gesundheitswesens beschrieben. 
2. Die Einsatzmöglichkeiten werden im Rahmen des unter 1. beschriebenen Rahmens 
dargestellt. 
3. Quellen von Prozesskennzahlen, die für den praktischen Einsatz verfügbar sind, wer-
den auf der Basis einer Quellenrecherche ermittelt. 
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Ergebnisse 
Antworten auf die in der Einleitung gestellten Fragen: 
l. ISO 9000: 2000: Qualitätslenkung, Qualitätssicherung, Erreichung von Qualitätszielen, 
interne Audits; EFQM: Messung von Verbesserungen im Befähiger-Bereich 
2. Für den quantitativen Vergleich zwischen der eigenen und fremden Einrichtungen 
(Benchmarking); für den Vorher-Nachher-Vergleich zur Messung des Erfolgs von In-
terventionen im Rahmen des QM; Prozess-Steuer-Karte zur Qualitätssicherung zum 
Monitoring von kontinuierlichen Verbesserungsprozessen. 
3. Der Beitrag gibt eine Übersicht über Quellen aktuell verfügbarer Prozesskennzahlen. 
In Deutschland bietet die BQS Bundesgeschäftsstelle Qualitätssicllerung gGmbH für 
den Krankenhausbereich zahlreiche Prozessindikatoren zur Messung der Qualität der 
Indikationsstellung und der medizinisch-pflegerischen Leistungserbringung für 30 
Leistungsbereiche an [4]. 
Diskussion/Schlussfolgerungen 
Während in externen Qualitätsvergleichen [5, 6) und bei der Erstellung von Qualitäts-
berichten [7] Ergebnisindikatoren im Zentrum der Aufmerksamkeit stehen, sind Prozess-
kennzahlen Im Rahmen des Qualitätsmanagements ein wichtiges Werkzeug zur Steue-
rung von Prozessen, bei der Bewertung von Interventionen und bei der Ursachensuche. 
Prozesskennzahlen sind dabei gleichzeitig Indikatoren und Stellschrauben für Verän-
derungen. Sie zeigen in der Regel unmittelbar mit Handlungsoptionen auf. Es sollten wo 
immer möglich auf validierte Prozesskennzahlen zum Einsatz kommen [8]. Die im Rah-
men der externen vergleichenden Qualitätssicherung erhobenen Prozeßindikatoren bieten 
eine umfassendes Angebot, für die benötigte Dokumentationswerkzeuge verfügbar sind 
als auch ein Auswertungsangebot besteht [4]. 
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Abstraktnummer 612 
Klinische Pfade - Grundlagen und Fallstricke 
bei der Einführung im Krankenhaus 
Eckardt JE 
Maria Hilf GmbH, Kernkompetenz, Dembach/Westerwald 
Einleitung 
Prozessorientierung im Gesundheitswesen und in stationären Einrichtungen der Akutver-
sorgung in Deutschland ist nicht neu. Das bat aber in der Vergangenheit nicht dazu ge-
führt, dass man sich prozessorientierter Methoden zur Führung im Management bedient 
hat. Zwei Faktoren führen dazu, dass man sich dem Thema nun doch über die Imple-
mentierung von Klinischen Pfaden widmet. Diese Faktoren sind 
a) ein zunehmender ökonomischer Druck und 
b) ein neues voll pauschalierendes Vergütungssystem mit seinen eigenen Anreizwirkungen. 
Aus diesem Zusammenhang ergeben sich folgende Fragestellungen 
1. Welche Ziele haben Klinische Pfade (KPs), bzw. Behandlungspfade? 
2. Was sind Klinische Pfade? 
3. Wie Jassen sich KPs am effizientesten einführen? 
4. Welches sind die Fallstricke bei der Einführung von KPs? 
Material und Methode 
Zur Beantwortung der Fragestellung wird auf die Ergebnisse von zwei Bearbeitungs-
stränge zurückgegriffen: 
l. In einer GMDS-Arbeitsgruppe der AG Medizin-Controlling werden Erfahrungen aus 
der Praxis zusammengefasst und Rahmenempfehlungen erarbeitet. Dabei finden im 
Sinne einer ganzheitlichen integrierten Pfaderstellung auch Aspekte wie betriebswirt-
schaftliche Umsetzung und Anforderungen an die IT-Umgebung eine Rolle. 
2. Im Rahmen einer Diplomarbeit in einer Einrichtung der Maria Hilf GmbH wird der 
Aspekt der Pfaderstellung näher beleuchtet. Ziel ist es, einen idealtypischen Weg bei 
der Pfaderstellung zu beschreiben mit dem Ziel, den Zeitaufwand je Pfad deutlich 
unter 100 Stunden zu senken. 
Ergebnisse 
Neben Darstellung der Grundlagen und Anforderungen an einen ganzheitlichen integrier-
ten klinischen Pfad aus der Sicht des Autors wird auf die praktischen Erfahrungen der 
Arbeitsgruppen eingegangen. 
Diskussion/Schlussfolgerungen 
Klinische Pfade stellen einen wesentlichen Baustein zur Steuenmg eines prozessorientier-
ten Krankenhauses dar. 
Die KPs können ihre Wirkung nur entfalten und rechtfertigen den Aufwand ihrer Erstel-
lung, wenn sie ganzheitlich und integriert eingeführt werden. 
Erstellung und die nachhaltige Umsetzung von KPs erfordern einen nicht zu unterschät-
zenden Aufwand. Dies gelingt nur durch stringente logistische Vorarbeiten und Anwen-
dung von erprobten Methoden des Qualitätsmanagements. 
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Abstraktnummer 6/3 
Prozessmanagement als Basis 
integrierter Managementsysteme im Krankenhaus 
Hardenberg RF 
Henriettenstiftung Hannover, Abteilung für Diabetologie, Hannover 
Einleitung 
Anläßlich der Einführung des neuen, auf FaUpauschalen begründeten Finanzierungssys-
tems (DRG) findet in den deutschen Krankenhäusern zurzeit ein grundlegender Wandel 
der Methode zur Organisationsentwicklung statt. Die Tradition der hierarchischen, funk-
tionsorientierten Organisation in strikter Abgrenzung der Berufsgruppen und Abteilungen 
weicht einer abteilungsübergreifenden, systematisch entwickelten und kennzahlengesteu-
erten, prozessorientierten Organisationsform. 
Die klassische auf einen Funktionsbereich begrenzte und durch die jeweilige Abteilungs-
leitung erlassene Dienstanweisung wird als Instrument der Organisation der Abläufe 
durch Prozessdarstellungen ersetzt, die in berufsgruppenübergreifender Zusammenarbeit 
der Prozessbeteiligten erstellt und remodelliert und für die Unternehmen zur Basis der 
Entwicklung integrierter Managementsysteme werden. 
Material und Methode 
Geführt durch die Vision des Unternehmens, die im „normativen Management", also der 
Unternehmenspolitik und -kultur entwickelt wird und sich in vertikaler lntegraLion auf 
das strategische und operative Management der Häuser überträgt, werden Prozessmodelle 
entwickelt. Methodenkompetente Prozessteams bearbeiten die Krankenhausprozesse. Die 
initiale Darstellung der Ist-Prozesse ist Grundlage für die detaillierte Prozessanalyse. Da-
bei werden Verbesserungspotentiale erfasst, Maßnahmen zur Prozessoptimierung erarbei-
tet und umgesetzt. Prozesskennzahlen werden entwickelt und zur kontinuierlichen Pro-
zessbewertung und -verbesserung eingesetzt. Die Prozesse sind über Konnektoren 
krankenhausweit als Netz verbunden und bilden so die Matrix für die neue, flexible und 
systematisch steuerbare Organisation. 
In dieser Strnktur wird eine ,,horizontale Integration" der Managementsysteme durch-
geführt, indem die Prozesse aus verschiedenen Perspektiven gelenkt werden. Die Pro-
zessteams lernen ihre Prozesse nicht nur aus Sicht des Qualitätsmanagements und der 
allgemeinen Betriebsorganisation zu betrachten sondern auch aus Siebt der ökono-
mischen Steuerung (Prozesskostenrechnung, Bedarfsplanung), des Risikomanagements, 
des Arbeitsschutz- und Umweltschutzmanagements. 
K1inische Behandlungspfade stellen in diesem System standardisierte und optimierte 
Sollprozesse für definierte Diagnose- oder Behandlungsfälle dar. 
Der Weg von der Funktionsorientierung in der Krankenhausorganisation zum prozess-
orientierten Handeln wird durch Software-Tools unterstützt, die Routinearbeiten, wie die 
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Prozessbeschreibung, -modellierung und -rekonstruktion automatisieren. Diese Tools ver-
binden die grafisch-visuelle Abbildung der Prozesse in ihrem funktionsübergreifenden, 
sachlich- logischen und zeitlichen Ablauf mit einer Datenbank, in der der Arbeits-, In-
formations- und Ressourcenfluss erfasst und bearbeitet wird. 
Ergebnisse 
Die Prozesse werden transparent und reproduzierbar, sie werden anhand definierter 
Kennzahlen bewertet und verbessert. Es entstehen systematische Ansätze zur Vermei-
dung von Risiken und Fehlern, die Planungssicherheit wird gesteigert und die Prozess-
kosten steuerbar. 
Die unterschiedlichen Assessementverfahren von Qualität und Transparenz im Kranken-
haus, die in den letzten Jahren entwickelt wurden sind stetS mehr als Verfahren zur allei-
nigen Bewertung des QuaUtätSmanagementsystems. Mit dem hier beschriebenen Ansatz 
der Integration der Managementsysteme auf der Grundlage eines umfassenden Prozess-
managements kannn ein integriertes Managementsystem vollständig dargestelH und be-
wertet werden. 
Diskussion/Schlussfolgerungen 
Unterstützt durch untemehmensweite, intranetbasierte Software-Tools lassen sich auf der 
Basis der in Prozessteams remodellierten Krankenhausprozesse die Managementsysteme 
der Krankenhäuser systematisch integrieren. Die Integrierten Managementsysteme wer-
den transparent und vergleichbar. Das rechnergestützte Verfahren ermöglicht über auto-
matisierte Berichtsfunktionen die Darlegung des Integrierten Managementsystems, wie 
sie von den gängigen Zertifizierungsverfabren gefordert wird. 
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Abstraktnummer 6/4 
Identifizierung und Analyse von Kernprozessen 
im Kreiskrankenhaus Gummersbach 
Müller AJ, Victor C, Bärwollf H, Rasche J 
ITB AG, Product Management, Köln 
Einleitung 
Das Kreiskrankenhaus Gummersbach ist als Krankenhaus der regionalen Spitzenversor-
gung seit Anfang 2001 mit der Einführung eines umfassenden Qualitätsmanagements 
befasst. Eine Reihe von Modulen wie z.B. Öko-Audit, regelmäßige Mitarbeiter- und 
Patientenbefragung, Qualitätssicherungssystem Transfusionswesen, Einrichtung einer 
Leitlinien-Kommission zur Entwicklung und Etablierung institutioneller Leitlinien sind 
bereits erfolgreich eingeführt worden. Zu bestimmten Fragestellungen ist es aber notwen-
dig, bestehende Leistungsprozesse detailliert im Rahmen einer ganzheitlichen Sicht auf 
den Patienten zu erfassen und zu analysieren. Dies wurde im Rahmen einer Kooperation 
mit der Fachhochschule Gummersbach durchgeführt und eine Modellierung mithilfe des 
ARIS-Toolsets (ARIS: Architektur Integrierter Informationssysteme) als Grundlage für 
die Anpassung der prozessorientierten Anwendungssysteme begonnen. 
Material und Methode 
Aufgrund einer engen Kooperation mit der Fachhochschule Köln, Abteilung Gummers-
bach (Fachbereich Informatik und Elektrotechnik), untersuchten von April 2003 bis Ende 
2003 eine studentische Arbeitsgruppe in enger Zusammenarbeit und Abstimmung mit 
einer Projektgruppe im Kreiskrankenhaus Gummersbach kritische Prozesse im Kranken-
haus. Ausgangspunkt für die Analysen waren neben schriftlichen und persönlichen Inter-
views von Mitarbeiterinnen und Mitarbeitern auch die aus dem Klinischen Informations-
system iMedOne<!:l zur Verfügung stehenden Daten über Prozessabläufe von 
Behandlungsfällen. Insbesondere wurden die im Kreiskrankenbaus Gummersbach wichti-
gen und häufigen Prozesse untersucht. Dabei stellten die Studentinnen und Studenten 
selbst die ,,Patienten" dar und durchliefen im realen Betrieb des Krankenhauses die zu 
untersuchenden Prozesse (Beispiel: Geplante Aufnahme zur Operation in der HNO-Ab-
teilung). Nach Auswertung der in den Interviews, Besuchen und Ist-Durchläufen gewon-
nenen Daten wurde eine detaillierte Beschreibung und Visualisierung (ARIS) der ana-
lysierten Prozesse erstell t und mit der Projektgruppe im Krankenhaus besprochen. Diese 
Ergebnisse dienten als Ausgangspunkt für Diskussion und Weiterentwicklung im Rah-
men einer internen Qualitätszirkel-Arbeit, sowie als Anstoß für neue Projekte (z. B. Pa-
tienten-Tracking). 
Ergebnisse 
In einer modifizierten Top-Down-Vorgehensweise wurden die häufigsten Behandlungsfäl-
le im Krankenhaus im Sinne eines Clustering aggregiert. Dabei wurden u. a. für die Auf-
nahmeart „stationär" (insbesondere „geplante Operation") rund 9.000 Fälle identifiziert: 
Hüftgelenks-Ersatz, Operation an den Augen, Leistenbruch, Dickdarm-OP bei Tumor, 
Entfernung der Mandeln (fonsillektomie), Tumoroperation bei Frauen (Brustkrebs, Ge-
bärmutterkrebs), Operation der Nasenscheidewand (Septum-OP). Für die einzelnen Fall-
gruppen wurden die patientenzentrierten Kernprozesse identifiziert und detailliert ana-
lysiert. Am Beispiel der Entfernung der Mandeln wurde ein Prozessablauf von der 
Aufnahme bis zur Entlassung komplett mit dem ARIS-Toolset dargestellt und erste Vor-
lnfonnatik. Biometrie und Epidemiologie in Med. u. Biol. 3413 (2003) 
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schläge zur Verbesserung der einzelnen Teilprozesse abgeleitet. Bei den einzelnen Pro-
zessschritten wurde trotz der fast vollständigen Implementierung eines Ablauf-unterstüt-
zenden K.IS (Krankenhaus Informations-Systems) im Kreiskrankenhaus Gummersbach 
deutlich, dass die Mitarbeiterinnen und Mitarbeiter häufig noch auf konventionelle Do-
kumentations-, Kommunikations- und Planungsverfahren zurückgreifen. Dadurch entste-
hende Engpässe und Verzögerungen gehen zu Lasten des Patienten und häufig sind 
Übergabeschnittstellen zwischen den einzelnen Funktionsbereichen bzw. Stationen quasi 
ein „schwarzes Loch". Ein reorganisierter Prozessablauf wurde erstellt und der Projekt-
gruppe zur weiteren Verarbeitung im Krankenhaus selbst übergeben. 
Diskussion/Schlussfolgerungen 
Die detaillierte Analyse bestehender Leistungsprozesse im Rahmen einer ganzheitlichen 
Sicht auf den Patienten erscheint selbst im Zeitalter der EDV (KlS) dringend nötig. Die 
Komplexität der Institution Krankenhaus verlangt einen tieferen Einblick in das Gesche-
hen, als man sich in der heutigen Zeit aufgrund der Ressourcen-Knappheit in der Regel 
erlaubt. Aber nur mit detaillierter Kenntnis über Prozessabläufe und -Schnittstellen er-
scheint eine Remodellierung möglich. Des weiteren kommt hinzu, dass der Versorgungs-
prozess nicht automatisch besser wird, nur weil ein KIS zur Verfügung steht. Die Heran-
fübrung der Mitarbeiterinnen und Mitarbeiter an vorhandene (EDV-)Systeme und 
Möglichkeiten muss integraler Bestandteil von Qualitätsmanagement-Aktivitäten sein. 
Aus Siebt der Kreiskrankenhaus Gummersbach GmbH hat sich die Kooperation mit der 
Fachhochschule Gummersbach bestens bewährt, und wurde daher vertraglich im März 
2003 in eine langfristige, vertrauensvolle Kooperation überführt. 
Abstraktnummer 6/5 
Vergleich von Struktur, Prozess und Ergebnisqualität 
in der Diabetologie: 
Erreichen zertifizierte Einrichtungen bessere Qualität? 
Grabert M, Krause U, Schweiggert F, Holl RW 
Universität Ulm, Angewandte Informationsverarbeitung, Ulm 
Einleitung 
Traditionell orientiert sich Qualitätssicherung in der Medizin an der Einteilung in Struk-
tur, Prozess und Ergebnisqualität nach Donabedian [l]. Dabei werden die Dimensionen 
der Qualität meist isolie1t betrachtet [2]. Im Gegensatz zu akuten Erkrankungen, wurde 
der Einfluss von personellen Ressourcen, Strukturen und Zertifizierungen von Einrich-
tungen auf die Ergebnisse der Behandlung chronischer Erkrankungen bisher nur selten 
gegenübergestellt. Ziel der Untersuchung war es, am Beispiel des Typ 1 Diabetes Melli-
tus bei Kindern und JugendJichen, die Strukturqualität mit Prozess und Ergebnisqualität 
in Beziehung zu setzen. 
Material und Methode 
Seit über 10 Jahren wird in der bundesdeutschen Diabetologie das Computerprogramm 
DPV eingesetzt und kontinuierlich weiterentwickelt [3]. lm Bereich pädiatrische Diabeto-
lnfonna1ik, Biometrie und Epidemiologie in Med. u. Biol. 3413 (2003) 
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logie bielet unsere ArbeitSgruppe unler dem Dach der Fachgesellschaft seit 1995 ein 
halbjährliches Klinikbenchmarking an, das auf den mit DPV dokume ntierten Daten be-
ruht [4, 5). Für das Behandlungsjahr 2002 beteiligten sich 117 Eimichtungen mit 11399 
kontinuierlich dokumentierten Patienten an dem Klinikvergleich. Dies entSpricht schät-
zungsweise 57 % aller aktuell in Deutschland betreuten pädiatrischen Patienten mit TYP 
1 Diabetes. Seit dem Jahr 2002 werden über eine DPV-Zusatzmaske Parameter der 
Strukturqualität in den beteiligten Einrichtungen erfragt: z. B. ärztliches und nicht-ärzt-
liches Personal im ambulanten und stationären Bereich, Zertifizierung durch die Deut-
sche-Diabetes-Gesellschaft (DDG), Art der Einrichtungen und die Finanzierungsgmnd-
lage. Diese Daten bilden nun zusammen mit den Ergebnissen des B enchmarkings a.lle 
oben genannten Dimensionen der Qualität ab. Zusätzlich wurden die Ergebnisse mit ei-
ner Umfrage aller deutSchen Kinderkliniken aus dem Jahr 1998 verglic hen [6], um zeitli-
che Veränderungen zu erfassen. 
Ergebnisse 
Von 117 pädiatrischen Einrichtungen, die sich im März 2003 am Benchmarkiog für das 
Jahr 2002 beteiligten, hatten 90 (78 %) die Strukturmaske ausgefüllt. Diese 90 Einrich-
tungen behandelten in 2002 9087 Patienten, das sind 80 % aller im Benchmarkiog erfaß-
ten Patienten. Unter den 90 Einrichtungen befanden sich 80 Kinderkliniken, 7 Kinder-
arztpraxen, 2 Kinder-Reha-Einrichtungen und eine Erwachsenenklinik mit Kinderstation. 
35 Einrichtungen (39%) sind von der DDG zertifiziert. In diesen 35 Einrichtungen wur-
den 5270 Patienten (58 % von 9087) betreut. Tabelle 1 gibt wesentliche Parameter der 
Personalstruktur in den Eimichtungen wieder, Tabelle 2 zeigt Parameter der Prozessqua-
litäl (mediane Werte): 
Tabelle 1: Personalstrukturen in den untersuchten Einrichtungen 




mittlere Anzahl Patienten 
1,02 [0- 4] 
0,84 [0- 5] 
0,62 [0- 2] 
72 [4- 5 141 
1,40 [0- 4] 
1,09 [0- 5] 
0,77 [0- 2] 
121 (41 - 514] 
0,78 [0- 2] 
0,69 [0- 4] 
0,53 [0- 2] 
48 (4- 275] 
Tabelle 2: Parameter der Prozessqualität in den untersuchten Einrichtungen 
DDG-Einrichtung Nicht-DDG· 
Einrichtung 
VolJständigkeit Konlrolle der Augen 6 1 % [3%-99 %] 64% [0%-97 %] 
Vollständigkeit Kontrolle der Nieren 73 % [0%-100%] 67 % [0%-100%] 
Abstand der KontrolJuntersuchungen 2,45 [l,2-4,9] 2,71 [l ,1- 4,6] 
in Monaten 





p < 0,02 
Der Vergleich zur Umfrage von 1998 zeigt eine verbesserte strukturelle Betreuungsitua-
tion. So wird z.B. ein wesentlich höherer Anteil von Patienten (86 % in 2002 versus 
68 % in J 998) von Einrichtungen behandelt, in der mindestens ein Pädiater die Zusatz-
bezeichnung „Diabetologe DDG" besitzt. 
Für die Ergebnisqualität wurde die Stoffwechseleinstellung anhand der zentralen Parame-
ter Anzahl schwerer Hypoglykämien mit Koma (pro lOO Patientenjahre) und mittlerer 
Hbal c-Wert (normiert auf den Mittelwert des Labors) betrachtet (Tabelle 3): 
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Tabelle 3: Parameter der Ergebnisqualität in den untersuchten Einrichtungen 
schwere Hypoglykämien 
HbA 1 c/Laborrnittelwert 
ODG-Einricb tung 
3,9 (0- 26,4] 









Zum ersten Mal wurde in der bundesdeutschen Diabetologie ein integrativer Vergleich 
von Struktur, Prozess und Ergebnisqualität durchgeführt. Überraschenderweise ergab 
sich - bis auf die mittlere Liegedauer bei Manifestation - keine signifikant bessere 
Prozess oder Ergebnisqualität bei Vergleich zertifizierter versus nicht zet1ifizierter DDG-
Einrichtungen. Nicht zertifizierte (im Mittel kleinere) Einrichtungen benötigten fast einen 
Tag länger für die Insulineinstellung und Schulung bei Manifestation des Diabetes, was 
unter dem Aspekt der Behandlungskosten kritisch betrachtet werden muss. Die Erweite-
rung des Computerprogramms DPV durch Strukturindikatoren ermöglicht nun eine kon-
tinuierliche deskriptive Beschreibung aller Dimensionen der Behandlungsqualität. Des-
weiteren wird hierdurch auch eine Betrachtung der sich durch DMPs und DRGs 
verändernden finanziellen Rahmenbedingungen in der ambulanten und stationären Dia-
betesversorgung ermöglicht werden. 
Dieser integrative Dokumentationsansatz wird durch unsere Arbeitsgruppe zur Zeit auf 
die Qualitätssicherung in der Behandlung adipöser Patienten (Programm APV) übertra-
gen. 
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Abstraktnummer 7/1 
Verblindete Fallzahlrekalkulation: Ein neuer Ansatz 
Wüst K, Kieser M 
Universität Heidelberg, Institut für Medizinische Biometrie und Informatik, Heidelberg 
Einleitung 
Die Fallzahl, die zum Erreichen einer vorgegebenen Power in einer klinischen Studie 
benötigt wird, hängt vom Signifikanzniveau, dem zu entdeckenden klinisch relevanten 
Effekt und der Varianz der Zielgröße bzw. der Zielgröße selbst ab. Die Werte der Power, 
des Fehlers 1. Art und des klinisch relevanten Effektes sind vorgegebene Größen. Hin-
gegen sind bei normalverteilten Daten die Varianz, bei binomialverteilten Daten die Rate, 
die zur Fallzahlkalkulation gebraucht werden, maßgeblich von Faktoren beeinflusst, die 
für die gegebene Studie spezifisch sind. Werden Schätzer dieser Parameter aus anderen 
Studien zur Fallzahlkalkulation verwendet, führt dieses zu einer großen Unsicherheit 
über die wahre Power der Studie. Im internen Pilocstudiendesign [l, 2] werden die Stör-
parameter an einem Zwischenauswertungspunkt aus den Daten der laufenden Studie ge-
schätzt und die geplante Fallzahl, wenn nötig, angepasst. 
Material und Methode 
Die üblichen Methoden zur Fallzahlrekalk:ulation verwenden die Daten der Patienten, die 
dfo Studie bereits beendet haben. Zum Zeitpunkt der Rekalkulation haben aber nur weni-
ge Patienten die Studie vollständig beendet, während eine weitaus größere Anzahl von 
Patienten bereits frühere ärztliche Follow-up-Termine in der Studie wahrgenommen hat. 
Wir betrachten Maximum-Likelibood-Scbätzer für die in die Fallzahlrekalkulation einge-
benden Störparameter, die sowohl die Daten der Patienten am Studienende als auch Da-
ten von Patienten an früheren Follow-up-Terminen verweDden [3]. Die Schätzung der 
Parameter erfolgt verblindet. Für dieses Vorgehen werden Fehler l. Art, Power und Cha-
rakteristika der resultierenden Fallzahl diskutiert. 
Ergebnisse 
Simulationsstudien belegen, dass unsere Schätzer der Varianz im normalverteilten Fall 
den Fehler J. Art einhalten. Die Power und die erwartete Fallzahl verhalten sich ähnlich 
wie die üblichen Methoden, die nur die Daten am Endpunkt zur Rekalkulation benutzen. 
Bei der Varianz der Fallzahl sind durch unsere Methode jedoch erhebliche Reduktionen 
möglich. Dieses wird asymptotisch und für den finiten Fall in Simulationsstudien gezeigt. 
Ein optimaler Punkt, für die weitere Einbeziehung von Daten kann angegeben werden. 
Für den binomfaJverteilten Fall erfolgt eine Diskussion verschiedener Szenarios. 
Diskussion/Schlussfolgerungen 
In der bisherigen Praxis findet die Fallzablrekalkulation nur auf Basis von Daten der 
Patienten, die die Studie bereics beendet haben, statt. Unsere Untersuchungen haben ge-
zeigt, dass durch die Verwendung zusätzlicher Daten zu anderen Zeitpunkten die Varianz 
der Fallzahl im nonnalverteilten Fall erheblich gesenkt werden kann. Enthält das Studi-
enprotokoll zusätzliche ärztliche Kontrolltennine, so ist die Verwendung unserer Schätzer 
zur Fallzahlrekalkulation zu empfehlen. 
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Abstraktnummer 7/2 
Fallzahlplanung für Studien mit korrelierten Daten: 
Ein systematischer Vergleich der Methoden aus der Literatur 
Ziegler A, Dahmen G 
Universität Lübeck, Institut für Medizinische Biometrie und Statistik, Lübeck 
Einleitung 
Eine Reihe von Ansätzen zur Fallzahl- und Powerkalkulation für Grnppenvergleiche bei 
korrelierten Daten wurde in der Literatur vorgeschlagen (für eine kurze Übersicht s. Da-
vis 2002, S. 310). Dabei sind bisher primär Verfahren vorgestellt worden, die auf Model-
len mit festen Effekten basieren (generalized estimating equations, GEB; Liang und Ze-
ger, 1986). Ziel dieser Arbeit ist es, die verschiedenen Ansätze zur FallzahJ- und 
Powerkalkulation, insbesondere die für Modelle mit zufälligen Effekten, systematisch 
miteinander zu vergleichen und mit den Anforderungen aus der Praxis abzustimmen. 
Methoden 
Es wird zunächst eine systematische Literaturrecherche zur Identifizierung relevanter Pub-
likationen in MedLine, PsycLit und dem Current Index to Statistics durchgeführt. Die 
Publikationen werden nach Kriterien wie verwendetes statistisches Modell, Teststatistik 
klassifiziert. Anschließend erfolgt eine kritische Bewertung der Literatur. 
Ergebnisse 
Oie meisten der identifizierten Publikationen zur FallzahJ- und Powerkalkulation basieren 
auf Modellen mit festen Effekten. Nur eine Arbeit, die unmiUelbar GruppenvergJeiche 
zum Gegenstand hal, verwendet die Idee eines ZufallseffektmodeUs (Hayes & Bennen 
1999). Innerhalb der Gruppe der Ansätze für Modelle mit festen Effekten benutzen die 
meisten Autoren Teststatistiken vom Wald Typ. Diese sind sehr einfach zu handhaben 
und lassen sich recht einfach auf Probleme wie staggered entry und loss to follow-up 
erweitern. Besonders interessant sind hierbei die Ansätze von Rochon (1998) und Pan 
(2001), die im Detail diskutiert werden: Trotz einer unterschiedUchen Herangehensweise 
zur Berechnung der benötigten Fallzahlen führen sie zu identischen Gruppengrößen. Bei-
de erlauben die Betrachtung ungleicher Clustergrößen, wie sie durch stetige Rekrutie-
rung und Drop-out entstehen. Darüber hinaus sind erste Arbeiten für gmppensequentielle 
Auswertungen bei korrelierten Daten entstanden (Liu et aJ., 2000). Sehr neu ist der An-
satz von Liu et al. (2002), in dem wie bei hierarchischen Modellen verschiedene Grade 
des Clusterns betrachtet werden. 
Diskussion 
Auch wenn eine Reibe von Ansätzen zur Fallzahl- bzw. Powerkalkulation zur Verfügung 
stehen, entwickelt sich dieses Spezialgebiet in den letzten fünf Jahren sehr schnell wei-
ter. Für den Anwender stehen inzwischen verschiedenste Methoden zur Auswahl, die 
sehr zügig in der Praxis ohne großen Aufwand genutzt werden können. 
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Abstraktnummer 7/3 
Einige neue Ergebnisse zur Fallzahlrekalkulation 
bei binären Daten 
Kieser M, Friede T 
Dr. Willmar Schwabe, Klinische Forschung-Biometrie, Kar1sruhe 
Einleitung 
Ein Problem bei der Planung klinischer Studien ist die Tatsache, dass der Wissensstand 
über die Werte von Parametern, deren Kenntnis zur Berechnung des notwendigen Stich-
probenumfangs notwendig ist, in aller Regel mit großer Unsicherheit behaftet ist. Bei 
binären Zielgrößen hängt die notwendige Fallzahl außer von den spezifizierten Werten 
für das Signifi.kanzniveau, die angestrebte Power und der klinisch relevante Effekt auch 
von der Event-Rate in der gepoolten Population ab. Diese Größe variiert selbst zwischen 
Studien mit sehr ähnlichen Design-Charakteristika teilweise erheblich. Das von Wittes 
und Brittain (1990) vorgeschlagene Design mit interner Pilotstudie bietet eine Möglich-
keit, dieses Problem zu Lösen. Hier wird die gepoolte Event-Rate im Prüfungsverlauf 
geschätzt, nachdem ein Teil der geplanten Patienten die Studie abgeschlossen hat. Auf 
der Basis dieser Schätzung wird der initial geplante Stichprobenumfang, falls erforder-
lich, entsprechend adjustiert. In regulatorischen Guidelines (ICH, 1999) wird dieses Vor-
gehen als zulässig beschrieben, es wird aber gefordert, dass bei der VeIWendung des 
Designs die Verblindung gewahrt bleibt und dass vom Anwender Aussagen darüber ge-
troffen werden, inwieweit dieses Prozedere die Wahrscheinlichkeit eines Fehlers erster 
Art beeinflusst. 
Material und Methode 
Die tatsächliche Wahrscheinlichkeit eines Fehlers erster Art bei verblindeter Fallzahl-
adjustierung wird für verschiedene Formulierungen von Hypothesen zum 2-Stichproben-
Vergleich von Raten (Differenz, relatives Risiko, odds ratio), für balancierte sowie unba-
Lancierte Stichprobenumfänge und für verschiedene statistische Tests analytisch 
berechnet. Die Ergebnisse werden mit den Niveaus der entsprechenden Tests bei fester 
lnfonnatlk. Biomeuie und Epidemiologie in Med. u. Biol. 3413 (2003) 
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Fallzahl verglichen. Weiterhin wird clie erzielte Power der RekalkulaLionsprozeduren be-
trachtet. 
Diskussion/Schlussfolgerungen 
Zur Frage des tatsächlichen Signifikanzniveaus bei Fallzahladjustierung für binäre End-
punkte unter Verwendung des Schätzers der gepoolten Event-Rate liegen in der Literatur 
bislang lecliglich Simulationsuntersuchungen zum Chi-Quadrat-Test und der Situation ba-
lancierter Stichprobenumfänge vor (siehe zum Beispiel Gould 1992, 1995; Herson und 
Wittes 1993). Weiterhin blieb bei diesen Betrachtungen die Tatsache unberücksichtigt, 
dass der Chi-Quadrat-Test als asymptotischer Test auch bei festem Stichprobenumfang 
Abweichungen vom nominalen Niveau zeigt. Die analytischen Berechnungen zum Chi-
Quadrat-Test (Kieser und Friede, 2003) werden auf andere Testverfahren und unbalan-
cierte Stichprobenumfänge übertragen. 
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Abstraktnummer 7/4 
Äquivalenzstudien und das Populationsproblem 
Witte S 
Universität Heidelberg, Abt. Medizinische Biometrie, Heidelberg 
Einleitung 
Die bekannten PopulationsansäJze sind per-protocol (PP), intention-to-treat (IIT) und 
full -analysis-set (FAS) und für die klassische Überlegenheitsstudie sind hinreichend Un-
tersuchungen bekannt, Empfehlungen werden ebenso gegeben (u. a. [l]). Bei Äquiva-
lenzsn1dien aber sind weitaus weniger methodische Arbeiten zu finden, die sich mit der 
Wahl der Populationsansätze beschäftigen. I.n der Regel beschränken sich Empfehlungen 
auf die Durchführung einer PP- und einer ITT-Analyse, bei übereinstimmenden Ergeb-
nissen kann ggf. auf Äquivalenz geschlossen werden. Aber wo liegen die Probleme ge-
nauer? Was kann passieren, wenn man die falsche Population auswählt? Röhmel als 
auch Garrett haben in jüngerer Zeit Beiträge dazu geleistet [2, 3). In diesem Beitrag 
sollen die Probleme der ITT-Analyse und vor allem auch der PP-Analyse im Rahmen 
von Äquivalenzstudien aufgezeigt werden. 
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Material und Methode 
Analytische Überlegungen und Simulationsstudien. 
Ergebnisse 
Die Simulationsstudien zeigen zum Teil erhebliche Verle12ung des Testniveaus. 
Diskussion/Schlussfolgerungen 
Die Wahl der ,,richtigen" Population ist schwierig, Sensitivitätsanalysen sollten jede Stu-
dienauswertung von Äquivalenzstudien unterstützen. Insbesondere in den Sin1ationen, in 
denen das Testniveau deutlich verletzt werden kann, muss besondere Beachtung verlangt 
werden. 
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Abstraktnummer 8/1 
Detektion und Quantifizierung 
quadratischer Phasenkopplungen im EEG 
mittels zeitvarianter parametrischer Bispektralanalyse 
Schwab K, Eiselt M, Schelenz C, Schack B, Witte H 
Friedrich Schiller Universität Jena, Institut für Medizinische Statistik, Informatik und Dokumentation, 
Jena 
Einleitung 
Quadratische Phasenkopplungen im EEG wurden schon Ende der 60iger Jahre auf-
gezeigt (1), aber erst in den 90iger Jahren in einer Vielzahl von EEG Studien, die auf 
eine Betrachtung von Statistiken höherer Ordnung beruhen, umfassend analysiert (2- 4). 
Mittels der Bispektralanalyse ist man in der Lage, nichtlineare Beziehungen zwischen 
einzelnen Signalkomponenten des EEG zu quantifizieren. Bisherige Arbeiten beschränk-
ten sich fast ausschließlich auf eine zeitiavariante Beschreibung solcher Muster. Zeit-
variante Schätzungen des Bispektrums zeichnen sich dagegen durch eine rekursive und 
fortlaufende Berechnung verschiedener bispektraJer Maße aus. Damit bieten sie sowohl 
die Möglichkeit der Quantifizierung als auch der Detektion transienter quadratischer Pha-
senkopplungen im Zeitverlauf. 
Bisher wurde ein direkter (FFT-basierter), intervallbezogener und zeitvarianter Ansatz zur 
Schätzung des Bispektrums entwickelt, der auf die Gabor-Erweiterung zuriickzuführen ist 
[5]. Parametrische Ansätze sind im Vergleich dazu zwar mit einer durch die Ordnung des 
genutzten Modells bedingten Zeitverzögerung behaftet, bieten aber durch die Möglichkeit 
von kontinuierlichen Einzelschätzungen wesentlich bessere Aussichten für die Detektion 
des Auftretens von quadratischen Phasenkopplungen im fortlaufenden Signal. 
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Schätzungen von AR-Modell Parametern, die nur Momente zweiter Ordnung betrachten, 
sind nicht in der Lage, die für die Berechnung des Bispektrums nötigen Phaseninfonna-
tionen zu erhalten. Deshalb ist ein Ansatz nötig, der auch Momente dritter und höherer 
Ordnung berücksichtig. Diese Möglichkeit wurde mit der Einführung einer transversalen 
Form eines rekursiven Algorithmus geschaffen, der sogenannte Instrumental Variable 
nutzt [6]. Die Anpassung eines AR-Modells führt über die Übertragungsfunktion der 
geschätzten AR-Filter zu e iner parametrischen Schätzung des Bispektrums [7]. Bisher 
wurde keine Studie veröffentlicht, in der eine zeitvariante parametrische Schätzungen 
genutzt worden ist. 
Ziel unserer Untersuchungen war deshalb die Entwicklung eines solchen Algorithmus, 
die Anpassung wichtiger Parameter der Schätzung auf Grundlage von simulierten Daten 
und die beispielhafte Anwendung des entwickelten Verfahrens auf klinisch relevante 
EEG-Muster. 
Material und Methode 
Methoden: Ausgangspunkt der Betrachtung ist die rekursive Schätzung von AR-Parame-
tern, die Momente höherer Ordnung berücksichtigt [6]. Diese Schätzung wurde auf die 
Single- und Multi-Trial Analyse von EEG-Daten adaptiert. Eine zeitvariante parametri-
sche Schätzung von Momentenspektren höherer Ordnung ist über die Übertragungsfunk-
tion der gewonnenen (zeitvarianten) AR-Filter möglich [7]. Entsprechend lässt sich die 
zeitvariante Bikohärenz analog zum direkten, FFr-basierten Bispektralansatz berechnen 
[8]. Als Ergebnis erhält man zu jedem untersuchten Zeitpunkt t eine Schätzung der Bi-
amplitude und der Bikohärenz. Die Güte der erhaltenen Schätzungen hängt stark von 
den zur rekursiven AR-Modellierung genutzten Parametern ab, insbesondere von der 
Modellordnung p und einer Adaptionskonstante ?.. 
Material: Das entwickelte Verfahren wurde für Multi-Trial Analysen (geminelte Betrach-
tungen) und für Single-Trial Analysen (Einzelbetrachtungen) getestet. Dazu wurden so-
wohl simulierte Daten als auch klinische EEG-Daten untersucht. 
In Testdaten wurde ein zeitlicher Wechsel des Auftretens von ungekoppelten und gekop-
pelten Frequenzkomponenten simuliert. Diese wurden hinsichtlich der Güte der Schät-
zung systematisch mittels verschiedener Modellordnungen p und Adaptionskonstanten A. 
untersucht. 
Als klinisch relevante Daten wurden elektroenzephalographische Burst-Suppression-Mus-
ter (BSM) sedierter Intensivtherapiepatienten mit Schädel-Hirn-Trauma (n = 12) sowie 
EEG-Muster gesunder Neugeborener im Non-REM-Schlaf (n = 6) analysiert. 
Ergebnisse 
Die Untersuchung der simulierten Daten zeigte die Leistungsfähigkeit des entwickelcen 
Verfahrens zur Kennzeichnung von transienten quadratischen Phasenkopplungen im fort-
laufenden Signal. 
Die Parameteruntersuchungen demonstrierten die Notwendigkeit einer höheren Modell-
ordnung gegenüber von Modellordnungen, die aus bisher bekannten Ordnungschätzun-
gen resultieren. Nur dann können vorhandene Phasenkopplungen in ihrem Frequenzver-
lauf in ausreichender Güte dargestellt werden. Die mit der höheren Modellordnung 
verbundene Zeitverzögerung beim Erkennen von quadratischen Phasenkopplungen ist in 
den simulierten Daten deutlich erkennbar. Ein Vorteil des Verfahrens ist die hohe Zeit-
auflösung. 
Die Analyse der quadratischen Phasenkopplungen in enzephalographischen BSM wurden 
in den Frequenzbereichen zwischen 0,5-2,5 Hz ..-. 3,5-7,5 Hz sowie 0,5-2,5 Hz +-+ 
8-13 Hz vorgenommen. Im kontinuierlichen Zeitverlauf konnte eine Zunahme dieser 
Phasenkopplungen zwischen 750 und 1000 ms nach Beginn der jeweiligen Burst-Peri-
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oden nachgewiesen werden. Das Auftreten dieses Zeitmusters war weniger ausgeprägt in 
den Phasen vor den BSM. 
Die Analyse der Schlafphasen im EEG von Neugeborenen zeigte das Auftreten von Pha-
senkopplungen in dem Frequenzbereich zwischen 1- 1,5 Hz +-+ 3-4,5 Hz. Es konnte 
erstmalig nachgewiesen werden, dass Schwankungen der quadratischen Phasenkopplung 
im EEG mit einer Periode von 8-10 Sekunden in jedem Neugeborenen vorhanden sind. 
Dies konnte bisher nur indirekt dargesteUL werden [9]. 
Diskussion/Schlussfolgerungen 
Es wurde ein zeitkontinuierlicbes Verfahren zur Quantifizierung und Detektion transien-
ter quadratischer Phasenkopplungen entwickelt und getestet. Anhand von simulierten Da-
ten konnten Möglichkeiten und Grenzen des genutzten Verfahrens aufgezeigt werden. 
Die direkte Quantifizierung quadratischer Phasenkopplungen in elektroenzephalographi-
schen BMS wurde bisher mit intervaUbezogenen, zeitvarianten Verfahren auf der Grund-
lage der Gabor-Erweiterung durchgeführt [5, 10]. Wir konnten zeigen, dass die quadrati-
sche Phasenkopplung mit der Tiefe der Sedierung zunimmt. Damit wurde ein Verfahren 
in Aussicht gestellt, das die Sedierungstiefe bei intensivtberapeutisch behandelten (se-
dierten) Patienten automatisch bestimmen kann. Dies muss jedoch beim Monitoring zeit-
kontinuierlich erfolgen, so dass die hier dargestellt Methode eine Lücke schließt. 
Das Ziel des Einsatzes unserer Methode für die Analyse des Neugeborenen-BEG ist die 
Darstellung von kortikalen Reifungsprozessen in der Ontogenese. Es ist vorgesehen, dass 
diese Methode auch für die EEG-Datenanalyse bei Risikoneugeborenen eingesetzt wird. 
Bisher wurden von uns ebenfalls intervaUbezogene Verfahren für die direkte Quantifizie-
rung von quadratischen Phasenkopplungen im Neugeborenen-EEG angewandt [9]. 
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Abstraktnummer 8/2 
Bikohärenz zwischen Muskel- und Hirnaktivität 
bei Parkinson Patienten 
Ostrowski S, Groß J, Timmermann L, Schnitzler A 
Heinrich-Heine-Universität Düsseldorf, MEG-Labor der Neurologischen Klinik, Düsseldorf 
Einleitung 
Untersuchungen von tremordominanten Parkinsonpatienten zeigen eine Ruhetremorfre-
quenz von 4 bis 6 Hz. Das Spektrum der Aktivität im motorischen Kortex (Ml) zeigt im 
Mittel eine deutlich höhere Aktivität der ersten Harmonischen der Tremorfrequenz. Des 
weiteren konnte kürz.Lich gezeigt werden, dass die Kohärenzen zwischen beteiligten Hirn-
arealen im Bereich der doppelten Tremorfrequenz stärker sind als im Bereich der Tremor-
frequenz [l]. Mithilfe der Bikohärenz [2] soll untersucht werden, welche Frequenzen eine 
signifikante Kopplung zwischen Muskel- und Hirnaktivität zeigen. 
Material und Methode 
Bei sechs tremordominanten Parkinsonpatienten wurde simultan die Muskelaktivität der 
Handmuskulatur mit Oberflächenelektroden (EMG) sowie die Himak.tivität mit einem 
Ganzkopf-MEG abgeleitet. Die Magnetenzephalographie (MEG) erlaubt eine Messung 
der winzigen Magnetfelder, die bei neuronaler Aktivität entstehen. Die analogen Signale 
wurden mit 1000 Hz digitalisiert und für weitere Analysen gespeichert. Mit dem Ana-
lyse-Programm DICS [3] (Dynamic Imaging of Coherent Sources) wurde die zerebro-
muskuläre Kohärenz berechnet. Dazu wird ein dreidimensionales Gitter (Kantenlänge 
6 mm) über das Gehirn gelegt. In jedem Volumenelement wird die Kohärenz der Hirn-
aktivität an diesem Ort mit der Muskelaktivität (EMG) berechnet. Das Maximum der 
Kohärenz zeigte sich bei allen Patienten im primären motorischen Kortex (M l). Für Ml 
und EMG wurde die Auto- und K.reuzbikohärenz berechnet. Das Signifikanzniveau wur-
de nach Schack et al. [4] bestimmt. 
Ergebnisse 
Das EMG zeigt signifikante Autobikohärenzen bei der Tremorfrequenz und den Harmo-
nischen der Tremorfrequenz. Die Ml Aktivität hingegen zeigt nur Autobikohärenzen bei 
der doppelten Tremorfrequenz. Patienten mit signifikanter Kohärenz zwischen EMG und 
Ml zeigen auch signifikante Bikohärenzen. Interessanterweise ließen sich dabei 2 Grup-
pen von Patienten unterscheiden: in der einen Gruppe dominiert die Kopplung der ersten 
Harmonischen der Tremorfrequenz im MEG mit der einfachen Tremorfrequenz im EMG, 
in der anderen Gruppe die einfache Tremorfrequenz im MEG mit der einfachen Tremor-
frequenz im EMG. 
Diskussion/Schlussfolgerungen 
Unseren Wissens nach ist dies die erste Beschreibung einer Bikohärenz-Analyse zwi-
schen M 1 und EMG bei Parkinson Patienten. Wir zeigen signifikante Bikohärenzen zwi-
schen Ml und EMG, die bei der Tremorlrequenz und ihren Harmonischen zu finden 
sind. Diese Muster zeigen sich nicht in der Ml Aktivität. Daraus schließen wir, dass die 
Ml-EMG Bikohärenz eine reale Kopplung der beiden Signale darstellt Dieses Ergebnis 
ist in Übereinstimmung mit einer Studie, die 1 : 2 Phasensynchronisation zwischen EMG 
und einem MEG Sensor über dem sensomotorischen Kortex zeigt [5]. 
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Abstraktnummer 8/3 
Vergleich von Spektral- und Komplexitätsparametern zur 
Beschreibung von Medikamentenwirkungen im Narkose-EEG 
Grouven U, Beger FA, Schuttz A, Schultz 8 
Medizinische Hochschule Hannover, Informatik/Biometrie der Anästhesie, Hannover 
Einleitung 
Die BEG-Überwachung der Narkose ist ein aktuelles Forschungsgebiet in der Anästhe-
sie. Das EEG verändert sich unter dem Einfluss von Anästhetika in charakteristischer 
Weise. Von besonderem Interesse ist es, geeignete Parameter zur Charakterisierung des 
komplexen EEG-Signals zu extrahieren, um damit eine automatische Klassifikation der 
Narkosetiefe des Patienten zu ermöglichen. Neben klassischen Parametern, die auf einer 
Spektralanalyse des EEG basieren, wurden in den letzten Jahren EEG-Parameter aus 
dem Bereich der Chaostheorie vorgeschlagen, welche die Komplexität einer Zeitreihe 
beschreiben. 
Im Vortrag sollen diese neueren EEG-Parameter vorgestellt, ihre Eigenschaften diskutiert 
und auf ihre Eignung zur Beschreibung der Narkosetiefe untersucht werden. 
Material und Methode 
Neben den klassischen EEG-Parametem Median (50%-Quantil) und spektrale Eckfre-
quenz (95%-Quantil, SEF95) [l], die nach Fast Fourier Transfonnation (FFf) aus dem 
resultierenden Powerspektrum berechnet werden, wurden die nichtlinearen Komplexitäts-
parameter Approximate Entropie [2], Lempel-Ziv-Komplexität [3] und die Fraktale Di-
mension [4] untersucht. Zum Vergleich wurde der Narcotrend-lndex berechnet, der ba-
sierend auf einer multivariaten Diskriminanzanalyse das EEG-Bild auf einer Skala von 
100 (= wach) bis 0 (= tiefste Narkose) klassifiziert [5]. 
Zur Auswertung der verschiedenen EEG-Parameter wurden EEG-Messungen aus 10 
standardisierten Narkoseeinleitungen vom Wachzustand bis zur tiefsten Narkose heran-
gezogen. Als Schlafmittel wurde das intravenöse Hypnotikum Propofol veiwendet, zur 
Analgesie das Opioid Remifentanil. EEG-Parameter wurden im Abstand von 5 Sekunden 
fü r überlappende 20 s-Abschnitte berech11et. 
lnfonnntik. Biometrie und Epidemiologie in Med. u. Biol. 3413 (2003) 
Abstracts der 48. Jabrestagung der GMDS 193 
Eine zentrale Forderung an einen Parameter zur Beschreibung der Narkosetiefe i st eine 
monotone Veränderung des Parameterwertes mit der Medikamentenkonzentration. Als ein 
Maß hierfür wurde für jede Messung die Rangkorrelation der einzelnen EEG-Parameter 
mit der (errechneten) Propofol-Konzentration (,,Effect-Site-Konzentration") berechnet. 
Ergebnisse 
In der folgenden Tabelle sind die mittleren Korrelationen ± Standardabweichung (Mini-
mum, Maximum) der untersuchten BEG-Parameter mit der Propofol Effect-Site-Konzen-
tration für dielO Einleitungsmessungen zusammengefasst. 
Median SEF95 Approximate Lempel-Ziv- Fraktale Narcotrend-
Entropie Komplexität Dimension Index 
- 0,24 ± 0,32 - 0,52 ± 0,36 - 0,80 ± 0,13 -0,61 ± 0,28 - 0,85 ± 0,13 -0,97 ± 0,03 
(-0,73, 0,47) (-0,91, 0,25) (-0,98, - 0.56) (-0,89, - 0,01) (- 0,96, - 0,57) (-0,99, - 0,90) 
Die Komplexitätsparameter wiesen deutlich höhere Korrelationen bei niedrigerer Streuung 
auf als die klassischen Spektralparameter Median und spektrale Eckfrequenz. Die höchs-
ten Korrelationen bei geringster Streuung ergaben sich für den Narcotrend-Index. 
Die grafische Darstellung der einzelnen Parameterverläufe zeigte, dass von den betrach-
teten EEG-Parametern nur der Narcotrend-Index in allen Fällen einen weitgehend mono-
tonen Verlauf über den gesamten Einleitungszeitraum aufwies. Intra- und interindividuel-
le Schwankungen zeigten sich bei den übrigen EEG-Pararnetem insbesondere in der 
Wachphase am Anfang der Messungen, wo das EEG-Bild i. d. R. durch einstreuende 
Artefakte besonders gestört ist, sowie im Bereich tiefster Narkose bei Auftreten eines 
,,Burst-Suppression''-Musters. 
Diskussion und Schlussfolgerungen 
Obwohl die untersuchten Komplexitätsparameter den klassischen Spektralparametern 
überlegen waren, erlaubten auch diese neueren EEG-Parameter keine zuverlässige Be-
wertung der Medikamentenwirkung über den gesamten Bereich vom Wachzustand bis 
zur tiefsten Narkose. 
Im Gegensatz zu den untersuchten univariaten EEG-Parametem zeigte der multivariate 
Narcotrend-Index bei allen Messungen einen monotonen Verlauf über den gesamten 
Zeitraum und wies zudem deutlich höhere Korrelationen mit der Propofol Effect-Site-
Konzentration auf. 
Ein multiparametrischer Ansatz in Verbindung mit einer leistungsfähigen Artefakterken-
nung erscheint notwendig für eine verlässliche automatische Klassifikation des Narkose-
EEG in der klinischen Praxis. 
Literatur 
[l] Thomsen CE, Prior PF. Quantitative EEG in assessment of anaesthetic depth: comparative study 
of melhodology. Br J Anaesthesiol 1996; 77: 172-178. 
[2] Pincus SM, Gladstone IM, Ehrenkranz RA. A regularicy statistic for medicaJ data analysis. J 
Clin Monit 1991; 7: 335- 345. 
[3] Zhang X-S, Roy RJ, Jensen EW. EEG complexity as a measure of depth of anesthesia for 
patients. IEEE Trans Biomed Eng 2001; 48: 1424- 1433. 
[4] Katz MJ. Fractals and the analysis of waveforms. Comput Bio! Med 1988; 18: 145- 156. 
[5] Grouveo U, Schultz B, Bokelmann B, Schultz A. BEG-adaptierter Index zur automatischen 
Bewertung der Hypnosetiefe. Anaesth lnteosivmed, AbSLractband DAK 2002: 200. 
lnfonnniik. Biometrie und Epidemiologie in Med. u. Biol. 34/3 (2003) 
194 Abstracts der 48. Jahrestagung der GMDS 
Abstraktnummer 814 
Aufbau einer effizienten Datenstruktur 
zum inhaltsbasierten Bilddatenbankzugriff mittels 
hierarchischem Merkmalsclustering 
Thies CJ, Fischer B, Güld MO, Lehmann TM, Spitzer K 
RWTH Aachen, Institut für Medizinische Informatik, Aachen 
Einleitung 
Inhaltsbasierter Bilddatenbankzugriff erfordert eine fonnale Beschreibung von Bildinhalt 
in Form einer vergleichbaren Datenstruktur. Diese Beschreibung muss einerseits kompakt 
sein, da kurze Antwortzeiten bei einer Anfrage einen schnellen Vergleich des Daten-
bestandes voraussetzen, andererseits muss die Komplexität des Bildinhaltes erfasst wer-
den. Grade in der medizinischen Bildverarbeitung werden Bilder unter variablen Fra-
gestellungen betrachtet. So kann bei einer MR-Aufnahmen des Herzens, dessen Form 
von diagnostischem Interesse sein oder aber dessen Substrukturen, wie z. B. die Ventri-
kel. Aus diesem Gmnde wird eine hierarchieerhaltende Zerlegung des Bildes in alle vi-
suell nachvollziehbaren Regionen benötigt, deren Berechnung nicht von Benutzerinter-
aktion abhängt. Der hier vorgestellte neue Algorithmus erhält ein Bild als Eingabe und 
liefert eine kompakte aber vollständige Extraktion alJer visuell nachvollziehbaren Regio-
nen in einer hierarchischen Graphenstruktur. Die Regionen ergeben sich dabei aus der 
Clusternng von optischen Merkmalen. 
Material und Methode 
Die Berechnung der hierarchischen Datenstrukrur aus einem Bild erfolgt in einem zwei-
stufigen Verfahren. Im ersten Schritt wird jedem Pixel ein Merkmalsvektor zugeordnet, 
der neben dem Grauwert die lokale Textur- oder Kanteneigenschaft e rfasst. Hierzu wer-
den gegenwärtig die im Blobworld-Konzept (1) vorgestellten Attribute Polarität, Aniso-
tropie und Kontrast berechnet. 
Der zweite Schritt ist der eigentliche Algorithmus zur Berechnung der Datenstruktur: 
Zunächst werden die einzelnen Pixel als Knoten betrachtet und deren 4-Nachbarschaft 
als Kanten. Auf diesem planaren Graph findet nun eine Regionenverschmelzung statt. 
Dazu wird die Nachbarschaft mit der aktuell niedrigsten euklidischen Distanz der Merk-
malsvektoren gesucht und alle Nachbarschaften mit dieser Distanz verschmolzen. Da in 
der Pixelebene geclustert wird, muss die Ausbildung einer Vorzugsrichtung bei der Ver-
schmelzung verhindert werden. Dazu wird bei jedem Merge Schritt die transitive Hülle 
über alJe Nachbarn mit gleichem Ähnlichkeitsmaß gebildet. Eine neu entstandene Region 
wird in der Folge mit dem Mittelwert der Merkmalsvektoren der beteiligten Subregionen 
beschrieben. Wenn alle Regionen für den aktuellen Schwellwert verschmolzen wurden, 
wird das neue globale Minimum bestimmt und die Regionenverschmelzung erneut 
durchgeführt. Dieser Prozess wird solange iteriert, bis eine letzte Region in Fonn des 
ganzen Bildes entstanden ist. 
Das Ergebnis des Algorithmus ist eine Baumstruktur, deren Knoten die visuell signiftkan-
ten Bildregionen auf unterschiedJichen Auflösungsstufen erfassen, wobei die Baumkanten 
die Inklusionshierarchie reflektieren . Zusätzlich werden die Adjazenzen protokolliert, um 
lokale Topologien zu beschreiben. Regionen werden in Form von Knotenattributen durch 
invariante Merkmale wie dem zweiten Flächenmoment und die mittleren Texturwerte 
charakterisiert. 
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Ergebnisse 
Ein typisches Problem von Region-Merging-Verfahren ist die Abhängigkeit von der Ab-
arbeitungsreihenfolge. Dieses Problem wird durch die Berechnung der transitiven HillJe 
gelöst und ermöglicht die Berechnung identischer Partitionienmgen für transponierte Bil-
der. 
Das vorgestellte Verfahren wird im Rahmen des IRMA Projektes zum Image Retrieval 
in Medical Applications entwickelt und soll in einer Datenbank aus der Routine in der 
klinischen Diagnostik angewandt werden. In dieser Datenbank fallen Bilder unterschied-
licher Modalität und Körperregion an. Daher muss das Verfahren sowohl auf verrausch-
ten Röntgenbildern als auch MR-Schichten unterschiedliche Objektformen robust extra-
hieren. Dies wurde durch visuelle Evaluation ausgewählter Bilder durch Experten 
verifiziert. 
Die Größe der berechneten Datenstrukturen hängt von der Bildgröße und der Verteilung 
der Grauwerte in lokalen Umgebungen ab. MR-Bilder enthalten eher homogene Regio-
nen, die in wenigen Schritten verschmolzen werden. Röntgenbilder sind ven-auscht und 
führen daher zu mehr Teilregionen. Die Partitionierung eines Bildes von 200 x 200 Pi-
xeln lieferte bei 20 getesteten Bildern durchschnittlich 19.000 Regionen und dauerte im 
Mittel 60 Sek. Legt man pro Knotenbeschreibung eine Größe von 200 Byte zugrunde, so 
belegt eine Partitionierung ca. 3,7 MB. 
Diskussion/Schlussfolgerungen 
Einfache Ansätze zum irthaltsbasierten Datenbankzugriff extrahieren globale Merkmale 
wie Histogramm- oder Texturmaße zur Bildinhaltsbeschreibung [2]. Medizinische An-
wendungen erfordern jedoch eine differenzierte Betrachtung der abgebildeten Objekte. 
Dies wird durch Segmentierungsansätze ennöglicbt. Systeme wie Blobworld (1) berech-
nen hierzu monoskalare Partitionierungen, die jedoch ebenfalls nicht den hierarchischen 
Charakter medizinischer Bildin formation abbilden können. Als Clusterverfahren werden 
vor allem EM-Clustering und Kernel Densities eingesetzt, die entweder eine vorgegebene 
Anzahl von Regionen erzeugen oder keine Hierarchie visuell signifikanter Regionen lie-
fern können (3). Das vorgestellte Verfahren integriert eine parameterfreie Merkmals-
extraktion und unüberwachtes lokales Clustering zu einem neuen Ansatz, um eine hierar-
chische Zerlegung zu erzeugen. Die Qualität der Partitionierung muss in der Folge noch 
auf einem großen Datenbestand systematisch bewertet werden. Auch der betrachtete 
Merkmalssatz wird erweitert und im Hinblick auf seine visuelle Relevanz untersucht. 
Ferner sind eine Kompression der Datenstruktur, sowie geeignete Verfahren zum Graph-
vergleich zu realisieren. 
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Abstraktnummer 9/1 
Standardisierte Kommunikation für ortsunabhängiges Disease 
Management - Projekt KoDiMa 
Weigand CW 
Fraunhofer-Institut für Integrierte Schaltungen llS, Bildverarbeitung und Medizintechnik, Erlangen 
Einleitung 
Der Begriff Home-Care steht üblicherweise für die medizinische Fembetreuung eines in 
seiner häuslichen Umgebung lebenden Patienten unter Benutzung einer geeigneten Tele-
kommunikations-Infrastruktur. Ein niedergelassener Arzt, ein Krankenhaus oder eine 
Pflegeeinrichtung kann durch die multimediale Übermittlung von Informationen, wie 
EKG oder Vitalparametem, den Gesundheitszustand des Patienten laufend beurteilen und 
so auch im Notfall schnell reagieren. Modeme Medizin erfordert das automatisierte Zu-
sammenwirken zahlreicher Geräte zu Patientenüberwachung und Therapie. Kommunika-
tion zwischen Geräten verschiedener Hersteller ist derzeit jedoch oft unmöglich, weil 
diese unterschiedliche Schnittstellen und Übertragungsprotokolle benutzen. Offene Sys-
temarchitekturen und standardisierte Kommunikationsprotokolle können hier Abhilfe 
schaffen. Unser Ziel ist hier, patientennahe medizinische Geräte, klinische Funktions-
bereiche und Wonnationssysteme unter Verwendung eines durchgängigen Systems inter-
national anerkannter Standards zu vernetzen. 
Material und Methode 
Ein besonderes Augenmerk des im Rahmen des Förderprogramms für Infonnations- und 
Kommunikationstechnologie der Bayerischen Staatskanzlei unterstützten Projektes „Stan-
dardisierte Kommunikation für ortsunabhängiges Disease Management (KoDiMa)" lag 
darauf, die zunehmenden Mobilitätsbedürfnisse des Patienten zu berücksichtigen. Die 
Projektpartner DOCexpert Computer GmbH, Bamberg, Fraunhofer-Institut für Integrierte 
Schaltungen, Erlangen sowie Jaeger-Toennies, Würzburg, setzen daz,u weltweit akzeptier-
te Kommunikations- und Schnittstellenstandards ein. Mobile medizinische Geräte wie 
z. B. Lungenfunktions-Meßgeräte für Asthmapatienten oder Miniatur-EKG-Geräte für 
Herzkreislaufpatienten messen und verarbeiten laufend oder in bestimmten Abständen 
Vitaldaten des Patienten. Diese werden nicht nur im Routinebetrieb laufend übertragen 
und archiviert, sondern sollen auch in Ausnahmesituationen schnellstmöglich zum be-
treuenden Arzt und ggf. zu weiteren Spezialisten geschickt werden, aber auch Notärzten 
und Soforthelfern zur Verfügung stehen. Die im Projekt angestrebte Unabhängigkeit von 
lokalen technischen und instirutionellen Gegebenheiten, einzelnen Dienstleistungsanbie-
tern und Geräteherstellern ermöglicht die (temporäre Ad-Hoc-) Konsultation nahezu be-
liebiger Leistungsanbieter. 
Hierfür ist der Einsatz von standardisierten Schnittstellen zwischen den Beteiligten unab-
dingbar. Deshalb wurden für dieses Projekt zwei Standards von weltweiter Gültigkeit 
herangezogen und auf ihre Tauglichkeit für die angestrebten Aufgaben untersucht. Für 
die Gerätekommunikation in Echtzeit kam der „Vital Signs Information Representation" 
(VITAL) Standard zum Einsatz (1, 2). Dagegen konnte für die Persistierung der Daten 
in Ausschnitten der Standard zur Vernetzung von Point-of-Care Geräten (POCTl-A) he-
rangezogen werden (3]. 
Da die heutige Generation medizinischer Geräte in der Regel weder über standardisierte 
noch über drahtlose Schnittstellen verfügt, musste ein Weg gefunden werden diese Man-
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kos für die im Rahmen des Projekts gestellte Aufgabe zu beseitigen. Dies geschah durch 
den Einsatz einer Art Gateways. Dieses Gateway kann die Messdaten der medizinischen 
Geräte einerseits proprietär Einlesen und andererseits über eine geeignete Funkschnitt-
stelle standardisiert weiterreichen. 
Hierfür wurden zwei Varianten entwickelt. Die eine stellt ein bandelüblichen personal 
digital assistent (PDA) dar, der noch drahtgebunden über die serielle Schnittstelle die 
Daten der medizinischen Geräte empfängt. Den zweiten Lösungsansatz stellt ein eigens 
entwickeltes Hausterminal dar, das sich leichter bedienen lässt als ein PDA aber über die 
Ähnliche Funktionalität verfügt. So analysieren diese beiden Geräte die aus den medizi-
nischen Geräten empfangenen Daten, evtl. Grenzwertüberschreitungen oder Ähnliches 
werden registriert und auf dem Bildschirm der Geräte angezeigt. In den VITAL-Standard 
umgewandelt werden alle Daten dann per Bluetooth oder WLAN drahtlos an die ent-
sprechende Gegenstelle im Hause des Patienten gesendet von wo aus sie dann per gesi-
cherter Verbindung über das Internet den betreuenden Arzt oder Dienstanbieter errei-
chen. 
Ergebnisse 
Tm Rahmen des Projekts sind Verfahren und Komponenten entwickelt worden, die eine 
benutzerfreundliche, zeitlich und örtlich ungebundene Kommunikation medizinischer Di-
agnosegeräte und Informationssysteme unter Verwendung hersteller- und diensteanbieter-
neutraler Infrastruktur ermöglichen. 
Am Patienten gemessene medizinische Daten werden mithilfe standardkonfom1er Fonna-
ten und Protokolle zur Messdatenbank bzw. zum auswertenden Arzt hin übertragen. Die-
ser kann erforderlichenfalls auf zusätzlich benötigte Patientendaten zugreifen sowie ggf. 
direkt mit dem Patienten interagieren. Dies zeigt die geschlossenen Kommunika-
tionskette, die beim patientennahen Messgerät beginnt und über den Arz.t, eine netzver-
fügbare Patientendatenbank bis hin zu einem zweitbefundenden Arzt reichen kann. 
Durch die Erforschung geeigneter Realisierungskonzepte [4] für die entstehenden 
ISO-L 1073 Kommunikationsstandards (CEN ENV 13734/35 VITAL sowie eingeschränkt 
NCCLS POCTl-A) war es möglich, anwendungsspezifische und technologische Aspekte 
(Mehrparamete1messung in medizinischen Anwendungen sowie eingeschränkte Ressour-
cen für eingebettete Systeme) zu be1ücksichtigen, und dabei die Eignung der Standardi-
sierungskonzepte (Offenheit, dynamische Konfigurierbarkeit) zu verifizieren, sowie an-
wendungsspezifische zukünftige Standardisierungserfordernisse zu extrahieren. Dazu 
gehören: Die Erweiterung des VITAL-Standards um eine Datenbankschnittstelle, mit der 
VITAL-Daten persistent abgelegt werden und anschließend wieder - unabhängig vom 
Zeitpunkt der Messung - visualisiert werden können, sowie - teilweise alternativ hier-
zu: 
Die Einbeziehung von EKG-Daten in den POCTl-A-Standard, wobei dieser - aufgrund 
der Versendung XML-kodierter Daten - implizit elementare Persistierungsfunktionen 
nahelegt, die Einbettung medizinischer Gerätedaten bzw. -datenströme in VCS oder ver-
gleichbare Systeme, welche die für institutions-/praxis-übergreifende Übertragung erfor-
derlichen Zugriffs- und Sicherheitsmechanismen bereitstellen. Die Sicherstellung stan-
dardkonforrner bzw. interoperabler Schnittstellenimplementierungen durch geeignete 
Verifikationsmechanismen. 
Diskussion/Schlussfolgerungen 
Die medizinische Fernbetreuung eines Patienten setzt eine geeignete Telekommunikati-
ons-Infrastruktur voraus, damit ein niedergelassener Arzt, ein Krankenhaus oder eine 
Pflegeeinrichtung den Gesundheitszustand des Patienten laufend beurteilen und ggf. 
schnell reagieren können. Sowohl herkömmliche ortsfeste Lösungen als auch Pilotpro-
jekte mit mobiler Übertragung setzen dabei weitgehend proprietäre Verfahren ein, deren 
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Anwendbarkeit auf spezifische medjzinische DiensLleistungen bzw. -Anbieter sowie be-
stinunte Gerätelieferanten und damit auf Insellösungen begrenzt ist. 
Besondere Bedeutung erhalten die Arbeiten durch die beginnenden sogenannten ,,Disease-
Management"-Programme, die für Patienten mit häutigen bzw. chronischen Krankheiten 
wie z.B. Herzkreislauferkrankungen oder Asthma eine optimierte Versorgung ermögli-
chen sollen. 
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Abstraktnummer 9/2 
Anforderungen und Bewertungen von Datenformaten 
für klinische Dokumente bezüglich ihrer Eignung 
zur beweiskräftigen und sicheren Langzeitspeicherung 
Hollerbach A, Brandner R, Bess A 
Universität Heidelberg, Abteilung Medizinische Informatik, Heidelberg 
Einleitung 
Gegenstand dieses Beitrags sind Anforderungen und Bewert1111gen von Datenformaten 
für klinische Dokumente bezüglich ihrer Eignung zur beweiskräftigen und sicheren 
Langzeitspeicherung, welche als Teilaspekte des vom Bundesministerium für Wl.CtSchaft 
und Arbeit im Projekt ,,ArchiSig - Beweiskräftige und sichere Langzeitarchivierung di-
gital signierter Dokumente" erarbeitet wurden. 
lnfolge der vielseitigen Unzulänglichkeiten konventioneller, papierbasierter Patienten-
akten vollzieht sich in vielen Einrichtungen des Gesundheitswesens der Übergang zu 
elektronischen Patientenakten [l, 2]. Eine sorgfältige Dokumentation und deren ord-
nungsgemäße Aufbewahrung sind für die Patientenbehandlung und die Erfüllung gesetz-
licher Anfordenmgen im medizinischen Bereich unerlässlich [3). In Deutschland wird im 
Allgemeinen von einer dreißigjährigen Aufbewahrungsdauer der medizinischen Doku-
mentation ausgegangen. Demzufolge müssen auch klinische Dokumente in elektro-
nischer Form über diesen Zeitraum beweiskräftig und sicher gespeichert werden [4]. Als 
elektronische Form ist nach dem deutschen Recht ein elektronisches Dokument mit qua-
lifizierter elektronischer Signatur nach dem Signaturgesetz [51 definiert, welches als Er-
satz zur Schriftform eingesetzt werden kann [6, 7). Qualifizierte elektronische Signaturen 
bieten die Möglichkeit, die Integrität und Authentizität elektronischer Dokumente nach-
zuweisen, wodurch ihnen große Bedeutung auf dem Weg zu elektronischen Patienten-
akten zukommt. 
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Im Gesundheitswesen werden für die Erzeugung, die Kommunikalion und die Archivie-
rung klinischer Dokumente eine Vielzahl verschiedener Datenformate eingesetzt. Doch 
welche von diesen versprechen langfristige Stabilität, um sie über die geforderte Auf-
bewahrungsdauer lesen zu können? In wie weit werden elektronische Signaturen unter-
stützt, um ihre Beweiskraft zu gewährleisten? Welche allgemeinen Bewertungskriterien 
können verwendet werden? 
Material und Methode 
Die Untersuchungen bezogen sich auf verschiedene Kategorien von Datenfonnaten die 
im Gesundheitswesen verwendet werden. Diese umfassten Texlfonnate und Beschrei-
bungssprachen, Grafikfonnate, Audio- und Videoformate, Kommunikalionsstandards und 
sonslige Austauschfomrnte. Insgesamt wurden 22 Datenfonnate analysiert und bewertet. 
Anhand von Literaturanalysen und Internetrecherchen wurden zunächst allgemeine Be-
wertungskriterien zur Beurteilung der Datenformate bezüglich ihrer Eignung zur beweis-
kräftigen und sicheren Langzeitspeicherung erarbeitet. Bei der Untersuchung der einzel-
nen Datenformate wurde auf vorhandene Literatur und Formatspezifikationen 
zurückgegriffen. Die Ergebnisse der Untersuchung wurden auf einer Skala eingeordnet, 
deren Skalenteile für jedes Kriterium mit semantischer Bedeutung versehen wurde. 
Ergebnisse 
Je nach Anwendungszweck werden verschiedene Anforderungen an ein Datenformat ge-
stellt und es können unterschiedliche Bewertungskriterien abgeleitet werden. Um die 
Eignung eines Datenformates zur sicheren und beweiskräftigen Langzeitspeicherung kli-
nischer Dokumente beurteilen zu können, wurden im Rahmen der Analysen folgende 
Hauptkriterien aufgestellt: Zweck und Verwendung, Transparenz und Standardisierung, 
Stabilität, Präsentation und Sicherheit. Bezüglich der Präsentation wurden die Ausprä-
gungen Präsentationswerkzeuge, Darstellung und Struktur untersucht. Die Sicherheit 
wurde bezüglich allgemeiner Sicherheitsmechanismen und der Unterstützung elektro-
nischer Signaturen bewertet. 
Viele der untersuchten, im Gesundheitswesen eingesetzten, Datenfonnate sind De-facto-
Standards, deren Spezifikationen nur teilweise offengelegt sind, was sich negativ auf die 
Interoperabilität von Werkzeugen und deren langfristige Verfügbarkeit auswirken kann. 
Bei der Beurteilung der Stabilität ist aufgefallen, dass die Datenformate allgemein recht 
häufige Versionswechsel erfahren und so ggf. langfristig nicht mehr verarbeitet werden 
können. Des Weiteren ist die eindeutige Präsentation der Daten problematisch zu bewer-
ten, da zum Teil aktive Elemente, wie z. B. Makros oder sonstige Skripte, unterstützt 
werden und externe Informationen über Links oder Zeichensätze in das Dokument ein-
gebunden werden. 
Unter den analysierten Datenformaten befinden sich zehn, die Sicherheitsmechanismen 
zur Gewährleistung von Integrität, Authentizität und Vertraulichkeit beinhalten. Darunter 
existieren sieben Datenformate die elektronische Signaturen unterstützen. Die von diesen 
Datenformaten verwendeten Signaturdatenfonnate sind teilweise proprietär und nicht 
standardisiert. Die zur Signaturverifikation notwendigen Informationen wie Zeitstempel, 
Sperrlisten und Zertifikatstatusinformationen können nicht oder nur teilweise im Doku-
ment selbst gespeichert werden, um dessen Vollständigkeit zu gewährleisten. 
Insgesamt konnte festgestellt werden, dass nur wenige Datenfonnate bisher elektronische 
Signaturen unterstützen und die Aspekte der Langzeitspeicherung bisher kaum berück-
sichtigt sind. 
Diskussion/Schlussfolgerungen 
Der Anteil an elektronisch erzeugten Dokumenten nimmt im heutigen Informationszeit-
alter immer mehr zu. Auch im Gesundheitswesen werden zunehmend elektronische Do-
Infomwik. Biomwic und Epidemiologie in Mcd. u. Biol. 3"13 (2003) 
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kumente verarbeitet. Sollen diese elektronischen Dokumente konventionelle Dokumente 
ersetzen, müssen sie den Kriterien der Langzeitspeicherung und Langzeitsicherung genü-
gen. In der Untersuchung der Datenformate hat sich gezeigt, dass derzeit kaum Daten-
formate existieren, die diesen Kriterien gerecht werden. Zum einen müssen Erweiterun-
gen spezifiziert werden, um elektronische Signaturen und deren langfristige Sicherheit 
zu gewährleisten. Zum anderen müssen Standardisierungsgremien Empfehlungen für Da-
tenformate aussprechen, die sich zur beweiskräftigen und sicheren Langzeitspeicherung 
eignen. 
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Abstraktnummer 9/3 
Entwicklung eines Basisstatusmodells zum Einsatz 
elektronischer Signaturen für langfristig beweiskräftige 
Dokumente in medizinischen Anwendungssystemen 
Brandner R, Bess A, Kutscha A 
Universität Heidelberg, Abt. Medizinische Informatik, Heidelberg 
Einleitung 
Die l nfonnations- und Kommunikationstechnologie [l] hat schon sehr früh den Focus 
auf eine Unterstützung der medizinischen Dokumentation gesetzt, um so die Möglich-
keiten elektronischer Patientenakten zu unterstützen [2] und die Unzulänglichkeiten pa-
pierbasierter Patientenakten zu reduzieren [3]. Durch die faktische Gleichstellung qualifi-
zierter elektronischer Signaturen nach dem Signaturgesetz [4] mit handschriftlichen 
Unterschriften wurde die Situation geschaffen, die komplexen rechtlichen Anforderungen 
an die Integrität und Authentizität der elektronischen Fonn medizinischer Dokumente 
nachweisbar sicherzustellen [5]. Medizinische Anwendungssysteme unterstützen zum ge-
genwärtigen Zeitpunkt elektronische Signaturen nur bedingt und betücksichtigen den 
Aspekt der Langzeitsicherung über 30 Jahre und mehr nur unzureichend. Diese Thema-
tik ist Gegenstand des Projektes ,,ArchiSig - Beweiskräftige und sichere Langzeitarchi-
lnfonnati.k. Biometrie und Epidemiologie in Med. u. Biol. 3413 (2003) 
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vierung digital signierter Dokumente", welches vom Bundesministerium für Wmschaft 
und Arbeit gefördert wird. 
Focus des vorliegenden Beitrages ist die Entwicklung eines Modells zur organisations-
und systemunabhängigen Integration elektronischer Signaturen für langfristig beweiskräf-
tige Dokumente in medizinische Anwendungssysteme. 
Material und Methode 
Zur Ermittlung organisatorischer Rahmenbedingungen wurden Dokument- und Prozess-
analysen in internistischen Einrichtungen der Maximal- und Regelversorgung sowie im 
niedergelassenen Bereich durchgeführt. Diese hatten das Ziel, Ausprägungen, Volumina, 
Erstellungsprozesse sowie die Bedeutung von Unterschriften medizinischer Dokumente 
zu ermitteln. Rechts-, Sicherheits- und BeweiswertanaJysen lieferten die zu berück-
sichtigenden rechtlichen Rahmenbedingungen für Dokumentations- und Aufbewahrungs-
pflichten sowie für elektronische Signaturen. Ausgehend von Analysen technischer 
Spezifikationen, etablierter Dokumentenmanagement- und Archivierungssysteme sowie 
Signaturkomponenten wurden technische Rahmenbedingungen abgeleitet und deren Ver-
wendbarkeit bewertet. 
Anhand der organisatorischen Rahmenbedingung wurde ein allgemeines Basisstatusmo-
dell entwickelt, das den gesamten Lifecycle medizinischer Dokumente abbildet. Mithilfe 
der technischen und rechtlichen Rahmenbedingungen wurden die erforderlichen Metho-
den zur Bearbeitung der Dokumente abgeleitet. 
Ergebnisse 
Das Basisstatusmodell besteht aus Basisstatus und Dokumentoperationen. Als Basisstatus 
werden Zustände definiert, die ein medizinisches Dokument zu einem bestimmten Zeit-
punkt in seinem Lifecycle einnimmt und die es charakterisieren. Ein medizinisches Do-
kument befindet sich zu einem Zeitpunkt immer in genau einem der folgenden 5 Basis-
status: ,,Not Existent", „Existent", ,,Edit", „Signed" oder ,,Archived". Um ein 
medizinisches Dokumente erstellen, bearbeiten und nutzen zu können, wurden 10 Doku-
mentoperationen definiert, die den Umgang mit dem Dokument ermöglichen. Diese Do-
kumentoperationen können in drei Gruppen eingeteiJt werden: Dokumentoperationen, 
die das Dokument während seiner Erstellung verändern („Create", „Modify", „Sign" und 
„Delete"), Dokumentoperationen, die das Dokument zur Nutzung bereitstellen („Yerify", 
„View", „Print" und „Send/Export") und Dokumentoperationen, die das Dokument be-
weiswerterhaltend langzeitsichem („Archive" und ,,Renewal"). Dokumentoperationen 
überführen ein Dokument von einem Ausgangsbasisstatus in einen Folgebasisstatus, wo-
bei diese identisch sein können. 
Bei einer Umsetzung des Basisstatusmodells in ein Anwendungssystem müssen die Ba-
sisstatus abgebildet und die Dokumentoperationen durch entsprechende Funktionen reali-
siert werden. Die Basisstatus können dabei unterschiedlichste Organisationsformen abbil-
den, indem sie in weitere spezifische Status differenziert werden und dadurch eine 
Workflowunterstützung möglich wird. Die entsprechenden Funktionen des Anwendungs-
systems können unabhängig vom abzubildenden Work.flow implementiert werden. Sie 
müssen insbesondere Aspekte wie die eingesetzten Nutz- und Signaturdatenfo1mate so-
wie die geforderte rechtliche Qualität der integrierten Signaturkomponenten berücksichti-
gen. 
Diskussion/Schlussfolgerungen 
Die Integration elektronischer Signaturen aJs Mittel zum Nachweis der Integrität und 
Authentizität elektronischer Dokumente muss umfassend unter Gesichtspunkten von Or-
ganisation, Technik und Recht betrachtet werden, umso allen Anforderungen gerecht zu 
werden. Dabei hat sich in unseren Analysen gezeigt, dass vor allem die Langzeitsiche-
tnformatik, Biometrie> und Epidemiologie in Med. u. ßiol. 34/3 (2003) 
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rung medizinischer Dokumente über einen Zeitraum von 30 Jahre und mehr Rahmenbe-
dingungen beinhaltet, die bereits bei der Dokument- und Signaturerzeugung berücksich-
tigt werden müssen. 
Das entwickelte Basisstatusmodell adressiert diese Aspekte und ermöglicht die effiziente 
Umsetzung elektronischer Signaturen bei der Entwicklung medizinischer Anwendungs-
systeme. Zusätzlich kann das Basisstatusmodell bei der Systemauswahl als Werkzeug 
zur Bewertung der Signaturfunktionalität von Anwendungssystemen dienen. Die Diffe-
renzierbarkeit des Basisstatusmodells ermöglicht die Umsetzung organisationsspezi-
fischer Abläufe bei der Systemeinfühnmg. 
Auf der Grundlage des Basisstatusmodells wird derzeit der Einsatz e lektronischer Sig-
naturen in die wesentlichen Komponenten des Informationssystems des UniversitätSklini-
kums Heidelberg implementiert Dies umfasst eine Integration in das klinische Arbeits-
platzsystem IS-H*MED, einer Entwicklung der Firmen T-System Austria GesmbH, GSD 
mbH und SAP AG, sowie in das Archivierungssystem IXOS®-eCon Solution Suite der 
Firma JXOS SOFTWARE AG. Dabei kommen u. a. Signaturkomponenten der Firma 
SECUDE Sicherheitstechnologie Informationssysteme GmbH zum Einsatz. 
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Abstraktnummer 9/4 
Sicherstellung von Integrität und Verbindlichkeit 
in digitalen Medien 
Pharow P, Dittmann J , Blobel 8 
Universitätsklinikum Magdeburg, Institut für Biometrie und Medizinische Informatik, Magdeburg 
Einleitung 
Im Allgemeinen können digitale Daten ohne QualitätSverlust kopiert und mit den vielfäl-
tigen Mitteln der digitalen Verarbeitung beliebig verändert werden, ohne prinzipiell Spu-
ren zu hinterla~sen. Neben den bekannten Vorteilen der heutigen digitalen Ver- und Be-
arbeitungsmöglichkeiten sind für die digitale Medien deshalb Sicherheitsaspekte wie die 
Gewährleistung der Authentizität der Daten, um die Identität des Besitzers oder Senders 
zu garantieren (beispielsweise für die Durchsetzung von Urheberrechten) sowie der 
lnfonnatik, Biomelrie und Epidemiologie in Med. u. ßiol. 34/3 (2003) 
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Nachweis der Datenintegrität einschließlich Zeitsignatur bezüglich der Unversehrtheit 
und der Unverfälschtheit (zur Manipulationserkennung) wichtig [l]. 
Problemstellung 
Die vorhandenen Konzepte für multimediale Inhalte reichen von elektronischen (digita-
len) Signaturen aus dem Bereich der Kryptographie über die digitalen (insbesondere die 
fragilen , inbalts-fragilen und invenierbaren) Wasserzeichen bis hin zu sogenanntem Fin-
gerprint oder Content hashing (inhaltsbasierte Beschreibungen der Daten). Die Signatu-
ren können dabei beliebig in die Daten eingebettet bzw. an die Daten angefügt werden. 
Die oben genannten Sicherheitsaspekte sind in ihrer Komplexität jedoch für multimedia-
le medizinische Daten weitgehend ungelöst [2). 
Wie bereits ausgeführt, liegt das Hauptaugenmerk bei der Sicherung der Integrität, der 
Authentizität und der Verbindlichkeit multimedialer digitaler Daten auf der Nutzung der 
elektronischen Signatur allgemein und insbesondere der digitalen Signatur. Generell er-
füllen elektronische Signaturen als kryptografische Mechanismen die Aufgaben der Inte-
gritätssicherung einer Nachricht bzw. einer Datei (Dokumente, Bilder, Audio- u nd Vi-
deodaten von EKG, EEG, CT, usw.). Zusammen mit einem eingebundenen ,,Fingerprint" 
(Hash-Wert) wird die Erkennung (nicht die Verhinderung!) jeder Art von aktiver oder 
passiver Manipulation ennöglicht. Die zweite wesentliche Funktionalität einer elektro-
nischen Signatur liegt in der Sicherung der Verbindlichkeit im Sinne der Nicht-Abstreit-
barkeit der Identität von Sender oder Urheber und Empfänger einer Nachricht bzw. Da-
tei. Die Signatur in oder unter einer übertragenen Nachricht, so lange sie unverletzt und 
gültig ist, weist eindeutig den Absender aus. Kombiniert man die elektronische Signatur 
mit einem vertrauenswürdigen Zeitstempel, ist dieser Mechanismus technisch auch für 
längere Zeiträume verwendbar. Durch die gleichzeitige Anwendung von speziellen Ant-
wort-Mechanismen in Fonn einer Rückantwort bzw. der Bestätigung des Erhalts einer 
Nachricht kann die gleiche Sicherheit auch seitens des Empfängers garantiert werden. 
Material und Methode 
Im bisher üblichen AnwendungsfaJI wird die elektronische Signatur an eine Nachricht 
oder Datei angefügt. Jedoch auch die direkte Einbettung dieser lnfonnationen in den 
Inhalt ist möglich, z. B. durch digitale Wasserzeichenverfahren. Diese bieten ebenfalls 
sehr interessante Lösungsmöglichkeiten für die Problematik der Sicherung der Authenti-
zität und Integrität digitaler Mediendaten. Unter einem digitalen Wasserzeichen im enge-
ren Sinne versteht man ein transparentes, nicht wahrnehmbares Muster, welches in das 
Datenmaterial (Bild, Video, Audio, 3D-ModeUe) meist unter Verwendung eines gehei-
men Schlüssels eingebracht und ausgelesen wird. Dieses Muster wird dazu benutzt, ent-
weder das Vorhandensein einer Kennzeichnung anzuzeigen oder textuelle Informationen 
zu codieren. Eine grobe Unterteilung der Verfahren lässt sich in robuste Wasserzeichen 
zur Authentizitätsprüfung und in zerbrechliche, sogenannte fragile, Verfahren zum Inte-
gritätsnachweis vornehmen. 
Existierende Verfahren fragiJer Wasserzeichen wie auch alle bekannten Verfahren der di-
gitalen Signatur arbeiten bisher meist mit einem geheimen Schlüssel. Dabei erfolgt die 
Überprüfung der Integrität der Nachricht über die Verifikation der ein- oder angebunde-
nen digitalen Signatur und des eingeschlossenen Hash-Wertes. Das Ergebnis ist digital 
be- und auswertbar, d. h., entweder positiv (Nachricht unverändert) oder negativ (Nach-
richt verändert). 
Ergebnisse 
Die wasserzeichenbasierten Verfahren entscheiden die Integrität auf Schwellwertbasis. 
Dabei wird das Wasserzeichen meist mit geringer Stärke eingebracht. Man evaluiert auf 
der Basis des Vorhandenseins von Restinfonnationen aus dem Wasserzeichen, ob Mani-
lnfonnatik. Biometrie und Epidenuologie in Med. u. Biol. 3413 (2003) 
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pulationen aufgetreten sind. Kann das eingebrachte Wasserzeichen gefunden werden, ist 
mit großer Wahrscheinlichkeit keine Manipulation erfolgt. Kann das Wasserzeichen nicht 
mehr gefunden werden, wurde es durch Angriffe zerstört - eine Manipulation kann 
somit indirekt nachgewiesen werden. Die exakte Manipulalionsdetektion unter Filterung 
von Bearbeitungsoperatoren, die den Inhalt nicht beeinflussen (wie Kompression, 
Skalierungen, Rauschen, Filterung usw.), kann mit sogenannten inhalts-basierten fragilen 
Methoden erfolgen. Weiterhin findet man Verfahren, die bei lokalen Veränderungen die 
Veränderungen sichtbar machen und sogar eine Schätzung des Originals an den manipu-
lierten Positionen ermöglichen. 
Generell verfälschen diese fragilen Wasserzeichen durch das direkte Integrieren der In-
formationen in das Medium das Original. In Hochsicherheitsbereichen wie der Medizin, 
bei denen selbst kleinste Änderungen am Inhalt aus Griinden der Fehlinterpretalion ver-
mieden werden müssen, kann somit ein herkömmliches digitales Wasserzeichen zur Ab-
sicherung nicht zum Einsatz kommen. Aus dieser Motivation heraus wurden detaiWerte 
Überlegungen zu sogenannten invertierbaren Wasserzeichen angestellt, welche nicht nur 
die Integrität (und mittels eines geheimen Schlüssels auch Authentizität) überprüfen, son-
dern auch das Wasserzeichen entfernen lassen. Diese Verfahren werden deshalb auch als 
reversibel bezeichnet. Um die Problematik der öffentlichen Überprüfbarkeit zu lösen, fin-
den wir ein invertierbares Wasserzeichen kombiniert mit elektronischen Signaturen, um 
die lntegrität und Authentizität nachzuweisen bei gleichzeitiger Möglichkeit, das Original 
durch das invertierbare Wasserzeichen zu schützen. Dieser Ansatz entsprach den oben 
beschriebenen Intentionen und Löst die genannten Probleme. 
Diskussion/Schlussfolgerungen 
In Hochsicherheitsbereichen wie z. B. der Medizin bzw. speziell der Ablage medizi-
nischer Bildinhalte findet sich aber sehr oft die Anforderung, dass zu Beweiszwecken 
das Original vorliegen muss, Dazu ist es erforderlich, das invertierbare Wasserzeichen 
nur mit einem geheimen Schlüssel von berechtigten Personen wieder herzustellen, wobei 
hier zusätzlich symmetrische Kryptographie zum Einsatz kommt. Zur Sicherstellung von 
Authentizität und Integrität kann als invertierbares Wasserzeichen auch eine elektronische 
Signatur über das Original eingefügt werden, die dann wieder öffentlich verifizierbar ist. 
Der oben ausgeführte Ansatz ist neu und wurde 2003 erstmals bescbrieben [3]. Er ver-
eint die positiven Aspekte der elektronischen Signaturen mit denen eingebetteter Wasser-
zeichen zu einer Lösung, die den Erhalt des Originals in seiner unveränderten Fonn ga-
rantiert. Damit ist eine hochsichere Archivierung und Verarbeitung von digitalem 
Material möglich. Alle anderen, bisher üblichen Verfahren der Nutzung digitaler Wasser-
zeichen gewährleisten dieses Sicherheitsniveau nicht. 
Zur Anwendertransparenz müssen jedoch in den zukünftigen Arbeiten Kategorien für 
inhaltsbasierte fragile Wasserzeichen gebildet werden, die es erlauben, sowohl einzelne 
Detailveränderungen als auch grobe Veränderungen entweder zuzulassen oder zu verbie-
ten. Die Probleme der Klassifizierung in erlaubte und nichterlaubte Verarbeitung ist von 
großer Relevanz für die Sicherheit der Verfahren. 
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Abstraktnummer 10/1 
Ein Stereotype Regressionsmodell für korrelierte Beobachtungen 
Kuß 0, Hasenbein U 
Universität Halle-Wittenberg, Institut für Medizinische Epidemiologie, Biometrie und Informatik, Halle/ 
Saale 
Einleitung 
Korrelierte Beobachtungen enistehen im biomeuisch-epidemiologischen AIJtag in einer 
Reibe von Studientypen, z.B. durch mehrere Beobachtungen pro Patient im Zeitverlauf 
oder unter verschiedenen experimentellen Bedingungen, oder auch durch Beobachtung 
von Individuen in inhaltlich zusammenhängenden Einheiten (Familie, Gemeinde, Klinik 
etc.). 
Das statistische Standardmodell, das in solchen Situationen die Korrelation in den Beob-
achtungen adäquat mit modellieren kann, ist das Modell mit zufälligen Effekten, manch-
mal auch hierarchisches oder gemischtes Modell genannt. Dieses ist bezüglich Methodik 
und Software für stetige Zielgrößen inzwischen relativ bekannt und auch für binäre Ziel-
größen trotz höherer Komplexität noch beherrschbar (1). Wesentlich seltener allerdings 
findet man Anwendungen des Modells für diskrete nicht-binäre Zielgrößen, Beispiele 
sind Hedeker/Gibbons [2] und Tutz/Hennevogl [3] für ordinale und Hartzel et al. (4) für 
nominale Zielgrößen. Unseres Wissens noch keinerlei Anwendung bat das Stereotype 
Regressionsmodell von Anderson [5] beim Vorliegen von korrelierten Beobachtungen 
gefunden. 
Material und Methode 
Wir zeigen anhand eines Beispiels zur Einschätzung der optimalen medizinischen Ver-
sorgung von Patienten mit Schädel-Hirn-Trauma [6], wie ein Stereotype Regressions-
modell für korrelierte Beobachtungen geschätzt und interpretiert werden kann. Die Kor-
relation entsteht in diesem Fall dadurch, dass einer Reibe von Ärzten/Ärztinnen mehrere 
fiktive, aber realitätsnahe Musterkrankengeschichten vorgelegt wurden und diese dann 
ein optimales Behandlungssetting (stationäre, teilstationäre oder ambulante Rehabilitati-
on) für jeden dieser Musterfälle festzulegen hatten. Dabei ist anzunehmen, dass die Ein-
schätzungen für verschiedene Musterkrankengeschichten innerhalb eines Beurteilenden 
korreliert sind. Von inhaltlichem Interesse ist, ob einerseits Eigenschaften der beurteilen-
den Ärzte/Ärztinnen (Fachrichtung, Ausbildungsstand), andererseits Unterschiede derbe-
schriebenen Musterkranken (Verlauf der Krankheit, Grad der Beeinträchtigung) die Ein-
schätzung beeinflussen. 
Die Idee bei der Herleitung des Modells ist, die nicht-lineare Parameter-Restriktion, die 
im herkömmlichen Fall vom multinomialen logistischen Modell zum Stereotype Modell 
führt, auf das multinomiale logistische Modell mit zufälligen Effekten von Hartzel et al. [4] 
anzuwenden. Dadurch fällt das so entstehende Stereotype Modell mit zufälligen Effekten 
u. a. auch in die Klasse der nicht-linearen Modelle mit zufälligen Effekten, sodass Stan-
dardtheorie [7] und Standardsoftware (z. B. SAS PROC NLMIXED) anwendbar werden. 
Ergebnisse 
Faktoren, die die Entscheidung der Beurteilenden beeinflussen, konnten identifiziert wer-
den, diese liegen vor allem auf der Seite der beschriebenen Musterkranken, die Eigen-
schaften der Beurteilenden selbst beeinflussen deren Setting-Präferenzen kaum. Vertraut 
man den herkömmlichen Modellselektionskriterien (AIC, BIC) dann ist in unserem Bei-
Wonnatik. Biomcuic und Epidemiologie in Mcd. u. Biol. 3413 (2003) 
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spiel das Stereotype Modell mit zufälligen Effekten sowohl dem herkömmlichen Stereo-
type ModelJ als auch dem multinomiaJen ModelJ mit zufälligen Effekten überlegen. Das 
heißt, es ist zum einen unabdingbar, die Korrelation in den Beobachtungen mit zu mo-
dellieren, zum anderen wird jedoch die zusätzliche Information aus dem muJtinomialen 
Modell mit zufälligen Effekten nicht unbedingt benötigt. Darüber hinaus ergeben sich 
mithilfe des Stereotype Modells mit zufälligen Effekten neue Erkenntnisse über den 
Abstand der Kategorien der Zielgröße untereinander. 
Diskussion/Schlussfolgerungen 
In Zukunft wird es von Interesse sein, die vorgeschlagenen Verfahren anhand von Simu-
lationsuntersuchungen auf ihre Zuverlässigkeit hin zu überprüfen, erste vorläufige Ergeb-
nisse geben aber zu berechtigter Hoffnung Anlass. Darüber hinaus sollte zur Überprü-
fung der Robustheit der Ergebnisse versucht werden, die Modellparameter noch mit 
anderen als der gegenwärtig benutzten numerischen Integrationsmethode zu schätzen. 
Kandidaten sind MCMC- und nicht-parametrische Verfahren. Letztere hätten z. B. den 
Vorteil, dass die Normalität der Verteilung der zufälligen Effekte nicht notwendige Vo-
raussetzung ist. 
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Abstraktnummer 10/2 
Evaluation eines populations-pharmakokinetischen Modells 
mittels Kreuzvalidierung am Beispiel einer Phase 1 Studie 
Schlattmann P 
FU Berlin, Institut für Medizinische Informatik, Biometrie-und Epidemiologie, Berlin 
Einleitung 
Populations-pharmakokinetische Modelle, können angewendet werden, um die Heteroge-
nität der Arzneimittelelimination bei verschiedenen Individuen zu modellieren. Dabei 
handelt es sich um hierarchische Modelle, die auf der ersten Ebene die Elimination 
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durch ein nichtlineares Kompartimentmodell beschreiben. Auf der zweiten Ebene wird 
für die Parameter des nichtlinearen Modells z.B. eine Normalverteilung angenommen, 
um die Heterogenität zwischen Individuen zu modellieren. Maximum-Likelihood Schät-
zungen der Parameter des Modells erfolgen vielfach durch Taylor-Reihenapproximatio-
nen der Likelihoodfunktion (Davidian und Gallant, 1995). Alternativ kann mit Bayes 
Ansätzen und MCMC-Verfahren die a posteriori Verteilung der Parameter gegeben die 
Daten bestimmt werden. Dies erfolgt unter Annahme von Hyperparametem aJs dritter 
Ebene der Hierarchie. Ein in der Praxis bedeutsames Problem, ist die Frage nach der 
Modellwahl für einen gegebenen Datensatz, der mit populations-pharmak:ok.inetischen 
Methoden analysiert werden soll. 
Material und Methode 
In diesem Beitrag wird die Frage der Modellwahl anhand des Mean Square Prediction 
Errors (MSPE) untersucht. Da der MSPE die Güte der Prädiktion überschätzt, wird ein 
durch Kreuzvalidierung korrigierter MSPE auf einen Datensatz einer Phase 1 Studie an-
gewandt. Dieser Datensatz beinhaltet die Daten einer Phase I Studie in der die Pharma-
kokinetik von Theophyllin nach oraler Gabe untersucht wurde. Die Evaluation der popu-
lations-pharmakokinetischen Modells erfolgt durch „leave-one out" Kreuzvalidierung mit 
entsprechender KorrektuJ des MSPE. Die hier betrachteten Modelle sind das First-order 
Modell (Beal und Sheiner, 1982), das Lindstrom-Bates Modell (Lindstrom und Bates, 
1990), ein nichtparametrisches Modell sowie der Bayes-Ansatz (Lunn et al., 2002). 
Diskussion 
Vielfach erfolgt Modellevaluation in der Populations-Pharmakokinetik anhand von zwei 
Stichproben (Sheiner und Beal, 198 l). Anhand der ersten Stichprobe wird das Modell 
entwickelt und anband der zweiten Stichprobe wird der MSPE miuels des aus der ersten 
Stichprobe geschätzten Modells bestimmt. Dieses Verfahren hat den Nachteil eines ho-
hen logistischen Aufwands. Das hier vorgestellte Verfahren bestimmt den durch Kreuz-
validierung korrigierten MSPE anhand der Originalstichprobe. Ein weiterer Vorteil der 
Kreuzvalidierung liegt darin, daß gleichennassen Likelihood und Bayes Verfahren hin-
sichtlich der Güte der Prädiktion verglichen werden können. 
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Abstraktnummer 10/3 
Methoden zur Normalisierung von one-channel cDNA 
Microarrays 
Zierer AZ., Reineke AR, Pigeot 1 
Universität Bremen, FB 3, Institut für Statistik, Bremen 
Einleitung 
Bedingt durch die technologischen Entwicklungen werden bei der Analyse von Microar-
rays veränderte Anforderungen an die statistische Auswertung gestellt, die zum Teil die 
Entwicklung neuer statistischer Verfahren bzw. die Modifikation bereits bestehender erfor-
dern, um dieser anspruchsvollen Aufgabe gerecht zu werden. Um in sieb homogene Arrays 
zu erhalten bzw. um die verschiedenen Arrays für eine Analyse vergleichbar zu machen, ist 
eine Normalisierung erforderlich. Die bestehende Literatur behandelt zumeist Nonnalisie-
rungsmetboden für die Verwendung von Oligonukleotide Arrays (Affymetrix, GeneChip®) 
oder von cDNA Microarrays, die mit zwei unterschiedlich gelabelten Samples hybridisiert 
werden. Bei den GeneChips steht jeder Messung des so genannten „perfect match" (PM) 
eine „mismatch"-Probe (MM) als Bezugspunkt zur Verfügung. Bei den cDNA Microarrays 
wird das Verhältnis von zwei aufgebrachten Samples (z.B. für zwei Behandlungen) be-
trachtet. In der Praxis werden in vielen Bereichen jedoch auch cDNA Microarrays einge-
setzc, die nur mit einem Sample hybridisiert werden (one-channel cDNA Microarray). 
Material und Methode 
In der vorliegenden Fragestellung sollen Oligonuk.leotide für Microarrays bestimmt wer-
den, die eine möglichst gute Trennung von Hepatitis-C Viren in unterschiedliche Sub-
gruppen zulassen. Eine solche Zuordnung in Subgruppen des Virus ermöglicht dann eine 
Verbesserung der Therapieabstimmung. Der Datensatz besteht aus cDNA Microarrays, 
auf denen jeweils nur eine Probe hybridisiert wurde. Ausgehend von diesem Datensatz 
werden verschiedene Ansätze zur Normalisierung innerhalb und zwischen den Arrays, 
wie z. B. die Skalierung, loess/lowess-Methode (robuste lokale Regression), Quantil-Me-
thode oder modelbasierte-Metbode diskutiert. Insbesondere wird auf die besonderen An-
forderungen der oben beschriebenen Situation und die jeweilige Anwendbarkeit für diese 
Variante eingegangen. 
Ergebnisse 
Es werden die Ergebnisse der Anwendung verschiedener Strategien für den Datensatz 
der Hepatitis-C Viren vorgestellt Die vorliegenden Arrays sollen auf eine vergleichbare 
Basis gebracht werden, damit sie anschließend für multiple Vergleiche herangezogen 
werden können. 
Dlskussion/Schlus.sfolgerungen 
Unsere Arbeit setzt sich mit der praktischen Anwendbarkeit in jüngster Zeit vorgeschla-
gener Methoden zur Normalisierung von Microarrays auseinander und zeigt auf wie die-
se auf die spezifischen Gegebenheiten übertragen werden können. 
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Abstraktnummer 10/4 
Kombinatorische Verfahren zur Beurteilung 
einer systematischen Einwanderung von T-Zellen 
in Multiple-Sklerose-bedingte Gehirnläsionen 
Coburger S 
Universität Köln, IMSIE, Köln 
Einleitung 
ln Gehirnläsionen von Patienten, die an Multipler Sklerose leiden, finden sich eingewan-
derte CD8+-T-Zellen. Anhand der ß-Ketten ihrer T-Zell-Rezeptoren lassen sich diese 
CD8+-T-ZeUen in ca. 70.000 Klontypen einteilen [l]. Um die Frage zu beantworten, ob 
einige der Klon typen in den Läsionen gehäuft vorkommen, wurden 8 L CD8+ -T-Zellen 
aus vier Gehimläsionen eines verstorbenen Patienten je einem der Typen zugeordnet (2). 
Dabei zeigte es sich, dass bei den 81 Zellen nur 41 verschiedene Klontypen vorkamen. 
Der Versuch, aus dieser Beobachtung auf eine systematische Einwanderung zu schließen, 
führt zu einem kombinatorischen Problem: Eine Aussage über die Systematik kann nur 
getroffen werden, wenn die Wahrscheinlichkeit für das Auffinden von exakt k verschie-
denen Typen unter der Annahme einer unsystematischen Einwanderung bekannt ist. 
Material und Methode 
Die Gesamtzahl der Möglichkeiten, die 81 Zellen jeweils einem der 70.000 Klonrypen 
zuzuordnen, lässt sich anhand klassischer kombinatorischer Verfahren einfach bestimmen. 
Sie umfasst jedoch alle Lösungen, bei denen k = 1, ... , 81 verschiedene Klontypen auf-
getreten sind. Die Bestimmung der Anzahl der Möglichkeiten mit exakt k verschiedenen 
KJontypen ist durch Verwendung eines Einschluss-Ausschluss-Verfahrens [3] möglich. 
Da diese Möglichkeiten bei unsystematischer Einwanderung nicht alle die gleiche Wahr-
scbeiJJlichkeit besitzen, lässt sich aus ihnen kein direkter Test für die Hypothese einer 
unsystematischen Einwanderung entwickeln. Zum Testen dieser Hypothese ist jedoch 
der empty cell test [4- 7) geeignet: Er beruht nicht auf der Zahl der Klontypen, die bei 
den 81 Zellen aufgefunden wurden, sondern auf der Anzahl von Klontypen, die in der 
gezogenen Stichprobe nicht vorhanden waren. 
Ergebnisse 
In der vorliegenden Situation konzentriert sich unter der Annahme einer unsystemati-
schen Einwanderung der größte Teil der Wahrscheinlichkeitsmasse (95,48%) auf 81 un-
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terschiedliche Typen bei den 81 Zellen, erst für k > 77 ist die Wahrscheinlichkeit größer 
als 0,0001. Der einseitige p-Wert aus dem empty cell test liegt in der Größenordnung 
von w- 116• Der Verdacht, dass die CD8 '"-T-Zellen systematisch einwandern, wird durch 
diese Untersuchung damit erhärtet. 
Diskussion/Schlussfolgerungen 
Die beiden eingesetzten kombinatorischen Verfahren setzen ein Ziehen mit Zurücklegen 
voraus. Diese Annahme scheint durch die hohe Zahl der CD&+ -T-Zellen im Körper ge-
rechtfertigt. 
Die Ansätze der Verfahren unterscheiden sich jedoch darin, dass sie komplementäre Infor-
mationen benutzen. Hierbei zeigt es sich, dass die Betrachtung der Anzahl nicht gezogener 
Klontypen die direkte Ermittlung eines p-Wertes für die Hypothese der unsystematischen 
Einwanderung ermöglicht, während dies bei der Betrachrung der Anzahl verschiedener 
gezogener KJontypen aufwändigere kombinatorische Verfahren erfordern würde. 
Literatur 
(1) Arstila TP, Casrouge A, Baron V, Even J, Kanellopoulos J , Kourilsky P. A Direct Estimate of 
the Human Alphabeta T Cell Receptor Oiversity. Science 1999; 286: 958- 61. 
(2] Babbe H, Roers A, Waisman A et al. Clonal Expansions of CD8+ T Cells Dominate the T Cell 
Infiltrate in Active Multiple Sclerosis Lesions as Sbown by Micromanipulation and Single CeU 
Polymerase Chain Reaction. J Exp Med 2000; 192: 393- 404. 
[3] Stanley RP. Enumerative Combinatorics, Vol I. Cambridge University Press, 1997. 
[4] David FN. Two Combinatorial TestS of Whether a Sample Has Come from a Given Population. 
Biometrika 1950; 37: 97- 1 LO. 
[5) Wil.ks SS. Mathematical Statistics. New York: Wtley, 1962. 
[6) Kolchin VF, Sevast'yanov BA, Chistyakov VP. Random Allocations. New York: Wiley, 1978. 
[7] Grimson RC. Disease Clusters, Exact Distributions of Maxima, and p-Values. Stat Med 1993; 
12: 1773-94. 
Abstraktnummer 11/1 
Interne Validierungsmöglichkeiten eines Prognosemodells -
am Beispiel der Vorhersage der poststationären 
Erwerbsunfähigkeit bei Reha-Patienten 
mit Erkrankungen des Bewegungsapparates 
Muche R, Ziegler C, Ring C 
Universität Ulm, Abt. Biometrie und Medizinische Dokumentation, Ulm 
Einleitung 
Ziel einer effizienten Rehabilitation isl es, die Erwerbsunfähigkeit des Rehabilitanden zu 
verhindern. Wäre es möglich, schon zu Beginn des stationären Aufenthaltes diejenigen 
Patienten zu erkennen, denen eine spätere Eiwerbsunfähigkeit droht, könnte diese durch 
eine Intensivierung der Rebamaßahme eventuell verhindert werden. Unser Ziel ist die 
Untersuchung der Prognosemöglichkeiten der Erwerbsunfähigkeit anhand eines logisti-
schen Prognosemodells, basierend auf vorhandenen Routinedaten. 
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Nach der Modellentwicklung steht die Validierung des Modells im Mittelpunkt der Un-
tersuchungen. Sie dient der realitätsnahen Bewertu~S der Prognosegüte des entwickelten 
Modells und ermöglicht die Quantifizierung des Uberoptimismus, der auftreten kann, 
wenn das Modell anhand der Daten, die der Modellentwicklung zu Grunde liegen, be-
wertet wird. Es gibt verschiedene Validierungsverfahren, die hier an einem Datensatz 
berechnet und anhand verschiedenster Gütemaße verglichen werden sollen. 
Material und Methode 
Den Prognose-Untersuchungen steht ein Datensatz von 710 Patienten der Rheumaklinik 
Bad Wurzach zur Verfügung (2). Die vorhandenen Daten sind ausschließlich routinemä-
ßig erfasste Daten, die zu Beginn des stationären Reha-Aufenthaltes automatisch in einer 
Datenbank abgelegt werden (1). Zur Modellierung wurde eine multiples logistisches Re-
gressionsmodell entwickelt, welches über einen mehrstufigen Variablenselektionsprozess 
definiert wurde [4]. Die erste Bewertung der Prognosegi.ite erfolgte durch eine ROC-
Analyse anhand des Datensatzes (Reklassifikation). Als Kenngrößen wurden die cut-
point unabhängigen Maße: Fläche unter der ROC-Kurve (AUCRoc), Somers D, Brier-
Score, Emax (3) sowie cut-poiot abhängige Maße: Sensitivität, Spezifität bei malcimalem 
Youden-lndex (Sensitivität + Spezifitat-1) und positiv-, negativ prädiktive Werte (PPV, 
NPV) und den Separationsindex PSEP bei diesem cut-point und der empirischen Präva-
lenz ermittelt. Die Modellvalidierung basiert auf internen Validierungsmethoden, im we-
sentlichen speziellen Resamplingverfahren (5]. Eine externe VaJidi.erung war nicht mög-
lich, da kein zweiter unabhängiger Datensatz zur Verfügung stand. Zur internen 
Yalidierung wurden verschiedene Cross-Validierung-, Bootstrap- und Shrinkage-Metbo-
den angewandt, um die Prognosegüte des Modells zu bewerten, wenn es - wie in der 
praktischen Anwendung - an „neuen" Daten zum Einsatz kommt. 
Die verschiedenen Validierungsmethoden unterscheiden sich im zugrunde liegenden Re-
samplingprozess. Bei der Crossvalidierung wird jeweils ein Patient bei der Modellierung 
nicht berücks ichtigt, danach mit dem entstandenen Modell seine Rentenwahrscheinlich-
keit bestimmt. Beim Bootstrap-Verfahren werden durch Ziehen mit Zurücklegen aus dem 
Originaldatensatz neue Datensätze gleichen Umfangs gezogen, anhand derer die kor-
rigierten Gütemaße bestimmt werden. Bei der Shriokage-Methode werden die Regres-
sionskoeffizienLen kalibriert und über das so erhaltene Modell die Parameter der Prog-
nosegüte korrigiert geschätzt. 
Ergebnisse 
Das Modell beinhaltet insgesamt 10 Variablen. Die erste Spalte der Tabelle l zeigt die 
Prognosegüte nach Reklassifikation ohne Validierung. Als erste (überoptimistische) 
Schätzung der Prognosegütekennzahlen (AUCRoc und Sensitivität und Spezifität bei ma-
ximalem Youden-lndex) ergeben sich für den Originaldatensatz eine AUCRoc von 0,878 
sowie eine Sensitivität von 90,7% und eine Spezifität von 71,8 %. In den weiteren Spal-
ten sind die Ergebnisse für das Jackknife Verfahren (Cross Validation mil Leaving one out), 
simple und enbanced Bootstrap-Verfabren (200 Bootstrap-Samples) sowie nach Anwen-
dung des heuristischen Shrinkage-Faktors angegeben. Zurzeit werden von uns weitere 
Verfahren umgesetzt, z.B. das k-fache Cross-Validation Verfahren, der .632-Bootstrap 
sowie globale - und parameterbezogene Shrinkage-Faktoren. 
Diskussion/Schlussfolgerungen 
Vergleicht man die Ergebnisse der verschiedenen Validierungsmethoden mit dem Ergeb-
nis ohne Validierung, so ergibt sich kein einheitliches Bild. Mit den meisten Verfahren 
wird die Sensitivität nach unten korrigiert. Mit dem Cross-Validierungsansatz wird die 
Sensitivität minimal. Beim Shrinkage-Ansatz wird hingegen die SpezifitäL korrigiert, wo-
bei die Sensitivität in etwa konstant bleibt. Die beiden hier betrachteten Bootstrap-Ansät-
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Tabelle 1: VaHdierungsergebnisse des Prognosemodells (max. Veränderung bzgl. Optimismus markiert) 
Endmodell Cross-Validierung Bootstrap Bootstrap Shrinkagc 
ohne Validierung (Lcaving one out) (enhanced) (simple) (heuristisch) 
AUCRoc 0,87786 0,84524 0,85148 0,86324 0,87764 
Somer's D 0,75572 0,69049 0,70296 0,72648 0,75529 
Brier-Score 0,09195 0,09195 0,08363 0,09623 0,09195 
Emax 0,00002 0,00002 0,10004 0,10007 0,02347 
Sensitivität* (%) 90,650 82,243 85,983 84,439 90,654 
Spezifität* ( % ) 7 l ,808 71,144 71,324 72,386 67,993 
Youden-lndex 62,462 53,387 57,307 56,825 58,648 
PSEP** (%) 34,072 29,347 29,981 30,067 33,448 
PPV** (%) 36,330 33,588 33,801 33,704 31,067 
NPV** (%) 97,743 95,759 96,180 96,364 97,619 
* zum Cutpoint des Endmodells ohne VaHdierung (cp = 0,12) bestimmt 
** zum Cutpoint des Endmodells ohne VaUdierung (cp = 0,12) und der empirischen Prävalenz be-
stimmt 
ze liegen mit ihren Ergebnissen dazwischen, wobei auch hier eher dje Sensitivität kor-
rigiert wird. Da nach den Ergebnissen von Steyerberg et al. [5] die Bootstrap-Methoden 
Vorteile bzgl. Bias und Accuracy (gemessen durch den Root Mean Square Error 
(RMSE)) in dieser Situation zeigen, werden diese Ergebnisse für die weitere Beurteilung 
des Modells genutzt 
Zusammenfassend ergibt sieb danach, dass bei der Prognose einer Erwerbsunfähigkeit 
anhand des oben beschriebenen Prognosemodells rrut einer Sensitivität um 85% und ei-
ner Spezifität um 72 % gerechnet werden muss. Der Überoptircismus der Bewertung der 
Prognosegüte ist nach Vergleich mit den Gütemaßen ohne Validierung sorrut nicht sehr 
groß. Zu berücksichtigen ist, dass diese Ergebnisse ausschließlich auf Routinedaten beru-
hen, die bei der Arztbriefschreibung und Meldung an den Rentenversicherungsträger au-
tomatisch in einer Datenbank abgelegt werden. Vor diesem Hintergrund ist die erreichte 
Sensitivität relativ gut. Allerdings wird auf Grund der vergleichsweise geringen Spezifität 
sehr vielen Patienten (etwa 28%) zu Unrecht ein erhöhtes EU-Rentenrisiko prognosti-
ziert. Mögliche Konsequenz wäre eine unnötig intensivierte und damit kostenintensive 
Rehabilitation. Zusätzliche Prognosefaktoren, die über die bisher erfasscen Routinedaten 
hinausgehen, könnten die Prognosefähigkeit des Modells erhöhen und sollten zur Model-
lierung mit herangezogen werden. 
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Abstraktnummer 11/2 
Ein Regressionsmodell zur Berücksichtigung 
der Selbsteinschätzung von Gutachtern bei ordinal skalierten 
diagnostischen Urteilen 
Martus P, Kaufmann J 
FU Berlin, Institut fOr Medizinische Informatik, Biometrie und Epidemiologie, Berlin 
Einleitung 
Die Selbsteinschätzung eines diagnostischen Befunders stellt eine relevante Kovariable 
für die statistische Modellierung der diagnostischen Treffsicherheit dar. In unserem Bei-
trag stellen wir ein allgemeines statistisches Regressionsmodell vor, das die Adjustierung 
der Selbsteinschätzung als Kovariable erlaubt und auf einer Verallgemeinerung des Lei-
senring Modells für ordinale diagnostische Urteile beruht. 
Material und Methode 
Das Leisenring Modell ist ein spezielles logistisches Regressionsmodell, das es erlaubt (l) 
verschiedene Diagnoseverfahren intraindividuell zu vergleichen, (2) Mehrfachmessungen 
desselben Verfahrens am gleichen Probanden zu verwenden und (3) den Schweregrad der 
zugrundeliegenden Erkrankung als Kovariable zu berücksichtigen. Parameterschätzung 
und Signifikanzprüfung erfolgen mithilfe der verallgemeinerten Schätzgleichungen (GEE, 
Liang und Zeger 1986). Das Leisenring-Modell wurde für dichotome diagnostische Ent-
scheidungen entwickelt und quantifiziert in Anwendungen die Verbesserung der Sensitivi-
tät eines Diagnoseverfahrens mit zunehmendem Schweregrad. In unserem Ansatz wird die-
ses Modell auf zweifache Art verallgemeinert: Zum einen ersetzen wir den Schweregrad 
der Erkrankung, der als Surrogat für die Schwierigkeit der Diagnosestellung verwendet 
wurde, durch eine direkte Quantifizierung dieser Schwierigkeit durch den jeweiligen Un-
tersucher. Zum zweiten verallgemeinern wir das Leisenring-Modell auf Ordinale diagnosti-
sche Entscheidungen. Wir verwenden einen Datensatz, bei dem zur Diagnose des Vorhan-
denseins und Ausmaßes von Stenosen an insgesamt zehn Bein- und Beckenarterien pro 
Patient drei verschiedene Begutachter Magnetresonanzangiographie-Bilder von L83 Pa-
tienten befundeten. Alle Gutachter machten Angaben zur eigenen diagnostischen Sicher-
heit und zur Bildqualität. Goldstandard war die digitale Subtraktionsangiographie. 
Ergebnisse 
Die Verallgemeinerung des Leisenring Modells auf Ordinale Daten gelingt durch Model-
lierung der kumulativen Wahrscheinlichkeiten diagnostischer Urteile mithilfe des propor-
tional odds Modells. Die Abhängigkeit der Ergebnisse am selben Probanden lässt sich 
durch Anwendung der verallgemeinerten Schätzgleichungen analog zum dichotomen Fall 
adjustieren. Die Analyse der Daten zeigte - ohne Adjustierung der Selbsteinschätzung 
- für einen der drei Gutachter eine signifikant größere diagnostische Treffsicherheit im 
Vergleich zu den anderen beiden. Bei diesem Gutachter war gleichzeitig die Selbstein-
schätzung signifikant aussagekräftiger (Wechselwirkung im proportional odds Modell) 
als bei den anderen beiden. 
Diskussion/Schlussfolgerungen 
Das Leisenring Modell lässt sich auf eine Vielzahl relevanter diagnostischer Fragestel-
lungen gewinnbringend anwenden. In unserem Beispiel betrug die Zahl der diagnosti-
Informatik. Biometrie und Epidemiologie in Med. u. Biol. 3413 (2003) 
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sehen Einzelurteile 5490 gegenüber der Zahl von 183 Patienten. Der Gewinn durch die 
Verwendung dieses Modells zusammen mit der GEE-Methoclik ist besonders hoch, wenn 
die intrainclividuelle Abhängigkeit der diagnostischen Urteile von unterschiedlichen Lo-
kalisationen desselben Patienten gering, die Abhängigkeit der Beurteilungen derselben 
Lokalisation durch unterschiedliche Gutachter jedoch sehr hoch ist. 
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Abstraktnummer 11/3 
Bootstrap- und Crossvalidierung eines logistischen Prognose-
modells unter Einbeziehung des Variablenselektionsprozesses 
Ring C, Muche R 
Universität Ulm, Abt. Biometrie und Medizinische Dokumentation, Ulm 
Einleitung 
Prognosen über den Verlauf von Krankheiten geben zu können ist ein wichtiger Schritt 
bei der Behandlung von Patienten. Von diesen Vorhersagen hängen oft entsprechende 
Therapie- und Diagnostikentscheidungen ab, die der behandelnde Arzt nicht nur alleine 
trifft, sondern in die der Patient ggf. mit einbezogen wird. Geeignete Modelle ermögli-
chen solche Vorhersagen und können als Werkzeug der Entscheidungsfindung dienen. 
Prognosemodelle werden in der Regel als verallgemeinerte lineare Regressionsmodelle 
formuliert. In der Praxis kommen aufgrund dichotomer Zielgrößen häufig multiple logis-
tische RegressionsmodelJe zur Anwendung. Diese Modelle werden auf der Basis von 
Daten möglichst repräsentativer Patienten entwickelt und sind anschließend hinsichtlich 
ihrer Prognosegüte und Kalibrierung zu validieren. 
Ziel ist clie (interne) Validierung eines logistischen Prognosemodells, das unter Verwen-
dung von Routinedaten entwickelt wurde und der Prognose einer Erwerbsunfähigkeit 
1-2 Jahre nach der stationären Rehabilitation dient [l]. 
Material und Methode 
Validiert wurden das Ausgangsmodell (volles Modell, Ml5), das Endmodell (Ml 0), das 
durch Backward Variablenselektion bei einem a-Niveau von 20 % aus dem vollen Mo-
delJ entstanden ist, und der Prozess der Variablenselektion. Als interne Validierungs-
methoden wurden zwei Bootstrap-Varianten - der Enhanced (B) und der .632 Bootstrap 
(B632) - sowie das Verfahren der 10-fachen Crossvalidierung (CV10) angewandt. Dabei 
wurden für clie Bootstrap-Validierungen aus dem Originaldatensatz 200 Bootstrap-Sticb-
proben erzeugt und der Originaldatensatz für die Crossvalidierung 50 Mal in 10 Blöeke 
etwa gleicher Größe gesplittet [2]. 
Zur Bewertung des Prognosemodells werden verschiedene Kenngrößen angegeben, die 
clie Prognosegüte und Modellkalibrierung beschreiben [3]: 
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• verallgemeinertes R2 
• Somer's Dxy. ein Rangkorrelationskoeffizient, der in enger Beziehung zur Fläche unter 
der ROC-Kurve bzw. dem Konkordanzindex steht - beides Parameter, die nach Reklas-
sifikation der modellvorhergesagten Wahrscheinlichkeiten berechnet werden können 
• AUCRoc. die Fläche unter der ROC-Kurve; von Dxy abgeleitet: AUCRoc = 0.5(Dxy + 1) 
• Brier Score, die mittlere quadratische Abweichung der Modellvorhersagen von den 
beobachteten Werten der Zielgröße (Mean Squared Error) 
• Intercept und Slope, Parameter der Modellkalibrierung, die die Berechnung kaübrierter 
Modellvorhersagen ermöglichen 
• Emax. Maximum der Abweichungen der Modellvorhersagen vom jeweiligen kalibrier-
ten Wert 
Die Validierung erfolgte mithilfe der Statistik-Software R unter Verwendung der DESIGN-
Library (4, 3). 
Ergebnisse 
Die Ergebnisse der Validierung für die verschiedenen Modelle und Validierongsverfahren 
sind in Tabelle 1 zusammengestellt. 
Das Endmodell ist dem vollen Modell in den nicht validierten Kenngrößen (scheinbare 
Prognosegüte) nur geringfügig unterlegen: R2 41,2% vs. 42,5%, AUCRoc 87,8% vs. 
88,3 % und Brier Scores 0 ,092 vs. 0,090. Nach der Validierung zeigt das Endmodell 
zum Teil etwas bessere Werte, z. B. in der AUCRoc,cv10 mit 84,4% vs. 82,5% und im 
Emax,8632-Wert mit 0,109 VS. 0, 1.52. 
Die Validierung des Endmodells ohne Berücksichtigung des Variablenselektionsprozesses 
führt im Vergleich zur VaJidierung des Variablenselektionsprozesses auf Werte, die etwas 
zu optimistisch sind (u. a. AUCRoc.cv10 84,4 % vs. 83,4%), in der Regel ist der Optimis-
mus jedoch kleiner als 10 %. 
Bei der Validierung des Selektionsprozesses werden im Rahmen der Bootstrap-Validie-
rung Modelle mit 9, 10 oder 11 Einflussvariablen in 25%, 24% bzw. 16% der Fälle 
selektiert; bei Crossvalidierung ergeben sich 10%, 64% bzw. 10%. Betrachtet man den 
Anteil, mit dem die einzelne Prognosevariable selektiert wird [5] und wählt alle diejenigen 
Variablen aus, die in 30% der Modelle selektiert wurden, ergibt sich für die Bootstrap-Ver-
fahren ein Modell, das wie das ursprünglich Endmodell 10 Einflussvariablen enthält, von 
denen 8 mit den ursprünglich selektierten Variablen übereinstimmen. Im Vergleich dazu 
ergeben sich bei Crossvalidierung genau die 10 Variablen, die das zu validierende Mo-
Tabelle 1: Ergebnisse der Modellvalidierung mit Enha.nced (B) und .632 Bootstrap (B632) sowie 
mit 10-facb Crossvalidierung (CV 10). Der Bootstrap-Validierung liegen 200 Bootstrap-Stichproben 
zugrunde; die 10-fache Crossvalidierung wurde 50 Mal wiederholt. Validiert wurden das volle Mo-
dell (Ml5), das Endmodell (MlO) und der Variablenselektionsprozess, auf der die Modellentwick-
lung basiert. In der linken Spalte (oV) sind jeweils die Werte ohne Validierung der Kenngröße 
angegeben 
Voiles Modell (J\1 15) Endmodell CM 10) Validieruug des Variablen· 
seJektionsprou.>ScWS 
oV B 8632 CV IO oV B 8632 ('VIO oV 8 8632 CVIO 
Rl 0,425 0,307 0.317 0.303 0.412 0,328 0.335 o .. 342 0.412 0.314 0.323 0.324 
Somcr's o,.,. 0.766 0.682 0.672 0.650 0,756 0,696 0.692 0.687 0,756 0,682 0,677 0.668 
AUCROC 0,883 0.841 0.836 0.825 0.878 0.848 0,846 0.844 0.878 0,841 0,839 0.834 
Brier &ore 0,090 0,105 0,105 0.107 0,092 0,102 0.102 0.103 0.092 0,105 0,105 0,106 
lntercepl 0.000 -0.294 - 0.348 - 0.337 0.000 -0.221 - 0,261 - 0.196 0.000 - 0.251 -0.291 - 0.250 
Slope 1,000 0,712 0,693 0.755 1,000 0.789 0,769 0.877 1,000 0,765 0.748 0,832 
E,,.,, 0.000 0.133 0.152 0.131 0.000 0.095 0,109 0.068 0.000 0,108 0.122 0,091 
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delJ enthält (200 Bootstrap-Samples vs. 500 Crossvalidierungen). Eine Erhöhung des ge-
forderten Anteils von 30% auf 60% verringert die Anzahl der Prognosevariablen bei den 
Bootstrap-Varianten von lO auf 9; das Ergebnis der Crossvaliclierung hingegen bleibt 
unverändert. 
Schlußfolgerungen 
Wie e1wartet sind die Schätzungen der scheinbaren Prognosegüte und Modellkalibrie-
rung zu optimistisch. Das entwickelte Endmodell ist dem vollen Modell bzgl. obiger 
Kenngrößen vergleichbar und sollte aus Sicht des Sparsamkeitsprinzips und zu vermei-
dendem Ove1fitting den Vorrang erhalten. 
Die Ergebnisse der Validierung mit und ohne Berücksichtigung des Variablenselektions-
prozesses unterscheiden sich erwartungsgemäß, führen beim gegebenen Modell jedoch 
zu keinen wesentlichen Unterschieden: clie Schätzungen der Kenngrößen sind ähnlich 
und auch der Vergleich der selektierten Variablen spricht insgesamt für das Prognosemo-
dell. 
Neben der hier präsentierten Fläche unter der ROC-Kurve sind für die Anwendung des 
Modells in der Praxis cutpoint-abhängige Kenngrößen, wie z. B. die Sensitivität und 
Spezifität von Interesse. Hinsichtlich dieser und der oben beschriebenen Parameter ist 
das Modell im Moment noch nicht gut genug, um es für Prognosen empfehlen zu kön-
nen. Verbesserungen sind denkbar und mit einigem Aufwa.nd sicher auch möglich. 
Literatur 
(1) Ebinger M, Muche R, Schulte R-M, Jacobi E, Gaus W. Prognose der Erwerbsfähigkeit 1-2 
Jahre nach der Rehabilitation anhand eines statistischen Regressionsmodells. Zeitschrift für Ge-
sundheitswissenschaften 2002; 10: 229-241. 
(2) Davison AC, Hinkley DV. Bootstrap methods and their application. Cambridge, 1997. 
(3) Harrell FE Jr. Regression Modeling Strategies. Springer: New York, 2001. 
[4] Internet Adresse: cran.r-project.org. 
[5] Sauerbrei W. The use of resampling methods to simplify regression models in medical statis-
tics. Applied Statistics 1999; 48: 313-329. 
Abstraktnummer 11/4 
Prognose-Evaluation des APACHE-II- und des TISS-28-Scores 
in einer bevölkerungsbezogenen Erhebung 
zur intensivmedizinischen Versorgung 
Georg T, Feldmann U 
Universität des Saarlandes, Institut für Medizinische Biometrie, Epidemiologie und Medizinische Infor-
matik, Homburg/Saar 
Einleitung 
lrl der Intensivmedizin werden routi.nemäßig Seering-Systeme zur Beurteilung des Be-
:1andlungsverlaufes eingesetzt. Die regelmäßige Erfassu.ng des APACHE n-Scores [l ], 
der den akuten physiologiscaen Zustand des lntensivpatienten misst, und des TCSS-
lnfonna1lk. Biomeuic und Epidemiologie in Med. u. Biol. 34/3 (2003) 
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28-Scores [2), der den therapeutischen und pflegerischen Aufwand beschreibt, ist zwin-
gend vorgeschrieben. 
Der APACHE-II-Score gilt als Standard-Instrument für die intensivmeclizinische Prog-
nose. Entsprechende Prognoseverfahren wurden aufgrund der binomialen logistischen 
Regression entwickelt und valicliert [l). Die vorliegende Arbeit verwendet das Konzept 
natürlich geordneter Prognose-Kategorien [3) und gestattet eine kanonische Klassifika-
tion. Als Datenbasis dient eine flächendeckende Erhebung der intensivmedizinischen 
Versorgung (4). 
Material und Methode 
In einer bevölkerungsbezogenen Erhebung zur intensivmedizinischen Versorgung im 
Saarland wurden während eines Quartals 2001 in Krankenhäusern aller Versorgungsstu-
fen sämtliche Patienten mit gefährdeten oder akut gestörten Vitalfunktionen prospektiv 
erfasst. Der Datensatz umfasst 13.066 Patienten mit 52,702 Behandlungstagen. 
Entsprechend dem Entlassungsmodus aus der Intensiveinheit werden 5 prognostische 
Kategorien betrachtet: 1. nach Hause entlassen, 2. auf Normalstation verlegt, 3. in Reha-
Klinik verlegt, 4. auf eine andere Intensiveinbeit verlegt und 5. verstorben. Zur Anwen-
dung kommt ein kanonisches logistisches Regressions- und Klassifikationsmodell [3]. Es 
erlaubt die datengesteuerte Auswahl zwischen dem (ungeordneten) multinomialen logis-
tischen Modell, teilweise geordneten logistischen Modellen und dem vollständig geord-
neten (stereotypen) logistischen Modell. 
Da die Prävalenzen der Kategorien mit infauster Prognose sehr gering sind, z.B. ist der 
Anteil Verstorbener geringer als 5 %, wird kein Bayes'sches Risiko, sondern das Risiko 
bedingt auf die Prognose-Kategorien ermittelt (separate sarnpling). Die Auswahl des ka-
nonischen Modells und clie Konstruktion der Zuordnungsregeln [3) erfolgen anhand ei-
ner Trainings-Stichprobe von 6490 Patienten. Beurteilungskriterium für den Grad der 
stocha~tischen Ordnung bildet ein Likelibood-Ratio-Test In der Validierungs-Stichprobe 
von 6576 Patienten wird das Klassifikationsverhalten der verschiedenen Modelle in Be-
zug auf Reliabilität, Effizienz und Trenneigenschaft verglichen. 
Ergebnisse 
Weder das vollstänclig ungeordnete noch das vollständig geordnete logistische Modell 
erweist sich für die Prognose als optimal. Obgleich clie 5 prognostischen Kategorien des 
Entlassungsmodus als natürlich geordnet anzusehen sind, erweist sich ein partiell geord-
netes statistisches Vorhersage-Modell als angebracht. 
Insbesondere beeinflussen Kovariablen, wie clie Versorgungsstufe des Krankenhauses, 
die Indikationsgruppe (fachgebunden operativ, fachgebunden intemistisch und interclis-
ziplinär), die Aufnahmeart (lntensivüberwachung und lntensivbehandl.ung) und die ICD-
10-Diagnosegruppe clie Vorhersage. Die Unterscheidbarkeit zwischen benachbarten Kate-
gorien wird untersucht. Der APACHE-II-Score eignet sich gut zur Vorhersage des 
Entlassungsmodus. Allerdings ist ein partiell geordnetes logistisches Regressionsmodell 
vorzuziehen. Der TISS-28-Score erweist sieb ebenfalls als ein brauchbares Vorhersage-
lnstrument, allerdings liegt seine Stärke mehr in der Vorhersage der Dauer der intensiv-
medizinischen Behandlung. 
Diskussion/Schlussfolgerungen 
Das kanonische Verfahren [3] für die Beurteilung natürlich geordneter Kategorien bietet 
die Möglichkeit der datengesteuerten Auswahl zwischen ungeordneten, teilweise geord-
neten und total geordneten statistischen Prognosemodellen. Es eignet sich zur Anwen-
dung auf intensivmedizinische Scores. 
Es bietet eine weitaus größere Stabilität als das multinomiale logistische Modell. Im Ge-
gensatz zu dem häufig für orclinale Prognose-Kategorien verwendeten Cumulative-Odds-
Informatik. Biometrie und Epidemiolo,ie in Mc:d. u. Biol. 3413 (2003) 
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Modell bietet es eine höhere Flexibilität und gestattet vor allem die Anwendung bekann-
ter Zuordnungsregeln der DiskriminanzanaJyse. 
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Abstraktnummer 12/1 
The Healthcare Data Dictionary with a new Dental Vocabulary & 
Dental Information Model: 
The first step towards a Complete Healthcare Medical Record 
Weirauch A, Lau PD 
University of Salt Lake City, UT, USA, Medical lnformatics, Salt Lake City, USA 
lntroduction 
The need for Controlled Medical Vocabularies with detailed Clinical Models is widely 
recognized (1, 2). A significant portion of the medicaJ data is available as narrative data 
(free text). In spite of its completeness and flexibility, it is redundant and ambiguous. 
Present coding systems (like SNOMED, ICD, CPT, etc.) are hardly able to support the 
evolution of the next generation of Hospital Information Systems. This necessitates the 
addition of missing concepts to a proprietary vocabulary, which in turn makes the data 
non-exchangeab Je. 
An ideal computerized patient record (CPR) should be consistent (data should be under-
standable by all the various people and computer systems, synonyms and homonyms 
can cause confüsion), meaniogful (the context of the clinical data should be preserved) 
and ioformed (Llle record must be supported by a reservoir of accepted medical knowl-
edge to store information in a way that can be understood by expert systems in order to 
provide decision support). 
A Healthcare Data Dictionary can help meeting these requirements, in the form of: 
a Coded Vocabulary 
- an Information Model 
- a Knowledge Base 
Dentistry, sometimes only deemed as a subpart of medicioe, and not considered a big 
enough market to be separately developed, lags behind other bealthcare fields. To date 
most ioforrnation systems used by dentists are for management purpose (such as ac-
countiog, expense; claims and scheduling). Driven through the vision of an ideal compu-
Informatik, Biometrie und Epidemiologie in Med. u. Biol. 3413 (2003) 
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terized patient record the DoD (military) developed a sofrware documentation tool to 
acquire both medical and dental records. 
Based on successful implementation of a medical Healthcare Data Dictionary, 3M 
(Health Information System) was assigned to develop a Dental Vocabulary (DV) and a 
Dental Information Model (DlM). 
Material and Methods 
Reviewing the dental vocabulary through the perspective of a German Dentist with back-
ground in Medical Informatics, through standardized vocabulary development techniques 
[1, 3, 4], should present tbe problem of representation of medical data. The flexibility 
and extensibility of the underlying DIM was proved. 
An extract of the vocabulary database was created and the dental concepts with con-
nected Synonyms were stored in a spreadsheet. The DY, the DlM (written in Abstract 
Syntax Notation 1 [5] and stored in a text füe), and the underlying medical model (with 
elements, attributes and values) were made available by 3M. 
Results 
Jt is inappropriate to assert the content of the Dental Lexicon not to be comprehensive. 
Normally, criteria such as coverage and comprehensiveness can only be judged relative 
to the intended use and scope [6]. Its purpose and scope is clearly stated in operational 
terms so that its fitoess for DoD's purposes can be assessed and evaluated. The Dental 
Lexicon appears to fulfill the General Dentist's needs in the US. 
For another country, the domain coverage is Lackiog. Other treatment techniques, otber 
proceedings, and different exan1inations (such as different index schemes in the Period-
ontal Exam) require concept enrichment in the Lexicon. E.g. a new index will require a 
complete new domain in the Lexicon. 
Surface fonns allow the representation of Synonyms in the HDD. A match between a 
concept and a surface form is called a related surface fonn. This solves the problem of 
many-to-many relationships between concepts and surface forms. So, translatable surface 
forms could be added easily (e.g. Maxilla= Oberkiefer) and would be mapped to Lmder-
lying concept. 
Ambiguities must be removed. Concept like "sub-pupil" can be used in different ways 
in Germany-Orbitale is defined as the lowermost point of infraorbital margin or a point 
on the sk.in. The latter is further divided into its subcomponents, the point one lower 
eyelid beight vertically below the open straight forward looking eye and a point at the 
eyelid entrance. 
Discussion/Conclusions 
lt is obvious that in Germany more than in the USA, healthcare providers, insurances 
and other enterprises interact with each other in the daily expenses in Dentistry. lntero-
perability would be a necessity especially in such a Situation. 
The HDD with its components, namely Vocabulary, Information Model and Knowledge 
Base, could be used to encode and interpret information in the Clinical Data Repository 
and from other sources. 
The use of standard vocabularies and information models within and between systems 
offers a number of advantages. Incorporating all existing medical vocabularies in the 
HDD allows mapping between different sources. Tbe Information Model provides tbe 
possibility of associaling semanlic relationships among all data and can make semanti-
cally intelligent assumplions about the stored information. Communicating systems can 
understand each other at the level of semantic concepts rather than simply underlying 
information structures [7]. 
lnfom1atik. Biometrie und Epidemiologie in Med. u. ßiol. 3413 (2003) 
220 Abstracts der 48. Jahrestagung der GMDS 
The DV must be completed and the DIM must be revised for the German environment. 
However the HDD with its subcomponents would be a perfect way to represent medical 
concepts, information and semantic relationships, and would be an exceUent strategy on 
our way to an ideal CPR. 
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Abstraktnummer 1212 
Sind die nordamerikanischen Pflegediagnosen der NANDA 
im deutschen Sprachraum anwendbar? 
Hübner U, Giehoff C 
Fachhochschule Osnabrück, Fakultät für Wirtschafts- und Sozialwissenschaften, Osnabrück 
Einleitung 
Pflegediagnosen und Klassifikationen von Pflegediagnosen werden im Zeitalter der 
DRGs verstärkt in Pflegewissenschaft und Pflegepraxis diskutiert [3). Wie in anderen 
Bereichen des Gesundheitswesens ermöglicht der Einsatz von codierten Diagnosen (i) 
eine statistische Auswertung für gesundheitswissenschaftliche und - politische Zwecke, 
(ii) die Nutzung eines Patientenk:lassifikationssystems (z. B. DRGs) für Leistungsabrech-
nung und Controlling, (iii) die automatisierte Kopplung von Diagnosen und Interventio-
nen bzw. Zielen und damit den Aufbau von entscheidungsunterstützenden Systemen und 
ihre Anwendung in der Qualitätssicherung (Pflegestandards). Aus Sicht der Pflege be-
deutet die Auseinandersetzung mit Pflegediagnosen ein weiterer Schritt in Richtung Pro-
fessionalisierung [6] Während in Nordamerika bereits eine langjährige Tradition im Um-
gang mit Pflegediagnosen [7] herrscht, gibt es für den deutschsprachigen Raum nur zwei 
prinzipiell einsetzbare Klassifikationen für Pflegediagnosen, zum einen die NANDA 
(Nonh American Nursing Diagnosis Association) Taxonomie (dl. Fassung [8]), zum ande-
Informatik. Biometrie und Epidemiologie in Mcd. u. Biol. 3413 (2003) 
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ren die ICNP (International Classification of Nursing Practice, dt. Fassung [5]). Wegen 
ihres komplexen multiaxialen Aufbaus wird die ICNP als Referenz- und Hintergrundster-
minologie diskutiert [5], während die NANDA mit der beschränkten Anzahl von Diagno-
sen und der damit verbundenen größeren Übersichtlichkeit sich für den Einsatz als Fron-
Lendterminologie in Informationssystemen anbietet. NANDA und ICNP schließen sieb 
daher nicht aus und lassen sich auch gut ineinander überführen fl]. Trotzdem haftet der 
NANDA die Kritik an, dass sie als nordamerikanische Taxonomie nicht im deutschen 
Sprachraum einsetzbar sei [9]. 
Material und Methode 
Um festzusLellen, inwieweit der Diagnosenkatalog der NANDA auch im deutschsprachi-
gen Raum einsetzbar ist. wurden pflegerische Dokumentationen von 40 Patienten aus 
verschiedenen Einrichtungen (Krankenhaus (n1 = 20), Altenheim (112 = 15), ambulanter 
Pflegedienst (113 = 5)) durch 10 Gruppen von Pflegekräften a 2 Personen analysiert (mitt-
leres Alter 27 Jahre± 6,6, 12 weiblich und 8 männlich). Die Aufgabe für die Gruppen 
bestand darin, alle pflegerischen Probleme aus den Dokumentationen herauszufiltern und 
mittels NANDA zu codieren. Da eine Codierung in unterschiedlichem Übereinstim-
mungsgrad zwischen freitextlicher Diagnose und NANDA Diagnose erfolgen kann, 
mussten die Gruppen ein Urteil über den Übereinstimmungsgrad pro Diagnose abgeben. 
Hier.w wurde ein vierstufiges Bewertungssystem verwendet: 
Tabelle 1: Matchkategorien zur Beurteilung des Übereinstimmungsgrades 
Stufe la: Die Formulierung in der Pflegedokumentation stimmt wörtlich und inhaltlich mit 
dem Titel der NANDA-Diagnose überein 
Stufe lb: Die Formulierung in der Pflegedokumentation stimmt inhaltlich mit dem Titel der 
NANDA Diagnose überein 
Stufe 2: Die Formulierung in der Pflegedokumentation stimmt sinngemäß mit dem Titel der 
NANDA-Diagnose überein. Wichtig ist hier, dass eine inhaltliche Rückführung mög-
Lich ist 
Stufe 3: Die Formulierung in der Pflegedokumentation stimmt nur in geringem Maße mit 
dem Titel der NANDA-Diagnose überein. Eine eindeutige inhaltliche Rückführung 
ist nicht mehr möglich. 
Stufe 4: Die Formulierung in der Pflegedokumentarion lässt sich nicht mit Hilfe einer 
NANDA codieren. 
Ergebnisse 
Tabelle 2: zeigL das Ergebnis der Codierung. Fasst man die Matchkategorien la, 1 b und 
2 einerseits („mindestens gute Codierung möglich") und die Matchkategorien 3 und 4 
andererseits („keine oder nur mangelhafte Codierung möglich") zusammen, zeigt sich, 
dass 75,37% der aufgeLretenen Pflegediagnosen codiert werden konnten. 
Tabelle 2: Häufigkeit der Pflegediagnosen in den Matchkategorien 
la lb 2 3 4 Gesamt 
in Prozent 38,29% 16,73% 20,35% 16,89% 7,74% 100% 
absolut 1607 702 854 709 325 4197 
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Dabei lauteten die 10 häufigsten Pflegediagnosen (TabeUe 3): 
Tabelle 3: Die 10 häufigsten NANDA Diagnosen 
Code Titel Häufig- Code Titel Häufig-
keit keit 
l.2.1.1. Infektion, hohes Risiko 6,81% 1.3.2. Urinausscheidung, 3,14% 
verändert 
6.1.1.1. körperUchc Mobilität, 6,69% 6.1.1. 1.3. Gehen, beeinträchtigt 2,98% 
beeinträchtigt 
6.5.2. Selbstfürsorgedefizit: 5,43% 6.2.1. Schlafgewohnheiten. 2,95% 
Waschen und Sauberbalten gestört 
9.1.1. Schmerzen (akut) 4,65% 1.6.2.1.2.2. Hautdefekt. hohes 2,93% 
Risiko 
6.5.3. Selbstfürsorgedefizit: 3,81% 1.6.2. Selbstschutz, verändert 2,26% 
Kleiden und pflegen 
der äußeren Erscheinung 
Tabelle 4 zeigt den Variationskoeffizienten der Pflegediagnosen pro Patient über die 10 
Untersuchergruppen. Die Werte übersteigen l um ein Vielfaches, d. h. die Standard-
abweichung in der Anzahl der Diagnosen pro Patient ist um ein Vielfaches größer als 
die mittlere Anzahl von Diagnosen. 
Tabelle 4: Variationskoeffizient der Pflegediagnosen pro Patient über 10 Gruppen 
Patient Variations- Patient Variations- Patient Variations- Patient Variations-
koeffizient koe.ffizient koeffizient koeffizient 
l 3,054 11 4,027 21 5,534 31 3,843 
2 4,002 12 3,477 22 4,014 32 3,838 
3 3,121 13 5,543 23 6,038 33 2,524 
4 2,624 14 4,402 24 4,733 34 2,416 
5 4,016 15 2,358 25 3,177 35 2,842 
6 2,495 16 3,241 26 3,536 36 3,063 
7 4,091 17 2,798 27 6,205 37 3,856 
8 4,928 18 4,689 28 9,998 38 2,324 
9 2,141 19 5,291 29 4,850 39 3,540 
10 5,511 20 3,062 30 5,623 40 3,060 
Diskussion/Schlussfolgerungen 
Die Ergebnisse der Erhebung zeigen, dass mehr als drei Viertel der gefundenen Diagnosen 
als NANDA-Diagnosen formulierbar waren. Dieser Aspekt lässt die Vermutung zu, dass 
ein nordamerikanisches System trotz unterschiedlicher Pflegekultur gnmdsätzlich auch auf 
die Pflege in Deutschland übertragen werden kann. Betrachtet man jedoch die Methodik 
dieser Untersuchung, so lassen sich möglicherweise noch höhere Werte der Übereinstim-
mung feststeUen, wenn man die Untersuchung nicht retrospektiv an einer Pflegedokumen-
tation durchführt, sondern den diagnostischen Prozess direkt am Patienten vollzieht. 
Auffallend sind weiterhin die hohen Variationskoeffizienten in der Anzahl der Pflege-
diagnosen. Dies isc ein Indiz dafür, dass die unterschiedlichen Gruppen jeweils eine sehr 
unterschiedliche Anzahl von Pflegediagnosen pro Patient aus den Dokumenten filterten. 
Dies mag auf eine unzureichende Dokumentation hinweisen, ebenso auf eine mangelnde 
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Praxis im täglichen Umgang mit Pflegediagnosen. Zusammenfassend läßt sich feststel-
len, dass die NANDA Diagnosen im deutschen Sprachraum anwendbar sind, allerdings 
wird man die Pflegekräfte intensiv im Umgang mit Pflegediagnosen, ihrer Dokumenta-
tion und dem diagnostischen Prozess überhaupt schulen müssen. 
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Abstraktnummer 1213 
Proaktive semantische Suchstrategien zur Informations-
bereitstellung 
Hölzer S, Schweiger RK, Dudeck J 
Universität Gießen, Medizinische Informatik, Giessen 
EinlrJltung 
Wachsende medizinische Wissensressourcen müssen fallbezogen und zeitnah verfügbar 
gemacht werden, um die Umsetzung evidenz-basierter Ansätze voranzutreiben. Dabei 
existieren verschiedene Komponenten als kritische Erfolgsfaktoren: Als zentral ist hier 
die Qualität der Ressourcen und die Verfügbarkeit am Ort des Geschehens anzusehen, 
die bei Mangel oder Fehlen zu Akzeptanzproblemen führen . 
Aktive Entscheidungsunterstützung stößt an Ihre Grenzen, wenn die klinische Entschei-
dungssituation bzw. die notwendige Wissensbasis und Regelwerk zu komplex sind [l]. 
Hier bietet sich die Bereitstellung selektiver Wissensinhalte aus den Originalquellen 
(Lehrbüchern, Zeitschriftenartikel, Leitlinien etc.) an. 
Material und Methode 
Im Hinblick auf die Repräsentation dieser Inhalten geben die Anstrengungen in die 
Richtung eines einheitlichen und umfassenden Datenmodells (XML Schema) zur Struk-
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turierung und semantischen Auszeichnung [2]. Gleichzeitig lassen sich zusätzliche Infor-
mationen, welche im Text implizit oder explizit enthalten sind, über Metatags bzw. einer 
Attributierung im XML-Dokument hinterlegen. Hierzu gehört die Anreicherung mit stan-
dardisierter, kodierter Information (z. B. MeSH oder ICD Kodierun g), die Zuweisung 
von klinisch relevanten Texteigenschaften (z. B. Evidenzniveaus von Einzelempfehlun-
gen) wie auch die Verlinkung mit externen lnfonnationsquellen. Die so definierte Doku-
mentstruktur, Auszeichnung nach inhaltlicher Bedeutung und definierten, inherenten In-
formationen können zum späteren Auffinden fallbezogenen Wissens herangezogen 
werden. 
Hiermit erwartet man eine verbesserte Verfügbarkeit klinisch relevanten Wissens zu ei-
nem spezifischen medizinischen Problem entsprechend den Bedürfnissen des Anwen-
ders. Der Zugriff auf diese aufgearbeiteten und „veredelten" elektronischen Ressourcen 
wird mittels eines neuen Konzeptes unter Zuhilfenahme einer XML-Suchmaschine reali-
siert [3, 4). Dabei können Dokumente unterschiedlicher Formate (HTML, PDF, XHTML 
und XML) und unterschiedlicher Granularität im Hinblick auf Struktur wie Semantik 
verarbeitet werden. 
Bei mangelnder Struktur und semantischer Auszeichnung entspricht die Suche im Ex-
tremfall (im negativen Sinne) einer Freitextsuche entsprechend den Suchalgorithmen 
gängiger Suchmaschinen, die neben der Zahl der verweisenden Links, die Nähe, Position 
und Hervorhebungen (Fettdruck, Header, Metacags) von Suchbegriffen gewichten. Diese 
reine Volltextsuche limitiert jedoch stark die automatische Identifikation und Extraktion 
von relevantem Wissen innerhalb höher strukturierter Ressourcen. 
Ergebnisse 
Verbesserungen werden durch eine Kombination der folgenden Ansätze erreicht: l) Zur 
Anhebung der Spezifität (precision) der Suchergebnisse können für einzelne klinische 
Versorgungssituationen (Szenarien) so genannte strukturierte Abfragen vorab (proactively 
structured queries) definiert werden. Dabei wird das Auftreten von Suchbegriffen in vor-
definierten Dokumentstrukturen (z. B. das Auftreten eines bestimmten Krankheitsstadi-
ums im Abschnitt „Therapie", dessen Bedeutung im XML Datenmodell festgelegt wur-
de) kontext-scnsitiv untersucht. Damit wird bei der Auswahl sich qualifizierender 
Ressourcen gewährleistet, dass nur tatsächlich relevante Teile des Gesamtdokumentes 
untersucht und der Suchbegriff in seiner Bedeutung richtig eingeordnet wird (Beispiele: 
a) Krankheitsstadium „ill" wird nicht verwechselt mit einer Absatznummerierung ill; 
b) Dokument wird nur dann in die Ergebnisliste aufgenommen, wenn sieb dessen Inhalte 
auf die Diagnose „Apoplex" beziehen und nicht der Apoplex als Komplikation einer 
Intervention/Grunderkrankung aufgeführt wurde). Die Auszeichnung eines Textbestand-
teiles mit einer Bezeichnung seiner Funktion innerhalb des Dokumentes ergibt einen ma-
schinenlesbaren semantischen Plan, der dafür sorgen soll, dass dieses Dokument auch in 
den richtigen Ergebnislisten auftaucht. Die definierten Szenarien und entsprechenden 
proaktiv strukturierten Abfragen legen in einem weiteren Schritt fest, welche Text-
abschnitte in welcher Form (Layout) angezeigt werden. Hier werden XML-Standard-
werkzeuge zu Transformation und Rendering (XSL, CSS) eingesetzt (5). 
2) Des weiteren kann die Suchmaschine verschiedene Suchbegriffe nicht nur über ihre 
Abstände im Text assoziieren, sondern nutzt sowohl die Struktur (Begriffe befinden sich 
im gleichen Dokumentenabschnitt bzw. befinden sich innerhalb einer Dokumentenhierar-
chie) als auch die im oben genannten Modell standardisierte Semantik (Bedeutung der 
Taginbalte). Dabei wird die Enge einer Beziehung über die Dokumentenstruktur bzw. 
über die Semantik interpretiert und entsprechend gewichtet. Generell können Suchbegrif-
fe aktiv eingeben werden. Interessant werden oben genannte Ansätze jedoch in Kom-
bination mit der automatischen Generierung eines Sets von Suchbegriffen oder dem Fül-
len einer proaktiv strukturierten Abfrage mit Suchbegriffen, die aus der elektronischen 
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Krankenakte extrahiert werden. Unterstützt wird dieser Vorgang derzeil bei der Ve rarbei-
tung von Diagnosebegriffen durch das Ausnutzen von synonymen Begriffen au s dem 
ICD-10 Diagnosenthesawus, welche über das Konzept von topic maps wiederum in 
XML aufgebaut und gepflegt werden können (6). Hierüber kann ein alternativer Begriff 
oder der entsprechende ICD-10 Code für die Suche herangezogen werden. 
Diskussion/Schlussfolgerungen 
Suchmechanismen, ctie Anfragen nach quantitativen und unter semantischen Gesichts-
punkten anaJysieren werden immer wichtiger. Wann und inwieweit sie sich beim genann-
ten oder ähnlichem Einsatzgebiet durchsetzen werden hängt von den Bestrebungen der 
Standardisierung und den zukünftigen Bemühungen bei der Dokumentenproduktion und 
-pflege ab. Die vom W3C Konsortium unternommen Anstrengungen, wie die Ver-
abschiedung des XHTML 2.0 Standards mit einer kJaren Trennung von Struktur und 
Präsentation sowie der Definition von Rangordnungen, Kapiteln und Unterkapiteln, kön-
nen miuelfristig eine Mittlerfunktion einnehmen und den Ubergang zu höher strukturier-
ten Quellen und deren Nutzung vorantreiben. In Zukunft müssen auf verschiedenen Ebe-
nen Erfahrungen in der praktischen Anwendung gesammelt werden: Hier muss sich 
zeigen, wie viel Struktur und Semantik notwendig und sinnvoll nutzbar sein werden. 
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Abstrak1nummer 1214 
Automatische MeSH-lndexierung auf der Basis 
morphosemantischer Normalisierung 
Daumke P, Mark6 K, Schulz S, Wermter J 
Universität Freiburg, Medizinische Informatik, Freiburg 
Einleitung 
Elektronische Bibliotheken, Internetportale und andere elektronische Sammlungen medi-
zinischer Dokumente stelJen eine zunehmend wichtigere Informationsquelle sowohl für 
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medizinische Experten als auch für Laien dar. Das HerausfiJtem relevanter Informationen 
mittels allgemein üblicher Suchmaschinen ist jedoch gleichermaßen schwierig und zeit-
aufwändig. 
Ein wichtiges Mittel, effektiven Zugriff auf relevante medizinische Dokumente zu erhal-
ten, ist daher die Zuweisung von Schlüsselwörtern aus einem kontrollierten Vokabular. 
Dies ermöglicht einerseits die Gruppierung themenrelevanter Dokumente, zum anderen 
können Suchprozeduren durch AusweiLung auf Synonyme, aJlgemeinere oder spezi-
fischere Ausdrücke, usw. verbessert werden. 
Ein bekanntes Beispiel elektronisch verfügbarer Bibliotheken aus der biomedizinischen 
Domäne ist die MEDLINE-Datenbank der U.S. National Library of Medicine (NLM). 
Sie verwendet das MeSH (2)-Vokabular, um Artikel aus 4600 internationalen biomedizi-
nischen Zeitschriften manuell zu verschlagwo1ten. Da die manuelle Indexierung eine 
sehr zeit- und kostenintensive Expertenaufgabe ist, stellen automatische oder semi-
automatische Verfahren eine vielversprechende Alternative hierzu dar. 
Wir präsentieren in diesem Beitrag verschiedene Verlabren, die eine automatische Inde-
xierung medizinischer Artikel auf den frei zugänglichen englischen MeSH-Thesaurus er-
möglichen. Die Ansätze sind spracbübergreifend, da Dokumente zunächst durch unser 
MORPHOSAURUS (3) System verarbeitet werden, durch welches sprachspezifische 
Teilworte durch konzeptartige MORPHOSAURUS-Identifier ersetzt werden. Die mor-
phosemantische Normalisierung, welche morphologische Prozesse wie Inflektion, Deri-
vation, Komposition berücksichtigt, wird im Wesentlichen in drei Schritten vollzogen: 
orthographische Normalisierung, morphologische Segmentierung und semantische Nor-
malisierung. 
Segmentierung und Semantische Normalisierung 
J. Orthographische Normalisierung: Zunächst werden sprachspezifische Ersetzungs-
regeln durchgeführt. So wird das deutsche ,ß ' in ,ss' sowie die Umlaute ,ä', ,ö', und ,ü ' 
in ,ae', ,oe', und ,ue' umgewandelt. Weitere Transformationsregeln sind motiviert durch 
Idiosynkrasien in der medizinischen Domäne: ,ca' -+ ,ka', ,eo'-+ ,ko', ,cu' -+ ,k:u ', 
4 ' ., ., 
,ce -+ ,ze , ,c1 -+ ,z1 u. a. 
2. Morphologische Segmentierung: Auf Basis eines deutschen und englischen Teilwort-
Lexikons werden nun die orthographisch normalisierten Dokumente in semantisch sinn-
volle Einheiten segmentiert. Hierzu werden für jedes Wort zunächst alle möglichen Zer-
legungen bestimmt. Anschließend wird mittels eines endlichen Automaten die 
Plausibilität der verschiedenen Segmentierungen überprüft, um ungültige Zerlegungen 
auszuschließen. 
3. Semantische Normalisieruns_: Mittels eines Teilwort-Thesaurus, in dem im Wesentli-
chen intra- und interlinguaJe Aquivalenzklassen definiert werden, werden nun alJe rele-
vanten lexikalischen Einheiten durch ihre entsprechenden MORPHOSAURUS-Klassen-
Identifiers (MIDs) ersetzt. Abbildung l verdeutlicht die drei Schritte anband eines 
Beispiels. 
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Abbildung 1: Morpbosemantische Normalisierung: Das Dokumenl (Box 1) wird orthographisch 
nom1fort (Box 2) und mit Hilfe des Lexikons segmentiert (Box 3). Anschließend werden inhaltstra-
gende Segmente in MlDs überführt (Box 4) 
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Methoden zur automatischen Indexierung 
Im Folgenden werden Verfahren zur automatischen MeSH-Indexierung vorgestellt. Aus-
gangspunkt ist eine Kollektion morphologisch und semantisch normalisierter Textzusam-
menfassungen (,abstracts') biomedizinischer Artikel. 
Heuristisches Verfahren 
Zunächst werden alle MeSH-Deskriptoren herausgesucht, deren normalisierte Repräsen-
tation mindestens einen der im Dokument enthaltenen M!Ds enthält. Anschließend wird 
die Relevanz aller gefundenen Deskriptoren anhand verschiedener Parameter bestimmt. 
Wir beschränken uns hier auf die Erklärung der wichtigsten: 
Phrase Factor: Der Phrase Factor ist der Quotient aus der Anzahl verschiedener MIDs 
in einem Satz (MIO-Zähler), die auf einen nonnalisierten Desk:riptor abbilden, und der 
Spanne zwischen erstem und letztem MIO dieses Deskriptors im Satz. Der Satz „Die 
Leber des Patienten wurde transplantiert" [,,hepatüpixi patientükzix transplantiiqjxw"] 
wird u. a. abgebildet auf den MeSH-Deskriptor „Liver Transplantation" [„hepatiipixi 
transplantiiqjxw"]. Phrase-Factor = 2/3. 
Entry Factor: Der Entry Factor eines normalisierten Deskriptors ist sein MID-Zähler ge-
teilt durch die Anzahl seiner Segmente. Der Ausdruck „noduläre Hyperplasie" [„noduli-
ikwrk aboveüiijy plastiipixi"j wird u. a. abgebildet auf „Focal Nodular Hyperplasia" 
[„focaliüzyi nodulükwrk abovefüijy plastiipixi"]. Entry Factor = 3/4. 
Title Factor: Im Titel eines Dokumentes erscheinende Deskriptoren werden höher einge-
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Tabelle 1 und Abbildung 2: Precision/Recall Wertepaare für verschiedene Verfahren (Heuristisch, 
Statistisch, Kombiniert) bei unterschiedlichen Cut-Offs 
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Abschließend werden alle Desk:riptoren bezüglich eines Durchschnittswertes obiger und 
anderer Parameter in eine Rangliste gebracht. 
Statistisches Verfahren 
Basierend auf einer großen Kollektion von Textzusammenfassungen biomedizinischer 
Publikationen, welche bereits von Hand mit entsprechenden MeSH-Deskriptoren anno-
tiert sind, werden unter Verwendung eines leicht modifizierten Bayesschen Verfahrens 
Auftretenswahrscheinlichkeiten von Deskriptoren bezüglich betrachteter MID-Trigram-
men eines morphosemantisch nonnalisierten Dokumentes errechnet. 
Evaluation 
Für die Evaluation wählten wir 4000 Textzusammenfassungen von Artikeln aus deut-
schen medizinischen Zeitschriften, die über „Springer-Link" 1) elektronisch verfügbar 
sind und die von MEDLINE2) bereits manuell indexiert wurden. Diese Sammlung wur-
de randomisiert in zwei Text-Kollektionen für die Trainings-Phase und die· Test-Phase 
unterteilt Insgesamt 300 Texte wurden in der Testphase obigen Verfahren unterzogen 
und mit den manuell vergebenen MeSH-Deskriptoren verglichen, welche als de facto 
Gold-Standard für unsere Experimente dienen. Wie bei Information Retrieval Experi-
menten üblich bestimmen wir resultierende Precision/Recal l (P/R) Wertepaare, welche 
in Tabelle 1 für die fünf, zehn und vierzig am höchsten eingestuften Deskriptoren (Cut-
Oft) dargestellt sind. Die ranghöchsten Deskriptoren aus beiden Verfahren wurden zu-
sätzlich in einer Kombination zusammengefasst. Abbildung 2 zeigt den zugehörigen 
Graphen. 
Diskussion 
Wir haben vielversprechende Ansätze zur automatischen Indexierung biomedizinischer 
Texte vorgestellt. Wir ve1wenden sinntragende lexikalische Einheiten und einen sprach-
übergreifenden Thesaurus, um den Inhalt eines Dokumentes wiederzugeben. Darauf ba-
sierend führen unsere Indexierverfahren zu einer akkuraten Dokumentenindexierung. Im 
direkten Vergleich zu der Methode der lndexing Initiative (!ND) [J] der NLM, die 
PIR-Werte von 57%127% (top 5) bzw. 20%158% (top 40) erreicht, fallen unsere Ergeb-
nisse etwas niedriger aus. Dies ist einerseits auf die Komplexität der deutschen Sprache, 
andererseits auf leicht umerschiedliche Evaluationsprozesse zurückzuführen. 
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Abstraktnummer 13/1 
A novel keycode for mono-hierarchical and 
multi-axial categorization of radiological images 
Lehmann TM, Schubert H, Keyser 0 , Kohnen M, Wein B 
RWTH Aachen, Institut für Medizinische Informatik, Aachen 
lntroduction 
Modern communication standards such as DICOM include non-image data for a standar-
dized description of srudy, patient, body region examjned, and technical parameters re-
lated to the imaging modality in use. However, DICOM tables have been found to be 
insufficienlly de-tailed for order entry systems [ 1] or even invalid, if values are set auto-
matically by the system [2]. Concerning image retrieval in medical applications (IRMA), 
a detailed coding scheme is required to describe the imaging modality including techni-
cal parameters, the orientation of the image with respect to the body, the body region 
examined, and the biologicaJ system under investigation. Furthermore, the code must be 
strictly hierarchical in order to support seman tic queries on a database. In this paper, we 
present a mono-hierarchical multi-axial classification code for medical images [3] in 
English language and emphasize its advantages for image retrieval in comparison to 
exjsting proposals supplementary to the DICOM Standard . 
Material and Method 
Within the IRMA system [4], categorization is the first of seven successive analyzing 
steps extracting content infonnation from medical images. l t aims to establish intelligent 
processing strategies adapted to the current image under investigation. Therefore, cate-
gorization is required to be hierarchical. In other words, valid relations between code 
and sub-code elements are "is-a" and "part-of' only. Furthermore, causality is important 
for grouping of processing strategies. Therefore, a mono-hierarchical scheme is required, 
wbere each sub-code element is connected to only one code element. Since categoriza-
tion of medical images must cover all aspects influencing the image content and struc-
ture, a multi-axial scbeme was designed. This scheme, which has been presented pre-
viously in German language [2] is now available in English language, too. 
Results 
Tue IRMA coding system (IRMA: TJTr-DDD-AAA-BBB) consistS of four axis with 
tbree to four positions, each in (0, .. „ 9, a, ... , z}. wbere "O" denotes ,,not specified" to 
determine the end of a path along an axis: 
1. T (technical): image modality 
2 . D (directional): body orientation 
3. A (anatomical): body region examined 
4. B (biological): biological system examined 
Tue T-code describes within a maximum of four positions the technical metbod. The 
digits contain the physical source (e.g.: 1 x-ray, 2 uJtrasound), the modality (e.g.: 11 
plain film projection radiography, 12 fluoroscopy), the technique (e.g.: 111 digital, 112 
analog), and the sub-techniques (e.g.: 11 U tomography, 1112 high energy). The D-code 
incorporates a two-step orientation description starting with the common orientation 
(e.g.: 1 coronal , 2 sagital) and giving a more detailed speci.fication in lhe second posi-
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tion (e.g.: 11 posterior-anterior (pa), L2 anterior-posterior (ap)). Tue third position de-
scribes functional orientation tasks of the examination (e.g.: 111 standing, J 12 lying). 
The A-code unambiguously describes the anatomical region. For each of the nine major 
regions (e.g.: l total body, 2 bead/skull), up to two bierarchical sub -codes are defined 
(e.g.: 3 spine, 31 cervical spine, 311 atlas (Cl)). Tue B-code detemrines the organ sys-
tem that is imaged. This axis is nccessary because the body region examined insuffi-
ciently describes content and structtLre of images. For example, fluoroscopy of tbe ab-
dominal region may access the vascular or tbe gastrointestinal system depending on the 
way tbe contrast agent is administered, wbich resulcs in different image textures. On lhe 
top-level of this 3 digit IRMA-code, ten organ systems are specified (e.g.: 1 cerebros-
pinal system, 2 cardiovascular system) each haviog up to three positions to exactly iden-
tify tbe organ in question (e.g.: 1 cerebrospinal system, 11 centraJ nervous system, 111 
mesencephalon). 
Dlscussion/Conclusions 
A mono-bierarchical multi-axial code scheme is presented that enables unique classifica-
tion of medical images. The entire code results in a cbaracter string of not more than 
13 characters. The code can be easily extended by introducing characters in certain code 
positions, e.g., if new modalities are introduced. ln contrast to otber approacbes, mix-
tures of one- and two-literal code positions are avoided which simplifies automatic code 
processing. Furtbennore, the IRMA code steers clear of unambiguities resulting from 
overlapping code elements witbin tbe same level. 
Existing nomenclatures describing all parameters influencing the image content and 
structure are not causal (e.g., tbe Mesh thesaurus is a poly-hierarcbical structure where 
entities can be reached on different paths), non-hierarchic (e.g., "extremity", "arm", 
"hand" are valid eotries of the DICOM cag OOL8/0015 "body part examined") incom-
plete (e.g., the SNOMED/DICOM-Microglossary offers "breasc" but not "mammary 
gland") or unambiguous (e.g., 111017 offers "ehest", "cbest/abdomen", and "abdomen" 
on the first level of its "!arge region code") and hence, not suitable for content-based 
image cetrieval in medical applications. Likewise the 111017-approach, the IRMA-code 
enables image classification with respect to technical, directional, anatomical, and biolo-
gical crit.erions. ln contrasl to 111017, IRMA is more detailed, offers four instead of 
three separated axis for the four parameters de-scribed above, and is strictly mono-hier-
archical in each axis. Although tbis code was originally designed to be used in the 
IRMA-project, otber use is welcome. 
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Abstrak1nummer 13/2 
Aufgaben und Architekturen 
rechnerbasierter radiologischer Informationssysteme 
Kauer T 
Klinikum der Friedrich-Alexander-Universität Erlangen-NOmberg, Medizinisches Zentrum fOr Informa-
tions- und Kommunikationstechnik, Erlangen 
Einleitung 
Dieser Beitrag beschäftigt sich mit den heutigen und künftigen Aufgaben und Architek-
turen der rechnerbasierten radiologischen Informationssysteme RIS, PACS und Teleradio-
logie. Während RJ-Systeme administrative Aufgaben von der Termin- und Ressourcen-
planung über die Führung von Arbeitslisten bis zur Leistungsdokumentation und 
Befundbriefschreibung in der Radiologie übernehmen, obliegt PAC-Systemen die Bereit-
stellung, Befundung, Klinische Demonstration, Verteilung und Bet:rachtung sowie die 
Speicherung radiologischer Bilder. Teleradiologiesysteme schließlich übernehmen die da-
tenschutz-, datensicherheits- und zeitgerechte ·Übertragung radiologischer Bilder zwi-
schen entfernten Standorten und unterstützen bei ihrer Befundung. 
Diese bisher überwiegende Bet:rachtung von RJS, PACS und Teleradiologie als radiologi-
sche Abteilungsinformationssysteme wird zunehmend problematisch. Die von RJ-Syste-
men durchgeführten Aufgaben sind kaum radiologiespezifiscb, sondern werden von vie-
len anderen Bereichen einer Gesundheitseinricbcung gleichermaßen durchgeführt, sodass 
auch sie Systeme zur Unterstützung der gleichen Aufgaben einführen und betreiben. 
Ähnlich verhält es sich mit PAC-Systemen: Deren Aufgaben sind ebenfal ls nicht radio-
logiespezifisch, sondern t:reten in allen BiJd erzeugenden Ltnd Bild nutzenden Fächern 
auf. In noch stärkerem Maße gilt dies für Teleradiologiesysteme, deren Datenübertra-
gungsaufgabe nicht nur die Radiologie, sondern a!Je Fächer und nicht nur bildhafte, son-
dern auch textbasierte Daten betrifft. Die Aufgabenzuordnung und die Architektur heuti-
ger ,,radiologischer" (und analog anderer Fachabteilungs-) Infonnationssysteme 
erschweren durch die mehrfache Bereitstellung gleicher Funktionen und die bereichs-
bezogene Betrachtung den einricbtungsweit durchgängigen Informations- und Hand-
lungsfluss und verursachen vermeidbare Kosten für Beschaffung und Belrieb des Ge-
samtinfom1ationssystems. 
Dieser Beitrag schlägt daher Architekturmerkmale für die recbnerbasierten ,,radiologi-
schen" Infonnationssysteme RJS, PACS und Teleradiologie vor, die ihre organisatorische 
und technische Integration in das Gesamtinformationssystem einer Gesundheitseinrich-
tung gewährleisten. 
Material und Methode 
Viele der heute erforderlichen Schnittstellen zwischen administrativen und medizinischen 
Anwendungssystemen, z. B. zur Patientenstamm- und -falldatenkommunikation, sind nur 
deshalb notwendig, weil mehrere monolithische Anwendungssysteme ohne gemein-
sames einrichtungsweites Daten- und Prozessmodell zur Unterstützung der gleichen Ver-
fahren eingesetzt werden, wodurch die Nocwendigkeit entsteht, unsynchonisiert neben-
einander stehende Datenbestände abzugleichen. Dabei wird die Schnittstellenbetrachtung 
aufgrund ihrer Komplexität in der Praxis beute noch eher von den ausgetauschten Daten 
und den dafür vorhandenen Technologien HL 7, DICOM und URL-Aufruf getrieben 
und weniger von einer inhaltlichen, semantischen Betrachtungsweise, die den Infonna-
lnfonnalik. ßiomclrie und Epidemiologie in Mcd. u. Biol. 34/3 (2003) 
232 Abstracts der 48. Jahrestagung der GMDS 
tions- und Handlungsfluss im Gesamtinformationssystem einer Gesundheitseinrichtung 
und die zwischen den Anwendungssystemen stattfindenden Arbeitsabläufe in den Mittel-
punkt stellt. 
Daher soll ten die in RI-, PAC- und Teleradiologiesystemen (und analog in den anderen 
Abteilungsinformationssystemen) abgebildeten generischen, d. h. facbrichtungsunabhän-
gigen und/oder fachrichtungsübergreifenden Aufgaben eiruichtungsweil einmalig und 
einheitlich als Querschnittsfunktionaliläten bereitgestellt werden können, sodass in den 
radiologischen Informationssystemen (und analog in den anderen Systemen) nur die ra-
diologiespezifischen Aufgaben verbleiben. 
Ergebnisse 
Kurzfristig sollten erstens die herkömmlichen monolithischen RI-, PAC- und Teleradiolo-
gie-Anwendungssysteme einen an IHE angelehnten Workflow möglichst gut mit HL 7-, 
DlCOM- und URL-Schnittstellen nachbilden. Die IRE-Initiative (lntegrating the Health-
care Enterprise) definiert z. B. das Integration Profile „Patient Information ReconciJia-
tion", das etwa bei Notfallpatienten eine nachträgliche Abstimmung der Daten zwischen 
RIS, PACS, Modalitäten und Patientenverwaltungssystem gewährleisten kann. PACS soll-
te zweitens als einrichtungsweites Bilddatenmanagementsystem im Sinne einer Funktio-
nalitätslösung für die Handhabung aller bildhaften Daten genutzt werden. Spätestens mit 
dem Einstieg in das digitale Bilddatenmanagement sollte drittens ein einrichtungsweiter 
konsolidierter Unternehmensspeicher aufgebaut werden, der allen Anwendungssystemen 
einer Gesundheitseinrichtung zur Verfügung steht und einmalig und einheitlich große 
Speichermengen bereitstellt. Anzahl und Heterogenität logischer und physischer Subsys-
teme sollten schließl.ich viertens möglichst gering gehalten werden. 
Mittelfristig sollten dann die herkömmlichen monolithischen Anwendungssysteme IHE-
konform interagieren. Dies bedingt, dass im Zuge des !HE-Entwicklungsprozesses über 
seine radiologischen Wurzeln hinaus sukzessive Aktoren, Transaktionen und Integration 
Profiles für das gesamte Spektrum von Gesundheitseinrichtungen erarbeitet werden. Die 
Merkmale des einrichtungsweiten Bilddatenmanagements, des einrichtungsweiten kon-
solidierten Unternehmensspeichers und der Homogenität der Werkzeuge gelten dabei un-
verändert. 
Langfristig schließlich sollten die herkömmlichen monolithischen Anwendungssysteme 
durch !HE-konform auf der Basis einrichtungsweiter Daten- und Prozessmodelle interagie-
rende Geschäftskomponenten ersetzt werden. Auch dabei gelten die übrigen Merkmale un-
verändert. Insbesondere lassen sich Bilddatenmanagementsystem und Unternehmensspei-
cher als Geschäftskomponenten darstellen und auf die implementierungsunabhängig 
formulierten IHE-Aktoren „Image Manager" und „Image Archive" abbilden. 
Diskussion/Schlussfolgerungen 
Es mag auf den ersten Blick überraschen, dass ein Ergebnis eines Beitrags über radio-
logische Informationssysteme die Erkenntnis ist, dass deren Aufgaben zum größten Teil 
eben nicht radiologiespezifisch sind. Doch tatsächlich werden viele ihrer Aufgaben eben-
so von anderen (Fachabtcilungs-) Infom1ationssystemen durchgeführt. ln diesem Sinn 
gelten die dargestellten Schwachstellen und die daraufhin vorgeschlagenen Soll-Architek-
turmerkmale nicht nur für radiologische, sondern für beliebige (Fachabteilungs-) Infor-
mationssysteme. 
Die Radiologie übergreifende Betrachtung „radiologischer" Informationssysteme findet 
sich z. B. auch bei [1 - 6]. Überlegungen zur Architektur von (medizinischen) Informa-
tionssystemen finden sich z. B. bei (7-10). Der vorliegende Beitrag verbindet die 
Modellvorstellungen der aus der Radiologie stammenden CHE-Initiative mit den aus 
Informatik und Medizininfonnatik stammenden Überlegungen zu komponentenbasierten 
Softwarearchitekturen. 
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Der Übergang zu einer einrichtungsweiten Betrachtungsweise mit einrichtungsweit ein-
malig bereitgestellten Funktionen kann von der einzelnen Abteilung als Verlust an Eigen-
ständigkeit empfunden werden, der die eigene Arbeitsfähigkeit von Einflüssen außerhalb 
der eigenen Beeinflussbarkeit abhängig macht. So werden Komplexität und Kosten des 
Informationssystems aus einrichtungsweiter Sicht kleiner während sie aus Sicht eines 
einzelnen Bereichs zunehmen können. 
Das Gesamtinformationssystem einer Gesundheitseinrichtung einschließlich der Funktio-
nalitätslösungen für Bilddatenmanagement, Unternehmensspeicher und Telemedizin-In-
frastruktur sollte daher auf Einrichtungsebene so geplant, aufgebaut, betrieben und er-
weitert werden, dass die organisatorischen und technischen Abhängigkeiten zwischen 
den Teilinformationssystemen für die einz.elne nutzende Abteilung weitestgehend trans-
parent sind. Sie kann so möglichst viel Autonomie behalten und in der täglichen Praxis 
wie mit einem lokalen System arbeiten. 
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Abstraktnummer 13/3 
Sicherheitskonzept für eine Webbasierte Medizinische 
Multimedia-Datenbank 
Frankewitsch T, Müller ML, Prokosch HU 
Universität Erlangen, Institut für Medizinische Informatik, Erlangen 
Einleitung 
Bilder spielen im medizinischen Sektor eine immer größere Rolle. Diesem Umstand 
wurde an der Universitätsklinik Münster (UKM) schon früh Rechnung getragen. In der 
„Klinik und Poliklinik für Kinderheilkunde - Allgemeine Kinderheilkunde" dokumen-
tiert man seit Jahrzehnten alle Fälle auch fotografisch. Aus einem Fundus von 
ca. 100.000 Bildern wurden von Mitarbeitern dieser Klinik etwa 8000 ausgesucht, die 
digital archiviert werden sollten. Es lag nahe, für dieses Archiv eine webbasierte Lösung 
aufzugreifen. Allerdings ist das Internet als eine unsichere Gemeinschaft zu interpretie-
ren, in der ungeschützte Informationen so offen wie auf Postkarten versandt werden. 
Dies kann aber für medizinische Daten nicht erwünscht sein [l]. Im Rahmen der Erstel-
lung einer ,,Multimedialen Objekt Datenbank" an der UKM (2, 3] wurde ein internetba-
siertes Archiv erstellt, das nun für die Kinderklinik der UKM freigeschaltet wurde. Ob-
wohl diese Datenbankanwendung im geschützten Bereich des Intranets angesiedelt ist, 
mußte ein Augenmerk auf die Sicherheit der Gesamtkonzeptes gelegt werden, denn 
• auch im Intranet dürfen patientenbezogene Daten nicht für jedermann frei verfügbar sein. 
• Bilder stellen für ein Institut sowohl einen ideellen als auch großen materiellen Wert dar. 
Daher ergaben sieb grundlegende Forderungen: 
• Die Multimedia-Daten (Bilder seit dem Jahr 1971) sollen „sicher" abgelegt werden. 
• Zu diesen Objekten sollen Zusatzinformationen speicherbar sein. Für diese Zusatz-
informationen müssen Zugriffsregeln definierbar sein. 
• Die Bilder dürfen im Regelfall nicht vom Benutzer frei speicherbar sein. 
• Die maximale Bildqualität darf nur nach vorheriger Freigabe abrufbar sein. 
Material und Methode 
Das System besteht aus einer 3-Schichten-Architektur: 
• Im Hintergrund verwaltet eine Oracle9i-Datenbank die Daten. 
• Der Zugriff wird über eine Servletgruppe unter der Servletumgebung Tomcat 4.23 und 
dem Webserver Apache 2.43 gesteuert. 
• Der Endbenutzer arbeitet in einer Browserumgebung unter reinen HTML-Seiten sowie 
in gesicherten Applets. 
Datenbank 
Im üblichen Verfahren werden Bilddaten in einer geschützten Umgebung innerhalb eines 
Web-Server-Verzeichnisses gespeichert. Damit nimmt man den Nachteil in Kauf, dass 
die Erhaltung der Konsistenz zu einer darübergelegten Informationsstruktur nicht ge-
währleistet ist, wenn Dateien z.B. nur manuell verschoben werden. Ein Problem, das im 
Web unter dem Begriff ,broken links' jedem bekannt ist. Daher wurde hier die Option 
von Oracle8i (9i) benutzt, Multimedia-Daten in speziellen Feldern direkt innerhalb der 
Datenbank abzulegen (OrdIMG, OrdAudio, OrdVideo). 
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Die Tomcat-Engine läuft auf dem gleichen Rechner wie der Datenbankserver (Intranet), 
der Webserver selbst bietet sonst keine weiteren Funktionen oder Verzeichnisse an, um 
hier keine Angriffsmöglichkeiten offen zu lassen. 
Die Zusatzinformationen werden im Entity-Attribute-Value-Modell abgelegt. Für die Na-
vigation wurden diese Paare nach dem Unified MedicaJ Language System (UMLS) ver-
schlüsselt und ein oder mehrere Graphen zwischen Attribute und Value nach dem UMLS 
ermittelt. Dies lässt sich mit virtuellen, dynamisch generierbaren Verzeichnis-Strukturen 
vergleichen. Zu jedem Datenpaar (z.B. „Diagnose - Otitis media") muss zusätzlich die 
Zugriffskontrolle definierbar sein. Diese erfolgt nach dem Rollen-/GruppenmodelL 
Es existieren für die Kinderklinik 4 Rollen: Administrator, Chefarzt, Oberarzt, Assistenz-
arzt. Für jede Rolle lässt sich frei definieren, welcher Datensatz gelesen werden darf: 
z. B. der Oberarzt hat hier vollen Zugriff auf den Patientennamen, der Assistenzarzt nur 
auf das Namenskiirzel usw. Die Definition der Rollenberechtigung muss nicht hierar-
chisch sein. Für andere Einsatzbereiche wie z. B. für die Einbindung in eine online-
Krankenakte [4] ließen sich auch die Rollen ,,Patient", „System" anlegen, der entspre-
chende Berechtigungen zugeteilt werden können. 
Die Gruppen entsprechen z. Zt. der Zuordnung zu den e inzelnen Kliniken. Damit kön-
nen im System die Daten von verschiedenen Anwendungsbereichen verwaltet werden, 
ohne dass hier Übergriffe auf nicht berechtigte Bereiche möglich wären. Eine Navigation 
auf den Zusatzinformationen ist somit auf die Rolle und die Gruppe eingeschränkt. Die 
Zugriffe auf die Bilder selbst werden nach den gleichen Regeln vergeben. 
Servletkontrolle 
Nur die Servlets können Anfrage an die Datenbank stellen. Alle Aktionen laufen zudem 
unter einer SessionkontroUe. Die im HTML-Verfahren (Get/Post) übergebene „Sessionid" 
wird laufend mit der vom Browser intern übergebenen Session verglichen. Anhand der 
Session ist der Anwender autorisiert und für jeden Zugriff werden nur die für diese 
Rechtslage zulässigen Daten weitergeleitet. Beim Abmelden oder Aufrufen des Anmel-
defensters wird automatisch eine neue Session erzeugt, die primär keine Rechte hat. Die 
Bilder werden über einen Strearning-Mechanismus von der Datenbank an den Clienten 
weitergeleitet. 
Clientenzugriff 
Die Verwendung des SSL-Protokolls auf 128bit zwischen dem Clienten ist in diesem 
Zusammenhang Standard und nicht der weiteren Ausführung wert [5]. 
Anmeldung 
Die Anmeldung wird über ,,Benutzer"- und ,,Passwort"-Abfrage geregelt, die damit die 
entsprechende Rolle und Gruppe festlegt. Die eigentlich für den Browser vorgesehene 
Methode, ein Popupfenster mit der Eingabe der Benutzerdaten einzublenden, erwies sieb 
als fehleranfällig. Solange der Browser IE 5/6 geöffnet war, wurde die Anwender/Pass-
wortkombination im Cache gehalten. Aus diesem Grund wurde eine eigene dynamische 
Anmeldeseite gestaltet, die jedesmal auch eine neue Server-Session generiert. 
Bildpräsentation 
Wahrend die Vorschaubilder als jpg-Files innerhalb von HTML-Seiten angezeigt werden, 
werden die großen Bilder innerhalb eines Applets visualisiert. Der Grund ist: Heute ver-
wendete Browser cachen Informationen auf der lokalen Festplatte, ohne dass man server-
seitig hier eingreifen kann. Es werden Dateien zuweilen trotz der HTML-Header-Vor-
gaben wie „no-store", ,,no-cache" im TEMP-Verzeichnis abgelegt. Um dies zu 
verhindern wurde ein Applet derart integrien, dass die Lokalisationsinformationen ver-
schlüsselt an das Applet übertragen werden und erst dieses dann die Bilder lädt und 
anzeigt. Das Applet bietet eine Zoomfunktion. Eine zusätzliche Verschlüsselung, sodass 
lnformntik, Biometrie und Epidemiologie in Med. u. Bio!. 34/3 (2003) 
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Bilder erst im Applet decodiert werden, ist optional. Screenshots sind zwar möglich, 
doch ist dann die Bildqualität sicher nicht befriedigend. Falls das entsprechende Material 
für den speziellen Anwender freigegeben wurde, wird ein Link angezeigt, unter dem das 
Bild einmalig zum Download in maximaler Bildauflösung bereitsteht. 
Ergebnisse 
Im Augenblick werden von der Fotoabteilung der UKM die Bilder aufbereitet. Von den 
bisher katalogisierten 7800 Bildern sind etwa 1700 digitalisiert und bearbeitet. In der Re-
gel liegen die Bilder im Original im TIFF-Fonnat vor. Das reine Datenvolumen liegt zur 
Zeit bei ca. LO GB. Zu den Bildern sind ca. 600 Diagnosen verschlüsselt. Die Datenbank 
geht Mitte April für die Evaluation in Betrieb. 
Diskussion/Schlussfolgerungen 
Datenschutz und -Sicherheic ist zwingend unter Web-Bedingungen.[6] Allerdings arbei-
ten die gängigen Browser hier nicht gerade zufrieden stellend. Wahrend zwar SSL in der 
128bit-Verschlüsselung Standard ist, gibt es doch Lücken im so genannten Sessionmana-
gement. Vor allem die Möglichkeit, vom Server aus die temporären Passwortinformatio-
nen im Browser zu löschen, ist ein dringend benötigtes Feature. Allerdings ist es mit 
zusätzlichen Hilfsmitteln (Java) möglich, hier adäquate Lösungen zu schaffen und multi-
mediale Daten wie in einem Terminalfenster zu präsentieren. 
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Abstraktnummer 13/4 
Evaluation einer zentralen Archiv- und Bildverteilungslösung 
Kaiser F, Ammenwerth E, Schwab M, Vogl R 
Private Universität für Medizinische Informatik und Technik Tirol (UMIT), Forschungsgruppe Bewertung 
von Informationssystem des Gesundheitswesens, Innsbruck 
Einleitung 
Seit 2001 wird das Advanced Image Management (AIM) der Fa. icoserve in den Univer-
sitätskliniken Innsbruck eingeführt. Ziel des AIM-Projektes ist es, neben der üblichen Spei-
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cberung von Bilddaten aus radiodiagnostischen Bereichen auch die Archivierung von Da-
ten (Bilder, Video, PDF-Dokumenten mit eingebetteten Bildern) anderer klinischer Abtei-
lungen wie Kardiologie, Dermatologie, Unfallchirurgie, Nuklearmedizin, etc zu ermöglich. 
Die zentrale Ablage von Befunden oder anderen Dokumenten ermöglicht eine multimedia-
le digitale Krankengeschichte. Anbindungen an diverse Subsysteme zur Bilddatenübemah-
me und Verknüpfungen zu den Bilddaten in anderen medizinischen Informationssystemen 
sowie das EOL (Everyth.ing Online - Bereitstellung der mehreren 10 Terabyte an Bild-
daten online auf großen RAID Systemen) Konzept der Datenhaltung unterstützen den An-
wender bei effizienter Arbeit. Durch zentral verwaltete Benutzeraccounts und einem Zu-
griffskonzept werden Daten nur berechtigten Personen angezeigt. Das AIM soll zur 
zentralen Archiv- und Bildverteilungslösung für alle medizinische Bilddaten der Tiroler 
Landeskrankenanstalten GmbH (l , 2) werden. Über die Auswirkungen seiner Einführung 
sowie über die Benutzerzufriedenheit liegen bisher keine systematischen Aussagen vor. 
Um den Nutzen des AIM (insbesondere die wesentlich umfangreichere und verzögerungs-
freie Verfügbarkeit sämtlicher patientenbezogener Bilddaten) zu ermitteln, und die Auf-
wende seiner Einführung zu rechtfertigen, wird daher im Jahre 2003 eine systematische 
Evaluationsstudie durchgeführt. Diese soll die folgenden Fragen beantworten: 
Fl In welchem Umfang und wie häufig wird das AIM von den einzelnen Benutzergrup-
pen benutzt? 
F2 Was sind die objektiven Veränderungen durch das AIM in Vergleich zu vorher? 
F3 Wie ist die Anwenderzufriedenheit der einzelnen Benutzergruppen mil dem AIM? 
Material und Methode 
Die Studie besteht aus drei Teilstudien. In einer Querschnittstudie wird eine repräsentati-
ve Stichprobe verschiedener Benutzergruppen schriftlich mittels standardisiertem und va-
lidiertem Fragebogen befragt (Teilstudie 1). Der Fragebogen ermittelt die allgemeine 
Zufriedenheit mit dem AIM sowie die subjektive Einschätzung der Vor- und Nachteile. 
Der eingesetzte Fragebogen wurde ursprünglich zur Messung der Anwenderzufriedenheit 
eines EDV-Systems zur Basisdokumentation entwickelt (3), aber auch in anderen Berei-
chen bereits mehrfach erfolgreich eingesetzt (4). Weiterhin werden in ausgewählten Ein-
richtungen in einer Längsschnittstudie vor bzw. nach Einführung des AIM die Prozess-
modelle von Bilderzeugung und Bildnutzung dargestellt und darauf aufbauend die 
Stark-/SchwachsteUen bzw. Unterschiede qualitativ ermittelt (Teilstudie 2). Die Informa-
tionen werden anhand von Workshops mit den Nutzern sowie durch Vor-On-Beobach-
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des ls1-Zus1andes der Abläufe auf 
der Kardiologie 
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tungen erhoben. Als Prozessmodell wird UML eingesetzt. Schließlich werden auch eini-
ge ausgewählte quantitative Parameter (z. B. Zeitaufwand für das Suchen und Archi-
vieren von Bildern) in einer Längsschnittstudie untersucht (feilstudie 3). Die Daten wer-
den vor Ort durch Messungen oder Beobachtungen erhoben. 
Ergebnisse 
Die Erhebungen haben Ende 2002 begonnen und werden bis September 2003 abgeschlos-
sen sein. Die bisher erstellten Prozessmodelle (feilstudie 2) zeigen deutliche Schwachstel-
len bei Bilderzeugung, Bildnutzung und Bildarchiviemng vor AIM-Einführung. Fehler! 
Verweisquelle konnte nicht gefunden werden. stellt exemplarisch einen kleinen Aus-
schnitt des Prozessmodells auf einer Kardiologischen Ambulanz vor. Es wird deutlich, 
dass z. B. das Suchen von archivierten Daten (bei erneutem Vorstellen eines Patienten) 
aufgrund der Verteilung des Archivs auf verschiedene Räume hohe Zeitaufwände für das 
Personal verursacht. In Tabelle l wird diese Schwachstelle genauer analysiert. 
Tabelle 1: Erläuterung einer Schwachstelle der bisherigen Bildarchivierung. 
Beschreibung: Sowie die CDs in das Schaltraumarchiv transportiert worden sind, muss 
entschieden werden, ob dieses nicht zu voll ist. Wenn ja, werden die ältes-
ten CDs ins Sekretariatarchiv transportiert. Es muss wieder entschieden 
werden, ob dieses nicht zu voll ist. Wenn ja, werden die ältesten CDs ins 
Kellerarchiv transportiert. 
Folge: Es ist zeitaufwändig, CDs von einem Archiv zum anderen zu transportie-
ren. 
Wen es betrifft: Radiologisch-Technische Assistenten, Medizin-Technische Fachkräfte 
Die zugehörigen quantitativen Parameter, welcher per Zeitmessung erhoben wurden 
(Teilstudie 3), zeigen, dass im Mittel 17 Minuten (Min. 10, Max. 22, Std.Abw. 2.88; 
Vollerhebung über eine Woche) pro Patient pro Tag alleine für Suchaufwände auf-
gewandt werden. Ob durch die Einführung des AIM diese Zeiten reduziert werden kön-
nen, wird sich in den Nacberhebungen zeigen, welche für Mai 2003 geplant sind. Ähnli-
che Erhebungen werden in anderen Einrichtungen durchgeführt werden. 
Die Ergebnisse der schriftlichen Benutzerbefragungen (Teilstudie 1) sind für September 
2003 vorgesehen. Die Studienplanung sieht eine Befragung von 6 verschiedenen Benut-
zergruppen in 5 verschiedenen Abteilungen vor. Dadurch sollen Aussagen zu Aufwänden 
und Nutzen des AIM aus Benutzersicht sowie zu den Unterschieden zwischen verschie-
denen Abteilungen und Benutzergruppen ennöglicht werden. 
Diskussion/Schlussfolgerungen 
Bildarchivierungssysteme sind bereits seit längerem im Einsatz (z. B. [5-8]). In Evalua-
tionsstudien wurden Vorteile in Bezug auf z.B. einen schnelleren Zugriff auf Bilder, eine 
bessere Verfügbarkeit von Bilder, eine reduzierte Behandlungszeit, weniger Fehldiagno-
sen und eine bessere Bildqualität gezeigt (z.B. [6, 9- 12)). 
Das in dieser Studien evaluierte AIM geht über die typische Funktionalität einer reinen 
abteilungsbezogenen PACS-Lösung weit hinaus. Das AIM stellt eine klinikweite Lösung 
zur Ablage, Speicherung und Kommunikation von Bildern, Biosignalen und Befunden 
dar. Es ist eng gekoppelt mit der Elektronischen Krankenakte, in der primär textbezoge-
ne Daten abgelegt werden. Aufgrund der breiten Funktionalität sowie dem Einsatz in 
unterschiedlichen bilderzeugenden und bildnutzenden Abteilungen erwarten wir deutliche 
Auswirkungen nicht nur auf die Effizienz von Arbeitsabläufen, sondern z.B. auch auf 
die Kommunikation zwischen Abteilungen und auf die Qualität der Versorgung. Wu 
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hoffen, durch die breit angelegten Evaluationsstudien zu einem vertieften Verständnis der 
Auswirkungen des AIM zu kommen, um dadurch Verbesserungen in der Patientenversor-
gung zu belegen, aber auch noch vorhandene Schwachstellen entdecken zu können. Dieses 
soll dem IT-Management wesentliche Informationen zur Verbesserung und zum weiteren 
Ausbau des AIM liefern und damit zu einer höheren Effizienz der Patientenversorgung 
beitragen. Ob dieses Ziel tatsächlich erreicht wird, werden die laufenden Studien zeigen 
können. 
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Abstraktnummer 14/1 
Aufbau eines Data Warehouse zur Umsetzung 
eines durchgängigen Prozessmanagement 
im Schweizer Herz- und Gefäßzentrum 
Güssow J, Greulich A, Kuruc M 
Inselspital Bern, Schweizer Herz- und Gefäßzentrum, Bern 
Einleitung 
Das Schweizer Herz- und Gefäßzentrum beschäftigt sich bereits seit geraumer Zeit mit 
der Institutionalisierung eines Prozessmanagement und einer darauf aufbauenden pro-
zessorientierten Kostenrechnung. In einer ersten Projektphase wurden dazu alle Prozesse 
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der Kardiologie aufgenommen, visualisiert und mit verschiedenen Prozessinformation, 
z. B. den Minutenwerten der entsprechenden Personalressourcen versehen. Diese Daten 
werden sowohl für eine prozessorientierte Kostenrechnung zur Nach.kalkuJation einzelner 
BebandJungsabläufe im Rahmen der Preisverhandlungen mit den Krankenkassen aJs 
auch von den 23 QuaJitätszirkeln, die für Schnittstellenprobleme und festgestelJte Mängel 
in der Koordination aus der Ist-Prozessaufnahme praktikable Lösungsvorschläge erarbei-
ten, genutzt. Die Prozessinformationen fanden darüber hinaus auch zur Vorbereitung ei-
ner angestrebten Zertifizierung nach EFQM, den Aufbau einer Balanced Scorecarcl und 
im Rahmen eines internationalen Projekts zum Benchmark von Prozessabläufen in ver-
schiedenen europäischen Großkliniken Verwendung. 
Es zeigte sich daher, dass die Prozessinformationen in ihrer Bedeutung für verschiedene 
Zwecke stetig an Bedeutung gewannen. Das Problem bestand zum einen in der Insel-
lösung des verwendeten Prozessmodellierungs-Tool CaseWise, zum anderen in einem 
fehlenden Gesamtsystem, die verschiedenen Informationen zu integrieren. Sowohl die 
Berechnung der Personalkostensätze aJs auch die verwendeten Minutenwerte müssen bis-
lang noch in mühsamer PartiaJarbeit manuell ermittelt werden. Eine Anbindung an and 
das Krankenhausinformationssysteme besteht nicht. Dies bat die bereits auf grosse Ak-
zeptanz stossenden Bemühungen zum Aufbau einer konsequenten Prozessorientierung 
stark behindert und viele Personalressourcen gebunden. 
Die Fragestellung bestand also darin, die Aktivitäten des Prozessmanagement in ein ab-
gestimmtes Gesamtkonzept datentechnisch mittels einer geeigneten Data-Warehouselö-
sung zu integrieren. Insbesondere verfolgen wir damit folgende Ziele: Automatische KaJ-
kuJation der direkten Kosten einzelner Behandlungsabläufe zur NachkaJkulation im 
Hinblick auf die Einführung der AP-DRGs in Bern (prozessorientierte Kostenrechnung), 
die Verbindung von bewerteten BebandJungsabläufen und medizinischen Daten im Rah-
men von Studien (siehe zum Quality Assurance Project oben) sowie eine zeitnahe Ak-
tualisierung der Prozesse für das Qualitätsmanagement. 
Material und Methode 
Im Schweizer Herz- und Gefäßzentrum wurde ein Projektteam damit beauftragt, die 
Möglichkeit einer Anbindung der verschiedenen Systeme zu evaluieren und in ein 
schlüssiges Gesamtkonzept einzubinden. Die Stammdaten dazu kommen aus dem SAP-
System, woraus sich auch die Leistungen über die Anbindung an ein selbst aufgebautes 
System so kodieren lassen, dass jedem Kard-Leistungscode genau ein dazugehöriger 
Prozess hinterlegt werden kann. Aus dem CaseWise werden daraufhin die benötigten 
Prozessinformationen mit Minutenwerten und Personalressourcen übernommen und im 
Sinne einer Äquivalenzziffernrechnung anhand der aus der Personalinfonnationssystem 
ermittelten Kostensätze bewerten. Die Materialkosten werden ebenfalls direkt FalJorien-
tiert erhoben. Änderungen im PersonaJbestand, bei Leistungsänderungen oder durch Pro-
zessoptimierung werden so automatisch in das Gesamtsystem übernommen. In einem 
weiteren Schritt sollen die Leistungserfassungssysteme der (lntensiv-)stationen angebun-
den werden. Dies erlaubt eine komplette Nachkalkulation der direkten Kosten je DRG 
und liefert gleichzeitig die zugrunde gelegten Prozessinformationen in durchgängig vi-
suaJisierter Form mit. 
Ergebnisse 
Die Ergebnisse liegen noch nicht vollständig vor, da das Projekt im Juni 03 abgeschlos-
sen wird. Die Informationen werden dann in eine Deckungsbeitragsrechnung einfließen 
und zur Nachkalkulation von DRGs dienen. Insbesondere aber die bereits angefangenen 
AnaJysen von Prozessinformationen, die immer auch die Behandlungsphilosophie des 
Krankenhauses wiederspiegeln und den im Quality Assurance Project erhobenen medizi-
nischen Daten aus dem Herzkatbeterlabor mit einem FolJow-Up von verschiedenen Eu-
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ropitischen Kliniken, stellt eine interessante Verbindung zwischen Prozess- bzw. Kosten-
kosteninfonnationen und medizinischer Outcom-Qualität dar. Diese Ergebnisse werden 
insbesondere im Rahmen von Kosten-Nutzen-Analysen weiter an Bedeutung gewinnen. 
Erste Ergebnisse hierzu liegen vor. 
Diskussion/Schlussfolgerungen 
Viele Krankenhäuser sind zur Zeit damit beschäftigt anhand des Kalkulationshandbuchs 
eine Kostenträgerrechnung aufzubauen. Allerdings sind die meisten Ansätze weder dazu 
geeignet dem Krankenhausmanagement geeignete Steuerungsinformationen an die Hand 
zu geben noch die Brücke zur Medizin zu schlagen. Beides wird in Zukunft aber für das 
Krankenhaus immer wichtiger. Die Prozesskostenrechnung bildet hierbei die richtige 
Grundlage [2, 3). Dennoch sollte das Potenzial der Prozesskostenrechnung zu mehr ge-
nutzt werden als nur zu einer verursachungsgerechteren Kalkulation. Sie sollte die 
Grundlage für ein darauf aufbauendes Prozessmanagement sein. Hierzu ist eine daten-
technische Anbindung die Grundvoraussetzung [1]. Mediziner und Ökonomen müssen in 
Zukunft enger Zusammenarbeiten. Dazu muss die Kostenrechnung so aufgebaut sein, 
dass sie dem Denken der Mediziner entspricht und die Verbindung medizinischer und 
Kostenrechnerischer Daten einen Nutzen für beide Seiten bietet. 
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Abstraktnummer 14/2 
Bewährter Inhalt in neuer Struktur: 
Pilotversion eines neuen medizinischen Prozedurenschlüssels 
(MPS) mit den Inhalten des OPS-301 
Zaiß A, Hanser S, Jakob R 
Universitätsklinikum Freiburg, Abt. Medizinische Informatik, Freiburg 
Einleitung 
Die methodischen Mängel des OPS-301 aus klassifi.katorischer Sicht sind seit vielen Jah-
ren bekannt. Das Kuratorium für Fragen der Klassifikation im Gesundheitswesen (KKG) 
beschäftigt sich deshalb seit Jahren mit der Frage einer Nachfolgeklassifikation [J) und 
hat dazu eine Studie*) in Auftrag gegeben. Im ersten Teil der Studie wurde für eine 
Auswahl von ca. 600 Kodes aus dem OPS-301 untersucht, ob und wie sich die medizi-
nischen Inhalte der ausgewählten OPS-Einträge mit den Methodiken des amerikanischen 
•) Die Machbariceiisstudie wurde finaMJert durch die im KKG vertretenen Organisationen, die Projektbetreuung cifolgte durch das 
DIMDI (Deutsches Institut für Medizinische Dokumentation und lnfonnation. www.dimdi.de). 
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PCS (2) und der französischen CCAM [3, 4) abbilden lassen [5). Dabei zeigte sich, dass 
sich die OPS-Inhalte mit der Methodik der CCAM voUständiger und mit besserer Ge-
nauigkeit abbilden lassen, sodass die Methodik: der CCAM als Basis für die Erstellung 
einer Pilotversion eines neuen Medizinischen Prozedurenscblüssels (MPS) gewählt wur-
de [5]. Im zweiten Teil der Studie sollten mit der Erstellung der Pilotversion folgende 
Fragen geklärt werden: 
• Wie können die OPS-Inhalte mit der Methodik der CCAM aufbereitet werden? 
• Welche Materialien der CCAM können adaptiert werden? Was ist zu ergänzen? 
• Wie sieht die Struktur des Schlüssels aus? 
• Wie kann eine Systematik mit hierarchischer Gliederung aussehen? 
• Wie kann die Umsetzung mit einer datenbankgestützten Lösung erfolgen? 
• Welche offenen Punkte müssen noch definiert werden? 
• Welche Vor- und Nachteile ergeben sich aus der neuen Struktur? 
Material und Methode 
Die CCAM besteht in der aktuellen Version aus einem systematischen Verzeichnis (3) 
und einem Anwendungshandbuch [4] mit Stammtabellen (Anatomie/physiologische 
Funktion, Verfahren, Zugang), redaktionellen Richtlinien und Kodierregeln. Die hierar-
chische Gliederung der Systematik und die genannten wichtigen Basismaterialien des 
Anwendungshandbuchs wurden zunächst auszugsweise ins Deutsche übersetzt [4] und 
im Rahmen der Erstellung der Pilotversion sukzessive adaptiert. Die Texte des OPS 
wurden unter Wahrung des Inhaltes gemäß den redaktionellen Richtlinien aufbereitet 
wobei gleichzeitig ansatzweise ein kontrolliertes Vokabular erstellt wurde. Für Inhalte 
des OPS, die auf Kodes der CCAM abbildbar waren, wurde die Kodestruktur der 
CCAM primär unverändert übernommen (z. B. ABCA002) und durch eine numerische 
Extension mit zwei Stellen ergänzt (z.B. ABCA002.0 l), um die feineren OPS-lohalte 
abzubilden. Für Inhalte des OPS, die nicht auf Kodes der CCAM abbildbar waren, wur-
den nach den Regeln der CCAM auf der Basis der Stammtabellen neue Kodes gebildet 
und mit einem „x" an 5. Stelle gekennzeichnet (z. B. EEQHxOl.O 1). Ziel war es, auf 
diese Weise nur l: 1-Abbildungen zwischen dem OPS und dem MPS zu erstellen und 
dabei gleichzeitig durch das Mapping von OPS nach CCAM Vergleiche zu ermöglichen. 
Jeder MPS-Eintrag wurde in die geringfügig adaptierte hierarchische Systematik der 
CCAM eingegliedert. Alle Arbeiten wurden nur EDV-gestützt mithilfe einer Datenbank 
gemacht. 
Ergebnisse 
Die Kodierregeln der CCAM basieren auf dem Prinzip der „umfassenden Maßnahme" 
und entsprechen damit dem monokausalen Verschlüsselungsprinzip des OPS. Sie können 
für den MPS weitgehend übernommen werden. Die redaktionellen Richtlinien der 
CCAM wurden auf die Texte des OPS angewandt. Die MPS-Texte haben nun ein feste 
Reihenfolge der Begriffe für Verfahren, Topographie und Zugang, ausformulierte statt 
implizite Inhalte der OPS-Texte und einheitliche Begriffe für den gesamten MPS. Die 
Stammtabellen konnten nahezu unverändert übernommen werden. Nur die Stammtabelle 
für Verfahren musste um einen Eintrag für „Versorgung" erweitert werden, da diese Ka-
tegorie in der CCAM nicht vorgesehen ist. Mit in das Vokabular eingearbeitet wurden 
neu auftretende klinische Begriffe des OPS, um diese auf einen Vorzugsbegriff für das 
angewandte Verfahren abzubilden. Die Generierung der MPS-Kodes mit einer l : ! -Ab-
bildung OPS nach MPS konnte bis auf die Resteklassen und Zusatzkodes problemlos 
durchgeführt werden. Die Abbildungsvorschriften für diese Kodes müssen noch erstelJt 
werden. Die Einordnung in die übersetzte hierarchische Gliederung der CCAM-Systema-
tik erforderte nur kleine Modifikationen. Die Datenbank enthält die MPS-Stammtabellen, 
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die bisherigen OPS-Elnträge mit Hierarchie, die neuen MPS-Einträge mit neuer Hierar-
chie und Mapping-Tabellen. Der MPS kann damit in unterschiedlicher Form EDV-ge-
stützt automatisch generiert werden. Für 78% der Kodes konnte eine 1 : L-Abbildung 
OPS nach MPS erreicht werden, wobei 34% einen entsprechenden CCAM-Kode haben 
und für 44 % neue MPS-Einträge erstellt werden mussten. Die restlichen 22% e ntfallen 
auf dfo nicht abbildbaren Resteklassen. 
Diskussion/Schlussfolgerungen 
Die Studie hat gezeigt, dass es möglich ist, die medizinischen Inhalte des OPS mit der 
dargestellten Merhode auf Basis der CCAM, einerseits zu bewahren und andererseits 
klassifikatorisch deutlich verbessert aufzubereiten. Die Verbesserungen betreffen die 
Textgestaltung mit kontro lliertem Vokabular, die multiaxialen Kodeinfonnationen und 
die unter klinischen Gesichtspunkten gestaltete Hierarchie für die Systematik. Für Eigen-
schaften des OPS, die von der CCAM abweichen, wie z. B. Resteklassen und Zusatz-
kodes, müssen aber noch zusätzliche Regeln abgestimmt und definiert werden. Zusätz-
liche Strukturen, z. B. für die medizinische Dokumentation, können entweder nach dem 
Vorbild der CCAM übernommen oder selbst definiert werden. Nach diesen Vorarbeiten 
unter dem Motto „Zuerst definieren, dann klassifizieren" erscheint eine weitgehende au-
tomatische 1 : J-Abbildung der Inhalte des OPS auf den MPS möglich und realisierbar. 
Die Eigenschaften des neuen MPS erleichtern die Umstellung aller davon betroffenen 
Systeme, wie z. B. das G-DRG-System, und Anwendungen. Die über die Stammtabellen 
und den multiaxialen Ansatz im MPS-Kode enthaltenen Informationen und die zusätzliche 
monohierarchische Gliederung der MPS-Systematik erlauben neue statistische Auswer-
tungen und Analysen, die bei der Weiterentwicklung des G-DRG-Systems sicher von 
Nutzen sind. Mirhilfe der 1 : 1-Abbildung können Zeitreihen von OPS-Kodes weiterge-
führt werden. Durch die zusätzliche Nutzung der zugeordneten MPS-Kodes können auch 
für alte OPS-Daten die neuen, verbesserten Auswertemöglichkeiten des MPS genutzt 
werden. Der Umstieg auf einen neuen Medizinischen Prozedurenschlüssel wird damit 
vereinfacht und kann ohne großen Bruch beim Anwender, in den Datenreihen und in 
den eingesetzten Systemen erfolgen. 
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Abstraktnummer 14/3 
Bewährter Inhalt In neuer Struktur: Abbildbarkeit von Inhalten 
des OPS-301 mit den Methodiken 
zweier medizinischer Prozedurenklassifikationen (PCS, CCAM) 
Hanser S, Zaiß A, Jakob R 
Universitätsklinikum Freiburg, Abt. Medizinische Informatik, Freiburg 
Einleitung 
Seit 1996 beschäftigt sich die AG PCS des Kuratoriums für Fragen der Klassifikation im 
Gesundheitswesen (KKG) mit der möglichen Ablösung des OPS-301-SGB V durch eine 
methodisch geeignetere Prozedurenklassifikation [l]. Die AG favorisierte zunächst das in 
den USA im Auftrag der HCFA entwickelte Procedure Goding System (ICD-10-PCS). Bei 
der Prüfung der deutschen Übersetzung wurde dem PCS eine gute Methodik, aber inhaJt-
liche Mängel in einem Ausmaß bescheinigt, das eine Einführung in der derzeitigen Form 
nicht sinnvoll erscheinen ließ. Eine Studie*) sollte 2002 klären, ob die OPS-Inbalte nach 
PCS-Methodik dargestellt werden können, mit dem Ziel eines inhaltlich verbesse1ten 
„G-PCS". Zu diesem Zeitpunkt wurde in Frankreich mit der Classification des Actes Medi-
caux (CCAM) eine weitere Prozedurenklassifikation veröffentlicht, deren Struktur sich mög-
licherweise für die OPS-Nachfolge eignete. Daher wurde die CCAM in die Studie mitein-
bezogen. Anhand einer Auswahl von OPS-Kodes sollten folgende Fragen geklärt werden: 
1. Ist es möglich, die gegenwärtig mit dem OPS-301 zur KodierUJ1g von Prozeduren zur 
Verfügung stehenden Inhalte mit der Methodik des PCS bzw. der CCAM abzubilden? 
2. Mit welcher Granularität ist die Abbildung jeweils möglich? 
3. Ist die Abbildung der OPS-Inhalte mit neuer Methodik ein geeigneter Weg zu einer 
neuen, methodisch besseren Prozedurenklassifikation? 
Material und •Methode 
OPS-301: Die amtliche deutsche Prozedurenklassifikation (seit 1994) basiert auf der 
ICPM der WHO und ist eine monobierarchische Klassifikation mit 4- bis 6stelligen (al-
pha-)numerischen Kodes. Der Kode repräsentiert einen bestimmten Platz in der Hierar-
chie. Vor allem die 5. und 6. Stellen sind inhaltlich unterschiedlich belegt, die Informa-
tionen an diesen Stellen somit nicht ohne weiteres auswertbar, dje Erweiterbarkeit ist 
limitiert („Platzmangel") (2). 
PCS: Das PGS ist eine rein multiaxiale Klassifikation mit 7stelligem Kode. Jede Stelle hat 
eine exakt definierte Bedeutung. Für jede der 7 Achsen steht ein kontrolliertes Vokabular 
zur Verfügung, das sämtliche sinnvollen Kombinationen zur Beschreibung einer Prozedur 
ermöglichen soll. Die Kodes sind nicht präkombinjert, dfo Beschreibung einer Prozedur 
ergibt sich aus der Aneinanderreihung der entsprechenden lnhaJte der Achsen [3, 4]. 
CCAM: Ein 4stelliger multiaxialer Teilkode vermittelt verhältnismäßig grobe inhaltliche 
Information über Anatomie (2 Stellen), Verfahren und Zugang; die Beschreibung einer 
Prozedur erfolgt differenziert durch einen zugeordneten Text. Eine nicht bedeutungstra-
gende laufende Nummer differenziert Einträge mit gleichem multiaxialen Teilkode. Die 
etwa 8000 vorgegebenen Einträge werden in einer primär topographisch geordneten, kli-
nisch praktikablen Hierarchie präsentiert [5, 6). 
') Oie M:w:hb:ltkeitsStudic wurde linanzien durch die im K KG venretenen Organisationen, die ProjektbcCJcuung erfolgte durch das 
DIMDI (Dcutsdles Institut für Medizinische Dokumenu11ion und lnfonnation. www.dimdi.de). 
lnfonna1ik, ß iome1rie und Epidemiologie in Med. u. Biol. 34/3 (2003) 
Abstracts der 48. Jahrestagung der GMDS 245 
vorgehen 
1. Festlegen eines Analysebereichs: 350 OPS-Kodes aus abteilungsbezogenen Ranglisten 
(häufig verwendete Kodes, „Breite") und alle Prozeduren an der Harnblase („Tiefe"), 
insgesamt 613 OPS-Kodes. 
2. Semantische Analyse der OPS-Inhalte: Jeder OPS-Text wurde zerlegt und die Inhalte 
den folgenden Kategorien zugeordnet: Bereich, Verfahren (grob/fein/Detail), Anato-
mie (grob/fein/Detail), Zugang (grob/Detail), Hilfsmittel und Sonstiges. 
3. Bewertung der Abbildbarkeit (Grobanalyse): Die Inhalte wurden auf die Achsen des 
PCS und der CCAM abgebildet. Ein quantitativer Vergleich der Abbildbarkeit Liber 
die Achsen des PCS/der CCAM wurde vorgenommen und eine Auflistung nicht ab-
bildbarer Inhalte erstellt. 
4. Bewertung der Granularität der Abbildung (Feinanalyse): eine möglichst präzise Zu-
ordnung des OPS-Kodes zu einem CCAM-Kode der vorliegenden CCAM-Version VO 
wurde durchgeführt. Für Anatomie, Verfahren und Zugang wurde die Granularität der 
Abbildung durch PCS und CCAM im Vergleich zum OPS bewertet. 
5. Erstellen einer Pilotversion: Nach Diskussion der Ergebnisse in der AG PCS und der 
Entscheidung für eine Adaptation nach CCAM-Methodik wurden Klassifikations- und 
Schlüsselstrukturen festgelegt und eine Pilotversion MPS (Medizinischer Prozeduren-
schlüssel) erstellt. 
Ergebnisse 
Grobanalyse: Die med. Inhalte des OPS sind mit beiden Klassifikationen gut abbiJdbar 
(90% PCS/94% CCAM). Die bessere Abbildbarkeit durch die CCAM gilt für jede der ver-
glichenen Achsen. Mehrfachabbildung war erforderlich in 12% (PCS) bzw. 9% (CCAM). 
Nicht abbildbar waren OPS-Restekategorien, die Zusatzkodes und bestimmte Verfahren, da 
sie nicht zur Kodierung vorgesehen sind. Hilfsmittel sind über die entsprechende PCS-Ach-
se nur grob abbildbar, die Abbildung diagnost./patholog.lnfonnationen nicht vorgesehen. 
Die CCAM kodiert diese Inhalte nicht, sie sind jedoch grundsätzlich abbildbar in den Tex-
ten. 
Feinanalyse: Die CCAM bildet das „Körpersystem" wesentlich gröber, das „Organ" aber 
feiner als das PCS ab. Das Verfahren wird nur grob abgebi ldet; während das PCS über 
andere Achsen nur wenig Granularität gewinnt („feiner/gleich" von 14% zu 28%), brin-
gen die Inhalte der Texte der CCAM eine deutliche Verbesserung („feiner/gleich" von 
11 % ZU 60%). 
Pilotversion: Die OPS-Inhalte sind mit den Methoden der CCAM sehr gut (1: 1) in ei-
nen neuen, methodisch deutlich verbesserten Prozedurenschlüssel mit guter Erweiterbar-
keit abbildbar. Bei der Erstellung neuer Einträge ergibt sich automatisch ein Mapping 
OPS - MPS: eine gute Voraussetzung für den angestrebten problemminirnierten Um-
stieg auf eine neue Klassifikation, vgl. auch [7]. 
Für die Methodik der CCAM sprechen auch qualitative Gesichtspunkte, u. a. die Ver-
wendung klinischen Vokabulars, die seltene Notwendigkeit von Mehrfachkodierung und 
die Präsentation der Einträge in einer klinisch sinnvollen Hierarchie. 
Diskussion/Schlussfolgerungen 
In dieser Arbeit wurde mit dem Ziel, den OPS-30 l durch eine besser strukturierte medi-
zinische Prozedurenklassifikation zu ersetzen, der Aufbau zweier in Frage kommender 
Kodier-Systeme verglichen und auf der Basis der Ergebnisse die Entscheidung für eine 
Methodik getroffen. 
Die semantische Analyse von Texten. bestehender medizinischer Prozedurenklassifikatio-
nen war ein initialer Schritt bei der Entwicklung der CEN-Nonn 1828 für die Struktur 
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medizinischer Prozedurenklassifikationen. Sowohl PCS als auch CCAM entsprechen die-
ser Nonn (6, 8, 9). 
Das PCS ist mit seinem rein multiaxialen, „atomaren" Aufbau und seinen standardisier-
ten Inhalten ein Vertreter eines Terminologiesystems der 2. Generation (10] und damit 
ein Fortschritt zu den „kodierten Listen" herkömmlicher Klassiftkationen - was die in-
haltlichen Mängel jedoch nicht aufwiegt. Die Entwickler der CCAM kombinieren eine 
multiaxiale Komponente mit der nutzerfreundlichen Auflistung der zur Verschlüsselung 
zugelassenen, inhaltlich feinen Prozedurenbescbreibungen. Die Inhalte für die Belegung 
der Achsen sind exakt definiert, Inhalte der Texte ebenfalls standardisiert, doch ohne auf 
die den Anwendern vertraute Sprache zu verzichten. 
Fazit: Die Abbildung der OPS-Inhalte mit der CCAM-Methodik führt zu einer neuen, 
methodisch besseren und anwenderfreundlichen ProzedurenkJassifikation bei Erhalt der 
derzeit zur Verfügung stehenden Information, ein Umstieg wird erleichtert durch eine 
mitentstebende Mappingtabelle OPS-MPS. 
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Abstraktnummer 14/4 
Erschllessung von Routinedaten mittels Vernetzung 
und Computerlinguistik 
Kaluscha R, Jacobi E 
Universität Ulm, Forschungsinstitut für Rehabilitationsmedizin, Bad Wurzach 
Einleitung 
Der rehabilitationswissenschaftliche Forschungsverbund Ulm hat ein Konzept entwickelt, 
das die Zusammenarbeit von Kostenträgern, Kliniken und Forschungseinrichtungen 
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durch eine gemeinsame Datenbasis, das so genannte „Patientenkonto", ermöglicht. In 
dieser Datenbank finden sich die Daten aus den vereinheitlichten Reha-Entlassberichten 
der deutschen Rentenversicherung (Blätter 1, la, lb, 2) sowie der Qualitätssicherung der 
LVA Baden-Württemberg, die routinemässig in 6 Reha-Kliniken erstellt werden. Die 
LVA Baden-Württemberg ergänzt aus ihrem Datenbestand sozio-ökonomischen Zusatz-
daten wie z. B. Rentenantragstellung, pseudonymisiert die Daten und speist sie in die 
Forschungsdatenbank des Verbundes ein [l]. 
Das zugrundeliegende Informationssystem erlaubt mittels einer Erweiterung des Daten-
bankmanagementsystems um eine Textauswertungskomponente die gemeinsame Auswer-
tung von strukturierten Daten und Freitexten [2]. Letztere wurde bislang für wissen-
schaftliche Fragestellungen kaum genutzt, obwohl sie durchaus wertvolle Informationen 
enthalten, da die Analyse von Freitexten als (zu) schwierig bzw. unzuverläsig gilt. 1m 
Folgenden wird am Beispiel der Ermittlung der Reha-Initiative ein praktikabler Ansatz 
vorgestellt, der die Gewinnung von Informationen aus Freitexten erlaubt. 
Material und Methode 
Da der Erfolg einer Reha-Massnahme wesentlich von der Mitarbeit des Rehabilitanden 
abhängt, ist es von Interesse zu erfahren, auf welche Initiative hin er das Heilverfahren 
durchführt. Ein einvernehmliche Massnabme wurde angenommen, wenn im Entlassungs-
bericht der Patient oder seine behandelnden Ärzte nach § 15 SGB V als Initiatoren ge-
nannt wurden. Eine eher fremdbestimmte Massnabme wurde angenommen, wenn die 
Krankenkasse bzw. der MDK nach § 51 SGB V oder der Rentenversicherungsträger, 
z. B. durch eine Umdeutung eines Rentenantrages, ursächlich waren. 
Im Rahmen der Studie wurden über 30.000 Entlassungsberichte daraufhin untersucht, ob 
sich computergestützt anband des Freitextes feststellen lässt, auf welche Initiative hin die 
Reha-Massnabme zustande kam. Diese Berichte standen in einer relationalen Datenbank 
(Oracle Si unter Linux) zur Verfügung, wobei die Freitexte ohne Formatierung aJs Cha-
racter Large Objets (CLOB) in die Datenbank integriert waren. Für die Indexierung und 
Auswertung der Texte kam die Intermedia Option der Datenbank zum Einsatz. 
Zunächst wurden durch freie Assoziation und Befragung von Reha-Medizinern je eine 
computerlinguistische Anfrage für den § 15 und den § 51 entwickelt, die an einer Zu-
fallsstichprobe von 200 Entlassungsberichten durch intellektuelle Kontrolle geprüft wur-
de. Die hier festgestellten Fehlklassierungen wurden dann durch Überarbeitung der An-
fragen weitestgehend beseitigt und an einer neuen Stichprobe von weiteren 200 Entlas-
sungsberichten validiert. 
Zur Illustration sei hier die Anfrage bez. §51 angeben: 
§51 
or near( (§, 51), 3, TRUE) 
or near( ($betreiben= $lnitiative=$anreg %=$einleiten 
=$Antrag %= $Anlass=$anraten=$empfehl %=$Wunsch, 
$Krankenkasse=MDK=$ Rentenversicherung=RV 
=$ Rentenveifahren= $ Rentenantrag), 9, FALSE) 
within sentence 
Die computerlinguistischen Anfragen werden in Gestalt des contains-Operators in SQL-
Anfragen eingebettet und tiefem numerische Scores, die als zusätzliche Variablen über 
entsprechende Oatenbank-Views zusammen mit den strukturierten Daten zur weiteren 
Auswertung in ein Statistikpaket (SAS V8) exportiert wurden. 
Ergebnisse 
Bereits nach dem zweiten Iterationsschritt wurden so gute Ergebnisse erzielt, dass auf 
eine weitere Verfeinerung der Anfragen verzichtet werden konnte. Für die Anfrage zum 
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§ 15 ergaben sich insgesamt 9 Fehlklassierungen aus den 400 Berichten (Fehlerquote 
2,25% mit 95%-Konfidenzintervall 1,0%-4,3%, Sensitivität 95,9%, Spezitivität 
97,0%), während die Anfrage zum § 51 lediglich 3 Fehlklassierungen lieferte (Fehler-
quote 0,75% mit 95%-Konfidenzintervall 0,2%- 2,2%, Sensitivität 97,5%, Spezitivität 
98,9%). Eine tiefgehende grammatische Analyse war hierfür nicht erforderlich, schon 
Boole'scbe Operatoren in Kombination mit Trunkierungs- und Lemmatisierungsoperato-
ren erzielten ein sehr gutes Ergebnis. 
Ein Vergleich der computerlinguistischen Bewertung mit der Bewertung von drei 
menschlichen Beurteilem bei 200 Berichten ergab ein hohes Mass an Übereinstimmung 
(Median der paarweisen Kappa-Werte: 0,71 beim § 15 bzw. 0,85 beim § 51, Kappa-
Werte von 0,68-0,90 beim § 15 bzw. 0,81 - 0,94 beim § 51), wobei die Übereinstim-
mung Mensch-Computer nicht auffällig von der Übereinstimmung Mensch-Mensch ab-
wich. 
Diskussion/Schlussfolgerungen 
Nachdem die Auswertung von Routinedaten oft an Datenschutzproblemen und inkom-
patiblen Informationssystemen und die Auswertung von Freitexten an der Komplexität 
menschlicher Sprache krankte, gelang hier mit handelsüblicher Hard- und Software die 
integrierte Auswertung von strukturierten Daten und Freitexten für einen grossen Daten-
bestand. 
Eine perfekte Analyse der Freitexte halten wir aufgrund der Komplexität menschlicher 
Sprache nicht für realistisch [3]; diese wurde daher nicht angestrebt, sondern durch einen 
eher statistischen Ansatz zur Bestimmung und Reduzierung der Fehlerquote ersetzt, wie 
er auch in anderen Bereichen des Information RetrievaJ Anwendung findet [4]. 
Der Auswertung von Routinedaten, wie sie hier vorgestellt wurde, eröffnen sich durch 
ihre zunehmende computergestützte Verfügbarkeit, z. B. im Rahmen des Datenaustau-
sches nach §§301/302 SGB V [5], künftig zahlreiche Anwendungen. 
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Abstraktnummer 15/1 
Beeinflussung der Prävalenzschätzung der peripheren 
arteriellen Verschlusskrankheit durch verschiedene Methoden 
der Bestimmung des Knöchel-Arm-Index 
Lange S, Darius H, Diehm C, Allenberg JR, Haberl R, von Stritzky B, Tepohl HG, 
Pittrow D, Trampisch HJ 
Ruhr-Universität Bochum, Medizinische Informatik, Biometrie und Epidemiologie, Bochum 
Einleitung 
Der frühzeitigen Erkennung einer peripheren arteriellen Verschlusskrankheit (AVK) 
kommt als Manifestation einer generalisierten atherothrombotischen Erkrankung eine be-
sondere Bedeutung zu. Die dopplersonografische Bestimmung des Knöchel-Arm-Index 
(Ankle Brachial Index [ABI]) stellt dabei eine schnelle, einfache und zuverlässige Me-
thode dar, um eine AVK festzustellen. Dabei werden für die Berechnung des ABI die 
systolischen Blutdruckwerte über der A. tibialis posterior und anterior beider Beine so-
wie über der A. brachialis herangezogen und in Beziehung gesetzt. Während aufgrund 
der resultierenden Kombinationsmöglichkeiten eine Mehrzahl von unterschiedlichen Be-
rechnungsmethoden für den ABI theoretisch in Betracht kommt, wird in Gui.delines nur 
eine Methode zur Berechnung empfohlen (1]. Allerdings finden sich in epidemiologi-
schen Studien Abweichungen davon [2- 4), und es wurde bis heute noch nicht an 
größeren Kollektiven untersucht, ob und inwieweit die verschiedenen Berechnungsmög-
lichkeiten die Prävalenzscbätzung der AVK und die Assoziation der AVK mit anderen 
Manifestationen der atherothrombotischen Erkrankung beeinflussen. 
Material und Methode 
Die German Epidemiological Trial on Ankle Brachial Index (getABI) Studie ist eine 
prospektive epidemiologische Beobachtungsstudie, die seit Oktober 2001 in 344 Haus-
arztpraxen in Deutschland durchgeführt wird [5]. Sie besteht aus der hier berichteten 
Querschnittserhebung und einem Follow-up über 3 Jahre. Das primäre Studienziel ist die 
Abschätzung der AVK-Prävalenz (definiert als ABI < 0.9) bei 6880 unselektionierten 
Hausarztpatienten ~65 Jahre. Außerdem wurde anband anarnnestischer Angaben die Ko-
morbidität mit einer zerebralen (CVD) und koronaren (KHK) Manifestation der athero-
thrombotischen Erkrankung von Patienten mit AVK im Vergleich zu denen ohne AVK 
erfasst. Für die Berechnung des ABI gingen die Beinarterienblutdrucke in jedem Bein 
auf die folgenden 4 Arten ein: (1) Der Höhere der beiden Beinarteriendrucke wurde ver-
wendet, (2) der Niedrigere, (3) nur der Blutdruckwert über der A. tibialis posterior und 
(4) nur der Blutdruckwert über der A. tibialis anterior. Als Methode (5) wurde der ABI 
nach Belastung, allerdings nur unter Berücksichtigung der A. tibialis posterior, best:llmnt. 
Als Trennpunkt für das Vorliegen einer AVK wurde ein ABI <0,9 in mindestens einem 
Bein für alle 5 Methoden verwendet. 
Ergebnisse 
Die Prävalenzschätzungen unterschieden sich deutlich zwischen Methode l (Prävalenz 
18,0 %) und 2 (34,5 %), während die Unterschiede zu und zwischen den Berechnungs-
methoden 3, 4 und 5 moderat waren (24,2, 29,0 bzw. 27,8%). Die Assoziation zwischen 
dem Vorliegen einer AVK und anderen Manifestationen der atherothrombotischen Er-
krankung wurde durch die Berechnungsmethode beeinflusst, solange das Odds Ratio 
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(OR) als Assoziationsmaß verwendet wurde; so schwankte das OR für den Zusammen-
hang zwischen AVK und KHK je nach Berechnungsmethode zwisch en 1,7 und 2,2 (am 
Trennpunkt ABI <0.9). Bei Verwendung von ROC-Kurven zur Darstellung des Zusam-
menhangs zeigten sich jedoch praktisch keine Unterschiede zwischen den verschiedenen 
Berechnungsmethoden. 
Diskussion/Schlussfolgerungen 
Die Daten zeigen eine hohe Prävalenz der AVK bei älteren Patienten in hausärztlicher 
Betreuung. Zwar beeinflussen unterschiedliche Berechnungsmethoden des ABI deutlich 
den Prävalenzschätzwert, allerdings hat das keinen Einfluss auf die Schätzung der Asso-
ziation zwischen der AVK und anderen Manifestationen der atherothrombotischen Er-
krankung. In epidemiologischen Studien zur AVK sollte entweder generell nur eine Be-
rechnungsmethode verwendet, oder es sollten je nach Berechnungsmethode angepasste 
Grenzwerte gewählt werden, um vergleichbare Daten zu erzielen. 
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Abstraktnummer 15/2 
lntrakoronare frakionale Flussreserve (FFR) zur Prädiktion 
von kardialen Ereignissen nach koronaren Stent-lmplantation 
Ergebnisse einer multivariaten Analyse 
Siebert U, Sroczynski G, Klauss V 
Universität München, Institut für medizinische Informatik, Biometrie und Epidemiologie, München 
Einleitung 
Die Bestimmung der Fraktionalen Fluß Reserve (FFR) erlaubt die funktionelle Beurtei-
lung koronarer Stenosen vor und nach einer Intervention. Ergebnisse einer großen Re-
gistratur zeigten, dass eine FFR von mehr als 0,95 mit einem guten klinischen Out-
lnformutik. ßiomciric und Epidemiologie in Med. u. ßiol . 34/3 (2003) 
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come nach einer Stent-lmplantation assoziiert ist [l, 2, 7). Die Anzahl der unters uchten 
klinischen und angiographischen Parameter war jedoch im Rahmen dieser Registratur 
begrenz. Ziel der vorliegenden Studie war es, den prognostischen Wert der FFR-Be-
stimmung nach einer koronarer Stent Implantation in einer prospektiven Kohortenstudie 
unter Berücksichtigung zahlreicher bekannten prognostischen Faktoren zu untersu-
chen. 
Material und Methode 
In diese Studie wurden 119 Patienten mit einer Stent-Implantation eingeschlossen, bei 
denen eine abschließende FFR gemessen wurde und die über einen Zeitraum von min-
destens 6 Monaten beobachtet wurden. Als schwerwiegende kardiale Ereignisse (major 
cardiac event, MACE) wurden Tod, Myokardinfarkt (MI) und Zielgefäß-Revaskularisie-
rung (TVR) berücksichtigt. Ein FFR-Wert von über 0,95 wurde als optimales funktionel-
les Ergebnis betrachtet. Mithilfe von univariaten and multivariaten logistischen Regressi-
onsanalysen wurden sowohl die rohen als auch adjustierten relativen Risiken (RR) 
einschließlich ihrer 95% Konfidenzintervalle (95% KI) der Variable FFR und weiterer 
Kovariablen berechnet. 
Ergebnisse 
Die prä-interventioneUen FFR-Werte erhöhten sich von 0,65 ± 0,15 auf 0,94 ± 0,06 
(p < 0,0001) nach einer Stent-Implantation. Während der Beobachtungszeit traten 18 Er-
eignisse (15%) auf, davon 15 (12,6%) TVR-Ereignisse. Der finale FFR-Wert nach einer 
Stent-lmplantation war bei Patienten ohne ein Ereignis signifikant höher als bei Patienten 
mit einem Ereignis (0,95 ± 0,05 vs. 0,88 ± 0,08, p = 0,001). ln der univariaten Regres-
sionsanalyse waren die Variablen Diabetes mellitus, linksventrikuläre Funktion, der no-
minale Stentdurchmesser und der post-interventionelle FFR-Wert mit einem höheren Ri-
siko für ein kardiales Ereignis assoziiert. ln der multivariaten Analyse dagegen waren 
lediglich der finale FFR-Wert (OR: 6,22; 95 % KI: 1,79- 21,62, p = 0,004) und die 
linksventrikulärte Funktion (OR: 0,95; 95 % KI: 0,92-0,99, p = 0,021) als unabhängige 
Prädiktoren für ein kardiales Ereignis signifikant. 
Diskussion/Schlussfolgerungen 
Diese Ergebnisse einer unselektierten Patientenkohorte zeigen, dass der FFR-Wert nach 
einer koronaren Stent-lmplantation ein starker und unabhängiger Prädiktor für kardiale 
Folgeereignisse ist. Es sollte in zukünftigen Studien untersucht werden, ob das Outcome 
nach einer Stent-lmplantation mittels FFR-Bestimmungen verbessert werden könnte. Im 
Vergleich zu einer Angioplastie allein konnte die koronare Stent-lmplantation die Reste-
noserate in vielen Patientengruppen reduzieren [3]. Jedoch sind Restenosen nach einer 
Stent-lmplantation nur schwer behandelbar und finanziell kostenaufwendig [4, 5). Des-
halb ist es von Nutzen, Patienten mit einem günstigen klinischen Outcome, bei denen 
kein weiterer medizinischer Nutzen bei zusätzlichen invasiven Interventionen zu e rwarten 
ist, zu identifizieren. FFR stellt einen funktionellen Index für den hämodynamischen und 
damit funktionellen Schweregrad der Koronarstenose dar. Bei Patienten mit einer ein-
fachen Gefäßerkrankung, die einer Ballon-Angioplastie unterzogen wurden, ist der FFR-
Wert ein zusätzlicher Prädiktor zu angiographischen Parametern [6]. Auch in einer kürz-
lich veröffentlichten multizentrischen Studie konnce der prognostische Wert von FFR 
nach einer koronaren Stent-lmplantation demonstriert werden (7). 
Unsere Studie hatte mehrere Limitationen. So war wie in vielen Kohortenstudien, die 
die Routinepraxis abbilden, die Patientenpopulation sehr heterogen. Es wurden keine 
Restriktionen bezüglich der Komorbiditiit vorgenommen und auch Patienten mit schwer-
wiegend reduzierter linksventrikularer Funktion, die zu einer erhöhte11 MortalitätsraJe 
beitrugen, wurde11 eingeschlossen. Ferner basierte der Schwellenwert für ein optimales 
lnfonnatilc. Biomeuic und Epidemiologie in Mcd. u. Biol. 3413 (2003) 
252 Abstracts der 48. Jahrestagung der GMDS 
funktionelles Ergebnis auf den Ergebnissen einer Swdie, die nicht zeitgemäße Stent-De-
signs anwendete. Es ist nicht bekannt, ob dieser Schwellenwert auf aktuelle Stent-De-
signs übertragen werden kann. Die dritte und größte Limitation jedoch ist, dass die 
Ergbnisse auf Beobachtungsdaten basieren 1111d deshalb potentiellen Confounding umer-
liegen. Obgleich ein reduzierter post-interventioneller FFR-Wert ein. unabhängiger Prä.-
diktor für das Risiko eines zukünftigen kardialen Ereignisses ist, untersuchte diese Snl-
die nicht, ob zusätzliche Interventionen bei Patienten mit einem. niedrigen 
post-interven.tionellen FFR-Wert ein reduziertes Risko far ein kardiales Ereignis bewir-
ken. Um diese Frage beantworten zu können, müssen zusätzliche Studien durchgeführt 
werden. 
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Abstraktnummer 15/3 
Venöse Erkrankungen der Beine und erhöhter Blutdruck: 
Ergebnisse einer bevölkerungsbasierten Querschnittsstudie 
Jöckel KH, Stang A, Bromen K, Schuldt K, Pannier-Fischer F, Bock E, Weber S, Rabe E 
Universitätsklinikum Essen, Institut für Medizinische Informatik, Biometrie und Epidemiologie, Essen 
Einleitung 
Ein erhöhter Blutdruck ist ein gesicherter Risikofaktor für arterielle Erkrankungen; bei 
venösen Erkrankungen, etwa den phlebologischen Erkrankungen der Beine ist dieser 
Faktor vergleichsweise wenig untersucht. 
Informatik, Biometrie und Epidemiologie in Med. u. Biol. 3413 (2003) 
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Material und Methode 
In einer bevölkenmgsbasierten Querschnittsstudie in Bonn und im ländlichen Umland 
wurden 3072 Personen im Alter zwischen 18 und 79 Jahren im Zeitraum von Novem-
ber 2000 bis März 2002 detailliert zu potentiellen Risikofaktoren befragt (standardisierte 
Anamnese) und einer körperlichen Untersuchung (einschließlich Duplex-Sonographie der 
venösen Beingefäße) unterzogen. Der Response betrug 59%. Eine chronisch-venöse In-
suffizienz (CVD lag vor, sofern die klinische Klassifizierung in mindestens einem Bein 
bei mindestens C3 lag. Bei 1291 Männer und 1642 Frauen konnte der Blutdruck be-
stimmt werden. Dies erfolgte standardmäßig mit einem automatischen Blutdruckmess-
gerät (Omron M3, Firma Omron) und nur in Ausnahmefällen manuell. Eine unkontrol-
lierte Hypertonie wurde unterstellt, sofern RRsys ;::: 160 [mm Hg] oder RRdia ;:::95, eine 
Hypertonie wurde als grenzwertig („Borderline") eingestuft, falls RRsys ;::: 140 oder 
RRdia ;:::90 ohne gleichzeitiges Bestehen einer unkontrollierten Hypenonie. Als poten-
tielle Confounder wurden betrachtet und in der Analyse berücksichtigt: Geschlecht, BMI 
[kg/m2] und Alter [Jahren]. Die statistische Analyse erfolgte mittels logistischer Regres-
sion, wobei BMI und Alter als stetige Variable, (grenzwertige) Hypertonie als klassierte 
Variable im Model Berücksichtigung fanden. Zusätzlich zu den Odds Ratios wurden 
95 % Konfidenzintervalle (95 % Kl) berechnet. Der mittlere Blutdruck wird mit seiner 
Standardabweichung (SD) dargestellt. 
Ergebnisse 
Innerhalb des Kollektivs mit Messung des Blutdrucks lag eine unkontrollierte Hypertonie 
(bzw. Borderline) bei 25 (35)% der Männer und 20 (28)% der Frauen vor. Die Prävalenz 
einer CVI betrug ca. 10% bei normotonen Personen, 17% bei männlichen und 21 % bei 
weiblichen Borderline-Hypertonikern sowie 22 % bei männlichen bzw. 33 % bei weibli-
chen Hypertonikern. Sowohl Männer als auch Frauen wiesen deutlich höhere diasto-
lischen und systolische Blutdrucke auf, falls eine CVI vorlag, so betrug der mittlere di-
astolische Blutdruck bei Frauen mit einer CVI 84,9 (SD: 12,3), bei Männern 85,3 (SD: 
10,2) vs. 80,2 (SD: 11) bei Frauen und 83, bei Männern (SD: 10,6) ohne Vorliegen einer 
CVI. Das Odds Ratio einer CVI für Borderline-Hypertonie betrug 2,2 (95 % K.I: 
1,75-2,84), das der Hypertonie 3,6 (95 % Kl: 2,78-4,57). Nach Adjustierung für Ge-
schlecht, Alter und BMI wurde dieses Risiko auf 1,4 (95 % K.I: 1,02- 1,80) und das der 
Hypertonie l ,6 (95% K.I: 1,15- 2,10) abgesenkt. 
Diskussion/Schlussfolgerungen 
Ein erheblicher Anteil des (scheinbaren) Risikos des erhöhten Blutdrucks für CVI ist 
auf Alter und Übergewicht zurückzuführen. Jedoch besteht auch nach Adjustierung für 
diese Risikofaktoren ein erhöhtes Risiko, dem in weiteren Studien nachgegangen werden 
so Ute. 
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Abstraktnummer 15/4 
Prospektive Studie über die Entstehung variköser Venen 
über einen Zeitraum von 2 Dekaden (Bochumer Studie 1-IV) 
Stücker M, Reich S, Robak-Pawelczyk B, Altmeyer P, Schultz-Ehrenburg U 
Ruhr-Universität Bochum, Klinik für Dermatologie und Allergologie, Bochum 
Einleitung 
Zahlreiche Querschnittstudien lieferten bereits umfassende Daten zur Epidemiologie vari-
köser Venen (1-4). Ziel der Bochumer Studie (BO) war es, als prospektive longitudinale 
Studie frühe Stadien in der Entstehung variköser Venen zu untersuchen. 
Kollektiv und Methoden: Es wurden in 4 Untersuchungsserien mittels Fragebogen, einge-
hender körperlicher Untersuchung, Doppler- und Duplex-Sonographie (nur BO IV) und 
Photoplethysroographie Daten von Schülern an 11 Bochumer Gymnasien erhoben. Der 
erste Durchgang begann 1982/83 mit 740 Schülern im Alter von 10- 12 Jahren (BOI). 
In den folgenden Untersuchungen wurde aufgrund von Umzug, Sch ulwechsel. Zeitman-
gel und mangelndem weiterem Interesse ein Rückgang der Teilnehmerzahl beobachtet 
(5, 6). 
Ergebnisse 
Einige der wichtigsten Ergebnisse wurden i.n der Tabelle zusammengefasst. 
BO 1 (1982183) BO 11 (1986187) BO m (1990/91) BO IV (2001/02) 
10-12 Jahre: 14-16 Jahre: 18- 20 fahre: 30-32 Jahre; 
n = 140 n=518 n=459 n= 136 
~ = 396, ö - 344) (9 = 292. ö ~ 226) <9 =253. 0 - 206 (9 =87. ö ~ 49) 
Saphcnnrcnux V. saph. magna 2,4% 10.4% 13.5% 20.6% 
V. saph. parvn 0.1 % 1,9% 6.3 % 5.9% 
Große Varizen V. saph. mngna 0.0% t.6% 2.0% 11,0% 
V. saph. pnrva 0.0% 0,2% 1,3% 1,5% 
Seitenliste 0,0% 0.8% 5.0% 17.7% 
Vv. pcrforantes 0,0% 4,1 % 5,2% 25.7% 
Kleine Vari1.en Retikufärc Varizen 10,7% 30,3% 35.3% 74,3% 
Besenreiser 0,0% 3.7% 12,9% 50,4% 
Photoplethysmogmphie 25.1±12.8 $ 39.9 ± 18,4 s 48,4 ± 18.9s 34.7 ± 9,35 s 
(Menn ±SO) 
Diskussion 
Die erhobenen Ergebnisse unterstützen das dualistische Konzept der Patbogenese varikö-
ser Venen. Retikuläre Varizen und Besenreiser, für deren Entstehung Venenwandfaktoren 
verantwortlich gemacht werden, waren bereits in frühen Altersgruppen (BOI und BO Il) 
unabhängig von anderen Refluxen zu beobachten. Dagegen erschienen größere Varizen, 
denen Refluxe vorausgingen, signifikant später. In der Photoplethysmographie war von 
BO 1 nach BO lli eine Zunahme der venösen Füllungszeit als Zeichen der altersabhängig 
progredienten Funktion der Wadenmuskelpumpe zu beobachten. Statistisch konnte nur 
ein schwacher Trend für eine familiäre Disposition in der Entstehung großer Varizen 
gefunden werden. Wie in bisherigen Studien konnte ein mit dem Alter zunehmende 
Prävalenz variköser Venen beobachtet werden (1-4), Die der Entstehung großer Vari-
lnfonnatik. Biometrie und Epidemiologie in Med. u. ßiol. 3413 (2003) 
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zen vorausgehenden Refluxe bieten eine präklinisches Zeichen, um das individuelle 
Risiko für Varizen abschätzen und entsprechende Prophylaxe anwenden zu können. 
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Abstraktnummer 16/1 
Der geometrische Mittelwert in der Kalkulation 
der German Diagnosis Related Groups 
Stausberg J, Hüsing J 
Universitätsklinikum Essen, Institut für Medizinische Informatik, Biometrie und Epidemiologie, Essen 
Einleitung 
Mit der Verordnung zum Fallpauschalensystem für Krankenhäuser (KFPV) hat der Ge-
setzgeber am 19. September 2002 alle Informationen bereitgestellt, die für einen (freiwil-
ligen) Start von Krankenhäusern mil den German Diagnosis Related Groups (G-DRGs) 
zum 1.1.2003 erforderlich waren [5]. Im Dezember 2002 veröffentlichte 3M Medica ei-
nen Projektbericht, in dem die Vorgehensweise zur Ermittlung der Bewertungsrelationen 
beschrieben ist [l]. Des weiteren werden dort in Ergänzung der KFPV u. a. Informatio-
nen zu Demographie, Diagnosen, Prozeduren und Kosten bereitgestellt. Dem Leser die-
ses Berichts wird der Eindruck von Transparenz und logischer Konsequenz vermittelt. 
Bei näherer Betrachtung zeigt sich jedoch, dass wichtige Informationen zur Bemteilung 
der Ergebnisse, d. h. der Bewertungsrelationen, als auch der DRG-Definitionen fehlen. 
Zudem werden statistische Verfahren eingesetzt, deren Auswirkungen auf die Kalkula-
tion nicht unmittelbar nachzuvollziehen sind. Insbesondere handelt es sich um den geo-
metrischen Mittelwert, welcher bei der Kalkulation an Stelle des arithmetischen Mittel-
wertes eingesetzt wurde. Wir wollen im Folgenden im Rahmen einer Simulation zur 
G-DRG H04A „Cholezystektomie ohne endoskopischen Gallenwegseingriff mit äußerst 
schweren oder schweren CC" (CC = Komplikationen oder Komorbidität) die erheblichen 
Auswirkungen des Vorgehens bei der Kalkulation auf die Erlösseite darstellen. Hierzu 
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werden die einzelnen Schritte der Kalkulation nachvollzogen und die verbleibenden Kos-
ten mit den Ursprungsangaben der Krankenhäuser verglichen. 
Material und Methode 
Für eine Simulation mit G-DRG H04A müssen einige Annahmen getroffen werden. Aus-
tralische Daten der donigen Kalkulation 199912000 (2, 3] weisen eine Liegedauer im arith-
metischen Mittel von 7 Tagen mit gleicher Standardabweichung aus. Die Fallzahl in dieser 
Kalkulation lag bei rund 3200. Die Kosten betrugen im arithmetischen Mittel 3500 EURO 
pro Fall, die Standardabweichung wird mit 3500 EURO angenommen. Wir gehen davon aus, 
dass jeder Tag immer 500 EURO kostet. Die in den Krankenhäusern angefallenen Kosten 
liegen somit bei insgesamt 11200000 EURO. Im Regelfall verhält sich die Verteilung von 
Liegedauer und Kosten so, dass es mehr Extremwerte nach oben gibt als nach unten. Nach 
unten besteht mit einem Tag bei der Liegedauer und mit 0 EURO (in unserem Beispiel 500 
EURO, in der Kalkulation durch 3M Medica 10 EURO) bei den Kosten auch eine natürli-
che Grenze. Man spricht von einer rechtsschiefen Verteilung. Zur Kennzeichnung dieser 
Verteilung wird gerne das geometrische Mittel verwendet. Wichtig ist noch die Annahme, 
dass die Werte für Verweildauer und Kosten nach Logarithmierung normalverteilt sind. 
Ergebnisse 
In der Kalkulation wird das der Bewertungsrelation zu Grunde gelegte geometrische Mit-
tel der Kosten über drei Schritte ermittelt. Unter allen 3200 Fällen liegt dieses bei 
2455 EURO, also 30% unterhalb des arithmetischen Mittels. 
Schritt l : Nach Logarithmierung der Kosten werden Fälle jenseits von 3 Standard-
abweichungen, d. h. diejenigen mit besonders hohen und besonders niedrigen Kosten, 
ausgeschlossen. Es verbleiben 3 196 Fälle in der G-DRG H04A mit einem Gesamt-
budget in Höhe von 11 051 768 EURO. 
Schritt 2: Die untere Grenzverweildauer (UGV) wird als 1/3 des geometrischen Mit-
telwertes bestimmt. Sie liegt somit bei 2 Tagen. Die obere Grenzverweildauer (OGV) 
wird durch die Addition von 14 Tagen zum geometrischen Mittelwert festgelegt. Hier-
durch soll der gesetzlichen Forderung Rechnung getragen werden, dass 5-6% des 
Gesamtbudgets auf die bei Überschreiten der OGV zu zahlenden Entgelte entfällt. 
Bei uns ergeben sich für die OGV 19 Tage. Alle Fälle mit einer Liegedauer unterhalb 
der unteren Grenzverweildauer und oberhalb der oberen GrenzverweiJdauer werden 
aus den nach Schritt 1 verbliebenen Fällen ausgeschlossen. Übrig bleiben 2777 Fälle, 
das Gesamtbudget liegt nun bei 8 672 571 EURO. Es werden somit deutlich mehr als 
5-6% des Budgets ausgeschlossen. 
Schritt 3: Als Grundlage der Bewertungsrelation wird nun das geometrische Mittel 
bestimmt. Es liegt in unserem Beispiel bei 2571 EURO. 
Diskussion/Schlussfolgerungen 
Als mittlere Kosten eines Falles der G-DRG H04A könnte nun in Veröffentlichungen das 
geometrische Mittel von 2571 EURO angeführt werden. Auch das arithmetische Mittel ist 
nach Schritt 2 auf 3123 EURO gesunken. Soweit die Selbstverwaltung der Vorstellung folgt, 
dass die Erlöse über DRGs den mittleren Kosten entsprechen, ließe sich für ein „scharf' 
gestelltes System Folgendes annehmen. Auch im Jahre 2003 werden 3200 Fälle behandelt. 
Hierbei wird ein Unterschreiten von UGV ebenso wie ein Überschreiten der OGV durch die 
Krankenhäuser vermieden. Eine Verwendung des geometrischen Mittels führt dann zu Erlö-
sen in Höhe von 8 227 200 EURO, des arithmetischen Mittels von 9 993 600 EURO. Vom 
Budget in der Kalkulation werden somit 1,2-3,0 Mill. EURO einbehalten. 
Richtig ist, dass das geometrische Mittel nur der Ermittlung der Bewertungsrelationen 
dient. Im Anhang zum Projektbericht wird als mögliche Lösung die Ermittlung der Ba-
serate über das arithmetische Mittel der Kosten aller Fälle aller Gruppen beschrieben, 
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aber nicht festgeschrieben. Die tatsächlichen Effekte aus dem skizzierten Vorgehen sind 
daher kaum zu beurteilen. Eine Prüfung mit Echtdaten ist ebenfalls nicht möglich; wich-
tige Verteilungsparameter wie Standardabweichung von Liegedauer und Kosten wurden 
nicht veröffentlicht. Dieses Vorgehen erinnert an die Anfänge der DRG-Konstruktion, als 
Thomsen, Fetter und Mross Krankenhausfälle von 1970 über die Liegedauer in Gruppen 
einteilten, um anschließend festzustellen, dass die Homogenität der Verweildauer in die-
sen Gruppen natürlich extrem gut war, da die Liegedauer bereits als Konstruktionsmerk-
mal verwendet wurde [4]. So kann auch für das Vorgehen bei den G-DRGs angenom-
men werden, dass die oben beschriebenen Schritte nicht nur das Budget verkleinern, 
sondern auch die Heterogenität der Medizin und der Versorgung verdecken. 
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Dezember 2002. http://www.g-drg.de/ [letzter Zugriff am 23.1.2003]. 
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Abstraktnummer 16/2 
Wird der Aufwand der lntensivbehandlung im DRG-System 
adäquat abgebildet? 
Gräber S 
Universität des Saarlandes, Institut für Medizinische Biometrie, Epidemiologie und Medizinische Infor-
matik, Homburg 
Einleitung 
Intensivbehandlung ist wegen des hohen personellen und materiellen Aufwands teuer. Da-
her ist es für die Krankenhäuser, die Intensivbehandlung durchführen, sehr wichtig zu wis-
sen, ob die Intensivkosten im pauschalen Abrechnungsverfahren nach DRGs angemessen 
entgolten werden. Dazu können die Intensivkosten den Erlösen gegenübergestellt werden. 
Während die Erlöse relativ einfach ermittelt werden können, wenn eine DRG-konfonne Do-
kumentation vorliegt, ist eine detaillierte Kostenrechnung für Intensiveinheiten aufwändig. 
Als Surrogatrnerkmal für den Aufwand einer Intensivbehandlung gilt der TISS-28-Score. 
Mit zusätzlichen Annahmen können die Punkte des TISS-Scores in Kosten umgerechnet 
werden, so dass analysiert werden kann, inwieweit der Erlös die lntensivkosten deckt [l, 2]. 
Material und Methode 
Um Daten für den Krankenhausplan zu gewinnen, wurde im Saarland vom 01.09. bis 
30.11.2001 eine flächendeckende Erhebung der intensivmedizinischen Versorgung durch-
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geführt. Neben anderen Merkmalen wurde für alle Patienten an jedem Aufenthaltstag auf 
einer Intensiveinheit der TISS-28-Score bestimmt. Diese Datensätze wurden in den Uni-
versitätskliniken des Saarlandes (mit einem ,,record Linking" über die Fallnummer) mit 
Diagnosen und Prozeduren aus dem Patientendatenmanagementsystem SAP IS-H er-
gänzt. Mit diesen Angaben wurden 1505 Intensivpatienten mit dem Grouper DRG-Scout 
(Finua SBG, Berlin) sowohl nach AR-DRG als auch nach G-DRG gruppiert. In beiden 
Systemen decken 17 verschiedene Basis-DRGs etwa 50 % der Patienten ab. Bis auf das 
Paar F05-F7 J handelt es sich um die gleichen DRGs, wobei die Reihenfolge unter-
schiedlich ist (siehe Abbildungen 1 und 2). Die Basis-DRG B70 (Apoplexie, n = 32) 
wurde ausgeschlossen, weil bei der Intensivbehandlung von Schlaganfallpatienten ein 
(gemessen in TISS-Punkten) unverhältnismäßig hoher Aufwand betrieben wurde. Nach 
Ausschluss der Fehler-DRG 901 wurden 15 Basis-DRGs in die Analyse einbezogen 
(„häufigste DRGs"). 
Für die Berechnung der Erlöse nach den australischen Kostengewichten wurde ein Sockel-
betrag („Base rate") von DM 4.388 zugrunde gelegt. Dieser Betrag wurde im Rahmen eines 
Benchmarking der deutschen Universitätskliniken im Jahr 2001 ermittelt. Im G-DRG-Sys-
tem wurde eine krankenhausspezifische Base rate von € 2.960 angenommen. 
Zur Berechnung der Kosten der lntensivbehandlung wurde angenommen, dass jedem 
TISS-Punkt ei n fester Betrag zugeordnet werden kann. Aus publizierten Untersuchungen 
[J- 3) wurde ein Betrag von 70 DM pro TISS-Punkt und Tag abgeleitet, d. h. die 
Intensivkosten in DM wurden patientenbezogen geschätzt, indem die Summe der wäh-
rend des Aufenthalts auf der Intensiveinheit erreichten TISS-Punkte mit 70 multipliziert 
wurde. 
ielgrößen waren der Anteil der lntensivkosten an den bei bei Abrechnung nach DRGs 
zu erwartenden Erlösen sowie bei Gruppierung im AR-DRG-System zusätzlich die Dif-
ferenz dieses Anteils zum Anteil der lntensivbehandlung („critical care"), der in der aus-
tralischen DRG-Kalkulation ausgewiesen ist [4]. 
Ergebnisse 
Tabelle 1 zeigt Maßzahlen für den Anteil der Intensivkosten am Erlös für beide Systeme. 
Er liegt bei Gruppierung nach G-DRG höher als bei Gruppierung nach AR-DRG, da die 
deutschen Relativgewichte durchweg niedriger sind als die australischen („Victoria cost-
weights"). 
Tabelle 1: Maßzahlen für den Anteil der Intensivkosten am Erlös 











Beim Vergleich der Verteilungen des Anteils für die häufigsten DRGs in den Abbildun-
gen 1 und 2 ergibt sich ein differenzierteres Bild. Die Boxplots für die Basis-DRGs B02, 
F06, 108 und HOl sind in beiden Abbildungen fast gleich. Bei der Gruppierung nach 
G-DRG im Vergleich zu AR-DRG kann ein Rückgang des Anteils für EOl, G03, G02 
und GOl festgestellt werden. Bei den restlichen Basis-DRGs nimmt er zu. Außerdem 
fälJt auf, dass er bei A07 (vgl. A06 in Abbildung 1) sehr groß ist. 
Mit Ausnahme von EOl und GOI liegt in Abbildung 1 der Median des Anteils zwischen 
0,25 und 0,5, in Abbildung 2 dagegen nur noch bei B02, G03, G02, GOI, HOl , F08, 
F06 und I08. 
Mit Ausnahme von A06 sind die Anteile der Intensivkosten am Erlös immer größer als 
die australischen Anteile, wobei die kleinste Differenz 20 Prozentpunkte beträgt. 
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In verschiedenen Untersuchungen wird bezweifelt, dass der Erlös bei Abrechnung nach 
DRGs die Kosten für den Aufwand der Intensivbehandlung deckt. Beispielsweise sind 
Staudacher et al. der Meinung, dass intensivmedizinische Leistungen zu den nicht genü-
gend im DRG-System abgebildeten Bereichen der klinischen Versorgung gehören. Sie 
sprechen daher von einem hohen finanziellen Risiko für d ie Krankenhäuser [5]. Auch 
Martin et al. fordern eine bessere Abbildung der Intensivmedizin im DRG-System [6]. 
Diese Aussagen lassen sieb aufgrund der vorliegenden Analyse bestätigen. Bei Gruppie-
rung nach AR-DRG müssten für die betrachteten Basis-DRGs für d ie Hälfte der Fälle 
zwischen 23 % und 65 % des Erlöses für die Intensivbehandlung aufgewendet werden, 
bei Gruppierung nach G-DRG sind es zwischen 28 % und 94 % (Tabelle 1). Der Median 
des Anteils liegt nie unter 0,25. Das ist sehr hoch, wenn man bedenkt, dass es sieb 
überwiegend um operierte Patienten handelt, die nur kurzzeitig eine Intensivbehaodlung 
benötigen. 
Die australischen Kostenanteile für Intensivbebandlung werden bei allen DRGs mit Aus-
nahme von A06 erheblich überschritten, d. h. nur für langzeitbeatmete Patienten würden 
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bei Abrechnung nach AR-DRG die Kosten der lntensivbehandlung durch den Erlös ge-
deckt. Bei Abrechnung nach G-DRG führt aber eine Langzeitbeatmung zu sehr hohen 
Kosten (Abbildung 2). Das würde sich besonders für Krankenhäuser der Maximalversor-
gung defizitär auswirken. 
Bei der Interpretation der Ergebnisse ist zu berücksichtigen, dass die Untersuchung in 
einem Universitätsklinikum durchgeführt wurde, während den australischen DRG-Kalku-
lationen Daten aus Krankenhäusern aller Versorgungsstufen zugrunde liegen, und dass 
zum Zeitpunkt der Erhebung eine DRG-konforme Dokumentation noch nicht flächen-
deckend durchgeführt wurde. Nur eine genaue klinikinteme Kostenanalyse könnte Auf-
schlüsse darüber liefern, ob es sich um eine Überschätzung des Aufwandes der lntensiv-
behandlung im Rahmen dieser Erhebung handelt. 
Es ist zu prüfen, ob der Aufwand im Hinblick auf die Abrechnung nach DRGs grund-
sätzlich reduziert werden müsste. Ferner müsste man versuchen, auf die Kalkulation im 
deutschen DRG-System Einfluss zu nehmen. Staudacher et al. schlagen daher vor, wei-
tere DRGs einzuführen, mit denen die besonderen Belange der lntensivmedizin abgebil-
det werden können, oder ein separates Entgelt zu vereinbaren [5). 
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Abstraktnummer 16/3 
Einfluss operationaler Falldefinitionen auf den Zielparameter 
„Kosten" am Beispiel der Erkrankungsgruppen 
„Maligne Lymphome" und „Diabetes mellitus" 
Ihle P, Köster 1 
Universitätsklinikum Köln, Forschungsgruppe Primärmedizinische Versorgung, Köln 
Einleitung 
Bei der Analyse von Daten der Gesetzlichen Krankenkassen für Forschungszwecke (Se-
kundärdatenanalyse) müssen Personen mit Zielerkrankungen operational und kontextbezo-
gen definiert (interne Validierung), da eine externe Validierung aufgrund des Datenzugangs 
bzw. aus datenschutzrechtlichen Griinden nicht möglich ist. Hierbei SLnd - wie auch bei 
klinischen Studien bedingt durch Ein- und Ausschlusskriterien - zwei Gruppen von Per-
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sonen unter auswertungstechnischen Gesichtspunkten besonders zu erwähnen: Zum ei-
nen diejenigen Patienten, die nicht eindeutig einer Krankheitsentität zuzuordnen sind 
(„Mischformen"), zum anderen die „Grenzfälle", also solche, die - nach den vorliegen-
den Angaben - als epidemiologisch „fraglich" einzustufen sind. Bei der Auswertung 
von Inanspruchnahmeparametem in der Versorgungsforschung oder deren Kosten in ge-
sundheitsökonomischen Analysen verändern diese Gruppen in relevanter Höhe die Er-
gebnisse, je nachdem, ob die Mischformen als eigene Gruppe behandelt oder anderen 
Entitäten zugeordnet werden, oder - wie bei Grenzfällen zuweilen sinnvoll und be-
gründbar - in der weiteren Analyse unberücksichtigt bleiben. Diese von Studie zu Stu-
die unterschiedliche Vorgehensweise verhlndert einen Vergleich der Ergebnisse und 
macht eine Hannonisierung dringend erforderlich. 
Material und Methode 
Im Rahmen der Teilprojekte „Versorgungsepidemiologie" und „Gesundheitsökonomie" 
des Kompetenznetzes „Maligne Lymphome" wurden aus den Daten der AOK Hessen 
und KV Hessen (N = 1,9 Mio. Versicherte) über eine Vollerhebung alle Patienten mit 
möglichen Lymphomerkrankungen selektiert, deren soziodemographische Daten und Be-
handlungsdaten (ambulante Krankenscheindaten, Verordnungsdaten, stationäre Aufenthal-
te, Leistungen nichtärztlicher Leistungserbringer) erhoben und - nach Pseudonymisie-
rung von Patienten und lnstitutionskennzeichen - analysiert. Parallel hierzu wurde eine 
Versichertenstichprobe mit konstantem Auswahlsatz von 18,75 % gezogen (n = 450 000) 
und hinsichtlich der Erkrankung Diabetes mellitus" ausgewertet. Beobachtungszeitraum 
sind jeweils 4 Kalenderjahre 1998 bis 2001. 
Ergebnisse 
In einer durchgeführten Cost of illness study zu den direkten und indirekten Kosten von 
prävalenten Fällen ,,Maligner Lymphome" für das Jahr 2000 lag der Anteil der ,,Misch-
formen" bei knapp 10%, der Anteil der Grenzfälle bei knapp 20%. Die direkten Kosten 
der „Mischformen" lagen im Schnitt 40 % höher als die Gesamtgruppe der Lymphompa-
tienten, die Kosten der „Grenzfälle" hingegen deutlich niedriger. Die Ergebnisse werden 
exemplarisch vergleichend dargestellt und diskutie1t. 
Diskussion/Schlussfolgerungen 
Bei der Analyse von Sekundärdaten kommt der operationalen Definition der Erkran-
kungsgruppen sowie der Entscheidung über die Einbeziehung und Zuordnung der Er-
krankungsgruppen eine große Bedeutung zu. Insbesondere die Problemgruppen ,,Misch-
formen" und „Grenzfälle" stellen oft hohe Erkrankungsanteile dar und unterscheiden 
sich hinsichtlich relevanter Auswertungsparameter signifikant von der ,,Normalgruppe", 
sodass sie die Ergebnisse selektiv „verzerren" können. Die in der jeweiligen Analyse 
eingeschlagene Vorgehensweise ist daher zu dokumentieren und deren Auswirkung auf 
die Zielparameter quantitativ zu benennen, um den Vergleich mit anderen Studien zu 
ermöglichen. 
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Abstraktnummer 16/4 
Zur Aussagekraft von sozio-demograplschen und 
diagnosebasierten Ausgleichsparametern 
im Risikostrukturausgleich - Ergebnisse empirischer Analysen 
an Prozessdaten einer ostdeutschen Regionalkasse 
Behrend C, Holle R, Reitmeir P, Wasem J 
GSF-Forschungszentrum für Umwelt und Gesundheit GmbH, Institut für Gesundheitsökomie und Ma-
nagement im Gesundheitswesen (IGM), Neuherberg 
Einleitung 
Als monetärer Ausgleichsmechanismus zwischen den gesetzlichen Krankenkassen soll 
der Risikostrukturausgleich (RSA) die finanziellen Wirkungen unterschiedlicher Risiko-
strukturen von Versichertenbeständen neutralisieren. Ziel ist es, Risikoselektion seitens 
der Kassen zu vermeiden und Chancengleichheit im Kassenwettbewerb zu gewährleisten. 
Die Ermittlung der Ausgleichsbeträge erfolgt u. a. auf der Basis von Indikatoren, die 
systematisch mit dem Bedarf an medizinischen Leistungen korreliert und für das indivi-
duelJe Ausgabenrisiko mitbestimmend sind. Am gegenwärtig in Deutschland implemen-
tierten RSA-Modell wird kritisiert, dass die einbezogenen Ausgleichsfaktoren Alter, Ge-
schlecht sowie Bezug oder Nicht-Bezug einer Erwerbsminderungsrente (BU/EU-Status) 
nur unzureichend geeignet siod, nach dem Gesundheitszustand und damit dem Leis-
tungsbedarf der Versicherten zu differenzieren. Der Gesetzgeber forde1t deshalb auch, 
den bundesdeutschen RSA um Klassifikationsmerkmale zu erweitern, die auf Diagnosen, 
Indikationen oder medizinischen Leistungen basieren und damit die Morbidität der Ver-
sicherten unmittelbarer widerspiegeln [J]. 
Ziel der vorliegenden Studie ist es, unterschiedliche Möglichkeiten der Klassifikation 
von Morbidität und ihrer Ausgabenwirksamkeit statistisch-empirisch zu untersuchen und 
festzustellen, ob und inwiefern sich das aktuell in Deutschland implementierte sozio-de-
mographische RSA-Modell durch die Erweiterung um eine Morbiditätskomponente ver-
bessern lässt. 
Material und Methode 
Grundlage der empirischen Analysen bilden die nach Leistungsart differenzierten, per-
sonenbezogenen Ausgaben- und Diagnosedaten der über 750.000 Versicherten einer 
ostdeutschen Regionalkasse in den Jahren 1997 und 1998. In einem ersten Schritt wur-
de das in der Bundesrepublik implementierte retrospektive RSA-Verfahren simuliert 
und mittels resampling-Techniken ermittele, inwieweit die Ausgleichsfaktoren Alter, Ge-
schlecht und BU/EU-Status in der Lage sind, Ausgabenunterschiede zwischen den Ver-
sicherten z11 erklären. Morbiditätsorientierte Ausgleichsparameter wurden mithilfe des 
in den USA entwickelten Versichertenklassifikalionsmodells der Diagnostic Cost 
Group!Hierarchical Condition Categories (DCGIHCC) (2-5)] aufgenommen. Dabei 
werden die in einem Jahr bei Kontakt der Versicherten mit dem Gesundheitssystem 
festgehaltenen Krankenhausentlassungsdiagnosen zu einer begrenzten Anzahl medizi-
nisch kohärenter und kostenhomogener Risikogruppen zusammengefasst, nach denen 
die Versicherten entsprechend ihrer Diagnosen im betreffenden Jahr klassifiziert werden. 
Diese Gruppen fließen in die Formel zur Prognose der individuellen Leistungsausgaben 
mit ein. Die Maßzahlen für die Erklärungskraft der Modelle - u. a. das Bestimmtheits-
maß R2 und der mittlere absolute Schätzfehler MAR - werden aus der Gegenüberstel-
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lung der prognostizierten und der tatsächlichen Ausgaben im Versichertenkollektiv ab-
geleitet. 
Ergebnisse 
In beiden Untersuchungsjahren wird mit ca. 3, l % nur ein sehr geringer Anteil der Va-
rianz der individuellen Leistungsausgaben durch die Parameter Alter und Geschlecht re-
trospektiv erklärt (R2199g: 2,9%, 95%-KI 2,5-3,2%); dabei werden die individuellen 
Ausgaben mit diesen Ausgleichsfaktoren im Mittel um rund € 2.200 abweichend vom 
tatsächlichen Wert geschätzt (MAR 1998: € 2.270, 95 %-Kl € 2.242-2.290). Die zusätz-
liche Beriicksichtigung des BU/EU-Status verbessert die Ausgabenschätzungen (R21998: 
8,2%, 95%-KJ 8,0-8,4%, MAR199g: € 1.762, 95%-Kl € 1.747- l.777) deutlich. Im 
Vergleich dazu jedoch lassen sich mit dem Rückgriff auf diagnosebasierte Risikogruppen 
R2-Werte über 35% erzielen; dabei wirken sich An und Anzahl der einbezogenen Grup-
pen weitaus mehr auf die Erklärungskraft der morbiditätsorientierten Modelle aus als die 
zusätzliche Beriicksichtigung der sozio-demographischen Ausgleichsparameter Alter, Ge-
schlecht und BU/EU-Status. 
Diskussion/Schlussfolgerungen 
Internationale Forschungsergebnisse belegen, dass sozio-demographische Faktoren wie 
Alter und Geschlecht, die am häufigsten eingesetzten Ausgleichsfaktoren, die tatsäch-
lichen Gesundheitsausgaben nur äußerst ungenau widerspiegeln [6]. Dies ist jetzt auch 
für Deutschland empririsch bestätigt. Insbesondere Hochkostenfälle können durch keinen 
der im RSA berücksichtigten Prognoseparameter annähernd geschätzt werden. Für die 
Krankenkassen bleiben noch reichlich Anreize zur Risikoselektion bestehen, Veränderun-
gen in der Risikostruktur der Versicherten einer Kasse gehen fast zwangläufig mit Bei-
tragssatzwirkungen - nach oben oder unten - einher. Die vorliegenden Untersuchungen 
haben gezeigt, dass es bereits mit morbiditätsorientierten Risikoscrukurausgleichsmodel-
len, die allein stationäre Diagnosen mit einbeziehen, möglich ist, die Leistungsausgaben 
eines Versichertenkollektivs angemessener zu schätzen, und damit dem Ziel eines fairen 
Wettbewerbs zwischen den Kassen näher zu kommen. 
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Abstraktnummer 17/1 
Das statistische Design der klinischen Studie zur Wirksamkeit 
und Sicherheit von Clonidin als Begleitmedikation 
zur Analgosedierung langzeitig beatmeter 
neonatologisch-pädiatrischer Patienten (Clonidin-Studie) 
Wassmer G, Hünseler C, Sohlbach M, Roth B 
Universität Köln, IMSIE, Köln 
Einleitung 
Eine langzeitige Beatmung im Neugeborenen- und Säuglingsalter muss aus medizi-
nischen und ethischen Gründen unter Analgosedierung durchgeführt werden. Es werden 
Opioide (Feotanyl, Sufentanil, Morphin), Benzodiazepine (Midazolam) und Barbiturate 
(Thiopental, PenLobarbiLal) eingesetzt, deren Anwendung mit Nebenwirkungen sowie der 
Entwicklung von Toleranz und körperlicher Abhängigkeit einhergehen kann. Clonidin ist 
ein zentral wirksamer alpha2-Agonist mit analgetischer, sedierender und sympatoly-
tischer Wirkung. Es gibt erste Hinweise auf die Möglichkeit einer Einspanmg zentral-
wirksamer Pharmaka sowie einer Reduktion der körperlichen Entzugs-Symptomatik nach 
Absetzen dieser Medikamente durch die zusätzliche Anwendung von Clonidin bei lang-
zeitig beatmeten Kindern (l]. Daneben gibt es Hinweise zur Sicherheit bei der Anwen-
dung von Clonidin in einer Dosierung von 1 µg/kg/h bei kardiochirurgischen Kindern 
[2]. 
Die vorgestellte Studie zur Wirksarnkeit und Sicherheit von Clonidin ist ein vom BMBF 
gefördertes Projekt. Sie ist konzipiert als Demonstrationsstudie des ebenfalls vom BMBF 
geförderten Pädiatrischen Netzwerkes (PAED-NET). Es soll das Funktionieren der durch 
das Netzwerk geschaffenen Strukturen gezeigt werden. 
In der Studie sind zwei Zwischenauswertungen geplant, in denen nachträgliche daLen-
abhängige Designmodifikationen geplant und zugelassen sind (adaptives Design). Das 
statistische Design dieser Studie wird vorgestellt und diskutiert. 
Das statistische Design der Studie 
Das Hauptziel der doppelblinden klinischen Prüfung von Clonidin ist der Vergleich des 
Bedarfs an dem zentral wirksamen Analgetikum (Fentanyl) und Sedativum (Midazolam) 
in den zwei Therapiegruppen Placebo und Clonidin. Primäres Zielkriterium ist der Ver-
gleich des Gesamtverbrauchs an Fentanyl und Midazolam. Zudem soll nachgewiesen 
werden, dass die Gabe von Thiopental unter der Clonidintberapie nicht relevant häufiger 
erfolgt als in der Placebo-Gruppe. Dazu wird ein Summenscore gemäß des OLS-Test-
prinzips nach O'Brien [3] bzw. Pocock et al. [4) gebildet, wobei der Nachweis von 
Nichtunterlegenheit bzgl. Thiopental in die globale Teststatistik integriert wird. Im Rah-
men eines Abschlusstests kann auf Überlegenheit bzw. Nichtunterlegenheit von Fentanyl 
und Midazolam bzw. Thiopental geschlossen werden (5, 6). 
Die Abschätzung der Fallzahl richtet sich nach eigenen Erfahrungen und Angaben aus 
der Literatur, wonach die relative Reduktion des Analgetika- und Sedativa-Bedarfs bei 
Gabe von Clonidin im Bereich von 30% bis 50% liegt. Zur Fallzahlschätzung wurde der 
jeweils ungünstigere Fall angenommen. Bei Durchführung eines Testverfahrens zum glo-
balen Signifikanzniveau a = 0,025 (einseitig) sind bis zur ersten Zwischenauswertung 
2 x 35 Patienten in die Studie aufzunehmen. Dies führt im Rahmen eines gruppen-
sequentiellen Designs mit zwei Zwischenauswertungen und monoton fallenden kritischen 
lnfonnatik, Biometrie und Epidemiologie in Med. u. Biol. 3413 (2003) 
Abstracts der 48. Jahrestagung der GMDS 265 
Schranken nach O'Brien und Fleming (7] zu einer Studie mit einer globalen Power von 
80%, falls keine Adaption am Plan vorgenommen wird. Der geplante maximale Stich-
probenumfang beträgt 3 x 2 x 35 = 210 Patienten. Unter den Planungsannahmen ist mit 
einem Stichprobenumfang von ca. 170 Patienten zu rechnen (erwarteter Stichproben-
umfang unter Hi = 169,7). 
Die Studie wird mit einem dreistufig adaptiv gruppensequentiellen Plan (8) durchgeführt, 
wobei in den Zwischenauswertungen und der Endauswertung zusätzlich 95 % Konfidenz-
intervalle gemäß des Prinzips der Repeated Confidence lntervals [9] berechnet werden. 
Da.über hinaus werden globale p-Werte bestimmt, die sich aus diesen Konfidenzinterval-
Jen ergeben. In den Zwiscbenauswertungen kann datenabhängig über die Fortsetzung 
und weitere Gestalt der Studie entschieden werden (9). Die in den Zwischenauswertun-
gen in Erwägung zu ziehenden Adaptionen sind die folgenden: 
Eine datenabhängige Anpassung des Stichprobenumfangs kann unter Verwendung der 
in den Zwischenauswertungen beobachteten Kenngrößen (Effektstärke, Variabilität 
und Korrelation zwischen den Endpunkten) erfolgen. Insbesondere kann eine Fall-
zahlanpassung erfolgen, falls sich herausstellt, dass die für die power-Berechnung 
verwendeten Parameter nicht geeignet spezifiziert wurden. Hierfür kann die bedingte 
power berechnet und unter geeigneter Spezifikation der Parameter die benötigte Fall-
zahl diskutiert werden. 
Änderung der Teststatistik und der Nichtunterlegenheitsschranke?: Falls sich heraus-
stellt, dass sich die Wahl der OLS-Teststatistik als nicht geeignet erweist, kann über 
alternative Vorgehensweisen beraten werden (Bonferroni-Korrektur, Bootstrap-An-
satz). Ein damit i. a. verbundener Wechsel der Hypothese muss diskutiert werden. 
Die für den Nachweis der Nichtunterlegenheit verwendete Teststatistik und die zu-
grunde liegende Hypothese können ebenso geeignet angepasst werden. 
Hinzufügen oder Weglassen einer Zwischenauswertung, Änderung des gruppen-
sequentiellen Designs: Die Berechnung der bedingten Fehlerrate 1. Art ermöglicht 
eine generelle Änderung am gruppensequentiellen Design (10, 11]. Es kann ein sich 
als geeigneter erweisendes Design zum berechneten (bedingten) Niveau spezifiziert 
werden, wobei eine beliebige Neuwahl der Parameter (Anzahl der Zwischenauswer-
tungen, Analysezeitpunkte, Gestalt der Ablehngrenzen) zugelassen ist. 
Diskussion/Schlussfolgerungen 
Adaptive Designs stellen eine Möglichkeit dar, unter relativ unsicheren Planungsannah-
men eine statistische Analyse für den konfirmatorischen Nachweis einer klinischen Fra-
gestellung zu formulieren. Die in der vorgestellten Studie sich ergebende komplexe Fra-
gestellung kann mit diesem modernen Instrument erfolgreich formuliert werden. 
Bei positiver Bestätigung der Fragestellung soll eine Zulassung bzw. Indikationserweite-
rung für Clonidin durch den Hersteller angestrebt werden. Durch Implementierung des 
Ergebnisses in die Leitlinien der Fachgesellschaften könnte Clonidin in die Therapie von 
langzeitig beatmeten Neugeboren und Säuglingen etabliert werden. Bei erfolgreicher 
Durchführung der Stl1die und damit dem Nachweis funktionierender Strukturen i.nnerhaJb 
des PAED-NETs kann dies als Perspektive eine solide und ausbaufähige Grundlage zur 
Verminderung des off-label use bei Kindern in Deutschland bieten. 
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Abstraktnummer 17/2 
Design von Therapie Titrations-Studien (TTS) -
Soll man randomisieren? 
Hasenclever 0, Körholz D 
Universität Leipzig, IMISE, Leipzig 
Einleitung 
Therapie Titrations Srudien (TTS) treten im Zusammenhang mit langfristig etablierten. 
lndikationszentrierten, flächendeckenden Srudiengruppen in einer speziellen klinische Si-
tuation auf: 
• (Fast) alle Patienten sind mit etablierten therapeutischen Mitteln prinzipiell heilbar. 
• Jeder Patient braucht eine individuelle (unbekannte) Menge an Therapie, um geheilt 
zu werden. 
• Diese individuelle Therapiemenge variiert deutlich. 
• Übertherapie ist wegen gravierender Nebenwirkungen möglichst zu vermeiden. 
Das Ziel der Studiengruppe ist: Jeder Patient soll aufgrund 
• seiner initialen Charakteristiken (Krankheitslast etc.) und 
• evtl. Beurteilung seines Ansprecbens mittels diagnostischer Tests 
eine optimale Therapiemenge bekommen, sodass er mit einer akzeptabel hoben vorzuge-
benden Wahrscheinlichkeit (z. B. 90 oder 95 %) geheilt wird. 
Eine solche Fragestellung besteht z. B. in der Kinder Hodgkin-Lymphom Studiengruppe 
(Studienleiter Prof. Körholz) der GPOH, die bereits seit mehreren Studiengenerationen 
ein solches Ziel verfolgt. Ähnliche Situationen bestehen in der Deutschen (Erwachsenen) 
Hodgkin-Lymphom Studiengruppe (GHSG) und möglicherweise bei anderen sehr gut 
heilbaren Krebserkrankungen (z. B. Hodenkrebs). Wie sehen geeig nete Studiendesigns 
für solche Therapieoptimierungen aus? lnsbesondere - unter welchen Umständen soll 
man randomisieren? 
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Material und Methode 
Die Strategie der Studiengruppe besteht aus folgenden Schritten, die über mehrere Studi-
engenerationen verfolgt werden: 
• Aufteilung des Patientenaufkommens (Initiale Krankheitslast, Ansprechen) in Unter-
gruppen mit möglichst homogenen Heilungstherapiemengen 
• Setzung einer Sollheilungsrate 
• Bestimmung (Austitrieren!) jeweils angemessener Therapiemenge für jede Untergrup-
pe. 
Ziel: Alle Patienten haben die gleiche hohe Heilungsrate. Dies bedeutet das Verschwin-
den jedweder prognostischer Faktoren [l]. 
Ergebnisse 
Konzeptuelle Analyse der Fragestellung von TTSs zeigt erhebliche Unterschiede zu typi-
schen Fragestellungen für ,,normale" randomisierte Studien (RCTs): 
• Wuksamkeit (Kausalität) der Therapiemaßnahmen steht außer Frage: Die Fragestel-
lung ist rein quantitativ. 
• Fragestellung ist ohne Bezugnahme auf absolute Heilungsraten nicht sinnvoll zu stel-
len. 
• Damit die Schätzung einer absoluten Heilungsrate statistisch sinnvoll ist, braucht man 
eine repräsentative Stichprobe aus einer wohldefinierten Grundgesamtheit, nicht nur 
eine Konvenienz-Stichprobe, wie bei den meisten RCTs. 
Die Voraussetzung einer wohldefinierten Grundgesamtheit ist plausibel falls 
• Eine etablierte Studiengruppe mit vielen Zentren eine gemeinsame Therapiestrategie 
für alle ihre Patienten optimieren will. 
• Lückenloser Registrierung aller Patienten pro Zentrum 
• Gut reproduzierbare Einschlusskriterien 
• Hohe Studiendisziplin: Wenig Patienten außerhalb des Protokolls 
Mit Gelingen der Subgruppierung entschärft sich das Problem der Gewährleistung einer 
wohldefinierten Grundgesamtheit, da die Homogenität der Patienten in den Subgruppen 
zunimmt. Patienten außerhalb des Protokolls bilden eine eigene besonders zu überwa-
chende Subgruppe. 
In einer Studiengeneration wird die Therapie in manchen Subgruppen gleich bleiben, 
dann ist nur zu beobachten, ob die als befriedigend eingeschätzten Ergebnisse weiter 
gehalten werden. Andere Subgruppen werden möglicherweise aufgeteilt und/oder es ist 
in ihnen Therapiereduktion bzw. Therapieintensivierung zu untersuchen. z.B. soll in der 
neusten Studiengeneration der GPOH bei Patienten in frühen Krankheitsstadien, die nach 
Chemotherapie im Positronen-Elektronen-Tomographie (PET) keine Krankheitszeichen 
zeigen, auf anschließende Radiotherapie verzichtet werden. 
Soll man in diesem Fall unbedingt randomisieren oder von Studiengeneration zu Studi-
engeneration Heilungsraten schätzen und als Reaktion mit Bezug auf die Sollheilungs-
rate die Therapie in der nächsten Studiengeneration adjustieren? Letzteres ist Tradition 
der GPOH Kinder-Hodgkio Studie. 
Der Hauptvorteil der Randomisierung ist, dass die Vergleichsgruppen qua Design als 
strukturgleich angenommen werden können und daher der Schätzer für die Therapiedif-
ferenz unverzem ist. Bei TTSs ist aber die Hauptfrage nicht so sehr die Therapiediffe-
renz, sondern ob die Therapieergebnisse im Vergleich zu einer Sollbeilungsrate befriedi-
gend sind. 
Man könnte meinen, die Aussage einer RCT sei besser verallgemeinerbar, da nicht von 
der Voraussetzung einer wohldefinierten Grundgesamt belastet und robuster gegen Varia-
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tion in der Zusammensetzung der Patientenpopulation: In der Situation einer TIS ist 
aber die für RCTs zentrale Additivitätsannahme (Unterschied konstant unabhängig von 
Patientenheterogenität), die die Robustheit der Aussage gegenüber Verschiebungen in Pa-
tientenpopulationen begründet, nur bedingt plausibel. Zum Ziel einer TIS gehört es ge-
rade Einflüsse der Zusammensetzung der Patientenpopulationen sowohl auf die absoluten 
als auch auf die relativen Therapieergebnisse zur Optimierung auszunutzen. 
Selektionsphänomene sind zu beachten: Bei Therapiereduktionsfragestellung könnten 
prognostisch anscheinend ungünstigere Patienten die stärkere Therapie bevorzugen. Um-
gekehrt es gilt für anscheinend prognostisch günstige Patienten bei Therapieintensivie-
rung. Bei RCTs werden diese Patienten nicht randomisiert, bei unrandomisierter TIS 
werden diese Patienten als Protokolverletzer/verweigerer beobachtet. Beides führt zu ei-
ner optimistischen Verzerrung der Ergebnisse. Das Problem besteht mit beiden Ansätzen. 
Durch die Subgruppierungsstrategie werden Fallzahlbetrachtungen besonders kritisch. 
Vergleicht man einen Test gegen Sollheilungsrate mit einem Test auf Unterschied bei 
gleichem aufzudeckendem Unterschied, so ergibt sich eine Vervierfachung der nötigen 
Fallzahlen bei RCTs. Dies kann bei relativ seltenen Erkrankungen entscheidend sein. 
Diskussion/Schlussfolgerungen 
Randonusierte klinische Studien sind der Goldstandard zum kausalen Nachweis prinzi-
pieller Wirksamkeit einer neuen Therapie. Sie sind methodisch unbedingt indiziert, so-
bald eine kausale Wirkungszurechnung zu einem Therapieprinzip intendiert ist. 
Unter den oben beschriebenen engen Voraussetzungen (langfristig etablierte große Studien-
gruppe, Variation wohlbekannter Therapien, Einschluss des gesamten Patientenspektrums) 
und den speziellen Fragestellungen von Therapie Titrations Studien (Subgruppierung und 
Austitrierung erforderlicher Therapiemenge) kann ein Verzicht auf Randomisierung be-
sonders aus Fallzahlgründen vorteilhaft und insgesamt biometrisch angemessen sein. 
Hierbei geht es nicht um problematische historische Vergleiche, sondern um schrittweise 
Angleichung der Heilungsraten auf hohem Niveau für Patienten mit unterschiedlicher 
Krankheitslast bei größtmöglicher Vermeidung von schweren Nebenwirkungen. 
Literatur 
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Abstraktnummer 17/3 
Randomization in Treatment Arms (RITA): 
Ein Randomisierungs-Programm für Klinische Studien 
König IR, Pahlke F, Ziegler A 
Universität Lübeck, Institut für Medizinische Biometrie und Statistik, Lübeck 
Einleitung 
Ein Kernpunkt bei der Durchführung kontrollierter klinischer Studien ist die Randon'li-
sierung der Studienteilnehmer auf die verschiedenen Therapiegruppen. Zur korrekten 
Umsetzung, Dokumentation und Verwendung komplexerer Verfahren ist in der Regel der 
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Einsatz von Software erforderlich. Trotz dieses offensichtlichen Bedarfs stehen bislang 
kaum auf Randomisierung spezialisierte Programme zur Verfügung. Verschiedene be-
kannte Verfahren sind zwar teilweise in kommerziellen Programm-Paketen implementiert 
oder werden im Internet zur Verfügung gestellt. Der Nutzen dieser Programme ist aber 
deutlich eingeschränkt. So ist hier beispielsweise nicht die Auswahl zwischen verschie-
denen Randomisierungsverfahren oder verschiedenen Zufallszahlengeneratoren möglich. 
Aus diesen Gründen haben wir ein neues flexibles Randomisierungsprogramm ent-
wickelt. 
Material und Methode 
Für den Entwurf von Randomization in Treatment Arms (RITA) wurden zunächst ver-
schiedene Randomisierungsverfabren hinsichtlich ihrer Eigenschaften untersucht [l]. 
Aufgrund dessen wurden die folgenden in RITA implementiert: Vollständige Randorni-
sierung, Biased Coin Design [2], Umenmodell [3], Permutierte Bloclcrandomisierung, 
Minimierung und Self-Adjusting Randomisierung [4]. Bei der Implementation wurde auf 
eine einfache Handhabung, mögliche Prograrrunpflege durch andere Personen, gute Er-
weiterbarkeit, Reproduzierbarkeit der Ergebnisse sowie hohe Sicherheit wertgelegt Das 
Programm enthält darüber hinaus die Möglichkeit zur VaJidierung durch Simulationen. 
Ergebnisse 
RITA erlaubt eine sehr flexible Konfiguration der Verfahren. So ist eine patientenweise 
Randomisierung möglich. Es lassen sich aber auch beliebig viele Patienten en bloc, d. h. 
auf einmal randomisieren; für jede Gruppe lässt sich der gewünschte Umfang als prozen-
tualer Anteil des Gesamtumfangs oder als tatsächlicher Umfang angeben; außerdem ste-
hen verschiedene Zufallszahlen- und Seed-Generatoren zur Auswahl. 
RITA ist aufgrund permanenter Anzeige der gewählten Konfigurationen und eingegebe-
nen Parameter in einem Infonnationsfenster und integrierter Hilfe leicht zu handhaben. 
Alle Ergebnisse Jassen sich exakt nachvollziehen, da das Programm zum einen das Ab-
speichern, Öffnen und Drucken der Konfigurationen und Ergebnisse erlaubt, zum ande-
ren die Reproduktion der exakten Ergebnisse durch Eingabe weniger Parameter (Rando-
misierungsverfahren mit Parametern, Seed, Zufallszahlen-Generator) ermöglicht. 
Diskussion/Schlussfolgerungen 
RITA ist flexibles und mächtiges Programm, das sowohl gängige als auch seltener einge-
setzte Verfahren mit wenig Einarbeitungszeit für kontrollierte klinische Studien zur Ver-
fügung stellt. Damit stellt es ein wertvolles Instrument für die Durchführung klinischer 
Studien dar. 
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Abstraktnummer 17/4 
Studieneffekte und historische Kontrollen 
in klinischen MS-Studien 
Kessner S, Lederer C 
Sylvia Lawry Centre for Multiple Sclerosis Research (SLCMSR), München 
Einleitung 
Das Sylvia Lawry Centre for Multiple Sclerosis Research (SLCMSR) besitzt eine der 
größten Datenbanken mit Placeboarmen von klinischen MS-Studien. Ein Ziel des 
SLCMSR besteht darin, Methoden zu entwickeln, um bei zukünftigen klinischen MS-
Studien den Anteil der Placebopatienten zu verringern. 
Der naive Vergleich von Placebogruppen aus der Datenbank mit einer Treatmentgruppe 
ist aufgrund des Studieneffekts nicht möglich. ln dieser Arbeit wurde zum einen der 
Studieneffekt der SLCMSR-Datenbank untersucht und quantifiziert, zum anderen ein 
Studiendesign entwickelt, das eine Adjustierung der Datenbank bezüglich des Studien-
effekts anhand einer kleinen Kontrollgruppe ermöglicht. 
Material und Methode 
Untersucht wurde ein Subsample der SLCMSR-Datenbank, in welchem die Studien in 
anonymisierter Weise mit einem Label versehen wurden. Es stellte sich als notwendig 
heraus, die klinischen Verläufe (schubförmiger Verlauf, sekundär progredienter Verlauf 
etc.) getrennt voneinander zu analysieren, wodurch letztendlich 11 Studien zur Ver-
fügung standen. Die untersuchte Zielvariable war „time to sustained progression," die 
aus den zur Verfügung stehenden longitudinalen EDSS-Werten („expanded disability Sta-
tus scale") berechnet wurde. 
Zur Quantifizierung der Studieneffekte wurden Methoden der Survivalanalyse verwendet; 
weiters wurden die Studien um wichtige Kovariablen bereinigt, indem gewichtete Stich-
proben gezogen wurden. Um die Placebogruppen der Datenbank im Rahmen einer kli-
nischen Studie mit einer Treatmentgruppe vergleichen zu können, ist eine Adjustierung 
des verbleibenden ,reinen' Studieneffekts erforderlich; dazu wurde ein Bayes'scher An-
satz vorgeschlagen. ln diesem Ansatz wird der Bias zwischen verschiedenen Placebo-
gruppen der Datenbank modelliert durch einen Proportionalitätsfaktor zwischen den Ha-
zardraten, dessen Verteilung aus der Datenbank geschätzt werden kann. 
Ergebnisse 
Klassifizierung nach klinischem Verlauf verringerte den Studieneffekt in der Art, dass 
sich ein großer Teil der Studien sehr homogen verhielt, einige wenige jedoch völlig aus 
der Art schlugen. Entgegen unseren Erwartungen führte die Adjustierung nach Kovari-
ablen (Cox-Modell, gewichtete Subsamples) zu keiner weiteren Homogenisierung des 
Datensatzes. Tests auf proportionale Hazards ließen es als zulässig erscheinen, den Bias 
zwischen verschiedenen Placebogruppen eines klinischen Verlaufs durch einen Faktor 
zwischen den Hazardraten auszudrücken. 
Zur Reduzierung des Anteils von Placebopatienten in klinischen Studien wurde ein Bay-
es'scbes Studiendesign vorgeschlagen. Mittels einer kleinen realen Placebogruppe wird 
eine Referenzgruppe aus der Datenbank adjustiert. Dabei wird der Bias unter Berück-
sichtigung des Vorwissens über den Studieneffekt geschätzt und ein gewichtetes Subsam-
ple aus der Referenzgruppe gezogen. Diese wird dann mit einem Standardtest mit der 
Treatmentgruppe verglichen, wobei der p-Wert um den möglichen Fehler beim Adjustie-
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ren zu korrigieren ist. Monte-Carlo-Simulationen wiesen darauf hin, dass mit einer der-
artigen Methode trotz Verkleinerung der Placebogruppe vergleichbare Power wie beim 
traditionellen Design erzielt werden kann. 
Diskussion/Schlussfolgerungen 
Da die Kovariable „klinischer Verlauf' einen Großteil der Variabilität erklärte, erscheint 
die bisher verbreitete Praxis, verschiedene klinische Verläufe in den Studien gemeinsam 
zu untersuchen, zweifelhaft. Die Hazard Ratios zwischen den Placebogruppen bewegten 
sich in einer Größenordnung, die denen zwischen Placebo- und Treatmentarm in kli-
nischen Studien nahekommt. Daher ist besondere Vorsicht bei der Adjustierung geboten. 
Im Gegensatz zu bisherigen Arbeiten war es in dieser Arbeit möglich, die Voraussetzun-
gen des Bayes'schen Ansatzes anhand der Daten zu verifizieren. Der Bayes'sche Ansatz 
unterscheidet sich von den in der Survivalanalyse üblichen Ansätzen dadurch, dass die 
Grundhazardrate unspezifiziert gelassen wird und nur Vorwissen über den Proportionali-
tätsfaktor zwischen den Hazardfunktionen verwendet wird. 
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Abstraktnummer 19/1 
Ein generisches XML-basiertes Informationsmodell 
zur Strukturierung patientenzentrierter onkologischer 
Patientenakten 
Wolff AC 
Universität Heidelberg, Institut für Medizinische Biometrie und Informatik, Heidelberg 
Einleitung 
Bei der stark interdisziplinär und einrichtungsübergreifend organisierten Behandlung on-
kologischer Erkrankungen ist eine qualitativ hochwertige und patientenzentrierte Doku-
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mentation unabdingbar. Eine Grundvoraussetzung ist dabei ein gemeinsames Informati-
onsmodell [l], das eine gemeinsame Sprache zur Beschreibung klinischer Inhalte bietet, 
sich an bestehenden Standards orientiert und generisch aufgebaut ist [2]. Als Basis hier-
für bietet sich die eXtensible Markup Language (XML) an, die verspricht, zur Schlüssel-
technologie beim Austausch von Nachrichten und Dokumenten zwischen heterogenen 
Informationssystemarchitekturen zu werden [3]. So können medizinische Inhalte in 
strukturierter Form zur Verfügung gestellt werden und die Vorteile (z. B. Erzeugung kon-
textspezifischer Sichten, Integration von Wissen oder Auswertungen zur Qualitätssiche-
rung.) einer elektronischen Patientenakte voll zum Tragen kommen [4]. 
Material und Methode 
Innerhalb des Projektes ePA-Tumor (einrichtungsübergreifende el. Patientenakte für Tu-
morpatienten) der Abteilung Medizinische Informatik (Universität Heidelberg), der Tho-
raxklinik-Heidelberg und der Abteilung für Klinische Radiologie und Poliklinik (Rad. 
Universitätsklinik) [5] wurden im Anschluss an eine Analyse der Dokumentationsabläufe 
zwei umfassende Dokumentenstrukturanalysen zu Inhalt und Strukru.r elektronischer und 
konventioneller Patientenakten durchgeführt, die die Grundlage für die Definition eines 
generischen, XML-basierten Informationsmodells für die patientenzentrierte Dokumenta-
tion onkologischer Erkrankungen bildeten. Außerdem wurden 14 Anforderungen defi-
niert, um die Anwendbarkeit internationaler Standards für die patientenzentrierte Doku-
mentation onkologischer Erkrankungen zu evaluieren. 
Ergebnisse 
Grundlegende Eigenschaften klinischer Dokumente (z. B. die Zuordnung zu einem von 
J 68 in einer mono-hierarchischen Klassifikation definierten Dokumenttypen) wurden auf 
der Basis von 10.360 Dokumenten von 54 gemeinsam behandelten Patienten untersucht 
(6). In die Analyse der aus 16 Informationseinheiten bestehenden groben inhaltlichen 
Strukturierung flossen 5769 Dokumente von 28 Patienten mit ein. Die Struktur von 16 
für die einrichtungsübergreifende Behandlung besonders relevanten Dokumenttypen wur-
de im Detail anhand von 32 Informationseinheiten und 147 Informationselementen ana-
lysiert [7). 
Die Bewertung der vier wichtigsten internationalen Standards für el. Patientenakten 
(Electronic Health Care Record Archirecture [8-11), Clinical Document Archirecture 
(12], Good Electronic Health Record (13 - 15], Medical Markup Language [16)) ergab, 
dass die Clinical Documcnt Architecture (CDA) zwar die meisten aber nicht aUe notwen-
digen Anforderungen erfülJt. Daher wurde in einem iterativen Prozess ein speziell an die 
Besonderheiten der patientenzentrierten onkologischen Dokumentation angepasstes gene-
risches Informationsmodell (OnkoDok-Modell) entwickelt, das sich vor allem in der 
Strukturierung des Dokumenten-Headers an der CDA-Spezilikation orientiert. 
Zur Implementierung des OnkoDok-Modells wurde eine intuitive XML-basierte Be-
schreibungssprache mit 8 Modulen und 233 Elementen entworfen. Ein Modul nimmt die 
administrativen Informationen auf, die zu jedem Dokument gehören, sieben Module be-
inhalten klinische Informationen. Die Merkmale der Tumorbasisdokumentation [17] 
konnten zum Großteil integriert werden. 
Eine teilweise generische Transformation mittels XSLT gewährleistet die Abbildbarkeit 
beliebiger OnkoDok-Dokumente auf valide CDA-Dokumente. Da die OnkoDok-Spezifi-
kation in Teilen jedoch restriktiver definiert ist, ist eine Abbildung in umgekehrter Rich-
tung nicht immer möglich. 
Abschließend wurde zu 16 Dokumenttypen exemplarisch eine Dokumenttyp-Spezifika-
tion definiert. Hierfür wurden die in der OnkoDok-Spezifikation definierten Basistypen 
den Dokumenttyp-spezifischen Anforderungen entsprechend in ihrer Struktur beschränkt 
bzw. erweitert. 
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Diskussion/Schlussfolgerungen 
Die Ergebnisse der Dokumentationsanalysen liefern ein umfassendes Bild bezüglich Um-
fang und Komplexität von Patientenakten im Bereich onkologischer Erkrankungen. Ins-
besondere die hierarchische Klassifikation von Dokumenttypen kann als Basis für wei-
tere Dokumentationsanalysen genutzt werden. 
Standardisierte Austauschformate (z.B. HL7, EDIFACT) beinhalten zwar eine gewisse 
Struktur, die sich jedoch hauptsächlich auf administrative Angaben beschränkt. Medizi-
nische Inhalte werden meist als Einheit betrachtet und unstrukturiert als Fließtext über-
tragen [ 18). In den vergangenen Jahren haben sich einige Publikationen mit dem grund-
sätzlichen Inhalt von Patientenakten beschäftigt (z.B. [l9, 20)), wenige mit deren 
detaillierter inhaltlicher Struknirierung (z. B. [21 ]). Die der Literatur entnommenen 
Strukturierungsvorschläge (z.B. [22-24]) schienen für die vorliegende Fragestellung je-
doch nicht ausreichend granular. 
Einige Autoren beschäftigen sich mit Anforderungen an elektronische Patientenakten 
[25-28). Diese mussten durch spezifische Anforderungen ergänzt werden, um Informati-
onsmodelle hinsichtlich ihrer Anwendbarkeit für die patientenzentrierte Dokumentation 
onkologischer Erkrankungen beurteilen zu können. 
Das generische OnkoDok-Modell für die einrichtungsübergreifende, patientenzentrierte 
Dokumentation onkologischer Erkrankungen bildet eine grundlegende Voraussetzung 
für die Integration strukturierter Dokumente in el. Patientenakten und klinische Ar-
beitsplatzsysteme. Es berücksichtigt sowohl Level 1 der CDA-Spezifikation, als auch 
Ergebnisse des Sciphox- [29) und des D2D-Projektes (http:/1195.243.229.193/texte/ 
aktuell/meldungn/d2dflyer.htrn). 
Lediglich die Integration standardisierter Vokabulare ist noch nicht vollständig gegeben. 
Hierzu könnte das OnkoDok-ModeU um Konstrukte zur semantischen Zuordnung z.B. 
von LOINC- oder SNOMED-Codes zu beliebigen Informationselementen erweitert wer-
den. Eine derartige Verfeinerung wäre für den weiteren Ausbau des Iofonnationsmodells 
ebenso zu erwägen wie eine Erweiterung um Konstrukte zur Integration externer Wis-
sensquellen (z. B. Klinische Leitlinie, Fachartikel oder Lehrbuchwissen). 
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Abstraktnummer 19/2 
Migration von 1 nach < > - XML als Austauschformat 
für HL7 Version 2 
Heitmann KU, Schweiger RK, Dudeck J 
Universität Köln, IMSIE, Köln 
Einleitung 
Die Nutzung von HL7 Version 2 zum Austausch und Management medizinischer Daten 
ist weit verbreitet. Der Internet-Standard XML (Extensible Markup Language) verspricht 
maschinenlesbare Texte sowie eine Vielzabl von Verarbeitungswerkzeugen. XML wird 
daher zunehmend als Austauschformat für Nachrichten und Dokumente verwendet. Auch 
innerhalb von HL7 wurde frühzeitig die Bedeutung der Verwendung von XML erkannt 
und umgesetzt, sowohl für die neue Version 3 als auch für die bereits etablierte Ver-
sion 2 des Standards. 
Die so genannte v2.xm1 Spezifikation [1] erlaubt die Darstellung der Inhalte von HL7 
Version 2 Nachrichten in XML (vgl. auch [2]). Zur Integration des neuen Austauschfor-
mats sind Konversionstools erforderlich, die eine Kommunikation zwischen Systemen 
mit dem traditionellen HL7 Austauschformat und der neuen Darstellung von Nachrichten 
in XML ungehindert ermöglichen. 
Material und Methode 
Es werden die wesentlichen Eckpunkte der v2.xml Spezifikation vorgestellt, die Vor-
und Nachteile dieser Alternative zum urspriinglichen Austauschformat von HL7 mit 
„senkrechten Strichen" aufgezeigt. Die Struktur der HL7-Nachrichten wird mit XML-
Schemas beschrieben. Auf der Basis dieser Strukturbeschreibung wurde ein Verfahren 
entwickelt, das unter Verwendung existierender XML-Standards e inen schnellen Über-
gang vom alten zum neuen Austauschformat ermöglicht. D ie Übersetzung der Nachrich-
ten erfolgt dabei in zwei Schritten. Im ersten Schritt wird das XML-fremde Quellformat 
in ein XML-Zwischenformat übersetzt. Dieses Zwischenformat kann dann mit Style-
sheet-Transformationen (XSLT) schnell in das XML-Zielformat überführt werden. Kern-
stück des Verfahrens ist die Ableitung der für den Übersetzungsprozess notwendigen 
XSLT-Stylesheets aus den XML-Schemas. 
Ergebnisse 
Ergebnis der internationalen Arbeit sind zum einen XML-Schemas zur Strukturbeschrei-
bun~. von HL7-Nachrichten. Darüber hinaus wurde ein Konversionstool geschaffen, das 
die Ubersetzung von HL7-Nachrichten nach XML ermöglicht und weltweit bereits 1500 
Mal herunter geladen wurde. Das Internet-basierte Tool läuft als „Testumgebung" in ei-
nem Web-Browser, kann aber als unabhängige Komponente auch in bestehende Applika-
tionen integriert werden. 
Diskussion/Schlussfolgerungen 
Der effiziente Übergang zu XML-basiertem Nachrichtenaustausch ist abhängig von der 
Verfügbarkeit von geeigneten Konvertierungswerkzeugen [3]. Das Konzept, aus den 
Strukturbeschreibungen (XML-Schemas) Übersetzungswerkzeuge abzuleiten, vereinfacht 
notwendige Veränderungen und Anpassungen der Nachrichtenstruktur. Dieses Prinzip 
kann durchaus auf andere Nachrichten und Dokumente übertragen werden und macht 
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deutlich, wie man mit XML die Entwicklungskosten reduzieren und flexiblere Strukturen 
schaffen kann. 
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Abstraktnummer 19/3 
Computergestützte Erkennung 
von unerwünschten Arzneimittelwirkungen 
Dormann H, Criegee-Rieck M, Neubert A, Hahn EG, Brune K 
Friedrich Alexander Universität Erlangen, Medizinische Klinik 1, Erlangen 
Einleitung 
Unerwünschte Arzneimittelwirkungen (UAW) sind ein gravierendes Problem der Arznei-
mitteltherapie. 2-12 % aller Krankenhausaufnahmen erfolgen aufgrund einer UAW, 
schwere UAW mit teilweise tödlichem Ausgang treten bei 3-9% aller Krankenhauspa-
tienten auf. 
Die begleitenden Ereignisse einer UAW werden vorwiegend im Rahmen ihrer klinischen 
Symptomatik durch die Ärzte wahrgenommen. Eine Abgrenzung zwischen ,,krankheits-" 
und „medikamenteninduzierten" Symptomen ist aufgrund der unüberschaubaren Daten-
menge nur mit hoben und zeitintensiven Rechercheaufwand in einer entsprechenden 
Wissensbasis (z. B. Arzneimitteldatenbank) zu bewältigen. 
Im Rahmen der differentialdiagnostischen Untersuchungen wird die Symptomatik durch 
Befunde objektiviert. Diese werden innerhalb bestehender Krankenhausinfonuationssys-
teme elektronisch gespeichert. Eine StrukttLrierung der erhobenen Befunde, die eine in-
formationstechnologische Weiterverarbeitung und Analyse ermöglichen würde, findet nur 
rudimentär statt 
Der Einsatz computergestützter Systeme zu Erkennung von UAW auf Basis von Labor-
wertveränderungen haben sieb bereits als wichtiges Element für die frühzeitige Erken-
nung und Vermeidung von UA W etabliert. Die alleinige Interpretation von Labordaten 
zur UAW Erkennung wird von verschiedenen Arbeitsgruppen praktiziert. Problematisch 
diesbezüglich ist, dass eine große Anzahl falsch positiver Signale generiert werden. 
Ziel ist es Methoden des medizinischen Informations- und Wissensmanagements zu ent-
wickeln und zu nutzen, um ein offenes, plattfonuunabhängiges, modulares, an interna-
tionalen Standards orientiertes Expertensystem zu schaffen, das die in Krankenhausinfor-
mationssystemen anfallenden Daten im Hinblick auf Arzneimittelwirkungen und 
-nebenwirkungen in einem relationalen Datenbanksystem erfasst. Dadurch soll die zeit-
nahe Erfassung von Arzneimittelnebenwirkungen in der stationären Regelversorgung mit 
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hoher Sensitivität und Spezifität kostengünstig gewährleistet sowie dem behandelnden 
Arzt relevante Infonnation zur frühzeitigen Intervention bereitgestellt werden. 
Material und Methode 
Basierend auf den vier Schwerpunktbereichen Arzneimitteltherapie, Diagnostik, Laborbe-
funde und UA W wurde ein Datenbankschema entwickelt und implementiert. 
Der konzeptionelle Entwurf wurde unter Berücksichtigung einer möglichst weitgehenden 
Vermeidung von Medienbrüchen sowie der Möglichkeit zur multiplen Verwendbarkeit 
von Daten erstellt. Bei der Umsetzung des Datenmodells wurde auf eine den praktischen 
Anforderungen angepasste Normalisierung unter Einhaltung der referentiellen Integrität 
geachtet. 
Die im Krankenbausinfonnationssystem zur Verfügung stehenden Daten werden auto-
matisiert übernommen, strukturiert und standardisiert. Dabei werden die verfügbaren La-
borparameter in LOINC (Logical Observation ldentifiers Names and Codes) abgebildet 
und hinterlegt. Die Patientenmedikation ist eindeutig über die Anatomisch-Therapeu-
tisch-Chemische Klassifikation (ATC) der Weltgesundheitsorganisation (WHO) klassifi-
ziert und Diagnosen werden entsprechend dem in Deutschland gültigen Standard zur 
Diagnosenkodierung nach der lntemationaJ Statistical Classification of Diseases and Re-
lated Health Problems, Version 10 (ICD 10) erfasst. 
Anhand von neu definie1ten Zuordnungstabellen werden Assoziationen zwischen Erkran-
kungen, Arzneimittel und Laborwerten durch die konsequente Nutzung von Tenninolo-
giesystemen standardisiert. 
Dadurch wird der medizinische Zusammenhang für die Beeinflussung eines Laborbefun-
des durch eine Erkrankung oder auch durch den Wirkstoff eines Medikamentes trans-
parent. 
Jeder bei einem Patienten bestimmte Laborwe1t durchläuft eine „rules-engine", die ent-
sprechend definierter statischer und dynamischer Grenzwerte absolut und relativ patholo-
gische Laborwerte identifiziert und diese Teilmenge als SignaJe an das System zurück-
gibt. 
Die Signale werden im weiteren über vordefinierte Zuordnungstabellen mit den individu-
ellen Erkrankungen (ICD) und Medikamenten (ATC) des Patienten assoziiert und an die 
„alert-engine" weitergeleitet. Dies klassifiziert die Warnmeldung nach ihrer klinischen 
Relevanz (höchste Priorität: Laborwertveränderung ist durch eine Beeinflussung eines 
Arzneimittel aus der aktuellen Medikation des Patienten erklärbar - unterste Priorität: 
Laborwertveränderung ist durch die Diagnose des Patienten erklärbar und nicht durch 
die Medikation) und präsentiert die so generierte Warnmeldung dem klinischen Arbeits-
platz. Wird eine Meldung durch den Arzt bestätigt, wird diese in die elektronische Pa-
tientenakte und in die Fallbasis aufgenommen. 
Ergebnisse 
Implementierung 
Die Wissensbasis und die Patientendaten aus dem Klinikinfonnationssystem sind in einer 
normalisierten relationalen Datenbank abgebildet. „Rules-" und „ale1t-engine" wurden 
durch ein Perl Datenbankskript umgesetzt. Die Interaktion erfolgt über embedded SQL. 
Das System basiert auf standardisierten Schnittstellen wie ODBC bzw. JDBC und kann 
problemlos an die jeweilige Klinikinfrastruktur angepasst werden. Die eingesetzte Daten-
bank wird von der Firma SAP unter GPULGP kostenlos für aJle Anwender zur Ver-
fügung gestellt. 
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Klinische Erprobungsphase 
Wahrend einer 6 monatigen prospektiven Untersuchung auf einer 29 Betten Station wur-
den 474 Krankenhausaufnahmen (377 Patienten) mittels einer Intensiverfassung durch 
Ärzte und Pharmazeuten analysiert. Insgesamt wurden 109 UAW entdeckt und bewertet. 
Im gleichen Zeitraum wurden 39819 Laborparameter bestimmt und der Prozessanalyse 
unterzogen. 4454 Laborwerte wurden als Warnsignale gemeldet. Daraus wurden 2328 
als Alarmsignal zur Identifikation einer UAW generiert. 
In 74 von 76 UAW Patienten wurden insgesamt 10417 Laborwerte bestimmt, wobei 
J 584 Warnsignale und 574 Alarmsignale generiert wurden. Somit konnten 69 von 76 
UAW Patienten durch Alarmsignale automatisch identifiziert werden. Die Sensitivität 
und Spezifität des Filterprozesses waren 91 % und 23%. 
Nach Verknüpfung der verbliebenen Labordaten mit der standardisierten Arzneimittel-
datenbank unter Einbeziehung der individuellen Arzneimitteltherapie konnte die Spezifi-
tät von 23% auf 53 % bei guter Sensitivität (76%) verbessert werden. 
In einer weiteren Studie konnte belegt werden, dass die UA W Erkennungsrate der Ärzte 
während einer 2 monatigen Studienphase auf einer intemistischen Station durch das Sys-
tem von 40 auf über 83 % gesteigert werden konnte. 
Diskussion/Schlussfolgerungen 
Durch die semantische Verknüpfung von anerkanntem Expertenwissen mit individuellen 
Patientendaten kann eine automatisierte Risikoanalyse bereits zum Zeitpunkt der Daten-
erhebung erfolgen. Die klinische Anwendung führt dabei zu einer Verbesserung der Pa-
tientenversorgung. 
Das System ermöglicht eine zeitnahe Erkennung und Erfassung unerwünschter Arznei-
mittelwirkungen noch während deren Entwicklung und vor der vollständigen Ausprä-
gung behandlungsbedürftiger Symptome. Die zeitnahe Erfassung ist für die Vermeidung 
von UAW als auch die Vemlinderung von Folgeschäden für den jeweiligen Patienten 
und letztlich auch der Folgekosten von UA W essentiell. 
Modifikationen des Regelwerks sowie der erstellten Zuordnungstabellen ergeben weitere 
Möglichkeiten der Optimierung des Systems, insbesondere unter dem Aspekt der Steige-
rung der Sensitivität und Spezifität. 
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Abstraktnummer 19/4 
Infektionsüberwachung mithilfe 
der elektronischen Krankenakte - Methoden und Werkzeuge 
Bürkle T, Friedrich AW, Loskamp M, Prokosch HU 
Westfälische Wilhelms-Universität Münster, Institut für Medizinische Informatik und Biomathematik, 
Münster 
Einleitung 
Infektionen während oder gar in Folge ärztlicher Behandlung stellen einen massiven Ver-
lust an Lebensqualität für den Patienten bis hin zur möglichen Todesfolge und einen 
großen Kostenfaktor dar. Man schätzt dass allein in den USA mehr als 2 Millionen Pa-
tienten pro Jahr davon betroffen sind und dies zu den führenden Todesursachen zählt (1). 
Es liegt daher im Interesse der behandelnden Ärzte, des Krankenhauses als Institution 
und der Allgemeinheit, das Auftreten von Infektionen zu vermeiden oder mindestens zu 
minimieren. Auch der deutsche Gesetzgeber hat dem Rechnung getragen, indem er im 
seit 1.1.2001 geltenden lnfektionsschutzgesetz einerseits eine Legaldefinition der oosoko-
mialen Infektion formu liert und andererseits die systematische und regelmäßige Erfas-
sung von nosokomialen Infektionen und Infektionen mit bestimmten Erregern für alle 
Krankenhäuser in Deutschland vorschreibt. Verschiedene Ansätze zur verbesserten Erfas-
sung und Überwachung des Infektionsgeschehens mittels Methoden der Datenverarbei-
tung wurden publiziert (2-4). Im vorliegenden Beitrag stellen die Autoren ein stufen-
weises Konzept der lnfektionsüberwachung vor, das derzeit am Universitätsklinikum 
Münster realisiert wird und im Gegensatz zu vielen Publikationen auf dem Konzept einer 
vollständig integrie1ten elektronischen Patientenakte basiert. Ausgebend von einfachen 
Eingabemasken über die forcierte Aufforderung zur Dokumentation bis hin zu Funktio-
nen des Data Mining und der Auswertung von in der elektronischen Patientenakte 
schlummernden Informationen wird ein Gesamtbild der Möglichkeiten aufgezeigt und 
der aktuelJe Stand der Realisierung besprochen. 
Material und Methode 
Basis für eine moderne Infektionsüberwachung stellt die sogenannte elektronische Pa-
tientenakte [5-7) dar. In dieser werden relevante medizinische Informationen eines 
Patienten lebenslang abgelegt und stehen so zum Zugriff zur Verfügung. Das UK Müns-
ter steht am Anfang der Einführung einer solchen elektronische Patientenakte. Seit Mitte 
2000 wurde dazu ein kommerzielles Produkt der Firma GWI eingeführt, das heute an 
über 500 klinischen Arbeitsplätzen für mehr als 1600 registrierte Nutzer aus Pflege, 
Funktionsstellen, Sekretariaten und ärztlichem Dienst zugänglich ist. 
Basierend auf früheren Arbeiten e ines der Autoren [3) wurde fiühzeitig ein Dialog mit 
der Firma hinsichtlich speziell der Erfassung der im Krankenhaus erworbenen so genann-
ten nosokornialen Infektionen nach § 23 Infektionsschutzgesetz begonnen. Es war klar, 
dass eine rein freiwillige Erfassung derartiger Informationen nicht ausreichen würde. Teil 
der mit der Finna begonnenen Entwicklungsanstrengungen war daher zunächst die An-
passung eines von der Firma entwickelten Prototypen an dfo Infe.ktionskriterien des ame-
rikanischen Center of Disease Control (8), vor allem aber die Implementation einer auto-
matischen Aufforderung des Arztes, der nun an geeigneter Stelle bestätigen muss, ob 
eventuell eine nosokorniale Infektion vorliegt. Im vorliegenden Fall wurde diese Auffor-
derung als Pflichtfeld mit der Dokumentation der Fachabteilungsentlassdiagnosen gekop-
pelt, die vom Arzt in jedem Fall auszufüllen ist. 
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Dies war aber nur ein Teil der Aktivitäten. Weitere parallel durchgeführte Aktivitäten 
konzentrierten sich darauf, den Mitarbeitern des Instituts für Hygiene Werkzeuge und 
Methoden zur Verfügung zu stellen, die es erlauben, gezielt Auswertung bestimmter In-
fektionsgeschehen flächendeckend im Klinikum vorlunehmen. Es wurden beispielsweise 
Auswertungsfunktionen entwickelt mit denen der Mitarbeiter des Instituts für Hygiene 
sich jederzeit einen Überblick über Patienten und deren Abteilungsaufenthalte beschaffen 
kann, die laut den gespeicherten Diagnosecodes mit einer Besiedlung mit multiresisten-
ten Keimen (z.B. MRSA) in Übereinstimmung gebracht werden können. In ähnlicher 
Form wurden Reports für andere relevante Infektionsarten implementiert. 
Ergebnisse 
Mit den besagten Werkzeugen konnte zunächst eine Basis für eine effektivere Arbeit der 
Mitarbeiter des Hygieneinstitutes gelegt werden, die nun gezielter bestimmten Infektions-
geschehen in einem weitläufigen Universitätsklinikum mit vielen unterschiedlichen Ab-
teilungen nachgehen können. Die dazu notwendigen Auswertungsfunktionen stehen seit 
November 2002 im Echtbetrieb und werden regelmäßig genutzt. 
Mit den neu eingeführten Dokumentationsmasken und der verpflichtenden Bestäligung 
durch den Arzt ,,Es liegt keine nosokomiale Infektion vor" wurde ein Werkzeug zur 
Standardisierung der lnfektionsberichte geschaffen und die Grundlage für eine vollstän-
digere Dokumentation des Infektionsgeschehens gelegt. Außerdem konnten damit die 
Grundanforderungen des § 23 Infektionsschutzgesetz e1füllt werden und zwar vo!Jständig 
integriert in einem klinischen Informationssystem und nicht wie oft praktiziert in einer 
weiteren dedizierten Software nur für diesen Zweck. Synergistische Effekte der Wieder-
venvendung von Daten und der Vermeidung von Mehrfacheingaben können so erzielt 
werden. Die elektronische Dokumentation nosokomfaJer Infektionen wird seit Ende Ok-
tober 2002 mit gutem Erfolg i.n der Klinik und Poliklinik für Technische Orthopädie und 
Rehabilitation in Zusammenarbeit mit dem Institut für Hygiene eingesetzt. Bislang wur-
den über 200 Fälle damit dokumenlien, der klinikumsweite Einsatz ist ab Mai 2003 
geplant. Über den aktuellen Stand und die Erfolge wird berichtet. 
Diskussion/Schlussfolgerungen 
Wir präsentieren hier eine Spezialdokumentation und Reportfunktion für eine bestimmte 
Art von Erkrankungen, nämlich Infektionserkrankungen mit Relevanz für das Hygienein-
stitut. Im Gegensatz zu vielen anderen publizierten Dokumentationsmodulen ist diese 
Spezialdokumentation in Münster ein integraler Bestandteil der einheitlichen elektro-
nischen Patientenakte. Obwohl wir mit unseren Entwicklungen noch in einer sehr frühen 
Phase stehen, konnten wir bereits jetzt einen Ausbruch bzw. die Ausbreitung einer Noro-
Virus-Infektion durch verbesserte Auswertungen der in der elektronischen Patientenakte 
gespeicherten Daten wirkungsvoll vermeiden. Es liegt auf der Hand, dass dies noch nicht 
das Ende des Weges ist. Weitere Schritte, beispielsweise das automatisierte Data Mining 
in allen relevanten Patienteninformationen mit dem Ziel, Infektionsgeschehen schon 
frühzeitig auf der Basis bestimmter Kombinationen multipler klinischer Indikatoren [3] 
oder aber der Berechnung eines Erwartungswertes aus den histo1ischen Daten [9] zu 
erkennen noch bevor die Infektion selbst in Form von Diagnosecodes oder ähnlichem 
dokumentiert wurde, stehen noch aus. Zusätzlich bedarf es weiterer Schritte, um die ge-
wonnen Infektionsraten zu standardisieren und damit mit denen anderer Abteilungen und 
Kliniken vergleichbar zu machen. Hierzu müssen vorhandene Daten wie Patientenanzahl, 
kumulative Patiententage und im Falle bestimmter nosokomialer Infektionen, die durch 
eine medizinische Maßnahme entstanden sind auch die so genannten kumulativen Devi-
ce-Tage, in die Berechnung der Infektionsrate mit einbezogen werden. Die Erfassung 
dieser Daten sollte jedoch nicht mit zusätzlichem Arbeitsaufwand, wie z. B. durch das 
Erfassen in Strichlisten auf Station gewonnen werden, sondern im Rahmen einer elektro-
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nischen Erfassung aller Leistung mittels OPS-Kodierungen nach Einführnng des DRG-
Systems erfolgen. Im nächsten Schrill müssten dann die in den Laboratorien gewonnen 
Daten (Erreger und Resistenzbestimmung, elektronische Daten der Erregertypisiernng) 
mit in die Gesamtdatenbank einfließen. Die vollständigere Erfassung der klinischen Da-
ten in der elektronischen Patientenakte ist somit der Schlüssel zu einer noch besseren 
Verfolgung des Infektionsgeschehens mit dem Ziel, Infektionen nicht nur zu erfassen, 
sondern deren Auftreten und Verbreitung durch den gezielten Einsatz von Gegenmaß-
nahmen friihzeitig zu verhindern und somit die Behandlungsqualität zu verbessern. 
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Abstraktnummer 20/1 
Wie lässt sich die Ergebnisqualität stationärer Versorgung 
mit GKV-Routinedaten messen? 
Günster C, Mansky T, Heller G, Swart E, Robra BP, Held M, Leber WO 
Wissenschaftliches Institut der AOK (WldO), Bonn 
Einleitung 
In den letzten Jahren wurden zeit- und kostenaufwändige Instrumente zur Sicherung der 
stationären Versorgungsqualität entwickelt. Deren Focus liegt primär auf der Strukrur-
und Prozessebene. Zudem lassen sich Versorgungsergebnisse damit nur bis zum Ende 
des Krankenhausaufenthaltes abbilden und dies trotz sich verkürzender Liegezeiten. In 
einem gemeinsamen Projekt des AOK-Bundesverbandes und der HELIOS Kliniken 
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GmbH werden darum anhand von GKV-Routinedaten Aufenthalts- und Klinikübergrei-
fende, mittel- und langfristige Indikatoren der Ergebnisqualität entwickelt und bewertet. 
Material und Methode 
Gnmdlage der Qualitätsmessung mit Routinedaten ist eine mehrjährige Datenbank aller 
Krankenhausfälle von AOK-Versicherten (nach § 301 SGB V), ergänzt um Nebendiagno-
sen, Prozeduren, Vergütung und (im Vorgriff auf die DRG-Einführung) Krankheitsschwe-
regrad. Für klinisch relevante Versorgungsprobleme werden indikationsspezifisch Quali-
tätsindikatoren wie Wiederaufnahme-, Revisions- und Letalitätsraten ermittelt. Zum 
Vergleich der Ergebnisse einzelner Kliniken erfolgt eine Risikoadjustierung. Betrachtet 
werden die Tracer Hüftgelenks- sowie Kniegelenksendoprothesen, Operation nach Ko-
lonkarzinom und Herzinsuffizienz. 
Ergebnisse 
Im Jahr 2001 findet sich eine deutliche Streuung zwischen den Krankenhäusern mit ei-
ner Mindestfallzahl von 25 bei den Indikatoren Langlieger (bei H üft-TEPs von 0 bis 
48 %), Krankenhausletalität (bei Colon-Ca von 0 bis 25 %) oder Wiedereinweisung inner-
halb eines Quartals (bei Herzinsuffizienz von 11 bis 44 % ). Die Ergebnisse sind abhängig 
vom Alter, dem Vorliegen relevanter Nebendiagnosen oder dem PCCL-Status. Eine Vali-
dierung ergab eine hohe Übereinstimmung der AOK-Daten mit den Daten des Kranken-
hausträgers. Die Patienten der AOK weisen tendenziell ein höheres Dw·chschnictsalter 
und eine längere Verweildauer als Patienten anderer Kassen auf. 
Diskussion/Schlussfolgerungen 
Verfahren der Qualitätsmessung mit Routinedaten werden seit 20 Jahren eingesetzt 
[l , 2). Führend hierbei ist die USA, wo beispielsweise die HeaJtb Care Financing Agen-
cy seit 1986 bereinigte Letalitätsraten auf DRG-Basis veröffentlicht. Ähnliche Entwick-
lungen in Form von Krankenhausberichten, so genannten „report cards", und Kranken-
haus-Qualtitätsrankings liegen in England (National Health Service), Kanada (Canadian 
Institute for Health lnfonnation) und Frankreich vor [3-5). Eine Umsetzung des Quali-
tätsmessungsansatzes mit GKV-Routinedaten liefert für Deutschland neuartige, risiko-
adjustierte Informationen über die Ergebnisse stationärer Versorgung. Kostenträger kön-
nen dargelegte Quafüäc honorieren. Krankenhäusern können diese Erkenntnisse intern 
für Qualitätssichenmgsmaßnahmen und extern als Wettbewerbsparameter nutzen. 
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Abstraktnummer 20/2 
Sind DRG-Daten für die Tumordokumentation brauchbar? 
Gumpp V 
Universitätsklinikum Freiburg, Tumorzentrum, Freiburg 
Fragestellung 
Die Abrechnung von Krankenhausleistungen bei der Versorgung Krebskranker nach dem 
neuen Fallpauschalensystem auf der Basis der ,,Diagnosis Related Groups" (DRGs) setzt 
die Verschlüsselung von Haupt- und Nebendiagnosen, operativen Eingriffen, Chemothe-
rapie, Strahlentherapie und Komplikationen in ausführlicherem Maße als bisher voraus. 
Auch für Ambulanzbesuche muss mindestens einmal pro Quartal ein ICD-10-Code ge-
liefert werden. Für die Qualitätssicherung der Kodierung wurde ein umfangreicbes Re-
gelwerk entwickelt, das auch spezifische Angaben zur Kodierung von Malignomen ent-
hält. Bei der Behandlung eines Karzinoms können innerhalb eines Jahres leicht über 
hundert Diagnose- und Prozedurenschlüssel anfallen. 
Entsprechend wenig Verständnis bringen Ärzte dafür auf, dass dieselben Informationen 
noch einmal, z. T. mit anderen Codes wie z.B. ICD-0 für die Klinischen Krebsregister 
erfasst werden sollen. Daher wurde untersucht, inwieweit es möglich und sinnvoll ist, 
DRG-Daten für die Tumordokumentation zu verwenden. 
Methoden 
Auf der Basis einer Tabelle mit allen tumorrelevanten ICD-Diagnosecodes wurden alle 
Tumorpatientlnnen in Krankenbausinformationssystem des Universitätsklinikums Frei-
burg identifiziert. Zu diesen Personen wurden die Stammdaten, Diagnosen, Prozeduren 
und Aufenthalte inkl. Ambulaozbesuche für das Klinische Krebsregister ausgespielt. 
Probleme bei der Verarbeitung dieser Daten anhand von Beispielen dargestellt. 
Ergebnisse 
Ein Problem bei den Stammdaten ist die Gefahr der Überzählung von Tumorkranken 
durch Doppelerfassungen. Bei den Diagnosen stellen sich trotz der Malignom-Kodier-
regeln immer wieder Turnorfälle als hannlose, nicht bestätigte Verdachtsdiagnosen he-
raus. Auch die wiederholte, aber z. T. uneinheitliche Codierung desselben Befundes mit 
verschiedenen ICD-10-Codes ohne Angabe der Seitenlokalisation behindert eine auto-
matisierte Übernahme von Diagnosecodes in ein Tumorregister. 
Wichtige Informationen wie Erstdiagnosedatum, Tumorstadium, Histologie und Diagno-
sesicheiung sind nicht Bestandteil der DRG-Daten. 
Andererseits können wichtige Informationen aus den Diagnose- und Prozedurencodes 
abgeleitet werden, z. B. welche potentiellen Krebsfälle in der Einrichtung behandelt wur-
den (Vollzähligkeit), ob z. B. eine Patientin mit Mammakarzinom brusterhaltend operiert 
wurde und ob die Patientin Chemotherapie bzw. Strahlentherapie erhielt (jedoch nur, 
sofern sie in der gleichen Ein.richnmg weiterbehandelt wurde). Zu denjenigen Krebskran-
ken, die in der Einrichtung versterben, lässt sich auch das Sterbedatum entnehmen. 
Die Daten von Aufenthalten oder Ambulanzbesuchen lassen sich für die Aktualisierung 
des Vitaldatums benutzen. Aus den aufnehmenden und entlassenden Kostenstellen kön-
nen die an der Behandlung beteiligten Abteilungen ermittelt werden. 
Diskussion/Schlussfolgerungen 
Die Nutzung von DRG-Daten als zusätzliche Informationsquelle ist für klinische Krebs-
register unvenichtbar. Die Integration von DRG-Daten in ein klinisches Krebsregister ist 
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dagegen nur bedingt zu empfehlen und aufwändig. Eine Verbesserung der Datenqualität 
ist zu erwarten, da fehlerhafte DRG-Daten zu finanziellen Abzügen führen sollen. Dies 
erfordert jedoch mehr Personal für die Qualitätssicherung, sodass die Bereitschaft, zu-
sätzliche Ressourcen für die Tumordokumentation bereitzustelJen, in den Kliniken weiter 
sinken wird. 
Zusätzliche Tumordok:umentation ist für die Qualitätssicherung erforderlich, solange 
wichtige Informationen wie Erstdiagnosedatum, Tumorausbreitung, Klassifikationen etc. 
nicht Teil der DRG-Daten sind und die Datenquali tätsprobleme nicht gelöst werden kön-
nen. Andererseits ist es nötig, dass die Tumorbasisdokumentation mit den gleichen 
Codes arbeitet, die den Ärzten in ihrer täglichen Arbeit begegnen. 
Abstraktnummer 20/3 
Zeitlicher Verlauf der DRG-Parameter 
in einer onkologischen Abteilung: Upcoding? 
Bobrowski C, Liebau M, Koesters K, Laack E, Mannweiler P 
Universitätsklinikum Hamburg-Eppendorf, Medizinische Klinik 1, Hamburg 
Einleitung 
Das Fallpauschalengesetz von 2003 beschreibt die Ausgestaltung des deutschen DRG-
Systems zumindest teilweise [l]. Der Gesetzgeber hat vorgesehen, dass ein verbessertes 
Codierverltalte11 (sog. „ Upcoding ") nicht zu höheren Erlösen führen soll. Die Motivation 
zur Codierung mit schwerer wiegenden Codes ergibt sich aus der Erwartung höherer 
Erlöse. Andererseits wird argumentiert, dass ein Upcoding in Deutschland durch die seit 
dem Fallpauschalengesetz erweiterten Befugnisse des Medizinischen Dienstes der Kran-
kenkassen. verhindert oder eingedämmt würde (2). Die Abgrenzung zwischen Upcoding 
und tatsächlicher Zunahme der Fallschwere ist jedoch schwierig und in vielen Fällen 
unmöglich [3]. Anhand der DRG-Daten einer onkologischen Abteilung eines tertiären 
Zentrums untersuchten wir die Trends der DRG-relevanten Parameter im Vergleich der 
Jahre 2001 und 2002. 
Material und Methode 
Die Datenbasis bestand Dokumentationsdaten aller Patienten, die vom L 1.200 l bis 
31.12.2002 von der Onkologischen Klinik entlassen wurden. Die Daten stammen aus 
dem Zentralsystem SAP-IS/H. Die Ermiltlung der DRG erfolgte mithilfe des Programms 
3M-DRG-Grouper (3M Medica GmbH, Neuss). Es wurden australische DRG und aus-
tralische Kostengewichte ermittelt. Die Daten wurden offline als EXCEL-Datei zur 
Verfügung gestellt. Die statistischen Analysen wurden mit dem Program SPSS 10.0.7 für 
Windows (SPSS GmbH, München) durchgeführt. Das Signifikanzniveau wurde auf 95 % 
festgesetzt. 
Die von SAP-IS/H gelieferten Daten beschreiben alle Behandlungsfälle der Fachabtei-
lung; in die vorliegende Analyse wurden nur diejenigen Fälle eingeschlossen, für die 
eine onkologisch-hämatologische Hauptdiagnose vorlag und für die die Verweildauer 
länger als ein Tag war. Die „onkologisch-hämatologische Hauptdiagnose" war definiert 
als Hauptdiagnose aus dem Bereich COO.O bis 089.9 der ICD-10. Die Falldaten wurden 
paarweise zusammengestellt („gematcht"), und zwar nach dreistelliger TCD-10-Diagnose 
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und nach Alter. Untersucht wurden Alter, Geschlecht, Verweildauer, Hauptdiagnose, 
PCCL (patient clinicaJ complexity Jevel), Anzahl der Hauptdiagnosen, Anzahl der 
Nebendiagnosen und das australische Kostengewicht. 
Ergebnisse 
In 2001 war die Gesamtzahl der Behandlungsfälle 2783, und zwar 1783 männlich (m) 
und 1000 weiblich (w). Nach Abzug der Eintagesfälle und der Fälle mit nicht hämatolo-
gisch-onkologischer Hautpdiagnose verblieben 1587 Fälle (1016 m; 57 w). Im Jahre 
2002 gab es in der gleichen Abteilung 2017 Behandlungsfälle ( l 194 m; 823 w). In diese 
Analyse wurden nur die Nicht-Eintagesfälle mit onkologiscb-härnatologischer Hauptdiag-
nose engeschlossen, für 2002 waren dies 1463 Fälle (907 m; 556 w). Das mittlere Pa-
tientenalter in 2001 war 56,3 ± 15,3 Jahre, in 2002 betrug es 55,6 ± 16,8 Jahre (Mitrel-
wert ± Standardabweichung). 
Nach Durchführung der Matching-Prozedur verblieben 1208 Fälle (749 m, 459 w). Alle 
für die Studie relevanten Parameter (Alter, Verweildauer, Hauptdiagnose, PCCL Anzahl 
der Hauptdiagnosen, Anzahl der Nebendiagnosen, Kostengewicht) waren nicht normal 
verteilt. 
Das mediane Alter der Patienten aus 2001 war 52,0 Jahre, aus 2002 war es 52,4 Jahre, 
der Unterschied war nicht signifikant (Mann-Whitney-Test). Für die Verweildauer gab es 
ebenfalls keine signifikanten Unterschiede, sie betrug 2001 im Median 9,2 Tage, in 2002 
im Median 9,1 Tage. Die Anzahl der Nebendiagnosen in 2001 betrug 4,66, im Jahre 
2002 war sie 4,81. Der Unterschied war nicht signifikant (p = 0,115; Wilcoxon-Test). 
Signifikante Unterschiede gab es für den PCCL und das Kostengewicht, wie die folgen-
den Tabellen zeigen: 
Für den PCCL: 
2001 2002 
PCCL PCCL 
Mittelwert 1,91 2,03 
Median 2 2 
1. Qoartil 0 0 
3. Quarül 3 3 
(p = 0,046; Wilcoxon-TesL) 
Für das australische Kostengewicht (cw): 
2001 2002 
CW CW 
Mittelwert 1,87 2,08 
Median 1,52 1,52 
J. Quartil 1,23 l,23 
3. Quartil 1,58 1,58 
(p = 0,022; Wilcoxon-Test.) 
Diskussion 
Die Änderungen des PCCL und des Kostengewichts im Vergleich der Jahre 2001 und 
2002 waren beide signifikant. Aus den gezeigten Daten ergibt sich, dass der Effekt auf 
einer Änderung der Form der nicht-normalen Verteilung beruht. Die Zunahme fiir den 
PCCL betrug 6,3%, für das Kostengewicht 11,2%. Aus den bisher verfügbaren Daten 
Läßt sich noch keine Evidenz für oder gegen Upcoding ableiten. Auffällig ist jedoch, dass 
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PCCL und Kostengewicht angestiegen sind, während es keine signifikante Änderung in 
der Anzahl der Nebendiagnosen gab. Es entspricht andererseits der klinischen Erfah-
rung, dass beim „ Upcoding" nicht nur schwerere oder präzisere Diagnosen gewählt 
werden, sondern dass auch mehr Nebendiagnosen dokumentiert werden. & muss daher 
anhand der hier beschriebenen Datenlage bezweifelt werden, dass der Anstieg des Kos-
tengewichts in der vorliegenden Studie hauptsächlich ein Upcoding-Ejfekt ist. 
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Abstraktnummer 20/4 
Integration von Informations- und Qualitätsmanagement: 
Statusbericht eines interdisziplinären Projekts zur Prävention 
und Behandlungsoptimierung des Dekubitus 
Stausberg J , Bromen K, Maier 1, Kröger K, Niebel W 
Universitätsklinikum Essen, Institut für Mediz.inische Informatik, Biometrie und Epidemiologie, Essen 
Einleitung 
Das Durchliegegeschwür (Dek:ubitus) von Patienten ist eine häufige Erscheinung im 
Krankenhaus. Untersuchungen in Hamburger Ak:utkrankenhäusem haben in 4,1 bis 5,7% 
der Fälle einen Dekubitus bei Aufnahme ergeben; die Neuerkrankungsrate liegl dort bei 
durchschnittlich l ,3 % (5). Das Vorliegen eines Dekubitus ist für den Patienten belastend 
und kann Ausgangspunkt schwerer Komplikationen sein. Die entstehenden Kosten wer-
den mit rund 28000 DM deutlich höher eingeschätzt als präventive Maßnahmen (2). Zu-
dem birgt die Entstehung eines Dekubitus in der stationären Behandlung ein erhebliches 
rechtliches Risiko, da insbesondere bei mangelnder Dokumentation ein pflegerisches 
Versagen vermutet wird. 
Ein sinnvoller Einsatz von Klinischen Arbeitsplatzsystemen in der Durchführung von 
Maßnahmen zum Qualitätsmanagement wurde bereits mehrfach beschrieben [l, 3, 4, 7]. 
Rechnergestützte Informationssysteme können einen Beitrag zur Messung von Qualität 
(z. B. durch die regelmäßige Bestimmung von Qualitätsindikatoren), zur Verbessenmg 
von Qualität (z. B. durch den Zugriff auf Leitlinien in einem Intranet) sowie zur Steue-
rung von Maßnahmen des Qualitätsmanagements (z.B. durch Arbeitslisten) leisten. 
Ziel dieses Projekts ist daher, Informationsmanagement und Qualitätsmanagement mit-
einander zu verzahnen, um die Prävention und Behandlung des Dekubirus zu optimieren. 
Material und Methode 
Am Universitätsklinikum wurde eine interdisziplinäre Arbeitsgruppe mit Beteiligung der 
Pflege, der Ärzteschaft, des IT-Zentrums und der Medizinischen Informatik gebildet. Für 
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operationelle Aufgaben konnte auf eine bereits bestehende interdisziplinäre Wundsprech-
stunde zutückgegriffen werden. Die Dokumentation eines aufgetretenen Dekubitus sollte 
im Anwendungssystem medico//s von Siemens erfolgen, welches flächendeckend zur 
Basisdokumentation eingesetzt wird. 
In der Arbeitsgruppe wurden Erhebungsmerkmale, das Vorgehen bei der Dokumentation, 
Interventionskriterien und das Schulungskonzept festgelegt. Besonderes Augenmerk galt 
einer Qualitätssicherung der Dokumentation, die Recbtzeitigkeit, Vollständigkeit, Wider-
spruchsfreiheit und Validität der Daten umfasst. Inhaltlich wurde auf Kongruenz mit der 
papierbasierten Dokumentation sowie mit nationalen Initiativen zur Qualitätssicherung 
des Dekubitus geachtet. Das Projekt wurde durch den Vorstand des Universitätsklini-
kums im Juli 2002 genehmigt. Im November 2002 wurde dann die Testphase auf 5 Sta-
tionen gestartet, die im März 2003 in eine flächendeckende Vollerfassung auf den 78 
Stationen des Universitätsklinikums überführt werden konnte. 
Im Folgenden soll über Erfahrungen der Organisation und Dokumentation, über Ergeb-
nisse zur Häufigkeit des Dekubitus in der Testphase sowie über die Qualitätssicherung 
des Verfahrens berichtet werden. 
Ergebnisse 
Die Erfassung von Merkmalen durch das Pflegepersonal auf Station beinhaltet die Risi-
koeinstufu.ng und den Status bei Aufnahme, den Status und die eingeleitete Therapie bei 
Neuauftreten eines Dekubitus und den Status bei Entlassung. In der Testphase zeigte 
sich, dass eine Nachdokumentation der Entlassungsangaben nicht praktikabel war, sodass 
dieser Teil komplett fallengelassen wurde. 
Die Mitarbeiterinnen und Mitarbeiter der Pflege wurden flächendeckend sowohl über die 
Erkennung und Behandlung des Dekubitus als auch über den Umgang mit der Doku-
mentation geschult. Das Projekt wurde den Leitern der Institute und Kliniken scbriftJicb 
vorgestellt. 
Als Indikator zur sofortigen Intervention wurde ein Dekubitus in Stadium 4, also mit 
Beteilung von Knochenhaut und/oder Knochen festgelegt. Eine solche Dokumentation 
führt zu einer automatischen Meldung an die Wundsprechstunde über medico//s und ist 
Anlass für eine Untersrützung der Behandlung durch geschulte Mitarbeiter. 
Zur Ptüfung der Validität wurde ein Stichprobenverfahren entwickelt. Unter Annahme 
von 6% Aufnahmen mit Dekubitus und 2% Neuerkrankungen wurde für ein 95 %-Kon-
fidenzintervall mit der Breite von 2 % ein Stichprobenumfang von rund 3000 Fällen kal-
kuliert. Aus praktischen Gründen wurde die Stichprobe auf eine zufällig ausgewählte 
Station pro Werktag festgelegt. Für die Begehung dieser Station wurde zusätzlich zum 
Personal der Wundsprechstunde ein Dekubitusteam aus 2 erfahrenen Pflegekräften gebil-
det. Dieses erhält jeden morgen eine Access-Datenbank mit den aktuellen Fällen dieser 
Station. Nach Information der Stationsleitung erbebt das Dekubitusteam den aktuellen 
Status aller dort befindlichen Patienten und erfasst diesen noch auf der Station über ei-
nen Laptop ohne Kenntnis der Dokumentation in medico//s. 
Die Vollzähligkeit der Dokumentation bei Aufnahme stieg von 31 % im November 2002 
auf 73 % im Februar 2003. Hierbei wurde im Februar ein Dekubitus bei 255 Aufnahmen 
dokumentiert, in der Kontrollgruppe im gleichen Monat 2 von 95 untersuchten Patienten. 
Bei einer maximalen Beobachtungszeit von 2 bis 6 Wochen nach Aufnahme im Februar 
2003 betrug die Inzidenz 2 % (5 von 255 Aufnahmen). In mehr als der Hälfte der Fälle 
lag ein Dekubitus Stadium l , also eine Hautrötung, vor. 
Diskussion/Schlussfolgerungen 
Für unser Projekt waren insbesondere zwei methodische Probleme von Bedeutung: 
l. Auch die Messung von Qualität führt bereits zu einer Qualitätsverbesserung [8]. 
2. Die reine Möglichkeit zur Dokumentation liefert ohne deren Überptüfung keine nutz-
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baren Daten [6]. Aufgrund des erstgenannten Punktes haben wir von Beginn an unser 
Projekt als einen Prozess verstanden, der selbst zu Veränderungen der Versorgung führt 
und damit als Intervention nicht sicher von den Wirkungen prophylaktischer und thera-
peutischer Maßnahmen zu trennen sein wird. Die fehlende Bestimmung einer Ausgangs-
häufigkeit des Dekubitus haben wir daher in Kauf genommen. Der zweitgenannte Punkt 
hat zu einer Konzentration der Projektarbeit auf die Qualitätssicherung der Dokumenta-
tion geführt. Hierbei haben wir uns in der Testphase insbesondere auf organisatorische 
Maßnahmen gestützt. 
Die erhobenen Zahlen belegen bereits jetzt, dass Dekubitus auch in unserem Klinikum 
ein Versorgungsproblem darstellt. Dennoch ist die Qualität der Dokumentation für wei-
tergebende Aussagen nicht ausreichend. Der in der Testphase noch nicht umgesetzte, 
aber im Konzept bereits vorgesehene Stufenplan zur Qualitätssicherung der Dokumenta-
tion ist daher dringend erforderlich. Hierbei setzen Maßnahmen bei der einzelnen Pfle-
gekraft, der Stationsleitung und der KJinikpflegedienstleirung an. Ei11e Rückkopplung 
der Validierung an die Stationen soll zukünftig in einem Abstand von 2 Tagen zum Au-
dit erfolgen. 
Die in diesem Projekt praktizierte enge interdisziplinäre Zusammenarbeit ist Vorausset-
zung für eine qualitätsgesicherte flächendeckende Umsetzung des Verfahrens gewesen. 
Detailliertere Analyse zum Erfolg und zur Kosteneffizienz prophylaktischer und thera-
peutischer Maßnahmen bleiben zukünftigen Studien vorbehalten, die auf der geschaffe-
nen Basis aufsetzen werden. Wir sind davon überleugt, mit diesem Verfahren einen 
wichtigen Schritt zur Verbesserung der Versorgung unserer Patienten zu vollziehen. 
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Abstraktnummer 20/5 
Unterstützung der DRG-Zuordnung durch semantische 
Kodierung: Methodenvergleich und Erfahrungsbericht 
Straub HR, Frei N, Frei U, Jung L, Perger C, Ulrich A 
Semfinder AG, Kreuzlingen 
Einleitung 
Ohne eine korrekte Kodierung der Diagnosen und Prozeduren ist keine korrekte DRG-
Zuordnung möglich. Wahrend die Groueer vollautomatisch arbeiten, beansprucht das 
Finden der korrekten Kodes die Zeit von Arzten und Dokumentaren in erheblichem Aus-
maß. Die kodierungsunterstützenden Software-Programme arbeiten mit z. T. sehr unter-
schiedlichen Methoden, die hier vorgestellt werden sollen. 
Methodenvergleich 
A) Stringvergleich in Thesauren 
Die meisten auf dem Markt angebotenen Programme basieren auf dieser Methode, bei 
der ein vom Anwender eingegebener Suchtext mit Einträgen in Tabellen (Thesauren) 
verglichen wird. Leider können auch sehr umfangreichen Tabellen nie alle möglichen 
Texte und Kombinationen enthalten und als Ergebnis bekommt der Anwender eine Ko-
deliste von zwei, zwanzig, hundert oder mehr Kodes, aus denen er die endgültige Aus-
wahl selber treffen muss. Diagnosekombinationen können bei dieser Methode in der Re-
gel nicht eingegeben und Kodekombinationen nur beschränkt ausgegeben werden. 
B) Abfolgen von Auswahlmenüs 
Die Kodes werden vom System in mehreren Teilschritten abgefragt. Eine direkte Kodie-
nmg in einem Schritt ist auch bei dieser Methode nicht möglich. Die Eintrittspunkte in 
die Menukaskade müssen vom Anwender genau getroffen werden und das starre Menu-
System verarbeitet nur vorgegebene Antworten (Verlust der ärztlichen Sprache). 
C) Einfache semantische Matrizensysteme (concept spaces) 
Mit Ausnahme des SNOMED-Raumes werden Matrizensysteme im Bereich der medizi-
nischen Kodierung kaum eingesetzt, da einfache mehrdimensionale Räume für e ine prä-
zise Abbildung der medizinischen Begrifflichkeit nicht ausreichen. 
D) Komplexe semantische Systeme 
Je besser - d. h. einfacher - auch komplexe Zusammenhänge im semantischen Netz 
dargestellt werden können, desto besser wird die Kodierleistung des Systems. Bekannte 
Ansätze sind: CG (Conceptual Graphs), GRAIL (Galen-Projekt), XML-Derivate (RDF, 
XTM) und Begriffsmoleküle. Neben der Fähigkeit, komplexe Zusammenhänge darzustel-
len, spielen Lesbarkeit, Transparenz und als deren Folge Wartbarkeit und Erweiterbarkeit 
des Systems die entscheidende Rolle. 
Eingesetzte Methode 
Die Diagnose- und Prozedurenforrnulierungen der Klinik werden über ein Regelwerk 
von Begriffsnwlekiilen interpretiert. Begriffsmoleküle erlauben die präzise Durchführung 
von komplexen Interpretationsschritten. Die Abfolge der Schricte wird von Regel-Mole-
külen selbstständig anhand des aktuellen Interpretationsstandes gesteuert. Die Regel-Mo-
leküle entsprechen kleinen algorithmischen Einheiten, die Bedingungen (ifs) und Aus-
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führungsanweisungen (thens) in klar definierten semantischen Dimensionen enthalten. 
Durch die Kaskadierung (Kombination) der Regel-Molekiile multipliziert sich die Potenz 
des Gesamtsystems. Zudem können Regeln sowohl auf der Ebene der konkreten Begriffe 
als auch abstrakt auf der Metaebene der übergeordneten Klassen greifen. Obwohl das 
System zur Zeit der Abstraktschreibung nur etwas mehr als 31.000 Regeln umfasst, kann 
damit ein Textkorpus von vielen Millionen Eingaben präzis interpretiert werden. Die In-
terpretation dient zwar primär der Generation der vorgeschriebenen ICD-10 und 
OPS-301 Kodes, behält aber in der internen Notation die gesamte semantische Informa-
tion der Eingabetexte in strukturierter Form bei, was spätere gezielte Auswertungen 
ermöglicht. 
Ergebnisse 
Die von uns eingesetzte Methode erlaubt die vollständige Kodierung von Texten in ei-
nem Schritt, d. h. der Anwender muss nicht mehr aus einer langen Liste möglicher Ko-
des auswählen. Kombinationskodes (Kreuz/Stern usw.) werden bei dem einen Schritt di-
rekt ausgegeben. Falls die Texteingabe unvollständig ist, wird der Anwender über 
Multiple-Choice-Meous zum präzisen Kode geführt. 
Durch die Transparenz der Notation der Begriffsmoleküle war die Wartbarkeit des Sys-
tems zu keiner Zeit gefährdet. Über die laufende Einführungsphase des Systems in meh-
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Abstraktnummer 21/1 
Effects of Air Pollution on the Electrocardiogram 
Perz S, Peters A, Döring A, Küfner R, Gehring J, Englmeier KH 
GSF-Forschungszentrum für Umwelt und Gesundheit, Institut für Medizinische lnfonnatik, Neuherberg 
Background 
The effect of air pollution on cardiac electrophysiologic function has been reported in 
animaJ studies [l). The only epidemjological evidence in humans was found with re-
spect Lo heart rate and heart rate variability so far (2). 
Objective and methods 
To investigate whether the twelve lead resting surface ECG indicates an effect of air 
pollution on the cardiovascular system in humans we re-analysed the results of compu-
terized ECG aoalysis derived from 4003 men and women aged 25 to 64 years who were 
examined during a cross-sectional study from October 1984 ontil May 1985. Quantita-
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tive and qualitative ECG measures were compared with daily mean concentrations of air 
pollutants in the srudy area. 
Results 
In subjects who were examioed in January 1985 during a 13 days Europe wide air 
poUution episode with elevated concentrations of sulfur dioxide (m = 200 µg/m3), statis-
tically significant differences of ECG measures were observed, e.g. an increase of the 
mean heart rate (68.6 vs. 67.0 min- •, p < 0.01), an increase of the mean frontal plane T 
angle (30.9° vs. 26.4°, p < .0 1). Analysis of slight ST deviations considering single 
ECG cycles resulted in a significanlly increased rate of ST segment deviations in sub-
jects examined during the air pollution episode (34.2% vs. 25.0%, p < 0.0001). The 
effects observed were more pronounced in persons suffering from certain diseases (e.g. 
ischemic heart disease, chronic bronchitis) or a negative self-assessed health. 
Conclusions 
Obviously, consistently operating computer ECG analysis methods may provide a sensi-
tive tool to elucidate air pollution effects on cardiac electrophysiology on a population-
based scale. These results could be a link to recent prospective cohort studies which 
showed associations between air pollution and cardiopulmonary disease and mortality 
[3, 4). 
References 
[!] God1eski JJ, Venier RL, Kontrakis P, Catalano P. Mechanisms of morbidity and mortality from 
exposure to ambient air particles. Health Effects Institute 2000, Report Number 9 1. 
[2] Peters A, Perz S, Doering A, et al. Activation of the autonomic nervous system and blood 
coagulation in association wilh an air poUution episode. [nhalation Toxicology 2000; 12: 
51 -61. 
[3] Dockery WD, Pope CA, Xu X, et al. An association between air pollution and mortality in six 
U.S. cities. Thc New Engl J Med 1993; 329: 1753-1759. 
[4] Wichmann HE, Mueller W, Allhoff P, et al. Health effects during a smog episode in West 
Gennany in 1985, Eviron. Health Perspect. 79: 89-99. 
Abstraktnummer 21/2 
Berufliches Kochen und Aderhautmelanome: 
Analyse zweier deutscher Fall-Kontroll-Studien 
Stang A, Ahrens W, Baumgardt-Elms C, Stegmaier C, Bornfeld N, Schmidt-Pokrzywniak A, 
Jöckel KH 
Universitätsklinikum Essen, Institut für Medizinische Informatik, Biometrie und Epidemiologie, Essen 
Einleitung 
Das Uvealmelanom (Aderhautmelanom, ICDlO: C69.3, C69.4) ist der häufigste primäre 
Augentumor im Erwachsenenalter. Die Ätiologie dieses Tumors ist weitestgehend unbe-
kannt. In einer kürzlich publizierten franZÖsichen Fall-Kontroll-Studie mit 50 Fällen be-
stand bei Personen, die jemals in ihrem Leben mindestens ein halbes Jahr als Köche 
gearbeitet haben, ein Odds Ratio von 3,8 (95 % Konfidenzintervall: 0,7- 19,7) (1). Wir 
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führten vertiefende Analysen zu diesem Zusammenhang auf der Basis zweier deutscher 
Fall-Kontroll-Studien mil 118 Uvealmelanomfällen durch. 
Material und Methode 
Die Methodik der Fall-Kontroll-Studien wurden detailliert publiziert [2, 3]. Geeignete Fälle 
der bevölkerungsbasierenden Studie waren Patienten uut neu diagnostiziertem Uveal-
melanom im Zeitraum 1.7. 1995-31.12.1997, im Alter von 35-69 Jahren mit Wohnsitz 
in Hamburg, Bremen, Essen oder im Saarland. Insgesamt wurden in dieser Zeit 37 Fälle 
interviewt (Responseproportion: 84%). In der krankenhausbasierenden Studie wurde das 
selbe Studienpersonal und Fragebogeninstrument eingesetzt. Patienten mit neu diagnosti-
z ie1tem Uvealmelanom, die im Zeitraum 1.12.1996-31.03.l998 im Alter von 35- 74 
Jahren mit Wohnsitz in Nordrhein-Westfalen am Universitätsklinikum Essen behandelt 
wurden, waren geeignet. Insgesamt wurden in dieser Zeit 81 Fälle interviewt (Response-
proportion: 88%). Kontrollen der bevölkerungsbasierenden Studie wurden aus Ein-
wohnenneldeamtslisten per Zufallsverfahren passend zu den Fällen hfasichtlich Alter, 
Geschlecht und Wohnort ausgewählt. Insgesamt nahmen 699 Kontrollen (Responsepro-
portion: 48 %) teil. In der krankenbausbasierenden Studie wurden Patienten mit gutarti-
gen Erkrankungen des hinteren Augenabschnitts passend zu den Fällen hinsichtlich Al-
ter, Geschlecht und Wohnregion innerhalb Nordrhein-Westfalens eingeschlossen. Die 
Responseproportion betrug 79 % (148 Interviews). Alle Teilnehmer wurden chronolo-
gisch über alle Berufsphasen, die mindestens 6 Monate betrugen, standardisiert hinsicht-
lich der Aufgaben, Tätigkeiten u. a. befragt. Bei bestimmten Berufen bzw. Tatigkeiten 
erfolgte die Anwendung von Zusatzbögen (z. B. Kochen und Nahrungsmittelzuberei-
tung), die detailliert interessierende Expositionen abfragten. Jede Berufsphase wurde mit 
Hilfe der International Standard Classification of Occupations (ISC0-68) [4] in Un-
kenntnis des Fall-Kontroll-Status kodiert. Personen wurden als Köche eingestuft, wenn 
mindestens eine Berufsphase mit dem Code 5- 3 l (ISCO: Köche) vorkam. Aufgaben 
von Köchen laut ISCO umfassen das Aufstellen von Verpflegungsplänen, Vorrichten und 
.ubereiten von Lebensmitteln sowie damit im Zusammenhang stehende weitere Arbei-
ten. Dies bedeutet, dass Köche nicht zwingend an einem Herd kochen. Es wurden daher 
alle Personen, die als Köche identifiziert wurden, einem Rating durch zwei unabhängige 
Rater (A.S.P., K.H.J.) in Unkenntnis des Fall-Kontroll-Status auf der Basis der Berufs-
phasen- und Zusatzbögeninfonnation unterzogen. Köche wurden eingestuft in a) kein 
Kochen am Herd und b) Kochen am Herd. Die Übereinstimmung des Ratings, gemessen 
in Kappa, betrug 0,77 (95 % CI: 0,47- 1,00). Odds Ratios (OR) und 95 % Konfidenz-
intervalle (95 %Kl) wurden mithilfe der konditionalen logistischen Regression geschätzt. 
Als Matchingfaktoren wurden das Alter (5-Jahresgruppen), Geschlecht und die Region 
berücksichtigt. Die Daten der beiden Studien wurden gepoolt. 
Ergebnisse 
Tabelle 1 präsentiert die OR für Personen, die gemäß ISCO als Köche eingeordnet wur-
den. Insgesamt 12 Kontrollen (2,5 %) und 9 Fälle (7,6 %) haben jemals als Köche gear-
beitet. Die OR für Köche betrug 3,3 (95 % Kl: l ,2-8,9). Innerhalb der krankenbausba-
sierenden Studie bestand eine OR von 5,4 (95 % K.I: 1,3-21,9). Von den 1.2 Kontrollen 
und 9 Fällen, die gemäß ISCO als Köche gearbeitet haben, haben auf der Basis des 
Ratings 6 Kontrollen und 8 Fälle am Herd gekocht. Die übrigen Personen haben u. a. 
folgende Tätigkeiten verrichtet: Gemüse waschen, Kartoffeln schälen, Speisen servieren, 
Geschirr spülen. Die OR von Köchen, die tatsächlich in ihren Berufsphasen am Herd 
gekocht haben, betrug 6,1 (95% KI: 1,7-22,2). Je länger die Berufsphase war, desto 
höher war das geschätzte Odds Ratio. Die Adjustierung für Augenfarbe, einem bekann-
ten phänotypischen Risikofaktor für Uvealmelanome, führte zu keiner Änderung der Er-
gebnisse. 
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Tabelle 1: Ergebnisse der gepoolten Analyse der deutschen Fall-Kontroll-Studien zu Risikofaktoren 
des Aderhautmelanoms 
Exposition Kontrollen (N = 475) Fälle (N = 118) 
N % N % OR1 95 % KI 
Köche gemäß ISCO (5- 31) 
Nein 463 97,5 109 92,4 1,0 
Ja 12 2,5 9 7,6 3,3 1,2-8,9 
Männer Nein 309 98,7 56 94,9 1,0 
Ja 4 1,3 3 5,1 5,0 0,8- 30,1 
Frauen Nein 154 95,l 53 89,8 1,0 
Ja 8 4,9 6 10,2 2,8 0,8- 9,l 
Köche gemäß ISCO (5- 31) mit Kochtätigkeit am Herd (Rating) 
Nein 469 98,7 110 93,2 l ,0 
Ja 6 1,3 8 6,8 6,1 1,7-22,2 
Männer Nein 3 10 99,0 56 94,9 1,0 
Ja 3 1,0 3 5,1 6,2 0,9- 44,8 
Frauen Nein 159 98,1 54 91,5 1,0 
Ja 3 l,9 5 8,5 6,1 1,1- 33, 1 
Dauer der Berufstätigkeit (Jahre) 
Niemals 469 98,7 110 93,2 1,0 
0,5- 2 4 0,8 4 3,4 4,0 0,8- 20, I 
> 2 2 0,4 4 3,4 l l ,4 1,6-81,9 
Trend p = 0,05 
Diskusslon/Sch 1 ussfolgeru ngen 
Auch in den deutschen Studien zeigt sich ein etwa 3-facb erhöhtes Uvealmelanom-Risi-
ko für Berufsköche. Ein etwa 6-fach erhöhtes Risiko besteht für die Köche, die am Herd 
tatsächlich gekocht haben. In Anbetracht des vergleichbaren Befundes in der französi-
chen Fall-Kontroll-Studie (l ] und einer Krebsregisterstudie in England und Wales [5] ist 
es denkbar, dass der gefundene Zusammenhang kausal bedingt sein könnte. Verschiedene 
Expositionen könnten hierbei eine Rolle spielen. Hierzu gehören karzinogene Koch-
dämpfe, starkes Licht von Öfen mit Glut, Infrarot- und Mikrowellenstrahlung. 
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Abstraktnummer 21/3 
Pfade der korporalen Belastung 
der deutschen Allgemeinbevölkerung mit Blei 
Benemann J, Bromen K, Lehmann N, Marr A, Seiwert M, Schulz C, Jäckel KH 
Universitätsklinikum-Essen, Institut für Medizinische Informatik, Biometrie und Epidemiologie, Essen 
Einleitung 
Mit dem Umweltsurvey L998 liegen zum dritten Mal in Folge nach 1985/86 und 
1990/92 umfangreiche Informationen zur Schadstoffbelastung der Allgemeinbevölkerung 
in Deutschland vor. Ziel des hier beschriebenen Teilprojektes war die Ermittlung der 
Belastungspfade der Bevölkerung mit dem Schwermetall Blei. Hierdurch können ggf. 
Ansatzpunkte für Vermindenmgs- bzw. Vermeidungsslrategien aufgezeigt werden. 
Material und Methode 
Im Umwelt-Survey 1998, welcher in Kooperation mit dem Bundes-Gesundheitssurvey 
des RKI durchgeführt wurde, wurde in einer repräsentativen Querschnittsstichprobe der 
18- bis 69-jährigen Allgemeinbevölkerung Deutschlands u. a. die korporale Blei-Belas-
tung durch die Analyse von Vollblutproben untersucht. Mittels schrittweiser multipler 
linearer Regressionsrechnung wurden aus einer hypothesengeleitet aufgestellten Liste po-
tentieller Prädiktoren die relevanten Eintlussfaktoren selektiert. Um die Stabilität der ein-
zelnen Prädiktoren beurteilen zu können und ggf. auch kleine Effekte erfassen zu kön-
nen, wurde die Gesamtstichprobe zunächst rein zufäUig halbiert. Die Analysen wurden 
erst in der einen Teilstichprobe durchgeführt und die Ergebnisse in der zweiten Teilstich-
probe überprüft und ergänzt. Anschließend erfolgte die Regressionsrechnung im gesam-
ten Datensatz. Als Kriterium für die Aufnahme eines Prädiktors in das endgültige Ge-
samt-Regressionsmodell wurde ein p-Wcrt < 0,001 festgelegt. 
Ergebnisse 
Die Varianz der Bleibelastung im Blut konnte mit J 2 Prädiktoren zu 25, l % aufgeklärt 
werden. Dabei ist das Alter mit einer Varianzkomponente (Vk) von 7,1 % der Hauptein-
flussfaktor. Die Belastung steigt nach dem Modell zunächst deutlich bis zur Altersklasse 
der 46- bis 55-Jährigen an ( +52,5 % gegenüber den 18- bis 25-Jährigen) und erreicht ihr 
Maximum in der ältesten Altersklasse der 65- bis 69-Jährigen (+57,5%). Für Frauen 
wird im Mittel ein um 13,5 % niedrigerer Blutbleigehalt geschätzt. Als wichtige physio-
logische Parameter wurden der Hämatokritwert (Vk 2,8%) und der Kalziumgehalt im 
Blut (Vk 0,5%) identifiziert. Eine steigende Bleibelastung ist auch bei steigendem Alko-
holkonsum zu verzeichnen, wobei die Häufigkeit des Weinkonsums (Vk 3,4%) einen 
stärkeren Einfluss bat als die Häufigkeit des Bierkonsums (Vk 3,0%). Eine Verdoppe-
lung der Häufigkeit des Bierkonsums führt zu einem Anstieg der Bleikonzentration um 
2,5%. Jeder zusätzliche Tag/Woche mit Weinkonsum führt dagegen zu einer Mehrbelas-
tung um 7,7%. Auch die pro Tag gerauchte Zigarettenzahl schlägt sich im Modell als 
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merklicher Belastungsfaktor wieder (Vk 1,1 %). Eine Verdoppelung der Anzahl gerauch-
ter Zigaretten führt laut Regressionsmodell zu einem Anstieg des Blutbleispiegels um 
3,3 %. Als direkte Belastungsquelle tritt auch noch die Bleizufuhr über das häusliche Lei-
tungswasser in Erscheinung (Vk 1,0%). Als weitere Prädiktoren mit Vk unter 1 % treten 
im Modell noch die Gemeindegröße (größte Belastung in Großstädten mjt 100.000 und 
mehr Einwohnern), Wohnort in den alten oder neuen Bundesländern (9,1 % geringere Be-
lastung in den alten Bundesländern), einzeln zu bedienende Holz- oder Kohleöfen in der 
Wohnung (+ 10,0%) und die Beschäftigung als Arbeiter (+ 8,7 %) auf. Bei einer ge-
schlechtsspezifischen Betrachtung der Regressionsmodelle mit den oben genannten Prädik-
toren ist bei den Frauen mit 22,3% eine bessere Varianzaufklärung zu beobachten als bei 
den Männern ( 15,5 % ). Entsprechend sind bei den Frauen die Varianzkomponenten der ein-
zelnen Prädiktoren meist etwas höher und die Effekte der meisten Prädiktoren sind deutli-
cher ausgeprägt. So steigt bei Frauen mit jedem zusätzlichen Tag/Woche mit Weinkonsum 
die Belastung mit 10,3% deutlich stärker an als bei den Männern (+ 5,2%). Nur beim Ver-
gleich der Wohnorte ist die Differenz bei den Männern stärker ausgeprägt und ein Effekt 
durch die Beschäftigung als Arbeiter kann nur bei den Männern beobachtet werden. 
Diskussion/Schlussfolgerungen 
Im Vergleich zu Studien an speziellen Kollektiven, die z. B. Belastungssituationen am 
Arbeitsplatz, den Einfluss bleihaltigen Leitungswassers oder die Belastung in stärker mit 
Blei kontaminierten Wohngebieten untersuchen, zielt der Umwelt-Survey auf die Beur-
teilung der Belastungssituation der Allgemeinbevölkerung ab. Der Umwelt-Survey 1998 
bat eine Abnahme der mittleren korporalen Bleibelastung um ca. 30% gegenüber dem 
Umwelt-Survey 1990/92 gezeigt [l], was u. a. auf die Verminderung der Bleiemission 
im Verkehrsbereich durch den Ersatz der bleihaltigen Kraftstoffe in der Vergangenheit 
zurückgeführt wird. In den multivariaten Analysen zum Umwelt-Survey 1990/92 (2] 
konnte die Varianz mit 33,0% besser aufgeklärt werden als in den vorliegenden Unter-
suchungen. Die 1990/92 selektierten Prädiktoren stimmen mit den Haupteinflussgrößen 
(Vk mindestens 1 %) der vorliegenden Untersuchung überein, allerdings wiesen die Prä-
diktoren fast durchweg höhere Varianzkomponenten auf. Lediglich bei der Altersvaria-
blen ist die Varianzkomponente im Survey 1998 merklich größer, was möglicherweise 
mit dem nach unten erweiterten Alterspektrum (ab 18 statt ab 25 Jahre) der Stichprobe 
zusammenhängt. Auffällig ist der deutliche Rückgang der Varianzkomponente der Blei-
zufuhr über das häusliche Leitungswasser von 6,2% (1990/92) auf 1,0% (1998), wobei 
der 1990/92 noch feststellbare drastische Unterschied zwischen den alten und den neuen 
Bundesländern im Umwelt-Survey 1998 fast ausgeglichen ist. Dies könnte ein Hinweis 
auf einen Erfolg der Sanierung zahlreicher Hausinstallationen mit Bleirohren in den letz-
ten Jahren besonders in den neuen Ländern sein. Dass der Bleigehalt im Trinkwasser ein 
signifikanter Einflussfaktor ist und Verm.inderungs- oder Vermeidungsstrategien zu einer 
messbaren Verringerung der korporalen Blei-Belastung führen, konnte z.B. in einer 
Hamburger Studie [3] gezeigt werden. Auch in anderen Studien zur Bleibelastung zeigt 
sich wie in der vorliegenden Studie eine geringere Blei-Belastung bei Frauen und eine 
zunehmende Belastung mit zunehmendem Alter und mit steigendem Alkoholkonsum 
und Zigarettenkonsum (4-7). Eine steigende Bleikonzentration im Blut mit zunehmen-
dem Hämatokrirwert wurde mehrfach beobachtet [6, 7]. 
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Explorative Analyses of Cancer Mortality among Pilots 
exposed to Cosmic Radiation 
Langner 1, Blettner M, Zeeb H, ESCAPE study group 
Universität Bielefeld, AG Epidemiologie und Medizinische Statistik, Fakultät für Gesundheitswissen-
schaften, Bielefeld 
lntroduction 
Pilots are occupationally exposed to cosmic racliation [!] which originates from high-
energy particles with sources in and outside the solar system. Interactions with the atmo-
sphere lead to the creation of neutrons which contribute up to 60% to the effective 
radiation dose [2]. Highest racliation doses occur in jet flights in high alt:itude and on 
polar routes. According to current risk est:imates from other studies of cancer and radia-
t:ion no major risk would have been expected as the radiation dose is low, however so 
far little epidemiological data is available on the effect of exposure to neutrons. We 
therefore wanted to explore whether cancer risk among pilots is associated with this 
specific type of racliat:ion and whether risk increases with increasing exposure to cosmic 
racliat:ion. 
Methods 
Tue European Study of Cancer Risks among Airline Pilots and Cabin Crew (ESCAPE) 
is a collaborative European investigation including nine countries (Denmark, Finland, 
Gennany, Great Britain, Greece, lceland, Italy, Norway, Sweden). Methods for cockpit 
crew cohort collection, follow up, and analyses followed a joint protocol. In seven na-
tional cohorts detailed occupational history was collected. This included aircraft type 
flown and annual tlight hours for each pilot. If available, flight hours before the employ-
ment period in other airlines or as military pilots were also included. Analysis is re-
stricted to male piJots as only rwo deaths were recorded from female pilots. Data from 
these seven countries are used here. 
National Job-Exposure-Matrices (JEM) were provided by using average dose per hour as 
calculated for different flight routes and typical flight profiles for each national airline 
[3) and each calendar year. Aircrafts were grouped in four categories (short hau!, long 
haul, medium baul and non-jet). Individual blockhours per calendar year were multiplied 
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with the <lose rates of tbe JEM to obtain individual annual <loses. If the required data 
(hours, licence) for a pilot were missing, radiation <lose was estimated by imputation 
methods based on average values from other pilots with similar career. 
Analyses conceming mortality were done for "all causes", "all cancer" and groups of 
cancers which have "frequently" or "occasionally" found to be associated with radiation 
(4). The first group included leukaemia, and thyroid cancer, the second additionally 
cancer of oesophagus, stomach, !arge intestine, bladder and multiple myeloma. Beside 
all leukaemia we di.fferentiated non CLL-leukaemia as CLL is not thought to be radia-
tion inducable. Tbe period 1960- 1997 was used as time window for the analyses. 
We performed external (SMR-analysis) and internal comparisons [5]. Person years at 
risk were calculated in 5-year age and calendar intervals. For the SMR analysis, ob-
served numbers were calculated based on national death rates and a correction for miss-
ing causes of death were applied (details see [6]). For the intemal analysis, Poisson 
modelling was performed using block hours (in three categories) or radiation dose (in 
four categories) with tbe least exposed group ( <5000 blockhours, < 5 mSv) as reference 
category. Regression models were also adjusted for age and for calendar period. 
Goodness of fit and improvement of the model was assessed by a likelihood-ratio statis-
tic and a R2-measure proposed by Mittlböck and Heinz! [7). 
All analyses were done with SAS Version 8.2. 
Results 
19184 pilots could be included in the analysis yielding 336413 person years. Mean age 
at first employment was between 26 and 32 years. The cohort is rather young: only 
13.4% of the person years were accumulated in the age group 55 and above. Mean 
duration of foUow up was about 18 years. 38% of tbe pilots were followed up for less 
than ten years and 42% for twenty years and more. 
The mean total employment time for all was 14.6 years (median 11.6), while the 10,854 
retired pilots showed a mean of 15.6 (median 14.4). 
AnnuaJ block hours for their complete employment period were available for 61 % of the 
pilots . For further 15% of the pilots data were available for more than half of their em-
ployment period, while for 25% only scare data (less than half of the employment period) 
were found. However, in terms of employment years, for 75% of all years, data were 
available. For the imputalion, in 6% means of adjacent years of the same pilot could be 
used, for 17% the imputation had to rely on calendar year and country specific means. 
For all pilots ofthe cohort the mean for total blockhours was 7031 (retired pilots: 7218). The 
mean total lifetime radiation <lose was 15.3 mSv (median 10.7 mSv, maximum 78.5 mSv). 
Here the retired pilots showed smaller values: mean 13.3 mSv, median 5.9 mSv. 
During the past decades a continuous increase of the 10-year moving averages of <lose 
per blockhour was found: 0.15 µSv (1950), 0.91 µSv (1960), 1.91 µSv (1970), 2.24 !!Sv 
(1980), 2.19 µSv (1990), 2.56 µSv (1993). The annuaJ mean for 1997 was 2.96 µSv per 
blockhour. 
A total of 1234 deaths were recorded between 1960 and 1997 for the cohort yielding a 
SMR of 0.7 (95% CI 0.67- 0.74). 338 deaths were due to cancer (SMR 0.72, 95% CI 
0.64- 0.82). Non significantly increased SMRs were found across all exposure cate-
gories for non CLL-leukemia (14 cases), thyroid gland cancer (4 cases), and malignant 
melanoma (14 cases) with one exception: the SMR for melanoma for the highest radia-
tion exposure (SMR 0.66; only 1 case). 
In the intemal comparison all cause mortality decreased with increasing <lose 
(p < 0.001). All cancer mortality also decreased with increasing dose although this trend 
was not significant Neither for all leukernia nor for thyroid cancer an increasing risk 
was found with increasing radiation <lose but non significantly increased risks were ob-
tained for non CLL-leukaernia for two of three higher exposure levels. 
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Discussion 
When planning the cohort study, the evaluation of cancers associated with radialion 
exposure was a major objective, although it was clear that the study would only have 
enough statistical power to detect risks that were much higher than those derived from 
currenl risk estimates. In sumrnary, we found no such elevation. However, the cohon is 
very young and the observed number of death.s is small Especially for rare cancer (such 
as Jeukaemia and thyroid cancer) numbers were small and results from regression mod-
els have to be interpreted with caution. Slightly increased risk for single causes of death 
were all non-significant and could be attributed to chance. We also have no data on 
confounding variables although for leukernia and for thyroid cancer this may be less 
critical. Further update of the cohort is needed to further clarify these result.s. 
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Einsatz des German Cervical Cancer Screening Model 
zur Beurteilung der Effektivität und Kosteneffektivität 
neuer und kombinierter Technologien 
im Rahmen der Zervixkrebs-Früherkennung in Deutschland 
Sroczynski G, Aidelsburger P, Wasem J, Voigt K, Gibis B, Engel J, Hillemanns P, 
Hölzel D, Goldie SJ, Siebert U 
Harvard Center for Risk Analysis/Harvard School of Public Health, Boston, USA 
Einleitung 
ObwobJ seit 1971 iD Deutschland Krebsfrüherkennungsuntersuchungen als Krebsfrüh-
erkennungsprogramm bundesweit eingeführt wurden, liegt die Zervixkarzinorninzidenz 
mit 7000 Neuerkrankungen pro Jahr in Deutschland im europäischen Vergleich im obe-
ren Drittel (1). In Deutschland - wie in den meisten westlichen Ländern - wird das 
Verfahren nach Papanicolaou (Pap) durchgeführt. Eine kürzlich publizierte Metaanalyse 
lnfonnmik, Biometrie und Epidemiologie in Med. u. ßiol. 34ß (2003) 
Abstracts der 48. Jahrestagung der GMDS 299 
berichtete jedoch eine relativ geringe Sensitivität für den Pap-Test [2]. Neuere Verfahren, 
wie die Dünnschichtpräparation und die (halb-)automatisierten Auswertungsverfahren zy-
tologischer Abstriche erzielten in einzelnen klinischen Studien eine höhere Sensitivität. 
Derzeit ist der Einsatz dieser modernen Technologien jedoch teuer und seine Effektivität 
im Rahmen des Screenings umstritten. 
Ziel dieser systematischen Entscheidungsanalyse war, die medizinischen und ökono-
mischen Langzeit-Konsequenzen des Einsatzes neuer Screeningtechnologien im Rahmen 
der Zervixk:rebsfrüherkennung unter Einbeziehung derzeitiger wissenschaftlicher Evidenz 
und der für Deutschland spezifischen klinischen und gesetzlich festgelegten Praxis ein-
schließlich deutscher ökonomischer Daten zu modellieren sowie die Relevanz der derzei-
tigen Informationsunsicherheit zu beurteilen. 
Material und Methode 
Es wurde ein entscheidungsanalytisches Markov-Modell, das German Cervical Cancer 
Screening Model (GECCO) zur klinischen und ökonomischen Evaluation von Lang-
zeit-Konsequenzen der folgenden Strategien zum Zervixkarzinom-Screening entwickelt: 
(1) Kein Screening, (2) konventionelles Papanicolaou-Verfahren plus manuelle zytologi-
sche Auswertung, (3) Dünnschichtpräparation plus manuelle zytologische Auswertung, 
(4) Papanicolaou-Verfahren plus automatisierte zytologische Auswertung, (5) Dünn-
schichtpräparation plus automatisierte zytologische Auswertung. 
Dabei wurden deutsche epidemiologische Daten, Angaben zur aktuellen Praxis im deut-
schen Gesundheitssystem in Diagnose und Behandlung des Zervixkarzinoms und seiner 
Vorstufen sowie deutsche Kostendaten verwendet. Zielgrößen der Analysen waren ent-
deckte und vermiedene KarzinomfäJle, zervixkarzinomspezifische Mortalität, Lebens-
erwartung, Lebenszeitkosten und das diskontierte inkrementelle Kosten-Effektivitätsver-
bältnis (IKEV) der verschiedenen Screeningstrategien. Kosten und Lebenserwartung 
wurden mit einer jährlichen Rate von 3 % diskontiert und es wurde eine gesamtgesell-
schaftliche Perspektive eingenommen. Das German Cervical Cancer Screening Model 
wurde sowohl intern durch einen Vergleich der Modellprädiktionen mit den epidemiolo-
gischen Daten aus dem Gesamtkrebsregister Berlin als auch extern anhand von veröffent-
lichten deutschen Daten aus der Literatur und epidemiologischen Daten aus dem Krebs-
register Saarland systematisch validiert. 
Ergebnisse 
Medizinische Effektivität: Die Modellrechnung ergab, dass in einer Kohorte von 100.000 
Frauen ohne Screening 3.032 Frauen in ihrer Lebenszeit an Zervixkrebs erkranken und 
dieses diagnostiziert wird. Das konventionelle jährliche Screening verhindert 2.994 
Krebsfälle/100.000 Frauen, ein Wechsel von dem konventionellen Verfahren auf eine der 
neuen Strategien würde zwischen 32 und 35 weitere Krebsfälle pro 100.000 Frauen ver-
hindern. Bezogen auf die zervixkrebsbedingten Todesfälle verhindert konventionelles 
Screening 1.000 Todesfälle pro 100.000 Frauen gegenüber einem Vorgehen ohne Scree-
ning. Mit den neuen Screeningverfahren würden zusätzlich 3-4 Todesfälle pro 100.000 
Frauen verhindert werden. 
Kosten: Ohne Screening liegt der aus dem Modell berechnete Erwartungswe1t der undis-
kontierten absoluten Lebenszeitkosten bei 630 €je Frau. Bei jährlichem Screening mit 
der konventionellen Methode sind dies 1.220 €, mit automatisierter Auswertung 1.350 €, 
für die Dünnschichtpräparation plus manuelle Auswertung 1.970 € und für die Dünn-
schichtpräparation plus automatisierte Auswertung 2.070 €. Die Lebenszeilkosten pro 
Frau erhöhen sich damit bei einem Screening mit den neuen Verfahren im Vergleich zum 
konventionellen Verfahren zwischen 130 €und 840 € bzw. zwischen 11 % und 69%. 
Kosten-Effektivität: Das jährliche konventionelles Screening im Vergleich zu keinem 
Screening bat ein lKEV von 6.600 € pro gewonnenes Lebensjahr (U). Im Vergleich 
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zum konventionellen Screening lag das IKEV für die computergestützte Auswertung von 
Papanicolaou-Abstrichen bei 220.000 €/LJ, für die Dünnschicht-Präparation bei 
953.000 €/LJ und für die Kombination von Dünnschicht-Präparation mit computer-
gestützter Auswertung bei 1.083.000 €/LJ. Mit steigender Länge des Screeningintervalls 
sanken die IKEVs. Das IKEV des Screenings mit computergestützter Auswertung des 
Papanicolaou-Tests im Vergleich zum konventioneUen Screening verringene sich auf 
26.000 €/Ll beim 2-Jahres-Intervall und das IKEV des Screenings mit Dünnschicht-Prä-
paration mit manueller bzw. computergestützter Auswertung auf 46.000 bzw. 
53.000 €/Ll beim 3-Jahres-Intervall, so dass diese bei einer angenommenen Grenze der 
gesellschaftlichen Zahlungsbereitschaft von 50.000 €/LJ ab einem 2 bzw. 3-Jahres-
Screening-Intervall als kosteneffektiv einzuschätzen sind. 
Diskussion/Schlussfolgerungen 
In einem interdisziplinären Netzwerk konnte das entscheidungsanalytische Gennan Cervi-
cal Cancer Screening Model entwickele und zur Evaluation von verschiedenen Screening-
programmen für das Zervixkarzinom im Kontext des deutschen Gesundheitssystems ein-
gesetzt werden. Basierend auf diesen Analyseergebnissen ist ein Einsatz der neuen 
Screeningverfahren anstelle des konventionellen Screenings bei dem aktuell geltenden 
gesetzlichen Krebsfrüherkennungsprogramms mit jährlichem Screening als nicht kosten-
effektiv zu bewerten. Neue Zervixkarzinom-Screeningve1fahren können zu einer akzepta-
blen Kosten-Effektivität führen, wenn das Screeningintervall 2 oder mehr Jahre beträgt. 
Diese Ergebnisse stehen im Einklang mit den Ergebnissen internationaler Kosten-Effekti-
vitätsstudien aus Kanada, Australien und Großbritannien [2- 6). Unter der Gewährleis-
tung einer ausreichenden Beteiligungsrate der Frauen am Screeningprogramrn könnte kri-
tisch in Betracht gezogen werden, ob ein Einsatz der neuen Screeningmethoden in 
Verbindung mit einer Verlängerung des Screeningintervalls auf 2-Jahre angestrebt werden 
soUte. Dabei sollten jedoch zuvor die möglichen Auswirkungen eines solchen Vorgehens 
auf das Screening-Teilnahmeverbalten berücksichtigt werden. 
Diese Studie besitzt verschiedene Limitationen, die ihrerseits einen weiteren Forschungs-
bedarf bestimmen. Es lagen für den deutschen Kontext keine detaillierten Progressions-
und Regressionsraten des natürlichen Verlaufs des Zervixkarzinoms vor. Diese Parameter 
wurden aus internationalen Studien entnommen und an epidemiologische Beobachtungs-
daten von deutschen Krebsregistern angepasst. Die Modellergebnisse wurde einer inter-
nen und externen Validierung unterzogen, die zeigten, dass das entscheidungsanalytische 
Modell die epidemiologische Realität in Deutschland valide widerspiegelt. Forschungs-
bedarf besteht für deutsche Studien Progression und Regression im Verlauf der Entste-
hung des Zervixkarzinoms sowie für die Testgüte konventioneller und neuer Screening-
verfahren unter den Bedingungen in der Routinepraxis in Deutschland, ferner zum 
Screening-Teilnahmeverhalten, insbesondere im Hinblick auf eine mögliche Verlänge-
rung des ScreeningintervalJs. Weiterer Forschungsbedarf besteht hinsichtlich der Lebens-
qualität von Frauen in den verschiedenen Stadien der Zervixerkrankung und des Lebens-
qualitätseffekts der Durchführung von Konisationen und anderen Behandlungen im 
Rahmen der Krebsverhütung. Ferner sollte die psychologische Auswirkung positiver 
Screening-Testbefunde erhoben und in Zukunft im entscheidungsanalytischen Modell be-
rücksichtigt werden. 
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Abstraktnummer 2212 
A Generic Decision Model for Parkinsons Disease 
Siebert U, Bornschein B, Sroczynski G, Spottke A, Dodel AC 
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lntroduction 
Parkinson's d.isease (PD) is a chronic and progressive disease for wbicb currently var-
ious medical and surgical treatment Options are available which differ in effectiveness, 
complications rates, and costs. To guide clinical and health care policy decision makers 
with comprehensive inforrnation, decision-analytic modeling has been used as a power-
ful , transparent and quantitative method for the clinical and economic evaluation of diag-
nostic and therapeutic strategies. Currently available models of PD, however, were were 
restricted regard.ing interventions, evaluated outcomes, study type, time horizon, and the 
ability of modeling biological progression (i.e., natural bistory of disease). 
Our objective was to develop a generic decision-analytic model for the evaluation of 
long-term clinical and economic consequences of interventions in patients with PD 
which can be applied to different research questions, interventions, and outcomes, and is 
based on (untreated) biological progression. 
Material and Methods 
Decision analysis is the application of explicit and quantitative methods to analyze deci-
sions under cond.itions of uncertainty. Decision analysis is naturally suited for decisions in 
the treaunent of PD, because several alternative Options are available witb complex and 
uncertain outcomes. There are two basic forms of decision-analytic models, decision trees 
and Markov models. In cbronic diseases such as PD, in which model parameters such as 
progression rates, quality-of-life measures (utilities), or costs may change over time, time-
to-event or time-to-progression plays an important role, and events may also recur, Mar-
kov models are usually preferred. Markov models offer a methodology for considering 
extended (variable) time horizons, timing of events, and recurring events [1]. 
In a Markov model, a hypothetical cohort of patients moves through defined health 
states and time is represented in cycles during which patients can (1) remain in tbeir 
current healtb state, (2) move to anotber healtb state, or (3) die, according to certain 
transition probabilities. During this process, cumulative life years, QALYs, and costs can 
be accumulated in each of the interventions and then compared between tbe interven-
tions [2]. There are several ways to construct a Markov model, e.g. choose tbe health 
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states, time intervals, time horizon, etc. lt is important to chose a time borizon that 
covers not only tbe short-tenn benefits of an intervention but also the long-term risks 
and costs. Time intervals have to be cbosen sbort enough to represent the continuily of 
time. ldeally, health states should be based on distinct biologic states such as pathologic 
or pathopbysiologic stages of tbe specific disease, because those models reflect most 
likely the true underlying nature of the disease. We performed a systematic review for 
existing Markov models and related epiderniological, clinical, quality-of-life, and cost 
parameters. 
Results 
Based on the systematic literature review [3], we developed a generic decision-analytic 
Markov model to simulate clinical and economic outcomes for different intervenlions in 
patients with PD. Figure 1 displays a bubble diagram for the Markov model. In this 
model, a bypotbelical cohort of patients moves through health states reflecting patienL 
characteristics tbat are observed under treatment (Hoehn and Yahr "on" state [HY on]) 
and would be observed in the absence of treatment (Hoehn and Yahr "ofl" state [HY 
oft]). For both characteristics, data are available from observalional studies and rando-
mized clinical trials. We used Hoehn and Yahr "oft" states as Markov states, because 
these states reflect the underlying biologic progression of PD. 
Tecbnically, the model is designed to compare two or more competing diagnostic or 
treatment strategies in PD patients such as Levodopa, dopamine agonists, or otber anti-
parkinsonian drugs as weil as surgical tberapies such as deep brain stimulation. Transi-
tions from one state to another are defined by transition probabilities derived from tbe 
published literature [4]. Patients may die from otber causes as a function of age and 
gender, remain in the same bealtb state, progress or regress to anotber health state, or 
die from disease. The model discriminates states for HY off 1- V and deatb. The distri-
bution of HY on state was modeled conditional on HY off state using studies that report 
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Figure !: Bubble diagram of the generic Parkinson's disease Markov model 
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both characteristics for a patient cohort. Proportion of complications was modeled condi-
tional on HY on state using data from a registry established by the "Competence Net-
work Parkinson Disease". Utilities, and costs were modeled conditional on HY on state 
and presence of complication based on the same data (5, 6). An annual cycle length was 
used and the simulation can be carried out for any time horizon including a Lifelong 
time horizon (i.e„ untiJ all patients in the model had died). In addition to tbe age- and 
gender-specific background mortality, we built in tbe option, of using PD-specific mor-
tality as weU. A flexible interface connecting tbe structural part of the model and tbe 
databases allows the exchange of input parameters, for example, for simultaneous ana-
lyses in different hospitals, settings, countries or health care systems. 
The model estimates remaining life expectancy, quality-adjusted life expectancy, and 
direct costs for each examined strategy. Furtber outcomes comprise clinical events or 
complications such as motor complications (moter fluctuations, dyskinesias), dementia, 
depression, and ballucinations. In addition, complication-free survival, time in HY off 
and HY on states, and UPDRS scores were modeled as additional outcomes. Incremental 
cost-effectiveness is cakulated in rnonetary units per (quality-adjusted) life year saved. 
Discount rate can be varied witb a default of 3% per annum. The model can take differ-
ent perspectives depending on tbe available resource utiJization data. Numerous univari-
ate and multivariate sensitivity analyses for model parameters are built in. 
Dlscusslon and Conclusions 
With this generic PD model, different outcomes can be evaluated for different interven-
tions in patients witb PD. In contrast to formerly published models, our model has the 
ability to switch between outcomes depending on which outcomes are reported in a 
clinical trial. Moreover, our model allows to project the effect of neuroprotective effects 
(i.e„ effects that slow or stop the biological progression), because the core of the model 
is programmed in a Fashion that reflects biological progression of disease. This may help 
to assist the evaluation of the effectiveness or cost-·effectiveness of diagnostic procedures 
aiming at early detection of PD as weil as future neuroprotective treatments. 
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Abstraktnummer 2213 
Modellrechnung zur Verminderung der Kosten 
des Typ-2-Diabetes durch Gewichtsreduktion 
von Zahn J, Gothe H, Höer A, Hagenmeyer EG, Gehrl<e J , Glaeske G, Häussler B 
CSG - Clinische Studien Gesellschaft mbH, Berlin 
Einleitung 
Übergewicht ist ein Problem, das weltweit zunehmend an Bedeutung gewinnt Es kann 
mit einer Reihe von Erkrankungen und Folgeerkrankungen assoziiert sein, wie z.B. Hy-
pertonie, Herzinfarkt, Schlaganfall und Diabetes mellitus vom Typ 2. Die vorliegende 
Studie befasst sich ausschließlich mit dem Zusammenhang zwischen Körpergewicht und 
dem Typ-2-Diabetes, von dem in Deutschland nach Angaben des Statistischen Bundes-
amtes [I] schätzungsweise etwa 3,5 Millionen Menschen betroffen sind. Es soll die Frage 
beantwortet werden, in welchem Ausmaß ein Rückgang der Häufigkeit des Typ-2-Dia-
betes und der mit ihm verbundenen Kosten zu erreichen wäre, wenn übergewichtige Typ-
2-Diabetiker ihr Körpergewicht reduzierten. 
Material und Methode 
Es wurde eine systematische Suche in Medline nach Arbeiten aus dem Zeitraum von Mit-
te der 60er Jahre bis 2002 durchgeführt, die sich mit Körpergewicht und Typ-2-Diabetes 
befassen. Von 1.669 in Medline gefundenen Publikationen wurden nach Anwendung de-
finierter Ein- und Ausschlusskriterien insgesamt 24 Studien zur Gewichtsreduktion (durch 
nicht-invasive oder operative Maßnahmen) bei Typ-2-Diabetikem herangezogen. Neben 
der deskriptiven statistischen Auswertung der wichtigsten Parameter wurden Korrelati-
ons- und Regressionsanalysen für den vermuteten Zusammenhang zwischen LI Körper-
gewicht in kg bzw. in % vom Ausgangskörpergewicht und LI Anzahl an Typ-2-Diabeti-
kern durchgeführt. Mithilfe einer Simulationsrechnung wurden die Auswirkungen einer 
Gewichtsreduktion auf die Ereigniswahrscheinlichkeit für Typ-2-Diabetes dahingehend 
quantifiziert, dass die Verminderung der Ereigniswahrscheinlichkeit in Abhängigkeit vom 
Ausmaß einer erzielten Gewichtsreduktion angegeben werden konnte. Auf der Basis der 
vorliegenden nationalen und internationalen Studien wurde ein Kostenmodell entwickelt, 
das es ermöglicht, die Verminderung der Kosten durch die Verminderung der Prävalenz 
des Diabetes abzuschätzen. Hierzu wurden die in der CODE-2®-Studie [2, 3, 4) erfass-
ten Kosten verwendet und mit den Prävalenzdaten des Bundes-Gesundheitssurveys [5] 
kombinien. 
Ergebnisse 
In Deutschland ist mit einer Zahl von etwa 400.000 übergewichtigen Typ-2-Diabetikem 
(BMI = 25 kg/rn2) zu rechnen, die noch keine Komplikationen entwickelt haben und für 
eine Intervention zur Gewichtsreduktion in Frage kommen. An den GKV-Gesamtkosten 
des Typ-2-Diabetes in Höhe von 16 Mrd.€ (31,4 Mrd. DM) haben diese Patienten einen 
Anteil von 2,36 Mrd. €. Nach den Ergebnissen der Simulationsrechnung geht eine Sen-
kung des Körpergewichtes dieser Patienten um 10% mit einer Verminderung der Anzahl 
der Diabetiker um ca. 16% einher. Eine derartige Verminderung der Prävalenz würde die 
GKV-Kosten um 23,4 Mio.€ (45,7 Mio. DM) pro Jahr reduzieren, was vorwiegend da-
rauf zurückzuführen wäre, dass sich die Häufigkeit des Neuauftretens von Folgeerkran-
kungen senken ließe, wodurch wiederum Einsparungen realisien werden könnten. Hoch-
Informatik, Siomeuie und Epidemiologie in Med. u. Siol. 3413 (2003) 
Abstracts der 48. Jahrestagung der GMDS 305 
gerechnet auf die Gesamtzahl der 18- bis 65-jährigen Typ-2-Diabetiker würden sich die 
GKV-Kosten der Erkrankung pro Kopf und Jahr um 27 ,35 € (53,49 DM) reduzieren. 
Nimmt man eine lineare Beziehung zwischen dem Gewichtsverlust und den Kosten an, 
so vermindert jedes Prozent Gewichtsverlust die jährlichen GKV-Kosten eines überge-
wichtigen Typ-2-Diabetikers um 2,74 € (5,35 DM). 
Diskussion/Schlussfolgerungen 
Zahlreiche Studien belegen, dass Übergewicht ein wesentlicher Faktor bei der Manifesta-
tion des Typ-2-Diabetes ist. Die ausgewerteten Interventionsstudien zeigten, dass eine 
Gewichtsreduktion geeignet ist, den Krankheitsverlauf positiv zu beeinflussen bzw. die 
Prävalenz des Typ-2-Diabetes zu vermindern. Eine Gewichtsabnahme bei übergewicbti-
gen Typ-2-Diabetikem führt somit nicht nur zur Nonnalisierung der Stoffwechsellage 
bei den betroffenen Patienten und zu einem Rückgang der diabetischen Komplikationen 
und Folgekrankheiten, sondern bedeutet auch eine Verminderung der diabetesassoziierten 
Kosten für die GKV. 
In welcher Größenordnung diese Einspareffekte liegen, konnte mit der vorliegenden Stu-
die erstmals in Abhängigkeit vom Ausmaß der Gewichtsreduktion quantifiziert werden. 
Dies ermöglicht z. B. eine vergleichende Beurteilung von Programmen zur Gewichts-
reduktion anhand des Cost-Benefit-Verhältnisses. 
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Abstraktnummer 2214 
Handeln Ärzte in Hausarztsystemen anders? 
Evidenz aus der Schweiz 
Werblow A 
Universität Magdeburg, Medizinische Fakultät, ISMHE, Magdeburg 
Einleitung 
Die Beobachtung, dass die Ausgaben für medizinische Leistungen in Hausarztsystemen 
(HAS) geringer aJs in der herkömmlichen Versorgung sind, wird gewöhnlich auf die bes-
sere Risikostruktur der Mitglieder in derartigen Modellen zurückgeführt [ L]. Dabei wird 
jedoch meistens übersehen, dass für die geringere Leistungsinanspruchnahme der Ver-
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sicherten auch das ärztliche Handeln von großer Bedeutung ist. Ziel der Untersuchung 
ist es, diese beiden Effekte zu trennen und den Einfluss des Arztes auf dje Höhe der 
ambulanten Ausgaben zu quantifizieren (2, 3). 
Material und Methode 
In einer multivariaten Regressionsanalyse werden die Kontakte von 1446 Schweizer All-
gemeinmedizinern (darunter 140 in HAS) mit ca. 76000 Patienten (darunter 4300 in 
HAS) im Jahr 1999 hinsichtlich der Gesamtleist1mgen pro Patient und dem direkten Um-
satz pro Patient analysiert. Dabei wird neben der Heterogenität der Ärzte auch die der 
Patienten berücksichtigt. Außerdem werden verschiedene Variablen der medjzinischen 
Infrastruktur einbezogen. 
Ergebnisse 
Patienten werden von Ärzten mit RAS-Beteiligung kostengünstiger versorgt als Patien-
ten, die von „konventionellen" Ärzten behandelt werden. Dieses Ergebrus ist unabhängig 
davon, ob der Patient selber an einem HAS teilnimmt oder nicht. Gleichzeitig sind Pa-
tienten in den HAS kostengünstiger als in der konventionellen Versorgung. 
Diskussion/Schlussfolgerungen 
Der Spill-over-Eftekt zeigt, dass die Einfühnmg von Managed-Care-Elementen in die 
gesetzliche Krankenversicherung auch auf den konventionellen Bereich ausstrahlt. Dieser 
Effekt ist zudem robust gegen mögliche Selektionsverzerrungen auf der Arztseite (kos-
tengünstige Ärzte nehmen an HAS teil). Gleiches gilt für die Selektionsverzemmg auf 
der Patientenseite (gute Risiken wählen vornehmlich HAS). Die Ergebnisse bestätigen 
damit Resultate aus theoretischen Modellen des Arztverhaltens (3, 4). 
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Abstraktnummer 23/1 
Auswirkungen der Low-Level-Analyse auf die Ergebnisse 
von Genexpressionsdaten der Firma Affymetrix 
Hölter T, Kruse E, Hüsing J, Jöckel KH 
Universitätsklinikum Essen, Institut für Medizinische Informatik, Biometrie und Epidemiologie, Essen 
Einleitung 
Die DNA-Chip-Technologie ermöglicht die parallele Analyse mehrerer tausend Gene in 
einem Messvorgang [l]. Zu hybridisierende RNA-Sequenzen werden fluoreszierend mar-
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k:iert und die Menge der hybridisierungsspezifischen RNA wird durch Ermittlung der 
Helligkeitsverteilung auf dem Chip bestimmt. Die Verfahren zur Berechnung der relati-
ven Transkriptmengen aus den Bilddaten (Datengenerierung) werden unter dem Begriff 
„Low-Level-Analyse" zusammengefasst. 
Bei den „High Density DNA Probe" Arrays der Firma Affymetrix wird jedes durch den 
Chip zu messende Gen durch ein „Probe Set" aus bis zu 20 Oligonukleotid-„Probe 
Pairs" repräsentiert. Die Expression eines Gens wird aus der differenziellen Hybridisie-
rung gegen Oligonukleotide ennittelt, die mit der Zielsequenz exakt übereinstimmen 
(,,Perfect Matches", PM) und gegen Oligonukleotide, in denen das mittlere Nukleotid 
durch die komplementäre Base ausgetauscht ist („Mismatches", MM). Aus den Hybri-
disierungssignalen der einzelnen „Probes" wird die mRNA-Menge für das betreffende 
Gen quantifiziert. 




• Zusammenfassung der Werte der „Probe Pairs" zu einem Expressionswert. 
Neben den in der Software von Affymetrix (Microarray Suite) implementierten Verfahren 
zur Berechnung der Expressionswerte wurden in letzter Zeit für jeden der vier Schritte 
alternative Algorithmen vorgeschlagen und diskutiert (1 - 5). 
Unter „High-Level-Analyse" versteht man die statistische Auswertung der Genexpressi-
onswerte in Zusammenhang mit biologischen bzw. klinischen Daten. Ein Hauptziel von 
DNA-Chipexperimenten ist die Identifizierung differenziell exprimierter Gene. In dieser 
Arbeit wird untersucht, durch welches Verfahren der Low-Level-Analyse (Kombination 
verschiedener Algorithmen) Unterschiede im Expressionsniveau optimal dargestellt wer-
den. 
Material und Methode 
Als Datengrundlage dienen die cel-Files des ,,Latin-Square-Datensatzes" der Firma Affy-
metrix. Ein mRNA-Extrakt aus humanem Pankreas wurde mit in vitro Transkripten von 
14 Genen in bekannten variierenden Konzentrationen versetzt und auf HG-U95A-Chips 
(ca. 12000 Gene) hybridisiert. Es wurden 24 Hybridisierungen ausgewählt: Diese teilen 
sich in zwei gleich große Gruppen, die sich in den Konzentrationen dieser Transkripte 
jeweils um den Faktor 2 unterscheiden. 
Für die statistische Auswertung wird die Software R verwendet. Die meisten Algorith-
men für die Low-Level-Analyse von Affymetrix-Chips sind in dem Programmpaket Bio-
conductor implementiert; diese werden in unterschiedlichen Kombinationen auf die Roh-
daten angewendet. Als Test für die Findung der differenziell exprirnienen Gene in der 
High-Level-Auswertung wird der Pennutationstest von Westfall and Young [7], aller-
dings mit der Wilcoxon-Rangsumrnen-Teststatistik (implementiert in dem Package mult-
test von R), verwendet. Anschließend werden sowohl Sensitivität als auch Spezifität be-
rechnet. Als Plattform dient ein Rechner mit Intel Architektur (1,8 GHz CPU) und 4 GB 
RAM, der als Betriebssystem Windows 2000 benutzt. 
Ergebnisse 
Die durch verschiedene Datengenerierungsmethoden ermittelten Genexpressjonswerte 
weichen zum Teil erheblich voneinander ab. Die Einstellungen der Low-Level-Analyse 
haben damit einen großen Einfluss auf die Auffindung von differenziell exprimierten 
Genen in der Endauswertung. Je nach gewählter Kombination werden vier bis zwölf der 
vierzehn Gene als differenziell exprimiert identifiziert. Die Anzahl der falsch positiven 
Ergebnisse schwankt von 0 bis 32. 
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Bei der Beurteilung der Methoden für die Eignung zur Auswertung von Genexpressions-
experirnenten muss neben Sensitivität und Spezifität aucb die Praktikabilität berücksich-
tigt werden: So dauert ein Durchlauf je nach gewählter Methode zwischen 30 Minuten 
und 60 Stunden. Es ist also auch eine Frage der Rechenkapazität für welche Methode 
man sich entscheidet. 
Diskussion/Schlussfolgerungen 
Chip-basiene Genexpressionsanalysen finden zunehmend Anwendung in der biomedizi-
nischen Forschung. Um die Vergleichbarkeit der Ergebnisse zu gewährleisten, werden 
standardisierte Protokolle für die einzelnen Teilprozesse des Experiments und damit auch 
für die Datenauswertung angestrebt. Für die Generierung von Expressionswerten aus den 
Bilddaten von Affymetrix-Chips werden immer mehr Methoden vorgeschlagen, die teil-
weise in die bestehenden frei verfügbaren Ressourcen implementiert sind [l-5]. Die 
Vielzahl möglicher Einstellungen, die zu unterschiedlichen Expressionswerten führen 
können, erschweren die Nachvollziehbarkeit der Dateninterpretation und die Repro-
duzierbarkeit von Ergebnissen. 
Solange keine Methodenkombination als Verfahren zur Auswertung der Bilddaten als 
besonders geeignet empfohlen werden kann, müssen die gewählten Einstellungen genau 
dokumentiert und zugänglich gemacht werden. In der Literatur werden die meisten Me-
thoden theoretisch beleuchtet, aber selten findet man den Vergleich mehrerer Methoden 
in der Anwendung auf einen Datensatz [2, 4, 5]. In dieser Arbeit werden verschiedene 
Methodenkombinationen auf einen Modelldatensatz angewendet. Die erzielten Ergebnis-
se sollen später anband ,,realer" Experimente evaluiert werden. Die hier vorgestellte Ar-
beit kann dazu beitragen, für die Stufe der Datengenerierung Standards zur Auswertung 
von Geoexpressionsexperimenten zu entwickeln. 
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Abstraktnummer 23/2 
A Stochastic Model of the Human Skin under Consideration 
of Cell Proliferation and Differentiation and its Realization 
as a Simulation Model 
Pauli T, Pilz L, Rittgen W 
Baxter Oncology GmbH, Frankfurt/Main 
lntroduction 
The main functions of the human skin are described as a stochastic mathematical model 
with continuous time and discrete counts and are numericaUy analyzed in a correspond-
ing computer simulation. The dynamical behaviour of tbe tissue is determined by the 
regulated cell movement through the weil defined skin layers, where tbe tbickness of 
each is regulated by control mechanisms. Tue introduction of cell type modification cao 
lead to tbe formation and development of tumours in the setting of the model. As a 
specific result tbe m.igration rate in tbe basal Jayer discriminates betweeo superficial 
spreading and nodular melanoma. 
Mathematical Model 
The objective of tbe mathematical model is to gain insight into structures and processes 
going on in the different layers of the skin tissue [l], especially ceU renewal, migration 
and peeling processes. Key pointS are the regulation mechanisms ensuring the un.ifonn 
thickness of individual sk.in layers. 
The main biological structures and processes of the mathematical model: 
• the spatial arrangement, 
• the cell proliferation in the basal layer, 
• the differentiation processes in the layers lying above the basal layer, 
• the migration processes in vertical and horizontal direction and 
• a peeling process (death process) in the top layer. 
The basic structure of the skin tissue is assumed to be a rwo-dimensional lattice with a 
layering in the third dimension. The lowest layer is the ceU production or generator 
layer with grid point ceU production un.its, so-called EPUs (Epidemial Proliferative 
Units) [2, 3]. 
The renewal process (stem cells) is exponentially distributed [4] and regulated by a 
triggering process with given threshold values no and 111 characterizing the rn.inimum 
and maximum number of the basal layer cells and a regulation parameter A.*. Within the 
basal layer three different events can occur: 
• cell division with probability p,,. 
• horizontal :cn.igration withph 
• vertical migration with 1 - Pm - Ph 
The peeling off in the top layer corresponds to a special case of vertical migration. The 
reguJation mechanisms are realized analogously to that of cell renewal. 
Computer Implementation 
The sirnulation model realizes numerically a finite part of the mathematical skin tissue 
model. The individual (modular) entities of the mathematical model (cells, layers, col-
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umns etc. but also ceil renewal, migration, or death) are translated into an event-con-
trolled computer simulation. The modular structures find their correspondence in the 
class hierarchy of the program, whiJe the sub-processes of the model are mimicked by 
algorithms. The object-oriented approach has the advantage that structures are weil de-
fined and extensions can be implemented easily. Microsoft Visual C++® 6.0 Profes-
sional on a Intel®-based PC with the operating system MS Windows Nr® 4.0 was used 
as development environment, whereas the simulation program can also be run under 
MS Wmdows 9x®, MS Windows NT® and MS Windows 2000®. The choice of all mod-
el parameters is free. The simulations were carried out on a lattice of LOO x 100 columns 
and six layers, for all other parameters values were taken from literature (5-7). 
Results 
Tue comprehensive skin tissue model is fully mathematicalJy described and gives rise to 
a weil founded, sound, and flexible computer sirnulation model aUowing an experimen-
tal field of parameter variation mimicking different real situations. As many different 
sirnulation runs sbow, the regulatioo mechanisms work properly even in case of varying 
parameters. Only the regulation parameter A. • plays a prominent rote. lf the value of this 
parameter is too low, the regulation process caonot compensate the increasing number of 
cells and the column height rises strongly. By evaluation of tbe simulation results, in 
particular, the effectiveness of the regulation mechanisms and the realistic tumor growth 
are investigated and parameters and their effects, which are relevant for the development 
of tumor foci, can be identified. Additionally different cell types with the possibility of 
type transformation are implemented, such that the propagation of tumors can be simu-
lated. Tue sirnulations with type-changed stem cells show clearly the possibility of a 
rumor propagation dependiJ1g on an increasing horizontal rate of migration (p11). The rate 
of mitosis (pm) ooly plays a subordinated role: for a reatistic tumor propagation on ly a 
slight increase of the cell renewal rate in the basal layer is necessary as we found out 
By suitable choice of parameters especially by the variation of the rates of migration 
and mitosis, both a horizontal propagation and a strong increase of the tumor cell mass 
can be simulated with this model. These qualitatively different types of tumor growth 
are also observed in reatity (8). A further result of the simulations is that acceleration 
factors, which are usually implemented to accelerate type-changed (i.e. tumor-) cells, 
have only limited influence on the propagation of a tumor focus. Acceleration factors 
can affect the speed of the tumor propagation, but do not change the characteristics of 
the rumor growth. 
Discussion and Outlook 
The most interesting result of the simulation is, that rumor propagation is based less on 
a strong increase of tbe rate of rnitosis, but rather on a vast increase of the horizontal 
migration rates. Tue mitosis rate thereby must be increased only sligbtly. Tue rumor 
propagation was investigated under a further aspect: Additionally an acceleration factor 
a; was implemented preferring the pathological cells. This mechanism does not show the 
desired effects: Tbe acceleration factor a; is not able to compensate migration or mitosis 
rates of the type-changed cells and the characteristics of the tumor propagation are not 
cbanged by an increased acceleratioo factor. Also, the fact whether a rumor can manifest 
itselJ, is not affected by an increase of the acceleration factor. Simulation shows, that a 
faster proliferation process is not sufficient for the explanation of the propagation of 
rumor foci but the iocreased migration is the more irnportant factor. Acceleration factors 
can affect the speed of the tumor propagation, but do not change the charncteristics of 
the tumor growth. 
The model offers far-reaching possibilities for extensions. So far the cell renewal pro-
cesses are regarded only as a black box: the pluripotent stem cell in the center of the 
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EPUs is functioning purely as a cell generator. lt would be possible to extend the cell 
renewal process in greater detail in order to identify regulation mechanisms for the 
rumor formation. lncorporating lhe interactions between the individual columns offers 
additional possibilities already implemented in lhe theoretical description of the model. 
For extensions of the computer simulation lhe object-oriented implementation of the 
model proves to be essential: tbe individual classes can be adapted accordingly to 
further properties and methods. 
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Abstraktnummer 23/3 
Effizienz von Regressionsverfahren und Modellselektion 
bei der Schätzung pharmakokinetischer Parameter 
Ring A, Weiss M 
Boehringer Ingelheim Phanna GmbH & Co. KG, Clinical Biostatlstics, Biberach/Riß 
Einleitung 
Zur Bestimmung pharmakokinetischer Parameter der individuellen Dispositionskinetik 
werden gewöhnlich Multiexponentialfunktionen an Konzentrations-Zeit-Verläufe nach in-
travenöser Applikation angepasst. 
Ein physiologisches Modell wäre realistischer, mit weit über 30 Einzel-Parametern für 
eine Parameterschätzung jedoch zu komplex. 
In einer Simulationssrudie wurde untersucht, in welchem Ausmaß die Vereinfachung des 
Schätzmodells durch Anwendung empirischer Multiexponentialfunktionen die Zuverläs-
sigkeit der Parameterschätzung beeinflusst und wie ein solcher Fehler durch Verwendung 
einer geeigneten Regressionsmethodik verringert werden kann. 
Methoden 
Um den Einfluss der Modellmißspezifikation auf die Parameterschätzung zu bestimmen, 
wurde ein physiologisches Modell des Dispositionsprozesses entwickelt. Es basiert auf 
der Rezirkulationsstruktur des Blutkreislaufs und verwendet weitestgehend realistische 
Informatik, Biome1rie und Epidemiologie in Med. u. Biol. 34/3 (2003) 
312 Abstracts der 48. Jahrestagung der GMDS 
Organmodelle zur Beschreibung von Konvektion, Permeation und Diffusionsprozessen 
des Pharmakons in Blut und Gewebe. 
Die zugehörigen Verteilungsparameter der Organe wurden für drei Phannaka (mit unter-
schiedlichen pbysiko-chemischen Eigenschaften) der Literatur entnommen (2, 4]. Auf 
der Basis dieses Modells wurden individuelle Konzentrations-Zeit-Verläufe der Pbannaka 
simuliert. 
Die Analyse verschiedener Regressionsmethoden (Ordinary und Weighted Least Squares 
[OLS, WLS], Daten-Transformation [3, 5], minimale relative Entropie [l] und eigene 
Modifikationen dieser Verfahren [7] - siehe Diskussion) wurde in zwei Schritten durch-
geführt: 
1.) Der Einfluss der Modellmißspezifikation auf die Verzerrung der Parameterscbätzung 
wurde zunächst an Hand der fehlerfrei simulierten Daten untersucht. 
2.) Die Effizienz der Verfahren wurde mithilfe von Monte-Carlo-Simulationen be-
stimmt, wobei zufällige Fehler (proportional zur jeweiligen Konzentration) addiert 
wurden. 
Als Dispositionsmodell dienten in beiden Fällen Multiexponentialfunktion mit zwei bis 
fünf Exponentialtennen. Die Ergebnisse wurden auf der Basis des „mean errors" und 
des „root mean squared errors" der Schätzung der Systemgrößen Clearance (CL) und 
Verteilungsvolumen CVss) verglichen. 
Ergebnisse 
1.) Für 4 Regressionsmetho<len ist die Verzerrung der Schätzungen pharmakokinetischen 
Parameter bei Modellanpassung an die fehlerfreien erzeugten Daten besonders ge-
ring, selbst wenn das Schätzmodell nur wenige Exponentialtenne besitzt: 
• „Weighted Least Squares" Regression mit Wichtungsexponent „- 2" (WLS2), 
• Logarithmische Transformation von Daten und Modell (TBS-Log), 
• Modifikation der „rninimurn relative entropy" Method (MRE2), 
• Modifikation der „Weighted Least Squares" Regression ALS l-W2. 
2.) Nach Addition von zufälligen Fehlern ist die mittlere Verzerrung bei allen untersuch-
ten Verfahren nahezu unverändert im Vergleich zur Anpassung an die fehlerfreien 
Daten. 
Tabelle l: Ergebnis von Schrill 2.): Der prozentuale root mean squared error (%rmse) als Effizienz-
maß der untersuchten Regressionsverfahren bei Anpassung von Multiexponentialfunktionen mit 
2- 4 Termen (Sampling-Schema: 17 Datenpunkte; Standardabweichung des zufälligen Fehlers: 5%) 
%m1se Alfentanil Fentanyl 
2Exp 3Exp 3Exp 4Exp 
CL Vss CL V.., CL V„ CL V„ 
OLS 13,60 24,72 2,39 4,74 20,15 54,48 19,47 53,23 
WLSl 2,86 15,13 1,30 2,02 7,LO 30,44 6,60 26,90 
WLS2 1,39 1,97 L,32 1,54 3,68 20,53 3,98 13,86 
TBS-Log 3,25 4,26 1,17 1,51 3,27 20,99 3,69 14,68 
MR.EI 1,11 14,93 1,18 2,06 6,41 30,10 6,12 26,70 
MRE2 1,48 2,04 1,18 l ,65 4,47 21,23 4,17 16,67 
ALSl-0 4,18 8,18 1,38 2,40 8,13 31,34 7,71 29,31 
ALS1-W2 2,55 3,49 1,37 l,91 2,86 13,53 3,89 15,72 
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Darüber hinaus weisen die Verfahren mit einer geringen Verzerrung auch eine hohe 
Effizienz (d. h. einen geringen %nnse - siehe Tabelle 1) auf; allerdings war das 
Verfahren ALS l-W2 bei einer größeren Anzahl von Exponentialtennen teilweise nu-
merisch instabil. 
Ein weiteres Ergebnis der Studie ist, dass die gewöhnliche ,Jeast squares" Anpassung 
ohne Wichtung (OLS) bereits bei geringer Modellmißspezifikation zu einer systemati-
schen Verzerrung der Parameterschätzung führen kann. 
Diskussion 
Das Ziel der Analyse von Daten der individuellen Dispositionskinetik ist die effiziente 
Schätzung der grundlegenden pharmakokinetischen Parameter CL und Vss - auch in den 
Fällen, in denen das Modell des Dispositionsprozesses nicht vollständig bestimmt wer-
den kann. Da die analytische Bestimmung der Phannakakonzentrationen immer genauer 
und empfindlicher wird, gewinnen diejenigen statistische Methoden an Bedeutung, die 
eine mögliche Modellmißspezifikation ausgleichen können. Im Gegensatz zu früheren 
Arbeiten auf diesem Gebiet [6] wurde deshalb die Auswirkung dieser Modellmißspezifi-
kation untersucht. 
Ergebnisse einer früheren Studie [8] bezüglich geeigneter Wichtungsverfahren konnten 
bestätigt werden, wobei ergänzend weitere bekannte und modifizierte Regressionsverfah-
ren in die Untersuchungen einbezogen wurden. (Die wichtigste Modifikation bezog sieb 
dabei auf den Ausgleich des nicht-äquidistanten Sampling-Schemas durch Integration 
der Residuen über der Zeit-Achse, was in den meisten Fällen zu einer Verringerung der 
Verzemmg und zu einer Steigerung der Effizienz führte.) 
Die vier Regressionsmethoden, die eine hohe Effizienz bei der Parameterschätzung auf-
weisen, zeichnen sich durch eine gute Modellanpassung im Tailbereich der Konzentra-
tions-Zeit-Kurve aus (auch mit wenigen Exponentialtennen). Mit anderen Worten: Durch 
Wahl eines geeigneten Regressionsverfahren kann eine Parameterreduktion der Schätz-
funktion erreicht werden, die wiederum eine robustere Modellanpassung erlaubt. 
Neben bestimmten Wichtungs- und Transformationsmethoden erweist sich die von Arni-
saki und Eguchi [l] vorgeschlagene Methode der ,,minimalen relativen Entropie" in der 
von uns modifizierten Form als geeignetes Regressionsverfahren, weil sie die Daten und 
Modellfunktion bezüglich der Verweilzeitdichte direkt vergleichen kann. 
Schlussfolgerung 
Bei der Modellanpassung an pharmakokinetische Daten des Dispositionssystems muss 
insbesondere der Einfluss einer möglichen Modellmißspezitikation (und nicht nur die 
Struktur des Messfehlers) bei der Auswahl von geeigneten Regressionsmethoden in Be-
tracht gezogen werden, um systematische Abweichungen bei der Schätzung pharmakoki-
netischer Parameter zu vermeiden. 
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Abstraktnummer 23/4 
Adaptive Designs und die „truncated product method" 
Neuhäuser M 
University of Otago, Department of Mathematics and Statistics, Dunedin, New Zealand 
Einleitung 
Adaptive Designs werden bei klinischen Studien immer häufiger angewandt. Ein Ansatz 
unterteilt eine Studie in mehrere Stufen und kombiniert die p-Werte mit Fishers Kom-
binationstest (Bauer & Köhne, 1994). Alternativ können die p -Werte mit der „truncated 
product method" (TPM) kombiniert werden, die kürzlich von Zaykin et al. (2002) vor-
gestellt wurde. TPM nutzt das Produkt nur der p-Werte, die eine vorzugebene Schranke 
nicht überschreiten. 
Material und Methode 
Die zwei Alternativen zur Kombination der p -Werte, Fishers Kombinationstest und TPM, 
werden für die spezielle Situation adaptiver klinischer Studien verglichen. Wichtige Kri-
terien zum Vergleich sind die Trennschärfe, die Wahrscheinlichkeit eines vorzeitigen Stu-
dienabschlusses sowie die erwartete Gesamtfallzahl. Es wurden sowohl numerische Be-
rechnungen als auch Simulationen durchgeführt. 
Ergebnisse 
Die Trennschärfe ändert sich nur wenig, wenn TPM stan Fishers Kombinationstest ange-
wandt wird. Wichtig für den Vergleich der Methoden sind daher die Wahrscheinlichkeit 
eines vorzeitigen Studienabschlusses und die erwartete Gesamtfallzahl. 
Ein vorzeitiger Studienabschluss ohne Ablehnung der Nullhypothese kann, z.B. bei Do-
sis-Wirkungs-Studien, nicht sinnvoll sein (Bauer & Röhmel, 1995). In diesem Fall erhöht 
TPM die Wahrscheinlichkeit, die Studie vorzeitig mit einer Signifikanz zu beenden. 
Demzufolge ist die erwartete Gesamtfallzahl bei Anwendung von TPM erniedrigt. Trotz 
reduzierter FallzaW ist die Trennschärfe nicht verringert. Wenn ein vorzeitiger Studien-
abschluss ohne Ablehnung der Nullhypothese möglich ist, führt Fishers Kombinations-
test zu einer höheren Wahrscheinlichkeit, die Studie vorzeitig zu beenden. 
Diskussion/Schlussfolgerungen 
Die „truncated product method" wurde in einem anderen Kontext eingeführt und bisher 
noch nicht auf adaptive Designs angewandt. Aufgrund der Ergebnisse dieser Arbeit wird 
vorgeschlagen, TPM statt Fishers Kombinationstest bei Studien zu verwenden, bei denen 
ein vorzeitiger Studienabschluss ohne Ablehnung der Nullhypothese nicht sinnvoll ist. 
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Abstraktnummer 25/1 
Ein sprachanalytisches Verfahren zur Unterstützung von Laien 
als Anfragesteller beim medizinischen Dokumenten-Retrieval 
Wermter J, Schulz S, Hahn U, Mark6 K, Daumke P 
Universität Freiburg, Linguistische lnformatik/Computer1inguistik, Freiburg 
Einleitung 
Medizinische Laien suchen zunehmend medizin- und k:rankheitsbezogene Informationen 
im World Wide Web. In den USA decken bereits mehr Menschen ihren medizinischen 
Informationsbedarf über das Internet ab als durch einen Arztbesuch (3), was unter dem 
Schlagwort 11Consumer Health lnfonnatics" (2) bereits intensiv untersucht wird. 
Die meisten Web-Suchmaschinen sind auf die englische Sprache mit ihren geringen 
WortvariationsmögEchkeiten zugeschnitten, während den komplexen morphologischen 
Prozessen (Flexion, Derivation, Kompositabildung) der deutschen Sprache nicht Rech-
nung getragen wird. Zudem besteht oft ein scharfer Kontrast zwischen der Fachtermino-
logie eines medizinischen Dokuments einerseits und der Laienterminologie einer Web-
Suchan.frage andererseits. 
Um möglichst viele relevante Dokumente zu erhalten, müsste eine einfache Suchanfrage 
(Query) z.B. nach Dickdarmkrebs in eine komplexe Boolesche Anfrage umgewandelt 
werden: Kolonkarzinom OR Colonkarzinom OR Coloncarcinom OR Colon-CA OR Ko-
lon-CA OR Kolonkrebs OR Dickdarmkarzinom OR Dickdarmkrebs OR Dickdarmkarzi-
noms OR Kolonkarzinome etc. 
Diese gleichrangige Verwendung von lateinisch/griechischen und synonymen deutschen 
Ausdrücken zeigt die Notwendigkeit, diese morphologische Variation für ein (Web-ba-
siertes) Dokumenten-Retrieval System für das Deutsche zu normaEsieren. Wir haben da-
her eine Methode entwickelt, bei der Query- und Dokumententerme in elementare Sub-
wort-Einheiten segmentiert werden. Methodisch kombiniert dieser Ansatz die 
morphologische Dekomposition mit einem semantischen Abgleich (Matching) äquivalen-
ter Terme, die auf einem medizinischen Subwort-Thesaurus basieren. Diese Heran-
gehensweise knüpft an die Beobachtung (7) an, dass mit einem Lexikon und/oder The-
saurus erweiterte Retrieval-Systeme bei Evaluierungsexperimenten besser abschneiden 
als solche ohne entsprechende Ressourcen. 
Morphosemantische Normalisierung 
MorphoSaurus ist ein von den Autoren (5) entwickelter Präprozessor, welcher ASCil-
Text aus HTML-formatierten Dokumenten und Querys entnimmt und diesen in drei 
Schritten transformiert: 
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1. Orthographische Normalisierung. Sprach- und domänenspezifische Transformati-
onsregeln normalisieren die Terme zu kleingeschriebenen 7-bit ASCII Code. 
2. Morphologische Segmentierung. Auf einem Subwort-Lexikon basierend werden ilie 
orthographisch normalisierten Tenne in eine Reibe morphosemantisch relevanter sub-
lexikaler Einheiten segmentiert. 
3. Semantische Normalisierung. Mittels eines Subwort-Thesaurus, welcher intra- und 
interlinguale Äquivalenzklassen zwischen den Lexikon-Einträgen spezifiziert, wird je-
des unter 2. produzierte Subwort durch einen ldentifier (MID) ersetzt, so dass größere 
morphologische Einheiten entstehen, die besser mit ihren semantischen Äquivalenten 
abgleichbar sind (z. B. iliaphys- statt dia+ phys). 
Die folgende Abbildung illustriert iliese Schritte: 
Originaltext 1. 2. 3. 
l<T.ni>Che Schwe<punktt S<tlltn kfinls<he schwe<punkte 1<.a.n ldln l$chc schwerpunkte stell en chron cJiniijxqz focuolipwxlt <hfonolöljz 
chronisch enmJ ctvonhch en~ kd10mzuendlkhtdann-ungo lt idesoiiJO<k splonchnldrqp oliciolyil 
O.nnMnni<ungM. eil< I•- darmM<rankungen die lamillH<t die famil -• odenomatoese pol)'!> faJTo1iiV<)r idenliiwqz oticiiiyi 
adenom>lllse Polypooli, die •kut• odenom>toese polypo<ls er„ •lw• osh d„ • kU1 • panlcreat itis die mulf polypiipjl<w Otlcfrlyl l<Utluijil 
Pankreatins. die mult1f'l"'IOdfltlherapie J»llkre1titi1 die mutt1modale thfl~ modal e therap ie des p.Jnkreö pancrH tUqxir hkt~sUbcxk muhUllat<j 
<IM Pankreasbr?inoms. sowie die dM panlcreasbr?inoms sowie die karzlnom s sowlt die antibiotik • modaliiqxJ< lhtrlpillptl pancreotllq>r 
Antibiotlb·th~apl« sowohl antlbiotikalhefapie sowohl tMrlp le sowohl prophytakt isch als o nco;ijwqJ 1nl1blosipypwr therapiiipi 
nrnntwb"11vh .al< JM~-~ t>•rltf'!nhl\ nrnnh\l.alrtlv h .al< .111111rh l'PI ,...,.ltrinltl• A11rh M ...,..-ltr'lt'!irl<rlw nrrtr"lhvb kttlriltlw nHlfMUbrt-v 
Experimentelles Umfeld 
Dokumentenkollektion. Als medizinische Dokumentenkollektion für unsere Experimente 
wählten wir ein gängiges Handbuch der klinischen Medizin [4], das aus 55 17 Artikeln 
und 1,5 Mio Wörtern besteht. 
lA.ienqueries. Um unseren Ansatz anhand einer authentischen Menge laiengenerierter 
Anfragen zu testen, erhielten wir 38600 geloggte Queries einer medizinischen Such-
maschine (hup://www.dr-antonius.de). Daraus wurden insgesamt 26 Queries für unsere 
Stuilie per Zufallsstichprobe entnommen. 
Relevanzurteile. Für diese 26 Queries wurde jedes der 5517 Dokumente von drei exter-
nen Medizinstudenten nach Relevanz Ga/nein) klassifiziert. 
Suchmaschine. Um eine unvoreingenommene Beurteilung unseres Systems zu gewähr-
leisten, benutzten wir einen einfachen Booleschen Suchansatz. Jede Query Q wurde mit 
den Daten so abgeglichen, dass sowohl ein Häufigkeits- als auch ein Adjazenzmaß für 
die einzelnen Query-Terme im Dokumenten-Ranking berücksichtigt wurden. 
Testszenarien. Bei den Retrieval-Experimenten unterschieden wir vier verschiedene Sze-
narien, die sich aus den oben beschriebenen Normalisierungen herleiten lassen: (i) Plain 
Token Match (PT): ein direkter Abgleich ohne vorherige Normalisierung zwischen den 
Text-Token in der Query und denen im Dokument (ilie Baseline des Experiments); (ii) 
Normalized Token Match (NT): wie oben unter I .; Plain Subword Match (SU): wie 
oben unter 2.; MID Match (MO): wie oben unter 3. 
Experimentelle Ergebnisse 
Die Abbildung zeigt, dass das NT-Szenario kaum besser als ilie Baseline (PT) abschnei-
det (einzige Ausnahme: Recall-Punkt 0,1). SU schneidet bei den niedrigen Recall-Punk-
ten zunehmend besser ab, mit einem maximalen Präzisionszuwachs von 0,08 bei Punkt 
0,3. Jedoch zeigen ilie Ergebnisse deutlich, dass MO auf allen Recall-Punkten (bis auf 
einen) konsistent am Besten abschneidet. Betrachtet man nur den Durchschnitt der bei-
den niedrigsten Recall-Punkte (0,1 und 0,2), dann zeigt sich sogar ein Präzisionszuwachs 
von 0,16 von MO gegenüber der Baseline. Dieses Ergebnis ist besonders interessant aus 
der Web-Retrieval-Perspektive, da es bekannt ist [l], dass Benutzer von Web-Such-
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maschinen selten über die ersten 20 aufgeführten Dokumente hinaus gehen, um ihren 
Informationsbedarf zu decken. 
Diskussion/Schlussfolgerungen 
Eine zunehmende Anzahl von Benutzern versucht, ihren medizinischen Informations-
bedarf über das Internet zu decken [3]. Die meisten Suchmaschinen sind jedoch einseitig 
auf das Englische orientiert, und arbeiten dabei auf der Grundlage des „Query Term to 
Text Word Matching"-Ansatzes [l ]. Dieses Paradigma, das die Baseline für unsere Expe-
rimente darstellt, führt zu einer beträchtlichen Performanzverschlechterung bei morpholo-
gisch komplexen Sprachen wie dem Deutschen. 
Deshalb verfolgten wir hier einen Ansatz, der auf einem thesaurus-basierten lndexie-
mngsverfahren beruht: Komplexe Wortformen werden in medizinisch plausible Subworte 
segmentiert und einem „semantischen" Abgleich unter Heranziehung eines Subwort-The-
saurus unterworfen. Dieses Verfahren wurde anhand einer größeren medizinischen Doku-
mentenkollektion und authentischen laiengenerierten Suchanfragen getestet. 
Obwohl sich MorphoSaurus immer noch in der Entwicklung befindet, konnten wir zei-
gen, dass unser semantisches Indexierverfabren substantiell besser abschneidet als die 
Baseline. Die Ergebnisse im Hinblick auf web-basiertes Dokumentenretrieval sind beson-
ders ermutigend. 
Daraus ergeben sich vielfache Nutzungsmöglichkeiten unseres Systems: von Online-Ge-
sundheitsportalen und Webkatalogen bis hin zu sprachübergreifendem Dokumenten-Re-
trieval aufgrund des sprachenunabhängigen Indexiervokabulars. 
Literatur 
[l) Baeza-Yates R, Riebiero-Neto B. Modem Information Retrieval. Harlow, England: Addison 
Wesley/ACM, 1999 
[2) Eysenbach G. Consumer Healtb Infonnatics. BMJ 2000; 320: 1713-1716 
[3] Fox S, Rainie L. E-patients and the online healtb care revolution. Physician Executive 2002; 
28: 14- 17 
[4] MSD: Manual d Diagnostik und Therapie [CD-ROM] 5tb ed; München: Urban & Schwarzen-
berg; 1993 
[5] Schulz S, Hahn U. Morpherne-based, cross-lingual indexing for med.ical document retrieval. Int 
J Med Iuf 2000; 59(3): 87 - 99 
[6) Wolff S. The use of rnorphosemantic regularities in the medical vocabulary for automatic lexi-
cal coding. Methods lnf Med 1984; 23(4): 195- 203 
[7] Tzoukermann E, Klavans J, Jacquernin C. Effective use of natural language processing tecbniques 
for automatic contlation of multi-word terrns. In: Proc of the 2Qth SIGIR Conf 1997; 148- 155 
lnfonnatik, Biometrie und Epidemiologie in Med. u. Biol. 3413 (2003) 
318 Abstracts der 48. Jahrestagung der GMDS 
Abstraktnummer 25/2 
Implementationsbegleitende Softwareevaluation am Beispiel 
eines internetbasierten Pflegeverlegungsberichtes 
Giehoff C, Hübner U, Beyer M, Higgen M, Fenske M, Strotmann U, Paul H 
Fachhochschule Osnabrück, Fakultät für Wirtschafts- und Sozialwissenschaften, Osnabrück 
Einleitung 
Die Einführung einer leistungsorientierten pauschalisierten Entgeltform (DRG) für Kran-
kenhäuser fordert eine durchgängige Versorgungskontinuität zwischen den einzelnen 
Sektoren im Gesundheitswesen, insbesondere für die Nachsorge von Patienten (8). Um 
Versorgungkontinuität herzustellen bedarf es eines verbesserten Informationsflusses zwi-
schen den Einrichtungen (3). Dabei stellt die Entwicklung von entsprechenden Systemen 
hohe Anforderungen an das Requirements Engineering (RE), da sie heterogenen Anwen-
dergruppen gerecht werden muss. Dass RE nicht nur zu Beginn des Software-Engineering-
Prozesses stattfindet, sondern einer fortlaufenden Revision unterzogen werden muss, 
wurde vielfach hervorgehoben (1, 4, 5). Ebenso ist aus der RE-Literatur bekannt, dass 
Benutzer ihre Bedürfnisse besser konkretisieren können, wenn sie ei.nen Prototypen oder 
ein echtes System vor sich haben, dessen Eigenschaften sie evaluieren können. Aus Sicht 
der Evaluationsliteratur (2) ist ein solcher Ansatz der Validierung bzw. der Evaluation 
von human factors zuzuordnen. Will man nun solche Evaluierungen implementations-
begleitend wiederholt durchführen, um den Wandel der Benutzeranforderungen zu erfas-
sen, stellt sich die Frage nach leicht rekrutierbaren Experten und nach geeigneten Eva-
luationsverfahren. 
Material und Methode 
In folgender Untersuchung sollte die Version 1 des intemetbasierten Pflegeverlegungs-
berichtes PFLEGEFORM, eines Systems für Krankenhäuser, Altenheime und ambulante 
Pflegedienste [6] evaluiert werden. PFLEGEFORM wurde initial durch die Mitwirkung 
eines Arbeitskreises aus Pflegekräften konzipiert und basiert auf Überlegungen zur Ver-
besserung der Kommunikation zwischen Einrichtungen [7]. Dabei wurden die Benutzer-
bedürfnisse in Form von Listen, Texten und Diagrammen festgehalten. Zur Evaluation 
der ersten Version von PFLEGEFORM wurden zwei Gruppen von Anwendern gebildet. 
Gruppe 1 bestand aus Studierenden, die eine Pflegeausbildung abgeschlossen hatten, 
Gruppe 2 aus Pflegemitarbeitern der an dem Arbeitskreis beteiligten Gesundheitseinrich-
tungen (Krankenhäuser, Altenheime, Pflegedienste). Beide Gruppen haue die Aufgabe, 
Daten aus zwei papierbasierten orginalen Pflegedokumentationen zu extrahieren und in 
PFLEGEFORM einzugeben. Dabei sollten die Pflegediagnosen mithilfe des Systems 
nach NANDA codiert werden. Im Anschluss sollten die Teilnehmer ihre Zufriedenheit 
mit der Software anhand eines Fragebogens [9] bewerten. Der Fragebogen enthält 21 
Aussagen, die anhand einer 9-stufi.gen Skala auf den Grad der Zustimmung eingestuft 
werden sollten. Freie Kommentare konnten am Ende des Bogens eingefügt werden. Zu-
sätzlich wurde eine Diskussion mit den Teilnehmern geführt. 
Ergebnisse 
An der Evaluationssrudie beteiligten sich 35 Teilnehmer. Die Merkmale der beiden 
Stichproben sind in Tabelle l zusammengefasst. Die beiden Gruppen unterschieden sich 
zwar signifikant im Alter (doppelter t-Test), nicht jedoch in den Merkmalen Geschlecht 
und Computerkenntnisse (Chi-Quadrat-Test). 
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Tabelle 1: Stichprobencharakteristik 
Erhebungs- Anzahl Alter Standard- Geschlecht Computerkenntnisse 
gruppe (Mittel- abweichung 
wert) (Alter) weiblich männlich Neuling Anwender 
Gruppe 1 20 27,00 6,601 12 8 7 13 
Gruppe 2 15 39,71 9,667 12 3 2 13 
Insgesamt 35 32,24 10,112 24 11 9 26 
Mit Ausnahme von zwei Aussagen (B(l) Bezeichnungen, C(6) Begleitmaterial) unter-
schieden sich die zwei Gruppen auch in ihrem Urteil über die Zufriedenheit mit dem 
System nicht signifikant von einander (Tabelle 2). Gute Noten erhielten die Aspekte 
Bildschirmpräsentation und Erlernbarkeit. Schlechtere Noten die Navigation und die 
Kommunikation des Systems mit dem Anwender, insbesondere Rückmeldung bei Feh-
lern, Hilfestellung bei Problemen und unterstützendes Begleitmaterial (Tabelle 3). 
Tabelle 2: Grad der Zustimmung zu den Aussagen (Median), *p < 0,05 im U-Test nach Mann-
Wbitney 
FB ltems A(l ) A(2) A(3) A(4) B(l) 8 (2) B(3) B(4) B(S) B(6) C(l) C(2) 
Gruppe 1 7,00 7,00 6,00 6,00 7,00* 5,50 7,00 7,00 5,50 5,00 7,00 7,00 
Gruppe 2 8,00 8,00 7 ,00 6,00 8,00* 7 ,00 8,00 8,00 6,00 3,50 8,00 8,00 
FB ltems C(3) C(4) C(S) C(6) D(l) D(2) D(3) D(4) D(S) 
Gruppe 1 7,00 5,50 5,00 5,00* 7,00 7,00 9,00 7,00 6,00 
Gruppe 2 8,00 6,00 5,00 7,00* 8,00 6,50 9,00 5,00 6,00 
Tabelle 3: Median zu den drei am schlechtest bewerteten Aussagen 
Median Gruppe 1 Gruppe 2 
8(6): Die Fehlermeldungen sind nicht hilfreich ... hilfreich 
C(S): Die Hilfe-Meldungen auf dem Bildschirm sind 
nicht hilfreich ... hilfreich 




In den freien Kommentaren fanden sich eine Vielzahl von Verbesserungsvorschlägen der 
Anwender. Die drei am häufigsten genannten lauten (i) bessere Navigation und Über-
sicht, (ii) Gliederung durch ATL (Aktivitäten des tägl. Lebens) ungünstig, bzw. fragwür-
dig und (iii) NANDA-Diagnosen sind zu allgemein. 
Diskussion/Schlussfolgerungen 
Die Untersuchung ergab, dass eine Gruppe von Studierende mit pflegerischer Fachaus-
bildung sich nicht wesentlich in ihrem Urteil von den zukünftigen Endanwendern unter-
schied und so ein realistisches Abbild der Beurteilung der praktischen Anwender gab. 
Da Studierende anzahlmäßig und organisatorisch einfach zu rekrutieren sind, bietet sieb 
diese Gruppe für weitere implementationsbegleitende Evaluationen an und ermöglicht 
damit eine Vielzahl von Untersuchungen nach bestimmten Entwicklungsfortschritten. 
Der verwendete Fragebogen ließ sich leicht einsetzen und empfiehlt sich damit auch für 
nachfolgende Evaluationen. Inhaltlich ergaben sich Schwachstellen in der Software, die 
sowohl im Fragebogen als auch in den freien Kommentaren zum Ausdruck kan1en. Da-
mit erhielten die Entwickler fundierte Hinweise für die Priorität von Verbesserungen, die 
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zu diesem Stadium der Entwicklungen noch relativ leicht durchzuführen sind. Die Aus-
wertung der freien Kommentare ergab, dass eine Gliederung der Diagnosen nach den 
ATL's nicht für sinnvoll gehalten wurde. Dies steht in deutlichem Widerspruch zu den 
initial geäußerten Benutzeranforderungen. Da die beteiligten Anwender in der Evaluation 
und in der Spezifikation die gleichen Personen waren, kann es sieb nur um einen Wan-
del in den Anforderungen handeln. Nur durch eine implementationsbegleitende Evaluati-
on konnte dieser Aspekt identifiziert werden. Er illustriert exemplarisch die Bedeutung 
einer fortlaufenden Überpliifung der Spezifikationen. 
Insgesamt sprechen die Untersuchungsergebnisse für den Ansatz eines evaluations-
gestützten fortlaufenden Requirements Engineerings. Dieser wird in dem konkreten Ent-
wicklungsprojekt weiter verfolgt werden. 
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Abstraktnummer 25/3 
MedDRA: Aspekte bei der Kodierung und Analyse 
von Adverse Events (AE) 
Heiß S, Bernauer J, Pfarr E 
FH Ulm, Medizinische Dokumentation, Ulm 
Einleitung 
Das unter der Schirmherrschaft der International Conference on Ha1monisation (ICH) 
entwickelte ,,Medical Dictionary for Regulacory Activities" (MedDRA) ist eine Termino-
logie, die für alle Bereiche der Arzneimittelentwicklung sowohl vor als auch nach der 
Marktzulassung geeignet ist. 
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Mit MedDRA können Symptome, Diagnosen, Todesursachen, therapeutische Indikatio-
nen, Laborbefunde, Operationen und sonstige Prozeduren und medizinische, soziale und 
familiäre Begleitumslände kodiert werden. Damit ist MedDRA universeUer einsetzbar als 
alle bisher verwendeten Terminologien. 
MedDRA soll in naher Zukunft zum internationalen Standard werden und die bisher 
benutzten Terminologien wie z. B. WHO-ART, HARTS oder ICD-9 ersetzen [l]. Es 
wird erwartet, dass durch diese Standardisierung die Kommunikation zwischen Pharma-
industrie und Zulassungsbehörden vereinfacht wird [3]. Andererseits ist MedDRA durch 
seine Vielseitigkeit auch sehr komplex, was zu Problemen bei der Kodierung und bei 
der Auswertung der Daten führen kann. 
Ziel ist es deshalb darzustellen, wie MedDRA sieb von herkömmlichen Terminologien 
unterscheidet, was beachtet werden muss, um MedDRA korrekt anzuwenden und ins-
besondere, wie sich die Komplexität von MedDRA auf die statistische Auswertung aus-
wirkt. 
Material und Methode 
Zunächst wurde die Struktur von MedDRA betrachtet. Die Einteilung der Begriffe er-
folgt bei MedDRA in einer 5-stu.figen Hierarchie. Die Lowest Level Terms (LLT) bilden 
die unterste Hierarchiestufe, haben also den höchsten Differenzierungsgrad und dienen 
als Basis für die Kodierung. Die über 50000 Einträge auf dieser Ebene ermöglichen oft 
die direkte Übernahme der zu kodierenden Originalbeschreibung eines Ereignisses. Auf 
der Ebene der Preferred Terms (PT) werden die LLT's so zusammengefasst, dass Syno-
nyme, sprachliche Varianten und Abkürzungen durch eine „bevorzugte" Bezeichnung re-
präsentiert werden. Der PT-Level ist als ,,Hauptebene" zu sehen, auf der der internatio-
nale Datenaustausch stattfinden sollte (2). Die beiden nächsthöheren Ebenen, High Level 
Group Terms (HLGT) und High Level Terms (HLT) dienen hauptsächlich der Strukturie-
rung und der Datenrecherche. Die 26 System Organ Classes (SOC) bilden die höchste, 
also allgemeinste Stufe. 
MedDRA ist multiaxial konzeptioniert, so dass Begriffe mehreren übergeordneten Klas-
sen zugeordnet werden können. Der PT ,,Eyelid oedema" beispielsweise ist verbunden 
mit den SOC's ,,Eye disorders", ,,Immune system disorders" und „Skin and subcutane-
ous tissue disorders". 
Ein weiteres wichtiges Merkmal von MedDRA ist das Versionsmanagement. MedDRA 
ist eine dynamische Terminologie, die regelmäßig aktualisiert wird. Damit soll vermie-
den werden, dass firmeninteme Abwandlungen entwickelt werden, die dem Konzept der 
einheitlichen, international vergleichbaren Terminologie widersprechen. 
Um festzustellen, wie MedDRA sich von bisher verwendeten Terminologien unterschei-
det, wurde per Hand ein Datenbestand von 2 Gruppen zu je 25 Patienten mit jeweils bis 
zu 4 AE's generiert. Dabei wurde angenommen, dass zur Beschreibung des gleichen 
Ereignisses von verschiedenen Prüfärzten unterschiedliche Bezeichnungen und unter-
schiedliche Übersetzungen ins Englische benutzt werden. Um die daraus resultierenden 
möglichen Auswertungsprobleme klar zu veranschaulichen, erfolgte die Verteilung der 
AE's auf die Patienten nicht zufällig, sondern wurde bewusst so gewäh lt, dass medizi-
nisch sehr ähnJiche Ereignisse in den beiden Gruppen zwar gleich häufig vorkommen, 
aber durch unterschiedliche Bezeichnungen angegeben sind. Diese Patientendaten wur-
den zum einen mit herkömmlichen Terminologien und zum anderen mit verschiedenen 
Versionen von MedDRA kodiert und ausgewertet und die Auswertungsergebnisse vergli-
chen. 
Durch die Multiaxialität und die 5-stufige Hierarchie von MedDRA ergeben sich für die 
AnaJyse der AE's verschiedene Darstellungsmöglichkeiten. Anhand der mit SAS® Ver-
sion 8 programmierten AE-Auswertung wurden verschiedene Variationen durchgespielt 
und dabei diskutiert, wie viele MedDRA-Ebenen gleichzeitig angezeigt werden können, 
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welche Ebenen dabei miteinander kombiniert werden können und wie die Nutzung von 
Primär- und Sekundär-SOC's mit einbezogen werden kann. 
Ergebnisse 
Auf den ersten Blick scheint die Kodierung mit MedDRA einfach zu sein, da durch die 
Vielzahl der Einträge auf LLT-Ebene schneller medizinisch passende Bezeichnungen für 
die zu kodierenden „reported terms" zu finden sind als mit anderen Terminologien. Bei 
näherer Betrachtung zeigt sich jedoch, dass diese Bezeichnungsvielfalt die Gefahr birgt, 
geringfügig verschiedene oder sogar gleiche AE's, die aber vom Prüfarzt unterschiedlich 
beschrieben wurden, verschieden zu kodieren. 
Weitere Ursachen für Probleme, die bei der Arbeit mit MedDRA auftreten können, sind 
bestehende Inkonsistenzen bei der Klasseneinteilung und die häufigen Versionsänderun-
gen. 
Diese Probleme und die vielseitigen Darstellungsmöglichkeiten können dazu führen, dass 
das Ergebnis einer Datenanalyse anders aussieht als bei einer Analyse derselben Daten, 
wenn diese mit einer herkömmlichen Terminologie kodiert wurden. 
Diskussion/Schlussfolgerungen 
Die Güte der mit MedDRA kodierten Daten hängt in hohem Maße von der Qualität der 
eingegangenen Daten ab. „Reported terms", die mehrdeutig, unverständlich oder ungenau 
sind, sollten geklärt werden, um eine Pseudo-Genauigkeit, die inhaltlich nicht gerecht-
fertig ist, zu vermeiden. Deshalb ist es enorm wichtig, alle an der Datenerhebung und 
-verarbeitung Beteiligten, insbesondere Prüfärzte und Kodierer, zu schulen [3]. 
Für die Auswertung der Daten empfiehlt es sich Richtlinien festzulegen, um die Präsentation 
der Daten zu standardisieren. Dabei erscheint die multiaxiale Auswertung als sinnvollste 
Alternative. Die tabellarische Darstellung sollte in der Regel drei Hierarchieebenen ent-
halten. Weitere Darstellungen können je nach Nebenwirkungsprofil bzw. Indikation der 
Prüfsubstanz zusätzlich angefertigt werden (4). 
Da MedDRA eine relativ neue Terminologie ist, gibt es damit bisher wenig praktische 
Erfahrung und, abgesehen von kurzen Abhandlungen, die einen Überblick über den hie-
rarchischen Aufbau und die Komplexität von MedDRA geben, kaum Literatur (5, 6). 
Auch von der Maintenance and Suppo1t Service Organisation (MSSO), der Organisation, 
die MedDRA pflegt und vertreibt, sind ausführliche Informationen über die Installierung 
und die Benutzung von MedDRA nur im Rahmen von Kursen zu erhalten (7]. 
Es wäre zu wünschen, dass sich die MSSO nicht nur mit den vielen Änderungen be-
schäftigt, die derzeit noch bei jedem Update durchgeführt werden, um Inkonsistenzen, 
die momentan enthalten sind zu beseitigen und um neue Begriffe hinzuzufügen, sondern 
auch mit den Auswirkungen der Komplexität auf die Datenauswertung. Hierbei sind 
auch die Zulassungsbehörden gefordert, die einerseits MedDRA für zukünftige Entwick-
lungsprojekte verbindlich vorschreiben, aber andererseits den Firmen keine klaren Richt-
linien bzgl. der Auswertungsproblematik geben. 
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Abstraktnummer 25/4 
Fakultätsweite anonymisierte Online-Evaluation als Grundlage 
für Qualitätssicherung und Benchmarking in der Lehre 
Ganslandt T, Prokosch HU, Marschall B 
Westfälische Wilhelms-Universität Münster, Institut fü r Medinische Informatik und Biomathematik, 
Münster 
Einleitung 
Die Evaluation von Lehrveranstaltungen muss als integraler Bestandteil einer jedweden 
curricularen Innovation angesehen werden. Als Instrument des Qualitätsmanagements ist 
sie im Hochschulrahmengesetz festgeschrieben und erlangt durch die leistungsbezogene 
Mittelvergabe zunehmende Bedeutung. Neben inhaltlichen Faktoren wie Validität und 
Reliabilität sind auch die logistisch-strukturellen Rahmenbedingungen maßgeblich. Die 
Evaluation muss kostengünstig umsetzbar und ihre Ergebnisse müssen zeitnah verfügbar 
sein. Darüber hinaus stellt die Wahrung der Anonymität der Befragten ein wichtiges Kri-
terium für die Validität der erhobenen Daten dar. Um aussagekräftige Schlussfolgerungen 
ziehen zu können, ist jedoch eine möglichst große Stichprobe anzustreben, wie sie nur 
über eine Teilnahmeverpflichtung erreicht werden kann. 
Traditionelle Papier-basierte Evaluationsverfahren erscheinen aufgrund geringer Rück-
laufquoten, eines hohen logistischen Aufwands und geringer Zeitnähe nicht für einen 
breiten Einsatz geeignet. Ziel des hier vorgestellten Projekts ist die daher Konzeption 
und Einführung eines web-basierten Evaluationsinstruments, das diese Anforderungen 
konsequent erfüllt. 
Material und Methode 
Eine auf Basis der Open Source-Plattform LAMP (Linux, Apache, MySQL, Perl) imple-
mentierte Web-Anwendung wurde für die Evaluation eingesetzt. Die Anmeldung der 
Teilnehmer erfolgt anonym über selbst zugewiesene Nutzerkennungen. Die faku ltätsweite 
Evaluation wird mit einem einfachen, je Veranstaltung aus 3 Items bestehenden Fragebo-
gen durchgeführt. Nach Abschluss der Evaluationsperiode können mit dem System Bar-
code-basierte Bescheinigungen generiert und ausgedruckt werden, mit denen eine rein 
quantitative Kontrolle der Evaluationsleistung ohne Aufhebung der Anonymität der Teil-
nehmer möglich ist. Die Vorlage zertifizierter Evaluationsbescheinigungen wurde zum 
Pflichtkriterium für die Scheinvergabe gemacht, um eine adäquate Rücklaufquote zu er-
reichen. Die Zertifizierung kann darüber hinaus als Filterkriterium verwendet werden, 
um missbräuchlich in das System eingegebene Evaluationsdaten bei der Auswertung 
auszuschließen. 
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Ergebnisse 
Das System wird an der Medizinischen Fakultät der Universität Münster seit dem Win-
tersemester 2001 für die Gesamtevaluation der curricularen Lehre eingesetzt Im Verlauf 
von 3 Semestern sind 2856 anonyme Nutzerkennungen eingerichtet worden, über die 
43976 Veranstaltungen belegt und zu 86% zertifiziert wurden. Dabei ist bei einer anzu-
nehmenden Semesterstärke von ca. J 30 Studierenden von einem prozentualen Rücklauf 
von über 90% auszugehen. Die Ergebnisse der Evaluation fließen seit dem Sommer-
semester 2002 als Kofaktor in die leistungsbezogene Mittelvergabe in der Lehre ein. 
Diskussion/Schlußfolgerungen 
Eine fakultätsweite Lehrevaluation konnte nach einem einheitlichen Standard erfolgreich 
etabliert werden. Nach der initialen Parametrierung der Semester und Veranstaltungen 
war der weitere Betrieb des Systems über mehrere Semester hinweg mit geringem zu-
sätzlichen Aufwand möglich. Durch die Zertifizierung als Scheinvergabekriterium konnte 
eine hohe Rücklaufquote erreicht werden, die eine Nutzung der so erhobenen Daten für 
die leistungsorientierte Mittelvergabe ennöglichte. 
Die Potentiale der web-basierten Evaluationsplattform werden mit dem System jedoch 
noch nicht vollständig ausgeschöpft: so erfolgte die Kommunikation bisher ausschließ-
lich unidirektional durch Abgabe von Evaluationsbewertungen von den Studierenden an 
die Dozenten. Durch eine integrierte Messaging-Funktion, die zum Ende des Winter-
semesters 2002 bereitgestellt wurde, kann jetzt eine vollständig anonymisierte bidirektio-
nale Kommunikation zwischen Teilnehmern und Lehrenden erfolgen. 
Da eine Nutzung des Systems nach dem Application Service Provider-Modell auch über-
regional ohne Notwendigkeit einer eigenen Server-Infrastruktur möglich ist, könnte es bei 
Nutzung einheitlicher Fragebögen als Benchmarking-Instrurnent eingesetzt werden. 
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Abstraktnummer 26/1 
Einfluss des Untersuchungsabstandes auf die Wertigkeit 
und die Kosteneffektivität verschiedener 
Zervixkrebs-Screeningverfahren in der Zervixkrebs-
früherkennung - Eine systematische Entscheidungsanalyse 
Sroczynski G, Voigt K, Gibis B, Aidelsburger P, Engel J, Wasem J, Hillemanns P, 
Goldie SJ, Hölzel D, Siebert U 
Harvard Center for Risk Analysis/Harvard School of Public Health, Boston, USA 
Einleitung 
Im europäischen Vergleich ist das jährliche Screening im Rahmen der Zervixkrebsfrüh-
erkennung, wie es in Deutschland Anwendung findet, einmalig. Die meisten europäi-
schen Länder empfehlen Screening-intervalle von 2 bis 5 Jahren. In wie weit ein eng-
maschigeres Screening zu verbesserten Outcomes oder gar zu Nachteilen für die 
lnfonnatik. Biometrie und Epidemiologie in Med. u. Siol. 3413 (2003) 
Abstracts der 48. Jahrestagung der GMDS 325 
Patientin oder die Gesellschaft führt, wird derzeit kontrovers diskutiert. Vor dem Hinter-
grund der beim Zervixkrebs relativ langsamen Progression von mehreren Jahre n wird 
von verschiedenen Autoren von einem drei-jährigen Screening-lntervalJ als angemesse-
nem Zeitraum ausgegangen [l -3). ScreeningintervalJ, Beteiligungsrate am Screening, 
Effektivität der Testverfahren und den eingeleiteten therapeutischen Maßnahmen kom-
men erhebliche Effekte auf die Gesamt-Effektivität und die ökonomische Effizienz der 
Zervixkarzinomfiüherkennung zu. Ziel dieser systematischen Entscheidungsanalyse im 
Rahmen eines von DAHTA@DIMDI in Auftrag gegebenen HTA-Berichts war die Eva-
luation des Einflusses des ScreeningintervalJs unter Berücksichtigung verschiedener 
Screeningstrategien und Screeningtests auf medi.zinische und ökonomische Zielparameter. 
Material und Methode 
Es wurde ein entscheidungsanalytisches Markov-Modell, das German Cervical Cancer 
Screening Model, zur klinischen und ökonomischen Evaluation von Langzeit-Konsequen-
zen unterschiedlicher Screeningintervalle (1, 2, 3 und 5 Jahre) unter Berücksichtigung 
folgender Strategien zum Zervixkrebs-Screening entwickelt: ( l ) Kein Screening, (2) kon-
ventionelles Papanicolaou-Verfahren plus manuelle zytologische Auswertung (Pap ), (3) 
Dünnschichtpräparation plus manuelle zytologische Auswertung (OS), (4) Papanico-
laou-Verfahren plus automatisierte zytologische Auswertung (Pap + Auto), (5) Dünn-
schichtpräparation plus automatisierte zytologische Auswertung (DS + Auto). 
Der Markovzyklus betrug 1 Jahr. Patientinnen mit Zervixkrebs oder dessen Vorstufen 
konnten im Modell entweder kontinuierlich durch Symptome oder durch Screeningtest 
in diesem ZeitintervaJl entdeckt werden. Es wurden deutsche epidemiologische, klinische 
Daten und Kostendaten sowie Testgütewerte aus deutschen und internationalen Studien 
einbezogen. Zielgrößen der Emtscheidungsanalysen waren entdeckte und vermiedene 
Karzinomfälle, zervixkrebsspezifische Mortalität, Lebenserwartung, Lebenszeitkosten 
und das diskontierte inkrementelle Kosten-Effektivitäts-Verhältnis (IKEV) der genannten 
Screeningstrategien. Kosten und Lebenserwartung wurden mit einer jährlichen Rate von 
3 % diskontiert und es wurde eine gesamtgesellschaftliche Perspektive eingenommen. 
Ergebnisse 
Medizinische Effektivität: Mit abnehmender Länge des Screeningintervalls bis zu einem 
Jahr nimmt die inkrementelle Effektivität bezüglich der medizinischen Outcomes Le-
benserwartung, verhinderte Krebsfälle und krebsbedingte Todesfälle, aller Screeningstra-
tegien im Vergleich zu „keinem Screening" zu. Vergleicht man entsprechend des „inkre-
mentellen Ansatzes" jedoch die Effektivität eines Verfahrens mit derjenigen des 
nächstgrösseren ScreeningintervalJs oder derjenigen der nächstweniger effektiven Strate-
gie, so nimmt die inkrementelle Effektivität der neuen Screeningverfahren im Vergleich 
zum konventionellen Screening mit zunehmender Screeninghäufigkeit und Testgüte ab 
und ist unter den untersuchten Szenarien am geringsten bei dem kombinierten Verfahren 
„OS +Auto" bei einem Screeningintervall von einem Jahr. Während die ZahJ der be-
rechneten Krebsfälle beim 5-JahresintervalJ je nach Screeningverfahren bei 252 bis 699 
pro J 00.000 Frauen Liegt, kann diese durch ein jährliches Screening je nach Verfahren 
auf 3-38 Krebsfälle pro 100.000 Frauen gesenkt werden. Während allerdings ausgehend 
vom jährlichen konventionellen Screening durch einen Wechsel zu einem jährlichen 
Screening mit einem der neuen Verfahren pro 100.000 Frauen maximal 35 Krebsfälle 
zusätzlich vermieden werden können, können beim 5-Jahresintervall bis zu 447 zusätz-
liche Krebsfälle mit der effektiveren Technologie vermieden werden. 
Kosten-Effektivität: Die Analyseergebnisse zeigen, dass mit zunehmendem Screening-
intervall bis zu einem Jahr absolute undiskontierte Lebenszeitkosten und undiskontierte 
Lebenserwartung sowohl mit konventionellem Verfahren als auch mit den neuen Scree-
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ningtechnologien reduziert werden. So beträgt das IKEV von ,,Pap" im Vergleich zu 
,,keinem Screening" bei einem 1-Jahresintervall 6.600 €/Ll und reduziert sich bei einem 
2-Jahresintervall auf 2.300 €/U, bei einem 3-Jahresintervall auf 1.400 €/1.J und bei ei-
nem 5-JabresintervalJ auf 140 €/l.J. Analog verbessert sich die Kosteneffektivität der 
neuen Screeningverfahren mit zunehmendem Screeningintervall. Im Vergleich zum kon-
ventionellen Screening beträgt für das jährliche Screening das diskontierte IKEV für die 
Strategie „Pap+Auto" 220.000 €/LJ, für „DS" 953.000 € /l.J und für die Kombination 
„DS+ Auto" l.083.000 € /U. Mit zunehmendem Untersuchungsabstand reduziert sich 
das IKEV der Kombination „DS+ Auto" bei einem 2-Jahres-ScreeningintervalJ auf 
119.000 €/Ll, bei einem 3-Jahresintervall auf 53.000 €/Ll und bei einem 5-Jahresinter-
vall auf 13.000 €/1.J. Die IKEV der computergestützten Auswertung oder der Dünn-
schichtpräparation allein liegen jeweils zwischen den Werten der konventionellen Pap-
Methode und der Kombination der neuen Technologien. 
Diskussion/Schlussfolgerungen 
Den Modellanalysen zufolge bewirkt eine Verlängerung des Screeningintervalls einerseits 
eine absolute Reduktion der Effektivität sowohl des konventionellen Screenings als auch 
bei den neuen Verfahren, allerdings ergibt sich dadurch bei längeren Screeningintervallen 
eine höhere Effektivität der neuen Screeningverfahren im Vergleich zum konventionellen 
Verfahren. In der gesundheitsökonomiscben Evaluation drückte sich dieses durch eine 
Verbesserung der Kosten-Effektivitäts-Verhältnisse für die neuen Verfahren mit zuneh-
mender Intervalllänge aus. Bei einem 2-Jahres-Screenfogintervall erreichte das Screening 
mit einer computergestützten Auswertung des Pap-Tests ein IKEV von ca. 26.000 €/U. 
Bei einem 3-Jahresintervall kostete der Einsatz der Dünnschichtpräparation mit manuel-
lem Auswerten 47.000 €/U und mit computergestützter Auswertung 54.000 €/U. Bei 
einer gesellschaftlichen Zahlungsbereitschaft von beispielsweise 50.000 €/Ll wäre das 
computergestützte Auswertungsverfahren bei einem vorgegebenen 2-Jahres-Screening-
intervall als kosteneffektiv einzuschätzen, die Einführung der Dünnschichtpräparation 
wäre ab einem vorgegebenen Screeningintervall von 3 Jahren als kosteneffektiv ein-
zuschätzen. Diese Ergebnisse werden durch internationale Studien zur Kosten-Effektivität 
neuer Screeningverfahren gestützt [4-7). Insbesondere konnte gezeigt werden, dass ba-
sierend auf der Evidenz der eingeschlossenen Studien die neuen Technologien im Falle 
einer erhöhten Testsensitivität selbst im Screening mit 2-Jabresintervall eine ähnliche Ef-
fektivität wie das konventionelle jährliche Screening erbringen könnten und dabei gleich-
zeitig eine Kosteneinsparung um etwa 8-39% möglich wäre. Basierend auf diesen Er-
gebnissen ist ein Einsatz der neuen Screeningverfahren anstelle des konventionellen 
Screenings bei dem aktuell geltenden gesetzlichen Krebsfrüherkennuogsprogramms mit 
jährlichem Screening nicht als kosteneffektiv anzusehen. Es sollte jedoch krilisch in Be-
tracht gezogen werden, ob ein Einsatz der neuen Screeningmethoden in Verbindung mit 
einer Erhöhung des Screeningintervalls auf 2-Jahre angestrebt werden sollte. Die dabei 
eingespruten Kosten sollten zur Finanzierung flankierender Maßnahmen zur Erhöhung 
der Screeningteilnahmerate insbesondere in weniger teilnehmenden Subpopulationen ver-
wendet werden. Dadurch kann eine insgesamt effektivere, effizientere und verteilungs-
gerechtere Früherkennung erreicht werden. 
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Abstraktnummer 26/2 
Parametrische Kopplungsanalyse mit 
automatischer Optimierung der Krankheitsmodellparameter 
Strauch K 
Universität Bonn, Institut für Medizinische Biometrie, Informatik und Epidemiologie, Bonn 
Einleitung 
Die genetische Kartierung komplexer Krankheiten stellt eine große Herausforderung für 
die humangenetische Forschung dar. Oft gibt es mehrere krankheitsverursachende Gene; 
im Allgemeinen ist unbekannt, wie die einzelnen Faktoren wirken und interagieren. Es 
ist auch möglich, dass ein Phänotyp einem so genannten nicht-kanonischen Erbgang 
folgt. Beispiele hierfür sind metabolische Interferenz, die sich durch Überdominanz äu-
ßert, oder genomisches lmprinting, auch parent-of-origin-Effekt genannt. Genomisches 
Imprinting führt dazu, dass entweder das patemal oder das maternal geerbte Allel voll-
ständig oder teilweise deaktiviert wird. Um Imprinti.ng adäquat bei der parametrischen 
Kopplungsanalyse (LCD-Score-Analyse) zu modellieren, müssen Individuen, die hetero-
zygot am Krankheitsgenort sind, bezüglich der anzunehmenden Penetranz anhand des 
Elternteils, der die Mutation vererbt hat, unterschieden werden. Daher beinhaltet ein ge-
netisches Krankheitsmodell mit Imprinting zwei Heterozygoten-Penetranzen, also ins-
gesamt vier anstatt drei Penetranzparameter. Parametrische Kopplungsanalyse mit einem 
Krankheitsgenort und Vier-Penetranzen-Modellen wurde in das Programm GENEH-
UNTER-IMPRJNTING implementiert (1). 
In vielen Fä1len sind die Parameter des Krankheitsmodells, die für eine LCD-Score-Ana-
lyse spezifiziert werden müssen (Krankheitsallelfrequenz und drei bzw. vier Penetran-
zen), unbekannt; dies gilt insbesondere bei genetisch komplexen Krankheiten. Daher 
werden häufig nichtparametrische (modell-freie) Verfahren bevorzugt. Diese bewerten al-
lelische Gemeinsamkeiten (allele sharing) bei Betroffenen innerhalb einer Familie; sie 
gelangen ohne die Annahme eines bestimmten Krankheitsmodells zu einem Ergebnis. 
Allerdings muss hierbei ein bestimmter Test bzw. Scoring-Funktion ausgewählt werden, 
deren Trennschärfe bei einem bestimmten Vererbungsmodus optimal ist - oder die sogar 
äquivalent zu einer LCD-Score-Analyse unter dem entsprechenden Modell sein kann -, 
und die bei anderen Erbgängen keine so hohe Trennschärfe erreicht. Eine Alte rnative, 
wiederum auf der parametrischen Seite der Kopplungsanalyse, ist die Maximierung des 
LOD-Score über die Parameter des Krankheitsmodells. Dieses Vorgehen, ,MOD-Score-
Analyse' genannt [2], liefert nicht nur Infonnationen über das Vorliegen von Kopplung 
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und über die Position des Krankheitsgenortes, sondern bietet außerdem eine valide, von 
Annahmen über das Rekrutierungsschema unabhängige Methode, um die Parameter des 
KrankheitsmodeUs zu schätzen. Bisher ist eine MOD-Score-AnaJyse technisch nur mög-
lich, indem man ein verfügbares Programm, welches eine parametrische Kopplungsanalyse 
durchführt, viele Male unter Zugrundelegung verschiedener Krankheitsmodelle startet. 
Dies ist in der Praxis ausgesprochen aufwendig; deshalb kam eine MOD-Score-Analyse 
in der Vergangenheit in vielen FäUen nicht in Frage. Hier wird ein Verfahren vorgestellt, 
bei dem der LOD-Score automatisch über die Parameter des Krankheitsmodells maxi-
miert wird. 
Methoden 
Einer der mehrfach implementierten und häufig verwendeten Algorithmen für die Likeli-
hoodberechnung in Stammbäumen ist der Lander-Green-Algorithmus [3]. Dieser geht so 
vor, dass zuerst alle Vererbungsinformationen aus den Markern gewonnen werden. Dazu 
wird, für viele Positionen entlang der Marker-Karte, die Wahrscheinlichkeit für jeden 
denkbaren Vererbungsvektor (d. h. für jedes Vererbungsmuster innerhalb eines Stamm-
baums), bedingt auf sämtliche Markerdaten, berechnet. Anschließend wird die entspre-
chende Wahrscheinlichkeitsverteilung über die Vererbungsvektoren mittels e iner Scoring-
Funktion anband der Krankbeitsphänotypen bewertet. Im Fall der parametrischen 
Analyse ist diese Scoring-Funktion die Likelihood für den Krankheitslocus unter dem 
zugrunde liegenden Krankheitsmodell. Hier zeigt sich, dass der Lander-Green-Algorith-
mus optimal für die Durchführung einer MOD-Score-Analyse geeignet ist: Die Wahr-
scheinlichkeitsverteilung über die Vererbungsvektoren ist für jede zu betrachtende Posi-
tion des putativen Krankheitslocus nur einmal zu berechnen und im Speicher abzulegen. 
Bei der Maximierung des LOD-Score über die Krankheitsmodellparameter braucht für 
jedes neue Modell lediglich die Scoring-Funktion, also die Krankheilslocus-Likelibood, 
neu berechnet zu werden. Diese Vorgehensweise wurde in das Programm GENE-
HUNTER-IMPRINTING implementiert, welches wie die Originalversion GENE-
HUNTER [4] den Lander-Green-Algorithmus verwendet. Zwecks einer schnelleren Be-
rechnung wurde der Teil des Programms, der die Likelihood für den Krankheitslocus 
berechnet, auf der Ebene des Quelltextes optimiert. Bei der Bestimmung des MOD-Score 
können die Heterozygoten-Penetranzen so eingeschränkt werden, dass sie zwischen den bei-
den Homozygoten-Penetranzen liegen müssen, oder auch nicht, beispielsweise, um Modelle 
mit Überdominanz einzubeziehen. Imprinting-Modelle können ebenfalls berücksichtigt 
werden. Zunächst berechnet das Programm den LOD-Score für eine vorgegebene Menge 
von Krankheitsmodellen mit unterschiedlichen Dominanzgraden, Krankheitsallelfrequen-
zen und Phänokopieraten. Dies reduziert die Wahrscheinlichkeit, lediglich ein lokales Ma-
ximum zu erreichen. Das Modell, welches den maximalen LOD-Score liefert, wird als Aus-
gangspunkt für eine anschließende Feinmaximierung verwendet. Dabei werden alle 
Penetranzen sowie die Krankheitsallelfrequenz, nacheinander und gemeinsam, solange in 
kleinen Schritten variiert, bis der MOD-Score zu seinem Maximum konvergiert ist. 
Ergebnisse 
Die Optimierung des Programmteils, welcher die Krankheitslocus-Likelihood unter ei-
nem bestimmten Modell berechnet, verringert die Rechenzeit um vier Fünftel. Die Be-
schleunigung kommt der MÜD-Score-Analyse, bei der dieser Teil der Berechnung den 
Hauptaufwand darstellt, direkt zugute. In praktischen Anwendungen an realen Datensätzen 
wird, je nachdem, ob Imprinting-Modelle einbezogen werden oder nicht, das Maximum 
nach etwa 50 bis 150 Modell-Iterationen erreicht. Aufgrund der Programmoptimierung ist 
bei Stammbäumen, für die eine einfache LOD-Score-Analyse mit GENEHUNTER-
IMPRlNTING durchgeführt werden kann (bis ca. 20- 21 effektive Meiosen), auch 
eine MOD-Score-Analyse möglich. 
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Diskussion 
Vor allem bei genetisch komplexen Krankheiten ist es schwierig, ein Krankheitsmodell 
für die parametrische Kopplungsanalyse zu spezifizieren. Damit der Test auf Kopplung 
hinreichend trennscharf ist, muss das spezifizierte Krankheitsmodell dem tatsächlichen 
Erbgang möglichst weitgehend entsprechen [2]. Bei der Multi-Marker-Analyse kann eine 
Fehlspezifikation sogar zu einem Ausschluss von Kopplung führen [5]. Die MOD-Score-
Analyse stellt eindeutig ein exploratives Vorgehen dar; meist ist die Signifikanz eines 
MOD-Score nicht anzugeben. Trotzdem kann eine MOD-Score-Analyse, besonders bei 
multifaktoriellen Krankheiten, von großem Nutzen sein, da sie eine Fehlspezifikation des 
Krankheitsmodells und die daraus folgende Herabsetzung der Trennschärfe venneidet. 
Neben den Schätzern für die Penetranzen und die Krankheitsallelfrequenz führt das Ver-
fahren auch zu einer genaueren Bestimmung der Position des Krankheitsgenortes, was 
den Aufwand bei der anschließenden Feinkartierung verringert. Bisher war die MOD-
Score-Analyse praktisch nur eingeschränkt anwendbar, zumal es an entsprechenden 
Computerprogrammen fehlte. Nun liegt mit der erweiterten Version von GENE-
H UNTER-IMPRINTING ein Programm vor, welches eine MOD-Score-Analyse auto-
matisch durchführt, und zwar wahlweise mit oder ohne Imprinting-Modellen. Damit 
steht ein neues, flexibles Werkzeug für die Erforschung genetisch komplexer Krankhei-
ten zur Verfügung. 
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Abstraktnummer 26/3 
Einsatz der zentrierten Regressionsanalyse zur Flexibilisierung 
und externen Adjustierung der Parameter eines Markov Modells 
Bornschein B, Dodel RC, Siebert U 
Bayerischer Forschungsverbund Public Health, München 
Einleitung 
In entscheidungsanalytischen Markov Modellen werden häufig Daten aus verschiedenen 
Quellen verknüpft. Flexible, d. h. in verschiedenen Settings (z. B. verschiedene Länder) 
und für verschiedene medizinische Verfahren einsetzbare Modelle venvenden dabei für 
wichtige Parameter statt Konstanten mathematische Funktionen (z. B. Regressionsglei-
chungen), deren Argumente externe patienten- oder kontext-spezifische Parameter dar-
stellen, die bei der Modellanpassung, -übertragung oder auch in Sensitivitätsanalysen 
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variiert werden können. Das von uns entwickelte Parkinson's Disease Model stellt ein 
solches generisches Modell dar. 
Ziel dieses Beitrags ist die Vorstellung eines methodischen Ansatzes für die Integration 
von Regressionsanalysen in ein Markov Modell in einer Form, die eine einfache und 
direkte externe Adjustienmg von Parametern und Durchführung von Sensitivitätsana-
lysen ermöglicht. 
Material und Methode 
Das Parkinson's Disease Model: Beim Morbus Parkinson, einer chronisch-progredienten 
Erkrankung des Nervensystems, durchlaufen die Patienten kontinuierlich zunehmende 
Krankheitsstadien, sog. Hoehn & Yahr [HY]-off Stadien 1-5. Während der Therapie 
werden die Patienten rein symptomatisch in ein besseres Krankheitsstadium gebracht 
(sog. HY-on Stadien), ohne dass dadurch jedoch die Progression der HY-off Stadien be-
einflusst wird. Mit zunehmender Therapiedauer kommt es in Abhängigkeit von Krank-
heitsdauer, Arzneimittel und Krankheitsstadium zu motorischen Komplikationen (MC) 
und in der Folge zu verminderter Lebensqualität und erhöhten Versorgungskosten. 
Daten: Für die empirische Analyse von MCs, Kosten und Nutzwerten (Utilities) in Ab-
hängigkeit von HY-on Stadien wurden die Individualdaten einer prospektiven Studien im 
Rahmen des Kompetenznetzes Parkinson (KNP) verwendet [l]. Utilities wurden mit 
dem EuroQol (EQ-5D) erhoben. Daten zu zeitabhängigen Komplikationsraten wurden 
der Literatur entnommen (s. u.). 
Methodik zur Datenintegration: Das methodische Konzept unserer Analysestrategie ist in 
Abb. 1 dargestellt. Der „Motor" des Modells ist die nicht-beeinflussbare Progression der 
HY-off Stadien, die auf Literaturdaten beruht [2]. Jedem HY-off Zustand wurde eine 
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Abbildung 1: Konzept zur Verknüpfung der Daten im Parldnson Disease Model 
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lnzidenzkurve in Abhängigkeit der Behandlungszeit modelliert (4). Schließlich wurden 
mittels zentrierter Regressionsanalysen anband der KNP-Daten Gleichungen für UtiJities 
und Kosten als Funktion von HY-on und MC geschätzt [l]. Aufgrund der Verteilungen 
wurde für Utilities ein additives und für die Kosten ein multiplikatives Modell gewählt. 
Aus den im Markov Modell errechneten Absolutwerten für Kosten und Utilities werden 
im Vergleich verschiedener Behandlungsstrategien die Inkremente gebildet, aus denen 
sich schließlich das inkrementelle Kosten-Nutzen-Verhältnis errechnet. 
Ergebnisse 
Die Besonderheit der zentrierten Regression besteht darin, dass die unabhängigen Varia-
blen vorher zentriert wurden, d. h. dass der jeweilige Mittelwert subtrahiert wurde. Durch 
diese Zentrierung ändern sich Modellselektion und p-Werte nicht. Wahrend die Jntercepts 
beim nicht-zentrierten Modell ausschließlich die Gruppe HYl/2 ohne MC repräsentieren, 
kann der zentrierte Intercept direkt als arithmetisches (Utilities) bzw. geometrischen Ge-
samtmittel interpretiert werden. Die zentrierten Regressionskoeffizienten geben die abso-
luten Utility-Differenzen bzw. relative Kosten-Multiplikatoren gegenüber dem Intercept 
an. Im folgenden sind die zentrierten und nicht zentrierten Regressionsgleichungen für 
die Kosten und Utilities dargestellt: 
Zentriert: Kosten = 2385 X 0,69HYt-2 X l ,08HY3 X l ,67HY4 X l.66HY5 
X 0,91 noMC X l, lOMC 
Utility = 0,74 + 0,07 X HYl-3 - 0,23 x HY4 - 0,35 
x HY5 + 0,04 x noMC - 0,05 x MC 
Nicht zentriert: Kosten = 1496 x l ,57HY3 x 2,44HY4 x 2,41HY5x1,20Mc 
Utility = 0,83 - 0,31 X HY4 - 0,44 X HY5 - 0,06 X MC 
Dabei sind HYi, noMC und MC die Indikatorvariablen für den jeweiligen Zustand 
(nein = O; ja = l ). Im Parkinson's Disease Model werden verschiedene Kostenkom-
ponenten modelliert, in den Gleichungen sind hier exemplarisch die direkten Krankheits-
kosten (ohne Medikamentenkosten) aufgeführt. 
Diskussion/Schlussfolgerungen 
Um bei der Übertragung von Modellen in einen anderen Kontext die relevanten Varia-
blen im Rahmen der Adaptationen oder bei Sensitivitätsanalysen zu variieren, muss si-
chergestellt werden, dass diese Daten bzw. mathematischen Funktionen als Ganzes adä-
quat adjustiert werden. Sie müssen in einer Form dargestellt werden, die als Argument 
genau diejenigen Parameter und Variablen enthält, für die externe Informationen vorlie-
gen und für die adjustiert werden soll. Aus der vergleichenden Darstellung der Regressi-
onsgleichungen wird ersichtlich, dass die zentrierte Regression diesen Anforderungen 
besser gerecht wird. So kann z.B. unter Annahme fixer relativer Kosten-Multiplikatoren 
eine univariate Sensitivitätsanalyse für die mittleren Kosten durchgeführt werden, in dem 
einzig der Wert des Intercepts („Grand Mean") variiert wird. Nach demselben Vorgehen 
und unter derselben Annahme kann das Modell für ein Land mit niedereren oder höhe-
ren Versorgungskosten angepasst werden. Sollen dahingegen die relativen Kostenfaktoren 
geändert werden, so kann auf diese als explizite Modellparameter zugegriffen werden, 
ohne dass dabei die gesamte Regressionsgleichung verändert werden muss. Die Parame-
ter werden aJs einzelne besser interpretierbar und adjustierbar als ohne Verwendung der 
Zentrierung. 
Insgesamt soll mit diesem methodischen Beispiel ferner darauf hingewiesen werden, dass 
entscheidungsanalytische Modellierung an einem Schnittpunkt zwischen klinischer For-
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schung, Ökonomie, Lebensqualitätsforschung und Epidemjologie liegt, und dass fundier-
te biometrische Kenntnisse zum essentiellen Werkzeug eines Entscheidungsanalytikers 
gehören. 
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Abstrak1nummer 26/4 
Phytoöstrogenzufuhr und prämenopausales Brustkrebsrisiko -
Ergebnisse einer populationsbasierten Fall-Kontroll-Studie 
in Deutschland 
Piller R, Linseisen J, Hermann S, Chang-Claude J 
TU München, Humanernährung & Krebsprävention, Freising 
Einleitung 
Eine hohe Isoflavonzufuhr über den Verzehr von Soja und Sojaprodukten ist in asiati-
schen Populationen (hohes Expositionsniveau) mit einem verringerten Brustkrebsrisiko 
assoziiert. Die Zufuhr im Pubertätsalter scheint dabei von großer Bedeutung zu sein [1]. 
In westlichen Populationen mit sehr geringer Aufnahme von Soja/-produkten sollte der 
Zufuhr von Lignanen größere Bedeutung als Phytoöstrogenquelle zukommen [2]; mögli-
cherweise sind damit ähnliche Effekte zu erreichen wie mit lsoflavonen. 
Material und Methode 
Im Zeitraum von 1992 bis 1995 wurden in einer populationsbasierten Fall-Kontrollstudie 
in zwei Studienregionen im süddeutschen Raum alle inzidenten Bnistkrebsfälle im Alter 
bis 50 Jahre zur Teilnahme an der Studie eingeladen. Pro Fall wurden zwei Kontrollen 
gleichen Alters und aus derselben Studienregion stammend ausgewählt. In einer Studien-
regionen wurde ein ausführlicher Ernährungsfragebogen (FFQ) eingesetzt, sodass Ernäh-
rungsdaten von 278 prämenopausalen Brustkrebsfällen und 666 Kontrollen zur Auswer-
tung zur Verfügung standen [3]. Die Berechnung der lsoflavon- und Lignan-Zufuhr über 
die einzelnen Lebensmittel(-items) erfolgte anhand publizierter Daten zum Phyto-
östrogengehalt von Lebensmitteln. Die „Zufuhr"-Daten für Enterolacton und Enterodiol 
beruhen auf den in-vitro-AnaJysen von Thompson et al. (4). Der Zusammenhang zwi-
schen Phytoöstrogenzufuhr und Brustkrebsrisiko wurde mittels logistischer Regression 
geschätzt, wobei für die Faktoren familiäre Brustkrebsvorgeschichte, Anzahl Geburten, 
Body Mass Index (BMI) sowie Energie- und Alkoholzufuhr adjustien wurde. 
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Ergebnisse 
Die mediane Zufuhr von Daidzein, Genistein, Secoisolariciresinol (SECO), Matairesinol 
(MAT), Enterolacton (ENL) und Enterodiol (END) der Kontrollpersonen lag bei 113, 
48, 529, 29, 330 und 376 µg/d. Es wurden folgende Odds Ratios (95 %-Vertrauensinter-
vaJJe) für die Quartile mit der höchsten Zufuhr der jeweiligen Substanz im Vergleich mit 
der Quartile mit der niedrigsten Zufuhr für das Brustkrebsrisiko ermittelt: Daidzein 0,62 
(0,41 - 0,94), Genistein 0,48 (0,30-0,75), SECO 1,00 (0,66- 1,50), MAT 0,60 
(0,39- 0,93), ENL 0,63 (0,41 - 0,98) und END 0,56 (0,35-0,90). 
Diskussion/Schlussfolgerungen 
Die Ergebnisse dieser Studie weisen auf eine wichtige Rolle der lsoflavonzufuhr auch 
bei niedrigem Expositionsniveau zur Verringerung des prämenopausalen Brustkrebsrisi-
kos in Deutschland hin. Dariiber hinaus ist auch die Höhe der bioverfügbaren Lignanme-
taboliten ENL und END mit einem signüikant verringerten Brustkrebsrisiko assoziiert. 
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Abstraktnummer 28/1 
Planung klinischer Prüfungen unter Ungewissheit: 
Integrierte „Conditional Power" oder prädiktive Verteilung? 
Nehmiz G 
Boehringer Ingelheim Pharma GmbH&Co. KG, Medical Data Services, Biberach/Riß 
Einleitung 
Es sollen 2 theoretische Proportionen, .nl und 7r2, einseitig auf Gleichheit getestet wer-
den (nl < 1T2). Für gegebene Werte von .nl und 1T2 sowie al kann die lokale Teststärke 
(„Conditional Power") in Abhängigkeit von n bei gleich großen Gruppen nach [J] be-
rechnet werden. ln der Praxis ist aber (nl, 1T2) in der Regel nur ungenau bekannt, z. B. 
aus der Literatur oder aus Zwischenergebnissen [2]. Gesucht wird die Erfolgswahr-
scheinlichkeit für die gesamte Prüfung, wobei jeder nachgewiesene Unterschied zwi-
schen nl und 1T2 (einseitig) als Erfolg gilt und Kosten-Nutzen-Überlegungen noch aus-
geklammert sind. 
Material und Methode 
Zunächst sind die 3 grundlegenden Wahrscheinlichkeitsbegriffe zu unterscheiden: Logi-
sche Wahrscheinlichkeit, Wiederholungs-Wahrscheinlichkeit, Gewissheitsgrad. Die lokale 
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Teststärke bei (.n: 1, .n:2) ist die Wiederholungs-Wahrscheinlichkeit, dass bei gegebenem 
(.nl, .n:2) der Test von .nl = .n:2 gegen .nl < .n:2 zu einem hinreicbend kleinen p-Wen 
führt („Erfolg"). Um die globale Erfolgswahrscheinlichkeit zu erhalten, wird entspre-
chend [3] die lokale Teststärke über den ganzen Parameterraum mit einer geeigneten 
Gewichtungsfunktion integriert. Die Gewicbtungsfunktion soll die Information, die über 
den bivarialen Parameter (.nl, .n:2) schon vorbanden ist, darstellen. Als eine solche Ge-
wicbtungsfunktion kommt in Frage: Die Likelihood oder a-posteriori-Funktion, oder die 
prädiktive Verteilung des neuen Priifungsergebnisses [4]. 
Ergebnisse 
Die prädik:tive Verteilung ist auf dem Beobachtungsraum definiert und gibt die Logi-
schen Wahrscheinlichkeiten an, mit denen Ergebnisse einer zukünftigen Prüfung eintre-
ten werden. Im Gegensatz dazu sind die Likelihood und die a-posteriori-Funktion auf 
dem Parameterraum definiert und geben den Gewissheitsgrad an, mit dem der Parameter 
(im Beispiel: (nl, .n:2)) seine Werte annimmt. Die lokale Teststärke ist ebenfalls eine 
Funktion auf dem Parameterraum. Die lokale Teststärke und die prädiktive Verteilung 
sind als Funktionen nicbt miteinander multiplizierbar. Daher scheidet die prädiktive Ver-
teilung als Gewichtungsfunktion für die integrierte lokale Teststärke aus. Hingegen sind 
die Likelihood oder, allgemeiner, die a-posteriori-Funktion geeignete Gewichtungsfunk-
tionen. Der Integralwert ist oft nicht analytisch oder numerisch-deterministisch berechen-
bar; zur approximativen Berechnung stehen jedoch, mit minimalen Restriktionen, 
MCMC-Metboden [5] zur Verfügung. 
Diskussion/Schlussfolgerungen 
Die Gewichtungsfunktion, mit der die lokale Teststärke im Parameterraum integriert 
wird, sollte stets die Likelihood oder a-posteriori-Funktion sein und nicht die prädiktive 
Verteilung. Die Aussage von (4) ist zu korrigieren. 
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Abstraktnummer 28/2 
Multivariate Schätzung von Wirkung und Wirksamkeit 
im multiplen konditionalen Modell 
Vonthein R 
Universität Tübingen, Institut für Medizinische Biometrie, Tübingen 
Einleitung 
Auf der Suche nach Medikamenten zum Erhalt der Kontraktibilität der Blutgefäße bei 
Niereninsuffizienz wird die Relaxation der präparierten Rattenaorta betrachtet. Über ver-
schiedene Konzentrationen aortenwirksamer Stoffe wird untersucht, wie unterschiedliche 
medikamentöse Behandlungen der Tiere wirken. Sowohl verschiedene maximale relative 
Relaxationen als auch die Konzentrationsabhängigkeit sind von Interesse. ALLf Gewebe 
je eines Tieres wird eine Verdünaungsreihe Wukstoff angewandt. 
Material und Methode 
In einem konditionalen hierarchischen Modell werden Parameter individueller nichtlinea-
rer Konzentrations-Wirkungs-Kurven in einer scheinbar Unabhängigkeit annehmenden 
multivariaten Varianzanalyse mit zufälligen individuellen Effekten nach den Faktoren 
Wirkstoff und Medikament analysiert. Die Parameter der Kurven sind direkt zu interpre-
tieren. Restriktionen ihrer Wertebereiche werden als Modellannahmen fonnuliert. Die 
Unterschiede der Verzerrung von Bayes-Schätzung [l] und zweistufiger Maximum-Like-
liliood-Schätzung (2, 3] werden aufgezeigt. 
Ergebnisse 
Die Wukstoffe können nach Wirkung und Wirksamkeit für die folgenden Versuche aus-
gewählt werden. Selbst für Transformationen der Parameter werden Konfidenzschätzun-
gen angegeben. 
Diskussion/Schlussfolgerungen 
Bisher wurden mehrere univariate Varianzanalysen der Parameter marginaler Modelle 
durchgeführt. Entweder wurden nichtlinearen Dosis-Wirkungs-Kurven an Gruppenmittel-
werte angepasst oder lineare Modelle logarithmierter Dosen an Transformationen der 
Verhältnisse aus Gruppenmittelwerten und Mittelwerten der Kontrollmessungen. Dabei 
wurden die Parameter als unabhängig betrachtet, was sie sicher nicht sind. Das konditio-
nale Modell hat die relevantere Interpretation. Die nächste Herausforderung ist die Etab-
lierung des Verfahrens im Laborbetrieb. 
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Abstraktnummer 2813 
Die Anwendung des Konzeptes der prädiktiven Güte 
zur Entdeckung eines relevanten Effektes 
unter statistischer Unsicherheit 
Bretz F 
Universität Hannover, LG Bioinformatik, Hannover 
Einleitung 
In der Designphase typischer Phase Ilb/Ill-Studien liegen in der Regel Vorinformationen 
vor, die bei der Fallzahl- bzw. Güteberechnung verwendet werden können/sollen. Der 
traditionelle konditionale Ansatz bedingt auf eine spezielle Parameterkonfiguration von 
relevantem Interesse (beispielsweise einem im voraus angenommenen Erwartungswert-
vektor). Selbstverständlich entspricht der wabre, unbekannte Vektor nicht notwendiger-
weise den Annahmen, sodass im Falle falscher Planungserwartungen eine Verzerrung der 
berechneten Fallzahl resultiert. Der Zugang über die prädiktive Güte hingegen nimmt im 
Gegensatz hierzu die stochastische Unsicherheit bezüglich dieser Annahmen mit auf und 
wirkt sich somit in typischen Situationen strafend auf die resultierende Fallzahl aus. 
Der vorliegende Vortrag erläutert zunächst die Konzepte der konditionalen und prädikti-
ven Güte. Anhand einfacher Beispiele für die Zweistichprobensituation werden Vor- und 
Nachteile gegeneinander abgewogen und die Problemstellung formalisiert. Praktische 
Beispiele illustrieren, wie sieb die beiden Gütekonzepte zueinander verhalten und inwie-
fern sieb die Hinzunahme zusätzlicher stochastischer Unsicherheit auf die Fallzahlen aus-
wirkt. Insgesamt zeigt sieb, dass die prädiktive Güte eine sinnvolle Einbettung bayesia-
niscber Statistik in frequentistisch geprägte Probleme ist, in denen die traditionelle 
Betrachtungsweisen und Zugänge nicht ausreichen. 
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Abstraktnummer 28/4 
The Generalized Bayes Theorem -
A Decision-Oriented Extension of the Bayes Formula 
which Considers Consequences of Actions 
Siebert U 
Harvard University, Boston, USA, Harvard Center for Risk Analysis, Boston, USA 
lntroduction 
Medical decision analysis has to consider three components having an impact on the 
choice of an optimal action or strategy: (1) prior knowledge, (2) additional infonnation, 
and (3) expected consequences of different actions. Tbe traditional Bayes Theorem con-
siders only two components (1) and (2). However, it is well-known that the optimal 
culpoint of a diagnostic test depends on prior probability, likelihood ratio of the specific 
test result (LR), and in addition, the consequences of possible actions [ 1- 4]. 
T sought to develop a decision-01iented generalized fonn of the Bayes Theorem which 
incorporates not only prior knowledge and additional infonnation, but also consequences 
of actions including patient's preferences, benefits, risks, and costs. A second goal was 
to find an indicator, that allows to derive the optimal decision in a closed-form equation. 
Methods/Results 
Fonnula of the Generalized Bayes Theorem: Equations 1 and 2 show the generalized 
form of the Bayes Theorem in the odds-likelibood ratio fonn, which now has been 
extended for a third component reflecting the consequences of actions expressed by an 
objective function. Tue decision iodicator S can be ioterpreted as a measure that adjusts 
the posterior odds for consequences. As the fonnula shows, no cutpoiot is needed for 
the test criterion variable, because the decision-relevant measure S has the natural cut-
point 1. lf S > 1 the patient should be treated, if S < 1 no treatment should be given, 
and if S = 1 there is indifference. 
s = prior odds X LR X NCR ' 
S = P(D+) x P(R 1 D+) x CTP - CFN 
P(D- ) P(R 1 D- ) CTN - CFP 
(Equation 1) 
(Equation 2) 
where D+ = diseased, D- = non-diseased; R = test resull; LR = likelihood ratio; 
NCR = net consequence ratio; CTP/CFN/CTN/CFP etc. = consequences of true posi-
tive/false negative/true negative/false positive test result. 
In contrast to the odds-likelihood ratio fonn of the traditional Bayes Theorem (i.e., post 
odds = prior odds x LR), the extended equation includes as third component the conse-
quences of actions defined by an objective function (or utility function) which represents 
the preferences of the decision maker. E.g., if the decision maker chooses to maximize 
li fe expectancy, CTP reflects the life expectancy after a true positive test result, i.e., the 
life expectancy after treating a truly diseased patient. Tue net consequence ratio (NCR) 
reflects the tradeoff between the consequences of the different options to act. In our 
example, the tradeoff between the benefits in treating a truly diseascd person versus the 
bann of treating a non-diseased subject. Tue harm of treating a non-diseased subject can 
also be expressed as the negative of the benefit of not treating a truly non-diseased 
subject (the latter version was chosen in equations 1 and 2). 
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Equation 2 gives an intuitive and compact insight in the architecture that underlies a 
decision. Moreover it separates tbe three components that can impact a decision: prior 
information, additional information, and consequences of actions (e.g„ benefits, risks, 
and costs). 
Proof of ehe Generalized Bayes Theorem: This proofs begins with postulating an objec-
tive function (or utility function) and lhe existence of expected values for the utility for 
each possible action. The optimal decision is defined as choosing lhe action with the 
maximum expected mean utility. R represents the actual test result (either positive/nega-
tive or mulcilevel). There are two possible actions, "treat" or "no treat" We assume 
CTN > CFP, i.e„ a treatment (action) with a negative consequence in non-diseased. 
Proof: 
Treat if EV (treat if R) > EV (no treat if R) 
P(D+ )* P(R 1 D+ )* CTP + P(D-)* P(R 1 D-)* CFP > P(D+ )* 
x P(R 1 D+ )* CFN + P(D-)* P(R 1 D-)* CTN 
{::} P(D+ )* P(R 1 D+ )* CTP - P(D+ )* P(R 1 D+ )* CFN > P(D-)* 
x P(R 1 D- )* CTN - P(D- )* P(R 1 D-)* CFP 
P(D+)* P(RID+)*CTP - P (D+)* P(R ID+)*CFN 
{::} P(D-)* P(R 1 D-)* CTN - P(D-)* P(R 1 D-)* CFP > l 
P(D+ )* P(R 1 D+ )* (CTP - CFN) {::} > l 
P(D- )* P(R 1 D-)* (CTN - CFP) 
P(D+ )* P(RID+)* CTP - CFN d 
{::} P (D-) P(R ID-) CTN - CFP > l ; qe . 
Discusslon/Conclusions 
The measure S is an indicator for decision mak:ing, pointing towards or away from treat-
ment. As S is based on odds instead of probabifüies, one can for example interpret 
S = 4 as a "consequence-adjusted" post odds, tbat is, as 4 units of evidence in favor of 
treatment and l unit against iL Several transformations of S and tbeir interpretation will 
be presented. Tue appeal and beauty of the Extended Bayes Theorem lies in its straight-
forward way to combine the three components inherent to a decision problem in a multi-
plicative equation. What has to be done to use this formula? First, the prior probability 
has to be converted into the prior odds. Second, tbe likelihood ratio of eacb (binary or 
multi-level) test result bas to be determined. In a binary test, the likelihood ratios for a 
positive and a negative test results depend only on scnsitivity and specificity of the lest. 
Third, the NCR bas Lo be determined. The NCR can either be calculated by assessing 
the values CTP, CFN, CTN, and CFP in a formal decision analysis: e.g„ the NCR 
could be determined by calculating expected life-years for CTP, CFN, CTN, and CFP, 
e.g. by using a probabilistic event tree or - for time-dependent events - a Markov 
model. Alternatively, the decision maker can estimate the benefit of treating a diseased 
person versus the harm in falsely treating a healthy person. This tradeoff will depend on 
both the beneficial and the harmful effects of the treatment. As an example, a physician 
may say that the gain in treating 1 diseased patients justifies (is equal to) about the side 
effects of treating 6 healthy patients. In this case, the value of the NCR is 6. This 
approach may be of special interest in clinical settings, where no formal decision analy-
sis can be perfonned in the time which in the decision has to be made. Estimating lhe 
NCR reflects estimating the consequence tradeoffs which are inberent to ehe decision 
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that has to be considered by the physician anyway. Jf tbis information is not available 
and cannot be estimated, an optimal decision cannot be determined. 
In comparison with the existing Literature [2, 3, 5, 6], it will be shown in the presenta-
tion that several welJ-known and widely used concepts are special cases of the presented 
generalized concept: formal clinical decision analysis considering clinical benefits and 
risks of treatment, cost-benefit analysis, cost-effectiveness analysis and optimized re-
source allocation, net health benefits, using ROC curves for the detenrunation of the 
optimal cutpoint of a diagnostic test, bedside decision making using individual patient 
preferences (patient-shared decision making). Note, that different objective functions can 
be used as consequences such as life expectancy, quality-adjusted Life years (QALYs), 
net costs etc. 
In conclusion, I developed an extended fonn of the Bayes Theorem, presented in a 
generalized odds-likelihood ratio form. This Generalized Bayes Theorem considers alJ 
three relevant components of decisions that are sirnultaneously influencing the objective 
function of a decision, and therefore, have to be included in a fomiula that is oriented 
towards an optimal decision. The presented concept may be a helpful tool in teaching 
decision analysis in medicine and other sciences. Furthennore, having an intuitive and 
understandable closed form approach will also help researchers to get more fonnal in-
sight in the components of the decision process in future quantitative decision analyses. 
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Abstraktnummer 29/1 
Die MAGiC-Datenbank als Grundlage für die Analyse 
von Genexpressionsdaten 
Merk S, Dugas M, Kääb S, Barth A, Überla K 
Klinikum Großhadem, Ludwig-Maximilian-Universität München, Institut für Medizinische Informations-
verarbeitung, Biometrie und Epidemiologie, München 
Einleitung 
MAGiC (Munich Alliance for Genomic Research on Cardiac Arrhythmias) untersucht 
als Teilprojekt des Nationalen Genomforschungsnetzes (NGFN) genetische Ursachen 
und Risikofaktoren kardialer Arrhythmien sowie die elektrophysiologische Variabilität 
bei Gesunden. Es ist geplant bis Studienende ca. 2000 Personen in die MAGiC-Studie 
Informatik, Biometrie und Epidemioloiie in Mcd. u. Biol. 3413 (2003) 
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einzubeziehen. Für die Erfassung und Auswertung der dabei anfallenden Daten wurde 
eine integrierte Datenbank konzipiert und implementiert. In der Datenbank werden so-
wohl Informationen zum Phänotyp als auch Infom1ationeo zum Ge notyp erfasst. Eine 
der Herausforderungen besteht in der Zusammenführung einer großen Fülle an kli-
nischen und genetischen Daten. 
Die Genexpressionsanalyse mithilfe der Oligonukleotid-Microarray-Technologie von 
Affymetrix GeneChip® ermöglicht pro Probe die simultane Untersuchung von über 
20.000 Genen [1]. Die Auswertung der anfallenden Datensätte ist aufgrund ihrer Größe 
und Komplexität problematisch. Die meisten bisherigen Ansätze untersuchen die Daten 
auf für eine bestimmte Fragestellung statistisch signifikant differenziell exprimierte Gene. 
Unser Ansatz besteht nun darin, zuerst in den Daten nach Mustern zu suchen, auf diese 
Weise Klassen zu bilden und anschließend in den phänotypischen Daten der Datenbank 
Merkmale zu identifizieren, die mit dem Muster in den genetischen Daten assoziiert 
sind. Ermöglicht wird dieser Ansatz durch die umfangreiche Dokumentation des Phäno-
typs in der Datenbank. 
Material und Methoden 
Für die Verwaltung der anfallenden Daten wurde eine integrierte Datenbank konzipiert 
Als Datenbanksystem dient PostgreSQL auf einem zentralen Datenbankserver (Apache-
Webserver auf Linux). Alle Datenbankprogramme sind in PERL implementiert. Der Da-
tenbankzugriff erfolgt von den einzelnen Arbeitsplätzen mittels Intranettechnologie über 
einen Standardwebbrowser. 
Die Datenbank ist modular aufgebaut: Es existieren Module für umfassende lnfomatio-
nen über Stammdaten, Probenverwaltung, Anamnese, Familienanamnese, klinische -
insbesondere kardiologische - Untersuchungen sowie Daten von Genexpressionsana-
lysen. Ein differenziertes Berechtigungssystem regelt den Zugriff auf die Module, da 
e inzelne Module nur für bestimmte Arbeitsgruppen zugänglich sein sollen. Über eine 
RFC-Schnittstelle erfolgt eine Anbindung an das Patientenverwaltungssystem. Weitere 
Schnittstellen dienen der automatisierten Eingabe von Labordaten und genetischen Daten 
aus SNP- und Genexpressionsanalysen. Um eine möglichst hohe Qualität der Daten zu 
erzielen, wurde auf Freitextfelder zur Dateneingabe weitestgehend verzichtet und Pull-
down-Menüs, Radiobuttons oder Checkboxen sowie Plausibilitätskontrollen während der 
Eingabe eingesetzt. Um die Datenbank in den klinischen Routinebetrieb einzubeziehen 
sind Funktionen integriert, die den Ausdruck anonymisierter Etiketten für den Probenver-
sand sowie das Schreiben eines Arztbriefs an den Hausarzt ermöglichen. Flir die zeit-
nahe Kontrolle der Datenqualität wurde e ine umfangreiche Report-Funktion ent-
wickelt. 
Herzmuskelgewebe wurde mit dem GeneChip HumanGenome U 133-A (Affymetrix) un-
tersucht. Für die Analyse der resultierenden Genexpressionsdaten wurde zur Klassifizie-
rung das Softwarepaket ISIS (2) (für „Identifying splits with clear separation") auf der 
Grundlage von R verwendet Mit dieser Methode werden die Daten mithilfe von unsu-
pervised clustering in Partitionen klassifiziert. Die resu!Lierenden Listen bipartitionierter 
Daten wurden anschließend mit den Phänotypdaten der Datenbank verglichen. Bei phä-
notypischen Merkmalen mit nominalem Skalenniveau wurde ein exakter Fisher-Test zum 
Vergleich mit den Bipartitionen durchgeführt, bei metrischen Daten ein exakter Mann-
Whitney-Test. 
Ergebnisse 
Die Datenbank besteht derzeit aus 24 Modulen, in denen mehr als 1000 Merkmale pro 
Patient erfasst werden. Zurzeit sind Daten von 600 Patienten enthalten. Für den Versand 
von Proben ist eine Funktion integriert, die den Ausdruck pseudonymisierter Etiketten 
erlaubt. Außerdem ist es möglich, einen Arztbrief für den behandelnden Hausarzt zu 
lnfonnntik. Biometrie und Epidemiologie in Med. u. Biol. 3413 (2003) 
Abstracts der 48. Jahrestagung der GMDS 341 
erstellen. Die Datenqualität wird zeitnah anhand einer umfassenden Report-Funktion 
überwacht. Diese Report-Funktion gibt Informationen zur Studienzugehörigkeit, zur Voll-
ständigkeit der einzelnen Untersuchungen sowie zum Rekrutierungsstand in Tabellen-
form aus. Der Rekrutierungsfortschritt pro Monat wird zusätzlich noch graphisch als ku-
muliertes Säulendiagramm dargestellt. 
Das Ergebnis der ISIS-Analyse ist eine Matrix, deren Spalten die einzelnen Proben und 
deren Zeilen die binär codierten Partitionen der Expressionswene repräsentieren. Die 
Zeilen sind absteigend nach dem „Score" der Partitionen sortiert. Der Score gibt Aus-
kunft darüber, wie stark die beiden Klassen durch die Expressionswerte separiert werden. 
Beim anschließenden Vergleich mit den Pbänotypdaten konnte eine deutliche Assoziati-
on zwischen bestimmten von ISIS ermittelten Bipartitionen und phänotypischen Merk-
malen der Datenbank wie z. B. Geschlecht oder Diagnose nachgewiesen werden. 
Diskussion/Schlussfolgerungen 
Ein bekanntes Problem medizinischer Datenbanken ist die Tatsache, dass die Anzahl der 
Merkmale die Anzahl der Patienten bei weitem übersteigen kann (3, 4). Die Qualität der 
Daten ist für statistische Auswertungen von entscheidender Bedeutung. Aus diesem 
Grund wurde auf Freitextfelder für die Dateneingabe zugunsten kategorisierter Ein-
gabefelder weitestgehend verzichtet. Wenn möglich werden Daten über Schnittstellen 
(z.B. Labordaten, Stammdaten) automatisiert eingegeben. Ei.ne weitere wichtige Funk-
tion für die Kontrolle der Datenqualität ist die integrierte Report -Funktion. Es bat sieb 
gezeigt, dass die Rekrntierung pro Monat durch den Einsatz graphischer Reports, welche 
den monatlichen Patientenzuwachs h.llmuliert darstellen, gesteigert werden kann . Diese 
Report-Funktion soll weiter ausgebaut werden. Weiterhin ist geplant eine Funktion zu 
integrieren, die die Erstellung von Stammbäumen erlaubt, um Verwandtschaftsstrukturen 
innerhalb des Patientenkollektivs zu dokumentieren. 
Der Ansatz der Partitionierung genetischer Daten ist in der Literatur mehrfach beschrie-
ben (2, 5-8). Die bisherigen Arbeiten beschränken sich jedoch auf die Klassifizierung 
der Daten z. B. in bestimmte Krankheitsformen. Der in dieser Arbeit vorgestell t Ansatz 
ist umfassender. Im Gegensatz zu bisherigen Arbeiten werden die Microarray-Daten in 
mehrere Bipartitionen eingeteilt und systematisch mit den Infonnationen einer detaillier-
ten Phänotyp-Datenbank verglichen. Die gefundenen Muster in den genetischen Daten 
können auf diese Weise mit einzelnen Merkmalen des gesamten Phänotyps assoziiert 
werden. Dieses Vorgehen ist dann Erfolg versprechend, wenn die Datensätze möglichst 
komplect vorliegen. Dieser Ansatz ist explorativ, d. h. es werden Hypothesen generiert, 
die mit prospektiven Untersuchungen validiert werden müssen. Bis jetzt ist es noch nicht 
möglich, den partitionierten Daten einzelne zugrunde liegende Gene zuzuordnen. Es ist 
geplant diese Methode weiterzuentwickeln, um Gene und Gengruppen zu identifizieren, 
die mit bestimmten Phänotyp-Merkrnalen assoziiert sind. 
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Abstraktnummer 29/2 
Ein Vorgehensmodell für die Integration von Informations-
systemkomponenten des Gesundheitswesens 
in bestehende Behandlungsprozesse 
Garde S, Wolff AC, Kutscha U, Knaup P 
Universität Heidelberg, Institut für Medizinische Biometrie und Informatik, Abteilung Medizinische Infor-
matik, Heidelberg 
Einleitung 
Behandlungsprozesse sind gekennzeichnet durch eine hohe Komplexität und Variabilität 
[l, 2), gleichzeitig lässt sich die Qualität der Versorgung nur durch optimale Prozesse auf-
recht erhalten. Wilson et al. zeigen beispielsweise durch ein umfassendes retrospektives 
Review [3, 4), welche Auswirkungen suboptimale Prozesse auf die Qualität der Patienten-
versorgung haben können. Eine optimale Gestaltung der Behandlungsprozesse erweist 
sich aber allein schon aus der hohen Arbeitsbelastung der Ärzte als notwendig [5]. 
Auch wenn sich integrierte Lösungen innerhalb einer Klinik oder einer Gesundheitsver-
sorgungsregion immer weiter durchsetzen L6], bedaif es (insbesondere im Bereich der 
Medizinischen Entscheidungsunterstützung) sog. Best-of-Breed-Systeme (7, 8), die klini-
kumsweit integrierte Lösungen an dedizierten Stellen ergänzen [9]. Diese müssen jedoch 
in vorhandene Informationssysteme und Abläufe integriert werden. Oft werden hierbei 
zugrundeliegende Prozesse verändert und dadurch noch komplexer und variabler. Die 
Integration von Informationssystemkomponenten in suboptimale, mit Medienbrüchen be-
haftete Abläufe kann zu einer ablehnenden Haltung der Anwender gegenüber dem An-
wendungssystem führen [9-11), wenn die Verantwortung für den - nun offensichtlich 
werdenden - suboptimalen Ablauf auf das Softwareprodukt selbst projiziert wird. Wie 
wichtig daher sowohl eine rechtzeitige Beteiligung der Anwender als auch ein besseres 
Verständnis der Akzeptanzfaktoren (,human factors') bei Design und Einführung von In-
formationssystemkomponenten ist, zeigen z.B. Vimarlund und Timpka [121 sowie Beus-
cart-2.ephir et al. [.13). 
Dennoch wurden bislang weder spezialisierte Methoden und Werkzeuge, noch ein all-
gemeines Modell entwickelt, um die Integration von Informationssystemkomponenten in 
bestehende Behandlungsprozesse (Ablaufintegration) unter Berücksichtigung dieser spe-
ziellen Anforderungen systematisch zu unterstüLZen. 
Material und Methode 
Etablierte Theorien der Wirtschafts- und Sozialwissenschaften, insbesondere die Spiel-
theorie [14), sowie das in der sozialmedizinischen Forschung anerkannte Belastungs-Be-
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anspruchungskonzept (15], wurden auf ein (statisches und dynamisches) Modell zur ln-
tegration von Informationssystemkomponenten des Gesundheitswesens in bestehende Be-
handlungsprozesse übertragen. Zudem wurden Konzepte der Kontrastiven Aufgabenana-
lyse im Büro (KABA) [16] und das Phasenmodell für das Management von 
Informationssystemen [17] berücksichtigt. 
Ergebnisse 
Ausgangspunkt des Vorgehensmodells zur Ablaufintegration ist clie Tatsache, d ass bei 
der Einführung von Informationssystemkomponenten des Gesundheitswesens existieren-
de Prozesse verändert werden und dabei für clie an den Prozessen beteiligten Personen 
Belastungen im Sinne des Belastungs-Beanspruchungskonzept entstehen. Primäres Ziel 
einer ablaufintegrierten Einführung sollte daher sein, derartige Belastungen zu erkennen 
und anschließend zu minimieren. Um Belastungen systematisch erkennen zu können, 
wurde im statischen Teil des Modells eine Klassifikation entwickelt, die u. a. zwischen 
Belastungsart, Beseitigungsaufwand, Notwencligkeit, Schweregrad, belasteter Person 
bzw. Gruppe und Art des entstehenden Zusatzaufwands unterscheidet. Basierend hierauf 
wurde die Ablaufintegration von Informationssystemkomponenten formal definiert und 
in verschiedene Stufen - beginnend bei einer Stufe, die nicht notwendige Belastungen 
verschiedener Belastungsarten zulässt, bis hin zur Stufe der vollständigen Ablaufinte-
gration, bei der u. a. keine notwendigen Belastungen mehr auftreten dürfen - einge-
teilt. 
Um in der Lage zu sein, die zwangsläufig auftretenden Belastungen zu minimieren, wurde 
in dem dynamischen Teil des Modells auf Grundlage des oben beschriebenen statischen 
Modells unter Einbeziehung der Spieltheorie ein Leitfaden entwickelt, der ein Vorgehen 
zur effektiven und effizienten ablaufi.ntegrierten Einführung von Informationssystemkom-
ponenten im Gesundheitswesen definiert. Dieser Leitfaden orientiert sich an Konzepten 
der Kontrastiven Aufgabenanalyse im Büro und kann insbesondere im taktischen Ma-
nagement [18] bei der Planung, Steuerung und Überwachung von Informationssystemen 
[19] angewendet werden. 
Da jedoch eine Einführung in clie klinische Routine notwenclig ist, um alle Belastungen, 
die durch eine Infom1ationssystemkomponente entstehen, zu erkennen, kann eine voll-
stänclige Ablaufintegration nur mit Hilfe eines zyklischen Prozesses erreicht werden. Ent-
sprechende Belastungen müssen dabei identifiziert und je nach erfolgter Priorisierung in 
einem der folgenden Zyklen beseitigt werden. So kann das beteiligte Personal Schritt für 
Schritt entlastet werden. Daher empfiehlt der Leitfaden, der sich am Phasenmodell für 
das Management von Informationssystemen [17] orientiert, zunächst eine lnitialphase 
zur Analyse und Bewertung möglicher Informationssystemkomponenten. Darauf folgend 
wird in der zyklischen Hauptphase clie auf Grundlage der Initialphase ausgewählte Infor-
mationssystemkomponente in einem zyklischen Prozess bereitgestellt, eingeführt, ana-
lysiert und bewertet und ggf. auch erneut zur Auswahl gestellt. 
Diskussion/Schlussfolgerungen 
Bei der Erstellung des statischen Modells und des Leitfadens zur Ablaufintegration von 
Informationssystemkomponenten wurde großer Wert auf eine soziologische Betrach-
tungsweise und ein theoretisches, formalisiertes Rahmenkonzept gelegt. Rein technische 
Aspekte [20] dagegen sollten bewusst nicht Gegenstand des Leitfadens sein. Bei beiden 
liegt der Schwerpunkt nicht rein auf Verbesserung der Software-Ergonomie [21]: Wäh-
rend der KABA-Leitfaden beschreibt, welche Arbeiten nach arbeitspsychologischen Er-
kenntnissen von Informations- und Kommunikationstechnik übernommen und welche 
besser von Menschen durchgeführt werden sollen, definiert der hier vorgestellte Leitfa-
den, wie Informationssystemkomponenten des Gesundheitswesens eingeführt und dabei 
systematisch in bestehende Behandlungsprozesse ablaufintegriert werden können. 
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Zwar sind Aufwand und Kosten für die Durchführung eines einzelnen Einführungspro-
jektes nach dem empfohlenen VorgehensmodeU größer als bei herkömmlicher Vor-
gehensweise, für die Gesamteinführungskosten muss dies jedoch nicbt gelten: Nach einer 
Studie über Projektrisiken im IT-Bereich (22) betrugen die Kosten für gescheiterte IT-
Projekte 1998 allein in den USA 75 Millfarden DoUar. Die Konzentration auf weniger 
aber dafür erfolgreichere Projekte zur Einführung von Informationssystemkomponenten 
kann daher auch im Gesundheitswesen Aufwand und Kosten sparen. 
Zu den drei Gründen, die Hasman et al. für den großen Zeitdruck nennen, unter dem Kli-
niker heutzutage stehen, gehören neben steigenden Patientenzahlen und größerem Doku-
mentationsaufwand die zunehmende Komplexität der modernen Praxis [23). Durch eine 
ablaufintegrierte Einführung von Informationssystemkomponenten auf Basis des vor-
gestellten statischen Modells und des darauf aufbauenden Leitfadens erhoffen wir, mittel-
fristig einen entscheidenden Beitrag zur Verringerung dieser Komplexität zu leisten. 
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Abstraktnummer 31/1 
The Impact of Clinical Management Algorithms and Analytic 
Time Horizon on the Costs of Combination Therapy 
for Chronic Hepatitis C 
Siebert U, Sroczynski G, Wasem J, Aidelsburger A, Rossol S, Wong JB, 
German Hepatitis C Model (GEHMO) Group 
HaNard University, Boston, USA, HaNard Center for Risk Analysis, Boston, USA 
lntroduction 
Chronjc hepatitis C causes significant morbidity and mortality in Germany. Initial treat-
ment with peginterferon alfa-2b plus ribavirin results in high sustained virological re-
sponse rates but is expensive. However, cost estimates for antiviral therapy for chronic 
hepatitis C often neglect dose reductions/discontinuations, clinical management algo-
rilhms, and future savings associated with the prevention of advanced liver disease. 
The objectives of this study were (l) to assess the costs of different antiviral treatment 
(AVT) strategies in patients with cbronic hepatitis C in the context of the German health 
care system, and (2) to evaluate the influence of the analytic time horizon, clinical stop-
page algorithms, and discontinuations/dose reductions on the costs of combination ther-
apy with peginterferon alfa plus ribavirin. 
Material and Methods 
Clinical data and actual drug utilization data were derived from the original dataset of a 
large multi-center randomized clinical trial [1]. Detailed data on long-term costs were 
based on German actual variable costs, reimbursement data, and health resource utiliza-
tion data from the German Hepatitis C Patient Survey (n = 196). 
Compared Treatment Strategies were: 
J. No antiviral treatment (NoAVT) 
2. Peginterferon alfa-2b plus fixed dosage of ribavirin (PEG-tR) 
3. Peginterferon alfa-2b plus weight-based dosage of ribavirin (PEG-wbR) 
Examined scenarios were: 
l. FuU AVT: AVT costs with füll dosing AVT for 48 weeks for all patients 
2. Stop-AVT: AVT costs with stoppage of AVT in HCV-positive patients after 24 weeks 
Informatik. Biometrie und Epidemiologie in Mcd u Biol. 3413 (2003) 
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3. Actual AVT: AVT costs considering AVT stoppage algorithm as weil as actual dose 
reductions and treatment discontinuation due to adverse effects (as observed in the 
clinicaJ trial) 
4. Lifetime undiscounted: net lifetime costs after subtracting future savings due to pre-
vented advanced Liver disease 
5. Lifetime discounted: net lifetime costs after subtracting future savings due to pre-
vented advanced liver disease using a 3% annual discount rate, that is, giving present 
treatment costs a higher weight than Future cost savings from prevented advanced 
liver disease 
To project future costs of chronic hepatitis C, we used the German Hepatitis C Model 
(GEHMO). GEHMO is a validated decision-analytic Markov model reflecting the Ger-
man health care system and the practice pattems of German physicians. Based on pub-
lished evidence, GEHMO projects the long-tenn progression of chronic hepatitis C, clin-
icaJ events, long-tenn mortality and morbidity, health-related quality of life, and lifetime 
costs. Tue details of the model were published elsewhere (2, 3). 
Results 
Table 1 shows AVT and lifetime costs for each strategy. Consideration of stoppage aJgo-
rithm and actual drug utilization lead to substantial reductions in expected AVT costs. In 
the Lifetime analysis, AVT costs were offset by savings from preventing future advanced 
Liver disease by 85% for PEG-fR and 88% for PEG-wbR. Compared with NoAVT, in-
cremental costs for AVT were 2,100 € for PEG-tR and 1,900 € for PEG-wbR. After 
applying a 3% annual discount rate as recommended for pharmacoeconomic studies 
(Lifetime discounted), future savings still offset AVT costs by 47% for PEG-tR and 48% 
for PEG-wbR. 
Table 1: Chronic hepatitis C health care costs for different treatment strategies, management algo-












2 1,600€ 23,700€ 
17,800 € 2 1,800€ 
14,500€ 15,900 € 
27,600 € 27,400€ 
21,800€ 22,400 € 
Based upon these cost caJculations for the Gennan health care system, drug costs are 
substantially lower when considering clinical treatment management algorithms and 
actual dose reductions/treatment discontinuations due to adverse events. Moreover, a lar-
ge fraction of the antiviraJ treatment costs with peginterferon aJfa-2b and ribavirin will 
be offset by savings from preventing future disease. Clinical guidelines and health policy 
decision making for chronic hepatitis C shou ld consider actual expected AVT costs ba-
sed on routine clinical management algorithms and a time horizon beyond the first year. 
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Abstraktnummer 31/2 
lnformationstechnologische Methoden und Werkzeuge 
zur Implementierung medizinischer Leitlinien 
Detschew V, Funkat AK, Funkat G, Kaeding A, Specht 
TU Ilmenau, Institut für Biomedizinische Technik und Informatik, Ilmenau 
Einleitung 
Die aktuellen gesundheitspolitischen Entwicklungen bei der medizinischen Versorgung 
erfordern neue Konzepte für ein effektives Behandlungsmanagement. Im Gutachten 2001 
des Sacbverständigenrares wird die ,,Richtlinienentscheidung des Gesetzgebers für ein 
Fallklassifikationssystem" grundsätzlich positiv bewertet. Gleichzeitig wird auf die Ge-
fahr möglicher falscher Anreize hingewiesen und es werden „von Beginn an flankierende 
angemessene Qualitätsmanagementmaßnahrnen als auch vorausschauende Konzepte und 
Implementierungsmaßnahmen hinsichtlich adäquat entwickelter nachgehender Versor-
gungsangebote" gefordert. Ein möglicher Ansatz ist die Entwicklung und Praxis-Einfüh-
rung von medizinischen Leitlinien bzw. Behandlungspfaden für Diagnostik, Therapie 
und Patientenmanagement. Leitlinien zeigen nur dann eine Wirkung auf das Verhalten 
von Ärzten und Patienten, wenn sie mit Hilfe komplexer Maßnahmen in die Berufsrouti-
ne der Ärzteschaft integriert werden. Die Zentralstelle der Deutschen Ärzteschaft zur 
Qualitätssicherung in der Medizin (ÄZQ) unterstreicht damit die Notwendigkeit der Leit-
linienimplementierung ohne allerdings Implementierungsstrategien zu nennen. 
Methode 
Neben Publikationen in der Fachliteratur oder entsprechenden Weiterbildungsseminaren 
sind für die Implementierung von Leitlinien bzw. BehandJungspfade in die k1inische 
oder ambulante Routine derzeit folgenden Ansätze möglich: 
• Leitlinie auf Papier: Die häufigste Form ist eine Leitlinie als Fließtext, seltener in 
Form von Diagrammen oder Entscheidungsbäumen. Die Einhaltung solcher Leitlinien 
ist schwer kontrollierbar, eine auch nur partielle Änderung von Teilschritten führt zum 
Austausch des gesamten Dokuments bei allen Abonnenten. 
• Leitlinie auf einem Server im Internet: Das elektronische Abbild von papiergestützten 
Leitlinien ist im Internet bei der Arbeitsgemeinschaft der Wissenschaft.liehen Medizi-
nischen Fachgesellschaften (http://www.awmf-online.de) einzusehen. Die Leitlinie 
liegt als HTML-Dokument vor und stellt das Wissen nur zum Teil strukturiert dar. Die 
Einhaltung ist kaum überprüfbar, Änderungen sind zentral möglich. Eine Erweiterung 
lnformacik. Biometrie und Epidemiologie in Mcd. u. Biol. 3413 (2003) 
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der Funktionalität ist die Ergänzung der Leitlinien durch Verweise auf andere Quellen 
medizinischen Wissens in Form von Links auf andere Server. 
• Leitlinienserver als integrierbare Komponente von klinischen Informationssystemen: 
Die Umsetzung von Leitlinien durch entsprechende Software und ihre Integration in 
bestehende klinische IV-Architekturen ermöglicht die Beobachtung und Kontrolle des 
Behandlungsablaufes durch die Kontrolle ausgewählter Parameter. Eine Untersrützung 
des ärztlichen Handelns kann dabei durch automatisch generierte Hinweise oder durch 
Auslösen von Warnungen bei kritischen Zuständen realisiert werden. Dabei kann der 
Leitlinienserver als „stiller Beobachter" für die Einhaltung von To leranzbereichen be-
stimmter Messwerte sowie von Behandlungsmaßnahmen fungieren und diese auto-
matisch protokollieren. Bei entsprechender Gestaltung der Software kann man dabei 
die Kontrolle von Qualitätssicherungsparametern realisieren und somit entsprechende 
Maßnahmen effektiv untersrützen. 
Die wichtigste Voraussetzung für die Realisierung eines interaktiven Leitlinienservers ist 
die Umsetzung der Leitlinie in eine strukturierte und validierbare Beschreibungsform so-
wie deren Übersetzung in eine implementierbare Form, die von einer entsprechenden 
Softwarekomponente ausgeführt werden kann. Weiterhin müssen eine Reihe von soft-
waretechnischen Problemen bei der Realisienmg der Applikation und von Kommunikati-
onsproblemen bei der Minimierung der manueUen Dateneingabe gelöst werden auf die 
in diesem Beitrag nicht weiter eingegangen wird. 
Ergebnisse 
Ziel des Projektes OUZO ist eine infonnationstechnologische Untersrützung der Einfüh-
nmg strukturierter Therapierichtlinien auf mehreren Ebenen und ihre territorial unbe-
grenzte Bereitstellung als Dienstleistung mit Hilfe moderner Kommunikationstechnolo-
gien. Damit ist eine schnelle Verfügbarkeit der aktuellen Handlungsanweisungen an 
allen relevanten Arbeitsplätzen (im klinischen wie im niedergelassenen Bereich) möglich. 
Weiterhin ist diese Dienstleistung geeignet, die Überwachung und Führung der Behand-
lung inforrnationstechnologisch zu ennöglichen sowie die Aus- und Weiterbildung effek-
tiv zu verbessern. 
Um diese Zielstellung zu erfüllen, ist für die Implementierung eines IV-Systems an erster 
Stelle die methodische Erfassung und anschließende formale Beschreibung sowohl der 
Inhalte bestehender Leitlinien als auch des konkreten Expertenwissens aus der klinischen 
Routine vor Ort notwendig. Dazu wurden Methoden der Wissensakquisition eingesetzt, 
die eine Erhebung und Analyse des Expertenwissens für die betrachtete Problemdomäne, 
in diesem Projekt am Beispiel Schädelhirntrauma realisiert, unterstützen. Für die Erhe-
bung des medizinischen Wissens wurde ein neuer Ansatz zum Knowledge Engineering 
entwickelt. Das Vorgehensmodell basiert auf dem Einsatz von Szenarien und der für 
diesen Ansatz speziell entwickelte einfache Strukturelemente. 
Die unmittelbare Voraussetzung für die Umsetzung als entscheidungsunterstützendes In-
formationssystem ist die Beschreibung des Wissens mit fonnalen Modellen. Das Prob-
lem ist, dass eine Darstellung mit Hilfe allgemeiner Notationen, z. B. UML in den meis-
ten Fällen von IV-Spezialisten realisiert wird, die Modelle in einer abstrakten Weise das 
Wissen der medizinischen Experten repräsentieren. Dies führt zu Schwierigkeiten bei der 
Verifizierung und Validierung. Um die Verständlichkeit in der Diskussion mit den Exper-
ten zu unterstützen, wurde das Guideline Interchange Format (GLIF) eingesetzt. Zur Un-
terstützung der Erfassung und Repräsentation von Wissen einerseits und der Einführung 
von Leitlinien in die Routine andererseits wurde ein Tool geschaffen, das aus einem 
GLIF-Editor und einer GLIF-Ausführungsmaschine besteht. Der Editor ermöglicht neben 
der Erstellung der Wissensmodelle den automatischen Transfer der Wissensmodelle in 
eine sog. Computational Form. 
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Mit der Implementierung des Systems werden Behandlungswege und -ziele fes tgelegt. 
Eine Abweichung des konkreten vom optimalen Krankheitsverlauf soll jederzeit detek-
tierbar und visualisierbar sein. Komplexe Zusammenhänge, die erst durch die integrative 
Auswertung und die klinisch relevante Bewertung einer Vielzahl von Parametern erfass-
bar werden und dem Behandelnden deshalb nicht zugänglich sind, können so angezeigt 
werden. Damit sind sehr frühzeitig im medizinischen Versorgungsprozess strategische 
Entscheidungen möglich, die zu einer schnelleren und gezielteren Versorgung führen. 
Um eine möglichst prozessnahe Bewertung des Behandlungsverlaufes zu sichern, ist es 
notwendig, Parameter aus vorhandenen Patientendatenmanagementsystemen automatisch 
zu übernehmen und zu integrieren. 
Für die Zusammenfassung der einzelnen IV-Komponenten wurde ein komponenten-ba-
siertes Framework realisiert. Das Frarnework ist für die Verwaltung und das Management 
aller anfallenden Informationen und Kommunikationswege verantwortlich. Die Architek-
tur ist dergestalt ausgelegt., dass Änderungen und/oder Erweiterungen problemlos und 
ohne Störungen des laufenden Einsatzes erfolgen können. 
Nach Abschluss des Projekts befindet sich eine prototypische Version des OUZO-Leit-
linienservers im Dauereinsatz am der Klinik für Anästhesiologie und Intensivtherapie der 
FSU Jena. Dei erste konkrete Anwendung unterstützt das Ernährungsregime für intensiv-
pflichtige Patienten. Dabei werden die Empfehlungen in Abhängigkeit vom zeitlichen 
Verlauf und den aktuellen Vitaldaten des Patienten automatisch an die grafische Nutzer-
schnittstelle durchgeleitet und realisieren auf diese Weise eine Reminder-Funktion. Eine 
kontinuierliche Erweiterung der Einsatzfälle ist geplant. 
Literatur 
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Abstraktnummer 31/3 
Computergestützte Leitlinien auf der Basis von XML-Standards 
lblher N, Blobel B 
Universitätsklinikum Magdeburg, Institut für Biometrie und Medizinische Informatik, Magdeburg 
Einleitung 
Disease Management basiert auf zwei Grundprinzipien: a) der intensiven Kommunikati-
on und Kooperation auf der Grundlage kooperativer Dokumentationen sowie b) der ab-
gestimmten Versorgung der Patienten auf der Basis des in Leitlinien formulierten Stan-
des des Wissens. Die Akzeptanz entscbeidungsunterstützender Systeme durch die 
Versorgenden waren wesentlich vom Nutzen im Sinne der Rechts- und Fachsicherheit, 
der Zeitersparnis und der Qualitätssicherung, aber auch der erforderlichen Freiheit der 
Therapie, der Spezifität des Falles und damit der Flexibilität der Lösung bestimmt. Ein 
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wichtiger Aspekt ist dabei die Integration der Entscheidungsunterstützung in die reguläre 
Dokumentationstätigkeit. 
Problem/Fragestellung 
In Zusammenarbeit mit dem Zentrum für Qualitätssicherung in der Chimrgie sowie der 
Chintrgischen Klinik des Magdeburger Universitätsklinikums soll das Konzept einer in-
teraktiven Leitlinie für die kolorektale KarzinombehandJung demonstriert und evaluiert 
werden. Bei der Dokumentation des Falls sollen die für den Patienten instanziierten Da-
ten unmittelbar dedizierte, auf den Patienten und die Bedingungen in interaktiver Weise 
angepasste Empfehlungen auslösen. 
Methoden 
Der erste Schritt war die Erarbeitung eines für den lokalen Fall definierten Standards aus 
den unterschiedlichen Leitlinien. Dazu wurden die Materialien der neun deutschen sowie 
der acht bedeutendsten internationalen Herausgeber von Leitlinien zur kolorektaJen Kar-
zinombehandlung analysiert. Das schließlich verwendete Wissen resultiert aus den kli-
nischen Behandlungsleitlinien der Deutschen Gesellschaft für Verdauungs- und Stoff-
wechselkrankheiten, der Deutschen Krebsgesellschaft, der Deutschen Gesellschaft für 
Chirurgie, dem Tumorzentrum München sowie der Universität Witten-Herdecke. 
Im ersten Schritt wurden die einzelnen Empfehlungen harmonisiert. Die gemeinsamen, 
in Fließtexten der referenzierten Leitlinien :formulierten Regeln sowie detaillierte Emp-
fehlungen in einzelnen Leitlinien, die nicht im Widerspruch zu den anderen stehen, wur-
den als passive und aktive Regeln formalisiert. 
Im zweiten Schritt wurde eine standardisierte Patientenakte für den Spezialfall des kolo-
rektaJen Karzinoms in der Extensible Markup language (XML) formuliert. Sie enthält 
die Komponenten Patientendaten, Anamnese, Untersuchungen, Diagnosen, Therapien. 
Die Komponenten enthalten in mehrere Ebenen geschachtelte Elemente, denen die Emp-
fehlungen aus den Leitlinien und dazugehörige Erklänmgen zugeordnet wurden. 
Dann erfolgte die Fonnalisierung der Empfehlungen iJ1 der Stylesheet language XSLT. 
Verknüpfungen und Bedingungen wurden mittels formaler Operatoren ausgedrückt. 
Ergebnisse 
Das vorgestellte Verfahren wurde zunächst mittels frei verfügbarer XML-Tools imple-
mentiert. Es entstand eine Browser-gestützte, vom medizinischen Personal leicht pfleg-
bare Anwendung zur intelligenten Dokumentation und interaktiven Entscheidungsunter-
stützung mittels auf den Patienten zugeschnittener, als Leitlinien akzeptierter 
Empfehlungen. Die Ergebnisse wurden durch unabhängige Ärzte evaluiert und die Ver-
wendbarkeit zum Zweck der Aus- und Weiterbildung, der Qualitätssichemng sowie der 
Dokumentation und Anleitung weniger erfahrener Ärzte äußerst positiv bewertet. Parallel 
wird die Implementierung im Rahmen modellgetriebener wissensbasierter Architekturen 
vorangetrieben. Dabei werden Konzeptmodelle und Prozessmodelle mit weiteren Con-
straint-Modellen kombiniert und somit patientenzentrierte und nutzeroptimierte Lösungen 
zur Laufzeit realisiert. 
Im nächsten Schritt wurden unsere Formalisierungen illteraktiver klinischer LeitJinien 
mit den internationalen Wissensrepräsentationsmitteln der Arden Syntax über die Formu-
lierung medizinischer logischer Module (Medical Logic Moduls) bzw. dem Guideline 
Interchange Format (GLIF), dem Modell zur Repräsentation von Leitlinien, verglichen. 
Ziel war die Harmonisierung der Näherungen. In diesem Zusammenhang wurde auch 
die weltweite Anpassung der OMG/CORBA Object Constrai11t language (OCL) zur Be-
schreibung von Constraint-Modellen an medizinische Zwecke mit dem Ergebnis der 
GELLO Expression and Query Language betrachtet. Durch diese referenzierenden Akti-
vitäten soll die Nutzung vorhandener Wissensbasen unterstützt werden. 
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Diskussion/Schlussfolgerungen 
Die Notwendigkeit fachkompetenter und hochqualitativer Versorgung einerseits sowie die 
erforderliche Interoperabilität zwischen Einrichtungen und Personen des Gesundheits-
wesens im Zuge des Shared Care andererseits erzwingt die Entwicklung rationaler Metho-
den der Beschreibung und Vermittlung des Wissensstandes und die entsprechende Füh-
rung des medizinischen Fachpersonals. Dabei sind das Problem der Spezifität vs. 
Allgemeingültigkeit sowie das Problem des abgestimmten vs. individuellen Handelns, der 
persönlichen Verantwortung, Akzeptanz, etc. zu berücksichtigen. Aus der Analyse der Me-
thoden und Lösungen zur formalen bzw. leitliniengestützten Konzept- und Wissensreprä-
sentation wurde ein interaktives und entscheidungsunterstützendes Dokumentationssystem 
für das Beispiel der kolorektalen Versorgung entwickelt, implementiert und evaluiert. Das 
Projekt ist Bestandteil komplexerer Vorhaben zur modellgetriebenen Architektur wissens-
basierter, interoperabler und portabler Gesundheitsinformationssysteme im Internet. 
Danksagung 
Die Autoren danken Dr. Ralf Schweiger und Prof. Joachim Dudeck für die wertvolle 
Unterstützung bei der Einführung der XML-Technologien sowie fortgeschrittener XML-
bezogener Tools. 
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Abstraktnummer 32/1 
Zur Quantifizierung der Heterogenität in der Meta-Analyse 
klinischer Studien 
Knapp G, Hartung J 
Universität Dortmund, FB Statistik, Dortmund 
Einleitung 
Im Random-effects Modell der Meta-Analyse wird der Heterogenitätsparameter häufig 
durch den DerSimonian-Laird-Schätzer oder den Restricted Maximum Likelihood-Schät-
zer bestimmt [L]. Über die Präzision dieser Schätzer ist jedoch wenig bekannt. Hardy 
und Thompson [2] geben ein Konfidenzintervall für den Heterogenitätsparameter mit der 
Profile-Likelihood Methode an. Biggerstaff und Tweedie (3) entwickeln ein Konfidenz-
intervall aus der Cochranschen Homogenitätsteststatistik basierend auf einer Verteilungs-
approximation der Teststatistik durch eine Gamma-Verteilung. Die finiten Eigenschaft 
dieser Konfidenzintervalle werden in den entsprechenden Arbeiten nicht diskutiert. 
Material und Methode 
In dieser Arbeit wird zur Quantifizierung der Heterogenität ein neues Konfidenzintervall 
vorgeschlagen, das aus dem Varianzschätzer (4-6] für den optimalen Schätzer des all-
gemeinen Behandlungseffekts im Random-effeccs Modell hergeleitet wird. Dieses Inter-
vall kann als Erweiterung des Konfidenzintervalls von Hartung und Knapp [7] für die 
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Zwischen-Studien-Varianz mit homoskedastischen Fehlervarianzen auf den Fall heteros-
kedastischer Intra-Studien-Varianzen angesehen werden. 
Ergebnisse 
In Simulationsstudien zeigt sich, dass das Konfidenzintervall in vielen Fällen zu antikon-
servativ ist. Aufgrund von Konvexitätsüberlegungen werden die Grenzen des Intervalls 
daher so modifiziert, dass mit Hilfe von Simulationsstudien gezeigt werden kann, dass 
das modifizierte Intervall das vorgegebene Niveau auch im Finiten einhält. 
Diskussion/Schlussfolgerungen 
Die Erklärung und Quantifizierung der Heterogenität ist ein wichtiger Aspekt bei der 
Durchführung von Meta-Analysen. Aussagen über die Größenordnung des Heterogeni-
tätsparameters sind aber auch aus regulatorischer Sicht wichtig [8]. Mithilfe der Kon-
fidenzintervalle könnten somit Heterogenitätsklassen definiert werden. Kürzlich haben 
Higgins und Thompson [9] alternative Maße zur Quantifizierung der Heterogenität vor-
geschlagen, sodass ein Vergleich mit der vorgestellten Lösung ansteht. 
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Abstraktnummer 3212 
Clinical and Economic Consequences 
of Drug Formulary Restrictions: A direct comparison 
of Randomized versus Observational Evidence 
Schneeweiss S, Maclure M, Glynn RJ, Avorn J 
Harvard Medical School, Boston, USA, Pharmacoepidemiology and Pharmacoeconomics, Boston, 
USA 
Context 
Limited drug formularies and other cost-sharing policies are increasingly common strate-
gies for managing rising pharmaceutical expenditures and providing incentives for cost-
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effective prescribing. lt is critical to develop direct, valid, and timely evidence of the 
benefits and risks of such policy changes. Randomized trials are considered tbe gold 
standard for drug policy evaluations but are rarely implemented. 
Objectlve 
We compared results of a randomized versus an observationaJ evaluation of the same 
policy, restricting reimbursement for nebulized respiratory medications in elderly patients 
in a community setting. 
Design 
Randomized controlled triaJ (RCT) and observational longitudinal study. 
Setting 
Pharmacare, t:be province-funded drug benefits plan for all elderly and patients on sociaJ 
assistance in British Columbia, Canada. Comprehensive administrative data on hospitali-
zation, physician visits, and prescription drugs were linked for all patients on patient level. 
Subjects 
In the RCT, J 0% of all British Columbia pbysicians were randomly selected to be tem-
porarily exernpted from tbe new restriction. Nebulized drugs for their palients remained 
fu lly covered for 6 additional months (386 patients with chronic nebulizer use). These 
physicians were matched by volume and location to a 1.0% sample of all other pbysi-
cians who were subjected to the new restriction (449 patients). By contrast, the observa-
tional analysis followed all nebulized drug users in the 6 months before and after the 
policy implementation (4,624 patients). 
Intervention 
Restriction of reimbursement for nebulized respiratory drugs starting March 1, 1999 in 
all adult patients covered by Pharmacare. 
Main Outcome Measures 
Tue incidence of severe unintended bealth outcomes, measured as increases in the num-
ber of physician visits and emergency hospitaJizations; expenditures for respiratory drugs. 
Statlstlcal methods 
T-test, bootstrapping, generalized Linear models adjusted for repeated measures. 
Results 
There was no increase in physician visits or emergency hospitalizations associated with 
the restriction, regardless of tbe analytic approacb. In tbe observational analysis, exclud-
ing two months of stockpiling and transition, we found a $ 24 per patient-rnonth reduc-
tion in nebulized drug use (p < 0.0001) and a $ 3 per patient-month increase in inhaJer 
expenditures (p < 0.0001). The RCT found $ 8 per patient-month nebulizer savings 
(p = 0.24) and no increase in inhaler spending (p = 0.79). About 60% of physicians in 
the randomized control group switched their patients to inhalers even though nebulized 
dmgs were still covered in their patients. Correction for this brought the RCT savings 
results close to that seen in the observationaJ analysis ($ 21 per patient-month). 
Concluslons 
ObservationaJ as weil as randomized anaJyses found no increase in severe unintended 
health outcomes from this fom1ulary strategy. RCT data are more convincing to decision 
makers and easy to analyze, but more metbodologically demanding to implement. Ran-
domized trials of drug cost containment policies should be used more frequently and 
can improve evidence-based policy making wben done carefully. 
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Abstraktnummer 3213 
Sinn und Unsinn von Subgruppenanalysen am Beispiel 
kardiologischer Studien 
Gelbrich G 
Universität Leipzig, Koordinierungszentrum für Klinische Studien Leipzig, Leipzig 
Einleitung 
Die Grunde für die natürliche Skepsis des Biometrikers gegenüber berichteten Subgrup-
penbefunden (Multiplizitätsproblem, Post-hoc-Deklaration angeblicher primärer Analyse-
absichten bei signifikanten Ergebnissen, fehlende lnteraktionstests, unzureichende Power 
etc.) sind hinlänglich bekannt [l]. Techniken zur Unterstützung der Bewertung von Sub-
gruppenanalysen (z. B. lnteraktionstest, Multiplizitätsadjustierung) sind nur teilweise in 
der Lage, die vielfältigen Kontexte solcher Analysen zu erfassen und abzubilden. Diverse 
Begehrlichkeiten (Produktmarketing, Jagd nach Signifikanz zur Erhöhung der Publikati-
onswahrscheiolichkeit) erleichtern diese Umstände nicht. 
Material und Methoden 
Es werden drei Studien aus der Kardiologie betrachtet, bei denen der Autor für die Biome-
trie zuständig war: eine randomisierte Studie zum Vergleich zweier Koronarstents, eine 
Fall-Kontroll-Studie zum Vergleich von Patienten mit und ohne Follow-up-Untersuchung 
nach Koronarangioplastie, sowie eine Kohortenuntersuchung zum Zusammenhang zwi-
schen Kollateralen und Anginasymptomatik bei Koronarstenosen. Verschiedene Subgrup-
penanalysen werden mit ihrer Motivation, den Ergebnissen und möglicher Interpretatio-
nen vorgestellt. In einem einfachen Beispiel werden frequentistischer und bayesianischer 
Ansatz [2] einander gegenübergestellt. 
Ergebnisse 
Es werden Resultate im Bereich von plausibel bis offensichtlich unsinnig präsentiert. 
Die Natur der Subgruppenanalysen reicht von planbar bis völlig unvorhersehbar (aber 
notwendig). Es wird deutlich, wie die Kenntnis des Weges einem Ergebnis über mehrere 
Zwischenanalysen zur Beurteilbarkeit eines Befundes beiträgl. Bayesianisches Heran-
gehen erlaubt es, den Unterschied zwischen Siruationen zu quantifizieren, die frequentis-
tisch nicht unterscheidbar sind. 
Diskussion/Schlussfolgerungen 
Autoren sollten ermuntert werden, alle durchgeführten Subgruppenanalysen darzustellen. 
Eine Selektion aufgrund von P-Werten (oder auch aufgrund der Befürchtung, ein interes-
santes Ergebnis könnte einer Multiplizitäts-„Korrektur" zum Opfer fallen) ist nicht ersrre-
benswert. Bayes-Methoden oder spätere Metaanalysen können mehr leisten als der 
P-Wert aus einer einzelnen Studie. Für die Nachvollziebbarkeit des Weges zum Ergebnis 
wäre in Anlehnung an das CONSORT-Flußdiagram [3] für Studienpatienten ein Analyse-
Flußdiagramm hilfreich, aus dem z. B. hervorgeht, welche ungeplanten Analysen auf-
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grund welcher Resultate durchgeführt wurden. Das übliche starre Schema Methoden-Er-
gebnisse-Diskussion trägt eher zur Verschleierung solcher Sachverhalte bei. 
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Abstraktnummer 34/1 
Ein Prognosemodell für zeitliche Verlaufsdaten 
Schmidt R, Gierl L 
Universität Rostock, Institut für Medizinische Informatik und Biometrie, Rostock 
Einleitung 
Für die Prognose zeitlicher Verläufe haben wir ein Methodik entwickelt, die die Methode 
des Case-Based Reasoning mit der Idee der temporalen Abstraktion verbindet. Diese 
Methodik haben wir bisher in zwei Programmen eingesetzt, zur Analyse und Prognose 
von Nierenfunktionsverläufen und zur Vorhersage von drohenden Influenzawellen bzw. 
-epidemien. 
Material und Methode 
In den letzten Jahren wurde die von Shahar und Musen ausgearbeitete Idee der tempora-
len Abstraktion [1] zu einem Forschungsschwerpunkt in der Medizinischen Informatik. 
Die Grundidee besteht darin, eine Folge zeitlicher Werte, Aktionen oder Interaktionen in 
einer abstrakteren Form zu beschreiben, die zugleich eine Tendenz der Wortfolge zum 
Ausdruck bringt. 
Die aus dem Bereich der Künstlichen Intelligenz stammende Methode des Case-Based 
Reasoning verwendet Erfahrungswissen in Form früherer Fälle. Zur Lösung eines aktuel-
len Problems sind zwei Kernaufgaben zu lösen [2]: Das Relrieval sucht nach früheren 
Fällen, die dem aktuellen Problem ähnlich sind, und die Adaption versucht die Lösungen 
der gefundenen, ähnlichen Fällen so zu modifizieren, daß daraus eine Lösung für das 
aktuelle Problem entsteht. 
Die von uns entwickelte Methode zur Prognose zeillicher Verläufe besteht aus vier 
Schritten: Zunächst wird eine zeitliche Wortfolge mittels temporaler Abstraktion be-
schrieben. Solch eine Beschreibung besteht aus mehreren 0-'UfZ-, mittel-, und langfristi-
gen) Trends, die wiederum aus mehreren Parametern (Bewertung, Länge, Anfangs- und 
Endzustand) gebildet werden. Alle Parameter der Trends werden vom Re.lfieval gemäß 
ihrer Wichtigkeit verwendet, um nach ähnlichen, früheren Verläufen zu suchen. Im drit-
ten Schritt werden die gefundenen, früheren Verläufe mittels expliziter Constraints auf 
hinreichende Ähnlichkeit geprüft. Abschließend werden entweder dem Benutzer aktuelle 
Verläufe im Vergleich zu früheren, hinreichend ähnlichen Verläufen visuell angezeigt 
(z.B. bei der Prognose der Nierenfunktion), oder es erfolgt z. B. mittels Compositional 
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Adaptation (3) eine automatische Entscheidung (z. B. eine Warnung vor Influenzawel-
len). 
Ergebnisse 
Die beschriebene Methode haben wir ursprünglich für die Analyse und Prognose der Nie-
renfunktion entwickelt und eingesetzt [4]. Da es sich hierbei um multi-parametrische Ver-
läufe handelte, war ein weiterer Abstraktionsschritt notwendig, von einem täglichen Para-
metersatz hin zu einem medizinisch aussagekräftigen, täglichen Nierenfunktionszustand. 
Da ferner die Fallbasis recht umfangreich war, haben wir in sich sehr ähnliche Verläufe zu 
prototypischen Verläufen geldustert und redundante Verläufe aus der Fallbasis entfernt. 
Nun haben wir die gleiche Methodik auf die Vorhersage drohender lnfluenzawellen an-
gewendet (5). Als Ausgangsdaten benutzen wir wöchentliche Inzidenzen, die auf Be-
scheinigungen zur Arbeitsunfähigkeit basieren, die uns die AOK Mecklenburg-Vorpom-
merns seit 1997 zur Verfügung stellt. Da eine Influenzaperiode nur das Winterhalbjahr 
umfaßt und i. a. nur maximal eine Influenzawelle beinhaltet ist unsere Fallbasis noch 
recht klein (6 Perioden, mit drei ausgeprägten InfluenzawelJen), wächst aber kontinuier-
lich an. Für jede Periode haben wir retrospektiv die Zeitpunkte festgelegt, bei denen wir 
ggf. eine Warnung für angebracht hielten. Anschließend haben wir immer genau eine 
Periode aus der Fallbasis herausgenommen und geprüft, ob die gewünschten Warnungen 
mit unserer Methode erzeugt werden. Dies war bei allen uns zur Verfügung stehenden 
Perioden der FalJ. Da deren Zahl aber noch recht klein ist, haben wir unsere Methode 
zusätzlich auf schottische Daten von 1994 bis 2001 angewendet - ebenfalls mit Erfolg. 
Diskussion/Schlussfolgerungen 
Zur Prognose medizinischer Zeitverläufe haben wir Methodik entwickelt und in zwei 
Gebieten erfolgreich . angewendet. Bei dieser Methodik handelt es sich eher um ein Mo-
dell, denn um ein Programm, das nur mit anwendungsspezifischen Daten zu versorgen 
ist. So ist nur das allgemeine Vorgehen generell, anwendungsspezifische Details sind 
festzulegen und zu implementieren: angefangen bei der Definition der Verläufe, über die 
Festlegung der temporalen Abstraktionen, der Ähnlichkeitsmaße, sowie der Constraints 
für hinreichende. Ähnlichkeiten bis hin zur Entscheidung, ob und ggf. wie das System 
eine Entscheidung selbständig treffen oder den Benutzer nur durch d ie visuelle Präsenta-
tion ähnlicher früherer Verläufe unterstützen sollte. 
Bezüglich der Vorhersage von drohender InfluenzaweJJen werden z. z. weltweit diverse 
Anstrengungen unternommen (6, 7), wobei i. a. frühere Verläufe nur implizit in Form 
von statistischen Mittelwerten berücksichtigt werden. Hier boffen wir, durch das explizite 
Rekun'ieren auf frühere Verläufe einen Beitrag zur methodischen Verbesserung der Influ-
enza Surveillance leisten zu können. 
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Abstraktnummer 34/2 
Hochverfügbarkeit von IT-Systemen als Voraussetzung 
für vollständig IT-gestützte Prozessabläufe im Krankenhaus 
Schonlau H, Morzinck T 
Universitätsklinikum Aachen, Bereich Informationstechnologie, Aachen 
Einleitung 
Zur Unterstützung von administrativen und medizinischen Prozessen werden heute in 
Krankenhäusern eine Vielzahl von IT-Systemen eingesetzt, von deren Verfügbarkeit we-
sentliche Funktionen des Krankenhausbetriebes abhängen. Diese Systeme sind in der Re-
gel „historisch gewachsen"; bei ihrem Aufbau ging es um sektorale und partieUe Unter-
stützung von bestimmten Geschäftsprozessen. 
Es steUt sich die Frage, inwieweit die eingesetzten IT-Systeme für die vielerorts anste-
hende Einführung voUständig IT-gestützter Prozessabläufe geeignet sind, und welche 
Maßnahmen im IT-Bereich zur Erreichung des gesteckten Ziels notwendig sind. Thema 
dieser Ausführungen sind nicht die inbalilicben Anforderungen an die im Krankenhaus 
eingesetzten IT-Systeme, sondern die grundsätzlichen Strukturen und Umgebungsbedin-
gungen, die für eine höchst mögliche Verfügbarkeit erforderlich sind. 
Material und Methode 
Bei der Betrachtung von großen Informationssystemen ist es sinnvoll, die gesamte physi-
kalische und logische Infrastruktur in wenige funktionelle Kompartimente aufzuteilen. 
Aus einer logischen Anwendersicht läßt sieb die gesamte IT-Konfiguralion eines Kran-
kenhauses auf die folgenden 4 Kompartimente abbilden, die gleichzeitig funklionsfähig 
sein müssen: 
• Stromversorgungseinrichtungen (Normalnetz, Ersatznetz und batteriegepufferte USV-
Anlage) 
• Zenlrales Rechenzentrum 
• Backbone-Netz 
• Anwendungsbereich 
Innerhalb der aufgezählten Kompartimente lassen sich für spezielle Betrachtungen wie-
der Subkompartimente bilden. Dies gilt insbesondere für den Bereich „Zentrales Rechen-
zentrum", wo im wesentlichen Hard- und Software zu unterscheiden sind. 
Bevor auf spezielle Verfahren zur Herstellung von Hochverfügbarkeit eingegangen wird, 
sollen die Ausfallrisiken von Informationssystemen betrachtet werden. Nach einer von 
der Gartner-Group [l] 2001 durchgeführten Ursacbenanalyse für den Ausfall von profes-
sionellen IT-Systemen lassen sich folgende Hauptursachen unterscheiden: 
• Hardwarefehler (Server, Netzwerk und Stromversorgung) (20%) 
• Softwarefehler (40%) 
• Systemmanagement- und Bedienungsfehler (40 %) 
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Die Verfügbarkeit von IT-Systemen hängt neben anderen Einflußfaktoren ganz wesent-
lich vom eingesetzten Betriebssystem ab. Bei den in der Literatur veröffentlichen Zahlen 
ist jedoch zu unterscheiden, ob diese in sog. Auftragsbenchmarks (2, 3) oder im Ecbt-
betrieb [4] ennittelt worden sind. Im letzteren Falle wird deutlich, dass der erforderliche 
Mindestwert der Verfügbarkeit von 99,9 %, ab welchem erst von Hochverfügbarkeit ge-
sprochen werden kann, ohne besondere Anstrengungen nicht erreicht wird. Wenn die IT 
den von der Medizin gestellten Ansprüchen auf Dauer gerecht werden will, sollte die 
Verfügbarkeit noch deutlich über 99,9% gesteigert werden mit einer garantierten „Mean 
Time Between Failures" von mindestens 6 Monaten. Eine Verfügbarkeit von 99,9% be-
deutet eine Downtime von 8 Stunden und 45 Minuten pro Jahr. Diese Downtime kann 
z. B. durch einen Crash mit stark verzögertem Reboot zustande kommen oder bei sofor-
tigem automatischen Reboot und einer Rebootzeit von Enterprise-Systemen von ca. 
20 Minuten durch 26 Crashs, d. h. einen Crash alle 2 Wochen. 
Ergebnisse 
Es werden differenzierte Kataloge mit einer Vielzahl von technischen und organisatori-
schen Maßnahmen vorgestellt, die primär umgesetzt werden müssen, damit überhaupt 
ein geeignetes Umfeld für den Betrieb von bochverfügbaren Systemen entsteht. Dabei 
kommt der Schwachstellenanalyse und -behebung in allen Kompartimenten und vor al-
lem der Vermeidung von sog. „Single Points of Failures" besondere Bedeutung zu, weil 
ohne Nachhaltigkeit in der Schwachstellenbehebung alle Investitionen in hochverfügbare 
Systeme ins Leere laufen. Um bei den IT-Strukturen Unter- oder Überausstanungen zu 
vermeiden, werden die in den verschiedenen Bereichen von Krankenhäusern erforderli-
chen IT-Verfügbarkeiten definiert, die insgesamt dann einen Verfügbarkeitskataster erge-
ben. 
Zur technischen Herstellung von Hochverfügbarkeit werden die folgenden 10 Verfahren 
erläutert und bewertet, welchen Beitrag zur Senkung der verschiedenen Ausfallrisiken 
sie leisten und welche Kosten sie verursachen. Die Reihenfolge der Darstellung ent-
spricht im wesentlichen dem Ranking bei der praktischen Umsetzung: 
1. Standardisiemng 
3. Monitoring und Logging 
5. Qualitätsmanagement 
7. Entkoppelung von Ausfallrisiken 
9. Serverfarrning 
2. Automatisierung 
4. Proaktive Wartung und Instandsetzung 
6. Reduktion von Komplexität 
8. Minimierung der Recovery-Time 
10. Redundanz 
Im Zusammenhang mic Redundanz ist darauf hinzuweisen, dass dieses Verfahren nur 
geeignet ist, zufällige Fehler - d. h. im wesentlichen Hardwarefehler - zu kompensie-
ren, aber nicht systematische Fehler, die im Bereich der Software aufgrund unzuläng-
licher Programmierung vorherrschen. Auch Management und Bedienungsfehler werden 
durch Redundanz nicht beeinflußt. 
Der Endausbau eines krankenhausweiten hochverfügbaren Informationssystems wird in 
verschiedenen Abstraktionsgraden graphisch dargestellt. Da Hochverfügbarkeit aber nicht 
100-prozentige Verfügbarkeit bedeutet, werden auch robuste Notfallstrategien vorgestellt, 
die besonders dem Workflow in der Medizin Rechnung tragen. Abschließend werden 
Strategien der betriebswirtschaftlichen Optimierung beschrieben, die eine vertretbare Ba-
lance zwischen maximaler Verfügbarkeit und Minimierung der für Aufbau und Betrieb 
von IT-Systemen erforderlichen Ressourcen ermöglichen. 
Diskussion/Schlussfolgerungen 
Um eine Fehlbewertung des erforderlichen Aufwandes zur Herstellung von Hochverfüg-
barkeit zu vermeiden, sei klargestellt, dass Hochverfügbarkeit von IT-Systemen im Kran-
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kenhaus nicht technischer Selbstzweck ist. Hochverfügbarkeit ist vielmehr die Grund-
voraussetzung für die anstehende umfassende Restrukturierung vieler Geschäftsprozesse. 
Hauptziel ist dabei eine erhebliche Steigerung der Produktivität der eingesetzten Res-
sourcen und eine Erhöhung der Qualität der angestrebten Ergebnisse. In der Praxis be-
deutet dies, dass die IT alle Arbeitsbereiche durchdringen wird und IT-gestützte Verfah-
ren herkömmliche Arbeitsweisen ablösen müssen. Ohne ein sehr hohes M aß an 
Verlässlichkeit der rund um die Uhr benötigten geschäftsk.ritischen IT-Systeme - d . h. in 
der Terminologie dieser Arbeit „Hochverfügbarkeit der IT-Systeme" - wird der ange-
strebte Umstrukturierungsprozeß nicht den gewünschten Erfolg bringen, da eine unwirt-
schaftliche Parallelität von alten und neuen Strukturen weiter bestehen bleibt. 
Von besonderer Bedeutung ist in diesem Zusammenhang, dass es aus ärztliche r Sicht 
nur verantwortbar ist, herkömmliche durch neue IT-gestützte Verfahren komplett zu er-
setzen, wenn diese mindestens die gleiche Verlässlichkeit und Robustheit bieten wie die 
bisher eingesetzten. Eine Beschreibung der Auswirkungen eines im November 2002 im 
Beth Israel Deaconess Hospital in Boston aufgetretenen Zusammenbruchs des Kranken-
hausinformationssystems ist in [5] ausführlich beschrieben. 
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Abstraktnummer 34/3 
Beurteilung der Datenintegrität in einem Krankenhaus-
informationssystem mit dem 3-Ebenen-Metamodell (3LGM) 
Brigl B, Wendt T, Winter A 
Universität Leipzig, Institut für Medizinische Informatik, Statistik und Epidemiologie, Leipzig 
Einleitung 
Die Heterogenität eines modernen Krankenhauses spiegelt sich auch in seinem Kranken-
hausinformationssystem (KIS) wider. Aufgrund der sehr speziellen Anforderungen der 
verschiedenen Fachabteilungen eines Krankenhauses basieren die eingesetzten rechnerba-
sierten Werkzeuge häutig auf unterschiedlichen Hardware-Plattformen und Softwarepro-
dukten verschiedener Hersteller [ l). Neben modernen rechnerbasierten Werkzeugen exis-
tieren auch ,Altlasten' (legacy systems) (2), und nach wie vor beherrschen papierbasiene 
,Datenbanken' - die klassische Krankenakte - das Feld. Eine besondere Herausforde-
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rung für das Management solcher heterogenen KJS ist die Gewährleistung der Dateninte-
grität [3], d. h. unter anderem es ist auszuschließen, dass im KIS z11 einem bestimmten 
Zeitpunkt für ein bestimmtes Objekt widersprüchliche Informationen gespeichert sind. 
Die Beurteilung der Architektur eines KJS hinsichtlich ihrer Eignung zur Gewährleistung 
der Datenintegrität ist nicht einfach, da zum einen vollständig dokumentiert sein muss, 
wo welche Daten gespeichert werden und zwischen welchen Anwendungsbausteinen sie 
ausgetauscht werden können und zum anderen diese sehr umfangreiche Dokumentation 
auch ausgewertet werden muss. Das 3LGM2 und der 3LGM2-Baukasten [4) bieten die 
Möglichkeit einer entsprechenden Dokumentation in Fonn von 3LGM2 Modellen. In 
diesem Beitrag wird gezeigt, wie durch Anwendung einfacher Algorithmen auf ein 
3LGM2 Modell eines KIS Aussagen über die Datenintegrität getroffen werden können. 
Material und Methode 
Das 3LGM2 ermöglicht die Modellierung von KIS auf drei Ebenen. Auf der fachlichen 
Ebene wird dargestellt welche Aufgaben durchgeführt werden und welche Objekttypen 
hiervon betroffen sind. Auf der logischen Werkzeugebene werden Anwendungsbausteine 
modelliert, die diese Aufgaben unterstützen, und dargestellt, welche Daten wo verarbei-
tet, gespeichert und transportiert werden. Auf der physischen Werkzeugebene steht die 
notwendige Hardware im Vordergrund. Insbesondere bietet das 3LGM2 die Möglichkeit 
zu modellieren, in welchen Datenbanken Informationen über welche Objekttypen gespei-
chert werden können, welche Datenbank Master-Datenbank für welchen Objekttyp ist, 
welche Kommunikationsverbindungen es zwischen welchen Anwendungsbausteinen gibt 
und welche Objekttypen hierüber transportiert werden können. 
In einem gegebenen 3LGM2 Modell kann daher für jeden Objekttyp festgestellt werden: 
(1) ob ein Objekttyp an mehr als eine Stelle des KIS gespeichert wird, 
(2) ob zu einen Objekttypen eine Master-Datenbank definiert ist und 
(3) falls eine Master-Datenbank zu einem Objekttyp definiert ist, ob Kommunikations-
wege zwischen Anwendungsbausteinen existieren, die es erlauben, Daten über die-
sen Objekttypen zwischen der Master-Datenbank und den anderen Datenbanken, die 
Infomrntionen zu diesem Objekttyp speichern, auszutauschen. 
Aussagen bzgl. (l) und (2) können direkt aus einem 3LGM2 Modell abgeleitet werden. 
Für die Ermittlung der Kommunikationswege wird der Tripelalgorithmus [5] verwendet. 
Dieser ist in der Lage, in einem Graphen einen kürzesten Weg zwischen je zwei Knoten 
zu ermitteln. Aus einem 3LGM2 Modell ist für jeden Objekttyp ein Graph ermittelbar, 
dessen Knoten Bausteinschnittstellen repräsentieren. Eine gerichtete Kante zwischen 
zwei Knoten A und B existiert genau dann, wenn der Objekttyp von A nach B trans-
portiert werden kann. Mithilfe des Tripelalgorithmus können nun beispielsweise Wege 
zwischen den Bausteinschnittstellen des Anwendungsbausteins, der die Master-Daten-
bank eines Objeknyps besitzt und den Bausteinschnittstellen der Anwendungsbausteine, 
die andere diesen Objekttyp speichernde Datenbanken besitzen, ermittell werden. 
Ergebnisse 
Folgende Aussagen können nun aus dem 3LGM2 Modell eines KIS abgeleitet werden: 
(1) Werden Daten zu einem Objekttypen lediglich an einer Stelle im KIS gespeichert? 
In diesem Fall ist die Datenintegrität für diesen Objekttypen gewährleistet. 
(2) Werden Daten zu einem Objekttypen in Datenbanken mehrerer Anwendungsbaustei-
ne gespeichert und ist keine Master-Datenbank festgelegt? In diesem FaJI sollten 
Kommunikationswege zwischen allen diesen Anwendungsbausteinen existieren, über 
die Daten dieses Objekttyps transportiert werden können. Ist dies nicht der Fall, so 
ist eine wichtige Voraussetzung für die Gewährleistung der Datenintegrität nicht er-
füllt. 
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(3) Werden Daten zu einem Objekttypen in Datenbanken mehrerer Anwendungsbaustei-
ne gespeichert und ist eine Master-Datenbank festgelegt? In diesem Fall sollten 
Kommunikationswege zwischen dem die Master-Datenbank besitzenden Anwen-
dungsbaustein und allen anderen Anwendungsbausteinen existieren, über die Daten 
dieses Objekttyps transportiert werden können. Ist dies nicht der Fall, so ist eine 
wichtige Voraussetzung für die Gewährleistung der Datenintegrität nicht erfüllt. 
Aus der Existenz bzw. der Nichtexistenz der Konununikationswege kann transparent ge-
macht werden an welchen Stellen des KIS es zu Problemen bzgl. der Gewährleistung 
der Datenintegrität kommen kann. 
Diskussion/Schlussfolgerungen 
Die vorgestellte Methode zur Beurteilung der Datenintegrität eines KIS macht sich zu-
nutze, dass auf der Grundlage des 3LGMl KIS-Modelle erstelle werden können, die auch 
die Zusammenhänge zwischen den verschiedenen Modellelementen auf verschiedener 
Ebenen enthalten. Sie ist grundsätzlich dafür geeignet, Aussagen hinsichtlich der Daten-
integrität eines KIS zu treffen und ggf. die Stellen in der Architektur des KIS zu identi-
fizieren, die bezüglich der Gewährleistung der Datenintegrität problematisch sind. Es 
werden allerdings keine Aussagen darüber getroffen, ob die Datenincegrität in einem KIS 
tatsächlich gewährleistet ist (das heißt, es wird nicht der tatsächliche Datenbestand be-
trachtet), sondern ob die Architektur des KIS so gestaltet ist, dass die Datenintegrität 
gewährleistet werden kann. Insbesondere erlaubt es dieser Ansatz auch, die Konsequen-
zen für die logische Architektur des KIS, die aus den fach lichen Anforderungen ergeben, 
transparent zu machen. Allerdings hängt die Aussagekraft stark von der Qualität der zu-
grunde liegenden 3LGM2 Modelle ab. Dies betrifft vor allem die Festlegung der Objekt-
typen und die Vollständigkeit der Modelle. 
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Abstraktnummer 34/4 
CERES - ein Instrument zur webbasierten Darstellung, 
Pflege und Visualisierung von Krankenhausinformationen 
Weßel C, Karakas G, lßler L, Weymann F, Palm S, Spreckelsen C, Spitzer K 
RWTH Aachen, Universitätsklinikum, Institut für Medizinische Informatik, Aachen 
Einleitung 
Unterschiedlichste Akteure im Gesundheitswesen haben großen Bedarf an Informationen 
über Krankenhäuser. Dieser Bedarf besteht zum einen bei Design und Wartung von 
Krankenhausinformationssystemen (KIS), zum anderen bei der Vorbereitung und Durch-
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führung strategischer und operativer Entscheidungen. Das hierzu erforderliche Material 
wie grafische Darstellungen, Kennzahlen und Vergleiche wird in der Beratung (Consul-
ting), aber auch innerhalb von Einrichtungen des Gesundheitswesens zusammengestellt. 
Die zur Verfügung stehenden Informationsquellen sind jedoch vielfältig und teilweise 
unübersichtlich. 
Im Forschungsprojekt CERES wird ein Instrumentarium entwickel t. mit dem die von 
KIS-Entwicklern und Beratern benötigten Informationen über Krankenhäuser in struktu-
rierter, aktualisierbarer Form onsunabhängig zur Verfügung stehen und bearbeitet werden 
können. Das Instrumentarium beinhaltet ein webbasiertes Front-End zur Abrufen der In-
formationen in tabellarischer und grafischer Form. 
Der Kern des CERES-Instrumentariums ist ein MetamodeU des Krankenhauses, MINER-
VA, das im Gegensatz zum häufig angewendeten prozessorientierten Ansatz Strukturen, 
Organsationseinheiten und Akteure sowie ihre Beziehungen zueinander statisch modelliert. 
Material und Methode 
CERES basiert auf der Annahme, dass allen Krankenhäusern in ihren unterschiedlichsten 
Ausprägungen ein gemeinsames abstraktes Metamodell zugrunde gelegt werden kann. 
Das dazu notwendige Abstraktionsniveau reicht aus, um alle für die Beratung und das 
KIS-Design erforderlichen Strukturen, Organisationseinheiten und Akteure sowie deren 
Beziehungen zueinander abzubilden. 
Das Krankenhaus-Metamodell MINERVA wird mithilfe der Unified Modeling Language 
(lJML) als objektorientiertes Modell von einem multidisziplinären Entwicklerteam mit 
Fachleuten aus der Informatik, der Medizin und der Ökonomie erstellt [l]. Bei Bedarf 
werden weitere Experten hinzugezogen. MINERVA repräsentiert die Struktur, die Orga-
nisationseinheiten und die Akteure in einem Krankenhaus mü ihren Eigenschaften und 
Beziehungen zueinander als Klassen und stellt so auf abstrakter Ebene alle relevanten 
Sachverhalte dar. Konkrete Krankenhäuser lassen sieb dann anhand der „Regeln" des 
Metamodells strukturiert erfassen: Beispielsweise wird der Chefarzt einer Fachabteilung 
im Modell zu einem Objekt der Klasse ,,Arzt", das mit einem Objekt der Klasse ,,Fach-
abteilung" über eine Assoziationsklasse „FunktionArzt" mit dem Attribut „Chefarzt" ver-
knüpft ist. 
Die Modellierung von MINERVA erfolgt mit steter Evaluierung jedes Entwicklungs-
schritts. Wichtigste Unterstützung dieses Prozesses bietet dabei das im Projekt entwickel-
te CERES-Instrumentarium, das eine automatische Generierung aller Anwendungen zur 
Pflege und Visualisierung der Krankenhausdaten aus dem Metamodell erlaubt. Nach je-
dem Modellierungsschritt werden die Anwendungen in kürzester Zeit generiert und die 
Anwendbarkeit des Metamodells auf konkrete Krankenhäuser geprüft. Dabei aufgezeigte 
Probleme werden direkt im nächsten Modellierungsschritt berücksichtigt. Dieses Vor-
gehen mit einer steten Qualitätssteigerung der Modellierung und extrem kurzen Revisi-
onszyklen bezeichnen wir als Entwicklungsbelix. 
Die auf dem Metamodell MINERVA basierenden, automatisch generierten Softwarebau-
steine sind: 
die Web-Anwendung CAMESE zur manuellen Datenpflege 
das Assistentensystem ARIADNE, das den Anwender bei der Datenpflege unterstützt 
das Importsystem KREUSE, mit dem der Datenimport aus bestehenden (kommerziel-
len) Datenbanken erfolgt 
die Visualisierung TELLUS, die die Daten in einer Webbrowser-Oberfläche grafisch 
darstellt. 
Das multidisziplinäre CERES-Entwicklerteam kommt aus der Informatik, der Medizin, 
der (Gesundheits-)Ökonomie und Public Heallh. Weitere Bereiche sind Mathematik, 
Physik und Philosophie, Ingenieurswissenschaften. 
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Ergebnisse 
Zum derzeitigen Zeitpunkt ist es uns möglich, strukturierte, aktualisierbare Informationen 
über Krankenhäuser objektorientiert zu erfassen, ortsunabhängig über das World Wide 
Web zur Verfügung zu stellen und einfach zu bearbeiten. 
Die grafische Erstellung des MetamodeUs in UML und die einfache, automatische Gene-
rierung der Anwendungen für die Dateneingabe und -darstellung machen eine flexible 
Anpassung des Metamodells MINERVA an neue Erkenntnisse und die einfache Heraus-
hebung von Schwerpunkten in den Anforderungen an CERES jederzeit möglich. Die 
Veränderungen im Metamodell werden unmittelbar in die weiteren Bausteine von 
CERES übernommen. 
Diskussion/Schlussfolgerungen 
Objektorientierte Modellierungen werden im Krankenhausbereich vor allem für die Ana-
lyse und das Design von KIS eingesetzt [2, 3). Systemanalysen, die neben dem tech-
nischen auch den sozialen Aspekt einbeziehen, konzentrieren sich ebenfalls auf Informa-
tionssysteme [4]. Unser objektorientiertes Metamodell MINERVA verfolgt mit der 
Einbeziehung von Organisationsstrukturen, Akteuren und Assoziationen einen umfassen-
den Ansatz und erreicht eine hohe Übersichtlichkeit durch den bewussten Verzicht auf 
prozessorientierte DarsteUungen (workflows) [5]. Workflows konzentrieren sieb zudem 
jeweils auf Teilaspekte, während MINERVA das gesamte Krankenhaus modelliert. MI-
NERVA ist durch die fortlaufende Revision und Evaluierung durch Anwendung hochfle-
xibel. Ein solcher Ansatz wurde im Bereich der Krartkenhausinfonnationssysteme unse-
res Wissens nach bisher nicht verfolgt. 
Die webbasierte Arbeit, d. h. der Einsatz der vom Internet bekannten Browsertechnolo-
gien und das unilokuläre Vorhalten von Daten finden zunehmend Verbreitung. Beispiele 
sind die Telematik, Multicenterstudien und die digitale Patientenakte sowie das Quali-
tätsmanagement [6-9]. 
Im weiteren Verlauf des CERES-Projekts wird zu identifizieren sein, wie detailliert und 
differenziert das Metamodell Krankenhaus gestaltet werden muss. Dabei ist jeweils auf 
das zu Grunde liegende Bedürfnis nach Informationen der einzelnen CERES-Zielgrup-
pen (Berater, KIS-Entwickler und weitere) zu achten. 
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Abstraktnummer 35/1 
Randomisierte Interventionsstudien zur Evaluation 
neuer Medien in der medizinischen Lehre 
Schulz S, Auhuber T, Klar R 
Universitätsklinikum Freiburg, Medizinische Informatik, Freiburg 
Die Methodik der randomisierten, kontrollierten Studie wird oft gleichgesetzt mit patien-
tenorientierter klinischer Forschung, wobei zumeist vergessen wird, dass beispielsweise 
die Technik der Randomisierung zuerst bei landwirtschaftlichen Experimenten verwendet 
wurde, und dass Psychologie, Wirtschafts- und Sozialwissenschaften ebenfalls für sog. 
Ex Post-Analysen ein vergleichbares Methodeninventar entwickelt haben. 
Zweifelsohne werden die meisten wissenschaftlichen randomisierten lnterventionsstudien 
im Bere ich der Medizin durchgeführt, mit bisher ca. 170 000 Studien laut MEDLINE 1). 
Im nichtmedizinischen Bereich dominiert die empirische Kriminologie [3] (6000) vor 
der empirischen Sozialforschung und der Psychologie (je 3000), während die empirische 
Bildungsforschung mit bisher weniger als tausend randornisierten Studien weit abge-
schlagen bleibt [2]. 
Dies überrascht, wurde doch bereits in den sechziger Jahren gefordert, Reformen im 
Bildungsbereich durch experimentelle Begleitforschung auf ihre Zweckmäßigkeit zu 
überprüfen. Tatsächlich beschränkt man sieb bisher meist darauf, Struktur- und Prozess-
qualität zu messen, während Aussagen zur Ergebnisqualität aufgrund fehlender Beobach-
tungs- und Strukturgleichheit der Gruppen weitgehend spekulativ sind. So resultiert eine 
Fülle von Forschungsergebnissen mit eher bescheidener Evidenz, und speziell für byper-
mediale Lernsysteme wird „im Land der Null-Hypothesen" eine „Nicht-Evaluierbarkeit" 
postuliert [7]. Selbst in den USA, wo weitaus am meisten Bildungsforschung betrieben 
wird, wurde im Jahre 2000 gerade mal ein einziges Forschungsvorhaben mit einem ran-
domisierten Studiendesign öffentlich gefördert [4, 5). 
Eine Medline-Rechercbe erbrachte 38 randomisierce Studien zu elektronischen Medien 
in der medjzinischen Aus- und Weiterbildung. Methodisch steht unter den wenigen ran-
domisierten Vergleichsstudien das sogenannte Crossover-Design im Vordergrund, wel-
ches an einer eigenen Studie kurz skizziert werden soU. Gegenstand unserer Unter-
suchung war hierbei ein interaktiver Patbologieatlas, der kursbegleitend zum Selbstlernen 
genutzt wird und das Priifungswissen des Fachs allg. Pathologie umfasst. Er enthält Tau-
sende mikroskopischer Bilder i11 unterschiedlicher Vergrößerung, die mit kurzen Lerntex-
ten versehen sind. 
Um zu priifen, ob djeses Lernprogramm dem Selbstlernen mit Lehrbüchern und Atlanten 
überlegen ist, teilten wir 72 Probanden aus dem Kurs der allgemeinen Pathologie durch 
Randomisierung in zwei Gruppen ein. Gruppe I erarbeitete einen Themenkomplex A mit 
Hilfe des Programms und den Themenkomplex B mit Hilfe der Bücher. Gruppe Il hin-
gegen verwendete Bücher für das Thema A, und das Programm zur Erarbeitung von B. 
1 ) hup://www.ncbi.nlm.nih.gov/PubMed/ 
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Im Anschluss mussten alle Probanden je drei unbekannte Präparate pro Themenbereich 
am Mikroskop identifizieren. Als Ergebnis zeigte sich ein arithmetisches Mittel von 1,85 
richtig beantworteten Fragen beim Lernen mit Buch, sowie von 1,97 beim Lernen mit 
Computer, so dass die Nullhypothese, nämlich die der Gleichwertigkeit beider Lernfor-
men, nicht abgelehnt werden konnte (1). 
Ein wesentlicher Vorteil eines Crossover-Versuchsplans [6] liegt darin, dass jeder Pro-
band sowohl Test- als auch Kontrollperson ist. Dadurch kommt man mit kleineren Stich-
proben aus, und die Forderung nach Strukturgleichheit zwischen den Gruppen ist in na-
hezu idealer Weise verwirklicht. Weiterhin besteht Chancengleichheit zwischen beiden 
Gruppen, selbst unter der Annahme, dass mit den beiden Lehrmethoden deutlich unter-
schiedliche Ergebnisse erzielt werden. Somit können derartige Studien im Rahmen von 
Routineveranstaltungen realisiert werden. Berücksichtigt werden müssen - ebenso wie 
bei Crossover - Studien im klinischen Bereich, Perioden- und Residualeffekte. Die 
größte Schwierigkeic bei Bildungsstudien ist jedoch die Auswahl der Zielparameter, so-
wie die Beurteilung ihrer Validität. Sicherlich empfiehlt es sich, im Rahmen von Studien 
diejenigen Mechanismen zur Leistungsbewertung zu verwenden, die auch sonst Anwen-
dung finden, also Klausuren, sowie praktische und mündliche Prüfungen. Ein weiteres 
Problem ist, dass eine Verblindung der Gruppen nicht möglich ist. Unabdingbar ist dage-
gen die Verblindung bei der Erfolgskontrolle einerseits im Hinblick auf die Gruppen-
zugehörigkeit der Prüfünge, und andererseits hinsichtlich der Kenntnis von Details der 
miteinander konkurrierenden Lernszenarien. Keinesfalls dürfen also die Prüfer in die 
Herstellung der verwendeten Lernmittel involviert sein. Da Lernerfolg auch darin be-
steht, die erlernten Inhalte möglichst lange im Gedächtnis zu behalten, ist weiterhin zu 
fordern, die Nachhaltigkeit des Wissens durch mindestens zwei Erfolgskontrollen in zeit-
lichem Abstand zu bewerten. 
Trotz aller methodischer und organisatorischer Probleme sollte der Methodenstandard 
klinischer Forschung auch von der Bildungsforschung erfüllt werden. Dieser Standpunkt 
wird auch unterstützt von der Camp bell Collaboration 2), die nach dem Vorbild der Coch-
rane Collaboration systematische Reviews in den Sozial- und Verhaltenswissenschaften 
erstellt. Ebenso sind Bestrebungenin den angelsächsischen und nordeuropäischen Län-
dern zu beobachten, unter dem Stichwort „Evidence Based Education" methodische 
Standards für Bildungsforschung einzuführen. Sowohl für die Biometrie als auch für die 
Medizinische Informatik kann die interventionelle Bildungsforschung interessante Ansät-
ze darstellen, sowohl für wissenschaftliches Arbeiten, als auch die Umsetzung in prakti-
sche Ausbildungsmodule im Interesse der Studierenden. 
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Abstraktnummer 35/2 
Verwendung von computergestützten Fällen als Teil 
eines OSCE 
Körner BH, Fischer M, Holzer M, Schewe S 
Medizinische Klinik der Ludwig-Maximilians-Universität München, AG lnstruct, München 
Fallorientierte Lernsysteme können zur Messung der Fähigkeit Probleme im kognitiven 
Bereich zu lösen verwendet werden. Wir haben in einer Studie mit 223 Studenten einen 
Computergestützten Fall mit der Papierversion als eine Station eines OSCE verglichen. 
Dies ist das erste Mal das unser Web basierten Fallorientieren Lernsystem mit den Na-
men CASUS inerhalb einer Prüfung verwendet wird. 
Alle Studierenden des 4 klinischen Semesters nehmen verpflichtend an einem vier Wo-
chen tanzen Problem Orientierten Blockkurs teil. Zu den Kursen, die aus Tutorials, Prak-
tischen Ubungen, Vorlesungen, ,,Bedside" Elementen und Praktika zu Spezialmethoden 
bestehen, wurden von uns 10 Fälle zum freiwilligen SelbstStudium angeboten. Am Ende 
des Kurses steht ein OSCE mit 4 Stationen, im WS 2002/03 wurden 4 1 Studenten zufällig 
ausgewählt, und diesen der Fall in der Prüfung mit dem Computer präsentiert, allen ande-
ren Studenten wurde der Fall, wie in den letzten Semestern, in Papierform vorgelegt. 
Die Motivation der Studenten die kursbegleitenden Fälle zu bearbeiten war gut, 56% der 
Studenten (126 von 223) bearbeiteten, um sich auf die Prüfung vorzubereiten, alle (10) 
Fälle, nur 12 % (27) der teilnehmenden Studenten bearbeiteten keinen der Fälle. Die Stu-
denten die Fälle zur Prüfungsvorbereitung bearbeiteten scbnitlen in der entsprechenden 
OCSE Station signifikant besser ab. Entgegen den primären Erwartungen schnitten Stu-
denten die den Fall am Computer bearbeiteten, signifikant schlechter ab, als die Studen-
ten die denselben Fall als Papierversion bearbeiteten. Die Arbeit der Tutoren die Prüfung 
zu managen und zu bewerten wurde durch die gute Lesbarkeit und e ine Vorverarbeitung 
wesentlich unterstützt. 
Für das signifikant schlechtere Abschneiden der Studenten die, die Fragen am Computer 
bearbeiteten gibt es verschiedene Erklärungsmöglichkeiten. Durch eine Nachauswertung 
der Prüfungsbögen, konnten einige Studenten identifiziert werden, den trotz der Vielfälti-
gen Angebote noch elementare Computerkenntnisse fehlen. Dies deckt sich mit den Be-
obachtungen von unseren Observem, die die Studenten während der Prüfung beobachte-
ten. Ein weiteres Einflussfaktor könnte der zur Verfügung stehende Platz gewesen sein. 
Unserer Meinung nach können Computergestützte Fälle für Prüfungen verwendet wer-
den, aber immer noch gibt es einige wenige Studenten, denen grundlegende Comput-
erkenntnisse fehlen. 
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Abstraktnummer 35/3 
Ein webbasiertes Lernsystem für die Medizinische Terminologie 
Bemauer J, Spitzer B 
Fachhochschule Ulm, FB Informatik, Ulm 
Einleitung 
Ein Kurs in Medizinischer Terminologie ist obligat sowohl im Medizinstudium als auch 
in manchen medizinorientierten Studienfächern. Lernziele sind in der Regel die Grund-
lagen der lateinischen Grammatik, insbesondere die Deklination der Substantive und Ad-
jektive, die Prinzipien der Tenninusbildung, die Vorsilben und Nachsilben, die Bedeu-
tung der wichtigsten lateinischen und griechischen Stammwörter sowie die Bedeutung 
der Termini, die aus diesen Stammwörtern zusammengesetzt sind bzw. sich aus ihnen 
ableiten. Diese Lernziele werden je nach Zielgruppe unterschiedlich gewichtet. So liegt 
im Medizinstudium ein Schwerpunkt auf der aktiven Terminusbildung, während in medi-
zinorientierten Studiengängen eher das Erlernen und Ableiten der Bedeutung der Fach-
termini im Vordergrund steht Derzeit wird an der Fachhochschule Ulm in Kooperation 
mit der Abteilung Anatomie der Universität Ulm ein interaktives webbasiertes Lernsys-
tem entwickelt, welches im Medizinstudium der Uni Ulm und im Studiengang Medizi-
nische Dokumentation und Infonnatik der Fachhochschule eingesetzt werden kann. 
Material und Methode 
Ziel der Entwicklung ist ein einheitliches Anwendungssystems für beide Zielgruppen, 
welches verschiedene Fragetypen vorhält, die zum Training und zur Wissenskontrolle 
benötigt werden. Die Lerninhalte sollen spezifisch für die Zielgruppen entwickelt werden 
können, wobei Inhalte auch gemeinsam nutzbar sein sollen. Dazu sind die folgenden 
Fragetypen relevant: (1) Wortvervollständigung: Zu einer bestimmten Bedeutung werden 
einzelne Wörter oder mehrerer Wörter (Phrasen) ohne Flexionsendungen vorgegeben. 
Die entsprechenden Flexionsendungen müssen ergänzt werden. (2) kontrollierte Wortein-
gabe: Zu einer vorgegebenen Frage können ein oder mehrere Wörter eingegeben werden. 
(3) Einfach-/MehrfachauswahJ: Zu einer Frage werden Lösungen angegeben, die richti-
ge(n) Lösung(en) muss/müssen markiert werden. (4) Zuordnung: Zu einer Fragestellung 
werden zwei Listen vorgegeben. Jedem Element der ersten Liste muss (genau) ein Ele-
ment der zweiten Liste zugeordnet werden. (5) Sequenzbildung: Es werden Begriffe in 
einer zufälligen Reihenfolge vorgegeben, die anschließend in eine Reihenfolge gebracht 
werden müssen. (6) Freitexteingabe: Zu einer (oder mehreren) Frage(n) können Freitext-
antworten gegeben werden. Diese Fragetypen können für unterschiedliche didaktische 
Ziele eingesetzt werden. Jeder Fragetyp kann zusätzlich mit Bildern kombiniert werden 
oder mit einem erläuternden Kommentar versehen werden. Die einzelnen Fragen können 
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Kapiteln zugeordnet werden, innerhalb eines Kapitels müssen sie sequentiell angeordnet 
werden. Die Benutzereingaben werden vom Lernsystem korrigien, die Leistungen wäh-
rend einer Sitzung werden quantitativ bewenet. 
Ergebnisse 
Ein Prototyp des Lernsystems liegt vor. Es glieden sich in einen für die Uni bzw. für 
die FH spezifischen Kursteil. Innerhalb eines jeden Kursteils findet eine Gliederung in 
die Kategorien Wörter und Wortbildung und Bedeutungsgruppen statt. Unter diesen Ka-
tegorien befinden sich Kapitel, die spezifisch für die Zielgruppen sind .. Insgesamt um-
fasst das System mehr als 500 Fragen, wobei 20% der Fragen in beiden Kursteilen ge-
meinsam verwendet werden. Die Evaluation des Systems ergab, dass ca. 70% der 
Studierenden den Nutzen des Systems als hoch bewerteten. Ca. 25% der Befragten ga-
ben an, das System nur an Rechnern innerhalb der Hochschule zu nutzen. 
Diskussion/Schlussfolgerungen 
Der Nutzungsgrad und der subjektive Lernerfolg der Studierenden zeigen, dass der Be-
trieb und die Weiterentwicklung des Lernsystems vorteilhaft ist. Ziel der Fortentwicklung 
ist insbesondere die Bereitstellung weiterer Inhalte, die zusätzliche Berücksichtigung der 
englischen Terminologie, akustisches Feedback, die erneute Präsentation falsch beant-
worteter Fragen in gebündelter Form sowie ein webbasierter Autorenzugang. 
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Abstraktnummer 36/1 
Systemvalidierung in klinischen Studien - Erstellung eines 
Validierungspakets für die KKS und andere Verbünde 
Speer R, Kuchinke W, Meisner C, Schwabedissen M, Troost R, Wittenberg M 
Universität Leipzig; IMISE, Leipzig 
Einleitung 
ln den medizinischen Forschungsverbünden, aber insbesondere in den durch das BMBF 
geförderten Kompetenznetze und Koordinierungszentren für Klinische Studien (KKS), 
werden GCP-konforme oder zulassungsrelevante Studien durchgeführt. Zur Unterstüt-
zung dieser klinischen Studien werden auch Softwarelösungen eingesetzt. In diesem 
Rahmen stellt sich den Forschungsverbünden die Frage nach der Validierung ihrer Soft-
waresysteme. Für GCP-konforme Studien reicht es nicht aus, eine funktionierende und 
getestete Softwarelösung einzusetzen; die Benutzung der Software muss auf GCP-Kon-
formität hin validiert werden. Dazu gibt es inzwischen eine Anzahl von Richtlinien für 
den Einsatz von RDE und elektronischen Dokumenten in GCP-konformen klinischen 
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Studien, die von dem Computernutzer berücksichtigt werden müssen. Da die Aufgabe 
darin besteht, bei der Computerunterstützung klinischer Studien GCP-konform und mit 
einem validen System zu arbeiten und die Validität des Systems über die gesamte Ein-
satzdauer der Software Aufrechtgehalten werden muss, erhält der Validierungsprozess 
der Systeme einen hohen Stellenwert für die Qualitätssichemng klinischer Studien in 
den KKS und Verbünden. 
Material und Methode 
Auf der Grundlage der im Rahmen des Projektes „Studienmanagementsoftware" der Te-
lematikplattform für medizinische Forschungsverbünde beschafften Daten- und Studien-
managementwerkzeuge eResearch Network und MACRO sowie von eigenen entwickel-
ten Softwarelösungen wurde durch die beteiligten Projektpartner unter Koordination 
durch das KKS Leipzig und das KKS Düsseldorf ein Systemvalidierungsprozess an 
Hand dieser Softwarelösungen beispielhaft für alle Verbünde durchgeführt und dokumen-
tiert. Es wurde ein Work:flowprozess für die Systemvalidierung und die Aufrechterhal-
tung des validierten Zustandes der Software aufgestellt, der für alle Softwarelösungen 
gelten soll. Parallel dazu wurden die notwendigen Voraussetzungen erfasst, Prozeduren, 
Testschemata, Hilfen und Anleitungen entwickelt. Besondere Berücksichtigung wurde 
dabei auch auf die web-basietten Funktionen der Software gelegt. Aus den Erfahrungen 
mit der Validienmg entstanden Vorlagen für wichtige Validierungsdokumente, wie z.B. 
den Validation Master Plan, die lnventarerfassung, die Validiemngs-SOPs, das Defect 
Tracking-Ookument, die Traceability Matrix, den Testplan, etc., die von allen Verbünden 
auch für andere Softwarelösungen genutzt werden können. 
Die Dokumente und Vorlagen sind nach dem Baukastenprinzip aufgebaut. Sie wurden 
so standardisiett und mit Eingabefeldern für spezifische Informationen versehen, dass sie 
je nach den Gegebenheiten eines Verbundes miteinander kombiniert werden können. So 
soll es einem KKS oder Verbund möglich sein z. B. den Master Validation Plan aus 
vorformulierten Dokumenten nach minimaler Anpassung zusammenzusetzen. 
Ergebnisse 
Im Rahmen des Projektes „Systemvalidierung in klinischen Studien - Erstellung eines 
Validierungspakets für die KKS und andere Verbünde" wurden die für eine Validierung 
von Softwaresystemen notwendigen Dokumente erstellt und anhand von entsprechenden 
Validierungen auf ihre Praktikabilität getestet. Im Rahmen von Workshops und Schulun-
gen wurde bei den Beteiligten die notwendige Kompetenz geschaffen. Oie Projektbetei-
ligten wurden in die Lage versetzt, ihre Systeme eigenständig zu validieren und diesen 
validen Status zu erhalten. 
Die erarbeiteten Dokumente und Vorlagen werden allen Verbünden in elektronischer 
Fonn zur Verfügung gestellt. Gleichzeitig dient die erarbeitete Kompetenz auf dem Ge-
biet der Systemvalidierung als Grundlage für die weitere Unterstützung der Verbünde. 
Diskussion/Schlussfolgerungen 
Die Frage einer effizienten Systemvaliderung spielt bei den Forschungsverbünden bei 
der Durchfühmng von GCP-konfonneo Studien aufgrund der begrenzten Ressourcen ei-
ne große Rolle. Durch den Einsatz des erstellten Validierungspaketes werden die For-
schungsverbünde in die Lage versetzt, mit einem minimalen Einsatz von Ressourcen 
GCP-konforme Studien auf der Grundlage von validietten Systeme durchzuführen. 
Literatur 
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Abstrak1nummer 36/2 
Herausforderungen bei der Implementierung 
einer kommerziellen Data Management Software 
in einem Koordinierungszentrum für Klinische Studien 
in Düsseldorf - ein Erfahrungsbericht 
Venizeleas D, Eich HP, Ohmann C 
Heinrich-Heine-Universität Düsseldorf, Koordinierungszentrum für Klinische Studien, Düsseldorf 
Einleitung 
Die Umsetzung geltender Regulatorien und Qualitätssicherungsforderungen beim Data 
Management in klinischen Studien kann durch den Einsatz spezieller Studiensoftware un-
terstützt werden. Die verfügbaren kommerziellen Softwareprodukte sind für die Bedürfnis-
se der pharmazeutischen Industrie konzipiert. Eine Umsetzung innerhalb des Non-Profit 
Bereiches der klinischen Forschung im akademischen Umfeld erfordert die Berücksichti-
gung spezieller Gegebenheiten. Die Grundlage der verfügbaren Ressourcen ist eine andere 
als im Umfeld der pharmazeutischen Industrie, aber auch die Anforderungen an die Um-
setzung bestimmter Prozesse werden anders gewichtet. Die Einflüsse der verschiedenen 
Faktoren auf Prozesse, Organisation und Projektplanung werden beleuchtet. 
Dieser Beitrag berichtet über die Erfahrungen bei der Implementierung und Durchfüh-
rung von klinischen Studien mit der kommerziellen Studienmanagementsoftware eReser-
achNetwork, die seit Mitte 2002 am KKS Düsseldorf eingesetzt wird. 
Material und Methode 
Die Phasen der Implementierung der Software vor Ort werden beschrieben (Implemen-
tierung, Validierung) und Faktoren gesucht, die den Verlauf beeinflusst haben und aus 
denen Schlussfolgerungen für zukünftige derartige Projekte gezogen werden können 
(z. B. Schulung, Softwareupdates). Zur Problembehebung fanden wöchentliche Telefon-
konferenzen statt und durch ein Herscellerseitiges „bug-tracking" Verfahren unterstützt 
wurden. Zusätzliche Fragen wurden durch die Hotline Support (E-mail, Telefon) erörtert. 
Ergebnisse 
Die Implementierung erforderte dynamische und auch strukturelle Anpassungen der für 
das Data Management relevanten Prozesse. Es mussten neue Prozesse betrachtet werden, 
die zuvor in der Routine nicht umgesetzt waren. Insofern hat bereits die Implementie-
rung der Software zur Unterstützung der umzusetzenden Standards beigetragen. 
Die Studienmanagementsoftware eResearchNetwork wird im KKS Düsseldorf zurzeit in 
6 Studien unterschiedlicher Komplexität eingesetzt (z.B. Anzahl der CRF Seiten und 
klinische Parameter). Auch das medizinische Umfeld variiert stark (Rheumatologie, Dia-
betes, Akute Bauchschmerzen, obere gastrointestinale Blutung, Ernährung auf Intensiv-
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Station, Alkoholismus). Die Srudien wurden einem standardisierten Validierungsprozess 
unterzogen bevor sie online geschaltet wurden. 
Diskussion/Schlussfolgerungen 
Es gab für die Implementierung keine adäquaten Vorgaben zur deren Unterstützung. Die 
Consulting Unterstützung durch den Hersteller war geprägt von Erfahrungen aus der 
Phannaindustrie und wenig hilfreich in unserem Umfeld. Dies bezieht sich auch auf die 
notwendigen Ressourcen zur Implementierung und Pflege des Systems. Für die Zukunft 
wird es relevant sein, personelle und finanzielle Ressourcen vorzusehen, die mil der Pfle-
ge der Software aber auch mit den abgebildeten Arbeitsprozessen vertraut sind. 
Abstraktnummer 36/3 
Flexible, protokollbasierte Therapie auf Basis 
adaptiver Workflows 
Greiner U, Ramsch J, Heller B, Löffler M, Rahm E 
Universität Leipzig, Institut für Informatik, Leipzig 
Einleitung 
Viele medizinische Therapien basieren auf standardisierten Protokollen, z. B. Chemothe-
rapien in der Onkologie. Die darin festgelegten Behandlungsprozesse sind stark struktu-
riert und sehr detailliert formuliert. So werden in typischen Chemotherapieprotokollen 
die Therapieschritte bis hin zu einzelnen Medikamentengaben spezifiziert. Workflow-Ma-
nagement-Systeme (WtMS) sind deshalb ein geeignetes Werkzeug, um die Durchführung 
solcher Protokolle zu unterstützen. 
In friiheren Untersuchungen [3] wurde deutlich, dass die Therapien trotz der genauen 
Vorgaben einen gewissen Grad an Flexibilität besitzen. Bei einer signifikanten Anzahl 
von Fällen treten Ausnahmen auf, bei denen in vorgeschriebener, aber nicht im Work-
flow modellierter Weise vom geplanten Bebandlungsverlauf abgewichen werden muss. 
Um Workflow-Systeme dennoch einsetzen zu können, ist es notwendig die laufenden 
Workflows zu adaptieren (d. h. zu verändern), um sie an die neue Therapiesiruation an-
zupassen. Aufgnmd der hoben Komplexität der Therapieprotokolle und der großen Da-
tenmenge (L0- 30 Befunde pro Patient und Tag bei unterschiedlichen Protokollen) ist es 
außerdem notwendig, den behandelnden Arzt bei der Erkennung der Ausnahmen und 
der Auswahl der passenden Adaption zu unterstützen. 
Um das medizinische Personal von der manuellen Ausnahmebehandlung zu entlasten, ist 
ein System erforderlich, das Ausnahmen erkennt und durch automatische Adaptionen 
sicherstell t, dass laufende Therapien trotz Ausnahmen weiter durchgeführt werden kön-
nen. Ein solches System ist insbesondere für den Einsatz in klinischen Studien geeignet, 
da do1t die Protokoll-Konfonnität der Behandlung besonders wichtig ist. Tnfolge der Ver-
besserung der Protokoll-Konformität ist dann auch eine Erhöhung der Behandlungsquali-
tät zu erwarten. 
Methode 
Eine geeignete Methode zur Unterstützung einer flexiblen, protokollbasierten Behand-
lung ist die Kombination von Workflow-Technologie mit einer Wissensbasis. Ein WfMS 
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ermöglicht die Modellierung des Therapieablaufs rnü einem Work.flow-Editor und die 
Ausführung der Behandlungsprozesse mit einer Worktlow-Engine. Hauptkennzeichen ei-
nes WtMS sind die klare Trennung von Prozesslogik und Anwendungsprogrammen so-
wie die Integration automatischer und manueller Aktivitäten. Die Interaktion mit dem 
Nutzer erfolgt über den Arbeitslisten-Client, der jeweils die nächsten auszuführenden 
Aktivitäten anzeigt. 
Die Wissensbasis enthält medizinisches Domänenwissen und spezifisches Wissen aus 
den Therapieprotokollen, mit dessen Hilfe Ausnahmen erkannt und notwendige Adaptio-
nen der betroffenen Workflows gefolgert werden. Dabei werden Ausnahmen betrachtet, 
von denen bekannt ist, dass sie während der Behandlung auftreten können (wie Neben-
wirkungen bestimmter Medikamente), aber nicht, ob und zu welchem Zeitpunkt sie bei 
einem Patienten auftreten werden. Aus diesem Grund können sie nicht bei der Work-
flow-Definition berücksichtigt werden. 
Ergebnisse 
Um die protokollbasierte Therapie zu unterstützen, wurde in einem DFG-geförderten 
Projekt [2] das System AdaptFlow entwickelt (s. Abb. l). Es erweitert die Funktionalität 
eines WJMS um Module zur Folgerung und Ausführung von Workflow-Adaptionen. Das 
verwendete WfMS [4] bietet die Möglichkeit laufende Therapien automatisch zu verän-
dern, indem z.B. Aktivitäten eingefügt oder gelöscht werden. 
AdaptFlow arbeitet wie folgt (vgl. Abb. 1): Wird in die patientenbezogene Datenbank 
ein Wert eingetragen, der eine Ausnahme auslösen könnte (z. B. ein Leukozytenwert, der 
unterhalb eines bestimmten Grenzwerts liegt), wird das Monitori11g-Modul aufgerufen, 
das die Wissensbasis konsultiert. Diese bestimmt, ob tatsächlich eine Ausnahme vorliegt 
und welche Änderungen an der Therapie vorgenommen werden müssen. 
Anschließend übersetzt das Monitoring-Modul die notwendigen Änderungen in so ge-
nannte Kontrollaktionen, die die Work:flow-Adaptionen technisch beschreiben. 
AdaptFlow unterstützt folgende Kontrollaktionen: 
• Löschen einer Aktivität, z. B. Medikament x für den nächsten Therapiezyklus (drop), 
• Einfügen einer Aktivität, z.B. Medikamentengabe für eine supportive Therapie (add), 
• Ersetzen einer Aktivität durch eine andere, z.B. bei Unverträglichkeit (replace), 
• Verschieben einer Aktivität, z.B. des nächsten Therapiezyklus um eine Woche (post-
pone), 
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Jede Kontrollaktion enthält zusätzlich Information darüber, in welchem Zeitraum sie an-
gewendet werden soll. So bedeutet die Kontrollaktion 
drop(Medikament A, Patient_l )@[für die nächsten zwei Wochen], 
dass dem Patienten mit der ID Patient_! für die nächsten zwei Wochen das Medikament 
A nicht verabreicht werden darf. 
Die Kontrollaktionen werden dann an das Adaptions-Modul weitergeleitet. Dieses sucht 
zuerst die für den betroffenen Patienten momentan durchgeführten Therapien. In den 
entsprechenden Workflows bestimmt es den Teil, der voraussichtlich innerhalb des ange-
gebenen Zeitraums ausgeführt werden wird. In diesem Work:tlow-Abschoitt werden dann 
die notwendigen Adaptionen entsprechend der Kontrollaktion ausgeführt (z.B. werden 
alle Aktivitäten gelöscht, die die Verabreichung von Medikament A veranlassen, vgl. 
Abb. 2). Der adaptierte Workflow repräsentiert somit die an die veränderte Situation an-
gepasste Therapie. Das medizinische Personal wird frühzeitig über Abweichungen von 
der geplanten Therapie informiert und kann Vorbereitungen treffen (z.B. notwendige 
Medikamente bestellen oder geplante Untersuchungen verschieben). 
Diskussion/Schlussfolgerungen 
Das System AdaptFlow bietet durch die Erweiterung eines Workflow-Systems um Mo-
dule zur Erkennung von Ausna11men und zur vorausschauenden Work:tlow-Adaption ei-
nen neuartigen Ansatz zur Unterstützung der protokollbasierten Behandlung. 
Existierende Workflow-Systeme bieten nicht die notwendige Flexibilität, um Workflows 
während der Ausführung zu adaptieren und so nach Ausnahmen an die neue Situation 
anzupassen [5]. Eine manuelle Ausnahmebehandlung durch einen Experten, der die pas-
sende Abweichung bestimmt [4], ist aufgrund der großen Datenmenge zeitaufwändig 
und fehlerbehaftet. Ansätze zur automatischen Workflow-Adaption [l] erlauben im Ge-
gensatz zu AdaptFlow meist nur eine Änderung der gerade ausgeführten Aktivität und 
keine vorausschauenden Adaptionen. Das stellt insbesondere bei der protokollbasierten 
Therapie in klinischen Studien eine große Einschränkung dar. 
Der Prototyp des Systems ist fertig gestellt und wurde anhand onkologischer Therapie-
protokolle aus verschiedenen Fachbereichen (Mega-Choep, fnTact, amlbfm-93) evaluiert. 
Unsere zukünftige Arbeit befasst sich mit der weiteren Evaluienmg und Verbesserung 
von AdaptFlow. 
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Abstraktnummer 36/4 
OncoWorkstation - ein Konsultations- und Planungswerkzeug 
zur Unterstützung der Auswahl und Durchführung 
von onkologischen Therapiestudien 
Meineke FA, Mishchenko R, Mantovani L, Loeffler M, Heller B 
Universität Leipzig, Kompetenznetz Maligne Lymphome, Leipzig 
Einleitung 
Randomisierte, kontrollierte Studien sind nicht nur Erkenntnisquelle und Grundlage der 
Evidenzbasierten Medizin, sondern ein wesentliches Instrument zur Sicherung der Be-
handlungsqualität in der onkologischen Versorgung in Deutschland. Diese Studienpro-
tokolle wirken wie bundesweite Behandlungsstandards. Sie enthalten u. a. Angaben über 
wissenschaftliche Hintergründe und Studienziele, über Ein- und Ausschlusskriterien bei 
der Auswahl der Patienten, den Ablauf von Diagnostik und Therapie, den Umgang mit 
Komplikationen. Gegenwärtig obliegt es dem Arzt, ein passendes StudienprotokoU auf-
zufinden und zum Beispiel bei einem Studienleiter eine Papierkopie des Protokolls anzu-
fordern. 
Zudem ist die Chemotherapieplanung mit dem Anwachsen des wissenschaftlichen Er-
kenntnisstandes zunehmend komplexer geworden. Vielfältige Regeln und Abhängigkei-
ten zwischen Diagnose, Zytostatikagaben, individuellen Laborwerten, Körperlänge, 
-oberfläche und -gewicht des Patienten machen di.e individuelle Berechnung und Doku-
mentation von Substanzmengen und Applikationsterminen für Therapiepläne zeitintensiv 
und fehleranfällig. Bis heute führen die behandelnden Ärzte diese Berechnungen zumeist 
eigenhändig mit Taschenrechnern oder Tabellenkalkulationsprogrammen durch. 
Allgemeine, umfassende elektronische Lösungen mit intelligenten Konsultationssystemen 
zur Suche nach einem adäquaten Protokoll, zur Therapieplanung und Dokumentation exis-
tieren zurzeit nicht. Kommerzielle Lösungen konzentrieren sich auf Teilaspekte wie die ver-
einfachte Dokumentation von Behandlungen zur Abrechnung mit den Krankenkassen. 
Aufgabe des Onco Workstation Projektes ist der Aufbau eines landesweiten Zugangs zu 
einheitlich aufbereiteten onkologischen Studienkurzprotokollen. Das Projekt regelt einer-
seits die Standardisierung und Einpflege der Inhalte durch medizinische Experten und 
stellt andererseits ein Softwarewerkzeug für den ärztlichen Anwender und Autor zur Ver-
fügung. Über dieselbe Bedienoberfläche kann er auf eine Studienprotokollkurzdefinitio-
nen zugreifen und mit den dort verwendeten Schemata individuelle, patientenbezogene, 
kJinisch unmittelbar einsetzbare Therapiepläne berechnen. 
Material und Methode 
Eine plattformunabhängige Server-Client-Architektur ist integraler Bestandteil des Sys-
tems. Die ProgrammJogik ist als Servlet in Java realisiert. Der Client wird durch einen 
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handelsüblichen Web-Browser realisiert. Das Datenmodell, die Strukturierung der Studi-
enprotokolle und Behandlungsschemata wurde gemeinsam mit medizinischen Experten 
entworfen und in XML definiert. Für die Datenablage werden diese Formate aufgebro-
chen und über eine JDBC-Schniustelle mit einer SQL-Datenbank verwaltet. Für die Mo-
dellierung komplexer Abhängigkeiten zwischen Therapien, Substanzen oder Laborwerten 
und etwaigen Therapieverzögerungen wurde eine eigene XML-basierte Beschreibungs-
sprache (Medical Task Language, MeTaL) eingeführt. Die XML-Formate werden über 
Siylesbeet-Transformationen (XSLT) serverseitig für die Web-Browser-Darstellung nach 
HTML oder aber für die Druckausgabe in das PDF-Format transformiert. 
Die breit zugängliche Internetversion ist in die technische Infrastruktur des Kompetenz-
netzes Maligne Lymphome eingebettet. So wurden bzw. werden Datenbank und Web-
server (Content Management System, LDAP-Nutzer-Authentifizierung) angebunden. Für 
Datenbank und Web-Server der lokalen Installationen auf Einzelplatzrechnern (handels-
übliche Windows-PC in den Kliniken) werden kostengünstige Open-Source-Lösuogen 
eingesetzt. 
Ergebnisse 
Die lokal installierbare und die Internetversion der OncoWorkstation-Software enthalten 
drei Module: 
• Therapieplanung und Patientenverwaltung: Neben Stammdaten werden hier dyna-
mische Daten wie relevante Laborwerte und die diagnostizierte Erkranklmg verwaltet. 
Der Arzt kann, geführt durch die Software, formal geeignete Therapieschemata bzw. 
aktive Studien zuordnen und individuelle Modifikationen (zum Beispiel der Dosierun-
gen) oder Ergänzungen (zum Beispiel von Supportivtherapien) vornehmen. Das Pro-
gramm berechnet daraus einen konkreten, am klinischen Alltag ausgerichteten Thera-
pieplan mit Berücksichtigung aller Dosierungen, Lösungen und sich wiederholenden 
Terminen. 
• Studienprotokollpräsentation: Für aktuelle chemotherapeutische Studien sind relevante 
Daten, die für die Auswahl und den Umgang mil den Studienprotokollen notwendig 
sind, standardisiert aufbereitet. Soweit von den verantwortlichen Studiengruppen er-
wünscht und rechtlich möglich, sind auch die offiziellen Druckfassungen der Protokol-
le und studienbegleitender Materialien (CRFs, Broschüren) zugänglich. 
• Definition der Studienkurzprotokolle und der verwendeten Schemata: Einerseits erfas-
sen die für das OncoWorkstation-Projekt arbeitenden medizinischen Experten mit die-
sem Modul die zuvor standardisie1ten Inhalte, die entweder direkt über das Internet 
abgerufen oder über ein Online-Update in lokale Installationen übernommen werden 
können. In einer solchen lokalen Installation kann andererseits das medizinische Per-
sonal diese Schemata an lokale Anforderungen anpassen oder aber neue Schemata 
hinzufügen. So können Standards der Einrichtung - etwa Angaben zu Lösungsmit-
teln, Details zur Applikation von Infusionen oder Handelsmarken der im Schema ge-
nannten Wirkstoffe - berücksichtigt werden. 
Diskussion/Schlussfolgerungen 
Bislang beschränken sieb Web-Sites zumeist auf Studienprotokolle einzelner Studien-
gruppen oder bieten dem Arzt nicht ausreichend Detailinformationen, um über eine Stu-
dienteilnahme zu entscheiden. Bestehenden Therapieplanungslösungen mangelt es an ei-
nem konsequenten Konzept zur inhaltlichen Aufbereitung der Studien, sie bürden diese 
zum Teil komplexe Tätigkeit den Ärzten auf. 
Für das Therapieplanungswerkzeug der OncoWorkstation bereiten Experten medizi-
nische Inhalte aus verschiedenen Quellen neu auf. Dem Arzt bieten sich mehrere Vor-
teile: Die Studienprotokollinformationen sind besser Jes- und vergleichbar, immer akru-
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eU und direkt mit einem Therapieplanungssystem verknüpft. Das System automatisiert 
weitestgehend das zeitraubende und fehJerträcbtige Erzeugen von Behandlungsplä-
nen. 
Die Nutzung der Therapieplanung wäre technisch bereits jetzt auch ohne lokale Installa-
tion, direkt über das Web-Portal, möglich. Das Projektteam arbeitet nun daran, die beim 
Austausch der Patientendaten entstehenden Sicherheitsprobleme zu lösen. Eine einge-
schränkte Online-Nutzung der Therapieplanung (d. h. anonyme Patienten, keine per-
manente Datenspeicherung) wird bereits evaluiert. 
Das voUständige Tberapieplanungswerkzeug ist im Klinikum St. Georg, Abt. lntemisti-
sche Onkologie und Hämatologie zum Einsatz. Die Einführung des Systems in weiteren, 
repräsentativen Piloteinrichtungen - onkologische Abteilungen von Krankenhäusern, 
UniversitätskJiniken und Facharztpraxen - steht bevor. Die StudienkunprotokoU- und 
Schema-Präsentation ist über www.oncoworkstation.de zu erreichen. 
Das OncoWorkstation-Projekt wird zurzeit maßgeblich durch das Kompetenznetz Mali-
gne Lymphome, gefördert durch das BMBF, unterstiitzt. 
Abstraktnummer 36/5 
Einbindung eines Web-basierten Randomisierungsdienstes 
in die Open-Source Studiensoftware PhOSCoTM 
Müller TH, Linzbach M, Troschke B 
Universität München, Institut f. Med. Informationsverarbeitung, Biometrie und Epidemiologie, München 
Einleitung 
Die Randomisierong, d. h. die zufällige Zuteilung von Probanden oder Patienten zu einer 
von zwei oder mehreren Therapien oder Therapievarianten - den Studienarmen - von 
kontrollierten kJfaischen Studien, ist ein biometrisches Qualitätsmerkmal von heraus-
ragender Bedeutung. 
Die praktische Durchführung dieser Randomisierung stößt insbesondere bei multizentri-
schen Studien oft an Grenzen, die durch beschränkte materielle und personelle Ressour-
cen sowie durch die Dringlichkeit der (zufälligen) Entscheidung gegeben sind. Das klas-
sische Verfahren beruht auf einer vorgefertigten, papiergebundenen Zuteilungsliste, die 
an zentraler Stelle aufbewahrt und von einer möglichst unabhängigen Person der Reibe 
nach mit den angemeldeten Patienten aufgefüllt wird. Dabei ist eine Beschränkung auf 
übliche Dienstzeiten oft nicht tragbar, sodass ein ressourcenintensiver Bereitschaftsdienst 
vorgehalten werden muss oder das normale Verfahren durch Sonderregelungen teilweise 
durchbrochen wird. Letzteres ist jedoch der Strukturgleichheit der Stichproben in jedem 
Fall abträglich und kann zu Fehlinterpretationen der Studjenergcbnisse führen. 
Zur praktischen Durchführung der Randomisierung lässt sich das World Wide Web 
(WWW) sowoW sachlich vorteilhaft als auch kostengünstig einsetzen [l , 2, 4, 5). Ziel 
des hier vorgestellten Projekts ist die Integration eines Web-basierten Randomisierungs-
dienstes in Software, die zur elektronischen Erfass ung der Studiendaten (EDC; electronic 
data capture) eingesetzt wird. Besonderes Gewicht liegt dabei auf der Open-Source Soft-
ware PhOSCo ™. 
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Material und Methoden 
Die methodischen Grundlagen der hier beschriebenen Entwicklung darstellen sind weit-
gehend durch bereits existierenden Komponenten bestimmt. Der Randomisierungsdienst 
beruht auf Open-Source Softwarepaketen, die der General Public Licence (GPL) oder 
ähnlichen Lizenzmodellen unterliegen und die durch Eigenentwicklungen (Perl) ergänzt 
wurden. Basis ist der Webserver Apache [6] in Verbindung mit der relationalen Daten-
bank PostgreSQL (7) unter dem Betriebssystem Linux. Die Studiensoftware PhOSCo® 
[8) ist in Ja va® implementiert. Der Quellcode ist offen verfügbar. Die Nutzung unterliegt 
jedoch weiter gehenden Beschränkungen, als dies bei der GPL der Fall ist. Insbesondere 
entstehen Lizenzkosten bei kommerzieller Nutzung. 
Ergebnisse 
Um dem Problem der Randomisierung multizentrischer Studien kostengünstig zu begeg-
nen, wurde ein Web-basierter Randomisierungsdienst geschaffen, mit dem Randomisie-
nmgen über einen einfachen Web-Browser vorgenommen werden können. Der automati-
sierte Dienst bietet ständige Verfügbarkeit bei geringer Biodung des für die zentrale 
Randomisierung zuständigen Personals. Der Dienst ist für mehrere parallele Studien mit 
unterschiedlichen Randomisierungsmodellen ausgelegt. Die Randomisierungs-parameter 
ebenso wie die zugelassenen Teilnehmer sind pro Studie einstellbar. Neben der bisher 
unterstützten Blockrandomisierung (Permutationsmodell; siehe Kundt [3)) können wei-
tere Randomisierungsalgorithmen bei Bedarf hinzugefügt werden. 
Der Randomisierungsdienst ist seit Februar 2002 im Rahmen des Kompetenznetzes 
„Akute und chronische Leukämien" im Einsatz. Es wurden bisher (Stand März 2003) 
660 Patienten randomisiert. Zur Verbesserung der Nutzung und zur Verbreiterung des 
Anwendungsbereichs wurde im Rahmen eines Projektes der Telematikplattform für me-
dizinische Forschungsverbünde eine Anbindung des Dienstes an die Studiensoftware 
PhOSCo entworfen. Diese Anbindung besteht einerseits aus einer maschinentauglicben 
Schnittstelle des Randomisierungsdienstes, andererseits aus einem Erweiterungsmodul 
für PhOSCo, das auf diese Schnittstelle zurückgreift und die Funktionaliüit des Rando-
misierungsdienstes für den PhOSCo-Benutzer bereitstellt. Die Kommunikation zwischen 
der Studiensoftware und dem Randomisierungsdienst erfolgt über das Hypertext Transfer 
Protocol (http). Die ausgetauschten Dokumente folgen einer XML-Syntax, für die eine 
Document Type Definition (DTD) erstellt wurde. lm Regelfall sendet die Studiensoftware 
ein Dokument mit der Anfordernn~. einer Randomisierung und erhält im Gegenzug ein 
Dokument mit dem Ergebnis. Die Ubermittlung von Kovariablen zur Stratifizierung der 
Stichproben ist möglich. 
Diskussion 
Obwohl das WWW für die Randomisierung in wissenschaftlichen klinischen Studien in 
der Vergangenheit genutzt wurde [l, 2), gibt es bisher keine Standardsoftware, die dieses 
in befriedigender Weise leistet, wenngleich Web-basierte Randomisierung als Dienstleis-
tung kommerziell angeboten wird. Die kommerziellen Angebote sind jedoch mit erheb-
lichen Kosten verbunden, die im Rahmen von wissenschaftlichen, nicht zulassungsrele-
vanten Studien in der Regel nicht aufgebracht werden können. Auf der anderen Seite 
erscheint die unmittelbare Implementierung einer Randomisierungsfunk:tion innerhalb ei-
ner Open-Source EDC-Software (z. B. PhOSCo) nicht sehr sinnvoll, da ein „Austrick-
sen" der Randomisierung durch einen sachkundigen Benutzer zumindest bei einer Java-
Implementierung praktisch nicht zu verhindern ist. 
Die Einbindung des Randomisierungsdienstes wurde hier bewusst so gestaltet, dass Ran-
domisierungs-dienst und Studiensoftware unabhängig voneinander betrieben werden kön-
nen und im Wesentlichen Nachrichten über Randomisierungsereignisse austauschen. Da-
durch entsteht die notwendige organisatorische Trennung zwischen der Randomisierung 
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und der Studiendurchführung, die beispielsweise ein vollständig integriertes PhOSCo-Ran-
domisierungsmodul nicht leisten könnte. Darüber hinaus kann der Randomisierungsdienst 
weiterhin je nach Organisation der Studie eigenständig betrieben oder in andere Studien-
software eingebunden werden. So ist z. B. innerhalb einer Studie auch ein kombinierter 
Betrieb denkbar, bei dem Randomisierungen teilweise oder überwiegend aus PhOSCo he-
raus erfolgen, aber etwa in Verbindung mit einer papiergebundenen Erfassung der kli-
nischen Daten auch direkt über das WWW vorgenommen werden können. So ließen sich 
auch Studien unterstützen, die eine vollständige elektronische Erfassung nur für einen Teil 
der Studienkliniken oder -praxen realisieren können. Mit dieser Flexibilität leistet der Ran-
domisienmgsdienst einen wichtigen Beitrag zur Qualitätssicherung bei klinischen Studien 
durch die Bere itstellung einer hochwertigen, zuverlässigen Randomisierung. 
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Abstraktnummer 38/1 
Powervergleich von S-TDT und STAAT als Tests 
auf Assoziation 
Wawro N, Bammann K, Pigeot 1 
Universität Bremen, FB 03, Institut für Statistik, Bremen 
Einleitung 
In der genetischen Epidemiologie wird im Rahmen von Kopplungs- und Assoziations-
studien nach Genen gesucht, die für bestimmte Krankheiten disponieren. Eine unerkann-
fnformlllik, ßiomcLtie und Epidc111iologic in Med. u. ßiof. 3413 (2003) 
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te Popu lationsstruktur führt dabei oft dazu, dass eine vorhandene Assoziation nicht nach-
gewiesen werden kann. 
Material und Methode 
Anhand einer Simulationsstudie untersuchen wir Power und Niveau der populations-
basierten Methode STRAT und vergleichen diese mit der familienbasierten Methoden 
des S-TDT [3, 4]. 
Dabei untersuchen wir verschiedene Populationsmodelle und unterstellen unterschiedli-
che Allelehäufigkeiten am Kandidatenlokus. Für den Powervergleich legen wir verschie-
dene Risikomodelle zugrunde: In den Subpopulationen ist jeweils das gleiche oder sind 
unterschiedliche Allele mit dem Phänotyp assoziiert. Wir führen die Untersuchungen für 
unterschiedliche Stichprobengrößen durch und verwenden die Mikrosatteliten-Daten von 
Jorde et al. zur Simulation von strukturierten Populationen [l]. 
Ergebnisse 
Die Simulationsstudie zeigt, dass STRAT nicht in allen Situationen dem S-TDT überle-
gen ist, wenngleich die Power von STRAT sehr hoch ist. Der S-TDT erreicht eine größe-
re Power, wenn in den Subpopulationen das gleiche Allel mit dem Phänotyp assoziiert 
ist 
Diskussion/Schlussfolgerungen 
Unsere Arbeit stellt eine Erweiterung der Untersuchungen von Pritchard et al. dar [3). 
Der Vergleich von STRAT mit dem S-TDT an Stelle des TOT liefert den adäquaten Ver-
gleich hinsichtlich der benötigten Stichprobenumfänge [5). Außerdem wurden moderate-
re Kombinationen für die Allelhäufigkeiten am Kandidatenlolcus gewählt, als dies in der 
Originalarbeit der Fall war. Damit wird sichergestellt, dass die benötigten unterschiedli-
chen Genotypen der Geschwister für den S-TDT nicht mit deutlich mehr Typisierungs-
aufwaod erhoben werden müssen. 
Die Ergebnisse von STRAT sind abhängig von der Validität, mit der zuvor mittels 
STRUCTURE die zugrunde liegende Populationsstruktur geschätzt wurde [2]. In der bis-
herigen Arbeit wurde angenommen, dass diese genügend gut geschätzt wurde. Daraus 
ergibt sich die zukünftige Forschungsrichtung: Es soll mittels alternativer Verfahren, 
z. B. Self-Organizing-Maps, eine Verbesserung der Schätzung erreicht werden. 
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Abstraktnummer 38/2 
Planung und Analyse von Studien zur Quantifizierung 
des Haplotyp-Einflusses auf den Phenotyp 
Mansmann U 
Universität Heidelberg, IMBI, Heidelberg 
Einleitung 
Die Implementierung eines GLM in den EM-Algorithmus für die Haplotypbestimmung 
erlaubt ein automatisches Mitschätzen des Haplotypeinflusses auf den Phenotype. 
Gleichzeitig ennöglicht die Verwendung des GLM verschiedene Skalentypen für den 
Phenotyp: binäre Variable, Zählvariablen, metrische Variable mit konstanter Varianz oder 
metrische Variablen mit konstantem Variationskoeffizienten. 
Material und Methode 
An einer Fall-Kontroll (HAPE) [l] und einer Kohortenstudie (Vasodilatation) [unver-
öffentlichte Daten] soll der Einfluss von Haplotypen im eNOS Gen auf klinsiche Outco-
mes untersucht und quantifiziett werden. Hierzu wird ein von Schaid et al. [2] vor-
geschlagener Ansatz verallgemeinert. Dabei wurde von einem additiven Modell der 
AUelwirkung ausgegangen. 
Ergebnisse 
In beiden Studien konnte kein signifikanter Einfluss bestimmter Haplotypen auf den Out-
come nachgewiesen und quantifiziert werden. Da die Srudien nicht mit ausreichender 
Power geplant waren und das Ergenis somit nicht interpretierbar war, stellte sich die Frage 
nach Planungsmöglichkeit gegeben Power, Niveau, Einfluss auf den Phänotyp und Marker-
verteilung in den relevanten Populationen. Eine Fallzahlformel wurde aufgrund der ver-
wendeten Methodik (EM-Algorithmus kombiniert mit GLM) und einer asymptotischen Ar-
gumentation hergeleitet. Da die mit dem Risiko möglicherweise assoziierte Haplotypen nur 
in einem geringen Prozentsatz der Population zu finden sind, muss die asymptotische FaU-
zahlfom1el hinsichtlich ihrer Gültigkeit kritisch untersucht werden. Die entwickelte Metho-
de zeigt in Simulationsstudien ausreichende Stabilität bei kleinen Haplotypfrequenzen. 
Diskussion/Schlussfolgerungen 
Vorschläge zur Quantifizierung des Einfluss von Haplotypen auf einen klinischen Outco-
me sind bisher in der Literatur kaum diskutiert. Schaid et al. formulieren einen Scoretest 
zum qualitativen Nachweis dieses Zusammenhanges. Ihr Ansatz erlaubt jedoch bedingt 
eine Erweiterung hin zur Quantifikation. In einem zweiten Schritt kann hieraus eine Stra-
tegie abgeleitet werden, die eine Planung von Studien zur Quantifikation des Haplotyp-
Einflusses auf den Phenotyp mit ausreichender Power erlaubt. 
Literatur 
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Abstraktnummer 38/3 
Effiziente Kopplungsanalyse mit zwei Krankheitsgenorten 
durch Programmoptimierung und Parallelisierung: 
Eine neue Version von GENEHUNTER-TWOLOCUS 
Dietter J, Spiegel A, an Mey D, Pflug HJ, Strauch K 
Universität Bonn, Institut für medizinische Biometrie, Informatik und Epidemiologie, Bonn 
Einleitung 
Viele menschliche Krankheiten werden durch das Zusammenwirken mehrerer Gene her-
vorgerufen. Darunter fallen unter anderem: zentralnervöse Erkrankungen, Diabetes, Mul-
tiple Sklerose, Asthma, metabolische Störungen. Die genetische Kartierung solcher gene-
tisch komplexer Krankheiten ist eine große Herausforderung. Der erste logische Schritt 
zur Modellierung einer Krankheit, die durch mehrere Gene verursacht wird, ist eine 
Kopplungsanalyse mit zwei Krankheitsgenorten. Hierbei kann sowohl die Parametrische 
Kopplungsanalyse (LOD-Score-Analyse), als auch die Nichtparametrische Kopplungs-
analyse eingesetzt werden. Die LOD-Score-Analyse erfordert, im Gegensatz zur Nicht-
parametrischeo Analyse, die Spezifikation eines Krankheitsmodells. Damit ergibt sich 
aber, bei einer explorativen Analyse unter verschiedenen Modellen, auch die Möglichkeit 
Informationen über die der Krankheit zugrunde liegenden Mechanismen zu erhalten. 
Ein effizientes Werkzeug zur Zwei-Genort Kopplungsanalyse ist das Programm GENE-
HUNTER-TWOLOCUS (Strauch et al. 2000). Damit waren jedoch, aufgrund des extre-
men Rechenzeitaufwandes der LOD-score-Analyse, bisher nur Untersuchungen von Fami-
lienstammbäumen mit einer beschränkten Anzahl von Personen möglich. Ziel der Arbeiten 
war es daher, den Zeitaufwand für die Zwei-Genort Kopplungsanalyse mittels GENEH-
UNTER-TWOLOCUS zu reduzieren. Zudem wurde GENEHUNTER-TWOLOCUS um 
die Fähigkeit erweitert, mit einem Programmlauf die Kopplungsanalyse bei gleichzeitiger 
Variation beider Krankheitsgenorte durchzuführen. 
Material und Methode 
GENEHUNTER-TWOLOCUS basiert auf dem Programm GENEHUNTER (Kruglyak 
er al. 1996; Kruglyak and Lander 1998). Es verwendet folgende Grundidee zur Kopp-
lungsanalyse: 
Extrahierung der Information über das Vererbungsmuster innerhalb eines Stammbau-
mes. Diese hängt nur von den Markern ab. 
Definition einer Bewertungsfunktion, um Informationen über Kopplung für ein be-
stimmtes Vererbungsmuster an einer Position des putativen Krankheitsgenortes zu be-
werten; diese ist eine Funktion der Phänotypen der Stammbaummitglieder. 
Für den zweiten Schritt führt man eine Bewertungsfunktion S(w, cp) ein, die unter Be-
achtung der Phänotypen cp angibt, zu welchem Grad der Vererbungsvektor w auf ein 
krankheitsverursachendes Gen hinweist. Der? Vererbungsvektor w (Vererbungsmuster) 
spezifiziert für jede Meiose im Stammbaum, ob das väterliche oder das mütterliche Allel 
vererbt wurde. Da nun, im allgemeinen, mehrere Vererbungsvektoren mit den Marker-
daten kompatibel sind, ist noch die Mittelung der Funktion S(w, cp) über die Verteilung 
der Vererbungsvektoren durchzuführen. Mao erhält so den Erwartungswert der Funktion 
S(w, cp) der ein Maß für den Hinweis des Vorhandensein des Krankheitsgens am Ort x 
ist. Analoge Überlegungen führen im Zwei-Genort Krankheitsfall zu einer Funktion 
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ES(x1, x2, <p), welche ein Maß für die Wahrscheinlichkeit ist, daß sich ein Krankheitsgen 
am Ort x1 befindet und eines am Ort x2. 
Zur Reduzierung des Zeitaufwandes für die Zwei-Genort Kopplungsanalyse mit GENE-
HUNTER-TWOLOCUS wurden zuerst die besonders zeitaufwendigen Funktionen seriell 
optimiert. Dies geschah unter Verwendung von Methoden wie Eliminierung redundanter 
Berechnungen aus Schleifen, Vertauschen von Schleifen und dem sogenannten lnlining 
von Unterprogrammen. Auch nach diesen Optimierungen nahmen die betreffenden Pro-
granunteile immer noch den überwiegenden Teil der Rechenzeit in Anspruch. Anderer-
seits gestattet der zugrundeliegende mathematische Fonnalismus (Lander and Green 
1987; Kruglyak et al. 1995) eine effektive Parallelisierung. Somit konnten die bereits 
seriell optimierten Funktionen parallelisiert werden. Hierzu wurde die MPI (Message 
Passing Interface)-Bibliothek verwendet (Message Passing Interface Forum 1994). 
Ergebnisse 
Die seriellen Optimierungen ergaben eine Geschwindigkeitssteigerung um den Faktor 
14. Die zusätzliche Geschwindigkeitssteigerung durch die Parallelisierung skaliert linear 
mit der Anzahl der verwendeten Prozessoren. Lediglich wenn die Ausführungszeit des 
Programms wenige Minuten beträgt, wird ab circa 30 Prozessoren eine Abweichung von 
der linearen Skalierung erkennbar. 
Mit der neuen optimierten und parallelisierten Programmversion von GENEHUNTER-
TWOLOCUS wurde ein Stammbaum, in dem Hypercholesterinärnie auftritt, nun ana-
lysiert. Bei der ursprünglichen Studie (Al-Kateb et al.2002) mussten, bei der bisherigen 
Version von GENEHUNTER-TWOLOCUS, aufgrund des sonst außerordentlich hohen 
Rechenzeitaufwandes (2-3 Jahre), zwei informative Familienmitglieder des Stammbau-
mes ausgelassen werden. Mit der neuen Programmversion konnte die LCD-Score-Ana-
lyse für den kompletten Stammbaum, unter drei verschiedenen Krankheitsmodellen, aus-
gewertet werden. Die benötigte Zeit betrug jeweils 30 Stunden mit 64 Prozessoren, bzw. 
7 Stunden mit 272 Prozessoren. 
Diskussion/Schlussfolgerungen 
In der Vergangenheit wurden bereits mehrere Kopplungsanalyse-Programme parallelisiert 
(Rai et al. 2000 und Zitate in dieser Arbeit). Dabei wurde aber stets der Fall mit einem 
Krankheitsgenort behandele. Somit sind diese Arbeiten eher komplementär zu unserer 
hier vorgestellten. Mit der neuen optimierten und parallelisierten Programmversion von 
GENEHUNTER-TWOLOCUS können nun weitaus größere Stammbäume einer Zwei-
Genort-Kopplungsanalyse unterzogen werden als bisher. Dies ergibt sich zum einem aus 
der Geschwindigkeitssteigerung der Programmausführung durch die serielle Optimie-
rung, welche auch von Vorteil ist, falls das Programm mit einem Prozessor ausgeführt 
wird. Zum anderen erlaubt die Parallelisierung den gleichzeitigen Gebrauch mehrerer 
Prozessoren, sodass sich hier eine weitere Geschwindigkeitssteigerung ergibt. Die Ver-
wendung von MPI zur Parallelisierung ennöglicht den Gebrauch des Programms auf lo-
kalen Linux-Clustern in Forschungsinstituten, aber auch den Einsatz auf massiv paralle-
len Supercomputern. Insgesamt resultiert die Kombination von serieller Optimierung und 
Parallelisierung in Ausführungszeiten, die bezüglich der ursprünglichen Version von GE-
NEHUNTER-TWOLOCUS um Größenordnungen reduziert sind. 
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Abstraktnummer 38/4 
Powergewinn in Kopplungsstudien durch Gewichtung 
von Familien entsprechend ihrer lnformativität? 
Franke D, Jakobs K, Eiston RC, Ziegler A 
Universität Lübeck, Institut für Medizinische Biometrie und Statistik (IMBS), Lübeck 
Einleitung 
ModeUfreie kopplungsanalytische Verfahren für Geschwiscerpaare basieren auf der Idee, 
dass aus genetischer Ähnlichkeit an einem Traitlocus die phänotypische Ähnlichkeit fol-
gen sollte, und umgekehrt. Als Maß der genetischen Ähnlichkeit wird in der Regel der 
IBO-Wert verwendet. Das ist die Anzahl der Allele eines Geschwisterpaars die nach 
Herkunft gleich sind. Aus labortechnischeo Gründen kann der IBO-Wert eines Ge-
schwisterpaars in der Regel nicht eindeutig bestimmt werden. Es ist nur möglich seine 
Verteilung zu schätzen. Die unterschiedliche Informativität wurde in der Literatur bisher 
im Kontext von Meta-Analysen für Kopplungsstudien berücksichtigt, allerdings nicht fa-
m.ilien- sondern ausschließlich studienweise (1). In einzelnen Studien findet die Varianz 
oder Entropie der IBO-Verteilung keinen Eingang in die Teststatistik. Das bedeutet ins-
besondere, dass Geschwisterpaare mit unterschiedlichem Grad an lnformativität mit iden-
tischen Gewichten in die Berechnung der Teststatistik einfließen! 
Das Ziel der Arbeit ist es daher, systematisch die inclividuelle Gewichtung von Familien 
entsprechend ihres Grads an Informativität in modellfreien kopplungsanalytischen Ver-
fahren für quantitative Phänotypen zu untersuchen. Die Hoffnung ist, durch die Gewich-
tung einen Powergewinn zu erzielen. 
Material und Methode 
Ausgangspunkt für die von uns durchgeführten Monte-Carlo Simulationsstudien ist als 
Maß der phänotypischen Ähnlichkeit die quadrierte phänotypische Differenz, d. h. das 
klassische Haseman-Elston Verfahren. WLC verwenden für die Auswertung zusätzlich die 
Annahme, dass die Dominanzvarianz vernachlässigbar ist. Die gewichtete Regression ist 
bereits im Entwicklerzweig von SAGE [2] implementiert. 
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Zur Erzeugung von Kernfamilien wird das von uns entwickelte Programm SIBSIM ver-
wendet, das über http://www.imbs.uni-luebeck.de unter der GNU Public Licence (GPL) 
frei verfügbar ist. 
Modelliert werden ausscWießlicb Kernfamilien mit einem Marker- und einem Traitlocus, 
wahlweise mit dominantem, rezessivem oder additivem Vererbungsmodell, sowie ver-
schiedenen Anzahlen von Allelen (3, 5, 10). Ein Datensatz besteht aus 100.000 Dateien 
a 300 Familien im Linkage-Format. 
Folgende Gewichrungsverfahren werden von uns in der Simulationsstudie untersucht: 
• basierend auf einem Abstandsmaß zwischen IBO-Wert und Nullhypothese: 
Wsimplex = (t (z1 - zo)P + i (1 - 2z1 Y)~ 
• basierend auf der Varianz der IBO-Schätzungen: 
wmo = l - 2z1( l - z1) + 8zoz2 
• basierend auf dem Informationsgehalt einer Schätzung (Entropie): 
2 . (P(ffiD = j)) 
Wshannon = -j~ P(ffiD = J) ·log P(IBD = j ) 
bzw. 
liqt z ·log (z) 
2 z-P(JBD=j) 
Wbmod Shannon = l + ?= l (3) 1=0 og 
• basierend auf einfacheren Ansätzen: 
Woaive 1 = ((zo - !)2 + (z1 - !)2 + (z2 - !)2)- 1 
bzw. 
( ' )- 2 ( ' )-2 ( •)-2 Wßaive 2 = Z0 - 4 + Zt - 2 + Z2 - 4 
Ergebnisse 
Zunächst haben wir die Verteilung der Teststatistik unter der Nullhypothese betrachtet. 
In den ersten Untersuchungen haben wir dabei festgestellt, dass mit Ausnahme der unge-
wichteten Teststatistik die p-Werte nicht, wie e igentlich erwartet, auf dem Intervall [0, l] 
gleichverteilt sind. Dieses lässt sich unter Verwendung des robusten Varianzschätzers (3), 
[4] korrigieren. Derzeit untersuchen wir, ob die Verletzung der Verteilungsannahme da-
rauf zurückzuführen ist, dass stochastische Kovariaten in das RegressionsmodeU auf-
genommen werden. 
Die Ergebnisse der bisher durchgeführten Monte-Carlo Simulationen deuten darauf hin, 
dass bei Verwendung des robusten Varianzschätzers nur eine geringere Verbesserung der 
Power durch die individuelle Gewichtung der Kernfamilien zu erwarten ist. 
Diskussion/Schlussfolgerungen 
Sowohl die theoretischen Arbeiten als auch die Monte-Carlo Simulationsstudien sind 
derzeit noch nicht abgeschlossen. Daher halten wir derzeit fest, dass a) die asymptoti-
sche Verteilung der Teststatistik komplizierter ausfällt als zunächst erwartet, b) die indi-
viduelle Gewichtung von Familien ein zusätzliches stochastisches Element in Ergänzung 
zu den stochastischen Kovariaten darstellt. 
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Abstraktnummer 39/1 
Automatisierte Erzeugung multimedialer Lehreinheiten 
aus XML-Daten 
Beck F, Freund T, Spreckelsen C, Wrage JH, Pöppl SJ, Spitzer K 
Universität zu Lübeck, Institut für Medizinische Informatik (IMI), Lübeck 
Einleitung 
Im Rahmen des vom Bundesministerium für Bildung und Forschung geförderten Projek-
tes „medin - Multimediales Fernstudium Medizinische Informatik" entstand ein Frame-
work mit dem sich multimediale Lehreinheiten generieren lassen für das Fernstudium 
am PC. Die Lehreinheiten sollen darüber hinaus auch in der Präsenzlehre Verwendung 
finden. Ziel ist die Erstellung eines PC-gestützten Studienangebotes für das Nebenfach 
,,Medizinische Infonnatik" für Informatik-Studenten der Fernuniversität Hagen. Den 
Ausgangspunkt bilden papierbasie1te Lehrbriefe, die im Präsenzstudium inhaltlich stets 
einsemestrigen Vorlesungen entsprechen. Angesichts einer Menge von 22 umzusetzenden 
Kurseinheiten, deren Umfang oft jeweils 1000 Bildsdünnseiten übersteigt, sind die kon-
sequente Umsetzung eines didaktischen Modells, die einheitliche Gestaltung, die über-
sichtliche inhaltliche Strukturierung sowie die Konsistenz der Querverweise eine Heraus-
forderung. Darüber hinaus muss die Grundlage für eine wiederholte spätere 
Aktualisierung sowohl der PC-Version als auch der papierbasierten Lehrbriefe gelegt 
werden. Die Erstellung der multimedialen Objekte selbst wird in diesem Zusammenhang 
nicht thematisiert. 
Material und Methode 
Durch eine Auszeichnung der Lehrbriefe wird eine inhaltliche Strukturierung, die Kon-
sistenz der Verweisstruktur und die konsequente Umsetzung von Richtlinien, die eine 
einheitliche Präsentation der Lehrinhalte unter Berücksichtigung sowohl softwareergono-
rnischer als auch didaktischer Anforderungen gewährleisten, unterstützt. Eine semanti-
sche Auszeichnung beschreibt die didaktische Bedeutung und systematische Funktion 
einzelner Textpassagen und multimedialer Komponenten im Lehrkontext sowie die Glie-
derungsstruktur der Lehreinheiten. Mit der semantischen Auszeichnung lassen sich nun 
Beziehungen zwischen den Lehrinhalten herstellen oder unterschiedliche Sichten aus den 
Lehreinheiten extrahieren. So können beispielsweise Fallstudien mit Lernzielen und aus-
gesuchten Lehrinhalten verknüpft werden oder nur Definitionen nebst dazugehörigen 
Beispielen für ein Repetitorium betrachtet werden. Als technische Grundlage für die ex-
plizite Auszeichnung wurde die Extensible Markup Language (XML) eingesetzt. Der 
Ansatz sichert die konsistente Verknüpfung der erzeugten HTML-Seiten, da die entspre-
chenden Hypertextverweise auf der Grundlage der semantischen Auszeichnung der Lern-
einheiten mittels Extensible Stylesheet Language Transformations (XSLT) automatisch 
erzeugt werden. Er liefert darüber hinaus die Voraussetzungen für eine Auszeichnung 
mittels eines einheitlich kontrollierten Vokabulars, dessen inhaltsbasierten Querverweise 
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zwischen den Kurseinheiten die Generierung einer Concept Map ermöglichen, und er-
laubt außerdem die automatische Generierung von Navigationshilfen und Verzeichnissen. 
Ebenso automatisiert wurde die Zerlegung der Dateien in einzelne Bildschirmseiten. 
Ergebnisse 
Durch die Vereinbarung von Richtlinien wurde zunächst die Basis für eine einheitliche 
Präsentation der Lehrinhalte unter Berücksichtigung sowohl softwareergonomischer als 
auch didaktischer Anforderungen festgelegt. Ein zentrales Ergebnis der Projektarbeit war 
ferner die Erarbeitung einer projektweit gültigen Document Type Definition (DTD). Auf 
dieser Grundlage führen die beteiligten Projektpartner die Auszeichnung ihrer Lehrein-
heilen durch. Einige Kurse liegen bereits im Zielformat vor. Die Umsetzung aus dem 
Ausgangsformat (WORD) ins Zielfonnat (XML) konnte nur teilweise algorithmisch un-
terstützt werden. Es blieb ein vertretbarer Anteil an manueller Auszeichnung. Für die 
Lehreinheiten wurden unterschiedliche genuin multimediale Zusatz module erstellt, die 
eine wesentliche Erweiterung der didaktischen Möglichkeiten der herkömmlichen Lehr-
briefe darstellen. Durch die Trennung von Inhalt (XML-Datei) und Darstellung (XSL-
Transfonnationen) der Lehreinheiten wurden Änderungen in der Darstellung leichter 
handhabbar, weil entsprechende XSL-Transformationen zentral geändert werden konnten. 
Ein anderer wesentlicher Vorteil dieser Trennung ist, dass die Wartung des Lehnnaterials 
ebenfalls zentral erfolgen kann und die wohl auch längerfristig unverzichtbare Papierver-
sion nicht separat gepflegt werden muss, sondern parallel zur PC-Ve rsion aus einem ein-
zigen Projekt-Repository erzeugt wird. 
Diskussion/Schlussfolgerungen 
Die Vorgabe der Hagener Fernuniversität den logischen Aufbau der Lehrbriefe durch 
Kapitel, Unterkapitel, Abschnitte usw. zu strukturieren lässt sich mithilfe von XML in-
tuitiv abbilden, da die Baumstruktur der Lehrbriefe genau dem XML-Datenmodell ent-
spricht. Die Übertragung der Lehrinhalte aus den WORD-Dokumenten in das XML-For-
mat ist nur teilweise automatisierbar und erfordert daher zunächst einen nicht 
unerheblichen Zeitaufwand für das manuelle Einfügen der im WORD-Dokument, bis auf 
wenige Ausnahmen wie Marginalien, nicht enthaltenen semantischen Informationen in 
die XML-Datei. Der Schwerpunkt unseres Projekts liegt auf der inhaltlichen Strukturie-
rung und der didaktischen Funktion der einzelnen Module. Besonderes lnteresse gilt der 
Wartbarkeit der Lehreinheiten und der Erschließung der Lehrinhalte durch eine einheitli-
che Schlagwortauszeichnung und Verknüpfung. Mit anders gesetzten Schwerpunkten be-
schäftigen sich inzwischen mehrere internationale lnitiativen mit Ansätzen zur semanti-
schen Auszeichnung von Lerndokumenten. So entwickelt das IMS Global Learning 
Consortium, lnc. (IMS) offene Spezifikationen mit dem Ziel verteiltes Online Lernen 
durch Vereinheitlichung zu erleichtern [ L]. Beispielsweise ermöglichen die IMS Learning 
Object Meta Data eine einheitliche Beschreibung von Lernressourcen mit dem Ziel, ihre 
Wiederverwendbarkeit zu unterstützen. 
Die an der Open University of the Netherlands (OUNL) entwickelte Educational Model-
ling Language (EML) [2, 3) zielt auf eine umfassende semantische Auszeichnung com-
puterbasierter Lernangebote auf inhaltlicher, didaktischer und technischer Ebene. Hier 
liegt der Fokus auf einer Verbesserung der Integration kompletter Lernsysteme und der 
Explizierung ihrer didaktischen Struktur. 
Literatur 
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Abstraktnummer 39/2 
Spieltrieb oder Motivation - was bringt der Einbezug 
von Software in den Biometrie-Unterricht wirklich??? 
Weiler U, Krummenauer F 
Universität Mainz, Institut für Medizinische Biometrie, Epidemiologie und Informatik, Mainz 
Einleitung 
Aktuelle Projekte wenden massive personelle/finanzielle Ressourcen zur Konzeption und 
Implementation elektronischer Lernmedjen auf, welchen speziell im nicht immer gelieb-
ten Biometrie die Möglichkeit einer Motivations- und damit auch Akzeptanzsteigerung 
bei den Studjerenden zugesprochen wird. So naheliegend diese Hypothese gerade bei 
einem eher mit für Anwender „trockenen" Stoff durchsetzten Fach wie der Biometrie 
aus Sicht der Dozenten aber auch sein mag, so sehr scheint sie auch eine kritische Hin-
terfragung auf der Basis von Anwender-Bewertungen wert zu sein. Im Rahmen des am 
Fachbereich Medizin der Universität Mainz etablierten kontinuierlichen Qualitätsmanage-
ments in der Lehre [l] wurde daher ein für die Belange der Medizinischen Biometrie 
(ehemals „Biomathematik") spezifischer Evaluationsbogen [2] entwickelt und standardi-
siert, mit welchem unter anderem auch der Aspekt des Einbezugs von Software und 
elektronjschen Medien bewertet werden sollte. 
Material und Methode 
Unterrichtskonzept: Nach einer fünf Wochen dauernden Intensivvorlesung (3-4 Stunden 
pro Woche), in welcher von deskriptiven Methoden bis hin zu multiplen Regressions-
modellen die gängigen statistischen Verfahren der Medizinischen Biometrie präsentiert 
werden, beginnt ein über acht Wochen dauerndes Praktikum (2 Stunden pro Woche, 7 
parallele Gruppen zu je 25 - 30 Studierenden). In diesem werden die in der Vorlesung 
präsentierten Inhalte an realen Datensätzen eingeübt; Ziel einer jeden Doppelstunde ist 
die Erstellung einer „Synopse" zu Kernergebnissen des aktuellen Datensatzes entlang 
Hinweisen, welche Arbeitsschritte bedacht werden sollten. Neben der Auswahl sachge-
rechter Analysemethoden Jemen die Studierenden also auch im Rahmen des zeitlich 
Machbaren die dafür notwendige Arbeitsmethodik kennen. Die Aufgaben werden mit-
tels SPSS® bearbeitet, um reale Probleme und große Datensätze einbeziehen zu kön-
nen. 
Teilnehmerbefragung: Im Sommersemester 2002 wurde unter den Studierenden des ers-
ten klinischen Semesters eine lntensivbefragung mit einem zuvor speziell für die Be-
lange der Biometrie konzipierten Evaluationsbogen durchgeführt. Nach Ende des Prak-
tikums wurde dieser Bogen von den Studierenden in 7 Minuten ausgefüllt. Dabei 
wurden zum Praktikum insgesamt 26 Items in einer vierwertigen Liekert-Skala erho-
ben, welche die Dimensionen ,,Kommunikation/Didaktik", „Struktur/roter Faden", „in-
haltliche Motivation" sowie „Verknüpfung von Vorlesung und Praktikum" beleuchten. 
Die Scores zu diesen Dimensionen sind auf Wenebereiche zwischen 1.0 (bestmögliche 
Bewertung aller Jtems) bis 4.0 (schlechtestmögliche Bewertung) normiert. Ferner wur-
den für Vorlesung und Praktikum jeweils Globalnoten (Wertebereich 1 bis 6) für 
,,Lerneffekt" und „Verständnis" erhoben. Unter den 26 ltems waren ferner zwei spetiell 
den Einbezug des SPSS® betreffende enthalten: „Ich bio mit SPSS gut zurecht gekom-
men" und „Dw·ch Einbezug elektronischer Medien wurde das Verständnis der Inhalte 
verstärkt". 
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Ergebnisse 
Es konnten die Erhebungsbögen von 147 Studierenden ausgewertet werden (Rücklauf 
92 % ). 24 % der Befragten stuften das „Verständnis" im Praktikum mit gut/sehr gut ein, 
72 % das Verständnis in der Vorlesung; 14 % stuften den ,,Lerneffekt" im Praktikum mit 
gut/sehr gut ein, 70% den in der Vorlesung. Werden alle 7 Praktikumsgruppen gepoolt 
auswegewertet, so ergibt sich aus den Praktikums-bezogenen ltems für die Dimension 
„Kommunikation" ein medianer Score von l,51 (Interquartilspanne 1,25-2,00), für die 
„Struktur" e in medianer Score von 2,27 (2,03- 2,78), für die „Verknüpfung von Vor-
lesung und Praktikum" einer von 2,37 (2,05-2,65) und für die „inhaltliche Motivation" 
von 2,82 (2,34- 2,97). Zwischen den 7 Kursleitern zeigt sich lediglich bei der Dimensi-
on „Struktur" ein signifikanter Unterschied (KruskaJ/Wallis p < 0,001); speziell bei der 
Dimension „inhaltliche Motivation" liegen alle Kursleiter-spezifischen Mediane oberhalb 
der Skalerunitte 2,50 (KruskaJ/Wallis p = 0,218). Werden die zu diesen vier Dimensio-
nen gehörigen Scores im Rahmen einer logistischen Regression den Endpunkten „Lern-
effekt gut/sehr gut" sowie „Verständnis gut/sehr gut" des Praktikums gegenübergestellt, 
so ergibt sich nach Ko1rektur für Kursleitereffekte eine signifikante Assoziationen mit 
der ,,inhaltlichen Motivation" nur für das Verständnis im Praktikum (Likelihood Ratio 
p < 0,001), nicht aber für den Lerneffekt (p = 0,241). 
Der Anteil Studierender, die „gut mit SPSS zurecht gekommen" sind, variiert in den 
Kursen zwischen 43 % und 88% (gepoolter Anteil 58%). Unter diesen Studierenden be-
richten 30 % ein gutes/sehr gutes Verständnis des Praktikumsstoffes, 15 % einen guten/ 
sehr guten Lerneffekt. Unter den Studierenden, die nach eigener Angabe nicht „gut mit 
SPSS zurecht gekommen" sind, betragen diese Anteile jeweils 13 %. Unter den Studie-
renden, die „gut mit SPSS zurecht gekommen" sind, attestieren ferner 70% der Vor-
lesung eine gute/sehr gute Verständlichkeit sowie 73 % einen guten/sehr guten Lern-
effekt; unter den anderen Studierenden betragen diese Anteile jeweils 66%. Nur für die 
Dimension „inhaltliche Motivation" zeigt sich beim Vergleich dieser beiden Gruppen 
Studierender ein signifikanter Unterschied (mediane Scores 2,49 versus 3,08, Likelibood 
Ratio p < 0,001 nach Korrektur für Kursleitereffekte). 
Diskussion/Schlussfolgerungen 
In jedem Fall scheint die für das Fach ,,Medizinische Biometrie" essentielle „inhaltliche 
Motivation" durch den Einbezug selbst einer nicht für den Studierendenunterricht kon-
zipierten Software gesteigert werden zu können. Das Ausmaß dieser Steigerung scheint 
jedoch angesicht der vorliegenden „Kundenbefragung" mehr als fragwürdjg. Die Ergeb-
nisse können auch so interpretiert werden, dass eine Software im Unterricht ihre eigenen 
(technischen) Probleme einbringen kann und somit die Motivation der Studierenden 
noch um ein Weiteres gesenkt werden kann. Bedenklich erscheint auch die Tatsache, 
dass das Praktikum, obwohl für wesentlich mehr Software-basierter Eigeninitiative der 
Studierenden konzipiert, merklich schlechter bewertet wird als eine konventionell präsen-
tierte Vorlesung. Verständnis und Lerneffekt scheinen also ebenfalls nur graduell durch 
SPSS® gesteigert worden zu sein, konnten aber in keinem nennenswerten Maße geweckt 
werden. Ein Grund kann im Dozenten beruhen, der die Software im Unterricht anwen-
den läßt: Auch hier genügt es nach Freitextkommentaren der Studierenden nicht, in ei-
nem realen Datensatz „zwei Geräte, die wir X und Y nennen", zu vergleichen - die 
klinische Motivation der Anwendungen muss vom Dozenten gerade jetzt besonders in-
struktiv mitgeliefert werden. 
Auch wenn bereits Daten-basierte Empfehlungen zum Einbezug von Software und elekt-
ronischen Lem-/Lehrmedien in den Biometrieunterricht existieren [3], scheint das Ak-
zeptanzproblem der Biometrie dadurch alleine nicht wirklich lösbar zu sein. Kritisch zu 
sehen ist bei der vorliegenden Evaluation jedoch, dass diese den Aspekt der Software 
nur marginal abdeckt (die Intention der Erhebung war eine andere), und auch keine 
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wirklich „Lernsoftware" betrachtet wurde. Die hier betrachteten Endpunkte bewerten fer-
ner nur die Zufriedenheit und nicht den wirklichen Erfolg eines Praktikums (entspre-
chend der Erfassung einer Patientenzufriedenheic mit einer Therapaie statt der Frage 
nach erfolgreicher Heilung durch dieselbe). Für derzeit im Bereich des „electronic lear-
ning" engagierte Arbeitsgruppen sollte aber aus den gemachten Beobachtungen in jedem 
Fall die Empfehlungen abgeleitet werden, den Blickwinkel des Anwenders so früh und 
konstruktiv wie möglich einzubinden - wie im Marketing entscheidet auch hier der 
Kunde, welches Angebot er langfristig annehmen wird, und nicht der Anbieter. 
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Abstraktnummer 39/3 
Lernsoftware „Anwendung statistischer Methoden 
in der klinisch experimentellen Forschung" 
Tamm J, Kundt G, Gier! L 
Universität Rostock, Institut für medizinische Informatik und Biometrie, Rostock 
Einleitung 
Im Rahmen des BMBF-Projekts „Methodenlehre-Baukasten" 1) ist eine Lernsoftware für 
den Themenbereich statistische Methoden in der klinisch experimentellen Forschung ent-
standen. Die Lerninhalte sind auf Medizinstudenten ab dem 6. Semester mit stat.istischer 
Grundlagenausbildung zugeschnitten. 
In der Medizin spielt die Anwendung statistischer Methoden im fachspezifischen Kon-
text durch einen zeitlich und inhalilich eng gesetzten Rahmen in der Grundlagenausbil-
dung eine eher untergeordnete Rolle. Die Vermittlung anwendungsspezifischen Wissens 
ist jedoch für fortgeschrittene, motivierte Lerner sowie fü r wissenschafilich betreute, stu-
dentische Arbeiten wünschenswert. Ein Teil dieser Lücke soll mit diesem rechnergestütz-
ten Lernangebot geschlossen werden. 
Ergebnisse 
Anfang des Jahres 2003 wurden die beiden Teile „Randomisierungsverfahren" und „Va-
lidierung diagnostischer Tests" im Zuge des Projekts fertig gestellt. Weitere Teile werden 
Ende 2003 folgen. 
1) Detaillierte ProJck1bcsclln:ibung siehe hup:Jlwww.izbd.uni-hamburg.de/mlbklhome.hunl. 
lnform:1tik. Biomcuie und Epidemiologie in Mcd. u Biol 3413 (2003) 
390 Abstracts der 48. Jahrestagung der GMDS 
Der Teil „Randomisierungsverfahren" stellt neben der Notwendigkeit für klinische Studi-
en, über Randomisierung überhaupt nachdenken zu müssen, die Randomisierungsmetho-
den 
• Vollständige Randomisierung, 
•Permutierte Blockrandomisierung sowie 
• stratifizierte Randomisierung 
vor. Der Lernende kann jedes einzelne Verfahren an Beispieldaten selbst anwenden und 
den jeweiligen Randomisierungsprozess beobachten. Die Randomisierungsergebnisse 
werden visuell aufgearbeitet, so dass der Lernende selbstständig die Vor- und Nachteile 
der einzelnen Verfahren in der Anwendungssituation erkennen kann. 
Der zweite Teil „Validierung diagnostischer Tests" beschreibt die funktionalen Zusam-
menhänge zwischen unterschiedlichen Kennziffern zur Einschätzung der Güte diagnosti-
scher Tests. Betrachtet werden Sensivität, Spezifität, Korrektheit und Vorhersagegewinn. 
Die Zusammenhänge zwischen den Kennziffern und anderen Faktoren werden visuell in 
Form von Kurvendiagrammen aufgearbeitet. Einzeltests lassen sich zu kombinierten 
Tests zusammensetzen, Trennpunkte für Messwerrverteilungen eines Tests können fest-
gelegt und über eine ROC-Analyse diskutiert werden. 
Diese beiden Teile folgen einem konstruktivistischen Lernansatz eingebettet in eine ex-
plorative Lernumgebung. Der Lernende wird über in der Regel bereits bekannte medizi-
nische Beispiele an das eigentliche Problemfeld herangeführt Er wird dazu angehalten, 
die jeweilige Methode selbst aktiv auszuprobieren. Hürden wie langwierige und fehler-
trächtige mathematische Berechnungen oder das Verstehen der Methode bis in das 
kleinste Detail werden dem Lernenden genommen, indem die Anwendung wesentlicher 
methodischer Schritte rechnerunterstützt wird. Die einzelnen Schritte können angepasst 
an den Lernprozess interaktiv gesteuert werden. Dadurch ist einerseits ein spielbecontes 
Lernen (per Versuch and Irrtum) möglich, welches die Lernmotivation positiv beeinflus-
sen sollte. Andererseits lässt sieb das spielerische Beschäftigen mit der Methode durch 
Lancieren gezielter Fragestellungen in Richtung Lernziel kanalisieren. 
Für die Verwaltung und Verknüpfung der Lerninhalte sowie zur Auswertung des Lern-
verhaltens der Studenten wurde eine einfache Lernplattform entwickelt. Durch diese wer-
den die Benutzernavigation und spezielle Funktionen (z.B. Suche und Glossar) umge-
setzt. Die Benutzeraktivitäten werden innerhalb des System anonymisiert gespeichert, 
um Aussagen über Lernprozesse (z.B. über einzelne Lernwege innerhalb der Anwen-
dung und Lernerfolg einer Gruppe) treffen zu können. Dieses soll eine zukünftige rech-
nergestützte Evaluation der Anwendung und des Lernerfolges ermöglichen. 
Die Umsetzung der rechnergestützten Lernumgebung erfolgte in einer skripcbasierten 
Programmiersprache. Es ist eine platcformunabhängige Online-2) sowie eine Offline-Ver-
sion verfügbar. 
Für den Betrieb wird für beide Versionen ein kostenlos verfügbarer Macrornedia Flash 
Interpreter benötigt, den viele Browserhersteller standardmäßig mitliefern. 
Die systematische Evaluation von BenutzerschnittstelJe, Lernverhalten und Lernerfolg 
findet im Sommer 2003 mit Medizinstudenten der Universität Rostock des 6. Semesters 
statt 
2) Der Prototyp ist unter ht1p:J/www.wiwi.uni-ros1ock.de/-1amm/mbk.h1ml zu finden. 
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Abstraktnummer 39/4 
Numas - Ein Lernsystem für Medizinische Statistik 
Neumann K, Engeln-Müllges G, Niederdrenk K, Martus P 
Freie Universität Ber1in, Universitätsklinikum Benjamin Franklin, Institut für Medizinische Informatik, 
Biometrie und Epidemiologie, Ber1in 
Einleitung 
In Zusammenarbeit des Instituts für Medizinische Informatik, Biometrie und Epidemio-
logie der Freien Universität Berlin mit den FachhochschuJen Aachen, Münster und Süd-
westfalen (Abteilung Soest) entsteht zurzeit Numas, ein computergestütztes Lernsystem 
für Numerik und Statistik. Dieses über das Internet (http://www.numas.de) aufrufbare 
Lernprogramm besteht aus mehreren Modulen, von denen eines die Medizinische Statis-
tik behandelt. Das Projekt wird vom BMBF (Kennzeichen 08NM132) geförde1t. Auf 
der Tagung soll das Programm im Rahmen einer kurzen Präsentation vorgestellt wer-
den. 
In diesem System wird der Lernstoff durch Übungen, interaktive Beispiele, Merksätze 
und Animationen begleitet. Diese Elemente sind eigenständig und werden über Hyper-
links aus der Fließtextebene aufgerufen. Das Modul „Medizinische Statistik" konzentriert 
sich auf medizinspezifische Anwendungen der Statistik wie z. B. die Überlebensanalyse 
oder die Bewertung diagnostischer Tests, sowie die Bereitstellung klinischer Anwen-
dungsbeispiele zur deskriptiven und konfinnatorischen Statistik. Auch die behandelten 
Beispiele und Übungen haben stets einen medizinischen Bezug. 
Die Zielgruppe besteht aus allen, die einen vertieften Einstieg in die Medizinische Statis-
tik suchen und die anschauliche Präsentation eines multimedialen Lernsystems einem 
Lehrbuch vorziehen. Insbesondere sollen interessierte Medizinstudenten und Postgradu-
ierte, die sich intensiver mit Medizinischer Statistik beschäftigen wollen, angesprochen 
werden. Das Programm eignet sieb auch als Begleitmaterial für Aufbaukurse über Medi-
zinische Statistik. 
Aufbau und Inhalt des Lernsystems 
Das Modul Medizinische Statistik gliedert sich in einzelne Lernfelder, die wiederum 
mehrere Lernobjekte enthalten können: 
Lernfeld: Deskriptive Statistik 
Lernfeld: Korrelation und Regression 
Lernfeld: Normalverteilung 
Lernfeld: Diagnosestudien 
Lernfeld: Prinzip des statistischen Tests 




Das System kann vom Anwender ohne zusätzliche Hilfsmittel verwendet werden. 
Auf Statistik Software und weiterführende Literatur wird hingewiesen. Bei erstmaligem 
Aufruf über das Internet (http://www.numas.de) muss sich der User registrieren lassen. 
Danach meldet er sich mit seinem Nutzernamen und Password an. Die Pflicht zur Au-
thentifizierung ermöglicht das Abspeichern eines persönlichen Nutzerprofils, in dem der 
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jeweilige Lemfonschritt, aber auch eigene Notizen des Benutzers. gespeichert werden 
und er somil bei jeder Neuanmeldung an der Stelle fortfahren kann, an der er das Pro-
gramm verlassen hat, bzw. seine alten Notizen einsehen kann. Es wird dadurch ein „per-
sönlicher Schreibtisch" eingerichtet, über den auch mit anderen Anwendern durch Email 
kommuniziert werden kann. Arbeiten mehrere User gleichzeitig mit dem System, können 
sie auch direkt Nachrichten austauschen. Jedes Lernobjekt wird mit einer kurzen Einlei-
tung versehen, in der auf notwendige und wünschenswerte Vorkenntnisse hingewiesen 
wird, das Lernziel definiert und Hinweise zur methodischen Arbeitsweise gegeben wer-
den. Die Hauptinfonnation wird in einem fortlaufenden Text vermittelt. ln ihm werden 
alle wichtigen Begriffe erklärt. Neben diesem Fließtext werden Vertiefungen, Beispiele, 
M erksätze, Übungen und eine Zusammenfassung des jeweiligen Lernobjekts angeboten. 
Auf diese ergänzenden Elemente wird über spezielle Symbole verwiesen. lm Gegensatz 
zu einer Darstellung in einem Lehrbuch wird der erklärende Text durch Interaktionen 
und Simulationen ergänzt. Auch kann der Lernende Berechnungen mit eigenen Daten 
durchführen. 
Im Lernfeld Überlebensanalyse wird z. B. in einer Interaktion die Problematik, die das 
Auftreten von zensierten Daten mit sich bringt, veranschaulicht: Eine andere Interaktion 
soll dem Lernenden die Bedeutung und den Nutzen der Kaplan-Meier-Schätz funktion 
näher b1ingen. 
In einer interaktiven Übung wird die Teststatistik Schritt für Schritt ausgerechnet. Der 
Anwender kommt nur dann weiter, wenn er das Zwischenergebnis richtig berechnet hat. 
Bei falscher Eingabe bietet das System Hilfe an, bei wiederholter Falscheingabe das kor-
rekte Zwischenergebnis. Durch diese interaktive Übung soll der Anwender Verständnis 
für die Grundidee dieses Tests erhalten. 
Diskussion/Schlussfolgerung 
Durch die besondere Berücksichtigung der Medizinischen Statistik, unterscheidet sich 
Numas ganz wesentlich von anderen Lernsystemen über Statistik, wie z. B. [ 1-4). Auch 
wird in Numas die Möglichkeit gegeben, die Methoden auf eigene Daten anzuwenden. 
Das soll dem Lernenden ein tieferes Verständnis der Materie vermitteln und bereitet ihn 
besser auf seine eigene Arbeit vor als Lernsysteme, die den Stoff nur anhand vorge-
fertigte Beispielen erläutern. 
Literatur 
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Abstraktnummer 40/1 
Systematische Steuerung klinischer Software-Projekte. 
Das amerikanische Software-Oversight-Committee-Modell 
in Theorie und Praxis 
Wetter T 
Universität Heidelberg, Abt. Medizinische lnfonnatik, Heidelberg 
Einführung 
Eine Initiative der amerikanischen Food and Drug Administration (FDA), klinische Soft-
ware einer Freigabe zu unter.liehen, wie Gesundheitsbehörden auch Arzneimittel für die 
Markteinführung freigeben, gewann Mitte der 90-er an Einfluss. Abgesehen von grund-
sätzlichen Bedenken hinsichtlich der Machbarkeit wurde dies von wichtigen Fachgesell-
schaften im Umfeld der Medizinischen Informatik als ein großes Risiko für die Weiter-
entwicklung von KJS gesehen. Diese Kritik wurde artikuliert in einem Artikel (1) mit 
u. a. folgenden Empfehlungen: 
• Freigabe sei sinnvoll für Hochrisiko-Software in „closed loops", d. h. wo ohne 
menschliche Eingriffsmöglichkeit Vitalfunktion gesteuert wird (Herzschrittmacher, In-
sulinpumpe) 
• Für typische patientenbezogene klinische Informationssysteme, elektronische Akten, 
... seien stattdessen je lokale Aufsichtsgremien - SOCs - einzurichten. Diese sollen 
in der Art von IRBs (lnslitutional Review Boards, vergleichbar den deutschen Ethik-
kommissionen) die beste lokale Kompetenz der erforderlichen Fachdisziplinen zusam-
menziehen „and detect software problems, analyze their impact, and develop timely 
solutions" [l]. 
Die von breiter Zustimmung getragene Stellungnahme führte zu einer Zurückstellung der 
FDA-Pläne sowie der Zuwidmung von National Library of Medicine (NLM)-Fördermit-
teln zur Erprobung des Management- und Steuerungswerkzeugs der SOCs. 
Problem 
In mehreren renommierten Zentren der amerikanischen MI wurden unter Nutzung der 
Fördennittel SOCs eingerichtet und nahmen ihre Arbeit auf [2]. Seitdem sind fünf Jah-
re vergangen, in denen die Komitees in unterschiedlicher Weise und Durchdringung 
ihrer Einrichtungen Projekte beraten und gesteuert haben. Was fehlt, ist eine kritische 
wissenschaftliche Würdigung des gesamten Konzepts. Hierzu soll dieser Artikel beitra-
gen. 
Material und Methoden 
Eine der Hauptaktivitäten des Autors während eines Forschungssemesters an der Univer-
sity of Utab war die Lösung eines Software-Integrationsproblems bei lntermountain He-
alth Care (IHC), Utahs größtem Gesundheitsdienstleister [3]. Vorausgegangen war eine 
Übersichtsuntersuchung über Erfolgsfaktoren für die Einführung von Entscheidungs-
unterstützung in die klinische Routine [4]. Da das Problem bei IHC schon Jahre bestan-
den hatte, wurde es als ein Prüfstein für die Effektivität des lokalen SOC gesehen. Es 
stellte sich die Frage, wie die in [L] vage formulierte SOC-Mission in einen konkreten 
Auftrag und konkrete Kompetenzen umzusetzen sei, sowie, ob die Ausrichtung des loka-
len SOCs den lokalen Anforderungen entspreche. 
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Dieser Frage wurde in zwei parallelen Untersuchungen nachgegangen: 
• Das o. g. Software-Integrationsproblem wurde zum Anlass genommen, die lokale Si-
tuation in der Tiefe zu durchleuchten [3) 
• Die Tatsache, dass aufgrund der NLM-Förderung mehrere Institutionen gleichzeitig 
mit etwa gleichen Startbedingungen SOC-Erprobung begonnen haben, wurde zum An-
lass einer systematischen Querschnittsbefragung der Vorsitzenden von SOCs USA-
weit genommen. Zur Abrundung wurden zwei Repräsentanten vergleichbarer europäi-
scher Einrichtungen befragt (befragte Einrichtungen siehe Danksagungen). 
Die Befragung bestand aus einem teilstandardisierten Interview, in das subtil standardi-
sierte Elemente eingebaut waren. Das Interview sprach Themen an wie ( 1) Standardisie-
rung des Begriffs SOC, (2) Unternehmenskultur der jeweiligen Einrichtung, (3) Entschei-
dungs-/Beratungsfunktion des SOC, (4) Zusammensetzung, Rolle der Mitglieder als 
Vertreter von Partik:ulärinteressen oder Sachwaller übergreifend guter Lösungen. Ergän-
zend wurden Risiken für klinische Software sowie Erfolgsfaktoren für SOCs im all-
gemeinen erfragt. Die Interviewnotizen wurden von Hand mitprotokolliert, zeitnah mit-
hilfe eines kommerziellen Spracherkennungsproduktes 1) transkribiert und den Befragten 
zur Überarbeitung und Freigabe vorgelegt. 
Ergebnisse 
Die Antworttendenzen sind in überraschend hohem Maße heterogen. Bei auf den ersten 
Blick gleichartigen Einrichtungen - hochrangige Gesundheitsdienstleister mit akademi-
schem Profil - wurden Fragen exakt gegensätzlich beantwortet. Z. T. existiert genau ein 
SOC, z. T mehrere Komitees mit überlappenden Aufgaben. (Details in der Langfassung, 
ab hier wird SOC verwendet für das [1) am nächsten kommende Komitee). Drei SOCs 
haben Macht oder üben durch ihren Berichtsweg Macht aus, in zweien wird mit guten 
Begründungen auf Macht verzichtet. Es gibt SOCs mit festem langjährigem Mitglieder-
Kreis, während andere ad hoc temporäre Mitglieder kooptieren. Manche SOCs rekrutie-
ren sich aus medizinisch-technischen Fachleuten, andere aus höherem Management Wei-
tere Unterschiede zeigen sich bei der Frage, ob das SOC primär eine Risikoeinschätzung 
im Vorfeld, eine Projektbegleitung oder die rückblickende Analyse abgeschlossener Pro-
jekte und die Umsetzung der dabei gelernten Lektionen für künftige Projekte zum Ge-
genstand haben solle. Aus der Vielzahl der weiteren Unterschiede sei hier verwiesen auf 
genannte Risiken, von primär technischen („immature software"), über Prozess-Risiken 
des Implementierungsprozesses und der Nutzung in Routine bis hin zur (mangelnden) 
Unterstützung durch das Top-Management einer Einrichtung. 
Diskussion 
Alle befragten Einrichtungen teilen in ihrer Eigenschaft als Gesundheitsdienstleister den 
gleichen letztendlichen Gegenstand ihres Handelns - kranke Menschen -, den gleichen 
Kenntnisstand über medizinische Verfahren und Versorgungsprozesse, den gleichen Markt 
an Hard- und Software und die gleiche Notwendigkeit, wirtschaftlich zu handeln. Die 
Tatsache, dass sie alle - repräsentiert durch die Vorsitzenden von SOCs als herausragen-
de Kenntnisträger der lokalen Informationsverarbeitung - zentrale Fragen unterschiedlich 
beantworten, zeigt deutlich, dass die medizinische Informatik hier einen Forschungs-
bedarf hat. Dabei ist Technologie nach wie vor ei.n wichtiger, aber bei weitem nicht der 
einzige Faktor. Als weitere Faktoren seien genannt die Art der Beziehung zu Software-
Häusem, die geschützte Koexistenz von Produktionssoftware und noch in der Erprobung 
befindlichen Forschungsprototypen sowie wesentlich der Zusammenhang zwischen Unter-
nehmenskultur und Art der Steuerung von Software-Prozessen. Denn eine Reihe der 
1) IBM ViaVoice 10 
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scheinbar augedeckten Widersprüche erklärten sich unter Rückgriff auf die jeweils herr-
schenden Unlemehmenslculturen (hierarchisch, visionär, qualitälSgetriebenen ... ) 
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Abstraktnummer 40/2 
Vorgehensmodelle für die Einführung von Data Warehouse 
Systemen im Krankenhaus: Eignung und exemplarische 
Ausarbeitung für das Universitätsklinikum Leipzig 
Häber A, Wagner C, Winter A 
Universität Leipz.ig, Institut für Medizinische Informatik, Statistik und Epidemiologie, Leipzig 
Einleitung 
Die Analyse der im täglichen Behandlungsablauf dokumentierten Dalen war bisher, be-
dingt durch die Heterogenität eines Krankenbausinformationssystems, meist auf ein ein-
zelnes Anwendungssystem beschränkt. Ein Data Warehouse System (DW-System) liber-
brückt diese Heterogenität, indem es betriebswirtschaftliche, medizinische und andere 
entscheidungsrelevante Daten aus verschiedenen internen und externen QueJJsystemen 
sammelt und in einer Datenbank (dem Data Warehouse) zur analytischen Verwendung 
speichert [ 1]. 
Die Vorgehensweise zur Einführung eines DW-Systems wird durch die spezifischen Ei-
genschaften der einzuführenden Lösung [2) und der Umgebung, in die sie eingeführt 
werden solJ, bestimmt. Vorgehensmodelle für die Einführung von DW-Systemen lassen 
sich in der LiLeralUr finden. Diese unterscheiden sich jedoch teilweise sehr vone inander 
(z. B. [3-5)). 
Aus diesem Grund war es Ziel, mögliche Vorgehensweisen für die Einführung eines 
DW-Systems in einem Unternehmen zusammenzutragen, vergleichend gegenüberzustel-
len und exemplarisch einen Vorgehensplan für die Einführung des SAP Business Infor-
mation Warebouse (BW) im Universitätsklinikum Leipzig (UKL) zu erarbeilen. 
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Material und Methode 
Ausgehend vom Phasen-Modell des taktischen Informationsmanagements [6] wurden die 
verschiedenen Vorgehensweisen zur Einführung von DW-Systemen zusammengetragen 
und anhand von (aus den Rahmenbedingungen am UKL ermittelten) Bewertungskriterien 
miteinander verglichen. Hierbei konnten Arbeiten zur Ermittlung der spezifischen Daten-
analysemöglichkeiten in der Klinik und Poliklinik für Neurochirurgie des UKL exempla-
risch mit einbezogen werden [7]. Die Integration des DW-Systems wurde mithilfe des 
3LGM [8] modelJiert. 
Basierend auf diesen Vorarbeiten wurde ein Vorgehensplao für die E inführung des SAP 
BW im UKL ausgearbeitet. 
Ergebnisse 
Der Vorgehensplan für die Einführung des SAP BW im UKL lehnt sich eng an das Phasen-
Modell des taktischen Informationsmanagements an, berücksichtigt aber in besonderem 
Maße die Rahmenbedingungen, die bei einer kompletten Einführung des SAP BW am 
UKL bestehen. So entfällt die Phase der Systemauswahl, während die Phase der System-
einführung vor allen Dingen durch Integration und Metamodellierung gekennzeichnet ist. 
Diskussion/Schlussfolgerungen 
Die gesetzlichen Veränderungen durch das Gesundheitsstrukturgesetz machen es notwen-
dig, vermehrt Quali tät, Effektivität und Effizienz der medizinischen Versorgung zu über-
prüfen und zu beurteilen [9]. Aus diesem Grund werden zurzeit vermehrt DW-Systeme 
in Krankenhäusern eingesetzt, aber in der Regel beschränkt auf betriebswirtschaftliche 
Fragestellungen oder das Controlling (z.B. [10]). Das U.KL hat sich entschlossen, das 
SAP BW nicht nur in den Bereichen für Finanzen/Controlling, sondern auch für kli-
nische Auswertungen einzusetzen. Der erarbeitete Vorgehensplan gibt einen Überblick 
über die Komplexität und den Ablauf eines Data Warebouse Projektes im UKL, bildet 
die Grundlage für den möglichst reibungslosen Ablauf der Einführung und beantwortet 
Fragen über Dimensionsmodellierung, Datenquellen und Integration ins KIS. 
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Abstraktnummer 40/3 
Erweiterung und Anwendung des Metamodells 3LGM 
zum Vergleich von lnformationssystemarchitekturansätzen 
Wendt T, Brigl B, Winter A 
Universität Leipzig, IMISE, AG Klinikuminformationssystem, Leipzig 
Einleitung 
Erfahrungen aus dem Informationsmanagement am Universitätsklinikum Leipzig (UKL) 
und aus Diskussionen mit Kollegen anderer Einrichtungen zeigen, dass die Bewertung 
verschiedener Architektw·ansätze und der darauf basierenden Integrationstechniken oft 
nicht angemessen erfolgt. Entscheidungen für oder gegen bestimmte Produkte oder Ei-
genentwicklungen können dann u. U. nicht richtig getroffen werden. Neben triviaJen Ur-
sachen wie teilweise fehlendem Hintergrundwissen ist eine weitere Ursache, dass bisher 
keine Basis, d. h. keine gemeinsame ,Sprache' oder Ontologie für den Vergleich von 
Architekturansätzen wie HL7, openGEHR, IDSA, CORBA, CCOW und COM [2- 4] 
vorhanden ist. 
Im Beitrag wird eine Ontologie vorgeschlagen und es werden die genannten Ansätze 
hinsichtlich der zugrunde liegenden Modelle und der darauf basierenden Produkte vergli-
chen. 
Material und Methode 
Als Grundlage für einen systematischen Vergleich wurde das Metamodell 3LGM erwei-
tert und angewendet [1]. Das 3LGM wurde als Modellierungsvorscbrift entwickelt und 
stellt im Sinne eines Begriffssystems eine Ontologie für die lnfonnationssystemmodellie-
rung auf drei verschiedene Ebenen dar: einer fachliche Ebene zur Beschreibung von 
Aufgaben und Informationen sowie einer logischen und einer physischen Werkzeugebe-
ne zur Beschreibung der Werkzeuge für die Informationsverarbeitung. Auf der logischen 
Werkzeugebene stehen dabei Anwendungsbausteine im Vordergrund, die entweder auf 
einer bestimmten Software basieren oder durch Organisationspläne festgelegt sind. Letz-
teres gilt für Komponenten des nicht rechnerunterstützten Teils eines Informationssys-
tems. 
Wie die drei Ebenen des 3LGM2 und ihre Beziehungen zueinander wurde die Erweite-
rung mit UML definiert. Sie beinhaltet u. a. mehrere Domänentypen. Eine Domäne ist 
ein Teil des betrachteten lnfonnationssystems, für den bestimmte Integrationsanforderun-
gen entweder bestehen (Gruppe der Anforderungsdomänentypen) oder mit bestimmten 
Integrationstechniken umgesetzt wurden (Gruppe der Integrationsdomänentypen). Die 
Anforderungstypen, aus denen sich die entsprechenden Anforderungsdomänentypen er-
geben, sind u. a. Datenintegration, semantische Integration, Kontextintegration und funk-
tionale Integration. Die Integrationstechniktypen, aus denen sich entsprechende Integrati-
onsdomänentypen ergeben, sind u. a. ORB und DCOM. 
Die Elemente der den oben genannten Architekturansätzen zugrunde liegenden Modelle 
wurden zu den Elementen der erweiterten 3LGM-Definition in Beziehung gesetzt, um 
darüber einen zusammenhängenden Vergleich vorzunehmen. 
Ergebnisse 
Durch Erweiterung des 3LGM2 war es möglich, die genannten Architekturansätze zu 
vergleichen. Es konnten Gemeinsamkeiten, z. B. zwischen den IDSA-Datenmodellen 
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und dem HL7-RIM, aber auch Unterschiede, z. B. in der unterschiedlichen Eignung zur 
Erfüllung von Integrationsanforderungen dargestellt werden. 
Dabei wurden die Architekturelemente der verschiedenen Ansätze in 3LGM-Modelle 
übertragen, um auf der Basis dieser Modelle die Gemeinsamkeiten und Unterschiede 
herausarbeiten zu können. In diesem Zusammenhang wurden auch Teile der oben be-
schriebenen 3LGM-Erweiterung definiert. 
Diskussion/Schlussfolgerungen 
In dem Beitrag werden die Architekturansätze HL7, openGEHR, HJSA, CORBA, 
CCOW und COM auf der Basis des 3LGM2 verglichen. Ein ähnlicher Vergleich ist den 
Autoren nicht bekannt, jedoch spiegeln die Harmonisierungsarbeiten von Organisationen 
wie HL7, CEN und der OMG wider, dass Vergleiche der verschiedenen Ansätze immer 
mehr an Bedeutung gewinnen. Dokumente zu diesen Harmonisierungsarbeiten wurden 
zur Erschließung des Themas verwendet (5). 
Der vorliegende Vergleich kann Informationsmanagern das Bewerten von Integrations-
techniken erleichtern, aber auch als Grundlage für die Lehre zur Thematik der Informati-
onssystemarchitekturen und Integrationstechniken verwendet werden. 
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Abstraktnummer 40/4 
Die Interaktion zwischen Mensch, Technik und Aufgabe 
bei klinischen Einführungsprojekten - eine Theorie des Fit 
Ammenwerth E, lller C, Eichstädter R 
Private Universität für Medizinische Informatik und Technik (UMIT), Forschungsgruppe Bewertung von 
Informationssystemen, Innsbruck 
Einleitung 
Eine zentrale Frage der Medizinischen Informatik ist dje nach den Gründen für eine 
erfolgreiche Adoption neuer Informationstechnologie in einer klinischen Umgebung. Die 
Antwort auf diese Frage hat erhebliche Bedeutung für die Planung und Durchführung 
von Einführungsprojekten. Das Technology Adoption Model (TAM) von Davis [l] be-
nennt z. B. „perceived ease of use" und die „perceived usefutness" als wesentliche Fak-
toren, welche wiederum von Eigenschaften der eingesetzten Technik abhingen. Das Mo-
lnfonnatik. Biometrie und Epidemiologie in Med. u. ßiol. 3413 (2003) 
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dell wurde mehrfach weiterentwickelt (z. B. [2]). Problematisch an diesen und ähnlichen 
Theorien scheint die einseitige Konzentration auf Eigenschaften von Technologie und 
Benutzer zu sein. Dadurch werden Aspekte wie die klinische Umgebung und die zu 
unterstützenden Aufgaben vernachlässigt. Das Task-Technology-Fit Modell von Goodhue 
[3] berücksichtigt neben Technologie und Benutzer nun auch Eigenschaften der Auf-
gabe, und untersucht den Einfluss dieser Faktoren auf Performance und Benutzerevalua-
tion eines EDV-Systems. Außerdem macht das TIF klar, dass die jeweiligen Faktoren 
nicht isoliert voneinander sind, sondern vielmehr zusammenwirken (,,Fit"). Dabei geht 
das ITF allerdings nur auf den Fit zwischen Mensch und Technik sowie zwischen Auf-
gaben und Technik ein. Das Zusammenwirken von Mensch und Aufgabe wird nicht be-
trachtet - und damit ein wesentlicher Faktor für erfolgreiche Einführungsprojekte, näm-
lich ob z.B. eine Pflegekraft überhaupt genügend motiviert und geschult ist für eine 
Pflegeprozess-orientierte Dokumentation. Schließlich fehlt im TIF und ähnlichen Theo-
rien auch der dynamische Aspekt von Einführungsprojekten: Die Eigenschaften von 
Mensch, Technik und Aufgabe ändern sich aber im klinischen Umfeld ständig, und da-
mit auch der Fit. Ziel dieser Arbeit ist daher, eine Theorie zum Fit zwischen Mensch, 
Technik und Aufgabe zu skizzieren (die FITT-Theorie), welche die genannten Aspekte 
einschließt. Sie wird beispielhaft angewandt zur Analyse der Einführung eines Pflegedo-
kumentationssystems auf verschiedenen Stationen. 
Die FITT-Theorie 
Basis der FITT-Theorie („Fit between Individuum, Task and Technology") ist die Ein-
sicht, dass nicht isolierte Eigenschaften die Adoption von Technologie in einer kli-
nischen Umgebung beeinflussen, sondern erst das Zusammenwirken der Eigenschaften 
von Mensch (z.B. EDV-Sicherheit, Motivation), Technologie (z. B. Benutzerfreundlich-
keit, Funktionalität), und Aufgabe (z. B. Organisation, Anforderungen). So sollte der 
Mensch ausreichend motiviert und geschult sein, eine Aufgabe durchzuführen. Die Tech-
nik muss zur Unterstützung einer Aufgabe ausreichende Funktionalität und Performance 
bieten. Der Mensch wiederum muss motiviert und in der Lage sein, die Technologie 
geeignet einzusetzen. Die folgende Abbildung soll diesen Zusammenhang skizzieren: 
Task 
lndlvldual Technology 
Diese Theorie kann nun zum einen herangezogen werden, um Einführungsprojekte zu 
analysieren: Wie war der Fit zwischen den Faktoren, was hat dazu geführt, dass das 
Projekt mit mehr oder weniger Problemen zu kämpfen hatte? Zum anderen können da-
mit auch EinfühJUngsprojekte geplant werden. Welche Eigenschaften von Mensch, Tech-
nik und Aufgabe liegen vor? In welchen Bereichen des Fit ist mit Problemen zu rech-
nen? Und insbesondere: Wie können die Eigenschaften so beeinflusst werden, dass der 
Fit erhöht wird? Einflussmöglichkeiten sind z. B. durch Schulungen und Support (bes-
serer Fit zwischen Mensch und Technik), Ausbau der EDV (besserer Fit zwischen Tech-
nologie und Aufgabe), oder Organisationsentwicklungsprozesse (besserer Fit zwischen 
Mensch und Aufgabe). Äußere Einflussfaktoren sind z. B. Personalfluktuation, neue ge-
setzliche Anforderungen oder technologische Weiterentwicklungen. Man kann das Auf-
rechterhalten des Fits als Aufgabe des Informationsmanagements gut in einem Regel-
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kreis beschreiben, der die Dynamik von EDV-Einführungen und -Betrieb darstellt Die 
Anwendung der FITT-Theorie wird nun an einem Beispiel skizziert. 
Material und Methode 
Auf vier Stationen am UniversitätskJinikum Heidelberg wurde ein rechnergestütztes Pfle-
gedokumentationssystem eingeführt. Die Einführung wurde begleitet durch Erhebungen 
zur Benutzerakzeptanz sowie durch Analysen der Qualität der Pflegedokumentationen. 
Diese Erhebungen sowie die allgemeinen Eindrücke von den Stationen zeigten deutliche 
Unterschiede in der Akzeptanz des EDV-Systems zwischen den Stationen (Details z. B. 
in [4], [5]). Zur Analyse dieser Unterschiede wurden Anfang 2002 ergänzende Gruppen-
interviews auf den Stationen durchgeführt, welche mittels qualitativer Inhaltsanalyse aus-
gewertet wurden. Die quantitativen Erhebungen sowie die Ergebnisse der Gruppeninter-
views können nun verwendet werden, um auf Basis der FIIT-Theorie die Unterschiede 
zwischen den Stationen zu analysieren. Exemplarisch sollen die wesentJichen Punkte 
zum Fit auf derjenigen Station betrachtet werden, auf der die Erhebungen auf größere 
Probleme bei der Einführung hindeuteten. Eine ausführliche Analyse aller Stationen fin-
det sich im Studienbericht [6]. 
Ergebnisse 
Die erhobenen quantitativen und qualitativen Daten auf dieser Station werden nun an-
hand der drei beschriebenen Fits aus der FIIT-Theorie betrachtet. Die Station war beim 
Fit zwischen Mensch und Aufgabe teilweise problematisch. Mitarbeiter und Stations-
leitung zeigten sich zwar bei allen Erhebungen weitgehend überzeugt von der Notwen-
digkeit einer guten Pnegedokumentation. Allerdings zeigten die Dokumentenanalysen, 
dass die Pflegedokumentation (die nun vermehrt auf Pflegestandards basierte) nicht mehr 
genügend an den Patienten angepasst wurde. Hier scheinen also Nachschulungen zum 
Pflegeprozess zur Erhöhung des Wissensstandes der Mitarbeiter und damit des Fit sinn-
voll zu sein. Der Fit zwischen Mensch und Technik war auf dieser Station besonders 
anfangs problematisch, da die Benutzer überwiegend PC-unerfahren waren. Durch zu-
sätzliche Schulungen und allgemeine Übung verringerte sich dieses Problem im Laufe 
der Zeit, der Fit stieg. Immer noch scheinen aber einige Funktionalitäten des Programms 
nicht ausreichend bekannt zu sein. Der Fit zwischen Technik und Aufgabe schließlich 
war in den ersten Monaten äußerst problematisch. So waren einige für diese Station 
notwendigen Funktionalitäten im EDV-System nicht ausreichend vorhanden (z.B. An-
passbarkeit auf Besonderheiten der vielen kurzliegenden Patienten). Hauptproblem war 
aber die fehlende Verfügbarkeit von Computern in den Patientenzimmern. Dies führt zu 
einer Störung der pflegerischen Arbeitsabläufe. Erst durch Ausbau von Hardware und 
Updates der Software sowie durch Änderungen von Abläufen konnte der Fit erhöht und 
die Einführung schließlich insgesamt erfolgreich abgeschlossen werden. 
Diskussion/Schlussfolgerungen 
Die vorgestellte Analyse zeigt exemplarisch, wie die FITT-Theorie verwendet werden 
kann, um den Verlauf eines Einführungsprojekt retrospektiv zu analysieren. In ähnlicher 
Weise können Einführungsprojekte auch strukturiert geplant werden. Zu beachten ist, 
dass die FIIT-Theorie zunächst nur an dem Beispiel der Einführung eines Pflegedoku-
mentationssystem angewandt wurde, wenn auch für vier sehr unterschiedliche Stationen. 
Es ist nun also zu zeigen, dass diese Theorie auch in anderen Bereichen (z. B. Evaluati-
on eines PACS) eingesetzt werden kann. Entsprechend Projekte laufen derzeit an. Durch 
die geplante EntwickJung geeigneter Instrumente (z. B. Fragebögen) und Leitfäden zur 
FIIT-Theorie erwarten wir uns eine konkrete Unterstützung bei Planung und Bewertung 
klinischer Einführungsprojekte und damit eine Unterstützung des Informationsmanage-
ments. 
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Abstraktnummer 43/1 
A Mini-Tutorial on a New Definition of Confounding Based 
on Causal Diagrams 
Siebert U 
Harvard School of Public Health, Boston, USA, Harvard Center for Risk Analysis, Boston, USA 
lntroduction 
Frequently, decision analyses include parameters or prediction equations derived from 
observational studies, which have the potential of confounding. Often these pa.rameters 
or equations are interpreted causally, i.e. a change in the value of a predictive variable 
translates to a causal effect on the clinical outcome. Therefore, appropriate rnethods that 
control for confounding are crucial for obtaining valid causal estimates of the exposure-
disease effect. 
Our goal was (1) to use directed acyclic graphs (DAGs) to illustrate statisticaJ and causal 
relationships, (2) to use DAGs to illustrate a graphically oriented definition of confound-
ing, and (3) to identify and describe situations in which traditional regression analysis 
fails and other methods must be used for causal inference. 
Material and Methods 
ln observational (epidemiologic) studies, potential confounders must be identified and 
appropriately adjusted for in the analysis. Various techniques based on statistical associa-
tions have been proposed for confounder identification. These include automatic variable 
selection procedures, change-in-estimate procedures, or testing of the confounder-expo-
sure and confounder-disease correlation (double testing) (1, 2). In order to make causal 
inferences, confounder identification must be based on the causal network linking the 
variables under study (3). Directed acyclic graphs (DAGs) have been introduced as valu-
lnfonnatik. Biomcrric und Epidemiologie in Med. u. Biol. 34/3 (2003) 
402 Abstracts der 48. Jahrestagung der GMDS 
able and visually understandable tools in epidemiology ( !]. DAGs consist of a set of 
nodes and directed links (arrows) that connect some pairs of nodes. For our purposes, 
nodes represent vruiables and rurows denote causal relationships. In this presentation, 
DAGs are used to derive a grapbically oriented definiLion of confounding. 
Results and Discussion 
DAGs can be used to represent causal a priori assumptions about the underlying biologi-
cal mecbanisrns. A set of grapbical rules allows one to deterrnine ( l) wbether an un-
biased effect is estimable from the observed data, and (2) whicb variables must be ad-
justed for in the analysis to obtain an unbiased exposure-disease effect. 
STATISTICAL AND CAUSAL ASSOCIATIONS 
Using simple DAGs, Figure 1 explains the difference between statislical and causal asso-
ciations between exposure (E) and disease (D) when an intermediate step (1), a confoun-
der (C), or a collider (X) is present (note: a colJjder is defined as a variable tbat is 
causally affected by two other variables, which in our case are exposure and disease). 
We use lhe term "conditionmg" on a variable V wben we (l) know the value of V, (2) 
stratify on V in the analysis, or (3) adjust for V in a multivariate analysis. In causal 
chains, the variable E is an indirect cause of D, and lherefore E and D are statistically 
associated (Fig. 1 a). lf we condition on I, we remove lhis causal association. Figura-
tively, by conditioning on I, we block tbe flow of information on the path from E to D 
(Fig. ld). lf we want to evaluate the causal effect of E on D, we must not condition on 
the intermediate step 1. In causal forks, lhe variable C introduced a (non-causal) statisti-
cal association between E and D (Fig. 1 b). lf we condition on C, we remove this non-
causal association by block:ing the path from E to D (Fig. Je). If we want to evaluate the 
causal effect of E on D, we must condition on the confounder C. In inverted forks, the 
variable X is in the future of both E and D, and tberefore cannot introduce any statisti-
cal association between E and D (Fig. lc). However, if we condition on X, we unblock 
the path from E to D and introduce a non-causal statistical association between E and D 
(Fig. lf). lf we want to evaluate the causal effect of E on D, we must not condition on 
the collider X. 
THE BACKDOOR CRITERION 
Tue backdoor criterion is explained along figure 2. A backdoor path from E to D is any 
path from E to D with arrows pointing at E ("entering E tbrougb the backdoor''). In 
order to obtain an unconfounded effect of E on D, all backdoor palhs from E to D must 
be blocked. Example: in Fig. 4a, E-C-D is an open backdoor path and confounding is 
presenl. Therefore, we have to condition on C. But as C is a collider on the path E-A-
C-B-D, this backdoor path was unblocked by conditioning on C. We must block this 
path by also conditioning on either A or B. Therefore, there are two different sufficient 
sets of variables that can be used to completely control for confounding, {A, C} or {B, C}. 
/ '~ /c~ /X"-. 
E D E D E 0 
(a) open path (b) open path (c) closed path 
~ A ~ 
E D E D E 0 
(d) closed path (e) closed path (f) open path 
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(b) no open backdoor 
path from E to D 
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Figure 2: Backdoor Criterion for Confounding 
Thjs demonstrates that confounding is a property of the causal variable configuration 
rather tban an anribute of single variables. 
To demonstrate the role of variables that simultaneously act as confounders and inter-
mediate steps, the framework is extended to time-dependent confounding. Traditional 
stratification or regression analysis may fail to control for confounding that are inter-
mediate steps and "causal methods" must be used for causal inference [4]. Simulation 
examples are used to iUustrate the application of DAGs to the identification of c lassical 
and time-dependent confounding. 
Conclusions 
DAGs are a valuable and comprehensive tool that offers epidemiologists and decision 
scientists better insight into confounding and the causal interpretation of model param-
eters. In the oftcn-encountered situation of time-dependent confounding, traditional stra-
tification and regression analysis fail to control for confounding, and thus causal me-
thods such as g-methods, structural nested models, or marginal structural models must 
be used for causal inference [4-6). Basic courses of epidemiology and decision analysis 
should introduce students to the concept and application of DAGs. 
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Abstraktnummer 43/2 
Risikoschätzung in epidemiologischen Studien 
mit künstlichen neuronalen Netzen 
Bammann K 
Bremer Institut für Präventionsforschung und Sozialmedizin (BIPS), Abt. Biometrie, Bremen 
Einleitung 
Standarctinstrumente zur Risikoschätzung in epidemiologischen Studien sind lineare und 
logistische Regressionsmodelle, ctie aber, da sie zur KJasse der verallgemeinerten linea-
ren Modelle gehören, bestimmten Annahmen unterliegen (Adctitivität bzw. Multiplikati-
vität der Risiken, Unabhängigkeit der Risikofaktoren, lineare Zusammenhänge). Eine 
denkbare Alternative sind künstliche neuronale Netze, die eine Eiweiterung des verall-
gemeinerten linearen Modells darstellen und mit denen beliebige Zusammenhänge mo-
delliert werden können, für die obige Annahmen nicht gelten müssen. Gegenstand des 
Vortrags ist die Frage, inwieweit künstliche neuronale Netze bei der Risikoschätzung in 
epidemiologischen Stuctien sinnvoll eingesetzt werden können. 
Material und Methode 
Neben theoretischen Überlegungen wurden beispielhaft anhand von verschiedenen Daten-
quellen beide Methoden empirische verglichen. Für die Risikoschätzung mit künstlichen 
neuronalen Netzen wurde ein mehrschichtiges Perzeptron (MLP) mit einer versteckten 
Schicht verwendet. Das MLP wurde in SAS implementiert. Die Parameterschätzung er-
folgte durch Resilient Backpropagation mit Cross-Entropy als Fehlerfunktion. Die Zahl 
der Neuronen in der versteckten Schicht wurde anhand von Maßen der globalen Anpas-
sung, einer Analyse der geschätzten verallgemeinerten Synapsengewichte sowie einer 
Sichtprüfung der geschätzten Risikofunktionen bestimmt. Die Ergebnisse der Analysen 
wurden mit denen entsprechender Regressionsmodelle verglichen. 
Ergebnisse 
Die Ergebnisse verweisen auf ein hohes und bislang ungenutztes Potenzial der mehr-
schichtigen Perzeptronen für ctie Analyse epidemiologischer Studien. Durch die Nicht-
Linearität dieser Modelle können detailliert einzelne oder das Zusammenspiel mehrerer 
Risikofaktoren untersucht und unterschiedliche Einflüsse in einzelnen Expositionsberei-
chen identifiziert werden. Die so gewonnenen Ergebnisse ergeben ein wesentlich diffe-
renzierteres Bild als es die Ergebnisse multivariater Regressionsmodelle liefern können. 
Die größere Flexibilität mehrschichtiger Perzeptronen wird jedoch durch die mangelnde 
statistische Sicherheit des Verfahrens erkauft. Ein weiterer Schwachpunkt ist ctie seht.ech-
te Kommunizierbarkeit der Ergebnisse. 
Diskussion/Schlussfolgerungen 
Die bisherige Arbeit zeigt, dass künstliche neuronale Netze ein viel versprechendes In-
strument zur Datenanalyse darstellen, dessen weitere Untersuchung fiir die Epidemiolo-
gie lohnenswert ist. Weiterer Forschungsbedarf besteht vor allem bei der Aufbere itung 
und der Interpretation der Ergebnisse von Datenanalysen mit künstlichen neuronalen 
Netzen und der Etablierung von Standards für den Einsatz künstlicher neuronaler Netze 
in der Epidemiologie. 
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Abstraktnummer 43/3 
Analyse der Auswirkungen von Berkson-Fehlern 
bei der Expositionsmessung im Cox-Modell 
Lenz-Tönjes R, KOchenhoff H, Sender R 
Universität Bielefeld, Fakultät für Gesundheitswissenschaften, AG 3 - Epidemiologie und medizini-
sche Statistik, Bielefeld 
Einleitung 
Die Erhebung von berufsbedingten Expositionen in epidemiologischen Studien zur Un-
tersuchung der mit diesen Expositionen assoziierten Risiken erfolgt in vielen Fällen mü-
hilfe einer Job-Exposure-Matrix (IBM). Aufgrund einer Expositionsberecbnung mit ge-
schätzten mittleren Dosiswerten spielen sowohl klassische als auch Berkson-Messfebler 
(1] eine Rolle. 
In prospektiven Kohortenstudien wird häufig das Cox-Modell eingesetzt, für das es je-
doch bislang wenig Infonnationen bzgl. des durch Messfehler induzierten Bias von 
Berkson-Fehlem gibt Aus diesem Grund wurden umfangreiche Simulationen auf Basis 
von Daten aus der deutschen Uranbergarbeiterstudie zur Krebsmortalität bei ehemaligen 
Bergarbeitern der SAG/SDAG WISMUT durchgeführt [2]. 
Diese Simulationen sollen mit analytischen Berechnungen zur Hazard-Funktion (3] ver-
glichen werden. 
Material und Methode 
Die Simulationen zum Cox-Mode!J mit Berkson-FeWer wurden mit SAS durchgeführt 
und betrachten folgende drei Messfehler-Modelle: 
• Gewöhnliches additives Berkson-Modell 
• Heteroskedastisches Berkson-Modell 
• Gewöhnliches multiplikatives Berkson-Mode!J 
Um realistische Überlebenszeiten zu erzeugen, die den beobachteten Mortalitätsraten ent-
sprechen, wurde die Gompertz-Veneilung (4] in dem Modell verwendet. 
Oie analytischen Berechnungen wurden mit MAPLE vorgenommen, wobei die wahren 
Werte mit den beobachteten verglichen wurden. Für das Cox-Gompertz-Modell können 
die Harzard-Funktion und die Survivorfunktion angegeben werden. Durch eine entspre-
Informatik. Biometrie und Epidemiologie in Med. u. Biol. 3413 (2003) 
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chende Wahl der Parameter wurden somit die wahren Werte der Beobachtungen abge-
bildet. Um die beobachteten Werte darzustellen, wurden numerische Integrationen der 
Survivorfunktion über den Fehler durchgeführt. 
Ergebnisse 
Die Simulationen belegen einen mit der Fehlervarianz ansteigenden relativen Bias, wie 






















WLMobs WlM1ruc WLMob! 
- 2,89 -0,64 - 1,75 
- 4,86 -0,62 - 3,86 
- 6,74 -0,58 - 5,78 
- J0,91 -0,64 - 10,15 
- 17,5 1 -0,53 - 16,90 
Die Tabelle zeigt den relativen Bias der Parameterschätzungen (in %) mit steigender 
Variabilität des Messfehlers im einfachen addiliven Berkson-Modell. Zusätzlich zum ab-
soluten Wert des Parameters a ist der Anteil der Messfehlervarianz im Vergleich zur 
Varianz der beobachteten Exposition (WLMobs) angegeben. 
Es zeigt sich, dass unter Verwendung der beobachteten Wert selbst der Parameter Alter, 
der nicht messfehlerbehaftet ist, verzent geschätzt wird. 
Unter den in der Simulationsstudie gemachten Annahmen ist es auch möglich, den theo-
retischen Zusammenhang zwischen der beobachteten Exposition und der Hazarrate durch 
Integration zu bestimmen. Dieser Zusammenhang wird graphisch dargestellt und mit den 
Werten aus dem zur Simulation verwendeten Cox-ModeU verglichen. Es zeigt sich, dass 
der Zusammenhang abgeschwächt wird und seine Loglineare Form verliert. Weiter ist 
die Annahme der Proportionalen Hazards nicht mehr erfüllt. Die Auswirkungen eines 
multiplikativen Messfehlers sind erheblich. 
Diskussion/Schlussfolgerungen 
Die berechneten Abweichungen zwischen theoretischem und beobachteten Modell liefern 
größtenteils eine plausible Erklärung für die Simulationsergebnisse. 
Weiterhin is t das Verhalten des Modells abhängig von der Parameterwahl und der Vertei-
lung der Überlebenszeiten. 
Die analytische Methode ist geeignet, den steigenden Bias durch den resultierenden Kur-
venverlauf zu erklären. Hier zeigt sich, dass nur bei großer Varianz des Messfehlers und 
bei einer Abweichung von der Rare-Disease-Annahme ein großer Bias auftritt . 
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Abstraktnummer 43/4 
Abschätzung eines Bias 
von arbeitsplatzbedingten Lungenkrebsrisiken durch Rauchen 
Wellmann J 
Westfälische-Wilhelms-Universität Münster, Institut für Epidemiologie und Sozialmedizin, Münster 
Einleitung 
Ein erster Ansatz zur Bewertung eines Risikofaktors in einer epidemiologischen Studie 
kann darin bestehen, die Mortalität einer diesem Risikofaktor ausgesetzten Studienpopu-
lation mit der einer Referenzgruppe durch ein „standardized mortality ratio" (SMR) zu 
vergleichen. Wenn sieb beide Gruppen auch bezüglich anderer Risikofaktoren unterschei-
den, ist das resultierende SMR möglicherweise ein verzerrter Schätzer des Risikos der 
eigentlich interessierenden Exposition. 
Dieser mögliche Bias wird in einer konkreten, historischen Kohortenstudie zum Lungen-
krebsrisiko in der rußerzeugenden lndusaie untersucht, bei der in der Studienpopulation 
eine höhere Prävalenz des Rauchens im Vergleich zur westdeutschen Bevölkerung fest-
gestellt wurde. 
Material und Methode 
Aus der oben erwähnten Studie wurde die Personenzeit der männlichen Probanden, stra-
tifiziert nach Alter und Kalenderjahren, getrennt für Nie-Raucher und Probanden, dfo 
jemals geraucht haben, entnommen. Zusammen mit Daten zur Prävalenz des Rauchens 
in der westdeutschen Bevölkerung [l] und zu bekannten Lungenkrebsrisiken von Nie-
Rauchern und Rauchern [2] wurde die Erhöhung des Lungenkrebsrisiko der Studien-
population im Vergleich zur Referenzgruppe geschätzt, die allein durch die höhere Prä-
valenz des Rauchens erklärbar ist. 
Ergebnisse 
In der konkreten Studienpopulation ist, unter bestimmten Annahmen, durch die höhere 
Prävalenz des Raucbens eine Verzerrung des Lungenkrebs-SMRs als Schätzer für arbeits-
platzbedingte Belastungen um den Faktor 1,24 zu erwarten. 
Diskussion 
Diese Abschätzung verwendet eine Idee von Axelson [3], der vergleichbare Berechnun-
gen durchführt. Allerdings geht Axelson davon aus, dass keine Daten zum Rauchverhal-
ten vorliegen, was in der Arbeitsepidemiologie häufiger vorkommt. Ersatzweise rechnet 
er plausible Szenarien unterschiedlichen Rauchverhaltens in Studien- und Referenzpopu-
lation durch und kommt zu dem Schluss, dass ein multiplikativer Bias von 1,5 oder gar 
2,0 unter realistischen Annahmen kaum wahrscheinlich ist (4, 5). 
In der vorliegenden Arbeit liegen aber Daten zum Rauchverhalten der Studienkohorte 
vor. Zudem werden, als Verfeinerung der Abschätzung von Axelson, auch Veränderun-
gen der Prävalenz des Rauchens über Alters- und Kalenderzeit-Gruppen hinweg berück-
sichtigt. In der konkreten Studie zeigt sieb, dass die mögliche Verzerrung durch Rauchen 
sogar niedriger ist als von Axelson prognostiziert, vorausgesetzt, dass die Raucher in der 
Studienpopulation nicht deutlich mehr und/oder länger rauchen als die Raucher in der 
Referenzbevölkerung. 
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Abstraktnummer 44/1 
30-Animationen zur Geburtsmechanik und zu geburtshilflichen 
Handgriffen 
Fritzsche-Lucic S, Rothfischer S, Flock F, Grab D, Bernauer J 
Fachhochschule Ulm, FB Informatik, Ulm 
Einleitung 
Das Verständnis der Geburtsmechanik bei normalen und pathologischen Kindslagen setzt 
ein grilndlicbes anatomisches Wissen und eine gute räumliche Vorstellung über die Be-
wegungen des Kindes im Geburtskanal voraus. Zur Veranschaulichung der komplexen 
räumlichen Lagebeziehungen wird im Unterricht klassischer Weise ein Becken-Phantom 
zu Hilfe genommen, denn Videoaufnahmen von realen Geburtsvorgängen insbesondere 
bei pathologischen Kindslagen stehen kaum zur Verfügung. Mit Verfahren der 30-Ani-
mation können die Abläufe unter einer Geburt realitätsgetreu wiedergegeben und Lage-
beziehung transparent gemacht werden. Im Rahmen des Projekts Docs'n Drugs werden 
derzeit an der Fachhochschule Ulm in Kooperation mit der Universitätsfrauenklinik Ulm 
und dem Krankenhaus München-Harlaching 3D-Animationen zur Geburtsmechanik und 
zu geburtshilflicben Operationen bei nonnalen und pathologischen Kindlagen erstellt. 
Material und Methode 
Der Inhalt der einzelnen Szenen und deren Abfolge wird .in Form eines Drehbuchs kon-
zipiert. Hier werden die Vorgaben für die Stellung und Animation der Objekte sowie 
über Kameraposition und Kameraführung gemacht. Bei der Umsetzung der Animationen 
kommen als Werkzeuge Poser®, Maya® sowie Adobe Premiere® zum Einsatz. Zunächst 
werden die Figuren von Frau und Kind aus Poser4® als 3D-Objekte in Form von Poly-
gonnetzen exportiert und in Maya® importiert. Hier werden sie mit einem vereinfachten 
Skelett versehen, das aus Knochen und Gelenken sowie Griffen für inverse Kinematik 
besteht. Dadurch werden die Figuren beweglich, können animiert werden, und auch 
komplexe Bewegungsvorgänge können umgesetzt werden. Mithilfe verschiedener Mo-
dellierungstechniken, die in Maya® zur Verfügung stehen, können medizinische Geräte 
sowie Einrichtungsgegenstände eines Kreißsaales nahezu originalgetreu modelliert wer-
den. Um die Szenen realistisch zu gestalten, werden den Objekten Farben, Texturen und 
Shadings zugewiesen, und es werden in möglichst natürlicher Weise Beleuchtungsposi-
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tionen gesetzt. Nach Kamerapositionierung und -animation werden die Szenen gerendert. 
Die dabei entstehenden QuickTime-Movies, werden mithilfe von Adobe Premiere® ge-
schnitten und überblendet. Anschließend erfolgt die Vertonung durch einen Sprecher an-
hand des Drehbuches. 
Ergebnisse 
Bisher wurden Animationen für die folgenden Geburtsvorgänge erstellt: (1) zur B ecken-
endlage: die Darstellung der Geburtsmechanik, insbesondere die Leopoldschen Handgrif-
fe, die Manualhilfe nach Bracht, die klassische Armlösung sowie die Annlösungs verfab-
ren nach Müller, Lövset und Bickenbach. (2) die Geburtsentwicklung bei der vorderen 
Hinterhauptslage sowie (3) die Geburtsentwicklung mittels Zange und Saugglocke . Hier-
zu wurden kommentierte Videosequenzen von 2-3 Minuten Dauer erstellt. Die e ntstan-
denen Animationen werden am Klinikum Ulm im Medizinstudium, in der Facharztaus-
bildung und im Hebammenunterricht eingesetzt. 
Diskussion/Schlussfolgerungen 
Oie komplexen anatomischen Beziehungen und dynamischen Abläufe bei normalen und 
pathologischen Geburtslagen sowie die entsprechenden geburtshilflichen Handgriffe las-
sen sich durch 3D-Animationen sehr gut visualisieren Lmd verständlich machen. Die mo-
dernen Werkzeuge der 3D-Animation erlauben eine relativ zügige Entwicklung der Sze-
nen durch die teilweise Wiederverwendung bereits erstellter Objekte. 
Literatur 
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Abstraktnummer 44/2 
LIFESAVER - Online-Kurs Notfallmedizin in der Praxis: 
Integration und Evaluation des Einsatzes im Rahmen 
der vhb und im Rahmen des Münchner Medizincurriculums 
Schmidt K, Bauer A, Dugas M, Christ F, Überla K 
Ludwig-Maximilians-Universität München, Institut für Medizinische Informationsverarbeitung, Biometrie 
und Epidemiologie (IBE), München 
Einleitung 
Der LIFESAVER - Online-Kurs Notfallmedizin ist ein fl exibles, fallbasiertes Web-based 
Lehr- und Lernsystem für die Aus- und Weiterbildung in der Medizin. Das System wur-
de entwickelt, um den Studenten die Möglichkeit zu geben, ihr theoretisches Medizin-
wissen sowie ihre klinischen Erfahrungen an authentischen Notfallszenarien praxisnah 
anzuwenden. Das Potenzial des Computer/Web-based-Trainings in verschiedenen Ein-
satzbereichen der Medizin wurde bereits in einer Vielzahl von wissenschaftlichen Studi-
en gezeigt [1-3). 
Seit dem Sommersemester 2000 wird der Online-Kurs NotfaUmedizin im Rahmen der 
virtuellen Hochschule Bayern (vhb) routinemäßig in der studentischen Ausbildung einge-
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setzt (4). Im Sommersemester 2002 wurde der LIFESAVER erstmaJs an der Universität 
München im Rahmen des Praktikums Notfallmedizin, einer von der Approbationsord-
nung für Ärzte vorgeschriebenen scheinpflichtigen Lehrveranstaltung, curricular in das 
Medizinstudium integriert und mit einer Befragung der teilnehmenden Studenten evalu-
iert. 
Noch steht die Integration virtueller Kurse in das Lehrspektrum der Universitäten am 
Anfang (5). Kontinuierliche Evaluationen des Einsatzes von Lernprogrammen sind des-
halb unbedingt erforderlich, um mit der virtuellen Lehre den Bezug zur praxisorientier-
ten Ausbildung bestmöglich herzustellen und die Weiterentwicklung dieser Lernangebote 
zielfübrend vorantreiben zu können. 
Material und Methoden 
Die Lernfälle des LIFESAVERs beziehen sich auf das didaktische Konzept des problem-
orientierten Lernens (POL). Ziel des POL ist es, selbstständiges, eigenverantwortliches 
und reflektiertes Lernen zu fördern sowie die Fähigkeit zum problemlösenden Denken 
auszubilden [6]. 
Das Kurssystem, der sogenannte CBT-Server, vereint Autorenumgebung, Benutzerver-
walnmg sowie Kursauswertung und verwendet einen Unix-Server mit einem Apache-
Webserver sowie einer PostgreSQL-Datenbank. Als Programmiersprache wurde PERL 
gewählt. Die Lerneinheiten können in einem standardisierten XML-Austauschformat 
(MedicCaseML) expo1tiert werden [7]. 
Inhaltlich wurden 16 multimediale Lernfälle von erfahrenen Anästhesiologen entwickelt. 
Schrittweise muss der Student Multiple-Choice- und Freitextfragen zu den Notfallsitua-
tionen beantworten und erhält Feedback. Zusätzlich vennitteln Expertenkommentare wei-
terführendes Hintergrundwissen. 
Logfiles lieferten objektive Daten zu Dauer und Vollständigkeit j eder Fallbearbeitung 
sowie zum Erfolg bei der Beantwortung der interaktiven Fragen. Zur subjektiven Ein-
schätzung durch die Studierenden ist jedem Lernfall ein elektronischen Kurzfragebogen 
angefügt. Der Fragebogen umfasst sechs kategorisierte l tems zu den Themen technische 
Bedienbarkeit, Motivation, Lernen von medizinischen Zusammenhängen und Schwierig-
keitsgrad der Lernfälle. Dabei reichte die Bewertungsskala der Items von l („trifft nicht 
zu") bis 6 („trifft zu"). Außerdem hatten die Studierenden die Möglichkeit in zwei Frei-
textfeldern Kommentare und Verbesserungsvorschläge abzugeben. 
Ergebnisse 
Logfiles und Datenmaterial aus den elektronischen Fragebögen von 2 L 7 LMU-Studenten 
(Sommersemester 2002 uad W10tersemester 2002/03) wurden ausgewertet und mit denen 
der 151 vhb-Studenten desselben Zeitraums verglichen. Oie Auswertung der Logfiles 
zeigte, dass sowohl vhb- als auch die LMU-Studenten durchschnittlich 30 Minuten an 
einem Fall arbeiten, wobei die durchschnittliche Erfolgsquote der vhb-Studenten 82 % 
und die der LMU-Srudenten 86% betrug. Studenten der vhb hatten die Inhalte im 
Durchschnitt zu 90%, die LMU-Studenten zu 96% vollständig bearbeitet. Im Hinblick 
auf d ie online-Arbeitszeiten der Studenten wurden die vom System aufgezeichneten Lo-
gin-Zeiten drei Intervallen zugeordnet: morgens (8: 0 1 bis 12: 00), Nachmittag (12: 01 
bis 18:00) und abends/nachts (18:01 bis 8:00 Uhr). 49% aller Studenten bearbeiteten 
am Nachmittag, 17% morgens und 34% abends/nachts die Lemfälle. Zwischen den zwei 
Studentengruppen gab es beztiglich der Arbeitszeiten keine wesentlichen Unterschie-
de. 
Nach Datenanalyse von insgesamt 649 elektronischen Fragebögen schätzte der Großteil 
aller Teilnehmer die Nutzung des LIFESAVERs im Rahmen des Studiums sehr positiv 
ein. „Die Lerneinheit hat mir gefalJen" erhielt von 83 % der vhb-Studenten und von den 
77 % der LMU-Studenten die besten Bewertungen (5 und 6). Das Lernen mit dem On-
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line-Kurssystcm im Hinblick auf den Erweb medizinischer Kompetenz wird allgemein 
als effektiv empfunden und 60% der Studenten beantworteten das ltem „In dem Seminar 
habe ich mein medizinisches Fachwissen erweitert" mit 5 und 6. Auch hinsichtlich ihrer 
speziellen Fähigkeiten auf dem Gebiet der Notfallmedizin bestätigt die Mehrheit der Stu-
dierenden eine subjektive Steigerung (55 % geben 5 oder 6 an). 81 % der Evaluationsteil-
nehmer von der vhb und 70% von der LMU gaben an, dass der Nutzer problemlos mit 
der Fallbearbeitung zurecht kommt (Bewertung 1 und 2). Schwierigkeiten mit dem Com-
puter werden generell verneint. Lediglich eine Minderheit aller Studenten fühlte s ich un-
terfordert. 13% der vhb-Studenten und 20 % der Studierenden der LMU wünschten sieb 
schwierigere Fälle (Wertung 5 und 6). 
Das Feedback der Freitextfragen war im Allgemeinen ebenfalls sebr posiliv (z. B. „pra-
xisnah", „hat Spaß gemacht", „gute Zusatzinfos"). Häufig wurde eine größere Auswahl 
verfügbarer FäUe gewünscht, auch wurden mehr mit OP- und Klinikvideos illustrierte 
Szenarien gefordert; einige Studenten bemängelten die Texterkennung bei den Freitext-
fragen. 
Diskussion/Schlussfolgerungen 
Der LIFESAVER als fallbasiertes, multimediales, medizinisches Lehrangebot ermöglicht 
patientenorientiertes Lernen und damit eine Leistungsverflechtung zwischen der Vermitt-
lung theoretischer Grundlagen und der Praxis der Patientenversorgung und wird auch 
von den Studenten genutzt [8]. Die Integration der neuen Medien in das Medizinstudium 
stellt nachweislich eine gute Möglichkeit dar, den Ablauf realer medizinischer Behand-
lungen zu trainieren [9]. 
Die Ergebnisse der Evaluationen des LIFESAVERs waren bei den vhb-Studenten und 
LMU-Studenten in beiden Semestern tendenziell gleich. Generell ergaben jedoch die 
Evaluationen der vhb-Studenten leicht positivere Wertungen, was darauf basieren könnte, 
dass die über die vhb registrierten Studenten den OnJlne-Kurs aus e igenem Antrieb be-
arbeiteten, wohingegen bei den Studierenden der LMU das Internetpraktikum Te il einer 
scheinpflicbtigen Plichtveranstaltung ist. 
Der logischen Aufbaus der Lernfälle, die verwendeten Medien sowie die Vennittlung 
von Hintergrundwissen durch die Expertenkommentare wurden allgemein sehr gut beur-
teilt und die Mehrheit der Nutzer ist mit dem Lerneffekt des Kurses zufrieden. Dies 
spricht für eine konstante Qualität der Lernfälle, die mittels eines Reviewprozesses durch 
Fachärzte der Anästhesie sichergestellt wurde [10]. 
Die Evaluationen haben gezeigt, dass die Fallbearbeitung mit dem LIFESAVER von den 
Studierenden als motivierend und konstruktiv für das Lernen eingeschätzt wird. Präsenz-
veranstaltungen und virtuelle Lehrangebote an den Hochschulen ergänzen sich gegensei-
tig und die Integration von Computern als Lernwerkzeuge in die Medizincurricula hat 
das Potenzial, die Ausbildung durch gezielten Multimediaeinsatz zu verbessern. 
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Abstraktnummer 44/3 
Das virtuelle Bildverarbeitungslabor JAMIP 
Schmidt H, Handels H, Schwidrowski K, Schmidt 0 , Hahn T, Burmeister 0, Busse M, 
Maciak A, Pöppl SJ 
Universität Lübeck, Institut für Medizinische Informatik, Lübeck 
Einleitung 
Im Rahmen des Bmbf-geförderten Projekts ,,Multimediales Fernstudium Medizinische 
Informaük" entwickelt das Institut für Medizinische Informatik der Universität zu Lü-
beck derzeit unter dem Namen JAMIP (Java based Medical Image Processing Tool for 
Distance Learning and Teleteaching) ein virtuelles Labor, rnil dem in der Vorlesung vor-
gestellte Bildverarbeitungsroutinen erlernt und demonstriert werden sollen. Basis des 
Programms ist ein Teleradiologiesystem [l , 2], das neben dem Einlesen, der Darstellung 
und der Bearbeitung medizinischer Bilddaten im gif-, jpeg- und Dicom-Fonnat auch die 
Möglichkeit zum Versand der Daten über ein Netzwerk und zur Telekooperation bietet. 
Für das Femsrudienprojekt werden in dieses System die Bildverarbeitungsalgorithmen in 
zwei verschiedenen Modi integriert. Neben der „normalen" Ausführung der Operationen 
sind sie auch im sogenannten Animationsmodus abrufbar, bei dem der Ablauf der ein-
zelnen Algorithmen multimedial animiert dargestellt wird. Das Programm soll sowohl 
zum Download als auch auf CD-ROM zur Verfügung gestellt werden; des weiteren wer-
den Elemente des Systems als Applets in die Webseiten der Vorlesungen eingebunden. 
Material und Methode 
JAMIP ist ein vollständig Java-basiertes Programm und damit eine platrformunabhängige 
Anwendung, die sich auf jedem handelsüblichen PC installieren lässt. So soll gewähr-
leistet werden, dass sich das System auch auf den verschiedenen Rechnersystemen der 
Fern- und Präsenzstudenten einrichten lässt. Die Programmiersprache Java wird seit 
199 1 von der Firma Sun Microsystems entwickelt und liegt mittlerweile bereits in der 
Version l.4 vor, der sogenannten Java2-Plattform, bestehend aus der Java Virtual Machi-
ne (JVM) und dem Java Application Programming Interface (Java API). Das eigentliche 
Java-Programm wird durch diese Plattform von der jeweiligen Hardware des Rechners 
abgeschirmt und ist damit ausschließlich Software-basiert. Für die Ausführung des Pro-
gramms benutzt Java mit der JVM einen Interpreter, der den zuvor aus dem Programm 
mit einem Compiler erzeugten Bytecode zur Laufzeit in die jeweilige Maschinenreprä-
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sentation überführt. Der Bytecode kann auf allen Plattformen, für die eine Portierung 
des Interpreters zur Verfügung steht, ausgeführt werden. Neben dieser Plattformunabhän-
gigkeit, stellt Java mit seiner umfangreichen Klassenbibliothek bereits eine große Aus-
wahl an vorgefertigten Komponenten für die Erstellung von graphischen Benutzerober-
flächen sowie Schnittstellen zur Umsetzung von Bildbearbeitungsfunktionen zur 
Verfügung. 
Das virtuelle Labor JAMIP bietet im Rahmen des Nebenfachstudiums ,,Medizinische In-
formatik" die Möglichkeit, die in der Vorlesung vorgestellten Bildverarbeitungsalgorith-
men an medizinischen Beispieldaten auszuprobieren und im sogenannten Animations-
modus zu erlernen. Nach Programmstart erscheint eine leicht verständliche und intuitiv 
handhabbare Benutzeroberfläche mit einem DICOM-Viewer für die Anzeige der medizi-
nischen Bilddaten. Da das Programm eine Weiterentwicklung des Teleradiologiesystems 
Cypris ist, ist neben der Anzeige und der Bearbeitung von Bildern auch der Versand von 
Daten sowie die Telekooperation über ein Netzwerk möglich. Des weiteren sind Stan-
dardoperationen für Teleradiologiesysteme wie das Zoomen, die lnvertiernng, die Fens-
terung der Daten, das Hineinlegen eines Zentimetermaßes, die Abstandsmessung sowie 
die Mittelwertermittlung in das System integriert. Im Rahmen des Fernstudienprojekts 
und für die Präsenzveranstaltungen konnten bislang folgende Bildverarbeitungsroutinen 
für das Programm entwickelt werden: das Volumen- und Bereichswachstumsverfahren, 
die Histogrammerzeugung, Snakes, ausgewählte Methoden der Clusteranalyse, Kantenfil-
ter wie Laplace, Prewitt, Sobel und der Differenzenfilter, als Glältungsfilter der Mittel-
wert- und der Gaußfilter sowie selbstdefinierte Filter. Diese Algorithmen können neben 
ihrer „einfachen" Anwendung auch im sogenannten Animationsmodus ausgeführt wer-
den, in dem der Ablauf einer Operation schrittweise multimedial animiert dargestellt 
wird. Dabei wird eine Routine in ihre verschiedenen Berechnungsschritte unterteilt, die 
dann auf einem vergrößerten Ausschnitt des Bildes langsam und farblich markiert der 
Reihe nach ausgeführt werden. So zeigt das Bereichswachstumsverfahren im Animati-
onsmodus beispielsweise einen vergrößerten Teilbereich des Bildes um den vom Benut-
zer gewählten Saatpunkt an. Ausgehend von diesem wird das Verfahren nun schrittweise 
durch eine Betrachtung der einzelnen Pixel und ihrer jeweiligen Zuordnung ausgeführt. 
Des weiteren sind zumeist auch verschiedene Siebten auf den zugrundeliegenden Daten-
satz möglich, so können neben den Grauwerten auch die numerischen Pixelwerte ange-
zeigt werden. Durch diese Darstellungsart soll einerseitS den Fernstudenten die Funk-
tionsweise der unterschiedlichen Operationen anschaulich erläutert und andererseits der 
Lehrende in der Präsenzlehre bei der Vorstellung der Routinen unterstützt werden. 
Ergebnisse 
JAMIP konnte bisher an der Universität zu Lübeck im Rahmen der PräsenzJehre zu De-
monstrationszwecken in den Vorlesungen „Grundlagen Medizinischer Bild- und Signal-
analyse 1 und II" eingesetzt werden. Zu Evaluierungszwecken wurde das Programm in 
diesem Rahmen auch auf CD-ROM gebrannt und an die Studenten der Vorlesung aus-
geteilt. Die Erfahrungen damit waren durchweg positiv, Probleme bei der Installation 
und Anwendung gab es keine. Der Testeinsatz im Fernstudium steht kurz bevor, geplant 
ist zunächst die Einrichtung eines Downloads bevor ab dem Jahr 2004 CD-ROMs zu-
sammen mit den VorlesungsunterJagen verschickt werden. 
Diskussion/Schlussfolgerungen 
Das virtuelle Bildverarbeitungslabor JAMIP wird im Rahmen des Bmbf-geförderten Pro-
jekts „Multimediales Fernstudium Medizinische Informatik" entwickelt und daneben 
auch in der Präsenzlehre eingesetzt. Dabei sollen den Studenten mithilfe dieses Pro-
gramms die in der Vorlesung vorgestellten Bildverarbeitungsalgorithmen anschaulich de-
monsoien werden. Einzelne Elemente des Systems werden hierfür als Applets in die 
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414 Abstracts der 48. Jahrestagung der GMDS 
Multimedia-Seiten eingebunden, während das gesamte Tool den Studenten zum Downlo-
ad zur Verfügung stehen wird. Über die Telekonferenzfunktion, für die als CSCW (Com-
puter Supported Cooperative Work) -Tool die am Institut entwickelte Jennes-API [3] 
miteingebunden wurde, ist es dann möglich, medizinische Bilddaten in kooperativen Te-
lesitzungen synchron zu analysieren und Übungen im Rahmen des Fernstudiums ge-
meinsam zu bearbeiten. 
Trotz der großen Anzahl mittlerweile existierender Online-Studiengänge sowie verfüg-
barer e-Jearning-Materialien, gibt es bislang kein zu JAMIP vergleichbares Programm, 
das zu Lern- und Demonstrationszwecken im Bereich der Bildverarbeitung entwickelt 
wird. 
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Abstraktnummer 44/4 
Schoolbook - ein multimediales Lehrbuch 
mit Autorenfunktionalität 
Kupka T, Matthias H 
Medizinische Hochschule Hannover, Institut für Medizinische Informatik, Hannover 
Einleitung 
Es besteht allgemein der Bedarf, Wissen multimedial und netzbasiert zur Verfügung stel-
len zu können und Inhalte auf einfache Weise zu veröffentlichen. 
Im medizinischen Bereich möchte man so ein Verfahren auf Fallsammlungen von Patien-
ten anwenden, die dann sowohl für die Lehre eingesetzt werden, als auch als Nachschla-
gewerk für den ausgebildeten Arzt dienen sollen . 
Diese Anfordenmgen lassen sich mithlJfe der Internettechnologien und der bestehenden 
Netzinfrastruktur lösen. Hierzu gehören die verschiedenen Übertragungsprotokolle 
(Ethernet, TCP/IP, HTTP), Server zur Bereitstellung von Inhalten (Webserver, Videoser-
ver), Clients zum Abrufen dieser Inhalte (Webbrowser), Fonuate zur Beschreibung der 
bereitgestellten lnfonnation (HTML, PDF, Videofonnate) und ein dem Benutzerkreis zur 
Verfügung stehendes Netz (LAN, Internet). 
Vom Fachautor kann jedoch nicht verlangt werden, mit diesen Technologien soweit ver-
traut zu sein, dass er diese eigenständig einsetzt, indem er HTML-Dokumente erstellt, 
diese untereinander strukturiert und sie auf einen Webserver lädt. Arbeiten hingegen 
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mehrere Autoren, die diese Technologien einse!Zen, an einem Projekt, besteht die Ge-
fahr, dass ein einheitliches Erscheinungsbild und eine einheitliche Struktur verloren ge-
ben. 
Es ist eine Schnittstelle zu schaffen, die eine indirekte Nutzung der Internettechnologien 
über ein Programm erlaubt, in welchem der Autor Inhalte eingibt, die dann vom Pro-
gramm strukturiert und netzbasiert zur Verfügung gestellt werden. Hierdurch wird ein 
einheitliches Erscheinungsbild gewährleistet. 
Material und Methode 
Zur Lösung dieses Problems soll ein System zum Einsatz kommen, dass die oben ge-
nannten Technologien nutzt und dem Fachautor eine Schnittstelle bietet, die es ibm er-
möglicht, Inhalte innerhalb dieses Systems für Andere zugänglich zu machen, ohne die 
Internettechnologien direkt nutzen zu müssen. Das System ist auf einem Linux-Rechner 
mit dem Apache-Webserver, der Programmiersprache PHP und dem Datenbankserver 
MySQL realisiert. Diese Komponenten bilden zusammen eine LAMP-Umgebung 
(LAMP: Linux, Apache, MySQL, PHP). 
Ergebnisse 
Es wurde ein multimediales Lehrbuch mit Autorenfunktionalität (Content Management 
System) zur strukturellen Aufbereitung von Wissen mit dem Namen Schoolbook ent-
wickelt. Es bietet dem Fachautor eine einfache Möglichkeit, seine Inhalte strukturiert, 
multimedial und netzbasiert aufzubereiten. Die Vorteile multimedialer und netzbasierter 
Techniken sollen dem Autor nutzbar gemacht werden. Hierzu gehören die Möglichkeit 
der nichtlinearen Erschließung des Wissens durch Vernetzung einzelner Einheiten, die 
zentrale BereitstelJung von Infonnation, die daraufhin global verfügbar ist und das leich-
te Auffinden spezieller Infonnationen durch Nutzung einer Suchfunktionalität. Darüber 
hinaus soll das Schoolbook einem Lernenden die Möglichkeit bieten, sich Wissen zu 
erarbeiten und Prüfungen durchzuführen. 
Das Lehrbuch ist nicht für spezielle Inhalte konzipiert, sondern basiert auf einem all-
gemeingültigen Konzept zur Strukturierung einer Wissensbasis. Sein zentraler Baustein 
ist die Seite. Zur weiteren Strukturierung lässt sich diese in Seitenelemente unterteilen. 
Die multimedialen Einheiten, die aus Texten, Bildern und Videos bestehen, sind Seiten 
und deren Seitenelementen zugeordnet. Die Seiten selbst sind untereinander verknüpft 
und bilden einen gerichteten Graphen. Da sich Wissen gut als Baum strukturieren lässt, 
wird die Erstellung eines solchen durch die Benutzerschnittstelle als grundlegende Struk-
tur erwirkt. Darüber hinaus kann der Benutzer zusätzlich mehrfache Zuordnungen (ein 
Kindknoten ist mehreren Vaterknoten zugeordnet) realisieren, wodurch der Graph dann 
kein Baum mehr ist. Dies ist z. B. in der Medizin bei der Einordnung von Syndromen 
sinnvoll, die mehreren Stellen zuzuordnen sind. Durch zusätzliche Verweise auf andere 
Seiten kann über dieser Grundstruktur ein weiteres Netz geknüpft werden. 
Das Speichern der Inhalte in einer Datenbank ennöglicht die Realisierung verschiedener 
Zugänge zu den Daten. Der Sitemap-Zugang stellt einen Ausschnitt aus dem Graphen 
dar, indem der gewählte Pfad durch diesen mit seinen Geschwisterknoten angezeigt wird. 
Der Zugang mittels Suchfunktionalität führt alle Seiten auf, die das Ergebnis einer Suebe 
sind. Ein weiterer Zugang ennöglicht die Darstellung einer Seite mit Inhalt und der 
Möglichkeit von hier aus den Vaterknoten und alle Kindknoten zu erreichen. Für Fall-
sammlungen wurde ein Zugang entwickelt, in dem der Lernende die einzelnen Fälle 
über eine Fallgeschichte, die Diagnostik und Schnittbilder ohne Wissen über deren Ein-
ordnung kennen lernt, um sich selbst Gedanken hierliber zu machen. Die Lösung findet 
er dann in der Diagnose und dem Kommentar zu dem Fall und der Einordnung im Lehr-
buch, die er sich anschließend anzeigen lassen kann. 
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Diskussion/Schlussfolgerung 
Um ein solches System sinnvoll in der Lehre einzusetzen, muss ein Mehrwert gegenüber 
herkömmlichen Lehrmethoden erkennbar sein. Das Schoolbook bietet die Möglichkeiten, 
einen solchen Mehrwe1t zu schaffen. Sein Einsatz wird derzeit im BMBF/NMB-geför-
derten Projekt TT-Net (J) evaluiert. 
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Abstraktnummer 45/1 
Atopic disease and childhood acute lymphoblastic leukemia 
Schüz J, Morgan G, Böhler E, Kaatsch P, Michaelis J 
Universität Mainz, Institut für Medizinische Biometrie, Epidemiologie und Informatik, Mainz 
lntroduction 
Pediatric acute lymphoblastic leukemia (ALL) has a distinct epidemiology with a child-
hood peak of ALL being seen in tbe age group 2 to 5 years. This peak is more pro-
nounced in westem countries where it bas become more obvious since tbe 1940's. Dur-
ing the same time period as tbe emergence of tbe pediatric peak of ALL there has been 
a weU described increase in tbe incidence of atopic disease. The "hygiene bypothesis" 
put Forward to explain this cbanging incidence, whicb involves increasing cleanliness 
and environmental isolation in tbe early years of life leading to an inappropriate modula-
lion of tbe infants' immune system, has many similarities to recent hypotheses on the 
causes of ALL. Thc objective of this study was to test the hypotbesis tbat tbe risk of 
childhood leukernia is associated with allergies or a family hfatory of allergy. 
Materials und Methods 
In order to explore the association of atopic disease and ALL further we have pooled 
the results of three recent case control srudies of pediatric ALL carried out in Germany 
between 1992 and 1997 (1). For all studies, cases were recruited from the nalionwide 
German Childhood Cancer Registry (GCCR) at the University of Mainz. For each case, 
one control matched on gender, date of birth within one year, and conununity was 
selected from tbe complete files of local resident registration offices. Information on 
potential risk factors was collected by both self-administered questionnaire and subse-
quent telepbone interview witb both parents. 
In total, questionnaire data frorn tbe index case, siblings and parems was available from 
1130 cases of ALL, 164 cases of acute myeloid leukemia (AML) and 2957 controls. 
Results 
A major finding of the study is that hay fever, neurodermalitis, and contact eczema are 
under-represented within the group of cbildren with ALL, with respective odds ratios 
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(OR) of 0.45 (95% confidence interval (CI), 0.31-0.66) for bay fever, of 0.49 (CI, 
0.34-0.7 1) for neurodennatitis, and of 0.62 (Cl, 0.39- 0.99) for eczema, repectively. 
Atopic diseases, comprising hay fever, neurodennatitis and asthma, are much stronger 
related with a reduced risk of ALL than other allergies (OR, 0.52, CI, 0.40-0.67, versus 
OR, 0.89, CI, 0.66-1.21 ). The strongest association is seen with an atopy in the index 
child, however, ALL risk is also reduced if one of the parents or a sibling had an atopic 
disease. No such consistent pattem is seen for AML. 
Discussion/Conclusions 
Our data suggest that atopy or a family history of atopy are associated with a reduced 
risk of childhood ALL. RecalJ bias remains a concem, but sensitivity analysis provided 
some evidence that the protective effect is unli.k:ely to be attributable to this bias in its 
entirety (2). 
One other study bas addressed tbis issue using a large-scale case-control set in tbe USA 
(3). This study found a reduced risk of ALL for children with astbma, bay fever, food/ 
drug allergies and eczema but not hives and is entirely compatible with the results of the 
current srudy. 
Interestingly, mecbanisms put Forward to explain both ALL as weil as allergies in chil-
dren have many similarities. There now seems to be a number of serious medical condi-
tions including ALL, allergies and type I diabetes, with a possible relation to an increas-
ing tendency of relative cleanliness during childhood in industrialized countries. Hence, 
the feas ibility of carrying out a prospective study to address this question in an interna-
tional context, has to be considered as seriously. 
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Abstraktnummer 45/2 
Nonmelanoma Skin Cancer: 
lncidence and Mortality in West Germany 
Stang A, Stegmaier C, Jöckel KH 
Universitätsklinikum Essen, Institut für Medizinische Informatik, Biometrie und Epidemiologie, Essen 
lntroduction 
Nonmelanoma skin cancer (NMSC) is one of tbe most common malignant neoplasm in 
Caucasian populations around the world, and usually refers to either basal ceU carcino-
ma (BCC) or squamous cell carcinoma (SCC) (Weinstock, 1994). Epidemiologie studies 
of these tumors have been lirnited by the fact that most patients are customarily seen 
and treated in the offices of physicians and not hospitalized (Scotto et al., 1983). 
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Routinely collected statistics on nonmelanoma skin cancers (NMSC) (ICDIO: C44) are 
usually incomplete and not comparable with other forms of cancer because many 
NMSCs are diagnosed and treated in the outpatient setting. Many cancer registries do 
not collect information on basal cell carcinoma, its incidence is often determined on the 
basis of surveys (Scotto et al„ 1996). 
Tue aim of this study is to presenl tbe epidemiological characteristics of NMSC in West 
Gennany based on cancer registry data from tbe Saarland Cancer Registry and mortality 
data from the Federal Bureau of Statistics. 
Material and Methods 
We analyzed incidence data (ICDlO: C44) from tbe Saarland Cancer Registry. We con-
ducted a data quality check and cleaning of case reports from 1988 through 2002. We 
excluded the registration years 2000- 2002 because case registration was not complete 
until now. Of the 19.134 reports on NMSC of the Saarland Cancer Registry from 
1988-2002, the codings of 464 reports (2.4%) (ICD0-3 & histology group indicator) 
were checked because the histological codes appeared to be irnplausible or unexact. 
We classified NMSCs according to the recommendalions of the European Network of 
Cancer Registries into basal cell carcinoma (BCC) (ICD03: M809- 8 ll ), squamous cell 
carcinoma (SCC) (ICD0-3: M805 - 808, M812-81 3), otber entities and unspecified 
histologies. We calculated age-standardized (World Standard Population) and age-speci-
fic incidence rates for NMSCs, BCCs and SCCs. 
In addilion, we analyzed NMSC mortality data (1968- 1999) from West Germany in-
cluding West Berlin. We calculated age-specific and age-standardized mortality rates 
(world standard population) and used Poisson regression to estimate underlying age, 
cobort and period effect. 
Results 
Of tbe 464 coding checks, 8% of the reports were reclassified as nonskin cancers. Sub-
group-specific incidence analyses (BCC, SCC) were only reasonable for tbe years 1995 
to 1999 because tbe proportion of unspecified histologies within the group of NMSC 
was to high in earlier periods. The age-standardized incidence rate of NMSC consider-
ably increased from 1970 through 1999 in both men (1970: 8.3 per 100.000; 1999: 53.3 
per 100.000) and women ( 1970: 6.3 per 100.000, 1999: 37.3 per 100.000). 
Detailed analyses of the period 1995- 1999 sbow that the ratio of BCCs to SCC is 
about 4: 1. Tue age-specific incidence rates for BCCs increase at earlier ages tban for 
SCCs. 
The annual age-standardized mortality rate of NMSC declined from 0.56 per 100.000 in 
1968 to 0.24 per 100.000 in 1999 among and from 0.42 per L00.000 in 1968 to 0.11 
per 100.000 in 1999 among women in West Gennany. The estimated percent annual 
decrease of tbe NMSC mortality rate was -2.3% (95% CI - 2.6; - 1.9) among men and 
-3.5% (95% CI: - 4.0; - 3.1) among women during the period 1968 through 1999. 
This decrease is mainly due to a rate decrease in people aged 60 years or more. The 
change in NMSC mortal ity rates was best explained by age-, cohort- and period effects. 
Discussion/Conclusions 
Tue incidence increase of NMSC from 1970 through 1999 in Saarland is difficult to 
interpret because we do not know how much of tbe increase is attribucable to an increas-
ing awareness (patients and physicians) and completeness of cancer registration. The 
time trend analyses of the age-standardized and age-specitic incidence rates suggest that 
the rate increase stagnated in tbe 1990s. 
Nonmelanoma skin cancer results in relevant morbidity and mortality. The public health 
problem of NMSC is severalfold. lncident cases of NMSC appear to be alarmingly 
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cornmon and increasing in frequency, even in young adultbood. They cause a consider-
able burden of morbidity, part:icularly defonnity, as weil as expense. In our analyses, we 
underestimate the burden of morbidity because we counted only the fi rst reports of 
NMSCs, BCCs or SCCs and nonmelanoma skin cancers are known to recur or occur at 
multiple sites. 
Altbough death among NMSC cases is tbe exception rather tban the rule, it also pre-
sents a considerable burden. The majority of NSMC deaths are attributable to SCC 
(Weinstock et al., 1991). Our analyses provide estimates of NMSC mortality for West-
Germany over a period of three decades, and documents a decline in roortality rates. 
Tue favourable mortality decline by birtb cohort in tbe most recent birth cohort is an 
important indicator of a Jikely decline in mortality over tbe next years. 
Table: Nonmelanoma Skin Cancer fncidence, Saarland Cancer Registry, 1995- 1999 
Men Women 
NMSC BCC sec NMSC BCC sec 
Cases, 0- 85 + years (N) 2390 L960 543 2335 1977 420 
Crude Tncidence Rate 1> 91.3 74.9 20.8 83.9 7 1.1 15.1 
Age-standardized lncidence 52.7 43.7 11.2 35.7 3 1.7 4.4 
Rate2> 
Age-speciflc lncidence Rates 
30-34 6,5 5,2 0,0 12,2 11 ,7 0,0 
35-39 11,6 9,5 2,2 15,4 15,4 0,0 
40-44 24,6 22,2 2,4 28,8 26,3 2,0 
45-49 48,1 43,3 4,8 45,0 43,8 0,6 
50-54 77,6 73,6 4,7 65,3 59,8 3,4 
55- 59 120,5 104,6 15,9 97,3 91 ,2 8,7 
60- 64 187,l 165,3 29,4 135,5 123,9 13,3 
65-69 285,6 244,1 48,l 166,2 153,0 14,5 
70- 74 442,0 344,9 117,9 205,9 179,l 31,2 
75- 79 579,l 453,2 175,0 318,8 267,8 63,2 
80- 84 677,9 455,2 299, l 423,2 331 ,5 108,7 
85+ 755,7 565,6 302,3 432,6 274,2 192,9 
1) Rate: cases per 100.000 
2) World Standard Population 
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Abstraktnummer 45/3 
Nutzung der lokalen Klinischen Krebsregister zur Rekrutierung 
von Patienten als Studienteilnehmer für die Studie 
zur Identifizierung von neuen Brust- und Darmkrebsgenen 
bei der Bevölkerung in der Oberlausitz 
Reinisch 1, Chang-Claude J 
Deutsches Krebsforschungszentrum, Klinische Epidemiologie - Genetische Epidemiologie, Heidelberg 
Einleitung 
Ziel der Studie ist es, weitere zum Brust- bzw. Darmkrebs disponierende Gene durch dje 
„haplotype-sharing" Methode zu identifizieren. Die ,,haplotype-sharing"-Metbode wird 
als Assoziationsmethode in populationsbezogenen Fall-Kontroll Stuilien für die Genkar-
tierung bei komplexen Krankheiten angewandt (2, 3). Die grundlegende Idee ist, dass 
Patienten mit der gleichen krankheitsauslösenden Mutation enger verwandt sind als Kon-
trollen, und daher ähnlichere Haplotypen besitzen. Bei einer genetischen Disposition für 
die Entstehung einer komplexen Erkrankung ist von einer Heterogenität auszugehen, bei 
der mehrere Gene rnü unterschiedlichen Penetranzen involviert sein können. Des wei-
teren spielen die Interaktionen mit wechselnden exogenen Faktoren (Umwelt) bei der 
Manifestation einer Erkrankung eine große Rolle (1). Voraussetzung für die Unter-
suchungsstrategie ist die Auswahl einer möglichst homogenen Bevölkerungsgruppe (Iso-
latpopulation), in der die genetische Heterogenität reduziert ist. Die mutmaßlichen k:rank-
heitsauslösenden Mutationen werden dann auf werugen Haplotypen vererbt Die 
Methode des „haplotype-sharings" nutzt die populationsgenetischen Eigenschaften von 
Isolatpopulationen aus, und hat daher eine gute Power bei der Genkartierung. 
Material und Methode 
Als Studienregion wurde die Oberlausitz (Sachsen) ausgewählt, wo sich insgesamt drei 
Bevölkerungsgruppen voneinander abgrenzen lassen, die Oberlausitzer, die Schlesier und 
die Sorben, Die sorbische Bevölkerung erfüllt aufgrund ihrer Geschichte am ehesten die 
Kriterien einer IsolatpopuJation. 
Einschlusskriterien: Erstdiagnose eines Mamma- bzw. kolorektalen Karzinoms zwischen 
1.1.1992 und 31.12.2001; Alter bei Diagnose 18 bis 74; Wohnort: Landkreise der Ober-
lausitz: Görlitz, Hoyerswerda, Niederschlesischer Oberlausitzk:reis, Bautzen, Kamenz. Da 
für die Studie neben der Erhebung demographischer und anamnestischer Daten eine 
Blutprobe von Patienten und Verwandten I. Grades zur genetisch-epidemiologischen 
Analyse benötigt wurde, war ein direkter persönlicher Kontakt zu den Tumorpatienten 
erforderlich. 
Die neuen Bundesländer haben die Krebsregistrierung in einem Gemeinsamen Krebs-
register (GKR) zusammengefasst, und je nach den Bestimmungen der landesspezifischen 
Ausführungsgesetze sind die Modalitäten der Krebsregistrierung unterschiedlich. In 
Sachsen besteht Meldepflicht des Arztes mit Informationsverpflichtung gegenüber dem 
Patienten. Auf lokaler Ebene laufen die Meldungen in den zuständigen Klinischen Re-
gistern der 1t1morzentren zusammen und werden von dort an das GKR weitergeleitet. 
Lt. Jahresbericht des Tumorzentrums Dresden erfolgen 90% der Tumormeldungen an 
das GKR über diese Klinischen Krebsregister (4). Aufgrund der Nachsorgebetreuung 
verfügen die lokalen Klinischen Krebsregister über personenbezogene Daten. Für unsere 
Studie haben wir deshalb bei den für die Region Ostsachsen zuständigen Tumorzentren 
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Ostsachsen e.V., Görlitz und Dresden e.V. eine Kooperation beantragt. Der Vorteil der 
Zusammenarbeit besteht darin, dass der Umweg über die Dechiffrierung der Daten des 
GKR nicht notwendig wurde, und eine Zeit- und Kostenersparnis erzielt wurde. 
Für die Speicherung personenbezogener Daten ist eine gesonderte schriftliche Erlaubnis 
des Tumorpatienten erforderlich (5). Nur wenn eine solche explizite Einwilligung vor-
liegt, stehen diese Patienten für wissenschaftliche Studien zur Verfügung. 
Die Kontaktierung der Patienten ist nur über den betreuenden Arzt möglich. Entsprechend 
wurden alle (rund 500) in die medizinische Betreuung dieser Patientengruppe eingebunde-
nen Ärzte der Studienregion über die Studie informiert. Die über die Ärzte versandten ers-
ten Infobriefe enthielten umfassende Kurzinformationen über die Studienziele, über die 
Bedeutung einer positiven Rückantwort, über den Aufwand, den die Patienten bei even-
tueller Studienteilnahme erwarten würde und einen gesonderten Hinweis auf die Freiwil-
ligkeit der Studienteilnahme. Diese Infobriefe erfüllten die Kriterien eines in der Medizin 
üblichen „Informed consent". 
Ergebnisse 
Die Kooperation mit Görlitz konnte drei Monate nach Antrag realisiert werden. ln Dres-
den dauerte es 10 Monate, da zusätzlich eine Genehmigung durch die Ethikkommission 
der Universität Dresden sowie die Vorlage der Studie beim Sächsischen Datenschutz not-
wendig waren, obwohl die Zustimmung der Ethikkommission Uni Heidelberg bereits 
vorlag. 
Bei den betreuenden Änten wurde telefonisch das Einverständnis nachgefragt, dass die 
Infobriefe über die Sn1die an die Patienten weitergeleitet werden. Nur zwei der nieder-
gelassenen Ärzte verweigerten die Unterstützung. Die entsprechenden Patienten konnten 
nicht kontaktiert werden. Von 1208 Patientinnen mit Brustkrebs, die die Einschlusskrite-
rien der Studie erfüllten, lagen die schriftlichen Einwilligungen nur bei 904 Meldungen 
vor, so dass rund 25 % der gemeldeten Fälle, beim Darmkrebs ca. 33 % der Meldungen 
(251 von 759) von vornherein für die Studie nicht erreichbar waren. Ausdrück.lieh ver-
weigert hatten jedoch nur 0,5 % der Brustkrebspatientinnen. 
Von 1295 für die Studie kontaktierten Brustkrebspatientinnen wurden 12 19 über die bei-
den Klinischen Register, 76 (rund 6%) über ein lokal aufgebautes Kontaktnetzwerk an-
gesprochen. Beim Darmkrebs (insgesamt 898) beträgt der Anteil des Kontaktnetzwerkes 
23 % (209) gegenüber 689 Kontakte über die Register. Von diesen insgesamt 2193 Erst-
kontakten für beide Tumorarten gaben 57 % (J 252) ihre Einwilligung für die Zusendung 
von ausführlichen Studienunterlagen und einer direkten ersten telefonischen Kontaktauf-
nahme durch die Studienbetreuerin des DKFZ. 9% (199) lehnten einen Kontakt zur wei-
teren Information ausdrücklich ab, 23 % ( 496) Infobriefe blieben ohne Antwort. Bei den 
Patienten des Registers in Görlitz konnte ein einmaliges direktes Erinnerungsverfahren 
den positiven Rücklauf (Ja-Rückantworten) um insgesan1t 10% steigern. 
Diskusslon/Schlus.sfolgerungen 
Die Daten der lokalen Klinischen Register sind eine wertvolle Unterstützung bei bevöl-
kerungsbezogenen Studien, aJlerdings unter der Bedingung eines hohen Maßes an Voll-
ständigkeit von möglichst > 80%. Voraussetzung dafür ist eine gut organisierte Melde-
pflicht, evtl. über ein „aktives" Melderegister, was natürlich entsprechende Mittel 
erfordert. Nutzbare Register ersparen jedoch erheblich Zeit und Aufwendungen bei der 
Rekrutierung von Patienten für wissenschaftliche Studien. Dazu sollte ebenfal ls diskutiert 
werden, dass Gutachten VOf"\ Ethikkommissionen, die auch die Einhaltung von Daten-
schutzbestimmungen beurteilen, zentrums- und länderiibergreifend anerkannt werden. 
Die explizite schriftliche Einwilligung, wie sie für die Klinischen Register vorliegt, er-
füllt die Bedingungen des Datenschutzes für die Registrierung und Nutzung personenbe-
zogener Daten. Recherchen vor Ort Jassen den Schluss zu, dass die fehlenden Einwil-
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Iigungen für die Meldung an das Klinische Register nicht die Weigerung der Patienten 
widerspiegelt, sondern die Organisation des Meldeverhaltens. Es ist unumgänglich, mel-
dende Ärzte immer wieder auf die Wichtigkeit dieser Erklärung hinzuweisen. 
Außerdem schlagen wir vor, diese Einwil1igungen um ein Einverständnis zu erweitern, 
das den Registern einen direkten Kontakt zu den Betroffenen ennöglicht. 25 % unserer 
Infobriefe blieben ohne Reaktion. Die Gründe dafür sind nicht nachzuvollziehen. Unter 
diesen Bedingungen wäre es vollkommen ausreichend, die Ärzte, so weit sie nicht aktiv 
in die Studie involviert sind, über die Studie zu infom1ieren, ihnen e ine Liste derjenigen 
Patienten aus ihrer Betreuung zu übermitteln, die für die Studie angeschrieben werden 
und ihnen ein Muster des Patienten-Informationsmaterials zur Verfügung zu stellen. 
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Abstraktnummer 45/4 
Vollzähligkeitsschätzung in bevölkerungsbezogenen 
Krebsregistern nach Bullard 
Mattauch V, Lehnert M, Krieg V, Hense HW 
Epidemiologisches Krebsregister für den Regierungsbezirk Münster, Münster 
Einleitung 
Das Epidemiologische Krebsregister für den Regierungsbezirk Münster (EKR-MS) doku-
mentiert seit L986 auf der Grundlage des Einwilligungsmodells für eine Bevölkerung 
von ca. 2,6 Millionen Einwohnern alle Krebsneuerkrankungen. Zuverlässige Daten zum 
Krankheitsgeschehen sowie der zeitlichen und regionalen Entwicklung setzen für jedes 
bevölkerungsbezogene Krebsregister einen möglichst hohen Grad an Vollzähligkeit vo-
raus. 
Die Arbeitsgemeinschaft Bevölkerungsbezogener Krebsregister in Deutschland hat sich 
zur Schätzung des Erfassungsgrades der bundesdeutschen Krebsregister auf das von der 
Dachdokumentation Krebs am Robert Koch-Institut (RK.I) entwickelte Verfahren mithilfe 
log-linearer Modelle (1) geeinigt. Bei diesem Verfahren werden aus methodischen Grün-
den die DCO-Fälle (Death-Certificate-Only) ausgenommen und der Quotient aus Morta-
lität und Inzidenz mehrerer Krebsregister, die eine ausreichende Vollzähligkeit aufweisen, 
modelliert und zu einem virtuellen Referenzregister zusammengefasst. Deshalb kann die-
ses aufwändige Verfahren nur zentral angewandt werden. 
Die aktuelle Vollzähligkeitsschätzung des RKI ergibt für das EKR-MS und das Diagno-
sejahr 1999 einen Erfassungsgrad von ,80 bis unter 90%' für alle bösartigen Neubildun-
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gen (ohne sonstige Haut). Der DCO-Anteil im Datenbestand des Krebsregisters Münster 
beträgt ca. 10%. 
Es soll untersucht werden, ob die im Jahr 2000 von Bullard (2) vorgeschlagene Methode 
zur Vollzähligkeitsschätzung vergleichbare Ergebnisse liefert. 
Material und Methode 
Die Bullard-Methode schätzt die Vollzähligkeit aus drei zeitabhängigen Wahrscheinlich-
keitsverteilungen: dem Überleben, der fehlenden Meldung zu Lebzeiten des Patienten 
und der Erwähnung der Krebserkrankung auf der Todesbescheinigung. Vor der Anwen-
dung müssen drei Bedingungen erfüllt sein: 
l. das Datum der ersten Registrierung muss dokumentiert sein; 
2. alle Todesbescheinigungen mit einem Krebsleiden müssen bearbeitet sein und 
3. DCI-Fälle (Death-Certificate-Initiated) müssen als solche gekennzeichnet sein. 
Unter diesen Voraussetzungen kann jedes Register mit seinen Daten die Vollzähligkeit 
schätzen. Diese Berechnungen sind wahlweise für einzelne Merkmale, wie z. B. Alter, 
Geschlecht, Region oder Tumorentität möglich. Dazu stellt Bullard eine STATA Subrou-
tine zur Verfügung. 
Ergebnisse 
Nach der Installation des STATA-Programmpakets und der Subroutine für die Vollzählig-
keitsschätzung, war der Datenimport und die Auswertung problemlos möglich. Das Re-
gister muss dazu eine ASCH-Datei in einem vorgegebenen Format zur Verfügung stel-
len. 
In einem ersten TestJauf für das Diagnosejahr 1998 ergab sich für Lungen- und Pankre-
askrebs eine Vollzähligkeit von ,95% und darüber'. Die RKJ-Methode kommt für beide 
Lokalisationen zum gleichen Resultat. Dagegen finden sich beim malignen Melanom 
große Unterschiede zwischen beiden Methoden. Wahrend die RKJ-Methode eine vollzäh-
lige Erfassung bescheinigt, en-echnet sich die Vollzähligkeit mit der BulJard-Methode zu 
unter 50%. 
Diskussion/Schlussfolgerungen 
Ein Problem zur Anwendung der BuJlard-Methode in Münster ist das Datum der ersten 
Registrierung. Dieses Merkmal wird erst seit April 1997 gespeichert und führt zu einer 
fehlerbehafteten Schätzung der Wahrscheinlichkeit, ob die Meldung der Krebspatienten 
zu Lebzeiten gefehlt bat. Dieser Fehler scheint sich bei Tumoren mit schlechter Prognose 
kaum auszuwirken. 
Deshalb werden die Berechnungen mit aktuellen Zahlen für das Diagnosejahr 1999 wie-
derholt und nur Verstorbene eingeschlossen, deren erste Meldung nach April 1997 er-
folgt ist. 
Die Bullard-Methode ist ein einfach anzuwendendes Tool zur Analyse des Erfassungs-
grads nach unterschiedlichen Merkmalen, die aber noch nicht abschließend beurteilt wer-
den kann. 
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Abstraktnummer 48/1 
Zur Situation der Akupunkturbehandlung in Deutschland -
Totalerhebung von Daten zur Behandlung chronisch 
schmerzkranker Patienten bei niedergelassenen Akupunktur-
ärzten im Rahmen der Deutschen Akupunkturstudien gerac 
Endres H, Lungenhausen M, Kukuk P, Trampisch HJ 
Ruhr-Universität Bochum - Abt. für Medizinische Informatik, Biometrie und Epidemiologie, Bochum 
Einleitung 
Die Akupunktur isl in Deutschland sehr beliebt. Nach Schätzung der Krankenversiche-
rungsträger bieten derzeit rund 10% aller niedergelassenen Ärzte Akupunktur als Be-
handlungsmethode an (Ende 2001 praktizierten in Deutschland 121.675 Ärzte in der ei-
s.enen Niederlassung [l ]). Im Oktober 2000 beschloss daher der Bundesausschuss für 
Arzte und Krankenkassen, dass die Akupunktur von der geseLzlichen Krankenversiche-
rung (GKV) vorerst nur noch im Rahmen von Modellvorhaben finanziert werden darf. 
Im März 2001 begannen die ersten Akupunkturärzte Patienten im Rahmen der gerac-Stu-
dien (german acupuncture trials) zu behandeln. Gestartet wurde mit dem Kohortenteil 
von gerac, in den jede Arztpraxis in Deutschland aufgenommen werden soll, die eine 
Akupunkturbehanc!Jung für Patienten von an gerac beteiligten Krankenkassen anbietet. 
Bis heute haben deutschlandweit rund 11 .000 Ärzte die dazugehörigen Akupunkturver-
träge mit einer GKV-Kasse unterzeichnet. Die Patienten werden nach der letzten Aku-
punktursitzung mittels Faxmeldebogen in der Datenzentrale in Bochum gemeldet. Alle 
Faxmeldebögen werden in eine Datenbank übertragen. Aus den mehreren Hunde1ttau-
send Faxeingängen bis Anfang 2003 ergibt sich ein sehr genaues Bild zur Situation der 
Akupunkturbehandlung in Deutschland. Eine repräsentative Stichprobe aus dieser Grund-
gesamtheit diente dazu, lnterviewdaten 3 und 6 Monate nach der letzten Akupunktursit-
zung zu erhal ten. Die Interviews erfolgten am Telefon. Die Durchführung war papierlos. 
Eine Bildschirm-Eingabemaske diente zur direkten Dateneingabe in eine zentrale Oracle-
DB (Remote Data Entry). Die Anbindung erfolgte über das Internet via VPN. Die Er-
gebnisse der Telefoninterviews ermöglichen unter anderem eine Aussage zur Sicht der 
Patienten bezüglich Qualität der Akupunkturdurchführung, wie auch einen Vergleich des 
Therapieerfolges, angegeben einerseits durch die Akupunkturärzte (auf den Faxmeldebö-
gen) und andererseits durch die Patienten. Derartige Daten fehlten bislang. 
Material und Methode 
Die gerac-St:udien bestehen aus einem kontrolliert randomisierten Studienteil, der von 
Anfang 2002 bis Ende 2003 bis zu 4.000 Patienten in etwa 400 Prufarztpraxen rekrutie-
ren soU, und aus eLoem hier berichteten Kohortenteil, in dem seit Anfang 2001 aus allen 
Akupunkturarztpraxen Deutschlands Meldedaten zu abgeschlossenen Akupunkturbehand-
lungen gesammelt werden. Neben Patientenstammdaten sind dies auch Daten zu Indika-
tion und Dauer der Akupunkturbehandlung und zum Erfolg, im Sinne eines binären 
Merkmals Schmerzlinderung ja/nein. Der Kohortenteil kommt einer Totalerhebung von 
Daten zur Akupunkturbehandlung in Deutschland nahe. Das Ziehen repräsentativer 
Stichproben ist damit möglich. Eine erste Stichprobenstudie mit Telefoninterviews wurde 
gerade abgeschlossen. Ausgewählt wurden die beiden Indikationen chronische LWS-
Schmerzen und chronische, gonarthrosebeding te Schmerzen. Als repräsentative Stichpro-
be wurden 1.096 Patienten zufällig gezogen. Als Erhebungszeiüenster wurden 7 Wochen 
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im Sommer 2002 gewählt. Stichprobengrundlage waren alle Faxmeldebögen, die in die-
sem Zeitfenster in der Datenzentrale ankamen. 23.000 Faxmeldebögen standen zur Ver-
fügung. Sie mussten eine Reihe von Kriterien „formaler Richtigkeit" erfüllen. Insbeson-
dere das Vorliegen der letzten Akupunktursitzung im Erhebungszeitfenster, und die 
Angabe der klassischen ICD-10-Codierung für LWS (M54) und Gonarthrose (Ml7) 
führten zu einer deutlichen Reduktion des Stichprobenumfanges. Letztlich standen 1.096 
Patienten für Telefoninterviews zur Verfügung. Im Rahmen dieser Befragungen wurden 
u. a. Daten zur Qualität der Akupunktur, sowie zur Wirksamkeit der Akupunktur aus 
Sicht der Patienten erhoben. 
Ergebnisse 
Eine Zwischenauswertung aller bis Ende 2002 in die zentrale Datenbank eingegebenen 
Faxmeldebögen ergab: Anteil an Frauen rund 69% (Altersmittelwert 58.0 ± 15 .6 Jah-
ren), Anteil an Männern rund 31 % (Altersmittelwert 56.4 ± 15.0 Jahre). Mit Abstand 
häufigste Akupunkturindikation mit fast 50% sind chronische Rückenbeschwerden, ge-
folgt von chronischen Kopfschmerzen (28,7%) und Arthroseschmerzen (11,4%). Bei 
den restlichen 10% war keine, oder mehr als eine Indikation angegeben. Schmerzlin-
derung wurde von den behandelnden Ärzten in 89,2% der Fälle angekreuzt. In über 
90% wurden die zulässigen 10 Akupunktursitzungen auf dem Faxmeldebogen angege-
ben, in 7,4% der Fälle waren weniger als 10 Sitzungen angegeben, in 2,0% mehr als 10 
Sitzungen. 
Die 1.096 Patienten der Stichprobe wurden zunächst angeschrieben und um ihre Teilnah-
me gebeten. Innerhalb von 4 Wochen haben 62 % geantwortet. Von diesen erklärten 
knapp 2/3 ihre Teilnahmebereitschaft. Angerufen wurden alle Patienten, die nicht dezi-
die1t abgesagt hatten. Der Altersgipfel lag im 6ten Lebensjahrzehnt. Ab dem 4ten Le-
bensjahrzehnt sind deutlich mehr Frauen als Männer in Akupunkturbehandlung. 
Bei den Patienteneinschätzungen hinsichtlich Qualität der Akupunkturbehandlung ergab 
sich: die durchschnittliche Dauer der einzelnen Akupunktursitzungen wurde von 85 % 
aller Studienteilnehmer auf 20- 30 Minuten eingeschätzt, von denen sich der behandeln-
de Arzt aber nur weniger als die ersten 10 Minuten beim Patienten aufgehalten hat (An-
gabe von 80% aller Patienten). 98% aller Patienten bejahten eine Durchführung der 
Akupunktur in ruhiger Atmosphäre, jeweils über 90% bejahten auch eine ausführliche 
Anamnese und eine körperliche Untersuchung vor Beginn der Akupunkturbehandlung. 
Fast 99% aller Patienten gaben an, dass die Krankenkassen die Kosten einer Akupunktur 
übernehmen sollten, sofern es sich um eine Schmerzbehandlung handelt. Aber selbst 
eine grundsätzliche Kostenübernahme aller Akupunkturbehandlungen, unabhängig von 
der Indikation, wurde noch von 91 % aller Patienten bejaht. Die Einstellung zur Aku-
punktur war bei fast allen interviewten Patienten positiv. Dementsprechend gaben auch 
98 % aller Interviewteilnehmer an, dass die Akupunkturbehandlung einen festen Platz in 
unserem Gesundheitssystem verdient, obwohl 46 % der Auffassung waren, dass der 
,,Heileffekt von Akupunktur erst noch wissenschaftlich nachgewiesen werden muss". 
Auf den Faxmeldebögen derjenigen Patienten, von denen eine retrospektive Wirksam-
keitseinschätzung der Akupunktur vorliegt, war bei 91,2 % der Patientinnen und bei 
92,3 % der Patienten von den behandelnden Ärzten Schmerzlinderung durch Akupunktur 
angekreuzt. Im Interview gaben aber nur 79 % eine positive Wirksarnkeitseinschätzung 
der Akupunkturbehandlung an (Note 1- 3 bei Schulnotenskala 1-6). Es gibt einen deut-
lichen Geschlechtsunterschied: 83% aller Patientinnen bewerteten rückblickend die Aku-
punkturbehandlung als wirksam, aber nur 70 % aller Patienten. 
Diskussion/Schlussfolgerungen 
Die Patientinnen und Patienten zeichnen ein überwiegend positives Bild der Akupunktur-
behandlung bei niedergelassenen Ärzten in Deutschland, was sicherlich auch mit der 
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überwiegend positiven Grundeinstellung gegenüber der Akupunktur als komplementäres 
Therapieverfahren zusammenhängt. Diese positive Einstellung dürfte auch die BeliebtJ1eit 
der Akupunktur unter den Patienten erklären (die hohe Zahl an gemeldeten Akupunktur-
behandlungen pro Monat), und das, obwohl fast die Hälfte aller Jnterviewteilnehmer 
durchaus die Notwendigkeit sieht, den „Heileffekt der Akupunktur" erst noch wissen-
schaftlich nachzuweisen. Diese unterschwellige Skepsis von fast der Hälfte aller lnter-
viewteilnehmer könnte auch ein Teil der Erklärung dafür sein, dass auf den Faxmeldebö-
gen der Interviewteilnehmer bei rund 91 % der Patientinnen und 92 % der Patienten 
Schmerzlinderung durch Akupunktur vom Arzt angekreuzt war, im Interview aber ins-
besondere bei den Patienten eine erheblich geringere (um 22 Prozentpunkte) positive 
Wirksamkeitseinschätzung zu finden ist. Diese Abnahme fiel bei den Patientinnen deut-
lich moderater aus (8 Prozentpunkte) und dürfte bei ihnen leicht durch den großen zeitli-
chen Abstand zur letzten Akupunktursitzung und durch die Unabhängigkeit vom Aku-
punkturarzt in der lnterviewsituation erklärbar sein. Die erhebliche Differenz bei den 
interviewten Patienten bedarf weitergehender Erklärungsversuche. 
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Abstraktnummer 48/2 
The SF-36 summary scores and their relation to mental 
disorders: Evaluation of the scaling in a community sample 
Schmitz N, Kruse J 
Heinrich-Heine Universität Düsseldorf, Psychosomatische Medizin, Public Mental Health, Düsseldorf 
Background 
Tbe SF-36 has been widely used as a generic measure of bealth status. lt can be scored 
to provide either a profile of eight scorcs or two summary measures of healili. Scoring 
of the summary scales is undertaken by weighting and summing the original eigbt di-
mensions. Several studies demonstrated sbortcomings of the summary scores in accu-
rately reflecting patients' physicaJ and mental health on ilie basis of subscale scores. 
Objective 
The objective of ilie present study was to compare and evaluate different scoring algo-
rithms (correlated and uncorrelated dimensions) for ilie Component Summary Scores. 
Methods 
Tue analysis was based on data on 4052 respondents aged 18 to 65 years from the Ger-
man National Health Interview and Examination Survey, a nationally representativc mul-
tistage probability survey conducted from 1997 to 1999. Mental clisorders were assessed 
by a modified version of the Composite International Diagnostic Interview. Alternative 
summary scores were derived by summing up the corresponding dimension scores and 
from structural equation modelling. 
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Logistic regression and receiver operating characteristic analyses wcre used evalu ate the 
association between the mental component scores and mental disorders. 
Results 
Subjects with mental disorders reported poorer quality of life on all SF-36 subscales and 
component scores than those without mental disorders. The presence of physical disor-
ders resulted in a different pattern of the summary cores. Tue screening accuracy of the 
mental summary scores in detecting subjects with mental disorder was satisfactory. A 
slightly better perforrnance was observed for the alternative scoring algorithms. 
Conclusions 
Tue different scoring approaches have uselful properties for evaluating health status. 
Caution is required in the use of summary scores in groups in whicb physical disorders 
are present. 
Abstraktnummer 48/3 
Temperature changes and stroke risk: A case-crossover study 
Kyobutungi C, Grau A, Stieglbauer G, Becher H 
Universität Heidelberg, Abteilung Tropenhygiene und öffentliches Gesundheitswesen, Heidelberg 
lntroduction 
Association between Stroke incidence acute viral and bacterial infections has been 
shown in previous studies (Becher et al., 2000, Grau et al. 1998). The incidence of infec-
tions is also related to climate and season (Oberg A L et al 2000, Jakovljevic D et al. 
l996) Since sudden change in weather conditions may trigger the outbreak of infections, 
it is possible that a sudden change in temperature can be used as a predictor for stroke 
risk. 
Material and Methods 
303 consecutive patients admitted to the Neurology department of the University of 
Heidelberg with persistent or transient cerebral ischaemia who resided in the city of 
Heidelberg or its two neighbouring counties were recruited over a oae and a half year 
period (Aug 1998-Jan 2000). These patients formed the case group of a case-control 
study. Fun her detai ls abouc their characteristics, inclusion criteria, and how thc diagnosis 
was made are available e lsewhere (Grau et al., submitted). 
We performed a case-crossover study using tbe cases from the above study to investigate 
the possible impact of temperature changes on stroke risk. 
• For each case weather parameters at tbe day before stroke was used as covariable 
value. Weather data was obtained from the Deutsche Wetterdienst (DWD) and con-
sisted of daily measurements of minimum, mean, maximum temperaturc and humidity 
for Heidelberg city over the study period. 
• The weather pararneter at an earlier day serves as the matched control for the case. 
Tbe exposure status at the day before stroke was compared with the exposure Status 
of tbe same individual at an earlier day. Tue purpose of tbis type of analysis is to 
assess the effect of transient exposure factors. Lag times of 2- 5 days were used. 
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• The weather variables were dichotomised according to varying cut-off points (0-20 °C 
by 1 °C for Min, Mean, Max temperarure and 45- 90% by 5% for Humidity). Further 
sub-group analysis was done for both sexes and by age ( <60, ~60 years.). 
• Statistical analysis was done in SAS (version 8.0 ) and Mantel-Haenszel Odds Ratios 
(MHOR) were calculated for various combinations of lag time and dichotornization 
cut-off points. 
Results 
For most cutpoints we found some decrease in risk associated with a temperature de-
crease from k = 2 to 5 days before stroke to the day before stroke. The table below 
gives one example using the maxirnum daily temperature for cutpoint 13 degrees ceoti-
grade and with k = 2. 
"Cases": Maximum temperature 
at day before stroke 
"Controls": ~ 13° <13° Total 
Maximum temperature !wo ~13° 160 5 165 
days before sloke < 13° 19 119 138 
Total 179 124 303 
Here, the odds ratio estimate is 0.26 (95% CI; 0.10- 0.71), based on 24 discordant 
pairs. This elfect is similar in both sexes (males: 0.27 (95% CI; 0.09- 0.80) and some-
wbat bigher in the old age group (>60 yrs) with 0.09 (95% CI; 0.01 - 0.78). This result 
is also similar for other values of k, however, scrongly depends of the cut-point chosen. 
Detailed results will be presented. 
Discussion/Concluslons 
Since the effect at a !arge number of combinations of temperature cutpoints and lag 
times were investigated, the presented results must be considered as purely descriptive. 
Tbe results however sbow that a decrease in temperature gives a decrease in stroke risk 
for most combinations considered. However, the overaU picture is not consistent and a 
causal interpretation of the findings is not appropriate. More detailed analyses which are 
underway are required to give a more detailed picture of the possible effect of acute 
weather changes on stroke risk. 
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Abstraktnummer 48/4 
SARI: Antibiotikaverbrauch und Resistenzraten 
auf deutschen Intensivstationen 
Schwab F, Meyer E, Jonas D, Gastmeier P, Rüden H, Daschner F 
FU Berlin, UK Benjamin Franklin, HU Berlin, UK Chante, Institut für Hygiene, Zentralbereich Kranken-
haushygiene und Infekt, Berlin 
Einleitung 
Bislang gibt es in Deutschland wenig repräsentative Daten über Antibiotikaverbrauch 
und Resistenzsituation auf Intensivstationen (ITS). Deshalb wurde das Surveillance Sys-
tem SARI (Surveillance-System für Antibiotika-Anwendung und Resistenzsituation auf 
Intensivstationen) beginnend im Februar 2000 auf mittlerweile 35 ITS implementiert (1]. 
Wie hoch ist die Antibiotika-Anwendung und welche Resistenzsituation besteht auf die-
sen ITS? Gibt es zeitliche Trends? 
Material und Methode 
35 ITS erheben monatlich Patiententage, Antibiotikaverbrauch und Resistenzdate n bak-
teriellen Erregern analog dem IfSG § 23. Die Resistenztestung erfolgt in 20 ITS nach 
DIN bzw. in 15 ITS nach. Es werden die Antibiotika-Anwendungsdichten (AD) über 
75 Einzelsubstanzen und von 24 Antibiotikagruppen (AG) bezüglich WHO-DDOs 
(DDD = daily defined dose) nach der Formel AD= (Verbrauch/DDO) · (1000/Patien-
tentage) berechnet. Außerdem werden die Resistenzraten (RR = Anzahl resistente Erre-
ger/100 getestete Erreger) von 13 Erregern bezüglich ausgewählter Antibiotika be-
stimmt. Copy strains werden nicht berücksichtigt. Ausgewählte resistente Erreger 
werden nachgetestet und genotypisiert. Die Ergebnisse werden vierteljährlich den Teil-




Bis 09/2002 wurden an 301.459 Patiententagen 400.280 DDDs und 28.048 Erreger er-
fasst. Oie Gesamt-AD beträgt 1331 DDD/1000 Patiententage und unterscheidet sich bei 
Stratifizierung nach Art der ITS (interdisziplinär, medizinisch-anästhesiologisch, chirur-
gisch-neurochirurgisch) nicht. Zwischen den ITS-Arten gibt es sign. Unterschiede in den 
AD einzelner AG (Carbapeneme (Carb), Cephalosporine 2. Generation (C2G), Penicil-
line mit BetaJaktamaseinhibitor (PBLI) und Penicilline mit erweitertem Spektrum (PeS)). 
In1 Zeitraum 02/00- 09/02 zeigt sich ein sign. Anstieg von PeS und ein sign. Rückgang 
von C2G bei aUen drei ITS-Arten. Die meisten sign. Veränderung der AD lassen sich 
fü r interd. ITS zeigen (Reduktion u. a.: PBLI, Carb, C2G, Chinolone, Makrolide). Nur 
für interd. ITS reduziert sich auch die Gesamt-AD. 
(b) Resistenzraten 
Die MRSA-Rate liegt bei 20,0 (DIN, Median 15,1) bzw. 32,2 (NCCLS, Median 25,5). 
Der DIN-Median für MRSA stieg im Zeitraum 02/00-09/02 von 7 auf 20 MRSNlOO 
S. aureus an. Pseudomonas aeruginosa besitzt folgende DIN-Resistenzen (RR/Median): 
CeftazidimResistcn:t® (15,9/11 ,6) Piperazillin/Tazobaktam® (24,7/22,0) und Ciprofloxa-
cin® (18,7/L8/5). Im zeitlichen Verlauf schwankt der RR-Median für die drei Resisten-
zen und es lässt sich kein Trend nachweisen. 
Informatik, Biomcuie und Epidemiologie in Mcd. u. Biol. 3413 (2003) 
430 Abstracts der 48. Jahrestagung der GMDS 
Diskussion/Schlussfolgerungen 
In Deutschland gibt es keine Daten zum Antibiotikaverbrauch auf ITS. Es gibt Präva-
lenzdaten zur Resistenzsituation in Deutschland von der Paul Ehrlich Gesellschaft 
(PEG), darüber hinaus von GENARS (Gennan Network for Antimicrobial Resistenz Sur-
veillance). Europaweit existieren u. a. die SurveilJance-Systeme EARSS und SENTRY, 
die Resistenzdaten erheben. AUR/ICARE (Antimicrobial Use and Resistance/lntensive 
Care Antimicrobial Use and Resistaoce) ist das US-amerikanische Surveillance-System 
das Resistenzdaten und Antibiotikadaten erfasst (2, 3). Diese Daten sind aber zu grob, 
um als Vergleichsdaten für ITS in Deutschland zu dienen, da sie zu allgemein sind (Ein-
heit Krankenhaus bzw. Europa) oder ganz andere Situationen beschreiben (USA). Durch 
SARI wird für die Einheit ITS der Antibiotikaverbrauch und die R esistenzlage gleich-
zeitig erfasst. Dadurch lassen sieb Referenzdaten für ein Surveillance-System erzeugen, 
die der Forderung nach Qualitätssicherung und Benchmarking auf ITS gerecht werden. 
In weiteren Analysen der Daten lassen sieb Zusammenhänge darstellen, die zwischen 
Antibiotikaverbrauch, Resistenzentwicklung und Effekten des SurveilJance-Systems 
selbst bestehen (4, 5). Für die Beurteilung der Resistenzen und der Trends wird der 
Median verwendet, da hohe Resistenzen einzelner ITS bei einigen Erregern die Resis-
tenzlage verfälschen. In SARJ konnte u. a. ein Anstieg der MRSA-Rate nachgewiesen 
werden. Außerdem sind die Pseudomonaden-RR auf ITS höher als bei der PEG und 
GEN ARS. 
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Abstraktnummer 55/1 
Vergleich von GEE und Neuronalen Netzen 
zur Rezidiv-Vorhersage bei Schizophrenie 
Eisenacher M, Seuchter S, Köpcke W 
Universitätsklinikum Münster, Inst. für Medizinische Informatik und Biomathematik, Münster 
Einleitung 
Prodrome können dem ersten Auftreten eines schizophrenen Krankheitsbildes voraus-
gehen. Es besteht die Hoffnung, dass sie ebenfalls zur Rückfall-Voraussage verwendet 
werden können. Im Rahmen des Kompetenznetzwerkes Schizophrenie wurden die Pro-
dromdaten der ANI-Studie [l] reanalysien, die auf den Verlaufsdaten von 364 Patienten 
basiert [2]. Aufbauend auf dieser Analyse wurden die Prädiktoren erweitert auf BPRS-
Symptome (Brief Psychiatrie Rating Scale). Diese 17 Merkmale eines Rating-Systems 
wurden ebenso wie die vorher analysierten 6 Prodrome zu verschiedenen Unter-
suchungsterminen zusammen mit einem klinischen Urteil erhoben, welches den Krank-
heitsgrad klassifiziert. Untersucht werden sollte, ob die jeweils erhobenen BPRS-Symp-
tome der (t - 1)-ten Visite einen Einfluss altf die ärztliche Beurteilung des t-ten 
Kontaktes haben und somit die Voraussage einer generellen psychischen Verschlechte-
rung (GPV) oder auch eines Rezidivs zulassen. Dabei verspricht man sich durch die 
weitergehende Verfeinerung gegenüber den Prodromen eine deutlichere Differenzierung 
der Vorwarnzeichen. 
Material und Methode 
Zwei Methoden werden in diesem Ansatz gegenübergestellt: Die General Estimating 
Equations (GEE) Methode [3) erlaubt unter anderem die Analyse von Daten, die wie 
hier in zeitlicher Abhängigkeit erhoben wurden. Verwendet wurde die SAS Prozedur 
GENMOD (SAS Institute Ver.8). In einem ersten Schritt werden mehrere statistische 
Modelle verglichen. Anschließend geht das beste Modell in die eigentliche GEE-Analyse 
ein. Dabei werden verschiedene Arbeitskorrelations-Strukturen berücksichtigt. Die zweite 
betrachtete Methode verwendet Neuronale Netze [4]. Hierbei wird die lernfähige biologi-
sche Struktur vernetzter Neuronen simuliert, um Eingabegrößen (BPRS-Daten) in eine 
Ausgabe („GPV"/,,nicbt GPV" oder ,,Rezidiv"/,,nicht Rezidiv") zu überführen. Die unbe-
kannte Berechnungsfunktion wird in einer ersten Phase mithilfe einer Untermenge der 
Daten „erlernt" („training subset"). Dabei soll mit einer weiteren Untermenge der Daten 
(„verification subset") ein Lernen des ,,Rauschens" in den Daten möglichst verhindert 
werden. Danach erfolgt mit einer letzten Untermenge der Daten („test subset") eine Aus-
sage über die Vorhersagegüte des „ausgelemten" Netzes. Das Programm STATISTICA 
Neural Networks (StatSoft Inc„ Trajan Software Ltd., Release 4.0 F) ermöglicht die Su-
che eines optimalen Netzes über verschiedene Netzwerk-Architekturen und unterschiedli-
che Parameter der Lern-Algorithmen. 
Ergebnisse 
Ein wesentliches Ziel dieser Analyse war es zu klären, ob die in dieser Studie dokumen-
tierten Prodrome und Symptome verwendbare Prädiktoren für Rezidive sind. Für jede 
Methode wurden unterschiedliche Strategien verfolgt. Beide Methoden stimmen überein 
in dem Resultat, dass die Symptome „Gespanntheit" und „Ungewöhnliche Denkinhalte" 
positiv assoziiert sind mit der Vorhersage eines Rezidivs. 
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Diskussion/Schlussfolgerungen 
Die Motivation für diese Untersuchung erwuchs aus dem Kompetenznetzwerk Schizo-
phrenie, in dem ein Algorithmus entwickelt wird, der eine prodrorngestützte Frühinter-
ventionsstrategie bei stabilisierten Erstpatienten unterstützen soll. Wie sich zeigt, sind 
beide Methoden zur Prädiktoranalyse anwendbar, insbesondere dadurch, dass die Daten 
aller Kontakte eines Patienten in die Analyse einfließen, selbst wenn die Anzahl der 
Kontakte zwischen den Patienten variiert. Dies stellt eine Erweiterung der bisherigen 
Auswertungen der ANI-Studie dar, in denen nur die Daten selektierter Zeitpunkte be-
rücksichtigt wurden. 
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Abstraktnummer 55/2 
Kosteneffektivität der LASIK bei moderater Myopie: 
Ergebnisse einer benchmark-Studie 
Krummenauer F, Roden M, Knorz MC, Dick HB 
Universität Mainz, Institut für Medizinische Biometrie, Epidemiologie und lnfonnalik, Mainz 
Einleitung 
Die LASfK (Laser In Situ Keratomileusis) ist ein ophthalmochirurgischer Eingriff zur 
Reduktion von Dicke und damit Brechkraft der Hornhaut bei Patienten mit einer Myopie 
bis zu circa - 8 Dioptrien (D). Während ihr klinischer Nutzen und Risikoprofil inzwi-
schen vielfach untersucht sind [l], herrscht hinsichtlich ihrer ökonomischen Dimension 
noch Unsicherheit vor [2]: Für die LASIK entstehen spürbare direkte Kosten für den 
Patienten; neben den direkten Kosten für den Eingriff entstehen aber auch indirekte Kos-
ten durch Eingriffs-bedingte Einschränkungen am Arbeitsplatz. Um den objektiven re-
fraktiven Nutzen dieses Eingriffes dokumentieren und zugleich mit seinen Kosten ins 
Verhältnis setzen zu können, wurde eine retrospektive Kohortensludie [3] an den LA-
SIK-Zentren der Universitätsklinika Mainz und Mannheim durchgeführt unter deren Pa-
tienten des Jahres 2001. 
Material und Methode 
Outcome-Parameter wie das sphärische Äquivalent oder der Visus vor und nach dem Ein-
griff wurden der Dokumentation der LASIK-Zentren entnommen, per Interview wurden 
die in die Studie einbezogenen Patienten ferner um Bezifferung der von ihnen aufgewen-
deten jährlichen Kosten für Sehhilfen vor und nach dem LASIK-Eingriff gebeten sowie 
lnfonnauk. Biometrie und Epidemiologie in Mcd u. Biol. 3413 (2003) 
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der Gesamtkosten für den Eingriff selbst. Diese Angaben wurden bei Einverständnis der 
Patienten mit Abrechnungen der LASIK-Zeotren und Krankenversicherer validiert. Ferner 
wurde anhand der Patientenakten die Anzahl der erstatteten Arbeitsunfähigkeitstage (AU-
Tage) erhoben als Näherung für indirekte LASIK-assozüerte Kosten. Die primären kli-
nischen Endpunkte dieser Studie waren das Entfallen jeglicher Sehhilfen nach dem Ein-
griff (sofern dies angesichts des ophthalmologischen Eingangszustandes des Patienten 
realis tisch war) sowie die Notwendigkeit einer Re-LASIK bei insuffizientem Ergebnis des 
Ersteingriffs. Der primäre Endpunkt der Kosteoeffektivitätsaoalyse waren die inkrementel-
len Kosten einer durch die LASIK gewonnenen refraktiven Einheit (Einheit €/Dioptrie) 
aus Patientenperspektive. Die Zentren wurden mittels multipler logistischer Regressions-
modelle zu obigen primären Endpunkten verglichen, wobei an Confounder wie präopera-
tive klinische Daten adjustiert wurde; Ergebnisse der Regressionen werden minels p-Wer-
ten aus Likelihood Ratio-Tests zusammengefasst (forward selection). 
Ergebnisse 
Es konnten 178 von 317 versendeten Fragebögen ausgewertet werden (Mainz: 45 von 
67, Mannheim: 133 von 250); 62% der Befragten im Gesamtkollektiv waren weiblich, 
das mediane Alter der Patienten betrug 38 Jahre; zwischen den Zentren gab es keine 
Unterschiede in Alter- oder Geschlechtsverteilung [3]. Bei den Patienten des Mainzer 
Zentrums war durch die LASIK im Median eine um 2 Dioptrien höhere refraktive Kor-
rektur zu leisten (p = 0,029) als bei den Patienten des Mannheimer Zentrums. 
Hinsichtlich der Anteile von Patienten, die nach dem LASIK-Eingriff auf jegliche Seh-
hilfen verzichten können (7 1 % der Mainzer, 73 % der Mannheimer Patienten), gab es 
zwischen den Zentren keinen signifikanten Unterschied (p = 0,292) nach Korrektur für 
die Confounder Alter (p < 0,001) und präoperativer Visus (p = 0,002). Ein statistisch 
signifikanter Unterschied zwischen den LASIK-Zentren ergab sich jedoch für die Rate 
durchgeführter LASIK-retreatrnents (,,Re-LASIKs"): Während im Mannheimer Zentrum 
nur bei 13% der Patienten eine Re-LASIK für angemessen oder notwendig erachtet wur-
de, war dies im Mainzer Zentrum in 31 % der beidseitigen Eingriffe der Fall (p = 0,012). 
Dieser Unterschied bleibt auch bestehen nach Korrektur für den zwischen den Kollek-
tiven lokal signifikant unterschiedlichen Ausgangsvisus (p = 0,021) sowie die lokal sig-
nifikant verschiedenen Zielrefraktionen (p = 0,043). Abschließend gaben 81 % der Main-
zer und 92 % der Mannheimer Patienten an, dass sie sich bei Bedarf noch einmal einer 
LASIK im gleichen Zentrum unterziehen würden (p = 0,034). 
Die jährlichen Selbstkosten für Sehhilfen vor dem Eingriff wurden im Median mit 
250 €, danach im Median mit 0 € berichtet (lnterquartilspannen 200- 400 € bzw. 
0-20 €), die Gesamtkosten für die LASIK im Median mit 3750 € (3500- 4000 €). 
Hier zeigte sieb zwischen den Zentren ein Unterschied von im Median 3000 € in Mainz 
gegenüber 3910 € in Mannheim (p < 0 ,001). Daraus ergeben sich inkrementelle Kosten 
pro durch den Eingriff gewonnener Dioptrie von im Median 667 €/D für das LASIK-
Zentrum Mainz (3 11-875 €/D) versus 821 €/D für das LASIK-Zentrum Mannheim 
(636-1184 €/D). Dieser Zentrenunterschied zeigt sich auch nach Adjustierung an Con-
founder signifikant (p < 0,001). 
Diskussion/Schlussfolgerungen 
Kritisch muss bemerkt werden, dass sich die beiden Kollektive aus den Zentren Mainz 
und Mannheim in ihrer refraktiven Ausgangssituation unterschieden haben. Insbesondere 
stellen sieb auch die Re-LASIK-Raten in den Zentren verschieden dar, was z.B. auf 
unterschiedliche Einschlusskriterien zur Durchführung der primären LASIK hindeutet. 
Aufgrund der unterschiedlich starken kommerzielle Ausrichtung der beiden Zentren und 
den daraus resultierenden Unterschieden in personeller und struktureller Ausstattung sind 
auch Unterschiede in der internen Prozeßhomogenität nicht von der Hand zu weisen (im 
lnfonnmik. ßiomclric und Epidemiologie in Med. u. ßiol. 34ß (2003) 
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Gegensatz zum Mannheimer LASIK-Zentrum bietet das Mainzer Zentrum die LASIK 
im Rahmen seiner universitären Ausbildung und ophthalmologischen Maximalversor-
gung an). 
Mit 667 bzw. 831 € pro refraktiver Einheit stellt sich das inkrementelle Kosteneffektivi-
tätsverhältnis der LASIK gegenüber dem anderer ambulanter ophthalmochirurgischer 
Eingriffe als eher ungünstig dar. Dies ist aber eine konservative Abschätzung des vom 
Patienten tatsächlich wahrgenommenen Verhältnisses: Zahlreiche LASIK-Patienten errei-
chen bereits vor dem Eingriff einen guten bis sehr guten Visus durch Korrektur mit Seh-
hilfen, sodass jede weitere Korrektur des sphärischen Äquivalents „te uer" erkauft werden 
muss. Für diese geringe Änderung der Refraktion wird aber andererseits das Entfallen 
der Sehhilfe „erkauft", eine je nach Sozialstatus und Berufsbild des Patienten meist we-
sentlich stärkere Motivation für die Entscheidung zur LASIK. Dieser subjektiven Gewinn 
[4] schlägt sieb jedoch nicht in den hier eingebrachten objektiven klinischen Parametern 
nieder, sodass für diese Patienten das formeUe Kostennutzenverhältnis das subjektiv 
wahrgenommene sicher unterschätzt. 
Summarisch wurde in den in diese Studie einbezogenen Zentren eine hohe Zufriedenheit 
der Patienten mit dem Erfolg des Eingriffes berichtet, die primären klinischen Outcome-
Parameter „Re-LASIK-Rate" und „Anteil nicht mehr notwendiger Sehhilfen" liegen für 
beide Zentren im international berichteten Qualitätsstandard [l, 3), sodass die erhaltene 
Kosteneffeklivitäts-benchmark von im Median 667 bzw. 831 €pro gewonnener Dioptrie 
als gerechtfertigt bezeichnet werden kann. 
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Abstraktnummer 55/3 
Schätzen von Maßzahlen für den Vorhersagefehler 
von Regressionsmodellen bei zensierten Daten 
Gerds TA, Schumacher M 
Albert-Ludwig Universität Freiburg, Institut für medizinische Biometrie und medizinische Informatik, 
Freiburg 
Einleitung 
Bewährte Maßzahlen für den Vorhersagefehler von Regressionsmodellen, wie der mitt-
lere quadratische Fehler oder R2, sind bei zensierten Daten typischerweise nicht an-
wendbar. Von praktischem Interesse ist für zensierte Überlebenszeiten die Erfassung und 
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der Vergleich der Präzision von Vorhersagen basierend auf patienten-spezifischen Kovari-
ablenwerten. 
Material und Methode 
Die Implementierung der betrachteten Vorhersagefehlennaße erfolgte mit dem benutzer-
freundlichen Statistikpacket R und darin eingebundenen C Programmen. 
Ergebnisse 
In dem Vortrag werden Vorhersagefehlerkurven basierend auf dem Brier Score vor-
gestellt, die eine objektive Bewertung von prädizierten Wahrscheinlichkeiten zum Bei-
spiel auch für rechtszensierte Überlebenszeiten erlauben. 
Die Nützlichkeit der Vorhersagefehlerkurven wird anhand von onkologischen Studien 
belege. Wichtigstes Mittel ist dabei eine vergleichende graphische Darstellung der prädik-
tiven Kraft mehrerer konkurrierender Methoden. 
Diskussion/Schlussfolgerungen 
Bisherige Arbeiten im Bereich der Überlebenszeitanalyse, siehe etwa Korn & Simon 
(1990) oder Schemper & Henderson (2000), erlaubten keinen objektiven Vergleich von 
verschiedenen Methoden oder beschränken sieb auf spezielle Modellklassen. 
Unsere Arbeit, in Erweiterung von Graf et al. (1999), ermöglicht dagegen als Herkunft 
für Vorhersagen der Zielgröße neben klassischen Regressionsmodellen auch dateninten-
sive Methoden, wie ganze Modellselektionsverfahren, Modellmittelungsverfahren oder 
neuronale Netze. Die Schätzung des Vorhersagefehlers erfolgt unabhängig von dem zur 
Erstellung von Prognosen angenommenen Modell. 
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Abstraktnummer 55/4 
Evidenzbasierte Kosteneffektivitätsanalyse der Versorgung 
von Kataraktpatienten mit monofokalen lntraokularlinsen 
Landwehr 1, Krummenauer F 
Universität Mainz, Institut für Medizinische Biometrie, Epidemiologie und Informatik, Mainz 
Einleitung 
Die aktuelle Diskussion zur Ressourcenbemessung im ambulanten Sektor der Ophthal-
mochirurgie erzwingt die rationale Ventilation von Kostennutzenverhältnissen. Um spe-
zieU die Kataraktchirurgie, d. h. die operative Versorgung von Patienten mit „grauem 
Star" mit einer Kunstlinse, einordnen zu können, sollte auf der Basis einer Metaanalyse 
Jnfonna1ik, Biometrie und Epidemiologie in Med. u. Biol. 3413 (2003) 
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eine evidenzbasierte Kostennutzenbewertung durchgeführt werden (Perspektive der Leis-
tungserstatter). Hierbei wurde grundsätzlich eine Versorgung der Kataraktpatienten mit 
monofokalen Intraokularlinsen angenommen, da diese grundsätzlich in Abrechnungspau-
schalen enthalten sind, während für multifokale Intraokularlinsen je nach Versicherer 
Selbstbehalte anfallen. 
Material und Methode 
Primärer Endpunkt der Analyse waren die inkrementellen Kosten der Kataraktchirurgie, 
d. h. die Kosten [€] pro durch den Eingriff gewonnener Visusstufe aus Sicht der Leis-
tungserstatter. Es wurde eine Metaanalyse der im deutschen und englischen Sprachraum 
erschienenen Artikel des Zeitraums 1995- 2002 hinsichtlich der berichteten Änderung 
des Visus durchgeführt und deren Ergebnis der in Deutschland aktuell gültigen Fallpau-
schale für einen Katarakteingriff mit monofokaler Intraokularlinse gegenüber gestellt. 
Als wichtigste und zugleich häufigste Komplikation nach Kataraktchirurgie wurde das 
Auftreten eines Nachstares (zeitnahe Eintrübung der implantierten Kunstlinse durch Ver-
wachsen mit Restgewebe) einbezogen, welcher die Entnahme der primär implantierten 
Linse und die Implantation einer neuen bedingt. Hierzu wurde eine entsprechende Me-
taanalyse für die berichteten Nachstarraten im gleichen Zeitraum angefertigt, um die 
Nacbstar-bedingten Kostenerhöhungen modellieren zu können. Aufnahmekriterium für 
eine Studie in die Metaanalysen waren die von der Cochrane Collaboration für systema-
tische reviews empfohlenen Anforderungen an Studiendesign und -qualität; Basis der 
Literaturrecherchen war MedLine. Validiert wurden die MedLine-Recherchen durch eine 
Sichtung der Volltextliteratur im ,)oumal of Cataract and Refractive Surgery" im be-
trachteten Zeitraum. 
Ergebnisse 
Es konnten für die Metaanalyse zur Visusänderung 51 Studien eingeschlossen werden, für 
die zu Nachstarraten 83 Studienberichte. Es ergaben sieb unabhängig von Linsenmaterial, 
Randbeschaffenheit und Studiendesign eine mediane Visusänderung von 5 Stufen (Jnter-
quartilspanne 4- 8 Stufen) und eine mediane Nachstarrate von 24% (10%- 34%) aus den 
eingeschlossenen Studien. Daraus resultiert ein totales inkrementelles Kostennutzenver-
bältnis von 223,26 €Nisusstufe aus Sicht der Leistungserstatter bei der aktuell gültigen 
Fallpauschale für einen Katarakteingriff (894,76 € für ambulante und 1724,51 € für sta-
tionäre Eingriffe). Aus einer Sensitivitätsanalyse der Inputparameter ergibt sich ferner 
eine Spanne dieses Kostennutzenverhältnisses von 128,73 € bis 348,49 €pro gewonne-
ner Visusstufe. 
Diskussion/Schlussfolgerungen 
Angesichts der inzwischen enormen Literaturbasis zu prospektiven randomisierten Stu-
dien im Bereich der Kataraktchirurgie schien eine evidenzbasierte Schätzung des inkre-
mentellen Kostennutzenverhältnisses einer Versorgung mit monofokalen Intraokularlinsen 
naheliegend. Von insgesamt 378 durch MedLine für die Metaanalyse nach dem primären 
klinischen Endpunkt „Visusänderung" als relevant identifizierten Artikeln konnten jedoch 
nur 51 in die Metaanalyse aufgenommen werden [l]. Hauptsächlicher Ausschlußgrund 
war neben suboptimalen Studiendesigns z.B. hinsichtlich der Randomisation oder für 
die konkrete Fragestellung offensichtlich insuffizient angesetzten Fallzahlen in erster Li-
nie eine zu schlechte Dokumentation und Nachvollziehbarkeit der Studienergebnisse im 
primären Endpunkt. 
Die MedLine-Recherche selber kann ebenfalls nur als begrenzt erschöpfend angesehen 
werden: Bei „Handsichtung" der im betrachteten Zeitraum im Journal of Cataract and 
Refractive Surgery erschienenen Artikel zeigte sich, dass von MedLine nur 25 % der 
realiter relevanten Publikationen gefunden wurde über die gewählten Suchkriterien in 
lnfommtik, Biometrie und Epidemiologie in Med. u. Biol. 3413 (2003) 
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Titel und Medical Subject Header. Mit dieser geringen Suchpräzision kann obige in die 
Metaanalyse eingebrachte Studienzahl zumindest teilweise motiviert werden. 
Positiv anzumerken ist, dass keine nennenswerten Indizien für einen publication bias 
aufgefunden werden konnten: Sowohl in der Metaanalyse zu den Visusänderungen als 
auch bei der zu Nachstarhäufigkeiten bat sieb keine Assoziation zwischen Studien-
umfang und Effektgröße erkennen lassen. Ein language bias zugunsten englischsprachi-
ger Arbeiten ist ebenfalls nur in begrenztem Ausmaß zu erwarten, da die Kataraktchirur-
gie in der Tat im wesentlichen im angloamerikanischen Sprachraum vorangetrieben wird 
und somit nicht von nennenswerten Artikelzahlen in nicht-englisch referenzierbaren Zeit-
schriften ausgegangen werden muss. 
Eine umfangreiche Sensitivitätsanalyse der obigen Ergebnisse zu Design und Material 
der Linse ergab ebenfalls keine nennenswerte Änderung der Kostennutzenbilanz; es zeig-
te sich lediglich ein tendentieller Vorteil zugunsten hydrophiler Acrylat-Linsen, da diese 
vor a.llem in Kombination mit scharfkantigen Berandungen niedrigere Nachstarraten zei-
gen als z.B. Silicon-Linsen [l]. 
Anders als in bisherigen gesundheitsökonomischen Bewertungen der Kataraktchirurgie 
[2] wurde im vorliegenden Projekt auch das Risikomanagement einer Versorgung mit 
monofokalen Linsen einbezogen. Der mit einer Auftrittshäufigkeit von 10%- 34% je 
nach Material und Design der lntraokularlinse als relevanteste Komplikation anzusehen-
de Nachstar wurde explizit in das Kostennutzenverhältnis einbezogen; eine Verschlechte-
rung um 48,55 € pro durch die Gesamtprozedur gewonnener Visusstufe in den inkre-
mentellen Kosten gegenüber der Kalkulation ohne Komplikationskorrektur [2] erscheint 
nicht vernachlässigbar. Werden weitere - seltenere - Komplikationen der Kataraktchi-
rurgie in die Schätzung der inkrementellen Kosten einbezogen wie z.B. das Auftreten 
einer postoperativen Endopbthalmitis [3], so wird sich das Kostennutzenverhällnis weiter 
verschlechtern. 
Dennoch zeichnet sich die Kataraktchirurgie mit medianen inkrementellen Kosten von 
223 € pro gewonnener Visusstufe durch eine sehr positive Kostennutzenbilanz aus ge-
genüber z.B. der LASIK mit einem Verhältnis von 744 € pro gewonnnener Dioptrie [4]. 
Wird statt einer monofokalen eine multifokale lntraokularlinse implantiert, so verbessert 
sich diese Bilanz nochmals graduell [5]. 
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Abstrak1nummer 55/5 
Körperliche Entwicklung von hypotrophen Früh- und 
Neugeborenen unter Berücksichtigung der Körperendlängen 
Röhl FW, Bernhardt C, Riebenstahl 0, Kromeyer-Hauschild K, Mohnike K 
Otto-von-Guericke-Universität Magdeburg, Medizinische Fakultät, Institut für Biometrie und Medizini-
sche Informatik, Magdeburg 
Einleitung 
Neugeborene, die untergewichtig zur Welt kommen, weisen gegenüber normaJgewichti-
gen Neugeborenen ein Defizit auf. Häufig liegt eine verkürzte Schwangerschaftsdauer 
vor (Frühgeborene). Aber auch genetische, toxische o. a. schädliche Faktoren können bei 
Reifgeborenen zu einem erheblichen Untergewicht führen. Dieses Gewichtsdefizit ist mit 
einem erhöhten Krankheitsrisiko im Erwachsenenalter verbunden. Das Geburtsgewicht 
stellt damit einen entscheidenden prognostischen Faktor dar (3). 
Material und Methode 
Unseren Untersuchungen liegen entwicklungsspezifische Parameter für insgesamt 734 
(318 Jungen, 416 Mädchen) Kindern zugrunde, die aus dem Register der Universitäts-
kinderklinik Magdeburg der Jahrgänge 1969 bis 1978 gewonnen wurden. Es wurden 
diejenigen Früh- und Neugeborenen ausgewähl t, deren Gewicht in Bezug auf das Gesta-
tionsalter unterhalb der 10. Perzentile der Wachstumskurve nach Prader lag. Der Entbin-
dungstermin umfasst die Spanne zwischen der 28. und 42. Schwangerschaftswoche. Die 
meisten dieser Kinder wurden in regelmäßigen Abständen bis zum 6. Lebensjahr unter-
sucht, einige sogar bis zum 14. Lebensjahr. Die Zahl der Wiederholungsuntersuchungen 
schwankt zwischen 1 und 18. 224 der zum Zeitpunkt der Geburt untergewichtigen Kin-
der konnten im Erwachsenenalter befragt werden und insbesondere hinsichtlich ihrer er-
reichten Endmaße beurteilt werden. 
Für die Bewertung der körperlichen Entwicklung wurden die monatsgenauen und ge-
schlechtsspezifischen Referenzwerte benutzt, die von der Arbeitsgemeinschaft Adipositas 
im Kindes- und Jugendalter zur Beurteilung von deutschen Kindern und Jugendlieben 
empfohlen werden und anhand eines multizentrischen Datenpools aus den Jahren 1985 
bis 1999 ermittelt wurden (1). 
In den vorliegenden Untersuchungen interessiert insbesondere die Frage, wie lange es dau-
ert, bis das Geburtsdefizit ausgeglichen ist und wie hoch der Prozentsatz derjenigen Kinder 
ist, die das anfängliche Defizit in ihrer körperlichen Entwicklung auch noch im Erwachse-
nenalter aufweisen. Die Körpermaße Größe, Gewicht und Körper-Masse-Index (BMI) wer-
den unter Verwendung der von Schaefer et al. (2) beschriebenen Methodik: anhand der oben 
genannten alters- und geschlechtszifischen Referenzwerte in SOS-Abweichungen umge-
rechnet. 
Ergebnisse 
Es wird davon ausgegangen [4], dass Neugeborene, die mit einem zu geringen Körper-
gewicht geboren werden, i. a. dieses Defizit bis zum zweiten Lebensjahr ausgeglichen 
haben (Cbanger). Es bleibt aber ein Anteil von etwa 10%, bei dem ein vermindertes 
Wachstum auch noch in der Endgröße vorbanden ist. Diese Erwartung wird durch unsere 
Untersuchung des Wachstumsverlaufes bestätigt. Die Verteilung der Körpergewichte nä-
hert sich im Verlauf der ersten beiden Lebensjahre immer mehr der Referenzverteilung 
an. Die untersuchten Erwachsenen zeigen aber mit einer durchschnittlichen Endgröße von 
lnfomiatik. ßioine1rie und Epidemiologie in Med. u. ßiol. 34/3 (2003) 
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175,7 cm (Jungen) bzw. 162,9 cm (Mädchen) eine negative Abweichung gegenüber der 
Referenzpopulation. Es fällt auf, dass diese Kinder im Mittel auch kleinere Eltern haben. 
Bezieht man nun die SDS-Abweichungen nicht auf den Mittelwert der Referenzpopulati-
on sondern auf die jeweilige Zielgröße der einzelnen Kinder, so ergibt sieb mit 0,2 SDS 
bzw. 0,8 cm (Jungen) und 0,3 SDS bzw. 1,6 cm (Mädchen) im Mittel sogar eine positive 
Abweichung, die aber in dieser Größe durch die Akzeleration erklärbar ist 
Legt man die Einteilung zum Ende des zweiten Lebensjahres in ,Changer' und ,Non-
changer' zugrunde, ist unter Berücksichtigung der aus der Elterngröße prognostizierten 
Endgröße bei den ,Nonchangem' weiter ein Wachstumsdefizit vorhanden. Bei den Jun-
gen beträgt das Defizit im Mittel 1,6 cm, während es bei den Mädchen sogar 2,7 cm 
sind, die aber stark durch einen Extremwert von 144 cm beeinflusst wird. Die Auswer-
tung anderer Körpermaße wie z.B. der Kopfumfang oder das Gewicht zeigen für die 
,Nonchanger' ebenfalls einen deutlich anderen Wachstumsverlauf. 
Diskussion 
Der in unserem Patientengut diagnostizierte Anteil an ,Nonchangern' stimmt mit den Be-
richten anderer Autoren überein (4). Wir konnten unter diesen Kindern auch Hinweise für 
die Ausprägung besonderer Krankheiten finden. U. a. ist unter den nachuntersuchten Er-
wachsenen ein Mädchen diagnostiziert worden, dass am Turner-Syndrom erkrankt ist. Da-
mit könnte die Wachstumsbewertung von untergewichtig geborenen Kindern im 2 Lebens-
jahr Hinweise auf Krankheitsrisiken liefern. Offen ist bisher aber, ob es prognostische 
Faktoren für den Wachstumsverlauf bei untergewichtigen Neugeborenen gibt. Da bisher im 
wesentlichen nur anthropologische Parameter betrachtet wurden, sind diese Fragen in einer 
weiteren Studie zu untersuchen, die eine erneute Durchsicht der Krankenakten erfordert. 
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Abstraktnummer 55/6 
Konfigurationsfrequenzanalyse zum Erkennen 
von typischen Promotermethylierunsmustern von P16, DAPK, 
hHMLH1 und MGMT 
Peters B, Boltze C, Meyer F, Roessner A, Schneider-Stock R 
Otto-von-Guericke-Universität, Medizinische Fakultät, Institut für Biometrie und Medizinische Informa-
tik, Magdeburg 
Einleitung 
An der Otto-von-Guericke-Universität wurden bei 104 Patienten mit Darmkrebs der Me-
thylierungsstatus der Promoterregionen der Gene Pl6, DAPK, hMLHl und MGMT er-
lnfonnatik, Biometrie und Epidemiologie in Med. u. Biol. 34/3 (2003) 
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mittelt. Außerdem wurden klinische Daten wie Alter, Geschlecht, Tumorlokalisation, Tu-
morklassifikation (T, N, M). erfasst. Ziel der Studie war einerseitS die Bestimmung der 
Metbylierungsfrequenz der einzelnen Gene, sowie eines möglichen Metbylierungsmus-
ters in Abhängigkeit von klinischen Parametern. 
Material und Methode 
In bivariaten Analysen wurden die Marker den klinischen Variablen gegenübergestellt. 
Dazu dienten Mittelwertsvergleiche und Kreuztabellen. Zur multivariaten Analyse wurden 
loglineare Modelle gerechnet. Diese Modelle basieren auf der allseitigen Unabhängig-
keitshypothese (Nullhypothese) zwischen den Merkmalen. Sie geben global eine Antwo1t 
bezüglich dieser Hypothese. Die Suche nach Patienten mit typischen Methylierungsmus-
tem der untersuchten Gene führte zur Anwendung von Konfigurationsfrequensanalysen. 
Sie ermöglichen statistische Aussagen bezüglich einzelner Zellen einer Kontingenztafel. 
Das Ergebnis sind Typen und Antitypen. 
Ergebnisse 
Die statistische Analyse von jeweils zwei Markern ergab in keiner der möglichen Kombina-
tionen eine signifikante Korrelation. Das loglineare Modell mit den 4 Genen errechnete 
einen nichtsignifikanten Chi-Quadratwert von 16,98 und p = 0,11. Die Konfigura-
tionsfrequenzanalyse mit den vier Genen wies den Typ p 16, hMLH l und MGMT-Methy-
lienmg ohne DAPK-Methylierung aus. Dieser Typ wurde trotz der globalen Aussage des 
loglinearen Ansatzes gefunden. Weitere multivariate Analysen der vier Marker mit Ge-
schlecht und Lokalisation ergab in den log linearen Analysen p-Werte < 0,0 l und in den 
Konfigurationsfrequenzanalysen das schon gefundene Methylierungsmuster und als zusätz-
liche Information das weibliche Geschlecht sowie proximale Tumorlokalisation als typisch. 
Diskussion/Schlussfolgerungen 
Konfigurationsfrequenzanalysen scheinen geeignet, die Zusammenhänge zwischen aber-
ranten Promotennethylierungen aufzuzeigen und außerdem typische Muster zu erkennen. 
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Abstraktnummer 55fT 
Prediction Algorithm for the Transformation of a Clinical Score 
into a Quality-of-Life-lndex in Patients with Parkinsons Disease 
in Germany 
Siebert U, Bornschein B, Spottke A, Oertel WH, Dodel AC 
Ludwig-Max.imilians-Universität, München 
lntroduction 
Preference-based measures of health-related quality of life (utilities) have become an 
important outcome in health-care and are increasingly used (1) as an additional endpoint 
Informatik. Biometrie und Epidemiologie in Med. u. Biol. 3413 (2003) 
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in clinical effectiveness studies and (2) in pharmacoeconomic studies. The underlying 
principle is to express beaJth benefits as quaüty-adjusted life years (QALY) combining 
duration and qualily of life. Each beaJth state is valued by a utility, which represents the 
relative healtb on a scale from 0 (death) to l (perfect health). A popular preference-
based instrument is the EuroQol (EQ-5D). EQ-5D comprises 5 questions on mobility, 
seif care, pain, usuaJ activities, and psycbological status with 3 possible answers for 
each item (1 = no problem, 2 = moderate problem, 3 = severe problem) [ 1]. Recent 
studies have sbown tbat EQ-5D is a sensitive instrument for tbe evaJuation of movement 
disorders, including Parkinson's disease (PD) [2, 3). 
Unfortunately, only few studies are available which evaluated preference-based measures 
in PD. Rather, the Unified Parkinson's Disease Rating Scale (UPDRS) is the most fre-
quently used instrument to evaluate the different clinicaJ dimensions of PD. 
Tue objective of this study was to develop a quantitative prediction algoritbm that trans-
forms UPDRS scores into EQ-5D values. 
Material and Methods 
157 PD patients were recruited in a prospective clinical cost-of-illness study at the De-
partment of Neurology, Phiüpps-University Marburg [4]. Botb EQ-5D and UPDRS were 
evaluated at baseline in 124 patients. Spearman correlation coefficient (R) was used eo 
test whether total UPDRS score and subscores (U2, U3, U4) were univariately asso-
ciated witb EQ-5D. A prediction algorithm with UPDRS subscores as predictors and 
EQ-5D as outcome was derived using multivariate regression anaJysis. Goodness-of-fit 
was determined by tbe Hosmer-Lemeshow metbod and visualized by a plot that com-
pared predicted and observed EQ-5D means and 95% confidence intervals in quintiles. 
Results 
Descriptive and Univariate Analyses: Table l displays tbe characteristics of tbe study 
population. In the univariate rank correlation analysis, all UDPRS subscores were signif-
icantly (p < 0.05) correlated with HY stage. Significant inverse correlation (aU 
p < 0.001) was found between EQ-5D and total UPDRS (R = - 0.67), U2 (R = - 0.63), 
U3 (R = - 0.60), U4 (R = - 0.59), and HY stage (R = - 0.52). 
Multivariate Analysis: Using multiple linear regression analysis, about half of tbe varian-
ce in EQ-5D could be explained by HY stage, UPDRS, and subscores. Because of the 
strong intercorrelation of predictors, several models yielded similar values of adjusted 
Table 1: Patients characceristics of srody popuJation (11 = 124) 
Variable Description 
Gen der 62.9% male, 37 .1 % female 
HY stage 1: 12%, Il: 31%, ID: 35%, N: 15%, V: 7% 
Mean (SD) Median IQR 
Age 66.7 (9.08) 69.0 61.0-73.0 
UPDRS total 44.2 (29.06) 37.75 19.75-62.50 
U2 11.4 (8.80) 9.0 5.0-16.0 
U3 28.8 (19.16) 24.5 13.0-39.25 
U4 4.0 (4.09) 2.75 0.5-7.0 
EQ-5D 0.740 (0.252) 0.788 0.701-0.887 
HY, Hoehn & Yahr stage; SD, standard deviation; IQR, interquartile range 
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R2. Using transfonned predictor and outcome functions (e.g., log, logit, square) of utili-
ties or disutilities (i.e„ L-utility) and inclusion of interaction terms did not substantially 
increase adjusted R2. Therefore, we suggested tbe use of a simple, parsimonious, and 
easily feasible model with only linear terms and good predictive power (Equalion 1). 
Equation 1 represents the linear prediction equation for EQ-5D on a scale from 0 to LOO 
based on UPDRS subscores. This model explained 52% of the variance (adjusted 
R-square). 
EQ-5D = 99.62 - l.36 X U2 - 0.13 X U3 - 1.66 X U4 (Equation l ) 
After inclusion of U2 (p < 0.001), U3 (p = 0.37), and U4 (p ~ 0.001) in the model, 
age, sex, and HY stage did not significantly contribute to the prediction of EQ-5D. The 
smaJL and non-significant coefficient of U3 reflects the low additional impact of 1 point 
on the U3 scale on EQ-50, once U2 and U4 were considered. 
lntemal Validation and Goodness of Fit: The goodness-of-fü plot sbowed good predic-
tive power for higher EQ-5D values. However, in patient with EQ-5D < 0.6, the predic-
Lion equation overestimates observed EQ-5D values. Only few patients contributed to 
this group. 
Dlscussion/Concluslons 
We presented a parsimonious and feasible algorithm that allows the transfonnation of 
the UPDRS score into a EQ-50 -based quality-of-life index. 
As a Limitation, it has to be mentioned that the purpose of thjs function is not to predict 
quality of life for single individuals, rather than to predict mean utilities for populations 
with a specific UPDRS configuration, which may be used in the evaluation of overall 
effectiveness or cost-effectiveness. 
In conclusion, the presented prediction algorithm can be applied to existing UPDRS data 
sets and used in cost-utility analyses of health technologies (e.g. drugs). This prelimin-
ary work forms the basis of a larger study currently being undertaken in the EuroPA 
network. 
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Abstraktnummer 55/8 
Diagnosezeitpunkt spracherwerbsrelevanter frühkindlicher 
Schwerhörigkeit in Südbayern 
Bornschein B, Grill E, Brockmeier SJ, von Kries R 
Bayerischer Forschungsverbund Public Health, München 
Einleitung 1 
Etwa 1-2o/oo aller Neugeborenen in Europa haben eine spracherwerbsrelevante Beein-
trächtigung des Gehörs [l). Die Entwicklung der Hörfähigkeit erfordert akustische Sti-
mulation innerhalb der ersten 18 Lebensmonate. Fehlen diese akustischen Reize z.B. 
wegen angeborener Hörstörungen, kann dieses Entwicklungsdefizit später nicht mehr, 
oder nur noch unvollständig ausgeglichen werden. Folgen sind neben emotionalen Belas-
tungen in den Familien vor allem eine Beeinträchtigung intellektueller und sozialer Fä-
higkeiten mit erheblichen Konsequenzen bis in das Arbeitsleben hinein [3, 4]. 
Modellrechungen gehen von erheblichen volkswirtschaftlichen Belastungen durch eine 
verspätete Diagnose aus (5, 6]. Seit geraumer Zeit stehen effektive und wenig invasive 
Diagnose- und Therapieverfahren zur Verfügung. Interventionsstudien haben gezeigt dass 
bei frühzeitigem Einsetzen einer adäquaten Therapie vor dem 6. Lebensmonat Entwick-
lungsverzögerungen vermindert oder sogar verhindert werden können [7]. 
Aus diesen Gründen wird seit geraumer Zeit national und international über die Einfüh-
rung eines generellen Neugeborenen-Hörscreenings diskutiert. Für eine fundierte Ent-
scheidung sind verlässliche und bevölkerungsbezogene Daten zur Epidemiologie erfor-
derlich, die gerade für Deutschland allenfalls unvollständig vorliegen. 
Das Ziel der vorliegenden Studie war es, (1) in einer geographisch definierten Bevölke-
rungsstichprobe die Zeitspanne bis zur Erstdiagnose schwerhöriger Kinder zu erfassen 
und (2) zu analysieren, welche Faktoren den Diagnosezeitpunkt bestimmen. 
Material und Methode 
Es wurden retrospektiv die in den Jahren 1998/99 erstmals diagnostizierten Fälle schwer-
höriger Kinder aus Untersuchungsregistern und Krankenakten der drei wichtigsten pä-
daudiologiscben Zentren Südbayerns identifiziert (Universitätskliniken der Technischen 
Universität München und Ludwig-Maximilians-Universität München, Kinderzentrum 
München). Bei den betroffenen Kindern wurden neben Geburts- und Diagnosedatum 
Angaben zu potentiellen Einflussfaktoren auf das Diagnosealter erhoben. 
Falldefinition: In die Untersuchung einbezogen wurden Kinder (Geburt nach dem 
31.12.1984), die dauerhaft und von spracherwerbsrelevantem Ausmaß hörbeeinträchtigt 
waren, d. h. eine Hörminderung von über 35 dB auf dem besser hörenden Ohr hatten. 
Die Studienregion umfasste die Regierungsbezirke Oberbayern und Schwaben mit etwa 
62.000 Geburten im Jahr. Während des Studienzeitraums (1998 bis 1999) musste die 
Diagnose erstmalig definitiv gestellt werden. 
Statistische Auswertung: Als Diagnosezeit wurde die Zeitspanne (in Tagen) zwischen 
dem Datum der Geburt und endgültiger Diagnosestellung definiert. Neben deskriptiver 
Auswertung wurde in einem multivariablen Regressionsmodell (Classification and Re-
gression Tree, CART) der Einfluss potentieller Risikofaktoren auf die Diagnosezeit un-
tersucht. Beim CART-Verfahren werden aus der Stichprobe arlhand der Risikofaktoren 
fortlaufend dichotome Untergruppen gebildet, die bezüglich der Zielgröße Diagnosezeit 
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die größten Unterschiede (den geringsten p-Wert) aufweisen. Bei nicht-dichotomen Ska-
len-Niveaus der unabhängigen Variablen wurden die Variablen dicbotomisiert und der 
p-Wert für multiples Testen adjustiert [8]. Gruppenunterschiede wurden mit dem Log-
rank-Test bestimmt. Abbruchkriterium für weitere Verzweigungen war ein fehlender 
Nachweis von Gruppenunterschieden (p < 0,05) sowie Besetzungszahlung von < ,fii 
(mit n = gesamter Fallzahl) in den entstehenden Untergruppen. 
Ergebnisse 
Es konnten 117 Fälle identifiziert und 113 ausgewertet werden. 54% der Kinder waren 
männlich, 79% hatten den Wohnsitz im Regierungsbezirk Oberbayern, 2 1 % in Schwa-
ben. Die Verteilung nach Scbweregraden zeigte mit 56% ein Vorherrschen mittelgradiger 
( <70 dB) Hörminderungen, während hochgradige (70-94 dB) und resthörig/taube 
(2'.95 dB) Kinder etwa gleich häufig waren. Die Fälle verteilten sich auf beide Studien-
jahre zu gleichen Anteilen. Soziodemographische Daten wie z. B. d as Geschlechterver-
hältnis, Anteil der Erstgeburten oder Krankenversicherungsstatus entsprachen dem bay-
ern- bzw. bundesweiten Durchschnittswerten [9). 
Die mediane Diagnosezeit lag bei 17,9 Monaten (95%-Kl: 13,9-25,0, Mittelwert: 26,7), 
10,6% der Fälle wurden bis zum 3. Lebensmonat und 21,2% bis zum 6. Lebensmonat 
entdeckt. 
In der CART-Analyse hatte die Variable Schweregrad der Hörmindenmg (~95 dB vs. 
<95 dB) den größten Einfluss auf die Diagnosezeit. Die medianen Diagnosezeiten betru-
gen in den beiden Untergruppen 14,6 und 21, 8 Monate. Unterverzweigungen ergaben 
sich über die Variable Erstgeburt (Ja: 20,4 vs. Nein: 7 ,5 Monate) und die Variable, sicht-
bare Fehlbildungen im Kopf-/Halsbereich, wie z. B. Deformitäten aufzuweisen (Ja: 7 ,2 
vs. Nein: 32,9 Monate). Im Rahmen von Sensitivitätsana1ysen wurden zusätzliche Mo-
delle ausgehend von weiteren Variablen gerechnet. Diese ergaben sehr ähnliche Varia-
blen-Konstellationen mit z. T. anderer Reihenfolge. Zusätzlich trat eine Variable zur Art 
der Hörstörung (Mittelohr- vs. Innenohr-/kombinierte Schwerhörigkeit) als relevante 
Komponente dazu. 
Diskussion/Schlussfolgerungen 
Bei der retrospektiven Aufarbeitung der in den Jahren 1998 und 1999 an den drei wichtigs-
ten pädaudiologischen Zentren Südbayerns diagnostizierten 113 Fällen von schwerhörigen 
Kindern konnten mediane Diagnosezeiten von 1,5 Jahren bzw. mittlere Diagnosezeiten 
von mehr als 2 Jahren gefunden werden. Die Diagnose wurde also in den Unter-
suchungsjahren L998 und 1999 meist zu spät gestellt. 
Bezogen auf publizierte lnzidenzschätzungen für Deutschland [10) wurden ca. 75% der 
erwarteten Fälle identifiziert. Ausgebend von den soziodemographischen Angaben dürfte 
die in unserer Studie untersuchte Stichprobe zumindest für Bayern repräsentativ sein. 
Ein direkter Vergleich mit den Ergebnissen anderer Studien ist schwierig, da es sich oft 
um Fallserien ohne definierten Bevölkerungsbezug handelt [11], oder sieb die Datenerhe-
bung über lange Zeiträume erstreckte [12, 13). Vor dem Hintergrund säkularer Trends zu 
früherer Diagnose sind hierbei Verzerrungen anzunehmen [l]. Aus der Literatur ist b~ 
kannt, dass schwere Hörstörungen und Hörstörungen, die mit Fehlbildungen im Kopf-/ 
Halsbereich assoziiert sind, früher entdeckt werden [ 10). Beide Risikofaktoren wurden in 
den CART-Modellen als besonders relevant identifiziert. Zusätzlich konnten wir zeigen, 
dass Kinder mit älteren Geschwistern früher entdeckt werden. Dieser Einflussfaktor ist 
deshalb bedeutsam, da er als Ansatzpunkt für Präventivmassnabmen für eine frü here Di-
agnose dienen könnte. 
Es ist dringend notwendig, das Diagnosealter für angeborene Hörstörungen deutlich zu 
senken. Ein flächendeckendes universelles Hörscreening aller Neugeborenen kann dazu 
beitragen. Entsprechende Evaluationen können auf unseren Daten aufbauen, die unserer 
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Meinung nach repräsentativ, weitgehend unverzerrt, aktuell und aufgrund hoher Fall.zahl 
belastbar sind. 
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Abstraktnummer 55/9 
Interdisziplinäre, multimediale Lehrveranstaltung zur Ergänzung 
der Biomathematik-Vorlesungen für Studenten der Medizin 
Wagenpfeil S 
TU München, Klinikum rechts der Isar, München 
Einleitung 
Die Biomathematik-Veranstaltung im Medizin-Curriculum soll die Studenten auf die sta-
tistischen Belange der Studienplanung, -durchführung und -auswertung aufmerksam ma-
chen sowie einen methodischen Beitrag zur Vorbereitung auf die Erstellung von Doktor-
arbeiten im experimentellen Bereich leisten. Dabei ist es mittlerweile nicht mehr 
ausreichend, die statistisch-theoretischen Grundlagen zu vermitteln, sondern auch deren 
praktische Umsetzung an elektronischen Rechenmaschinen anhand von Fallbeispielen 
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und konkreten Berechnungen einzuüben. Ferner gilt es, die dabei erhaltenen Ergebnisse 
in den für die Zusammenstellung von medizinischen Dissertationen üblichen, sofrware-
tecbnischen Kontext einzufügen. 
Material und Methode 
Ausgehend von der neuen, zum 1.10.2003 in Kraft tretenden Approbationsordnung für 
Ärzte ergibt sich eine gute Gelegenheit, im Rahmen der Neuordnung der Curricula des 
Medizin-Studiums in Deutschland eine ergänzende Lehrveranstaltung einzuführen, die 
die Schnittstelle zwischen theoretisch-methodischen und praktisch-anwendungsorientier-
ten Belangen im Bereich der medizinischen Statistik abdeckt. Aufgrund dieser Anlage 
ergeben sich zwei essentielle Anforderungen an diese Veranstaltung: 
1: Jnterdisziplinarität. Es muß sowohl eine Einführung in das zu veiwendende Software-
Paket (z. B. EXCEL, SPSS, S-Plus, SAS, usw.) gegeben werden als auch eine Wieder-
holung und gegebenenfalls Vertiefung der biostatistischen Inhalte. Dies geschieht am 
besten anhand von Fallbeispielen aus der Praxis des Beratungsalltags. Die Zustimmung 
des ursprüchlich Ratsuchenden sollte hierfür unbedingt eingeholt werden. 
2: MuJtirnedialität. Aufgrund der unterschiedlichen didaktischen Ebenen, auf der die Wis-
sensvennittlung bei der Besprechung von Fallbeispielen im medizinisch-statistischen Be-
reich beruht, hat sich eine Parallelpräsentation auf drei Ebenen als besonders effektiv he-
rausgestellt. Die erste Ebene bildet die Besprechung des konkreten klinischen bzw. 
medizinischen Falls am Overhead-Projektor sowie die Darstellung des Ziele der statisti-
schen Auswertung (z.B. Projektion eines Box-Plots). Auf der zweiten Ebene kommt das 
klassische Tafelbild zum Einsatz, mit dem statistisch-mathematische Grundlagen wiederholt 
und erarbeitet werden können. Während diese beiden Ebenen präsent sind, wird auf der 
dritten Ebene online mittels Beamer-Projektion die entsprechende Berechnung innerhalb 
des Statistik-Programmpaketes am Laptop vorgeführt. Damit kann der Zuhörer jederzeit das 
Ziel (z.B. Box-Plot) mit der Vorführung (z. B. Grafikerstellung) vergleichen. Eine Interak-
tion zwischen Zuhörer und Dozent kann unmittelbar und auf jeder Ebene stattfinden. 
Am Institut für Medizinische Statistik und Epidemiologie der TU München wird seit dem 
Sommersemester 1998 die Vorlesung und Übung ,,Medizinische Statistik in EXCEL" an-
geboten, die die Lücke zwischen theoretisch-methodischen und praktisch-anwendungs-
orientierten Belangen schließt und nach den beiden Kriterien Interdisziplinarität und 
Multimedialität aufgebaut ist. Sie ist entstanden aus der Vielzahl von Anfragen aus den 
Kliniken, die auch forschend tätig sind, und den Bedürfnissen der medizinischen Dokto-
randen, die gerade in der Beratungstätigkeit besonders deutlich werden. Ein ausführ-
liches, zum Selbststudium geeignetes Skriptum (1] erlaubt die Vor- und Nachbearbeitung 
der einzelnen Lerneinheiten. Ein ähnliches Konzept, allerdings mit dem Statistik-Pro-
grammpaket SAS, wird an der Universität Ulm verflogt [2]. 
Ergebnisse 
Die Wahlveranstaltung, an der die Studierenden und Doktoranden freiwillig teilnehmen 
können, wird sehr gut angenommen und evaluiert. Es wird von den Teilnehmern immer 
wieder hervorgehoben, daß sie gerade durch diese Veranstaltung Einblick bekommen in 
Verfahren, um Tabellen grafisch und statistisch auszuwerten. Besonders geschätzt wird, 
daß diese Veranstaltung auch für Computeranfänger geeignet ist. Aufgrund der Konzepti-
on ergibt sich damit auch für diese Gruppe ein Einstieg in weiterführende Statistik-Soft-
warepakete wie SPSS oder SAS. Gelobt wird ferner die gut gegliederte und übersicht-
liche Aufmachung des Skriptums zur Vorlesung und Übung. 
Am wichtigsten für den Lernerfolg der Teilnehmer ist das selbständige Einüben des Ge-
lernten am PC im Rahmen der Übungen mit der Möglichkeit, qualifizierte Betreuung in 
Anspruch zu nehmen. 
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Diskussion/Schlussfolgerungen 
Wegen der numerischen Probleme in Microsoft EXCEL (3) und aufgrund der Tatsache, 
daß EXCEL kein reines Statistik-Programmpaket ist, sondern eine Tabellenkalkulation 
mit Statistik-Funktionen, mag dieses Produkt auf den ersten Blick nicht für die vorste-
henden Belange der Medizinischen Statistik geeignet erscheinen. Ein Vorteil von EXCEL 
im Vergleich zu anderen Statistik-Paketen ist jedoch seine weite Verbreitung: Auf prak-
tisch jedem PC ist eine Version von EXCEL zu finden. Außerdem gibt es Bereiche wie 
die deskriptive Statistik und die Grafikerstellung und -bearbeitung, die nach unserer Er-
fahnmg sehr gut, sehr einfach und effizient mit EXCEL erledigt werden können. Dies 
wird in der Veranstaltung ausführlich besprochen und von den Teilnehmern auch bestä-
tigt. Für die Bereiche in EXCEL, die aus statistischer Sicht als problematisch anzusehen 
sind, werden positive Lösungsmöglichkeiten und Umgebungsstrategien vorgeschlagen. 
Damit ergibt sich gleichzeitig eine Basis, um die Zuhörer an weiterführende und elabo-
rierte Statistik-Pakete heranzuführen. 
Insgesamt bietet diese Lehrveranstaltung die Möglichkeit, sich konstruktiv mit den statis-
tischen Belangen von Microsoft EXCEL auseinanderzusetzen, insbesondere in den Be-
reichen wie klinische Forschung und medizinisch-experimentelle Dissertationen, in de-
nen EXCEL traditionell häufig für Datenspeicherung und statistische Auswertungen 
verwendet wird. 
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Abstraktnummer 56/1 
Assessing patient preferences and quality-adjusted life-year 
(QAL V) of prophylactic haemophilia treatment 
Schramm B, Ehlken B, Berger K, Siebert U, Schramm W 
München 
Background 
Clinical studjes have shown significant improvements in outcomes with the use of pro-
phylactic haemophilia treatment compared to on-demand treatment. Further analyses 
showed that health-related quality-of-life could be maintained with prophylactic treat-
ment. So far rare data on utility values exist. 
Objective 
The purpose of this analysis was to derive patient preferences rneasured in utiüty values 
associated with on-demand and prophylactic therapy of haemophilia patients in Sweden, 
United Kingdom, The Netherlands, and Germany. 
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Methods 
This analysis was based on data collected by the EUROPEAN HAEMOPHILIA ECO-
NOMIC STUDY GROUP [l]. Patients with severe haemophilia A and B, without inhibi-
tors and a minimum age of 14 years were enrolled in this sub-analysis. For derivalion of 
Short Form 6D (SF-60 ) utility values associated with on-demand and prophylactic ther-
apy a preference-based measure [2] was used. Multiple regression analysis was used to 
derive equations for predicting mean utilities in patient subgroups u sing age, disability, 
bleeding frequency, physical examination score, HIV- and hepatitis B infection, average 
amount of clotting factor as potential prediction variables. The unpaired Student's t-test 
was used to compare mean utility values. 
Results 
A total of 506 patients was included in this analysis. The mean age of patients was 43 
years (yrs) in the group > 30 yrs and 23 yrs in the group = 30 yrs. Patients receiving 
prophylactic treatment had higher mean utility values than patients receiving on-demand 
(> 30 yrs: 0.68 vs. 0.66, p = 0.15; ~ 30 yrs: 0.76 vs. 0.73, p = 0.02). Stratification by 
HIV-infection showed that the utility gain with prophylactic treatment was higher in 
HJV-negative patients (prophylaxis: 0.73, on demand: 0.68; p < 0.0001) compared to 
HIV-positive patients (prophylaxis: 0.69; on demand: 0.68; p = 0.67). There was an 
association between observed utility values, annual number of joint bleeds and PES: 
with increasing number of joint bleeds per year, the utilities decreased and PES in-
creased. Health-related quality of life was strongly influenced by patients' age. There-
fore, regression analysis has been performed separately for the rwo age-groups (~ 30 yrs 
and > 30 yrs). Main predictors for quality of life were occurrence of disability, HIV- or 
hepatitis B infection, average amount of clotting factor, number of bleedings per year 
and physicaJ examination score. 
Conclusion 
This study shows that patient preferences and cost-effectiveness vary between different 
patient subgroups and the results are sensitive to age and co-morbidity. As most national 
and international recommendations recommend prophylactic treatment in younger pa-
tients, prophylaxis provides better clinical outcomes and quality-of-life in these patients 
than in older haemophiJiacs. Tue utility values of haemophiliacs in the presented study 
are further comparable to other chronic diseases such as multiple sclerosis (mean utility 
0.55) or rhewnatoid arthritis (mean utility 0.72). Further research should include a long-
Mean observed and expected utility values (SF-6D), stratified by strategy, age group and HN 
status 
Age = 30 years Age > 30 years Total p-value* Total 
observed/ observed/ population observed/predicted population 
predicted predicted utilities 
utilities utilities 
HlV negative 
On-demand 0.75/0.73 0.66/0.67 0.68/0.69 0.68/0.69 
Prophylactic 0.76/0.77 0.70/0.69 0.73/0.73 < 0.0001*/0.0001 * 0.73/0.73 
HlV positive 
On-demand 0.68/0.69 0.68/0.69 0.68/0.68 0.68/0.68 
Prophylactic 0.75/0.77 0.6510.65 0.69/0.70 0.6650*/0.2395* 0.69/0.70 
* Referring to the difference berween on-demand and prophylactic strategy in the total population, 
stratified by HN status. 
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tenn prospective quaJity of life and patient preference measurement with patients receiv-
ing primary prophylaxis and on-demand treatment. 
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Abstraktnummer 56/2 
Struktur und Inhalt der German Hepatitis C Economic Database. 
Ein Instrument der German Hepatitis C Model Group (GEHMO) 
Aidelsburger P, Wasem J, Sroczynski G, Hesse! F, Buchner F, Rossol S, Siebert U 
Universität Greifswald, Greifswald 
Einleitung 
Die chronische Infektion mit dem Hepatitis C Virus (HCV) weist weltweit eine hohe 
Prävalenz auf und es wird davon ausgegangen, dass sich bei der Mehrheit der dieser 
Patienten nach 10-30 Jahren schwere Leberkomplikationen entwickeln [I], die nur 
durch eine erfolgreiche antivirale Therapie verhindert werden können. Die friihere Mono-
therapie mit Interferon alpha (IFN) wurde weitgehend durch die Kombinationstherapien 
mit Interferon (bzw. Peginterferon) und Ribavirin abgelöst [1-3]. Die ökonomische Be-
deutung der chronischen Hepatitis C ist hoch, insbesondere wegen der hohen Prävalenz, 
der limitierten Wirksamkeit der Therapien ( <60% dauerhafte Ansprechrate) und der ei-
nerseits hohen Arzneimittelkosten aber anderseits hohen Einsparpotentiale durch Vermei-
dung schwerer Leberkomplikationen. Eine systematische Analyse im Rahmen von 
Krankheitskostenstudien oder Kosten-Effektivitäts-Studien setzt das Vorliegen einer öko-
nomischen Datenbank für diese Erkrankung voraus. 
Ziel dieses Projektes war die Erstellung einer strukturierten ökonomischen Datenbank, 
die darauf autbauend flexibel in verschiedenen gesundheirsökonomischen Evaluationen 
eingesetzt werden kann. In diesem Beitrag wird die vom ökonomischen Panel der Ger-
man Hepatitis C Model Group (GEHMO) erstellte ökonomische Datenbank in Konzept, 
Struktur und Inhalt dargestellt. 
Material und Methode 
Basierend auf dem von der GEHMO Group entwickelten Krankheitsmodell wurden für 
definierte klinisch-histologische Gesundheitszustände jährliche Kosten erhoben [4, 5]. 
Die Kosten für die aotiviralen Kombinationstherapien wurden in Abhängigkeit von der 
Behandlungsdauer bestimmt. Erhoben wurden die direkten Kosten für diagnostische Un-
tersuchungen, Laboruntersuchungen, Arzneimittel, stationäre Behandlungen, ambulante 
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Behandlungen, Hausarztbesuche, Notarzteinsätze, Kontrazeption und Schwangerschafts-
abbrüche. Daten zum Mengenverbrauch entstammten einer Patientenbefragung sowie einer 
zweistufigen Expertenbefragung. Sie wurden ergänzt durch Daten aus der Sekundärlitera-
tur und durch clie Primärerhebung von Daten. In der Preisbestimmung gingen die Preis-
unterschiede zwischen alten und neuen Bundesländern sowie zwischen gesetzlich und 
privat versicherten Patienten ein. Für Krankenhausbehandlungen wurde der Basispflege-
satz zuzüglich durchschnittlichen Abteilungspflegesatz herangezogen . Apothekenabgabe-
preise für Medikamente entstammen der Roten Liste, Großhandelspre ise und Apotheken-
einkaufspreise wurden der Lauer Taxe entnommen. Oie Behandlungskosten variieren in 
Abhängigkeit der Packungsgröße, dem Präparat und der Dosis. Die Dosierung von Ri-
bavirin ist fest oder gewichtsabhängig, ebenso wie, abhängig vom Präparat die Dosie-
rung von pegylierten Interferon. Aus diesem Grund wurden drei Fälle konstruiert: (1) 
Base Case: 67 kg schwerer Patient mit einer täglichen Dosis von 1000 mg Ribavirin 
und 100 mcg Peginterferon. Arzneimittelpreise sind mittlere Großhandelspreise für die 
kleinste Packungsgröße. (2) Best Case: 53 kg schwerer Patient mit einer täglichen Dosis 
von 800 mg Ribavirin und 80 mcg für Peginterferon. Preise sind Herstellerpreise für die 
größte Packungsgröße. (3) Worst Case: 100 kg schwerer Patient, mit einer täglichen 
Dosis von 1200 mg Ribavirin und 150 mcg für Peginterferon bei Apothekenabgabeprei-
sen. 
Ergebnisse 
Die German Hepatitis C Economic Database besteht aus 3 Komponenten: (1) einer Men-
gendatenbank, (2) einer Preisdatenbank und (3) einer Kostendatenbank zur Prozeduren 
im Rahmen der Kurz- und Langzeitversorgung der chronischen Hepatitis C im deutschen 
Versorgungskontext. 
Kosten der antiviralen Behandlung: Die Behandlungskosten der chronischen Hepatitis C 
wurden unterteilt in (a) Kosten für antiviraJe Arzneimittel und (b) therapiebegleitenden 
Maßnahmen wie cliagnostische Untersuchung vor Therapie, stationäre Behandlung bei 
Therapieeinleitung, Hausarztbesuche, Laboruntersuchungen, Kontrazeption, Schwanger-
schaftstests und Abortio beinhalten. Die therapiebegleitenden Kosten lagen für alle Kom-
binationstherapien bei etwa 1.600 EURO. Die Arzneimittelkosten unterscheiden sich zwi-
schen den verschiedenen Kombinationstherapien und hängen ferner von den oben 
beschriebenen Determinanten wie Körpergewicht, Packungsgröße und Preisszenario ab 
(s. Tab. l). 
Langzeit-Versorgungskosten: Abb. 1 stellt für die infolge einer Hepatitis C möglichen 
Komplikationen die jährlichen Versorgungskosten bei Eintritt der jeweiligen Komplika-
tion dar. 
Tabelle 1: Arzneimittelkosten: Kosten nach Art der Kombinationstherapie, Körpergewicht und Preis-
szenarien 
Kosten in EUR 3 x 3 Mio TNF + 
gewichtsabhängiges 
RIB 
Base Case (67 kg) l 133 
Best Case (53 kg) 949 
Worst Case (IOOkg) 1953 






INF: Interferon, Peg-INF: Peginterferon; RIB: Ribavirin 
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Abbildung 1: Jährliche Versorgungskosten (in€) bei Einuiu der jeweiligen Komplikation der 
chron. Hepatitis C 
Diskussion/Schlussfolgerungen 
Die German Hepatitis C Economic Database ist unseres Wissens die erste umfassende 
und strukturierte Datenbank zu Versorgungskosten der chronischen Hepatitis C. Ins-
besondere ist die hier durchgeführte detaillierte Erhebung der Kosten und die Berück-
sichtigung von Langzeiteffekten und -kosten für ökonomische Evaluationen aus gesamt-
gesellschaftlicher aber auch aus Kostenträgerperspektive eine notwendige Voraussetzung. 
Der modulare Aufbau in verschiedene Komponenten erlaubt dabei insbesondere den Ein-
satz der Kostendatenbank in sektorspezifischen Analysen. Die Datenbank wurde erstmals 
für eine entscheidungsanalytiscbe Kosten-Effektivitäts-Analyse der antiviralen Therapie 
eingesetzt [5]. 
Als Limitationen sind anzuführen, dass die nicht unbeträchtlichen Nebenwirkungen der 
Kombinationstherapie in der Kostendatenbank nicht für die verschiedenen Kombinations-
therapien stratifiziert wurden. Ferner war es trotz des teils angewandten Bottom-Up An-
satzes nicht möglich, für alle Gesundheitszustände Primärdaten zu erheben. Ao dieser 
Stelle wurden Expertenschätzungen als eine pragmatische und gute Lösung zur Abschät-
zung des Ressourcenverbrauches eingesetzt. 
Die flexible Struktur der ökonomischen Datenbank ermöglicht in der Zukunft einen viel-
fältigen Einsatz nicht nur bei Evaluationen therapeutischer Maßnahmen, sondern auch 
der Berechnungen der Kosteneffektivität von Screeningprogranm1en oder der Impfung 
gegen Hepatitis C in Deutschland. 
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Abstraktnummer 56/3 
Die indirekten Kosten der Frühberentung in Deutschland 
Friedel H, Friedrichs M, Röttget;C;-=.Fachinger U, Bödeker W 
BKK Team Gesundheit GmbH; Essen 
Einleitung 
Das Forschungsprojekt „Kosten der Frühberentung. Abschätzung des Anteils der Ar-
beitswelt an der Erwerbs- und Berufsunfähigkeit und der Folgekosten" zielt u. a. auf die 
Quantifizierung der indirekten Kosten der Frübberentung in Deutschland. Letztere erge-
ben sich nach dem Humankapitalansatz aus dem durch die Frühberentung verursachten 
Verlust an Beiträgen zum Sozialprodukt. Das Statistische Bundesamtes folgt in der Ge-
sundheitsausgabenrechnung diesem Ansatz, legt aber lediglich die Einkommensverluste 
zugrunde. Ziel ist daher die Entwicklung eines ModelJs zur Quantifizierung aller Verlus-
te an Beiträgen zum Sozialprodukt. Dabei kommt der Auswahl geeigneter Datenquellen 
eine besondere Bedeutung zu. 
Material und Methode 
Das Institut für Arbeitsmarkt- und Berufsforschung führt in der Historikdatei seit 1973 
neben den berufsbiografisch verwertbaren Angaben zu den Berufen und Branchen u. a. 
auch Einkommensinformationen der Versicherten. Im Forschungsprojekt können anband 
eines Ausschnitts dieser Historikdatei (1990 bis 1998) für l.172.092 Versicherte aus-
gewählter Landesversicherungsanstalten und der Bundesversicherungsanstalt für Ange-
stellte jeder Phase der Erwerbsbiografie Einkommensinformationen zugeordnet werden. 
Die kopfbezogenen Einkommensverläufe sind der Ausgangspunkt zur Projizierung der 
künftigen Einkommen von Frührentnerinnen (Fälle) und den ceteris paribus Erwerbstäti-
gen (KontrolJen). Die Fälle beziehen bereits nach der Frübberentung Renten, die Kon-
trollen nach der (projizierten) Altersberentung. Diese Renten werden vermittels der Sta-
tistiken des Verbandes der Deutschen Rentenversicherungsträger (VOR) quantifiziert. 
Der VOR hat gleichsam Daten zur Sterblichkeit der Versicherten der Träger der Gesetz-
lichen Rentenversicherung. Im Forschungsprojekt können daher auch eventuelle Unter-
schiede in der Sterblichkeit von Fällen und Kontrollen berücksichtigt werden. 
Ergebnisse 
Das entwickelte Modell zur Quantifizierung der indirekten' Kosten der Frühberentung in der 
Erwerbsbevölkerung Deutschlands des Jahres 1999 bezieht die folgenden Positionen ein: 
• EventuelJe Einkommensverluste im Vorfeld der Frühberentung, d. h. die Differenz der 
Einkommensverläufe der Kontrollen und der Fälle bis zur Frühberentung der letzteren, 
• Der hypothetische Verlust an erzielbarem''Einkommen, d. h. das erzielte Einkommen 
dieser Kontrollen nach der Frühberentung der Fälle bis zu deren projizierter Alters-
berentung und 
• Die den Frührentnerinnen gezahlten Frührenten selbst. 
Die Summe dieser drei Positionen ist um 
• Die D.ifferenz in den Altersrenten von Fällen und Kontrollen 
zu verringern. 
Die ennittelten indirekten Kosten der Frühberentung werden im letzten Schritt auf alle 
Frührentnerinnen der Gesetzlichen Rentenversicherung des Jahres 1999 übertragen. Zu 
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diesem Zweck erfolgt eine Hochrechnung nach den Friibrentenbeständen des VDR. Die-
ses Modell kann anhand der genannten Datenquellen umgesetzt werden. 
Diskussion/Schlussfolgerungen 
Nach der Gesundheitsausgabenrechnung des Statistischen Bundesamtes werden die Kos-
ten der Arbeitsunfähigkeit, der (Friih-) Invalidität und der Mortalität durch die verlorenen 
Erwerbstätigkeits- und Lebensjahre quantifiziert. Bezugsgröße ist dabei ausschließlich 
das durchschnittliche beitragspflichtige Bruttojahreseinkommen aus unselbständiger Ar-
beit der in der GKV pflicht- und freiwillig versicherten Arbeiter und Arbeiterinnen so-
wie der männlichen und weiblichen Angestellten. Die tatsächlichen indirekten Kosten 
der Friihberentung können so nur annähernd geschätzt werden. Diese Schätzung wird 
durch die alternative Berechnungsmethodik des Forschungsprojekts wesentlich verbes-
sert. Die indirekten Kosten der Friibberentung sind dann der Ausgangspunkt zur Bestim-
mung der arbeitsbedingten Anteile an diesen Kosten. Vermittels attributiver Risiken kön-
nen dann die direkten Kosten der Frühberentung nach Diagnosegruppen für 
arbeitsweltbezogene Belastungsfaktoren quantifiziert werden. 
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Abstraktnummer 56/4 
ASCLOT - Assessment of Care and Outcomes 
in Thrombosis Prophylaxis 
Brüggenjürgen B, McBride D, Roll S, Raming 8 , Willich SN 
Humboldt Universität zu Berlin, Institut für Sozialmedizin, Epidemiologie und Gesundheitsökonomie, 
Berlin 
Einleitung/Fragestellung 
Tiefe Beinvenenthrombosen (deep vein tbrombosis - DVT) und Lungenembolien (pul-
monary embolism - PE) sind relevante Ursachen von Beschwerden, Folgeerkrankungen 
und Todesfällen nach chirurgischen Eingriffen aller Art. DVTs sind die bei weitem häu-
figsten Erscheinungsformen der venösen Thromboembolien (1). Die durch Prävention 
und Therapie von tiefen Beinvenenthrombosen (DVT) verursachten Kosten in Deutsch-
land können derzeit nur auf der Basis von Modellen geschätzt werden. So werden die 
verschiedenen Folgen einer Thrombose im Rahmen einer deutschen Modellrechnung auf 
ca. 10- 20.000 Euro geschätzt (2). 
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Eine Beschreibung der Behandlungsabläufe und -ergebnisse unter Alltagsbedingungen so-
wie der mit der Therapie und deren Folgen verbundenen Kosten ist nicht bekannt. Ins-
besondere liegen keine Daten patientenbasiert in Abhängigkeit von Risikofaktoren und 
ielgruppen vor. Zusätzlich liegen zur Schnittstelle von stationär zu ambulant keine Un-
tersuchungen vor, vielmehr wird in gesundheitsökonomischen Modellen in Ermangelung 
harter Daten meistens von einer 5- bzw.10-tägigen Prophylaxedauer ausgegangen. 
Das Auftreten der phlebographisch gesicherten Thrombosen nach Hüft-und Kniegelenks-
ersatz schwankt nach einer Übersichtsarbeit von Edelsberg et al. zwischen 31 % unter 
niedermolekularen Heparinen und 64% unter Placebo [1). Dies korreliert mit der Häufig-
keit klinisch relevanter thromboembolischer Ereignisse. Daher können durch die Opti-
mierung der Thrombose-Prophylaxe nicht zuletzt auch erhebliche Folgekosten gespart 
werden. Diese belaufen sich z.B. für die rekurrente DVT auf ca. EUR 2.300 und für das 
postthrombotische Syndrom auf ca. EUR 1.800 [3]. 
Primäre Ziele der prospektiven multizentrischen Beobachtungsstudie sind die Beschrei-
bung von Behandlungsmustern der Prävention tiefer Beinvenenthrombosen im Rahmen 
elektiver Hüft- und Kniegelenksersatzoperationen sowie die Kosten der Thrombose-Pro-
phylaxe. Im therapeutischen Alltag werden das Auftreten von thromboembolischen Er-
eignissen bzw. Komplikationen unter herkömmlicher Prophylaxe und die damit verbun-
denen Kosten, sowie Patientenzufriedenheit und Lebensqualität erhoben. 
Material und Methode 
Die Studie war als multizentrische prospektive Kohortenstudie in stationären und ambu-
lanten Einrichtungen bei Patienten mit orthopädischen Eingriffen dUichgeführt. 21 Zen-
tren in Deutschland waren mit insgesamt 309 Patienten beteiligt. 
Nach Unterzeichnung der Einverständniserklärung haben die Patienten zur Erfassung der 
Baseline Lebensqualität den Fragebogen SF-36 ausgefüllt. Die Erfassung der Daten (me-
dizinische und gesundheitsökonomische) aus den Patientenakten der Studienzentren er-
folgte mittels standardisiertem Erhebungsbogen. 
Zum Zeitpunkt der Erstanamnese wurden beim Patienten folgende Variablen erfasst: 
• Patientencharakteristika 
• Behandelnde Ärzte/Chirurgen 
• Risikofaktoren und Komorbiditäten des Patienten 
• Durchschnittliche Liegedauer und Kosten 
• Datum, Art, Outcome und Komplikationen der Operation 
• Art der Anästhesie 
• Art, Umfang, Dauer und Komplikationen der Tbromboseprophylaxe 
• Art und Durchführung der oralen Antikoagulation mit Gerinnungsmonitoring und da-
mit verbundenem Ressourcenverbrauch 
• Tagestherapiekosten der herkömmlichen Thromboseprophylaxe 
• Gründe für Änderungen des Regimes der Thromboseprophylaxe 
Der Behandlungsverlauf war anhand von Fragebögen durch den Arzt und den Patienten 
nach einem und nach drei Monaten dokumentiert. Bei der Datenerhebung werden die 
folgenden Parameter berücksichtigt und nach Möglichkeit Kosten zugeordnet: 
• Art der Durchführung der Thromboseprophylaxe 
• Thromboembolische Ereignisse und andere Komplikationen 
• Medikamentenverbrauch 
• Inanspruchnahme von Leistungen außer Medikation 
• Erhebung der Arbeitsunfähigkeitstage 
• Erhebung der allgemeinen und gesundheitsbezogenen Lebensqualität sowie der thera-
piebezogenen Behandlungszufriedenheit 
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Ergebnisse 
Die statistische Analyse befasst sich mit den Kosten der Thromboseprophylaxe, Ressour-
cenverbrauch, Risikofaktoren für Thrombosen, Lebensqualität der Patienten und Patien-
tenzufriedenheit. Die Ergebnisse der Studie werden im April 2003 vorliegen. 
Diskussion/Schlussfolgerungen 
Diese Analyse der Behandlungsmuster und Wirtschaftlichkeit der Thrombose-Prophylaxe 
in Deutschland leistet einen Beitrag zur Weiterentwicklung von Behandlungsprozessen 
und ggf. auch Leitlinien zur Thromboseprophylaxe, um die Behandlungsergebnisse zu 
verbessern und die Inanspruchnahme zu maximieren. 
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Abstraktnummer 56/5 
Internationale Entscheidungsanalysen zur Kosteneffektivität 
der HPV-Diagnostik in der Zervixkarzinomfrüherkennung 
Siebert U, Sroczynski G, Marckmann G, Hillemanns P 
Harvard School of Public Health, Boston, USA 
Einleitung 
Seic 1971 sind in Deutschland Krebsfrüherkennungsumersuchungen in den Leistungs-
katalog der gesetzlichen Krankenversicherung (GKV) einbezogen und als Krebsfliih-
erkennungsprogramm bundesweit eingeführt (§ 25, Abs. 2, SGB V, 2000 b) (1). Trotz 
der empfohlenen jährlichen Früherkennungsuntersuchung liegt die Zervixkarzinominzi-
denz in Deucschland im europäischen Vergleich jedoch im oberen Drittel (2). Dies führt 
zu der Frage, wie die Effektivität des Screenings sinnvoll verbessert werden kann. Da 
entsprechende randomisierte klinische Studien zur Untersuchung der Langzeiteffektivität 
fehlen, stützten sich Empfehlungen zum Zervixkarzinom-Screening bislang auf entschei-
dungsanalytische (mathematische) Modelle. Diese Modelle füh ren epidemiologische Da-
ten zum natürlichen Krankheitsverlauf des Zervixkarzinoms, die Testgüte der Screening-
tescs, Überlebensraten nach Behandlung und Kostendaten zusammen, um den 
Langzeiteffekt von verschiedenen Screeningstrategien evaluieren zu können. Jüngst wird 
die DNA-Diagnostik des Humanpapillomavirus (HPV) als neues Screeningverfahren in 
der Zervixkarzinomfliiherkennung im Fachkreis diskutiert. Zahlreiche klinisch-diagnosti-
sche Studien und ein systematischer Review zur medizinischen Effektivität von HPV-
Tests zeigten eine im Vergleich zur zytologischen Diagnostik verbesserte Sensitivität (2), 
lnfonnatik. Biometrie und Epidemiologie in Med. u. Biol. 34/3 (2003) 
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sodass sich die Frage stellt, welchen Einfluss dies auf entscheidungsanalytische Evalua-
tionen von HPV-basierten Screeningverfahren hat. 
Ziel dieser Studie war die Erstellung eines systematischen Reviews zu modellbasierten 
Kosten-Effektivitäts-Studien zur HPV-DNA-Diagnostik in der Zervixkarzinomfiiiherken-
nung. 
Material und Methode 
Es wurde eine systematische Literaturrecherche bezüglich entscheidu ngsanalyLischer Stu-
dien zur Kosteneffektivität des HPV-Tests als Primärscreening-Verfahren in elektro-
nischen Datenbanken durchgeführt und um Referenzen ergänzt. Eingeschlossen wurden 
sowohl Beschreibungen von entscheidungsanalytischen Markov-Modellen als auch voll-
ständige Kosten-Effektivitäts-Analysen (KEA) zum Einsatz des HPV-Tests in der Zervix-
karzinom.fiüberkennung unter Berücksichtigung von Langzeitkonsequenzen (z. B. Le-
benserwartung, Lebenszeitkosten). Die Methoden und Ergebnisse der identifizierten 
Modelle und KEA werden systematisch in Evidenztabellen dargestellt (nicht Teil des 
Abstracts) und kritisch kommentiert. 
Tabelle 1: EnlScheidungsanalytische Modelle uns Studien zur HPV-Diagnostik in der Zervixkar-
zinom.früherkennung 
Studie und J ahr Zielpopulation Studientyp Ergebnis 
Goldie et al. HlV-infizierte Frauen KEA,KNA HPV-Screening effektiv und 
2001 (3) in den USA Markov Modell kosteneffektiv 
Goldie et al. Schwarze Frauen KEA, HPV-Test alle 3 Jahre effektiv 
2001 (4) in Südafrika Markov Modell und kosteneffektiv 
Kirn etal. Frauen mit unklaren KEA, Dünnschichtzytologie mit 
2001(5) zytologischen Markov Modell HPV-Test alle 3 Jahre effektiv 
Befunden (ASCUS) und kosteneffektiv 
in den USA 
Myers et al. Generische Modell- Markov Modell -
2000 (6) Darstellung ohne 
Analyse 
Maxwell et al. Frauen des Militärs K.EA, Pap-Test als auch Dünn-
2002 (7) in USA Markov Modell schichtpräparation mit HPV-
Triage (beide alle 3 Jahre) 
effektiv und kosteneffektiv 
Mandelblatt et al. Frauen in USA KNA, Kombinierten HPV-Test und 
2000 (8) Markov-Modell Pap-Test alle 2 Jahre effektiv 
und kosteneffektiv 
Mandelblatt et al. Frauen in Thailand KEA, Visuelle Inspektion der 
2002 (9) Markov-Mode!J Zervix alle 5 Jahre ist kosten-
günstigstes und effektivstes 
Verfahren 
Jeokins et al. Generische Modell- Markov Modell 
1996 (10) Darsie!Jung + rein 
klinische Analyse 
Sherlaw-Johnson Frauen in Osteuropa KEA, HPV-Test wenjger effektiv als 
& Gallivan Markov-Modell Pap-Screening. 
2000 (ll) 
KEA: Kosten-Effektivitäts-Analyse; KNA: Kosten-Nutzwert-Analyse; Pap-Test: Papanicolaou-Test 
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Ergebnisse 
Es wurden 9 Publikationen Kosten-Effektivitäts-Modellen für HPV-Tests als Primärscreen-
ing-Verfahren in der Zervixkaninomfrüherkennung identifiziert. Diese basierten allesamt 
auf insgesamt 4 verschiedenen Markov-Modellen (3-6). Die Ergebnisse dieser entschei-
dungsanalytischen Kosten-Effektivitäts-Studien sprachen unter bestimmten Bedingungen 
wie einem mindestens 2-jährigen Screeningintervall weitgehend für die Effektivität und 
die Kosteneffektivität des Einsatzes der HPV-Diagnostik im Rahmen der Früherkennung 
(s. einzelne Studienergebnisse in Tab. 1). 
Diskussion/Schlussfolgerungen 
Oie berücksichtigten Studien haben den Einsatz der HPY-Diagnostik in unterschiedlichen 
Studienpopulationen und für unterschiedliche Fragestellungen evaluiert. Die Schlussfol-
gerungen der Autoren stimmen weitgehend darin überein, dass basierend auf ihren Ana-
lyseergebnissen der Einsatz der HPV-Diagnostik unter bestimmten Annahmen (z.B. be-
züglich Kombination mit weiteren Tests, Screeninginterva11 und Studienpopulation) in 
der Zervixkarzinomfrüherkennung sowohl als medizinisch effektiv als auch als kosten-
effektiv bewertet werden kann. Für Deutschland liegt bislang keine Kosten-Effektivitäts-
Studie zum HPV-Test im Rahmen der Zervixkarzinomfrüherkennung vor, eine Übertra-
gung der vorliegenden Studienergebnisse auf den deutschen Versorgungskontext kann 
aufgrund der verschiedenen Populationen, Settings und Kostenverhältnisse nich t ohne 
weiteres erfolgen. Insbesondere unterscheidet sich Deutschland von USA und Großbri-
tannien in der klinischen Praxis und den Leitlinien für das Follow-Up screeningpositiver 
Frauen und die Therapie von Zellläsionen zwischen. 
Für Deutschland liegt der Forschungsbedarf in der Entwicklung eines für das deutsche Ge-
sundheitssystem spezifischen entscheidungsanalytischen Modells, mit welchem dann in kli-
nischen und ökonomischen Langzeit-Evaluationen der optimale Screening-Algorithmus 
(HPV, Screeningintervalle, etc.) im deutschen Gesundheitssystem evaluiert werden kann. 
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Abstraktnummer 56/6 
Leistungsprofil eines pädiatrischen Zentrums im Jahr 2002 
auf der Basis von DRGs 
Weiß U, von Schnakenburg C, Kühr J, Kontny U, Omran H, Dittrich S, Korinthenberg R, 
Kececioglu D, Niemeyer C, Brandis M 
Universitätsklinikum Freiburg, Zentrum für Kinderheilkunde und Jugendmedizin, Freiburg 
Einleitung 
Mit der Gesundheitsrefonn 2000 wurde die Einführung eines pauschalierten Entgeltsys-
tems in Krankenhäusern festgelegt. Patienten mit gleichen oder ähnlichen Diagnosen 
und Therapien werden zu Gruppen, den Diagnosis Related Groups (DRGs) zusammen-
gefasst. DRGs sind rein ökonomisch ausgerichtete Fallkategorien. Dies wird in den kom-
menden Jahre erhebliche Auswirkungen auf die stationäre Versorgung in Deutschland 
haben. 
Material und Methode 
Die Daten der ca. 6600 stationären Fälle im Zentrum für Kinderheilkunde und Jugend-
medizin des Universitätsklinikums Freiburg des Jahres 2002 werden auf Basis der zen-
tralen PDV-Datenbank in einem Datamart auswertungsorientiert aufgebaut. Mithilfe eins 
zertifizierten G-DRG-Groupers werden Bewertungsrelationen sowie Zu- und Abschläge 
für jeden einzelnen Behandlungsfall berechnet. Mit SAS (Statistical Analysis Software) 
werden Case-Mix-Daten, FallzahJen, Relativgewichte, Verweildauern sowie Erlösdaten 
berechnet und dargestellt. 
Ergebnisse 
Bei 6548 Fällen konnte eine DRG berechnet werden. Unter Berücksichtigung von Zu-
und Abschlägen ergibt sich ein Case-Mix-Index (CMI) von 0,98. Auf einer typischen 
pädiatrischen Aufnahmestation (1148 Fälle) mit relativ kurzer Verweildauer (3,2 Tage) 
liegt der CMI bei nur 0,60, während er auf einer Säuglingsstation (524 Fälle) immerhin 
1,25 betrug. Die häufigste Einzel-DRG war E69 (Bronchitis und Asthma) mit 333 Fällen 
(310 Patienten), gefolgt von G68 (Gastroenteritis) und L60 (Niereninsuffizienz) mit 288 
bzw. 287 Fällen (283 bzw. 51 Patienten). Letzteres macht klar, dass bei der Entgeltbe-
rechnung entscheidend wichtig ist, ob auch bei Vielfachaufnahmen desselben Patienten 
das volle Relativgewicht zugrundegelegt wird. Außerdem führte bei E69 das Zu- und 
Abschlagssystem zu einem durchschnittlichen Relativgewicht (RG) von 0,45 mit einer 
Streuung zwischen 0,27 und 0,72. 
Die einzelnen DRGs streuen bezüglich Erlösdifferenz zwischen DRG-Erlösen und bishe-
rigen Erlösen sowohl in den positiven als auch in den negativen Bereich mit bis zu 
6-stelligen Beträgen. Nur eine Baserate von klar über 3000 € führt zu Erlösneutralität. 
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Diskussion/Schlussfolgerungen 
Ein CMI sagt nichts über Kosten aus. Allerdings können die Kosten eines einzelnen 
Falles nur mit erheblichem Aufwand genau beziffert werden. Dennoch entscheidet einzig 
das Delta Kosten-Baserate-CMI über die wirtschaftliche Zukunft. 
Das DRG-System erfordert eine differenzierte Analyse von Leistungen und Kosten, um 
u. a. einer drohenden Unterbudgetierung infolge der Behandlung häufiger pädiatrischer 
Erkrankungen vorzubeugen. 
Sicher wird das DRG-System zu einer weiteren Verweildauerverkürzung führen. Ob dies 
jedoch die Gesundheitskosten merklich reduzieren wird bleibt abzuwarten. Falls es -
nach amerikanischem Vorbild - neben der Verweildauerreduktion zu einer kompensato-
rischen Mengenausweitung kommt, so ist die Ablösung der DRGs durch neue Mode lle 
wie z.B. den Kopfpauschalen nur eine Frage der Zeit. 
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Abstraktnummer 56n 
Systematic Assessment ot Decision-Analytic Models 
in Parkinson's Disease 
Siebert U, Bomschein B, Walbert T, Dodel RC 
Harvard School of Public Health, Boston, USA 
lntroduction 
Parkinson's disease (PD) is a chronic and progressive disease for which currently var-
ious medical and surgical treatment options are available which differ in effectiveness, 
complications rates, and cosls. To guide clinical and health care policy decision makers 
with comprehensive infonnation, decision-analytic modeling has beeo successfully used 
as an explicit, transparent and quantitative method. lt links surrogate endpoint results 
from short-tenn clinical trials wilh the evidence on long-term progression of disease, 
health-related quality-of-Hfe, and costs. 
The objective of lhis systematic assessment was to give an overview on published deci-
sion-analytic studies and methodological approaches in the evaJuation of PD therapies 
and derive generic recommendations for future PD decision models. 
Material and Methods 
A systematic literature review was performed to identify studies that evaluated tberapeu-
tic interventions for Parkinson's disease based on malhematical models. Using a standar-
dized assessment form, information on the melhodological framework, results, limita-
tions and cooclusions were extracted from the publications and reported in systematic 
evidence tables. Tue evideoce on strengths and limitalions was sum.marized in recom-
mendations for further modeling in PD. 
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Results 
We identified 8 studies [1-8] tbat used mathematical models to evaluate the effect of 
different phannaceutical and surgical treatment options in PD in different settings and 
countries (see Table 1). Modeling approacbes comprised mathematical equations as well 
as decision-trees and Markov models with a time horizon ranging from 5 years to life-
time. AU models based progression on tbe evolution of clinicaJ surrogate endpoints and 
included economic consequences. No model is currently available that encompasses botb 
the underlying biologic disease progression and the spectrum of all relevant complica-
tions, and in addition, links them to patient preferences as well as eo econornic out-
comes. 
Table 1: Summary of methods and findings of included decision analyses. 
Authors, Target popolation Study Design, Data sou rces 
year question/ model 
obj ective type 
Hoerger Levodopa-naive ICER of CUA, ma- Effectiveness: clinical trials/ 
1998 and levodopa- pramipexole tbematical manufac turers' data. 
treated patients equations Utili ties: VAS study. Cost: 
national cost data, therapy/ 
demand pattems from sur-
vey, cl.inical trials, expert 
interviews 
Davey PD patients HY ICER of CEA, Effectiveness: single RCT. 
2001 1- ID pergolide vs. Markov Progression: cohort study. 
bromocriptine model Cost: expert panel, cohort 
in PD study, and official national 
eh arges 
Nuijten PD patients with ICER of com- CUA and Effectiveness: RCTs. 
2001 severe end-of-dose plementary CEA, Progression: duration of dis-
motor fluctuations., therapy with Markov ease data. 
HY I-IV, levodopa- entacapone model Utilities: prospective US 
responsive vs. usuaJ care with MC study. 
simulation Cost: official sources, resour-
ce utilization from RCT and 
German cross-sectionaJ study 
Tomas- Late stage PD, HY !CER of DBS CUA, Effecliveness: case series. 
zewski ID-V with vs. with best Markov Uli lities: small VAS study. 
2001 intractable motor medical model Cost: national and local 
fluctuations, management embedded cost data 
age >50 years in late stage in decision 
PD tree 
Shimbo Male PD patients !CER of CUA, Effectiveness/clinical para-
2001 HY II-V, already bromocriptine Markov meters: RCT. 
receiving levodopa or pergolide model Utilities: survey perforrned 
compared aJongside the study. 
with levodopa Cost: RCT, COI study, na-
alone tional health statistics and 
expert opinion 
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Table 1 : (Continued) 
Authors, Target population Study Design, Data sources 
year question/ model 
objective type 
Linna PD patients with ICER of CUA, Effectiveness/clinical data: 
2002 motor fluctuations adjunctive Markov 2 RCTs. 
entacapone, model Cost and utilities: uaturali-
any other PD witb MC stic COI study 
medication simulation 
allowed 
Palmer PD patients with ICER of com- CUA, Effectiveness: RCTs. 
2002 end-of-dose motor plementary Markov Utilities: prospective US 
tluctuations, HY entacapone model study. 
1.5-3. levodopa- Cost: officia1 tariff lists and 
responsiveness national statistics; resource 
utilization from RCT, epide-
miologic study, and US ex-
pert panel 
Iskedjian PD patients HY Net cost of CMA, de- Effectiveness/clinical (safe-
2003 1-3 without dys- treatment cision tree ty): RCT, expert panel, and 
kinesias, only with ropini- unpublished study data 
short-term pretreat- role from manufacturer. 
ment Cost: resource utilization 
data from expert panel, offi-
cia1 tariff lists 
Abbreviations in table (alphabetically): CEA = cost-effectiveness analysis; COI = cost of illness-
study; CUA = cost-utility analysis; CMA = cost-minimization analysis; DBS = deep brain stimula-
tion; HY = Hoehn Yahr stage; ICER = incrementa1 cost-effectiveness ratio; ICUR = incremental 
cost-utility ratio; MC = Monte Carlo (Simulation); PD = Parkinson's d isease RCT = randomized 
clinical trial; VAS = visual analog scale. 
Conclusions and Recommendatlons 
Several lessons could be learned from tbe inspection of published models. A generic and 
flexible decision model for PD, that can be applied to different treatment strategies 
should consider the entire spectrum of clinically relevant outcomes and complications 
during a adequately long time horizon and should be extemally validated. Models for 
economic evaluations from a societal perspective should include patient preferences and 
all relevant economic consequences including those of adverse events. Evaluating early 
diagnosis in combination with therapies associated with the potential of a neuroprotective 
effect requires tbe use of bealth states !hat represent the natural history of the disease in 
untreated patients such as Hoehn & Yahr off stages or bistologically defined health states. 
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Abstraktnummer 56/8 
Prediction of Annual Medication Costs Using a 7 Day 
Medication History 
Stark R, Behrend C, John J, Holle R 
GSF - Forschungszentrum für Umwelt und Gesundheit, Institut für Gesundheitsökonomie, München 
lntroduction 
Medication costs account for a significant proportion of expenditures in health care sys-
tems. Since tbe detennination of medicatioo expendirures of health care providers for indi-
viduals wouJd only be possible with considerable effort and would nevertheless still be 
incomplete, in many studies, only tbe actual medications of the participaots are documeoted 
as part of an interview. Extrapolation of shon tenn costs to predict medication costs over a 
looger period of time would be a simple method to obtain a valid predictions for health 
economic studies. Thus, tbe goal of this study was to compare various empi_rical approacbes 
for the prediction of annual medication costs using a one-week medication bistory. 
Materials und Methods 
The KORA D case control study evaluated the costs of illness due to asthma and aller-
gies (1). Medication costs were to be determined from a 7 day medication history ob-
tained per interview, thiJd party payer data (for consenting subjects), and from a 
6 montb diary (not presented bere). According to the medication name documented in 
the interview, an average price per defined daily dose (DDD) for each standard package 
size group was assigned to each medication. For consenting subjects, a !ist of ehe medi-
cations paid for by the health insurance companies for tbe complete year of 1998 was 
also obtained. These medications were assigned exact prices according to lhe central 
pbarmacy number and added together for tbe annual medication costs. Medicalion prices 
used for the calculations were based on the mcdication database of WldO (the researcb 
institute of the public healtb insuraoce companies) for tbe year 1998. The following 
approaches were used to extrapolate the week.Jy medication costs (a) the simple sum of 
medication prices per DDD of tbe medium package sizes multiplied by 365, (b) medica-
tion price per DDD of N2 package size muJtiplied by predicted lengtb of intake over the 
year according to the general ATC group aod tben added together for tbe total costs, and 
(c) classification of medications according to their association with chronic disease or 
not (predicted intake of 365 days for medicalions associated witb chronic disease and 
14 days for other medications) and tben added cogetber for the total cost. The extrapo-
Informatik. Biometrie und Epidemiologie in Med. u. Biol. 3413 (2003) 
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lated prices were compared to the annual prices available from the public health insur-
ance companies for all medications. 
Results 
Of 1534 subjects participating in tbe KORA D study, 1249 were insured publicly and 
63.8% of which consented to release their healtb insurance data. The average age of the 
consenting subjects was 52 years and 51 % were women. Of 635 persons who had pre-
scribed medications according to insurance data, 242 (38%) reported no prescribed med-
ications during the interview. Median (inter-quartile range) annual costs for this group 
were 73 DM (3 1- 201 DM). For tbe other 393 subjects (62%), annual insurance costs 
were 509 DM (227- 1251 DM) wbereas predicted costs were higher using approach (a) 
(1007 DM; 365- 1991 DM) and (b) (713 DM; 204- 1692 DM) but lower with (c) (492; 
67-1304 DM). Extrapolation of interview data by approach (a) correlated significantly 
(r = 0.44) to the annual costs. Better correlation was achieved with approaches (b) 
(r = 0.63) and (c) (r = 0.61). 
Discussion/Conclusions 
AJtbough costs prcdicted from 7 day interview data correlate with actual annual costs, 
tbese data represent a rough estimate only. Uncertainties associated with the interview 
and treatment periods exist. Medications taken for acute illnesses at other times during 
the year will not be documented in the 7 day interview. Also, medications used for acute 
i!Jnesses may sometimes be used for an extended time pe1iod. Whereas medications used 
for chronic discases may be discontinued because tbe underlying disease may have chan-
ged. 1f other factors are considered for a more differentiated prediction, such as the fonn 
of drug administration, the cost prediction may be improved. Although an unbiased pre-
diction of annual medication costs from short-term interview data seems difficult on an 
individual basis, group comparisons based on predicted costs may yield valid results. 
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Comparison of two blood pressure recording devices 
of the Heinz Nixdorf Recall Study 
Stang A, Moebus S, Möhlenkamp S, Dragano N, Schmermund A, Beck EM, Siegrist J, 
Erbei R, Jöckel KH, Heinz Nixdorf Recall Study 
Universitätsklinikum Essen, Institut für Medizinische Informatik, Biometrie und Epidemiologie, Essen 
lntroductlon 
Tbe recording of blood pressure with a standard mercury sphygmomanometer is prone 
to errors induced by the observer's bias towards particular digits or findings. Tue ran-
dom-zero Sphygmomanometer (RZS) was introduced as a modified Sphygmomanometer 
that would reduce observer bias and make the effect of digit preference hardly appreci-
able. Currently, Europe and the United States are working towards phasing out the tradi-
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tional mercury sphygmomanometer devices because of mercury's potential threat to hu-
man health and environment. 
Wbile automated blood pressure devices may reduce the possibility of human error, they 
also pose unique challenges. Automated devices use different blood pressure measuring 
algorithms for calculation of systolic and diastolic measurements. For this reason, an 
independeot predictive validation remains a critical issue for the use of these devices in 
epidemiological srudies. 
We used both blood pressure recordings (random zero mercury Sphygmomanometer device 
and automated oscillometric device) in our ongoing population-based prospective cohort 
srudy (Schmermund et al., 2002) to investigate the agreement between the two recording 
metbods with regard to the blood pressure level and their predictive power of coronary events 
(primary endpoint: acute myocardial infarction and sudden cardiac death). Here we present 
preliminary results of the cross-sectional analysis of the baseline examination of our srudy. 
Material and Methods 
We conducted a complete case analyses of participants of the baseline exarnination of 
the Heinz Nixdorf Recall Srudy who were examined between March 271h, 2001 and 
January 3r<1, 2003. Of the 3670 examined probands, 1110 probands were excluded for 
this analysis leaving 2560 probands in the data sel because the second or third diastolic 
or systolic blood pressure recording (RZS or OBP), LDL-C, W L-H, smoking Status, or 
bistory of diabetes was missing. The order of the RR devices (Omron 705 CP & Hawks-
ley Tecbn.) was randomly assigned to each proband. We calculated mean systolic and 
diastolic blood pressure values for each recording device and proband based on the 
second and third measurement. We then calcuJated the differences of the mean systolic 
and diastolic blood pressure by device and proband. In addition, we categorized the 
blood pressure level based on the Sixth Report of the Joint National Committee on 
Prevention, Deteclion, Evaluation, and Treatment of High Blood Pressure from 1997. 
Furthermore, we calculated the Framingbam Risk Score according to Wilson et al. 




Mean Systolic RR (SO), mmHg 128 (18.6) 
Mean Diastolic RR (SO), mmHg 78 ( 10.3) 
Mean Differences between OBP and R7.S (OBP-R7.S) 
- Systolic RR (SD), mmHg 







Blood Pressure Classes N (%) (reference values [mmHg] in parenthesis) 
Optimal (sys: < 120 and dia: <80) 801 (31.3) 669 (26. 1) 
Norm.al (sys: l20- 129 and/or dia: 80-84) 546 (21.3) 459 (44. 1) 
High-normal (sys: l30-139 and/or dia: 85-89) 502 (19.6) 463 (18.1) 
Optimal up to High-normal 1849 (72.2) 1591 (62.2) 
Hypertensive Blood Pressure 
- Grade 1 (sys: 140- 159 and/or dia: 90- 99) 
- Grade 2 (sys: 160- 179 and/or dia: 100- 109) 
- Grade 3 (sys: 180+ and/or cüa: 110+) 










SD: Standard deviation; due to roundings some percentages do not add up to exactly l00% 
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Dlscussion 
The random-zero mercury sphygmomanometer device measures systematically lower sys-
tolic and diastolic blood pressures compared to the automated oscillometric devices used 
in our srudy. If the random-zero device would be considered the gold standard, the oscillo-
metric device would overestimate the proportion of subjects with hypertensive blood pres-
sure values and also overestimate the predicted 10 year risk of coronary artery disease. 
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Abstraktnummer 56/10 
Essener und Düsseldorfer Beamtenstudie 
Kröger K, Ose C, Rudofsky G, Rösener J , Hirche H 
Universitätsklinikum Essen, Angiologie, Essen 
Einleitung 
Die Essener und Düsseldorfer Beamtensrudie stellt eine der ersten epidemiologischen 
Venensrudien in NRW dar. Diese soll im folgenden skizzien werden. 
Material und Methode 
Die Querschnittssrudie untersuchte die beamteten und angestellten Mitarbeiter der Städte 
Düsseldorf und Essen. Von DEZ1989 bis JULI993 wurden insgesamt 9935 Mitarbeiter 
befragt. Dazu füllten alle Mitarbeiter einen Fragebogen aus und wurden in der Nähe des 
Arbeitsplatzes klinisch untersucht. Der Fragebogen bestand aus 17 Punkten (Demografie, 
Risikofaktoren und Symptomatik, die sich sowohl auf das arterielle als auch das venöse 
System bezogen). Die klinischen Untersuchungen wurden unter Aufsicht eines Arztes 
von geschulten Doktoranden durchgeführt. Dabei erfolgte im Stehen und im Liegen die 
Bestimmung der Durchmesser der Vena saphena und der Vena Femoralis mit Doppler-
schalluntersuchung. 
Die klinischen Befunde des venösen Systems wurden in fünf Klassen unterschieden, an-
gepasst an die Einteilung der Baseler Studie (1): 
a) keine Varizen (CEAP 0) 
b) isolierte Besenreiservarikosis (CEAP 1) 
c) retikuläre Varikosis (CEAP 1) 
d) Stammvarikosis (alle Varizen mit Beteiligung der Vena saphena magna oder parva 
bzw. ihrer Seitenäste) (CEAP 2) 
e) CVI I- ID (CEAP 3- 5) 
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Neben der Berechnung von Prävalenzen wurde der Zusammenhang zwischen Beinvenen-
varicosis und Beschwerdesymptomatik bzw. verschiedenen Risikofaktoren mittels logisti-
scher Regression analysiert. Im Folgenden werden Odds Ratios (OR) und 95%-Kon-
fidenzintervalJe (95 %-KI) dargestellt. 
Ergebnisse 
Im Jahr 1991 wurden die Daten des ersten Teilkollektivs N = 4228 ausgewertet (2-5). 
Der Fokus lag dabei auf dem arteriellen Tei l und den Risikofaktoren für die Entstehung 
arterieller Plaques. 
Im Jahr 2000 wurden weitere Auswertungen ermöglicht. Dabei sollten die gefundenen 
und fraglichen Hypothesen zu dem arteriellen Teil des l. Teilkollektivs (N = 4428) mit 
dem 2. Teilkollektiv (N = 5729) validiert werden. Zudem sollte das gesamte Kollektiv 
bzgl. der venösen Befunde dargestellt (6-7) werden. Die Prävalenz der Varicosis (analog 









1----------ID CEAP 1 
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0 II ! ! 1 1 1 1 1 1 ! J ! ! ! 1 ! ! ! i=====tl 
20·29 30.39 40.49 50-59 60·69 
male age 
20·29 30-39 40-49 50.59 60-69 
temale 
Bislang wurden die folgenden Hypothesen untersucht: 
L. Eine reine Besenreiservaricosis trat bei Frauen mit 25 % häufiger als bei Männern 
(6%) auf. Auffallend war, dass Mitarbeiter mit Besenreiservaricosis generell über 
mehr Beschwerden klagten, wobei Beinschwellungen und nächtliche Missempfindun-
gen am häufigsten genannt wurden. Nach alters- und geschlechtsspezifischer Adjus-
tierung der Ergebnisse blieben jedoch nur geringe Unterschiede zwischen den Grup-
pen bestehen (z. B. Beinschwellung: OR = 1,1; 95%-KI: (1,3-1,6), nächtliche 
Wadenkrämpfe: OR = 0,9; 95%-KI: [l,l - 1,3)). 
2. Zudem wurden mögliche Risikofaktoren für die Entstehung der Varicosis untersucht. 
Sowohl bei den Männern als auch bei den Frauen, war der relevanteste Risikofaktor 
nach Altersadjustierung, das Vorkommen von Krampfadern bei den Eltern. Bei den 
Frauen war zusätzlich von Bedeutung, ob sie schon ein Kind geboren hatten. 
3. Es stellte sich heraus, dass der BMI der beste Prädiktor für den Durchmesser der 
Venen war. Weiterhin hatten das GescWecbt, die CEAP-Klassifikation und das Alter 
einen Einfluss auf die Venendurchmesser. 
Diskussion/Schlussfolgerungen 
Eine Stärke dieser Studie ist die hohe Probandenzahl. Auch in dieser Studie wurden die 
etablierten Risikofaktoren (Alter, Geschlecht, familiäres Risiko) bestätigt. Nachteilig 
Infonnalik, Biomcuie und Epidemiologie in Med. u. ßiol. 34/3 (2003) 
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wirkte sich aus, dass es sich um keine repräsentative Stichprobe handelt. Durch die da-
malige anonyme Befragung und Untersuchung ist heute keine Nachbeobachtung der Pro-
banden möglich. 
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Abstraktnummer 56/11 
Lassen sich geschlechtsspezifische Unterschiede 
bei Venenerkrankungen durch Schwangerschaften 
und Hormoneinnahme erklären? 
Bromen K, Pannier-Fischer F, Stang A, Rabe E, Bock E, Jöckel KH 
Universitätsklinikum Essen, Institut für Medizinische Informatik, Biometrie und Epidemiologie, Essen 
Einleitung 
Venenerkrankungen (VE) gehören zu den häufigsten Krankheitsbildern in der deutschen 
Bevölkerung. Die letzten umfassenden populationsbasierten deutschen Daten stammen 
aus der Tübinger Studie aus dem Jahr 1979 [l]. Seitdem hat sich die Diagnostik ent-
scheidend weiterentwickelt. Es ist bekannt, dass Frauen deutlich höhere Erkrankungs-
raten aufweisen als Männer. Diese Risikoerhöhung wird u. a. auf Schwangerschaften zu-
rückgeführt. In diesem Beitrag untersuchen wir die Prävalenz von Venenerkrankungen 
bei Frauen und deren Assoziation zu Schwangerschaften und Hormoneinnahme. Ins-
besondere soll der Anteil der Schwangerschaften am geschlechtsspezifischen Effekt 
durch den Vergleich von Männern und niemals-schwangeren Frauen evaluiert werden. 
Material und Methode 
Eine bevölkenmgsbasierte Querschnittsstudie wurde in Bonn und dem ländlichen Bonner 
Umland mit 3072 Probanden (1.350 Männer, 1.722 Frauen) im Alter von 18- 79 Jahren 
durchgeführt. Die Feldphase lief von November 2000 bis März 2002, die Response be-
trug 59%. Es wurde eine standardisierte Anamnese erhoben, weiterhin eine körperliche 
lnfonnatik, Biometrie und Epidemiologie in Med. u. Biol. 341.l (2003) 
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Untersuchung sowie Duplexsonographie durchgeführt. Die Einstufung von Venenerkran-
kungen der Beine erfolgte anband der CEAP-KJassifikation. Die beiden folgenden Defi-
nitionen wurden verwendet: 1) Venenerkrankungen: C2- C6 (ohne isolierte Besenreiser, 
nur primäre Varikose); 2) Chronisch Venöse Insuffizienz (CVI): C3-C6. Als Risikofak-
toren wurden bei Frauen die Zahl der Schwangerschaften (SS) und Honnoneinnabme 
(Orale Kontrazeptiva, Honnonersatztberapie) untersucht. Odds Ratios (OR) und 95 % 
Konfidenzinlervalle (KI) wurden mit logistischer Regression (adjustiert für Alter, soziale 
Schicht und Wohnregion) berechnet. Dariiberhinaus wurden niemals-schwangere Frauen 
und Männer biosichtlicb beider Zielereignisse verglichen. Dabei wurde wieder für Alter, 
soziale Schiebt und Wohnregion adjustiert, in einer weiteren Analyse auch für den BMI. 
Weiterhin wurde dieser Vergleich in Form von Untergruppenanalysen innerhalb des jün-
geren (18 bis unter 50 Jahre) bzw. des älteren Kollektivs (50 bis 79 Jahre) durchgeführt. 
Dabei wurden jeweils nur diejenigen Frauen eingeschlossen, die premenopausal Gunges 
Kollektiv) bzw. peri- oder postmenopausal (älteres Kollektiv) waren. Die Analysen wur-
den wie zuvor für Alter, Geschlecht und soziale Schiebt adjustiert. 
Ergebnisse 
Bei 713 Teilnehmern (23%) lag eine Venenerkrankung vor und 522 (17%) hatten eine 
CVJ. Der Risikoschätzer für Venenerkrankungen bei den Frauen im Vergleich zu den 
Männern lag bei l,5 (KJ: 1,3-1,8). Für CVI war die Odds Ratio 1,3 (KI: 1,0-1,6). Es 
zeigte sich eine positiver Gradient zwischen der Zahl der Schwangerschaften und dem 
Vorliegen von Venenerkrankungen: 1 SS: OR = 1,3 (KI: 0,9-2,0), 2 SS: OR = 1,4 (KI: 
1,0-2,1), 3 SS: OR = 1,6 (KI: 1,1- 2,4), 4 SS: OR = 2,0 (KI: 1,2- 3,2), 5 SS: 
OR = 2,2 (KJ: 1,3- 3,8), die zusätzliche Adjustierung für BMI änderte die Schätzungen 
nicht wesentlich. Der Trend war ähnlich für CVI. Niemals-schwangere Frauen (n = 518) 
und Männer hatten insgesamt nach Alters-, Sozialschicht- und Regionsadjustienmg ein 
vergleichbares Risiko (OR = 1,0 (KJ: 0,7- 1,4)). Bei der Zielgröße CVJ ergibt sich ein 
ähnliches Bild (OR = 1,0 (KJ: 0,7-1,4)). Dagegen zeigte der altersgruppenspezifische 
Vergleich, dass in dem jüngeren Alterssegment der prämenopausalen Frauen im Ver-
gleich zu den Männern ein etwas niedrigeres Risiko für Varikose vorlag (OR = 0,8 (KI: 
0,4-1,3)) während sich dieses bei den älteren Probanden umkehrt (OR = 1,2 (KI: 
0,8-1,8)). Dieses Ergebnisse ändern sich bei zusätzlicher Berücksichtigung des BMI 
kaum und sind für CVJ wiederum vergleichbar Gung: OR = 0,9 (KI: 0,5 - l ,7), alt: 
OR = 1.0 (KI: 0,6- 1,6)). Es zeigte sich kein konsistenter Effekt von Hormoneinnahme 
(OR = 0.9 (KJ: 0,7- 1,2)), jedoch eine moderate Risikoreduktion bei CVI (OR = 0,6 
(KI: 0,5-0,9)). 
Diskussion/Schlussfolgerungen 
Unsere Ergebnisse unterstützen den bekannten Zusammenhang zwischen Venenerkran-
kungen und Schwangerschaften, die einen Großteil der geschlechtsspezifischen Unter-
schiede zu erklären scheinen. Jedoch bedürfen die altersspezifischen Risikounterschiede 
zwischen Niemals-Schwangeren und Männern weiterer Analysen u. a. im Zusammen-
hang mit Honnoneinnabme. 
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Abstraktnummer 56/12 
Chlorphenole im Urin und Einflussfaktoren 
in der Allgemeinbevölkerung, Umwelt-Survey 1998 
Obi-Osius N, Fertmann R, Schümann M 
Universitätsklinikum Hamburg-Eppendorf, Arbeitsgruppe Epidemiologie der BUG und des IMDM/UKE, 
Hamburg 
Einleitung 
Die für die korporale Belastung mit Chlorpbenolen (CP) bedeutsamen Einflussfaktoren 
in der AlJgemeinbevölkerung sollten auf Grundlage der Daten des Umwelt-Surveys 1998 
identifiziert werden. Über die Belastung der nicht spezifisch mit CP exponierten Bevöl-
kerung ist bisher, abgesehen von PCP, relativ wenig bekannt (1). Dies hängt u. a. mit 
den kurzen Halbwertszeiten der CP (Stunden bis Tage) zusammen (2). 
Material und Methode 
Im Rahmen der Querschnittstudie wurden bei einer Teilstichprobe von Erwachsenen 
(N = 692, 18- 69 Jahre) neun CPs (4-Mono-, drei Di-, drei Tri-, 2,3,4,6-Tetra- und PCP) 
im Morgenurin bestimmt und mittels multivariater logistischer und linearer Regressions-
analysen hypolhesengeleitet auf potenzielle Einflussfaktoren untersucht. Dazu standen 
Informationen aus mehreren Fragebögen zu Wohnort, Wohnumgebung, Expositionen im 
Haushalt und Lebensstilfaktoren zur Verfügung. In einer Teilgruppe wurde die Haus-
staubbelastung mit PCP gemessen. 
Ergebnisse 
Der dominierende Einflussfaktor für alle CPs ist, als Maß für die Konzentration des 
Urins, der Kreatiningehalt: Mit steigender Kreatininkonzentration nehmen die Chlor-
phenolgehalte zu. Frauen haben in der Regel höhere ChJorphenolgehaJte als Männer. 
Statistisch signifikante Prädiktoren für CP im Urin sind außerdem häusliche Anwen-
dungen von Bioziden zum Textil- und Körperschutz (niedrig chlorierte Phenole), zur 
Haustierpflege und als Holzschutzmittel (höherchlorierte Phenole). In den neuen Bun-
desländern haben Erwachsene höhere 2,4- und 2,5-DiCP-Uringehalte, jedoch geringere 
2,3,4-TriCP- und PCP-GebaJte als Erwachsene in den alten Bundesländern. Angehörige 
einiger Berufsgruppen, bei denen eine Exposition mit Desinfektionsmitteln wahrschein-
lich ist, weisen häufiger höhere CP-Konzentrationen im Urin auf (Krankenschwestern, 
Reinigungspersonal, Maler/Lackierer). Unter den Ernährungsfaktoren sind der tägliche 
Verzehr von Cerealien (Müsli, Cornflakes etc.), der Fischverzehr und ein höherer Alko-
holkonsum statistisch signifikant mit höheren CP-Gehalten im Urin assoziiert. Schließ-
lich erwies sieb PCP in1 Hausstaub als signifikanter Prädiktor für die PCP-Urinkonzen-
tration. 
Diskussion/Schlussfolgerungen 
Einige der identifizierten Einflussfaktoren müssen vorsichtig interpretiert werden, da sie 
auf geringen Fallzahlen basieren, nur in Untergruppen statistisch signifikant sind oder 
wegen fehlender Literatur zu den explorativen Prädiktoren zählen. Die auf dieser Basis 
gewonnenen Hinweise für eine Belastung mit CP sollten in zukünftigen Studien Berück-
sichtigung finden, z.B. Biozide in Haus und Garten, Gebrauch von Reinigungsmitteln, 
häusliche Aufenthaltszeiten, Ernährung vor der Probennahme. 
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Abstraktnummer 56/1 3 
Gesundheitliche Risiken der Umweltbelastung 
durch Goldgewinnung nach dem Zyanidlaugenverfahren 
in Baia Mare, Rumänien 
Ranft U, Pesch B, Bocsan 1, Cordos E 
Heinrich-Heine-Universität gGmbH, Düsseldorf, Institut für Umweltmedizinische Forschung (IUF), Düs-
seldorf 
Einleitung 
Im Januar 2000 brach bei Baia Mare, Rumänien, ein Damm mit Zyanidlaugenrückstän-
den der Goldgewinnung mit der Folge, dass ca. 50- LOO t CN in 100.000 m3 Laugenrück-
ständen in die Umwelt und somit auch in das Flusssystem der Donau gelangten. Ein von 
der Europäischen Kommission gefördertes Projekt (lnvestigation of tbe Risk of Cyanide 
in Gold Leaching on Health and Environment in Central Asia and Central Europe - IR-
CYL) begann 2001 u. a. mit Untersuchungen zu den möglichen gesundheitlichen Folgen 
für die betroffene Bevölkerung dieser Umweltbelastung durch Schwermetalle und Zyanid-
verbindungen. In diesem Beitrag werden Biomonitoring-Ergebnisse einer epidemiologi-
schen Studie vorgestellt, die im Rahmen dieser Untersuchungen durchgeführt wurde. 
Material und Methode 
In einer Querschnittstudie in 2001 nahmen 459 Probanden aus vier Orten, die in unter-
schiedlicher Nähe zum Unglücksdamm gelegen sind, teil, und zwar 153 Kinder (5-10 J .) 
und ihre Mütter (20-45 J.) sowie 153 ältere Frauen (50-65) J.) aus denselben Haushal-
ten wie die Muner-Kind-Paare. In strukturierten Fragebögen wurden u. a. Daten zum 
Sozialstatus, zu Erkrankungen und Symptomen und zu möglichen Quellen relevanter Ex-
positionen erhoben. Blut- und Urinproben wurden für das Biomonitoring gewonnen. Als 
Biomarker der Exposition wurden Pb und Cd im Blut sowie Cu, Zn und Thiozyanat im 
Urin bestimmt. Effektmarker waren u. a. Hämoglobin und GPT. Zur Bewertung der 
möglicherweise örtlich unterschiedlichen Umweltbelastungen durch die Zyanidlaugen-
1ückstände wurden in Bodenproben (5 cm Bodentiefe) aus den vier Orten die Konzentra-
tionen von Pb, Cd, Cu und Zn sowie CN bestimmt. Des weiteren wurden Brunnenwas-
serproben und Gemüseproben aus Haushalten der vier Orte gesammelt und ihre 
Konzentrationen an Pb, Cu und Cd untersucht. 
Ergebnisse 
In den beiden Untersuchungsorten, die in unmittelbarer Nachbarschaft des Dammes lie-
gen, wurden Schwermetallkonzentrationen in den Bodenproben festgestellt, die zum Teil 
erheblich oberhalb von Grenzwerten lagen, wie sie in Mitgliedsstaaten der Europäischen 
Union festgelegt sind (Für Interventionswerte der Niederlande [ l] wurden gefunden: Pb: 
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41%>530 mg/kg; Cd: 15% > 12 mg/kg; Zn: 60% > 720 mg (kg; Cu: 49% > 190 mg/kg). 
Der niederländische Interventionswert für CN-Komplexe im Boden (50 mg/kg) [I] wurde 
nicht erreicht; aUerdings lagen über 90% der CN-Konzentrationswerte über dem Zielwert 
von 5 mg/kg [l). Im Untersuchungskollektiv wurde eine z. T. sehr hohe interne Belas-
tung mü Schwermetallen festgestellt. So lagen z.B. fast 50% der Kinder mit ihren Blut-
bleiwerten über dem HBMl-Wert von 10 µg/dl [2]; selbst der HBMil-Wert von 25 µg/dl 
(2) wurde bei einigen Frauen überschritten. Die Thiozyanatkonzentrationen im Ur in hat-
ten für das gesamte Kollektiv einen Medianwert bei etwa 10 mg/l und lagen damit zu 
ca. 90% über einem Referenzwert für nicht Tabakrauchexponierte von 5 mg/l [3]. Ein 
zusätzlicher Risikofaktor neben der hohen internen Belastung zeigte sich bei den Kin-
dern in deren hohem Anteil von 23% mit Hämoglobinwerten unterhalb des von CDC 
empfohlenen Richtwertes (level of concem) von 12 g/dl [4]. 
Diskussion/Schlussfolgerungen 
Die Böden in der Umgebung des Dammes mit ZyanidJaugenrückständen waren stark mit 
Schwermetallen und Zyanidkomplexen belastet. EnLSprechend wies die betroffene Bevöl-
kerung interne Belastungen mit Schwermetallen und Thiozyanat auf, die z. T. er heblich 
über gesundheitliche Risiken markierenden Grenz- bzw. Richtwerten lagen. Da Un-
glücksfälle mit ZyanidJaugenriickständen des Goldbergbaues häufig auftreten (allein min-
destens 10 innerhalb der letzten 10 Jahre), muss von einem hohen gesundheitlichen Risi-
ko der Bevölkerung, die im Gefährdm1gsbereich solcher Goldgewinnungsanlagen wohnt, 
ausgegangen werden. 
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Abstraktnummer 56/14 
Entwicklung einer graphischen Benutzeroberfläche 
für die Ermittlung aktueller Langzeitüberlebensraten 
mittels Periodenanalyse 
Ruderich F, Brenner H 
Deutsches Zentrum für Alternsforschung, Heidelberg, Abt. Epidemiologie, Heidelberg 
Einleitung 
Für Krebspatienten sind Informationen über d ie Prognose ihrer Erkrankung der wichtigs-
te Faktor für eine Abschätzung des weiteren Verlaufs und die Abwägung von Risiken 
lnfonnatik, Biometrie und Epidemiologie in Med. u. Biol. 3413 (2003) 
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und Nutzen einer eventuellen Therapie. Daher ist es in der BehandJung von Tumorpa-
tienten unbedingt notwendig, dass dem verantwortlichen Arzt die aktuellsten Daten unter 
Berücksichtigung der neuesten Entwicklungen in der Medizin zur Verfügung stehen. 
Herkömmliche statistische Verfahren zur Schätzung von Langzeitüberlebensraten stützen 
sich jedoch hauptsächlich auf Daten von Patienten, deren Diagnose und BehandJung 
schon länger zurückliegt. Die Methode der Periodenanalyse [J] beschränkt die Daten, 
die in die Berechnung von Schätzern der Überlebensraten eingehen , auf Zeiträume, die 
nahe am aktuellen Zeitpunkt liegen. Dadurch gewinnen insbesondere aktuelle Entwick-
lungen in der Medizin Gewicht bei der Berechnung der Prognosedaten. 
Um die Methode der Periodenanalyse in der Praxis besser anwendbar zu machen und 
auch große Datenmengen schnell analysieren zu können, wurde eine graphische Benutz-
eroberfläche zur Definition der in die Berechnung eingehenden Daten implementiert. 
Diese wurde prototypisch auf den Datensatz einer integrierenden europäischen Daten-
bank für Krebserkrankungen im Kindesalter angewendet. 
Material und Methode 
Die Periodenanalyse ist eine von Brenner und GefeUer entwickelte Methode zur Schät-
zung aktueller Langzeitüberlebensraten [l]. Sie eignet sieb insbesondere für ein aktuelles 
Monitoring von Langzeitüberlebensraten bei Krebserkrankungen auf der Basis von 
Krebsregisterdaten [2, 3). Die Periodenanalyse unterscheidet sich von den klassischen 
Methoden der Überlebenszeitanalyse darin, dass die Daten, die in die Berechnung der 
Schätzer eingehen, auf eine begrenzte aktuelle Periode (z.B. das aktuellste Kalenderjahr, 
für das Daten verfügbar sind) beschränkt werden. Daten von Patienten, deren Beobach-
tungszeit vor dieser Periode beginnt, werden linkszensiert. Dadurch werden Daten von 
Patienten, deren Diagnose länger zurückliegt, und deren Krankheitsverlauf durch nicht 
mehr aktuelle medizinische Rahmenbedingungen beeinflusst wurden, ausgeschlossen. 
Die mit der Periodenanalyse gewonnen Schätzer spiegeln somit Krankheitsverläufe unter 
dem Einfluss aktueller medizinischer Entwicklungen wieder. 
ur praktischen Anwendung der Technik der Periodenanalyse steht ein SAS®-Macro zur 
Verfügung [4]. Um jedoch umfangreichere Analysen von Krebsregisterdaten zu ermögli-
chen, ohne auf SAS® zurückgreifen zu müssen, wurde eine Benutzeroberfläche ent-
wickelt, die eine sehr anschauliche graphische Definition der zu analysierenden Daten 
unterstützt. Die Software wurde mit Java (Java 2 SDK v 1.4.1) unter Benutzung der 
Swing-Klassenbibliotheken für die graphische Benutzeroberfläche programmiert (5). Zur 
Anbindung des Frontends an eine MySQL-Datenbank [6] über JDBC (Java Database 
Connectivity) [5] wurde der native JDBC-Treiber MySQL Connector/J 2.0 [6] verwen-
det. 
Kern der Benutzeroberfläche ist eine tabellarische Darstellung des in der zugrundeliegen-
den Datenbank enthaltenen Gesamtzeitraums der Diagnosestellung und der Nachbeob-
achtung. Die im Datenbestand enthaltenen Diagnosejahre, in denen Patienten in die Da-
tenbank aufgenommen wurden, bilden die Indizes für die Tabellenzeilen, die Jahre der 
Nachbeobachtungen die Indizes für die Tabellenspalten. Innerhalb der Tabelle können 
durch das Zeichnen von Rahmen um eine Menge von Tabellenzellen graphisch Gebiete 
definiert werden. Ein Gebiet repräsentiert eine beschränkte Periode der Diagnosestellung 
und die zur Abschätzung der Uberlebensraten zugehörige Beobachtungsdauer, gewöhn-
lich fünf oder zehn Jahre. Die AnzahJ der definierten Gebiete ist beliebig. Eine Differen-
zierung erfolgt durch unterschiedliche Farbgebung und unterschiedliches Unterbre-
chungsmuster der Rahmen. Zusätzliche Randbedingungen (Geschlecht, Alter, Tumorart) 
können durch weitere Elemente der Oberfläche ausgewähJt werden. Auf Mausklick wird 
die Analyse der definienen Gebiete gestartet und die zu den einzelnen Gebieten gehören-
den Überlebenszeitkurven in einer Graphik dargestellt. Das Programm erkennt aufgrund 
der Definition der Gebiete, ob eine Periodenanalyse oder eine konventionelle Analyse 
tnronnatik. Biometrie und Epidemiologie in Med. u. Biol. 3413 (2003) 
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durchgeführt werden soll. Somit ist es möglich, die Analyseergebnisse verschiedener 
Zeiträume und den Vergleich von Periodenanalyse mit konventionellen Methoden gra-
phisch übersichtlich darzustellen. Die Graphiken können für die weitere Verwendung in 
das JPEG- oder GIF-Format exportiert werden. 
Das Programm wurde anband von Daten von Krebserkrankungen im Kindesalter im Ver-
gleich zum vorhandenen SAS®-Macro evaluiert. Die Daten stammten aus der Datenbank 
des Projektes ACCTS (Automated Childbood Information System) [7]. 
Ergebnisse 
Die entwickelte Benutzeroberfläche ennöglicht eine anschauliche, vergleichende Analyse 
von verschiedenen Methoden zur Schätzung von Überlebensdaten, zum Beispiel der Pe-
riodenanalyse und klassischer Methoden der Überlebenszeitanalyse. Die Methode zur 
Definition der in die verschiedenen Schätzungen der Langzeitüberlebensraten eingehen-
den Daten ist intuitiv. Sie unterstützt eine schnelle Berechnung und übersichtlicher Dar-
stellung der Daten verschiedener Zeiträume. Die entwickelte graphische Benutzeroberflä-
che ermöglicht so die Nutzung der Periodenanalyse in einem weiteren Umfeld als 
bisher. 
Diskussion/Schlussfolgerungen 
Graphische Benutzeroberflächen zur Definition und Eingrenzung von Berechnungsdaten 
erleichtern den Einsatz komplizierter Analyseverfahren. Eine graphische Benutzeroberflä-
che zur Definition der Daten, die in Berechnung von Überlebenszeitraten eingeh en, ist 
ein originärer, flexibler Ansatz. Er bringt vor allem bei der vergleichenden Analyse ver-
schiedener Zeiträume und verschiedener Analysemethoden entscheidende Vorteile. Eine 
Integration der Periodenanalyse in das ACCIS-Projekt [7] mittels der beschrieben Be-
nutzeroberfläche wird aktuell durchgeführt. 
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Abstraktnummer 56/15 
Was bestimmt die Höhe des Bias von Maximum-Likelihood-
Schätzern? - ein Vergleich der logistischen Regression 
und der Cox-Regression 
Langner 1, Sender R, Lenz-Tönjes R, Blettner M 
Universität Bielefeld, AG Epidemiologie und Med. Statistik, Fak. für Gesundheitswissenschaften, Biele-
feld 
Einleitung 
Die häufig verwendeten Methoden der logistischen Regression und der Cox-Regression 
weisen bei den Maximum-Likelihood-Schätzern der Parameter eine systematische Ver-
zerrung auf [l , 2]. Obwohl die Schätzer mit wachsender Stichprobengröße asymptotisch 
unverzent sind (3, 4), stelJt sich die Frage, ab wann der Bias vernachlässigt werden kann 
(1) bzw. wann Bias-Korrekturen sinnvoll einsetzbar sind [4]. Interessant ist ebenfalls, in 
welchen Fällen spezifische Unterschiede beim Bias zwischen den Methoden auftreten. 
Bekannt ist, dass bei seltenen Ereignissen, geringem Effekt des Risikofaktors und kurzer 
Follow up Periode die Parameterschätzer beider Methoden ähnlich ausfallen (5, 6). 
Material und Methode 
Auf der Basis eines logistisches Modells (bzw. Cox-Modells) mit binären Einflussgrößen 
wurden Stichproben mit Umfängen von 11 = 100 bis 500 simuliert. In beiden Modellen 
wurden die Parameter so variiert, dass das absolute Risiko (logistisches ModelJ) und die 
Eintrittswahrscheinlichkeit des Zielereignisses im betrachteten Zeitfenster (Cox-Modell) 
im Bereich zwischen 0,08 und 0,92 lagen. Zur Simulation der Überlebenszeiten wurden 
die Exponential, die Weibull- und die Gompertz-Verteilung eingesetzt. Der Bias wurde 
als Differenz zwischen vorgegebenem Parameter und mittlerem geschätztem Parameter 
bei jeweils 10000 Simulationen bestimmt. Für den Vergleich des Bias beider Regressi-
onsmethoden wurden die Analysen mit den gleichen Datensätzen durchgefüh1t. Dazu 
wurden die simulierten Überlebenszeiten in eine dichotome Zielvariable überführt und 
die Parameter des zugehörigen Logistischen Modells aus denen des zur Simulation ver-
wendeten Cox-Modells berechnet. 
Ergebnisse 
Die Analyse der simulierten Daten zeigte bei beiden Regressiontypen eine systematische 
betragsmäßige Überschätzung der Parameter, die mit steigender Stichprobengröße ab-
nimmt. Neben der Stichprobengröße haben auch das absolute Grundrisiko (dichotome 
Einflussgröße = 0) sowie das absolute Risiko der Exponierten (dichotome Einflussgröße 
= 1) einen Einfluss auf die Qualität der Schätzung. Die Höhe beider Risiken wird im 
Logistischen Modell durch die Konstante, im Cox-ModelJ durch die Parameter der Base-
line-Hazard mit bestimmt. Letztere wird im Cox-ModeU allerdings nicht parametrisiert 
und basiert auf der zugrunde liegenden Überlebenszeitverteilung. Trägt man die absolute 
Verzenung gegen das absolute Risiko der Exponierten auf, so ist die resultierende Kur-
venfonn unabhängig von den wahren Parameterwerten des Simulationsmodells: starker 
Abfall bzw. starker Anstieg bei sehr kleinen bzw. sehr großen Risiken, dazwischen ver-
läuft die Kurve flacher, bleibt aber monoton steigend. Der Fall Verzerrung = 0 wird 
durch das Grundrisiko markiert. Die Verzerrungskurve für die Logistische Regression ist 
punktsymetrisch zum absoluten Risiko 0,5, die der Cox-Regression ist dies nicht: der 
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starke Anstieg erfolgt erst bei Risiken nahe 1. Bei gleichem Grundrisiko führen unter-
scbiedliche Überlebenszeitverteilungen in den Simulationsmodellen zu gleichen Verzer-
nmgen der Parameterschätzer der Kovariabeln. 
Diskussion/Schlussfolgerungen 
Bei kleinen Stichprobengrößen (z. B. n = 100) können bei beiden Regressionstypen gro-
ße Abweichungen auftreten (z. B. > 5%), wenn das Grundrisiko und/oder das absolute 
Risiko der Exponierten sehr klein (< 0,1) bzw. sehr groß (Logistisches Modell > 0,9; 
Cox-Modell > 0,985) sind. Für die Beurteilung, ob eine Bias-Korrektur sinnvoll ist, 
muss neben der Stichprobengröße auch das absolute Risiko (logistische Regression) bzw. 
die Eintrittswahrscheinlichkeit des Zielereignisses (Cox-Regression) berücksichtigt wer-
den. Eine Variierung der Überlebenszeitverteilung hat daneben keinen Einfluss auf den 
Bias der Cox-Regression. Bei kleinem Grundrisiko differiert der prozentuale Bias beider 
Regressionstypen nur gering, ebenso bei kleinem absoluten Risiko der Exponierten. Bei-
des stimmt mit den Schlussfolgerungen von Green & Symons und Hauck überein [5, 6). 
Erst wenn beide Risiken ansteigen, fällt der prozentuale Bias der Logistischen Regres-
sion deutlich größer aus als der der Cox-Regression. 
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Abstraktnummer 56/16 
Konzept zur Nutzung von Krebsregisterdaten in prospektiven 
Kohortenstudien im Epidemiologischen Krebsregister 
Niedersachsen (EKN) 
Kieschke J, Schlanstedt-Jahn U, Urbschat 1, Hoopmann M 
Registerstelle des Epidemiologischen Krebsregisters Niedersachsen, Oldenburg 
Einleitung 
Die Durchführung von prospektiven Kohortensrudien konnte in Deutschland bislang nur 
selten mit vorhandenen Registerdaten gekoppelt werden. Einern solchen Vorgehen stehen 
oft datenscbutzrechtliche Vorgaben entgegen, auch bei einem allgemeinen Interesse, z. B. 
bei Unglücksfiillen, bei denen karzinogene Stoffe freigesetzt würden und eine Gefähr-
dung der Bevölkerung abgeschätzt werden müsste. Mit dem Kontrollnummernsystem der 
epidemiologischen Krebsregister bieten sieb auch für einen Registerabgleich einer kaum 
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belasteten breiten Bevölkerungsgruppe neben der klassischen indiv iduellen Kohorten-
betrachtung alternative Lösungsansätze an. 
Material und Methode 
Ausgangspunkt der folgenden Überlegungen ist ein GefahrgutunfalJ in Niedersachsen. 
Die Krebsverfolgung und Expositionserfassung (Biomonitoring, Ausbreitungsrechnun-
gen, Fragebögen) sollte dabei sowohl bei den mutmaßlich hoch exponierten Einsatzkräf-
ten und urullittelbar von dem Unfall betroffenen Bürgern erfolgen als auch die Abschät-
zung auf die gesamte betroffene Region und deren Wohnbevölkerung erlauben. 
Naheliegend ist es für die Einsatzkräfte und Selbstmelder mit deren Einwilligung eine 
(individuelle) Kohorte aufzubauen, in der die langfristigen Auswirkungen der Gefahrgut-
exposition detailJiert beobachtet werden können, umso das Erkrankungsrisiko bei den 
Exponierten in Abhängigkeit von der Expositionshöhe abzuschätzen . Eine Aussage zur 
Risikoerhöhung bei der kaum betroffenen „durchschnittlichen" Wohnbevölkerung wird 
mit diesem Ansatz hingegen mit vertretbaren Aufwand kaum zu bewerkstelligen sein. 
Daher wurde ein birnodales Krebsverfolgungskonzept angedacht, bei dem neben dem 
individuellen Kohonenansatz ein ökologischer Kontrollansatz verfolgt wird, bei dem pro-
spektiv die lnzidenzraten für die betroffene Region und von einer oder mehreren Ver-
gleichsregionen ermittelt werden. Ein Vorteil dieses zweiten Ansatzes liegt in der höhe-
ren Fallzahl, sodass eine erhöhte Krebsinzidenz detektierbar wird. Für eine inhaltlich 
tiefer gehende Interpretation der lnzidenzratcn würden dann die Daten der individuellen 
Kohorte heran gezogen werden. Beide Module ergänzen sich somit. 
Ergebnisse 
Dieses Konzept könnte wie folgt realisiert werden: 
Die Möglichkeit zur Durchführung von prospektiven Kohortenstudien unter Nutzung 
von Krebsregisterdaten hängt entscheidend von den jeweiligen Landeskrebsregistergeset-
zen ab. Für das EKN [l ] gilt, dass im Rahmen genehmigter Forschungsvorhaben auch 
Daten von nicht an Krebs erkrankten Personen mit deren Einwilligung erfasst und ver-
arbeitet werden dürfen. Somit ergeben sieb bei Vorliegen einer Einwilligung beim indivi-
duellen Kobortenansatz keine datenschutzrechtlichen Probleme. Beim ökologischen Kon-
trollansatz, den man als eine Art „ökologischer Kohortenansatz" beschreiben könnte, 
sollen zwar individuell Personen prospektiv verfolgt werden, ohne dass jedoch eine indi-
viduelle Expositionserfassung oder eine sonstige Befragung erfolgt. Bei einer größeren 
Kohorte mit sämtlichen Einwohnern mehrerer Kleinstädte mit zusammen z. B. über 
50.000 Einwohnern wäre die Einholung entsprechender Einwilligungen kaum praktika-
bel, eine unvollständige Teilnahmerate würde die Aussagekraft jedoch deutlich ein-
schränken. Daher wurde ein Konzept erarbeitet, das für den „ökologischen Kohonen-
ansatz" unter Einhaltung datenschutzrechlichter Belange auch ohne vorliegender 
Einwilligung einen Abgleich mit dem EKN auf pseudonymisierter Ebene ennöglichen 
soll. 
Das Einwohnermeldeamt könnte eine Datei mit den personenidentifizierenden Angaben 
der Einwohner zum fraglichen Stichtag erstellen. Diese Datei würde bereits vom Ein-
wohnermeldeamt nach einer Standardisierung der Schreibweisen und Verteilung der ln-
fonnationsinhalte auf 22 sogenannte „Kontrollnummern" mittels des MD5-Verfahrens 
einwegverschlüsselt und so an die Vertrauensstelle weitergeleitet, nur die Angabe des 
Geschlechts und des Alters Wtirden im Klartext erfolgen. In der Vertrauensstelle würde 
mit dem ländereigenen IDEA-Schlüssel noch einmal eine Überverschlüsselung erfolgen. 
So bearbeitet könnten die Daten an die Registerstelle weitergeleitet werden. Im EKN 
wäre weder mittels Dechiffrierung ein Rückbezug auf die Identifikationsdaten einzelner 
Bürger möglich, noch lägen im Bearbeitungsprozess der Vertrauensstelle ausreichend 
identifizierende Klartextdaten vor oder würden zusätzliche epidemiologischen Daten er-
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fasst. Als Ergebnis würde die Registerstelle für die betroffene Region und die aus-
gewählten Vergleichsregionen in 5-Jahres-Altersgruppen zusammengefasst die altersspe-
zifischen Krebserkrankungsraten für beide Geschlechter getrennt berechnen und nur die-
se Werte der Studienzentrale zur Verfügung stellen. Unter diesen Rahmenbedingungen 
bedarf es unseres Erachtens keiner Einwilligung jeder Einwohnerin oder jeden Einwoh-
ners, um deren pseudonymisierte einwegverschlüsselte Daten aus dem Einwohnermelde-
amt mit den Krebsregisterdaten abzugleichen, sondern lediglich einer Genehmigung der 
zuständigen Behörden gemäß§ 10 Abs. 1 Nr. 1 GEKN. 
Diskussion/Schlussfolgerungen 
Die Anwendbarkeit dieses Konzeptes im Rahmen der Gesundheitsfolgenabschätzung 
nach dem Gefahrgutunfall in Niedersachsen wird derzeit mit den Verantwortlichen ins-
besondere unter Datenschutzaspekten geklärt. Unter Nutzung des Kontrollnummernsys-
tems der epidemiologischen Krebsregister und eines Abgleichs auf pseudonymisierter 
Ebene könnte in Deutschland unter Wahrung datenschutzrechtlicher Grundsätze der Auf-
wand zur Bestimmung des Erkrankungsstatus bei Kohortenstudien durch Abgleich mit 
Krebsregisterdaten erleichtert und damit zum Teil überhaupt erst praktikabel werden. Ei-
ne Übertragbarkeit dieses Konzeptes auch für den Abgleich mit anderen Datenquellen ist 
zu diskutieren. 
Literatur 
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Abstraktnummer 56/17 
Nutzung von Krebsregisterdaten für Forschungszwecke 
Katalinic A, Bartei C, Pritzkuleit R, Schmidtkunz 8, Kunze U 
Institut für Krebsepidemiologie e.V., Lübeck 
Einleitung 
Die deutschen Krebsregister haben die gesetzliche Aufgabe, das Auftreten und die 
Trendentwicklung aller Fennen von Krebserkrankungen zu beobachten und insbesondere 
statistisch-epidemiologisch auszuwerten. Zusätzlich sollen sie vornehmlich anonymisier-
te, aber auch personenbezogene Daten für die Grundlagen der Gesundheitsplanung sowie 
der epidemiologischen Forschung einschließlich der Ursachenforschung bereitstellen. 
In der Vergangenheit wurde bei Forschungsprojekten eher selten auf Krebsregister zu-
rückgegriffen. Dies begründete sich in der fehlenden Flächendeckung und der teilweise 
unzureichenden Vollzähligkeit der Krebsregistrierung. Inzwischen wurden in allen Bun-
desländern Krebsregister eingerichtet, die bis auf wenige Ausnahmen flächendeckend 
Krebserkrankungen registrieren, sodass in der Zukunft für Deutschland von einer aus-
sagekräftigen Krebserfassung auszugehen ist. 
Wie können aber die Daten der Krebsregister praktisch für epidemiologische For-
schungsprojekte genutzt werden? 
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Material und Methodik 
Auf Basis der verschiedenen Landeskrebsregistergesetze wurde untersucht, welche Mög-
lichkeiten zur Verwendung der Krebsregisterdaten bestehen. Am Beispiel von For-
schungsaktivitäten des Krebsregisters Schleswig-Holstein (SH) werden Anwendungen 
mit Krebsregisterdaten aufgezeigt. 
Ergebnisse 
Zusammengefasst konnten drei Zugänge zur Nutzung der Krebsregisterdaten identifiziert 
werden: 
1) Anonymisierte Daten: Diese dürfen entweder auf Personenebene oder in aggregierter 
Form bereitgestelJt werden. Voraussetzung ist, dass einzelne Personen nicht reidentifi-
ziert werden können. 
Beispiele: Nutzung der Daten für die Gesundheitsberichterstattung, räumliche und 
zeitliche Analysen von lnzidenz, Mortalität, Überleben, Tumorstadien etc. 
2) Personenbezogene Daten können unter bestimmten Voraussetzungen (Studienantrag, 
Ethikkommission etc.) wissenschaftlichen Forschungsgruppen zur Verfügung gestellt 
werden. Dazu können Personen- und Tumordaten verknüpft (Reidentifikation) und an 
den Antragsteller übermittelt werden. Vorausgesetzt wird eine Zustimmung des Pa-
tienten (bzw. des behandelnden Arztes), die je nach Landesgesetz direkt bei der Mel-
dung an das Krebsregister oder bei Bedarf erhoben wird. 
Beispiel: In einer Studie zur Versorgung von Krebspatienten in SH werden derzeit ca. 
3.500 Patienten aus dem Krebsregisterbestand identifiziert und befragt. 
3) Kohortenabgleich: Für Kohortenstudien, die als Zielgröße Tumorerkrankung bzw. 
-Sterblichkeit haben, besteht prinzipiell die Möglichkeit des Abgleichs mit dem 
Krebsregister. Dazu werden die personenbezogenen Angaben der Kohorte am Krebs-
registerdatenbestand vorbeigeführt und an Krebs-Erkrankte bzw. -Verstorbene identifi-
ziert. 
Beispiele: Im Rahmen des Projekts „Qualitätsgesicherte Mammad.iagnostik" soll eine 
Kohorte von mammographierten Frauen (n = 35.000, März 03) mit dem Krebsregis-
ter SH abgeglichen werden. 
Weiter ist für die Evaluation eines Hautkrebsscreeningprojekts der Abgleich mit den 
Daten des Krebsregisters, insbesondere mit der Frage nach Intervallkarzinomen, ge-
plant. 
Diskussion und Schlussfolgerung 
Basis für die Verwendung und sinnvolle Nutzung der Daten eines Krebsregisters ist die 
gut funktionierende und flächendeckende Krebsregistrierung. Obige Beispiele zeigen, 
dass ein Zugang zu Krebsregisterdaten in verschiedenen Ebenen existiert und dass damit 
auch wissenschaftlich anspruchsvolle Projekte umsetzen werden können. Dennoch exis-
tieren einige methodische und (Datenschutz)rechtliche Probleme. So ist der der direkte 
Patientenzugriff in einigen Bundesländern für große Studien wenig praktikabel geregelt. 
Problematisch zeigt sich auch die datenschutzrechtliche Realisierung des Kohorten-
abgleichs, der in dem meisten Krebsregistergesetzten nicht explizit vorgesehen ist. Ein-
vernehmliche und generalisierbare Lösungen mit den Landesdatenschützern sind hier 
noch zu suchen. Insgesamt ist die Situation der unterschiedlichen Landesgesetze metho-
disch gesehen für Bundesland übergreifende wissenschaftliche Projekte durch gesetzlich 
unterschiedliche Zugriffsmöglichkeiten auf die Patienten unbefriedigend. Eine Harmoni-
sierung der Krebsregister innerhalb Deutschlands scheint für die einheitliche wissen-
schaftliche Verwendung von Krebsregistern dringend notwendig. 
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Abstraktnummer 56/18 
Todesursachen bei Adipositas 
Sender R, Zeeb H, Schwarz M, Rotthoff T, Lenz-Tönjes R, Jöckel KH, Overmann H, 
Berger M 
Universität Bielefeld, Fakultät für Gesundheitswissenschaften, AG Epidemiologie und Medizinische 
Statistik, Bielefeld 
Einleitung 
Die Düsseldorf Obesity Mortality Study (DOMS) ist eine prospektive Kohortenstudie 
übergewichtiger Patienten zur Untersuchung der Assoziation zwischen Übergewicht und 
Mortalität. Diese Studie lieferte erstmals Daten, die eine valide Abschätzung der Exzess-
mortalität im Vergleich zur Normalbevölkerung im Bereich der morbiden Adipositas mit 
einem BMI ;::: 40 kg/m2 ennöglichten [l]. Aufgrund der datenschutzrechtlichen Bestim-
mungen in NRW war es zunächst nicht möglich, Auskunft über die Todesursachen der 
verstorbenen adipösen Patienten zu erhalten. Daher konnte bisher nur die Gesamtmortalität 
der Kohorte ausgewertet werden. Nachdem das Ministerium für Frauen und Jugend, Fami-
lie und Gesundheit des Landes NRW die Erlaubnis zum Einblick in die Todesbescheini-
gungen gegeben hat, konnten nun auch die Todesursachen erhoben und analysiert werden. 
Bisherige Studien beschreiben Zusammenhänge zwischen Adipositas und kardiovaskulä-
rem Risiko sowie Krebsmortalität [2, 3]. Es fehlen aber bislang Daten bezüglich der todes-
ursacbenspezifischen Mortalität im Bereich der morbiden Adipositas (BMI > 40 kg/m2). 
Material und Methode 
Die Düsseldorf Obesity MortaJity Study (DOMS) umfasst 6192 Patienten (1591 Männer, 
4601 Frauen) zwischen 18 und 75 Jahren mit einem Body Mass Index (BMI) ab 25 kg/m2, 
die zwischen 1961 und 1994 dfo Adipositas-Ambulanz der Heinrich-Heine-Universität 
Düsseldorf besuchten. Es wurde ein Mortalitäts-Follow-Up über eine Befragung der Ein-
wohnermeldeämter durchgeführt, wodurch der Vitalstatus bis 1995 von 5775 (93,3 %) Pa-
tienten ermittelt werden konnte. Zusätzlich lag der Vitalstatus zu früheren Zeitpunkten von 
278 Patienten vor, so dass von 6053 (97,7 %) Patienten Personenjahre berechnet werden 
konnten. Bis 1995 starben 1058 Patienten (379 Männer, 679 Frauen) bei einer mittleren 
Beobachtungszeit von 14 Jahren und insgesamt 88646 Personenjahren [l ]. Die Ermittlung 
der Todesursachen erfolgte zunächst über die Gesundheitsämter. Da die Gesundheitsämter 
jedoch Todesbescheinigungen häufig nach 10- 20 Jahren vernichten, war es auf diesem 
Weg leider nur möglich, die Todesursachen von weniger als 60% der verstorbenen Per-
sonen zu ermitteln. Durch Bemühungen einer Arbeitsgruppe der Deutschen Arbeits-
gemeinschaft für Epidemiologie (DAE) wurde es im Jahr 2000 möglich, in Kohortenstu-
dien die Todesursachen ab 1976 direkt in kodierter Form über das Landesamt für 
Datenverarbeitung Statistik (LOS) NRW zu erhalten [4]. Diese Methode wurde auch bei 
DOMS erfolgreich durchgeführt. Zur Untersuchung der todesursachenspezifischen Morta-
lität bei Adipositas wurden Standardisierte Mortalitätsratios (SMRs) mit 95 %-Konfidenz-
intervallen berechnet, wobei die Bevölkerung von Deutschland als Referenzpopulation 
verwendet wurde (Mortalitätsraten der WHO-Datenbank). 
Ergebnisse 
Die Kombination der ermittelten Todesbescheinigungen über die Gesundheitsämter mit 
den Informationen vom LDS ergab 998 erfolgreich ermittelte Todesursachen (94,3 % von 
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Tabelle: SMRs mit 95 %-Konfidenzintervallen für ausgewählte Todesursachen 
BMl-Gruppe Männer (11 - 1591. 379 Todesflillc) Fmucn (11 = 4601. 679 Todesf1111e) 
Krebs Diabetes Herz-Kreislauf Krebs Diabetes Herz-Kreislauf 
(55 Todcsf'i!lle) ( 17 Todesfälle) (194 Todestallc) (156 Todesflille) (44 Todeslillle) (307 Todesfälle) 
25-<32 kg/m2 0,71 (0.3- 1,3) 2,62 (0,3 - 9.S) 1,69 (1,2- 2,3) 0.88 (0.6-1,3) 1,21 (0.2-3.5) 0.87 (0,6-1.2) 
32-<36 kg/m1 0,82 (0,5 - 1.3) 3,07 (0.8-7.9) 1,88 (1,S- 2,4) 1.03 (0.8- 1,4) 1,57 (0,6-3,4) 1,34 (1 ,1- 1,7) 
36-<40 kr m1 1,16 (0.6- 2.0) 14,32 (6,S- 27,0) 2,24 (1,6- 3,1) 0.72 (0.5- 1, I) 3,95 (2,0- 6,9) 1,51 (1,2- 1,9) 
~ 40 kg/m 1.13 (0,5- 2.1 ) 2,41 (0, 1- 13,4) 4,38 (3,2- 5,8) 1,45 (1,1- 1,9) 7,58 (4,8- 11,4) 2, 78 (2,3- 3,3) 
alle 0,92 (0.7- 1,2) S,41 (3,2- 8,7) 2,22 (1,9- 2,6) 1.03 (0,9-1,2) 3,54 (2,6 - 4,8) 1,63 (1,5- 1,8) 
1058 Todesfällen). Die Kohorte wurde nach dem BMI in ungefähr gleichstarke Gruppen 
eingeteilt: Gruppe l: 25 bis 32 kg/m2 (mäßiges Übergewicht), Gruppe 2: 32 bis 
<36 kg/m2, Gruppe 3: 36 bis <40 kg/m2, Gruppe 4: BMI ~ 40 kg/m2 (morbide Adipo-
sitas). Todesursachenspezifische SMRs wurden für die gesamte Kohorte als auch für die 
einzelnen BMI-Gruppen berechnet. ln der Tabelle befinden sich die SMRs mit 
95 %-Konfidenzintervallen für die hier ausgewählten Todesursachen Krebs (ICD9: 
140- 208), Diabetes (ICD9: 250) und Herz-Kreislauf-Erkrankungen (ICD9: 390- 459). 
Diskussion/Schlussfolgerungen 
Für Todesfälle in NRW ab 1976 ist eine nahezu vollständige Ermittlung von Todesursa-
chen über das Landesamt für Datenverarbeitung Statistik (LDS) NRW möglich. Der um-
ständliche und langwierige Weg über die Gesundheitsämter kann damit in NRW umgan-
gen werden. Eine ähnliche Methode sollte auch in anderen Bundesländern Anwendung 
finden können. 
Wie erwartet ergab sich bei den übergewichtigen Männern und Frauen der Düsseldorf 
Obesity Mortality Study (DOMS) eine signifikant erhöhte Mortalität durch Diabetes und 
Herz-Kreislauferkrankungen. Im Gegensatz zu anderen Studien [3] konnte allerdings ins-
gesamt keine erhöhte Krebsmortalität bei adipösen Patienten gefunden werden. Lediglich 
die Gruppe der Frauen mit morbider Adipositas (BMl ;::: 40 kg/m2) zeigte eine signifi-
kant erhöhte Krebsmortalität. Die erhöhte Mortalität durch Herz-Kreislauf-Erkrankungen 
war bei Männern in allen BMI-Gruppen deutlich vorhanden mit stark ansteigendem 
Trend. Bei Frauen waren die entsprechenden SMRs niedriger als bei den Männern und 
eine signifikant erhöhte Mortalität durch Herz-Kreislauf-Erkrankungen zeigte sich erst ab 
einem BMI von 32 kg/m2• Eine deutliche Exzess-Mortalität (SMR > 2) ist bei Männern 
ab einem BMI von 36 kg/m2 und bei Frauen erst ab einem BMI von 40 kg/m2 nach-
zuweisen. 
Literatur 
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Abstraktnummer 56/19 
Ökonomische Evaluation der Inanspruchnahme zahnärztlicher 
Leistungen im Ausland 
Krummenauer F, Körner 1, Baulig C, Weibler-Villalobos U 
Universität Mainz, Institut für Medizinische Biometrie, Epidemiologie und Informatik, Mainz 
Einleitung 
Aktuelle Diskussionen zum Selbstbehalt bei der prothetischen zahnärztlichen Versorgung 
katalysieren einen Gesundheitstourismus in andere Länder. Unterschiede in den Entgelt-
systemen wie auch in den Qualitätsanforderungen vor allem in osteuropäischen Nachbar-
ländern gestatten gleichzeitig ein attraktives Kostenniveau der zahnärztlichen Versorgung 
[l, 2). Durch die resultierenden lnanspruchnahmen zahnärztlicher Leistungen im Aus-
land werden zwar einerseits Kosten für den Patienten reduziert (und möglicherweise 
auch für die Krankenkassen, da zumindest bei Leistungserbringerländem ausserhalb der 
EU keine Erstattung erfolgen muss). Andererseits muß aber durch möglicherweise nied-
rigere Qualitätsstandards in1 Ausland eine suboptimale Versorgung der Patienten befürch-
tet werden, welche ihrerseits Kosten für Schadenskorrekturen innerhalb des deutschen 
Gesundheitssystems nach sich ziehen können. Auf der Basis der dem Medizinischen 
Dienst der Krankenversicherungen (MDK) Rheinland-Pfalz z.B. im Rahmen von Erstat-
tungs- oder Regressanfragen zur Begutachtung (auf der Basis einer körperlichen Unter-
suchung) vorgelegten Fälle von zahnärztlichen Versorgungen im Ausland sollten daher 
der klinische Outcome der Behandlung sowie die damit verbundene Kostenbilanz aus 
Perspektive der Patienten und Krankenkassen als potentielle Leistungserstatter evaluiert 
werden. 
Material und Methode 
Nach Zustimmung des Rheinland-Pfälzischen Sozialministeriums wurde aus der Daten-
basis des MDK Rheinland-Pfalz extrahiert, welche zahnärztlichen Maßnahmen im Aus-
land durchgeführt wurden Deren Richtlinienkonformität (hinsichtlich des § 12 SGB V 
und den Richtlinien des Bundesausschusses nach § 92 Abs. l SGB V für eine ausrei-
chende, zweckmäßige und wirtschaftliche vertragszahnärztliche Versorgung) sowie der 
Behandlungserfolg laut Einschätzung des MDK-Gutachten wurden bewertet. Daraus 
konnte ein individueller Behandlungsplan abgeleitet werden für eine richtlinie.nkonforme 
Versorgung in der BRD. Die daraus resultierenden Kosten auf der Basis des Einheitlichen 
Bewertungmaßstabes für zahnärztliche Leistungen gemäß § 368g Abs. 4 RVO (BEMA) 
wurden simuliert unter Annahme der in Deutschland üblichen Selbstbehalte der Ver-
sicherten von 50% bzw. 65%. Genauso wurden für die laut MDK-Begutachtung inter-
ventionsbedürftigen Behandlungsergebnisse entsprechende Behandlungspläne zur Scha-
denskorrektur erstellt und die daraus resultierenden individuellen Kosten geschätzt. Die 
resultierende Gesamtbilanz wurde erstellt aus Sicht der Patienten (Aufwendungen im 
Ausland und Selbstbehalt für Schadenskorrektur versus hypothetischer Selbstbehalt bei 
Versorgung im Inland) sowie aus Sicht der Leistungserstatter (hypothetische Zuschüsse 
bei Versorgung im Inland versus Zuschüsse für Schadenskorrekturen). 
Ergebnisse 
Es konnten für den Zeitraum 01.06.2000 bis 31.10.2002 insgesamt 60 vom MDK Rhein-
land-Pfalz begutachtete Auslandsbehandlungen ausgewertet werden. Davon wurden 3 
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Behandlungen in Ländern der EU, 32 in der Türkei und 25 in osteuropäischen Ländern 
vorgenommen. 29 der 60 Eingriffe zeigten interventionsbedürftige Mängel und somit 
einen Auslöser für Schadenskorrektur-Kosten. Bei 27 Eingriffen war bereits das im Aus-
land gewählte Behandlungskonzept nicht richtliniengemäß. 
Im Median wurden im Ausland von den Patienten 942 € entrichtet (Interquartilspanne 
423-1747 €); entsprechend einer für die 60 begutachteten Eingriffe summarischen Auf-
wendung von 70.567 €. Bei richtlinienkonformer Versorgung hätte sich für die Kranken-
kassen dem gegenüber eine mediane Belastung von 761 € (463-1085 €) und für die 
Patienten von 750 € (523-1273 €) ergeben. Summarisch entsteht daraus eine Entlas-
tung der Krankenkassen von 51.222 € durch die Inanspruchnahme von zahnärztlichen 
Leistungen, für die Versicherten eine Entlastung von 59.569 €. Es sind im Ausland für 
die Patienten jedoch unabhängig vom primären Leistungserbringerland keine signfikant 
geringeren Kosten angefaJlen gegenüber der zu erwartenden Selbstbeteiligung bei Versor-
gung im Inland (Vorzeichentest p = 0, 156). 
Bei 29 der 60 Eingriffe wurde ein Interventionsbedarf festgestellt. Bei richtlinieokonfor-
mer nachträglicher Versorgung dieser Schäden entstehen mediane Belastungen von 
1220 € (451-1845 €) für die Leistungserstatter und für die Patienten Selbstbehalte von 
im Median 1383 € (69 J -2265 € ). Summarisch ergeben sich für die Leistungserstatter 
Belastungen von 38.181 € sowie für die Patienten von 41.423 €. 
Aus Perspektive der Kassen steht also für das untersuchte Kollektiv von 60 Auslands-
behandlungen summarisch einer Entlastung von 51.222 € durch nicht zu bezuschussen-
de Leistungen im Ausland eine Belastung von 38.181 € aufgrund von Schadenskorrek-
turen suboptimaler Behandlungsergebnisse gegenüber (bei Behandlung in der Türkei 
29.448 € gegenüber 19.192 €, in osteuropäischen Ländern 20.064 € gegenüber 
18.542 € ). Aus Perspektive der Patienten steht einem hypothetischen Selbstbehalt bei 
Versorgung im Inland von summarisch 59.569 € eine reale Belastung von 111.990 € 
durch Kosten für die Auslandsbehandlung und Selbstbehalte bei Schadenskorrekturen 
entgegen (Türkei 37.512€ versus 57.706€, osteuropäische Länder 19.762 € versus 
48.130 €). 
Diskussion/Schlussfolgerungen 
Um die aktuellen Diskussionen zur klinischen und ökonomischen Wertigkeit des zahn-
ärztJjchen Gesundheitstourismus vor allem in osteuropäische Länder auf rationaler Basis 
einordnen zu können, wurde für 60 dem MDK Rheinland-Pfalz zur Begutachtung vor-
gelegte Auslandsbehandlungen eine Simulation der Kosten aus Sicht der Patienten und 
der Krankenkassen bei Versorgung im Inland den real entstandenen Kosten durch die 
Auslandsversorgung und mögliche Schadenskorrekturen aufgrund suboptimaler Behand-
lungsergebnisse gegenübergestellt [!]. Vor allem aus Sicht der Patienten resultiert auf-
grund der unerwartet hohen Zahl interventionsbedürftiger Mängel im Behandlungsergeb-
nis und teilweise sogar schon im Behandlungsplan eine fatale Kostenbilanz der 
Auslandsversorgung: Sowohl individuell im Median wie auch in der Kostentotale tritt 
nahezu eine Verdopplung der finanziellen Belastung gegenüber einer entsprechenden 
Versorgung im Inland auf. 
Kritisch muss hierzu bemerkt werden, dass das vorliegende Kollektiv keine Zufalls-
Stichprobe von Auslandsbehandlungen darstellt, sondern eine Kohorte aus dem MDK 
z. B. im Rahmen von Erstattungs- oder RegressfragestelJungen zur Begutachtung vor-
gelegten Fällen. Weder die „Dunkelziffer" (3) aller im betrachteten Zeitraum durch-
geführten Auslandsbehandlungen rheinland-pfälzischer Versicherter noch die „Dunkelzif-
fer" der darunter korrekt konzipierten und durchgeführten Behandlungen können 
abgeschätzt werden. Eine Vergleichsgruppe (4) von in Deutschland behandelten Patien-
ten könnte ferner die Inzidenz von interventionsbedürftigen Behandlungsergebnissen bei 
Versorgung im Inland Jjefern, welche in obiger Analyse nicht berücksichtigt wurde. Ab-
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schließend kann nur indirekt auf die volkswirtschaftliche Dimension der Inanspruchnah-
me zahnärztJicher Behandlungen im Ausland extrapoliert werden, da Rheinland-Pfalz 
mit eher ländlicher Struktur und einem im Bundesdurchschnitt eher niedrigeren Anteil 
ausländischer Mitbürger nw· begrenzt als repräsentativ fü r andere Bundesländer angese-
hen werden kann [3). 
Trotz dieser Schwachstellen im Studiendesign zeigt sich nach Auffassung der Autoren 
erstmalig eine numerische Rationale zur Bewertung der Inanspruchnahme zahnärztlicher 
Behandlungen im Ausland, die vor allem aus Sicht des Patienten klinisch und ökono-
misch zu hinterfragen steht. 
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Abstraktnummer 56/20 
Mütterliches Rauchen in der Schwangerschaft 
und kindliches Übergewicht 
Toschke AM, von Kries R 
Ludwig-Maximilians Universität München, Institut für Soziale Pädiatrie und Jugendmediz.in, Abteilung 
Epidemiologie, München 
Einleitung 
Eine Reihe von Studien - Querschnitt und Longitudinal - konnten eine Assoziation 
zwischen mütterlichem Rauchen in der Schwangerschaft und Übergewicht der Nachfah-
ren beobachten [l-4]. Ziel dieser Studie war es den entscheidenden Zeitraum innerhalb 
der Schwangerschaft zu bestimmen. 
Material und Methode 
Die Studienpopulation umfasste 4974 deutsche Kinder aus dem Einzugsgebiet 6 bayeri-
scher Gesundheitsämter. Neben Routinedaten der Einschulungsuntersuchung 2001/2002 
wurden Elternfragebögen analysiert. Adipositas wurde an Hand des body mass index 
und Grenzwerten gemäß der International Obesity Task Force definiert [5]. Die Exposi-
tion, mütterliches Rauchen, wurde differenziert für während der ganzen Schwangerschaft 
und nur im 1. Trimester. 
Ergebnisse 
Die Adipositasprävalenzen bei den Nachkommen (95% KI) waren: L,9% (l,5- 2,4) bei 
nieraucbenden Müttern, 4,5% (2,9-6,7) bei Rauchen nur im L. Trimester und 5,9% 
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(3,8-8,7) bei Rauchen während der ganzen Schwangerschaft. Unadjustierte odds ratios 
(95 % KI) waren höher für Rauchen in der ganzen Schwangerschaft mit 3,23 
(2,00-5,21) verglichen mit nur im 1. Trimester mit 2,41 (1,49-3,91). Nach Adjustie-
rung für potentielle Störgrößen waren die odds ratios (95% Kl) nahezu gleich: L,70 
(l ,02-2,87) für Rauchen in der ganzen Schwangerschaft und 2,22 (1,33-3,69) für Rau-
chen nur im 1. Trimester. 
Diskussion/Schlussfolgerungen 
Ein Effekt für intrauterine Tabakexposition und Adipositas konnte wiederum beobachtet 
werden [1- 4], der vermutlich wegen gleich hoher Effektmaße in der Exposition in der 
Frühschwangerschaft begründet ist. Der höhere unadjustierte Effekt für Rauchen in der gan-
zen Schwangerschaft ist wahrscheinlich durch soziodemographische Parameter verzerrt. 
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Abstraktnummer 56/21 
Aufbau einer retrospektiven Kohorte unter Nutzung 
eines kommerziellen Adress-Recherche-Service -
ein Erfahrungsbericht 
Weber S, Gebel C, Schüler A, Stang A, Bornfeld N, Jöckel KH 
Universitätsklinikum Essen, Augenklinik, Essen 
Einleitung 
Kinder, die vor l 997 in der Universitätsaugenklinik Essen wegen eines Retinoblastoms 
behandelt wurden (Erstbehandlung vor 1969: l 76 Patienten, 1970- 1979: 170, 
1980- 1989: 28 l , 1990- L996: 226, unbekannt: 13), sollen in einer historischen Kohor-
tenstudie zu ihrer heutigen Lebensqualität befragt werden. Die vorhandenen Adressen 
sind mindestens 2 Jahre alt, viele über 5 Jahre. Kann mithilfe eines kommerziellen 
Adress-Recherche-Service die Kohorte schnell und kostengünstig aufgebaut werden? 
Material und Methoden 
Wir nutzen eine Patientendatenbank der Universitätsaugenklinik Essen, um potenzielle 
Probanden für die retrospektive Kohortenstudie zu ennitteln. Nach Ausschluss der Pa-
tienten, die zum Zeitpunkt der Behandlung im Ausland gemeldet waren und denen, die 
nach 1996 behandelt wurden (Ausschlusskriterien für die Kohorte), müssen 866 Adres-
sen der verbleibenden Patienten (512 heute Erwachsene, 354 Kinder) überprüft werden. 
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Tabelle 1: Überprüfung der Namen und Adressen 
als Haushalt U1111.ugs- Person Haus- Person gesamt gesamt nicht 
Person (Nachname adrcsse nicht hall nicht zustell- nicht über· 
zustell- stimmt zustell· nicht o. nicht bar zustell- prilfbar 
bar überein) bar zustell- eindeutig bar 
zustell bar bar identifi· 
zlcn 
Erwachsene 86 147 21 40 29 166 254 69 23 
II ; 5 12 {16,8%) (28.8%) (4,1 %) (7.8%) {5,7%) (32.5%) (49.6%) (13.5%) (4,5%) 
Kinder 18 127 (35,9%) 15 22 53 107 160 75 12 
II ~ 354 {5.1%) (4.2%) (6.2%) ( 15,0%) (30.2%) (45.2 %) {21.1%) {3.4%) 
Gesamtzahl 104 274 36 62 82 273 414 144 35 
n ~ 866 {12.0%) (31.6%) (4.2%) (7,2%) (9,5%) (31.5%) (47.8%) {16.6%) (4.0%) 
Der Service „Adressfactory. web" wird von der Deutsche Post Direkt GmbH*, einer 
Tochtergesellschaft der Deutsche Post AG, zu geschäftlichen Zwecken angeboten. Wir 
installierten das Programm auf unserem PC und bereiteten damit die Adressdatei zur 
Überprüfung vor. Wir nutzten die Teile Überprüfung der Richtigkeit von PLZ, Wohnort 
und Straßennamen (ADR), Überprüfung der Namen zu den Adressen (NAM) und Um-
zugsadressen (UZA). Nach der Fax-Anmeldung der Institution bei diesem Service erhiel-
ten wir einen Benutzernamen, ein Kennwort, eine Registricrungsdatei und Transaktions-
nummern (TAN) zur verschlüsselten lnfonnationsübermittlung per Email zugeteilt. Mit 
diesen haben wir Email-basiert die vorbereitete Adressdatei mit einer l 28bit-Verschlüsse-
lung zur Überprüfung versendet Eine Mail infomuerte uns über den Abschluss der 
Überprüfung und wir konnten mit Hilfe von Benutzernamen, Kennwort und TAN die 
Adressdatei PGP-verschlüsselt auf unseren Rechner laden. Die Datenschutzbeauftragte 
des Universitätsklinikums Essen stimmte dem Vorgehen zu. 
Ergebnisse 
866 Anschriften wurden auf ihre Rjchtigkeit überprüft, 519 (59,9%) waren korrekt, 75 
(8,7 %) wmden korrigiert (PLZ: 6, 01tsnamen: 15, Straßennamen: 43, PLZ und Ort: 1, 
PLZ und Straße: 2, Ort und Straße: 8), 201 (23,2 %) Adressen wurden in ihrer Schreib-
weise geringfügig korrigiert, 35 (4%) waren nicht zu verarbeiten (5 Orte nicht gefunden, 
27 Straßen nicht gefunden, 2 Straßen und l Anschrift mehrdeutig). 36 Umzugsadressen 
wurden mitgeteilt. 
Kosten 
Für die Kosten der Basisbearbeitung (ADR) wurde die Anzahl der überprüften Daten-
sätze zu Grunde gelegt. Sie wurde mit 15,50 € berechnet. Die Korrektur von 75 Adres-
sen kostet 3,75 € (geringfügige Adresskorrekturen werden nicht in Rechnung gestell t). 
Die Kosten für die Informationen, welche Personen/ Haushalte zusteUbar oder w12ustell-
bar sind bzw. korrigiert wurden (NAM), belaufen sich auf l6,92 €, Der Preis für die 
Umzugsadressen (UZA) beträgt 41,40 €. Einschließlich der Mehrwertsteuer kostete die 
Nutzung des Programms 89,98 € (netto 77,57 €). 
Zeitaufwand 
Etwa 10 min benötigten wir, um unsere Adressdatei in die zur Überprüfung notwendige 
Form umzuwandeln (Spaltenauswahl, Umwandlung eigener Spaltennamen in Namen, die 
durch den Service vorgegeben sind, Speicherung im geeigneten Format) und anzugeben, 
welche Komponenten des Service wir nutzen wollen. 23 min dauerte die Überprüfung 
von 866 Adressen durch den Service. 
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Registerauskunft Einwohnermeldeamt 
Laut Internetrecherche werden für jede einfache Auskunft 4-7 € (Berlin 29 €) verlangt, 
erweiterte Auskünfte kosten 7- 14 € (Berlin 39 €), Archivauskünfte werden mit 
5- 15 € in Rechnung gestellt. 
Diskussion 
Ca. 48 % der Adressen wurden als zustell bar eingestuft. Bei zustell baren Haushalten ist 
nicht ersichtlich, ob die gesuchte Person in diesem Haushalt wohnt, aber keine selbst-
ständige Korrespondenz führt und/oder nicht am Geschäftsleben teilnimmt oder ob die 
in diesem Haushalt erreichbaren Personen zufällig den gleichen Familiennamen Lragen. 
Hier sind zusätzliche Informationen über Telefonnummern oder die Vornamen von El-
tern, Geschwistern und Ehepartnern notwendig, um die Sicherheit der Aussage „zustell-
bar" zu erhöhen. 
Fehlende Angaben bei Ort, PLZ oder Straße können nicht ergänz t werden und diese 
Datensätze werden nach der Basis-Überprüfung durch den Adressrecherche-Service nicht 
weiter kontrolliert. 
Die Adressüberprüfung des Service eignet sich als Qualitätssicherung des eigenen 
Adressdatenbestandes. 
Es steht ein kostengünstiges und zeitsparendes Verfahren als Ergänzung der Nachverfol-
gung über Einwohnermeldeämter zur Verfügung. 
Literatur 
Adressfactory. web. Verfügbar unter http://www.deutschepost.de/dpag?lang=de_DE&xm1File=2934 I. 
Zugriff Marz 2003. 
Abstraktnummer 56/22 
Medikamentenverbrauch vor stationärer Therapie 
in einer internistisch-naturheilkundlichen Abteilung 
Hoffmann 8, Moebus S, Michalsen A, Dobos G, Jöckel KH 
Universitätsklinikum Essen, Inst. für Med. Informatik, Biometrie und Epidemiologie, Essen 
Einleitung 
ln1 Jabr I 999 erfolgte die Einrichtung der Modellabteilung Naturheilkunde und Integrati-
ve Medizin der Kliniken Essen Mitte, verbunden mit einem umfassenden kontinuierli-
chen Qualitätssicherungskonzept. Behandelt werden chronisch kranke, überwiegend mul-
timorbide Patienten, die sich durch eine hohe Inanspruchnahme des Gesundheitssystems 
auszeichnen (high utiliser) und die Kostenträger mit hohen Ausgaben belasten. Neben 
der Beschwerdelinderung und der Erhöhung der Lebensqualität ist das Empowerment 
der Patienten (Erlernen von Methoden zur Krankheits- und Stressbewältigung) und die 
Reduktion der Morbidität und der Inanspruchnahme medizinischer Leistungen ein Ziel 
der hier angewandten naturheilkundHchen Ordnungstherapie. In diesem Beitrag wird der 
Medikamentenverbrauch der Patienten vor der stationären Therapie in Hinblick auf An-
zahl und Art der Medikamente analysiert. 
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Material und Methode 
Nicht-kontrollierte Beobachtungsstudie an 115 konsekutiven Versicherten der AOK 
Rheinland, die 2001 oder 2002 zwei Wochen stationär mit naturheilkundlicher Ord-
nungstherapie behandelt wurden. Mit einem vom Patienten auszufüllenden Fragebogen 
werden Angaben zur Soziodemographie, Gesundheitszustand, Lebensqualität und All-
tagsgewohnheiten (Ernährung, Entspannung, körperliche Aktivität) bei Aufnahme, Ent-
lassung sowie 3 und 6 Monate nach Entlassung erhoben. Verwaltungsstatistiken des 
Krankenhauses erfassen Haupt- und Nebendiagnosen sowie Verweildauer der Patienten. 
Der Medikamentenverbrauch, Arbeitsunfähigkeitsdaten und Krankenhausfälle werden re-
trospektiv bis Januar 2000 und prospektiv über die bei der AOK RheinJand vorliegenden 
Prozessdaten erfasst. Medikamentendaten werden nach ATC-Gruppen klassifiziert. 
Ergebnisse 
Von 115 Patienten (mittleres Alter 54 Jahre, 77% Frauen) konnten Prozessdaten der 
AOK ausgewertet werden. Chronisch-degenerative Erkrankungen des Bewegungsappa-
rates (48%), Migräne und Kopfschmerzen (16%) sowie chronische Lungenerkrankungen 
(13 %) waren die häufigsten Aufnahmediagnosen. Insgesamt wurden im Zeitraum von 
Januar 2000 bis Dezember 2002 9866 Medikamente verordnet, das entspricht einem Ver-
ordnungsvolumen von 28,6 Medikamenten pro Patient und Jahr. Vergleichsdaten der Ge-
setzlichen Krankenversicherung geben für 1999 eine durchschnittliche Verordnungs-
anzahl von 4,72 Medikamenten pro Patient und Jahr an [1]. 
Vor der stationären Aufnahme wurden pro Quartal und Patient 8,7 Medikamente verord-
net, wobei Frauen mit 8,9 Medikamenten (95 % K1 7,5- 10,2) etwas höher lagen als Män-
ner (7,9; 95% KI 6,9- 9,0). Patienten in der jüngsten AJtersgruppe (<30 Jahre) erhielten 
durchschnittlich 14 Medikamente pro Quartal (95 % K1 2 ,1-26,0), 30-49-jährige 8,6 
(7,7- 9,5), 50-64-jährige 8,0 (7,0- 9,l) und Patienten der ältesten Gruppe (> 64 Jahre) 
7,9 (7,0- 8,9) Medikamente pro Quartal. 
Mit 14,3 Verordnungen pro Quartal (95 % KI 12,3- 16,3) liegen Patienten mit chro-
nischen Lungenerkrankungen und Schmerzpatienten (10,1; 95 % K1 7,4-12,8) deutlich 
über dem Durchschnitt. 
Die am häufigsten verordnete Medikamentengmppe ist Gruppe A (Verdauungstrakt und 
Stoffwechsel) des ATC-Codes mit 17 ,6 % aller Verordnungen, gefolgt von Gruppe N 
(Zentrales Nervensystem: Analgetika und Psychopharmaka) mit 15,6% und Gruppe C 
(Kreislaufsystem) mit 13,8 %. Die am häufigsten verordnete Einzelsubstanz vor stationärer 
Therapie ist Diclofenac (Voltaren®) mit 3,6% aller Verordnungen, gefolgt von Novamin-
sulfon (Novalgin®) mit 2,3 % und Dimenhydrinat (Vomex®) mit 2,2 % aller Verordnun-
gen. Kombinationspräparate von Schmerzmitteln stehen an 4. und 5. Stelle der Hitliste. 
Naturheilkundliche Präparate machen nur einen geringen Anteil der Verordnungen aus. 
Diskussion/Schlussfolgerungen 
Bei den Patienten der Klinik für Naturheilkunde und Integrative Medizin handelt es sieb 
um multimorbide Patienten, die sich durch einen überdurchschnittlich hohen Arzneimit-
telverbrauch auszeichnen. Der hohe Anteil von Schmerzmedikamenten und Psychophar-
maka (Gruppe N) und Substanzen zur Behandlung und Prophylaxe von Erkrankungen 
des Verdauungstraktes (Gruppe A) lässt sich durch das Erkrankungsspektmm (Schmerz-
patienten mit chronisch-degenerativer Grunderkrankung) erklären. Neben Patienten mit 
Lungenerkrankungen zeichnen sich vor allem Migräne- und Kopfschmerzpatienten sowie 
jüngere Patienten durch einen hohen Arzneimittelkonsum aus [2]. 
Der vorliegende Datensatz ermöglicht zudem diagnose- und patientenbezogene Auswer-
tungen der Veränderungen des Medikamentenkonsums nach stationärer Therapie sowie 
zum Verlauf der Arbeitsunfähigkeitsdaten und der Krankenhausfälle als weitere Indikato-
ren der lnanspruchnahme des Gesundheitssystems. 
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Abstraktnummer 56/23 
Die Entwicklung landesspezifischer aggregierter Schichtindizes 
am Beispiel von Deutschland und Mexiko 
durch optimale Skalierung (aus dem EU-Projekt: 
„Gender and Alcohol - a multinational study") 
Grittner U, Kramer S, Eckloff J, Medina-Mora ME, Romero M, Stroux A, Bloomfield K 
Freie Universität Berlin, Fachbereich Humanmedizin (Universitätsklinikum Benjamin Franklin), Institut 
für Medizinische Informatik, Biometrie und Epidemiologie, Berlin 
Einleitung 
Unterschiede der Sozialschichtzugehörigkeit bilden einen wichtigen Einflussfaktor für 
gesundheitsrelevantes Verhalten. Häufig wird in Studien, die derartige Zusammenhänge 
untersuchen, die Schichtzugehörigkeit über einen der drei klassischen Indikatoren forma-
le Bildung, Einkommen oder Beruf bestimmt. Seltener greift man auf Gesamtindizes 
zurück, die zum Beispiel über die Bildung von Summenscores alle drei Indikatoren 
gleichzeitig berücksichtigen [l]. Wie die verschiedenen Indikatoren dabei in die Sum-
menbildung eingehen, hängt allerdings von theoretischen Vorannahmen ab. So werden 
zum Beispiel verschiedene Berufsklassifikationen als ordinale Skalen verwendet, obwohl 
hierarchische Unterschiede zwischen verschiedenen Berufen zum Teil nur schwer zu be-
gründen sind. Demgegenüber wird in der vorliegenden Arbeit die Konstruktion eines 
landes- und geschlechtsspezifischen kontinuierlichen Schichtindexes vorgestellt, der alle 
drei Indikatoren berücksichtigt und umfangreiche theoretische Vorannahmen venneidet. 
Da bei international vergleichenden Studien häufig nicht alle drei Indikatoren zur Ver-
fügung stehen, wird am Beispiel des Zusammenhangs zwischen Schichtzugehörigkeit 
und Unterschieden im Alkoholkonsum und Trinkverhalten diskutiert, inwieweit formale 
Bildung gegenüber einem aggregierten Index als relativ guter Einzelindikator für soziale 
Schichtzugehörigkeit verwendbar ist. 
Material und Methode 
Im Rahmen des Projektes „Gender and Alcohol - a multinational study" werden Daten 
aus Fragebogenerhebungen aus 26 Ländern unter anderem unter der Fragestellung unter-
sucht, wie der Einflussfaktor der Schichtzugehörigkeit mit verschiedenen Alkoholkon-
sum- und Alkoholproblemvariablen zusammenhängt. Da aufgrund der unterschiedlichen 
Datenbasis leider nicht für alle Länder Variablen für Bildungsabschlüsse, das Einkom-
men und den Benif zur Verfügung stehen, ist die Erstellung eines aggregierten Schicht-
indexes nur für einige Länder möglich. 
Am Beispiel von Fragebogendaten aus Deutschland und Mexiko wird die Entwicklung 
eines solchen Indexes demonstriert. Verwendet wurden die deutschen repräsentativen Da-
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ten aus der Bundessrudie zum Gebrauch psychoaktiver Substanzen von 2000 (postalische 
Studie mit telefonischen Rückfragen, Antwortrate: 50%) [2]. Die mexikanischen Daten 
stammen aus der dritten nationalen Haushaltsstudie zu Abhängigkeit von 1998, die re-
präsentativ für die mexikanische städtische Bevölkerung ist („face to face"-Studie, Ant-
wortrate: 87%). Die Analysen beruhen auf den Angaben von 7001 deutschen und 3988 
mexikanischen Personen im Alter von 25 bis 59 Jahren. 
Für die Analyse des Zusammenhanges zwischen Schichtzugehörigkeit und Trinkverhal-
ten wurden Prävalenzen für Abstinenz, regelmäßigen und häufigen Alkoholkonsum be-
rechnet. 
Ausgangsvariablen für die Bildung des Schichtindexes sind Variablen zum Äquivalenz-
einkommen, nach OECD-Standards kategorisierte Bildungsvariablen [3] und nach dem 
ISC088-Code [4) kategorisierte Berufsgruppenvariablen. 
Mit dem Verfahren der optimalen Skalierung wird auf der Grundlage dieser drei Einzel-
indikatoren ein geschlechts- und landesspezifischer aggregierter Schichtindex empirisch 
bestimmt. Das Verfahren der optimalen Skalierung (nichtlineare Hauptkomponentenana-
lyse) liefert die Möglichkeit, Variablen mit unterschiedlichen Skalenniveaus zu berück-
sichtigen. Auf diese Weise lässt sich zunächst die Dimensionalität des latenten Konstruk-
tes „soziale Schicht" bestimmen. Man erhält außerdem kontinuierliche intervallskalierte 
Objektscores. Rückwirkend ergibt sich für die Einzelindikatoren eine geeignete Skalie-
rung. Es lassen sich sowohl die Abstände der einzelnen Kategorien als auch die Gewich-
tungen, mit denen die Einzelindikatoren in den Gesamtindex eingehen, aus dem Daten-
material ermitteln. 
Ergebnisse 
Das Verfahren der Optimalen Skalierung zeigt, dass sich ein eindimensionaler aggregier-
ter Schichtindex bilden lässt, der parallel zum Einzelindikator Bildung verläuft. Das be-
deutet, dass die Verwendung von Bildung als einzelnem Schichtindikator im Vergleich 
zu einem aggregierten Index zwar zu Vereinfachungen, aber nicht zu groben Verzerrun-
gen führt. Dabei muss allerdings einschränkend festgestellt werden, dass ein geringer 
Teil der Populationen bei der Ve~endung eines einzelnen Indikators falsch klassifiziert 
wird. Das betrifft z.B. Selbstständige mit mittlerem Bildungsabschluss und hohem Ein-
kommen oder Akademiker mit geringem Einkommen. Durch die Bildungsexpansion der 
letzten Jahrzehnte gibt es außerdem eine Generationenverschiebung im Zusammenhang 
zwischen Bildungsabschlüssen und Schichtzugehörigkeit, der man bei ausschließlicher 
Berücksichtigung der Bildungsabschlüsse kaum gerecht wird. 
Dennoch zeigen sich insgesamt ähnliche Tendenzen bei der Analyse von Zusammenhän-
gen zwischen Schichtzugehörigkeit und Alkoholkonsum im Verglei.ch der Verwendung 
beider Indikatoren. 
Diskussion/Schlussfolgerungen 
Die vorgestellte Arbeit orientiert sich vor allem an einer bislang unveröffentlichten Ar-
beit von Gmel und Bisig, die einen ähnlichen Schichtindex für die Schweiz entwickelt 
haben [5]. 
Die Verwendung eines Schichtindikators, der verschiedene Einzelindikatoren berücksich-
tigt, ist gegenüber der Ve~endung eines einzelnen Indikators wie Bildung vorzuziehen, 
da Missklassifikationen so eher vermieden werden können. Ein aggregierter kontinuierli-
cher Schichtindex, der empirisch bestimmt wird und die Einzelindikatoren angemessen 
wichtet, bietet außerdem den Vorteil einer höheren Flexibilität gegenliber multivariaten 
Analyseverfahren. Da er weniger theoretische Vorannahmen berücksichtigen muss als 
herkömmliche Gesamtindizes, wie zum Beispiel der Winkler-Index für Deutschland [6], 
umgeht er die Probleme, die sich aus diesen Vorannahmen ergeben und ist demzufolge 
erfolgversprechender. 
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Im Rahmen des Projektes „Gender and Alcohol" soll für möglichst viele beteiligte Län-
der ein solcher Schichtindex entwickelt werden, der dann für verschiedene Analysen zu 
Fragen des Trinkverhaltens, des Alkoholkonsums und der daraus resultierenden Proble-
me eingesetzt werden kann. 
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Abstraktnummer 56/24 
Natürliche Schwangerschaftsraten: eine prospektive Studie 
Godehardt E, Gnoth C, Godehardt 0 , Frank-Herrmann P, Freundl G 
Heinrich Heine Universität Düsseldorf, Thorax- und Kardiovaskular-Chirurgie, Düsseldorf 
Einleitung 
Die Wahrscheinlichkeit einer Schwangerschaft in aufeinander folgenden Zyklen ist von 
großer Bedeutung für Epidemiologen und Reproduktionsmediziner, die sieb für natürli-
che Fruchtbarkeit interessieren und die ihre Strategie der Therapie des unerfüllten Kin-
derwunsches daran ausrichten wollen. Leider gibt es kaum prospektive Daten zur Wahr-
scheinlichkeit einer Schwangerschaft in aufeinander folgenden Zyklen. Jüngste Studien 
schätzen die Scbwangerscbaftswahrscheinlichkeit aus den rückbljckenden Angaben 
schwangerer Frauen zurzeit bis zum Eintritt der gewünschten Schwangerschaft Dieses 
Vorgeben kann natürlich nicht die reale SchwangerschaftswahrscbeinJicbkeit abschätzen, 
da infertile Paare ausgeschlossen werden. Die vorliegende Studie untersucht deshalb pro-
spektiv die Zeit bis zum Eintritt der gewünschten Schwangerschaft vom ersten Zyklus 
mit Kinderwunsch an in einem unselektioniertem Kollektiv von Paaren, die Methoden 
der Natürlichen Familienplanung (NFP) einsetzten, um schwanger zu werden. 
Material und Methode 
Seit mehr als 15 Jahren läuft die deutsche, prospektive Studie zur Natürlichen FamiJien-
planung. Bis Ende März 2001 wurden 3 1498 Zyklen von 1522 Frauen gesammelt, die 
entweder mit NFP verhüten oder aber ein Schwangerschaft erzielen wollen. Wir beob-
achteten 346 unselektioniene Frauen von ihrem ersten Zyklus an, in dem sie schwanger 
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werden wollten. Die Wahrscheinlichkeit für den Eintritt einer Schwangerschaft in auf-
einander folgenden Zyklen wurde nach Kaplan-Meier für alle Frauen und solche mit 
nachgewiesener Fertilität bestimmt. Beeinflussende Faktoren aus der Anamnese, das Al-
ter und sozioökonomische Charakterisika wurden ebenfalls ausgewertet. 
Ergebnisse 
310 der 346 Frauen wurden schwanger. 36 (10,4) blieben in einem Beobachtungszeil-
raum von 7 ,8 ± 5,4 Monate ungewolll kinderlos. Die Schwangerschaftsraten nach Ka-
plan-Meier für einen, drei, sechs und 12 Zyklen waren 38%, 68 %, 81 % und 92%. Für 
die Frauen, die schließlich schwanger wurden errechneten wir für einen, drei, sechs und 
L2 Zyklen Schwangerschaftsraten von 42 %, 75 %, 88 % und 98 %. Bei denjenigen Frau-
en, die schließlich schwanger wurden unterschieden sieb die altersabhängigen kumulati-
ven Schwangerschaftsraten nicht signifikant. 
Schlussfolgerungen 
In unserer prospektiven Sludie wurden 310 von 346 unselek:tionierten Frauen schwanger. 
Über 80%% empfingen im ersten halben Jahr. Von den übrigen müssen 50% als subfer-
til angesehen werden. Bei denjenigen die schließlich schwanger wurden traten nur 2 % 
der Schwangerschaften nach mehr als 12 Zyklen auf. Wir empfehlen deshalb bereits 
nach sechs Zyklen erfolgloser Anwendung von NFP zum Erzielen einer Schwanger-
schaft Basisuntersuchungen wegen unerfülltem Kinderwunsch, unabhängig vom Alter 
der Frau. Offensichtlich nimmt die Wahrscheinlichkeit auf eine Schwangerschaft mit zu-
nehmendem Alter nicht graduell ab. 
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Abstraktnummer 56/25 
Lebensqualität, Erschöpfung und Depression bei Patienten mit 
schwerer Idiopathischer chronischer Erschöpfung, chronischem 
Erschöpfungssyndrom und selbstberichteter multipler 
Chemikalienunverträglichkeitin einer Ad-hoc Stichprobe 
Schwarzer 8, Bösch H, Naumann J, Walach H 
Universität Freiburg, Institut für Umweltmedizin und Krankenhaushygiene, Freiburg 
Einleitung 
CFS und die MCS sind als selbstattributierte umweltbezogene Erkrankungen vielfach 
beschrieben, schwer therapierbar und in ihrer Ätiologie umstritten. Im Rahmen einer kli-
nischen Studie wird derzeit die Wirksamkeit von Fernheilung bei Patienten mit Severe 
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Idiopathic Cbronic Fatigue (SICF) und Cbronic Fatigue Syndrome (CFS ) mit und ohne 
Selfreported Multiple Chemical Sensitivity (SR-MCS) untersucht In diesem Zusammen-
hang werden Fragebögen zur Messung ihrer Lebensqualität (MOS-SF-36), ihrem Er-
schöpfungsgrad (FSS) und Depressionsgrad (ADS) eingesetzt 
Material und Methode 
In die vierarmige, randomisierte Studie [1] werden Patienten aufgenommen, die nach 
Fukuda [2] unter einer schweren, idiopathischen chronischen Erschöpfung (SICF) leiden 
und eine Mindestkrankheitsdauer von sechs Monaten aufweisen. Ausserdem wird unter-
sucht, ob die Patienten das Vollbild einer chronischen Erschöpfung (CFS) ebenfalls nach 
Fukuda (2) aufweisen und/oder die Kriterien einer multiplen Chemikalienunverträglich-
keit (MCS) nach Cullen (3) erfüllen. Die Rekrutierung erfolgt über 12 umweltmedizi-
niscb ausgerichtete Zentren in Allgemeinpraxen und Kliniken. Die Patienten werden 
grösstenteils über Pressemitteilungen auf die Studie aufmerksam. Nach einem Telefon-
screening des Koordinationszentrums in Freiburg, welches basale Ein- und Ausschluss-
kriterien erfragt, werden die Patienten an die Zentren weitervermittelt. Ein weitaus gerin-
ger Anteil wird direkt durch die Zentren rekrutiert. 
folgende Fragebögen werden eingesetzt: 
1. MOS-SF 36 (Medical Outcome Study - Short Form) in seiner deutschen Form nach 
Bullinger [4) zur Erfassung der Lebensqualität (LQ). Die Items werden in Skalen 
zusammengefasst, die von 0- 100 reichen. Höhere Werte entsprechen einer besseren 
LQ. 
2. FSS (Fatigue Severity Scale) Der Fragebogen erfasst den Schwe regrad der Erschöp-
fung. Er besteht aus neun siebenstufigen Items aus denen der Mittelwert gebildet 
wird, der Werte von l-7 annehmen kann. Der FSS enthält zudem ein Visuell-Ana-
log-Item (0- 100 mm), das ebenfalls den Schweregrad der Erschöpfung misst. In bei-
den Fällen weisen höhere Werte auf einen höheren Erschöpfungsgrad hin 
3. ADS (Allgemeine Depressionsskala) nach Hautzinger und Bailer (5). 
Ein Wert > 23 spricht für eine ernsthafte depressive Störung. 
Ergebnisse 
Die Stichprobe setzt sich aus 299 Patienten im Alter von 18 bis 78 Jahren zusammen. 
Der Altersdurchschnitt liegt bei 48,6 Jahren (SD 11,7). 76,3% der Patienten sind Frauen. 
Die mittlere Krankheitsdauer liegt bei 10,0 Jahren (SD 8,8). 
Im Vergleich zu einer SF-36 Referenzpopulation (Westdeutschland, gesunde Population, 
41-50 Jahre) (4) scheinen die Patienten in ihrer Lebensqualität deutlich eingeschränkt 
zu sein. Insbesondere die SF-36 Subskalen Vitalität (19,4 vs 63,9), körperliche Rollen-
funktion ( l l ,2 vs. 86,9) und der sozialen Funktionsfähigkeit (34,4 vs 88,8) dokumentie-
ren dies. Aber auch die Subskalen körperliche Funktionsfähigkeit (55,4 vs. 88,4), psy-
chisches Wohlbefinden (50,7 vs. 73,7), emotionale Rollenfunktion (54,6 vs 91,3), 
allgemeiner Gesundheitszustand (32,3 vs 67,7) und die Häufigkeit körperlicher Schmer-
zen (43,5 vs 78,2) weisen im Vergleich zur Referenzpopulation auf die schlechte all-
gemeine Verfassung der Patienten hin. 
Dieser Befund wird dadurch unterstrichen, dass sich andere chronisch erkrankte Patien-
ten eine bessere Lebensqualität zuschreiben. 
Patienten mit Krebserkrankung [4], Niereninsuffizienz im Endstadium (9] und Patienten 
mit Erkrankungen des Bewegungsapparates [10) liegen in beinahe allen Subskalen höher. 
(Ausnahme sind niedrigere Werte bei körperlichen Schmerzen bei Patienten mit Erkran-
kungen des Bewegungsapparates). Patienten mit chronischer Hepatitis C (CHC) [6) und 
systemischem Lupus erytbematodes (SLE) [8] liegen in der LQ zwischen den hier unter-
suchten Patienten und der Referenzpopulation. 
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Die Depressionsskala (ADS) weist mit einem Summenscore von 23,2 (SD 9,6) auf einen 
hohen Anteil von Patienten mit depressiver Komponente bei beiden Krankheitsbildern 
hin. 
Ein Mittelwert von 6, 1 (SD 0,95) im FSS zeigt einen signifikant höheren Erschöpfungs-
grad verglichen mit anderen Vergleichsgruppen [6,7) mit CHC. Der FSS-Gesamtwert 
deutet darauf hin, dass sich alle Patienten sehr müde und antriebslos=füblen. 
Insgesamt 142 (47,5 %) der Patienten erfüllen die Kriterien für ICFS bzw. CFS, jedoch 
nicht für MCS. Insgesamt 157 (52,5%) der Patienten erfüllen neben den Kriterien für 
ICFS bzw. CFS auch die für MCS. Die Gruppe mit zusätzlicher MCS-Symptomatik ist 
signifikant älter, in ihrer körperlichen Funktionstüchtigkeit eingeschränkter(SF36) jedoch 
signifikant vitaler(SF36) als die CFS bzw. ICFS Patienten ohne MCS. Die Gmppe mit 
zusätzlicher MCS-Symptomatik ist auch signifikant weniger erschöpft (FSS). 
Diskussion/Schlussfolgerungen 
In der vorliegenden Arbeit wurden in einer umfangreichen Ad-hoc-Stichprobe von 299 
Probanden Daten zur Lebensqualität, Schwere der Erkrankung und einer vorliegenden 
Depression bei Patienten mit SICF, CFS- und SR-MCS-mit SICF erhoben. 
Der hohe Anteil weiblicher Patienten (76%) in der Stichprobe fä!Jt auf, ist aber in anderen 
Studien [12, 13) sehr ähnlich. Dies kann daran liegen, dass Frauen schon in Allgemein-
praxen, aber noch stärker in komplementärmedizinischen Praxen überrepräsentiert sind. 
Im Durchschnitt sind die Patienten beinahe 50 Jahre alt (MW 48,6). Verglichen mit an-
deren ebenfalls nichtrepräsentativen Stichproben [11, 14) mit CFS Patienten sind sie 
deutlich älter. Die Patienten sehen sich insbesondere in der mit ihrer Krankheit vermin-
derten Leistungsfähigkeit und Vitalität e ingeschränkt. In diesem Zusammenhang ist mög-
licherweise die Entwicklung einer begleitenden Depression zu sehen. 
Auch die mittlere Krankheitsdauer von 10 Jahren ist verglichen mit anderen CFS -Kran-
ken deutlich erhöht [13). Vermutlich ist dies auf die in der Studie eingesetzt Behandlung 
durch Fernheilung zurückzuführen, dass sich hier Patienten melden, die von der a!Jo-
pathischen Medizin enttäuscht und durch die lange Krankheitsdauer entmutigt sind und 
sich Heilung auf diesem Wege erhoffen. 
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Abstraktnummer 56/26 
Epidemiologie virusbedingter respiratorischer Infektionen 
bei Kindern in Deutschland 
lhorst G, Schumacher M, Forster J, Petersen G 
Universitätsklinikum Freiburg, Institut für Medizinische Biometrie und Medizinische Informatik, Freiburg 
Einleitung 
Das Respiratory Syncytial Virus (RSV) ist eine der häufigsten Ursachen von Erkrankungen 
der unteren und oberen Atemwege bei Säuglingen und Kleinkindern. Repräsentative Daten 
zur Inzidenz virusbedingler Erkrankungen der unteren Atemwege sind notwendig, da sie 
die Grundlage für die Einschätzung der ökonomischen Bedeutung des RS-Virus bilden. 
Material und Methode 
Die PRI.DE-Studie ist eine auf zwei Jahre angelegle prospektive multizentrische Studie 
mit dem Ziel, Daten zur Inzidenz von virusbedingten Erkrankungen der unteren Atem-
wege im Kindesalter zu erheben. Dazu sind sowohl hospitalisierte Fälle erfasst worden 
als auch solche, die in Kinderarztpraxen vorstellig werden. Der Nachweis von RS-, Pa-
rainfluenza- und Influenza-Viren erfolgte mittels PCR. Mit Methoden der linearen und 
logistischen Regression wurden Analysen zu Risikofaktoren RSV-bedingter Erkrankun-
gen der unteren Atemwege und zum Schweregrad der Krankheit, gemessen an Sauer-
stoffbedarf und Krankenhausaufenthaltsdauer, durchgeführt. 
Ergebnisse 
Anhand der Daten von 1846 Klinikfällen und 1418 Praxisfällen konnte ein Anteil der 
RSV-bedingten Erkrankungen von 38,0% bzw. 26,9% ermittelt werden. Das saisonale 
Auftreten der einzelnen Viren folgt dabei bekannten Mustern. Die Klinik- und die Pra-
xispopulation erwiesen sich als unterschiedlich in Bezug auf das Auftreten der Viren 
und der Diagnosestellungen. Der Schweregrad der Krankheit ist bei Kindern mil nach-
gewiesener RSV-Infektion erhöht. Hochrechnungen auf die pädiatrische Bevölkerung der 
Bundesrepublik Deutschland ergaben eine geschätzte Anzahl an 682128 Fällen von Er-
krankungen der unteren Atemwege bei Kleinkindern in Deutschland, von denen ge-
schätzte 183 761 auf RSV zurückzuführen sind. 
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Diskussion/Schlussfolgerungen 
Wahrend zahlreiche Studien sich auf die Erfassung von Hospitalisationen beschränken, 
konnten hier auch die weniger schweren Praxisfälle erfasst werden. Damit sind erstmalig 
repräsentative Daten zur Epidemiologie virusbedingter Erkrankungen der unteren Atem-
wege bei Kleinkindern ermittelt worden. 
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Abstraktnummer 56/27 
EARL - Ein Frühwarnsystem zur Erkennung von 
Auffälligkeiten in Surveillance-Daten von Infektionsmeldungen 
in NRW 
Taeger D, Rissland J 
Westfälische-Wilhelms-Universität Münster, Institut für Epidemiologie und Sozialmedizin, Münster 
Einleitung 
Mit Einführung des neuen Infektionsschutzgesetzes (IfSG) sind die Anforderungen an 
die moderne Surveillance von Infektionskrankheiten gestiegen. Es werden Instrumente 
benötigt, die das Herausfiltem und Erkennen von Auffälligkeiten in Infektionsmeldungen 
erleichtern. Wir stellen mit der Software EARL ein Frühwarnsystem zur Überwachung 
von Infektionsmeldungen nach §§ 6- 12 des lfSG vor, das am Landesinstitut für den 
Öffentlichen Gesundheitsdienst NRW (Jögd) implementiert ist. 
Material und Methode 
EARL ist eine unter Microsoft Windows lauffähige Anwendung. Sie wertet dje an das lögd 
gemeldeten Infektionen der 54 Gesundheitsämter des Landes NRW aus. Dabei greift sie auf 
die Datenbank der Software SurvNet@RKI des Robert Koch Institutes zurück. Die Meldun-
gen des aktuellen vier Wochen Zeitraumes werden mit den entsprechenden vier Wochen 
Zeiträumen der vergangenen Jahre verglichen. Dabei werden mehrere statistische (parame-
trische wie nicht-parametrische) Verfahren angewendet, um die Abweichungen von akn1-
ellen Meldungen zu den historischen Meldungen zu vergleichen und zu bewerten. 
Die Ergebnisse dieser Vergleiche können im Anschluss ausgedruckt sowie im Microsoft 
Excel-Format oder als RTF-Datei exportiert werden. 
Diskussion/Schlussfolgerungen 
In der Surveillance von Infektionskrankheiten ist es üblich, aktuelle Meldungen mit his-
torischen Daten zu vergleichen. In bestehenden Überwachungssystemen (wie z.B. bei 
den CDC) wird hierzu überwiegend auf eine einzelne Methode zurückgegriffen [l). Da 
zwischen den meldepflichtigen Infektionskrankheiten aber deutliche Unterschiede hin-
sichtlich Verhalten und Verteilung bestehen, ist mit einem Einzelverfahren die Erkennung 
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einer Abweichung nicht sicher möglich. EARL hingegen bietet durch die Implementie-
rung von vielfältigen Methoden eine valide Alternative. Da EARL direkt auf die zentrale 
Datenbank SurvNet@RKl aufsetzt, gestalten sich die Analysen darüber hinaus einfach, 
flexibel und zeitnah. 
Literatur 
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Abstraktnummer 56/28 
Einfluss der Luftfiltration auf Mortalität und Morbidität von 
nosokomialen Pilzinfektionen bei neutropenischen Patienten: 
Ein systematisches Review und Metaanalyse 
Eckmanns T, Gastmeier P, Rüden H 
FU Berlin UKBF, HU Berlin Charite, Zentralbereich Krankenhaushygiene und Infektionsprävention, 
Institut für Hygiene, Berlin 
Einleitung 
Nosokomiale Pilzinfektionen sind eine der Hauptkomplikationen bei stark neutrope-
nischen Patienten und mit einer hohen Letalität assoziiert. Eine hohe Konzentration an 
Pilzsporen stellt einen Hauptrisikofaktor dar. Einzelne Studien kommen zu unterschied-
lichen Ergebnissen über den Nutzen von Raumlufttechnischen-Anlagen mit high efficiency 
particulate air-FiJtern (RLT-HEPA). Verschiedene Empfehlungen sprechen sich mit hoher 
Evidenzkategorie für RLT-HEPA aus. 
Die Ergebnisse der durchgeführten Meta-Analyse werden präsentiert. 
Material und Methode 
In MEDLINE, Empfehlungen (Guidelines), Büchern und Bibliographien der gefundenen 
Artikel wurde nach Arbeiten zur oben genannter FragesceUung gesucht. Die Selektions-
kriterien waren Beobachtungsstudien und randomisierte kontrollierte Studien (RCT), in 
denen Patienten in Zimmern bzw. auf Stationen mit RLT-HEPA oder ohne miteinander 
verglichen wurden. Die Arbeiten wurden von zwei unabhängigen Reviewem durchgese-
hen. Die Metaanalyse wurde mit dem Computerprogramm STATA durchgeführt. 
Ergebnisse 
Insgesamt wurden 16 Studien mit 1.737 Patienten gefunden. Nur zwei Studien davon 
sind nach 1991 durchgeführt worden. Sechs Studien wurden mit dem Outcome Mortali-
tät, sieben mit dem Outcome invasive Pilzinfektion und drei mit beiden Outcomepararne-
tern identifiziert. Zehn Studien sind als RCTs angelegt, von den verbleibenden fünf eine 
als Interventionsstudie und fünf als Kohortenstudien mit einer historischen Vergleichs-
gruppe ohne RLT-HEPA. Zwei der RCTs wurden gemeinsam mit der Interventionsstudie 
und den Kohonenstudien ausgewertet (Nicht-RCT Studien), da die Randomisierung un-
vollständig war. Wegen der zwei Outcomeparameter und der zwei unterschiedlichen Stu-
dientypen (RCT und Nicht-RCT) wurden vier Meta-Analysen durchgeführt [l, 2). 
Wonnatik. Biometrie und Epidemiologie in Med. u. Biol. 34/3 (2003) 
Abstracts der 48. Jahrestagung der GMDS 497 
Es wurde keine signifikante Reduktion der Mortalität gefunden, unabhängig vom Stu-
dientyp (RCT: Relatives Risiko (RR) 0,86; 95 % Konfidenzintervall (CI) 0,65 bis l, 14; 
Nicht-RCT: RR 0,87; CI 0,60 bis 1,25). Hinsichtlich des Outcomes nosokomiaJe Pilz-
infektion war nur das Ergebnis der Nicht-RCT signjfikant (RCT: RR 0,57; CI 0 ,13 bis 
2,53; Nicht-RCT: RR 0,29; CI 0,15 bis 0,54). 
Diskussion/Schlussfolgerungen 
Unser systematische Review führt nicht zur eindeutigen Klärung der FragestelJung. Es 
liegt eine umfangreiche Multi-Centerstudie vor, bei der mit einem RR von 0,85 (95% 
CI: 0,78 to 0,92) für die Einjahressterbewahrscheinlichkeit ein Vorteil für RLT-HEPA 
herauskommt [3]. Obwohl es wünschenswert ist, ist eine prospektive randomisierte dop-
pelblinde Studie heute aus ethischen Gründen nicht mehr durchführbar, da sich die RLT-
HEPA als Standard durchgesetzt hat. 
Zwei Studien konnte in unserer Metaanalyse nicht berücksichtigt werden, da es Wider-
sprüche hinsichtlich der Patientenzahlen in Text und Bild oder Tabelle und Bild gab. 
Eine Studie konnte nur zum Teil in eine Meta-Analyse aufgenommen werden, da eine 
Subgruppe der Patienten auch in einer anderen Studie ausgewertet wurde. Eine Studie 
war eine vollständig Untermenge einer weiteren Studie. 
Oft fallen erst im Rahmen von systematischen Reviews Doppelveröffentlichungen oder 
Widersprüche in den Veröffentlichungen auf, die in der Literatur ein verzerrtes Bild erge-
ben. Bei der hier untersuchten auch kostenrelevanten FragestelJung, haben diese Ver-
öffentlichungen, die durchgehend die Installation einer RLT-HEPA unterstützten, viel-
leicht die Meinungsbildung beeinflusst. 
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Abstraktnummer 56/29 
All-cause and cause specific mortality in a cohort of 20000 
construction workers. Results from a 10 year-follow-up 
Arndt V, Rothenbacher D, Daniel U, Zschenderlein B, Schuberth S, Brenner H 
Deutsches Zentrum für Alternsforschung, Heidelberg, Abt. Epidemiologie, Heidelberg 
Background 
Construction workers are potentially exposed to many heaJth hazards including human 
carcinogens such as asbestos, silica, and other so-called "bystander" exposures from 
shared work places [l , 2). In addition, construction industry is a high risk trade with 
respect to accidents but epiderniologic studies examining mortality among construction 
workers are scant. 
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Methods 
A cohort study was set up with 19.943 male employees from the German construction 
industry who underwent occupationaJ health exams between 1986 and 1992 and were 
fo llowed up until 1999/2000. All cause and cause specific standardized mortaJity ratios 
[SMR] were calculated using age-, sex- and calendar year-specific mortality data from 
the generaJ population as reference. 
Results 
A totaJ of 818 deaths occurred during the 10 year follow-up (SMR = 0.71; 95% confi-
dence interval [Cn = 0.66-0.76). Among those were 299 deaths due to cancer (SMR 
= 0.89; 95% CI = 0.80- 1.00) and 312 deaths due to cardio-vascular diseases (SMR = 
0.59; 95% CI = 0.5 1- 0.69). lncreased risk of mortality was found for non transport 
accidents (SMR = 1.61; 95% CI = 1.1 6-2.24), especiaUy due to falls (SMR = l.87; 
95% Cl = 1.22-2.86) and being struck by falling objects (SMR = 1.90; 95% CI = 
0.99-3.65). Excess monality due to non transport accidents was highest among la-
bourers and younger workers. Risk of getting killed by falling objects was especially 
high for foreign workers (SMR = 4.28; 95% CI = 1.61- 1 l.4 I) and labourers (SMR = 
6.01; 95% CI = 2.26-16.02). 
Conclusion 
Construction worker do not experience higher aJI cause mortality including cancer mor-
tality than men from the general population. However, fataJ injuries due to falls and 
being struck by faJLing objects pose particular health hazards and are primarily preventa-
ble. Further efforts are necessary to reduce the number of fatal accidents and shouJd 
address younger, semi-skilled and foreign workers, in particular. 
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Abstraktnummer 56130 
Cost-effectiveness of Haemophilia Treatment: 
A Cross-National Assessment 
Schramm 8 , Ehlken 8, 8erger K, Siebert U, Schramm W 
München 
Background 
Economic analyses that compare prophylactic versus on-demand treatment are still rare. 
To our knowledge, there are only two studies that ext:rapolated mean lifetime costs of 
on-demand and prophylactic treatment (1, 2]. 
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Objective 
Tue objective of this analysis was to detennine the cost-effectiveness of prophylactic treat-
ment compared with on-dernand treatment in patients with haemophilia over a 1-year 
period from lhe third-party payers' perspective. 
Methods 
A decision-tree model was developed to cornpare clinical outcornes, quality-adjusted life 
years, and costs of prophylactic versus on-dernand creatrnent for three European coun-
ties: Germany, Sweden and the United Kingdom. Applied data were collected by the 
EUROPEAN HAEMOPHlLIA ECONOMIC STUDY GROUP [3]. Patients with severe 
haernophilia A and B, without inhibitors and a minimum age of 14 years were enrolled 
in this sub-analysis. The time horizon of tbe decision-analytic model was one year. 
Health effects were presented in terms of quality-adjusted life years gained (QALYs) as 
well as in terms of the clinical outcome avoided bleeds. 
Results 
A total of 506 patients was included in this analysis. Incremental cost-effectiveness ratio 
(ICER) for prophylactic versus on-demand treatment in one year for HTV-infected pa-
tients younger than 30 yrs ranged from 1.24 million EUR/QALY (Germany) to 1.73 
million EUR/QALY (United Kingdom). For Sweden, the ICER could not be calculated, 
because all patients younger than 30 received prophylactic treatment. For HIV-negative 
patients younger than 30 years, ICER ranged from 2.21 million EUR/QALY (Germany) 
to 3.10 million EUR/QALY (UK). These values were higher than in the HIV-infected 
group, because the incremental effectiveness of prophylactic treatrnent was smaller in 
HIV-negative patients. In patients older than 30 years, ICERs were even higher in HIV-
negative patients, ranging from 4.77 million EUR/QALY (Germany) to 5.7 million 
EUR/QALY (Sweden and UK). In HIV-infected persons older than 30, on-demand treat-
ment dominates prophylactic treatment. Propbylactic Lreatment was more expensive but 
yielded slightJy lower QALY values. 
Conclusion 
Based on our analysis and within the limitations of our short-term model, prophylactic 
treatment has an extremely high cost-effectiveness ratio when only a 1-year time horizon 
is considered. Furt.her research should focus on the long-tenn consequences of the exam-
ined strategies. 
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Abstraktnummer 56/31 
Die Rolle des Teilnahmeverhaltes bei gesundheitspolitischen 
Empfehlungen zu Screeningintervallen bei der Früherkennung 
von Zervixkrebs - Analysen im Rahmen eines HTA 
Sroczynski G, Voigt K, Gibis B, Aidelsburger P, Engel J, Wasem J, Hillemanns P, 
Hölzel D, Goldie SJ, Siebert U 
Harvard Center for Risk Analysis/Harvard School of Public Heallh, Boston, USA 
Einleitung 
Trotz der empfohlenen jährlichen Früherkennungsuntersuchung liegt die Zervixkarzinom-
inzidenz in Deutschland im europäischen Vergleich im oberen Drittel [l, 2]. Dies führt 
zu der Frage, wie die Effektivität des Screenings sinnvoll verbessert werden kann. Scree-
ningintervall, Beteiligungsrate am Screening und Effektivität der Testverfahren und der 
eingeleiteten therapeutischen Maßnahmen beeinflussen die Effektivität der Zervixkarzi-
nomfrüherkennung. Die Teilnahmerate am jährlichen Screening wird auf etwa 36- 51 % 
für Deutschland geschätzt (3, 4). Ziel dieser Untersuchung im Rahmen eines von 
DAHTA@DIMDI in Auftrag gegebenen HTA war es, die Rolle des Teilnahmeverhaltes 
bei gesundheitspolitischen Empfehlungen zu Screeningintervallen bei der Früherkennung 
von Zervixkrebs systematisch mit Hilfe des entscheidungsanalytischen Ansatzes zu eva-
luieren. Das Ergebnis dieser Untersuchung soll einen Beitrag leisten zur Unterstützung 
der Meinungsbildung insbesondere auch von Entscheidungsträgern und damit zur Opti-
mierung der Effektivität und der Ressourcenallokation in der Zervixkarzinomfrüherken-
nung beitragen. 
Material und Methode 
Zur Beantwortung der Fragestellung wurde das German Cervical Cancer Screening Mo-
del eingesetzt. Dieses entscheidungsanalytische Markov-Modell zur klinischen und öko-
nomischen Evaluation von Langzeit-Konsequenzen verschiedener Strategien des Zervix-
karzinom-Screenings wurde im Rahmen eines Health Technology Assessments 
entwickelt. Dabei wurden deutsche epidemiologische Daten, Angaben zur aktuellen 
deutschen Praxis in Diagnose und Behandlung des Zervixkarzinoms und seiner Vorstu-
fen sowie deutsche Kostendaten verwendet. Outcomes dieses Modells sind entdeckte 
Karzinomfälle, zervixkarzinomspezifische Mo1talität, Lebens-erwartung, Lebenszeitkos-
ten und die inkrementelle Kosten-Effektivität in € pro gewonnenes Lebensjahr (€/LJ). 
Für die gesellschaftliche Zahlungsbereitschaft wurde in Anlehnung an die Literatur 
westlicher Gesundheitssysteme 50.000 €/LJ angenommen [5]. Folgende Strategien wur-
den evaluiert: (1) Kein Screening, (2) konventionelles Papanicolaou-Verfahren (Pap), (3) 
Dünnschichtpräparation (DS), (4) Pap mit automatisierter zytologischer Auswertung 
(Pap+ Auto), (5) DS mit automatisierter zytologischer Auswertung (DS+ Auto). Aufgrund 
fehlender Individualdaten im deutschen Kontext zum Teilnahmeverhalten im zeitlichen 
Verlauf wurde im entscheidungsanalytischen Modell die Teilnahmerate als zufällige Teil-
nahmewahrscheinlichkeit bei jeder Screeninguntersuchung, die unabhängig von der Ge-
schichte früherer Ereignisse oder der früheren Screeningcompliance war, vereinfacht mo-
delliert. Dabei wurde die Teilnahmerate am Screening zwischen 0% (keine Teilnahme 
der Frauen am Screening) bis 100% (vollständige Teilnahme aller Frauen am Screening) 
variiert. 
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Ergebnisse 
Die diskontierten inkrementellen Kosten-Effektivitäts-VerhäJtnisse (IKEV) der untersuch-
ten Strategien in Abhängigkeit von den Teilnahmeraten der Frauen am jährlichen Scree-
ning zeigten, dass das konventionelle Screeningverfahren im Vergleich zu der Strategie 
„kein Screening" bei jeder Teilnahmerate als kosteneffektiv zu bewerten ist. Für Frauen, 
die regelmäßig am Screening teilnehmen, lagen die U<EVs der neueren Technologien im 
Vergleich zur Konventionellen jedoch allesamt über 200.000 €/LJ und waren als nicht 
kosteneffektiv zu bewerten. Für die computergestützte Auswertung des Pap-Tests fiel das 
IKEV bei einer Teilnahmerate von unter 65% unter den Schwellenwert von 50.000 €/LJ. 
Eine Einführung von Dünnschichtpräparation alleine oder in Kombination mit einer 
computergestützten Auswertung würde diese Schwelle erst bei einer Teilnahmerate von 
weniger als 40% erreichen. Bei einer regelmäßigen Teilnahme am jährlichen Screening 
können mit dem konventionellen Verfahren gegenüber „kein Screening" 94 Lebenstage 
gewonnenen werden, während der Einsatz neuerer Technologien im Vergleich zum kon-
ventionellen Screening nur durchschnittlich einen halben Tag zusätzlich erbringt. Unter 
der Annahme einer Teilnahmerate von nur 50% am jährlichen Screening erbringt der 
Einsatz neuerer Technologien jedoch im Vergleich zur konventionellen Methode zusätz-
lich 3 Tage und ist im Vergleich zu keinem Screening fast genauso effektiv wie die 
regelmäßige Teilnahme am jährlichen Screening mit der konventionellen Methode. Damit 
könnten die neuen Technologien im derzeit praktizierten jährlichen Screening bei Sub-
populationen, die nicht regelmäßig am Screening teilnehmen, medizinisch effektiv und 
kosteneffektiv eingesetzt werden. Sensitivitätsanalysen für die Länge des Screeninginter-
vaUs zeigten, dass eine Verlängenmg des Screeningintervalls eine höhere inkrementeUe 
Effektivität der neuen Screeningverfahren im Vergleich zum konventionellen Verfahren 
bewirkt. In der gesundheitsökonomischen Evaluation drückte sieb dieses durch eine Ver-
besserung der JKEV für die neuen Verfahren mit zunehmender Intervalllänge aus. 
Diskussion/Schlussfolgerungen 
Die Teilnabmerate am Screening hatte in den Modellanalysen einen deutlichen Effekt 
auf die Effektivität und Kosteneffektivität der neuen Screeningverfahren im Vergleich 
zum konventionellen Pap-Test. Bei dem derzeit in Deutschland praktizierten jährlichen 
Screening ist das konventionelle Screening im Vergleich zu ,,kein Screening" unabhängig 
von der Teilnahmerate der Frauen als medizinisch effektiv und kosteneffektiv zu bewer-
ten. Es konnte jedoch gezeigt werden, dass basierend auf der Evidenz der eingeschlosse-
nen Studien die neuen Technologien bei Frauen, die nicht regelmäßig am Screening teil-
nehmen, kosteneffektiv sein könnten. Dies ist folgendermaßen zu erklären: Die 
Entwicklung eines invasiven Zervixkarzinoms aus den Zelldysplasien benötigt mehrere 
Jahre. Selbst bei einer relativ geringen Sensitivität des Pap-Tests wird die Gesamteffekti-
vität dieses Tests dadurch erhöht, dass er jährlich durchgeführt wird. Es ist sehr unwahr-
scheinlich, dass sich bei einer regelmäßigen Screeningteilnahrne eine vorliegende Zell-
dysplasie über Jahre hinweg wiederholt als falsch-negativer Befund ergibt. Dies lässt 
neuen Technologien mit einer höheren Sensitivität geringen Raum für eine Verbesserung 
der Gesamteffektivität. Läsionen, die mit den neuen Technologien früher entdeckt wer-
den, wären zum allergrößten Teil mit dem Pap-Test in einem der folgenden Jahre so 
rechtzeitig entdeckt worden, dass ebenfalls eine Heilung zu erzielen wäre. Eine zusätz-
liche Erhöhung der test-positiven Frauen hätte also weitgehend nur zusätzliche Nachsor-
geuntersucbungen und Prozeduren zur Folge, die die Patientinnen emotional belasten 
und zu erhöhten Kosten führen, ohne den medizinischen Nutzen nennenswert zu erhö-
ben. Für den Fall einer unregelmäßigen Screeningteilnahme ist diese Sicherheit aller-
dings durchbrochen und die Gesamtsensitivität des Pap-Verfahren sinkt soweit, dass eine 
neue Screeningtechnologie mit erhöhter Einzeltest-Sensitivität auch einen deutlichen Ge-
winn bezüglich der Gesamtsensitivität erwirken kann, der zudem kosteneffektiv ist. Die-
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se Untersuchung zeigt, dass bei einer systematischen Evaluation vor der Einführung neu-
er Technologien in ein Gesundheitssystem auch d ie spezifischen Risikogruppen zu be-
rücksichtigen und ggf. risikoadaptierte Empfehlungen auszusprechen sind. Es ist aller-
dings darauf hinzuweisen, dass verbesserte Technologien nicht allein zur Verbesserung 
der Versorgung führen. In Deutschland entspricht das Früherkennungsprogramm einem 
sogenannten opportun istischen Screening, d. h. Frauen werden nicht aktiv zum Screening 
eingeladen, sondern eine Screening-Untersuchung erfolgt zumeist im Rahmen eines Rou-
tinebesuchs beim Gynäkologen mit informierter Zustimmung. Die Teilnahmeraten am 
jährlichen Screening in Deutschland werden auf etwa 36-5 1 % geschätzt [3, 4). Durch 
eine persönliche schriftliche Einladung der Zielgruppe könnte die Teilnahmerate erheb-
lich erhöht werden, wie es zum Beispiel in England gezeigt werden konnte. Eine effi-
ziente Ressourcenallokation sollte neben der risikogruppenspezifischen Anwendung ver-
besserter Screeningtests ferner auch mit Maßnahmen zur Erhöhung der Teilnahmeraten 
an der Früherkennung einhergehen. Nicht zuletzt kann den Frauen, die sehr selten oder 
gar nicht am Früherkennungsprogramm teilnehmen, durch Technologieverbessemngen 
nicht geholfen werden. Das effiziente Verhältnis zwischen einer Allokation von Ressour-
cen in Technologieverbesserung versus Maßnahmen zur Erhöhung der Technologie-
akzeptanz gehören zum zukünftigen Forschungsbedarf. Ferner besteh t Forschungsbedarf 
in den Bereichen Psychologie und Public Health, um weitere Evidenz zum Teilnahme-
verhalten zu erhalten. Zusätzlich sind weitere Modellanalysen durchzuführen, in denen 
die Auswirkungen verschiedener (nicht-zufälliger) Teilnahmeverhaltensweisen ermittelt 
werden. 
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Abst.raktnummer 56/32 
Identifikation unabhängiger Prädiktoren 
für direkte und indirekte Kosten bei der Parkinson-Krankheit 
Bornschein B, Spottke A, Berger K, Oertel WH, Dodel RC, Siebert U 
Bayerischer Forschungsverbund Public Health, München 
Einleitung 
Morbus Parkinson ist eine der häufigsten neurodegenerativen Erkrankungen mit einer 
Prävalenz von ca. 600- l.500/100.000 unter über 65-Jährigen [J, 2]. Mit den derzeitigen 
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Therapiemöglichkeiten kann das Fortschreiten der Erkrankung nicht aufgehalten werden. 
Für die Behandlung Parkinson-Erkrankter werden jährlich erhebliche Ressourcen auf-
gewendet [3]. So berichtet die gesetzliche Krankenversicherung für das Jahr 1999 Arz-
neimittelkosten von über 240 Mio. EUR sowie mehr als 630.000 Krankenhaustage (Ge-
sundheitsberichterstattung des Bundes). Das Ziel unserer Analyse war es, relevante 
unabhängige Prädiktoren für diJekte und indiJekte Kosten zu identifizieren. 
Material und Methode 
Wir untersuchten die Daten des ersten 6-Monats-Zeitraums einer prospektiven Krank-
heitskostenstudie, die im Rahmen des Kompetenznetz Parkinson-Syndrome durchgeführt 
wmde (4). Insgesamt wurden 152 Patienten unterschiedlicher Schweregrade und ver-
schiedener Versorgungsebenen eingeschlossen. Es wurden drei verschiedene ökono-
mische Zielgrößen getrennt voneinander untersucht: (1) direkte Kosten ohne Medika-
mentenkosten, (2) parkinson-spezifische Medikamentenkosten und (3) indirekte Kosten. 
lndiJekte Kosten wurden nach dem Humankapitalansatz für Patienten unter 65 Jahren 
berechnet (5). Bis auf die indirekten Kosten waren alle Kosten rechtsschief verteilt und 
wurden für die Regressionsanalysen logarithmiert. Für die direkten Kosten ohne Medika-
mentenkosten und die parkinson-spezifischen Medikamentenkosten wurden multiplikati-
ve multivariable Regressionsmodelle entwickelt. Die indirekten Kosten wurden in einem 
zweistufigen Verfahren modelliert: in einer ersten Stufe wurde mittels logistischer Re-
gression das Vorliegen von indirekten Kosten analysiert, anschließend in der Subgruppe 
der Patienten mit indirekten Kosten deren Höhe in einem additiven linearen Regressions-
modell geschätzt. Prädiktive Faktoren wurden über ein p-Wert gesteuertes Vorwärts-Se-
lektionsverfahren identifiziert (p < 0, 1). Dabei wurden Zweiweg-Wechselwirkungsterme 
zugelassen. Dargestellt werden die Prädiktoren mit Regressionskoeffizienten (Beta), ggf. 
den relativen Kosten (exp[Beta]), 95%-Konfidenzintervallen (95% Kl) und p-Werten, 
der Anteil der erklärten Varianz wird als R2 angegeben. 
Ergebnisse 
Es konnten die Daten von 145 Patienten ausgewertet werden. Das Durchschnittsalter be-
trug 67,3 Jahre (SD 9,6), 67% waren Männer. 
Direkte Kosten ohne Medikamentenkosten (Tab. 1): Gegenüber der Gruppe mit der ge-
ringsten Symptomatik (Hoehn & Yahr Stadium IJIJ) waren die direkten Kosten beim 
Stadium IIl auf das 2-fache erhöht und beim Stadium TVN auf das 7,5-fache. Das krank-
heitspezifische Lebensqualitätsinstrument „Parkinson 's Disease Questionaire 39" (PDQ 
39) war mit einer Erhöhung der Kosten um 2,4% pro Score-Punkt assoziiert (Werte-
bereich 0- 100, Optimum = 0). 
Kosten für Parkinson-Medikamente (Tab. 2): Die Kosten für Parkinson-Medikamente wa-
ren höher bei jüngeren Patienten (2,9 %) und bei Männern (Faktor 1,6). Schlechtere Wer-
Tabelle l: Kostenbestimmende Faktoren für direkte Kosten, Parameter des Regressionsmodells 
Variable Beta Relative Kosten 95% Kl p-Wert 
[EUR) 
lntercept 4,309 74,344 (41,916; 131,860) < 0.0001 
HY-Stadium UJ (vs. I/II) 0,728 2,070 (0,994; 4,311) 0,052 
HY-Stadium JV/V (vs. I/II) 2,015 7,501 (2,928; 19,221) < 0.0001 
PDQ 39 (pro Einheit) 0,023 1,024 (1,002; 1,046) 0,032 
Adjustiertes R2 = 28,4% (abhängige Variable: logarithmierte Kosten), n = 136 
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Tabelle 2: Kostenbestimmende Faktoren für Medikamenten-Kosten, Parameter des Regressionsmo-
dells 
Variable Beta Relative Kosten 95 % KJ p-Wert 
[EUR] 
Intercept 7,445 1720,3 (438,2; 6753,7) <0,0001 
Alter (Jahre) - 0,029 0,9715 (0,957;0,987) 0,0003 
Geschlecht (männlich vs. weiblich) 0,481 1,6157 (l,208; 2,161) 0,0014 
UPDRS Summe U2-U4 (pro Einheit) 0,013 1,0130 (l,006; L,020) 0 ,0003 
EQ-5D Index (pro 10 Punkte) 0,087 1,0906 (l,012; 1,176) 0,0241 
Adjustiertes R2 = 28,0% (abhängige Variable: logarithmierte Kosten), n = 114 
Tabelle 3: Kostenbestimmende Faktoren indirekte Kosten, Parameter des Regressionsmodells 
Variable 
Intercept 
UPDRS U (pro Einheit) 














te auf der krankheitsspezifischen Symptomskala „Unified Parkinson's Disease Rating 
Scale" (UPDRS, Wertebereich der Subskalen U2-U4: 0-183, Optimum = 0) und bes-
sere Werte des generischen Lebensqualitätsindex EuroQoL (EQ-5D, Wertebereich: 
0-100, Optimum = 100) war mit höheren Medikamentenkosten assozüert. 
Indirekte Kosten (Tab. 3): Die Wahrscheinlichkeit für das Vorliegen indirekter Kosten 
(d. h. Kosten größer Null) war assoziiert mit Alter, klinischem Zustand, Vorliegen einer 
Depression, erfolgten Stürzen und der Lebensqualität (PDQ 39). 1n der Subgruppe der 
Patienten, bei denen indirekte Kosten anfielen, hingen diese von den Variablen klinischer 
Zustand (UPDRS) und erfolgte Stür.Ge ab (Tab. 3). 
Diskussion/Schlussfolgerungen 
Wir entwickelten einen regressionsbasierten Ansatz zur Identifikation wesentlichsten Prä-
diktoren bei den Krankheitskosten des Morbus Parkinson. Krankheitskostenstudien be-
schränkten sich bislang meist auf deskriptive oder univariable Analysen [6, 7) und für 
Deutschland liegen Daten nur aus wenigen Studien vor (3]. zusammenfassend kann fest-
gestellt werden, dass für direkte und indirekte Kosten vor allem klinische Variablen zum 
Schweregrad der Erkrankung und Lebensqualitätsparameter die Kosten prädizieren kön-
nen. Allerdings ist der Anteil der erklärten Varianz für alle Kosten mit ca. 30% relativ 
moderat. 
Einschränkend ist auf die Limitierung der Aussagen durch teilweise geringe Fallzahlen 
hinzuweisen, so wurden insgesamt 145 Patienten ausgewertet, indirekte Kosten entstan-
den nur bei 30 Patienten. Dies erscheint insbesondere im Hinblick auf die erhebliche 
Varianz der Kostendaten von Bedeutung. Ferner ist die Interpretation bestimmter Ergeb-
nisse noch nicht eindeutig. So sind beispielsweise Kosten für Parkinsonmedikamente bei 
guter Lebensqualität höher, als bei niedrigen Werten. Dies könnte entweder dadurch er-
klärt werden, dass moderne und teure Medikamente über bessere Effektivität zu besserer 
Lebensqualität führen, oder dass Patienten mit größerer Zufriedenheit aktiv teurere The-
rapien einfordern. Zu diesen offenen Fragen sind weiterführende Analysen erforderlich. 
Diese Überlegungen und die Tatsache, dass es sich um Beobachtungsdaten handelt, be-
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deutet, dass die Ergebnisse als Prädiktionen und nicht als Kausalzusammenhänge zu in-
terpretieren sind. 
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Abstraktnummer 56/33 
Klinikökologie - Darstellung alternativer Entsorgungsverfahren 
unter Einbeziehung ihrer wirtschaftlichen, 




Die Notwendigkeit der Kostenreduktion im Gesundheitswesen und die daraus resultie-
renden Forderungen nach unternehmerischem Denken, haben zu einem Wandel des Ge-
sundheitssystems geführt. Um dem wachsenden Kosten- und Wettbewerbsdruck stand-
halten zu können, sehen sieb Einrichtungen des Gesundheitswesens gezwungen, ihre 
ineffizienten Strukturen zu analysieren, um Abläufe zu optimieren und Einsparpotenziale 
freizusetzen. Die Versorgung der Patienten zur Erhaltung bzw. Wiederherstellung ihrer 
Gesundheit als Hauptaufgabe der Krankenhäuser darf durch diese Maßnahmen jedoch 
auf keinen Fall negativ beeinflusst werden. Bei der Erbringung der Dienstleistung der 
Krankenhäuser entstehen unerwünschte Nebenprodukte, wie Abfälle und Abwässer, die 
Belastungen von Mensch und Umwelt mit sieb bringen können. Daher rücken neben den 
o. g. ökonomischen Aspekten auch die ökologischen Anforderungen im Sinne einer 
nachhaltigen Entwicklung immer stärker ins Bewusstsein und sorgen dafür, dass bei al-
len Beteiligten auch die Thematik der Abfallentsorgung an Bedeutung gewinnt. Hinzu 
kommt, dass die Zunahme des Abfallaufkommens insgesamt und die Abfallmengen 
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krankenhausspezifischer Abfälle pro Berc und Tag in den letzten Jahren zu einer Ver-
schärfung der Entsorgungssituation und steigenden Kosten geführt haben. Daher muss 
die Abfallentsorgung als Teil des Umweltschutzes im Krankenhaus betrachtet werden. 
Das Krankenhaus befindet sich im Spannungsfeld zwischen medizinischen Möglichkei-
ten, Gewinnmaximierung und Umweltschutz. Diesen Konflikt gilt es zu lösen. Erklärtes 
Ziel ist also eine Ausschöpfung medizinischer Möglichkeiten, wirtschaftlich und unter 
Beachtung eines Höchstmaßes an Umweltsicherung. Ziel der Arbeit ist es, den Entschei-
dungsträgern Krankenhäusern über die Darstellung der Alternativen eine Entscheidungs-
hilfe zur Auswahl der sinnvollsten Lösung an die Hand zu geben. 
Material und Methode 
Die Arbeit führt in die Thematik der AbfallwirtscbafL im Gesundheitswesen eio. Der 
Schwerpunkt liegt darin, die vorhandenen Technologien zur Abfallentsorgung mit logisti-
schen Abläufen in Krankenhäusern zu verknüpfen. Dazu ist zunächst eine ausführliche 
Beleuchtung der rechtlichen Entwicklung und der derzeitigen Situation in Bezug auf den 
Ablauf und die Organisation der AbfaUentsorgung nötig. Daran schließt sieb die Darstel-
lung des Standes der Entsorgung von Krankenhausabfällen sowie die dazu verwendeten 
Technologien zur Vor- und Endbehandlung kraokenhausspezifischer Abfälle an. Es wird 
versucht, die aktueUe Situation in einer Ergebniskarte zusammenfassend darzustellen. 
Neben Gesichtspunkten wie hygienischen Anforderungen und Schutz vor Gefährdungen, 
werden in der Arbeit sowohl ökologische als auch ökonomische Aspekte beachtet. An-
hand dieser Kriterien lässt sich unter Berücksichtigung der rechtlichen Vorgaben und 
innerbetrieblichen Ziele am Ende eine Bewertung der Entsorgungsvarianten klinikspezi-
fischer Abfälle ableiten, in die Lösungs- und Verbesserungsvorschläge integriert wer-
den. 
Ergebnisse 
Als Verfahren wurde die Sonderabfallverbrennung als bisher meistgenutzte Technologie 
zur Entsorgung von Krankenhausabfällen mit den Alternativen der umgekehrten Poly-
merisation und der Desinfektion verglichen. Das Hauptziel der Abfallverbrennung liegt 
in der Bildung einer leistungsfähigen Scbadstoffsenke zur Minimierung von Gefähr-
dungs- und Schadstoff-Potenzialen, was einerseits durch die Zerstörung von Organikver-
bindungen, zum anderen durch die Aufkonzentration von anorganischen Problemstoffen 
in den Rauchgasreinigungsrückständen und zum Teil in der Schlacke erreicht werden 
kann. Die problematischen Stoffe werden durch die nahezu vollständige Oxidation der 
organischen Abfallstoffe zerstört (Inertisierung) und die Abfälle somit hygienisiert. Rest-
stoffe sind Kohlendioxid, Wasser und unproblematische, sicher entsorgbare Stoffe. Ne-
ben der Hauptfunktion als Schadstoffsenke treten erwünschte Nebeneffekte wie die ma-
ximale Minderung von Abfallvolumen und -gewicbl um bis zu 90% und die Nutzung 
der im Abfall enthaltenen Energie oder ein stoffliches Recycling bei Rückgewinnung 
wiederverwertbarer Stoffe auf. 50% aller Krankenhäuser in Deutschland lassen bisher 
ihre C-Abfälle in Sondermüllverbrennungsanlagen verbringen. Die Variante der umgekehr-
ten Polymerisation am Standort, die in England bereits eingesetzt wird, kann dezentral für 
die hochpreisigen klinikspezifischen Abfälle ohne Vorbehandlung eingesetzt werden. Die 
Besonderheit bei dieser Methode liegt darin, dass mithilfe direkter Mikrowellenbestrah-
lung unter Stickstoffatmosphäre bei Temperaturen von l 50-250 °C eine Zersetzung der 
Abfälle in i.bre Basiskomponenten erfolgt („umgekehrte Polymerisation"). Das Verfahren 
der umgekehrten Polymerisation ist keine Verbrennung, so dass durch Vermeidung von 
Oxidationsprozessen weniger Emissionen auftreten und unerwünschte Verbrennungsbei-
produkte entfallen. Durch diesen Prozess werden Gewicht und Volumen der Abfälle um 
ca. 80% reduziert und pathogene Erreger inaktiviert (Sterilisation). AJs Reststoff bleiben 
hauptsächlich sterilisierte Kohlenstoffe und einige Mineralstoffe, die mit dem normalen 
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Hausmüll entsorgt werden können. Als weitere Möglichkeit zur Vorbehandlung klinik:-
spezifischer Abfälle bietet sich die Methode der Desinfektion in einem Autoklaven an. 
Darunter versteht man Verfahren zum irreversiblen Inaktivieren und Abtöten von patho-
genen Mikroorganismen und krankheitserregenden Keimen im Abfall . Laut Robert 
Koch-Institut sind zur Desinfektion von Abfällen ausschließlich thennische Verfahren zu 
verwenden. Bei den hier betrachteten Verfahren handelt es sich um Dampfdesinfektions-
verfahren nach dem Vakuum-Dampf-Vakuum-Prinzip (fraktioniertes Vakuumprinzip), die 
mit Sattdampf als Medium und mechanischer Evakuierung arbeiten. Das BGA schreibt 
vor, dass durch mehrmaliges Evakuieren im Wechsel mit dem Einströmenlassen von 
Sattdampf die Luft aus Kammer und Desinfektionsgut verdrängt werden muss. Im Ver-
gleich zur Verbrennung ist die Desinfektion im Autoklaven die umweltfreundlichere Al-
ternative. Zum Betrieb werden lediglich ein Strom- und ein Leitungswasseranschluss be-
nötigt. Die Logmed-Anlage/ Sytem Göldner als Konzept zur hygienischen Entsorgung 
von Abfällen aus Gesundheitsdiensten mit der Zielsetzung einer Rohstoffrückgewinnung 
erfasst die Abfälle ohne vorherige Sortierung als Gebinde in handelsüblichen hermetisch 
verschlossenen Einweg-Sammelbehältern. Durch eine effektive Zerkleinerung des Gutes 
in einem geschlossenen System wird zunächst eine Volumenreduktion um 80% auf 20% 
erreicht, und die Abfälle werden für die anschließende Aufheizung und Dampfdesinfek-
tion leicht zugänglich gemacht. Nach der Behandlung liegen die Abfälle als trockenes 
rieselfähiges Granulat vor. Zur Behandlung in der Sterifant-Anlage werden spezielle, pa-
tentierte Behälter aus hochwertigem Kunststoff benutzt, die Bestandteil des Systems sind 
und bis zu hundert Mal wiederverwendet werden können. Nach dem Desinfektionsvor-
gang können die Behälter z. B. einem Shredder und/oder einer Pressvorrichtung zuge-
führt werden. Bei beiden Verfahren können die Rückstände nach der Behandlung wie 
normaler Hausmüll entsorgt werden kann. Aufgrund des organischen Anteils in den 
Reststoffen ist eine anschließende Deponierung laut TA Siedlungsabfall nur bis 2005 
möglich. Allerdings ergibt sich im Anschluss an eine Desinfektion die Möglichkeit der 
mechanisch-biologischen Behandlung oder einer Trennung der Wertstoffe und somit einer 
Verwertung derselben. Beide Anlagen zur stofflichen Verwertung von Klinikabfällen 
können entweder stationär eingesetzt oder auch mobil betrieben werden, was eine Zusam-
menarbeit mehrerer Kliniken ermöglichen würde. In Anknüpfung an den Vergleich der Ent-
sorgungsaltemativen nach ausgewählten ökologischen, ökonomischen und gesellschaftS-
politischen Parametern, Lassen sich die zusammengefassten Ergebnisse in einer Matrix 
darstellen (vgl. Tab. 1). 
Es wird deutlich, dass die konventionelle Variante der Sonderabfallverbrennung bei allen 
drei betrachteten Parametern relativ zu den anderen am schlechtesten abschneidet. Die 
ethischen Ansatzpunkte, die als soziale bzw. gesellschaftspolitische Komponente gesehen 
werden können, sind bei allen drei Alternativen zur Verbrennung vergleichbar und dieser 
gegenüber positiv einzuschätzen. Aus ökologischer Sicht ist die umgekehrte Polymerisa-
tion ähnlich positiv zu bewerten wie die Desinfektion. Vom Blickwinkel des Ökonomen 
aus, ist sowohl der Kauf, als auch der Betrieb der Anlage jedoch derzeit sehr teuer. Die 
Desinfektion stellt eine sowohl ökologisch sinnvolle, als auch betriebswirtschaftlich ef-
fektive Form der Abfallbehandlung dar. Dabei erhält das System Sterifant gegenüber 
dem System Göldner einen weiteren Pluspunkt aufgrund der Verwendung von Mehrweg-
behältern. Hinzu kommt die modulare Bauweise, die eine gute Auslastung der Anlage 
möglich macht. Auch aus betriebswirtschaftlicher Siebt kann das Desinfektionssystem 
Sterifant als kostengünstigstes Verfahren zur Abfallbehandlung krankenhausspezifischer 
Abfälle am Entstehungsort empfohlen werden, wobei noch einmal darauf hingewiesen 
werden muss, dass es sich dabei nicht um eine allgemeingültige Lösung handeln kann, 
da sowohl die regionalen Rahmenbedingungen der Abfallwirtschaft, als auch die Organi-
sationsstrukturen von Krankenhäusern zum Teil sehr unterschiedlich sein können. Daher 
muss die Abschätzung der Nachhaltigkeit des jeweiligen Verfahrens anhand der aktuellen 
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Tabelle 1: Matrix zur Bewertung der einzelnen Entsorgungsvarianten 
(eigene Darstellung) 
Variante 
Sonderabfall- Desinfektion Desinfektion 
Verbrennung System Göldncr System Sterifanz 
Ökologische Parameter 
Transport - + + 
Behälter - () + 
Emissionen ( ) () ( ) 
Abwasser - + + 
Chemikalien () () () 
... 




Nachweis - + + 
Inves1 ( ) - -
Betriebskosten ( ) + ++ 
Soziale Parameter 
Ethik ( ) + + 
+ positiv, - negativ, ( ) neutral 
umgekehne 
Polymerisation 









Gegebenheiten für jeden Fall im Speziellen betrachtet werden. Dabei kann die vorliegen-
de Arbeit als erster Ansatzpunkt dienen. 
Diskussion/Schlussfolgerungen 
Es wurde gezeigt, dass sowohl aus ökologischer als auch aus ökonomischer Sicht d.ie 
konventionellen Entsorgungsprozesse neu organisiert werden sollten. Die Entsorgung 
macht am Gesamtbudget eines Krankenhauses zwar nur einen geringen Prozentsatz aus; 
trotzdem sind mithilfe alternativer Verfahren Einsparpotenziale zu realisieren. Dieses be-
triebswirtschaftliche Argument muss im Kontext des steigenden Kostendrucks der Ein-
richtungen und des Wandels im gesamten Gesundheitswesen gesehen werden. Im Gegen-
satz zu dem auf den ersten Blick relativ gering erscheinenden Budgetanteil stehen die 
immensen ökologischen Auswirkungen. Daher werden alternative Verfahren - auch im 
Bereich der Abfallwirtschaft, speziell der Entsorgungstechnologien immer größere Be-
deutung erlangen. Auch - oder gerade - im Krankenhausbereich, der als größter Ar-
beitgeber im Gesundheitswesen gilt, sollten sowohl Beschäftigte als auch Patienten zu 
ökologischem Handeln bewegt werden. Das Gesundheitswesen, dessen Hauptaufgabe in 
der Erhaltung bzw. Wiederherstellung des GesundheitSzustandes des Menschen liegt, hat 
daher im Kontext des UmweltSchutzes eine besondere Stellung, da die Umwelt bzw. 
deren Belastung wiederum Auswirkungen auf das Wohlbefinden des Menschen hat und 
es somit zu einer Ursache-Wirkung-Beziehung kommt Daraus sollte sich besonders für 
Krankenhäuser, die im Spannungsfeld zwischen Ökonomie, Ökologie und Gesellschaft 
stehen, eine besonders umsichtige und umweltgerechte, nachhaltige Handlungsweise er-
geben. Wie gezeigt werden konnte, stehen diese Bereiche n.icht zwangsläufig im Wider-
spruch zueinander, sondern können unter bestimmten Umständen sogar synergetisch zu-
einander stehen. 
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Abstraktnummer 56/34 
Kuppelproduktion und Trennungsrechnung 
in der Hochschulmedizin 
Felder S, Horvath D 
ISMHE, Magdeburg 
Einleitung 
Medizinische Fakultäten stellen ein Kuppelprodukt bestehend aus Lehre, Forschung und 
stationärer (als auch ambulanter) Versorgung her. Dabei entstehen Verbundvorteile, die 
bei der Trennungsrechnung für die Bereiche zu berücksichtigen sind. Der Beitrag wendet 
das Konzept der internen Subventionierung auf die Hochschulmedizin an, stellt die Im-
plikationen für die Trennungsrechnung dar und schätzt das Ausmaß der Vorteile der 
Kuppelproduktion. 
Material und Methode 
In der einfachsten Form sind Betten- und Studentenzahl die Outputs, während die Gesamt-
kosten (Versorgungsbudget plus Landeszuschuss) den Input der Produktion „Hochschulme-
dizin" darstellen. Neben einer Kostenfunktion des Translog-Typs werden Verhaltens-Kos-
tenfunktionen geschätzt. Die Daten stammen hierbei aus der Forschungslandkarte 
Hochschulmedizin 2002 des BMBF und betreffen das Jahr 2000. 
Ergebnisse 
Die Verbundkosten der Kuppelproduktion betragen im Mittel 12 Prozent der Gesamtkos-
ten. Die Zusatzkosten für Betten und Studenten variieren deutlich in Abhängigkeit der 
Größe der Fakultäten bzw. der Klinika. 
Diskussion/Schlussfolgerungen 
Das Konzept der internen Subventionierung, das bei Netzdiensten wie der Bahn, der 
Elektrizität und der Telekommunikation angewendet wird, eignet sich auch für die Hoch-
schulmedizin. Angesichts der mit der DRG-Einfühmng zu erwartenden Einschnitte in 
den Versorgungsbudgets gewinnt die Trennungsrechnung erheblich an Bedeutung. Empi-
rische Schätzungen zu den Zusatzkosten der einzelnen Bereiche der Hochschulmedizin 
sind wichtig, um interne Subventionierung zu vermeiden und die Stabilität der gemein-
samen Produktion zu sichern. 
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Abstraktnummer 57/1 
BurnCase 30 - Software zur Dokumentation 
und Verschlüsselung der Verbrennungbehandlung 
Rodemund C, Haller H, Dimberger J, Giretzlehner M, Sigi D 
Unfallkrankenhaus Linz Österreich, AUVA, Linz 
Einleitung 
In der Behandlung von Patienten mit schweren Verbrennungen ist die Dokumentation 
der Verletzungsausmaßes und des Therapieverlaufes ein unverzichtbarerer Teil der Be-
handlung. 
Sie ermöglicht die individuelle Therapie, ist Grundlage für Studien und wissenschaftli-
chen Arbeiten, ist die Datenbasis für neue Therapieansätze sowie Ausgangspunkt für 
betriebs- und volkswirtschaftlichen Berechnungen und Epidemiologie. 
Die Problematik ergibt sich in der Beurteilung des Verbrennungsausmaßes mit hoher 
Ungenauigkeit der bisherigen Berechnungsmethoden, dem hohen Datenaufkommen und 
der mangelnden Standardisienmg für Benchmark:ing und internationale Vergleiche. 
20% bis 50% unterschiedliche Einschätzung je nach Erfahrung des Arztes und der zu-
grundeliegenden Systematik sind beschrieben. 
Es muss daher unser Ziel sein den Dokumentationsaufwand zu reduzieren, die Kranken-
geschichte nachvollziehbar und übersichtlich zu gestalten - bei gleichzeitiger Erhöhung 
der Datenquafüät. 
Klassifikationen, Scores, Indices, Controllingdaten etc. sollen automatisch und ohne wei-
teren Aufwand aus den erhobenen Daten generiert werden können. 
Die zugrundliegende Datenbank muss über standardisierte SchnittstelJen mit anderen 
Systemen (K.rankenhausinformationssystem, Operationserfassung, Verbrauchserhebung, 
Intensivregister, Komplikations- und Infektionsstatistik o. Ä.) zusammenarbeiten. Die Da-
tenbasis soll auf den von der American Bum Association in Kooperalion mit der WHO 
festgelegten Kriterien basieren und auf die Erfordernisse der European B um Association 
und nationaler Multicenterstudien abgestimmt werden können. 
Regionale und bei Bedarf überregionale Reports sollen generiert werden können. 
Material und Methode 
Für die Erstellung des Softwareentwurfes wurde die Methode des explorativen Protoy-
pings gewählt, um einerseits eine möglichst vollständige Systemspezifikation zu schaffen 
und andererseits verschiedene technische Realisierungen auf ihre Eignung für ein Soft-
wareprodukt zur Verbrennungsdokumentation zu untersuchen. 
Das System wurde nach dem Paradigma der Objekt-Orientierten-Programmierung ent-
wickelt, um die Wartbarkeit und die Aufteilung des QuelJcodes zu erhöhen. Da die Inter-
aktion mit 30-0bjekten sehr rechenintensiv werden kann, wird wegen der notwendigen 
Laufzeitoptimierung die Programmiersprache C++ auf einer Microsoft Windows-Platt-
form verwendet 
Das dreidimensionale Modell wird als Datenstruktur im Speicher gehalten und durch 
den Einsalz der OpenGL Technologie hardwareunterstützt am Bildschirm dargestellt, da-
durch ist die Nutzung künftiger schnellerer Grafiktechnologien gewährleistet. Das 
3D-Modell besteht aus einzelnen zusammengesetzten Dreiecken, die jeweils einer Kör-
perregion und einem beliebigen Eigenschaft (z.B. Verbrennungsgrad, Operationstiefe, 
etc.) zugeordnet werden. Die Größe dieser Dreiecke und damit die Auflösung des Ge-
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samtmodells kann den jeweiligen Bedürfnissen angepasst werden. Es wurden verschiede-
ne Selektions- und Navigationsmechanismen entwickelt, die auf beliebigen Eingabeme-
dien wie Maus, Digital-Pen, etc. basieren. 
Um die komplexe und große Datenmenge der verschiedenen 3D-Modelle (eigene Model-
le für männliche, weibliche und jugendliche Patienten) effizient zu verwalten wurde ein 
proprietäres Datenformat (BC3D) entwickelt. Mit Hilfe dieses Formats können die Mo-
delldaten in einem Filesystem oder einer relationalen Datenbank persistiert werden. Eine 
der wichtigsten Prämissen beim Entwurf des Datenbankkonzeptes stellte die Bewältigung 
der anfallenden Datenmengen dar, weshalb Konzepte gesucht und evaluiert wurden, um 
diese Datenmengen möglichst gering zu halten. Eine weitere Prämisse stellt die Offen-
heit des Systems gegenüber Änderungen von Anforderungen dar. Bei der Modellierung 
der Datenstruktur wurde daher teilweise eine Metaarchitektur entworfen, um zukünftige 
Anpassungen bezüglich der zu speichernden Daten möglichst einfach zu halten bzw. um 
das System überhaupt bei unterschiedlichen Zielgruppen einsetzen zu können. 
Ergebnisse 
Zum jetzigen Zeitpunkt haben wir einen voll funktionstüchtigen Prototypen der die 
grundlegenden Anforderungen der grafischen Ein- und Ausgabe, der Reportgenerierung, 
Verschlüsselung und Scoring erfüllt. 
Die grafische Benutzerschnittstelle erlaubt mit unterschiedlichen Werkzeugen komforta-
ble und schnelle Eingabe am dreidimensionalen Körper und ist in seiner Genauigkeit 
jedem bisher üblichen Verfahren weit überlegen. Die individuellen Unterschiede in der 
Bewertung des Verbrennungsausmaßes konnten nach unseren Ergebnissen auf ca 5 % 
reduziert werden. 
K.lartextliche und bildliche Reports über Verbrennungsausmaß, Tiefe, Therapieschritte 
etc., erforderliche Verschlüsselungen, Klassifikationen ( ICD 10, ICPM, Met Codes o. a.) 
und Indices werden online angezeigt und generiert. 
Der zeitliche Ablauf wird anband einer Timeline dargestellt sodass jederzeit der aktuelle 
oder ein früherer Status visuell darstellbar ist. In der oft wochenlangen Therapieführung 
der Patienten ist dies eine wesentliche und wichtige Verbesserung der Übersicht über 
den Krankheitsverlauf. 
Die erhobenen Daten dienen als Krankengeschichte des Patienten. Sie können über Re-
portgeneratoren automatisch anderen Anforderungen (Arzt. Krankenhausträger, Versiche-
rungen, staatlichen Gesundheitseinrichtungen etc.) angepasst und in rein textlicher oder 
grafisch unterstützter Fonn ausgegeben werden. 
Diskussion/Schlussfolgerungen 
Die Notwendigkeit einer genauen Dokumentation des Verbrennungsausmaßes steht schon 
seit vielen Jahren außer Zweifel. Die zurzeit verwendeten Systeme basieren auf zweidi-
mensionaler grafischer Dokumentation auf einem Patientenbogen anband von Zeichnun-
gen (z. B. Lund-Browder Chart) oder tabellenförmiger Auflistung der einzelnen Regio-
nen. Anhand dieser Aufzeichnungen erfolgen die Schätzungen im Zusammenhang mit 
der Verbrennungstiefe. Diese Systeme zeigen alle eine sehr hohe individuelle Ungenau-
igkeit und keine systematisierte datenbankmäßige Verarbeitung. 
Als Weiterentwicklung existieren Applikationen mit 2 dimensionalen Körpennodellen 
und grafischer Eingabe. Hier kann bereits durch Eingabe von verschiedenen Parametern 
wie Alter, Gewicht und Körpergröße eine Anpassung an die individuelle Körperoberflä-
che durchgeführt werden sowie eine grundlegende computergestützte Ausmaßberechnung 
durchgeführt werden. Eine wirklich realitätsnahe Abbildung des 3-dimensionalen 
menschlichen Körpers wird aber nicht erreicht. 
In der University of Chicago Hospital's Bum Center wurde 1997 ein Projekt mit ähnli-
chen Absichten der dreidimensionalen Visualisierung und Eingabe gestartet. Es wurde 
aber bisher kein fertiges Produkt oder ein Prototyp in breiterem Rahmen vorgestellt 
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Der wesentliche Vorteil des vorliegenden Systems und die wesentliche Neuerung ist, dass 
durch eine grossteils grafischen Eingabe alle relevanten Daten erfasst und berechnet, so-
wie Diagnosen, Verschliisselungen, Indices und Scores automatisiert erstellt werden. Es 
wird eine konsequente zeitbasierende Verarbeitung aller verbrennungsrelevanter Daten bis 
zum Behandlungsende ermöglicht. Durch die Einbindung wesentlicher lntensivparameter 
lassen sich komplette DRG's (in Österreich MEL) selbstständig generieren. 
Insgesamt ergibt sich ein deutlich verringerter Zeitaufwand bei einem Dokumentations-
umfang der bisher aufgrund von Resourrcenmangel nicht erstellbar war. Durch die sofor-
tige datenbankmäßige Erfassung lässt sich die Datenmenge gut strukturieren und je nach 
therapeutischen, wissenschaftlichen oder sonstigen Anforderung auswerten und visuell 
oder textlich darstellen. 
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bei endokriner Therapieunterstützung 
Schmidt R, Vorobieva 0 , Gierl L 
Universität Rostock, Institut für Medizinische Informatik und Biometrie, Rostock 
Einleitung 
Für die }(jnderklinik der Universität Rostock haben wir Programme zur Therapienterstüt-
zung für endokrine Erkrankungen entwickelt. Diese dienen uns zur Untersuchung des 
Adaptionsproblems bei der Anwendung der Case-Based Reasoning Methode für thera-
peutische Systeme. 
Ein Schwerpunkt der Programme liegt auf der Unterfunktion der Schilddrüse (Hypo-
thyreoidismus). Die Verdachtsdiagnose kann durch Bluttests bestätigt werden und die 
Therapie ist eindeutig: Levothyroxin. Hierzu existiert keine auch nur annähernd adäquate 
Alternative. Die Schwierigkeit besteht in der Bestimmung einer therapeutischen Dosie-
rung. Eine Überdosierung führt zu hyperaktiven Effekten, während eine Unterdosierung 
zu diversen Erkrankungen fü hren kann (u. a. zu Fettleibigkeit, Gedächtnisschwund und 
besonders bei Kindern zu mentaler und physischer Retardation). Die von uns entwickel-
ten Programme dienen zur Unterstützung in folgenden Situationen: zur Bestimmung ei-
ner geeigneten Initialdosierung (besonders wichtig bei Neugeborenen), zur späteren An-
passung der Dosierung und zur Beriicksichtigung von Interaktion mit weiteren 
Erkrankungen und Therapien. 
Material und Methode 
Auf vielen Anwendungsgebieten konnte sich die aus dem Bereich der Künstlichen Intel-
ligenz stammende Methode des Case-Based Reasoning [1] erfolgreich etablieren. Für 
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das Gebiet der Medizin trifft dies nicht in gleichem Umfang zu. Eine Ursache liegt da-
rin, dass das Problem der Adaption hier wesentlich komplexer als in anderen Gebieten 
ist und es hierfür bisher keine allgemeingültigen Lösungen gibt. 
Die Idee des Case-Based Reasoning besteht darin, bei der Lösungssuche für ein aktuel-
les Problem die Lösungen früherer Fälle heranzuziehen und an das aktuelle Problem 
anzupassen. Die Methode besteht aus zwei Kernaufgaben, dem Retrieval und der Adap-
tion. Für das RetrievaJ, also für die Suche nach ähnlichen, früheren Fällen in einer Fall-
basis, existieren bereits allgemeingültige Ähnlichkeitsmaße und Algorithmen. So ist es 
heute recht einfach für nahezu jede Problemstellung eine adäquate Retrievalmethode zu 
finden. Für die Adaption existieren hingegen nur wenige Techniken [2]: Adaptions-
regeln, Constraints und Compositional Adaptation. 
Ergebnisse 
Anband der von uns entwickelten Programme zur endokrinen Therapieunterstützung und 
aufgrund unserer Erfahrungen mit fallbasierten Systemen, insbesondere mit dem Antibio-
tika Therapieprogramm ICONS (3) haben wir ein erstes aufgabenorientiertes Adaptions-
modell entwickelt, das angibt, für welche therapeutischen Teilaufgaben (z.B. Bestimmung 
der Therapie sowie der InitiaJdosierung, Dosierungsanpassung) welche Adaptionstech-
niken adäquat sind. 
Zusammenfassend lassen sich die einzelnen Adaptionsmethoden wie folgt bewerten: 
Constraints sind als Adaptionstechnik nur für speziellen Situationen geeignet, nämlich 
wenn es darum geht eine Menge mögliche Therapievorschläge (z.B. Antibiotika in 
ICONS) einzuschränken (z. B. durch Kontraindikationen). 
Die Methode der Compositional Adaption ist hingegen gut geeignet um therapeutische 
(initiale) Dosierungen zu ermitteln (in unseren Programm zur Endokrinologie und z. B. 
auch in TA3-IVF [4]). 
Die Technik der Adaptionsregeln hat zwar den Vorteil allgemeingültig zu sein, aber den 
Nachteil, dass die Inhalte der Regeln jeweils anwendungsspezifisch zu definieren sind. 
Für den Bereich der Therapie haben wir typische Adaptionsarten wie z.B. die Substitu-
tion und die Kompensation von Medikamenten ausgemacht und unser nächstes Ziel be-
steht darin, für diese Arten der Adaption allgemeine Operatoren zu entwickeln. 
Ferner kann eine Generalisierung von einzelnen und somit sehr spezifischen Fällen zu 
prototypischen Fällen die Adaption unterstützen, weil von untypischen (weniger wichti-
gen) Details abstrahiert wird. Insbesondere können Prototypen Guidelines entsprechen 
und z. B. grobe Dosierungsbereiche vorgeben. 
Diskussion/Schlussfolgerungen 
Bei der Anwendung der Methode des Case-Based Reasoning in der Medizinischen Infor-
matik stellt sich das Problem der Adaption fiüherer Lösungen an einen aktuellen Patien-
ten. Hier.w gibt es bisher keine allgemeinen Lösungen. Für den Teilbereich der Therapie 
haben wir ein erstes Adaptionsmodell entwickelt und haben typische Adaptionsaufgaben 
ausgemacht, für es nun gilt, allgemeingültige Operatoren zu entwickeln. Dies sind erste 
Schritte zur Lösung des Adaptionsproblems. 
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Abstraktnummer 57/3 
Möglichkeiten für die Umsetzung von Disease Management 
Programmen in der Onkologie durch klinische Tumorregister 
Altmann U 
Universität Gießen, Institut für Medizinische Informatik, Gießen 
Einleitung 
Pür den Brustkrebs hat der Gesetzgeber im Jahre 2002 die Voraussetzungen für die Ein-
führung von strukturierten Behandlungsprogrammen als Mittel des Risikostrukturausglei-
ches für die gesetzlichen Krankenkassen geschaffen. Bundesweit sind daraufhin verschie-
dene lnjtiativen zur Umsetzung solcher Programme gestartet worden, die zum Teil schon 
vor der Akkreditierung durch das Bundesversicherungsamt stehen. Kl inische Krebsregis-
ter sind von dieser Entwicklung betroffen, weiJ hier neben der gesetzlichen Dokumenta-
tion für dje epidemiologischen Register und der Dokumentation für Behandlungsunter-
stützung, Forschung und Qualitätssicherung in den klinischen Registern eine weitere 
Dokumentation im Bereich der Onkologie auf die Ärzte zukommt. Es ist klar, dass das 
nicht ohne Auswirkung auf die Akzeptanz von Dokumentation allgemein bleiben kann 
und somit die Arbeit der klinjschen Register beeinträchtigt. Es soll daher dargestellt wer-
den, wie die Dokumentation im Rahmen von Disease Management Programmen mit der 
der klinischen Register vereinigt werden kann, wie es bereits jetzt in vergleichbarer Wei-
se mit der für die epidemiologischen Register geschieht. 
Material und Methode 
Die im Internet verfügbare Verordnungen des Bundesministeriums für Gesundheit [ 1] 
wurden analysiert und mit der Praxis der Informationsverarbeitung in klinischen Krebs-
registern (basierend auf der „Basisdokumentation für Tumorkranke") [2, 3] verglichen. 
Darüber hinaus werden verschiedene Anwendungsszenarien entworfen. 
Ergebnisse 
Die lnhalte des Datensatzes in klinischen Registern decken sich weitgehend mit denen, 
die für das Disease Management Programm Brustkrebs (DMP) verlangl werden. Dabei 
gibt es allerdings zum einen Schwächen in der präzisen Definition von Merkmalen des 
DMP (z. B. „Dokumentationszeitraum"). Zum Teil werden Sachverhalte in den kli-
nischen Registern wesentlich präziser erfaßt (z. B. Anzahl entfernter/befallener LK stan 
globaler Angabe < 10/2:: 10, genaue Morphologie). Das bedeutet, dass es demnach mög-
lich ist, Erfassungsinstrumente (z. B. Bögen, Masken) so zu gestalten, dass sie zwar auf 
den Bereich Marnmakarzinom/DMP abgestimmt sind, zum Teil aber Sachverhalte ge-
nauer erfassen und so auch die klinischen und epidemiologischen Forderungen erfüllen. 
Allerdings muss, da der DMP-Datensatz per Verordnung genau festgeschrieben ist, die-
ser Datensatz für die Zwecke im Rahmen des DMP konvertiert werden. 
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Bezüglich Datenschutz wird von der Verordnung verlangt, dass jeder einzelnen Übermitt-
lung von Daten zugestimmt werden muss. Außerdem sind Löschvorschriften (z. B. nach 
7 Jahren) vorgeschrieben. Diese Regelungen weichen zum Teil von denen der klinischen 
und epidemiologischen Krebsregistrierung ab. Es wird daher eine schwierige Herausfor-
derung sein, die Aufklärung und Einwilligung des Patienten so zu gestalten, dass sie vom 
Arzt verständlich vermittelbar ist, wobei drei verschiedene Aufklärungen sicher noch 
schwerer zu vermitteln wären. Des weiteren wird im Register eine gewisse organisatori-
sche und datenmäßige Trennung von klinischen und DMP-Daten einzurichten sein. 
DMP-Programme zeichnen sich dadurch aus, dass Patienten effektiv durch optimierte 
Behandlungswege geleitet werden. Dazu werden Erinnerungsverfahren etc. eingesetzt. 
Im Rahmen von Nachsorgeprograrnmen besitzen Register hierbei eine langjährige Erfah-
rung. Die konkrete Ausgestaltung solcher Verfahren wird zwar durch die Verordnung 
nicht vorgegeben. Es erscheint jedoch grundsätzlich denkbar, dass die vorhandenen Ver-
fahren für Nachsorgeprogramme ohne weiteres für DMP-Verfahren genutzt werden kön-
nen. Aufgrund vorgegebener enger Zeitraster (z. B. Meldung innerhalb 10 Tagen nach 
Ablauf des Dokumentationszeitraums) und der bereits genannten datenschutzrechtlichen 
Anforderungen (z. B. getrennte Verarbeitung der Daten, Pseudonymisierung) entsteht 
den Registern hierbei sicherlich jedoch ein personeller Mehraurwand. 
DMP-Progranune sehen eine Auswertung der Daten und eine Evaluation der Programme 
vor. Zwar sind Register grundsätzlich in der Lage, Auswertungen ihrer Daten durchzufüh-
ren. In den Programmen werden diese jedoch an pseudonymisie11en Daten durchgeführt 
und darüber hinaus mit Behandlerdaten aus dem Bereich der Krankenkassen gekoppelt. 
Mit solchen Daten Liegt in den Registern wenig Erfahrung vor. Hier erscheint es sinnvoll, 
dass die klinischen Register wie bisher ihre Auswertungen fortführen, sich aber in Bezug 
auf DMP auf die Übermittlung der in der Verordnung festgelegten Datensätze beschrän-
ken. Eine zweite Rolle spielen Register bei der Evaluation noch insofern, dass sie Aus-
sagen treffen können, wie und mit welchen Ergebnissen die Behandlung von Nicht-DMP-
Patienten erfolgt. Dieser Vergleich wird ausdrücklich in der Verordnung gefordert. 
Diskussion/Schlussfolgerungen 
Grundsätzlich lassen sich aus den Ergebnissen drei Szenarien entwickeln. Eine Minimal-
lösung besteht darin, dass eine einheitliche Aufklärung erfolgt und die Daten auf einem 
einheitlichen Erfassungsbogen dokumentiert werden. Durch Schwärzungen auf Durch-
schreibefonnularen bekommt jeder Empfänger nur das, was er bekommen darf. Der Arzt 
ist also von Mehrfachdokumentation entlastet; die Register jedoch sind nicht weiter am 
DMP beteiligt und es muß eine komplette neue Infrastrukrur für das Datenmanagement 
aufgebaut werden. 
In einer erweiterten Lösung übernehmen die Register die Datenerfassung, leiten aber die 
Daten an dritte Einrichtungen, die im Rahmen der Verordnung vorgesehen sind, weiter. 
Aus Sicht des nur einmaligen Erfassungsaufwandes ist dies sicher schon eine kosten-
günstigere Lösung. Die Steuerungsfunktionen müßten aber innerhalb des DMP neu ein-
gerichtet werden. Auch aus Sicht der Versorger ist diese Lösung nicht optimal, da in 
einer Region Erinnenrngsfünktionen (z. B. an Nachsorgetermine) für gleiche Diagnosen 
(Brustkrebs) durch unterschiedliche Einrichtungen vorgenommen werden, je nach dem, 
ob eine Patientin in ein DMP eingeschrieben ist oder nicht. 
Bei der Maximallösung übernimmt das Register auch die Steuerungsfunktionen. Da die-
se nicht gesondert im Rahmen des Programms aufgebaut werden müssen, ist dies auch 
die kostengünstigste Lösung. 
Eine kritische Frage ist die des Umfangs des Datensatzes. Wie bereits dargestellt, geht 
der Datensatz der klinischen Register über den der Verordnung weit hinaus. Um eine 
Akkreditierung des Programms durch das Bundesversicherungsamt dennoch zu errei-
chen, muss argumentiert werden, dass Steuerungsfunktionen, wie sie in den Registern ja 
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seit Jahren erfolgreich eingesetzt werden, letztendlich auch immer Informationen über 
den aktuellen Status und die Vorgeschichte des Patienten enthalten. Steuerungsfunktio-
nen allein aufgrund des Datensatzes der Verordnung sind nicht sinnvoll denkbar (z. B. 
ist es wichtig zu wissen, welches Protokoll in welcher Dosis verabreicht wurde und nicht 
nur, ob es ein „anderes" Protokoll war). Allerdings wird die Nutzung des umfangreiche-
ren Datensatz auf die Register- und Steuerungszwecke begrenzt. Für alle anderen in der 
Verordnung genannten Funktionen wird nur der dort vorgesehene Datensatz übermittelt. 
Damit wird auch dem von der Ärzteschaft häufig vorgetragenen Argument des „gläser-
nen" Arztes Rechnung getragen. 
Verschiedene Register bemühen sich derzeit, eine Kooperation mit DMP-Programmen zu 
erreichen. Zum jetzigen Zeitpunkt können noch keine Details genannt werden. 
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Abstrak1nummer 57/4 
Konzept und Realisierung des lokalen Studienregisters 
der Universitätsklinik Köln 
Bratke T, Grass G, Kirsch K, Paulus U 
Universitätsklinkum Köln, KKS Köln, Köln 
Einleitung 
Die Registrierung klinischer Studien in einem Register und die sich hieraus ergebende 
Transparenz werden von allen an klinischen Prüfungen beteiligten Gruppen sowohl na-
tional als auch lokal als verbesserungsbedürftig angesehen. Klinische Vorstände, Fakultä-
ten, Ethikkommissionen, Ärzte und Patienten betrachten die Studienregistrierung mit un-
terschiedlicher Motivation. Von allen Parteien wird die Notwendigkeit zunehmend als 
dringend erkannt. Ärzte und Patienten wünschen die Information, wo neue viel verspre-
chende Therapien unter qualitativ hochwertigen Studienbedingungen getestet werden, 
um Patienten in diese Studien einbringen zu können bzw. an diesen Studien teilzuneh-
men. Positive Effekte eines öffentlichen Studienregisters auf die Rekrutierung von Stu-
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dienpatienten konnten von Getz et. al nachgewiesen werden [1]. Klinische Vorstände, 
Fakultäten und Ethikkommissionen sind an einer transparenten und vollständigen Erfas-
sung der durchgefühtten klinischen Prüfungen an ihrer Institution bei optimiertem Res-
sourceneinsatz interessiert. 
Material und Methode 
Das Koordinierungszentrum für klinische Studien Köln (KKSK) hat in enger Kooperati-
on mit dem klinischen Vorstand, der Fakultät und der Ethikkommission der M edizi-
nischen Fakultät der Universität zu Köln ein Studienregister mit einem internen sowie 
öffentlichen Teil entwickelt. Der öffentliche Teil des Studienregisters wird Bestandteil 
der Homepage des Universitätsklinikums Köln und des KKSK. Konzeptuell wurde das 
Studienregister mit dem angestrebten nationalen Studienregister Deutschland der KKS-
AG abgestimmt. 
Vor der Durchführung einer klinischen Prüfung an der Universitätsklinik zu Köln ist der 
Leiter der klinischen Prüfung oder der beteiligte Prüfarzt verpflichtet, die durchzuführen-
de Studie durch die lokale Ethikkommission der Klinik begutachten zu lassen. Die voll-
ständige Anzahl aller klinischen Prüfungen am Universitätsklinikum Köln durc.hläuft mit 
allen relevanten Studieninformationen die Ethikkommission. Hierzu wurde ein spezielles 
Antragsformular entwickelt. Die Weiterleitung positiv begutachteter Studien an das 
KKSK ermöglicht die Konzeption und Realisiemng eines Studienregisters, welches alle 
Studien am Universitätsklinikum Köln erfasst. 
Ergebnisse 
Die lokale Ethikkommission und das KKSK haben das Antragsverfahren für eine kli-
nische Prüfung an der Universitätsklinik zu Köln vollständig überarbeitet. Durch den Lei-
ter der klinischen Ptiifung oder den beteiligten Prüfarzt wird ein erweitertes, neues An-
tragsformular bei der Ethikkommission eingereicht, welches bereits Aspekte der 
notwendigen AMG-Novellierung unter Berucksichtigung der EU-Direktive 2001/20 be-
rucksichtigt. Bei einem positiven Votum der Ethikkommission wird eine Kopie des Antra-
ges an das KKSK weitergeleitet, welches für den Leiter der klinischen Prüfung oder den 
beteiligten Prufarzt die erforderlichen internen Meldungen (klinischer Vorstand, Apotheke, 
Drittmittelverwaltung) der Studie übernimmt w1d die behördlichen Meldungen (BfArM, 
lokale Behörden) vorbereitet. Die Studie wird in das interne Studienregister des Univer-
sitätsklinikums Köln aufgenommen. Das KKSK übernimmt die Qualitätssicherung des in-
ternen Studienregisters und stellt bei Zustimmung des Sponsors die klinische Studie auch 
im öffentlichen Studienregister auf der Homepage des Klinikums und des KKSK ein. 
Der neue Workflow zwischen dem Leiter der klinischen Prüfung bzw. dem beteiligten 
Prufarzt, Ethikkommission und KKSK wurde im Fruhjahr 2003 durch den klinischen 
Vorstand, den Fachbereichsrat und der Etlükkommission der Medizinischen FakuJtät der 
Universität zu Köln und das KKSK verabschiedet. Der Start des internen Studienregis-
ters ist für den Sommer 2003 geplant. Das KKSK hat bereits alle infrastrukturellen und 
technischen Voraussetzungen geschaffen. Das öffentliche Studienregister auf der Home-
page des Klinikums und des KKSK ist für den Herbst 2003 vorgesehen. 
Diskussion/Schlussfolgerungen 
Für die lokale und nationale Veröffentlichung einer klinischen Prufung ist die Zustim-
mung des Sponsors nach GCP erforderlich. Das neue öffentliche Studienregister auf der 
Homepage des Klinikums und des KKSK setzt die optionale Zustimmung durch den 
Sponsor voraus, wodurch das Mengengerüst des öffentlichen Studienregisters nicht abge-
schätzt werden kann. Ein Mengenge1iist für das interne Studienregister und auch der 
damit zu berucksichtigende Aufwand am KKSK werden auf Basis der retrospektiv erho-
benen Daten der lokalen Ethikkommission kalkuliert. Durch die Arbeitsgemeinschaft der 
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Koorctinierungszentren für klinische Studien (KKS-AG) werden im Rahmen des geplan-
ten nationalen Stuctienregister Deutschland mit internationaler Anbindung Maßnahmen 
unterstützt, die öffentliche Registrierung von klinischen Stuctien (ab Phase ffi) als Vo-
raussetzung für Förderung und Veröffentlichung zu machen. Das Studienregister des 
Universitätsklinikums Köln wurde mit diesen Bemühungen der KKS-AG abgestimmt 
und wird alle klinischen Stuctien des öffentlichen Studienregisters der Universitätsklinik 
Köln an das angestrebte nationale Studienregister Deutschland mit internationaler Anbin-
dung weiterleiten. 
Das KKSK wird für das Studienregister der Universitätsklinik zu Köln ein Qualitätssiche-
rungsprozess etablieren. Der genaue Prozessablauf muss definiert werden. Hierbei gilt es 
detaillierte Fragen zu Umfang, Zeitintervall und Durchführung der Qualitätssicherungs-
maßnabmen basierend auf den ersten Erfahrungen mit dem Stuctienregister festzulegen. 
Literatur 
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Abstraktnummer 57/5 
MiRadiolix- rechnergestütztes Kodiermangagementsystem 
für klinische Studien in der Radiologie 
Nüfer M, Skambraks M, Debatin JF, Jöckel KH, Stang A, Stausberg J, Göhde SC 
Universitätsklinik Essen, Institut für Diagnostische und lnterventionelle Radiologie, Essen 
Einleitung 
Die modernen Untersuchungsmethoden in der Radiologie (Magnetresonanz-Tomogra-
phie, Computertomographie) ermöglichen die Detektion einer Fülle von Befunden, die 
nicht ohne weiteres mit diagnosebasierenden Verschlüsselungssystemen (z. B.: ICD-10) 
koctiert werden können (z.B. Rundherd unterer linker Lungenlappen), da außer den 
Bilddaten oft keine weiteren diagnostischen Infonnacionen (z.B. Histopathologie) zur 
Verfügung stehen. 
Die Möglichkeit, Informationen zu Morphologie, Pathologie und Funktionalität in Verbin-
dung mit den unterschiedlichen Untersuchungsregionen geeignet zu kombinieren, wurde 
genutzt, um ein Koctiersystem zu entwickeln, welches den ractiologischen Dokumentati-
onsanforderungen entspricht Um eine sinnvolle Nachverarbeitung erhobener Daten zu ge-
währleisten, muss ein Befundungssystem gleichzeitig anwenderfreundlich orientie1t sein 
und auf eine begrenzte aber notwendige Anzahl von Kodes zuriickgreifen können. 
Material und Methode 
Im ersten Schritt erfolgte die Spezifizierung des Vokabulars in Zusammenarbeit mit den 
Ärztenlnnen aus den verschiedenen radiologischen Fachbereichen. Danach wurde jedem 
Eintrag der Kode des mehrachsigen YerschJüsselungssystems SNOMED (1) zugeordnet. 
Diese „Radiologische Nomenklatur" war modularer Bestandteil bei der Modellierung des 
Entity-Relationship-Modells im Dokumentationssystem. Implementiert in eine MS-Ac-
cess-Datenbank wird dieser Prototyp innerhalb einer Studie im Institut für Diagnostische 
und lnterventionelle Radiologie evaluiert. 
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Um eine plattformunabhängige Benutzung sowie eine Eingabemöglichkeit in Studien-
datenbanken zu ermöglichen, wird eine webbasierte Lösung avisiert, die eine anwender-
freundliche Umgebung bietet. Sie wird auf PHP, Java-Script-Language und dem Einsatz 
einer relationalen Datenbank aJs Backend aufbauen. Weiterhin wird zur Administration 
ein Frontend entwickelt, welches Modifizierungen der Datenbank: erlaubt. Dieses rech-
nergestützte Kodiennaoagementsystem ist variabel gehalten, erweiterbar, kann auf andere 
Kodes umgestellt werden und erlaubt eine Einbindung in bestehende Datenbanken. Unter 
Verwendung eines Apache-Webservers (SuSE Linux 8.1 ) wird dieser Prototyp über itera-
tive Testläufe im Institut für Diagnostische und Interventionelle Radiologie evaluiert wer-
den. 
Ergebnisse 
Ergebnis ist ein Kodiermanagementsystem, welches als Modul Bestandteil der Studien-
datenbank ist. Mit der systematischen Nomenklatur SNOMED ließen sich über Modifier 
sämtliche Beschreibungen der erhobenen Bilddaten indexiert abbilden. 
Diskussion/Schlussfolgerungen 
Als Basis für die Kodierung von radiologischen Befunden bzw. Diagnosen findet der 
ICD-lO nur sehr begrenzt eine Verwendung, da die erforderlichen zusätzlichen Informa-
tionen zur Kodierung nach ICD-10 oft nicht zur Verfügung stehen. Aus diesem Grund 
wurde die Nomenklatur des SNOMED eingesetzt. 
Bestehende Softwareapplikationen, die auf diesen mehrachsigen Kodierungssystemen be-
ruhen, werden in der Regel als Komplettangebot in Krankenhausinforrnationssystemen 
angeboten, sind aufgrund der Komplexität und fehlenden Anpassungsfähigkeit abhängig 
von ausgebildeten Administratoren, und erfüllen zum Teil nicht die speziellen Bedürfnis-
se der Radiologie für Dokumentation und wissenschaftliche Auswertungen. 
Literatur 
[l] SNOMED Jmemational. The systematized Nomenclature of Human and veterinary medicine. 
Vol. 1-JV. Cote RA, Rothwell DJ, Palotay JL, Becken RS, Brochu L (Eds). College of Ameri-
can Pathologies, Northfield, IL. US (1993). 
Abstraktnummer 57/6 
Prozess-Referenzmodelle für das Dokumentenmanagement 
am klinischen Arbeitsplatz auf der Grundlage 
von Bonapart und 3LGM2 
Müller U, Brigl 8, Häber A, Winter A 
Universität Leipzig, Institut für Medizinische Informatik, Statistik und Epidemiologie, Leipzig 
Einleitung 
Das wachsende Papieraufkommen in Krankenhäusern und die damit verbundenen hohen 
Kosten haben vielerorts zu dem Entschluss geführt, die Elektronische Patientenakte 
(EPA) einzuführen. Um weitgehend auf Papier verzichten zu können, sollten in diesem 
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Zusammenhang alle Dokumente mittels eines elektronischen Dok:umeotenmanagement-
und Archivierungssystems (DMAS) [1] revisionssicher gespeichert werden. Dies hat zur 
Folge, dass sich für das k,ljnische Personal typische Abläufe im Rahmen der Informati-
onsverarbeitung ändern [2]. Davon sind vor allem Prozesse des Dokumentenmanage-
ments betroffen, da es dort aufgrund von Dokumenten, die zeitweilig in Papierform vor-
liegen müssen, vermehrt zum Auftreten von Medienbrüchen kommt. 
Ziel ist es daher, geeignete Prozessmodelle zu entwickeln, ilie den Mitarbeiterinnen und 
Mitarbeitern die Einarbeitung in die neuen Abläufe erleichtern. Dies ist Voraussetzung 
dafür, die Qualität in der Patientenversorgung durch einen sicheren Umgang mit Doku-
menten zu verbessern. 
Material und Methode 
Basierend auf dem Heidelberger Anforderungskatalog für die Informationsverarbeitung 
im Krankenhaus [3] wurden zunächst die betroffenen Prozesse im Rahmen der Patien-
tenversorgung identifiziert und am Beispiel der Klinik und Poliklinik für Neurochirurgie 
des Uruversilätsklinikums Leipzigs AöR analysiert. Darauf aufbauend wurden die Pro-
zesse beschrieben, wie sie nach der Einführung des OMAS aussehen werden, und hie-
raus Prozess-Referenzmodelle [4] für das Dokumentenmanagement entwickelt. Die Dar-
stellung dieser Prozess-Referenzmodelle erfolgte sowohl mit Bonapart als einem 
typischen Ve1treter für Werkzeuge der Geschäftsprozessmodellienmg als auch mit dem 
3LGM2 Baukasten [5], um herauszufinden, welche Darstellungsform sich fü r die Mit-
arbeiterinnen und Mitarbeiter als besser geeignet erweist. 
Ergebnisse 
Im Vortrag werden die mit Bonapart und dem 3LGM2 Baukasten erstellten Prozess-Re-
ferenzmodelle vorgestellt und bezüglich ihrer Eignung für die Unterstützung des Doku-
mentenmanagements verglichen. 
Diskussion/Schlussfolgerungen 
Die entwickelten Prozess-Referenzmodelle stellen die Grundlage für die Erstellung spe-
zieller Prozessmodelle für das Dokumentenmanagement dar. Es lassen sich durch geeig-
nete Modifikationen, Einschränkungen oder Ergänzungen konkrete Modelle ableiten oder 
Modelle untereinander vergleichen. Auch andere Krankenhäuser können mit wenig Auf-
wand auf ihre Häuser abgestimmte Prozessmodelle erstellen und diese für Management-
aufgaben wie z. B. Schwachstellenanalyse oder Prozessoptimierung nutzen. 
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Abstraktnummer 57/7 
Medizinische Informatik im Medizinstudium 
Blended Learning im Praxistest 
Spreckelsen C, Spitzer K 
RWTH Aachen, Institut für Medizinische Informatik, Aachen 
Einleitung 
Die immense praktische Bedeutung informationsverarbeitender Verfahren in der Medizin 
legt die Vermittlung medizininforrnatischer Methoden im Medizinstudium dringend nahe. 
Derzeit werden medizininformatische Themen meist im Rahmen des Kurses zum Ökolo-
gischen Fachgebiet vermittelt. Mit Inkrafttreten der neuen Approbationsordnung werden 
sich entsprechende Angebote in den Querschnittsbereichen wiederfinden. 
Die Hörerzahlen von Vorlesungen ohne Anwesenheitspflicht sprechen dafür, dass Medi-
zinstudierende bei ihrer Studienplanung die Relevanz medizininforrnatischer T hemen 
eher gering einschätzen. 
Um dem entgegen zu wirken, sind besondere Anforderungen an die Lehrangebote des 
Fachs zu erfüllen: 
• das Lehrangebot ist für die Studierenden möglichst attraktiv zu gestalten 
• der Nutzen medizininforrnat:ischer Methoden sowohl für das Studium als auch für die 
spätere Berufspraxis sollte unmittelbar einsichtig werden 
• die zeitliche Belastung der Medizinstudierenden soll te durch Flexibilisierung und Indi-
vidualisierung des Lehrangebots gemildert werden. 
Während computer- bzw. webbasiertes Lernen (CBT/WBT) Vorteile hinsichtlich der In-
dividualisierung und bei entsprechend multimedialer Ausstattung auch der Altraktivität 
des Lehrangebots versprechen, ermöglichen Präsenzveranstaltungen in kleinen Lerngrup-
pen durch Diskussion, direkte Ansprache und Nachfrage, ein Interesse und Bewusstsein 
für die inhaltliche Relevanz zu wecken und wach zu halten. 
Diese komplementäre Eigenschaften verlangen nach einer systematischen Kombination 
dieser Ansätze, insbesondere bei der Venuittlung medizininforrnatischer Inhalte im Me-
dizinstudium. 
Material und Methode 
Lehrangebote nach dem Blended Leaming Ansatz [l ) stellen eine Abkehr vom Leitbild 
einer möglichst vollständigen Substitution von Dozent und Präsenzlehre durch computer-
bzw. webbasierte Lernsysteme dar. Blended Learning kombiniert das Beste aus den zwei 
Welten: der Präsenzlehre und dem individualisierten Lernen mittels CBT/WBT. Hierfür 
werden Curricula und rechnerbasierte Werkzeuge entwickelt, die auf Mischformen aus 
Präsenzlehre, synchronen und assynchronen Tutorien und individualisiertem Lernen mit-
tels Courseware setzen. Zeitlich folgen dabei auf individuelle Lernphasen unter Nutzung 
von CBT/WBT fest terminierte Präsenzveranstaltungen. 
Als technische Grundlage für Blended Learning Angebote dienen in erster Linie die sel-
ben Plattformen, die sieb auch zur Entwicklung und Bereitstellung reiner CBT/WBT 
Lösungen eignen. Im Falle des hier evaluierten Lehrangebots wurden zur Realisierung 
eine Website implementiert und auf einem WBT-Server zur Verfügung gestellt. Die 
Schwierigkeit besteht weniger darin, Blended Learning technisch zu ermöglichen, als 
vielmehr in der didaktischen Konzeption und der Organisation entsprechender Angebote. 
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Die Studierenden nutzen ein vorbereitetes Angebot im Internet, dessen Zugangsdaten 
ihnen mitgeteilt werden. Das Angebot steht während des Semesters permanent zur Ver-
fügung. Es besteht aus erläuternden Texten und Online-Übungen, die den Stoff der Vor-
lesung ergänzen. Inhaltliche Schwerpunkte sind: Information Retrival, Medizinisches Bi-
bliographieren, Evidenzbasierte Medizin und Cochrane Library, Assistenzsysteme und 
CBT Angebote. 
In einer speziellen abschließenden Präsenzveranstaltung bearbeiten die Studierenden un-
ter Zuhilfenahme des Online-Angebots am Computer eine Sammlung von Aufgaben. Ei-
ne kooperative Lösung der Aufgaben wiJd ausdrücklich empfohlen. Der Betreuer leistet 
individuelle Hilfestellung. Vor allem dienen dem Tutor die Aufgaben zum Anlass, die 
medizinrelevanten Aspekte des Stoffs in den einzelnen spontan gebildeten Arbeitsgrup-
pen am Beispiel zu diskutieren. 
Die Lösungen der Aufgaben werden anonym abgegeben, die Präsenzveranstaltung ist 
also kein Prüfungsersatz. Gleichzeitig erfolgt eine ebenfalls anonyme Bewertung der 
Lehrveranstaltung durch die Teilnehmer. 
Ergebnisse 
Seit WS 2000/2001, d. h. in bisher fünf Semestern, bestand zusätzlich zu den laufenden 
Vorlesungen und Übungen ein in1 Sinne des Blended Leaming organisiertes Lernange-
bot. 528 Studierende nahmen insgesamt an den Veranstaltungen teil und bewerteten sie 
am Ende. Die abschließende Präsenzveranstaltung fand jeweils in Gruppen mit maximal 
20 Teilnehmern statt. Grundlage der Evaluation sind die anonym mitgeteilten Veranstal-
tungsbewertungen. 
Die Auswertung der Frage: ,.Ist das Angebot einer solcher Computerpraxis für Medizin-
studierende inhaltlich nützlich" zeigt, dass die Studierenden die Nützlichkeit der Inhalte 
für sie weit überwiegend bestätigten: („Sehr nützlich": 36,0%; „Nützlich": 59,8%; „Un-
nütz": 1,9%; „Hinderlich": 0,2%; Keine Angabe: 2,1 %) 
Die Auswertung der Frage „Wie hoch ist ihr Interesse an weitergehenden Einführungen 
dieser Art" bestätigt, dass seitens der Studierenden eine deutliche Nachfrage für Erweite-
rungen des Angebots besteht: („Sehr hoch": 15,6%; „Hoch": 64,1 %; „Gering": 16,4%; 
,,Null": l %; Keine Angabe: 2,9%) 
In einem Freitextfeld konnte durch die Studierenden die Verlagerungen thematischer 
Schwerpunkte vorgeschlagen werden: Hier ergab sich in der überwiegenden Mehrzahl 
eine Zufriedenheit mit dem Angebot. Mit der Zeit nahm die Zahl der Voten zu, welche 
dafür sprachen, die Nutzung von Internetsuchmaschinen als bekannt vorauszusetzen, wo-
hingegen noch mehr Gewicht auf die Bereiche systematisches Bibliographieren, Cochra-
ne Library und Codierung gelegt werden solle. 
Diskussion/Schlussfolgerungen 
Die Einführung von Blended Learning Angeboten für Medizinstudierende zur Vermitt-
lung medizininformatischer Inhalte war erfolgreich und wurde von den Studierenden sehr 
positiv aufgenommen. Insbesondere ist es gelungen, den Studierenden die Relevanz der 
vermittelten Inhalte für ihr Studium und ihre spätere Berufspraxis deutlich werden zu 
lassen. Der Blended Leaming Ansatz kam dem Wunsch der Studierenden nach individu-
ellem Lernen ebenso entgegen, wie er der besonderen Notwendigkeit Rechnung trug, die 
Motivation für das Fach zu stärken. Vergleichbare Vorteile des Ansatzes gegenüber her-
kömmlicher Lehre und klassischen CBT/WBT Systemen wurden auch im Rahmen einer 
aktuellen Machbarkeitsstudie für ein virtuelles Medizinstudium herausgearbeitet [2). 
Bei der Entwicklung des Lehrangebots wurde schnell klar, dass die Herausforderung bei 
der Entwicklung umfangreicher Blended Learning Angebote weniger im Bereich der Un-
terstützung des Authorings bzw. der Umsetzung multimedialer Präsentationsformen liegt. 
Das zentrale Problem sind statt dessen die Planung und der Entwurf und insbesondere 
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die didaktische Konzeption der Lehrangebote. Bestätigung findet dieser Befund in der 
Literatur [3, 4). Rechnerbasierte Werkzeuge zur Unterstützung des didaktischen Entwurfs 
fehlen weitestgehend [5]. Inzwischen wird in der Arbeitsgruppe ein Werkzeug ent-
wickelt, das den Entwurf auch umfangreicher Angebote zum Blended Leaming unter-
stützt. 
Angesichts der positiven Erfahrungen mit dem Ansatz ist ein vermehrter Einsatz entspre-
chender Lehrangebote geplant Diese fanden in der Fakultät bereits Berucksichtigung bei 
der aktuellen Curricularplanung gemäß der neuen Approbationsordnung. 
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Abstraktnummer 57/8 
Die Konzeptualisierung von Arzneimittelnebenwirkungen 
als Basis für die Entwicklung 
eines ontologiegesteuerten Informationssystemes 
Neubert A, Dormann H, Criegee-Rieck M, Brune K 
Friedrich Alexander Universität Erlangen, Institut für Experimentelle und Klinische Pharmakologie und 
Toxikologie, Erlangen 
Einleitung 
Im Rahmen der informationstechnischen Abbildung des Krankenhausalltags werden der-
zeit eine Vielzahl von individuellen Patientendaten erfasst und, auf der Grundlage von 
Ordnungs- und Terminologiesystemen teilweise standardisiert, in Datenbanken gespei-
chert. Diese Datenerhebung dient primär der Kostenabwicklung des Krankenhausaufent-
haltes eines Patienten anhand der erbrachten Leistungen des Klinikums. Medizinisch the-
rapeutische Belange erfüJll diese Datenerhebung in nur geringem Maß. Durch die 
Heterogenität der Daten unterschiedlicher Einrichtungen und aufgrund nicht vorhandener 
semantischer Vernetzungen ist es zur Zeit nicht möglich diese Daten mit Wissen zu ver-
knüpfen, um daraus für das Individuum gültige Informationen zu gewinnen. In Deutsch-
land existieren zahlreiche Arzneimitteldatenbanken. Die darin gespeicherten Daten zu 
Indikationen, Kontraindikationen, Wechselwirkungen und Nebenwirkungen werden in ei-
nem für den weiteren Austausch und die computergestützte Weiterverarbeitung nur unge-
nügend standardisierten Format bereitgestellt Ihre Fähigkeit ist vornehmlich die Präsen-
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tation singulärer Information zu einem Teilgebiet der Arzneimitteltherapie, ohne eine 
maschinenlesbare kontextuelle Verbindung zu anderen Wissensbasen wie z. B. den Diag-
nosen herzustellen. So ist es ihnen z. B. nicht möglich den Nebenwirkungs- oder Kon-
traindikationsbereich eines Medikamentes anhand eines kontrollierten Vokabulars anzu-
geben. Auch ist ihre kontextuelle Zuordnung durch Freitextfonnulierungen nicht 
geeignet, eine algorithrnisierbare Abfrage von Wissen zu ermöglichen. Diese Malfunk-
tion liegt in der fehlenden Standarrusierung der Daten begründet, die für rue computer-
unterstützte Erstellung von Relationen zu Inruvidualparametem (z.B. Laborbefunden) 
unabdingbar ist. Der Einsatz computerbasierter, konzeptorientierter Ontologien würde die 
Zusammenführung von Domänenwissen und Patientendaten zur Generierung individuel-
ler Patienteninformationen ermöglichen. 
Das Ziel dieses Projektes ist es nicht strukturiertes Expertenwissen zu standardisieren 
und semantisch zu verknüpfen und durch Abbildung auf die Patientendaten in einem 
Klinikinformationssystem (KJS) patientenbezogen zu individualisieren. Diese semanti-
sche Basis soll unabhängig und ohne Modifikationsaufwand in das jeweilige KlS ein-
zubinden sein. 
Material und Methode 
Zur Umsetzung als maschinenlesbares Informationssystem wurde bekanntes Experten-
wissen in einer relationalen Datenbank, bestehend aus Haupt-, Neben- und Zuordnungs-
tabellen, konzeptionalisiert. Die Haupttabellen beinhalten rue Konzepte (Merukament, 
Diagnose, Laborwert, Nebenwirkung). Zuordnungstabellen ruenen der qualitativen (was 
ist assoziiert) und quantitativen (wie ist es assoziiert) Vernetzung dieser Daten und Hin-
terlegung in codierter Fonn. 
Als Wissensbasis dienten die als Freitext zur Verfügung stehenden unerwünschten Wir-
kungen in den Wirkstoffdossiers der ABDA Datenbank [l]. 
Für die Standardisierung der Konzepte wurden für Arzneimittel die Anatomisch-Che-
misch-Therapeutische Klassifikation (ATC) (2], für Befunde der LOINC Code (Logical 
Observation Identifiers Names and Codes) [3] und für Diagnosen der ICD-10 Code [4] 
als international anerkannte Koruerungssysteme eingesetzt 
Der LOINC Code stellt die Verk:ni.ipfungsstelle nach außen (KlS) dar und ermöglicht 
durch den Abgleich mit den Patientenbefunden (Laborwerte) die Erstellung einer auto-
matischen individuellen Expertise in Fonn von Signalen. 
Ergebnisse 
Konzeptualisierung: Die im Freitext vorliegenden Nebenwirkungen werden durch die 
Überführung in ICD Codes standardisiert und mit 56 verschiedenen Laborbefunden in 
Form von 212 LOINC Codes assoziiert. Für 262 Nebenwirkungen wurde somit neben 
Einzelwerten ein Muster aus Laborwertkombinationen hinterlegt. 701 Medikamente 
(ATC-Codes) stehen einerseits mit den Symptomen und andererseits mit den Laborbe-
funden bidirektional in Relation. 
Zur weiteren Spezifizierung erfolgte eine Einteilung der Nebenwirkungen in fünf Häufig-
keitskategorien sowie eine Richtungsqualifizierung. 
Die Anzahl der mit einer UAW assoziierten Laborwertveränderung beträgt durchschnitt-
lich 3 (Min = 1, Max = 9). Ein Medikament ist durchschnittlich mit 11 Laborwerten 
assoziiert (Min = 0, Max = 53). 
Klinische Elprobung: Von 39819 Laborparameter (9043 pathologisch), die über einem 
Zeitraum von sechs Monaten bei 474 Patienten bestimmt wurden, sind 34932 in dieser 
Datenbank abgebildet. Durch die Verkni.ipfung dieser Daten mit der standardisierten Arz.-
neimitteldatenbank unter Einbeziehung der individuellen Arzneimitteltherapie wird die 
Anzahl auf 18075 (5146 pathologische) reduziert. Durch Einbeziehung der verschieden 
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HäufigkeitskJassen kann eine Reduktion bis auf 1118, ohne Verlust therapierel evanter 
Informationen, erreicht werden. 
Diskussion/Schlussfolgerungen 
Die Integration heterogener klinischer Informationssysteme und deren Daten ist eine 
der wichtigsten Herausforderungen, wenn eine Steigerung der medizinischen QuaJität 
und Versorgungsleistung erreicht werden soll. Der derzeit vorherrschende Mangel an 
gemeinsamer Datennutzung und die damit verbundenen organisatorischen Reibungsver-
luste resultieren auch aus der nicht vorhandenen semantischen Basis, die möglic hst un-
abhängig von einzelnen Teilen der übrigen Infrastruktur eines Krankenhauses integriert 
werden sollte und zur Vermeidung von Redundanz und Fehlinformation beitragen kann 
[5]. 
Die Umsetzung der philosophischen Theorie zu Ontologien in die medizinischen Praxis 
ist derzeit Gegenstand verschiedenster Forschungsgruppen und wird zukünftig integraler 
Bestandteil der medizinischen Informatik sein. 
Durch die Konzeptualisierung, hierarchischen Gliederung und Vernetzung von Wissen 
wurde ein semantisches Netz, welches direkte Assoziationen zu den individuellen Patien-
tendaten und eine Beeinflussung der Therapie ermöglicht, geschaffen. Diese Struktur ist 
modular einsetzbar und kann sowohl als Informationssystem im Klinikalltag als auch für 
Forschungszwecke im Hinblick auf die Arzneimitteltherapie dienen. Die hochspezifische 
Generierung von Signalen ist die Grundlage für die Entwicklung von Informationssyste-
men, die auch im klinischen Alltag Akzeptanz finden und damit einen bedeutenden Bei-
trag für die Arzneimittelsicherheit leisten. 
Literatur 
(1) Phanna-Daten-Service, A., ABDA Datenbank. 2002, Manens - Medizinisch-Pharmazeutische 
Software GmbH. 
(2) WHO, Anatomisch-therapew isch-chemische Klassifikation (ATC). 2002. 
(3) Regenslrief, 1., Logical Observation ldentijiers Names and Codes. 2002. 
(4) DIMDI, International Statistical Classijication of Diseases and Related Health Problems. 2002. 
(5] Pflüglmayer, M., /11formatio11s-u11d Komm11nika1ions1ecl1110/ogie11 zur Q11alitiitsverbesserung im 
Krankenhaus, in Jnstitw fiir Wirtschaftsinfonnarik. 2001, Johannes-Keppler Universität: Linz. 
Abstraktnummer 5719 
Wie häufig sind diabetisch bedingte Amputationen 
unterer Extremitäten in Deutschland? 
Eine Analyse auf Basis der Routinedaten 
Heller G, Günster C, Schellschmidt H 
Wissenschaftliches Institut der AOK (WldO), Bonn 
Einleitung 
Die Anzahl der Amputationen an den unteren Extremjtäten in Deutschland ist - wie 
auch die Anzahl diabetesbedingter Amputationen - nicht bekannt. Bisherige Hochrech-
nungen aus regionalen Studien haben bislang deutlich unterschiedliche Fallzahlen erge-
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ben. Ziel dieser Studie war daher eine verlässliche bundesweite Zählung aller Amputatio-
nen der unteren Extremitäten, um darauf aufbauend eine verlässliche Schätzung der 
durch Diabetes bedingten Amputationen durchführen zu können. 
Material und Methode 
An Hand der Leistungs- und Kostenaufstellung deutscher Krankenhäuser wurde eine 
Zählung der Amputationen unterer Extremitäten durchgeführt. Die Rolle des Diabetes 
mellitus bei Amputationen wurde unter Verwendung von AOK-Abrechnungsdaten quan-
tifiziert, indem relative Risiken und attributable Amputationen berechnet wurden. 
Ergebnisse 
Für das Jahr 2001 ergaben sich 44.252 Amputationen unterer Extremitäten zuzüglich 
3981 Revisionsoperationen. Dabei fand sich bei AOK-Patienten in knapp 70% der Fälle 
ein Diabetes als vorbestehende Erkrankung. Für Diabetiker ergab sich ein 40-faches Ri-
siko einer Amputation. Etwa 30.000 Amputationen unterer Extremitäten pro Jahr sind 
dabei auf einen Diabetes mellitus als Risikofaktor zurückführbar (attributable Amputatio-
nen). 
Diskussion/Schlussfolgerungen 
Amputationen unterer Extremitäten als Komplikation eines Diabetes mellitus sind in 
Deutschland wesentlich häufiger als bisher angenommen. Eine Intensivierung von Prä-
vention und Therapie - wie in Disease Management-Programmen angestrebt - ist drin-
gend nötig. um die Häufigkeit von Komplikationen und schJießlich auch die Kosten des 
Diabetes mellitus senken zu können. 
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Abstraktnummer 57/10 
Implementation von industriellen Softwarelösungen 
für klinische Studien 
an universitären klinischen Forschungseinrichtungen 
Kuchinke W, Troschke B, Ohmann C 
Heinrich-Heine Universität Düsseldorf, KKS Koordinierungszentrum, Unfallklinik, Düsseldorf 
Einleitung 
Es ist allgemein üblich, dass für die Unterstützung klinischer Studien durch Software an 
akademischen Einrichtungen im Gegensatz zur Phannaindustrie Eigenlösungen ent-
wickelt und eingesetzt werden. Dabei kommen zumeist selbst erstellte EDC (EJectronic 
Data Capture) -Lösungen (HTML, PHP, Oracle Fonus) in Verbindung mit Standardsoft-
ware (Datenbanksysteme, Analysesoftware) zum Einsatz (1, 2). Wegen der Komplexität 
der Aufgabe, eines erhöhten Sicherheitsbedarfs für klinische Daten und insbesondere 
den Anforderungen der Zulassungsbehörden muß aber Softwru·e mit einem hohen Quali-
tätsstandard und erst nach fundierter Validierung eingesetzt werden. Aus diesem Grund 
sind im Rahmen eines TMF-Projektes [3] inzwischen an sechs KKS (Koordinierungszen-
tren für Klinische Studien) kommerzielle Softwaresysteme für das EDC und das Daten-
management angeschafft und implementiert worden. Dieser Bericht schildert die quali-
tälssichemden Maßnahmen, welche die Implementation begleitet haben und die 
Evaluation des Projektmanagements und der Nutzerzufriedenheit mit der Software, dem 
Installationsprozeß, dem Support und dem Training. Es wurde dabei Wert darauf gelegt, 
Problemfelder zu identifizieren und Lösungsvorschläge zu finden, die akademischen Ein-
richtungen beim Umgang mit kommerziellen Softwareprovidern bei der Implementation 
von neuen Softwareprodukten helfen könnten. 
Material und Methode 
Es wurde ein standru·disierter Fragebogen mit 34 Fragen benutzt, der von den an der 
Implementation der Software beteiligten Personen, ausgefüllt wurde. Das Ausfüllen des 
Fragebogens fand in Fonn eines „geführten Interviews" statt, um eine einheitlich hohe 
Qualität der Antworten zu gewährleisten und die Interviewten zu Lösungsvorschlägen zu 
motivieren. Die Um.frage umfaßte die Themen: Vorbereitung, Projektplanung, Projektma-
nagement, Kosten, Installationsprozeß, Problembehandlung, QualitätSsicherung, Fehler-
behandlung, Support durch die Firma, Schulungsmaßnahmen (gruppenbasiert, online). 
Ergebnisse 
Das Ergebnis der Umfrage ist eindeutig: der Vorgang der Installation der Software, die 
Schu lung und der Support durch die Firmen ist sehr positiv bewertet worden. Es traten 
aber auch erhebliche Zeitverzögerungen auf und Notwendigkeiten von Änderungen im 
Projektplan. Unzufriedenheit wurde in gewissem Grade an der Dokumentation und der 
Kompetenz der Firmenvertreter bei der Einbindung in die vorhandenen Infrastrukturen, 
insbesondere mit den Oracle Datenbanken, geäußert. Der technische Support durch die 
Finnen wurde als exzellent beurteilt, aber die Projektplanung und die Herangehensweise 
an das Projekt, als umständlich und teilweise unverständlich. Die Online-Schulung wur-
de zwar sehr positiv bewertet, aber kaum genutzt. Bis zum Beginn der ersten klinische 
Studie waren eine Anzahl von Fehlerbehebungen der Software notwendig, was zu erheb-
lichen Verzögerungen führte. Das Ausmaß des Eigenanteils an der Fehlerbehebung der 
Software ist unterschätzt worden. 
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Diskussion/Schlussfolgerungen 
Der Prozess der Implementation einer neuen Softwarelösung sagt viel über den Soft-
wareprovider und noch mehr über den jeweiligen Kunden aus und wird deshalb überwie-
gend als Betriebsgeheimnis behandelt. Es ist deshalb unbekannt wie viele IT-Projekte 
überhaupt fehlgeschlagen sind. Über die Auswahl- und Installationsproblematik von 
Softwarelösungen für klinische akademische Forschungseinrichtungen gibt es zudem 
kaum Veröffentlichungen (4, 5]. Der akademische Bereich kann sich eine Verschwen-
dung an Ressourcen nicht leisten und deshalb wurde die Implementation der Software-
lösungen eResearch Network und MACRO an den sechs KKS exemplarisch mit einer 
umfassenden Qualitätssicherung begleitet. Der lmplementationsprozess ist erfolgreich ab-
geschlossen worden und ist auch überwiegend positiv bewertet worden. Es ist zu berück-
sichtigen, dass die akademischen Datenmanager mit Firmenvertretern zu tun hatten, die 
erstens aus dem anglo-amerikanischen Raum kamen und zweitens überwiegend Erfah-
rungen mit Pharmafinnen hatten. Dies führte dazu, dass teilweise ein tieferes Verständnis 
für die Besonderheiten des akademischen Umfeldes in Deutschland fehlten. Das Ausmaß 
des notwendigen eigenen Einsatzes der akademischen Datenmanager bis zur voUständigen 
Implementation war erheblich und ist am Anfang unterschätzt worden. Aus der Umfrage 
wurden zehn Lernerfahrungen abgeleitet, die weiteren KKS oder anderen akademischen 
Institutionen bei der erfolgreichen und schnellen Implementation neuer kommerzieller 
Softwarelösungen für .klinische Studien helfen sollen. 
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Abstraktnummer 57/11 
Integration eines elektronischen Dokumentenmanagement-
und Archivierungssystems 
in ein heterogenes Krankenhausinformationssystem 
Häber A, Wend! T, Winter A 
Universität Leipzig, Institut für Medizinische Informatik, Statistik und Epidemiologie, Leipzig 
Einleitung 
Das UniversiLätsklinikum Leipzig (UKL) bat sich zum Ziel gesetzt., langfristig kein Pa-
pier mehr zu archivieren. Vorbereitungen in diese Richtung werden zur Zeit mit der Ein-
führung des KUnischen Arbeitsplatzsystems und dem Ausbau der Anwendungssysteme 
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im Verwaltungsbereicb getroffen, sodass weite Teile der klinischen und adminisLrativen 
Dokumenlation elektronisch durchgeführt werden können. Diese elektronisch entstehen-
den Dokumente sollen gemäß rechtlicher Vorschriften [l] digital archiviert und mit ei-
nem Dokumentenmanagement- und Archivierungssystem (OMAS) (2] verwaltet werden. 
Zur Zeit werden die in verschiedenen Anwendungssystemen im UKL erzeugten elektro-
nischen Dokumente in der Regel ausgedruckt und der Papierakte zugefügt. Doch dieses 
Vorgehen ist unwirtschaftlich und aufgrund der knappen Platzreserven in den Archiven 
langfristig nicht durchzuhalten. Darüber hinaus gestalten sich Recrieval und Rückgriff 
auf ältere Dokumente zu einem Patienten als umständlich und langwierig, was sieb ne-
gativ auf die Qualität der Patientenversorgung auswirkt. Als Forderung kommt weiter 
hinzu, dass die Gesetzgebung die Prüfbarkeit von Verwaltungsunterlagen in digitaler 
Form seit 1. 1.2002 fordert [3]. 
Aus diesen Gründen hat sich das UKL entschlossen, ein DMAS einzuführen, das voll-
ständig mit den vorhandenen Anwendungssysteme des UKL integriert sein soll. 
Material und Methode 
Mithilfe des Metamodells 3LGM [4] wurde ein Modell für die Integration des OMAS in 
das Krankenhausinformationssystem des UKL erstellt. Dieses Modell dient der Spezifi-
kation der erforderlichen Schnittstellen für die Beantragung der erforderlichen finanziel-
len Mittel und die Ausschreibungen. 
Ergebnisse 
Das Integrationskonzept des UKL sieht vor, dass das OMAS als selbsttrageodes Archiv 
eingesetzt werden kann, im Alltag jedoch direkt an die großen zentralen Anwendungs-
systeme an den klinischen und administrativen Arbeitsplätzen angebunden wird. 
Zur Archivierung von Daten und Dokumenten aus den in der Verwaltung eingesetzten 
SAP Modulen wird SAP Archive Link eingesetzt, so dass ein Zugriff auf archivierte 
Daten und Dokumente direkt aus der gewohnten Arbeitsoberfläche heraus möglich ist. 
Elektronische bebandlungsbezogene Dokumente entstehen in verschiedenen Anwen-
dungssystemen. Hier ist vorgesehen, dass das Klinische Arbeitsplatzsystem IS-H*med 
als zentrales Werkzeug am klinischen Arbeitsplatz zum Einsatz kommt. Dokumente z. B. 
aus dem OP-Dokumentationssystem werden im weiterverarbeitbaren Fonnat in IS-
H*med integriert und parallel dazu in einem unveränderlichen Format in das digitale 
Archiv gelegt. Das OMAS schickt hierzu die Indexinformationen und die Quelle des 
unveränderlichen Dokumentes an IS-H*med, wo eine Zusammenführung der Dokumente 
über Indexinformationen erfolgt. Ein Zugriff auf Dokumente im digitalen Archiv erfolgt 
immer über einen Web-Viewer: aus IS-H*med heraus im Behandlungskontext oder direkt 
unter Benutzer- und Fallidentifikation. 
Das Konzept wird im Rahmen des Vortrags anhand des 3lgm2-Modells erläutert. 
Diskussion/Schlussfolgerungen 
Die Einführung voo DMASen wird auch an anderen Krankenhäusern vorangetrieben 
(z. B. [5], (6), [7]). Dabei unterscheiden sich die Konzepte sehr. Leipzig hat sich für 
einen Weg entschieden, der die elektrooische Patientenakte als eine integrierte Lösuog 
aufbauend auf dem KJinischeo Arbeitsplatzsystem betrachtet und damit einen Ansatz ge-
wählt, der nicht das Softwareprodukt im Vordergmnd sieht, sondern den Behandlungs-
prozess [8]. 
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Abstraktnummer 57/12 
Multilaborfähiges EDV-System an einem Universitätsklinikum 
Wolters B, Volbracht L, Heuser J, Daniels R, Baran C 
Universitätsklinikum Essen, Institut für Virologie, Essen 
Einleitung 
In den Laboratorien des Klinikums der Universität Essen werden Leistungen zum Zwe-
cke der Krankenversorgung sowie für Forschung und Lehre erbracht. Die Laborunter-
suchungen werden für alle ambulanten und stationären Kliniken und Abteilungen, aus-
wärtige Krankenhäuser sowie verschiedene niedergelassene Ärzte durchgeführt. 
Im Jahre 1998 wurde im Universitätsklinik.um Essen die Erarbeitung eines Konzeptes 
zur Einführung eines klinikweiten Laborinformationssystems für alle diagnostischen La-
boratorien beschlossen. Neben der Ablösung von Altsystemen und speziell angepassten 
Insellösungen wurde ein optimaler standardisierter Informationsaustausch als wesentli-
cher Zielpunkt definiert. 
Zur Einbindung mehrerer unabhängiger Laboratorien innerhalb eines Labor EDV-Sys-
tems gibt es wenig Erfahrungen und daher auch keine Vorarbeiten. Diese „Multi-La-
bor"-Funktion bekommt zunehmende Bedeutung für alle Kliniken. Das Konzept wird 
vorgestellt und über erste Erfahrungen berichtet. 
Projektverlauf 
In einem ersten Schritt erfolgte die umfassende Systemanalyse aller labordiagnostischen 
Einrichtungen. Nach Etablierung von Arbeitsgruppen erfolgte die Definition eines um-
fangreichen Pflichtenheftes. Neben der Erfüllung spezifischer Anforderungen der Institu-
te, stellte die ,,Multi-Labor"-Fähigkeit des Systems einen wesentlichen Punkt dar. Ein 
solche Lösung erlaubt es jedem einzelnen Laboratorium auf einem gemeinsamen System 
zu arbeiten, als ob es das eigene wäre. Die Basis stellt die gemeinsame Nutzung zentra-
ler Ressourcen (z. B. der Patientenstammdaten, Serverhardware, Service und Updates) 
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dar. Hierauf baut ein Regelsystem zum Austausch von Laborinformationen auf, um z. B. 
Mehrfachuntersuchungen zu vermeiden. 
Erwartungsgemäß wurde kein kommerzieller Anbieter gefunden, der alle Forderungen 
vollständig erfüllen konnte. Nach der Installation eines Pilotprojektes im Institut für Vi-
rologie erfolgte die Prüfung auf schrittweise Einführung in allen Laboratorien des Klini-
kums. Die zentrale Administration der Server und die Koordination zwischen den Labo-
ratorien wurde der klinikumeigenen ,,zentralen Einheit Informationsverarbeitung" 
übertragen. 
Die „Multi-Labor"-Funktion ist so strukturiert, dass Stammdaten gemeinsam genutzt 
werden können. Diese beinhalten neben den Patientenstammdaten auch jegliche Anga-
ben zu Verfahren, Materialbezeichnungen, Einsenderbezeichnungen, Maßeinheiten usw., 
welche daher laborübergreifend eindeutig definiert sind. Dies führte dazu, dass zur ein-
facheren Koordination sowie zur Kennzeichnung und Abgrenzung Parameter-Codes mit 
einem führenden Buchstaben für die jeweilige Laborleistungsstelle ergänzt wurden (z. B. 
„v" für das Institut für Virologie, „z" für das Zentrallabor). 
Schlussfolgerungen 
Der Betrieb eines Laborinformationssystems ist aus dem heutigen medizinischen Labora-
torium nicht mehr wegzudenken und seit vielen Jahren gängige Praxis. In der Literatur 
gibt es keine Erfahrungsberichte über die Einführung eines derart komplexen EDV-Pro-
jektes im medizinischen Labor. 
Die Laboratorien gehen optimistisch in die nächsten Projektphasen. Allerdings bedarf 
das Projekt einer dauernden Fortentwicklung an denen sich sowohl Laborärzte a ls auch 
Medizininfonnatiker und medizinisch-technische Mitarbeiter beteiligen. 
Abstraktnummer 57/13 
A formal language for the specification of matching algorithms 
as a general framework for pseudonymization 
Wagner M, Pommerening K 
Universität Mainz, Institut für Medizinische Biometrie, Epidemiologie und Informatik, Mainz 
lntroduction 
Projects in clinical research are often distributed over several places. Information on the 
subjects must be weil coordinated, because different locations of data entry means differ-
ent standards of data quabty and data sureness. 
Since 2000, a pseudonymization service is developed in tbe course of several data secur-
ity projecL<; at the University of Mainz [4, 2]. The main objective is the coordination of 
medical professionals when dealing with sensitive patient data, which may be unsure or 
iocomplete. Besides that there should be means to adapl the system to almest any envir-
onmenl witb other data and other requirements. 
The adaptation requires a special layer that interfaces tbe thoughts and ideas at the con-
ceptual level with the concrete procedures at tbe algoritbmic level. Tbis layer should 
provide some kind of abstraction tbat hides tbe details of database queries and other 
programming issues. 
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Methods 
To enable a precise adaptation a fonnal language was developed that allows the specifi-
cation of a complete pseudonymization scheme in a single configuration file. Such a 
scheme should describe any conceptual detail that characterizes a local installatioo of the 
system. 
A pseudonymization scheme consists of three parts. The first section defines the differ-
ent fields a patient record is made of. This includes a type, length restrictions as weil as 
an equality statement, which defines precisely, under which conditions two data items 
are considered tobe equal. 
The second section defines a set of results the matching process may produce. Each 
result includes a symbolic name to be referenced later in the specification, a pseudonym 
retrieval mode, which decides if an existing pseudonym is rettieved or if a new one is 
generated, as weil as an update mode, which causes an existing record to be completed 
upon a request. 
The third section defines the matching algorithm itself, formally as a finite state system. 
A set of single database queries represents a number of tests, which build the points of 
decision within the procedure. Tue tests are connected by links, which are attached to 
their entry and exit points. These links will build the sequence of tests performed on a 
request, depending on the result each test produces. 
With tbe specification language we introduced the so-called KSXO notation, which speci-
fies a database query in a special, problem-oriented manner. Four parameters desctibe, 
how the query will be constructed. The key restriction (K) may demand a matching key 
field, e.g. an insurance company code. The sureness restriction (S) selects database re-
cords marked as sure, or unsure, respectively. Tue exactitude restriction specifies, if 
fields are compared by sttict equality or in terms of similarity, using different phonetic 
codes. The optionality resttiction (0) defines, if optional input fields are used for com-
parison. 
The decision process begins with a special test, which incorporates the starting state of 
the matching procedure. The corresponding test will be executed and a numeric result 
will be produced. This result will select exactly one of the test's exits, which leads 
either to anotber test or to a result. In this way, the process continues until a final result 
is reacbed. 
Results 
The schema specification language has proven to be very close to the algorithmic prob-
lem itself. lssues that were brougbt in at a conceptual level could be implemented with 
the language very quickly, in a precise aod natural manner. Besidcs that, the operational 
management of different installations became relatively simple, because aoy details of a 
pseudonymization service at a specific site are completely encapsuJated within a single 
file. 
Discussion 
The process of patient data pseudonymization involves many different tasks at different 
levels of data processing, beginning at the syntactic level, whcre normalization is done 
and delimiters are recognized, and ending at the semantic level, where decisions are 
made on the equality of records. However, the existing work on these topics focusses on 
specialities, e.g. the use of pbonetic traosformation (1 ), the construction of cipher codes 
[3) or the procedural matching based on stochastical methods. In contrast, our language 
provides a unique specification method, which includes all of tbe details mentioned 
above. In fact, many attributes of data transformation are not analyzed by the parser, but 
directly passed to tbe corresponding module. Thus, we have a well-structured speciJ:ica-
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tioo method, which is easily extensible and iodependent of speciaJ transformation tecbni-
ques. 
References 
[I] Michael J. Doppelgänger gesucht - Ein Programm für kontextsensitive phonetische Textum-
wandlung. C't, 25; 1999; 252-261. 
[2] Pommerening K, Wagner M. Ein Pseudooymisierungdienst für medizinische Forschungsnetze. 
In Informatik, Biometrie und Epidemiologie in Medizin und Biologie; Köln, Gennany: Urban 
& Fischer; 2001. 
[3] Schmidtmann l, Appelrath HJ, Michaelis J, Thoben W. Empfehlungen an die Bundesländer zur 
technischen Umsetzung der Verfahrensweisen gemäss Gesetz über Krebsregister (KRG). Infor-
matik, Biometrie und Epidemiologie in Medizin und Biologie; 27, 1996; 101- 110. 
[4] Wagner M, Pommerening K. A reusable pseudooymization interface for epidemiologic re-
scarch. In 46th Annual Conference of the GMDS (GMDS 200 l), Köln, Gennany, September 
2001. 
Abstraktnummer 57/14 
Evidenz- und webbasierte Ärzte- und Patientenleitlinien: 
Bausteine für Disease Management Programme 
Vollmar HC, Koneczny N, Floer B, lsfort J , Butzlaff M 
Universität Witten/Herdecke, Medizinisches Wissensnetzwer1< evidence.de, Witten 
Die Hauptaufgabe des 1999 an der Universität Witten/Herdecke gegründeten medizi-
nischen Wissensnetzwerks evidence.de ist es, aus der zunehmenden Informationsmenge 
die Erkenntnisse herauszufiltem, die für Mediziner und Patienten gleichermaßen relevant 
und hilfreich sind. 
Konsequenz daraus ist, dass große und meist chronische KrankheitSgebiete prioritär be-
arbeitet werden: Herzinsuffizienz, Hypertonie, Demenz, Asthma etc. 
Aus dem Prozess der Wissensbündelung ergeben sich 5 Bereiche, die elementare Be-
standte ile für Disease Management Programme (DMPs) sind [l]: 
1. Evidenzbasierte Leitlinien für Ärzte 
Neueste medizinische Erkenntnisse werden nach wissenschaftlichen und evidenzba-
sierten Kriterien durch ein fünfköpfiges Ärzteteam und die Experten der kooperie-
renden Kliniken und 100 Lehrpraxen zusammengestellt. Die gemeinsam entwickel-
ten Leitlinien werden für medizinische Professionen unter der Internetadresse 
www.medizinerleitlinien.de verfügbar gemacht. 
2. Evidenzbasierte Leitlinien für Patienten 
Unter www.patientenleitlinien.de werden die evidenzbasierten Leitlinien für Patienten 
publiziert. Die themenspezifischen Informationen sind dabei sprachlich und grafisch 
so überarbeitet, dass sie von den Patienten für eine gemeinsame Entscheidungsfin-
dung („shared decision making") genutzt werden können. Für jedes Indikationsgebiet 
werden hilfreiche Referenzen angegeben. 
3. Informationssysteme für Patienten und Ärzte (Internetplattform) 
Integraler Bestandteil des Wissensnetzwerks ist seine Internetpräsenz. So wird für die 
dezentralen kooperierenden Einrichtungen der medizinischen Fakultät (Lehrkrankeo-
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häuser, Allgemeinarztpraxen, wissenschaftliche Institute) im Internet eine Platlform 
(www.evidence.de) zur inhaltlichen Zusammenarbeit zur Verfügung gestellt. 
4. Interaktive, leitliniengestützte Fortbildung für Ärzte 
Um das neue Wissen bei den Ärzten zu verankern ist eine evidenzbasierte und leit-
linienorientierte Fortbildung vorgesehen. Diese wird unter www.medizinerwisscn.de 
zugänglich gemacht; die einzelnen Module werden dabei im Rahmen der freiwilligen 
ärztlichen Fortbildung (CME) durch die Ärztekammer Westfalen/Lippe zertifiziert. 
5. Evaluation der Umsetzung im klinischen Alltag 
Ohne Reflexion und Evaluation kein Nachweis der eigenen Leistungsfähigkeit: Im 
Sommer 2001 wurde im Netzwerk die erste randomisiert-kontrollierte Studie zur Effi-
zienz des Wissenstransfers durchgeführt [2]. Seit 2002 laufen 2 weitere Studien mit 
ca. J 100 Probanden zum Informationsbedürfnis von Patienten im Allgemeinen und 
von Rückenschmerzpatienten im Besonderen. 
Auf der Basis der schon realisierten Vorhaben möchte das medizinische Wissensnetz-
werk evidence.de einen Beitrag zur transparenten und wissensbasierten Entscheidungs-
findung von Ärzten und Patienten leisten. Die vorhandenen Elemente sind Kernbausteine 
für zukünftige Disease Management Programme und andere Fonnen der integrierten Ver-
sorgung. Entscheidend für einen noch nicht belegten Nutzen bzw. Erfolg von DMPs, ist 
die Frage, welche Kombination von Kernelementen eine kontinuierliche Versorgung 
chronisch kranker Menschen verbessert. 
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Abstraktnummer 57/15 
Darstellung perimetrischer Befunde auf mobilen kabellosen 
Geräten mit dynamisch generierten Grafiken 
Jürgens C, Ulmer H, Wiest S, Schiefer U, Zell A 
Universität Tübingen, Wilhelm-Schickard-lnstitut für Informatik, Tübingen 
Einleitung 
Die korrekte Beurteilung perimetrischer Befunde ist in Einzelfällen schwierig und bedarf 
langjähriger Erfahrung. Unklare Befunde erfordern dje Einholung einer Expertenmei-
nung, meistens verbunden mit der Wiedervorstellung des betroffenen Patienten bei erfah-
renen Ophthalmologen. In vielen Fällen würde jedoch schon ein kurzer Blick auf den 
unklaren Befund zur Klärung ausreichen, eine Wiedervorstellung wäre überflüssig. In 
Zusammenarbeit mit der Universitätsaugenklinik Tübingen wird deshalb in der Tübinger 
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lnfonnatik ein Softwarepaket entwickelt, das eine mobile, kabellose Darstellung perime-
trischer Befunde ermöglicht [l]. Der derzeitige technische Stand mobiler, kabelloser Ge-
räte (Handy, PDA) schränkt die Anwendungsmöglichkeiten in der Perimetrie noch erheb-
lich ein; die rasante Weiterentwicklung in diesem Marktsegment wird jedoch in den 
nächsten Jahren den Einsatz mobiler Datenverarbeitung in der medizinschen Telematik 
verbessern. 
Es konnte bereits gezeigt werden, dass auch mit begrenzten mobilen Ressourcen, auf-
wendige Analyseverfahren serverseitig gesteuert und ausgeführt werden können. Mithilfe 
der Java 2 Micro Edition wurde eine Schnittstelle zum Java Neural Network Simulator 
(JavaNNS (2)) entwickelt, die eine mobile automatisierte Klassifizierung perimetrischer 
Befunde mit künstlichen neuronalen Netzen (KNN) ermöglicht (3). Die Interpolation 
von Gesichtsfeldern mit KNN ist als weitere Anwendung in das Softwarepaket imple-
mentiert (4). 
Die bisherigen Methoden beschränken sich auf Befunde des Tübinger Automatik Peri-
meters (TAP) und sind nun auf schwellenbestimmende Verfahren erweitert worden. Für 
die grafische Darstellung der Gesichtsfelder wird die wissenschaftliche Software 
MATLAB [5] verwendet; die Grafiken werden aus den Untersuchungsdaten dynamisch 
erzeugt. 
Material und Methode 
Grundlage dieser Arbeit sind derzeit 191 perimetrische Befunde von 42 neuroophthalmo-
logischen Patienten. Alle Patienten werden in halbjährlichem Abstand zur Verlaufskon-
trolle mit der Fundus Orientierten Perimetrie (FOP [6]) untersucht. Bei der FOP wird 
mithilfe einer Fundusaufnahme jedes Patienten, ein individuelles Prüfraster erteugt, bei 
dem im zentralen 30°-Gesichtsfeld zwischen 130 und 140 Prüfpunkte getestet werden. 
An jedem Rasterpunkt wird die individuelle Lichtunterschieds-Empfindlichkeit (LUE) 
geprüft und als Schwelle in dB gespeichert. Die erhobenen Daten werden in Tübingen 
schon seit mehreren Jahren in einer relationalen Datenbank verwaltet und sind über ein 
Arzt-Informationssystem klinikintern abrufbar. Für die Entwicklungsphase in diesem 
Projekt wurde eine Kopie der Datenbank mit anonymisierten Datensätzen angelegt. 
Durch ein Java-Servlet, das auf einem Apache-Tomcat-Webserver ausgeführt wird, wurde 
eine Schnittstelle zum Internet entwickelt, die einen Zugriff auf die Untersuchungsdaten 
ermöglicht 
Die Gesichtsfelder werden durch dynamisch generierte Grafiken dargestellt Mithilfe der 
JMatLink-Bibliothek [7], einer freien Java-Erweiterung, wird über das JavaNativelnterfa-
ce (JNI) eine Schnittstelle zu MATLAB bereitgestellt. Bei jeder http-Anfrage erzeugt 
MATLAB aus den angeforderten Untersuchungsdaten ein 8-bit PNG-Bild, das auf die 
Anzeigegröße und Auflösung des anfragenden Gerätes angepasst wird. 
Suchanfragen aus dem Internet werden über ein HTML-Formular von einem Web-
browser als get-Methode verarbeitet, die Antwort erscheint als HTML-Tabelle. Jeder Be-
fund in der Tabelle kann über eine Schaltfläche angewählt werden und wird dann in 
einer HTML-Seite eingebettet angezeigt. Mobile kabellose Geräte mit Webbrowser kön-
nen so ebenfalls auf die Datenbank zugreifen - für alle anderen java-fä.higen Geräte 
wurde mit der Java 2 Micro Edition eine eigene grafische Benutzeroberfläche enlwickelt. 
Auch diese Geräte stellen eine http-Verbindung her und bekommen auf eine Anfrage mit 
der GET-Methode eine Ergebnisliste als Antwort. Das Gesichtsfeld wird als 8-bit PNG-
Grafik auf dem Webserver temporär gespeichert und auf das anfragende Gerät geladen. 
Ergebnisse 
Unsere Entwicklung ermöglicht den weltweiten Zugriff auf die perimetrische Datenbank 
mit Hilfe der Internettechnologie. Perimetrische Befunde können an jedem Rechner mit 
Internetanschluss in einem Webbrowser dargestellt und zur serverseitigen Datenverarbei-
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tung verschickt werden. Durch den Einsatz der Java 2 Micro Edition können perimetri-
sche Befunde auch auf mobilen kabellosen Geräten dargestellt werden. Durch die 
Schnittstelle zu MATLAB können jetzt auch, neben Gesichtsfeldern des Tübinger Auto-
matik Perimeters, zusätzlich Gesichtsfelder von schwellenbestimmenden Verfahren ange-
zeigt werden. Die Grafiken werden dynamisch generiert und können so optimal an Dis-
playgröße und -auflösung der anfragenden Geräte angepasst werden; dies reduziert die 
zu übertragende Datenmenge und erspart eine clientseitige Nachverarbeitung der Grafik-
Dateien, die sehr zeitaufwendig bzw. technisch gar nicht machbar wäre. 
Diskussion/Schlussfolgerungen 
Keine der bisherigen Arbeiten aus dem Bereich der Teleophtbalmologie befasst sich mit 
der mobilen Datenverarbeitung perimetrischer Befunde (8, 9]. Unser Ansatz zeigt, dass 
sich mit jedem java-fäbigen Gerät perimetrische Befunde räumlich ungebunden anzeigen 
lassen. Die Einholung einer Expertenmeinung kann so erleichtert und v. a. beschJeunigt 
werden, weil der Experte jederzeit erreichbar ist. Dies verhindert überflüssiges Wieder-
vorstellen von Patienten, deren Gesichtsfeld-Befund auch mit einer mobilen Telekonsul-
tation beurteilt werden kann. 
Die technischen Einschränkungen mobiler Technologie, werden in naher Zukunft verbes-
sert: Größere Bandbreite (UMTS), bessere Gerätehardware, Erweiterung der Java 2 Mi-
cro Edition. 
Durch die Erweiterung auf schwellenbestimmende Verfahren sind die meisten perimetri-
schen Untersuchungsverfahren darstellbar. Die Einbindung von MATLAB ermöglicht die 
Anwendung weiterer Verfahren zur Analyse oder Visualisierung. AJs nächster Schritt ist 
die Implementierung von Methoden zur Verlaufsanalyse von Langzeitbefunden geplant. 
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Abstraktnummer 57/16 
TELLUS - Eine interaktive Visualisierung zum einfachen 
Verstehen komplexer Objektstrukturen 
lßler L, Weßel C, Speckelsen C, Spitzer K 
RWTH Aachen, Universitätsklinikum, Institut für Medizinische Informatik, Aachen 
Einleitung 
Ziel des CERES-Projekts ist es, Informationen über Krankenhäuser in stnikturierter ak-
tualisierbarer Fonn webbasiert zur Verfügung zu stellen. Bei der Erfassung dieser Infor-
mationen entstehen komplexe Strukturen aus Objekten, die Bestandteile eines Kranken-
hauses darstellen, und Verknüpfungen dieser Objekte untereinander. Ein solches abstrakt 
modelliertes Krankenhaus muss von Betrachtern mit unterschiedlichstem fach licnen Hin-
tergrund verstanden werden. 
Bisherige Visualisierungen der Struktur eines Krankenhauses erfolgen zumeist (durch Zei-
chenwerkzeuge unterstützt) von Hand und basieren dann nicht auf einem Modell des Kran-
kenhauses, sondern auf der impliziten Kenntnis des Hauses durch Mitarbeiter und Berater. 
Diese redundante und manuelle Visualisierung ist aufwändig und fehlerbehaftet. 
Im CERES-Projekt solJte dieser Weg vermieden werden und eine automatisierte, Modell 
basierte Visualisierung erfolgen. Für CERES wurde das Werkzeug TELLUS entwickelt, 
das statt den von der Unified Modeling Language (UML) bekannten und eine hohe Ak-
zeptanz erfahrenden Klassendiagrammen nunmehr Instanzendiagramme generiert und 
diese in einer Webbrowser-Oberfläche interaktiv navigierbar und leicht verständlich vi-
sualisiert. 
Material und Methode 
Kern des Tools TELLUS ist das interaktive Durchlaufen einer gegebenen komplexen 
Objektstruktur, wobei der Betrachter zusammenhängende Ausschnitte der Struktur inter-
aktiv in Folge durchläuft. Der Betrachter wählt ausgebend von einem Ausschnitt einen 
nächsten, benachbarten Ausschnitt und kann die gesamte Struktur seiner Zielsetzung ent-
sprechend erkunden und verstehen. TELLUS wird dabei als serverseitige Applikation 
vom Betrachter in der gewohnten Umgebung eines Webbrowsers mit einfachen Maus-
klicks bedient. 
Eine Objektstruktur ist eine Menge von verknüpften Objekten. Ein Ausschnitt dieser 
Struktur in TELLUS besteht aus einem beliebig gewählten Element der Objektstruktur, 
einem sogenannten Fokusobjekt, sowie allen Objekten, die mit dem Fokusobjekt direkt 
verknüpft sind. Zwei verschiedene Ausschnitte, deren Fokusobjekte direkt miteinander 
verlmüpft sind, überschneiden sich aufgrund dieser Konstruktion immer in mindestens 
einem Objekt und werden daher als benachbart bezeichnet. ln einer TELLUS-Sitzung 
navigiert der Betrachter zwischen benachbarten Ausschnitten, sodass in jedem Schritt 
der Sitzung immer ein Teil des letzten betrachteten und der als nächstes zu betrachten-
den Ausschnitte dargestellt ist. Der Betrachter kann somit leicht strukturelle Zusammen-
hänge erkennen und verstehen [l]. Während der Sitzung wird ein Protokoll eingeblendet, 
das den bisherigen Navigationsverlauf verdeutlicht und ein einfaches Zurückspringen zu 
früheren Zeitpunkten der Navigation erlaubt [2]. 
TELLUS stellt Ausschnitte der Objektstruktur analog den Klassendiagrammen der Uni-
fied Modeling Language (4) (UML) als einfache Grafiken dar. Durch Linien verbundene, 
mit einer Kurzbezeichnung beschriftete Rechtecke repräsentieren Objekte, wobei Detail-
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infonnationen wie die Eigenschaftswerte des Objekts aus Gründen der Übersichtlichkeit 
erst auf Anforderung des Benutzers angezeigt werden. Das Layout erfolgt mit je nach 
Bedarf austauschbaren Algorithmen der AGD-Bibliothek [3]. 
Zusätzlich zur normalen Darstellung unterstützt TELLUS einen erweiterten Navigations-
modus, der das dargestellte Objektnetz nach strukturell „interessanten" Bereichen ge-
wichtet und dem Betrachter Empfehlungen zur Navigation gibt. 
Ergebnisse 
TELLUS wird im CERES-Projekt erfolgreich zur Visualisierung eingesetzt. Die Visuali-
sierung unterstützt die Modellentwickler bei der Evaluierung der Modellierung, wird 
aber auch zur Präsentation von Beispielmodellen für Besucher der verschiedensten Fach-
richtung verwendet. Die Modellentwickler entdeckten mithilfe von TELLUS häufig Prob-
leme und Inkonsistenzen eines modellierten Krankenhauses oder auch des CERES-Meta-
modelJs. Die Besucher waren nach einer TELLUS-gestützten Kurzpräsentation jeweils 
sofort in der Lage, die vorgestellte Modellierung eines konkreten Krankenhauses zu dis-
kutieren. 
Diskussion/Schlussfolgerungen 
Im Gegensatz zu der meist iiblichen, durch Zeichenwerkzeuge unterstützten manuellen, 
redundanten Visualisierung eines Krankenhauses ermöglicht TELLUS das interaktive 
Verstehen der Stn1ktur eines modellierten Krankenhauses anhand einer in Echtzeit voll-
automatisch generierten Visualisierung. Ein solches vollautomatisches Werkzeug, das in 
jedem Fall ohne Nachbearbeitung der generierten Diagramme auskommt, ist im Bereich 
der Krankenbausinfonnationssysteme unseres Wissens nach bislang nicht bekannt. 
TELLUS beschränkt sich entgegen Ansätzen wie der Fisheye View [6] auf die Präsenta-
tion von lokalen Ausschnitten einer Objektstruktur. Es bietet dem Betrachter entspre-
chend Erkenntnissen zur Navigation in Hypertexten [1, 2, 5) in diesem Ausschnitt der 
Objektstruktur alle lnfonnationen, die den Betrachter schne ll zum Ziel seiner Navigation 
kommen lassen - nämlich dem Verstehen der gesamten Struktur. 
Diese Hilfen sollen für eine noch effizientere Navigation in zukünftigen Versionen erwei-
tert werden: zum Beispiel wird es die Möglichkeit geben, den Überblick über die Ob-
jektstruktur durch das Ausblenden einzelner, für den aktuellen Betrachter nicht relevater 
Objektklassen zu vereinfachen. 
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Abstraktnummer 57/17 
Qualitätsinitiative Krankenhaus-Anwendungssoftware: 
Methoden der Zertifizierung von Softwareprodukten für die 
externe vergleichende Qualitätssicherung im Krankenhaus 
Woldenga C, Galbierz M, Fischer B 
BQS Bundesgeschäftsstelle Qualitätssicherung gGmbH, Medizinische Informatik und Biometrie, Düs-
seldorf 
Einleitung 
Die BQS-Spezifikation für QS-Dokumentationssoftware ist Basis für der~eit ca. 100 ver-
schiedene Softwareprodukte zum medizinischen Benchmark.ing. Krankenhäuser, Ärzte 
und Pflegende können unter diesen Anbietern wählen und sich für moderne, an individu-
elle Bedürfnisse angepaßte IT-Lösungen entscheiden. Ziel der Qualitätsinitiative Kran-
kenbaus-Anwendungssoftware ist es, durch ein Zertißzierungsverfahren Entscheidungs-
hilfen anzubieten, um zu gewährleisten, daß sich die Akteure im Gesundheitswesen 
genau für die Software entscheiden können, die einerseits zu ihren Prozessen paßt und 
die Schnittstellen anbietet, um bereits vorhandene Daten bestmöglich für die Qualitäts-
sicherung zu nutzen und die andererseits sicherstellt, daß die Vorgaben der Spezifikation 
vollständig und korrekt umgesetzt sind. Der Prüfablauf muß diesen Anforderungen ge-
recht werden. 
Material und Methode 
Gemeinsam mit einem neutralen Gutachter prüft die BQS die Programme sowie das Vor-
geben, mit dem sie entwickelt und getestet werden. 
Gegenstand der ersten Stufe ist die Prüfung des Exportformats sowie allgemeine Quali-
tätsanforderungen nach DIN ISO IEC 12119. Das Prüfkonzept sieht eine kombinierte 
Produkt- und Systemprüfung vor: Es wird die Anwendungssoftware als Produkt betrach-
tet und gemäß den qualitätsrelevanten Funktionsbereichen und Funktionsmerkmalen mit 
geeigneten Testfällen geprüft. 
Da eine reine Produktprüfung der Dynamik der Software-Entwicklung nicht gerecht wür-
de, wird zusätzlich das System betrachtet, aus dem die Software stammt und in dem sie 
gepflegt wird. Hier interessiert insbesondere der Entwicklungsprozeß der Software, der 
anhand von Dokumenten, die den Prozeß beschreiben, stichprobenartig nachvollzogen 
und in einer Vor-Ort-Prüfung bestätigt wird. 
Der Prüfablauf ist so angelegt, daß er sich an den Prozessen des Softwareanbieters orien-
tiert und gleichzeitig bei hoher Flexibilität eine ausreichende Sicherheit des Prüfergeb-
nisses bietet. 
Nach Abschluß der P1üfung wird der Prüfbericht dem Zertifizierungsausschuß vorgelegt. 
Nur wenn die BQS-Spezifikation authentisch umgesetzt ist, vergibt der Ausschuß das 
Zertifikat. 
Der Beitrag verdeutlicht die ve1wendeten Methoden der Zertifizierung und vergleicht sie 
mit anderen Software-Zertifizierungsverfahren im Bereich des Gesundheitswesens. Es 
werden Ergebnisse vorgestellt und Erfahrungen aufgezeigt. 
Ergebnisse 
Das Ziel der bereits abgeschlossenen Grundstufe der Qualitätsinitiative Krankenhaus-An-
wendungssoftware war, einen Überblick über derzeit am Markt befindliche Systeme zu 
lnfonnatik. Biometrie und Epidemiologie in Med. u. ßiol. 3413 (2003) 
540 Abstracts der 48. Jahrestagung der GMDS 
gewinnen. Die Hersteller legten gegenüber der BQS ihr Qualitätsmanagementsystem für 
SofcwareentwickJung und -service offen und registrierten sich für die Nutzung eines Sys-
tems, mit dem sie den Datenexport für die Qualitätssicherung aus ihrem Programm tes-
ten (Testinstanz). Die BQS veröffentlicht auf ihrer Homepage, welche Anbieter sich an 
der Qualitätsinitiative beteiligen, wie ihre Produkte einzuordnen sind und welche Leis-
tungsmerkmale sie aufweisen. 
Oie Stufe 1, welche den eigentlichen Prüf- und Zertifizierungsprozeß beinhaltet, wurde 
im 3. Quartal 2003 gestartet. Derzeit haben sich ca. 30 Softwareanbieter für eine Teilnah-
me vonnerken lassen. 
Die BQS-Qualitätsinitiative ist als Zusammenarbeit auf Dauer angelegt. Zertifikate, die 
im Rahmen der Stufe 1 vergeben werden, haben immer Bezug zur aktuellen BQS-Spezi-
fikation. Die Prüfungen müssen regelmäßig wiederholt werden. Mit der Vergabe des Zer-
tifikats nach erfolgreicher Prüfung dri.ickt die BQS ihr Vertrauen aus, daß das gepri.ifte 
Softwareprodukt sowie der Prozeß der Herstellung den Vorgaben entspricht. 
ln der zweiten Stufe wird unter anderem die Anwendungsfreundli chkeit nach den Dia-
logprinzipien der DIN EN 9241 Teil 10 im Vordergrund stehen. 
Diskussion/Schlussfolgerungen 
Das Zertifizierungsverfahren ist ein Beitrag zu Transparenz und Sicherheit. Die BQS 
bietet eine Partnerschaft und einen intensiven Dialog zum Nutzen des medizinischen 
Benchmarking an. Die Krankenhäuser erhalten eine validierte Übersicht über geeignete 
Software und damit wichtige Informationen für ihre Auswahlentscheidung. Die BQS hat 
einen Überblick, wie die Spezifikation umgesetzt wird. Die Softwarehersteller sehen, 
daß sich ihr Einsatz lohnt. Das Zertifikat ist eine Anerkennung ihrer Leistungsfähigkeit. 
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Abstraktnummer 57/18 
Online-Perzentilenrechner 
Jenetzky E, Huss M 
Charite, Campus Virchow-Klinikum, Klinik für Psychiatrie, Psychosomatik und Psychotherapie des Kin-
des- und Jugendalter, Berlin 
Einleitung 
In der ärztlichen Untersuchung gehört die Messung von Grösse und Gewicht eines Kin-
des zur Routine. Anhand von Kurven-Diagrammen werden die zugehörigen alters- und 
geschlechtsspezifischen Prozentränge (PerzentiJen) bestimmt. Der aus Grösse und Ge-
wicht errechnete Körpermassenindex (BMI in kg/m2) dient als Kriterium bei der Bestim-
mung von Über- und Untergewicht, insbesondere für die Fragestellung von Anorexia [1] 
oder Adipositas [2]. Doch gerade hier erhält man keine exakte Information, man weiss 
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nur, dass die Werte unterhalb der 3. oder oberhalb der 97. Perzentile liegen. Ein prakti-
scher Rechner für den klinischen Alltag oder Forschungsfragen existiert nicht. 
Material und Methode 
Die unterschiedlichen eingesetzten Diagramme beruhen zumeist auf bestimmte regiona-
len Stichproben, die Rohwerte sind jedoch nicht allgemein verfügbar. Eine Überführung 
der grafischen Schaubilder in mathematisch exakte Werte erscheint zu ungenau. Eine 
grosse Stichprobe, deren Kennwerte im Monatsintervall, frei verfügbar sind, ist die US-
Erhebung von 2000 [3]. Inzwischen wurde für die BRD anhand von 17 verschiedenen 
Einzelerhebungen aufgrund der oben beschriebenen Problematik Kennwerte im Halbjah-
resintervall für den BMI [4] veröffentlicht. Diese beiden Quellen sind Grundlage für den 
entwickelten Rechner. Für Grösse und Gewicht müssen die US-Werte verwendet werden, 
da deutsche Werte nicht verfügbar sind. 
Um diesen Rechner allgemein günstig verfügbar zu halten, wurde das Internet als Stand-
ort und Betriebsystem unabhängige Plattform gewählt. Die Berechnung anhand der 
Normwerte wurde mit Javaskript realisiert. Sie erfolgt auf der Grundlage der Kennwerte 
nach der Box-Cox-Approximation [5, 6], wodurch der exakte Z-Wert und somit die Per-
zentilen in 1 %-Schritte ermittelt werden: Z = (((XIM)**L) - 1)/(LS). Hierbei gilt: L#O 
ist die Power in der Box-Cox-Tranformation, M der Median, S die Standardabweichung, 
Z der Wert der Standardnormalverteilung, X der gemessene Wert. 
Da die eingegebenen Daten immer nur lokal vorhanden sind, gibt es keine datenschutz-
rechtlichen Bedenken.[?] 
Ergebnisse 
Es wurde eine ca. 2500-zeilige Javaskript-Datei erstellt, die zum einen das Alter in Jahre 
und Monate aus Messdatum und Geburtstag ermitteln kann. Sobald dies errechnet oder 
von Hand eingetragen wurde und durch Grösse in Zentimeter, Gewicht in Kilogramm 
und Geschlecht im HTML-Formular ergänzt wurde, werden anhand der Kennwerte fo l-
gende Parameter ermittelt: Der BMI, sowie die Perzentile und den exakter Z-Wert für 
BMI, Grösse und Gewicht. Der exakte Z-Wert erlaubt die Beurteilung, wenn die erhalte-
nen Ergebnisse, z.B. aus dem 99%-lntervall herausfallen, sodass nur noch ein „0 %"-
oder „ 100%"-Perzentile angezeigt wird. 
Innerhalb einer ersten Testphase in unserer kinder- und jugendpsychiatriscben Klinik hat 
sich der Rechner unter der URL: http://www.charite.de/rv/kpsych/perzentilen.btml [8] 
schon über ein Jahr laut Aussage aJJer Mitarbeiter als sehr nützlich und praktisch erwie-
sen. Die leichten Abweichungen aufgrund der US-Werte, fallen nicht ins Gewicht, da 
die grafischen Diagramme wesentlichen ungenauer sind und vor allem der einheitliche 
Bewertungsmaßstab wesentlich ist. lm Rahmen einer Veröffentlichung bei Anorexia ner-
vosa erwies sich die Berechnungsmethode als unabdingbar. [l] 
Diskussion/Schlussfolgerungen 
Bisher existieren nur sehr einfache Javask:riptrechner für den BMI. Eine Online-Berech-
nung der exakten Perzentilen gibt es nach unseren Erkenntnissen bisher noch nicht, in 
der Praxis werden Papiergrafiken verwendet. Ein alternativer Lösungsweg ist ein server-
seitiges Skript mit Datenbank im Hintergrund, bei dem die Eingaben protokolliert wer-
den können. Sobald exaktere und neuere Daten vorliegen, sollten für jedes Land ge-
trennt, eigene Oberflächen erstellt werden. Die Erweiterung des Altersspektrums bis ins 
Neugeborenenalter und die zusätzliche grafische Visualisierung zusammen mit einer ad-
hoc-Bewertung (z.B. notwendige Gewichtszunahme um die 3. Perzentilc bei der Be-
handlung der Anorexia nervosa zu erreichen) können dieses Angebot noch attraktiver 
machen. Ein wie in den USA frei vetfügbarer, aktueller und umfassender Datensatz in 
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Deutschland wäre wünschenswert. Eventuell Jjefert der aktuelle B undes-Jugend-Survey 
des Robert-Koch-Institutes diese Daten. [9) 
Literatur 
(1) Bock A, Jenctzky E, Boeckel T, Pfeiffcr E, Lehmkuhl U, Perikardergüsse bei Anorexia 11e1vo-
sa, poster auf dem 27. Kongress der Deutschen Gesellschaft für Kinder- und Jugendpsychiatrie, 
3.-6.04.2002, Berlin. 
[2] Leillinien der DGfKJ, Urban und Fischer, Januar 2002, Adipositas im Kindes- und Jugendalter, 
[Online] lntemetseite am 30.03.2003, URL: http://www.uni-duesseldorf.de/WWW/AWMF/11/ 
adip-002.htm 
[3) Kuczmarski RJ, Ogden CL, Grummer-Strawn LM, et al. CDC growth charts: United States. 
Advance data from vital and bealth statistics; no. 314. National Center for Healtb Statistics. 
2000. [Online], Internetseite am 30.03.2003, URL: http://www.cdc.gov/nchs/about/major/ 
nhanes/growthcharts/datafiles.btro 
[4] Kromeyer-Hauscbild K, Wabi tsch M, Kunze D, et al. ; Perzentile fiir den Body-mass-!ndex fiir 
das Ki11des- 11nd Jugendalter unter Heranziehung verschiedener dewscher Stichproben; Mon-
atsscbr Kinderbeilkd; 2001; 149: 807-818. 
[5] Box GE, Cox DR. An a11alysis of 1ra11sformatio11s. 1 Roy Stat Soc, Series B. 26: 211-252, 
1964. 
(6] Cole TJ. 171e LMS method for constructing normaiized growth Standards. Eur J Cl.in Nutr. 44: 
45-60, 1990. 
(7) BERLINER DATENSCHUTZGESETZ - BloDSG vom 17. Dez. 1990 (GVBI. 1991, S. 16, 
54), zuletzt geändert durch Gesetz vom 3. Juli 1995 (GVBI. 1995, S. 404). [Online), Internet-
seite am 30.03.2003, URL: http://www.datenschutz-berlin.de/recbt/blnlblndsg/blndsg.btro 
[8] Jenetzky E, Rechner fiir die Perzentilenwerte von Größe, Gewicht (US-NORM 2000) und Kör-
permassenindex (BRD-NORM 2001) [Online], Intemetseite am 30.03.2003, URL: hup:// 
www.cbarite.de/rv/kpsycb/perzentilen.html 
[9] Kurth B-M, Bergmann KE, Thefeld W, Smdie zur Gesundheit von Kindern und Jugendlichen in 
Deutschland [Online], lJllernetseite am 30.03.2003, URL: http://www.kinder-jugend-gesund-
heit2 1.de/ 
Abstraktnummer 57/19 
Die BQS-Spezifikation für QS-Dokumentationssoftware 
ein Beitrag zur Daten- und Prozessintegration im Krankenhaus 
Eckert 0 , Woldenga C, Fischer B 
BQS Bundesgeschäftsstelle Qualitätssicherung gGmbH, Düsseldorf 
Einleitung 
Die deutschen Krankenhäuser sind nach § 135 a und § 137 SGB V zur Teilnahme an Maß-
nahmen der externen vergleichenden Qualitätssicherung (evQS) verpflichtet. Die inhalt-
lichen Vorgaben werden von medizinischen Fachgruppen der BQS Bundesgeschäftsstelle 
Qualitätssicherung gGmbH erarbeitet. Eine seit 2002 von der BQS jährlich publizierte Spe-
zifikation dient der Erstellung von Krankenhaussoftware. Da in der Vergangenheit Doku-
mentationssoftware vielfach den Krankenhäusern nicht rechtzeitig zur Verfügung stand, 
wurde im Jahr 2001 die Spezifikation neu entwickelt. Bisher unterschiedliche Standards 
wurden in einer technischen Plattfonn zusammengefasst. 
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Neben einer Übersicht über die Struktur der Spezifikation ist es Ziel dieses Beitrages, 
die Umsetzung durch Softwareanbieter unter dem Aspekt der Prozess- und Datenintegra-
tion exemplarisch vorzustellen und künftige Verbesserungsmöglichkeiten aufzuzeigen. 
Material und Methode 
Die zurzeit gültige BQS-Spezifikation 6.0 wird als relationale Datenbank zusammen mit 
einer technischen Dokumentation [l] publiziert und enthält in insgesamt 39 Tabellen u. a. 
fo lgende Informationen: 
• formale Bedingungen für die Dokumentationsverpflichtungen der 27 Leistungskom-
plexe(= Module) 
• 2541 Datenfelder 
• 2602 Plausibilitätspriifungen 
• Anonymisierungs- und Pseudonymisierungsvorschriften für den Datenexport 
Die streng formal definierten Datenfelder sind Teildatensätzen zugeordnet. z. B. gibt es 
im Modul Geburtshilfe die Teildatensätze Mutter und l(jnd. Oie hierarchisch angeord-
neten Teildatensätze können in ein Datenbankschema für die Datenspeicherung umge-
setzt werden. 
Oie Plausibilitätsregeln werden durch einen von der BQS entwickelten Parser auf syntak-
tische Korrektheit überprüft. Zusätzlich werden Gruppen logisch zusammenhängender 
Datenfelder (z. B. Auswahl von untergeordneten Felder in Abhängigkeit von einem Fil-
terfeld) für die Gestaltung von Eingabemasken definiert. 
Eine Pre-Version der Spezifikation (mit sämtlichen Inhalten) wird ca. ein halbes Jahr vor 
Start des Verfahrensjahres publiziert. Oie finale Version enthält zusätzlich die Anpassun-
gen an die Katalogänderungen (ICD-10, OPS-301) und erscheint ca. 4 Wochen nach Pub-
likation der Kataloge durch das DIMDI. 
Ergebnisse 
Zurzeit setzen über LOO Soflwarenanbieter (ohne selbstprogrammierende Krankenhäuser) 
die Spezifikation um. Ein Großteil der Softwareanbieter ist nach Entwicklung geeigneter 
Werkzeuge (Parser) in der Lage, weitgehend automatisiert Dokumentationssoftware zu 
erstellen. 
Es werden unter dem Aspekt der Datenintegration verschiedene Beispiele für die Umset-
zung der BQS-Spezifikation durch Softwareanbieter vorgestellt: 
• Realisierung einer Importschnittstelle 
• Realisierung einer bidirektionalen Schnittstelle 
• Integration der evQS-Anforderungen in das Datenmodell des Anbieters 
Diskussion/Schlussfolgerungen 
„Insellösungen" (ohne Integration in das KIS) können auf der Basis der BQS-Spezifika-
t:ion relativ leicht automatisiert umgesetzt werden. Integrierte Lösungen erfordern dage-
gen hohen Aufwand auf der Seite der Softwareanbieter, da zur Zeit kein standardisiertes 
Verfahren existiert. 
Nach dem „Anforderungskatalog für die Informationsverarbeitung im Krankenhaus" [2] 
ist ein Aspekt für „good infonnation processing practice" die Datenintegration. Sie er-
möglicht die multiple Verwendung von einmal aufgezeichneten Daten und vermeidet da-
durch Dateninkonsistenzen. Daten sollten möglichst am Ort und zum Zeitpunkt der Ent-
stehung aufgezeichnet werden. 
Der Grad der Datenintegration beeinflusst die Qualität der für die evQS erfassten Daten 
und somit die Validität und Reliabilität der Datenauswertung. 
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Anforderungen der evQS könnten künftig eine zusätzlicher Anreiz für Softwareanbieter 
sein, die Daten- und Prozessintegration der Informationsverarbeitung im Krankenhaus 
umzusetzen. 
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Abstraktnummer 57/20 
Entwurf und Realisierung eines Benutzermodellierungsmoduls 
(BMM) zur Adaption eines E-Learning-Systems 
Eichelsbacher D, Harriehausen-Mühlbauer 
Universität Heidelberg, Medizinische Biometrie und Informatik, Heidelberg 
1. Zusammenfassung 
Das Problem zwischen Lernenden und einem E-Learning-System ist, dass das System 
zwar durch verschiedene Eingangs-, Zwischen- und Abschlusstests stets über den aktuel-
len Lernfortschritt des Lernenden infonniert ist, jedoch meist keine Kenntnis darüber 
besitzt, warum der Lernende den Lernstoff nicht verstanden hat. Ob es an den mangeln-
den Vorkenntnissen lag oder an falschen didaktischen Methoden, die dem Lerntyp des 
Lerners nicht entsprachen, kann das E-Leaming-System nur erahnen. Es weiß nicht, wel-
che zusätzliche Hilfe der Lernende benötigt, um seine Leistungen zu verbessern. Das 
System kann nur allgemeine Hilfestellungen leisten, was für die Benutzer der meisten 
E-Leaming-Systeme derzeit oftmals frustrierend ist. Durch die Benutzermodellierung, 
die hier ausführlich erläutert ist, wird es möglich ein E-Learning-System so zu adaptie-
ren, dass der Lernprozess des Lerners optimal gefördert werden kann. Dies geschieht 
einerseits durch die Generierung eines individuell angepassten Lernwegs und anderer-
seits durch ein problemorientiertes Hilfesystem, welches während der Abarbeitung der 
Wissensbausteine zur Verfügung steht. Voraussetzung dafür ist eine Klassifizierung der 
Lehreinheiten und des Lerners, auf die in den ersten Kapiteln näher eingegangen wird. 
2. Einleitung 
Unter Benutzerrnodelliemng versteht man eine Wissensbasis, die explizite Annahmen 
über alle Aspekte eines Benutzers enthält, die für das Systemverhalten entscheidend sein 
können (Wahlster W. 1989). Aufgabe des Benutzermodellierungsmoduls ist es diese 
Aspekte bzw. Symptome des Benutzers zu erbeben, zu speichern und anschließend zur 
Optitnierung des Lernprozesses auszuwerten. Die Erhebung der Symptome des Lerners 
ist in Kapitel 5 näher erläutert. 
Gleichbedeutend mit der Erhebung der Symptome des Lerners ist die Erhebung der 
Symptome für die Lehreinheiten. Um eine Verbesserung des Lernprozesses herbeiführen 
zu können, müssen sowohl der Lerner wie auch die Lehreinheiten selbst beschrieben 
werden. Die notwendige Klassifizierung der Lehreinheiten wird im folgenden Kapitel 
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erklärt. Ist die Erhebung und Speicherung in beiden Symptomgruppen abgeschlossen, 
kann ein für jeden Lerner individuelles Matching stattfinden, das für die Optimierung 
des Lernprozesses genutzt wird (siehe Kapitel 6). 
3. Klassifikation der Lehreinheiten 
Um die Lehreinheiten für die Benutzermodellierung nutzen zu können, müssen Metain-





• Technische Informationen 
Mit der Klassifizierung von Lerneinheiten beschäftigt sieb derzeit das IMS Global Lear-
ning Consortium. Dieses Konsortium verabschiedetet am 20. Januar 2003 die Endversion 
der IMS Learning Design Specification (Consortium 2003), die als Grundlage der fol-
genden aufgeführten Klassifizierung gilt. Bezüglich des Beziehungsmodells aber auch 
der gesamten Benutzermodellienmg wurde es teilweise für sinnvoll erachtet bestimmte 
Symptome hinzuzufügen bzw. wegzulassen. 

























Die Symptomwerte werden von den Autoren der Lehreinheiten gesetzt. Dabei ist darauf 
hinzuweisen, dass bei Änderung eines einzigen Symptoms automatisch ein neuer Wis-
sensbaustein entsteht, der bezüglich der anderen Symptome mit dem alten Baustein völ-
lig gleich ist. Dies hat den Vorteil, dass durch eine minimale Änderung der Lehreinheit 
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ein paralleler Wissensbausrein gebildet wird und dieser anschließend vom Benutzenno-
dellierungsmoduJ zur Verbesserung des Lernprozesses veiwendet werden kann. Im Kapi-
tel 4 wird nur auf die Symptome Beziehungs-ID, Beziehungs-Typ und Ziele und deren 
Funktion eingegangen, da diese Symptome in der Literatur noch nicht hinreichend dis-
kutiert wurden. 
4. Beziehungsmodell 
Das BeziehUDgsmodell ist ein Wissensnetzwerk, welches Lehreinheiten didaktisch ver-
netzt. lm Beziehungsmodell werden die Lehreinheiten durch folge nde Verbindungen in 
Beziehung gesetzt: 
• EquaJ-Link (ist gleich) 
• Required-Link (benötigt) 
• Lead-Link (führt zu) 
Die Verbindung Equal bedeutet ein gleiches Ziel in den verbundenen Wissensbausteinen. 
Dieser Verbindungstyp spielt bei der Benutzmodellierung eine wichtige Rolle, wenn der 
Lerner Probleme mit einem Wissensbaustein hat. Existiert ein in Bezug auf das Lernziel 
paralleler Wissensbaustein, kann dieser dem Lerner zur Lösung seiner Lernprobleme 
oder zur effizienteren Lernsteigerung präsentiert werden. 
Die Required-Verbindung wird immer dann verwendet, wenn eine Lerneinheit das Wis-
sen einer anderen voraussetzt. Existiert eine solche Verbindung zwischen zwei Lernein-
heiten kann das Benutzermodellierungsmodul dem Lerner empfehlen sich erst durch die 
eine Lerneinheit das benötigte Wissen anzueig nen, wenn er keine Kenntnis darüber be-
sitzt. 
Die Lead-Verbindung stellt das exakte Gegenteil der Required-Verbindung dar. In einem 
Benutzermodellierungstool kann es zur Einfachheit balber durchaus Sinn machen, dem 
Autor auch die Auswahl dieses Verbindungstyps zur Verfügung zu stellen. 
Die folgende Abbildung soll die didaktische Assoziation der Lehreinheiten noch mal 
verdeutlichen. 
Der Autor ordnet nach der Fertigstellung seines Wissensbausteins diesen durch das 
Symptom Beziehungs-Typ ins Beziehungsmodell ein . Daz.u wird dem Autor eine hierar-
chische Top-Down-Struktur des Wissensnetzwerks angezeigt, um eine schnelle und ein-
fache Einordnung zu ermöglichen. 
Die Aufgabe des BeziehungsmodelJs ist es nun alle Wissensbausteine, die das gleiche 
Lernziel haben mit einem EquaJ-Link zu verbinden. Ausschlaggebend für die Feststellung 
der gleichen Lernziele ist das Symptom Ziel in der Symptomgruppe Beziehungsinforma-
tionen. Sind die Wissensbausteine nun didaktisch im Wissensnetzwerk miteinander ver-
bunden, können vom Benutzennodellierungsmodul verschiedene Methoden zur individuel-
len Optimierung des Lernprozesses eines Lerners angewandt werden (siehe Kapitel 6). 
5. Klassifikation des Lerners 
Nachdem die Lehreinheiten klassifiziert dem Benutzermodellierungsmodul vorliegen, 
müssen die Lerner selbst klassifiziert werden, um anschließend dem individuellen Lerner 
einen für ihn optimalen Lernweg vorschlagen zu können. Folgende Symptome sind zur 
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Abb. 1: Didaktischer Aufbau des Beziehungsmodells 
• Sprache 
• Gesamte Lernzeit 
• Geplante Ziele 
• Angefangene Lehreinheit 
Hier werden nur die Symptome Rolle, Vorkenntnisse, Lerntyp diskutiert, da diese bei 
der Benutzermodellienmg die entscheidende Rolle spielen. 
Das Symptom Rolle steht für die Lernposition, die der Lerner einnimmt. Es existieren 
Schablonen wie beispielsweise Gruodschüler, Hauptschüler, Realschüler, Gymnasiast, 
Psychologiestudent, Informatikstudent, Bürokaufmann oder Architekt. Anhand dieser 
Schablonen können Vorkenntnisprofile erstellt und im Benutzermode!lierungstool gespei-
chert werden. Diese Profile werden ständig mit jedem neuen Benutzer des gleichen Pro-
fils abgeglichen und einem neuen Lerner mit der gleichen Lernrolle vorgeschlagen. Da-
mit kann das Benutzermodellierungstool bei einem neuen Lerner Annahmen über dessen 
Vorkenntnisstand machen ohne ihn im Einzelnen fragen zu müssen. 
Im Symptom Vorkenntnisse werden die Lernziele abgelegt, über die der Lerner bereits 
Kenntnisse hat. Diese Wissensaneignung kann er entweder durch die Abarbeitung der 
entsprechenden Lerneinheit oder durch externe Resourcen (z.B. durch Präsenzunterricht 
in der Schule oder Universität) erlangt haben. Hierbei ist zu beachten, dass dabei die 
gleichen Schlagwörter wie bei dem Symptom Ziel in den Lerneinheiten verwendet wer-
den, um ein Matching zwischen den Vorkenntnissen des Lerners und dem Ziel der Lehr-
einheit zu ermöglichen (siehe Kapitel 6). 
Außerdem wird vom Benutzermodellierungsmodul ennittelt, welchem Lerntyp der Ler-
ner angehört. In der Psychologie unterscheidet man nach folgenden Lerntyp-Einstufun-
gen (Zin1bardo 1999): 
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Ein visueller Lerntyp bevorzugt das zu lernende Wissen in visueller Form. Wobei hin-
gegen der auditive Lerntyp besser mit auditiven Lerneinheiten und der kommunikative 
Lerntyp besser durch die Frage-/Antwort Methode das Lernziel erreicht. Die Vermittlung 
des Wissens durch möglichst weitreichende Einflussnahme des Lerners wird bei der mo-
torischen Wissenspräsentation erfülh. 
Die Möglichkeit den Lerntyp eines Lerners herauszufinden bieten psychologische Fra-
gebögen (Studienkreis 2002), die in der Literatur zu finden sind. Damit ist es möglich 
geworden durch einfaches Digitalisieren der Fragen und Antworten den Lerntyp eines 
E-Leaming-Benutzers zu bestimmen. An dieser Stelle sei noch erwähnt, dass es keine 
Reinfonnen von Lerntypen gibt. Um mit den Mischformen umgehen zu können, muss 
das Benutzermodellierungsmodul mit prozentueller Verteilung arbeiten. 
Überträgt man nun die Lemtypen von der Psychologie in die Benutzermodellierung ei-
nes E-Learning-Systems so ergeben sich folgende Zuordnungen: 
• Visueller Lerntyp: Präsentation von Lehreinheiten mit 
Text-/Bild-Nideoelementen 
• Auditiver Lerntyp: 
• Kommunikativer Lerntyp: 
• Motorischer Lerntyp: 
6. Modellbeschreibung 
Präsentation von Lehreinheiten mit Audio-Elementen 
Präsentation von Lehreinheiten mit Beispiel-/ 
Übungselementen 
Präsentation von Lehreinheiten mit 
Simulationselementen 
Möchte ein Autor seinen Wissensbaustein dem Benutzennodellierungstool hinzufügen, 
klassifiziert er diesen anhand der in Kapitel 3 aufgeführten Symptomen. Anschließend 
setzt er seinen Wissensbaustein mit den anderen schon im Benutzermodellierungstool 
existierenden Wissensbausteinen in Beziehung (siehe Kapitel 4). 
Nachdem die Wissensbausteine im Beziehungsmodell der Wissensbasis miteinander in 
Verbindung stehen (siehe Kapitel 4) und der Lernern nach den in Kapitel 5 genannten 
Symptomen klassifiziert wurde, kann auf einfache Weise ein f'lir jeden individuellen Ler-
ner spezifischer Lernweg generiert werden. 
Zuerst teilt der Lerner dem Benutzermodellierungstool mit, welches Wissen er sich gerne 
aneignen würde. Zur Benutzerfreundlichkeit wird ihm das Beziehungsmodell in visueller 
Fonn präsentiert. Eine Schlagworteingabe, die mit dem Symptom Ziel der Lehreinheiten 
verglichen wird, wird jedoch ebenfalls zu Verfügung gestellt. 
Das Benulzem1odellierungstool generiert nun einen optimalen Lernweg anhand folgender 
Vergleiche: 
Tabelle 1: Symptomvergleich zur Lernweggenerierung 
Symptome der Lehreinheiten Symptome des Lerners 
Sprache wird verglichen mit Sprache 
Ziel wird verglichen mit Geplante Ziele 
Zielgruppe wird verglichen mit Rolle 
Beziehungs-ID und -Typ wird verglichen mit Vorkenntnisse 
lnteraktionsdichte wird verglichen mit Lerntyp 
Resourcentyp wird verglichen mit Lerntyp 
Systemanforderungen wird verglichen mit System 
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Sollte das Ergebnis des Vergleichs mehrere Lehreinheiten aufweisen, werden die Symp-
tome Bewertung (Lehreinheitenrank:ing erstellt von den Lernern), Kosten und Entwick-
lungsstatus in den Vergleich miteinbezogen. Nach diesem Vergleich wird dem Lerner 
den für ihn optimal angepassten Lernweg vorgeschlagen. 
Grundsätzlich kann der Lerner während der Abarbeitung des Wissensbausteins auf Prob-
leme stoßen, die sich in drei Gruppen einteilen lassen: 
• Problem mit einem Begriff in dem Wissensbaustein 
• Problem mit dem Kontext in dem Wissensbaustein 
• Problem mit dem Sinn des Wissensbausteins 
Stößt der Lerner auf einen Begriff im Wissensbaustein, mit dem er nichts anfangen kann, 
sucht das Benutzermodellierungstool denjenigen Wissensbaustein heraus, der im Symp-
tom Ziel genau diesen Bergriff enthält und präsentie1t ihn dem Lerner. Damit erfährt der 
Lerner die Bedeutung des Begriffs und kann anschließend wieder zum eigentlichen Wis-
sensbaustein zurückJehren. 
Hat der Lerner Probleme mit dem Kontext im Wissensbaustein, schlägt das Benutzem10-
dellierungstool dem Lerner vor, den gleichen Wissensbaustein mit einer geringeren 
Schwierigkeitsstufe zu bearbeiten. Man beachte, dass im Beziehungsmodell alle Wis-
sensbausteine mit dem gleichen Ziel durch eine Equal-Verbindung in Beziehung gesetzt 
wurden und das Benutzerrnodellierungstool dem Lerner somit schnell einen Alternativ-
Baustein vorschlagen kann. Sollte es jedoch weiterhin zu Problemen bezüglich des Kon-
textes kommen oder steht kein gleicher Wissensbaustein mit einem geringeren Schwie-
rigkeitsgrad zur Verfügung, baut das Benutzermodellierungstool eine Kommunikation 
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Abb. 2: Kontexterläuterung durch das Hilfesystem 
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Abb. 3: Kontexterläuterung durch das Hilfesystem 
Dieses Szenario trifft zu, wenn keine Fragen und Antworten zum Kontext des Wissens-
bausteins im Benutzermodellierungsmodul existieren. Dann stellt der Lerner seine Frage, 
die an den Tutor des Wissensbausteins weitergeleitet wird. Nachdem der Tutor die Frage 
beantwortet hat, wird die Frage und die Antwort in der Datenbank des Benutzem1odel-
lierungstools abgelegt und die Antwort dem Lerner präsentiert. 
Nach einer gewissen Zeit haben sich genügend Fragen und Antworten für jeden Wis-
sensbaustein gesammelt und eine Einbeziehung eines Tutors zur Lösung des Kontextprob-
lems ist nicht mehr notwendig (siehe Abb. 3). 
lst dem Lerner nicht klar, wofür man das im Wissensbaustein aufgeführte Wissen benöti-
gen kann, werden ihm die Ziele derjenigen Wissensbausteine präsentiert, die durch eine 
Lead-Verbindung mit dem Wissensbaustein assoziiert sind. Dann erkennt der Lerner was 
für ein Sinn der Wissensbaustein hat und wofür er sich genau dieses Wissen aneignet. 
Nach der Präsentation der Ziele der übergeordneten Wissensbausteine kehrt der Lerner 
wieder in seinen Wissensbaustein zurück. 
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Abstraktnummer 57/21 
Datenerfassung für eine Prävalenzstudie 
zu nosokomialen Infektionen im Iran mit einem Mobile Device 
Behnke M, Piening B, Khajavi N, Weist K, Rüden H, Eckmanns T 
FU Berlin, Institut für Hygiene, Berlin 
Einleitung 
Prävalenzstudien sind geeignet, Daten zu nosokomialen Infektionen (NI) mü geringem 
Aufwand zu erfassen und zu interpretieren [l , 2]. In nur kurzer Zeit kann so ein Über-
blick über das Auftreten von NI gewonnen werden. Für Schwellenländer, wie z. B. den 
Iran, ist dies eine geeignete Methode, durch ein kurzfristiges Engagement Vergleichzah-
len zu erhalten. Die elektronische Erfassung hat im Vergleich zu der Erfassung auf Pa-
pier den Vorteil, dass fehlerhafte Übertragung vermieden und Zeit gespart werden kann. 
Die Erfassung mit einem Laptop hat den Nachteil, dass das Gerät im klinischen ALitag 
störend ist und seine kabelfreie Laufzeit auf ca. 3 Stunden beschränkt ist. So wurde die 
Erfassung auf einem PocketPC durchgeführt (3). 
Zielstellung 
Die medizinische Zielstellung besteht in dem Erlangen von Daten zur Prävalenz von 
nosokomialen und ambulanten Infektionen und zur Antibiotikaanwendung in einem 
Schwellenland. 
Aus der Sicht der IT-Entwicklung ist das Ziel die Etablierung einer Methode für die Erfas-
sung von Daten bei Prävalenzstudien im Bereich NI mithilfe von Mobile Devices (MD). 
Material und Methode 
Die Methoden der Softwareentwicklung unterscheiden sich teilweise von Methoden der 
Entwicklung klassischer Erfassungsprogramme aufgrund der unterschiedlichen Werkzeu-
ge und der Zielplattformen. Das Datenbank(DB)-Design wurde in Microsoft (MS) Visio 
entworfen. Das erzeugte DB-Schema kann in MS SQL Server als SQL-Datadefinition-
language (DDL) importie1t werden. 
Der SQL Server wird als Replikationsserver verwendet, d. h. das DB-Schema und der 
DB-Inhalt wird automatisch an andere DBMS weitergegeben. Somit ist eine Online-Re-
plikation über das Internet möglich. Weiterhin kann auch der SQL Server CE, der als 
DB-Server auf dem PockelPC dient, als Replikations-Partner selektiert werden. 
Die Softwareentwicklung wird mithilfe der Embedded Visual Tools von MS durch-
geführt. Embedded Visual Basic (EVB) wird als Programmiersprache verwendet. 
Der PockelPC unterscheidet sich erheblich im Bezug der Eingabemöglichkeiten von ei-
nem klassischen Laptop. Eingaben werden überwiegend mit einem Stift durchgeführt. 
Daher ist die Ergonomie der Benutzereingabe ein wichtiges Kriterium bei dem Design 
der Benutzerschnittstelle des zu implementierenden Erfassungsprogramms. Es wird mög-
lichst wenig Texteingabe abgefragt, diese ist ersetzt durch Kontrollelemente mit Listen 
und Auswahlmöglichkeit. 
Für jeden Patienten wurden für den Prävalenztag Alter, Geschlecht, Krankenhaus, Abtei-
lung, ob eine nosokomiale oder ambulante Infektion vorlag, welche Antibiotika gegeben 
wurden, dokumentiert. 
Das implementierte Erfassungsprogran1m ist in Form eines Wizards implementiert, d. h. 
durch die Buuons [Weiter] und [Zurück] werden die notwendigen Parameter mithilfe 
von Dialogen abgefragt. 
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Die DB ist auf dem PocketPC mit starker Kryptographie passwortgeschützt verschlüsselt, 
sodass auch bei Verlust des Gerätes die Daten nicht missbraucht werden können. 
Die Methode der Erfassung 
Es war geplant, dass die Erfasserin mit dem MD direkt ans Patientenbett geht. Sie unter-
sucht den Patienten und dokumentiert die Ergebnisse in der MD-Applikation. Täglich 
wird die MD-DB auf einen Laptop übertragen. Von diesem aus werden die Daten per 
eMail nach Berlin gesendet. 
Ergebnisse 
Über vier Wochen wurde in sechs Krankenhäuser auf 40 verschiedenen Stationen Daten 
von 485 Patienten mit 56 Infektionen und 514 Antibiotikagaben erfasst. 
Die Entwicklung für das PocketPC-Betriebssystem WindowsCE wird durch starke Limi-
tation der zur Verfügung stehenden Klassenbibliotheken und Entwicklungswerkzeuge be-
einträchtigt. Die angebotenen Klassen sind eine Untennenge der für die Windows-Pro-
grammierung angebotenen VisuaIBasic (VB)-Klassen. Die VB-Funktionen haben nicht 
den vollen Funktionsumfang oder fehlen völlig. Daher kostet die Entwicklung für MD 
mehr Zeit als die Entwicklung für Wmdows. 
Die MD-DB SQL Server CE ist einfach zu erlernen und bereitete nach entsprechender 
Einarbeitung keine Probleme. 
Das Mobile Device wurde nicht konsequent am Patientenbett verwendet. Es wurden 
50% aller Daten auf Papierfonnulare erfasst, die ihr für den Notfall des Ausfalls der 
Technik mitgegeben wurden. Sie übertrug die Formulardaten am Abend in das MD. Sie 
verwendete nicht die Möglichkeit, die erfassten Daten mit dem Laptop zu synchronisie-
ren. Dadurch wurden auch keine Daten nach Berlin geschickt. Durch die große Entfer-
nung Berlin-Iran war keine kurzfristige KontroJJe möglich. 
Diskussion/Schlussfolgerungen 
Unserer Meinung nach ist die Eingabe über MDs nur eingeschränkt zu empfehlen. Für die mo-
bile Erfassung grosser Datenmengen ist aufgrund der vorhandenen Tastatur der Einsatz eines 
Laptops besser. Nur für die sporadische Dateneingabe sollte ein MD verwendet werden. 
Nicht zu unterschätzen ist auch das Wissen der Erfasser. In diesem Fall hatte die Erfas-
serin Erfahrung im Umgang mit einem Laptop, einen PocketPC mit Stifteingabe kannte 
sie bisher nicht. Daher hatte sie nach eigener Aussage Probleme mit der Benutzerschnitt-
stelle und der Stifteingabe, zudem fand sie keine Möglichkeit in der Software, den Prä-
valenztag nachträglich zu ändern oder die Art der NI zu korrigieren. Wichtig für ein 
Prototyp-Projekt wäre auch die enge Betreuung der Erfassung von Seiten des Software-
entwicklers, um Mängel in der Bedienung des Programms schnell und direkt kommuni-
zieren zu können. Haben die Erfasser das Interesse und die Geduld, sieb in neue Metho-
den einzuarbeiten, dann kann ein Pilotprojekt wie dieses erfolgreich verlaufen. Gut 
geeignet sind MDs unserer Meinung nach für die passive Nutzung, d. h. wenn Daten 
abgerufen und nur minimal bearbeitet werden müssen (4). 
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Abstraktnummer 57/22 
Einführung der Elektronischen Vitalstatusabfrage 
für Klinische Krebsregister in Baden-Württemberg 
Gumpp V, Voigt W 
Universitätsklinikum Freiburg, Tumorzentrum, Freiburg 
Fragestellung 
Durch die Übernahme der K.rebsnachsorge durch niedergelassene Ärzte wurde das syste-
matische Follow-up von Krebskranken für die Klinischen Krebsregister sehr erschwert. 
Dies gilt vor allem für die regelmäßige Ermittlung des Vitalstarus bzw. LiJe-Status als 
Voraussetzung für Überlebenszeitauswertungen. Gleichzeitig wächst die Zahl der regis-
trierten Tumorpatienten in den klinischen Registern der Tumorzentren und Onkologi-
schen Schwerpunkte kumulativ, weshalb seit 1998 in Bad.-Württ. (BW) verstärkt nach 
automatisierten Verfahren für die Erhebung des Vitalstatus gesucht wurde. Die Rück-
übermittlung von Leichenschauscheindaten durch das Epidemiologische Krebsregister in 
Stuttgart kann bisher nur die Hälfte der Landkreise abdecken. 
Wegen der seit 1994 bestehenden Datenschutzgesetze in BW war die Übennittlung von 
Patientenstammdaten an Einwohnermeldeämter nicht gestattet. Die von den Klinischen 
Krebsregistern vorgeschlagene jährliche Pauschalübermittlung aller Sterbedaten fand 
ebenfalls keine Zustimmung des Landesbeauftragten für den Datenschutz. Erst nach Än-
denmg von Landesdatenschutzgesetz, Landeskrankenhausgesetz und Meldeverordnung 
(2000-2002) sowie der Sicherstellung der Projektfinanzierung konnte im August 2002 
mit der Entwicklung eines automatisierten Verfahrens begonnen werden. 
Methoden 
Das Verfahren zielt auf einen Abgleich der Personalien von Krebskranken mit den Daten-
beständen der 6 Regionalen Rechenzentren (RRZ), welche die Daten von mehr als 90 % aller 
Gemeinden in BW betreuen. Die RRZ in BW benutzen nur Programme, die von der Daten-
zentrale Baden-Württemberg (DZ-BW) in Stuttgart entwickelt werden. Die Zusammenarbeit 
einer Gemeinde mit einem RRZ ist freiwi llig. Da die RRZ unterschiedliche Datenorganisa-
tionen unterhalten, wurden 2 RRZ in die Programmentwicklung einbezogen: RRZ Freiburg 
(eine Datenbank pro Landkreis) in Kooperation mit dem Turnorzentrum Freiburg und RRZ 
Ulm (eine Datenbank pro Einzugsbereich) in Kooperation mit dem Tumorzentrum Ulm. 
Jede Person wird in einem Datensatz abgebildet, dessen Format auf dem bundeseinheitli-
chen Meldedatensatz (DSMELD) beruht und aus einem Anfrageteil (klinische Krebs-
register) und einem Antwortteil (Regionale Rechenzentren) besteht. Nach dem Melde-
rechtsrahmengesetz (MRRG § 21) müssen mindestens 4 Kriterien übereinstimmen, i. a. 
Familienname, Vorname, Geburtsdatum, Wohno1t. Die Zuordnung von Patientenwohnort 
zu RRZ erfolgt über die offizielle Gemeindekennzahl. Die Klinischen Krebsregister müs-
sen jedem RRZ die Patientenstammdaten des zugehörigen Einzugsbereichs jeweils sepa-
rat übermitteln. 
Phonetische Vergleiche bei Namen sowie unscharfe Logik beim Geburtsdatum wurden 
nicht zugelassen. Bei Übereinstimmung von weniger als 4 Merkmalen gilt die Person als 
„nicht gefunden". Bei mindestens 3 übereinstimmenden Merkmalen wird zusätzlich ein 
Hinweis zurückgegeben (z. B. „Vorname stimmt nicht überein"). 
Da den Klinischen Krebsregistern kein Zugang zu RRZ-Datenbanken zusteht, war eine 
Validierung des Abgleichprogramms nur indirekt möglich. Einbezogen in die Testläufe 
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wurden deshalb multiple Datensätze zur selben Person mit identischen Angaben, multi-
ple Datensätze zur selben Person mit variierten Angaben sowie möglichst viele Daten-
sätze mit bereits bekanntem Vitaldatum (Sterbedatum oder Datum des letzten Lebenszei-
chens). 
Besonderes Gewicht wurde auch auf die Frage gelegt, ob es zu einem Anfragedatensatz 
mehrere Personen beim RRZ mit 4 übereinstimmenden Merkmalen geben kann, und 
wenn ja, wie das Programm damit umgeht 
Ergebnisse 
Die Trefferquoten der ersten drei Testläufe im Oktober, November und Dezember 2002 
mit insgesamt ca. 12000 Datensätzen betrug zwischen 83 % und 94 %, je nach Alter der 
Fälle. Abgesehen von den typischen Problemen mit Patientenstammdaten beeinträchtigt 
die vom Meldegesetz vorgeschriebene Löschung der Daten Verstorbener oder Weggezo-
gener nach 5 Jahren die Trefferrate. 
Die Rate von falsch-positiven und falsch-negativen Treffern betrug weniger als 1 %. Sie 
resultierten entweder aus Programmfehlern oder aus der Beschränkung der Vornamen-
prüfung auf die ersten 3 Buchstaben. 
Das Programm soll ab Mai 2003 in allen RRZ in BW zum Einsatz kommen. 
Schlussfolgerungen 
Die Trefferquote der Testläufe war jeweils höher als erwartet. Der Aufwand ist im Ver-
gleich zu den schriftlichen Anfragen, wie sie seit 2001 für Krebskranke aus anderen 
Bundesländern durchgeführt werden dürfen, ungleich geringer. Der Aktualitätsrückstand 
der RRZ-Daten beträgt ca. 3-4 Wochen. 
Auch wenn die Ergebnisse keine 100%-Aussag~n zulassen, so ermöglichen sie dennoch 
repräsentative Ausswertungen zu Trends bei Uberlebenszeiten und damit zur Qualität 
von Krebstherapien. Damit hoffen die Klinischen Krebsregister in BW nicht nur auf eine 
höhere Motivation bei der Ärzteschaft für die Krebsregistrierung, sondern auch auf eine 
tragende Rolle für Qualitätssicherung und Disease Management. 
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Abstraktnummer 57/23 
Erfahrungsbericht mit dem wissenschaftlichen 
Signalverarbeitungstool ATISA 
Boymann S, Maschotta R, Steuer D, Riemer T 
TU Ilmenau, Institut für biomedizinische Technik und Informatik, Ilmenau 
Einleitung 
Die Firma IMEDOS GmbH hat mit dem RVAe ein auf dem Markt einzigartiges System 
zur retinalen Gefäßanalyse entwickelt. Die von diesem System bereit gestellten Daten 
sind bei weitem noch nicht vollständig untersucht. Es ist abzusehen, dass bei weiteren 
Untersuchungen aus diesen Daten weitere relevante Ergebnisse durch geeignete Verfah-
ren der Signalverarbeitung erzielt werden können. Zur Steigerung der Effizienz späterer 
Programmierungen auf dem Gebiet der Signalverarbeitung wurde deshalb das ATISA-
System in die RVA Software integriert. Außerdem wird damit der praktische Funktions-
nachweiß des modularen, offenen Ansatzes der ATISA-Architektur (3) unterstrichen. 
Das ATISA-System ist ein von der TU-Ilmenau entwickeltes komponentenbasiertes Sig-
nalverarbeitungstool, bei dessen Entwicklung besonders auf ein breites Anwendungs-
spektrum, Wiederverwendung der Komponenten und einfache Erweiterbarkeit der Funk-
tionalität durch Hinzufügen neuer Algorithmen geachtet wurde. 
Bei der Entstehw1g des Glaukomschadens rückten in der aktuellen Disln.1ssion immer 
häufiger die Autoregulationsmecbanismen oder vielmehr eine Störung dieser in den Fo-
kus der Aufmerksamkeit. Die Fähigkeit der Gefäße auf eine Provokation zu reagieren ist 
ein Maß für die Funktionsfähigkeit der Autoregulation. 
Im folgenden wird eine Signalverarbeitungsstrategie entworfen, welches das Maximum 
bzw. Minimum des Durchmessers eines definierten Netzhautgefäßes an einem bestimm-
ten Ort liber die Meßzeit ermittelt. Die dafür benötigte Signalverarbeitungsstrategie ist 
nach ATISA-Manier als Pipeline (1] dargestellt. (Im Gegensatz zu dem Begrif Filter in 
der Signalverarbeitung werden im folgenden Filter als gekapselte Verarbeitungsalgorith-
men bezeichnet. Eine Verknüpfung unterschiedlicher Filter wird als Pipeline bezeichnet). 
Material und Methode 
Die Ablaufsteuerung innerhalb einer Pipeline stellt einen gerichteten Datenfluss von einer 
oder mehrerer Datenquellen zu einer beliebigen Zahl von Datensenken sicher. Wird das 
ATISA-System als Subsystem einer anderen Anwendung verwendet, werden in der Regel 
die Daten aus dieser Anwendung übernommen und die berechneten Ergebnisse dorthin 
zurückgesandt. Datenquelle und Senke ist die externe Anwendung, die in der Pipeline 
durch einen speziellen Filter, der als „CrossConnectFilter" bezeichnet wird, repräsentiert. 
Für die Signalverarbeitungsaufgabe werden verschiedene Filter benötigt. Standartfilter 
stehen in unterschiedlichen Komponentenbibliotheken zur Verfügung. Der speziell an 
das RVA angepasste „RVASignal- Matrix-Filter" wurde im Rahmen dieser Machbarkeits-
studie neu implementiert. Dabei kam der vom ATISA-System bereitgestellte „Wizard" 
zum erzeugen von Filtern zum Einsatz. 
Durch das modulare Konzept kann das ATISA-System sehr leicht in andere Software 
integriert werden. Das System stellt alle zum Erstellen und Ausführen einer bestimmten 
Pipeline notwendige Funktionalität zur Verfügung. Auf diese Funktionalität kann jedoch 
nur über einen sogenannten ,,Adapter" zugegriffen werden. Der Adapter [2) ist aus-
tauschbar und kann deshalb ohne Einfluss auf das System oder andere Bereiche der 
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Atisa-Architektur auf die spezifische externe Anwendung angepasst werden. Die OLL 
kann sehr komfortabel in andere Anwendungen eingebunden werden. 
Ergebnisse 
Nach erfolgreicher Einbindung des ATISA Adapters in das RVA steht dort nun eine 
breite Schnittstelle zu dem Signalverarbeitungssystem ATISA zur Verfügung. Alle in Zu-
kunft anfallenden Signalverarbeitungsaufgaben können mit den Mitteln des ATISA-Sys-
tems gelöst werden. Das beschränkt sich nicht nur auf die eindimensionale Signalver-
arbeitung, auch Bildverarbeitung ist mit dem ATISA-System möglich. Weitere 
Modifikationen an der Software des RVA zur Realisierung neuer Signalverarbeitungsstra-
tegien sind nicht oder nur in sehr geringem Umfang notwendig. 
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Abstraktnummer 57/24 
Blended Learning: Evaluation einer vorlesungsbegleitenden 
Internetpräsentation 
Preuss C, Geueke M 
Universitätsklinikum Essen, Klinik für Kardiologie, Essen 
Einleitung 
Die Ausbildung in der Medizin verlangt aufgrund zunehmend schneller wachsendem me-
dizinischen Fachwissens und des ,Patientenmangels' für die praktische Übung der Stu-
dierenden eine Umstellung der herkömmlichen Lehre. Am Universitätsklinikum Essen 
wurde in der Hauptvorlesung der Inneren Medizin/Kardiologie im WS 2002/2003 daher 
ein neuer Weg beschritten. Durch den Einsatz ,Neuer Medien' in Fonn einer Internetprä-
sentation konnte eine höhere Aktualität als üblich geboten werden und durch eine multi-
mediale Aufbereitung interessanter Fallbeispiele allen Studierenden gleichzeitig der Ein-
blick in die ersten Schritte zur Diagnostik, Diagnosefindung und Therapie venn ittelt 
werden. 
Doch wie wird diese neue Generation der Lehre angenommen und wie gewährleistet man 
die Qualität der Lehre mit den ,,Neuen Medien"? Eine Evaluation sollte dieses klären. 
Material und Methode 
Methodisch gliedert sich die Evaluation in zwei Bereiche. 
1. Die Akzeptanz der Internetpräsentation wurde mit einer summativen, empirischen 
Evaluation [l] ermittelt. An die Studierenden wurde dazu ein Fragebogen in der vor-
letzten Vorlesungsstunde ausgeteilt und zum Prüfungstermin wieder eingesammelt. 
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Die Fragen waren gegliedert in: 
Allgemeine Angaben (Alter, Geschlecht, Semester) 
Art der Nutzung (verbrachte Zeit, Vorerfahrungen) 
13 bewertende Fragen (Verhältnis Lernzeit/Lernerfolg, Spaß beim Lernen, Technik 
und Bedienung, Inhalt, Prüfungsvorbereitung, etc.) 
abschließendes Gesamturteil 
drei Kommentarfelder. 
Die Bewertungen konnten anhand einer 5er-Skala vorgenommen werden. 
2. Anhand der Zugriffsstatistik. auf die Webseiten (Weblog) wurde eine grobe Benutzer-
statistik. erstellt. 
Die Daten des Fragebogens wurden in eine Datenbank eingegeben, die mit MS-Access 
erstellt wurde, und anschließend mit dem Statistikpaket SAS überwiegend deskriptiv aus-
gewertet. Die ASCII-Daten des Weblog wurden ebenfalls mit SAS ausgewertet. 
Ergebnisse 
Der Fragebogen hatte eine Rücklaufquote von ca. 51 %, das entspricht 87 korrekt aus-
gefüllten Fragebögen von 172 Studierenden, die an der Vorlesung teilnahmen. Im Ge-
samturteil bewerteten 75 % der Studierenden die Webseiten mit gut oder sehr gut. 
Unter anderem ließen sich folgende Aussagen der Studierenden bei der Auswertung fin-
den: 
Tabelle l: Ergebnisse der Evaluation 
Anteil Aussage 
37% Das Programm hilft mir, effektiver zu lernen. 
45% Die mit dem System aufgewendete Lernzeit steht in (sehr) gutem Verhälmis zum 
Lernerfolg. 
60% Die audiovisuellen Medien halfen mir (sehr) beim Verstehen der Inhalte. 
85% Das System lief technisch (völlig) problemlos. 
88% Die Bedienung des Programms ist (sehr) einfach. 
Die Auswertung des Weblog bezüglich der Zugriffe ergab, dass kurz vor dem Klausur-
termin (28.11) die Anzahl der Besuche und damit der abgerufenen Seiten stark anstieg 
(s. Abb. 1). 
Für die auf den Webseiten verbrachte Zeit konnte als Antwort eine von drei Kategorien 
ausgewählt werden: 0-20 Minuten, 20-120Minuten und mehr als 120 Minuten. Die 
Studierenden, die sich länger (Cochran-Mantel-Haenszel, p < 0,031) und häufiger (Wil-
coxon, p < 0,031) auf den Internetseiten aufhielten, gaben ein positives Gesamturteil 
(gut/sehr gut) ab. Die Vorerfahrung hingegen hatte keinen Einfluss auf das Gesamturteil. 
Zwischen der auf den Webseiten verbrachten Zeit und der Bereitschaft weiterhin mit 
dem Internet zu arbeiten (CMH, p < 0,0002) und der Weiterempfehlung des Internets 
(CMH, p < 0,027) gibt es einen signifikanten Zusammenhang. 
Diskussion/Schlussfolgerungen 
Die Bewertung der Internetpräsentation durch die Studierenden war durchweg positiv. 
Vor allem gab es für die eingesetzte Technik und die Ergonomie des Systems überwie-
gend gute bis sehr gute Beurteilungen. Einige Verbesserungen sind aber notwendig. Ins-
besondere wurde der Wunsch nach einem ausdruckbaren Skript geäußert. Eine Online-
version kann demnach ein traditionelles Skript nicht ersetzen. Der Wunsch (anhand der 
Kommentare) nach weiteren Patientenvorstellungen lässt erahnen, dass der Einsatz neuer 
Medien kein Allheilmittel ist. 
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Abstraktnummer 57/25 
3LGM2-basierte Modellierung von Krankenhausinformations-
systemen am Beispiel der Tiroler Landeskrankenanstalten 
(TILAK) 
Huebner-Bloder G, Ammenwerth E, Brigl 8, Haux R, Lechleitner G, Pfaffermayr M, Wendt T 
Private Universität für Medizinische Informatik und Technik Tirol (UMIT}, Institut für Informations-
systeme des Gesundheitswesens, Innsbruck 
Einleitung 
Ein Krankenhausinformationssystem (KIS) ist das sozio-technische Teilsystem eines Un-
ternehmens, das aus den informationsverarbeitenden Aktivitäten und den an ihnen betei-
ligten menschlichen und maschinellen HandJungsträgern in ihrer informationsverarbei-
tenden Rolle besteht (1). Sozio-techniscbe und organisatorische Themen sind von 
zentraJer Bedeutung für ein Informationssystem [2). So werden durch die immer größer 
werdende Verknüpfung der Informationstechnologie mit der Krankenversorgung die Ar-
beitsabläufe sowie die Berufsbilder der Ärzte, Pflege und anderer Mitarbeiter beeinflusst 
(3). Es ist das vorrangige Ziel eines KIS zur Qualitätssteigerung und zur Effizienz der 
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Patientenversorgung beizutragen. Ziel einer IT-Strategie eines Krankenhauses ist die best-
mögliche Unterstützung der Arbeitsabläufe in Medizin, Pflege, Wissenschaft und Verwal-
tung durch den Einsatz geeigneter Informations- und Kommunikationstechnologien, so-
wie die Bereitstellung diesbezüglicher Verfahren für Patientenversorgung, Management 
und Administration [4, 5). Um die Komplexität und die Heterogenität eines KIS darstellen 
zu können bedarf es geeigneter Modelle. Das grapben-basierte Drei-Ebenen-Metamodell 
(3LGM2) als Spezifikation für die Beschreibung von Krankenhausinformationssystemen 
und der hierauf basierende 3LGM2-Baukasten zur Modellierung von Krankenhausinforma-
tionssystemen kann als Grundlage für die Erstellung solcher Modelle dienen [6-8). Es 
existieren allerdings bisher keine Erfahrungen bezüglich der praktischen Erprobung und 
der Evaluierung dieses 3LGM2-Metamodells und des 3LGMl-Baukasten außerhalb des 
Universitätsklinikums Leipzig. 
An der Tiroler Landeskrankenanstalten GmbH, zu der auch das Universitätsklinikum 
Innsbruck gehört, soll das Metamodell und der 3LGM2-Baukasten in einem Teilbereich 
erprobt und in der Folge evaluiert werden. Ziel ist es dabei, den Nutzen von diesem 
Metamodell und des dazugehörenden Baukastens zu erproben. Es sollen außerde m auch 
Gütekriterien für die Qualität des KIS abgeleitet werden. 
Daraus ergaben sich folgende Fragestellungen: 
1. Wie geeignet ist die Anwendung des 3LGM2-Metamodells sowie des 3LGM 2-Bau-
kasten in der Praxis zur Modellierung eines KIS? 
2. Welche Gütekriterien benötigt man, um Aussagen über die Qualität des Informations-
systems treffen zu können? 
Material und Methode 
Das 3LGM2 ist ein Metamodell zur Modellierung von KIS. Ein KIS wird hierbei auf 
drei Ebenen beschrieben. Auf der fachlichen Ebene werden die Aufgaben, die in einem 
Krankenhaus zu erledigen sind und die hierfür notwendigen Informationen beschrieben. 
Auf der logischen und der physischen Werkzeugebene werden die hierfür benötigten 
computer-basierten oder konventionellen informationsverarbeitenden Werkzeuge model-
liert [6]. Die Spezifikation des 3LGM2 erfolgte mithilfe von Klassendiagrammen der 
Unified Modeling Language (UML) [9]. Basierend auf dem 3LGM2 steht der 
3LGM2-Baukasten für die Modellierung von KIS zur Verfügung. 
In der ersten Phase des Projektes soll ein Subsystem des KJS des Universitätsklinikums 
Innsbruck orientiert an den zentralen Aufgaben der Patientenversorgung mit den dazuge-
hörenden Anwendungssystemen, ihrer Kommunikation sowie der physischen Werkzeuge 
modelliert werden. Darauf aufbauend sollen dann auch Aufgaben außerhalb der Patien-
tenversorgung modelliert werden. Zur Datenerhebung wird eine Systemanalyse vor Ort 
durchgeführt. Zusätzlich werden die Daten der IT-Strategie der TILAK verwendet. 
Ergebnisse 
Die Durchführung dieses Projektes bat Anfang dieses Jahres begonnen. Bis September 
2003 liegt die Modellierung eines Teilbereiches des KlS der TILAK am Beispiel des 
Universitätsklinikums Innsbruck vor. Dieses Modell soll auch bei der Beschreibung, Be-
wertung und Planung des KIS der Tiroler Landeskrankenanstalten GmbH (TILAK) für 
die nächsten fünf Jahre zur Anwendung gelangen. Das Modell zeigt die wichtigsten 
Komponenten des K.IS auf und veranschaulicht die vorhandenen Beziehungen und Ab-
hängigkeiten zwischen den Modellelementen verschiedener Ebenen. Damit ermöglicht 
diese Art der Modellierung eine umfassende Sicht auf die wichtigen Ebenen eines Infor-
mationssystems. Durch das Modell können Schwachstellen und vorhandene Redundan-
zen eines Informationssystems dargestellt werden. Dadurch erleichtert das Modell dem 
strategischen IT-Management die Planung, Steuerung und Überwachung des KIS. 
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Diskussion/Schlussfolgerungen 
Da ein Informationssystem eines Krankenhauses ein sozio-technisches System ist, be-
steht eine besonders hohe Anforderung an die Beschreibung und Bewertung eines KIS. 
Das 3LGM2-Metamodell und der 3LGM2-Baukasten könnten in Zukunft ein Basisele-
ment zur Modellierung von KIS werden und damit das strategische sowie das taktische 
Management bei der Erstellung von IT-Rahruenkonzepten unterstützen. Bislang gab es 
allerdings keine praktische Erprobung der 3LGM2-Methode und den daraus zu ent-
wickelnden Werkzeugen außerhalb des Universitätsklinikums Leipzig. 
Dem strategischen IT-Management eines Krankenhauses wird dabei durch die umfassen-
de Sicht auf ihr Informationssystem die Planung erleichtert. Durch das bessere Erkennen 
von Schwachstellen und Redundanzen könnte es zu einer Effizienzsteigerung kommen. 
In weiterer Folge könnte sich dann auch eine Optimierung der Patientenversorgung erge-
ben. 
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Abstraktnummer 57/26 
Erweiterung des Learning Object Model 
um Qualitätscharakteristika 
Geueke M, Stausberg J 
Universitätsklinikum Essen, Institut für Medizinische Informatik, Biometrie und Epidemiologie, Essen 
Einleitung 
Im World Wide Web steht eine große Zahl medizinischer E-Leaming-Module kostenfrei 
für Aus-, Fort- und Weiterbildung zur Verfügung. Um die Recherche nach diesen Res-
sourcen zu erleichtern, wurde der Leaming Resource Server Medizin (LRSMed) [l] im 
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die Integritätsbedingungen umsetzen soll, war durch die engen Vorgaben der schon im-
plementierten Teile des Modulgenerator nicht einfach. Durch den programmierten Parser 
konnte dies aber zu einem guten Ergebnis geführt werden. 
Eine Adaption der Ergebnisse in andere Projekte im Bereich der medizinischen Dokumen-
tation ist möglich. Die definierte Grammatik ist in ihrer jetzigen Form allgemeingültig und 
in fast jeder beliebigen Programmjersprache umsetzbar. Die Ergebnisse im Kontext des 
Modulgenerators lassen nur dann in andere Projekte integrieren, wenn dort ebenfalls ein 
generisches Werkzeug zum Beispiel zur Case-Report-Form Erstellung benutzt wird, da die 
Erweiterung sehr stark an die interne Sl:ruktur des Modulgenerators gebunden war. 
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Abstraktnummer 57/31 
Verfahren zur Extraktion von Templates für eine kantenlisten-
basierte Bewegungskompensation von Augenhintergrundbildern 
Maschotta R, Boymann S, Steuer D, Riemer T 
Technische Universität Ilmenau, Institut für Biomedizinische Technik und lnfonnatik, Ilmenau 
Einleitung 
Vorraussetzung für die computergestützte Analyse von Bildfolgen des Augenhintergrundes 
ist eine Kompensation der Augenbewegung. Für die Lösung dieser Aufgabe stehen vielfäl-
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tige Möglichkeiten zur Verfügung. An diese Algorithmen werden hohe Anforderungen, 
wie Genauigkeit, Schnelligkeit und Robustheit gegenüber schwierigen Bildbedingungen 
gestellt Eine Möglichkeit diese Aufgaben zu lösen, besteht in der Verwendung von kanten-
listenbasierten Templatematching-Verfahren. Da die Augenhintergrundbilder verzerrt sind, 
werden mehrere kleine Templates verwendet, umso Verzerrungen im Bild ausgleichen zu 
können. Das Ergebnis der Templatematching-Algorithmen hängt dabei stark von der Wahl 
der verwendeten Templates ab. 
Im Folgenden wird eine Methode zur Extraktion von Kantentemplates unter Verwendung 
eines kantenlistenbasierten Templatematching-Algortihmus vorgestellt. 
Methoden 
Für die Entwicklung der Algorithmen werden verschiedene 8-Bit Grauwertbilder des Au-
genhintergrunds mit unterschiedlichen Bildaufnahmebedingungen und unterschiedlichen 
Bildstörungen untersucht. Für die Kantenerkennung wird ein regelbasierter Algorithmus 
verwendet, der zwischen Vorder- und Hinterkante unterscheidet und je Kante nur einen 
Kantenpunkt liefert. Signifikante Kanten werden in Kantenlisten gespeichert, wodurch 
die Größe und somit der Berechnungsaufwand verringert wird. 
Für die Extraktion der Templates werden verschiedene heuristisch ennittelte Mustertem-
platelisten mithilfe eines kantenlistenbasierten Korrelationsverfahrens in der Original-
kantenliste gesucht. Die Korrelationsergebnisse der verschiedenen Templates werden re-
gelbasiert so miteinander verknüpft, dass Verzweigungen und Kreuzungen einen hohen 
Korrelationswert besitzen. Da mehrere Templates aus einem Bild extrahiert werden sol-
len, wird nicht nur das globale Maximum verwendet sondern auch die lokalen Maxima. 
Dazu wird das Ergebnisbild mit einer Maximummaske derart gefaltet, dass das Ergebnis 
auf das Ausgangsbild gespeichert wird. Das Ergebnis ist dadurch richtungsabhängig. 
Um eine korrekte Bestimmung der lokalen Maxima zu erreichen wird das Orginalbild 
um 180° gedreht bzw. die Verarbeitungsrichtung umgekehrt. Die Ergebnisse beider Be-
rechnungen werden logisch- und verknüpft. Die Größe der Faltungsmaske bestimmt die 
minimale Distanz zwischen zwei Maxima. Um die Drehung zu venneiden und die lo-
kalen Maxima mit einem Schleifendurchlauf zu ennitteln, ist es auch möglich neben 
der Maximurnfalrung, eine Minimumfaltung mit dem inversen Ergebnisbild zu berech-
nen und anschließend die Ergebnisse ebenfalls logisch-und zu verknüpfen. Anschlie-
ßend werden mit Hilfe eines Sehwellwertes signifikante lokale Maxima ermittelt. Der 
Schwellwert wird in Abhängigkeit vom Mittelwert und der Standardabweichung be-
stimmt. 
An der Stelle der signifikanten lokalen Maxima wird aus der Orginalkantenliste das 
Template für die Bewegungskompensation ausgeschnitten. 
Ergebnisse 
Der beschriebene Algorithmus findet Gefäßkreuzungen und Verzweigungen, die den vor-
gegebenen Templates ähnlich sind. Größere, kleinere oder gedrehte Gefäßkreuzungen 
werden nicht erkannt. Durch Hinzufügen gedrehter und skalierter Templates werden wei-
tere gefunden. Je nach Augenhintergrundbild werden eine große Anzahl von Gefäßver-
zweigungen gefunden. Diese sind jedoch im Bild nicht eindeutig was die Erkennungs-
sicherheit der Bewegungskompensation verringert. Wenn die Topologie der Templates 
für die Berechnung der Verschiebung mit berücksichtigt wird, kann die Anzahl der mög-
lichen Templatepositionen verringert werden. Die Auswertung der Position der Templates 
zueinander benötigt jedoch zusätzliche Zeit. 
Eine andere Möglichkeit die Erkennungssicherheit zu erhöhen besteht darin mehrere ge-
fundene Templates zu größeren Templates zusammenzufassen. Dies kann durch einen 
Tiefpassfilter entweder vor oder nach der Maximurnfaltung erreicht werden. Die Mas-
kengröße wird abhängig von der maximal verwendeten Templategröße ennittelt. 
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Schlussfolgerungen 
Der vorgestellte Algorithmus findet Gefäßkreuzungen und -verzweigungen, djese sind 
jedoch nicht eindeutig, wodurch sich ilie Erkennungssicherheit verringert. Die Erken-
nungssicherheit wird durch das Zusammenfassen mehrerer Templates zu größeren Tem-
plates erhöht. Somit können iliese Templates für den folgenden Bewegungskompensati-
onsalgorithmus verwendet werden. 
Da die Algorithmen auf Kantenlisten beruhen, sind die Ergebnisse der Templateextrakti-
on und der Bewegungskomensation stark von der Leistungsfähigkeit des Kantenerken-
nungsverfahrens abhängig. Die Parameter für ilie Maskengröße und die Templategrößen 
müssen in Bezug auf ilie Genaujgkeit und des Zeitverhaltens optimiert werden. 
Abstraktnummer 57/32 
Evaluation ärztlicher Fort- und Weiterbildung 
am Universitätsklinikum Heidelberg 
Wolff AC, Kraus MJ, Leven FJ 
Universität Heidelberg, Institut für Medizinische Biometrie und Informatik, Abteilung Medizinische Infor-
matik, Heidelberg 
Einleitung 
Wahrend laufend neue, medizinisch relevante Forschungsergebnisse bekannt werden, 
zeigt sich immer mehr, dass herkömmliche Methoden der Fortbildung zwar das Wissen 
eines Arztes, nicht aber sein tatsächliches ärztliches Handeln positiv beeinflussen [1, 2). 
Forschung, die keinen Einfluss auf dje ärztliche Praxis hat, ist aber genauso werug 
ethisch vertretbar wie eine Behandlung, ilie nicht dem aktuellen Stand der Wissenschaft 
entspricht. Die Deutschen Ärztekammern haben daher in den letzten Jahren ein freiwil-
liges Fortbildungszertifikat eingeführt, um eine bundesweit vergleichbare, qualitativ 
hochwertige ärzlliche Fortbildung zu erreichen. Neben den klassischen Fortbildungsmaß-
nahmen wie Vorträgen, Workshops, Kongressen oder Selbststuilium werden auch moder-
ne Methoden der Erwachsenenbildung wie z.B. die sttukturierte interaktive Fo1tbildung 
mittels Web- oder CD-ROM-basierten Lernprogrammen berücksichtigt. 
Material und Methode 
Im Rahmen einer Befragung (standartisiertes Interview auf freiwilliger Basis) wurden 
196 Ärztinnen und Ärzte aus 16 Kliniken des Universitätsklinikums Heidelberg nach 
Fortbildungsverhalten und -bedarf sowie nach Erfahrungen mit fall- bzw. computerba-
sierter Fortbildung befragt. ZusätzJjch wurde ilie generelle Einstellung der Studienteil-
nehmer zu Computern untersucht. Die Unterscheidung verschiedener Arten der Fo1t-
und Weiterbildung erfolgte hierbei nach den Kategorien des Deutschen Senats für ärzt-
liche Fortbildung: [l) Vorträge und Diskussionen, [2) mehrtägige Kongresse, [3) Fortbil-
dungen mit konzeptionell vorgesehener Beteiligung des Einzelnen, [4] interaktive Fort-
bildung, [5) Selbststuilium von Fachartikeln, [6) Autoren- und Referententätigkeit. 
25,0% der Studienceilnehmer waren zum Zeitpunkt der Befragung als AjP, 35,7% als 
Assistenzarzt ohne abgescWossene Facharztausbildung, 20,4% als Facharzt, 18,4% als 
Oberarzt und 0,5% als Chefarzt beschäftigt. Die Mehrheit der Befragten (53,l %) gehörte 
der Altersgruppe der 30- bis 40-jährigen an, 28,6% waren jünger, 18,4% älter. Die Inne-
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re Medizin stellte mit 26% der Befragten die häufigste Fachrichtung dar, gefolgt von der 
Neurologie/Psychatrie mit 18,9%, den operativen Fächern (Chirurgie, Urologie, Gynäko-
logie und HNO) mit 15,3% sowie Pädiatrie (14,8%) und Anästhesiologie (10,2 %). 4,6% 
der Befragten gehörten der Dermatologie an, weitere 10,2% den nicht-klinischen Fä-
chern Gerichtsmedizin, Humangenetik, Mikrobiologie, Radiologie und Rechtsmedizin. 
Ergebnisse 
Der Besuch von Vorträgen (98,5% ) und die Fortbildung durch Selbststudium (97,4%) 
wurden von beinahe allen befragten Ärzten als Fortbildungsform genutzt. Kongresse 
wurden von 90,8% der Befragten zu Fortbildungszwecken besucht, 81,6% der Befragten 
waren außerdem als Referent tätig. Fortbildungen mit konzeptionell vorgesehener Betei-
ligung wurden von 75,5 %, interaktive Fortbildungen von 41 ,3% der Befragten genutzt. 
Bei einem durchschnittlichen Fortbildungsbedarf von 12 h (Assistenzärzte) bis 16 h 
(Oberärzte) pro Woche wollen die befragten Ärzte durchschnittlich je 1,5 h für Vorträge, 
Fortbildungen mit Beteiligung und Autorentätigkeit sowie Yi h in interaktive Fortbildung 
investieren. Die meiste Zeit (3 h/Woche) soll für das Selbststudium aufgewendet werden. 
Hinzu kommen durchschnittlich 7- 8 Tage pro Jahr, an denen sie gerne an Kongressen 
teilnehmen würden. Hierbei wurden bei der individuellen Bewertung der einzelnen Fort-
bildungsarten anband einer Schulnotenskala Vorträge und Fortbildung mit konzeptionel-
ler Beteiligung im Median als „gut" bewertet. während sowohl Kongresse als auch das 
Selbststudium nur als „befriedigend" und interaktive Fortbildungsformen sowie Autoren-
tätigkeit als „ausreichend" bewertet wurden. Die über 40-jährigen schätzen hierbei das 
Selbststudium signifikant besser ein als die unter 30-jäbrigen (p < 0,05). Das freiwillige 
Fortbildungszertifikat der Ärztekammern hatte nur für 16,8% der Befragten eine hohe 
bzw. sehr hohe Bedeutung. 17 ,3 % maßen ihm eine mittelmäßige Bedeutung zu, während 
40,8% es für wenig wichtig halten. 24,9 % gaben sogar an, es interessiere sie gar nicht 
bzw. sie hätten noch nie davon gehört. Mit zunehmendem Alter wurde die Bedeutung 
des Zertifikats signifikant geringer eingeschätzt (p < 0,05). 
80,6% der Befragten haben an fallbasierten Fortbildungen teilgenommen. Der Bekannt-
heitsgrad lag sogar bei 93,4%. Lediglich 5,1 % hatten keinen Bezug, bei 1,5% fehlten 
die Angaben. Signifikante Unterschiede ließen sich in den Fachrichtungen Pädiatrie (nur 
79,3% haben davon gehört), Neurologie/Psychologie und Dermatologie (nur 64,9% bzw. 
66,7% haben teilgenommen) erkennen. Von den 158 Befragten, die bereits Erfahrungen 
sammeln konnten, waren 94,3% eher positiv und nur 1,9% eher negativ eingestellt 
(3,8% machten keine Angaben). 93,7% würden wieder an einer derartigen Veranstaltung 
teilnehmen, für 81,0% wurden die Themen detailliert genug behandelt. 65,2 % der Be-
fragten wünschten sieb auch zu weiteren Themen fallbasierte Fortbildungen. Hierbei war 
der Anteil bei den unter 30-jährigen mit 77 ,8 % signifikant höher, der Anteil bei den 
über 40-jährigen dagegen mit 42,9% signifikant niedriger (p < 0,05). Das Gesamtbild 
war durchweg positiv: 83,6% stuften die Informationsvermittlung, 86,7% die Verständ-
lichkeit als positiv bzw. sehr positiv ein, 85,5 % erlebten einen positiven bzw. sehr positi-
ven Lernerfolg. 
Bei der Analyse der Erfahrungen mit computerbasierter Fortbildung fiel auf, dass diese 
noch nicht sehr verbreitet ist: 58,7 % der Befragten gaben an, diese Fortbildungsform 
noch nie genutzt zu haben, weitere 7,1 % gaben einmalige Erfahrung an. Ledig lich 
13,3% haben bereits an mehr als 10 derartigen Veranstaltungen teilgenommen. Aller-
dings waren 76,6% prinzipiell interessiert. nur 18,4% konnten sich nicht vorstellen, dass 
diese Fortbildungsform für sie effektiv sei. Nur 2,6% der Befragten gaben an, schlechte 
Erfahrungen gemacht zu haben. Die Bewertung computerbasierter Fortbildung fiel den 
meisten Befragten schwer: ca. 60% gaben zu verschiedenen abgefragten Kriterien keine 
Angaben an. Die übrigen bewerteten Praxisnähe, Technik, Didaktik, Zeitaufwand, Aktua-
lität u. a. jedoch überwiegend positiv oder neutral. Auch die Frage nach der Eignung 
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computerbasierter Fortbildungsmaßnahmen für die medizinische Fortbildung ergab kein 
klares Bild: 44,9% stimmten mit Ja, 42,3 % konnten wenigstens teilweise zustimmen, 
10,7% stimmten dagegen mit Nein. Wahrend 14 der Befragten bemängelten, dass kein 
kreativer Gedankenaustausch möglich wäre, gaben nur zwei an, die technischen Voraus-
setzungen seien zu hoch und nur e in Befragter lehnte computerbasie11e FortbiJdung auf 
Grund mangelnder Computerkenntnisse ab. 
82,6% der Befragten stuften ihre persönliche Einstellung zu Computern als eher positiv 
ein, 13,8% werteten sie als neutral, nur 3,5% als eher negativ. 94,4% besitzen auch privat 
einen PC, jeweils ein Befragter gab an, ein PC wäre ihm zu teuer bzw. er hätte zu wenig 
Zeit. Dreima.l wurde mangelndes Interesse als Grund für die Nichtanschaffung genannt, 
zweimal lag kein Bedarf vor. Vier der Befragten hatten vor, sieb in absehbarer Zeit einen 
PC zu beschaffen. Wahrend ein PC privat von der Mehrheit der Befragten weniger als 1 b 
pro Tag (54,6%) bzw. 1-2 h pro Tag (25,5%) genutzt wird, nutzen 42,6% der Befragten 
ihn für berufliche Zwecke in einem Umfang von mehr als 3 h pro Tag. 
Diskussion/Schlussfolgerungen 
Die wenigen Publikationen [3- 5), die sieb in der Vergangenheit eingehend mit der Eva-
luation ärztlichen Fort- und Weiterbildungsverhaltens beschäftigt haben, sind aufgrund 
ihrer unterschiedlichen Klassierungen der einzelnen Fortbildungsarten nur bedingt mit 
den vorliegenden Ergebnissen vergleichbar. Lediglich im Bezug auf den Besuch von 
Kongressen lässt sich sagen, dass dessen Bedeutung stetig gestiegen ist. Nutzten 1975 
[2] noch ca. 70 % diese Fortbildungsart, waren es 1999 [4] ca. 76%, bei unseren Ergeb-
nissen sogar ca. 91 %. Ollenschläger [3] unterscheidet nur Literaturstudium (ca. 99%), 
Veranstaltung (ca. 98%) und Video (ca. 42%), sodass nicht mehr nachvollziehbar ist, 
welcher Anteil der Befragten Kongresse und welcher Anteil Fortbildungsvorträge be-
sucht bat. 
Die vorliegenden Ergebnisse [5] bieten einen umfassenden Einblick in das ärztliche Fort-
und Weiterbildungsverhalten am Universitätsklinikum Heidelberg. Hierbei ist jedoch zu 
beachten, dass sie sich nur bedingt auf Krankenhäuser der Regel- und Grundversorgung 
bzw. den niedergelassenen Bereich übertragen lassen, da an einem Universitätsklinikum 
ein in Bezug auf Fortbildungsaktivitäten abweichendes Mitarbeiterkollektiv zu finden 
sein wird. Zur abschließenden Evaluation sind somit weitere Studien unter Einbezug die-
ser Ärztegruppen notwendig. Die Ärzte des Universitätsklinikums Heidelberg zeigen eine 
hohe Bereitschaft zum Selbststudium in Kombination mit einer deutlichen Akzeptanz 
computergestützter Verfahren der Wormationsverarbeitung. Dennoch werden interaktive 
Methoden der ärztlichen Fortbildung nur von einer Minderheit der befragten Ärzte ge-
nutzt und von diesen nur als „ausreichend" eingeschätzt. Dies spricht für eine mangelnde 
Bekanntheit der für die ärztliche Fortbildung zur Verfügung stehenden computerbasierten 
Fortbildungsverfahren, die ggf. auch in ihrer Qualität verbessert werden müssten. 
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Abstraktnummer 57/33 
Internationale Harmonisierung der Berichterstattung 
über die Pflegesituation auf der Basis von abgestimmten 
elektronische Krankenakten 
Hinz M, Dörre F, Kunath H 
TU Dresden, Institut für Medizinische Informatik und Biometrie, Dresden 
Einleitung 
Im Zuge der internationalen, insbesondere der europäischen Harmonisierung der Gesund-
heitsberichterstattung entsteht ein vitaler Bedarf nach vergleichbaren Daten über die Si-
tuation in der Bevölkerung. Durch die demografische Entwicklung und die Verkürzung 
der Verweildauern in den Krankenhäusern gilt dies in besonderem Maße für den über-
proportional wachsenden Bereich der stationären und ambulanten Pflege. Bereits heute 
existieren in Deutschland mehr Betten in Pflegeeinrichtungen als in Krankenhäusern. 
Um eine vergleichbare Datenbasis zu schaffen wurde deshalb auf Anregung des Interna-
tional Council of Nurses im Rahmen des EU-Projektes TELENURSE die Internationale 
Klassifikation für die Ptlegepraxis (ICNP) zunächst als Prototyp entwickelt. Sie soll bis 
zum Jahr 2005 zu einer ersten offiziellen Version weiterentwickelt werden. 
Material und Methode 
Auf der Basis bekannter lokaler Datensysteme in ambulanten und stationären Pflegeein-
richtungen verschiedener Länder wurde unter der Leitung des dänischen Institutes für 
Gesundheits- und Pflegeforschung in Kopenhagen mit weiteren 11 europäischen Partnern 
über einen Zeitraum von insgesamt 10 Jahren die ICNP als Prototyp entwickelt. Die 
deutschsprachigen Länder waren in den ersten Jahren noch nicht an dieser Entwicklung 
beteiligt. Erst ab dem Jahr 1997 gelang es, das Institut für Medizinische Informatik und 
Biometrie der TU Dresden als Projektpartner zu etablieren. Aufgrund der kulturellen 
Vielfalt der Pflege im deutschsprachigen Raum und der dort fehlenden Vorarbeiten bzw. 
Ressourcen auf dem Gebiet der Pflegewissenschaft zeigte sich sehr bald der hier beson-
ders hohe Hannonisierungsbedarf auf diesem Gebiet Für eine enge Zusammenarbeit bei 
der Übersetzung und bei den nationalen Adaptionen der ICNP wurde an der TU Dresden 
die „Deutschsprachige ICNP-Nutzergruppe" unter der Beteiligung von Fachkräften aus 
der Pflegepraxis, der Pflegewissenschaft, dem Pflegemanagement, der Ptlegeinformatik 
und der Gesundheitspolitik gegriindet. In über 10 Präsenzveranstaltungen und einer be-
gleitenden Femkommunjkation wurden die aufwändigen Entwicklungs-, Übersetzungs-
und Publikations-Nertriebs- Prozesse bewältigt. Die Übersetzungsarbeiten wurden durch 
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Methoden des rapid Prototyping effektiviert. Arbeitsversionen der ICNP-Übersetzungen 
boten die Möglichkeit, die im deutschen Sprachraum mitunter noch nebulös verwendeten 
Begriffe aus dem Englischen präziser und schärfer zu fassen und zügig zu konsensuali-
sieren. Die transparente Herleitung von deutschen Begriffen aus den mitgelieferten Defi-
nitionen konnte durch die Methode der Bildung von Vorzugsbenennungen und die Ent-
wicklung von Synonymwörterbüchern ennöglicht werden. Die Praxistauglichkeit der 
ICNP konnte in 4 Praxisprojekten als computerbasierte Anwendung evaluiert werden. 
Begleitende Forschungsarbeiten (z.B. zum Cross-Mapping der ICNP-Begriffe mit der 
NANDA-K.lassifikation) wurden durchgeführt. 
Ergebnisse 
Die aktuelle Beta-Version der TCNP wurde in diesem Jahr für den deutschen Sprachraum 
publiziert [l). Sie enthält insgesamt 2563 Begriffe aus den Bereichen Pflegephänomene 
(zur Bildung von Pflegediagnosen), Pflegeinterventionen und Pflege-Outcomes mit den 
dazugehörigen Definitionen. Durch ihre Multiaxialität ist die ICNP besonders flexibel. 
Für die Unterstützung der Anwendung der ICNP wurde der deutschen Buchausgabe ein 
Leitfaden hinzugefügt, der von 20 deutschsprachigen Experten erstellt wurde. Die 
Deutschsprachige ICNP-Nutzergruppe hat heute 120 Mitglieder. Ein Cross-Mapping der 
ICNP mit der amerikanischen NANDA-Klassifikation wurde im Rahmen einer Diplom-
arbeit an der FH Osnabrück durchgeführt. Beim Praxiseinsatz der ICNP sind jedoch 
Adaptionen an die jeweilige Praxis-Situation (z. B. stationäre Pflege, ambulante Pflege, 
Pflege in der Psychiatrie) durch Fachkräfte notwendig. Zur Weiterarbeit an der lCNP 
wurde die TU Dresden mit Sitz der Deutschsprachigen ICNP-Nutzergrupee als interna-
tional erstes ICNP-Collaboralion-Center benannt. Es existieren derzeit 25 Ubersetzungen 
der ICNP. Der in diesem Jahr abzustimmende ISO-Standard 18104 „Health Infonnalics 
-Integration of a reference terrninology model for nursing" basiert auf den ICNP-Ent-
wickJungsarbeiten. 
Diskussion/Schlus.sfolgerungen 
Die ICNP besitzt durch ihre moderne Struktur ein enormes Potenzial zu einer interna-
tionalen Referenz-Terminologie für die Pflege. Bis zur Version l im Jahr 2005 ist aber 
noch viel Entwicklungs- und Harmonisierungsarbeit zu leisten. Die Umsetzung in natio-
nales Recht wird dann wesentlich durch die politischen Rahmenbedingungen geprägt 
werden. Als international abgestimmte Referenz-Terminologie bei der Harmonisierung 
der Berichterstattung über die Pflegesituation auf der Basis von abgestimmten elektro-
nische Krankenakten mit aussagefähigen Pflegedaten wird die ICNP in Zukunft eine 
Schlüsselrolle in internationalen Versorgungsstrukturen einnehmen. 
Literatur 
[ I ] ICN: Internationale Klassifikalioo für die Pflegepraxis. In Hinz, M. Dörre, F. König, P., Tacken-
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lnfonnalik. Biometrie und Epidemiologie in Med. u. Biol. 3413 (2003) 
576 Abstracts der 48. Jahrestagung der GMDS 
Abstraktnummer 57/34 
Zukunftssichere Lösung für virtuelle, 
interoperable und portable EHR-Systeme 
Blobel B, Pharow P 
Universitätsklinikum Magdeburg, Institut für Biometrie und Medzinische Informatik, Magdeburg 
Einleitung 
Electronic Health Records (EHRs) entwickeln sich mehr und melu zur Kernapplikation 
von Gesundheitsinformationssystemen. Konzepte wie das Disease Management sind oh-
ne EHR-Systeme nicht realisierbar. Für eine umfassende Interoperabilität von Systemen 
sind ihre Struktur und Funktion, d. h. Syntax, Semantik, verwendetes Vokabular inner-
halb einer umfassenden Ontologie sowie die realisierten Services abzustimmen. 
Problem/Fragestellung 
Nationale und internationale Initiativen wie der CEN ENV 13606, die bisherige und die 
perspektivische Entwicklung von HL7 Version 3 oder das amerikanische G-CPR-Projekt 
verfolgten interessante, jedoch unterschiedliche Ansätze für die Spezifikation von inter-
operablen Gesundheitsinformationssystemen bzw. ihrer Kernapplikation EHR. Grund-
paradigmen waren der Austausch von Nachrichten bzw. die Spezifikation, die Implemen-
tierung und der Aufruf von Services, wobei das Niveau der Interoperabilität von 
simplem Datenaustausch bis hin zur funktionalen, service-orientierten lnteroperabilität 
reichte. Die Herausforderung an Wissenschaft und Entwicklung besteht in der Durchgän-
gigkeit der Lösung von der Modellierung, über die Spezifikation bis hin zur Implemen-
tierung und Wartung. Dabei gilt es, Interoperabilität auf Wissensebene mit Offenheit, 
Robustheit, Flexibilität, Skalierbarkeit, Portabilität und Vertrauenswürdigkeit der Lösun-
gen zu verbinden. Außerdem sind die verschiedenen Ansätze in Inhalten, Methoden und 
Tools zu harmonisieren, die verfügbaren Wissensrepräsentationen zu nutzen und zu inte-
grieren sowie eine Migration für vorhandene Systeme aufzuzeigen. Letztendlich ist eine 
hohe Nutzerakzeptanz anzustreben. 
Methoden 
Mit der Revision des CEN ENV 13606, der zeitgleichen Realisierung des nationalen 
australischen Good Electronic Health Record (GEHR) Projektes und der internationalen 
openEHR Foundation wird gegenwärtig ein globaler EHR-Standard beschrieben, der die 
Struktur-Modelle des ursprünglichen CEN ENV 13606 mit dem Referenz-Modell und 
dem Vokabular von HL7 sowie den Domain-Modellen von GEHR und HL7 verknüpft. 
Als Wissensrepräsentationen sind z.B. die Medical Logic Moduls (MLM) der Arden 
Syntax, die Leitlinien-Repräsentationsmodelle im GuideLine ln.terchange Format (GLIF) 
oder die GEHR Archetypes verfügbar, die alle spezifische Constraint-Modelle darstellen. 
Neben medizinischem Wissen und Konzepten sind auch administrative, prozessbezogene 
oder rechtliche Constraint-Modelle erforderlich. Die Interoperabilität der resultierenden 
Lösung wird über ein Referenz Information Modell sowie ein abgestimmtes Vokabular 
gesichert. Die Constraint-ModeUe werden nicht wie bisher durch Informatiker bzw. Pro-
grammierer sondern durch Domänen-Experten unter Nutzung ihrer spezifischen Reprä-
sentationsweisen bzw. Vokabularieo erstellt. Die Harmonisierung dieser verschiedenen 
Ansätze wird über Metamodelle und Metasprachen realisiert, die eine Übertragung aus 
einem Repräsentationsvokabular in ein anderes ermöglichen. Modellierungs- und Spezifi-
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kationssprachen sund z.B. die Unified Modeling Language (UML) und der Extensible 
Markup Language (XML) Standard Set. 
Eingebunden in alle wichtigen globalen Aktivitäten zum EHR, wird in Kooperation rnil 
internationalen Partnern ein generisches System zur Spezifikation und Implementierung 
einer modeU-getriebenen Architektur von EHR-Systemen analog zur Model Driven Ar-
chitecture (MDA), die gegenwärtig von der Object Management Group (OMG) spezifi-
ziert wird, entwickelt. Basierend auf dem ISO Reference Model - Open Distributed Pro-
cessing, erlaubt die Verknüpfung der die verschiedenen Sichten Enterprise View, 
Information View, Computational View, Engineering View und Technology View beschrei-
benden Constraint-Modelle die plattform-unabhängige sowie die plattform-spezifische 
Modellierung des Systems und seiner Komponenten entsprechend der MDA. Zur Voka-
bulartransformation wird XML Metadata lnterchange (XMJ) verwendet. Die komponen-
ten-orientierte Architektur besteht aus ,,Baustein"-Komponenten und „Bauplan"-Kom-
ponenten. Die Views fokussieren die Betrachtung einer Komponente auf jeweils einen 
Aspekt, von den anderen abstrahierend. Für jede Komponente werden also ihre Struktur, 
ihr Inhalt, ihre Funktion, ihr Verwendungszweck, besondere und direkte Beziehungen zu 
anderen Komponenten, die Implementierung und Benutzung einschließlich Wartung der 
Komponente sowie Train ing etc. betrachtet. 
Ergebnisse 
Auf der Basis komponenten-orientierter Constraint-Modelle, die die verschiedenen Sich-
ten des RM-ODP repräsentieren, wird das jeweilige Domänenwissen für interaktive 
EHR-Systeme beschrieben und diese Systeme zunächst plattform-unabhängig zu komple-
xen Anwendungssystemen aggregiert. Davon werkzeug-gestützt abgeleitet, erfolgt die 
plattformspezifische Modellierung der Lösungen, die zur Laufzeit in beliebigen Anwen-
dungsumgebungen automatisch implementiert werden und so die Portabilität der virtuel-
len EHR-Applikation sichern. Durch die transaktions-orientierte Jnstanziierung der Kom-
ponenten ist der Übergang zwischen verschiedenen Umgebungen innerhalb des Ablaufes 
einer Anwendung gegeben. Der Arzt kann z. B. eine Dokumentation am PC beginnen 
und am Bett mittels eines PDA direkt fortsetzen. Die Transformation und Aggregation 
der Modelle sowie das Management und die Kodierung der Komponenten erfolgen tool-
gestützt und zunächst weitgehend, später einmal vollständig automatisiert. 
Diskussion/Schlussfolgerungen 
Ausgebend von den Ergebnissen des europäischen HARP-Projektes sowie der Revision, 
Fort- bzw. Neuentwicklung der angesprochenen Standards, in die der Erstautor als inter-
nationaler Berater, Task Leader bzw. TC Chair einbezogen ist, wird gegenwärtig ein 
komplexes Projekt zur automatischen Implementierung modell-basierter, komponenten-
orientierter EHR-Systeme realisiert. Im Ergebnis entsteht eine hoch flexible, nutzer-zen-
trierte und damit vom Nutzer akzeptierte, portable, skalierbare, virtuelle Anwendung im 
Internet. Die Anwendung ist eine automatisch designte und zur Laufzeit instanziierte, 
sichere, selbst-organisierte, verteilte, intelligente Lösung. 
Literatur 
Blobel B: Analysis, Design and Implementation of Secure and Interoperable DisuibUled Health 
Tnfonnation Systems. Series Studies in Health Tecbnology and Jnfonnatics, Vol. 89. !OS Press, 
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Abstraktnummer 57/35 
Linux/Java-PDAs in der Gastroenterologie 
Höhne W, Uhlich P, Eckholt R, Hoffmann JC 
FU Ber1in, Universitätsklinikum Benjamin Franklin, Medizinische Klinik 1, Berlin 
Einleitung 
Bereits seit einigen Jahren werden von Klinikärzten zunehmend PDAs (Personal Digital 
Assistants) eingesetzt:, jedoch vorwiegend als Notizbuch bzw. Terminkalender. Mit den 
EntwickJungen im Speicher- und Display-Bereich können jedoch völlig neue Einsatzfel-
der im mobilen Klinikeinsatz erschlossen werden, die bisher stationären PCs oder zu-
mindest Notebooks vorbehalten waren. Einen wesentlichen Impuls bat diese Entwicklung 
durch PDAs auf Java/Linux-Basis erhalten. Ziel der vorgestellten Arbeiten war der Auf-
bau einer Entwicklungsumgebung für den Sharp SL 5500 Zaurus und die Realisierung 
erster Anwendungen im Bereich der Gastroenterologie. 
Material und Methode 
Für die Untersuchungen wurde ein Sharp SL 5500 G Zaurus in der Grundkonfiguration mit 
64 MB Hauptspeicher und USB-Docking-Station verwendet. Betriebsystem ist Lineo Em-
bedix mit einem 2.4.8-er Linux-Kernel. Auf diesem läuft eine Jeode-JVM mit Java 1.1.8 
und AWT l. l als GUl [l]. Als Entwicklungsumgebung wurde Eclipse 2.1 gewählt [2]. 
Ergebnisse 
Eine bestehende Entwicklungsumgebung Eclipse 2.1, die für Standard-Applikationen un-
ter Java 1.4 benutzt wird, wurde so erweitert, dass parallel die Entwicklung und Testung 
von Java-1. l.8-Applikationen für den Zaurus möglich ist. Für die Realisierung einer 
Crossplattform-Entwicklungsumgebung bietet Eclipse vor allem insofern Vorteile, daß es 
nicht starr an eine Java-Version gebunden ist, sondern leicht für jedes Einzelprojekt un-
abhängig von der Ziel-NM spezifisch konfiguriert werden kann. 
Als Test-Applikation wurde ein Kalkulator zur Berechnung von Krankheits-Aktivitätsin-
dizes [3, 4] für chronisch entzündliche Dannerkrankungen implementiert. Der Kalkulator 
verwendet als Kern einige leicht modifizierte Java-1.4-Klassen, die in der Anwendungs-
schicht einer 3-Schicht-Applikation im Intranet der Klinik zur Anwendung kommen. Der 
ursprünglich als Servlel konzipierte Kalkulator verwendete eine Browser-Schnittstelle 
mit einem Eingabe- (Patienten-ID) und einem Ausgabefeld (Aktivitätsindex). Die für die 
Berechnung notwendigen 16 (Crohn 's Disease Activity Index CDAI) bzw. 10 (Rachmile-
witz-lndex) erforderlichen Eingangsdaten, die in der Ursprungsversion aus einer Befund-
Datenbank gewonnen wurden, werden in der PDA-Version über eine Eingabemaske ein-
gegeben. Es konnte dabei gezeigt werden, dass: 
die Portierung kJeinerer Java-Anwendungen auf den Zaurus ohne größeren Anpas-
sungsaufwand möglich ist und 
die hardwareseitige Anwender-Schnittstelle (Touchscreen mit 320 x 240 Bildpunkten, 
Tastatur) auch für das Design relativ umfangreicher GUJ-Schnittstellen mit bis zu 30 
einzelnen Bildschirmobjekten geeignet ist. 
Diskussion/Schlussfolgerungen 
Aufgrund der bisherigen Erfahrungen bieten die von uns untersuchten Linux/Java-PDAs 
eine leistungsfähige Plattform für die mobile Informationsverarbeitung im Klinikumfeld. 
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Über die herstellerseitig bereitgestellte Funktionalität hinaus ist es vergleichsweise leicht 
möglich, für den Praxiseinsatz interessante Anwendungen zu implementieren bzw. von an-
deren Plattformen zu ponieren. Das gezeigte Beispiel eines Kalkulators für CED-Aktivi tät-
sindizes liefern dem behandelnden Arzt unmittelbar vor Ort eine Aussage über den aktuel-
len Krankheitszustand des Patienten. Dabei ist kein Rückgriff auf externe Ressourcen 
(Datenbanken, Netzwerk) notwendig, was eine zeitnahe Bereitstellung der erforderlichen 
Ergebnisse ermöglicht. Zugleich ist die Diagnose nicht durch eventuelle Inkonsistenzen in 
externen Befund-Datenbanken eingeschränkt, die eine Berechnung verhindern würden. 
Insgesamt erscheinen Linux/Java-PDAs als aussichtsreiche Alternative für den Rechner-
einsatz im Klinik-Umfeld. Selbst kleine Anwendungen ermöglichen bereits qualitativ 
neue Arbeitsmöglichkeiten für den Arzt. Wenn zudem die WLAN- und Multimedia-Fä-
higkeiten voll genutzt werden können, stellen Linux/Java-PDAs in der patientennahem 
Versorgung eine ernsthafte Alternative zur bisher verwendeten Rechentechnik dar. 
Literatur 
[I] Glahn, K. Pinguin auf Reisen - PersonalJava und J2ME Personal Profile Anwendungen auf 
dem Sharp Zaurus. Linux Enterprise 2002, (4): 64-72. 
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(4] Rachmilewitz, D. Coated mesalazine (5-arninosalicylic acid) versus sulphasalazine in the treat-
ment of active ulcerative colitis: a randomised trial. Br Med J 1989, 298: 82-86. 
Abstraktnummer 57/36 
Fallbasiertes computergestütztes Lernen 
in der Inneren Medizin mit dem Autorensystem CASUS 
Simonsohn A, Fischer M 
Ludwig-Maximilians-Universität München, AG lnstruct, München 
Einleitung 
Seit 1998 wird an der LMU München das fallbasierte Lernsystem CASUS eingesetzt. 
Die Studierenden können ihr Wissen arthand von konkreten Patientenbeispielen anwen-
den, indem sie im Lernfall die Rolle des behandelnden Arztes einnehmen und anhand 
des konkreten Patientenfalles diagnostische und therapeutische Entscheidungen treffen. 
Eingesetzt im Medizinstudfom hat diese Lernfonn zum Ziel, praxisrelevantes differential-
diagnostisches Handlungswissen zu fördern und die Studierenden auf die Situation am 
Krankenbett vorzubereiten. CASUS umfasst derzeit über 200 Lernfälle aus fast allen me-
dizinischen Fachgebieten. Der vorliegende Beitrag beschreibt die Möglichkeiten, die das 
Lernsystem für Autoren, Dozenten und Studierende bietet. Eine umfangreiche Evaluati-
onsstudie wird vorgestellt, die sich mit dem EntwickJungsstand und dem Akzeptanz-
niveaus des Systems aus der Sicht der Nutzer beschäftigt. Basierend auf umfangreichen 
Datenerhebungen wurden dabei u. a. Integrationskonzept, subjektiver Lernerfolg, Moti-
vierung und Nutzer-Komfort analysiert und im Längsschnitt bewertet. Zusammenhänge 
zwischen den einzelnen Bewertungsfaktoren werden aufgezeigt und insbesondere auf die 
Gründe für eine Nichtnutzung des Lernangebotes eingegangen. Zusätzlich wurden die 
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bei jeder Fallbearbeitung automatisch systemintem erstellten Logfiles herangezogen, um 
Zeitaufwand, Vollständigkeit und Erfolgsquote zu analysieren. 
Material und Methode 
Das Lernsystem CASUS besteht aus einem Autorensystem, einem Abspielsystem und 
einem Kursverwaltungstool. Mit dem Autorensystem können Fallautoren lokal oder web-
basiert interaktive multimediale Lernfälle erstellen. Die Lernfälle können dann - nach 
einem strukturierten Review-Verfahren - mithilfe des KursManagers (Kursverwaltungs-
tool) Kursen zugeordnet werden. In diese Kurse werden diejenigen Studierenden einge-
tragen, die diese Lernfälle bearbeiten sollen. Das Kurstool bietet über die Freischaltung 
der Lernfälle und die Einteilung der Studenten in Kurse hinaus die Möglichkeit, die Per-
formance der Studenten bei der Fallbearbeitung zu beobachten. Dies ermöglicht ein inte-
griertes Auswertungs-Tool. Schließlich können die Studierenden über den Webplayer 
(Abspielsystem) die ihnen freigeschalteten Lernfälle über das Internet bearbeiten. 
Die vorliegende Studie beschäftigt sich mit der Evaluation der Integration von Lernfällen 
in das 3. und 4. klinische Semester. Den Studierenden wurden in diesen Semestern auf 
die Vorlesungsinhalte der Vorlesung Innere Medizin abgestimmte Lernfälle zur selbst-
ständigen Bearbeitung angeboten. Die Studierenden barren die Möglichkeit, die Lernfälle 
über das Internet zu Hause oder in einem Computerlernraum zu bearbeiten. Einen we-
sentlichen Beitrag zur Einbindung der Lernfälle leistete nicht zuletzt die Möglichkejt, 
über die Bearbeitung von Lernfällen Testate zu erwerben. 
Die vorliegende Evaluationsstudie kombiniert Daten, die vom Computersystem auto-
matisch erhoben wurden (Logfiles) und Fragebogendaten: 
LogfiJes lieferten objektive Daten zur Häufigkeit und Dauer der Fallbearbeitungen sowie 
zur Eifolgsquote bei der Beantwortung der interaktiven Fragen. Ein elektronischer Kurz-
fragebogen beleuchtet u. a. die Themen technische Bedienbarkeit, Motivation, lern-
etfolg, Anforderungsniveau der Fälle und Beitrag zur Ergänzung der Vorlesung. Zur Be-
antwortung des Kurzfragebogens wurde jeder Student am Ende der Fallbearbeitung 
aufgefordert. Der ausführUche Papierfragebogen umfasst 21 Fragen. Diese zielen auf die 
Akzeptanz des Lernsystems insgesamt, die Lernfälle im einzelnen und das Integrations-
konzept ab. Darüber hinaus werden die Gründe fiir das Nichtbearbeiten einzelner Lern-
fälle sowie Daten zum Vorlesungsbesuch und zu Computerkennrnissen erhoben. Der Fra-
gebogen wurde einmalig am Semesterende von den Studierenden ausgefüllt. 
Ergebnisse 
Die Studie zeigte, dass das Lernsystem insgesamt gut von den Studierenden akzeptiert 
und bewertet wird. So halten 60% der Befragten eine vorlesungsbegleitende Fallbearbei-
tung für sinnvoll. Bei über 40% der Studierenden haben die Lernfälle zur Motivierung 
für ihr Studium beigetragen. Mit der optischen Gestaltung und technischen Bedienbarkeit 
des Systems ist eine Mehrheit von zwei Dritteln der Studierenden zufrieden. Trotz dieser 
überwiegend positiven Bewertung des Lernsystems wurde deutlich, dass für die tatsäch-
liche Nutzung des computergestützten Lernangebots weitere Faktoren von Bedeutung 
sind. Insbesondere spielen hier direkte Gratifikation in Form von Testaten und ein Bezug 
zu Prüfungen eine wichtige Rolle. 
Die Ergebnisse im Längsschnitt zeigen im Zeitverlauf eine Verbesserung der studenli-
schen Einschätzung hinsichtlich des Beitrages der Fallbearbeitung zum Lernen und des 
Motivationsfaktors Spaß, während sich die Einschätzung der technischen Bedienbarkeit 
verschlechterte, was eventuell auf die zunehmende Nutzung des Systems über das Inter-
net zurückzuführen ist. 
Hinsichtlich des Integrationskonzeptes wurde deutlich, dass für eine breite Nutzung des 
Fallangebotes ein enger Bezug zur Lehrveranstaltung und ein für die Studierenden er-
kennbarer Mehrwert von entscheidender Bedeutung sind. 
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Die Evaluation der Anwender kann wichtige Hinweise für die Qualitätssicherung und 
Weiterentwicklung eines Lernsystems bieten. Dies gelingt insbesondere dann, wenn den 
Anwendern die Möglichkeit zum Feedback auch in Fonn von Freitextmitteilungen gege-
ben wird. So werden den Autoren beispielsweise für die Verbesserung der CASUS-Lern-
fälle die Anmerkungen der Anwender zu einem bestimmten Lernfall mitgeteilt. Die 
meisten Mitteilungen der Studierenden bezogen sich in der vorliegenden Studie im we-
sentlichen auf singuläre Probleme bei der Verfügbarkeit von Multimedia und auf die 
Antwo1terkennung bei Benutzerantwo1ten. 
Diskussion/Schlussfolgerungen 
Derzeit werden an zahlreichen Hochschulen des deutschsprachigen Raums Erfahrungen 
mit der Integration computergestützter Lehre gesammelt. ln zahlreichen Studien ist die 
Akzeptanz von Computer Based Training (CBT) Gegenstand der Evaluation. Während 
Faulbaber [4] zu dem Ergebnis kommt, dass insgesamt nur 2 % der Studierenden mit 
CBT-Software arbeiten, und bei Frey [7] 70% der befragten Studierenden lieber ohne 
Computer lernen, belegen in der Zwischenzeit andere Autoren, die speziell fallbasierte 
computergestützte Lehre evaluierten, eine hohe Akzeptanz, Zufriedenheit und Lernmoti-
vation durch computergestützte Lernprogramme. Entscheidend scheint hier der für die 
Studierenden erkennbare Mehrwert der Lernprogramme und das zugrundeliegende Inte-
grationskonzept. 
Die Ergebnisse der Studie zeigen eine breite Nutzung und gute Akzeptanz des Fallange-
bots durch die Studierenden, sodass das System eine Möglichkeit darstellt, die in der 
neuen Approbationsordnung vorgesehenen praxisorientierten Inhalte in Fonn von prob-
lemorientiertem Lernen anzubieten. 
Des weiteren zeigten die Ergebnisse dieser Studie, dass eine Gratifikation in Form eines 
Testates für die Bearbeitung von LernfäJlen eine gute Motivation darstellt. Da für die 
evaluierten Studierenden eher das Bestehen von Prüfungen und Erlangen von Testaten 
im Vordergrund steht als die Einsicht in ein auf die spätere Berufstätigkeit vorbereitendes 
praxisorientiertes Lernen, steigt die Motivation, wenn unmittelbar ein Testaterwerb oder 
das Bestehen einer Prüfung in Aussicht steht [3, 5). So ist zu erwarten, dass die Ver-
ankerung von problemorientiertem Lernen in die Curricula zur verstärkten Nutzung von 
CBT-Angeboten wie CASUS führen wird. 
Die Einstellung von Studierenden, dass eine Vorbereitung auf MC-Prüfungen am besten 
mit MC-Fragen erfolgt bzw. das Lernen mit interaktiven Programmen für MC-Prüfungen 
keinen Vorteil (bei meist größerem Zeitaufwand) bietet, konnte empirisch nachgewiesen 
werden [8, 6). Wenn im Zuge der Einführung der neuen Studienordnungen der zweite 
Abschnitt der ärztlichen Prüfung fallbezogen und mit problemorientierten Fragestellun-
gen gestaltet werden wird, ist zu erwarten, dass sich dies aucb in einer veränderten Prü-
fungsvorbereitung der Studierenden bemerkbar machen wird. 
Weitere Untersuchungen sind erforderlich, um die Effizienz computergestützten fall-
basierten Lernens und Prüfens auch längerfristig unter Beweis zu stellen. Untersuchun-
gen zu Prüfungsszenarien mit fallbasierten Lernsystemen bieten sich angesichts der Not-
wendigkeit an, daß die medizinischen Fakultäten im Rahmen der neuen ÄAppO [l] eine 
Fülle benoteter und z. T. interdisziplinärer Scheine vergeben müssen. 
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Abstraktnummer 57/37 
Lernen durch Lehren 
Webbasierte Fallerstellung mit dem CASUS Lernsystem 
Holzer M, Hege 1, Adler M, Hirsch J, Mäsch G, Fischer M 
Ludwig-Maximilians-Universität München, AG Med. Lernprogramme, München 
Einleitung 
Das Konzept des „Lernens durch Lehren" (LdL) hat sich in vielfacher Hinsicht als effek-
tiv erwiesen. 
Dieses Grundprinzip des Unterrichtens wird bereits seit etwa 20 Jahren im schulischen 
Bereich von zahlreichen Lehrern erfolgreich praktiziert und verbrei tet. [1] Inwieweit dies 
auch im HochschuJbcreich mithilfe von e-Learning Systemen eingesetzt werden kann, ist 
bisher nicht klar. 
Mit dem fallbasierten Lernsystem CASUS, das bisher zum Selbststudium an durch Ex-
perten erstellten Fällen an zahlreichen Universicäten in der medizinischen Ausbildung 
eingesetzt wird, wollten wir LdL auch in der universitären Ausbildung einsetzen und 
evaluieren. 
Zur Erstellung der Fälle steht das CASUS Autorensystem zur Verfügung - ein intuitiv 
zu bedienendes Tool, das von den Fallautoren keinerlei Programmierkenntnisse verlangt. 
Durch einfaches Drag&Drop ist es möglich, zahlreiche Multimediaelemente wie Filme, 
Bi lder und Audiodateien in den Lernfall zu integrieren. 
Ein Nachteil für die Verbreitung und Akzeptanz des Systems war aber die ausschließ-
liche Verfügbarkeit für MacOS, sodass ein plattfonnunabhängiges System eine unabding-
bare Voraussetzung für eine Uncersuchung der o.g. Fragestellung war. 
Ziel dieser Untersuchung war es, Studenten als Fallautoren die Möglichkeit zu geben, 
eigene Fälle unter AnJeirung eines Experten fü r ihre Komilitonen zu erstellen, und somit 
durch Lehren zu lernen. In dieser Pilotstudie sollten Akzeptanz und Motivation der fal-
lerstellenden Studenten unter besonderer Berücksichtigung des verwendeten Autorensys-
tems evaluiert werden. 
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Material und Methode 
Um eine höhere Akzeptanz zu erzielen wurde daher ein webbasiertes Autorensystem 
entwickelt, das die gleiche Funktionalität des MacOS Systems garantieren, darüber hi-
naus aber noch weitere Möglichkeiten bieten soll. 
Voraussetzung zur Nutzung des Systems sind ein Standardwebbrowser (Javascript), Java 
und Quicktime. 
Die neueste Version ist sofort ohne Installationen verfügbar, Programmierkenntnisse sind 
auch hier nicht nötig - es wurde so weit wie möglich versucht, die einfache Bedienbar-
keit durch drag&drop umzusetzen - und das Programm läuft plattformunabhängig. 
Die Qualitätssicherung erfolgt mit Hilfe eines Fragebogens, der mit 16 Fragen auf die 
Akzeptanz, Probleme usw. der Autoren eingeht. 
Ergebnisse 
Seit dem Wintersemester 2002103 wird das CASUS Webautorensystem im Modellver-
such ,,Lernen durch Lehre" der virtuellen Hochschule Bayern (vhb) an der juristischen 
Fakultät an der LMU München eingesetzt. Hierbei wurden im Rahmen eines Seminars 
von 20 Studenten in Kleingruppen zu je 4 Studenten insgesamt 5 Fälle erstellt. 
Das Seminar wurde von einem Experten sowie einem technischen Berater intensiv betreut. 
Es zeigte sich, dass die Studenten nach einer kurzen Einführung selbständig, z. T. via 
Modem von zu Hause aus, die Fälle erstellen konnten. Die Akzeptanz und Motivation 
der Studierenden und der Betreuer waren durchwegs trotz einiger technischer Anfangs-
schwierigkeiten, hoch. 
Von den Fallautoren wurden insbesondere technische Probleme bemängelt, die aber im 
Laufe des Semesters größtenteils behoben werden konnten. Andere Kritikpunkte wie 
z. B. die fehlende Möglichkeit Hyperlinks zu integrieren, wurden erst zum folgenden 
Semester umgesetzt. 
Positiv hervorgehoben wurden u. a. die einfache Bedienbarkeit, sowie die Möglichkeit 
von zu Hause aus via Modem zu arbeiten. 
Diskussion/Schlussfolgerungen 
Auch im Sommersemester 2003 wird das Seminar durchgeführt werden, die Ergebnisse 
und eine eventuelle Adaptierung des Autorensystems nach den Vorschlägen der Autoren, 
werden danach diskutiert und umgesetzt werden. Eine Integration der von den Studenten 
erstellten Fälle in die Lehre wäre denkbar. Auf die Auswertung der Fragebögen, sowie 
Kritikpunkte und mögliche Umsetzung werden wir im Rahmen dieses Vortrages einge-
hen. Ab Juni 2003 ist auch der Einsatz und die Evaluierung des Systems in größerem 
Rahmen geplant. 
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Abstraktnummer 57/38 
Time-Frequency Filtering with Matching Pursuit 
Gratkowski M, Haueisen J, Schack 8 
Friedrich-Schiller-Universität Jena, Biomagnetlc Center, Jena 
lntroduction 
Time-frequency filtering allows the extraction of a certain part of the signal within a 
given time and frequency ioterval. By means of this technique i mportaot problems in 
biomedical signals analysis such as the removal of artefacts can be accomplished. We 
propose the use of an adaptive algorithm, Matching Pursuit (1) (MP) for time-frequency 
filtering. 
Method 
MP is an adaptive algorithm wbicb creates sigoal approxünations. The signal approxima-
tions are based oo a linear combination of a small number of vectors (called atoms) 
cbosen from a bigger, redundant set (called dictionary). The atoms are cboseo in order 
to best matcb tbe signal structure. With a dictionary of Gabor time-frequeocy atoms 
(scaled, translated and modulated Gauss functions) MP is an adaptive time-frequency 
transformation. Tue time-frequency representatioo of an analysed signal is created by 
summing Wigner distributions of the used atoms. One advantage of the MP algorithm is 
its ability to create a concise description of tbe analysed signal and that it has an adap-
tive time-frequency resolution. 
We implemented an MP algorithm and applied it to somatic evoked electric potentials 
and somatic evoked magnetic fields elicited by electrical stimulation of the median 
nerve. We removed an artefact and singled out a 600 Hz component with tbe help of the 
MP time-frequency fitter. 
Results 
Fig. J shows an example of tbe somatic evoked magoetic field signal. Tue same signal 
after removing tbe artefact compooents is shown in Fig. 2. Tue 600 Hz component ex-
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Figure l : Somatic evoked magnetic field signal (artefact between 0 and 2 ms). 
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Figure 3: Separated 600Hz componenl. 
Dlscussion/Conclusion 
We found the MP algorithm to be suitable for time-frequeocy filtering. The description 
of an analysed signal created by the atoms localised in time-frequency space a llows a 
separation of the signal components that are of interest. Thanks to that, it is possible to 
identify and to remove artefact components without altering other important signal com-
ponents or to isolate components that have a specified localisation in the time-frequency 
space. 
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Abstraktnummer 57/39 
Kompromisse bei der Vereinheitlichung der ICD-10-Versionen 
für die ambulante und stationäre Versorgung 
aus vertragsärztlicher Sicht 
Graubner 8, Brenner G 
Zentralinstitut für die kassenärztliche Versorgung in der Bundesrepublik Deutschland (ZI), Köln 
Einleitung 
Im Gesundheitsstrukturgesetz von 1992 wurde in den geänderten §§ 295 und 301 des 
Fünften Buches Sozialgesetzbuch (SGB V) festgelegt, daß die Diagnosenverschlüsselung 
im ambulanten vertragsärztlichen Bereich obligatorisch eingeführt und im stationären Be-
reich beträchtlich erweitert wird. Nach jahrelangen Diskussionen und einem Modellver-
such im ambulanten Bereich (1997) wurden diese Vorgaben ab 2000 mit der Einführung 
der ICD-10-SGBV, Version l.3 (Juli 1999), umgesetzt Es handelt sich dabei um eine 
Modifikation der ICD-10 für die gesetzlich vorgeschriebenen Anforderungen an die Diag-
nosenweitergabe von den BehandJungsstätten an die Kostenträger. Zwecks Vorbereitung 
auf das DRG-Abrechnungssystem (Diagnosis Related Groups) in den Krankenhäusern 
wurden diese ab 1.1.2001 zum Umstieg auf die gemäß der australischen ICD-10-AM 
geänderte ICD-10-SGB-V, Version 2.0 (November2000), verpflichtet. Auf der anderen 
Seite setzten sich die Kassenärztliche Bundesvereinigung (KBV) und das von ihr mit der 
Bearbeitung der medizinischen Klassifikationen beauftragte Zentralinstitut für die kassen-
ärzdiche Versorgung in der Bundesrepublik Deutschland (Zl) gemeinsam mit der Bundes-
ärztekammer (BÄK) erfolgreich dafür ein, dass die Vertragsärzte die vorherige Version 1.3 
weiterbenutzen können. Die dadurch entstandenen, vielfach beklagten Diskrepanzen in 
der Diagnosenverschlüsselung machten es notwendig, alles zur Vereinheitlichung beider 
Versionen zu unternehmen und mit einer neuen Version die unterschiedlichen Anforde-
rungen beider Bereiche der Gesundheitsversorgung optimal zu befriedigen. 
Material und Methode 
Vom Kuratorium für Fragen der Klassifikation im Gesundheitswesen (KKG) war in Fort-
setzung einer bereits 1996 eingerichteten Arbeitsgruppe die AG ICD-10 unter der Lei-
tung des Deutschen Instituts für Medizinische Dokumentation und Information (DIMDJ) 
gegründet worden, um die Weiterentwicklung der deutschen ICD-10-Versionen zu bera-
ten und dafür den Sachverstand aller betroffenen Institutionen und Verbände einzubrin-
gen. KBV/ZI und BÄK brachten dort im April 2001 „10 Vorschläge für die Weiterent-
wicklung der ICD-10" mit folgendem Inhalt ein: 
Einheitliche Version im deutschen Gesundheitswesen und Verzicht auf den ,,Minimal-
standard" (gültig zumindest für den ambulanten und stationären Bereich, nach Mög-
lichkeit aber auch für die Todesursachenverschlüsselung; gleiche Sachverhalte sollten 
mit gleichen Schlüsselnummern dargestellt werden können). 
Weitgehende Übereinstimmung mit der WHO-Version unter Berücksichtigung der in-
ternationalen ICD-10-Entwicklung und einheitliche deutschsprachige Ausgabe (Rück-
änderung der durch Datenschutzargumente verursachten drastischen Reduktion in den 
ICD-10-Kapiteln „XX. Äußere Ursachen von Morbidität und Mortalität" und ,,)OCI. 
Faktoren, die den Gesundheitszustand beeinflussen und zur Inanspruchnahme des Ge-
sundheitswesens führen", Minimierung der durch die Übernahmen aus der ICD-
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10-AM verursachten inhaltlichen und fotmalen Abweichungen von der WHO-Ver-
sion; dadurch wieder Annäherung an die ICD-10-Ausgaben in Österreich und der 
Schweiz und damit eine verbesserte Grundlage für internationale Vergleiche). 
Überwiegende Anpassung der G-DRGs (German Diagnosis Related Groups) an die 
ICD-10 anstelle der 2000/2001 aus Zeitmangel praktizierten Anpassung der ICD-10 
an die damals einfach übernommenen AR-DRGs (Australian Refined DRGs). (Das 
war in der Folgezeit besser zu realisieren, da die G-DRGs ohnehin an die deutschen 
Verhältnisse adaptiert werden mußten und müssen. Dieser Prozess sollte auch die 
Fortentwicklung der Deutschen Kodierrichtlinien [DKR] beeinflussen, die in der ers-
ten Version für 2002 überwiegend eine Übertragung der australischen Richtlinien dar-
stellten.) 
Weiterentwicklung des ICD-10-Diagnosenthesaurus unter Einbeziehung des für die 
SGB-V-Versionen bisher nicht angepaßten Alphabetischen Verzeichnisses der JCD-10 
und insgesamt bessere Ausrichtung der ICD-10-Version an den praktisch- und kli-
nisch-ärztlichen Bedürfnissen. 
Behebung des Versionen-Wirrwarrs (z. B. ist der ICD-10-Diagnosenthesaurus 3.1 
kompatibel zur ICD-10-SGBV 1.3) durch eine einfachere Benennung der Versionen, 
z. B. mit der Jahreszahl des ersten Gültigkeitsjahres. 
Modifizierte Wiederzulassung der Zusatzkennzeichen für die Diagnosensicherheit im 
stationären Bereich unter Berücksichtigung der (anzupassenden) G-DRGs und DKRs. 
- Einführung eines Verbindungskennzeichens („&") für die Mehrfachverschliisselung 
einzelner Diagnosen (vor allem durch primäre und sekundäre Schlüsselnummern). 
Ergebnisse 
Die bisherigen sehr konstruktiven Beratungen der AG ICD- 10, an denen z. T. auch Ver-
treter des Bundesministeriums für Gesundheit und Soziale Sicherung (BMGS) und des 
Bundesbeauftragten für den Datenschutz beteiligt waren, führten zu Ergebnissen, die vie-
le dieser Vorschläge berücksichtigen. Als wichtige Resultate seien die folgenden ge-
nannt, deren abschließende Bestätigung erst mit der Veröffentlichung der Klassifikatio-
nen durch das DIMDI und der entsprechenden Bekanntmachung des BMGS erfolgt 
(Änderungen nach Abfassung dieses Manuskripts sind also nicht ausgeschlossen!): 
Am 15.8.2003 wird DIMDI die ab Ll.2004 gültigen Klassifikationsversionen für die 
Verschlüsselung der Diagnosen und Prozeduren veröffentlichen. In der ambulanten 
und stationären Gesundheitsversorgung wird dann einheitlich die ICD-10-GM 2004 
(German Modification) anzuwenden sein. 
Diese ICD-10-Version enthält im Kapitel XXI zwar nicht alle vierstelligen Subkatego-
rien der WHO-Fassung, jedoch wenigstens alle dreistelligen Kategorien, sodass der 
komplette Inhalt dieses Kapitels wieder dokumentiert und die Verschlüsselungsergeb-
nisse damit auch international vergUchen werden können. - Eine Ändenmg des Ka-
pitels XX konnte leider nicht erreicht werden, sodass weiterhin nur 22 Schlüsselnum-
mern für die fakultative Verschlüsselung zur Verfügung stehen, mit denen die 
äußeren Ursachen nur sehr begrenzt und kursorisch dokumentiert werden können. 
Formale und inhaltliche Schwächen der seinerzeit aus der ICD-10-AM übernomme-
nen Schlüsselnummern werden weitgehend beseitigt, z. B. die Zuordnung ,,nicht nä-
her bezeichneter" Diagnosen zur Schlüsselnummer „O" anstatt zur „9", sodass die 
ICD-10-Konstruktionsprinzipien wieder stringenter befolgt sind. 
InhaJdiche und fonnale Änderungen erfolgten gemäß den WHO-Fesdegungen. Bisher 
fehlende wichtige Diagnosenbezeichnungen wurden eingefügt und ggf. eine fünfstel-
Uge Untergliederung von „Diagnosen-Sammeltöpfen" gemäß den Vorschlägen der 
Fachgesellschaften und der Organe der Selbstverwaltung vorgenommen, wobei dem 
Institut für das Entgeltsystem im Krankenhaus (InEK) als der für die Weiterentwick-
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Jung der G-DRGs zuständigen Institution und der Bundesgeschäftsstelle Qualitäts-
sicherung (BQS) eine besondere Rolle zukommt. 
Die Version 2004 des ICD-10-Diagnosentbesaurus wird um wesentliche Teile des Al-
phabetischen Verzeichnisses sowie der lnklusiva des Systematischen Verzeichnisses 
der ICD-10 erweitert sein. 
Die Verwendung der Zusatzkennzeichen für die Diagnosensicherheit, die seit 200 l nur 
im ambulanten Bereich gelten, wird in der stationären Gesundheitsversorgung vermutlich 
weiterhin nicht möglich sein. Allerdings gibt es praktikable Vorschläge, wie ihre Ver-
wendung in beiden Bereichen der Gesundheitsversorgung auch unter den Bedingungen 
der G-DRGs realisiert werden könnte. 
Diskussion/Schlußfolgerungen 
Für den vertragsärztlichen Bereich der an1bulanten Gesundheitsversorgung hat sich die 
intensive Arbeit an der Verbesserung der ICD-10 in ihrer gesetzlich vorgeschriebenen 
Form gelohnt. Die meisten Vorschläge und Forderungen sind in dieser oder jener Form 
erfüllt worden, was der Kompetenz und Kompromißfähigkeit der AG ICD-10 ein gutes 
Zeugnis ausstellt. 
Klärungsbedarf besteht noch hinsichtlich der Nutzung der erwähnten Zusatzkennzeichen, 
auf die im venragsärztlichen Bereich nicht vercichtet werden kann. Sie sollen dort im 
Gegenteil nach Möglichkeit obligatorisch eingeführt werden, um die Qualität der Diag-
nosenverschlüsselung deutlich zu erhöhen. Dem dient auch die Eiweiterung der Liste der 
bisherigen Zusatzkennzeichen V (Verdachtsdiagnose), A (ausgeschlossene Diagnose) und 
Z (Zustand nach) durch 0 (Zustand nach Operation) und G (gesicherte Diagnose). Wäh-
rend „O" in der AG längst konsentiert ist, ergibt sich die Forderung nach dem bereits 
1997 vorgeschlagenen „G" aus der Notwendigkeit, zu jeder Schlüsselnummer immer ein 
Zusatzkennzeichen anzugeben, da ansonsten kein Verlaß auf die Aussagefähigkeit dieser 
Merkmale besteht. 
Da es den Vertragsärzten nicht zuzumuten ist, sie mit weiterer zusätzlicher Verschlüsse-
lungsarbeit durch die Einbeziehung der fünfstelligen Schlüsselnummern zu belasten, sollen 
diese nur fakultativ eingeführt werden. Mehr als 70% aller Vertragsarztpraxen verschlüs-
seln mit ihrer Arztpraxis-Software, die dafür die entsprechende ICD-lO-SBGV-Stamm-
datei der KBV benutzen muss. Diese enthält auch die jeweils gültige Fassung des ICD-
10-Diagnosenthesaurus (in den Jahren 200112003 Version 3.1 vom November 2000). 
Das Problem der fünfstelligen Verschlüsselung wird sich deshalb mit der Zeit von selbst 
lösen. Ein Kompromiss könnte notfalls die in den Kassenärztlichen Vereinigungen vor 
der Datenweiterleitung an die Kostenträger erfolgende automatische Umschlüsseluog 
vierstelliger Schlüsselnummern in die jeweils nicht näher bezeichneten fünfstelligen 
Schlüsselnummern sein. - Auch die Mehrfachverschlüsselung einzelner Diagnosen soll 
nur fakultativ eingeführt werden, allerdings unter Nutzung des Verbindungskennzeichens 
„&" Das auf Wunsch der Kostenträger vor der Datenweitergabe an diese wieder entfernt 
wird. Auch hier wird die computerunterstützte Verschlüsselung zur baldigen Problemlö-
sung beitragen. 
Die Vereinheitlichung der lCD-10-Versionen ist für den ambulanten und stationären Be-
reich im Prinzip gelungen, sodass ein Hemmnis der besseren Verzahnung von ambulan-
ter und stationärer Gesundheitsversorgung ab 2004 beseiligt ist. Das wirkt sich gleich-
zeitig positiv auf alle Bemühungen um eine aussagekräftige Gesundheitsberichterstattung 
aus, die bisher unter den Diskrepanzen der Verschlüsselungsvorschriften leidet. 
Literatur 
http://www.gmds.de (siehe AG Medizinfache Dokumentation und Klassifikation). -
http://www.zi-koeln.de. - http://www. kbv.de/it/zulassung.htm. - http://www.dimdi.de 
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Abstraktnummer 57/40 
CBT im Problemorientierten Lernen des Reformstudiengangs 
Medizin 
Sostmann K, Braun T, Hahn C, Werner K, Schnabel K 
Medizinische Fakultät der Humboldt-Universität zu Berlin, Klinik für Allgemeine Pädiatrie, Reformstu-
diengang Medizin der Charite, Berlin 
Einleitung 
Ab dem Jahre 2001 beteiligte sich der Reformstudiengang Medizin an zwei Projekten 
des BMBF-Förderprogramms ,,Neue Medien in der Bildung": Caseport und Meducase 
Forschungsziele 
l. Entwicklung eines Konzeptes zur Erstellung multimedialer Fälle (Caseport) in der Pä-
diatrie und der Infektiologie und dessen Umsetzung (basierend auf den erprobten ,,Pa-
per-cases") 
2. Wie kann das Simulationspatienten-Projekte in die Fallerstellung eingebracht werden 
(Meducase) 
3. Wie können multimediale Fälle in den bestehenden Unterricht am RSM integriert 
werden? 
4. Anpassung der Software an den Gruppenunterricht 
Methoden 
Nach Evaluation der bestehenden Lernprogramm und Auswahl von CAMPUS (FH Hei-
bronn). Die Fallerstellung erfolgte in enger Zusammenarbeit mit dem Simulationspatien-
tenprojekt. 
Durch den Einsatz der erstellten Fälle im POL-Unterricht (Regel-/ und Reformstudien-
gang) mit dem fallbasierten Lernprogramm CAMPUS wurde ein kontinuierlicher Anpas-
sungsprozess der Software an die POL-Bedürfnisse etabliert. Evaluiert wurden Usability 
und Einfluss auf den Gruppenunterricht. 
Ergebnisse 
Für den Gruppenunterricht lassen sich als nachteilige Konsequenzen der „Kinoeffekt" 
nennen, der sich durch Hinwendung zur Projektionsfläche bei dem Einsatz eines Bea-
mers als besonders störend erwies. Studierende fordern von den multimedialen Fällen 
Mehrwert gegenüber der Papierform. Die Usability des verwendeten Players, hatte stö-
rende Effekte auf die Gruppendynamik. Dies führte zur Konzeption eines neuen Abspiel-
moduls. In dieser Variante behält der Gruppenunterricht die zentrale Rolle. Für den Ein-
satz der Simulationspatienten wurde eigenständiges Einsatzszenario konzipiert. 
Diskussion 
Fallbasierte computergestützte Lernsysteme stellen ein wichtiges Instrument zur Unter-
stützung des studentischen Unterrichts dar [1, 3). Deren Nutzen für die Ausbildung von 
Studierenden ist unbestritten. Der Einfluss auf den kognitiven Zugewinn für Studierende 
ist nicht sicher messbar und von den individuellen Lerntypen beeinflusst [2]. Die Wir-
kung auf die Gruppendynamik im POL-Unterricht ist bisher nur selten dargestellt wor-
den (4, 5]. Der Mehrwert durch die neuen Medien hat für die Studierenden oberste Prio-
rität. Dann lässt sich die Software so in den Gruppenprozess integrieren, dass dieser nur 
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marginal durch den technischen Mehraufwand beeinträchtigt wird. Der Computer wird 
so zur selbstverständlichen Plattform aller einsetzbaren Medien. Weiterer Forschungs-
bedarf besteht bezüglich der Möglichkeiten, mit computerunterstütztem Unterricht neben 
der Wissensvertiefung des Grundlagenwissens, ärztliche Kompetenzfelder wie Anamne-
seerhebeung oder klinisches Denken zu trainieren (6). 
Literatur 
[1) Haag M, Maylein L, Leven FJ, Toenshoff B, Haux R: Web-based trai ning: a new paradigm in 
computer-assisted instruction in medicine. lnt J Med fnf. 1999 Jan; 53(1): 79-90. 
[2) Steele DJ, Johnson Palensky JE, Lynch TG, Lacy NL, Duffy SW. Leaming preferences, cornpu-
ter attitudes, and student evaluation of computerised instruction. Med Educ 2002 Mar; 36(3): 
225-232. 
[3) Köpf S, Selke K, Sostmann K, Höeker B, Singer R, J Riede!, Zimmerhackl LB, Brandis M, 
Schnabel KP, Gaedicke G, Leven FJ, Hoffmann GF, Tonshoff B und das CASEPORT-Konsor-
tium: CAMPUS-Pädiatrie - Web-basiertes Trainingssystem für die Aus- und Weiterbildung in 
der Kinderheilkunde. Kinder- und Jugendmedizin (2002) AJ35 
[4) Hodgson CS, Baillie S, Contini J. Creating Web-based patient education to enhance students ' 
experience in a PBL curriculum. Acad Med 2001 May; 76(5): 546-567. 
[5) Bresnitz EA. Computer-based learning in PBL. Acad Med 1996 May; 71(5): 540. 
[6] Kamin C, O'Sullivan P, Deterding R, Younger M. A comparison of ccitical thinking in groups 
of third-year medical students in text, video, and virtual PBL case modalities. Acad Med 2003 
Feb; 78(2): 204-210. 
Abstraktnummer 57/41 
Workflow- und Qualitätsunterstützung in webbasierten 
klinischen Studien mithilfe eines flexiblen 
Web Content Management Systems 
lllmann T, Wallner M, Suchanek J, Weber M 
Universität Ulm, Medieninformatik, Ulm 
Einleitung 
Die effiziente Durchführung von qualitativ hochwertigen klinischen Studien oder Prüfun-
gen erlangt heutzutage immer mehr an Bedeutung. Die Einhaltung internationaler Richt-
linien wie GCP, GEP oder FDA2LCRF1 l werden bei der Durchführung von Studien 
sowie deren Managementsoftware gefordert. Im CAPNetz, ein vom BMBF gefördertes 
Kompetenznetz in der Medizin, wird eine deutschJandweite klinisch-epidemiologische 
Studie über die ambulant erworbene Pneumonie (CAP) durchgeführt. Diese Studie wird 
in acht ausgewählten klinischen Zentren von angesteUten und niedergelassenen Prüfärz-
ten, Study Nurses, medizinischen Dokumentaren und medizinisch-technischen Assisten-
ten komplett webbasiert erfasst. Es werden Behandlungsdaten und Proben der Patienten 
ermittelt/gewonnen und an mehreren Orten über spezifische medizinische Verfahren aus-
gewertet. Neben der besonderen Anforderung an die Gewährleistung von Schutz und 
Sicherheit der Daten bei Eingabe, Übermittlung, Verarbeitung und Auswertung für web-
basierte Studien spielen hier folgende Aspekte eine wesentliche Rolle für einen qualitativ 
und quantitativ hochwertigen Ablauf: 
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• Orts- und zeitunabhängige elektronische Eingabe, möglichst direkt am Patienten 
• Ersatz von Erfassung auf Papier 
• Intuitive Handhabung der Erfassungsgeräte und -Software (einfach, gewohnt) 
• Übersichtliche und minimale Darstellung der formularbasierten Erhebungsbögen 
• Mehrbenutzerfähige Eingabe von Erhebungsbögen eines PatientenfalJs, z.B. mit unter-
schiedlicher Sichtbarkeit bzw. Schreibberechtigung von Teilbögen 
• Unterstützung im Ablauf, Zustand und Abschluss der Dokumentation von Patienten-
fällen 
• Logistische Unterstützung bei der Verwaltung einer Vielzahl von Patienten, Terminen 
und deren Proben 
• Erreichen von Datenkonsistenz möglichst fiiih im Studienprozess 
• Controlling und Montoring der Daten zu jedem Zeitpunkt von unterschiedlichen Da-
tenkontrolleuren (z. B. gesamt, pro Erfassungszentrum) möglich 
• Durchführung von Auswertungen zu jedem Zeitpunkt auf plausibeln Daten möglich 
• Einhaltung von gängigen internationalen Standards 
Die genannten Anforderungen sind unabhängig von der speziellen Studie des CAPNetz' 
und können daher auf andere multizentrische oder größere Studien angewandt werden. 
Durch die Konzeption und Entwicklung eines flexiblen komponenten-basierten Web 
Content Management System (WCMS) kann nun sowohl der Internetauftritt des Kom-
petenznetzes als auch die Durchführung einer webbasierten multizentrischen Studie reali-
siert werden. 
Material und Methode 
Das zugrundeliegende WCMS [l) ist in der Programmiersprache PHP entwickelt und 
auf Linuxservern in Einsatz. Webseiten werden damit zur Laufzeit aus kleinen Bauteilen 
zusammengebaut. Diese Bauteile sind kleine Softwarekomponenten, welche alle Funktio-
nalitäten einer webbasierten Anwendung übernehmen können, d. h. sie repräsentieren 
Objekte wie Text, Bild, Menü, Chatraum, Dokument, Fonnular, Eingabefeld, Such-
maschine. Ein fein-granu larer Mechanismus zur Zugriffskontrolle erlaubt es Rechte auf 
Aktionen von Komponenten für beliebige Benutzer zu definieren. Die Aktionen ,,Lesen" 
und „Bearbeiten" werden dabei bei jeder Komponente standardmäßig definiert. 
Aufbauend auf diesen Komponenten sind ,,höherwertige" Komponenten zur Abwicklung 
klinischer Studien definiert. CRFs werden durch erweiterte, „intelligente" Formulare, 
welche aus Gruppen von frei wählbaren Eingabefeldern bestehen definiert. Gruppen von 
CRFs werden in einer sog. Dokumentationskomponente zusammengefasst. Auswertung 
werden über erweiterte Suchmaschinen abgebildet. 
Um größtmögliche Datenkonsistenz gleich bei der Eingabe zu gewährleisten können für 
Eingabefelder beliebige Plausibilitäten unterschiedlicher Wichtigkeit definiert werden, 
z. B. Warnungen, Fehler und Kontrollbedingungen. Kontrollbedingungen sind dabei au-
tomatische Aktionen, die aufgrund erfüllter Bedingungen ausgeführt werden, wie z. B. 
das Ein- bzw. Ausblenden von Teilbögen oder das automatische Berechnen von Feldern 
in Abhängigkeit anderer Felder. 
Die Datenkontrolle wird unterstützt durch das Mitprotokollieren der Änderungshistorie 
sowie der Möglichkeit gewichtete Kommentare (z. B. zur Kennzeichnung von Adverse 
Events) zu definieren. Das Einsehen der Änderungshistorie von bestimmten Feldern oder 
einer Übersicht der existierenden „offenen" Kommentare erlaubt eine detaillierte KonlTOl-
le der erfassten Daten. 
ugriffskontrolllisten (ACLs) auf drei verschiedene Aktionen, ,,Bearbeiten" (Edit) , „Le-
sen" (Read) und „Erfassen" (Execute) ermöglichen eine saubere Trennung von vier be-
teiligten Benutzerrollen: Erstellende (Edit), Auswertende (Read), Erfassende(Read/Exe-
cute) und Kontrolleure (Read/Execute). Die Definition der ACLs Read und Execute für 
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Teile von CRFs ermöglicht, dass diese für eine bestimmte Benutzergruppe sichtbar/un-
sichtbar oder erfassbar sind und für eine andere nicht. Auf einfache Weise können damit 
logistische Jnfonnationen an unterschiedlichen Orten wie der Versand von Proben ein-
fach modelliert und erfasst werden. 
Erstellte CRFs werden zu einer Dokumentation gebündelt und diese mit Metainformation 
versehen. Dies ist die Ausfüllreihenfolge, die mögliche Kardialität, deren Zustände und 
Fehleranzahlen. Bogen können „abgeschlossen" werden, um sich für die Datenkontrol-
leure frei zu schalten, und letztendlich „eingefroren" werden, um die Daten für die End-
auswertung der Studie freizugeben. 
Alle Aktionen von Benutzern, die mit der Studie arbeiten, d. h. das Erstellen von Erhe-
bungsbögen inkl. ihrer Abläufe/Plausibilitäten, deren Ausfüllen und deren späteres Ein-
sehen sind komplett webbasiert. 
Ergebnisse 
Die Realisierung der beschriebenen Konzepte erfolgte in etwa L8 Mannmonaten und 
mündete in einigen wenigen Komponenten für das WCMS. Das flexible Zugriffkontroll-
konzept konnte an sehr vielen Stellen eingesetzt werden, um organisatorische und ver-
teilte logistische Vorgänge zu unterstützen. Innerhalb des produktiven Einsatzes von vier 
Monaten konnten etwa 700 Patientenkontakte, 500 rekrutierte CAP-FäUe und 1800 CRFs 
erfasst werden. Die acht realisierten Erhebungsbögen wurden im Mittel mit drei Plausibi-
litäten pro Feld versehen. Von 1800 Bögen waren lediglich 37 unplausibel. 
Diskussion/Schlussfolgerungen 
Wie oben genannte Ergebnisse veranschaulichen, lassen sieb mit dem System in kurzer 
Zeit sehr viele Daten multizentrisch erfassen. Neben einer Vielzahl von Web Content 
Management Systemen [2] existieren bereits einige webbasierte Systeme zum Manage-
ment klinischer Studien [3]. Allerdings ist ein webbasiertes System [1], das neben der 
gewünschten Unterstützung in Ablauf und Qualität bei der elektronischen Abwicklung 
von klinischen Studien zusätzlich aUe Vorteile eines WCMS wie webbasierte Dokumen-
tenablage, spontane Publizierung von Informationen intern oder öffentlich oder der Kom-
munikation mit anderen Mitarbeitern mit sich bringt, nicht bekannt. 
In naher Zukunft werden Vorschläge zur weiteren Verbesserungen der Bedienbarkeit er-
örtert. Unter ihnen ist die Idee, einzelne Teile der Erfassung enger zu verbinden, um 
zusätzliche Eingabezeit zu sparen. Eine weitere Notwendigkeit ist die automatisierte Dar-
stellung von verschiedenen Ubersichten wie Todolisten oder Lastmodified-Listen, um die 
tägliche Arbeit der Erfassenden weiter zu erleichtern. 
Literatur 
(l] Wallner M, Ulmann T, Suchanek J, Weber M. Drahllose Erfassung GCP-konfonner kJinischepi-
demiologischer Studien mit mobilen Endgeräten. In: MoCoMed 03, 2003, April 9, Dortmund, 
Gennany, 2003 
[2] Zope Application Server, http://www.zope.org 
[3] PhOSCo, Guillemol Design Ltd, http://www.phosco.com/overview.pdf 
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Abstraktnummer 57/42 
Ein Beitrag zur Entwicklung 
von kostenneutralen Internet-Lösungen für die Teleradiologie 
Schütze B, Kroll M, Geisbe T, Grönemeyer D, Filler T 
Universität Witten/Herdecke, Institut für Radiologie und MikroTherapie, Bochum 
Einleitung 
Im vernetzten Gesundheitssystem haben Partner bei der Patientenbehandlung, z. B. Kran-
kenbaus und niedergelassene Ärzte, die Möglichkeit, eine gemeinsame Datenbasis bzgl. 
der angefallenen Patientendaten (Patientenstammdaten, diagnostische und therapeutische 
Daten, ... ) zu nutzen. Die kostengünstigste Möglichkeit der Datenübertragung bietet hier 
das Medium Internet, da heutzutage fast jede Klinik eine Standleitung besitzt und die 
meisten Arztpraxen über DSL an das World Wide Web angeschlossen sind. 
In der Radiologie ist der Einsatz von Open-Source-Software als Picrure Archiving and 
Communication System (PACS) oder als Betrachtungsstation für DICOM-Bilddaten 
schon länger bekannt (1, 2]. Diese Arbeit zeigt, dass mit Open-Source-Software eine im 
Vergleich zu kommerziellen Anbietern kostengünstigere Lösung zur Verteilung der nach 
dem deutschen Datenschutzrecht als höchst schützenswürdig einzustufenden Patienten-
daten gefunden werden kann [3]. 
Material und Methode 
Die Übermittlung medizinischer Daten, z. B. Befunde und Bilddaten muss den recht-
lichen Rahmenbedingungen genügen. Hieraus resultiert die Forderung, dass die Daten 
mit sicheren kryptographischen Methoden verschlüsselt werden, sobald öffentliche Über-
tragungsmedien (Internet, Telefonleitungen, usw.) benutzt werden [5]. Weiterhin muss 
der Arzt, bei dem die medizinischen Patientendaten angefallen sind, vorher festlegen, 
welche Daten von wem eingesehen werden dürfen. Generell gilt das Prinzip der Daten-
vermeidung und des Datenschutzes auch bei der Zurverfügungstellung von Daten. Es 
müssen so wenige Daten wie notwendig anderen zur Einsicht gegeben werden. Außer 
dem Patienten darf nur ein mitbehandelnder Mediziner bzw. eine vom Patienten legiti-
mierte Person in die für die Mitbehandlung notwendigen bzw. die bereitgestellten Daten 
Einblick erhalten. Verantwortlich für die Zuteilung ist - außer dem Patienten - der 
„Besitzer" der Patientendaten: der behandelnde Arzt, der das Informationssystem ver-
wendet. Aus Gründen des Datenschutzes muss er die Daten aktiv an seinen Kollegen 
versenden. Der umgekehrte Weg - der Kollege holt sich die Daten aus der Datenbank 
- ist nicht gestattet. Die Alternative ist die aktive Freischaltung einzelner Daten im In-
formationssystem durch den behandelnden Arzt nach Rücksprache mit dem behandelten 
Patienten, so dass der mitbebandelnde Arzt nur die speziell für ihn aufbereiteten Daten 
sehen kann. Eine Ausnahme bildet hier der Patient selbst, der selbstverständlich alle ihn 
betreffenden Daten sehen darf. 
Bei der Übermittlung von Daten über das Internet müssen zwei Formen unterschieden 
werden: 
die aktive Übermittlung der Daten mittels „electronic Mail" (eMail) und 
- das Bereitstellen eines Webinterfaces zur Abfrage von Patientendaten aus der Daten-
bank eines medizinischen Informationssystem 
Zur Übermittlung der Patientendaten mittels eMail erfolgt die Verschlüsselung der medi-
zinischen Nutzdaten durch eine schnelle symmetrische Verschlüsselung mit einem als 
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sicher anerkannten Verfahren, z.B. AES oder Twofish. Die Nutzung von Public-Key-
Verfahren wie z. B. PGP verbieten sich, da nach deutschem Recht der private Schlüssel 
beschlagnahmt werden und damit das Schweigerecht/die Schweigepflicht des Antes 
nicht länger aufrecht gehalten werden kann [6]. 
Um die Patientendaten bei der Benutzung eines Webinterfaces mit einer Verbindung zu 
einem Informationssystem zu schützen, müssen dfo Daten ebenfalls durch kryptographi-
sche Methoden geschützt werden: 
Integritätssicherung: Um sicherzustellen, dass die übertragenen Daten nicht zufällig 
oder absichtlich verfälscht worden sind, können die Daten mit einer kryptographi-
schen Ptüfsumme versehen werden. 
Verschlüsselung: Um die Vertraulichkeit der übertragenen Daten sicherzustellen, kön-
nen symmetrische (z.B. AES, Twofish) oder asymmetrische (z.B. RSA, Elliptische 
Kurven) Verschlüsselungsverfahren benutzt werden. 
Quittierung: Zur Quittierung kann der Empfänger aus den empfangenen Daten einen 
Hashwert bilden und diesen anschließend digital signiert als Empfangsquittung zu-
rücksenden. Hierdurch kann der Sender nachweisen, dass 
• die Quittung vom Empfänger stammt (digitale Signatur) und 
• die die Quittung nur durch Kenntnis der übermittelten Daten erstellen konnte 
(Hashwert). 
Durch Verwendung von dynamischen Schlüsseln, Transaktionsnummern oder Zeit-
stempeln kann sichergestellt werden, dass wiedereingespielte manipulierte Nachrich-
ten als solche erkannt und abgelehnt werden. 
Die vorgenannten Maßnahmen sichern nicht die eingesetzten Rechner bzw. die Daten-
bank mit den medizinischen Nutzdaten vor unbefugten Manipulationen. Hier ist die ein-
zige Möglichkeit zur Verhinderung von Manipulationen der Einsatz einer Firewall. Dabei 
werden im wesentlichen zwei Mechanismen unterschieden: Paketfilter und Application 
Level Gateway (Proxy Gateways) [4]. 
Ergebnisse 
Zur Übersendung von Daten mittels eMail bietet sich ein Programm, welches zum einen 
eine sichere Verschlüsselung mittels AES anbietet und zum anderen die zu sichernden 
Daten komprimiert und zusammen mit dem Entschlüsselungsprogramm zu einer ausführ-
baren Datei („exe-Datei") zusammenfasst, bietet die Finna „DataRescue" kostenlos im 
Internet an [7). Das Programm heißt „aCrypt+", daher ist eine Eigenentwicklung hier 
nicht notwendig. 
Der Internet-Server, der das Webinterface zur Abfrage der Patientendaten aus dem medi-
zinischen Informationssystem zur Verfügung stellt, ist durch eine externe Firewall, die 
eine Kommunikation nur über den Port 80 gestattet, für WWW-Anfragen erreichbar. Die 
Kommunikation erfolgt mittels SSL. Die bei der Kommunikation genutzte SSL-Verbin-
dung wird von einem Überwachungsserver protokolliert. Auf dem Webserver selbst wird 
durch die Anfrage ein CGI-Skript gestartet, welches eine Kommunikation auf einem 
nicht-privilegierten Port (> 1024) mit einem durch die interne Firewall geschützten Kom-
munikations-Server aufbaut. Der Kommunikations-Server fungiert als Abfrage-Client, 
d. h. hier wird die eigentliche SQL-Abfrage an das medizinische Informationssystem 
durchgeführt. Für die Implementierung der Server wurde das Betriebssystem Linux ge-
nutzt, die Firewall, der Webserver wie auch der Überwachungsserver nutzt Open-Source-
Software. 
Diskussion/Schlussfolgerungen 
Open-Source-Software erfüllt alle Anforderungen, die an eine sichere Übermittlung von 
Gesundheitsdaten mit dem Medium Internet gestellt werden müssen. Sowohl eine Fire-
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wall wie auch die Möglichkeit Patientendaten aus medizinischen Datenbanken abzufra-
gen können mittels des Betriebssystems Linux und anderer Open-Source-Software reali-
siert werden. Die eingesparten Kosten bei der Anschaffung der Software bedingen auf 
der anderen Seite eine Einarbeitung in die Benutzung der entsprechenden Software. Die-
se Personalkosten sind jedoch zu relativieren, da viele Positionen wie z. B. ein IT-Leiter 
im Krankenhaus schon zur Verfügung steht, d. h. die Kosten fallen nicht zusätzlich an. 
Bei kleineren Krankenhäusern oder Ar.ltpraxen ohne eigene EDV-Abteilung empfiehlt 
sich der Zusammenschluss zu einem telematischen Verbund mit einem externen Dienst-
leister, welcher die Warnmg der Firewal l sowie die Programmierung der Internet-Präsen-
tation der Patientendaten übernimmt. 
Fazit: Im Vergleich zu den anschaffungskostenträchtigen kommerziellen Lösungen für 
die rechtsbedingten Sicherungssysteme für die Patientendaten in der Teleradiologie sind 
die kostenlosen Open-Source-Lösungen wenigstens gleich leistungsfähig. 
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an den Verlag über9eben; und, hieraus folgend, daß der Beitrag im Ganzen oder in Auszügen nicht anderswo in welcher Spracfie 
auch immer ohne die Zustimmung_ des Inhabers der Nutzungsrechte veröffentlicht wird. Die Nutzungsrechte beinhalten räumlich und 
zeitlich unbeschränkt die mechanische, elektronische und Visuelle Reproduktion und Verbreitung. die elektronische Speicherung und 
Nutzung (Downloading) und alle anderen Formen der elektronischen Veröffentlichung, sowie jede andere Form der Veröffentlichung 
inklusive aller Nebenrechte. 
Form und Manuskripte 
1. Manuskripte sind auf Diskette sowie zusätzlich in doppelter Ausferti~ung auf Papier einzureichen. Disketten und Manuskripte sind 
bitte eindeutig zu kennzeichnen (Autor, Beitrag, Programm! Version . Oie ausgedruckte Variante soll auf DIN A4-Bogen einseitig 
mit breiten Randem und 11/,-fachem Zeilenabstand in 9ut esbarer chriftgröße (i.d.R. 12 Punkt) geschrieben sein. 
2. Manuskripte sollen 20 Seiten nicht überschreiten. Arbeiten mit weni9er als 8 Seiten werden bevorzugt in Druck gegeben. Arbei· 
ten mit weniger als 3 Seiten können als . Kurzmitteilung• veröffenthcht werden. Alle Tabellen und Abbildungen sowie das Lite-
raturverzeichnis sind in die Seitenzahlen einzubeziehen. 
3. Originalarbeiten sind in folgende Abschnitte zu 9liedem: Zusammenfassung, Stichworte, Summary. Keywords, Einleitung, Fra-
gestellung, Material und Methoden, Ergebnisse, Diskussion/Schlußworte, Literaturverzeichnis. Der Titel ifer Arbeit ist jeweils in 
Deutsch und Englisch anzugeben. Die Schriftleitung ist fUr ihre Formulierung nicht verantwortlich. 
4. Abkürzun9en sind nur dann zulässig, wenn sie International bekannt sind. Gegebenenfalls (nicht ggf.! ) müssen sie im Text oder 
durch Fußnote elklärt werden. 
5. Die Autorennamen mit voll ausgeschriebenen Vornamen stehen unter dem Titel 
6. Am Schluß der Arbeit ist das Institut sowie eine Korrespondenzadresse (Verfasser oder Mitiutor) anzugeben, die Auskünfte über 
die Arbeit geben kann. 
7. Die Tabellen und die Legenden zu den Abbildungen sind auf getrennten Seiten einzureichen. jeweils in Deutsch und Englisch. Die 
Beschriftung von Tabellen und Grafiken soll ausreichend gro~ gewählt werden, damit sie auch bei einer auf Spaltenbreite ver· 
kleinerten Abbildung lesbar bleibt. 
Darstellungen und Tabellen 
1. ~Jn;~~~-bnisse können entweder in Form einer Tabelle oder als Grafik dargestellt werden, eine doppelte Wiedergabe ist uner-
2. Als Vorlage für Zeichnungen und Fotos können nur scharfe, kontrastreiche Originale angenommen werden. Fotone9ative können 
leider nicnt verwendet werden. Bei grafischen Darstellungen sind die Ori9inale, Fotoabzüge, Dias oder gleichwertige Reproduk-
tionen einzureichen. Bei Fotos sollte mit Auflcleber auf der Rückseite, bei Dias auf dem Rahmen. der Name des Fotografen und 
die Bildnummer vermerkt sein. Oie zugehörigen Bildunterschriften sind auf einem gesonderten Blatt unter der Bildnummer auf-
zuführen. 
3. Farbabbildungen können auf Kosten der Autorin/des Autors aufgenommen werden. Preisauskünfte gibt der Verlag auf Anfrage. 
Verwendung von Disketten 
1. Es können DOS-formatierte (3,5") und in Ausnahmefällen auch Macintosh-formatierte Disketten eingelesen werden. Bitte genau 
kennzeichnen! 
2. Die Texte sind vorrangig in MS Word und eventuell in Tech mit Angabe der Version zu erfassen. Grafiken können in folgenden 
Formaten verarbeitet werden: EPS und TIFF. 
3. Auf den Disketten sollen nur die zur Verwendung vorgesehenen Texte, Tabellen und Grafiken mitgeliefert werden, nicht benötig-
te Dateien sind vorher löschen. .. 
4. Wurden Texte und Disketten an die Autoren zur Uberarbeitung zurückgegeben, so sollten die Autoren ausdrucklich bestatigen, 
daß auch die Disketten auf den neuesten Stand gebracht wurden. 
5. Tabellen sind einzeln in eine separate Datei abzuspeichern. Im Dateinamen sollte bereits zu erkennen sein, wohin die Tabelle 
gehört (z.B. Kt_TAB3 für Tabelle 3 im Kapitel t). 
Literatur 
1. Nur wesentliche und allgemein zugängliche Literatur sollte zitiert werden, z.B. Bücher, Zeitschriftenbeiträge und Dissertationen (keine Diplomarbeiten!) 
2. Oie zitierte Literatur wird im Literaturverzeichnis am Ende der Arbeit alphabetisch nach den Autorennamen zusammengefaßt. Im 
Text der Arbeit wird auf das Literaturverzeichnis durch Angabe des Autorennamens mit Erscheinungsjahr der Publikation verwiesen. 
3. Bei Zeitschriften gilt folgendes Schema: Verfasser/in (Vorname abgekürzt) - Jahr der Veröffentlic~ung - Titel der Abhandlung -
Zeitschrift Bandzahl oder Jahrgang (halbfett) - tfeft-~r. (in Klammern) - Seitenzahlen der Arbeit. 
Beispiel: WASMUS, A„ KINOEl , p.,, MATTUSSEK. s„ RASPE, H. H. (19ll9): Adtivity and severity of rheumatoid arthritis in Han-
nover/FRG and in one regional rererral center. Stand. J. Rheumatol. Suppl. 79 (5). 33-44. 
4. Bei Buchveröffentlichungen gilt folgendes Schema: Verfasser/ in - Jahreszahl - Buchtitel - Verlag Erscheinungsort - Auflage (erst 
ab 2. Auflage) - Seitenzahl. 
Beispie~ KöBB€RUNG, J„ RICliTER, K„ TRAMPISCH, H. J . , WINDEI.ER, J. (1991): Methodologie der medizinischen Diagnostik. 
Springer-Verlag, Berlin, S4- 60 
Honorar/Sonderdrucke 
Anstelle eines Honorars erhalten die Verfasser kostenlos 25 Sonderdrucke. Weitere Sonderdrucke können gegen Berechnung geliefert 
werden. 
Manuskripteinsendung 
Der Manuskripteingang wird bestätigt. Vor der Drucklegung wird ein Probeabdruck versandt. in dem nur Druckfehler berichtigt wer-
den können. Weitergehende Anderungen oder Zusätze gehen zu Lasten der Autoren. 
Manuskripte sind an den Schriftleiter zu richten: 
Prof. Dr. Wolfgang Kopeke 
Institut für „fedizinische Informatik und Biomathematik 
Westfäl. Wilhelms-Universität 
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