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We derive new bounds for the smallest value x and the largest value x ofmin max
a finite sample x , . . . , x of real numbers. Our bounds are obtained by solving two1 n
optimization problems, one of them being convex and the other nonconvex. We
 .show that the pair x , x lies in a region bounded by an ellipse and anmin max
hyperbola. The corresponding cartesian equations are given in terms of the average
and the standard deviation of the sample. Q 1996 Academic Press, Inc.
I. INTRODUCTION
This note deals with the problem of estimating the extreme values
x [ x n ??? n x ,min 1 n
x [ x k ??? k x ,max 1 n
 4nof a finite collection x of unknown real numbers. The only informa-i is1
tion available on this collection is its average
n1
m [ x ,x in is1
and its standard deviation
1r2n1 2
s [ x y m . .x i xn is1
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This is a classical problem which has been treated from different points of
view. It arises for instance in the following contexts.
 . n ny1EXAMPLE 1. Suppose the polynomial p x s x q a x q ??? qa1 n
 4nhas real roots x . According to Newton’s relations, the first twoi is1
coefficients a and a are given by1 2
n
a s y x , a s x x . 1 i 2 i j
is1 i-j
A simple calculus shows that the unknown x ’s satisfyi
a 1 n y 11 2 2m s y , s s a y 2 a .x x 1 2 /n n n
 4nEXAMPLE 2. The eigenvalues l of an n-by-n Hermitian matrix Ai is1
are difficult to evaluate in general. However, one can easily compute the
average
n1 trace A
m s l sl in nis1
and the standard deviation
1r21r2 2n1 1 trace A2 25 5s s l y m s A y . .l i l  /n n nis1
5 5 5 5 n < < 2The symbol ? refers to the Frobenius norm, i.e., A s  a .i, js1 i j
EXAMPLE 3. Let A be and n-by-n Hermitian matrix with zeros on the
 .diagonal. Let D x denote the n-by-n diagonal matrix associated to the
vector x g R n. The inverse eigenvalue problem consists in finding x g R n
 .such that the spectrum of the matrix A q D x coincides with a given set
 4 ns , . . . , s of real numbers. A solution x g R to the nonlinear problem1 n
 4spectrum A q D x s s , . . . , s . 1 n
is difficult to compute. It is known, however, that such a solution satisfies
n1
m s m [ sx s in is1
n n1 1 122 22 2 5 5 < <s s s y A s s y m y a . . x s i s i jn n nis1 i , js1
i/j
w xFor more material on this example, see Morel 9 .
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Our approach to this problem consists in finding a region in R2 which
 .contains the pair x , x . It goes without saying that the smaller themin max
region, the sharper the bounds one obtains. For notational convenience, it
helps to work with the normalized values
x [ x y m rs , i s 1, . . . , n , .i i x x
and to come back later to the original variables. So, one has to keep in
mind the trivial relationships:
x [ x n ??? n x s x y m rs , .min 1 n min x x
x [ x k ??? k x s x y m rs . .max 1 n max x x
The x ’s are normalized in the sense thati
n1
m [ x s0,x in is1
n n1 122 2s [ x y m s x s 1. . x i x in nis1 is1
One has assumed, of course, that s / 0. This implies, in particular, thatx
x - 0 - x .min max
The case s s 0 has no interest. Another trivial situation we will exclude isx
n s 2. So, throughout this paper it is assumed that n ) 2.
The paper is organized as follows. In Section 2 we find a region
 .containing the normalized pair x , x . This region is used to obtainmin max
bounds for the quantities x and x . If one knows exactly, or approxi-min max
mately, one of these quantities, then one can obtain sharper bounds for
the other. Sharpening of the bounds is the subject of Section 3.
2. A REGION CONTAINING THE NORMALIZED
 .PAIR x , xmin max
From the very definition of x and x it follows that the pairmin max
 .x , x lies on the conemin max
K s u , ¨ g R2 : n y 1 u q ¨ F 0, and u q n y 1 ¨ G 0 . 4 .  .  .
This region is, however, too large and does not allow us to obtain enough
information on the extreme values x and x . Better bounds aremin max
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obtained by solving a couple of optimization problems. For each pair
 .a, b g K such that a - 0 - b, consider the nonempty compact feasible
set
C a, b [ y , . . . , y g R n : y n ??? n y s a, .  .1 n 1 n
n
y k ??? k y s b , and y s 0 .1 n i 5
is1
 .Over the set C a, b the standard deviation s of the n-tuple y sy
 .y , . . . , y takes the simpler form1 n
1r2n1
2s s y .y in is1
 . 2For y g C a, b the quantity s lies then betweeny
n1
2I a, b [ Min y : y , . . . , y g C a, b 2.1 .  .  .  . i 1 n 5n is1
and
n1
2S a, b [ Max y : y , . . . , y g C a, b . 2.2 .  .  .  . i 1 n 5n is1
This simple observation leads us to state the following fundamental result.
 .LEMMA 1. The normalized pair x , x satisfies the inequalitiesmin max
I x , x F 1 F S x , x . .  .min max min max
 .Proof. Observe that x , x g K satisfies x - 0 - x , andmin max min max
 .  .x , . . . , x belongs to the feasible set C x , x . Therefore one can1 n min max
write
n1
2I x , x F x F S x , x . .  .min max i min maxn is1
To complete the proof it suffices to recall that
n1
2 2x s s s 1. i xn is1
Lemma 1 is, for the moment, only of theoretical interest. It becomes
 .  .useful, however, if one knows the optimal values I a, b and S a, b . The
A FINITE SAMPLE OF REAL NUMBERS 415
first step in this direction is to notice that these quantities can also be
defined by
n1
2I a, b s Min y : y , . . . , y g D a, b , 2.3 .  .  .  . i 1 n 5n is1
n1
2S a, b s Max y : y , . . . , y g D a, b , 2.4 .  .  .  . i 1 n 5n is1
where
n
nD a, b [ y , . . . , y g R : y s a, y s b , y s 0, .  . 1 n 1 n i
is1
and a F y F b for all i s 2, . . . , n y 1 .i 5
 .  .   ..To see this, observe that if y , . . . , y is a solution of 2.1 resp. 2.2 ,˜ ˜1 n
 .  .   ..then y , . . . , y is also a solution of 2.1 resp. 2.2 , where p is any˜ ˜p 1. p n.
 4permutation of the indices 1, . . . , n . In particular, one can choose p such
that
y F y F ??? F y F y ,˜ ˜ ˜ ˜p 1. p 2. p ny1. p n.
 .  .  .and consequently y , . . . , y g D a, b . Thus, solutions to 2.1 and˜ ˜p 1. p n.
 .  .  .2.2 can always be found in the smaller set D a, b ; C a, b .
 .Now, we begin by working out the minimization problem 2.3 .
 .  .THEOREM 1 On the ellipsoidal bound . The normalized pair x , xmin max
lies on the ellipsoid
2 n n y 2 .
2 2 2E [ u , ¨ g R : u q ¨ q u¨ F . . 5n y 1 n y 1
Proof. Take a s x and b s x . Remove temporarily the con-min max
straints
a F y F b for all i s 2, . . . , n y 1 2.5 .i
 .in the definition of D a, b and consider the quantity
n n1
2I a, b [ Inf y : y s a, y s b , y s 0 . .  1 i 1 n i 5n is1 is1
A simple exercise shows that the above infimum is attained at y s a,1
y s b, andn
a q b .
y s y for all i s 2, . . . , n y 1. 2.6 .i n y 2 .
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 .  .Since a, b belongs to the cone K, it follows that the variables 2.6 do
 .satisfy the inequality constraints 2.5 . Consequently,
n y 1 2
2 2I a, b s I a, b s a q b q ab . .  .1 n n y 2 n y 1 .
To complete the proof it suffices now to take into account the first
inequality in Lemma 1.
 .Next on our agenda is the estimation of the optimal value S a, b .
 .  .THEOREM 2 On the hyperbolic bound . The normalized pair x , xmin max
lies on the hyperbolic region
H [ u , ¨ g R2 : u - 0 - ¨ , 1 F yu¨ . 4 .
Proof. Take a s x and b s x . One can always find a permutationmin max
 4p of the indices 1, . . . , n such that
x , . . . , x g D x , x . . .p 1. p n. min max
 .The maximization problem 2.4 admits at least one solution since
 . n  .D a, b ; R is a compact nonempty feasible set. The solutions to 2.4
 .  . ny2are of the form a, y , . . . , y , b , with y , . . . , y g R being a˜ ˜ ˜ ˜2 ny1 2 ny1
solution to the reduced problem
ny1 ny1
ny22 w xR a, b [Sup y : y , . . . , y g a, b , y s y a qb . .  .  . i 2 ny1 i 5
is2 is2
2.7 .
One has, of course,
1 1
2 2S a, b s a q b q R a, b . 2.8 .  .  .  .
n n
The Karush]Kuhn]Tucker optimality conditions satisfied by any solu-
 .  .tion y , . . . , y of 2.7 are as follows:˜ ˜2 ny1
y y l y mqq mys 0¡˜ 2.9 .i i i
q y~m y y b s m a y y s 0 2.10 .for all i s 2, . . . , n y 1  .  .˜ ˜i i i i
q y¢ 2.11m G 0, m G 0,  .i i
ny1
ny2w xy , . . . , y g a, b , y s y a q b . 2.12 .  .˜ ˜ ˜ . 2 ny1 i
is2
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In the present case these conditions are necessary for optimality, but they
 .are not sufficient. This is because we are maximizing and not minimizing!
a convex function over a convex set. We have to examine then all the
 .  .  .vectors y , . . . , y satisfying 2.9 ] 2.12 . To reduce the number of˜ ˜2 ny1
 .  .potential candidates, we observe that 2.9 and 2.10 imply
 4y g a, b , l for all i s 2, . . . , n y 1,i˜
 4 where the multiplier l f a, b is yet unknown we shall compute it in a
.moment . Since the y ’s can assume at most three different values, therei˜
ny2  .  .  .are at most 3 vectors y , . . . , y satisfying 2.9 ] 2.12 . One can˜ ˜2 ny1
 .count them, and transform the reduced problem 2.7 into an integer
programming problem. The same remark applies, of course, to the original
 .problem 2.4 . The variables of our integer programming problem
 4  4  4p g 1, . . . , n y 1 , q g 1, . . . , n y 1 , r g 0, . . . , n y 2
2.13 .
are interpreted as the number of components in the vector
a, y , . . . , y , b˜ ˜ .2 ny1
which are equal to a, b, and l, respectively. These integer variables are
constrained by the equalities
p q q q r s n , 2.14 .
ap q bq q lr s 0, 2.15 .
and should be such that
a - l - b. 2.16 .
Up to now we have proven that
S a, b .
1
2 2 2s Sup pa q qb q rl : p , q , r , l satisfying 2.13 ] 2.16 , .  .  . 5n
or, equivalently,
 4S a, b s Sup S a, b : r g 0, . . . , n y 2 , 4 .  .r
where
1
2 2 2S a, b s Sup pa q qb q rl : p , q , l .  .r  np , qs1, . . . , ny1yr
satisfying 2.14 ] 2.16 . .  . 5
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The remaining part of the proof consists in showing that
 4S a, b F yab for all r g 0, . . . , n y 2 . 2.17 .  .r
To proceed further one has to distinguish between two cases:
 .  .I. The case r s 0. Setting r s 0 in 2.14 ] 2.15 , one gets the system
p q q s n , ap q bp s 0,
whose unique solution is
p s nu and q s n 1 y u . .
 . x wHere u [ br b y a is a given real number in 0, 1 . Since p and q have to
 4be in 1, . . . , n y 1 , the case r s 0 is possible only if
1 2 1
u g , , . . . , 1 y . 5n n n
n  .If y g R is a vector with nu components equal to a and n 1 y u
components equal to b, then
n1 1
2 2 2y s nu a q n 1 y u b s yab. . in nis1
Thus,
b 1 2 1¡
yab if g , , . . . , 1 y ,~  5S a, b s . b y a n n n0 ¢y` otherwise.
 .  .II. The case r G 1. Now the system 2.14 ] 2.15 allows us to find l in
 .terms of the variables r and p or, for that matter, r and q . One has
1
l s l r , p s y pa q n y r y p b . .  .
r
 .Plugging this value into 2.16 and rearranging terms, one gets the inequal-
ities
nu y r - p - nu . 2.18 .
If y g R n is a vector with p components equal to a, n y r y p compo-
 .nents equal b, and r components equal l r, p , then
n1
2y s G r , p . in is1
1 1 22 2s pa q n y r y p b q pa q n y r y p b . .  . 5n r
2.19 .
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Now one has to maximize this quantity with respect to the integer variable
p. More precisely, one has to evaluate
 4S a, b s Max G r , p : p g 1, . . . , n y 1 y r satisfying 2.18 . 4 .  .  .r
2.20 .
In fact, it suffices to obtain an upper estimate of this maximum. Notice
 .that the constraint 2.18 can be written in the form
nu y r q 1 F p F nu y 1, 2.21? @ u v  .
? @ u vwhere x and x denote, respectively, the lower and upper integer part of
x g R. The particular case in which r s 1 and nu g N can be immediately
 .disregarded. In this case there is no integer p satisfying 2.21 . Thus,
b 1 2 1
S a, b s y` if g , , . . . , 1 y . .1  5b y a n n n
 .In the remaining cases one can obtain an upper bound for S a, b byr
noticing that the function G is convex in the second variable regarding as
.a real variable . This fact allows us to write
S a, b F Max G r , nu y r q 1 , G r , nu y 1 . 2.22 4 . ? @ u v  . .  .r
To evaluate the expression appearing on the right-hand side of the above
inequality, it helps to take into account the identity
2 2b y a d .
G r , nu q d s yab q d q for all d g R. 2.23 .  .
n r
As a matter of direct computation one obtains
2 2 2b y a b y a 1 y h# .  .  .
G r , nu y r q 1 s yab y 1 y h# q ,? @  . .
n nr
2 2 2b y a b y a 1 y h* .  .  .
G r , nu y 1 s yab y 1 y h* q .u v  . .
n nr
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w x w xHere h# g 0, 1 and h* g 0, 1 denote, respectively, the lower and upper
decimal part of nu ; i.e.,
h# s nu y nu , h* s nu y nu .? @ u v
 4Thus, for all r g 1, . . . , n y 2 , one has
2b y a . 2G r , nu y r q 1 F yab y 1 y h# y 1 y h# ,? @  .  . .
n
2b y a . 2G r , nu y 1 F yab y 1 y h* y 1 y h* .u v  .  . .
n
Since
2 21 y h* y 1 y h* s 1 y h# y 1 y h# s h# 1 y h# G 0, .  .  .  .  .
we can write, finally,
Max G r , nu y r q 1 , G r , nu y 1 4? @ u v .  .
2b y a .
F yab y h# 1 y h# F yab. .
n
 .  .To finish the proof of 2.17 it suffices now to combine 2.22 and the
above inequality.
Remark 1. The proof of Theorem 2 shows, in fact, that the normalized
 .pair x , x lies in the smaller regionmin max
2¨ y u .
2S s u , ¨ g R : u - 0 - ¨ , 1 F yu¨ y C u , ¨ ; H , .  . 5n
where C is a function defined on the quadrant u - 0 - ¨ as
n¨ n¨
C u , ¨ [ 1 y . . # # /  / /¨ y u ¨ y u
 .  . ? @Here ? # denotes the lower decimal part function, i.e., x # s x y x . It
is worth mentioning that the region E l S is the ‘‘smallest’’ one which can
 .be used as upper bound for the pair x , x . More precisely, if T ismin max
 4nany region strictly contained in E l S, we can find a sample x suchi is1
 .that the corresponding normalized pair x , x does not belong to T.min max
See Figs. 1 and 2.
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FIG. 1. The region E l H.
FIG. 2. The region E l S.
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3. SHARPENING OF THE BOUNDS UNDER
PARTIAL INFORMATION
Let us come back now to the original variables xX ’s. As an immediatei
consequence of Theorems 1 and 2 we recover the classical rectangular
bounds for the extreme values x and x .min max
 w x.COROLLARY 1 Cf. Wolkowicz and Styan 12, Theorem 2.1 . One has
always the inequalities
1r2 y1r2m y n y 1 s F x F m y n y 1 s , 3.1 .  .  .x x min x x
y1r2 1r2m q n y 1 s F x F m q n y 1 s . 3.2 .  .  .x x max x x
 .  .Equality holds on the left resp., right of 3.1 if and only if equality holds on
 .  .  .  .the left resp., right of 3.2 if and only if the n y 1 largest resp., smallest
 4n¨alues in the sample x are equal.i is1
Proof. We know that the normalized pair satisfies
x y m x y mmin x max x
, g E l H . /s sx x
 .  .To obtain the bounds 3.1 ] 3.2 it suffices to observe that the region
E l H is contained in the rectangle
1r2 y1r2 y1r2 1r2R s y n y 1 , y n y 1 = n y 1 , n y 1 . .  .  .  .
See Fig. 3.
FIG. 3. The rectangle R versus the region E l H.
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 .  .Observe that 3.1 and 3.2 provide ‘‘absolute’’ bounds for x and xmin max
separately. Rectangular bounds are coarse in the sense that the interplay
between the values x and x is not being taken into account. Themin max
purpose of Section 2 was to derive some simple formulas linking the values
x and x , namelymin max
2 2x y m x y m 2 x y m x y mmin x max x min x max xq q /  /  /  /s s n y 1 s sx x x x
n n y 2 .
F , 3.3 .
n y 1
x y m x y mmin x max xy G 1. 3.4 . /  /s sx x
By taking advantage of these relationships we can sharpen now the bounds
given in Corollary 1. Suppose one has, for instance, rough information on
the smallest value x , saymin
a F x F b .min
 .According to 3.1 , without loss of generality we can assume that
1r2 y1r2m y n y 1 s F a b F m y n y 1 s . .  .x x x x
Having this partial information on x at hand, one can sharpen themin
 .bounds for the largest value x see Fig. 4 .max
FIG. 4. Bounds for x under information on x .max min
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PROPOSITION 1. Under the assumption
1r2 y1r2m y n y 1 s F a F x F b F m y n y 1 s , 3.5 .  .  .x x min x x
one can write
y1a y m b y mx x
m y s F x F m q s g , 3.6 .x x max x x /  /s sx x
where g is gi¨ en by
1 1r22 2g t s yt q n n y 2 n y 1 y t if t F n y 1. .  .  . 5n y 1
3.7 .
In a similar way one can sharpen the estimates for x when somemin
rough information on x is available.max
PROPOSITION 2. Under the assumption
y1r2 1r2m q n y 1 s F g F x F d F m q n y 1 s , 3.8 .  .  .x x max x x
the smallest ¨alue x is bounded asmin
y1g y m s y mx x
m q s g F x F m q s . 3.9 .x x min x x /  /s sx x
Proposition 1 is illustrated now with the help of an example.
 45EXAMPLE 4. Let l be the eigenvalues of the symmetric Hilberti is1
matrix of order 5 given by
y1a s i q j y 1 , i , j s 1, . . . , 5. .i j
5 5 2One has trace A s 1.7873 and A s 2.4997. So, m s 0.35746 and s sl l
0.610. Corollary 1 yields the bounds
y0.8625 F l F0.0525min
0.6625 F l F 1.5774.max
These bounds can be sharpened as follows. Since a Hilbert matrix is always
 w x.positive definite cf. 5, p. 401 , one has 0 F l . Setting a s 0 inmin
Proposition 1, one gets a substantial improvement in the lower bound for
l , namely 1.3984 F l . The latter bound can still be improved. If onemax max
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uses the region E l S, instead of E l H, one gets the sharper estimate
1.54 F l . Observe that one obtains in this way a very small intervalmax
containing the true value l s 1.567.max
We end this paper by mentioning another important result which
 .obtains as a by-product of the inclusion x , x g E l H. It occursmin max
quite often in practice that one needs to estimate also the width
< <x y x s Max x y x 3.10 .max min i j
1Fi , jFn
 4n  .of the sample x . The quantity 3.10 is sometimes referred to as thei is1
spread or the range of the sample. Theorems 1 and 2 allow us to recover
w xthe classical bounds for the width established by Mirsky 8 and Brauer and
w x  w x.Mewborn 2 for more details, see also 4, 6, 7, 10, 11, 12 .
 4nCOROLLARY 2. The width of the sample x is bounded asi is1
1r2
s r n F x y x F s 2n .  .x max min x
where
2 if n is e¨en¡
2n~r n [ . if n is odd.1r22¢w xn y 1
Proof. Just observe that
1r22n s Max ¨ y u: u , ¨ g E l H , 3.11 4 .  .  .
r n s Min ¨ y u: u , ¨ g E l H . 3.12 4 .  .  .
 .  .The maximum in 3.11 is attained at the point A see Fig. 5 . The
 .minimum in 3.12 is attained at the point B if n is even, and at the points
C and D if n is odd.
Final Remark. As pointed out to us by one of the referees, the
 . w xinequality 3.4 is at least implicit in an earlier work by de Bruijn 3 . This
author proves the following result: Let l and l denote the smallestmin max
and largest eigenvalue of a real symmetric matrix A. Let x be a unit
T 2 T 2 2 5 5 2vector and let m s x Ax and s s x A x y m s Ax y mx denote a
mean and variance of the eigenvalues of A. Then
l y m m y l G s 2 . .  .m a x min
w xSome related results are contained in Barnes 1 .
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FIG. 5. Bounds for the width.
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