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Abstract
Let (Xt, t ≥ 0) be a Le´vy process started at 0, with Le´vy measure ν
and Tx the first hitting time of level x > 0 : Tx := inf {t ≥ 0; Xt > x}. Let
F (θ, µ, ρ, .) be the joint Laplace transform of (Tx,Kx, Lx): F (θ, µ, ρ, x) :=
E
(
e−θTx−µKx−ρLx1l{Tx<+∞}
)
, where θ ≥ 0, µ ≥ 0, ρ ≥ 0, x ≥ 0,Kx := XTx − x
and Lx := x−XT
x
−
.
If we assume that ν has finite exponential moments we exhibit an asymptotic
expansion for F (θ, µ, ρ, x), as x → +∞. A limit theorem involving a normal-
ization of the triplet (Tx,Kx, Lx) as x→ +∞, may be deduced.
At last, if ν|R+ has finite moment of fixed order, we prove that the ruin proba-
bility P(Tx < +∞) has at most a polynomial decay.
Keywords: Le´vy processes, ruin problem, hitting time, overshoot, undershoot,
asymptotic estimates, functional equation, characteristic function, exponential and
polynomial decay.
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1 Introduction
1.1 Let (Xt , t≥ 0) be a Le´vy process started at 0, with decomposition :
Xt = σBt − c0t+ Jt ; t ≥ 0,
1
where c0 ∈ R, σ > 0, (Bt , t≥ 0) is a standard Brownian motion started at 0,
(Jt , t≥ 0) is a pure jump process, independent of (Bt , t≥ 0).
Let us denote by ν its Le´vy measure, and Tx the first hitting time of level x > 0 :
Tx := inf {t ≥ 0 ; Xt > x} . (1.1)
In this paper we essentially focus on the asymptotic behaviour of Tx as x → ∞.
Since Tx = inf{t ≥ 0;Xt/σ > x/σ}, we can assume that σ = 1. Consequently, we
have :
Xt = Bt − c0t+ Jt ; t ≥ 0. (1.2)
If (Xt , t≥ 0) is a Brownian motion with drift −c0 (i.e. Jt = 0), then (cf. [8] p.197) :
P (Tx < +∞) =
{
1 if c0 ≤ 0
e−2c0x if c0 > 0.
(1.3)
In particular, if c0 > 0, there exists γ > 0, C,C
′ > 0 such that
P(Tx < +∞) ≤ C ′e−γx (1.4)
P(Tx < +∞) ∼
x→+∞Ce
−γx . (1.5)
A lot of authors have generalized (1.4) when (Xt , t≥ 0) is either a Le´vy process, or
a diffusion, see for instance [6], [5], [13], [14], [3], [9].
Suppose that (Xt , t≥ 0) is a Le´vy process with no negative jump (i.e. the sup-
port of its Le´vy measure is included in R+) and the characteristic exponent ψ of
(Xt , t≥ 0)) has a positive zero γ0. Then, in [2], it has proved that (1.5) holds, with
γ = γ0 and C = − ψ
′(0)
ψ′(γ0)
. This result was extended in [1], without any restriction
on the support of ν. However in this case C is not explicit.
1.2 Since (Xt) may jump, if Tx < ∞, we have : XTx ≥ x ≥ XTx−, where XTx−
denotes the left-limit of (Xt) at time Tx. Therefore it is interesting to consider the
overshoot Kx and the undershoot Lx, these r.v.’s being defined on {Tx < +∞} as
follows :
Kx := XTx − x ; Lx := x−XTx− . (1.6)
One aim of this paper is a generalization of (1.5). We first replace P(Tx<+∞) by
F (θ, µ, ρ, x), where F (θ, µ, ρ, ·) is the Laplace transform of the triplet (Tx,Kx, Lx) :
F (θ, µ, ρ, x) := E
(
e−θTx−µKx−ρLx1l{Tx<+∞}
)
. (1.7)
Second, we do not restrict ourselves to determine an equivalent of F (θ, µ, ρ, x), as
x goes to infinity, we obtain (cf Theorem 2.4) an asymptotic development of this
function. In our proof, the x-Laplace transform :
F̂ (θ, µ, ρ, q) :=
∫ +∞
0
e−qxF (θ, µ, ρ, x)dx , (1.8)
2
of F (θ, µ, ρ, .) plays a central role.
Let us explain the idea of our approach. For simplicity we first consider P(Tx < +∞)
(i.e. θ = µ = ρ = 0).
Obviously (1.5) is equivalent to lim
x→+∞ e
γx
P(Tx < +∞) = C. Suppose that condition
holds, then ∫ +∞
0
e−qxeγxP(Tx < +∞)dx = F̂ (0, 0, 0, q − γ) ∼
q→0
C
q
. (1.9)
Hence C is the residue of F̂ (0, 0, 0, q − γ) at 0.
To deal with F (θ, µ, ρ, x), we have to suppose that the jumps of (Xt) are not too
big : ∫ −1
−∞
e−qyν(dy) < +∞ ∀q > 0 , (1.10)
and ∫ ∞
1
esyν(dy) < +∞ for some s > 0 . (1.11)
With some additional assumptions (i.e. (2.7) and (2.16)), we prove in Theorem 2.4 :
F (θ, µ, ρ, x) =C0(θ, µ, ρ)e
−γ0(θ)x +
p∑
i=1
ai
(
Ci(θ, µ, ρ, x)e
−γi(θ)x + Ci(θ, µ, ρ, x)e−γi(θ)x
)
+O
(
e−Bx
)
, (1.12)
where C0(θ, µ, ρ) is a positive real number, C1(θ, µ, ρ, x), · · · , Cp(θ, µ, ρ, x) are x-
polynomial functions with values in C, (γ0(θ), γ1(θ), · · · , γp(θ), γ1(θ), · · · , γp(θ)) are
zeros of ϕ − θ (where ϕ is the function defined by (2.1)) and ai = 1
2
(resp. 1) if
γi(θ) ∈ R (otherwise).
Few words about the proof of (1.12). Starting with a functional equation verified
by F̂ (θ, µ, ρ, .) ([12],Theorem 2.1), we determine the poles and the residues of q 7→
F̂ (θ, µ, ρ, q − γ0(θ)). Then, using the Mellin-Fourier inverse transformation we can
recover F (θ, µ, ρ, .).
1.3 In the same spirit, we investigate polynomial decay of the probability of ruin.
More precisely we prove in Theorem 3.1 :
P (Tx <∞) ≤ C
1 + xn
, ∀x ≥ 0, (1.13)
where it is supposed that
∫ ∞
0
ypν(dy) < ∞, for some p ≥ 2, n being the integer
part of p− 2.
Some results of this type have been obtained in [11], [4], when (Xt , t≥ 0) is a dif-
fusion .
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1.4 In section 4 we give two applications of Theorem 2.4. The first one concerns
the asymptotic behaviour of the triplet (Tx,Kx, Lx) as x → ∞. Since x → Tx
is non-decreasing, the first component Tx has to be normalized in T̂x. We prove
in Theorem 4.1 (see also Remark 4.2) that (T̂x,Kx, Lx) converges in distribution,
as x → +∞. The first component T̂x converges to a Gaussian distribution. Mo-
rover time and position become asymptotically independent. In [9], the limit of
distribution of the overshoot has been investigated. A. Gut [7] has also studied the
convergence of the triplet, the Le´vy process (Xt , t≥ 0) being replaced by a random
walk.
The asymptotic development of F (θ, µ, ρ, x) given in Theorem 2.4 gives the rate of
convergence of T̂x to the Gaussian distribution (see Remark 4.3 for details).
2 Asymptotic expansion of F (θ, µ, ρ, .)
We keep the notation given in the Introduction. Let ψ the characteristic exponent
of (Xt , t≥ 0), i.e. E
(
eqXt
)
= etψ(q). For our purpose it is more convenient to deal
with the function ϕ, where ϕ(q) = ψ(−q). Le´vy Khintchine formula gives :
ϕ(q) =
q2
2
+ cq +
∫
R
(
e−qy − 1 + qy1l{|y|<1}
)
ν(dy) . (2.1)
In this section, it is supposed that ν verifies :
rν > 0 (may be rν = +∞) , (2.2)
r∗ν =∞ , (2.3)
where
rν := sup
{
s ≥ 0;
∫ +∞
1
esyν(dy) < +∞} ∈ [0,+∞] , (2.4)
r∗ν := sup
{
q ∈ R ;
∫ −1
−∞
e−qyν(dy) < +∞} , (2.5)
with the convention sup ∅ = 0.
Note that (2.3) is equivalent to (1.10).
Consequently, in our setting, ϕ is defined on ] − rν ,+∞[ and
∫
|y|>1
|y|ν(dy) < ∞.
In particular :
E[|X1|] <∞. (2.6)
Assumptions (2.3) and (2.2) will be needed throughout this section, therefore we do
not repeat them in the statement of the results.
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Let us briefly sketch the proof of our main result (Theorem 2.4). We start with
the functional equation verified by F̂ (θ, µ, ρ, .). This result was established in [12],
and the formula is recalled in (2.33). To recover F (θ, µ, ρ, .) we use the Mellin-
Fourier inverse transformation. This leads us prove that some modification (namely
the function
̂˜
F (θ, µ, ρ, ·) defined by (2.36)) of t → F̂ (θ, µ, ρ, q + it) is an integrable
function. We have also to finely analyze the zeros of ϕ− θ.
As it is briefly explained in 1.2 of the Introduction, the zeros of the function ϕθ =
ϕ− θ play a important role.
Let us start with the negative zeros of ϕθ. We assume (cf. Annex of [12], Figures
3.a, 4.a and 5) that there exists κ > 0, such that for any θ ∈ [0, κ] :
∃ − γ0(θ) ∈]− rν , 0] satisfying ϕ(−γ0(θ)) = θ . (2.7)
More precisely :
(i) − γ0(θ) < 0, if θ > 0 , (2.8)
(ii) − γ0(0) < 0, if θ = 0 and E(X1) < 0 , (2.9)
(iii) − γ0(0) = 0, if θ = 0 and E(X1) ≥ 0 . (2.10)
As for the positive zeros of ϕθ, it is proved in Annex of [12] :
∀ θ ≥ 0, ∃ γ∗0(θ) ≥ 0 such that ϕ(γ∗0(θ)) = θ . (2.11)
More precisely :
(i) γ∗0(θ) > 0, if θ > 0 , (2.12)
(ii) γ∗0(0) > 0, if θ = 0 and E(X1) > 0 , (2.13)
(iii) γ∗0(0) = 0, if θ = 0 and E(X1) ≤ 0 . (2.14)
We set Db := {q ∈ C; such that Re q > −b} and we introduce :
Bν := sup {b > 0 ; ν̂|[1,+∞[ admits a meromorphic extension to Db} , (2.15)
where ν̂|[1,+∞[(q) :=
∫ +∞
1
e−qyν(dy).
Thanks to (2.2), we note that Bν ≥ rν and Bν may be equal to ∞. Then ϕ has
a meromorphic extension to DBν . For simplicity we still denote ϕ this extension.
Likewise, ν̂|[1,+∞[ is the meromorphic extension of ν̂|[1,+∞[ to DBν .
Our last assumption on ν is :
∀B ∈]0, Bν [, ∃K > 0, ∃R0 > 0, such that :
|ν̂|[1,+∞[(q)| ≤ K|q| , for any q such that
{ −B ≤ Re q ≤ 0
|Im q| ≥ R0 (2.16)
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A large class of measures ν satisfying previous hypothesis and (2.16) will be given
in Remark 2.5 below.
Remark 2.1 1. Relations (2.2) and (2.3) allow us to replace ν̂|[1,+∞[(q) in (2.16),
by either
∫ +∞
0
(e−qy − 1 + qy1l{|y|<1})ν(dy) or
∫ +∞
−∞
(e−qy − 1 + qy1l{|y|<1})ν(dy).
2. Since :
sup
Re q≥0
|ν̂|[1,+∞[(q)| < +∞ , (2.17)
then (2.16) implies :
∀q such that :
{
Re q ≥ −B
|Im q| ≥ R0 |ν̂|[1,+∞[(q)| ≤ K|q|. (2.18)
The key result concerning the complex zeros of ϕθ is the following.
Proposition 2.2 We suppose that (2.7) and (2.16) hold. Then for any θ ∈ [0, κ],
there exists βθ > 0 such that for any B ∈]0, Bν [, ϕθ admits a finite number of
conjugated zeros in the strip DB,βθ := {q ∈ C ; −B ≤ Re q ≤ βθ}.
This set of zeros of ϕθ in DB,βθ is equal to :
1. {−γ0(θ), −γ1(θ), −γ1(θ), · · · ,−γp(θ), −γp(θ)} if θ > 0 ,
2. {0, −γ0(0), −γ1(0), −γ1(0), · · · ,−γp(0), −γp(0)} if θ = 0 and E(X1) < 0,
3. {−γ0(0) = 0, −γ1(0), −γ1(0), · · · ,−γp(0), −γp(0)} if θ = 0 and E(X1) ≥ 0,
where
−B < −Re (γp(θ)) ≤ · · · ≤ −Re (γ1(θ)) < −γ0(θ) ≤ 0 . (2.19)
4. −γ0(θ) is a simple (resp. double) zero of ϕθ, if θ > 0 or θ = 0 and E(X1) 6= 0
(resp. otherwise, i.e. θ = 0 and E(X1) = 0).
Proof of Proposition 2.2
1. It is clear that ϕθ is holomorphic in {q ∈ C ; Re q > −rν} and the only real zeros
of ϕθ in this domain are −γ0(θ) and γ∗0(θ).
2. We claim that ϕθ admits only two zeros, −γ0(θ) and γ∗0(θ), in {q ∈ C ; −γ0(θ) ≤ Req ≤ γ∗0(θ)}.
a) Suppose first that −γ0(θ) < Re q < γ∗0(θ). We have :
|eϕθ(q)| = |E(e−θX1−θ)| ≤ E
(
e−Re θX1−θ
)
= eϕθ(Re q) < 1 ,
since ϕθ < 0 on ]− γ0(θ), γ∗0(θ)[. Then ϕθ(q) 6= 0.
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b) Let q = −γ0(θ) + ib, b ∈ R. We compute ϕθ(q) :
ϕθ(q) =ϕθ(−γ0(θ))− b
2
2
+
∫ +∞
−∞
eγ0(θ)y(cos(by)− 1)ν(dy)
+ i
(
−bγ0(θ) + cb−
∫ +∞
−∞
eγ0(θ)y
(
sin(by)− by1l{|y|<1}
)
ν(dy)
)
.
(2.20)
But ϕθ(−γ0(θ)) = 0, then Re (ϕθ(q)) ≤ − b22 . Consequently ϕθ(q) = 0 iff b = 0.
c) The same reasoning applies to the case q = −γ∗0(θ) + ib.
3. Let us modify the decomposition of ϕθ :
ϕθ(q) =
q2
2
− cq − θ + ν̂|[1,+∞[(q)− ν([1;+∞[) +
∫ 1
−∞
(
e−qy − 1 + qy1l{|y|<1}
)
ν(dy) .
(2.21)
Obviously (2.3) implies that q →
∫ 1
−∞
(
e−qy − 1 + qy1l{|y|<1}
)
ν(dy) is holomorphic
in
{q ∈ C ; Re q ≤ β}, for any β ∈ R.
a) Suppose θ > 0 or θ = 0 and E(X1) < 0. Then ϕθ admits γ
∗
0(θ) as a unique
positive zero.
The crucial point is the following : assumption (2.16) implies that there exists
R > R0 > 0, k > 0 such that |ϕθ(q)| ≥ kq2 for any q, −B ≤ Re q ≤ 0,
Im q > R.
Proposition 2.2 will be a direct consequence of the two previous steps 1) and
2), ϕθ(z) = ϕθ(z) and ϕθ is meromorphic in DBν .
b) The case θ = 0 and E(X1) ≥ 0, can be treated similarly. ⊓⊔
Remark 2.3 As it has been pointed out in the previous proof, assumption (2.16)
may be replaced by :
∃ε > 0 such that inf
q∈D
∣∣∣∣∣∣
q2
2 − cq + ν̂|[1,+∞[(q)
q1+ε
∣∣∣∣∣∣ > 0 (2.22)
where D = {q ∈ C ; −B ≤ Re q ≤ 0 , |Im q| ≥ R0}.
Theorem 2.4 We suppose (2.7) and (2.16). Let B ∈]0, Bν [, and κ > 0, small
enough, such that (2.7) holds and (2.19) is satisfied for any θ ∈ [0, κ] ( p being
independent from θ ∈ [0, κ]).
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Then for any θ ∈ [0, κ], µ ≥ 0 and ρ ≥ 0, there exists a positive number C0(θ, µ, ρ) > 0
and complex x-polynomial functions C1(θ, µ, ρ, x), · · · , Cp(θ, µ, ρ, x) such that
F (θ, µ, ρ, x) has the following asymptotic expansion as x→ +∞ :
F (θ, µ, ρ, x) =C0(θ, µ, ρ)e
−γ0(θ)x +
p∑
i=1
ai
(
Ci(θ, µ, ρ, x)e
−γi(θ)x + Ci(θ, µ, ρ, x)e−γi(θ)x
)
+O
(
e−Bx
)
, (2.23)
where ai =
1
2
if γi(θ) is real and ai = 1 otherwise; the degree of Ci(θ, µ, ρ, .) is
ni − 1, where ni is the order of multiplicity of −γi(θ) and O is uniform with respect
to µ ≥ 0, ρ ≥ 0 and θ ∈ [0, κ].
Remark 2.5 1. If we drop assumption (2.7), then ϕθ has no zero located in
[−rν , 0[ and the asymptotic expansion (2.23) reduces to :
F (θ, µ, ρ, x) = O(e−(rν−ε)x) , ε > 0 . (2.24)
2. Heuristically, no assumption on the negative jumps is required to get :
F (θ, µ, ρ, x) ≤ Ce−γ0(θ)x . (2.25)
However to obtain an equivalent, or an asymptotic development of F (θ, µ, ρ, x)
when x goes to infinity, it is natural to suppose that the negative and the positive
parts of the jumps of (Xt) are controlled. Our asymptotic development looks
like a perturbation theorem around the case of Brownian motion with negative
drift.
3. We give three classes of measures ν satisfying (2.16) :
a) Suppose that ν has finite exponential moments :
∀q ∈ R
∫ +∞
−∞
∣∣e−qy − 1 + qy1l{|y|<1}∣∣ ν(dy) < +∞ . (2.26)
In that case, ν̂|[1,+∞[ and ϕ are holomorphic functions in the whole plane
C, then Bν = +∞. Moreover, for any B > 0 :
sup
Re q≥−B
∣∣∣∣∫ +∞
1
e−qyν(dy)
∣∣∣∣ ≤ ∫ +∞
1
eByν(dy) < +∞ . (2.27)
Then (2.16) holds. Condition (2.26) is realized if ν has a compact support.
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b) Let ν being a linear combination of gamma distributions :
ν(dy) :=
n∑
i=1
ρie
−βiyymi1l{y≥0}dy . (2.28)
where ρi > 0, βi > 0 and mi ∈ N, for any i ∈ {1, 2, · · · , n},.
Since the Laplace transform of ν is explicit, we obtain immediately its
meromorphic extension to the whole plane (Bν = +∞) and (2.16). In-
deed :
ν̂(q) =
∫ +∞
0
e−qx
n∑
i=1
ρie
−βixxmidx =
n∑
i=1
ρi
∫ +∞
0
xmie−(q+βi)xdx .
(2.29)
Setting y = (q + βi)x, we have :
ν̂(q) =
n∑
i=1
ρi
(q + βi)mi+1
∫ +∞
0
ymie−ydy =
n∑
i=1
ρimi!
(q + βi)mi+1
. (2.30)
This implies that ν̂ and ϕ are holomorphic in C − {−β1, · · · ,−βn} and
meromorphic on C.
c) Previous example may be generalized taking :
ν(dy) := φ(y)1l{y≥0}dy , (2.31)
where φ ≥ 0, bounded on [0, y0], and for every y ≥ y0 :
φ(y) := ρ0e
−β0yym0−1 +
n∑
i=1
(ρie
−βiy + ρie−βiy)ymi−1 +O(e−βn+1 y) ,
(2.32)
with y0 ≥ 0, ρ0 ≥ 0, β0 > 0, Re (βi) > 0, ρi ∈ C∗, mi ∈ N∗ et
βn+1 ≥ sup
i∈{1,··· ,n}
Re (βi).
Then ν̂ and ϕ are meromorphic functions on {q / Re q ≥ βn+1}, Bν =
βn+1 and (2.16) holds.
d) If ν = ν1 + ν2, ν1 and ν2 verify (2.16) then ν also.
Proof of Theorem 2.4
Recall (cf. Theorem 2.1 of [12]) that F̂ (θ, µ, ρ, .) verifies :
F̂ (θ, µ, ρ, q) =
1
ϕ(q) − θ
(
q − γ∗0(θ)
2
+
∫ +∞
0
[
e−(q+ρ)y − e−µy
q + ρ− µ −
e−(γ∗0 (θ)+ρ)y − e−µy
γ∗0(θ) + ρ− µ
]
ν(dy)
+RF (θ, µ, ρ, .)(q)−RF (θ, µ, ρ, .)(γ∗0 (θ))
)
, (2.33)
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where Re q > 0 and R denotes the operator :
Rh(q) :=
∫ 0
−∞
ν(dy)
∫ −y
0
(
e−q(b+y) − 1
)
h(b)db . (2.34)
For simplicity we only consider the case ρ = 0. The function F (θ, µ, 0, ·) will be
written F (θ, µ, ·) for short.
In the sequel, B ∈]0, Bν [ is supposed to be close to Bν .
Step 1 : Replacing F (θ, µ, .) by F˜ (θ, µ, .) and equation associated with
F˜ (θ, µ, .)
We entend continuously F (θ, µ, .) to the whole line in the following manner :
F˜ (θ, µ, x) := F (θ, µ, x)1l[0;+∞[(x) + (1 + x)1l[−1;+0](x), ∀x ∈ R . (2.35)
Let
̂˜
F (θ, µ.) be the Laplace transform of F˜ (θ, µ, .) :
̂˜
F (θ, µ, q) :=
∫ +∞
−∞
e−qxF˜ (θ, µ, x)dx . (2.36)
The advantage of using F˜ (θ, µ, .) instead of F (θ, µ, .) lies in the fact that we shall
prove in Lemma 2.6 below, that t→ ̂˜F (θ, µ, q1 + it) is an integrable function on R,
for any q1 in ]0, βθ [ (βθ being defined in Proposition 2.2).
Since
∫ 0
−1
(1 + x)e−qxdx =
eq − 1− q
q2
, (2.33) implies :
̂˜
F (θ, µ, q) =
eq − 1− q
q2
+
1
ϕ(q)− θ
(
q − γ∗0(θ)
2
+
∫ +∞
0
[
e−qy − e−µy
q − µ −
e−γ
∗
0 (θ)y − e−µy
γ∗0(θ)− µ
]
ν(dy)
+RF (θ, µ, .)(q) −RF (θ, µ, .)(γ∗0(θ))
)
(2.37)
We observe that
ϕ(q) − θ
q + γ∗0(θ)
=
ϕ(q)− ϕ(γ∗0(θ))
q + γ∗0(θ)
=
q − γ∗0(θ)
2
+ c
q − γ∗0(θ)
q + γ∗0(θ)
+
∫ +∞
−∞
e−qy − e−γ∗0 (θ)y + (q − γ∗0(θ))y1l{|y|<1}
q + γ∗0(θ)
ν(dy) ,
(2.38)
and
eq − 1− q
q2
+
1
q + γ∗0(θ)
=
eq − 1
q2
− γ
∗
0(θ)
q(q + γ∗0(θ))
. (2.39)
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Consequently for any q, such that Re q > 0 :
̂˜
F (θ, µ, q) =
eq − 1
q2
− γ
∗
0(θ)
q(q + γ∗0(θ))
+
1
ϕ(q)− θ
[
−c q − γ
∗
0(θ)
q + γ∗0(θ)
−
∫ +∞
−∞
e−qy − e−γ∗0 (θ)y + (q − γ∗0(θ))y1l{|y|<1}
q + γ∗0(θ)
ν(dy)
+
∫ +∞
0
[
e−qy − e−µy
q − µ ν(dy)−
e−γ∗0 (θ)y − e−µy
γ∗0(θ)− µ
]
ν(dy)
+RF (θ, µ, .)(q)−RF (θ, µ, .)(γ∗0(θ))
]
. (2.40)
It is clear that (2.3) implies that RF (θ, µ, .) is an entire function on C and all the
integrals in (2.40) are holomorphic at least inDBν . Consequently the right hand-side
of (2.40) is the meromorphic extension of
̂˜
F (θ, µ, .) to DBν .
Before ending step 1, we remark that if θ > 0 or θ = 0 and E(X1) 6= 0, ̂˜F (θ, µ, .) and
F̂ (θ, µ, .) are holomorphic in a neighbourhood of q = γ∗0(θ), although γ
∗
0(θ) is a zero
of ϕθ, this value being a false singularity for
̂˜
F (θ, µ, .). But if θ = 0 and E(X1) = 0,
then γ∗0(0) = 0 is a pole for
̂˜
F (0, µ, .).
Step 2 : t→ ̂˜F (θ, µ, q1 + it) belongs to L1(R)
Let θ be a fixed element in [0, κ], βθ > 0, given by Proposition 2.2 and q1 ∈]0, βθ[.
Lemma 2.6 Under (2.7) and (2.16), the function t → ̂˜F (θ, µ, q1 + it) belongs to
L1(R).
To prove Lemma 2.6, we begin with stating few technical inequalities. These rela-
tions will be also used in the sequel.
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Lemma 2.7 Let θ1 < θ2. We suppose (2.16) is realized. Then :
(i) ∃k > 0 such that for any q satisfying Re q ∈ [θ1, θ2], we have :∣∣∣∣∫ 1−1 (e−qy − 1 + qy1l{|y|<1}) ν(dy)
∣∣∣∣ ≤ k|q| , (2.41)∣∣∣∣∫ 0−1 (e−qy − 1 + qy1l{|y|<1}) ν(dy)
∣∣∣∣ ≤ k|q|, (2.42)∣∣∣∣∫ 1
0
(
e−qy − 1 + qy1l{|y|<1}
)
ν(dy)
∣∣∣∣ ≤ k|q| , (2.43)
(ii) ∀d > 0, ∃k0 > 0 such that sup
Re q≤d
∣∣∣∣∫ −1−∞ e−qyν(dy)
∣∣∣∣ ≤ k0 (2.44)
(iii) ∀A > 0 ∃k1 > 0 such that ∀q satisfying :
{ −B ≤ Re q ≤ A
|Im q| ≥ R0 ,∣∣∣∣∫ +∞−∞ (e−qy − 1 + qy1l{|y|<1}) ν(dy)
∣∣∣∣ ≤ k1(1 + |q|) , (2.45)
1
k1
|q|2 ≤ |ϕ(q)| ≤ k1 |q|2 (2.46)
(iv) ∀h ∈ R, sup
Re q≤h
|RF (θ, µ, q)| < +∞ . (2.47)
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Proof of Lemma 2.7
(i) We set q = a+ ib, where a ∈ [θ1, θ2]. We have :∣∣∣∣∫ 1−1 (e−qy − 1 + qy1l{|y|<1}) ν(dy)
∣∣∣∣ ≤ ∣∣∣∣∫ 1−1
(
e−(a+ib)y − e−ay + iby1l{|y|<1}
)
ν(dy)
∣∣∣∣
+
∣∣∣∣∫ 1−1 (e−ay − 1 + ay1l{|y|<1}) ν(dy)
∣∣∣∣ .
(2.48)
We deduce immediately (2.41).
The two other inequalities (2.42) and (2.43) can be proved by the same way.
(ii) Let q such that Re q ≤ d, then∣∣∣∣∫ −1−∞ e−qyν(dy)
∣∣∣∣ ≤ ∫ −1−∞ e−Re qyν(dy) ≤
∫ −1
−∞
e−dyν(dy) = k0 . (2.49)
Assumption (2.3) implies that k0 is a finite constant.
(iii) For any q satisfying −B ≤ Re q ≤ A and |Im q| ≥ R0, we get
∫ +∞
−∞
(
e−qy − 1 + qy1l{|y|<1}
)
ν(dy) =
∫ −1
−∞
e−qyν(dy) +
∫ 1
−1
(
e−qy − 1 + qy1l{|y|<1}
)
ν(dy)
+
∫ +∞
1
e−qyν(dy) +
∫ −1
−∞
ν(dy) +
∫ +∞
1
ν(dy) .
(2.50)
Relation (2.45) follows from (2.16), (2.41) and (2.42).
It is easy to check (2.46) by virtue of the definition of ϕ (cf. (2.1)) and previous
inequalities.
(iv) Using the definition of RF (cf. (2.34)), we deduce that q → RF (θ, µ, q) is
an increasing function on R vanishing at 0.
If q is a complex number such that Re q ≤ h, then
|RF (θ, µ, q)| ≤
∫ 0
−∞
(∫ −y
0
e−Re q(y+b)F (θ, µ, b)db− y
)
ν(dy)
≤ k RF (θ, µ, h)
This implies (2.47). ⊓⊔
Proof of Lemma 2.6
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Proposition 2.2 tells us ϕθ has no zero in the strip {q ∈ C / 0 < Re q < βθ}. Hence if
q1 ∈]0, βθ[, ϕ(q1+it)−θ neither cancels and (2.40) implies that t→ ̂˜F (θ, µ, q1 + it) is
a continuous function. Let us focus on (2.40). Lemma 2.7 implies that all the numer-
ators in (2.40) are bounded on the line {q1 + it / t ∈ R}, and the denominators are
less than C|q2| when |q| → +∞ where C > 0. This proves that t→ ̂˜F (θ, µ, q1 + it)
belongs to L1(R). ⊓⊔
Step 3 : Proof of the asymptotic development (2.23), through the Mellin
Fourier inverse transform
Proposition 2.2 gives the existence of κ > 0 and B such that for any θ ∈ [0, κ], ϕθ
does not vanish on {−B + it / t ∈ R} and B 6= γ∗0(θ).
Let 0 < q1 < βθ. Since t→ ̂˜F (θ, µ, q1 + it) belongs to L1(R) (cf. Lemma 2.6), we
are allowed to make use of the Mellin Fourier inverse transform. So, for any x ≥ 0 :
e−q1xF˜ (θ, µ, x) = e−q1xF (θ, µ, x) =
1
2π
∫ +∞
−∞
eitx
̂˜
F (θ, µ, q1 + it)dt , (2.51)
hence
F (θ, µ, x) =
1
2π
∫ +∞
−∞
e(q1+it)x
̂˜
F (θ, µ, q1+ it)dt = − i
2π
∫
Γq1
ezx
̂˜
F (θ, µ, z)dz , (2.52)
where Γq1 is the path :
Γq1 := {z = q1 + it such that t ∈ R, t increasing} . (2.53)
In Proposition 2.2, it is proved there exists R1 > R0, such that ϕθ has no zero in the
two half-strips {q ∈ C /−B ≤ Re q < βθ and |Im q| > R1}. In particular ̂˜F (θ, µ, .)
is holomorphic in this domain.
Let Γ−B,q1,R be the rectangular path (see Figure 1) :
Γ−B,q1,R := Γq1,R ∪ ΓR ;∪ Γ−B,R ∪ Γ−R , (2.54)
where :
Γq1,R := {q1 + it / |t| ≤ R, t growing} , (2.55)
ΓR := {t+ iR / −B ≤ t ≤ q1, t decreasing} (2.56)
Γ−B,R := {−B + it / |t| ≤ R, t decreasing} , (2.57)
Γ−R := {t− iR / −B ≤ t ≤ q1, t growing} . (2.58)
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Figure 1: The path Γ−B,q1,R
Applying the residual theorem to the meromorphic extension of z → ezx ̂˜F (θ, µ, z)
to DBν , we obtain, for any R > R1 :∫
Γ−B,q1,R
ezx
̂˜
F (θ, µ, z)dz =
2iπ
[
C0(θ, µ)e
−γ0(θ)x +
p∑
i=1
ai
(
Ci(θ, µ, x)e
−γi(θ)x + Ci(θ, µ, x)e−γi(θ))x
)]
(2.59)
where ai =
1
2
if −γi(θ) is a real number and ai = 1 otherwise, and :
C0(θ, µ) := Res
(̂˜
F (θ, µ, z); −γ0(θ)
)
, (2.60)
Ci(θ, µ, x) := e
γi(θ)xRes
(
ezx
̂˜
F (θ, µ, z); −γi(θ)
)
, (2.61)
where Res(f(z); γ) denotes the residual of f at point γ. Let us remark (2.60) is
valid since −γ0(θ) is a simple pole of ̂˜F (θ, µ, .).
Since z → e
z − 1− z
z2
has an holomorphic extension to the whole plan C, identity
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(2.35) implies that :
C0(θ, µ) = Res
(
F̂ (θ, µ, z); −γ0(θ)
)
, (2.62)
Ci(θ, µ, x) = e
γi(θ)Res
(
ezxF̂ (θ, µ, z); −γi(θ)
)
∀i ∈ {1, · · · , p} . (2.63)
We observe that Ci(θ, µ, x) = e
γi(θ)xRes
(
ezxF̂ (θ, µ, z); −γi(θ)
)
. We will prove in
Remark 2.8 below that x→ Ci(θ, µ, x) is a polynomial function.
Since z → ezx ̂˜F (θ, µ, z) belongs to L1(R) (cf. (2.51)), we have :
F (θ, µ, x) = − i
2π
lim
R→+∞
∫
Γq1,R
ezx
̂˜
F (θ, µ, z)dz
= − i
2π
lim
R→+∞
[∫
Γ−B,q1,R
ezx
̂˜
F (θ, µ, z)dz −
∫
ΓR
ezx
̂˜
F (θ, µ, z)dz
−
∫
Γ−B,R
ezx
̂˜
F (θ, µ, z)dz −
∫
Γ−R
ezx
̂˜
F (θ, µ, z)dz
]
. (2.64)
We claim that in the right hand-side of (2.64) the limits of the second term and the
fourth one are null. As for the third limit, we have :
lim
R→+∞
∫
Γ−B,R
ezx
̂˜
F (θ, µ, z)dz = O(e−Bx) , (2.65)
where O is uniform with respect to θ ∈ [0, κ] and µ ∈ R+.
Hence, as x→ +∞ :
F (θ, µ, x) = C0(θ, µ)e
−γ0(θ) +
p∑
i=1
ai
[
Ci(θ, µ, x)e
−γi(θ)x + Ci(θ, µ, x)e−γi(θ)x
]
+O(e−Bx) .
(2.66)
Let us determine the sign of C0(θ, µ). The asymptotic expansion (2.23) implies that :
lim
x→+∞ e
γ0(θ)xF (θ, µ, x) = C0(θ, µ) ≥ 0 . (2.67)
The residual C0(θ, µ) at −γ0(θ) of F (θ, µ, .) cannot vanish because −γ0(θ) is a single
pole of F̂ (θ, µ, .) when θ > 0 or θ = 0 and E(X1) 6= 0.
If θ = 0 and c = E(J1), it is easy to see that C0(0, µ) 6= 0 (cf. (2.73)). ⊓⊔
Remark 2.8 1. We would like to show that Ci(θ, µ, ρ, .) is a polynomial function
and determine its maximal degree. Assume that −γi(θ) is a zero of ϕθ with
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multiplicity ni, and F̂ (θ, µ, ρ, z) has the following asymptotic expansion in a
neighborhood of −γi(θ) :
F̂ (θ, µ, ρ, z) =
Ki,ni(θ, µ, ρ)
(z + γi(θ))ni
+
Ki,ni−1(θ, µ, ρ)
(z + γi(θ))ni−1
+· · ·+Ki,1(θ, µ, ρ)
z + γi(θ)
+· · · . (2.68)
Since
ezx = e−γi(θ)x
(
1 + (z + γi(θ))x+
(z + γi(θ))
2
2!
x2 + · · ·
)
(2.69)
then
Ci(θ, µ, ρ, x) =
Ki,ni(θ, µ, ρ)
(ni − 1)! x
ni−1 +
Ki,ni−1(θ, µ, ρ)
(ni − 2)! x
ni−2 + · · ·+Ki,1(θ, µ, ρ) .
(2.70)
2. (i) Suppose that −γi(θ) is a single zero of ϕθ (it is also a single pole of
F̂ (θ, µ, .)), then Ci(θ, µ, ρ, x) does not depend on x and is given by the
following :
Ci(θ, µ, ρ) = Res
(
F̂ (θ, µ, ρ, z); −γi(θ)
)
. (2.71)
This situation occurs if i = 0, when θ > 0 or θ = 0 and E(X1) 6= 0.
If the real part of −γi(θ) is bigger than −rν, Ci(θ, µ, ρ) can be determined
as follows :
Ci(θ, µ, ρ) =
1
ϕ′(−γi(θ))
[−γi(θ)− γ∗0(θ)
2
+
∫ +∞
0
[
e(γi(θ)−ρ)y − e−µy
−γi(θ) + ρ− µ −
e−(γ∗0 (θ)+ρ)y − e−µy
γ∗0(θ) + ρ− µ
]
ν(dy)
+RF (θ, µ, ρ, .)(−γi(θ))−RF (θ, µ, ρ, .)(γ∗0 (θ))
]
, (2.72)
where it is supposed that
eay − 1
a
= y if a = 0.
When Re (−γi(θ)) < −rν, the previous ν-integrals and ϕ, have to be re-
placed by their meromorphic extensions.
Recall that if E(X1) < 0 (resp. E(X1) > 0) then γ
∗
0(0) = 0 (resp.
γ0(0) = 0).
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(ii) If E(X1) = 0, then γ0(0) = 0 is a double zero of ϕ, but a simple pole of
F̂ (θ, µ, ρ, .). Thus, by a direct calculation, we have :
C0(0, µ, ρ) =
1
ϕ′′(0)
(
1− 2
(ρ− µ)2
∫ +∞
0
e−ρy
(
1− e(ρ−µ)y + (ρ− µ)y
)
ν(dy)
−2
∫ 0
−∞
ν(dy)
∫ −y
0
(y + b)F (0, µ, ρ, b)db
)
. (2.73)
In particular :
C0(0, 0, 0) =
1
ϕ′′(0)
(
1 +
∫ +∞
0
y2 ν(dy)− 2
∫ 0
−∞
ν(dy)
∫ −y
0
(y + b)F (0, 0, b)db
)
= 1− 2
ϕ′′(0)
∫ 0
−∞
ν(dy)
∫ −y
0
(y + b)F (0, 0, 0, b)db . (2.74)
3. In [1], it was proved that P(Tx < +∞) ∼ C0e−γ0x as x → +∞, C0 being
indeterminate. We go a little bit further since C0 = C0(0, 0, 0). If we suppose
moreover that the support of ν is included in [0,+∞[, then RF (θ, µ, ρ, .) = 0
and
Ci(0, 0, 0) = − ϕ
′(0)
ϕ′(−γi(0)) , if E(X1) < 0 , (2.75)
Ci(0, 0, 0) = 0, i 6= 0 and C0(0, 0, 0) = 1, if E(X1) ≥ 0 . (2.76)
We recover the result given in [2], i.e. (2.75) with i = 0.
3 A polynomial upper bound for the ruin probability
In this section we only consider the ruin probability. For simplicity we note :
F (x) := F (0, 0, 0, x) = P(Tx < +∞) , (3.1)
and its Laplace transform :
F̂ (q) :=
∫ +∞
0
e−qxF (x)dx ∀q ∈ C , Re (q) > 0 . (3.2)
We suppose in this section :∫
|y|>1
|y|ν(dy) < +∞ and E(X1) =
∫
|y|>1
yν(dy)− c < 0 . (3.3)
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Therefore lim
x→+∞P(Tx < +∞) = 0.
In Section 2 we have proved that, under suitable assumptions, the ruin probability
goes to 0, with exponential rate. Here the aim is to prove that under suitable
assumptions, F (x) has a polynomial type rate of decay, as x→∞.
Theorem 3.1 We suppose (3.3) and∫ +∞
0
ypν(dy) < +∞ , for some p ≥ 2 . (3.4)
Let n be the integer part of p− 2, then
∀x ∈ R+ F (x) ≤ Cn
1 + xn
, (3.5)
where Cn > 0.
Proof of Theorem 3.1
The proof will be divided into five parts.
Step 1 We prove that it is sufficient to consider a Le´vy measure ν with support
included in [−k,+∞[, for some (finite) k ≥ 0.
Assumption (3.3) implies there exists k > 0 such that∫ +∞
−k
1l{|y|>1}yν(dy) < c . (3.6)
Let (Xkt , t≥ 0) be a Le´vy process with decomposition :
Xkt := Bt − ct+ Jkt ∀t ≥ 0 , (3.7)
where (Jkt , t≥ 0) is a pure jump process with Le´vy measure νk = ν|[−k;+∞[, inde-
pendent of (Bt , t≥ 0). Moreover (Jkt , t≥ 0), (Jt , t≥ 0) can be defined on the
same probability space, and Jt ≤ Jkt , ∀t ≥ 0. Then a.e. Xt ≤ Xkt , ∀t ≥ 0 and
T kx ≤ Tx, ∀x ≥ 0 where
T kx := inf {t ≥ 0 / Xkt > x} . (3.8)
As a result
∀x ≥ 0 F (x) ≤ F k(x) := P(T kx < +∞) . (3.9)
This proves the claim.
In the sequel we suppose that the support of ν is included in [−k,+∞[, for some
k > 0.
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Step 2 F belongs to L1(R+).
We first prove :
sup
0<q≤q0
|F̂ (q)| < +∞ , for some q0 > 0 . (3.10)
Choosing θ = µ = ρ = 0 in (2.33), we obtain :
F̂ (q) =
1
ϕ(q)
(
q
2
+
1
q
∫ +∞
0
(e−qy − 1 + qy)ν(dy) +RF (q)
)
. (3.11)
Let us determine the asymptotic behaviour of the numerator and the denominator,
q → 0 , we have :
ϕ(q) ∼q→0 qϕ′(0) = q
(
c−
∫
|y|>1
yν(dy)
)
, (3.12)
q
2
+
1
q
∫ +∞
0
(e−qy − 1 + qy)ν(dy) ∼q→0 q
2
[
1 +
∫ +∞
0
y2ν(dy)
]
. (3.13)
Since the support of ν is included in [−k,+∞[, RF (q) can be simplified :
RF (q) =
∫ 0
−k
e−qyν(dy)
[∫ −y
0
e−qbF (b)db−
∫ −y
0
F (b)db
]
. (3.14)
But RF (0) = 0 and the derivative of RF (q) is bounded, then |RF (q)| ≤ Cq, for any
0 ≤ q ≤ q0. (3.10) follows immediately.
It is now easy to check that F is in L1(R+). F being positive :∫ +∞
0
F (x)dx = lim
q→0
∫ +∞
0
e−qxF (x)dx ≤ sup
0<q≤q0
F̂ (q) < +∞ . (3.15)
The function F can be extended to the whole line, setting F (x) = 0, for any x ≤ 0.
However F may have a jump at 0. Let F˜ be the following continuous extension of
F :
F˜ (x) := F (x)1l[0;+∞[(x) + (1 + x)1l[−1;+0](x), ∀x ∈ R . (3.16)
Let q → ̂˜F (iq) be the Fourier transform of F˜ :
̂˜
F (iq) =
∫ +∞
−∞
e−iqxF˜ (x)dx =
∫ +∞
−1
e−iqxF˜ (x)dx ∀q ∈ R . (3.17)
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Step 3 q → ̂˜F (iq) is in L1(R).
For simplicity, we suppose moreover that
∫ 1
−1
|y|ν(dy) < +∞.
Since F ∈ L1(R+), then F˜ ∈ L1(R) and ̂˜F (i.) is continuous.
Consequently if we establish : ∣∣∣∣ ̂˜F (iq)∣∣∣∣ ≤ C1 + q2 , (3.18)
then
̂˜
F will be an element of L1(R).
It is proved in [12] (Annex, Proposition A-2), that ϕ(iq) = 0, q ∈ R iff q = 0.
Therefore we are allowed to replace q by iq in (3.11).
Using the identity : ∫ 0
−1
(1 + x)e−iqxdx = −e
iq − 1− iq
q2
, (3.19)
we then deduce :̂˜
F (iq) =
1− eiq
q2
+
1
ϕ(iq)
[
−c+
∫ +∞
0
yν(dy) +
i
q
∫ 0
−k
(e−iqy − 1)ν(dy) +RF (iq)
]
.
(3.20)
Since ϕ(iq) ∼|q|→+∞ −
q2
2
, (3.18) is a consequence of the three inequalities :∣∣∣∣1− eiqq2
∣∣∣∣ ≤ 2q2 , (3.21)∣∣∣∣ iq
∫ 0
−k
(e−iqy − 1)ν(dy)
∣∣∣∣ ≤ ∫ 0−k |y|ν(dy) , (3.22)
|RF (iq)| ≤ 2
∫ 0
−k
|y|ν(dy) . (3.23)
Step 4 The n− 2 first derivatives of ̂˜F belong to L1(R).
Obviously any k derivative of q → 1− e
iq
q2
is continuous, bounded by
C
q2
, |q| ≥ 1,
and consequently belongs to L1(R).
The second term in the right hand-side of (3.20) may be written as
N(q)
ϕ(iq)
.
Assumption (3.4) implies that the n first derivatives of N are bounded, hence∣∣∣∣N(q)ϕ(iq)
∣∣∣∣ ≤ Cq2 , |q| ≥ 1.
As for the asymptotic behaviour of
N(q)
ϕ(iq)
in a neighborhood of 0, it can be proved
by a similar reasoning that this ratio is bounded, for any |q| ≤ 1.
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Step 5 Proof of (3.5).
Since the n− 2 derivatives of q → ̂˜F (iq) belong to L1(R), then
xn−2F˜ (x) =
in−2
2π
∫
R
eiqx
dn−2
dqn−2
(̂˜
F (iq)
)
dq . (3.24)
This identity directly implies (3.5). ⊓⊔
4 Normalized limit distribution of (Tx, Kx, Lx), as x→ +∞
In this section we investigate the limit behaviour of (Tx,Kx, Lx), as x→ +∞. Recall
that Kx and Lx are defined by (1.6). Since x → Tx is non-decreasing, Tx needs to
be normalized. We have to consider three cases either E(X1) > 0, or E(X1) < 0 or
E(X1) = 0. Let us start with the case E(X1) < 0.
Theorem 4.1 Under hypothesis of Theorem 2.4 and E(X1) < 0, then, condition-
ally on {Tx < +∞},
(
1√
x
(
Tx +
x
ϕ′(−γ0(0))
)
,Kx, Lx
)
converges in distribution
to the 3-dimensional law
N
(
0;− ϕ
′′(−γ0(0))
ϕ′3(−γ0(0))
)
⊗ w where w is the probability measure on R+ × R+ :
w(dk, dl) =
−1
E(X1)
[
γ0(0)
2
δ0,0(dk, dl) + (e
γ0(0)l − 1)1l{k≥0;l≥0} νl(dk) dl
+
∫
R−
(∫ −y
0
(1− eγ0(0)(b+y))F (0, 0, 0, b)n(b, dk, dl)db 1l{k≥0,l≥0}
)
ν(dy)
]
,
(4.1)
νl(dk) is the image of ν(dk) by the map y → y− l, and n(b, dk, dl) is the distribution
of (Kb, Lb) conditionally on {Tb < +∞}.
If moreover the support of ν is included in [0;+∞[, w(dk, dl) is given explicitly :
w(dk, dl) =
−1
E(X1)
[
γ0(0)
2
δ0,0(dk, dl) + (e
γ0(0)l − 1)1l{k≥0;l≥0} νl(dk) dl
]
(4.2)
Remark 4.2 1. N (0;σ2) denotes the Gaussian distribution with mean 0 and
variance σ2.
2. A simular result has been proved by Allan Gut (cf. [7], page 102, Theo-
rem 10.11), where the Le´vy process (Xt , t≥ 0) is replaced by a random walk.
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3. a) We observe that time and positions become asymptotically independent.
However the two components of the position are not independent. We give
a more complete description of the limit distribution of (Kx, Lx) in Proposi-
tion 4.4 below.
b) Obviously Kx+Lx = XTx−XTx− is the jump size of (Xt , t≥ 0) at Tx. It is
easy to deduce from Theorem 4.1 that
(
1√
x
(
Tx +
x
ϕ′(−γ0(0))
)
,XTx −XTx−
)
converges in distribution to N
(
0;− ϕ
′′(−γ0(0))
ϕ′3(−γ0(0))
)
⊗ w0 where w0 is the
probability measure on R+ :
w0(ds) =
−1
E(X1)
[
γ0(0)
2
δ0(ds) +
eγ0(0)s − 1− γ0(0)s
γ0(0)
1l{s≥0} ν(ds)
+
∫
R−
(∫ −y
0
(1− eγ0(0)(b+y))F (0, 0, 0, b)n(b, ds)db
)
ν(dy)1l{s≥0}
]
,
(4.3)
and n(b, ds) is the distribution of XTb −XTb− conditionally on {Tb < +∞}.
If the jumps of (Xt , t≥ 0) are positive, w0(ds) can be simplified :
w0(ds) =
−1
E(X1)
[
γ0(0)
2
δ0(ds) +
eγ0(0)s − 1− γ0(0)s
γ0(0)
1l{s≥0} ν(ds)
]
. (4.4)
4. a) If E(X1) > 0, then Tx < +∞ a.s. and the triplet
(
1√
x
(
Tx +
x
ϕ′(0)
)
,Kx, Lx
)
converges in distribution to N
(
0;− ϕ
′′(0)
ϕ′3(0)
)
⊗ w, where w is defined by the
relation obtained replacing γ0(0) by −γ∗0(0) in (4.1).
In particular if (Xt , t≥ 0) has only positive jumps :
w(dk, dl) =
1
E(X1)
[
γ∗0(0)
2
δ0,0(dk, dl) + (1− e−γ∗0 (0)l)1l{k≥0;l≥0} νl(dk) dl
]
.
(4.5)
b) In the third case : E(X1) = 0, the normalization concerning Tx has to be
modified. In that case
(
Tx
x2
,Kx, Lx
)
converges in distribution to ̺⊗w, where
̺ denotes the law of the first hitting time of level
√
1
ϕ′′(0)
by a standard Brow-
nian motion started at 0. Recall that
∫ +∞
0
e−θx̺(dx) = e
−
√
2θ
ϕ′′(0) . Moreover
ϕ′′(0) = 1 +
∫
R
y2ν(dy)).
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The probability measure w on R+ ×R+ is defined as follows :
w(dk, dl) =
1
ϕ′′(0)
[
δ0,0(dk, dl) + 2l1l{k≥0;l≥0} νl(dk) dl
−2
∫
R−
(∫ −y
0
(b+ y)n(b, dk, dl)db 1l{k≥0,l≥0}
)
ν(dy)
]
, (4.6)
where n(b, dk, dl) is the distribution of (Kb, Lb).
This expression may be simplified if (Xt , t≥ 0) has only positive jumps :
w(dk, dl) =
1
ϕ′′(0)
[
δ0,0(dk, dl) + 2l1l{k≥0;l≥0} νk(dl) dk
]
(4.7)
Proof of Theorem 4.1
Our approach is based on the following estimate :
F (θ, µ, ρ, x) ∼x→+∞ C0(θ, µ, ρ)e−γ0(θ)x , (4.8)
where F (θ, µ, ρ, x) = E
(
e−θTx−µKx−ρLx1l{Tx<+∞}
)
, and C0(θ, µ, ρ) (resp. γ0(θ)) is
determined by (2.72), (2.73) (resp. (2.7)).
The three cases E(X1) > 0, E(X1) < 0 and E(X1) = 0 may be treated with the
same technic (cf. [12], Introduction, point 7.). Therefore we only deal with the third
case : E(X1) = 0.
For simplicity we restrict ourselves to the couple (Tx,Kx), instead of the triplet
(Tx,Kx, Lx).
Since ϕ(−γ0(θ)) = θ, ϕ(0) = 0 and ϕ′(0) = 0, taking the asymptotic expansion of ϕ
at 0, of order 2, we obtain :
θ = ϕ(−γ0(θ)) = ϕ(−h) = h
2
2
ϕ′′(0) + o(h2) . (4.9)
Consequently :
γ0(θ) = h =
√
2θ
ϕ′′(0)
+ o(
√
θ) . (4.10)
Recall that (4.8) is uniform with respect to θ ∈ [0, κ]. Then choosing ρ = 0 and
replacing θ by
θ
x2
in (4.8) bring to :
E
(
e−θ
Tx
x2
−µKx
)
∼x→+∞ C0(0, µ)e−
√
2θ
ϕ′′(0) . (4.11)
We have to check that C0(0, µ) and e
−
√
2θ
ϕ′′(0) are Laplace transforms of probability
measures on [0,+∞[. As for e−
√
1
ϕ′′(0)
√
2θ
, it is well known (cf. [8] page 96 formula
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(8.6)) that it is the Laplace transform of the first hitting time of level
√
1
ϕ′′(0)
by a
standard Brownian motion started at 0.
We modify the identity (2.73) (with ρ = 0) via
e−ay − 1 + ay
a2
= −
∫ y
0
(z − y)e−azdz.
Then we obtain :
C0(0, µ) =
1
ϕ′′(0)
[
1 + 2
∫ +∞
0
e−µz
(∫
[z,+∞[
(y − z)ν(dy)
)
dz
−2
∫ +∞
0
e−µz
∫ +∞
0
db
(∫ b
−∞
(y + b)e−(y+b)xν(dy)
)
n(b, dz)
]
=
∫ +∞
0
e−µzw(dz) . (4.12)
⊓⊔
Remark 4.3 We would like to point out that the asymptotic development of F (θ, µ, ρ, x)
given by (2.23) gives the rate of convergence of
(
1√
x
(
Tx +
x
ϕ′(−γ0(0))
))
to the
Gaussian distribution. Suppose that E[X1] > 0. Let Ax be the distribution function
of
(
1√
x
(
Tx +
x
ϕ′(−γ0(0))
))
and Âx be its characteristic function :
Ax(t) = P
(
1√
x
(
Tx +
x
ϕ′(−γ0(0))
) ≤ t) , t ∈ R
Âx(θ) = E
[
e
iθ√
x
(Tx+
x
ϕ′(−γ0(0))
)
]
, θ ∈ R.
Thanks to (2.23), it is no difficult to check that, if x is large enough :
sup
θ>0
|Âx(θ)− Â(θ)| ≤ kθ√
x
, (4.13)
where k is a positive constant and Â is the characteristic function of N
(
0;− ϕ
′′(−γ0(0))
ϕ′3(−γ0(0))
)
.
Berry-Essen’s inequalities (see for instance [10], p 285) implies the existence of two
positives constants k1 and k2 such that :
sup
t∈R
|Ax(t)−A(t)| ≤ k1
∫ a
0
kθ√
x
dθ
θ
+
k2
a
, for any a > 0, (4.14)
where A is the distribution function of the previous Gaussian distribution.
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Choosing a = x1/4, we obtain :
sup
t∈R
|Ax(t)−A(t)| ≤ k3
x1/4
, x ≥ 1, (4.15)
for some k3 > 0.
We would like to provide a stochastic interpretation of the probability measure
w defined by (4.2). Let (K,L) be a two-dimensional r.v. with probability distri-
bution w. Obviously {K = 0} = {L = 0} and this event occurs with proba-
bility
−γ0(0)
2E(X1)
. Conditionally on {L > 0}, the distribution of (K,L) is of type
α
(
eγ0(0)l − 1
)
1l{k>0;l>0}νl(dk)dl where νl is the positive measure defined in Theo-
rem 4.1.
This leads us to consider the positive measure :
w∗(dk, dl) = α(eγl − 1)1l{k>0;l>0}νl(dk)dl , (4.16)
where γ > 0, νl is the image of ν by y → y− l and ν is a positive measure on ]0;+∞[
satisfying : ∫ +∞
0
(eγk − 1− γk)ν(dk) < +∞ , (4.17)
α being the normalization factor : α =
γ∫ +∞
0
(eγk − 1− γk)ν(dk)
.
Proposition 4.4 Let (K∗, L∗) be a two dimensional r.v. with distribution w∗ defined
by (4.16) . Then L∗ has a density function given by α(eγl − 1)ν([l,+∞[)1l{l>0}.
Conditionally to L∗ = l, the distribution of S∗ = L∗ +K∗ is
1
ν([l,+∞[)1l{s>l}ν(ds).
We have considered w defined by (4.1), but a similar analysis can be developed with
w satisfying (4.6).
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