I. INTRODUCTION
Information transmission is the key means to acquire and give the knowledge or data related to particular event. For example: video conferences, medical data transfer, business data transfer, etc. require much more image data to be transmitted and stored on-line. Due to the Internet, the huge information transmissions take place. The processed data required much more storage, computer processor speed and much more bandwidth for transmission. To overcome these problems, image compression is necessary. The whole process of image compression minds the fact that images are naturegenerated and that the human eye may not perceive the details possibly lost during this type of image codification process. Compressing an image is significantly different than compressing raw binary data. Of course, general purpose compression programs can be used to compress images, but the result is less than optimal. This is because images have certain statistical properties which can be exploited by encoders specifically designed for them. Also, some of the finer details in the image can be sacrificed for the sake of saving a little more bandwidth or storage space. Image data redundancy is a key for image compression. Most images contain some amount of redundancy that can sometimes be removed when the image is stored and replaced when it is reconstructed, but eliminating this redundancy does not lead to high compression. Fortunately the eye is insensitive to a wide variety of information loss.
Fractal coding method exploits similarities in different parts of the image. Fractal objects like Sierpinski triangle and Fern { [1] , [2] , [3] } have very high visual complexity and low storage information content. For generating computer graphic images and compression of such objects, Iterated Function System (IFS) { [2] , [4] , [5] } are recently being used. The basic idea is to represent an image as the fixed points of IFSs. An appropriately chosen IFS consists of a group of affine transformations [3] . Therefore, an input image can virtually be represented by a series of IFS codes. In short, for fractal coding an image is represented by fractals rather than pixels. Each fractal is defined by a unique IFS consists of a group of affine transformations. Therefore the key point for fractal coding is to find fractals which can best approximate the original image and then to represent them as a set of affine transformations.
In all, the fractal coding is always applied to grey level images. The most straight forward method to encode a color image by gray-level fractal image coding algorithm is to split the RGB color image into three Channels, red, green and blue, and compress them separately by treating each color component as a single gray-scale image, the so called three-component Seperated Fractal Coding (SFC).
In place of going for three independent planes, in this paper, we have composed a one plane image from the three planes of RGB color image using trichromatic coefficients. This one plane image is then compressed by proposed modified Fractal coding on Spiral Architecture, which minimizes the the number of domain blocks from 343 to 10 using local search. The results of SFC and our approach are compared with respect to the time. Encoding time with optimized domain blocks and without optimized domain blocks is evaluated for different tolerance values. Compression ratio and PSNR is also compared with respect to the tolerance value which is used in the quadtree partitioning to get the homogeneous blocks.
The remainder of this paper is organized as follows: A brief review of related work is given in Section II. Section III describes the overview of Fractal coding. Section IV describes the overview of Spiral Architecture. Proposed approach is presented in Section V. It consists of modified fractal coding for gray level images on Spiral Architecture; compression algorithm and decompression algorithm. Section VI consists of experimental setup and results. Finally, Section VII presents the conclusion and future scope.
II. RELATED WORK
When we take or store a photograph i.e. image, the size of the image file is huge compared to many other types of computer files since each pixel requires 24 bits (3 bytes) to store color information. As the resolution increases, so does the file size. A file for a low-resolution 1 megapixel image is 3 megabytes, and at 3 megapixels is a climb to 9 megabytes and at 6 megapixels all the way to 18 megabytes. The files become too large to easily store, transmit, and edit. To make image files smaller and more manageable, we have to go for image compression. Compressing images not only save more images on storage device but it also allows us to download, display, edit, and transmit them more quickly.
The figures in the Table I show the qualitative transition from simple text to full-motion video data and the disk space, transmission bandwidth, and transmission time needed to store and transmit such uncompressed data. [6] , where the image compression carried out on the basis of texture, the approach based on Unifying Fractal and Transform Coding [7] is focused on block-oriented Fractal coding scheme using an approximation in the frequency domain, a block based approach consist of Fractal Compression by DCT is given in [8] , Hybrid Wavelet-Fractal Coder [9] is a combination of the adaptive Fractal prediction and bitplane wavelet coding where the Fractal prediction is applied to regions where the Fractal rate saving justifies its overhead, Hybrid Image Coding based on Partial Fractal Mapping is well explained in [10] . Apart from these, some other approaches found in literature are as follows: The Relative fractal coding [11] , Region-Based Fractal Image Compression [12] , Stochastic Image Compression Using Fractals [13] , Entropy based Fractal image compression [14] , Quadtree-based Fractal image compression [15] . For color image compression, the RGB model is best suited due to the highest correlation than the other models [16] .
The work on Fractal coding for grey level images on square architecture is extended recently by using the Spiral Architecture in place of a square architecture.
B. Work on Spiral Architecture
Research work on image compression based on Spiral Architecture in [17] , focused on the properties of the hexagonal pixel address labeling scheme. The property of interest was the physical proximity of the hexagonal pixels with neighboring addresses. The research reported in [18] used the properties of uniform image partitioning based on Spiral Architecture. On Spiral Architecture, an image can be partitioned into a few sub-images [19] each of which is a scaled down near copy of the original image. Various methods based on the features of locality and uniformity on Spiral Architecture for lossy and lossless compression is investigated in [20] . Fractal image compression on Spiral Architecture related work is also presented in [21] . Fractal image compression on Spiral Architecture related work presented in literature is particularly focused the grey level image compression.
In our earlier research work on color image compression using Spiral Architecture [22] , we focused on the representation of color image into a single plane image which then compressed on Spiral Architecture using Fractal coding. The research work presented in [23] , optimizes the search space of domain blocks using local search. The present paper includes the comparison of the proposed approach results with the SFC results. Compression ratio and PSNR is also compared with respect to the tolerance value which is used in the quadtree partitioning to get the homogeneous blocks.
III. OVERVIEW OF FRACTAL CODING
Fractal coding is used as fractal image compression technique. It is a block-based processing technique which takes long processing time for compression but less processing time for decompression and falls in the category of lossy compression technique.
The basic concept of fractal coding is to represent an image by an iterated function system (IFS) of which the fixed point is close to that image. This fixed point is named as 'fractal' [3] . Each IFS is then coded as a contractive transformation [3] with coefficients. The encoding process is to find an IFS whose fixed point is close to the given image, is based on the collage theorem, which provides a bound on the distance between the image to be encoded and the fixed point of an IFS [3] . A suitable transformation may therefore be constructed which guaranteeing that the fixed point of that transformation is close to the original image [24] . This transformation was composed of the union of a number of affine mappings on the entire image [5] .
After the appearance of the acronym "IFS," a slew of others appeared on the scene. These include RIFS, RFIF, PIFS, WFA, HIFS, and MRCM [3] . Fractal coding became a practical reality with the introduction of the partitioned IFS (PIFS) [25] , which differs from an IFS in that each of the individual transformation operates on a subset of the image, rather than the entire image.
Range blocks are mapped from one of the domain blocks; the combined mappings constitute a transformation on the image as a whole. This transformation is then represented by specifying, for each range block, the identity of the matching domain block together with the block mapping parameters minimizing the collage error for that range block [3] .
Range (1) and (2) 
IV. OVERVIEW OF SPIRAL ARCHITECTURE
Almost all the previous image processing and image analysis research is based on traditional image structure, where the pixel means a rectangular box in an image. On a new image structure, called Spiral Architecture [26] each vision unit is a set of seven hexagons compared with the traditional image Architecture using a set of 3 x 3 vision unit. Spiral Addressing [26] is the first step in Spiral Architecture formulation to label each of the individual hexagons with a unique address as shown in Figure 1 . To have more number of hexagons, dilate the basic hexagon structure { [26] , [20] , [17] } so that six additional collections of seven hexagons can be placed about the addressed hexagons, and multiply each address by 10. Spiral Counting [26] is an algorithm used to reach any hexagon in an image from any other given hexagon in the same image. When applying Spiral counting, it is strictly dependent on a pre-determined key, see [26] . A key determines two important parameters: the distance and the orientation . The key of 15 establishes the pattern of the primary eight hexagons as shown in Figure  2 . Spiral counting is used to define two operations Spiral Addition and Spiral Multiplication [26] Figure 3 . Due to the hexagonal distribution, each pixel or hexagon has exactly six surrounding hexagons or pixels, we only consider six of the eight neighbors for the centre hexagons or pixels. In this paper, the new approach is based on the RGB color model { [32] , [33] }. Firstly, hierarchically partitioning is used to represent the three color planes into strongly correlated blocks which latter used to form one plane image. Then only one color-plane needs to be coded, while the other two can be automatically reconstructed from the encoded color plane and correlation among them. To encode one color-plane image in traditional square structure, it is represented in Pseudo Spiral Architecture. On this new Spiral Architecture image, modified fractal grey level image coding algorithm is applied to get encoded image. At the decoding process, fractal decoding algorithm is used.
A. Modified Fractal Coding Algorithm for Grey Level Images on Spiral Architecture (MFCSA)
Fractal coding is used as fractal image compression technique. The basic concept of fractal coding is to represent an image by an iterated function system (IFS) of which the fixed point is close to that image. This fixed point is named as 'fractal' [3] . A suitable transformation may therefore be constructed which guaranteeing that the fixed point of that transformation is close to the original image [24] . Fractal coding became a practical reality with the introduction of the partitioned IFS (PIFS) [25] , which differs from an IFS in that each of the individual transformation operates on a subset of the image, rather than the entire image.
Firstly we separate the image into non-overlapping range blocks of seven pixels and define the overlapping domain blocks of seven times more in general, i.e. 49 pixels or 343 pixels. The domain pool for each range block may be restricted to a region about the range block or a spiral search path may be followed outwards from the range block position. To form the Codebook blocks, the domain blocks are optimized to specific number, then filtered and sub-sampled using pixel median so that it shrinks to match the size of the range blocks. 
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B. Compression Algorithm
For the encoding of any color image e.g. CI, the whole encoding process is devided in two parts. First, the oneplane image formation and average trichromatic coefficient calculation of relevant homogeneous blocks which formed according to the tolerance value. Second, for the current range block, indices for the quantized coefficient s and o and the index l identifying the optimal codebook block. The proposed approach for any color image compression is summarized below as an algorithm (CICMFCSA). The proposed approach minimizes the number of color planes of RGB image from three to one, the processing time can be saved in comparison with the SFC. In simple Fractal coding, to match the range blocks with the domain blocks, the eight transformation calculation increases the encoding time. While in proposed approach, as the one-plane image is represented in the Spiral Architecture, the total transformations are also minimized. Due to the use of MFCSA, one-plane image and Spiral Architecture, the time complexity is minimized. The only constraint of the proposed approach is that there is no any hardware available to have the image in Spiral Architecture. So, the image is represented in Spiral Architecture using the square architecture. Here in our approach, each pixel represents individual hexagon. So, the complete image will be the collection of hexagons. To have the complete image representation in Spiral Architecture, the padding can be used. The experimental results show the effectiveness of the proposed approach.
Algorithm (CICMFCSA):

VI. EXPERIMENTAL SETUP AND RESULTS
Table II [22] shows the correlation and variance among three-color planes of three representative color models. From the table, we find that color planes in RGB model have highest correlation (indicated by non diagonal values of covariance) than the other models. The variance of trichromatic coefficients is small when the three-color planes are strongly correlated, in such a case, larger blocks can be obtained, implying as consequence, that higher compression ratio can be achieved. This is the reason why we have chosen the RGB color space. The proposed approach is implemented with MATLAB 6.5 and Windows operating system on the System Model P4i65GV, Intel HT, 256 MB RAM. For experimentation, UCID -An Uncompressed Color Image Database [34] is used.
Extensive experiments are carried out on different images with the tolerance values 0.01 to 0.05. For codebook formation, median calculations are used. Previous algorithms are implemented on RGB color space images. Original images are shown in Figure 4 . Figure 5 shows the result of hierarchical partitioning with the tolerance value equal to 0.01 and 0.02. Composite one-plane images are shown in Figure 6 and From the graphs in Figure 8 , it is seen that as the tolerance value increases the compression ratio increases but the peak signal to noise ratio decreases. According to the requirement of compression ratio and PSNR value, the tolerance value can be decided. Figure 9 , it can be seen that the MFCSA save the encoding time in comparison with the simple Fractal coding on Spiral Architecture (SimpleFCSA). As the search space is minimized to less number of domain blocks, the processing time is saved, so the encoding time. In proposed approach the optimal 10 domain blocks are used. Table 3 . Comparison of the proposed approach (CICMFCSA) with the straight Fractal coding (SFC) is shown in the Table IV . Proposed approach includes the color image compression on Spiral Architecture using SimpleFCSA and the MFCSA.
VII. CONCLUSION AND FUTURE SCOPE
According to the experiments performed, we found that the numbers of color planes are minimized from three to one and use of the Pseudo Spiral Architecture in place of traditional Architecture facilitates the processing of image as one dimensional structure. Only the constraint of proposed approach is that no hardware is available to have the image in spiral Architecture, so logical spiral structure is formed to study the implementation of proposed approach. Optimization of domain blocks gives rise to have the more accuracy in the formation of codebook blocks and save the processing time. Median is used as the basis for the formation of codebook blocks. Table IV justify that the proposed approach save the processing time in comparison with the Straight Fractal coding (SFC) as well as with the SimpleFCSA.
From the Figure 8 and Figure 9 , as the tolerance size increases the compression ratio increases and reconstruction quality degrades and the encoding time is less with the optimized domain blocks i.e. MFCSA in comparison with general domain blocks i.e. simple Fractal coding.
One can select the particular value of the tolerance, as per the problem definition, if the problem at hand belongs to the problem domain of image data transmission. Here the necessary compression algorithm should be used. Proposed approach falls in the lossy compression category. Experimental results show the effectiveness and potential of this approach for various color image database processing applications with little trade off in image quality.
The proposed approach can be useful for the huge image data transmission where the image quality does not matter much for example, video conference. Web based image data can be managed using the proposed approach. In future, the proposed approach can be applied to the whole image by using the padding. The search of domain blocks can be optimized using the genetic algorithm.
Artificial neural network can be used for the implementation of proposed CICMFCSA with MFCSA. This example suggests that the technicalities, such as closure, are at least relevant.
2. If f is discontinous, then f is not Lipschitz because if there is a discontinuity between x and y, then when x and y get arbitrary close, f(x) and f(y) can remain separated. , then we will converge to a fixed point 0=f(0). This is a general property of contractive maps: if we iterate them from any intial point, we converge to a unique fixed point.
While 
