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Abstract. In recent years, the importance of saddle-point problems in
machine learning has increased. This is due to the popularity of GANs. In
this paper, we solve stochastic smooth (strongly) convex-concave saddle-
point problems using zeroth-order oracles. Theoretical analysis shows
that in the case when the optimization set is a simplex, we lose only logn
times in the stochastic convergence term. The paper also provides an
approach to solving saddle-point problems, when the oracle for one of the
variables has zero order, and for the second – first order. Subsequently,
we implement zeroth-order and 1/2th-order methods to solve practical
problems.
Keywords: zeroth-order optimization · saddle-point problems · stochas-
tic optimization
1 Introduction
The popularity of machine learning is growing every day. Now we can find its
application in various areas of human life: from recommendation systems to the
detection of diseases, from translation of texts to stores without sellers. Cur-
rently, there is great interest in the adversarial approach to network training.
In this case, not one model is being trained, but two, and the main goal of
the second model is to deceive the first. This approach significantly increases
the quantity and quality of the solution for Deep Learning problems. There-
fore, Generative Adversarial Network [8] has made a revolution and has already
become one of the most famous and popular models. In fact, GAN is nothing
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more than a classic saddle-point problem. The issue of the correct and quick
solution of it is one of the most important and complicated in the optimization
community. Our paper is devoted to this question.
Saddle-point problems are used in various fields of science, not only in ma-
chine learning. They are a good unified approach for the analysis of Nash equi-
libriums, game problems. There are many ways to solve saddle-point problems
under various assumptions. The most famous are Mirror-Descent algorithm [1]
and its modification with extra step – Mirror-Prox [13,16]. In this paper, we con-
centrate on solving smooth, convex-concave/strongly-convex-strongly-concave
saddle-point problems. Moreover, we want to use the zeroth-order oracle.
This issue of the derivative-free optimization is not well studied for saddle-
point problems in the literature, although zeroth-order methods have advantages,
including in terms of Machine and Deep learning. First of all, derivative-free
methods are attractive because of their flexibility: in some problems we do not
have access to the gradient or it is difficult to calculate it. In recent years,
there has been growing interest in zeroth-order optimization in terms of online
learning methods [4,17]. Now such methods have also found their application in
the training of neural networks. One of the promising and effective ways to use
zeroth-order oracles is Adversarial Attacks [9,19], in particular the Black-Box
Attacks [15]. In this concept, the attacking model does not have access to the
architecture of the main training model, but only to the input and output, in
fact, only to the value of the zeroth-order oracle for the loss function. In such a
situation, derivative-free methods find application. As the research results show
[6,21,7], this approach gives the same quality of training as the more laborious
methods of Adversarial Attacks, but they give a 3-time gain in time [5].
This shows that the zeroth-order concept can be useful for such a large num-
ber of bland and necessary problems. The purpose of this paper is not only to
make theoretical estimates of the convergence of derivative-free methods, but
also to show their practical importance.
1.1 Our contribution and related works
In the first part of the work, we present zeroth-order analogues of Mirror-Descent
[1] and Mirror-Prox [12] methods for stochastic saddle-point problems in convex
and strongly convex cases. We consider various concepts of zeroth-order oracles
and various concepts of noise. Also we introduce a new class of smooth saddle-
point problems – firmly smooth.
In the deterministic case, our methods have a linear oracle complexity in
the smooth strongly-convex-stronglyconcave case, and sublinear O(1/N) – in
the convex case. One can note that in some estimates, there is a factor of the
problem’s dimension n, but somewhere n2/q. This factor q depends on geometric
setup of our problem and gives a benefit when we work in the Hlder, but non-
Euclidean case (use non-Euclidean prox), i.e. ‖ · ‖ = ‖ · ‖p and p ∈ [1; 2], then
‖ ·‖∗ = ‖ ·‖q, where 1/p+ 1/q = 1. Then q takes values from 2 to∞, in particular,
in the Euclidean case q = 2, but when the optimization set is a simplex, q =∞.
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(see Table 1 for a comparison of the oracle complexity of known results with
zeroth-order methods for saddle-point problems in related works).
Method Assumptions Complexity in deterministic setup
ZO-GDMSA [20] NC-SC, UCst-Cst, S O˜
(
nκ2
ε2
)
ZO-Min-Max [14] NC-SC, Cst-Cst, S O˜ ( n
ε6
)
zoSPA [3] C-C, Cst-Cst, BG O
(
n
2/qM2D2
ε2
)
[Alg 1 and 3] SC-SC, Cst-Cst, S O˜
(
min
[
n
2/qκ2, nκ
]
· log ( 1
ε
))
[Alg 2] C-C, Cst-Cst, S O˜
(
nLD
2
ε
)
[Alg 1] C-C, Cst-Cst, FS O˜
(
n
2/q L2D2
ε
)∗
Table 1. Comparison of oracle complexity in deterministic setup of different 0th-
order methods with different assumptions on f(x, y): C-C – convex-concave, SC-
SC – strongly-convex-strongly-concave, NC-SC – nonconvex-strongly-concave; Cst –
optimizaation set is constrained, UCst – unconstrained; S - smooth, FS - firmly
smooth (see (9)), BG - bounded gradient. Here ε means the accuracy of the so-
lution, D – the diametr of the set, µ – strong convexity constant, L – smooth-
ness constant, κ = L/µ, M – bound of the gradient, n – dimension of the
problem, q = 2 for the Euclidean case and q = ∞ for setup of ‖ · ‖1-norm.
*convergence on 1
N
∑N
k=1 E
[‖F (zk)− F (z∗)‖22].
Our theoretical analysis shows that the zeroth-order methods has the same
sublinear convergence rate in the stochastic part as the first-order method:
O(1/√N) in convex case and O(1/N) in strongly-convex case. (see Table 2
for a comparison of the oracle complexity in the stochastic part for basic first-
order methods and available zeroth-order methods for stochastic saddle-point
problems).
The second part of the work is devoted to the use of a mixed order oracle, i.e.
a zeroth-order oracle in one variable and a first-order oracle for the other. First,
we analyze a special case when such an approach is appropriate - the Lagrange
multiplier method. Then we also present a general approach for this question.
The idea of using such an oracle is found in the in literature [2], but for the
composite problem.
As mentioned above, all theoretical results are tested in practice on various
classical problems.
2 Problem setup and assumptions
We consider classical saddle-point problem:
min
x∈X
max
y∈Y
f(x, y), (1)
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Method Order Assumptions Complexity for stochastic part
EGMP [12] 1st C-C, Cst-Cst, S O
(
σ2D2
ε2
)
PEG [11] 1st SC-SC, Cst-Cst, S O
(
σ2
µ2ε
)
ZO-SGDMSA[20] 0th NC-SC, UCst-Cst, S O˜
(
κ2nσ2
ε4
)
[Alg 1] 0th SC-SC, Cst-Cst, S O
(
n2/qσ2
µ2ε
)
[Alg 2] 0th C-C, Cst-Cst, S O
(
nσ2D2
ε2
)
[Alg 1] 0th C-C, Cst-Cst, FS O
(
n2/qσ2D2
ε2
)
Table 2. Comparison of oracle complexity for stochastic part of different 1st and 0th
orders methods with different assumptions on f(x, y): see notation in Table 1. Here σ2
– the bound of variance.
where X ⊂ Rnx and Y ⊂ Rny are closed convex sets. For simplicity, we introduce
the set Z = X × Y, z = (x, y) and the operator F :
F (z) = F (x, y) =
 ∇xf(x, y)
−∇yf(x, y)
 . (2)
In this paper, we will focus on the case when we do not have access to the
oracle for ∇xf(x, y) and ∇yf(x, y). Additionally, our zeroth-order oracle has
stochastic noise and unknown bounded noise, i.e. we have f˜(z, ξ) = f(z, ξ)+δ(z):
E[f(z, ξ)] = f(z), E[F (z, ξ)] = F (z),
E[‖F (z, ξ)− F (z)‖22] ≤ σ2, |δ(z)| ≤ ∆. (3)
Next, we discuss the concepts of oracles with which we want to replace the value
of F .
Random direction oracle. In this strategy, the vectors ex, ey are generated
uniformly on the unit Euclidean sphere RS2(1):
gd(z, e, τ, ξ) =
n
τ
(f˜(x+ τex, y, ξ)− f˜(x, y, ξ)) ex(
f˜(x, y, ξ)− f˜(x, y + τey, ξ)
)
ey
 . (4)
Full coordinates oracle. Here we consider a standard orthogonal normal-
ized basis {h1, . . . , hnx+ny} and make gradient in the following form:
gf (z, h, τ, ξ) =
1
τ
nx∑
i=1
(
f˜(z + τhi, ξ)− f˜(z, ξ)
)
hi
+
1
τ
nx+ny∑
i=nx+1
(
f˜(z, ξ)− f˜(z + τhi, ξ)
)
hi. (5)
Zeroth-Order Algorithms for Smooth Saddle-Point Problems 5
In this concept, we need to call f oracle nx+ny+1 times, whereas in the previous
case only 3 times.
3 Notation and Definitions
We use 〈x, y〉 def= ∑ni=1 xiyi to define inner product of x, y ∈ Rn where xi is
the i-th component of x in the standard basis in Rn. Hence we get the def-
inition of `2-norm in Rn in the following way ‖x‖2 def=
√〈x, x〉. We define
`p-norms as ‖x‖p def= (
∑n
i=1 |xi|p)
1/p
for p ∈ (1,∞) and for p = ∞ we use
‖x‖∞ def= max1≤i≤n |xi|. The dual norm ‖ · ‖q for the norm ‖ · ‖p is defined in the
following way: ‖y‖q def= max {〈x, y〉 | ‖x‖p ≤ 1}. Operator E[·] is full mathemati-
cal expectation and operator Eξ[·] express conditional mathematical expectation.
As stated above, during the course of the paper we will work in an arbitrary
norm ‖ · ‖ = ‖ · ‖p, where p ∈ [1; 2]. And its conjugate ‖ · ‖∗ = ‖ · ‖q with
q ∈ [2; +∞) and 1/p + 1/q = 1. Some assumptions will be made later in the
Euclidean norm - we will write this explicitly ‖ · ‖2.
Definition 1. Function d(z) : Z → R is called prox-function if d(z) is 1-
strongly convex w.r.t. ‖ · ‖-norm and differentiable on Z function.
Definition 2. Let d(z) : Z → R is prox-function. For any two points z, w ∈ Z
we define Bregman divergence Vz(w) associated with d(z) as follows:
Vz(w) = d(z)− d(w)− 〈∇d(w), z − w〉.
We denote the Bregman-diameter ΩZ of Z w.r.t. Vz1(z2) as
ΩZ
def
= max{√2Vz1(z2) | z1, z2 ∈ Z}.
Definition 3. Let Vz(w) Bregman divergence. For all x ∈ Z define prox-
operator of ξ:
proxx(ξ) = arg min
y∈Z
(Vx(y) + 〈ξ, y〉) .
Next we present the assumptions that we will use in the convergence analysis.
Assumption 1. The set Z is bounded w.r.t ‖ · ‖ by constant Dp, i.e.
Vz1(z2) ≤ D2p, ∀z1, z2 ∈ Z. (6)
Dp is called a diameter in ‖ · ‖ = ‖ · ‖p.
Assumption 2. f(x, y) is convex-concave. It means that f(·, y) is convex for
all y and f(x, ·) is concave for all x.
Assumption 2(s). f(x, y) is strongly-convex-strongly-concave. It means
that f(·, y) is strongly-convex for all y and f(x, ·) is strongly-concave for all
x w.r.t. V·(·), i.e. for all x1, x2 ∈ X and for all y1, y2 ∈ Y we have
f(x1, y2) ≥ f(x2, y2) + 〈∇xf(x2, y2), x1 − x2〉
+
µ
2
(
V(x2,y2)(x1, y2) + V(x1,y2)(x2, y2)
)
,
−f(x2, y1) ≥ −f(x2, y2) + 〈−∇yf(x2, y2), y1 − y2〉
+
µ
2
(
V(x2,y2)(x2, y1) + V(x1,y1)(x2, y2)
)
. (7)
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Assumption 3. f(x, y, ξ) is L(ξ)-Lipschitz continuous w.r.t ‖ · ‖2, i.e. for all
x1, x2 ∈ X , y1, y2 ∈ Y and ξ∥∥∥∥∥∥
 ∇xf(x1, y1, ξ)
−∇yf(x1, y1, ξ)
−
 ∇xf(x2, y2, ξ)
−∇yf(x2, y2, ξ)
∥∥∥∥∥∥
2
≤ L(ξ)
∥∥∥∥∥∥
x1
y1
−
x2
y2
∥∥∥∥∥∥
2
. (8)
Assumption 3(f). f(x, y) s L-firmly Lipschitz continuous w.r.t ‖ · ‖2, i.e.
for all x1, x2 ∈ X , y1, y2 ∈ Y∥∥∥∥∥∥
 ∇xf(x1, y1, ξ)
−∇yf(x1, y1, ξ)
−
 ∇xf(x2, y2, ξ)
−∇yf(x2, y2, ξ)
∥∥∥∥∥∥
2
2
≤ L(ξ)
〈 ∇xf(x1, y1, ξ)
−∇yf(x1, y1, ξ)
−
 ∇xf(x2, y2, ξ)
−∇yf(x2, y2, ξ)
 ,
x1
y1
−
x2
y2
〉 . (9)
For (8) and (9) we assume that exists L2 such that E[L2(ξ)] ≤ L22. For
deterministic case L2 is equal to deterministic constant L (without ξ).
By Cauchy-Schwarz, (8) follows from (9). It is easy to see that the assump-
tions 4 and 4(f) above can be easily rewritten in a more compact form using
F (z). For assumption 3(s) it is more complicated:
Lemma 1. If f(x, y) is µ-strongly convex on x and µ-strongly concave on y
w.r.t V·(·), then for F (z) we have
〈F (z1)− F (z2), z1 − z2〉 ≥ µ
2
(Vz1(z2) + Vz2(z1)) , ∀z1, z2 ∈ Z.
Hereinafter, we do not present the proofs of lemmas and theorems in the
main part of the paper – see the corresponding parts of the appendix. And we
can present some properties of oracles (4), (5):
Lemma 2. Let e ∈ RS2(1), i.e. uniformly distributed on the unit Euclidean
sphere. Randomness comes from independent variables e, ξ and a point z. Norm
‖ · ‖∗ = ‖ · ‖q satisfies q ∈ [2; +∞). We introduce the constant ρn:
ρn = min{q − 1, 16 log(n)− 8}.
Then under Assumption 3 or 3(f) the following statements hold:
– for Random direction oracle
E
[‖gd(z, e, τ, ξ)‖2q] ≤ 48n2/qρnE [‖F (z)− F (z∗)‖22]+ 48n2/qρn‖F (z∗)‖22
+48n2/qρnσ
2 + 8n2/q+1ρnL
2τ2
+16
n2/q+1ρn∆
2
τ2
,
‖E[gd(z, e, τ, ξ)]− F (z)‖q ≤ 2n1/q+1/2
√
ρnLτ + 4n
1/q+1/2√ρn∆
τ
;
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– for Full coordinates oracle
E
[‖gf (z, τ, ξ)− F (z)‖2q] ≤ 3σ2 + 3nL22τ2 + 6n∆2τ2 ,
‖E [gf (z, τ, ξ)]− F (z)‖q ≤
√
nLτ +
2
√
n∆
τ
.
4 Zeroth-Order Methods
In this part, we present methods for solving problem (1), which use only the
zeroth-order oracle. First of all, we want to consider the classic version of the
Mirror-Descent algorithm. For theoretical and practical analysis of this algorithm
Algorithm 1 zoVIA
Input: z0, N , γ, τ .
Choose grad to be either gd or gf .
for k = 0, 1, 2, . . . , N do
Sample indep. ek, ξk.
dk = grad(zk, ek, τ, ξk).
zk+1 = proxzk (γ · dk).
end for
Output: zN+1 or z¯N+1.
in the non-smooth case, but with a
bounded gradient, see [1](first order),
[3](zero order). The main problem of this
approach is that it is difficult to analyze in
the case when f is convex-concave and Lip-
schitz continuous (Assumptions 2 and 3).
But in practice, this algorithm does not
differ much from its counterparts, which
will be given below. Let us analyze this
algorithm in convex-concave and strongly-
convex-strongly-concave cases with Ran-
dom direction oracle:
Theorem 1. By Algorithm 1 with Random direction oracle
– under Assumptions 1, 2, 3(f) and with γ ≤ 1
48n2/qρnL
, we get
1
N
N∑
k=1
E
[‖F (zk)− F (z∗)‖22] ≤ 2LD2pγN + 48γn2/qρnL (‖F (z∗)‖22 + σ2)
+8γn2/q+1ρnL
(
L22τ
2 + 2
∆2
τ2
)
+8n1/q+1/2
√
ρnLDp
(
Lτ +
2∆
τ
)
;
– under Assumptions 1, 2(s), 3 and with γ ≤ µ
96n2/qρnL2
:
E
[
VzN+1(z
∗)
] ≤ Vz0(z∗)
γµ
exp
(
−γµN
8
)
+
3500n2/qρn
µ2N
(‖F (z∗)‖22 + σ2)
+
600n2/q+1ρn
µ2N
(
L22τ
2 + 2
∆2
τ2
)
+
600n1/q+1/2
√
ρnDp
γµ2N
(
Lτ +
2∆
τ
)
.
8 A. Sadiev, A. Beznosikov et al.
Remark. In this theorem and below, we draw attention to the fact that in
the main part of the convergence there is a deterministic constant L, and in the
parts that are responsible for noise – L2 (see (8),(9)).
Corollary 1. For Algorithm 1
– under Assumptions 1, 2, 3(f) and with γ = min
{
1
48n2/qρnL
,
Dp
n1/q
√
ρnσ
√
N
}
,
τ = Θ
(
min
{
ε
n1/q+1/2
√
ρnL2Dp
,max
[√
ε
nL22
,
σ√
nL2
]})
, ∆ = O (L2τ2) ,
the oracle complexity (coincides with the number of iterations) to find ε-
solution (in terms of the convergence criterion from Theorem 1) is
N = O
(
max
{
n2/qρnL
2D2p
ε
,
n2/qρnσ
2D2p
ε2
})
.
– under Assumptions 1, 2(s), 3 and with γ = µ
96n2/qρnL2
,
τ = Θ
(
min
{
max
[√
εL
L2
,
σ√
nL2
]
,max
[
εµ
n1/q+1/2
√
ρnLDp
,
σ2µ
n1/q+1/2
√
ρnL3Dp
]})
,
∆ = O (L2τ2), the oracle complexity (coincides with the number of itera-
tions) to find ε-solution (in terms of the convergence criterion from Theorem
1) can be bounded by
N = O˜
(
max
{
n2/qρnL
2
µ2
log
(
1
ε
)
,
n2/qρnσ
2
µ2ε
})
.
Remark. We analyze only Random direction oracle. The estimate of the
oracle complexity with Full coordinate oracle has the same form with q = 2.
Next, we consider a standard algorithm for working with smooth saddle-
point problem. It builds on the extra-gradient method [13]. The idea of using
this approach for saddle-point problems is not new [12]. It has both heuristic
advantages (we forestall the properties of the gradient) as well as purely math-
ematical ones (a more clear theoretical analysis). We use two versions of this
approach: classic and single call version from [11].
Zeroth-Order Algorithms for Smooth Saddle-Point Problems 9
Algorithm 2 zoESVIA
Input: z0, N , γ, τ .
Choose oracle grad from gd, gf .
for k = 0, 1, 2, . . . , N do
Sample indep. ek, ek+1/2, ξk, ξk+1/2.
dk = grad(zk, ek, τ, ξk).
zk+1/2 = proxzk (γ · dk).
dk+1/2 = grad(zk+1/2, ek+1/2, τ, ξk+1/2).
zk+1 = proxzk (γ · dk+1/2).
end for
Output: zN+1 or z¯N+1.
Algorithm 3 zoscESVIA
Input: z0, N , γ, τ .
Choose oracle grad from gd, gf .
for k = 0, 1, 2, . . . , N do
Sample independent ek, ξk.
Take dk−1 from previous step.
zk+1/2 = proxzk (γ · dk−1).
dk = grad(zk+1/2, ek+1/2, τ, ξk).
zk+1 = proxzk (γ · dk).
end for
Output: zN+1 or z¯N+1.
Here z¯N+1 =
1
N+1
∑N
i=0 zi+1/2.
Next, we will deal with the theoretical analysis of convergence:
Theorem 2. – By Algorithm 2 with Full coordinates oracle under Assump-
tions 1, 2, 3 and with γ ≤ 1/2L, we have
E[εsad(z¯N )] ≤
D2p
γN
+ 9γ
(
σ2 + nL22τ
2 +
2n∆2
τ2
)
+2
√
nDp
(
Lτ +
2∆
τ
)
,
where
εsad(z¯N ) = max
y′∈Y
f(x¯N , y
′)− min
x′∈X
f(x′, y¯N ),
x¯N , y¯N are defined the same way as z¯N .
– By Algorithm 3 with Full coordinates oracle under Assumptions 1, 2(s), 3
and with p = 2 (Vx(y) = 1/2‖x− y‖22), γ ≤ 1/6L:
E
[‖zN+1 − z∗‖22] ≤ 12LD22µ exp
(
− µN
12L
)
+
450
µ2N
(
σ2 + nL22τ
2 +
2n∆2
τ2
)
+
150D2
γµ2N
(√
nLτ +
2
√
n∆
τ
)
.
Corollary 2. Let ε – accuracy of the solution (in terms of the convergence
criterion from Theorem 2).
– For Algorithm 2 with Full coordinates oracle under Assumptions 1, 2, 3 with
γ = min {1/2L,Dp/(σ√N)} and additionally
τ = O
(
min
{
ε√
nLDp
,max
[√
εL
nL22
,
σ√
nL2
]})
, ∆ = O (L2τ2) ,
we have the number of iterations to find ε-solution
N = O
(
max
{
LD2p
ε
,
σ2D2p
ε2
})
.
10 A. Sadiev, A. Beznosikov et al.
– For Algorithm 3 with Full coordinates oracle under Assumptions 1, 2(s), 3,
with p = 2 (Vx(y) = 1/2‖x− y‖22), γ = 1/6L and additionally
τ = O
(
min
{
max
[√
εµL
L22
,
σ√
nL2
]
,max
[
µε√
nLD2
,
σ2√
nL2D2
]})
,
∆ = O (L2τ2), the number of iterations to find ε-solution:
N = O˜
(
max
{
L
µ
log
(
1
ε
)
,
σ2
µ2ε
})
.
Remark. The oracle complexity for the Full coordinate oracle is n times
greater than the number of iterations.
The analysis is carried out only for the Full coordinate oracle. The main
problem of using Random Direction is that their variance is tied to the norm of
the gradient; therefore, using an extra step does not give any advantages over
Algorithm 1. A possible way out of this situation is to use the same direction
e within one iteration of Algorithm 2 – this idea is implemented in Appendix
F and in Practice part. It is interesting how it work in practice, because in the
non-smooth case [3] the gain by the factor n2/q can be obtained.
5 1/2-Order Methods
In this section, we have access to a first-order oracle in one of the variables, and
in the other – only a zeroth-order oracle. For such a case, we suggest using an
oracle of the form:
g˜(z, τ) =
[grad(x, y)]x
−∇yf(x, y)
 ,
where [grad(x, y)]x – one of the zeroth-order approximations on variable x: (4)
or (5). Before proving the general case, we consider one illustrative example:
5.1 Lagrange multiplier method
Let X ⊂ Rn be a convex, compact set and functions f(x), g1(x), . . . , gm(x) be
convex, smooth. We solve the following optimization problem:
min
x∈X
f(x),
s.t. gi(x) ≤ 0 ∀i ∈ 1, . . .m.
A dual problem to the original one:
max
λ∈⊥m
min
x∈X
L(x, λ) = f(x) + 〈λ, g(x)〉,
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where ⊥m = {y ∈ Rm | yi ≥ 0} – a positive orthant, L(x, λ) – a Lagrange
function, λ – a Lagrange multiplier, g(x) = (g1(x), . . . , gm(x)))
T . We got a
saddle-point problem that we want to solve using the zeroth-order method,
i.e. only function values are available. But it turns out that we have access
to ∇λL(x, λ) = g(x) completely free: when we build the ”gradient” on x using
finite differences, we call the value for g(x) and immediately get the gradient λ.
For such a problem, the oracle of the zero and first orders can be called the
same number of times. In general, it is unprofitable to calculate the gradient as
many times as the zeroth-order oracles and a slightly different result is obtained:
5.2 Universal approach with Full gradient method
Define Mixed oracle:
g˜f (z, τ) =
 [gf (x, y)]x
−∇yf(x, y)
 ,
then
Theorem 3. By Algorithm 2 under assumption 1, 2, 3 with Mixed oracle g˜f
and γ ≤ 1/2L, we get
E [εsad(z¯N )] ≤
D2p
γN
+ 2Dp
(√
nxL2τ +
2
√
nx∆
τ
)
+9γ
(
σ2 + nxL
2
2τ
2 +
2nx∆
2
τ2
)
Corollary 3. To get accuracy ε (in terms of the convergence criterion from
Theorem 2) in Algorithm 2 with Mixed oracle, under Assumptions 1, 2, 3, with
γ = min {1/2L,Dp/(σ√N)},
τ = O
(
min
{
ε√
nLDp
,max
[√
εL
nL22
,
σ√
nL2
]})
, ∆ = O (L2τ2) ,
we need to call Full coordinates oracle for x
N = O
(
max
{
LD2p
ε
,
σ2D2p
ε2
})
times.
6 Practice part
The main goal of our experiments is to compare the Algorithms 1,2,3 and 4 (see
Appendix F) described in this paper with Full coordinate and Random direction
oracles. We consider the classical bilinear saddle-point problem on a probability
simplex:
min
x∈∆n
max
y∈∆k
[
yTCx
]
, (10)
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This problem is often referred to as a matrix game (see Part 5 in [1]). Two
players X and Y are playing. The goal of player Y is to win as much as possible
by correctly choosing an action from 1 to k, the goal of player X is to minimize
the gain of player X using his actions from 1 to n. Each element of the matrix
cij are interpreted as a winning, provided that player X has chosen the i-th
strategy and player Y has chosen the j-th strategy.
Let consider the step of algorithm. The prox-function is d(x) =
∑n
i=1 xi log xi
(entropy) and Vx(y) =
∑n
i=1 xi log
xi/yi (KL divergence). The result of the prox-
imal operator is
u = proxzk(γkgrad(zk, ek, τ, ξk)) = zk exp(−γkgrad(zk, ek, τ, ξk)),
by this entry we mean:
ui = [zk]i exp(−γk[grad(zk, ek, τ, ξk)]i).
Using the Bregman projection onto the simplex in following way P (x) = x/‖x‖1,
we have
[xk+1]i =
[xk]i exp(−γk[gradx(zk, ek, τ, ξk)]i)
n∑
j=1
[xk]j exp(−γk[gradx(zk, ek, τ, ξk)]j)
,
[yk+1]i =
[yk]i exp(γk[grady(zk, ek, τ, ξk)]i)
n∑
j=1
[yk]j exp(γk[grady(zk, ek, τ, ξk)]j)
,
where under gx, gy we mean parts of g which are responsible for x and for y.
In the first part of the experiment, we take matrix 200 × 200. All elements
of the matrix are generated from the uniform distribution from 0 to 1. Next, we
select one row of the matrix and generate its elements from the uniform from 5
to 10. Finally, we take one element from this row and generate it uniformly from
1 to 5. The results of the experiment is on Figure 1.
From the experiment results, one can easily see the best approach in terms
of oracle complexity.
7 Conclusion
In this paper, we presented various algorithms for optimizing smooth stochastic
saddle point problems using zero-order oracles. For some oracles, we provide a
theoretical analysis. We also compare the approaches covered in the work on a
practical matrix game.
As a continuation of the work, we can distinguish the following areas: conver-
gence estimates for Algorithm 4 (see the appendix), the study of gradient-free
methods for saddle point problems already with a one-point approximation (in
this work, we used a two-point one). We also highlight the acceleration of these
methods.
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Fig. 1. Different algorithms with Full coordinate and Random direction oracles applied
to solve saddle-problem (10).
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A General facts and technical lemmas
Lemma 3. For arbitrary integer n ≥ 1 and arbitrary set of positive numbers
a1, . . . , an we have (
m∑
i=1
ai
)2
≤ m
m∑
i=1
a2i . (11)
Lemma 4. For q ≥ 2 and for arbitrary vectors a ∈ Rn, b ∈ Rm we have∥∥∥∥∥∥
a
b
∥∥∥∥∥∥
2
q
≤ ‖a‖2q + ‖b‖2q. (12)
Lemma 5 (Fact 5.3.2 from [1]). Given norm ‖ · ‖ on space Z and prox-
function d(z), let z ∈ Z, w ∈ Rn and z+ = proxz(w). Then for all u ∈ Z
〈w, z+ − u〉 6 Vz(u)− Vz+(u)− Vz(z+). (13)
Lemma 6 (see Lemma 1 from [10]). Let e ∈ RS2(1), i.e. a random vector
uniformly distributed on the surface of the unit Euclidean sphere in Rn, q ∈
[2; +∞). Then, for n ≥ 8,
E
[‖e‖2q] ≤ n2/q−1ρn, (14)
E
[〈s, e〉2‖e‖2q] ≤ 6n2/q−2ρn‖s‖22, ∀s ∈ Rn, (15)
where ρn = min{q − 1, 16 log n− 8}.
Lemma 7 (see Lemma 2 from [18]). Let consider non-negative sequence rk:
rk+1 ≤ (1− aγ)rk + cγ2,
where a, c > 0, γ = 1/d. Then
arN+1 ≤ dr0 · exp
(
−aN
2d
)
+
36c
aN
. (16)
B Proof of Lemma 1
Lemma. If f(x, y) is µ-strongly convex on x and µ-strongly concave on y w.r.t
V·(·), then for F (z) we have
〈F (z1)− F (z2), z1 − z2〉 ≥ µ
2
(Vz1(z2) + Vz2(z1)) , ∀z1, z2 ∈ Z. (17)
Proof. By definition of µ-strong convexity w.r.t V·(·):
f(x1, y2) ≥ f(x2, y2)+〈∇xf(x2, y2), x1−x2〉+µ
2
(
V(x2,y2)(x1, y2) + V(x1,y2)(x2, y2)
)
,
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f(x2, y1) ≥ f(x1, y1)+〈∇xf(x1, y1), x2−x1〉+µ
2
(
V(x1,y1)(x2, y1) + V(x2,y1)(x1, y1)
)
,
−f(x1, y2) ≥ −f(x1, y1)+〈−∇yf(x1, y1), y2−y1〉+µ
2
(
V(x1,y1)(x1, y2) + V(x1,y2)(x1, y1)
)
,
−f(x2, y1) ≥ −f(x2, y2)+〈−∇yf(x2, y2), y1−y2〉+µ
2
(
V(x2,y2)(x2, y1) + V(x1,y1)(x2, y2)
)
.
Let introduce a new definition for sum of Bregman divergences:
V = V(x2,y2)(x1, y2) + V(x1,y2)(x2, y2) + V(x1,y1)(x2, y1) + V(x2,y1)(x1, y1)
+V(x1,y1)(x1, y2) + V(x1,y2)(x1, y1) + V(x2,y2(x2, y1) + V(x1,y1)(x2, y2).
Using definition of Bregman divergence and 1-stronge convexity of prox-function
d, we get:
V = 〈∇xd(x2, y2)−∇xd(x1, y2), x2 − x1〉
+〈∇xd(x2, y1)−∇xd(x1, y1), x2 − x1〉
+〈∇yd(x2, y2)−∇yd(x2, y1), y2 − y1〉
+〈∇yd(x1, y2)−∇yd(x1, y1), y2 − y1〉
= 〈∇d(z2)−∇d(z1), z2 − z1〉+ 〈∇d(z˜2)−∇d(z˜1), z˜2 − z˜1〉
≥ Vz1(z2) + Vz2(z1),
where z˜2 = (x2, y1), z˜1 = (x1, y2) Thus, we have V ≥ Vz1(z2) + Vz2(z1). Summ-
ming up:
〈∇xf(x2, y2)−∇xf(x1, y1), x1 − x2〉
−〈∇yf(x2, y2)−∇yf(x1, y1), y1 − y2〉+ µV
2
≤ 0.
Using V ≥ Vz1(z2) + Vz2(z1), we have
〈∇xf(x2, y2)−∇xf(x1, y1), x1 − x2〉 − 〈∇yf(x2, y2)−∇yf(x1, y1), y1 − y2〉
+
µ
2
(Vz1(z2) + Vz2(z1)) ≤ 0,
and
〈F (z1)− F (z2), z1 − z2〉 = 〈∇xf(x2, y2)−∇xf(x1, y1), x2 − x1〉
−〈∇yf(x2, y2)−∇yf(x1, y1), y2 − y1〉
≥ µ
2
(Vz1(z2) + Vz2(z1)).

C Proof of Lemma 2
Lemma. Let e ∈ RS2(1), i.e. uniformly distributed on the unit Euclidean
sphere. Randomness comes from independent variables e, ξ and a point z. Norm
‖ · ‖∗ = ‖ · ‖q satisfies q ∈ [2; +∞). We introduce the constant ρn:
ρn = min{q − 1, 16 log(n)− 8}.
Then under Assumption 3 or 3(f) the following statements hold:
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– for Random direction oracle
E
[‖gd(z, e, τ, ξ)‖2q] ≤ 48n2/qρnE [‖F (z)− F (z∗)‖22]+ 48n2/qρn‖F (z∗)‖22
+48n2/qρnσ
2 + 8n2/q+1ρnL
2τ2
+16
n2/q+1ρn∆
2
τ2
, (18)
‖E[gd(z, e, τ, ξ)]− F (z)‖q ≤ 2n1/q+1/2
√
ρnLτ + 4n
1/q+1/2√ρn∆
τ
; (19)
– for Full coordinates oracle
E
[‖gf (z, τ, ξ)− F (z)‖2q] ≤ 3σ2 + 3nL22τ2 + 6n∆2τ2 , (20)
‖E [gf (z, τ, ξ)]− F (z)‖q ≤
√
nLτ +
2
√
n∆
τ
. (21)
Proof of (18).
E
[‖gd(z, e, τ, ξ)‖2q] (11)≤ 4n2E

∥∥∥∥∥∥
 〈∇xf(x, y), ex〉 ex
〈−∇yf(x, y), ey〉 ey
∥∥∥∥∥∥
2
q

+4n2E

∥∥∥∥∥∥
 〈∇xf(x, y, ξ)−∇xf(x, y), ex〉 ex
〈−∇yf(x, y, ξ) +∇yf(x, y), ey〉 ey
∥∥∥∥∥∥
2
q

+4
n2
τ2
E

∥∥∥∥∥∥
 (f(x+ τex, y, ξ)− f(x, y, ξ)− 〈∇xf(x, y, ξ), τex〉) ex
(f(x, y, ξ)− f(x, y + τey, ξ) + 〈∇yf(x, y, ξ), τey〉) ey
∥∥∥∥∥∥
2
q

+4
n2
τ2
E

∥∥∥∥∥∥
 (δ(x+ τex, y)− δ(x, y)) ex
(δ(x, y)− δ(x, y + τey)) ey
∥∥∥∥∥∥
2
q

(12)
≤ 4n2E
[
‖〈∇xf(x, y), ex〉 ex‖2q
]
+ 4n2E
[
‖〈−∇yf(x, y), ey〉 ey‖2q
]
+4n2E
[
‖〈∇xf(x, y, ξ)−∇xf(x, y), ex〉 ex‖2q
]
+4n2E
[
‖〈−∇yf(x, y, ξ) +∇yf(x, y), ey〉 ey‖2q
]
+4
n2
τ2
E
[∥∥∥(f˜(x+ τex, y, ξ)− f˜(x, y, ξ)− 〈∇xf(x, y, ξ), τex〉) ex∥∥∥2
q
]
+4
n2
τ2
E
[∥∥∥(f˜(x, y, ξ)− f˜(x, y + τey, ξ) + 〈∇yf(x, y, ξ), τey〉) ey∥∥∥2
q
]
+4
n2
τ2
E
[
‖(δ(x+ τex, y)− δ(x, y)) ex‖2q
]
+4
n2
τ2
E
[
‖(δ(x, y)− δ(x, y + τey)) ey‖2q
]
.
18 A. Sadiev, A. Beznosikov et al.
From (8) we get ‖∇xf(x1, y, ξ)−∇xf(x2, y, ξ)‖2 ≤ L‖x1−x2‖2 and ‖∇yf(x, y1, ξ)−
∇yf(x, y2, ξ)‖2 ≤ L‖y1 − y2‖2 for all x, x1, x2 ∈ X , y, y1, y2 ∈ Y. It follows that
functions f(·, y, ξ) and f(x, ·, ξ) are L(ξ)-Lipschitz continuous. Then
E
[‖gd(z, e, τ, ξ)‖2q] ≤ 4n2E [‖〈∇xf(x, y), τex〉 ex‖2q]+ 4n2E [‖〈−∇yf(x, y), τey〉 ey‖2q]
+4n2E
[
‖〈∇xf(x, y, ξ)−∇xf(x, y), τex〉 ex‖2q
]
+4n2E
[
‖〈−∇yf(x, y, ξ) +∇yf(x, y), τey〉 ey‖2q
]
+4n2L22τ
2E
[
‖ex‖2q
]
+ 4n2L22τ
2E
[
‖ey‖2q
]
+8
n2∆2
τ2
E
[
‖ex‖2q
]
+ 8
n2∆2
τ2
E
[
‖ey‖2q
]
.
In the last inequality, we additionally use (3) + (11) and independence of e and
ξ. With (14) and (15), one can get the following result:
E
[‖gd(z, e, τ, ξ)‖2q] ≤ 24n2/qρnE [‖∇xf(x, y)‖22]+ 24n2/qρnE [‖ − ∇yf(x, y)‖22]
+24n2/qρnE
[
‖∇xf(x, y, ξ)−∇xf(x, y)‖22
]
+24n2/qρnE
[
‖−∇yf(x, y, ξ) +∇yf(x, y)‖22
]
+8n2/q+1ρnL
2τ2 + 16
n2/q+1ρn∆
2
τ2
(3)
≤ 24n2/qρnE
[‖F (z)‖22]+ 48n2/qρnσ2 + 8n2/q+1ρnL22τ2 + 16n2/q+1ρn∆2τ2
(11)
≤ 48n2/qρnE
[‖F (z)− F (z∗)‖22]+ 48n2/qρn‖F (z∗)‖22
+48n2/qρnσ
2 + 8n2/q+1ρnL
2
2τ
2 + 16
n2/q+1ρn∆
2
τ2
.
Proof of (19) .
‖E[gd(z, e, τ, ξ)]− F (z)‖q ≤
n
τ
∥∥∥∥∥∥E
 (f(x+ τex, y, ξ)− f(x, y, ξ)− 〈∇xf(x, y, ξ), τex〉) ex
(f(x, y, ξ)− f(x, y + τey, ξ) + 〈∇yf(x, y, ξ), τey〉) ey
∥∥∥∥∥∥
q
+n
∥∥∥∥∥∥E
 〈∇xf(x, y, ξ)−∇xf(x, y), ex〉 ex
〈−∇yf(x, y, ξ) +∇yf(x, y), ey〉 ey
∥∥∥∥∥∥
q
+n
∥∥∥∥∥∥E
 〈∇xf(x, y), ex〉 ex
〈−∇yf(x, y), ey〉 ey
−
 ∇xf(x, y)
−∇yf(x, y)
∥∥∥∥∥∥
q
+
n
τ
∥∥∥∥∥∥E
 (δ(x+ τex, y)− δ(x, y)) ex
(δ(x, y)− δ(x, y + τey)) ey
∥∥∥∥∥∥
q
.
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Taking into account the independence of e and ξ, as well as using their unbi-
asedness, we get
‖E[gd(z, e, τ, ξ)]− F (z)‖q ≤
n
τ
∥∥∥∥∥∥E
 (f(x+ τex, y)− f(x, y)− 〈∇xf(x, y), τex〉) ex
(f(x, y)− f(x, y + τey) + 〈∇yf(x, y), τey〉) ey
∥∥∥∥∥∥
q
+
n
τ
∥∥∥∥∥∥E
 (δ(x+ τex, y)− δ(x, y)) ex
(δ(x, y)− δ(x, y + τey)) ey
∥∥∥∥∥∥
q
(12)
≤ n
τ
‖E [(f(x+ τex, y)− f(x, y)− 〈∇xf(x, y), τex〉) ex]‖q
+
n
τ
‖E [(f(x, y)− f(x, y + τey) + 〈∇yf(x, y), τey〉) ey]‖q
+
n
τ
‖E [(δ(x+ τex, y)− δ(x, y)) ex]‖q
+
n
τ
‖E [(δ(x, y)− δ(x, y + τey)) ey]‖q .
Further, Jensen inequality gives
‖E[gd(z, e, τ, ξ)]− F (z)‖q ≤
n
τ
E
[
|f(x+ τex, y)− f(x, y)− 〈∇xf(x, y), τex〉| ‖ex‖q
]
+
n
τ
E
[
|f(x, y)− f(x, y + τey) + 〈∇yf(x, y), τey〉| ‖ey‖q
]
+
n
τ
E
[
|δ(x+ τex, y)− δ(x, y)| ‖ex‖q
]
+
n
τ
E
[
|δ(x, y)− δ(x, y + τey)| ‖ey‖q
]
.
It remains to use L-Lipschitz continuous of f(·, y) and f(x, ·):
‖E[gd(z, e, τ, ξ)]− F (z)‖q ≤ nLτE
[
‖ex‖q
]
+ nLτE
[
‖ey‖q
]
+
n
τ
E
[
(|δ(x+ τex, y)|+ |δ(x, y)|) ‖ex‖q
]
+
n
τ
E
[
(|δ(x, y)|+ |δ(x, y + τey)|) ‖ey‖q
]
(3),(14)
≤ 2n1/q+1/2√ρnLτ + 4n1/q+1/2√ρn∆
τ
.
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Proof of (20).
E
[‖gf (z, τ, ξ)− F (z)‖2q] (5),(11)≤ 3E
[∥∥∥∥∥1τ
nx∑
i=1
(f(z + τhi, ξ)− f(z, ξ))hi
+
1
τ
nx+ny∑
i=nx+1
(f(z, ξ)− f(z + τhi, ξ))hi − F (z, ξ)
∥∥∥∥∥
2
2
]
+3E
[
‖F (z, ξ)− F (z)‖22
]
+3E
[∥∥∥∥∥
nx+ny∑
i=1
(δ(z + τhi)− δ(z))
τ
hi
∥∥∥∥∥
2
2
]
(3),(11)
≤ 3E
[
nx+ny∑
i=1
∣∣∣∣ (f(z + τhi, ξ)− f(z, ξ))τ − ∂f(z, ξ)∂zi
∣∣∣∣2
]
+3σ2 + 6
n∆2
τ2
.
By the mean value theorem we have that for some |qi| ≤ |τ |:
E
[‖gf (z, τ, ξ)− F (z)‖2∗] ≤ 3E
[
n∑
i=1
∣∣∣∣∂f(z + qihi, ξ)∂zi − ∂f(z, ξ)∂zi
∣∣∣∣2
]
+3σ2 + 6
n∆2
τ2
≤ 3
n∑
i=1
L22q
2
i + 3σ
2 + 6
n∆2
τ2
≤ 3nL22τ2 + 3σ2 + 6
n∆2
τ2
.
Proof of (21). Using unbiasedness of ξ:
‖E [gf (z, τ, ξ)]− F (z)]‖q ≤
∥∥∥∥∥1τ
nx∑
i=1
(f(z + τhi)− f(z))hi
+
1
τ
nx+ny∑
i=nx+1
(f(z)− f(z + τhi, ))hi − F (z)
∥∥∥∥∥
2
+
∥∥∥∥∥
nx+ny∑
i=1
(δ(z + τhi)− δ(z))
τ
hi
∥∥∥∥∥
2
(3)
≤
√√√√ n∑
i=1
L2q2i +
2
√
n∆
τ
≤ √nLτ + 2
√
n∆
τ
.

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D Proof of Theorem 1
Lemma 8. Let z, g ∈ Rn and Z ⊂ Rn. Then for z1 = proxz(g) and for all
u ∈ Z we have
〈g, z − u〉 ≤ Vz(u)− Vz1(u) +
1
2
‖g‖2q (22)
Proof. By (13), we have for all u ∈ Z
〈g, z1 − u〉 = 〈g, z1 − z + z − u〉 ≤ Vz(u)− Vz1(u)− Vz(z1).
Making simple transformations:
〈g, z − u〉 ≤ 〈g, z − z1〉+ Vz(u)− Vz1(u)− Vz(z1)
≤ 〈g, z − z1〉+ Vz(u)− Vz1(u)−
1
2
‖z1 − z‖2p.
In last inequality we use the property of the Bregman divergence: Vx(y) ≥ 12‖x−
y‖2p. With Hlder’s inequality and the fact: ab− b2/2 6 a2/2, we get
〈g, z − u〉 ≤ ‖g‖q‖z − z1‖p + Vz(u)− Vz1(u)−
1
2
‖z1 − z‖2p
≤ Vz(u)− Vz1(u) +
1
2
‖g‖2q.

Theorem. By Algorithm 1 with Random direction oracle
– under Assumptions 1, 2, 3(f) and with γ ≤ 1
48n2/qρnL
, we get
1
N
N∑
k=1
E
[‖F (zk)− F (z∗)‖22] ≤ 2LD2pγN + 48γn2/qρnL (‖F (z∗)‖22 + σ2)
+8γn2/q+1ρnL
(
L22τ
2 + 2
∆2
τ2
)
+8n1/q+1/2
√
ρnLDp
(
Lτ +
2∆
τ
)
; (23)
– under Assumptions 1, 2(s), 3 and with γ ≤ µ
96n2/qρnL2
:
E
[
VzN+1(z
∗)
] ≤ Vz0(z∗)
γµ
exp
(
−γµN
8
)
+
3500n2/qρn
µN
(‖F (z∗)‖22 + σ2)
+
600n2/q+1ρn
µN
(
L22τ
2 + 2
∆2
τ2
)
+
600n1/q+1/2
√
ρnDp
γµN
(
Lτ +
2∆
τ
)
. (24)
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
Proof of (23). We begin with descent lemma (22):
γ〈gd(zk, ek, τ, ξk), zk − u〉 ≤ Vzk(u)− Vzk+1(u) +
γ2
2
‖gd(zk, ek, τ, ξk)‖2q.
Taking u = z∗ and using convexity - concavity of f(x, y) in form 〈F (z∗), zk −
z∗〉 ≥ 0, we get
γ〈F (zk)− F (z∗), zk − u〉 ≤ Vzk(z∗)− Vzk+1(z∗)
+ γ〈F (zk)− gd(zk, ek, τ, ξk), zk − z∗〉+ γ
2
2
‖gd(zk, ek, τ, ξk)‖2q.
With (9), this gives
γ
L
‖F (zk)− F (z∗)‖22 ≤ Vzk(z∗)− Vzk+1(z∗)
+γ〈F (zk)− gd(zk, ek, τ, ξk), zk − u〉+ γ
2
2
‖gd(zk, ek, τ, ξk)‖2q.
Taking full expectation and using Hlder’s inequality, (18), (19), we have
γ
L
E
[‖F (zk)− F (z∗)‖22] ≤ E [Vzk(z∗)]− E [Vzk+1(u)]
+2γ
(
2n1/q+1/2
√
ρnLτ + 4n
1/q+1/2√ρn∆
τ
)
Dp
+
γ2
2
(
48n2/qρnE
[‖F (zk)− F (z∗)‖22]+ 48n2/qρn‖F (z∗)‖22)
+
γ2
2
(
48n2/qρnσ
2 + 8n2/q+1ρnL
2
2τ
2 + 16
n2/q+1ρn∆
2
τ2
)
.
γ ≤ 1/48n 2q ρnL gives
γ
2L
E
[‖F (zk)− F (z∗)‖22] ≤ E [Vzk(z∗)]− E [Vzk+1(z∗)]
+2γ
(
2n1/q+1/2
√
ρnLτ + 4n
1/q+1/2√ρn∆
τ
)
Dp
+
γ2
2
(
48n2/qρn‖F (z∗)‖22 + 48n2/qρnσ2
)
+
γ2
2
(
8n2/q+1ρnL
2
2τ
2 + 16
n2/q+1ρn∆
2
τ2
)
.
It remains to sum up from k = 1 to k = N :
1
N
N∑
k=1
E
[‖F (zk)− F (z∗)‖22] ≤ 2LD2pγN + 48γn2/qρnL (‖F (z∗)‖22 + σ2)
+8γn2/q+1ρnL
(
L22τ
2 + 2
∆2
τ2
)
+8n1/q+1/2
√
ρnLDp
(
Lτ +
2∆
τ
)
.
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
Proof of (24). Similarly to the previous proof, we begin with descent lemma
(22):
γ〈g(zk, ek, τ, ξk), zk − u〉 ≤ Vzk(u)− Vzk+1(u) +
γ2
2
‖gd(zk, ek, τ, ξk)‖2q.
Taking u = z∗ and using 〈F (z∗), zk − z∗〉 ≥ 0, we get:
γ〈F (zk)− F (z∗), zk − z∗〉 ≤ Vzk(z∗)− Vzk+1(z∗)
+ γ〈F (zk)− gd(zk, ek, τ, ξk), zk − u〉+ γ
2
2
‖g(zk, ek, τ, ξk)‖2q.
With (17), it gives
γµ
2
Vzk(z
∗) ≤ Vzk(z∗)− Vzk+1(z∗)
+γ〈F (zk)− gd(zk, ek, τ, ξk), zk − u〉+ γ
2
2
‖gd(zk, ek, τ, ξk)‖2q.
Taking full expectation and using (18), (19), we have
E
[
Vzk+1(z
∗)
] ≤ (1− γµ
2
)
E [Vzk(z∗)] + 2γ
(
2n1/q+1/2
√
ρnLτ + 4n
1/q+1/2√ρn∆
τ
)
Dp
+
γ2
2
(
48n2/qρnE
[‖F (zk)− F (z∗)‖22]+ 48n2/qρn‖F (z∗)‖22)
+
γ2
2
(
48n2/qρnσ
2 + 8n2/q+1ρnL
2
2τ
2 + 16
n2/q+1ρn∆
2
τ2
)
.
Using (8) and assuming γ ≤ µ/(96n2/qρnL2):
E
[
Vzk+1(z
∗)
] ≤ (1− γµ
4
)
E [Vzk(z∗)] + 2γ2
(
2n1/q+1/2
√
ρnLτ
γ
+
4n1/q+1/2
√
ρn∆
γτ
)
Dp
+γ2
(
24n2/qρn‖F (z∗)‖22 + 24n2/qρnσ2
)
+γ2
(
4n2/q+1ρnL
2
2τ
2 + 8
n2/q+1ρn∆
2
τ2
)
.
It remains to use (16) and get
E
[
VzN+1(z
∗)
] ≤ Vz0(z∗)
γµ
exp
(
−γµN
8
)
+
+
3500n2/qρn
µN
(‖F (z∗)‖22 + σ2)
+
600n2/q+1ρn
µ2N
(
L22τ
2 + 2
∆2
τ2
)
+
600n1/q+1/2
√
ρnDp
γµ2N
(
Lτ +
2∆
τ
)
.

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E Proof of Theorem 2
Lemma 9. Let z, g, g1/2 ∈ Rn and Z ⊂ Rn. Then for z1/2 = proxz(g) and
z1 = proxz(g1/2) and for all u ∈ Z we have
〈g1/2, z1/2 − u〉 ≤ Vz(u)− Vz1(u) +
1
2
‖g − g1/2‖2q − Vz(z1/2). (25)
Proof. Using (13) with z = z, z+ = z1, w = g1/2, u = u and with z = z,
z+ = z1/2, w = g, u = z1:
〈g1/2, z1 − u〉 ≤ Vz(u)− Vz1(u)− Vz(z1),
〈g, z1/2 − z1〉 ≤ Vz(z1)− Vz1/2(z1)− Vz(z1/2).
By summing these two inequalities, we get
〈g1/2, z1/2 − u〉 ≤ Vz(u)− Vz1(u) + 〈g − g1/2, z1 − z1/2〉
−Vz1/2(z1)− Vz(z1/2).
Applying Cauchy-Schwartz inequality and property: Vz1/2(z1) ≥ 1/2‖z1/2− z1‖2,
we have
〈g1/2, z1/2 − u〉 ≤ Vz(u)− Vz1(u) +
1
2
‖g − g1/2‖2q − Vz(z1/2).

Theorem.
– By Algorithm 2 with Full coordinates oracle under Assumptions 1, 2, 3 and
with γ ≤ 1/2L, we have
E[εsad(z¯N+1)] ≤
D2p
γN
+ 9γ
(
σ2 + nL22τ
2 +
2n∆2
τ2
)
+2
√
nDp
(
Lτ +
2∆
τ
)
, (26)
where
εsad(z¯N ) = max
y′∈Y
f(x¯N , y
′)− min
x′∈X
f(x′, y¯N ),
x¯N , y¯N are defined the same way as z¯N .
– By Algorithm 3 with Full coordinates oracle under Assumptions 1, 2(s), 3
and with p = 2 (Vx(y) = 1/2‖x− y‖22), γ ≤ 1/6L:
E
[‖zN+1 − z∗‖22] ≤ 12LD22µ exp
(
− µN
12L
)
+
450
µ2N
(
σ2 + nL22τ
2 +
2n∆2
τ2
)
+
150D2
γµ2N
(√
nLτ +
2
√
n∆
τ
)
. (27)
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Proof of (26). We begin with (25) and taking z = zk, g = γgf (zk, ek, τ, ξk),
g1/2 = γgf (zk+1/2, ek+1/2, τ, ξk+1/2), then z1/2 = zk+1/2, z1 = zk+1 and have
γ〈gf (zk+1/2, ek+1/2, τ, ξk+1/2 ), zk+1/2 − u〉
≤ Vzk(u)− Vzk+1(u)− Vzk(zk+1/2)
+
γ2
2
‖gf (zk+1/2, ek+1/2, τ, ξk+1/2)− gf (zk, ek, τ, ξk)‖2q
(11)
≤ Vzk(u)− Vzk+1(u)− Vzk(zk+1/2)
+
3γ2
2
‖F (zk+1/2)− F (zk)‖2q
+
3γ2
2
‖gf (zk+1/2, ek+1/2, τ, ξk+1/2)− F (zk+1/2)‖2q
+
3γ2
2
‖gf (zk, ek, τ, ξk)− F (zk)‖2q
(8)
≤ Vzk(u)− Vzk+1(u)− Vzk(zk+1/2)
+
3γ2L2
2
‖zk+1/2 − zk‖22
+
3γ2
2
‖gf (zk+1/2, ek+1/2, τ, ξk+1/2)− F (zk+1/2)‖2q
+
3γ2
2
‖gf (zk, ek, τ, ξk)− F (zk)‖2q.
Applying the property: Vzk(zk+1/2) ≥ 1/2‖zk+1/2 − zk‖2 ≥ 1/2‖zk+1/2 − zk‖22,
with γ ≤ 1/2L, we get
γ〈gf (zk+1/2, ek+1/2, τ, ξk+1/2), zk+1/2 − u〉
≤ Vzk(u)− Vzk+1(u)
+
3γ2
2
‖gf (zk+1/2, ek+1/2, τ, ξk+1/2)− F (zk+1/2)‖2q
+
3γ2
2
‖gf (zk, ek, τ, ξk)− F (zk)‖2q,
and
γ〈F (zk+1/2), zk+1/2 − u〉 ≤ Vzk(u)− Vzk+1(u)
+γ〈F (zk+1/2)− gf (zk+1/2, ek+1/2, τ, ξk+1/2), zk+1/2 − u〉
+
3γ2
2
‖gf (zk+1/2, ek+1/2, τ, ξk+1/2)− F (zk+1/2)‖2q
+
3γ2
2
‖gf (zk, ek, τ, ξk)− F (zk)‖2q.
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Taking the full expectation and using (20), (21) with (6):
E
[
γ〈F (zk+1/2), zk+1/2 − u〉
] ≤ E [Vzk(u)]− E [Vzk+1(u)]
+2γ
(√
nLτ +
2
√
n∆
τ
)
Dp
+3γ2
(
3σ2 + 3nL22τ
2 +
6n∆2
τ2
)
.
Summing over all k from 0 to N , we have
E
[
N∑
k=0
〈F (zk+1/2), zk+1/2 − u〉
]
≤ D
2
p
γ
+ 2N
(√
nLτ +
2
√
n∆
τ
)
Dp
+3Nγ
(
3σ2 + 3nL22τ
2 +
6n∆2
τ2
)
.
To finish the proof we need to connect
N∑
k=0
〈F (zk+1/2), zk+1/2−u〉 and εsad(z¯N+1).
By the definition of x¯N and y¯N , Jensen’s inequality and convexity-concavity of
f :
εsad(z¯N+1) ≤ max
y′∈Y
f
(
1
N + 1
(
N∑
k=0
xk+1/2
)
, y′
)
− min
x′∈X
f
(
x′,
1
N + 1
(
N∑
k=0
yk+1/2
))
≤ max
y′∈Y
1
N + 1
N∑
k=0
f(xk+1/2, y
′)− min
x′∈X
1
N + 1
N∑
k=0
f(x′, yk+1/2).
Given the fact of linear independence of x′ and y′:
εsad(z¯N ) ≤ max
(x′,y′)∈Z
1
N + 1
N∑
k=0
(
f(xk+1/2, y
′)− f(x′, yk+1/2)
)
.
Using convexity and concavity of the function f :
εsad(z¯N ) ≤ max
(x′,y′)∈Z
1
N + 1
N∑
k=0
(
f(xk+1/2, y
′)− f(x′, yk+1/2)
)
= max
(x′,y′)∈Z
1
N + 1
N∑
k=0
(
f(xk+1/2, y
′)− f(xk+1/2, yk+1/2) + f(xk+1/2, yk+1/2)− f(x′, yk+1/2)
)
≤ max
(x′,y′)∈Z
1
N + 1
N∑
k=0
(〈∇yf(xk+1/2, yk+1/2), y′ − yk〉+ 〈∇xf(xk+1/2, yk+1/2), xk − x′〉)
≤ max
u∈Z
1
N + 1
N∑
k=0
〈F (zk+1/2), zk+1/2 − u〉. (28)
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Proof of (27). Similarly to the previous proof, let begin with (25) and take
full expectation:
E
[‖zk+1 − z∗‖22] ≤ E[‖zk − z∗‖22]− 2γE[〈gf (zk+1/2, τ, ξk+1/2), zk+1/2 − z∗〉]
+γ2E
[‖gf (zk+1/2, τ, ξk+1/2)− gf (zk−1/2, τ, ξk−1/2)‖22]
−E[‖zk+1/2 − zk‖22]. (29)
Next we work with E
[‖gf (zk+1/2, τ, ξk+1/2)− gf (zk−1/2, τ, ξk−1/2)‖22]:
E
[‖gf (zk+1/2, τ, ξk+1/2)− gf (zk−1/2, τ, ξk−1/2)‖22]
(11)
≤ 3E [‖gf (zk+1/2, τ, ξk+1/2)− F (zk+1/2)‖22]
+3E
[‖gf (zk−1/2, τ, ξk+1/2)− F (zk−1/2)‖22]
+3E
[‖F (zk+1/2)− F (zk−1/2)‖22]
(20),(8)
≤ 3L2E [‖zk+1/2 − zk−1/2‖22]+ 6(σ2 + nL22τ2 + 2n∆2τ2
)
(11)
≤ 6L2E [‖zk+1/2 − zk‖22]+ 6L2E [‖zk − zk−1/2‖22]
+6
(
σ2 + nL22τ
2 +
2n∆2
τ2
)
≤ 6L2E [‖zk+1/2 − zk‖22]
+6γ2L2E
[‖gf (zk−1/2, τ, ξk−1/2)− gf (zk−3/2, τ, ξk−3/2)‖22]
+6
(
σ2 + nL22τ
2 +
2n∆2
τ2
)
.
In last inequality we use non-expansiveness of Euclidean prox operator. By sim-
ple transformation:
E
[‖gf (zk+1/2, τ, ξk+1/2)− gf (zk−1/2, τ, ξk−1/2)‖22]
≤ 12L2E [‖zk+1/2 − zk‖22]
+12γ2L2E
[‖gf (zk−1/2, τ, ξk−1/2)− gf (zk−3/2, τ, ξk−3/2)‖22]
−E[‖gf (zk+1/2, τ, ξk+1/2)− gf (zk−1/2, τ, ξk−1/2)‖22]
+12
(
σ2 + nL22τ
2 +
2n∆2
τ2
)
.
If γ ≤ 1/6L, then 12γ2L2 ≤ 1− µγ, and we can rewrite previous inequality:
E
[‖gf (zk+1/2, τ, ξk+1/2)− gf (zk−1/2, τ, ξk−1/2)‖22]
≤ 12L2E [‖zk+1/2 − zk‖22]
+(1− µγ)E [‖gf (zk−1/2, τ, ξk−1/2)− gf (zk−3/2, τ, ξk−3/2)‖22]
−E[‖gf (zk+1/2, τ, ξk+1/2)− gf (zk−1/2, τ, ξk−1/2)‖22]
+12
(
σ2 + nL22τ
2 +
2n∆2
τ2
)
. (30)
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Next we consider −2γE [〈gf (zk+1/2, τ, ξk+1/2), zk+1/2 − z∗〉]:
−2γE[〈gf (zk+1/2, τ, ξk+1/2), zk+1/2 − z∗〉]
= −2γE [〈F (zk+1/2), zk+1/2 − z∗〉]
+2γE
[〈F (zk+1/2)− gf (zk+1/2, τ, ξk+1/2), zk+1/2 − z∗〉]
≤ −2γE [〈F (zk+1/2), zk+1/2 − z∗〉]
+4γ‖E [F (zk+1/2)− gf (zk+1/2, τ, ξk+1/2)] ‖2D2
(21)
≤ −2γE [〈F (zk+1/2), zk+1/2 − z∗〉]
+4γ
(√
nLτ +
2
√
n∆
τ
)
D2
(17)
≤ −2γµE [‖zk+1/2 − z∗‖22]
+4γ
(√
nLτ +
2
√
n∆
τ
)
D2
≤ −γµE [‖zk − z∗‖22]+ 2γµE [‖zk+1/2 − zk‖22]
+4γ
(√
nLτ +
2
√
n∆
τ
)
D2. (31)
Combining (29), (30), and (31), we have
E
[‖zk+1 − z∗‖22] + E[‖gf (zk+1/2, τ, ξk+1/2)− gf (zk−1/2, τ, ξk−1/2)‖22]
≤ (1− γµ) (E[‖zk − z∗‖22]+ E [‖gf (zk−1/2, τ, ξk−1/2)− gf (zk−3/2, τ, ξk−3/2)‖22])
+(2γµ+ 12γ2L2 − 1)E [‖zk+1/2 − zk‖22]
+γ2
[
12
(
σ2 + nL22τ
2 +
2n∆2
τ2
)
+
4D2
γ
(√
nLτ +
2
√
n∆
τ
)]
.
With γ ≤ 1/6L we have 12γ2L2 ≤ 1− 2µγ and
E
[‖zk+1 − z∗‖22] + E[‖gf (zk+1/2, τ, ξk+1/2)− gf (zk−1/2, τ, ξk−1/2)‖22]
≤ (1− γµ) (E[‖zk − z∗‖22]+ E [‖gf (zk−1/2, τ, ξk−1/2)− gf (zk−3/2, τ, ξk−3/2)‖22])
+γ2
[
12
(
σ2 + nL22τ
2 +
2n∆2
τ2
)
+
4D2
γ
(√
nLτ +
2
√
n∆
τ
)]
.
It remains to apply (16) and then :
E
[‖zN+1 − z∗‖22] ≤ 6Lµ exp
(
− µN
12L
)(‖z0 − z∗‖22 + ‖gf (z0, τ, ξ0)− gf (z0, τ, ξ0)‖22)
+
36
µ2N
[
12
(
σ2 + nL22τ
2 +
2n∆2
τ2
)
+
4D2
γ
(√
nLτ +
2
√
n∆
τ
)]
.

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F Other approach for e in Algorithm 2
This algorithm is an easy modification of Algorithm 2. The only difference is
that we use the same direction e and random variable ξ within one iteration
Algorithm 4 zoESVIA (same direction)
Input: z0, N , γ, τ .
Choose oracle grad from G, gd, gf ..
for k = 0, 1, 2, . . . , N do
Sample indep. ek, ξk.
dk = grad(zk, ek, τ, ξk).
zk+1/2 = proxzk (γ · dk).
dk+1/2 = grad(zk+1/2, ek, τ, ξk).
zk+1 = proxzk (γ · dk+1/2).
end for
Output: zN+1 or z¯N+1.
G Proof of Theorem 3
Theorem 4. By Algorithm 2 under assumption 1, 2, 3 with Mixed oracle g˜f
and γ ≤ 1/2L, we get
E [εsad(z¯N )] ≤
D2p
γN
+ 2Dp
(√
nxL2τ +
2
√
nx∆
τ
)
+9γ
(
σ2 + nxL
2
2τ
2 +
2nx∆
2
τ2
)
. (32)
Proof of (32): We begin with (25) and taking z = zk, g = γg˜f (zk, ek, τ, ξk),
g1/2 = γg˜f (zk+1/2, ek+1/2, τ, ξk+1/2), then z1/2 = zk+1/2, z1 = zk+1 and we get
γ〈g˜f (zk+1/2, ek+1/2, τ, ξk+1/2 ), zk+1/2 − u〉
≤ Vzk(u)− Vzk+1(u)− Vzk(zk+1/2)
+
γ2
2
‖g˜f (zk+1/2, ek+1/2, τ, ξk+1/2)− g˜f (zk, ek, τ, ξk)‖2q
(11)
≤ Vzk(u)− Vzk+1(u)− Vzk(zk+1/2)
+
3γ2
2
‖F (zk+1/2)− F (zk)‖2q
+
3γ2
2
‖g˜f (zk+1/2, ek+1/2, τ, ξk+1/2)− F (zk+1/2)‖2q
+
3γ2
2
‖g˜f (zk, ek, τ, ξk)− F (zk)‖2q
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With (8) it gives
γ〈g˜f (zk+1/2, ek+1/2, τ, ξk+1/2 ), zk+1/2 − u〉
≤ Vzk(u)− Vzk+1(u)− Vzk(zk+1/2)
+
3γ2L2
2
‖zk+1/2 − zk‖22
+
3γ2
2
‖g˜f (zk+1/2, ek+1/2, τ, ξk+1/2)− F (zk+1/2)‖2q
+
3γ2
2
‖g˜f (zk, ek, τ, ξk)− F (zk)‖2q.
Applying the property: Vzk(zk+1/2) ≥ 1/2‖zk+1/2 − zk‖2 ≥ 1/2‖zk+1/2 − zk‖22,
with γ ≤ 1/2L, we get
γ〈g˜f (zk+1/2, ek+1/2, τ, ξk+1/2), zk+1/2 − u〉 ≤ Vzk(u)− Vzk+1(u)
+
3γ2
2
‖g˜f (zk+1/2, ek+1/2, τ, ξk+1/2)− F (zk+1/2)‖2q
+
3γ2
2
‖g˜f (zk, ek, τ, ξk)− F (zk)‖2q.
Taking the full expectation and using (20), (21) with (6):
E
[
γ〈F (zk+1/2), zk+1/2 − u〉
] ≤ E [Vzk(u)]− E [Vzk+1(u)]
+2γ
(√
nxL2τ +
2
√
nx∆
τ
)
Dp
+3γ2
(
3σ2 + 3nxL
2
2τ
2 +
6nx∆
2
τ2
)
.
It remains to sum up from k = 0 to k = N and use 28 and finish the proof of
this theorem.

