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THE NORMALITY OF CERTAIN VARIETIES OF
SPECIAL LATTICES
WILLIAM J. HABOUSH AND AKIRA SANO
Abstract. We begin with a short exposition of the theory of lat-
tice varieties. This includes a description of their orbit structure
and smooth locus. We construct a flat cover of the lattice variety
and show that it is a complete intersection. We show that the
lattice variety is locally a complete intersection and nonsingular in
codimension one and hence normal. We then prove a comparison
theorem showing that this theory becomes parallel to the function
field case if linear algebra is replaced by p-linear algebra. We then
compute the Lie algebra of the special linear group over the trun-
cated Witt vectors. We conclude by applying these results to show
how to describe the canonical bundle on the lattice variety and we
use the description to show that lattice varieties are not isomorphic
to the analogous objects in the affine Grassmannian.
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2 W. J. HABOUSH AND A. SANO
1. Introduction
In two recent papers, the senior author of this paper constructed
varieties parametrizing certain families of lattices over a certain discrete
valuation ring. The direct limit of these varieties is viewed as a mixed
characteristic analogue of the infinite Grassmann variety. Let k be
the algebraic closure of Fp, the field with p elements, let O = W(k)
denote the ring of Witt vectors of k (see [JPS2, p.41 & ff]) and let
K denote its field of fractions. Let ξ : k → O denote the extended
multiplicative representative map, that is, the classical multiplicative
representative on k∗ extended to k by setting ξ(0) equal to 0. Then
elements of O can all be uniquely represented as sums w(x0, x1, . . . ) =∑∞
i=0 ξ(xi)
p−ipi. The exponents are unavoidable if the multiplication is
to be a polynomial map. The product of two Witt vectors with only
one nonvanishing component is given by the formula:
ξ(x)p
−s
ps · ξ(y)p
−r
pr = ξ(xp
r
yp
s
)p
−r−s
pr+s.
In particular, multiplication by p is a purely inseparable map. This
also means that if r < 0, one must use a p−r’th root of x to describe
the multiplication. For this reason K, the field of fractions of O, does
not carry an algebraic multiplication. The fraction field does carry
a structure as an inductive limit of group schemes for the additive
structure and this additive structure is defined over Fp (but not over
Z). One may treat GL(n,O) as a transformation group acting on the
module On. On the n-dimensional vector space Kn it acts at most as
a quasialgebraic group (see [JPS] for the definition). This is one of the
central problems of this paper as well as the papers [WH] and [WH2].
Choose a free O-submodule of Kn which we write F = On. A lat-
tice is a free rank-n O-submodule of Kn. It is called special if its n’th
exterior power is equal to the n’th exterior power of F . Let Latnr (K)
denote the set of special lattices contained in p−rF . The most signifi-
cant results of [WH] concern this object. It is shown to be projective,
reduced and irreducible over k and it is shown to have an algebraic
action of the group SL(n,O). The orbit structure of Latnr (K) under
this group and under an Iwahori subgroup as well are described and
the tangent space to a lattice in Latnr (K) is computed. Section 2 of
this paper consists of a review of these results.
It is interesting to contrast the constructions in this paper and those
in [WH] and [WH2] with those used by various authors in studying the
infinite Grassmannian. This theory, which originates in works of H.
Garland [HG] and of G. Segal [PS] on the loop Grassmannian, found its
algebraic expression in such work as [KL] or [Lu]. There one considers
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points in classical Grassmann varieties fixed under a nilpotent endo-
morphism T. The T -fixed subspaces of fixed codimension can be viewed
as k[[T ]]-modules residually of a given dimension and of a fixed length.
Since one is working with a Grassmannian, points naturally correspond
to vector subspaces and it is T -fixedness which is a nontrivial condition.
To construct the lattice varieties one must consider k∗-stable subgroups
of the unipotent commutative group scheme p−rF/p(n−1)rF of codimen-
sion nr that are O-submodules. This means they must be fixed under
the uniformizing parameter p which is automatic since p ∈ Z, and fixed
under k∗ which is nontrivial. This is exactly opposite to the situation
in the infinite Grassmannian. The k∗-closedness amounts to requiring
that the subgroups correspond to projective subschemes of the quotient
of p−rF/p(n−1)rF \ {0} by the k∗-action. Hence one must work with a
Hilbert scheme and in consequence one obtains a flat universal family
but at the expense of not having a very explicit construction. The uni-
versal family of lattices is birational to the affine cone over the universal
family associated to the Hilbert scheme of (p−rF/p(n−1)rF \ {0})/k∗.
The flatness of this family, which is automatic on the complement of
the null section, is an important result in [WH] (Lemma 8 and Propo-
sition 6, p.87 and Theorem 4, p.89). It is intimately related to the
flatness of the universal family on the Hilbert scheme. All of the issues
in this paragraph and the one above are discussed at length in [WH].
This paper contains several important new results. The first is a
proof that Latnr (K) is normal and locally a complete intersection. This
is done in two steps. First in Section 3, a “matrix” cover of the lattice
variety is constructed as a subset of an n-fold relative Cartesian power
of the universal family of lattices, and it is shown to be a complete
intersection. In Section 4, the proof of normality is given. The first
version of the proof, which was influenced by [KP], was given in [AS]. In
Section 5 we extend a result of [WH2] to show that Latnr (K) is naturally
isomorphic to a scheme of lattices over a noncommutative power series
ring (the Ore ring). Thus we can think of Latnr (K) as either a mixed
characteristic analogue of the function field infinite Grassmannian or a
noncommutative analogue of the same scheme. In section 6 we use this
second characterization to show that Latn1 (K) contains an open subset
equivariantly isomorphic to a set of p-linear nilpotent transformations.
The equations for this scheme are rather different than those of the
nilpotent cone. In Section 7 we show that the smooth locus of the
lattice variety is a fiber space over Pn−1k with fibers that are affine
spaces with a p-adic linear fractional modular action.
In [WH2] it is proven that the Picard group of the smooth locus of
Latnr (K) is isomorphic to Z with an ample generator. Moreover, as we
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already mentioned the smooth locus consists of a single SL(n,O)-orbit
and its complement is of codimension two. Hence any finite reflexive
sheaf and in particular any locally free sheaf is determined by its re-
striction to the smooth locus which is a homogeneous space. Hence
by normality line bundles may be computed on the smooth locus and
they are uniquely determined. Since the smooth locus is a homogeneous
space, a line bundle is determined by a character on the stabilizer of a
point. In section 8 we carry out the computations necessary to describe
the canonical bundle. We also observe that if the same calculation were
carried out on the affine Grassmannian a different integer would occur
and so the two schemes are certainly not isomorphic.
Finally we conclude the paper with two appendices which give some
further details on some of the proofs in [WH] and [WH2]. We had not
thought these details necessary but persistent questions from colleagues
have led the senior author to believe that it is appropriate to expand
upon them.
2. Lattice Varieties
Write e1, . . . , en for the standard K-basis of K
n so that it is an O-
basis of F . If L is any lattice in Kn, then
∧
O L = p
dL
∧
O F for some
dL ∈ Z. Then dL is the discriminant of L with respect to F and it is
equal to ℓ(F/(L ∩ F )) − ℓ(L/(L ∩ F )) where, for M an O-module of
finite length, ℓ(M) denotes its length. Special lattices are lattices of
discriminant 0. Then the fundamental existence result is:
Proposition 2.1. [WH, §3, Proposition 6] Let q,m and N be three
integers such that q < m and N < n(m − q). Then there is a k-
scheme L(q,m;N) which is projective and of finite type over k and a
flat commutative L(q,m;N)-group scheme U(q,m;N) ⊆ pqF/pmF ×k
L(q,m;N) which is a universal family of flat module subschemes of
pqF/pmF of dimension N parametrized by L(q,m;N). That is, for
any k-scheme Y and any flat Y -group scheme M whose fibers are O-
submodules of pqF/pmF of length N , there is a unique map f : Y →
L(q,m;N) so that M≃ Y ×L(q,m;N) U(q,m;N).
A remark is in order. If a lattice L is in pqF and it is of codimension
d, then L ⊇ pq+dF . This means that for a given codimension d, the
scheme L(q,m;n(m − q) − d) is independent of m so long as m ≥
q + d. This is exactly the condition that guarantees that every lattice
of codimension d in pqF contains pmF .
By definition, Latnr (K) is L(−r, (n − 1)r;n(n − 1)r), and its uni-
versal family is Unr . By means of a suitable power of an n-fold prod-
uct of the verschiebung, Latnr (K) may be shown to be isomorphic to
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L(0, nr;n(n − 1)r). In what follows we will view Latnr (K) as this
scheme. This can be thought of as the set of lattices in F of dis-
criminant nr. The proalgebraic group SL(n,O) operates canonically
on F and it preserves the discriminant, hence it operates algebraically
on Latnr (K) [WH, §3.4, Lemma 12, Definition 23 and following]. Note
that in [WH] we do not identify the two schemes. There they are
written as Lr(F ) and Lat
n
r (K).
3. Bases of Fixed Discriminant
The results of this section are auxiliary to those of the next. We
construct the schemes and maps which will be used to prove our major
results. The first such object is the scheme of bases.
Each lattice of discriminant nr in F contains pnr+1F . Hence if L is of
discriminant nr in F , it is uniquely determined by L/pnr+1F . If L is a
k∗-stable subgroup of F/pnr+1F of codimension nr, its inverse image in
F is a lattice of discriminant nr (see the proof of proposition 6 of §3.4 of
[WH], the proposition quoted above). The quotient F/pnr+1F can be
viewed as a free module over the truncated Witt vectors Wnr+1(k) =
O/pnr+1O. If u is a truncated Witt vector, we may write it uniquely as∑nr
i=0 ξ(xi)
p−ipi where the bar denotes residue class mod pnr+1. Hence
if ui is a vector in F/p
nr+1F , it has coordinates {ui,j : j = 1, . . . , n}
each of which may be written as ui,j =
∑nr
s=0 ξ(xi,j,s)
p−sps. Hence an
ordered set of n elements of F/pnr+1F , which we write u1, . . . ,un, can
be thought of as a point with the n2(nr + 1) coordinates xi,j,s, where
ui = (ui,1, . . . , ui,n) and ui,j =
∑nr
s=0 ξ(xi,j,s)
p−sps. Thus the space of
n-tuples of vectors in F/pnr+1F is affine n2(nr + 1)-space with the
coordinates xi,j,s. Write S for this set of indeterminates. In subsequent
sections we shall omit the bar on p when it is a residue class.
If u1, . . . ,un is such an n-tuple of vectors, then u1 ∧u2 ∧ · · · ∧un =
∆e1 ∧ · · · ∧ en where ∆ is the determinant of the matrix with entries
ui,j. Since ∆ is a polynomial in a set of Witt vectors, we may write:
(3.1) ∆ =
nr∑
i=0
ξ(δi(S))
p−ipi
Here each of the δi is a polynomial in the set S of indeterminates xi,j,s.
To require that the determinant ∆ be of p-adic valuation nr is exactly
to require that δi = 0, i < nr, δnr 6= 0. Hence the set of ordered n-
tuples of vectors {u1, . . . ,un}, whose exterior product u1∧u2∧· · ·∧un
is of valuation nr, is the spectrum of the ring k[S]δnr/I where I is the
ideal generated by δ0, . . . , δnr−1. That is, it is an affine subscheme of a
closed subscheme of the affine n2(nr+1)-space of codimension at most
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nr. In particular, if it can be shown that it is a variety of dimension
n2(nr+1)− nr, it is a complete intersection scheme. It suffices that it
be shown to be irreducible and generically reduced.
Definition 3.1. The scheme of bases in F of discriminant nr is the
scheme Spec(k[S]δ′nr/I). We will write it Bnr(F ).
This is a functorially defined scheme. That is, by defining it by
means of the particular equations we have specified for it we may say
that for any k-scheme, Z, the functor of points, Homk(Z,Bnr(F )), can
be viewed as the set of equivalence classes modulo prn+1F of ordered
sets of n sections of F ×k Z which are globally linearly independent
over the ring of global Witt vectors over Z and which generate a sub-
module with the specified discriminant. On a more explicit level it
is a scheme of matrices over O/pnr+1O. If {u1, . . . , un} is any base of
discriminant nr we may think of it as a matrix in Mn(O/pnr+1O)with
columns u1, . . . , un. It will be a matrix with determinant a unit multi-
ple of pnr. Conversely given any such matrix, its columns are a base of
discriminant nr.
Lemma 3.2. The scheme of bases of discriminant nr is irreducible.
Proof. Let G = SL(n,O/pnr+1O). Then G×kG operates on the scheme
of bases of discriminant nr. If U is a base of discriminant nr and (σ, τ) ∈
G×G, then σUτ−1 is again a base of discriminant nr. As a consequence
of the Iwahori decomposition every base is in the orbit of a base of the
form pr1e1, . . . , p
rnen where the ri may be taken in nonincreasing order.
If ri > rj we construct a path of bases parametrized by the affine line
Spec(k[t]) which is in the orbit of pr1e1, . . . , p
ri+1ei, . . . , p
rj−1ej , . . . p
rnen
for t invertible and which is just the given base for t = 0.
Just use the base which is the same as the given one for q 6= j but
in which prjej is replaced by uj = p
rjej + ξ(t)p
ri−rj+1ei. For t = 0
one clearly obtains the given base. When t is invertible leave all but
the i’th and j’th columns alone. Notice that the vectors priei and
uj can be replaced by ξ(t)(p
riei − ξ(t)−1pri−rj+1) and ξ(t)−1uj. Thus
the i’th vector is now pri+1ej while the i’th entry in ξ(t)
−1uj is p
rj−1.
After multiplying by appropriate permutations this means that the
base {pr1e1, . . . , priei, . . . , prjej, . . . prnen} is in the closure of the orbit
of the base {pr1e1, . . . , pri+1ei, . . . , prj−1ej , . . . prnen}. By a sequence of
such paths one sees that every base is in the closure of the orbit of
the base {pnre1, e2, . . . , en}. Hence that orbit is dense. Irreducibility
follows. 
Remark 3.3. If one crudely uses the family of bases described above to
span a family of lattices over the family of bases one finds that the fiber
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at 0 is not reduced. The path described above can be thought of as a
path in a Cartesian power universal family of lattices. As such it has a
vertical tangent at t = 0 and so in the lattice variety it gives rise to a
singular path and a nonflat family. To obtain the proper deformation
of lattices with a reduced fiber at 0 one must take the total space
of this deformation and replace it by its normalization. Alternatively
one may construct explicit deformations that show that any lattice of
co-rank nr can be obtained from the maximal lattice by a sequence
of flat deformations. We will give such an explicit construction in an
appendix.
Suppose that {u1, . . . ,un} is a base of discriminant nr and that v is
another vector in On. Let L be the lattice spanned by the ui. Then it
is an exercise in the theory of elementary divisors to prove that v ∈ L
if and only if Ov + L is also of discriminant nr. Write L′ = Ov + L.
To say that L′ is of discriminant nr is to say that
∧n
O L
′ = pnr
∧n
O F.
Let ∆j be the determinant all of whose columns but the j’th are the
ui and whose j’th column is v. Now
∧n
O L
′ is generated by u1∧· · ·∧un
and the n products, u1 ∧ · · · ∧ uj−1 ∧ v ∧ uj+1 · · · ∧ un. Thus the
discriminant of L′ is the colength of the ideal generated by ∆ and the
n determinants ∆j. Write v = (v1, . . . , vn) and vj =
∑nr
s=0 ξ(vi,s)
p−sps.
Write T for the set of indeterminants:
S
⋃
{vi,s : 1 ≤ i ≤ n; 0 ≤ s ≤ nr}.
Reasoning as in the paragraph preceding (3.1), we may write:
(3.2) ∆j =
nr∑
i=0
ξ(ηj,i(T ))
p−ipi
Definition 3.4. The spanning family over Bnr(F ) is the closed sub-
scheme of Spec(k[T ]δnr) defined by the polynomials δj , 0 ≤ j ≤ nr− 1
and ηj,i j = 1, . . . , n, 0 ≤ i ≤ nr − 1 with its induced reduced struc-
ture. This scheme will be written U(B).
There is a natural homomorphism from the coordinate ring of Bnr(F )
to the coordinate ring of U(B). Just note that k[S]δnr ⊆ k[T ]δnr and
that the ideal defining Bnr(F ) is a subset of the set of polynomials
defining U(B). The associated morphism of schemes will be written
f : U(B)→ Bnr(F ).
Lemma 3.5. The geometric points of U(B) are the (n + 1)-tuples
(v,u1, . . . ,un) where v and the ui are n-vectors in O such that
(u1, . . . ,un) is a base of discriminant nr and v is in the O-span of
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the ui. The map f sends the geometric point (v,u1, . . . ,un) to the
base (u1, . . . ,un).
Proof. Then the n + 1-tuple (v,u1, . . . ,un) will consist of a base of
discriminant nr and a vector v such that v is in the lattice spanned
by the ui if and only if δnr is invertible and δj, 0 ≤ j ≤ nr − 1,
and the polynomials ηj,i, j = 1, . . . , n, 0 ≤ i ≤ nr − 1 are all 0.
One implication is clear. To see that the vanishing of the n(nr + 1)
polynomials and the invertibility of δnr imply that the point in question
defines a base and a vector in the span of that base, just lift each
of the vectors ui and v to vectors in On. Denote the corresponding
vectors (v∗,u∗1, . . . ,u
∗
n). Call the determinants of the matrices with
these vectors as columns like those above in the discussion preceding
(3.2) ∆∗ and ∆∗j . These are quantities in O congruent modulo p
nr+1
to ∆ and ∆j j = 1, . . . , n. Then Cramers rule states that the solution
to the matrix equation (u∗1, . . . ,u
∗
n)
(
x∗
1
...
x∗n
)
= v∗ is given by x∗i =
∆∗i (∆
∗)−1. Now the polynomial equations given and the condition δnr
is invertible together imply that the value of ∆∗ is exactly nr while the
values of the ∆∗i are all greater than or equal to nr. Hence the x
∗
i are all
in O and so their residue classes which we write xi satisfy v =
∑n
1 xiui.
The assertion concerning f is clear. 
Remark 3.6. We warn the reader that this process does not produce
a polynomial map. To divide by (∆∗) is to divide by a unit multiple
of pnr. Inverting a unit in O∗ results in a Witt vector whose entries
are polynomials in its coordinates and the inverse of its 0-component.
(This is a somewhat nontrivial exercise.) Inverting pnr however involves
taking pnr’th roots of the coordinates of the Witt vector in question.
Since k is perfect the solution described above is fine for geometric
points but if one wishes to solve the problem for R-points the solution
v will be an Rp
−nr
-point.
We comment here on what we are proving in this section. We estab-
lish two main results. The first is a proof, rather direct and explicit,
that Bnr(F ) is a complete intersection. Then we must show that the
map which assigns to each base of discriminant nr the lattice it gener-
ates is a faithfully flat morphism of schemes. In this section we show
that it is a smooth morphism of schemes. Since there is no explicit de-
scription of the scheme Latnr (K), this can only be done by considering
the functor which it represents. Maps to Latnr (K) correspond to flat
families of lattices and so showing the existence of a map is the same
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as constructing a flat family. The flat family over Bnr in this instance
is the spanning family U(B).
Lemma 3.7. The scheme Bnr(F ) is generically rational of dimension
(n2−1)(nr+1)+1 = n2(nr+1)−nr. That is it contains a dense open
rational subset.
Proof. Recall Theorem 6, p. 113 of [WH]. A lattice L ⊆ F is a smooth
point of Latnr (K) if it can be written in the form L
′⊕Opnrv where L′ is a
rank n−1 direct summand of F and F = Ov⊕L′. Clearly, {u1, . . . ,un}
is a basis for such a lattice if and only if some (n−1)× (n−1) minor of
the matrix with the ui as columns has unit determinant. For simplicity
we consider those bases for which the lower right (n−1)×(n−1) minor
is a unit, whence the last n− 1 columns span a direct summand.
Write the matrix U = (u1, . . . ,un) in the form:(
u1,1 U1,2
U2,1 U2,2
)
.
In this expression, u1,1 ∈ O/pnr+1O, U1,2 is a row of length n − 1
with entries in the same ring and the lower entries are matrices of the
obvious dimensions. Then γ = det(U2,2) is a function on Bnr(F ) with
value in O/pnr+1O and so we may write:
γ =
nr∑
i=0
ξ(γi)
p−ipi.
In this expression, the γi are global functions on the scheme Bnr(F ).
Then D(γ0), the principal open set defined by γ0, is exactly the set on
which detU2,2 is invertible in O/pnr+1O. The determinant of the full
basis matrix U = (u1, . . . ,un) as an element ofO/pnr+1O is of the form
ξ(t)p
−nr
pnr ∈ O/pnr+1O. Write di,j for the determinant of the minor of
U obtained by deleting the i’th column and the j’th row. Note that
d1,1 = γ. Then
∑n
j=1(−1)
1+ju1,jd1,j = ξ(t)
p−nrpnr. Since d1,1 = γ, we
may write:
(3.3) u1,1 = γ
−1(ξ(t)p
−nr
pnr −
n∑
j=2
u1,j(−1)
1+jd1,j).
On D(γ0) this expression can be realized as a truncated Witt vector
whose Witt components are polynomials in regular functions on D(γ0).
This is true of the points of Bnr(F ) in the affine scheme Spec(R) for
any k-algebra R.
Thus for any such R and (i, j) 6= (1, 1), we may let the ui,j vary
over the R-points of a dense open subspace of (O/pnr+1O)n
2−1 and
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choose t ∈ R∗ arbitrarily and take u1,1 given by formula (3.3). That
is, we have parametrized the R-points of D(γ0) as the R-points of a
dense open subset of (O/pnr+1O)n
2−1× k∗. That is, for each k-algebra
R, the R-points of D(γ0) are functorially equal to the R-points of a
dense open subset of (O/pnr+1O)n
2−1× k∗. It is a fact well known and
extensively applied in the theory of group schemes (the discussion in
[JJ] and [DG] is based on it) that, if the R-points of a k-scheme X
are functorially isomorphic to the R-points of a k-scheme Y for each k-
algebra R, then X and Y are isomorphic. Hence D(γ0) is isomorphic to
a dense open subset of an affine space of dimension (n2−1)(nr+1)+1 =
n2(nr + 1)− nr, and so it is rational and hence integral as well. 
Proposition 3.8. The scheme Bnr(F ) is an affine complete intersec-
tion.
Proof. By Lemma 3.7 and lemma 3.2, Bnr(F ) is irreducible, generically
reduced and of dimension n2(nr+1)−nr.On the other hand it is defined
by the nr equations δ0, . . . , δnr−1 in the principal open subset of affine
space Spec(k[S]δnr . The set of indeterminates S consists of n
2(nr + 1)
indeterminates and so Spec(k[S]) is affine n2(nr+1) space. The result
is immediate. 
We now construct a map from Bnr(F ) to Latnr (K). That is we con-
struct a flat family. It is the map which sends a base to the lattice
it generates. Hence we must construct a flat family parametrized by
Bnr(F ) whose fiber at a base is the lattice spanned by that base.
Write Onnr+1 for the n-fold product of O/p
nr+1O with itself over
Spec k. Then there is a natural map of schemes
α : Onnr+1 ×k Bnr(F )→ F/p
nr+1F ×k Bnr(F ).
For a k-scheme T let ai be in Homk(T,Onr+1) and let (u1, . . . ,un) be in
Homk(T,Bnr(F )).There is a natural map which sends (a1, . . . , an), ai ∈
Homk(T,Onr+1), i = 1, . . . , n to the point (
∑n
i=1 aiui,u1, . . . ,un) ly-
ing in Homk(T, F/p
nr+1F ×k Bnr(F )). This is an additive map of T
valued points of Bnr(F )-group schemes. It is functorial in T and so it
corresponds, under Yoneda’s lemma to a map of Bnr(F )-group schemes.
Lemma 3.9. The image of α is the scheme U(B).
Proof. Consider the point set image of closed points inOnnr+1×kBnr(F ).
Since all the schemes under consideration are schemes of finite type over
the algebraically closed field k, closed points are the same thing as k-
points. A k-point in the source is a 2n-tuple (a1, . . . , an;u1, . . . ,un)
where the ai are in Onr+1 and the ui constitute a base of discriminant
nr. By definition α(a1, . . . , an;u1, . . . ,un) = (
∑n
i=1 aiui,u1, . . . ,un).
VARIETIES OF SPECIAL LATTICES 11
This is evidently a point in U(B). By Lemma 3.5, since closed points
are k-points, the map is evidently surjective. Thus α is a morphism of
Bnr(F )-group schemes from O
n
nr+1 ×k Bnr(F ) to F/p
nr+1F ×k Bnr(F )
whose image is the closed subscheme U(B). Now the subscheme U(B)
is the scheme defined by certain equations but with the reduced sub-
scheme structure. On the other hand α is a map from a variety. In
fact Onnr+1 ×k Bnr(F ) is the product over k of a rational variety with
an affine space and so it is a variety. The image of an integral scheme
is integral and so reduced. It follows that the image of α is exactly
U(B). 
Lemma 3.10. The group scheme U(B) is smooth over Bnr(F ).
Proof. First consider the fiber of U(B) over the base U = (u1, . . . ,un).
By Lemma 3.5, the geometric points of the fiber are quantities
∑
i aiui
in F/pnr+1F. On the other hand, base extending the surjective mor-
phism α by the geometric point U : Spec(k) → Bnr(F ) yields the sur-
jective map Onnr+1 → f
−1(U). That is the fiber over U is a group scheme
over k which is the surjective image of an integral groupscheme. Hence
it is integral and connected and so smooth. Each fiber is a subgroup
of F/pnr+1F of discriminant nr and so of dimension n(nr + 1) − nr.
That is U(B) is a group scheme of finite type over the integral scheme
Bnr(F ) which is itself of finite type over k and its fibers are smooth
and equidimensional. It follows that it is a smooth group scheme over
Bnr(F ). 
What we have shown is that U(B) is a flat scheme of lattices over
Bnr(F ). Since the lattices are of codimension nr in F this determines
a morphism β : Bnr(F )→ Latnr (K) so that U(B) = U
n
r ×Latnr (K)Bnr(F )
and β is unique up to multiplication by a unit of O.
Definition 3.11. The map β : Bnr(F )→ Latnr (K) determined by the
flat family of lattices U(B) will be referred to as the generating map.
Remark 3.12. Let X be an integral separated scheme of finite type over
k and let f : H → X be a flat group scheme separated and of finite type
over X with smooth connected fibers over all points. Suppose further
that for each x ∈ X the fiber f−1(x) is equidimensional of dimension
N and that for any point h ∈ H the equation N +dim(X) = dimh(H)
holds. Then H is smooth over X.
This follows for example from [EGA] IV, part 4, Theorem 17.5.1
which asserts that a morphism locally of finite presentation is smooth
if and only if it is flat and has smooth fibers. It will be used below.
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4. The Main Theorem
The main substance of the proof of the Main Theorem in this sec-
tion is a demonstration that the generating morphism β : Bnr(F ) →
Latnr (K) is a smooth morphism. We do this by embedding it as a
dense open subset of a smooth group scheme over Latnr (K). Once this
is established the main theorem follows easily.
Consider the universal family Unr . It is a closed subscheme of
F/pnr+1F×kLatnr (K). It is flat by construction with smooth equidimen-
sional fibers and Latnr (K) is integral ([WH], Theorem 4). It thus meets
the conditions of Remark 3.12 and is hence a smooth group scheme
over Latnr (K). Form the n-fold relative fiber product U
n
r ×Latnr (K)
Unr ×Latnr (K) · · · ×Latnr (K) U
n
r , and write it U
n
r (n). Then U
n
r (n) is closed
in (F/pnr+1F )n×k Latnr (K) and moreover it is a smooth group scheme
over Latnr (K).
Theorem 4.1. There is an open embedding g of Bnr(F ) onto a prin-
cipal open subset of Unr (n). The generating morphism
β : Bnr(F )→ Lat
n
r (K)
is a smooth morphism which induces an isomorphism from U(B) to the
fiber product Unr ×Latnr (K) Bnr(F ).
Proof. Let h : Unr (n) → (F/p
nr+1F )n be the composite of the closed
embedding Unr (n) →֒ (F/p
nr+1F )n ×k Latnr (K) and the projection on
the first factor. Write π : Unr → Lat
n
r (K) for the natural map and write
πn : Unr (n)→ Lat
n
r (K) for its Cartesian exponentiation to U
n
r (n).
Both Bnr(F ) and Unr (n) are varieties of finite type over the alge-
braically closed field k. Hence if we specify algebraic maps between
Bnr(F ) and some open subset of U
n
r (n) which are inverse to each other
on geometric points they are inverse as maps of schemes.
We define functions on Unr (n) which we call ν0, ν1, . . . , νnr by taking
νj = δj ◦ h where δj is the function defined by equation 3.1. The
closed points of Unr (n) are ordered n-tuples of vectors with entries in
O/pnr+1O together with a lattice of discriminant nr in which they lie.
On the k-point (L,u1, . . . ,un), νj is the Witt j’th component of the
determinant of the matrix (u1, . . . ,un) (Recall that the uj are columns
with entries in Onr+1). Since all of the vectors occurring in any point
of Unr (n) lie in a lattice of discriminant nr, namely L, the functions νj
are all identically zero for j < nr. It follows that the image of h lies in
the vanishing set of δ0, . . . , δnr−1in (F/p
nr+1F )n, that is, the Zariski
closure of Bnr(F ) in (F/pnr+1F )n. The condition νnr 6= 0 defines a
principal open subscheme of Unr (n) in which all of the n-tuples obtained
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by excluding the lattice component are ordered bases of discriminant
nr. Call this principal open subset Z. We have just shown that h is a
map of schemes from Z to Bnr(F ). It is trivially surjective.
Now we construct a map inverse to h. The variety Bnr(F ) is a sub-
scheme of (F/pnr+1F )n. Let η : Bnr(F ) → (F/pnr+1)n be the natural
embedding. It is a closed embedding into a principal open subset. Let
g be the map (η, β) into (F/pnr+1F )×k Latnr (K). Then the image of g
is evidently in Unr (n). Since the points of Bnr(F ) are bases, this image
is contained in Z. The maps g and h are clearly inverse to each other
on geometric points. Hence g is an isomorphism from Bnr(F ) onto Z.
Now Z is a principal open subset of Unr (n) which is a smooth group
scheme over Latnr (K). Hence β, which is the composition of the open
embedding g and the smooth projection πn is also smooth. That is the
main assertion of the theorem.
For the last assertion notice that β is defined as the map to Latnr (K)
(Equation 6.3)corresponding to the flat family U(B). In [WH] Latnr (K)
is defined as the scheme representing the functor “isomorphism classes
of flat families of lattices” and Unr is the universal family making it
a fine moduli scheme. Thus it is a matter of definition that U(B) is
isomorphic to Unr ×Latnr (K) Bnr(F ). 
We may now turn to the main theorem which is actually little more
than a corollary to Theorem 4.1. The argument is parallel to the argu-
ments of [KP]. The first proof of this was given by the junior author
in [AS].
Theorem 4.2 (Main Theorem). The lattice variety Latnr (K) is a
normal, projective algebraic variety which is locally a complete inter-
section.
Proof. Consider Bnr(F ). There is an open subset of an affine space in
which it is a complete intersection. Moreover by Theorem 4.1, there
is a smooth, surjective morphism β : Bnr(F ) → Latnr (K). Hence by a
theorem of L. Avramov (see [LA] or the remark following Theorem 23.6
on p. 182 in [HM]), Latnr (K) is locally a complete intersection. Now
by Theorem 6 on p. 113 of [WH], the singular locus of Latnr (K) is of
codimension two. Consequently by the criterion of Serre, Latnr (K) is
normal. 
We recall the definition of a “quotient morphism” in [AB]. Designed
to cover the most simple quotients over fields of positive characteristic,
this definition is a parallel to the corresponding notion in [GIT]. A
classical quotient morphism is a surjective open map π : V →W such
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that OW (U) is the set of functions on π−1(U) constant on the fibers of
π. The following was established in [AS].
Corollary 4.3. The map β : Bnr(F )→ Latnr (K) is a classical quotient
morphism. Moreover the fibers of β are GL(n,O/pnr+1O)-orbits.
Proof. By Lemma 6.2 on p.95 of [AB], this will be true if β is a sur-
jective open separable map from an irreducible variety onto a normal
variety. Now β is a smooth surjective morphism by Theorem 4.1. Hence
it is open and separable. The scheme Latnr (K) is a normal variety by
Theorem 4.2 and by the Lemma 3.7 Bnr(F ) is reduced and irreducible.
The conditions of the lemma are satisfied and so the map is a classical
quotient map.
To see that the fibers of β are orbits, let us consider the fiber over the
lattice L. It consists of the set of n-tuples of elements (u1, . . . ,un) ∈
(L/pnr+1F )n which can be represented as classes of the column spaces of
matrices in Mn(O) with determinant of the form
∑
j≥nr ξ(δj)
p−jpj such
that δnr 6= 0. Over O any two such matrices differ by multiplication
by an element of GL(n,O). This certainly implies the result. 
Note that Bnr(F ) is not a principal bundle over Lat
n
r (K). The infi-
nite dimensional version of the same construction is a principal bundle
for the proalgebraic group GL(n,O), but in passing to the finite dimen-
sional situation of Unr viewed as a subscheme of Lat
n
r (K)×k F/p
nr+1F
one could at best hope to use a nonconstant group scheme such as
the scheme of module automophisms of Unr . For a principal G-bundle
π : X → Y , the group of G-automorphisms of each fiber of π is iso-
morphic to G. In the case at hand the automorphisms of the fiber over
L is the finite dimensional algebraic group AutO(L/p
nr+1F ) and this
changes as the elementary divisors of L change.
5. Comparison to the Classical Case
The results and methods of the previous section raise the question
of whether there are greater similarities between lattice varieties and
the corresponding Schubert cells of infinite Grassmann varieties. In
this section as well as the next we will show that there is an intrigu-
ing analogy. More specifically, we show that many constructions are
virtually identical provided one replaces linear algebra with p-linear
algebra. We begin by recalling certain results of [WH]and [WH2]. In
[WH2] the senior author constructed a certain canonical sequence of
compatible projective embeddings of the schemes Latnr (K). This was
done through a careful study of the Lie algebra functor on O-lattices
of rank n. For any algebraic k-group H , write L(H) for its Lie algebra.
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Recall that, over a field of positive characteristic, the Lie algebra of an
algebraic group is a restricted Lie algebra, that is, a Lie algebra with
a formal p’th power satisfying the Jacobson identity. The general case
is discussed below in Section 8 but the Lie algebra of a commutative
group scheme is just a vector space with a p-linear endomorphism. The
p-linear endomorphism is nothing but the p’th power operation on left
invariant vector fields.
Write O for the set of formal series
∑∞
i=0 aiθ
i, ai ∈ k. These formal
series form a ring subject to the multiplication θa = apθ. We call this
the complete Ore ring on k. It is not a k-algebra; it is easy to see that its
center is just Fp. We shall write it unadorned to signify the left module
over itself and we shall write O′ for O viewed as a right O-module. In
[WH2] or in [JPS2], it is shown that the Lie algebra of the additive
proalgebraic group O is just O and that the Lie algebra of O/psO is
O/θsO. Further, since the Lie algebra of a product is the product of
the Lie algebras, L(F ) = On. Write F for On, particularly when it is
thought of as L(F ). If M ⊆ On is a left O-submodule of finite vector
space codimension q we shall call it an O-lattice of codimension q in
On.
It is known that all ideals in O are principal and that since k is per-
fect, they are two-sided and Noetherianness arguments apply. More-
over every finite left (respectively right) O-module is a direct sum of
cyclics and that each is of the form O/Oθs (respectively O/θsO) if it is
a torsion module ([TAS] pp. 49-51 or [Go], 1.7 for a fuller treatment).
If N is an O-lattice in F, just as is the case over a discrete valuation
ring, there is a basis for F, {u1, . . . , un} and integers s1, . . . , sn, so that
{θs1u1, . . . , θsnun} is a basis for N and s1+ · · ·+ sn = codimN. The si
are uniquely determined.
The n × n matrices with entries in O are a ring (they are not a
k-algebra) and the invertible elements in this ring form a group which
we will denote GL(n,O). We caution the reader that this group has a
finite center, to wit, scalar matrices with entries in F∗p. Notice that if
O is thought of as a left O module then HomO(O,O) = O where the
last O acts as right multiplications.
Write the ring of matrices with O-entries Mn(O). Then recall that
HomΛ(
∐
iMi,
∐
j Nj) =
∐
i,j HomΛ(Mi, Nj) and these homomorphisms
can be thought of as matrices with i, j entry in HomΛ(Mi, Nj). Then
thinking of the elements of F as rows let the matrix A = (ai,j) oper-
ate on the row, B = (bi) by the formula, BA = (cj), cj =
∑
i biai,j.
This makes F a right Mn(O)-module and it induces an isomorphism
HomO(F,F) ≃ Mn(O). It is clear that GL(n,O) operates on F on
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the right. (Note that transpose is not an antihomomorphism.) Since
GL(n,O) consists entirely of module automorphisms each element A
induces isomorphisms F/N ≃ F/NA for each O-lattice N. That is, the
elements of GL(n,O) preserve codimension. Now the lattices of codi-
mension q all contain Fθq. It is also true that θqO = Oθq for perfect k
and so GL(n,O/θqO) acts algebraically on F/Fθq for each q.
Elements of Mn(O) can be written as sums A =
∑
iAiθ
i where Ai
is an n × n matrix with entries in k. Such an element is invertible if
and only if A0 is and so there is a polynomial function c0(A) = detA0,
so that A is invertible if and only if c0(A) 6= 0. The same remarks and
the same function apply to Mn(O/θ
qO).
The fact that each finite O-module is uniquely a direct sum of cyclic
modules means that all bases of F have just n elements and that for any
two bases, {u1, . . . , un} and {v1, . . . , vn}, the map α(
∑
i aiui) =
∑
i aivi
is an O-automorphism whence there is a matrix A ∈Mn(O) such that
uiA = vi. If L and N are two O-lattices in F such that F/L ≃ F/N,
then there are integers s1, . . . , sn and bases for F, {u1, . . . , un} and
{v1, . . . , vn}, so that L has a basis {θsiui : i = 1, . . . , n} and N has
a basis {θsivi : i = 1, . . . , n}. This means that there is an element
A of GL(n,O) so that LA = N. This means that the lattices L such
that F/L lie in a single isomorphism class form a single orbit under the
action of GL(n,O) and that each such orbit is uniquely characterized
by the sequence (s1, . . . , sn) arranged in nonincreasing order.
It is easy to prove that the restricted Lie subalgebras of a restricted
commutative nilpotent Lie algebra T of a fixed codimension form a
projective scheme. (See §5 of [WH2] They are simply subspaces fixed
under the p’th power operation.) It is clear that the restricted Lie
subalgebras of F of codimension q can be identified with the restricted
Lie subalgebras of F/θqF of codimension q, that is to say with its O
submodules. To prove the next results it is necessary to review the
computations of the tangent spaces to a point of Latnr (K) as well as
the tangent to a certain scheme of Lie subalgebras.
It is a consequence of Proposition 4 of [WH2] and of the proof of
Theorem 1 of the same paper that the map which sends a lattice of
codimension q to its Lie algebra is an algebraic morphism from the
scheme of lattices in F of codimension q to the scheme of restricted Lie
subalgebras of F of codimension q. We wish to describe the differential
of that map. For a finite dimensional restricted Lie algebra T , write
Lq(T ) for the scheme of restricted Lie subalgebras of T of codimension
q.
First we describe the tangent space to a lattice in Latnr (K). The
relevant results were first proven on page 107 and following in [WH]
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but we have included an appendix with proofs specifically adapted to
the needs of this paper. The proofs in the appendix are complete. Let
Fnr = F/p
nrF and letM ⊂ Fnr denote a lattice of corank nr contained
in it. A lattice is nothing more than a O-stable smooth subgroup of the
smooth k-groupscheme F of finite corank. Since every lattice of corank
nr contains pnrF lattices of corank nr correspond to O-submodules
of Fnr of corank nrand henceforth we shall view these objects inter-
changeably. Let A be the coordinate ring of Fnr and let IM be the
ideal defining M in A. The tangent space to M in Latnr (K) will be the
set of O-stable k[ǫ] subgroup schemes of Fnr(ǫ) = Spec(k[ǫ]) ×k Fnr
which admit M as the fiber over the closed point in Spec(k[ǫ]). These
correspond to Hopf ideals in A[ǫ] reducing to IM modulo ǫ which are
also stable with respect to the coaction describing scalar multiplication
by O on M . Such ideals are classified in the appendix (Theorem A.6,
Theorem A.7). They correspond to homomorphisms of schemes of O-
modules from M/pM to F/M where F is the restricted Lie algebra of
Fnr and M is the Lie algebra of M .
By general deformation theory,the ideal defining such a deformation
is determined by a map δ ∈ HomA/IM (IM/I
2
M , A/IM)}. Ideals lifting
IM correspond bijectively to these maps by letting I˜M(δ)be the ideal in
A[ǫ] generated by {a+bǫ : a ∈ IM , b+IM = δ(a+I2M)} and it defines
a k[ǫ] subgroup scheme of Fnr(ǫ) if it is contained in the identity ideal,
it is stable under sF (the coinverse) and if α(I˜M(δ) ⊆ I˜M(δ) ⊗ A[ǫ] +
A[ǫ]⊗ I˜M (δ). It will define an O-submodule if µ(δ(I/I2)) ⊆ I/I2⊗kǫ kǫ.
The map alpha is the coaddition on F and µ is the coaction µ : k[F ]→
k[F ]⊗ k[O] corresponding to multiplication by elements of O on F .
A brief digression on the conormal bundle to a smooth subgroup-
scheme is in order. Let α : A→ A⊗kA be the coaddition on Fnr. Then
α(IM) ⊆ (IM⊗A+A⊗IM ). Then (IM⊗A+A⊗IM )/(IM⊗A+A⊗IM )
2 =
IM/I
2
M ⊗ A/IM
∐
A/IM ⊗ IM/I2M . Now α induces an action of M on
its normal bundle in Fnr and it can be described by the map induced
by α first from IM/I
2
M to (IM ⊗A+A⊗ IM)/(IM ⊗A+A⊗ IM)
2 and
then by projection onto IM/I
2
M ⊗k A/IM . This is a coaction making
the coherent sheaf associated to IM/I
2
M into a homogeneous bundle.The
second projection onto A/IM⊗IM/I2M is the same map twisted because
of the commutativity of F and M. Denote this map αN . It is a map
into a direct sum with first component the right coaction on the normal
bundle and with second component the left coaction. In particular we
may write the equation:
(5.1) αN = αR ⊕ αL
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For some u ∈ IM consider u+vǫ where v is congruent to δ(u) modulo
IM . The coaddition carries this to α(u)+α(v)ǫ. Consider I˜M(δ)⊗A[ǫ)+
A[ǫ]⊗ I˜M (δ). This is an ideal in A[ǫ]⊗A[ǫ] lying over IM ⊗A+A⊗ IM
and so it is determined by a map ∆ : (IM ⊗ A + A ⊗ IM)/(IM ⊗
A + A ⊗ IM)2 → A/IM ⊗ A/IM just as I˜M(δ) was. It is not difficult
to see that the map would have to be δ ⊗ id⊕ id⊗δ. Hence α(u) +
α(v)ǫ ∈ I˜M(δ) ⊗ A[ǫ] + A[ǫ] ⊗ I˜M(δ) if and only if α(v) is congruent
to (δ⊗ id⊕ id⊗δ)(α(v)). (The congruence is modulo the square of the
ideal of M ×k M in Fnr × Fnr.)
There is, in the case of a lattice, yet another coaction. The scalar
multiplication of Or on Fnr namely Or×kFnr → Fnr is given by a coac-
tion µ : k[Fnr]→ k[Fnr]⊗ k[Or]. If the subgroup M ⊆ Fnr is a lattice
then the restriction map k[Fnr] → k[M ] must induce a corresponding
coaction on k[M ]. This will be so if and only if µ(IM) ⊆ IM ⊗k[Or]. If
this is so then µ(I2M) ⊆ I
2
M⊗k[Or] and so there is an induced conormal
coaction:
(5.2) µN : IM/I
2
M → IM/I
2
M ⊗ k[Or]
Now the ideal I˜M(δ) defines a kǫ-scheme of lattices if and only if
µ(I˜M(δ) ⊆ I˜M(δ) ⊗ kǫ[Fǫ]. Now I˜M(δ) ⊗ kǫ[Fǫ] corresponds to an in-
finitesimal deformation of I ⊗ k[F ] and by simpe flatness it is easy to
see that the classifying map of I˜M(δ) ⊗ kǫ[Fǫ] is δ ⊗ id. A complete
discussion is to be found in the appendix. We summarize:
Lemma 5.1. Let M ⊆ Fnr be a lattice of codimension nr in Fnr with
defining ideal IM . Then the k[ǫ] sublattices of Fnr(ǫ) of codimension nr
are all uniquely determined by maps δ ∈ HomA/IM (IM/I
2
M , A/IM) such
that:
(1) δ is s stable where s is the coinverse.
(2) α ◦ δ = (δ ⊗ id+ id⊗δ) ◦ αN
(3) µ ◦ δ = (δ ⊗ id) ◦ µN
This bijective correspondence assigns to the map δ the ideal in A[ǫ]
generated by {u+ vǫ : u ∈ IM , v ≡ δ(u)mod I2M}.
Such maps have a natural interpretation. Since I/I2 is a homoge-
neous bundle on the group M it can be written I/I2 = nM/F ⊗k k[M ]
where nM/F denotes the k-vector space of invariant sections in I/I
2.
Then nM/F can be canonically identified with the linear dual of F/M
the Lie algebra of the algebraic O-module F/M . Moreover nM/F is
preserved by the coactions αN and µN . That is for u ∈ nM/F , α
N(u) =
u⊗1+1⊗u and µN(nM/F ⊆ nM/F ⊗k[O]. This is worked out in detail
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in Proposition A.5 and Theorem A.6 of the appendix. Let k[nM/F ] de-
note the symmetric algebra on the invariant sections. It can be thought
of as the coordinate ring of F/M under addition and then (2) and (3)
of Lemma 5.1 are equivalent to the statement that δ induces a mor-
phism of schemes of modules from M to F/M. Theorem A.6 of the
appendix shows that this induces an isomorphism between the tangent
space to the lattice M in the scheme of lattices in F of corank nr and
HomO(M/pM,F/M).
We will write TF (M) for the tangent space to the latticeM viewed as
a point in Latnr (K) which is just the scheme of lattices of codimension
nr in Fnr. The following and its proof can be found in in [WH, Lemmas
18, 19 pages 111–113] but a more complete version specifically adopted
to the needs of this paper is to be found in the appendix (Theorem
A.7).
Proposition 5.2. Let M be a lattice of codimension nr in Fnr. Let
n = (F/M)∗ denote the dual of the quotient of the Lie algebra of
Fnr by the Lie algebra of M. Then TF (M) is canonically isomorphic
to HomO(M/pM, f/m) where the morphisms are in the category of
schemes of modules over schemes of rings.
Proof. This is just Theorem A.7 of the appendix. 
We now turn to the corresponding calculation for restricted commu-
tative nil Lie algebras.
It is convenient to call the lowest power of θ occurring in an element
of O its order. For a ∈ O we will write it ord(a). Recall that Lq(T )
denotes the scheme of restricted Lie subalgebras of codimension q in
the restricted Lie algebra T. For the balance of this discussion write
Ln,r for Lnr(F/θnrF) and write Fr for F/θnrF. Let m be a restricted Lie
subalgebra of Fr thought of as a point of Ln,r. The tangent space to Ln,r
at m is the set of k[ǫ] restricted Lie subalgebras of Fr ⊗k k[ǫ] = Fr(ǫ)
which are free k[ǫ] submodules of rank n(n− 1)r and which reduce to
m modulo ǫ.
Lemma 5.3. Let m be a restricted Lie subalgebra of Fr of codimension
nr. Then the tangent space to Ln,r at m is isomorphic to
HomO(m/θm,Fr/m).
Proof. Let m˜ be a k[ǫ] subalgebra of Fr(ǫ) lifting m. Then there is a
k-vector space section to the map m˜ 7→ m˜/ǫm˜ = m. Choose one and
call it σ˜. Then there is a map σ1m 7→ Fr so that σ˜(x) = x + σ1(x)ǫ.
Then k[ǫ]-freeness of m˜ means that σ˜ applied to a k-basis will yeild a
k[ǫ]-basis. In particular σ˜(m) and ǫm span m˜ over k and the class of σ1
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modulo m is independent of the choice of σ˜.Write σ for the composition
of σ1 with the surjection Fr 7→ Fr/m. Notice that since θ is p-semilinear,
θ(ǫy) = (ǫ)pθy = 0. It follows that σ vanishes on θm. Conversely any
k-linear map, σ : m/θm→ Fr/m may be used to construct a section σ˜
and a restricted Lie subalgebra of Fr(ǫ). 
Now by Proposition 5.3 The tangent space to the lattice M in Fnr
is the set HomO(M/pM, f/m). Let J be the ideal defining M . In the
appendix it is proven that this is the same as the set of k[M ]-maps
δ : J/J2 → k[M ] and that these are in turn uniquely determined by
their restrictions to nF/M and consequently TF (M) can be thought of
as the vector space of maps δ : nF/M → k[M ] satisfying (2) and (3) of
Lemma 5.1 (A.9 and A.10 of the appendix). Write T 0 for the space of
maps in Homk(nF/M , k[L]) satisfying A.9 and A.10. These maps will
be referred to as classifying maps and they will be said to classify the
deformation class corresponding to them.
Suppose that G = Spec(A) is a smooth connected group scheme flat
over Spec(R). Let e : A 7→ R be the morphism of rings correspond-
ing to the identity section and let mG = ker(e). Let H be a closed
subgroupscheme smooth over Spec(R) and suppose that J is the ideal
defining it. Then the Lie algebra of G is the linear dual of mG/m
2
G. If
mH is the ideal defining the identity section in H then the Lie algebra
of H is the dual of mH/m
2
H . On the other hand mH = mG/J and so
mH/m
2
H = mG/(m
2
G + J). There is an exact sequence:
(5.3) 0 7→ J/J ∩m2G 7→ mG/m
2
G 7→ mH/(m
2
H) 7→ 0.
Hence the element η ∈ (mG/m2G)
∗ is in the Lie algebra of H if and
only if η(J/J ∩ m2G) = 0. Finally we may take the linear dual (over
R) of the exact sequence 5.3. The duals of the last two terms are
isomorphic to the Lie algebras of G and H respectively and so we see
that J/J ∩ m2G is canonically isomorphic to (g/h)
∗ the linear dual of
the quotient of the Lie algebra of G by the Lie algebra of H. That is
J/J ∩ m2G is canonically isomorphic to the space of invariant sections
in the normal bundle J/J2. This is the space that was written n in a
previous discussion (see e.g. Proposition 5.2). When H is normal and
connected, as is the case for a lattice in F ,then the coordinate ring of
G/H is, via composition with the projection a subalgebra of k[G] and
so if m0 is the ideal defining the identity in G/H there is a natural
inclusion m0/m
2
0 ⊆ J/J
2 and in fact m0 generates J . This inclusion
identifies m0/m
2
0 with the invariant sections in J/J
2. Thus m0/m
2
0 is
naturally isomorphic to the invariant sections in J/J2 and also to (g/h)∗
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the linear dual of the Lie algebra of G/H . We will henceforth routinely
identify these three vector spaces.
We now compute the differential of the algebraic morphism corre-
sponding to the Lie algebra functor. For the definition of the classify-
ing map of a deformation see Proposition A.5 of the appendix. It is a
map from J/J2 to k[H ]. Suppose ∆ ∈ h the Lie algebra of H . Regard
it as a tangent vector at the origin. Then consider the composition
∆ ◦ δ. This is a map from J/J2 to k and it is uniquely determined by
its restriction to m0/m
2
0 ⊆ J/J
2. Hence ∆ ◦ δ may be viewed as an
element of (m0/m
2
0)
∗. This however is the Lie algebra of G/H . Hence
the assignment ∆ 7→ ∆ ◦ δ sends the ∆ ∈ h to an element of g/h. We
apply this to the case G = Fnr, H = M where M is a lattice of corank
nr in Fnr. In this case write nF/M for the space of invariant sections in
J/J2.
Lemma 5.4. Let M ⊆ Fnr be a lattice of codimension nr. Suppose
that J is the ideal defining M . Let J˜ be an ideal determining M˜ the
infinitesimal deformation of the lattice M determined by the classifying
map δ : J/J2 → k[M ]. Then if ∆ ◦ δ = 0 for each ∆ ∈ m the Lie
algebra of M , the infinitesimal deformation determined by the ideal J˜
is the trivial one.
Proof. To say that ∆◦δ = 0 for each element of mmeans that δ(nF/M ⊆
m20 where m0 is the ideal defining 0 in M . On the other hand the
δ(nF/M) consists of additive O-module maps from M to k. The set of
such maps which lie in m20 is the 0 vector space. But then by the proof
of Proposition A.1, this means that J˜ is generated by J in kǫ[F˜nr].
That is it is the trivial deformation. 
Proposition 5.5. Let δ ∈ T 0 be the classifying map of the lattice
deformation M˜ defined by the ideal J˜δ. (See Proposition A.1, the ap-
pendix.) Then the k[ǫ]-Lie algebra of M˜ is a k[ǫ]-free restricted Lie
subalgebra of Fr of codimension nr lying over m the Lie algebra of M
and corresponding under Lemma 5.4 to the map dδ : m → Fr/m given
by the formula dδ(∆) = −∆ ◦ δ. Furthermore the assignment sending
δ to dδ is injective.
Proof. Suppose that δ : J/J2 7→ k[Fnr]/J is the classifying map deter-
mining M˜ . Then δ satisfies equations (2) and (3) of Lemma 5.1. An
element of the Lie algebra of F˜nr is a derivation of kǫ[F˜nr] in kǫ. A
standard computation shows that this is determined by a derivation of
k[Fnr] in k[ǫ]. Such a derivation is a map ∆˜(a) = ∆1(a)+∆2(a)ǫ where
∆1 and ∆2 are derivations of k[Fnr] in k and k[ǫ] is understood as the
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fiber of the structure sheaf of F˜nr at e. Then ∆˜ will be in the tangent
space to M˜ only if ∆˜(J˜) = 0. Now ∆˜(a+bǫ) = ∆1(a)+(∆2(a)+δ1(b))ǫ.
Now ∆1(J) = 0 because ∆1 is in the Lie algebra of M . The elements
a + bǫ with a ∈ Jand b ≡ δ(a)modJ generate J˜ . Hence ∆˜(a + bǫ)
must be zero for each a + bǫ such that b ≡ δ(a)modJ . This means
that δ1(a) = 0 for all a ∈ J and that ∆2(a) + ∆1(b) = 0. Now if b is
replaced by b+ x with x ∈ J then ∆1(b+ x) = ∆1(b) +∆1(x) = ∆1(b)
since ∆1 is in the Lie algebra of M . Hence ∆1(b) depends only on
the residue class of b modulo J , that is to say on δ(a) if a + bǫ ∈ J˜ .
That is ∆1 + ∆2ǫ vanishes on J˜ only if ∆2(a) = −∆1(δ(a)). That is
to say ∆1 + ∆2ǫ is in the Lie algebra of M˜ only if ∆2 = −∆1 ◦ δ.
Write σ(∆1) = dδ(∆1) = ∆ ◦ δ. Then the Lie subalgebra of Fr(ǫ)
corresponding to σ under Lemma 5.3 is just precisely the same sub-
algebra of Fr(ǫ). This means that d : T 0 → HomO(m,Fr/m) is the
map of tangent spaces realizing the map of tangent spaces arising from
the Lie algebra functor from Latnr (K) to Ln,r. Two points remain.
The first is whether dδ vanishes on θm. The second is the issue of
injectivity. The latter is just Lemma 5.4. Hence all we must show is
that dδ(θm) = (0). This just follows from the restricted Lie algebra
structure. Suppose m ∈ m. Suppose that m + nǫ lies in m˜a kǫ Lie
algebra lying above m. Then θ(m + nǫ) must lie in m as well. But
θ(m+ nǫ) = θ(m) + θ(nǫ) = θm+ ǫpθ(n) = m. Thus θm ∈ m˜ for each
m ∈ m. But this means that the map σ of Lemma 5.3 vanishes on θm.

Lemma 5.6. Let (s1, . . . , sn) be a nonincreasing sequence of nonnega-
tive integers. Let L be the O-lattice spanned by the vectors
{(θs1, 0, . . . , 0), (0, θs2, 0, . . . , 0), . . . , (0, . . . , 0, θsn)}.
Then A = (ai,j) ∈ GL(n,O) is a matrix such that LA = L if and only
if ord(ai,j) ≥ sj − si for each pair i, j such that sj > si.
Proof. Write the basis in the statement {θs1e1, θs2e2, . . . , θsnen}. Then
LA has basis {θsieiA : i = 1, . . . , n} and this must be equal to CΘ
where C ∈ Mn(O) and Θ is the diagonal matrix with entries θsi.
One obtains θsiai,j = ci,jθ
sj . Taking orders one obtains ord(ai,j) =
ord(ci,j) + sj − si. Since the ci,j can be arbitrary elements of nonneg-
ative order,this is only a nonvacuous condition when j > i and the
difference is positive and it is clearly necessary and sufficient when
both matrices are assumed to be in GL(n,O). 
The action of GL(n,O) on F is linear and so it reduces to an alge-
braic action of the finite dimensional algebraic group GL(n,O/θnrO)
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on the vector space F/θnrF. The O-lattices of codimension nr in F
may be regarded as the θ-fixed subspaces of F/θnrF of codimension
nr. By our observations concerning the modules F/L, each of these or-
bits is the orbit of a lattice, which we will write L(r1, . . . , rn), that is
spanned by θr1e1, . . . , θ
rnen where r1 ≥ r2 ≥ · · · ≥ rn and
∑
i ri = nr.
Now the lemma above means that we may compute the dimension of
GL(n,O/θnrO)-orbits exactly as in the case of lattice varieties or infi-
nite Grassmannians. Hence without further proof we may state the:
Proposition 5.7. Let r1, . . . , rn be a nonincreasing sequence of nat-
ural numbers such that
∑
i ri = nr. The GL(n,O/θ
nrO)-stabilizer of
L(r1, . . . , rn) in Lnr(F/θnrF) is of dimension n3r −
∑
i<j(ri − rj) and
the dimension of its GL(n,O/θnrO)-orbit is
∑
i<j(ri − rj).
Recall that in [WH2] the morphism from Latnr (K) to Lnr(F/θ
nrF)
which sends a lattice to its Lie algebra is called the canonical morphism.
Theorem 1 on p.88 of [WH2] is equivalent to the fact that it is an
algebraic map which is injective on points and tangent vectors. Write
λr for this map. Notice also that scalar matrices with entries in O∗ act
trivially on lattices and so the SL(n,O) orbits are the same as GL(n,O)
orbits in Latnr (K).
We propose to show that λr induces an isomorphism of tangent
spaces. We will do it by computing the tangent space to L(nr) and then
computing the differential of λr. First we will examine Lnr more pre-
cisely. We have seen that a restricted Lie algebra is nothng more than
an O module and that the restricted commutative Lie subalgebras of
the restricted Lie algebra F/θnrF of codimension nr are a projetive al-
gebraic variety. Write Fr for F/θ
nrF. Let us compute the tangent space
to the subLie algebra M of codimension nr. The functor represented by
Lnr assigns to each commutative k-algebra B the set of commutative
B subLie algebras of B ⊗k Fr which are locally free B-submodules of
rank n(n− 1)r over O.
Let M be such an O-submodule of Fr. That is it is of codimension
nr in Fr. The tangent space to M in Lnr(F) consists of free rank n(n−
1)r k[ǫ] submodules of (F/θnrF)⊗k k[ǫ] which are O-submodules and
which reduce to M modulo ǫ/θnrF. Let M˜ be such a module.
Theorem 5.8. The canonical morphism from Latnr (K) to Lnr(F/θ
nrF)
is an isomorphism. The algebraic action of SL(n,O/pnrO) on F/pnrF
defines an algebraic morphism,
φr : SL(n,O/p
nrO)→ GL(n,O/θnrO)
so that the canonical morphism is equivariant.
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Proof. The canonical morphism, being a natural transformation of
functors, by Yoneda’s lemma yields an algebraic morphism. Now the
group SL(n,O/pnrO) acts algebraically by automorphisms on F/pnrF.
Applying the Lie algebra functor gives a natural map from the group
SL(n,O/pnrO) to the automorphisms of the Lie algebra of F/pnrF.
These automorphisms are restricted Abelian Lie algebra morphisms.
The Lie algebra is F/Fθnr ≃ (O/Oθnr)n and the restricted structure
is the left O-module structure. The left module endomorphisms of
(O/Oθnr)n are the elements of the matrix algebra Mn(O/θ
nrO), and
the automorphism group is GL(n,O/θnrO). Hence there is an induced
homomorphism:
φr : SL(n,O/p
nrO)→ GL(n,O/θnrO).
The morphism is induced by the Lie algebra functor. Suppose that
α ∈ SL(n,O/pnrO) is an element such that α(L) = L′. That is, φr
defines an action of SL(n,O/pnrO) on Lnr(F/θnrF) so that the canon-
ical morphism is equivariant. Notice that since it is injective the
SL(nO/pnrO)-stabilizer of L(L) is equal to the stabilizer of L. Conse-
quently, the dimension of the GL(n,O/θnrO)-orbit is greater than or
equal to the dimension of the SL(n,O/pnrO)-orbit. Observe that both
of these orbits are varieties and that the GL(n,O/θnrO)-orbit contains
the SL(n,O/pnrO)-orbit. We shall attempt to compare the dimensions
of these orbits.
Now F, L and F/L are all smooth algebraic groups and so L(F/L) =
L(F )/L(L). Then F/L ≃
⊕
j O/p
sjO for some nonincreasing sequence
(s1, . . . , sn). Since the Lie algebra of a product is the product of the cor-
responding Lie algebras, F/L(L) ≃
⊕
j L(O/p
sjO). But L(O/psjO) =
O/θsjO. Consequently, L(F/L) =
⊕
j O/θ
sjO. By Proposition 5.7, the
dimension of the GL(n,O/θnrO)-orbit of L(L) is
∑
i<j(si − sj). This
is the same as the SL(n,O/pnrO)-orbit dimension of L. Thus the two
orbits are varieties, one contained in the other and both of the same
dimension. To complete the proof just note that φr is an algebraic
morphism of algebraic groups. It follows that its image is a closed
subgroup of GL(n,O). Hence the SL(n,O/pnrO)-orbit of a point is a
closed subset of its GL(n,O/θnrO)-orbit. The one orbit is hence a
closed subvariety of the other and of the same dimension and so they
are equal. In particular the maximal dimensional orbits are isomorphic.
The theorem follows immediately. 
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6. p-Linear Nilpotents
In [Lu], Lusztig established an isomorphism between the nilpotent
cone under the conjugating action and an open subset of the variety of
k[[t]]-lattices of codimension n in k[[t]]n. Since then that parametriza-
tion has been understood much more fully. P. Magyar generalized to
lattices of codimension nr (see [PM]). Later authors generalized fur-
ther replacing the nilpotent cone with constructions involving opposite
parahorics. (See for example the discussion in [MOV].) In this sec-
tion we construct a parallel theory. There is a generalization involving
representations of αpn but that would carry us too far afield. We stay
with the most elementary case in which the parallel is clear and which
shows that p-linear algebra must replace ordinary linear algebra. Our
construction is dual to the one in [Lu] and it establishes a more direct
correspondence. At the end of the section we give an indication of how
to show that this construction is exactly dual to Lusztig’s construc-
tion. If V is an arbitrary k-vector space of dimension n, a p-linear
map φ : V → V is an additive map such that φ(av) = apφ(v). If we
fix a basis {e1, . . . , en} then a p-linear map is determined by its values
on the basis. That is, φ(
∑
aiei) =
∑
apiφ(ei). If φ(ei) =
∑
bi,jej then
φ(
∑
aiei) =
∑
i
∑
j a
p
i bi,jej . Thinking in terms of matrices, φ has the
matrix (bi,j) and its action is described by (ai)(bi,j) = (
∑
i a
p
i bi,j). Thus
define a twisted action of matrices by the equation:
(6.1)
(
a1, . . . , an
)
◦
b1,1 . . . b1,n... . . . ...
bn,1 . . . bn,n
 = (∑i api bi,1, . . . ,∑i api bi,n) .
This twisted action identifies each matrix with a p-linear map and, as
we observed, this represents each p-linear map uniquely. Notice that
the representation of φ by a matrix is dependent on the choice of a basis
and that the rules for change of basis are not as in the commutative
case.
Let O be the quotient of O by the two sided ideal θnO and let θ
denote the residue class of θ in this ring. Let F denote the quotient
F/θ
n
F. If A ∈ Mn(k) let A[p
j ] denote the matrix obtained by raising
the entries of A to the pj ’th power. If φ is a p-linear map then so is
the conjugate AφA−1. If φ is represented by the matrix B then AφA−1
corresponds to the matrix A[p]BA−1. The action here is ordinary ma-
trix multiplication and not the twisted action above. Notice that the
twisted action and ordinary matrix multiplication act according to the
formula;
vA ◦B = v ◦ A[p]B.
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It is also true that the matrix B represents a p-nilpotent transformation
if and only if
(6.2) B[p
n−1]B[p
n−2] . . . B = 0.
Equation (6.2) defines a subscheme of the space of n×n matrices. This
cone of p-nilpotents has a very different set of equations than the set
of equations defining the classical nilpotent cone.
Consider the Grassmann variety of n2 − n-planes in F. The set of
n2−n-planes closed under multiplication by θ is a closed subscheme of
this Grassmannian. Write Y for the variety of n2−n-planes in F stable
under left multiplication by θ. Let Y0 denote the open subscheme of Y
consisting of n2 − n-planes transversal to V.
Suppose that φ : V → V is a p-nilpotent transformation. Then
letting θu = φ(u) one determines an O-module structure on V and,
because of the nilpotence on a space of dimension n, an O-structure.
Write Vφ for this O-module. Consider the set of elements:
(6.3)
R(φ) = {θ
a+b
⊗ φc(m)− θ
a
⊗ φb+c(m) : m ∈ V, a, b, c ∈ Z, a, b, c ≥ 0}.
Then let L(φ) be the k-span of R(φ).
Recall that GL(n,O) operates on O⊗kV = F on the right by regard-
ing it as a free two-sided module. Notice also that the usual change
of basis rules apply to this situation. That is, the formula for the ac-
tion changes by conjugation by a change of basis matrix. Notice that
O-basis changes correspond to choices of the isomorphism between the
lattice variety and the variety of O subspaces of codimension n in
F/θnrF. Now F is the quotient of F by the two-sided submodule θ
n
F
and so GL(n,O) operates on F by right multiplications taking sub-
modules with a fixed codimension and elementary divisor type into
modules of the same codimension and elementary divisor type. Note
however that the image of GL(n, k) in GL(n,O) is not independent of
the choice of V and the isomorphism O⊗V ≃ F and that the conjugate
of a p-linear map is again p-linear only for elements of GL(n, k). (We
caution the reader that the center of this group is very small, only F∗p.
The conjugate of a p-linear map is p-linear only for the appropriate
conjugate of k.)
Theorem 6.1. For each p-nilpotent transformation φ : V → V, the O-
module L(φ) is an O-submodule of F of codimension n transversal to V.
The correspondence which associates φ to L(φ) is a bijective correspon-
dence between the set of p-nilpotents on V and the set of O-submodules
of F of codimension n transversal to V. For a fixed choice of basis, this
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correspondence is a GL(n, k)-equivariant algebraic isomorphism from
the scheme of p-nilpotents to Y0 under the natural action.
Proof. Consider R(φ) (see (6.3)). It is closed under multiplication by
θ and so L(φ) is an O-submodule of F. Then note that the expression
θ
a+b
⊗φc(m)− θ
a
⊗φb+c(m) is pa+b+c-linear in m for fixed a, b and c. It
follows that, for any basis {v1, . . . , vn}, the k-span of R(φ) is the same
as the k-span of {θ
a+b
⊗ φc(vi) − θ
a
⊗ φb+c(vi) : i = 1, . . . , n, a, b, c ∈
Z, a, b, c ≥ 0}.
Let φ : V → V be a p-nilpotent. Then consider Vφ the O-module
described above. Define a map λφ : O ⊗ V → Vφ by the equation
λφ(θ
s
⊗m) = φs(m). This is a surjective left O-module map and since
Vφ is of dimension n, its kernel is an O-submodule of F of codimension
n. We propose to prove that it is transversal to V and that it is equal
to L(φ). Consider the element θ
a+b
⊗ φc(m)− θ
a
⊗ φb+c(m) in R(φ). It
is clear that λφ takes such an element to 0 and so L(φ) ⊆ Ker(λφ).
Let M = F/L(φ). It is clear that there is a natural surjection λ :
M → Vφ. Since expressions (θ
s
⊗m − 1 ⊗ φs(m)) all lie in L(φ), each
element ofM is congruent to an element of the image of V inM. Hence
M is of dimension at most n. On the other hand it maps surjectively
onto Vφ and so it is of dimension at least n. Thus M is isomorphic to
Vφ and so L(φ) is an O-submodule of F of codimension n. Furthermore,
by definition, λφ carries the element 1⊗ v to v in Vφ. That is, λφ|V is
an isomorphism and so L(φ) is transversal to V.
Suppose that L is an O-submodule of F transversal to V. Let π :
F → F/L be the natural projection. Then, by transversality, π|V is
an isomorphism. Define φL by the equation φL(m) = (π|V )
−1(θπ(m)).
This is a p-nilpotent on V. It is the simplest triviality to show that the
correspondences φ 7→ L(φ) and L 7→ φL are inverse to one another.
We now turn to the equivariance. For this we must emphasize that
a basis {e1, . . . , en} has been chosen and that all matrices and vectors
are expressed as rows with respect to this basis. Define an operation on
the vector v = (c1, . . . , cn) by the equation v
[p] = (cp1, . . . , c
p
n). Then by
(6.1) if φ has the matrix B, the action of φ is described by φ(v) = v[p]B.
Let ψ = AφA−1 where we are taking the simple composition of a linear
operator, a p-linear operator and the inverse of the linear operator. We
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assert that the following diagram commutes:
(6.4)
O⊗ V
λφ
−−−→ Vφy1⊗A−1 yA−1
O⊗ V
λψ
−−−→ Vψ
The vertical arrows represent simple right matrix multiplication by
1 ⊗ A−1 and A−1 respectively. The horizontal maps are those defined
above labeled by their associated p-linear map. Then (λφ(θ
r
⊗v))A−1 =
(φr(v))A−1 = (. . . ((v[p]B)[p]B)[p] . . . B)[p]A−1 = v[p
r]B[p
r−1] · · ·BA−1.
Descending by 1⊗ A−1 and applying λψ yields:
λψ(θ
r
⊗ vA−1) =
(
. . .
(((
vA−1
)[p])
A[p]BA−1
)[p]
. . .
)[p]
A[p]BA−1
=
(
v[p
r](A[p
r])−1
) (
A[p
r]B[p
r−1](A[p
r−1])−1
)(
A[p
r−1]B(A[p
r−2])−1
)
. . .
(
A[p
2]B[p](A[p])−1
) (
A[p]BA−1
)
= v[p
r]B[p
r−1]B[p
r−2] . . . BA−1.
This establishes the commutativity of (6.4). The commutativity of
that diagram implies that Ker(λψ) = (Ker(λφ))A
−1. But then L(φ) =
Ker(λφ) and ψ = AφA
−1 so that this equation can be rewritten as
L(AφA−1) = L(φ)A−1. That is, the correspondence between p-nilpot-
ents on V and O-submodules of F transversal to V is equivariant with
respect to the natural action of GL(n, k). 
The reader is cautioned that the subgroup GL(n, k) ⊆ GL(n,O) is
dependent on the choice of basis. It is also true that the conjugate of
a p-linear map by an element of GL(n,O) is not in general a p-linear
map.
We conclude with some remarks on the relation of Lusztig’s original
construction to this construction. As we have established an analogous
isomorphism, there is no special reason to give full details. We outline a
procedure to show that it is the natural dual of our construction. Let U
be the linear dual of V and let the value of u on v be 〈u, v〉. Let U = U⊗k
O and view it as a right O-module. View U as a k-vector space under
right multiplication by k and view F = O⊗ V as a left O-module and
a k -vector space under left multiplication. Extend the natural pairing
to these modules by the equation, 〈u⊗ θ
r
, θ
s
⊗ v〉 = 〈u, v〉δr+s,n−1, this
last symbol being a Kronecker delta. This is an adjoint pairing, that
is, 〈ma, n〉 = 〈m, an〉, a ∈ O. Hence the orthogonal complement of
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an O-submodule is an O-submodule. Let U1 =
∑n−2
i=0 U ⊗ θ
i
. Note
that U1 and V are orthogonal complements. Thus submodules of F of
codimension n transversal to V are complementary to submodules of
U transversal to U1. Inverse p-linear maps are additive maps such that
τ(apv) = aτ(v). One shows that for M, any n-dimensional subspace of
U transversal to U1, there is a unique inverse p-linear map τ so that M
is the set of all elements of the form u ⊗ θ
n−1
+
∑n−2
i=0 τ
i(u) ⊗ θ
n−1−i
.
Then one shows that the orthogonal complement of L(φ) is the n-
dimensional submodule of U associated to the inverse p-linear map τ
which is uniquely determined by the equation 〈u, φ(v)〉p = 〈τ(u), v〉.
7. Line Bundles on Orbit Closures
This section is devoted to the geometry of Latnr (K) which is largely
determined by its SL(n,O)-orbit structure. The orbit structure was
essentally known to Hilbert and was the basis of the Birkhoff decom-
position. One of the first explicit descriptions of it in modern terms is
to be found in [IM].
We recall a very elementary result from commutative algebra. Let R
be a normal domain and let M denote the set of height one primes in
R. For a finitely generated R-module N , let N∗ denote its linear dual.
Then for any finitely generated torsion free module N , N∗∗ =
⋂
p∈MNp.
Consequently, since Latnr (K) is normal, the global sections in any co-
herent reflexive sheaf can be computed on any open set containing all
the height one primes. Recall that L(r1, . . . , rn) is the lattice with a ba-
sis {pr1e1, . . . , prnen}. Theorem 6 of subsection 3.5 of [WH] asserts that
the smooth locus of Latnr (K) is exactly the SL(n,O)-orbit of the lattice,
L(nr, 0, . . . , 0). Said otherwise, this is just the set of lattices L such
that F/L ≃ O/pnrO. The complement of this orbit is of codimension
two and it is the closure of the orbit of the lattice L(nr− 1, 1, 0, . . . , 0)
(see the end of the proof of Proposition 10 in §3 of [WH]).
The elements of SL(n,O) with subdiagonal elements of positive val-
uation constitute an Iwahori subgroup. Write B for this Iwahori sub-
group of SL(n,O). Then the B-orbits in Latnr (K) correspond exactly
to the lattices {L(r1, . . . , rn) : 0 ≤ ri ≤ nr,
∑
i ri = nr}. These n-
tuples correspond exactly to the elements pr diag(pr1, . . . , prn), which
correspond to the dual of the character group of SL(n,O), that is to
say, its cocharacters which can be seen either as one-parameter sub-
groups or as characters of the Langlands dual. (The SL(n,O)-orbits
correspond to the dominant cocharacters.) We summarize the results
of §3.4 of [WH] in the following lemma. The proof is contained in
several statements, equations and discussions in that section of [WH].
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Lemma 7.1. Under the SL(n,O)-action or the B-action on Latnr (K)
there are finitely many orbits. Moreover:
(1) The SL(n,O)-orbits are the orbits of the elements L(r1, . . . , rn)
where 0 ≤ ri, r1 ≥ r2 ≥ · · · ≥ rn and
∑
i ri = nr.
(2) The B-orbits correspond to all of the lattices L(r1, . . . , rn), 0 ≤
ri,
∑
i ri = nr.
(3) There is a unique dominant SL(n,O)-orbit, the orbit of the
group L(nr, 0, . . . , 0). The complement of this orbit is of codi-
mension two.
(4) There is a unique dominant B-orbit. It is isomorphic to the
affine n(n− 1)r-space over k.
(5) The complement of the unique dominant B-orbit is the closure
of a unique codimension one orbit, the orbit of L(0, nr, 0, . . . , 0).
The analogue of the result below in the classical case is well known.
See for example [BLS].
Proposition 7.2. Let D denote the closure of the unique codimension
one B-orbit in Latnr (K). All of the B-orbits in Lat
n
r (K) are isomor-
phic to affine spaces ANk for some N. The Picard group of Lat
n
r (K)
is isomorphic to Z and its generator is the invertible sheaf O(D), the
polar divisor of D.
Proof. The proof of this is standard. First note if an element of the
group SL(n,O) is congruent to In modulo pnr, it acts trivially on
Latnr (K). Let Γ˜r denote this congruence subgroup. Then SL(n,O)/Γ˜r
is a finite dimensional algebraic group with a nontrivial unipotent rad-
ical and semisimple part equal to SL(n, k). A standard maximal torus
in SL(n,O) is the set of matrices in it with multiplicative representa-
tives (i.e. roots of unity) on the diagonal. Let Γ0 denote the group of
elements in SL(n,O) which are congruent to In modulo p. The unipo-
tent radical of SL(n,O)/Γ˜r is Γ0/Γ˜r. Notice that B/Γ˜r is a solvable
group.
Each lattice of the form L(r1, . . . , rn) is stabilized by the maximal
torus and of course by Γ˜r. Hence its orbit is an orbit of the unipotent
radical of B/Γ˜r. All unipotent orbits over an algebraically closed field
are affine spaces. This establishes the first assertion.
For the second note that since Latnr (K) is normal, every Weil divisor
is Cartier. Thus the Picard group is the divisor class group. Any
divisor can be written in the form mD +
∑q
i=1 tiMi where the Mi are
divisors with generic point in the dominant orbit and ti ∈ Z. Since
the coordinate ring of the dominant orbit is a unique factorization
domain, there is a rational function on it f , whose divisor is of the
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form sD +
∑q
i=1 tiMi. Hence every divisor is linearly equivalent to a
multiple of D. On the other hand, Latnr (K) is projective and so has
a very ample divisor which by necessity is not torsion. That divisor
is a multiple of D. Hence D is ample. It is worth noting that the
same argument, which is frequently deployed in discussions of rational
varieties, appears in [WH2] to prove a similar result for the dominant
SL(n,O)-orbit. 
We turn to some elementary aspects of the structure of Latnr (K)
which will permit us to view Γ(Latnr (K),O(qD)), the module of sec-
tions as a module of sections on a more tractable subvariety. It is
a representation of SL(n,O) over k. We will describe the dualizing
sheaf explicitly. We use X0 to denote the dominant SL(n,O)-orbit in
Latnr (K). We begin with the geometric structure of the dominant orbit.
We recall that Γnr denotes the set of matrices in SL(n,O) congruent
to In modulo p
nr. Let Gr = SL(n,O)/Γ˜r ≃ SL(n,O/pnrO). Then Γ˜r
operates trivially on Latnr (K) and so it admits a Gr-action. There is
a natural map from Gr to SL(n, k) induced by the natural surjection,
O/pnrO → k. This homomorphism induces a natural transitive left
action of Gr on P
n−1
k . Let P denote the subgroup of Gr consisting
of elements whose first row is of the form (a1, pa2, . . . , pan). It is a
maximal parabolic and the stabilizer of a point on Pn−1k .
Theorem 7.3. The dominant orbit X0 is a principal fiber space over
P
n−1
k . Let Pr denote the subgroup of Gr consisting of elements with
first row (a, 0, . . . , 0). Then X0 may be written in the form Gr ×P
P/Pr. Moreover P/Pr is isomorphic to the affine space of dimension
(n − 1)(nr − 1) over k, and the projection X0 → P
n−1
k is an affine
morphism.
Proof. As we have noted the dominant orbit is the Gr-orbit of
L(nr, 0, . . . , 0). If L is any other lattice which can be written in the
form N+pnrv, where N is a rank n−1 direct summand of F and v is a
vector which reduces to a cyclic generator of F/N , then L is certainly
in this orbit and clearly lattices in the dominant orbit are all of this
form.
In general, let (u1, . . . ,un) be a set of column vectors spanning a
lattice of discriminant nr in F . The matrix M ∈ SL(n,O) operates
on this span by replacing the given basis with Mu1, . . . ,Mun. These
two bases span the same lattice if and only if there exist elements ai,j
such thatMuj =
∑n
i=1 ai,juj. The ai,j form a matrix in GL(n,O), and
since M ∈ SL(n,O), the matrix (ai,j) is in SL(n,O).
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Let U be the matrix with columns uj and let A = (ai,j). According
to the previous paragraph, U and MU have the same lattice as col-
umn space if and only if there is A ∈ SL(n,O) such that MU = UA.
In another context this would just mean that M = UAU−1. Sim-
ple as this expression is, multiplication by a matrix involving nega-
tive powers of p in Witt vectors would require taking p’th roots. Let
D = diag(pnr, 1, . . . , 1). ThenM stabilizes the column span of D if and
only if for some A ∈ SL(n,O), MD = DA. If M = (mi,j), A = (ai,j),
the condition is that M ∈ SL(n,O) and m1,j = pnra1,j with j > 1
and pnrm1,1 = p
nra1,1, that is, m1,j ∈ pnrO for j > 1. There is also a
condition on the first column of A but this does not impose any con-
dition on M. Thinking modulo Γ˜r the stabilizer of L(nr, 0, . . . , 0) in
Gr is the subgroup consisting of matrices with first row congruent to
(a1,1, 0, . . . , 0) in SL(n,O)/Γ˜r. Call this group Pr. Then X0 = Gr/Pr.
Now Pr is contained in the maximal parabolic P . Then Gr/P = P
n−1
k
and there is a natural Gr-equivariant map Gr/Pr → Gr/P with fiber
P/Pr. That Gr/Pr = Gr ×P P/Pr follows trivially. We must describe
P/Pr as a P -space. If X ∈ P , we may write it:(
x1,1 pa
X1 X2
)
.
In this expression, x1,1 ∈ O/pnrO, X1 is a column of height n− 1 with
entries in O/pnrO, X2 is an n − 1 by n − 1 matrix with entries in
O/pnrO and a is a row of length n − 1 with entries in O/pnr−1O. It
can be factored uniquely as:
(7.1)
(
x1,1 pa
X1 X2
)
=
(
1 paX−12
0 I
)(
x1,1 − paX
−1
2 X1 0
X1 X2
)
.
Since the determinant of X is 1 and the determinant of the first factor
in (5.1) is 1, the determinant of the second factor is a fortiori 1. This
factorization implies that P ≃ U×kPr where U is the group of elements:
(7.2)
(
1 pa
0 I
)
.
The isomorphism is defined by the group product and it is an isomor-
phism only of varieties. It is clear that the set of elements {pa : a ∈
O/pnrO} is isomorphic to affine nr− 1 space. Hence U ≃ A(n−1)(nr−1)k .

VARIETIES OF SPECIAL LATTICES 33
Corollary 7.4. The isomorphism between A
(n−1)(nr−1)
k and P/Pr is the
map which sends (a2, . . . , an−1) to the Pr-coset of
(7.3)

1 pa2 pa3 . . . pan−1
0 1 0 . . . 0
...
...
. . .
...
...
0 0 0 . . . 1
 .
In this expression, ai ∈ O/pnr−1O with ai =
∑nr−2
j=1 ξ(xi,j)
p−jpj and xi,j
is an indeterminate. Write pa2,1 = (pa2, . . . , pan−1). Then the action
of the matrix,
(7.4)
(
x1,1 pX1,2
X2.1 X2,2
)
on the coset of (7.3) is described by the expression
(7.5)
(
1 p(x1,1a+X1,2)(X2,2 + pX2,1a)
−1
0 I
)
.
Proof. To see this just apply the factorization formula (7.1) to the
product of the matrix (7.4) and the parametrized matrix (7.3). 
Theorem 7.3 and the corollary following offer some hope of comput-
ing the global sections in line bundles on Latnr (K). If L is a line bundle
on Latnr (K) it is certainly reflexive and so by Main Theorem 4.2 and
the well known classical result on reflexive modules over normal do-
mains, H0(Latnr (K),L) = H
0(X0,L|X0). The same does not apply to
higher cohomology. The proposition has a very interesting interpre-
tation which clearly can be generalized to other generalized Schubert
cells. It is to be noted that this is an equally valid and novel way of
viewing Schubert cells in the affine Grassmannian and other affine in-
finite dimensional homogeneous spaces. The proofs that do not apply
with no modification apply with obvious and minimal modification.
This is not our concern in this work so we leave it for another study.
The interpretation is:
Remark 7.5. We may consider the Spec(O/pnrO)-scheme Pn−1
O/pnrO. The
O/pnrO-points of this scheme can be thought of as rank n − 1 free
O/pnrO-direct summands of (O/pnrO)n and X0 can be thought of as
the Greenberg scheme associated to this scheme with respect to the
ring scheme, O/pnrO (not the localized Greenberg functor of [WH]).
The map X0 → P
n−1
k can be regarded as the map which sends the
O/pnrO-direct summand L to L+ pF/pF in F/pF .
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We write π : X0 → P
n−1
k for the projection. The most useful conse-
quence of these observations is:
Lemma 7.6. Let F be a reflexive coherent sheaf on Latnr (K). Then
H0(Latnr (K),F) = H
0(Pn−1k , π∗(F|X0)).
Proof. The sheaf F is reflexive and Latnr (K) is normal by Main Theo-
rem 4.2. Since the complement of X0 is of codimension 2,
H0(Latnr (K),F) = H
0(X0,F|X0).
On the other hand, π is affine and so by the Leray spectral sequence,
H i(Pn−1k , π∗(F|X0)) = H
i(X0,F|X0). 
Remark 7.7. We take note of an amusing analogy suggested by (7.5).
We consider the maximal parabolic P ⊆ SL(n,O/pnrO). We write the
element X of P in the form:
(7.6) X =
(
x1,1 X1,2
X2,1 X2,2
)
.
In this expression, x1,1 is a unit in O/pnrO, X1,2 is a row of length n−1
with entries in pO/pnrO, X2,1 is a column with entries in O/pnrO and
X2,2 is an invertible matrix with entries in O/pnrO. Define an action
of X on the row u ∈ (pO/pnrO)n−1 by the equation:
(7.7) X · u = (x1,1u+X1,2)(X2,1u+X2,2)
−1.
Notice that the matrix in the second parentheses is invertible because
X2,2 is invertible and the first term is in (pO/pnrO)n−1. It follows
from (7.3) and (7.5) that this is an action. Then X stabilizes 0 only
if X1,2X
−1
2,2 = 0, that is, if X1,2 = 0. That is, the stabilizer of 0 is Pr
and the action of P on U = (pO/pnrO)n−1 is a kind of p-adic modular
action.
For j ≥ 1, let Γj denote the group of matrices in SL(n,O) congruent
to In mod p
j, and let Γj = Γj/Γnr ⊆ SL(n,O/pnrO). Then Γ1 is the
unipotent radical of the k-group SL(n,O/pnrO) with semisimple part
SL(n, k).
8. The Restricted Lie Algebra of SL(n,O); the Canonical
Bundle
In order to understand the ample generator of the Picard group of
Latnr (K), we must describe the Lie algebras of the proalgebraic group
SL(n,O), and the subgroups of it which appear in the discussions
above. These are group schemes over a field of positive characteris-
tic and so one must contend with Frobenius twists and restricted Lie
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algebras. For a representation ρ on V of a group over k, its ν’th Frobe-
nius twist is the representation on V, the representing transformations
of which are just matrices with entries pν ’th powers of the entries of
the corresponding representing transformation of ρ. It is written V [p
ν ].
Restricted Lie algebras are Lie algebras with a formal p’th power. In
Lie algebras of groups over fields of positive characteristic, the opera-
tion is just p’th power iteration of invariant vector fields. As we shall
work closely with them we recall the definition. The Lie algebra L over
k is restricted if it is equipped with a formal p’th power x 7→ x[p] such
that (ax)[p] = apx[p] and such that (x+y)[p] = x[p]+y[p]+
∑p−1
j=1 sj(x, y),
where the sj are Lie polynomials defined as follows. Extend L to a Lie
algebra over the polynomial ring k[T ] and write the expression:
(8.1) (ad(Tx+ y))p−1(x) =
p−1∑
i=1
isi(x, y)T
i.
Clearly, si is a sum of terms of the form a[z1, [z2, [. . . , [zp−1, x] . . . ]]],
where a ∈ Z and each zj can be either x or y. The si are called
the Jacobson polynomials. Since the Jacobson polynomials are Lie
polynomials, if τ : L→ L′ is a Lie algebra homomorphism,
(8.2) τ(si(x, y)) = si(τ(x), τ(y)), i = 1, . . . , p− 1.
Note that SL(n,O) contains its big cell in its algebraic Bruhat de-
composition as an O-group and that the k-tangent space to e in this
open subset is the Lie algebra of the k-group SL(n,O). Moreover the
big cell is stable under the conjugating action of the maximal O-torus
as well as the maximal k-torus. This observation allows us to describe
the Lie algebra of SL(n,O) as a representation of the maximal k-torus.
This will be our starting point.
Write O∗ for the group of units in O viewed as a k-scheme. A typical
element of O∗ can be written as ξ(t) +
∑∞
j=1 ξ(tj)
p−jpj. If we consider
this parametrization briefly, it is apparent that O∗ = Gm,k×U1, where
U1 is the subgroup of units congruent to 1 modulo p.
Let A1 denote the additive group of Witt vectors congruent to 0
modulo p. It is a proalgebraic group under addition. Note that 23/2 > e.
Consequently ln(2) > 2/3 and so for all p, ln(p) > 2/3. Let vp denote
the p-adic valuation. Then for all j certainly vp(j) ≤ logp(j) =
ln(j)
ln(p)
<
3/2 ln(j). In particular j−vp(j) ≥ j−3/2 ln(j) and this later expression
clearly tends toward infinity. Hence for u ∈ A1 the p-adic value of uj/j
tends toward infinity. Thus the series ln(1 + u) =
∑∞
j=1(−1)
j−1uj/j is
defined and convergent on U1 = 1+A1. In particular the map u 7→ ln(u)
gives a morphism of groups U1 → A1. Since u
2 is of value strictly greater
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than u for u ∈ A1 the map may be easily seen to be injective. It is also
clear that ln(1 + pnO) ⊆ pnO whence it induces a map of truncations
which is clearly algebraic. It follows that ln is an albebraic isomorphism
from U1 to A1.Thus we may write O∗ = Gm,k × A1.
Consider the O-torus of SL(n,O). That is, we consider the set of O-
points of the maximal torus of SL(n,O). Denote it T (O). Viewing the
n− 1 fundamental dominant weights as morphisms from the algebraic
k-group T (O) to the algebraic k-group O∗, they establish an isomor-
phism from T (O) to (O∗)n−1, the (n−1)-fold product of O∗. Since the
fundamental dominant weights in this context are merely morphisms
of algebraic groups rather than characters (U1 is the unipotent radical
of O∗), we write these weights ̟i for i = 1, . . . , n−1, and view them as
group morphisms. We write d̟i for the associated map of Lie algebras.
Writing π : O∗ → k∗ for the natural map, we write ωi = π ◦̟i. Write
Tk for the algebraic n − 1 dimensional split torus. The upshot of our
discussion is that T (O) = Tk ×A
n−1
1 .
Let Φ denote the set of roots of SL(n,Z), and let Φ+ denote the
set of positive roots. We fix an ordering on Φ. Let ∆ be a set of
simple positive roots. For α ∈ Φ, let Uα denote the corresponding root
subgroup scheme. Then SL(n,O) contains each of the root subgroups
Uα(O). The dense Bruhat cell in this group scheme can be described as
the product
∏
α∈Φ+
Uα(O)×T (O)×
∏
α∈Φ+
U−α(O), where the product
is in the chosen ordering.
The Lie algebra of SL(n,O) is, of course a restricted k-Lie algebra.
Hence its description includes descriptions of two operations, bracket
and formal p’th power. Moreover, SL(n,O) is a proalgebraic group,
that is, an inverse limit of finite dimensional algebraic groups. Thus its
Lie algebra is an inverse limit of finite dimensional restricted Lie alge-
bras. Thus it is a topological vector space complete in a cofinite linear
topology, that is, a topology in which 0 has a basis of neighborhoods
consisting of subspaces of finite codimension.
In addition it admits the adjoint representation of SL(n,O). Since
SL(n,O) contains T (O) and hence Tk, it also admits a decomposition
into Tk-weights. We wish to describe each of these structures on this Lie
algebra. To facilitate discussion, we shall write L(G) for the restricted
Lie algebra of the k-group G.
The topology is determined by a basis of neighborhoods of 0. The
neighborhoods of 0 are just the Lie algebras of the congruence sub-
groups Γj. Let γj = L(Γj). Since the Γj are normal, the γj are a
basis of neighborhoods of 0 consisting of ideals defining a separated
topology under which L(SL(n,O)) is complete. Notice that there is
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an easily understood formalism associated to the notion of topological
Lie algebras of proalgebraic groups. As part of this formalism we note
that if the proalgebraic group G is a product G = H ×M , then the
Lie algebra is the product L(G) = L(H)⊕ L(M).
Definition 8.1. We write wsl(n,O) for L(SL(n,O)), the restricted Lie
algebra of the k-group SL(n,O). We write wsl(n, rO) for the restricted
Lie algebra L(SL(n,O/pnrO)).
Lemma 8.2. There is an unrestricted Lie subalgebra, g0 in wsl(n, rO)
which maps isomorphically to sl(n, k) under the natural map from
L(SL(n,O)) to sl(n, k)induced by the canonical homomorphism O 7→ k.
Proof. By [JPS2] or [WH2], the Lie algebra L(Uα(O)) is a direct prod-
uct
∏
j≥0 kXi with p’th power operationX
[p]
i = Xi+1.Hence (L(Uα(O)))
[p]
is T -stable and of codimension one in L(Uα(O)). It hence has a unique
T -complement kXα which must be of weight α and it follows that X
[ps]
α
is of weight psα because raising to the ps’th power is a ps-linear map.
It is clear that L(Uα(O)) is just
∏
j≥0 kX
[pj ]
α . Let X
(j)
α = X
[pj ]
α . Then
L(Uα)(O) is an Abelian Lie algebra with p’th power (X
(r)
α )[p] = X
(r+1)
α .
By the remarks above, L(T (O)) = L(Tk)⊕L(A
n−1
1 ) and the decomposi-
tion is unique. We write h for L(Tk).The unipotent radical of SL(n,O)
is Γ0 and the natural surjection SL(n,O)→ SL(n, k) allows us to iden-
tify the root data of SL(n,O) with that of SL(n, k). Since h is the
Cartan subalgebra of sl(n, k), it admits a basis {hα : α ∈ ∆}, where
h
[p]
α = hα and hαv = αˇ(λ)v whenever v is a vector of weight λ and
where αˇ is the coroot associated to α.
There is a natural T -equivariant map from wsl(n,O) to sl(n, k)
and it must take Xα to the corresponding vector in sl(n, k). Consider
[Xα, Xβ]. This product is T -stable of T weight α + β and, when the
sum is in Φ, it maps to the root vector of that weight in sl(n, k). Hence
it is equal to Xα+β. In a root system of type An, a non-zero sum of
two distinct roots is never a multiple of a root and all root strings are
of length one.If α + β /∈ Φ, and it is not zero, [Xα, Xβ] would be of
weight α+β and hence not a multiple of a root. All the weights which
occur in wsl(n,O) are of the form pjα for some α ∈ Φ. Hence α + β
does not occur as a weight in wsl(n,O). Hence [Xα, Xβ] = 0. Now
consider [Xα, X−α]. Its image in sl(n, k) is the element hα in the Lie
algebra of the maximal torus. Hence we may write [Xα, X−α] = hα+n
for some n ∈ γ1. Now [Xα, X−α] is of T -weight 0 and so n is as
well. Hence hα+n is the Jordan decomposition of [Xα, X−α]. Consider
[[Xα, X−α], Xβ]. On the one hand this is αˇ(β)Xβ+[n,Xβ ]. On the other
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it is of T -weight β and T -stable and it maps to the αˇ(β) multiple of the
corresponding weight vector in sl(n, k) and so [Xα, X−α] = αˇ(β)Xβ.
It follows that
∐
α∈Φ kXα
⊕
h is a Lie subalgebra (not restricted) of
wsl(n,O). Denote it g0. The natural surjection of wsl(n,O) on sl(n, k)
restricts to an isomorphism of vector spaces on g0 and so it is isomorphic
to sl(n, k) as a (nonrestricted) Lie algebra. 
Remark 8.3. Clearly, for large p, g0 is a restricted Lie algebra. In fact
for p > 3, it would appear to be the case. I would guess that the only
case of any difficulty is p = 2.
By the observations above, L(T (O)) = h⊕ L(An−11 ). Notice that it
is Abelian. To write it explicitly, we write L(An−11 ) =
∏
1≤i≤n−1
j>0
kYi,j
with the formal p’th power Y
[p]
i,j = Yi,j+1. Each Yi,j is of Tk-weight 0.
The following summarizes what can be said about wsl(n,O).
Theorem 8.4. Assume that p > 2. Let g = sl(n, k) endowed with
the representation of SL(n,O) obtained by composing the projection of
SL(n,O) on SL(n, k) with the adjoint representation. Let g[p
r], r > 0
denote the r’th Frobenius twist of the representation g. Let γj = L(Γj).
Then the sequence of restricted Lie algebras, wsl(n,O) = γ0 ⊇ γ1 · · · ⊇
γj ⊇ · · · , is an exhaustive decreasing filtration of wsl(n,O) by ideals
and a basis of neighborhoods of 0 in a separated complete topology on
wsl(n,O). Furthermore:
(1) The associated graded of wsl(n,O) in this filtration, as a rep-
resentation of SL(n,O), is g⊕
∐
j≥1 g
[pj ].
(2) [wsl(n,O),γj ] = (0) for all j ≥ 1.
(3) Let g0 be the lie algebra constructed above. Then g0 ≃ g as an
unrestricted Lie algebra and a representation.
(4) The Tk-weight of h and of the Yi,j is 0.
(5) The weight of Xjα is p
jα.
Proof. The discussion preceding the numbered items requires no proof.
We begin with (1). It is clear that the quotient γj/γj+1 is just the
Lie algebra of the quotient Γj/Γj+1. This is a linear algebraic group
with an SL(n, k)-action induced by conjugation. The elements of Γj
can be written in the form 1 + ξ(M)p
−j
pj + uj+1, where M ∈ sl(n, k)
and uj+1 is a matrix all of whose entries are of valuation at least j + 1
and the notation, while undefined, is self explanatory. Noting that Γj+1
admits a similar description with j replaced by j+1, and passing to the
quotient, it is clear that Γj/Γj+1 is isomorphic to the j’th Frobenius
twist of the linear functions on the additive group of k-matrices of trace
0. It follows that γj/γj+1 is isomorphic to g
[pj ].
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We proceed to (2) which is the key observation. Now SL(n,O) ⊆
GL(n,O), and the same for the corresponding Lie algebras and so
it suffices to establish this result for wgl(n,O), where the latter is
the Lie algebra of the pro-k-group GL(n,O). We write γ ′j, Γ
′
j for
the subobjects associated to GL(n,O) parallel to the corresponding
symbols for SL(n,O). WriteMj for the n× n matrices congruent to 0
modulo pj−1.
First, suppose that u ∈ O is of valuation at least j so that u =∑
i≥j ξ(ui)
p−ipi. If x =
∑
i≥0 ξ(xi)
p−ipi, then the product xu has as
Witt coordinates polynomials with u coefficients, but in the quanti-
ties xp
j
i . This can be understood as a finite computation since the
coefficients of a Witt vector at valuation m are uniquely determined
by the truncation modulo pm+1. Thus we may assume that u is a fi-
nite sum of terms ξ(ui)
p−ipi, i ≥ j. But then it suffices to consider
terms of the form x(ξ(ui)
p−ipi) as the coefficients of xu will be poly-
nomials in the Witt coefficients of these elements. But x(ξ(ui)
p−ipi) =∑
r≥0 ξ(x
pi
r u
pr
i )
p−r−ipr+i. That is, the coefficients of x(ξ(ui)
p−ipi) are
polynomials in the xp
i
r , i ≥ j, that is to say, they are polynomials in
the xp
j
r .
Now suppose that U = (ur,s) ∈ Mj and that X = (xr,s), Y =
(yr,s) are in M0. Then the (l, m)-entry of XUY is
∑
xl,rys,mur,s. It
is hence a polynomial in pj’th powers of the entries of X and Y . In
particular XUX−1 has as its Witt coefficients rational functions in
the pj ’th powers of the Witt coefficients of X . Consider the action of
wsl(n,O) on the coordinate ring of Γj . First note that Γj = 1 +Mj.
If U ∈Mj is a matrix with indeterminate Witt coefficients and X is a
general element of GL(n,O), then the Witt coefficients of X(1+U)X−1
are polynomials in pj’th powers of the entries of X . Hence if a tangent
vector at e in GL(n,O) is applied to such an expression by its operation
on the xi,j,m, the result will be null in all cases. That is, the operation of
wsl(n,O) on the coordinate ring of Γj is trivial. Since the adjoint action
of wsl(n,O) on γj is the differential of its action on the coordinate ring
of Γj , it follows that [wsl(n,O),γj] = 0 for all j ≥ 1. This establishes
(2).
To prove (3) first consider all cases where the characteristic is at least
three or when the cnaracteristic is at least two. By the computations
above and by item (2),
[wsl(n,O),wsl(n,O)] ≃ [wsl(n,O)/γ1,wsl(n,O)/γ1] ≃ [g0, g0] ≃ g0.
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Hence g0 = [wsl(n,O),wsl(n,O)]. This is clearly stable under the
adjoint representation. For sl(2, k) when k is of characteristic two one
establishes the same result by an awkward hand computation. 
Before proceeding we need a certain analysis of central extensions of
restricted Lie algebras. Let 0 → m → g˜
φ
→ g → 0 denote a central
extension of restricted Lie algebras which is trivial as an extension of
Lie algebras. I will call such an extension Lie trivial and we shall often
denote it φ.
If φ : g˜ → g is an extension of g by m, there is a section σ : g → g˜
which is just a Lie algebra morphism.
Lemma 8.5. Let φ : g˜ → g be a Lie trivial central extension of g by
m. Let σ : g → g˜ denote a Lie algebra section of φ. For x ∈ g, let
β(x) = σ(x)[p] − σ(x[p]). Then β is a p-linear map from g to m.
Proof. That the values of β lie in m follows from the facts that φ is a
restricted Lie algebra morphism and that φ ◦ σ = idg. It is clear that
it is p-linear. We prove that it is additive.
β(x+ y)− β(x)− β(y) = σ(x+ y)[p] − σ((x+ y)[p])
(8.3)
− σ(x)[p] + σ(x[p])− σ(y)[p] + σ(y[p])
= σ(x)[p] + σ(y)[p] +
p−1∑
i=1
si(σ(x), σ(y))
− σ(x[p] + y[p] +
p−1∑
i=1
si(x, y))
− σ(x)[p] + σ(x[p])− σ(y)[p] + σ(y[p])
=
p−1∑
i=1
si(σ(x), σ(y))−
p−1∑
i=1
σ(si(x, y)).
By Equation (8.2), the final expression of (8.3) is null since for each i,
si(σ(x), σ(y)) = σ(si(x, y)). That is, β(x+ y) = β(x) + β(y). 
What remains is to determine the automorphisms of a Lie trivial
extension. To this end we define the p-center of a restricted Lie algebra:
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Definition 8.6. Let L be a restricted Lie algebra. The p-center of L
is the set {x ∈ L : [x, L] = 0, x[p] = 0}. Write Lp for the p-center of L.
When L is Abelian it is called strongly Abelian if L = Lp.
Having made this definition, we leave to the reader the exercise of
proving that two p-linear maps β and β ′ from g to m yield isomorphic
Lie trivial restricted extensions if and only if they differ by a map
into the p-center of m. This is a slightly eccentric description of the
set of extensions (see [GH]). Hochschild alters central extensions by a
(nonrestricted) Lie cocycle so that he can regard all central extensions
as extensions by strongly Abelian centers but in our case the center is
endowed with an important canonically defined restricted structure.
Theorem 8.7. Assume that p > 2. Notation is as in Theorem 8.4.
Then there is an SL(n,O)-equivariant Lie (i.e. unrestricted) splitting
σ : g→ wsl(n,O). The map β associated to σ as in Lemma 8.5 is an
SL(n,O)-equivariant morphism. Moreover,
(1) The map β is injective so that it can be viewed as an SL(n,O)-
morphism from Frobenius twist g[p] into wsl(n,O).
(2) There are canonical nontrivial Tk-weight spaces of wsl(n,O)
which permit us to write:
wsl(n,O) = h⊕
∏
1≤i≤n−1
j>0
kYi,j ⊕
∏
α∈Φ
j≥0
kXjα.
(3) As a nonrestricted Lie algebra or purely as the adjoint represen-
tation of SL(n,O), we may represent wsl(n,O) as the infinite
product:
wsl(n,O) =
∏
j≥0
g[p
j ].
Proof. First recall how σ is constructed. The natural surjection φ :
wsl(n,O) → g restricts to an isomorphism on the derived algebra
[wsl(n,O),wsl(n,O)] = g0. The derived algebra is SL(n,O)-stable
and the surjection is equivariant. Hence its inverse, that is to say, σ
is equivariant. The p’th power map, which is not linear, is, however,
equivariant. By definition, β(x) = x[p] − σ(x[p]). Hence it is a differ-
ence of equivariant maps. This establishes the first statement of the
theorem.
We proceed to the first numbered item of the theorem. Let α be
any root of SL(n,O). Let Uα,O denote the corresponding root sub-
group of SL(n,O). Write uα(O) for its Lie algebra viewed as a Lie
subalgebra of wsl(n,O). It admits a basis of elements {Xα,i : i ≥ 0}
where X
[p]
α,i = Xα,i+1. Now the derived algebra g0 = im(σ) contains
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only Xα,0. Moreover in the classical Lie algebra sl(n, k) for the cor-
responding root vector, X
[p]
α = 0. It follows that σ(φ(Xα,0)
[p]) = 0
and that β(Xα,0) = Xα,1. Hence the image of σ(g) under β is an
SL(n,O)-module containing the p-twisted root vectors Xα,1. The only
SL(n,O)-submodule of g[p] containing these elements is g[p] itself. This
establishes (1).
The last two items are self evident. 
We may use these results to describe the Ka¨hler differentials on the
smooth locus of Latnr (K) as well as the canonical bundle on this ho-
mogeneous space. Since Latnr (K) is locally a complete intersection the
canonical bundle is a line bundle and so determined by its restriction to
Latnr (K).This is nothing but a straightforward application of the com-
putations of the last section. The basic formula for the differentials of
a homogeneous space is the following. Let G and H be respectively a
linear algebraic group and a closed subgroup. Let the Lie algebra of
G (respectively H) be g (respectively h). Then g/h is a representation
of H under the adjoint action and the tangent bundle is the induced
bundle of this representation. Consequently, Ω(G/H)/k is the bundle
induced by the dual, (g/h)∗. The computation of the canonical bundle
follows easily.
Proposition 8.8. The canonical bundle on Latnr (K) is a line bundle.
It is isomorphic to L(−np
nr−1
p−1
λ1).
Proof. By the main theorem Latnr (K) is locally a complete intersection.
Hence by, for example, Theorem 7.11 on p. 245 of [RH] it is a line
bundle and so a tensor power of L(λ1). We may compute it on the
smooth locus which is the homogeneous space SL(n,O)/Pr. It is the
highest exterior power of the sheaf of differentials. The differentials
are the bundle induced by the linear dual of wsl(n,O)/Pr. This linear
dual admits a Pr-stable filtration so that the successive quotients are
ω0,ω
[p]
0 , . . . ,ω
[pnr−1]
0 .
To see this let P (j), j = 0, 1, . . . , nr − 1 denote the set of matri-
ces (
x1,1 x1,2
x2,1 x2,2 ) in SL(n,O/p
nrO) consisting of elements for which x1,2 is
an n − 1 row with entries in pjO/pnrO. Now these are all normal in
SL(n,O/pnrO) and the quotient P (j)/P (j−1) is isomorphic as a group
to the additive group (pjO/pj+1O)n−1. (In this notation Pr would just
be P (nr) and P (0) = SL(n,O/pnrO).Write P(j) for the Lie algebra of
P (j). We proceed to compute the action of Pr induced by the adjoint
action of the stabilizer of the distinguished coset Pr on the quotients
P(j)/P(j + 1).
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Let an arbitrary element of SL(n,O/pnrO) be represented by the
matrix U = (
u1,1 u1,2
u2,1 u2,2 ) with u1,1 ∈ O/p
nrO and the rest accordingly.
An element of Pr is of the form X =
(
x1,1 0
x2,1 x2.2
)
. Its inverse is(
x−11,1 0
−x−11,1x
−1
2,2x2,1 x
−1
2,2
)
.
Conjugating U by X, the (1, 2) entry of the conjugate of U by X is
the expression x1,1u1.2x
−1
2,2. Over O/p
nrO this is the contragredient of
the standard representation of x2,2 ∈ GL(n − 1,O/p
nrO) twisted by
the inverse of its determinant. The result of the conjugating action of
(
x1,1 x1,2
x2,1 x2,2 ) on u ∈ P (j)/P (j + 1) is x1,1ux
−1
2,2. Now u ∈ (p
jO/pj+1O)n−1
and we know that for t ∈ k∗ and a Witt vector in pjO the result of mul-
tiplication on the initial term is ξ(t) ·ξ(a)p
−j
pj = ξ(tp
j
a)p
−j
pj . The quo-
tient of groups P (j)/P (j+1) is just the additive group pjO/pj+1O)n−1.
Consequently the result of conjugation by an element of Pr on this quo-
tient is just the pj ’th Frobenius twist of the contagredient of the stan-
dard representation twisted by the inverse of the determinant. The Lie
algebra of this additive group will be the same additive group and the
result of the restriction of ad(X) to this quotient of Lie algebras will
just be the same representation. To state this precisely let xi,j denote
the residue class of xi,j modulo p and let u denote an n − 1 row with
entries in k. Let
(
x1,1 0
x2,1 x2,2
)
operate on this row by the formula x1,1ux
−1
2,2.
This defines a representation which we write u. The adjoint represen-
tation of Pr on wsl(n,O)/Pr thus admits a filtration with associated
graded
∐nr−1
j=0 u
[pj]. Hence the associated graded of (wsl(n,O)/Pr)∗ in
the filtration dual to the filtration above is just
∐nr−1
j=0 (u
[pj])∗. Finally
(u[p
j])∗ = ω
[pj ]
0 .
The top exterior power of (wsl(n,O)/Pr)∗ induces the top exterior
power of the bundle induced by this representation. This top exterior
power is the tensor product of the top exterior powers of the terms in
its associated graded. Now ω0 is the representation of Pr corresponding
to the lower right n − 1 × n − 1 minor acting on its standard n − 1-
dimensional representation twisted by the class of the determinant of
x2,2 modulo p. As a character on Pr the determinant of x2,2 is the
inverse of the residue class of x1,1 and this is the first fundamental
weight of SL(n,O). The top exterior power of an irreducible is trivial
so that the weight of the twisted representation is just −nλ1. The
Frobenius twist ω
[ps]
0 corresponds to p
snλ1. The weight of the full tensor
product of the top exterior powers of the terms of the associated graded
is −n(1 + p + p2 + · · · + pnr−1)λ1 = −n
pnr−1
p−1
λ1. Hence in the usual
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convention for bundles induced by characters, this is the line bundle
induced by the weight in the assertion above. 
Let us consider for a moment the infinite Grassmannian over k. It has
been extensively studied. It may be thought of as the space parametriz-
ing special k[[t]] lattices of rank n in k((t))n. It is the homogeneous
space over SL(n, k((t)) with stabilizer equal to the maximal parahoric
SL(n, k[[t]]). The generalized Schubert cell corresponding to the di-
agonal matrix with diagonal entries t(n−1)r, t−r, . . . , t−r is a particular
Schubert cell which we will denote Latnr (k((t))). There is a canonical
ample generator of the Picard group corresponding to a character on
the subgroup of SL(n, k[[t]]) whose 1, 1 position is nonzero but in which
the rest of the first column is zero. Denote that character λ˜1. The con-
structions of this section all apply to that situation. We refer to [BLS]
for computations.
Corollary 8.9. The scheme Latnr (K) is not isomorphic to the scheme
Latnr (k((t))).
Proof. On Latnr (k((t))) the computations of Proposition 8.8 would im-
ply that the canonical bundle was the −n’th power of the ample gen-
erator of the Picard group in contradistinction to 8.8. Since both the
ample generator of Pic as well as the canonical bundle are uniquely
determined functorial objects which would be carried one to another
by any isomorphism, an isomorphism is impossible. 
Appendix A. Deformations of lattices in Latnr (K)
In [WH] there is a computation of the tangent space to a lattice
in Latnr (K). The statement there is not particularly well adopted to
the computations in this paper. For this reason we have expanded the
proofs and computations of [WH] and reformulated them for applica-
tion in this paper. We conclude with an explicit construction of a class
of deformations sufficient to show that Latnr (K) is a variety.
A.1. Infinitesimal deformations of schemes of lattices over
schemes of rings. We wish to classify certain infinitesimal deforma-
tions of polynomial algebras. Let M be affine N -space and let S be a
closed subscheme isomorphic to affine R-space. Let k[M ] and k[S] be
their respective coordinate rings. Let J be the ideal defining k[S]. We
may assume it to be generated by a system of parameters y1, . . . , yN−R.
We wish to give a complete description of the set of flat infinitesimal
deformations of S in M . Write M˜ for the base extension of M by k[ǫ],
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the dual numbers, and write kǫ[M˜ ] for its coordinate ring. A flat de-
formation of S will be a closed kǫ-subscheme of M˜, S˜, with coordinate
ring kǫ[S˜] which is flat over kǫ and which maps surjectively onto k[S].
Let J˜ be the kernel of the map kǫ[F˜ ] 7→ kǫ[S˜]. If z1, . . . , zR is a set of
indeterminates such that k[S] = k[z1, . . . , zR] then lifting these inde-
terminates to z˜1, . . . , z˜R, flatness implies that the monomials in the z˜j
are a kǫ basis of kǫ[S˜]. Hence there is a section s : k[S] → kǫ[S˜] and a
natural isomorphism of kǫ-algebras kǫ[S˜] ≃ kǫ ⊗k k[S]. The trivial de-
formation S˜ǫ which is the quotient of kǫ[M˜ ] by the ideal J˜0 = Jkǫ[M˜ ].
In consequence of these observations, there is a commutative diagram:
(A.1)
0 0 0y y y
0 −−−→ ǫJ −−−→ ǫk[M ] −−−→ ǫk[S] −−−→ 0y y y
0 −−−→ J˜ −−−→ kǫ[M˜ ] −−−→ kǫ[S˜] −−−→ 0
π0
y πy yπ1
0 −−−→ J −−−→ k[M ] −−−→ k[S] −−−→ 0y y y
0 0 0
Proposition A.1. There is a bijective correspondence between infin-
itesimal deformations of J˜0 and sections in the normal sheaf NS/N =
HomOM (J/J
2 , k [S ]). The correspondence sends the section δ ∈ NS/N
to the ideal J˜δ = {a + bǫ ∈ kǫ[M˜ ] : a ∈ J b ≡ δ(a)mod(J)}. The
conormal vector δ is called the classifying map of J˜δ.
Proof. This is a standard result. We include some discussion to recall
for the reader some detail with which we will work below. Since π0
is the restriction of π to J˜ , for each u ∈ J there is some element
u1 ∈ k[M ] such that u + u1ǫ ∈ J˜ . Then u1 is determined modulo
J because ker π0 = ǫJ . Choose a k-vector space section to π0 and
write it s(u) = u + s1(u)ǫ. Let δ(u) be the residue class of s1(u) in
k[S] = k[M ]/J . Clearly the ideal J˜ is the sum of the vector spaces
ǫJ and s(J). The reader may deduce the remainder of the proof from
these observations. 
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We now recall the notation of the earlier sections of this paper. Let
Or = O/pnrO and let Fr = Onr . Then Lat
n
r (K) is isomorphic to the
subgroupschemes of Fr of codimension nr which are Or submodules.
Then we propose to describe the tangent space to Latnr (K) at the lattice
L by applying proposition A.1 to three pairs of algebras, k[Fr] and k[L],
then k[Fr]⊗k k[Fr] and k[L] ⊗k k[L] and finally to k[Fr] ⊗k k[Or] and
k[L]⊗k k[Or].
Let α : k[FR]→ k[Fr ⊗k [Fr] be the map of coordinate rings dual to
addition and let µ : k[Fr]→ k[Fr]⊗k k[Or]] be the map corresponding
to scalar multiplication on F by Or. We will use the same symbols
to denote these operations on all subobjects quotient objects and base
extensions as well. Fix an Orsubmodule of Fr of codimension nr and
write it L. Let the ideal defining it be I. Fix a normal vector δ ∈
NL/F and let I˜δ be the ideal corresponding. We wish to give sufficient
conditions for I˜δ to be an ideal defining an Or submodule scheme over
kǫ. We leave it to the reader to interpret our extended notation. It will
define a subgroup scheme if:
(A.2) α(I˜δ) ⊆ I˜δ ⊗kǫ kǫ[F˜r] + kǫ[F˜r]⊗kǫ I˜δ
.
It will define an Or submodule if:
(A.3) µ(I˜δ) ⊆ I˜δ ⊗kǫ kǫ[O˜r]
Now consider I = I ⊗ k[F ] + k[F ] ⊗ I ⊆ k[F ] ⊗ k[F ]. Using, for
example, the fact that I is generated by a system of parameters it is
easy to see that I/I2 ≃ (I/I2 ⊗ k[L]) ⊕ (k[L] ⊗ I/I2). In the case
of I ⊗k k[F ] it follows from nothing more than right exactness of the
tensor product that (I ⊗k k[Or])/(I ⊗k k[Or])2 = (I/I2)⊗k k[F ].
One further ingredient in the following consists of natural maps on
I/I2 induced by α and µ. First consider I = I ⊗ k[F ] + k[F ] ⊗ I ⊆
k[F ] ⊗ k[F ]. Using, for example, the fact that I is generated by a
system of parameters it is easy to see that:
I/I2 ≃ (I/I2 ⊗ k[L])⊕ (k[L]⊗ I/I2)(A.4)
I = I ⊗ k[F ] + k[F ]⊗ I
In the case of I ⊗ k[O]r it is clear that (I ⊗ k[O]r)/(I2 ⊗ k[O]r) =
(I/I2)⊗k[Or]. Then since α takes I to I⊗k[F ]+k[F ]⊗ I and µ takes
I to I ⊗ k[Or] there are natural maps of conormal bundles:
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αN :I/I2 7→ (I/I2)⊗ k[L] + k[L]⊗ (I/I2)(A.5)
µN :I/I2 7→ (I/I2)⊗ k[L](A.6)
Proposition A.2. The classifying map for I˜δ ⊗kǫ kǫ[F˜ ] + kǫ[F˜ ]⊗kǫ I˜δ
as an infinitesimal deformation of I ⊗k k[F ] + k[F ] ⊗k I is δ2 = (δ ⊗
id, id⊗δ). The classifying map for I˜ ⊗kǫ kǫ[F˜ ] is δ ⊗ id.
Proof. It is clear that the classifying map for I˜δ⊗kǫ kǫ[F˜r] is none other
than δ ⊗ id : I/I2 ⊗ k[Or] 7→ k[L] ⊗ k[Or]. Hence all that remains to
be proven is the first assertion of the proposition.
Each element of I⊗k[F ]+k[F ]⊗I = I is a sum of terms u⊗a+b⊗v
with u, v ∈ I.There are u +mǫ and v + nǫ in Iδ lying above u and v
respectively with m ≡ δ(u) mod I and n ≡ δ(v) mod I. Consequently
(u+mǫ)⊗a+b⊗(v+nǫ) = u⊗a+b⊗v+(m⊗a+b⊗n)ǫ is in I˜δ⊗kǫkǫ[F˜ ]+
kǫ[F˜ ]⊗kǫ I˜δ. Hence by Proposition A.1 the class of m⊗a+b⊗n mod I
2
is the value of the classifying map for I˜δ ⊗kǫ kǫ[F˜ ] + kǫ[F˜ ] ⊗kǫ I˜δ on
u⊗a+ b⊗v. Applying equation (A.4)this is the value of (δ⊗ id, id⊗δ)
on the class of u⊗ a + b⊗ v in (I/I2)⊗ k[L]⊕ k[L]⊗ (I/I2). 
Proposition A.3. Let I define the lattice L in F and suppose that I˜δ
is an infinitesimal deformation of I with classifying map δ. Then I˜δ
defines a kǫ lattice in F˜ if and only if the following diagrams commute:
(A.7)
I/I2
δ
−−−→ k[L]yαN yα
(I/I2)⊗ k[L]⊕ k[L]⊗ (I/I2)
(δ⊗id,id⊗δ)
−−−−−−−→ k[L]⊗ k[L]
(A.8)
I/I2
δ
−−−→ k[L]yµN yµ
(I/I2)⊗ k[Or]
δ⊗id
−−−→ k[L]⊗ k[L]
Written as equations these two diagrams assert that:
α ◦ δ = (δ ⊗ id, id⊗δ) ◦ αN(A.9)
µ ◦ δ = (δ ⊗ id) ◦ µN(A.10)
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Proof. These diagrams are essentially diagrammatic representations of
the assertions in Proposition A.2. Consider diagram A.7. By A.2 the
classifying map δ will define a kǫ-subgroup of F˜ if α carries I˜δ into
I˜δ ⊗kǫ kǫ[F˜r] + kǫ[F˜r] ⊗kǫ I˜δ. Suppose u + mǫ ∈ I˜δ. Then u ∈ I and
m ≡ δ(u)mod I. Now α(u+mǫ) = α(u) + α(m)ǫ. By Proposition A.2
the classifying map for I˜δ ⊗kǫ kǫ[F˜r] + kǫ[F˜r] ⊗kǫ I˜δ is (δ ⊗ id, id⊗δ).
Hence α(u +mǫ) is in I˜δ if α(m) ≡ (δ ⊗ id, id⊗δ)(α(u))modI2. But
α(u) reduces to αN(u) and the image of α(u) under (δ ⊗ id, id⊗δ)
depends only on its class modulo I2. The argument for diagram A.8
is similar but the simpler nature of the maps involved makes it rather
obvious. 
Since L is a normal algebraic subgroup of F it can be represented as
the fiber over (0) in the projection F 7→ F/L. Since F/L is isomorphic
to affine nr space there is a system of parameters defining (0) in F/L
which can be viewed as a system of parameters defining L in F . That
is there are nr functions defining 0 in F/L which can be viewed as a
system of parameters defining L in F . They are invariant under both
left and right translation by elements of L and their representatives
in I/I2 can be viewed as invariant sections. (The L bundle I/I2 is
L homogeneous on L.) We will call such a system of parameters an
invariant system of parameters defining L.
We wish to identify certain special invariant systems of parameters.
To this end we apply the structure theory of finite modules over princi-
pal ideal domains. View the lattices as O-free modules. Then if L ⊆ F
is a lattice of corank nr then there is an ordered F -basis f1, . . . , fn and
integers ν1 ≥ ν2 ≥ · · · ≥ νn such that
∑n
i=1 νi = nr so that L is the
lattice with basis pν1f1, p
ν2f2, . . . , p
νnfn. A typical element of F can be
written
∑n
i=1
∑∞
j=0 ξ(xi,j)
p−jpjfj . It is clear that in this description of
F and L a set of equations defining L is:
(A.11) xij = 0 0 ≤ j < νi
A system of parameters defining L which is of this type will be
referred to as a principal invariant system of parameters. For simplicity
we will refer to the integers ν1, ν2, . . . , νn as the principal divisors of the
lattice L. We wish to understand the maps αN and µN .
First we will consider αN . Since α is a subgroup under addition,
α(I) ⊆ I⊗k[F ]+k[F ]⊗I and so composing α with the projection id⊗π
where π : k[F ] 7→ k[L] is the restriction, we see that there is a natural
coaction αr : I 7→ I ⊗ k[L] corresponding to right translation. Taking
commutativity into account, there is a symmetrically constructed map
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αℓ : I 7→ k[L] ⊗ I corresponding to left translation by the negative of
an element. (Recall that left translation usually involves the inverse.)
That is negative left translation is the map (αℓx(f))(m) = f(x + m)
and since the group is commutative it is the same up to order as right
translation.
We recall some basic facts concerning Witt polynomials. They are
defined by the equations:
(
∞∑
i=0
ξ(xi)
p−ipi) + (
∞∑
i=0
ξ(yi)
p−ipi) =
∞∑
i=0
ξ(Φi(x0, . . . , xi; y0, . . . yi))
p−ipi
(A.12)
(
∞∑
i=0
ξ(xi)
p−ipi) · (
∞∑
i=0
ξ(yi)
p−ipi) =
∞∑
i=0
ξ(Ψi(x0, . . . , xi; y0, . . . yi))
p−ipi
(A.13)
In these equations it is important to keep track of weight. The
indeterminates xi and yi are assigned weight p
i. Then Φi is of total
weight pi That is each monomial in it in the xj and yj is of total
weight pi in the two sets of indeterminates together. They are called
the additive polynomials.
The Ψi, known as the multiplicative polynomials are of total weight
pi in the xj and the yj separately. That is every monomial is of weight
pi in the xj and then separately in the yj.
The group of additive homomorphisms of the lattice L into Ga,k is
an O-module under the contragredient action (a · f)(x) = f(ax).
Definition A.4. An additive character of the lattice L is an algebraic
additive homomorphism of L into Ga,k = k
+ which is O-linear for the
action on k induced by the natural homomorphism O 7→ k. The set of
additive characters on L is written A+(L). It is a group but it is also
an O-module under the contragredient action.
Notice that A+(L) the group of additive characters is a vector space
over k under the standard multiplication (af)(x) = a(f(x)). Since pO
acts as zero on A+(L) the contragredient O action endows A+(L) with
another vector space structure. Hence it is actually a k, k bimodule.
Its decomposition into a direct sum L =
∐n
i=1O/p
αiO is actually a
bimodule decomposition making it into a vector space of dimension nr
in two different ways.
The conormal bundle I/I2 also has a bimodule structure. The left
k structure is simply its k-vector space structure as a quotient of k
vector subspaces of the k-algebra k[F ]. For the second note that O
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operates on k[F ] by the action induced by its action on the O-module
F . In functional notation the action can be written (a · f)(x) = f(ax).
This makes k[F ] an O-module and since L is an O-submodule, both I
and I2 are O-submodules. Since p annihilates k[F ] this makes k[F ], I
and I2 all into O/pO = k-vector spaces but the structure is not the
standard one. To understand it note that the O-lattice F is a scheme
of modules over the scheme of rings O. If µ : k[F ] 7→ k[F ] ⊗ k[O]
is the map of coordinate rings corresponding to scalar multiplication
O × F 7→ F , the corresponding structure can be described as follows.
Let µ(f) =
∑r
i=1 fi ⊗ f
′
i then the action can be written (a · f)(am) =∑r
i=1 f
′
i(a)fi(m).
Proposition A.5. Let L be a lattice in F of codimension R with ele-
mentary divisors α1, . . . , αn (nonincreasing order). Let {xi,j : 0 ≤ j ≤
αi} be a principal invariant system of parameters for L in F . Let xi,j
denote the residue class of xi,j in I/I
2 where I is the ideal defining L.
Then:
(1) αN(xi,j) = xi,j ⊗ 1 + 1⊗ xi,j.
(2) µN(xi,j) = xi,j ⊗ fi,j for some fi,j ∈ k[Or].
Proof. The first two assertions follow from weight considerations. First
note that αN(xi,j) = Φj(xi,0⊗1, xi,1⊗1 . . . , xi,j⊗1; 1⊗xi,0, 1⊗xi,1, . . . , 1⊗
xi,j). Now Φj is a sum of monomials M ⊗ N where the total weight
of the tensor product is pj . Since xi,j is itself of weight p
j the only
terms involving xi,j are xi,j ⊗ 1 and 1 ⊗ xi,j. Every other term must
be of weight pj . Since each term is a tensor product M ⊗ N with M
and N monomials only those monomials consisting of a single variable
on each side of the tensor product is nonzero modulo I2 ⊗ I + I ⊗ I2.
Thus only terms xi,r ⊗ xi,s with both r and s strictly less than j are
possible. Such terms, of weight pr + ps, are never of weight pj . Hence
αN(xi,j) = c1xi,j ⊗ 1 + c2 ⊗ xi,j . Commutativity implies that c1 = c2
and the fact that translation by 0 is the identity implies that c1 = 1.
Now consider µN . Write a typical element of O as
∑∞
i=0 ξ(yi)
p−ipi so
that k[O] = k[y0, y1, . . . ]. Then µ(xi,j) = Ψj(xi,0, . . . , xi,j; y0, . . . , yj).
Write Ψj(xi,0, . . . , xi,j; y0, . . . , yj) =
∑R
q=1Mq ⊗ hq where the Mi are
monomials in the xi,r and the hq are polynomials in the yr. Both the
Mq and the hq must be homogeneous of weight p
j. The only monomial
in the xi,r homogeneous of weight p
j and not in I2 is xi,j. Hence
µN(xi,j) = xi,j ⊗ fi,j where fi,j is the polynomial in the yi 0 ≤ i ≤ j of
weight pj which occurs as the right coefficient of xi,j. 
Consider the symmetric algebra on nL/F . We write it k[nL/F ]. As we
noted the spectrum of this algebra is identified with the linear dual of
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nL/F , that is the restricted Lie algebra F/L. This is an additive group
with addition (the standard one) defined by the map αN . That is αN
can be thought of as inducing an algebra morphism from k[nL/F ] to
k[nL/F ] ⊗ k[nL/F ] and this map is the map of algebras describing the
standard addition on F/L. Similarly the map µN : nL/F → nL/F ⊗k[M ]
induces a homomorphism of algebras µN : k[nL/F ] → k[nL/F ] ⊗ k[O].
This can be thought of as the map of coordinate rings corresponding
to an action O ×k (F/L)→ F/L.
Theorem A.6. Let L ⊆ F be a codimension nr lattice in F with
elementary divisors α1 ≥ α2 ≥ · · · ≥ αn. Let I be the ideal in k[F ]
defining F . Let {xi,j : 0 ≤ j < αi} be a principal invariant system of
parameters for L. Let I˜δ be an infinitesimal deformation of the ideal I
defining a scheme of lattices of codimension nr in kǫ[F˜ ].
(1) The elements xi,j, the residue classes of the elements xi,j modulo
I2, constitute a basis for the space of invariant sections in the
conormal bundle I/I2.
(2) Let nL/F = (I/I
2)L denote the space of translation invariant
sections in the conormal bundle I/I2 on L. Then the classi-
fying map δ is uniquely determined by its restriction to the nr
dimensional k-vector space nL/F .
(3) For each xi,j, δ(xi,j) ∈ k[L] is an Or homomorphism from L to
the Or-module of additive characters A+(L). Converseley ev-
ery O-module map determines an infinitesimal module scheme
deformation of L in F .
Proof. For (1) note that I/I2 is a homogeneous bundle on L and so
I/I2 ≃ n ⊗k k[L] where the isomorphism is of homogeneous bundles
and where the action of L on the right is trivial on n and by translation
on k[L]. Under this isomorphism, n is identified with nL/F the space of
residue classes of L-translation invariant parameters.
Consider (2). Since I/I2 ≃ nL/F ⊗k k[L] by extension of coefficients
we note that Homk[L](I/I
2, k[L]) = Homk(nL/F , k[L]).
Now consider (3). Let ui,j = δ(xi,j). By Proposition A.3, α(ui,j) =
α ◦ δ(xi,j) = (δ ⊗ id, id⊗δ) ◦ αN(xi,j) By Proposition A.5, αN(xi,j) =
xi,j ⊗ 1 + 1 ⊗ xi,j. Hence α(δ(xi,j)) = (δ ⊗ id, id⊗δ) ◦ αN(xi,j) =
δ(xi,j) ⊗ 1 + 1 ⊗ δ(xi,j). Recalling the definition of the ui,j, this says
that α(ui,j) = ui,j ⊗ 1 + 1 ⊗ ui,j. This is exactly the condition which
forces ui,j to be an additive homomorphism from L to Ga,k.
We now give a geometric description of the classifying maps δ that
define lattice deformations. For this we note that a principal invariant
system of parameters can be thought of as a set of indeterminates
52 W. J. HABOUSH AND A. SANO
generating the coordinate ring of the quotient group F/L. By definition
they are also a system of parameters for the maximal ideal defining
the identity. Write k[F/L] = k[{xi,j : 0 ≤ j < αi}] where the αi
are as in Proposition A.5. Write m for the ideal defining 0 in F/L.
Then the map of coordinate rings k[F/L] →֒ k[F ] corresponding to the
projection F → F/L induces isomorphisms m/m2 ≃ (m + I2)/I2 ≃
nF/L. Hence nF/L can be identified with the dual of the Lie algebra
of the lattice F/L. Under this identification the conormal map in
assertion (1) of Proposition A.5 is identified with the additive structure
on Spec(k[nF/L]) (the symmetric algebra on nF/L) which can be thought
of as the Lie algebra of F/L. Since O operates as endomorphisms of
F/L it operates as endomorphisms of the Lie algebra of F/L. The
conormal map in equation (2) of Proposition A.5 can be interpreted as
a map extending to a coaction k[nF/L] → k[nF/L] ⊗k k[O] describing
this O-action on the Lie algebra of F/L. Write F for the Lie algebra
of F and L for that of L. Then the Lie algebra of F/L is canonically
equal to F/L.
By Proposition A.5 µN(xi,j) = xi,j ⊗ fi,j . In particular µ(ui,j) =
µ(δ(xi,j)) = δ ⊗ id(µN(xi,j)) = δ ⊗ id(xi,j ⊗ fi,j) = ui,j ⊗ fi,j. That
is µ(ui,j) = ui,j ⊗ fi,j. Now to write µ(g) =
∑q
i=1 g
′
i ⊗ g
′′
i means
that the equation
∑q
i=1 g
′
i(m)g
′′
i (a) = g(am). That is ui,j(am) =
fi,j(a)ui,j(m). That is a ·ui,j = fi,j(a)ui,j and ui,j(am) = fi,j(a)ui,j(m).
Then ui,j(abx) = fi,j(a)ui,j(bx) = fi,j(a)fi,j(b)ui,j(x). Hence fi,j is
multiplicative. Similarly, fi,j(a+ b)ui,j(x) = ui,j((a+ b)x) = ui,j(ax) +
ui,j(bx) = fi,j(a)ui,j(x) + fi,j(b)ui,j(x) = (fi,j(a) + fi,j(b))ui,j(x). That
is fi,j is both multiplicative and additive and so defines an embedding
k →֒ Homk(A
+(L),A+(L)). Furthermore ui,j(am) = fi,j(a)ui,j(m).
That is ui,j is additive and linear for the contragredient action.
Thus δ maps nL/F into the contragredient linear additive characters
on L. It hence induces a morphism of affine schemes φδ : L 7→ F/L.
The map δ is linear for the natural vector space structure on A+(L).
Moreover Propositions A.2, A.3 and A.5 imply that µ(δ(f)) = (δ ⊗
id)(µ(f)). Explicitly, if ui,j ∈ nL/F is an invariant parameter then
µN(ui,j) = ui,j ⊗ fi,j This equation precisely asserts that diagram A.8
is commutative and this in turn simply says that the following diagram
commutes:
O ⊗ L˜
µ
−−−→ L˜
id⊗φδ
y φδy
O ⊗ F/L
µN
−−−→ F/L
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Conversely assume δ defines an O map from nL/F into A
+(L). Since
it is a k-linear from I/I2 into k[L], it defines an infinitesimal defor-
mation of the ideal I. Since its image lies in A+(L), Proposition A.5,
assertion (1) implies that the deformation it defines is the ideal of a
subscheme closed under addition. Since it is an O module map and
since all the schemes under consideration are varieties of finite type
over a field, it follows that equation A.10 holds. This in turn implies
that δ is the classifying map of an ideal defining a kǫ-lattice of corank
nr in F˜ . 
Remark A.7. In this proof a rarely noted phenomenon of basic signif-
icance occurs. To wit µN defines an exotic vector space structure on
the space of additive characters. In general if V is a vector space over
k and v1 . . . , vn is an ordered basis, define an action of k on V by the
equations a ◦ vi = ap
ν
i vi. This makes V into a vector space over k with
an exotic structure.
Theorem A.8. Write Def(L;F ) for the set of infintesimal defor-
mations of the lattice L of corank nr in F . This is a subspace of
Homk[L](I/I
2, k[L]). There is a bijective correspondence between Def(L;F )
and the space HomO(L/pL,F/L) of morphisms of O-modules from
L/pL to F/L. These are morphisms in the category of schemes of
modules over schemes of rings This is a vector space of dimension
(n − 1)nr for a lattice with elementary divisors {nr, 0, 0 . . . , 0} and it
is of dimension n2r for all other elementary divisor types.
Proof. The infinitesimal deformations of the lattice L in F are in bijec-
tive correspondence with the classifying maps δ satisfying Equations
A.9 and A.10 of Proposition A.3. These maps are uniquely determined
by their restrictions to nF/L. Hence we may view them as maps from
nF/L to k[L] which satisfy A.9 and A.10. So suppose that δ is one
such map. Now nF/L is spanned by the residue classes xi,j. As we re-
marked above the algebra k[nF/L] with the coaddition induced by the
map αN and the k[Or] coaction induced by µN can be viewed as the
coaction determining the Or module structure on F/L corresponding
to the differential of the multiplicative homothety. A map from nF/L
into k[L] canonically determines an algebra map k[nF/L] → k[L] and
so corresponds to a map of varieties δ∗ : L → F/L. Condition A.9 of
Proposition A.3 and assertion (1) of Proposition A.5 imply that this
morphism is an additive morphism of group schemes. Now F/L is a
vector space over a field of characteristic p and so δ∗ must vanish on pL.
Hence the assignment δ 7→ δ∗ maps Def(L;F ) to HomO(L/pL,F/L)
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where the homomorphisms are taken to be the algebraic morphisms for
the additive and multiplicative structures. We give the inverse map.
Now the groupscheme L/pL is the polynomial algebra k[x1,α1 , . . . , xn,αn ]
with the coaction α(xi,αi) = xi,αi⊗1+1⊗xi,αi . The functions xi,αi are
to be thought of as pL invariant functions on L. Write L
∗
for the k span
of the functions xi,αi . Then k[L
∗
] (the symmetric algebra on L) is the
coordinate ring of L/pL. Since pL is an O-submodule, it follows that
the coaction µ : k[L]→ k[L]⊗ k[Or] restricts to a coaction on k[L/pL]
and under this coaction it can be verified that µ(L
∗
) ⊆ L
∗
⊗ k[Or]. A
map γ : L/pL→ F/L of algebraic modules corresponds to a map of co-
ordinate rings k[F/L]→ k[L/pL] that ”commutes” with the structure
data. But k[F/L] = k[nL/F ] and k[L/pL] = k[L
∗
]. Hence γ is deter-
mined by its restriction γ : nL/F → k[L
∗
] ⊆ k[L]. It will give rise to an
additive morphism if αN ◦ γ(u) = (γ ⊗ 1, 1⊗ γ) ◦ αN . Lastly γ will be
an algebraic module map only if (γ⊗ id)◦µN = µ◦γ. These conditions
imply that γ is a map satisfying equations A.9 and A.10. 
A.2. Constructing explicit deformations. For every lattice L of
co-rank nr in F there is some ordered basis f1, f2, . . . , fn of F so that
pα1f1, p
α2f2, . . . , p
αnfn is a basis of L. In this section it will be con-
venient to assume that the αi are non-decreasing in i. This is op-
posite to our usual convention. We will refer to the sequence of el-
ementary divisors {α1, . . . , αn} as the type of L. Since all lattices
of a given type lie in one SL(n,O) orbit it suffices to consider lat-
tices for which the fi can be taken to be the standard basis vectors
ei. We show that every type is a specialization of the maximal type,
{0, . . . , 0, nr} and that the type {r, r, . . . , r} is a specialization of all
types. If {α1, . . . , αn} is not one of the two extreme types then there
is some pair αq, αs; q < s so that αq < r and αs > r. We begin with
a matrix M(t) with entries in the Witt vectors evaluated on the poly-
nomial domain k[t]. First we show that for non-zero values of t the
column space of this matrix is of type {α1, . . . , αn} and that at t = 0 it
is of type {α1, . . . , αq + 1, . . . , αs − 1, . . . , αn}. Then, viewing M(t) as
a morphism of k[t]-group schemes from A1 × F to itself, we explicitly
construct the coordinate ring of a family as the image of the morphism
and show it to be a smooth family of group subschemes of A1 × F .
We begin with the definition of M(t). For j 6= q, s, let Mj = p
αjej .
Let Mq = p
αq+1eq and let Ms = ξ(t)
p−αqpαqeq + p
αs−1es. Notice that
since t does not have any p’th roots ξ(t)p
−αq
pαq is simply a Witt vector
with one component and not a k[t] multiple of pαq . When t is replaced
by a value in the perfect field k it becomes a unit multiple of pαq .
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When t is set equal to 0 the columns yield a lattice of the de-
sired specialization type. When t = c 6= 0 then by the remark above
Mq − ξ(c−p
−αq
)−ppMs = ξ(c
−p−αq )−ppαses. Consequently Mq and Mq −
ξ(c−p
−αq
)−ppMs span a lattice of type {α1, . . . , αq}. Hence the reduced
parts of the fibers of this family behave exactly as required. What has
not been established is that the family is a flat family with reduced
fibers. To do this let {xj,i, 0 < i ≤ nr − 1 be a set of indeterminates
and let xj =
∑nr−1
0 ξ(xj,i)
p−ipi be n (truncated) Witt vectors with in-
determinate coefficients and let X denote an n-vector with entries xi.
Let F0(t) and F1(t) be two isomorphic copies of F/p
nrF ×k Spec(k[t])
which we will call the source and the target of M(t). Let X denote
the set of indeterminates xi,j defined above and let Y be a set of inde-
terminates yi,j with the same indices. Write F0(t) = Spec(k[t, X ] and
F1(t) = k[t, Y ]. We consider the vector M(t)X which has n truncated
Witt vector entries. The contravariant morphism of rings will be writ-
ten m#. Then m# sends yj,i to the i’th component of the j’th entry of
M(t)X . Let yj =
∑nr−1
0 ξ(yj,i)
p−ipi and let Y be a vector with j’th
entry yj . Then, the image of multiplication by M(t) is defined by the
equation:
Y = M(t)X =

pα1x1
...
pαq+1xq + ξ(t)
p−αqpαqxs
...
pαs−1xs
...
pαnxn

Computing the Witt components of the entries of this column and
setting them equal to the m# image of the corresponding components
in Y yields:
m#(yj,i) = 0 if i < αj, j 6= q, s
m#(yj,i) = x
pαj
j,i−αj
if i ≥ αj
m#(ys,i) = 0 ifi < αs − 1
m#(ys,i) = x
pαs−1
s,i−αs+1 if i ≥ αs − 1
m#(yq,i) = 0 if i < αq
m#(yq,αq) = tx
pαq
s,0
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m#(yq,j) = Φj(0, . . . , 0, x
pαq+1
q,0 . . . ,
xp
αq+1
q,j−αq−1
; 0 . . . , 0, 0, xp
αq
s,1 , . . . , x
pαq
s,j−αq
) if j > αq
If Φj(u0, . . . , uj, v0, . . . vj) = Φj is one of the Witt polynomials associ-
ated to addition then Φj = uj+vj+H where H is a plynomial stricly in
varables of lower index and in which each monomial contains both u and
v terms. Now m#(yj,i) = 0 for j 6= s and i < αj while m#(ys,i) = 0 for
i < αs−1. The other variables except for yq,αq are sent to a set of alge-
braically independent polynomials. The variable yq,αq however satisfies
a relation. We note that m#(yq,αq − tys,αs−1) = tx
pαq
s,0 − t(x
pαs−1
s,0 )
p = 0.
Thus if J is the kernel ofm# it is the ideal generated by the expressions:
yj,i i < αj j 6= s
ys,j j < αs − 1
and
yq,αq − ty
p
s,αs−1
The k[t]-endomorphism of k[t, Y ] which is the identity on all the yj,i
but yq,αq and which sends yq,αq to yq,αq − ty
p
s,αs−1 is an automorphism
and so it is clear that k[t, Y ]/J is just a ring of polynomials in (n2−n)r
variables over k[t]. Thus the family of deformations M(t)X is smooth
(and hence flat) over k[t].
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