Abstract-This paper studies a class of complex-valued linear systems whose state evolution dependents on both the state vector and its conjugate. The complex-valued linear system comes from linear dynamical quantum control theory and is also encountered when a normal linear system is controlled by feedback containing both the state vector and its conjugate that can provide more design freedom. By introducing the concept of bimatrix and its properties, the considered system is transformed into an equivalent real-representation system and a non-equivalent complexlifting system, which are normal linear systems. Based on these two auxiliary systems and using the bimatrix as a fundamental tool, some analysis and design problems including solutions, controllability, observability, stability, pole assignment, stabilization, linear quadratic regulation (LQR), and state observer design are investigated. Criterion, conditions, and algorithms are provided in terms of the coefficients of the original system.
I. INTRODUCTION
We study the following complex-valued linear system
where
p×m , i = 1, 2, are known coefficients, x = x(t) is the state, u = u(t) is the control, y = y(t) is the output, P # denotes the conjugate of the matrix/vector P , and x + (t) denotes x(t + 1) if t ∈ Z + = {0, 1, 2, · · · } (namely, discrete-time systems) and denotesẋ(t) if t ∈ R + = [0, ∞) (namely, continuous-time systems). The dependence of variables on t will be suppressed unless necessary. The initial condition is x(0) = x 0 ∈ C n . Clearly, (1) becomes the normal linear system
if A 2 , B 2 , C 2 and D 2 are null, and becomes the so-called antilinear system
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if A 1 , B 1 , C 1 and D 1 are absent. The discrete-time and continuous-time versions of (3) without output equations were respectively studied in [5] and [8] .
We study this class of complex-valued linear systems for several reasons. Firstly, it is a natural extension of the well studied normal linear system (1) and the recently studied antilinear system (3) , and thus should be made clear in theory. Secondly, in linear dynamical quantum systems theory, the Heisenberg evolution of the annihilation-creation pairs (corresponding to the state variable x) and their conjugates are, in general, coupled (see, for example, [9] and pp. 46-49 in [4] ). This leads to linear systems that are exactly in the form of (1) . Thirdly, to stabilize the antilinear system (3) when t ∈ R + , the so-called full state feedback
is necessary, which results in a closed-loop system in the form of (1) . Fourthly, any real-valued normal linear system in the form of (2) can be equivalently written as the complex-valued linear system (1) whose dimension is only half. Finally, even for the normal linear system (2), the full state feedback (4) is more powerful than the well-known normal linear feedback
in the sense that (4) allows more design freedom. For these reasons, in this paper we make a comprehensive study on the complex-valued linear system (1). The considered problems include solutions (state response), controllability, observability, stability analysis, pole assignment, stabilization, linear quadratic regulation (LQR), and state observer design. Our study is based on two alternative descriptions of system (1) with the new tool "bimatrix" which has many interesting and important properties to be studied in this paper. With the help of the "bimatrix" and these two alternative representations, we provide different criterion and conditions for analysis and design in terms of the original system parameters. Most of these conditions are expressed by the solvability of certain coupled equations involving the bimatrixs of the system.
We are particularly interested in the analysis and design of the antilinear system (3) . In this case, we show that all the coupled matrix equations encountered in system analysis and design can be decoupled. By our approach we can not only improve the existing results on this system, but also derive some new results that were not available in the literature.
II. PRELIMINARIES

A. The Bimatrix and Its Properties
For a matrix pair
Some properties of the bimatrix {·, ·} are listed below (the matrices involved are assumed to have suitable dimensions):
It follows that y = {A 1 , A 2 } x is a linear mapping over the field of real numbers.
When n = m, by Property 5), the power of 4 } is said to be the inverse bimatrix of {A 1 , A 2 }, and is denoted by {A 3 , A 4 
which is a linear mapping over the field of real numbers. It follows that x = x , ∀x ∈ C m . Notice that x andx are not one-to-one, since not for any y ∈ C 2m there exists an x such that y =x. Taking· on both sides of (6) gives
Denote the real-presentation mapping by
It follows that · is again a linear mapping over the field of real numbers, and x = x , ∀x ∈ C m . Lemma 2: The linear mapping (6) can be expressed by y =
2n×2m is defined by
The matrix {A 1 , A 2 } • will be referred to as the realpresentation of {A 1 , A 2 }. To see the relationship between· and ·, we writȇ
H n is an unitary matrix. Direct manipulation shows that H n also satisfies
where E n is also an unitary matrix. Lemma 3: Let H n and E n be given by (12) and (13). Then, for any
Lemma 4: For any real matrix A ∈ R 2n×2m , there exists a unique bimatrix
p×q , C p×q } be two given bimatrixs. Then
Moreover,
If {A 1 , A 2 } is invertible, then combining Lemmas 1 and
We define the conjugate-transpose of the bimatrix
Lemma 6: 
Lemma 7: Let {P 1 , P 2 } be an Hermite bimatrix. Then the following three statements are equivalent: 1).
2n×2n is positive definite if and only if there exists a unique
B. Alternative Representations of the System
With the bimatrix defined in (6), the complex-valued linear system (1) can be written as
By the real-presentation of the bimatrix, system (20) can also be expressed
which is a 2n dimensional real-valued linear system, where
Notice that, as x and x are one-to-one, system (1) and (21) are equivalent. Hereafter, (21) is referred to as the real-representation system. In the same way, with the complex-lifting of the bimatrix {·, ·}, we can also express system (1) by
which is a 2n dimensional complex-valued linear system, wherex(0) =x 0 . However, as x andx are not one to one, system (22) with general coefficients may not be equivalent to system (1). Hereafter, (22) is referred to as the complex-lifting system. Taking the Laplace (Z) transformation on both sides of
and hereafter, unless specifically noted, we should treat the symbol s as a real parameter. The above bimatrix is referred to as the transfer function of system (1) . Denote the transfer functions of (21) and (22) by G R (s) and G C (s), respectively, then it is easy to see that
Similar to normal linear systems, a scalar s is said to be an eigenvalue of system (1) if s is such that {sI n − A 1 , −A 2 } is not invertible. Denote the set of eigenvalue of the system by λ {A 1 , A 2 } . Thus we obtain
With this definition, we know that the eigenvalue set for the normal linear system (2) is
which is an expansion of the usual eigenvalue set λ(A 1 ). Such an expansion is reasonable since it coincides with the wellknown result that system (2) is asymptotically stable if and only if A 1 is Hurwitz (Schur).
III. ANALYSIS OF COMPLEX-VALUED LINEAR SYSTEMS A. Solutions of the System Equation
To find solutions to the system equation of (1), for a bimatrix
n×n , C n×n }, we define its exponent by
which is bounded (and thus well defined). The defined bimatrix exponent possesses similar properties as the normal matrix exponent. For example:
• e (t+s){A1,A2} = e t{A1,A2} e s{A1,A2} , ∀t, s ∈ R.
• e t{A1,A2} is invertible with (e t{A1,A2} )
I n 0 n×n , t ∈ R,
where {A 1 , A 2 } is assumed to be invertible if t < 0. Then
Corollary 1: For the antilinear system (3), exponent and power of the bimatrix {A 1 , A 2 } can be computed by (25) where
and
With the exponent and power of the bimatrix {A 1 , A 2 }, solutions to the system equation of (1) can be obtained in closed-form.
Theorem 1: For any x 0 ∈ C and u(t) ∈ C m , the system equation of (1) x(0) = x 0 has the unique solution given by, for all t ≥ 0,
where t ∈ R + for the first row and t ∈ Z + for the second. By this theorem it is not hard to show that this solution coincides with the classical solution to the normal linear system (2). Applying Theorem 1 and Corollary 1 on system (3) can also give a closed-form solution, which seems more easy to recognize than that obtained in [8] .
B. Controllability and Observability
Similarly to normal linear systems, we can discuss the controllability of the complex-valued linear system (1): If for any initial condition x 0 ∈ C n and any final state x f ∈ C n there exists a function u(t) ∈ C m and t 1 > 0 such that the solution satisfies x(t 1 ) = x f , then system (1) is said to be controllable (or ({A 1 , A 2 } , {B 1 , B 2 }) is controllable). In a similar way, we can define the observability of the system. Theorem 2: The following statements are equivalent:
1) The n dimensional complex-valued linear system (1) is controllable (observable).
2) The 2n dimensional real-presentation system (21) is controllable (observable).
3) The 2n dimensional complex-lifting system (22) is controllable (observable). Item 3 of Theorem 2 is helpful as we can state criterion for testing controllability (observability) by using the original system matrices. This result reduces to classical results for the normal linear system (2).
Corollary 2: System (3) is controllable if and only if
and is observable if and only if ⎡
It is very interesting to emphasize that the antilinear system (3) is controllable if and only if the associated normal linear system (A
is (similar for observability).
C. Stability Analysis
We now discuss (asymptotic) stability of the complexvalued linear system (1). The definition of stability coincides with that for normal linear systems: The system (1) is said to be stable if, for any δ > 0 there exists an ε such that x 0 ≤ ε ⇒ x(t) ≤ δ, ∀t ≥ 0; is said to be asymptotically stable if it is stable and, moreover, for any > 0 there exists a number η such that x(t) ≤ , ∀t ≥ η.
Theorem 3: The following statements are equivalent:
1) The n dimensional complex-valued linear system (1) 
or, equivalently, the coupled matrix equations
where the first and second rows of each equation correspond to continuous and discrete-time systems, respectively.
Remark 1: Let the Lyapunov bimatrix equation (29) have a solution {P 1 , P 2 } > 0. Consider a Lyapunov function
which is positive definite. Then, by using (29), the timederivative (time-difference) of V (x) along system (1) (or system (21)) is given by
is observable, it follows from the well-known Lyapunov stability theorem that {A 1 , A 2 } • is asymptotically stable. The converse can be shown similarly.
It is not hard to show that Theorem 4 reduces to the wellknown Lyapunov stability theorem when it is applied on the normal linear system (2).
Corollary 4: Let C 2 ∈ C p×n be any matrix such that system (3) is observable and C N ∈ C q×n be such that system (A # 2 A 2 , C N ) is observable. Then the following statements are equivalent:
1) System (3) with t ∈ Z + is asymptotically stable. 2) There exists a unique positive definite matrix P 1 ∈ C n×n such that
3) There exists a unique positive definite matrix P N ∈ C n×n such that
Moreover, if system (3) is asymptotically stable, (C 2 , P 1 ) satisfies (31) if and only if (C N , P N ) below satisfies (32):
Items 1) and 2) generalize Theorem 11.1 in [7] where C H 2 C 2 is assumed to be positive definite. Of course, there is no need to investigate Lyapunov stability theorem for system (3) with t ∈ R + in view of Corollary 3.
IV. DESIGN OF COMPLEX-VALUED LINEAR SYSTEMS
A. Pole Assignment and Stabilization
Similarly to normal linear systems, we may consider pole assignment of the complex-valued linear system (1) by the full state feedback (4) where
m×n , C m×n } is the feedback gain bimatrix. The resulting closed-loop system is
Then (4) is said to be a pole assignment controller if (34) possesses the desired eigenvalue set Γ that is symmetric with respect to the real axis. In this case {K 1 , K 2 } is said to be the pole assignment gain bimatrix. Theorem 5: For any given Γ that is symmetric with respect to the real axis, there exists a pole assignment controller for system (1) if and only if it is controllable. Moreover, {K 1 , K 2 } is a pole assignment gain bimatrix for system (1) if and only K ∈ R 2m×2n is pole assignment gain for the normal linear
By this theorem, to solve the pole assignment problem for system (1), we first use any standard pole assignment method for computing the real feedback gain K. Then the pole assignment gain bimatrix {K 1 , K 2 } can be computed according to (35) . A systematic design of pole assignment for complex-valued linear system by using generalized Sylvester bimatrix equations (see the normal cases studied in [1] and [11] ) is under investigation and will be reported elsewhere.
We next discuss the stabilization problem for system (1). The full state feedback (4) is said to be a stabilizing controller for this system if the closed-loop system (34) is asymptotically stable. In this case system (1) is said to be stabilizable, and {K 1 , K 2 } is said to be a stabilizing gain bimatrix.
Proposition 1: System (1) is stabilizable if and only if system (21) is, which is equivalent to the stabilizability of system (22). Moreover, K ∈ R 2m×2n is a stabilizing gain for the normal linear system (21) if and only if {K 1 , K 2 } defined in (35) is a stabilizing gain bimatrix for system (1) .
For the normal linear system (2) with the normal linear feedback (5), it is known that the degree of freedom in the design is proportional to the number of inputs m. However, for the complex-valued linear system (28) with the full-state feedback (4), as the real-presentation system (21) has 2m inputs, the degree of freedom in the design has been doubled. This fact indicates that the full state linear feedback (4) can introduce more freedom in the design.
We finally check the stabilizability of system (3). = n, |λ| ≥ 1.
We mention that, similarly to system (1), full state feedback (4) is generally necessary for stabilizing (or achieving pole assignment) system (3). This is particularly clear when t ∈ R + since the closed-loop system x + = (A 
Moreover, the optimal control is (36) with
2) When t ∈ Z + , if
, has a solution P 1 > 0, then such a solution is unique. In this case, the optimal controller is (5) with
and the optimal value of J(u) is J min (u) = x H 0 P 1 x 0 . Moreover, in both cases, the closed-loop system is asymptotically stable.
The point of Corollary 6 is that, for system (3), full state feedback is necessary with t ∈ R + , while the normal state feedback is enough when t ∈ Z + . Item 2 also improves a little the main results in [6] where the system is assumed to be controllable. Another interesting thing, though not proven, is that the converse of Item 2 of Corollary 6 may be true. Numerical examples indicate this fact, yet a proof is not available at present. Solutions to the non-standard anti-ARE (39) have been investigated in our early papers [3] , [10] , [12] .
C. State Observer Design
For simplicity, we let {D 1 , D 2 } = O p×m in this subsection. Motivated by the state feedback design, we present the following full-order state observer
n×p , C n×p } is an observer gain bimatrix to be designed, and z ∈ C n is the observer state. Then, by denoting e = x − z, we obtain the observer-error system
Taking · on both sides of (42) gives
Then, if there exists a real gain L ∈ R 2n×2p , such that {A 1 , A 2 } • +L {C 1 , C 2 } • is asymptotically stable (possesses a prescribed eigenvalue set Γ), then z converges asymptotically to the true state of system, namely, (41) is a state observer. Moreover, {L 1 , L 2 } can be determined by
We call that system (1) There exists a full-order observer in the form of (41) such that the observer-error system is asymptotically stable (possesses a prescribed eigenvalue set Γ) if and only if ({A 1 , A 2 } , {C 1 , C 2 }) is detectable (observable). Moreover, the observer gain bimatrix {L 1 , L 2 } is determined by (43), where L is defined in the above.
V. CONCLUDING REMARKS
This paper has investigated a class of n dimensional complex-valued linear systems. By using the the so-called bimatrix and its properties, and representing the considered linear system as a 2n dimensional real-valued linear system and a 2n dimensional complex-valued linear system, the solutions, controllability, observability, stability, stabilization, pole assignment, LQR, and observer design problems for the complex-valued linear system were solved and conditions were expressed in terms of the original system parameters.
We may consider more general models than (1). One case is allowing time-varying parameters and the other is allowing additional terms on the left hand side of (1), namely, the following complex-valued descriptor linear system
where E i ∈ C n×n , i = 1, 2. If {E 1 , E 2 } is invertible, this is equivalent to (20). If {E 1 , E 2 } is not invertible, system (44) should be studied in the descriptor system framework [2] . Corresponding results will be reported elsewhere.
