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Zusammenfassung 
 
 
Die akustische Tomographie ist ein Verfahren, welches die Abhängigkeit der Schallge-
schwindigkeit in Luft von den meteorologischen Größen Temperatur und Strömung ent-
lang des Ausbreitungsweges nutzt, um aus Messungen der Laufzeit akustischer Signale bei 
bekannten Positionen der Sender und Empfänger auf die genannten meteorologischen Grö-
ßen zu schließen. Thema der vorliegenden Arbeit ist die Erweiterung und Optimierung ei-
nes solchen akustisch tomographischen Verfahrens zur gleichzeitigen Bestimmung von 
Verteilungen der Temperatur und der Strömung bei gleicher räumlicher Auflösung sowie 
dessen Anwendung in Messgebieten mit einer Ausdehnung von wenigen Quadratmetern.  
Hierfür wurde zunächst ein bestehendes System zur akustischen Laufzeittomographie um 
einen Algorithmus zur tomographischen Rekonstruktion von vektoriellen Strömungsfel-
dern erweitert. Auf diese Weise konnte eine Angleichung der Anzahl aufgelöster Strö-
mungsdaten innerhalb einer Messfläche an die Anzahl der ebenfalls tomographisch ermit-
telten Temperaturwerte erreicht werden. Anhand von Sensitivitätsstudien mit vorgegebe-
nen Verteilungen der meteorologischen Größen in einem Gebiet wurde die Rekonstrukti-
onsgenauigkeit des tomographischen Algorithmus analysiert. Darüber hinaus konnte ge-
zeigt werden, dass für eine verlässliche Rekonstruktion des vektoriellen Strömungsfeldes 
eine gleichmäßige Anordnung der akustischen Sensoren um das gesamte Untersuchungs-
gebiet zwingend erforderlich ist. 
Des Weiteren wurde das System hinsichtlich seiner Anwendbarkeit in Messgebieten mit 
einer räumlichen Ausdehnung ab wenigen Quadratmetern optimiert, ohne Einbußen bei der 
Genauigkeit der Temperatur- und Strömungsbestimmung verzeichnen zu müssen. Die da-
mit verbundenen höheren Anforderungen an die Genauigkeit, insbesondere der Laufzeitbe-
stimmung, konnten durch eine Anpassung der Hardware sowie den Einsatz spezieller 
breitbandiger Signale (Maximallängenfolgen) und die Anwendung von Interpolationstech-
niken erreicht werden.  
Anhand zweier Messbeispiele wird das Potential des erweiterten und optimierten Systems 
zur Untersuchung der Homogenität von Messflächen und zur Detektion der räumlichen 
Variabilität thermisch induzierter Temperatur- und Strömungsmuster demonstriert.  
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1. Einleitung 
Die Untersuchung eines Messobjektes ohne dieses durch das Einbringen von Sensoren zu 
beeinflussen, ist eine wichtige Methodik in vielen wissenschaftlichen Gebieten. Tomogra-
phische Techniken bieten diese Möglichkeit: Die Bestimmung mehrdimensionaler Vertei-
lungen von Größen innerhalb eines Messgebietes. Beruhend auf den Arbeiten von Radon 
(1917) sind diese Verfahren heute insbesondere von medizinischen Anwendungen bekannt. 
Sie werden genutzt, um aus einer Kombination von Messungen entlang verschiedener We-
ge durch das Untersuchungsgebiet Schnittbilder durch das Objekt zu berechnen (Natterer, 
2001). Voraussetzung für die Rekonstruktion der Verteilungen ist die Analyse einer Son-
dierungsenergie, welche mit den Eigenschaften innerhalb des Messgebietes in Wechsel-
wirkung tritt und deren Charakteristika (z. B. Intensität des ausgesendeten Signals oder 
dessen Geschwindigkeit) beim Durchlaufen verändert werden.  
Derartige Modifikationen erfahren zum Beispiel akustische Signale bei ihrer Ausbreitung 
in Luft. Maßgeblichen Einfluss auf die Schallgeschwindigkeit in der Atmosphäre haben 
dabei die Größen Temperatur und Strömung entlang des Schalllaufweges (Pierce, 1994; 
Ostashev, 1997). Beruhend auf dieser Abhängigkeit wurden bereits Mitte des 20. Jahrhun-
derts Messverfahren entwickelt, mit deren Hilfe eine lokale Bestimmung des horizontalen 
Windes (Schotland, 1955) bzw. der Temperatur (Barrett und Suomi, 1949) aus akustischen 
Messungen erfolgte. Ein Gerät zur gleichzeitigen Erfassung von Temperatur und Strömung 
entlang einer Messstrecke von 1 m Länge beschreiben Kaimal und Businger in ihren Ar-
beiten von 1963 (1963a; 1963b). Weiterentwicklungen der Methodik von zum Beispiel 
Hanafusa et al. (1982) haben dazu geführt, dass sich diese sogenannten akustischen Ane-
mometer bis heute als Standardgeräte für mikrometeorologische Untersuchungen etabliert 
haben. Mit ihrer Hilfe kann der zwei- bzw. dreidimensionale Windvektor sowie die Tem-
peratur aus Messungen der Schalllaufzeit in einem kleinen Volumen von wenigen Zenti-
metern Kantenlänge mit hoher zeitlicher Auflösung bestimmt werden (Foken, 2003). 
Auf einem ähnlichen Verfahren, der Laufzeitmessung akustischer Signale zwischen einem 
Schallsender und einem Empfänger, beruht das Verfahren der akustischen Laufzeittomo-
graphie. Durch die Kombination von Messungen entlang verschiedener Wege innerhalb 
eines Untersuchungsgebietes und der Anwendung tomographischer Techniken ist es mög-
lich, gleichzeitig Rückschlüsse auf die räumlichen Verteilungen der meteorologischen 
Größen Temperatur und Strömung im Untersuchungsgebiet zu ziehen. Ein derartiger Zu-
gang zu den genannten Größen in ihrer räumlichen Verteilung kann bisher mit keinem an-
deren bekannten Messverfahren erreicht werden.  
Ein wesentlicher Vorteil dieser Methode ist, dass Informationen zur räumlichen Struktur 
von Temperatur und Strömung im Messgebiet gewonnen werden können, ohne Störungen 
der Felder durch das Einbringen von Sensoren zu verursachen. Im Vergleich zu konventio-
nellen Punktmessungen bietet das Verfahren weiterhin den Vorteil, dass es die meteorolo-
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gischen Parameter ohne Trägheit der Sensoren sowie ohne Beeinflussung durch solare 
Strahlung erfasst. Die Bereitstellung von Flächen- bzw. Volumenmittelwerten als Unter-
gliederung der Messfläche, welche konsistent mit atmosphärischen Simulationsmodellen 
sind, ist ein weiterer Vorteil der Methode (Wilson et al., 2001).  
Erste theoretische Ansätze für eine akustische Laufzeittomographie zur Sondierung hori-
zontaler Temperatur- und Strömungsfelder in der Atmosphäre finden sich in der Arbeit von 
Spiesberger und Fristrup (1990). Schwerpunkt ihrer Untersuchungen war die Lokalisierung 
natürlicher Schallquellen mit Hilfe von Laufzeitmessungen akustischer Signale. Es konnte 
gezeigt werden, dass sich die Genauigkeit der Positionsbestimmung deutlich erhöhte, wenn 
die Abhängigkeiten der Schallgeschwindigkeit von Temperatur und Strömung innerhalb 
der Messfläche bei der Analyse der gemessenen Daten berücksichtigt wurde (siehe auch 
Spiesberger, 1999).  
Eine Machbarkeitsstudie zur Anwendung der akustischen Laufzeittomographie zur Sondie-
rung der atmosphärischen Grenzschicht wurde von Wilson und Thomson (1994) erstellt. 
Im Gegensatz zu den Arbeiten von Spiesberger und Fristrup (1990) und Spiesberger (1999) 
wurden aktive Schallquellen zur Signalerzeugung im Hörschallbereich (Frequenzbereich 
zwischen 20 Hz und 20 kHz) vorgesehen, deren Positionen a priori bekannt waren.  
Weitere theoretische Untersuchungen, die experimentelle Umsetzung der akustischen 
Laufzeittomographie zur Bestimmung der horizontalen Verteilung meteorologischer Grö-
ßen in wenigen Metern über Grund, sowie zahlreiche Anwendungen eines solchen Mess-
systems mit aktiver Schallaussendung beschreiben Wissenschaftler der Universität Leipzig 
in ihren Arbeiten (z. B. Arnold, 2000; Ziemann, 2000). Neben Vergleichsmessungen zwi-
schen konventionellen in-situ Messverfahren (Punktmessungen) und der akustischen Lauf-
zeittomographie (z. B. Arnold et al., 2001; Ziemann et al., 2002), wurde das akustisch to-
mographische Verfahren zur Untersuchung von Messflächen hinsichtlich ihrer Homogeni-
tät bzw. zur Ableitung turbulenter Wärmeströme, welche durch horizontale Temperatur-
gradienten angetrieben werden, eingesetzt (Raabe et al., 2002). 
Die Bestimmung der Temperaturverteilung innerhalb der Messfläche erfolgte in den ge-
nannten Arbeiten unter Verwendung eines tomographischen Algorithmus, wobei die Mess-
fläche in Teilflächen mit einer Ausdehnung zwischen 50 m × 50 m und 100 m × 100 m un-
tergliedert wurde. Eine Analyse der Struktur des Windfeldes erfolgte anhand des Flächen-
mittelwertes der Strömung (Ziemann et al., 1999) oder der Strömungseigenschaften ent-
lang einzelner Schallwege (Raabe et al., 2001). Erste Ansätze zur Berechnung von Zellen-
werten für die Windgeschwindigkeit wurden von Arnold et al. (2004) bzw. Raabe et al. 
(2005) vorgestellt. Die Bestimmung der Windwerte für die Teilgebiete erfolgte aus geo-
metrischen Betrachtungen und lag in den genannten Beispielen mit insgesamt neun Ein-
zelwerten deutlich unter der Anzahl der Temperaturwerte (32 bzw. 35) innerhalb der Mess-
fläche.  
Ein Hauptziel der vorliegenden Arbeit ist es daher zunächst, die Anzahl der aus den Lauf-
zeiten gewonnen Teilflächen zur Repräsentation der Strömungsverteilung an die Anzahl 
der Temperaturdaten innerhalb der Messfläche anzugleichen. Um dies zu erreichen, wird 
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eine Erweiterung der Analysesoftware angestrebt, so dass die Verteilung der Strömung in-
nerhalb der Untersuchungsfläche analog zur Temperaturverteilung mit Hilfe eines tomo-
graphischen Algorithmus berechnet werden kann.  
Bei bisherigen Anwendungen des akustischen Tomographiemesssystems betrug die räum-
liche Ausdehnung der Messflächen zwischen minimal 120 m × 200 m (Ziemann et al., 
2001; Tetzlaff et al., 2002) und maximal 300 m × 700 m (Arnold et al., 2004). Eine räum-
liche Begrenzung der Messflächengröße stellen die Schallausbreitungseigenschaften einer-
seits und die Anforderungen an die Genauigkeit des Messsystems zur Bestimmung von 
Temperatur und Strömung andererseits dar. Je kürzer eine Schallstrecke ist, umso exakter 
muss die Schallgeschwindigkeit und somit die Positions- und Laufzeitbestimmung erfol-
gen, um gleiche Unsicherheiten bei Temperatur- und Strömungsbestimmung zu garantie-
ren. Bei Streckenlängen über 200 m kann entsprechend Ziemann et al. (1999) mit dem 
entwickelten System eine Genauigkeit bei der Bestimmung der Temperatur von unter 
0,5 K und der Strömungsgeschwindigkeit von unter 0,5 m s-1 erreicht werden. Der Zugang 
zu Messflächen mit geringerer räumlicher Ausdehnung bleibt bei entsprechenden Anforde-
rungen an die Genauigkeit zur Messung von Temperatur und Strömung mit diesem System 
allerdings versagt.  
Als weiterer Schwerpunkt der Arbeit soll daher nach Möglichkeiten gesucht werden, wel-
che eine Unterteilung der Messfläche in Teilflächen mit geringerer räumlicher Ausdehnung 
und damit die Untersuchung kleinerer räumlicher Strukturen ermöglicht. Dies kann zum 
einen durch eine Erhöhung der Messstreckenzahl erfolgen, dass heißt durch den Einsatz 
einer größeren Zahl an Schallsendern und Empfängern. Zum anderen führt eine Verkleine-
rung der Messfläche bis hin zu wenigen Quadratmetern bei gleich bleibender Zahl an Un-
tergliederungen zu einer Reduktion der Teilflächengröße. Um die Genauigkeitsanforde-
rungen an das akustisch tomographische System für die Temperatur- und Strömungsge-
schwindigkeiten (≤ 0,5 K und 0,5 m s-1) in diesem Fall beizubehalten, ist es nötig, deutli-
che Verbesserungen bei der Genauigkeit der Schallgeschwindigkeitsmessungen zu finden. 
Diese Anforderung beinhaltet sowohl eine Optimierung hinsichtlich der Positionsbestim-
mung von Schallsendern und Empfängern als auch eine erhebliche Erhöhung bei der Ge-
nauigkeit der Laufzeitbestimmung. Dieser zweite Arbeitsschwerpunkt soll es ermöglichen, 
das Verfahren für Messaufgaben in Raumbereichen einzusetzen, welche für die akustische 
Laufzeittomographie bisher nicht zugänglich waren.  
 
 
 
 
 2. Eigenschaften der Schallausbreitung 
Die Ausbreitung von Schall erfolgt in Form longitudinaler Wellen durch ein kompressibles 
Medium. Die theoretischen Hintergründe zur Ausbreitung des Schalls sollen in Kapitel 2.1 
skizziert werden. Ausführliche Herleitungen zur Schallausbreitung sowie zur Beschreibung 
von Schallwellen geben z. B. Pierce (1994) und Kuttruff (2004).  
Die Ausbreitungsgeschwindigkeit akustischer Signale wird durch die Eigenschaften des 
Mediums bestimmt. In der Atmosphäre beeinflussen vor allem Temperatur, Feuchtegehalt 
und Strömung die Geschwindigkeit, mit der sich akustische Signale ausbreiten. Im Kapitel 
2.2 wird der Zusammenhang zwischen diesen Größen und der Schallgeschwindigkeit in 
Luft erläutert. 
Neben den Einflüssen auf die Ausbreitungsgeschwindigkeit wirken sich meteorologische 
Parameter auch auf andere Faktoren der Schallausbreitung aus. Hierzu zählen Gradienten 
der Lufttemperatur und Windgeschwindigkeit, welche zu einer Brechung der Schallwellen 
und damit zu einer Richtungsänderung der Signale führen. Des Weiteren werden akusti-
sche Signale durch Dämpfungsprozesse in der Atmosphäre bei ihrer Ausbreitung modifi-
ziert. Diese Faktoren werden im Abschnitt 2.3 zusammengefasst und erläutert. 
2.1. Ausbreitung von Schall 
Schall breitet sich in Form kleiner Schwingungen aus, welche ein periodisches Verdichten 
bzw. Verdünnen der Luftmoleküle bewirken. Das Fortschreiten einer solchen Schwingung 
wird als Schallwelle bezeichnet. Die Schwankungen von Druck und Dichte bei der Schall-
ausbreitung sind dabei klein im Vergleich zu den entsprechenden statistischen, im Mittel in 
der Atmosphäre vorherrschenden Werten. Der Gesamtluftdruck p (analog die Luftdichte 
ρ ) kann daher als Summe aus einem mittleren atmosphärischen Druck p0 (einer mittleren 
Dichte ρ0) und einer Abweichung p ’ (Dichteabweichung ρ ’), hervorgerufen durch die 
Schallwelle, beschrieben werden 
 0 'p p p= +    bzw.   0 'ρ ρ ρ= +    mit    0'p p    bzw.    0'ρ ρ .  (2.1) 
Die Parameter p ’ und ρ ’ werden als Schalldruck bzw. Wechseldichte bezeichnet und cha-
rakterisieren die Schallausbreitung. Eine weitere Größe zur Beschreibung der Schallaus-
breitung ist die Schallschnelle vw. Sie gibt an, mit welcher Geschwindigkeit die Auslen-
kung der einzelnen Teilchen beim Voranschreiten der Schallwelle erfolgt.  
Zur Beschreibung der Schallausbreitung werden in der Kontinuitätsgleichung  
 ( )v
t
ρ ρ∂ = −∇ ⋅
∂
   mit   , ,
x y z
 ∂ ∂ ∂∇ =  ∂ ∂ ∂ 
 (2.2) 
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die Werte des Druckes und der Dichte durch deren Zerlegung in Mittelwert und Abwei-
chung nach Gleichung (2.1) sowie die Geschwindigkeit v durch die Schallschnelle ersetzt 
(Landau und Lifschitz, 1991; Pierce, 1994).  
Unter Annahme kleiner Abweichungen vom Mittelwert kann diese Gleichung linearisiert 
werden, d. h. Produkte von Störungstermen (Terme höherer Ordnung) werden vernachläs-
sigt. Hierbei wird vorausgesetzt, dass die Teilchenschwingungen bei der Schallausbreitung 
(Schallschnelle vw) im Vergleich zur Ausbreitungsgeschwindigkeit c des Schalles im Me-
dium gering sind ( )wv c . 
Unter diesen Bedingungen nimmt die linearisierte Kontinuitätsgleichung für die Schallaus-
breitung folgende Form an 
 
0 w
'
v
t
ρ ρ∂ = − ∇ ⋅
∂
. (2.3) 
Aus der eulerschen Gleichung  
 ( ) 1v v v p
t ρ
∂
+ ⋅∇ = − ∇
∂
 (2.4) 
ergibt sich durch Linearisierung folgende Beziehung 
 
w
0
1
' 0v p
t ρ
∂
+ ∇ =
∂
. (2.5) 
Um die Wellengleichung für die Druck- bzw. Dichtestörung zu erhalten, wird durch Kom-
bination der Gleichungen (2.3) und (2.5) zunächst die Geschwindigkeitsabhängigkeit eli-
miniert  
 
2
2
2
'
' 0p
t
ρ∂∇ − =
∂
. (2.6) 
Weiterhin wird ausgenutzt, dass die Schallausbreitung in einem idealen Gas adiabatisch er-
folgt (Laplace, 1816), d. h. dass während der Schallausbreitung keine Wärme mit der Um-
gebung ausgetauscht wird. Da Luft unter atmosphärischen Bedingungen als ideales Gas be-
trachtet werden kann (s. z. B. Pichler, 1997), dient dieser Zusammenhang dazu, die unbe-
kannten Größen p ’ bzw. ρ ’ in Gleichung (2.6) zu ersetzen. Die Beziehung zwischen die-
sen Größen ist gegeben durch (Landau und Lifschitz, 1991; Pierce, 1994) 
 
2
0 s
' ' '
pp cρ ρ
ρ
 ∂
= ≡ ∂ 
   mit   2
0 s
p
c
ρ
 ∂
=  ∂ 
. (2.7) 
Der Index s bezeichnet in dieser Gleichung die Entropie, die bei reversiblen Vorgängen 
ohne Wärmeaustausch (isentrope Vorgänge) erhalten bleibt und c beschreibt die Ausbrei-
tungsgeschwindigkeit der Schallwelle.  
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Setzt man diese Beziehung für ρ ’ ein, erhält man die Wellengleichung für die Dichtestö-
rung p ’ 
 
2
2
2
'
' 0p c p
t
∂
− ∆ =
∂
, wobei 2∆ = ∇  (2.8) 
den Laplace-Operator beschreibt. Die Wellengleichung für die Dichtestörung lässt sich in 
ähnlicher Weise herleiten.  
Eine einfach zu beschreibende Lösung von Gleichung (2.8) ist eine ebene Welle, welche 
sich durch geradlinige Ausbreitung mit räumlich konstanter Amplitude auszeichnet. In die-
sem Fall sind sämtliche Größen Funktionen F1 bzw. F2 der Zeit t und einer Raumkoordina-
te (z. B. der horizontalen Koordinate x) (Landau und Lifschitz, 1991) 
 1 2' ( ) ( )p F x ct F x ct= − + + . (2.9) 
F1 beschreibt Wellen, welche sich in positiver x-Richtung ausbreiten, während F2 Wellen 
beschreibt, die sich in negative x-Richtung ausbreiten. Für harmonische monochromatische 
Wellen (Wellen konstanter Frequenz) kann als Lösungsansatz für die Wellengleichung ge-
schrieben werden 
 [ ] [ ]{ }pk pk' cos Re xi t k xxp p t k x p e ω ϕω ϕ − −= − − = . (2.10) 
Hierbei entspricht ppk der Amplitude der Welle (ppk der komplexwertigen Amplitude), ϕ 
der Phase und ω der Kreisfrequenz der Welle, welche mit der Frequenz f des Signals ver-
knüpft ist durch 
 2 fω pi= . (2.11) 
Die Größe kx wird als Wellenzahl bezeichnet und kann aus Kreisfrequenz und Schallge-
schwindigkeit berechnet werden  
 k
c
ω
= . (2.12) 
Da es sich bei Gleichung (2.8) um eine lineare, homogene Differentialgleichung handelt, 
stellen beliebige Linearkombination von Lösungen der Wellengleichung weitere Lösungen 
der Wellengleichung dar.  
Für den Fall, dass die Wellenlänge λ sehr viel kleiner ist als die charakteristische Längen-
skala des betrachteten Mediums (Grenzfall kleiner Wellenlängen, λ → 0, Hochfrequenz-
approximation) kann die Beschreibung der Schallausbreitung durch die Einführung von 
Schallstrahlen veranschaulicht werden. Diese sind als Linien definiert, deren Tangenten in 
jedem Punkt mit der Ausbreitungsrichtung der Welle übereinstimmen (Landau und Lif-
schitz, 1991). Eine solche Betrachtungsweise wird als geometrische Akustik bezeichnet 
(Kuttruff, 2004). Sie bietet gegenüber der Analyse von Wellen einige Vorteile (Boone und 
Vermaas, 1991): die Ausbreitung des Schalls lässt sich mit Hilfe von Schallstrahlen sehr 
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viel leichter veranschaulichen; Eigenschaften wie Reflexion und Brechung lassen sich gut 
wiedergeben und darstellen. Als Nachteil ist zu nennen, dass mit der geometrischen Akus-
tik Prozesse wie Beugung und Interferenzen nicht beschreibbar sind. 
Als Bedingung für die Anwendbarkeit der geometrischen Akustik (Schallstrahlapproxima-
tion) in einer bewegten Atmosphäre geben Boone und Vermaas (1991) an, dass sich die 
Schallgeschwindigkeit c und die Strömungsgeschwindigkeit (Windgeschwindigkeit) v0 als 
Funktionen des Ortes im Vergleich zur Wellenlänge λ des Schallsignals nur langsam än-
dern dürfen. Diese Voraussetzung wird durch die Beziehung  
 ( )0 2v n nc
c
pi
λ
∇ + ⋅
  (2.13) 
beschrieben, wobei n den Einheitsvektor senkrecht zur Wellenfront darstellt. Der Zusam-
menhang zwischen der Wellenlänge eines Schallsignals und seiner Frequenz ist gegeben 
durch 
 c fλ= . (2.14) 
Die Bedingungen für die Anwendbarkeit der geometrischen Akustik sind bei atmosphäri-
schen Betrachtungen meist gegeben, da Änderungen des Atmosphärenzustands über kurze 
Entfernungen (Größenordnung 100 m) und in einem Zeitbereich von wenigen Sekunden 
gering sind (Groves, 1955). 
Die Beschreibung der Schallausbreitung entlang eines Schallstrahls sP(t ) ist dann gegeben 
durch (Pierce, 1994) 
 ( ) ( ) ( )P 0 P P P, , ,s v s n s sd t t c tdt = + . (2.15) 
2.2. Schallgeschwindigkeit in Gasen 
Bei der Herleitung der Wellengleichung für die Ausbreitung des Schalls wurde mit der 
Schallgeschwindigkeit ein Proportionalitätsfaktor eingeführt (Gleichung (2.7)). Zur besse-
ren Unterscheidbarkeit soll diese Geschwindigkeit im Folgenden als Laplace‘sche Schall-
geschwindigkeit bezeichnet werden und darauf hinweisen, dass Laplace (1816) als erster 
erkannte, dass die Schallausbreitung ein adiabatischer Prozess ist. In den folgenden Kapi-
teln werden verschiedene Einflüsse des Ausbreitungsmediums auf die Geschwindigkeit der 
Ausbreitung akustischer Signale beschrieben und analysiert. 
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2.2.1. Abhängigkeit von der Temperatur 
Die Laplace‘sche Schallgeschwindigkeit cL für ein ideales Gas (Luft) ergibt sich aus Glei-
chung (2.7) unter Verwendung der Abhängigkeit zwischen Druck und Dichte für adiabati-
sche Zustandsänderungen 
 
0 0
p
p
γρ
ρ
 
=  
 
 
(2.16) 
sowie der Zustandsgleichung für ideale Gase (allgemeine Gasgleichung) 
 
sp R Tρ=  (2.17) 
zu 
 ( )1/2L sc R Tγ= . (2.18) 
Hierbei bezeichnen γ  das Verhältnis der spezifischen Wärmekapazitäten bei konstantem 
Druck (cp) und konstantem Volumen (cv), Rs die spezifische Gastkonstante von Luft und T 
die absolute Temperatur.  
Das Verhältnis der spezifischen Wärmekapazitäten γ  kann als Funktion der Freiheitsgrade 
FG des entsprechenden Mediums dargestellt werden (Bohn, 1988) 
 
FG
FG 2+
=γ . (2.19) 
Das Gasgemisch Luft besteht im Wesentlichen aus den zweiatomigen Molekülen Stickstoff 
(N2) und Sauerstoff (O2). Diese besitzen jeweils 5 Freiheitsgrade, drei der Translation und 
zwei der Rotation. Zusätzliche Freiheitsgrade, beruhend auf internen Schwingungen und 
Rotationen der Moleküle um die Symmetrieachse, sind bei den herrschenden Umgebungs-
temperaturen nahezu „eingefroren“ und können vernachlässigt werden (Grimsehl, 1987). 
Für das Verhältnis der spezifischen Feuchten in Luft kann daher näherungsweise ein Wert 
von γ  = 1,4 angegeben werden. 
Der Wert für die spezifische Gaskonstante Rs eines Gases ergibt sich aus dem Verhältnis 
der universellen Gaskonstante R* = 8,314510 J K-1 mol-1 zur Molaren Masse M des Gases 
nach 
 
*
s
RR
M
= . (2.20) 
Da trockene Luft ein Gemisch verschiedener Gasbestandteile ist, muss die spezifische 
Gaskonstante des Gemischs RMix entsprechend der Volumenanteile Voli der einzelnen Be-
standteile nach der Gleichung 
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* *
Mix
Mix
Anteile
i i
R RR
M Vol M
= =
⋅∑
 (2.21) 
berechnet werden. Die Zusammensetzung der Luft kann sich in Abhängigkeit vom Vor-
handensein von Quellen oder Senken für einen bestimmten Bestandteil ändern. Allerdings 
sind diese Änderungen im Vergleich zum Volumenanteil des Gases selbst in Luft (z. B. 
O2) sehr gering oder sie betreffen Bestandteile, die nur in Spuren vorhanden sind (z. B. 
CO2, CH4). Aufgrund der guten Durchmischung in der Atmosphäre können die Volumen-
anteile trockener Luft in der Homosphäre, der Atmosphärenschicht, welche sich bis in eine 
Höhe von ca. 100 km erstreckt, als konstant angenommen werden (Kraus, 2004). Entspre-
chende Werte für die wichtigsten Gasbestandteile sind in Tabelle 1 zusammengefasst.  
Tabelle 1: Zusammensetzung der Standardatmosphäre (trockene Luft ohne Wasserdampf) nach ISO 2533-
1975 (E) (nach Wong, 1986) und Molare Masse der Stoffe (nach Baehr, 2005). 
 
 
Stoff Volumenanteil Molare Masse M des Stoffes 
N2 Stickstoff 78,084% 28,0134 kg kmol-1 
O2 Sauerstoff 20,947% 31,9988 kg kmol-1 
Ar Argon 0,934% 39,948 kg kmol-1 
CO2 Kohlendioxid 0,031% 44,0100 kg kmol-1 
 
 
Die Berechnung der spezifischen Gaskonstante für das Gemisch trockener Luft Rtr nach 
Gleichung (2.21) unter Verwendung der in Tabelle 1 angegebenen Volumenanteile und 
molaren Massen der Bestandteile ergibt einen Wert von etwa 287,1 J kg-1 K-1. 
Setzt man in Gleichung (2.18) die Werte für γ  und Rs = Rtr ein, und betrachtet die Schall-
geschwindigkeit bei einer Temperatur von T = 273,15 K, ergibt sich für cL der Wert 
331,3 m s-1. Die Abhängigkeit der Schallgeschwindigkeit von der Temperatur kann durch 
Differentiation von Gleichung (2.18) nach dT bestimmt werden. Dieses Vorgehen ergibt 
eine indirekte Proportionalität zu T 1/2.  
Betrachtet man die Temperatur T bei einem Wert von 273,15 K, kann der Geschwindig-
keitsgradient mit etwa 0,6 (m s-1) K-1 angegeben werden. Die Temperaturabhängigkeit der 
Schallgeschwindigkeit cL in m s-1 nahe 0°C kann somit durch die Approximation  
 L 331,3 0,6c ϑ= +   (2.22) 
beschrieben werden. ϑ ist hierbei die Temperatur in Grad Celsius. Aus dieser Approxima-
tion wird deutlich, dass eine Erhöhung der Temperatur um 1°C einen Anstieg der Schall-
geschwindigkeit um 0,6 m s-1 bewirkt. 
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2.2.2. Abhängigkeit von der Luftfeuchtigkeit 
In Absatz 2.2.1 wurde davon ausgegangen, dass die Atmosphäre ein (nahezu) konstantes 
Gemisch verschiedener Gasbestandteile darstellt. Dabei wurde insbesondere trockene Luft 
betrachtet. Im Gegensatz zu den trockenen Bestandteilen ist der Anteil an Wasserdampf in 
der Atmosphäre sowohl räumlich als auch zeitlich sehr variabel. Sein Volumenanteil liegt 
zwischen 0 und 4% (Kraus, 2004). Obwohl die Temperatur einen weitaus größeren Ein-
fluss auf die Schallgeschwindigkeit ausübt als die Feuchte (Harris, 1971), soll deren Ein-
fluss in diesem Kapitel untersucht und abgeschätzt werden. 
Die spezifische Gaskonstante eines Gasgemisches ist nach Gleichung (2.21) von der Zu-
sammensetzung des Gasgemischs und damit vom Feuchtegehalt der Luft (bei konstanter 
Zusammensetzung der trockenen Bestandteile) abhängig. Für ein ideales Gas gilt weiter-
hin, dass der Volumenanteil eines Bestandteils gleich dem Druckanteil ist. Für ein Gasge-
misch aus trockenen Anteilen (Index tr) und Wasserdampf (Index w), lässt sich die spezifi-
sche Gaskonstante des Gemischs (feuchte Luft, Rf) berechnen zu 
 
( )
*
w
f tr
tr tr w w w tr
p RRR R
Vol M Vol M p e R e R
⋅
= = ⋅
⋅ + ⋅ − ⋅ + ⋅
.  (2.23) 
Hierbei ist p der Luftdruck des Gasgemischs und e der Partialdruck des Wasserdampfes. 
Die spezifische Gaskonstante für trockene Luft beträgt 287,05 J kg-1 K-1 und für Wasser-
dampf 461,52 J kg-1 K-1 (Baehr, 2005) 
Die Beziehung zwischen der spezifischen Gaskonstante des Gemisches (Rf) und der spezi-
fischen Gaskonstante für trockene Luft (Rtr) kann durch die Einführung der spezifischen 
Feuchte q dargestellt werden. Diese Größe ist definiert als Verhältnis zwischen der Was-
serdampfdichte ρw und der Dichte der feuchten Luft ρf 
 
w w
f w tr
q ρ ρ
ρ ρ ρ
= =
+
,  (2.24) 
wobei ρtr die Dichte der trockenen Luft ist.  
Den Zusammenhang zwischen Druck p, Dichte ρ, Temperatur T und spezifischer Gaskons-
tante Rs des Gases liefert die allgemeine Gasgleichung (2.17), womit sich die spezifische 
Feuchte aus Gleichung (2.24) wie folgt ausdrücken lässt 
 
( )
tr
w tr
e Rq
p e R e R
⋅
=
− ⋅ + ⋅
.  (2.25) 
Durch Erweiterung des Zählers aus Gleichung (2.23) ergibt sich die spezifische Gaskons-
tante eines Gemischs feuchter Luft in Abhängigkeit von der spezifischen Gaskonstante tro-
ckener Luft zu  
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 ( ) ( )
( )
( )
( )
w tr w tr w tr
f tr tr
w tr w tr
1
p e R e R e R R e R R
R R R
p e R e R p e R e R
   
− ⋅ + ⋅ + ⋅ − ⋅ −
= ⋅ = + ⋅   
− ⋅ + ⋅ − ⋅ + ⋅   
. (2.26) 
Nach Einsetzen von (2.25) erhält man die Beziehung zwischen Rf und der spezifischen 
Feuchte q in Luft 
 ( ) ( )
w
f w tr tr tr
w tr tr
1 1 1ReR R R R q R
p e R e R R
    
= + − ⋅ ⋅ = + − ⋅ ⋅    
− ⋅ + ⋅     
.  (2.27) 
 
Neben der spezifischen Gaskonstante werden auch die spezifischen Wärmekapazitäten cp 
und cv und somit auch deren Verhältnis γ  vom Feuchtegehalt des Gasgemischs beeinflusst. 
Die Berechnung des Mischungswertes erfolgt aus den spezifischen Größen der Bestandtei-
le, die mit ihren jeweiligen Massenanteilen mi gewichtet werden (Baehr, 2005) 
 
p,
p,
v,v,
i i
p i i
i iv i i
c
c m c
cc m c
ρ
ργ ρ
ρ
⋅
⋅
= = =
⋅⋅
∑
∑
∑∑
.  (2.28) 
Analog zu den Betrachtungen der spezifischen Gaskonstante für feuchte Luft kann für die 
Bestimmung der Feuchteabhängigkeit der Wärmekapazitäten ebenfalls ein Gemisch tro-
ckener Bestandteile, deren Zusammensetzung als konstant betrachtet werden kann, mit 
Wasserdampf zu Grunde gelegt werden. Die Größen der spezifischen Wärmekapazitäten 
für trockene Luft und Wasserdampf sind in Tabelle 2 zusammengestellt. 
Tabelle 2: Spezifische Wärmekapazitäten von Wasserdampf (w) und trockener Luft (tr) bei konstantem Volu-
men (v) bzw. konstantem Druck (p) (nach Baehr, 2005). 
cp,w cp,tr cv,w cv,tr 
1864,6 J kg-1 K-1 1004,7 J kg-1 K-1 1403,1 J kg-1 K-1 717,7 J kg-1 K-1 
 
Betrachtet man weiterhin die Definition der spezifischen Feuchte q als Verhältnis der 
Dichten des Wasserdampfes und der feuchten Luft (Gleichung 2.24), erhält man für den 
Mischungswert γ
 f der feuchten Luft folgende Beziehung 
 
p,w
p,tr p,tr
f
v,trv,w
v,tr
c
1 1 q
c c
cc
1 1 q
c
 
+ − ⋅  
 γ = ⋅
 
+ − ⋅  
 
.  (2.29) 
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Typische atmosphärische Werte für die spezifische Feuchte können anhand Gleichung 
(2.25) abgeschätzt werden. Die Berechnung des Dampfdrucks e in hPa über einer ebenen 
Wasserfläche erfolgt z. B. aus der relativen Feuchte r.H. in % und der Lufttemperatur ϑ in 
°C mittels der Magnus-Formel 
 
7,5
237. . 6,107 10
100%
r H
e
ϑ
ϑ
 
 + 
= ⋅ . (2.30) 
Ein Überblick über spezifische Feuchten für verschiedene Temperaturen bei Wasser-
dampfsättigung (r.H. = 100%) und einem Umgebungsdruck von 1000 hPa ist in Tabelle 3 
gegeben. 
Tabelle 3: Spezifische Feuchte q für verschiedene Lufttemperaturen ϑ bei einem Druck von 1000 hPa und 
Wasserdampfsättigung. 
ϑ  in °C -15 0 15 25 35 
q in g kg-1 1 4 11 20 36 
 
Aus den Beispielen ist ersichtlich, dass unter atmosphärischen Bedingungen als obere 
Grenze für Werte der spezifischen Feuchte 40 g kg-1 angenommen werden kann. Lokale 
Unterschiede in Abhängigkeit von Temperatur- und Feuchteschwankungen liegen hinge-
gen im Bereich weniger g kg-1. Aufgrund der Größenordnung der spezifischen Feuchte 
kann in erster Näherung eine Linearisierung der Abhängigkeit vorgenommen werden. 
Hierzu wird das Produkt γ
 f ⋅ Rf in eine Taylorreihe entwickelt und lediglich der lineare An-
teil in q betrachtet 
 
p,w v,ww
f f tr tr
tr p,tr v,tr
1 1
c cRR q R
R c c
γ γ
  
⋅ ≈ + + − −      
.  (2.31) 
Dieser beträgt mit den angegebenen Werten für die spezifischen Gaskonstanten und die 
spezifischen Wärmekapazitäten 
 [ ]f f tr tr1 0,51R q Rγ γ⋅ ≈ + .  (2.32) 
Der Einfluss des Feuchtegehalts der Luft auf die Ausbreitungsgeschwindigkeit akustischer 
Signale lässt sich anhand Gleichung (2.18) bestimmen 
 ( ) 1/2L tr tr1 0,51c q R Tγ= +   . (2.33) 
Sowohl experimentelle als auch theoretische Untersuchungen zur Abhängigkeit der 
Schallgeschwindigkeit von Feuchte und Temperatur haben Wong und Embleton (1985) 
durchgeführt und Approximationsgleichungen für die untersuchte Abhängigkeit aufge-
stellt. Bei ihren Betrachtungen werden Änderungen analysiert, welche sich in einem Tem-
peraturbereich von 0°C bis 30°C und einer relativen Feuchte zwischen 0% und 100% erge-
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ben. Der maximale Unterschied zwischen trockener und gesättigter Luft wird dabei bei 
30°C erreicht. Für diese Temperatur beträgt die Schallgeschwindigkeit in trockener Luft 
nach Gleichung (2.33) (q = 0 g kg-1) 349,0 m s-1. Die Berechnung der Schallgeschwindig-
keit für wasserdampfgesättigte Luft (r.H. = 100%) ergibt nach Gleichung (2.33) unter Ver-
wendung der Beziehungen (2.25) und (2.30) einen Wert von 351,4 m s-1. Der Unterschied 
zur Schallgeschwindigkeit in trockener Luft beträgt folglich 2,4 m s-1 und entspricht damit 
nahezu dem von Wong und Embleton bestimmten Wert. Sie geben das Verhältnis der 
Schallgeschwindigkeiten in diesem Fall (feucht zu trocken) mit 1,0067 an (tro-
cken zu trocken = 1). Dieser Wert entspricht einem Unterschied in der Schallgeschwindig-
keit von etwa 2,3 m s-1.  
Die räumliche Variabilität der spezifischen Feuchte in einem Bereich von einigen Dekame-
tern liegt bei wenigen g kg-1. Zur Größenabschätzung wurden die Unterschiede für einen 
Rückgang der relativen Feuchte um 10% (von 100% auf 90%) bei verschiedenen Tempera-
turen berechnet. In Abbildung 1 sind die resultierenden Differenzen der spezifischen 
Feuchte und der Schallgeschwindigkeit dargestellt. Deutlich sichtbar ist, dass Differenzen 
der spezifischen Feuchte von 4 g kg-1 bei einem Rückgang der relativen Feuchte um 10% 
nicht überstiegen werden. Die resultierenden Unterschiede in der Schallgeschwindigkeit 
betragen somit maximal 0,35 m s-1. Diese Abhängigkeit liegt deutlich unter der Tempera-
turabhängigkeit der Schallgeschwindigkeit. Um aus Schallgeschwindigkeitsmessungen auf 
Lufttemperaturen zu schließen, ist es daher in der Regel ausreichend, die Feuchte an einem 
Ort zu bestimmen und die akustischen Messungen entsprechend Gleichung (2.33) in Tem-
peraturwerte umzurechnen. 
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Abbildung 1: Abhängigkeit der spezifischen Feuchte q und der resultierenden Schallgeschwindigkeit c von 
der Lufttemperatur. Berechnet wurden die Unterschiede der spezifischen Feuchte ∆q bei einem Rückgang der 
relativen Feuchte von 100% auf 90% bei einem Umgebungsdruck von 1000 hPa. Die entsprechenden Unter-
schiede in der Schallgeschwindigkeit ∆c, die sich aus dieser Feuchtevariabilität für die entsprechende Tem-
peratur ergeben, sind an der rechten Achse abgetragen. 
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Es ist ebenfalls denkbar, die Temperatur in Form einer „Feuchttemperatur“ darzustellen. In 
Anlehnung an die virtuelle Temperatur (s. z. B. Liljequist und Cehak, 1984), wird diese 
Temperatur als akustisch virtuelle Temperatur Tav bezeichnet und wie folgt definiert 
 ( )av 1 0,51T q T= + , (2.34) 
womit sich Gleichung (2.33) schreiben lässt als 
 ( )1/2L tr tr avc R Tγ= . (2.35) 
Detaillierte experimentelle Untersuchungen des Einflusses der Luftfeuchtigkeit auf die 
Schallgeschwindigkeit wurden u. a. von Harris (1971) durchgeführt. Die Ergebnisse seiner 
Messungen bestätigen die Gültigkeit der theoretischen Betrachtungen ab einem relativen 
Feuchtegehalt der Luft von ca. 30%, wonach die Schallgeschwindigkeit mit wachsender 
Feuchte zunimmt. Für geringe relative Feuchten zeigen sowohl Simulationen (Morfey und 
Howell, 1980) als auch Harris’ Experimente eine Abnahme der Schallgeschwindigkeit mit 
zunehmendem Feuchtegehalt. Dieses Verhalten kann auf die molekulare Relaxation, insbe-
sondere von Sauerstoff, zurückgeführt werden. Da bei atmosphärischen Betrachtungen im 
Allgemeinen relative Feuchten von deutlich über 30% auftreten, kann die Feuchteabhän-
gigkeit der Schallgeschwindigkeit für die weiteren Betrachtungen nach Gleichung (2.33) 
berechnet werden. 
Die oben getroffenen Aussagen zur Abhängigkeit der Schallgeschwindigkeit vom Feuch-
tegehalt der Luft sind ohne Weiteres auf beliebige Gaszusammensetzungen übertragbar. 
Zur Bestimmung der Temperatur aus Schallgeschwindigkeitsmessungen sind die entspre-
chenden Parameter (spezifische Gaskonstante und Verhältnis der spezifischen Wärmeka-
pazitäten) für die aktuelle Zusammensetzung des Gasgemischs nach den Gleichungen 
(2.21) und (2.28) zu berechnen und in Gleichung (2.18) einzusetzen.  
2.2.3. Abhängigkeit von der Strömungsgeschwindigkeit 
In den Abschnitten 2.2.1 und 2.2.2 wurde gezeigt, wie sich Temperatur und Zusammenset-
zung eines Gasgemischs auf die Ausbreitungsgeschwindigkeit akustischer Signale auswir-
ken. Die genannten Größen beeinflussen die Schallgeschwindigkeit richtungsunabhängig 
(skalar). Im Gegensatz dazu bewirken Bewegungen des Mediums (Strömungsgeschwin-
digkeit, Wind) eine richtungsabhängige (vektorielle) Änderung der Schallgeschwindigkeit.  
Die Geschwindigkeit der Schallausbreitung cGruppe ergibt sich durch Vektoraddition der 
Ausbreitungsgeschwindigkeit des Schallsignals normal zur Wellenfront, wobei n der Ein-
heitsvektor normal zur Wellenfront ist, und dem Strömungsvektor v des Mediums zu  
 ( ) ( )Gruppe av L av,T c T= +c v n v . (2.36) 
Diese Geschwindigkeit wird auch als Gruppengeschwindigkeit bezeichnet und beschreibt 
die Geschwindigkeit der Energieausbreitung (Ostashev, 1997). Es ist darauf zu achten, 
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dass alle Größen in Gleichung (2.36) Funktionen des Ortes und der Zeit sind. Dies gilt 
ebenfalls für den Einheitsvektor n, dessen Richtung sich während der Ausbreitung infolge 
des Windeinflusses kontinuierlich ändert. Der Weg des Schallsignals r (t ), der durch die 
Beziehung  
 ( ) ( )gruppet t dt= ∫r c  (2.37) 
beschrieben wird, entspricht dem Ausbreitungsweg der Schallwelle und spiegelt einen 
Schallstrahl wider. 
Die Phasengeschwindigkeit cPhase, d. h. die Geschwindigkeit, mit welcher sich Flächen 
konstanter Phase ausbreiten, ist durch 
 ( ) ( )( )Phase av L av,T c T= + ⋅c v n v n  (2.38) 
gegeben (Ostashev, 1997). 
Als effektive Schallgeschwindigkeit ceff soll nun diejenige Geschwindigkeit bezeichnet 
werden, welche das akustische Signal bei direkter Ausbreitung vom Schallsender zum 
Empfänger benötigt. Sie ist näherungsweise gegeben durch (Ostashev, 1997)  
 ( ) ( ) ( )eff av L av av Strahl, Lc T c T c T v= + ⋅ = +v v s . (2.39) 
Dabei bezeichnet s den Einheitsvektor entlang der direkten Verbindungslinie zwischen 
Schallsender und Empfänger (geradliniger Schallstrahl) und vStrahl kennzeichnet die Projek-
tion des Strömungsvektors auf die Verbindungslinie zwischen Schallsender und Empfän-
ger, d. h. die Strömungskomponente entlang des direkten Schallstrahls.  
Die Zusammenhänge zwischen Strömungsgeschwindigkeit v, Schallausbreitung im ruhen-
den Medium (senkrecht zur Wellenfront: cL n) und der effektiven Schallgeschwindigkeit 
ceff werden in Abbildung 2 veranschaulicht. 
 
 
Abbildung 2: Einfluss der Strömungsgeschwindigkeit v auf die Schallausbreitung. Die Ausbreitungsrichtung 
der Schallwelle ist normal zur Wellenfront gerichtet (cL n). Die resultierende Ausbreitungsrichtung ceff ergibt 
sich aus der Vektorsumme der strömungsunbeeinflussten Schallgeschwindigkeit normal zur Wellenfront und 
der Strömungsgeschwindigkeit. 
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2.3. Brechung, Reflexion und Dämpfung akustischer Signale 
Neben den Einflüssen auf die Ausbreitungsgeschwindigkeit akustischer Signale in Luft 
wirken sich meteorologische Parameter, lokale Gegebenheiten sowie die Geometrie von 
Sendern und Empfängern auf die Eigenschaften der Schallausbreitung aus. Wesentliche 
Veränderungen bei der Schallausbreitung entstehen hierbei durch eine Richtungsänderung 
der Schallwellen (Brechung bzw. Reflexion) infolge von Gradienten meteorologischer Pa-
rameter bzw. durch das Auftreffen der Schallenergie auf Begrenzungsflächen innerhalb des 
Schallweges (z. B. Wände, Boden). Weitere Modifikationen von Schallwellen bei deren 
Ausbreitung sind mit der Dämpfung von Schallenergie infolge der Schallausbreitung 
(geometrische Dämpfung), atmosphärischer Absorption, Energieverlusten bei der Reflexi-
on oder mit Streuung durch Turbulenz verbunden (Chessel, 1977; Sutherland und Daigle, 
1998; ISO 9613-2, 1996; VDI 2714, 1988).  
Zahlreiche Arbeiten beschäftigen sich sowohl experimentell (L’Espérance et al., 1993; 
Wilson et al., 2003; Chunchuzov, 2004) als auch theoretisch (Nijs und Wapenaar, 1990; 
L’Espérance et al., 1992; Li und Wang, 1997; Heimann und Gross, 1998; Li et al., 1998; 
Bérengier et al., 2003) mit den Einflüssen der Atmosphäre auf die Ausbreitung von Schall-
signalen. Die folgenden Abschnitte geben einen kurzen Überblick über die Effekte der 
oben genannten Größen auf die Ausbreitungsrichtung und Intensitäten von akustischen 
Signalen. 
2.3.1. Intensitätsmaße zur Beschreibung von Schallsignalen 
Schallwellen sind Träger von Energie, welche von einer Schallquelle ausgeht und als 
Schallenergie bezeichnet wird. Eine Größe zur Beschreibung der zeitlichen Abhängigkeit 
der Schallenergieausbreitung ist die Schallstärke bzw. Schallintensität. Sie ist ein Maß für 
die Schallenergie, welche pro Sekunde senkrecht durch eine Fläche von 1 m2 transportiert 
wird. Die Berechnung der Schallstärke Js erfolgt nach  
 
2
s
1 '
2
pJ
cρ
=
⋅
, (2.40) 
wobei p’ den Schalldruck, ρ die Luftdichte und c die Schallgeschwindigkeit darstellen. 
Die Schallstärken, welche der Mensch wahrnehmen kann, erstrecken sich über mehrere Zeh-
nerpotenzen. Es ist daher sinnvoll, das Verhältnis der aktuellen Schallstärke zu einer Bezugs-
schallstärke in logarithmischer Form (dekadischer Logarithmus), den Schallstärkepegel LJ, 
mit 
 
s
J
0
10 log JL
J
 
=  
 
   in dB (2.41) 
anzugeben (Borucki, 1989). Die Bezugsschallquelle J0 = 10 – 12 W m - 2 entspricht dabei der 
Hörschwelle des menschlichen Ohres.  
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Ersetzt man Js und J0 in Gleichung (2.41) durch die Beziehung in Gleichung (2.40) erhält 
man den Schalldruckpegel Lp (Borucki, 1989) 
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   in dB, (2.42) 
wobei p0’ den Bezugsschalldruck (Hörschwellenschalldruck) mit p0’ = 2 ⋅ 10 5 Pa be-
schreibt. Da Schallstärkepegel und Schalldruckpegel identisch sind, wird im Folgenden für 
beide Größen der Ausdruck Schallpegel verwendet. 
Eine Verdopplung des Schalldrucks entspricht nach Gleichung (2.42) einer Erhöhung des 
Schallpegels um 6 dB, eine Verzehnfachung einer Pegelzunahme von 20 dB. Da die Inten-
sität dem Quadrat des Schalldrucks proportional ist, bedeutet doppelte Intensität eine Zu-
nahme des Schallpegels um 3 dB und eine Erhöhung der Intensität um den Faktor 10 be-
wirkt eine Zunahme des Schallpegels um 10 dB. 
2.3.2. Geometrische Dämpfung 
Verluste bei der Betrachtung des Schallpegels in verschiedenen Entfernungen von einer 
Schallquelle ergeben sich zunächst aus geometrischen Betrachtungen, wobei der Einfluss 
des Mediums vernachlässigt wird und keine Begrenzungsflächen betrachtet werden. Diese, 
als geometrische Dämpfung bezeichnete Abschwächung, wird von der Art der Quelle und 
der damit verbundenen anschließenden Form der Wellenausbreitung charakterisiert (Piercy 
et al., 1977). 
Betrachtet man eine Punktschallquelle (Lautsprecher), breiten sich die Signale in Form von 
Kugelwellen aus. Die Energieausbreitung erfolgt dabei im gesamten Raum um die Schall-
quelle homogen. Hieraus ergibt sich eine Abnahme des Schallpegels um 6 dB bei Ver-
dopplung der Entfernung zur Schallquelle. Betrachtet man die Schallausbreitung ausge-
hend von einer (unendlich) langen Linienquelle, wobei die Schallausbreitung zylindrisch 
erfolgt, beträgt die Dämpfung des Schallpegels bei Verdopplung der Entfernung 3 dB. Eine 
parallele Wellenausbreitung, welche von einer unendlich ausgedehnten schwingenden Flä-
che ausgeht, bewirkt hingegen keine Änderung des Schallpegels. 
Bei Quellen mit einer begrenzten Ausdehnung, kann das Schallfeld in ein Nah- und ein 
Fernfeld unterteilt werden. Im Nahfeld kann die Schallausbreitung dabei im Allgemeinen 
als parallel und im Fernfeld als kugelförmig beschrieben werden.  
2.3.3. Atmosphärische Absorption 
Eine Schallwelle, welche sich in Luft ausbreitet, wird neben den Schallpegelverlusten in-
folge geometrischer Dämpfung durch Wechselwirkungen mit dem Medium abgeschwächt. 
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Diese Verluste werden dabei durch klassische Absorption (klassische Dämpfung) und mo-
lekulare Dämpfung hervorgerufen.  
Als klassische Dämpfung wird die Kombination von Wärmeleitung und Viskosität (Scher-
strömungen verbunden mit Verlusten aufgrund innerer Reibung) bezeichnet. Hierbei wird 
Schallenergie in Wärmeenergie umgewandelt. Weitere klassische Verluste sind Diffusion 
(Beitrag an der klassischen Dämpfung von 0,3%) sowie Strahlungsverluste (nur bei sehr 
kleinen Wellenlängen von Bedeutung) (Evans et al., 1972).  
Molekulare Dämpfung wird durch die Anregung von Translations-, Rotations- oder 
Schwingungsbewegungen mehratomiger Gase und der damit verbundenen Speicherung der 
Energie in Form von Wärmeenergie verursacht. Die Verteilung der Wärmeenergie auf die 
verschiedenen Bewegungszustände (Bewegungsenergie) wird dabei als thermische Relaxa-
tion bezeichnet (Kuttruff, 2004). Bei der Schallausbreitung ist die Absorption durch Rela-
xation vorrangig an die Moleküle Sauerstoff und Stickstoff gebunden. Shields und Bass 
(1977) geben an, dass der Einfluss der verschiedenen Dämpfungsprozesse in unterschiedli-
chen Frequenzbereichen maximal ist. Die Lage des Absorptionsmaximums im Frequenzbe-
reich entspricht dabei der Relaxationsfrequenz bzw. reziproken Relaxationszeit, verursacht 
durch den entsprechenden Gasbestandteil. Sie geben weiter an, dass bei einer Temperatur 
von 293,15 K, einem Druck von 1 atm (1013,25 hPa) und einer relativen Feuchte von 70% 
die Relaxation von Stickstoff eine Absorption von Schallenergie insbesondere für kleine 
Frequenzen (maximale Absorption bei 574 Hz) bewirkt, während die Relaxation von 
Sauerstoff eine Dämpfung höherer Frequenzen (maximale Absorption bei etwa 59 kHz) 
verursacht.  
Die atmosphärische Absorption kann durch den Absorptionskoeffizienten α beschrieben 
werden. Dieser setzt sich aus den Absorptionsanteilen hervorgerufen durch die Schwin-
gungsrelaxation von Stickstoff (αvib,N) bzw. Sauerstoff (αvib,O), die Rotationsrelaxation 
(αrot) sowie die klassische Dämpfung (αkl) zusammen 
 
vib,N vib,O k,rα α α α= + +    mit   k,r kl rotα α α= + . (2.43) 
Sowohl die klassische als auch die molekulare Absorption sind vom Quadrat der Schallfre-
quenz abhängig. Daher werden die Dämpfungen infolge der verschiedenen Absorptions-
prozesse für Frequenzen unter 1 MHz im Allgemeinen zusammen betrachtet und paramet-
risiert (Shields und Bass, 1977).  
Der Absorptionskoeffizient α in Np m – 1 ist dabei durch die Parametrisierung 
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gegeben (Bass et al., 1995). Hierbei sind p der Luftdruck in atm, p0 ein Referenzluftdruck 
(1 atm, wobei 1 atm = 1013,25 hPa), T die Lufttemperatur in K, T0 eine Referenztempera-
tur (293,15 K) und F die mit dem Luftdruck p (in atm) skalierte Frequenz f  
 fF
p
= . (2.45) 
Die mit dem Luftdruck skalierten Relaxationsfrequenzen von Stickstoff Fr,N und Sauerstoff 
Fr,O sind gegeben durch 
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h ist ein feuchteabhängiger Faktor, welcher in % angegeben wird und aus der relativen 
Feuchte r.H. berechnet werden kann 
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Bass et al. (1995) geben zur Berechnung des Verhältnisses des Sättigungsdampfdrucks E 
zum Referenzluftdruck p0 die Beziehung 
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an, wobei T01 = 273,16 K (Tripelpunkttemperatur) ist. Es ist auch möglich, den Sättigungs-
dampfdruck unter Verwendung der Magnus-Formel (vgl. Gleichung (2.30)) für 
r.H. = 100% zu bestimmen. Die Abweichung zwischen den berechneten Werten für den 
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Sättigungsdampfdruck E beträgt bei Atmosphärendruck bis zu Temperaturen von 45°C un-
ter 2%. 
Zur Darstellung der mit dem Luftdruck normierten Dämpfungskoeffizienten α / p in Ab-
bildung 3, wurden die Pegelwerte von Neper (Np) (basierend auf dem natürlichen Loga-
rithmus) in Dezibel (dB) (basierend auf dem dekadischen Logarithmus) umgerechnet. 1 Np 
ist dabei gegeben durch (Pierce, 1994) 
 ( )1 Np 20 ln 10 dB 8,686 dB= ≈ . (2.49) 
Deutlich erkennbar ist eine Frequenzabhängigkeit der Dämpfungskoeffizienten, wobei eine 
Zunahme mit steigender Frequenz beobachtet wird. Für atmosphärische Betrachtungen äu-
ßert sich dieser Zusammenhang darin, dass sich Schallsignale mit niedrigerer Frequenz in 
der Atmosphäre (räumlich) deutlich weiter ausbreiten können, als Signale mit vergleichs-
weise hoher Frequenz.  
 
 
Abbildung 3: Normierte Dämpfungskoeffizienten für verschiedene relative Feuchten in Abhängigkeit von der 
normierten Frequenz bei einer Umgebungstemperatur von 20°C. Die Normierung erfolgte mit dem Luftdruck 
(1 atm, wobei 1 atm = 1013,25 hPa) (nach Bass et al., 1995). 
Für höhere Frequenzen (> 1 MHz) müssen bei der Berechnung des Absorptionskoeffizien-
ten zusätzliche Effekte berücksichtig werden (Bass, 1981). Des Weiteren unterscheiden 
sich die Werte für hohe Temperaturen (deutlich über Raumtemperatur), insbesondere bei 
Feuchtegehalten von über 10%, von den oben parametrisierten Werten (Bass, 1981). 
2.3.4. Brechung in der Atmosphäre 
In Kapitel 2.2.3 wurde bereits der Einfluss der Strömungsgeschwindigkeit auf die Schall-
ausbreitung beschrieben. Neben der Erhöhung/Verringerung des Betrages der Ausbrei-
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tungsgeschwindigkeit, verursacht die Strömung eine Richtungsänderung der Schallausbrei-
tung im Vergleich zu einer ruhenden Atmosphäre (Barton, 1899).  
Außer der Strömung selbst bewirken räumliche Unterschiede (Gradienten) im Strömungs-
feld und in der Temperatur bei der Schallausbreitung über größere Entfernungen eine Rich-
tungsänderung infolge von Brechung (Brown und Hall, 1978; Chunchuzov et al., 1990; 
L'Espérance et al., 1992; Wilson, 2003; Chunchuzov et al., 2005). Hervorgerufen wird die-
ser Effekt durch den Übergang der Schallsignale in Bereiche mit abweichender Schallge-
schwindigkeit (Pierce, 1994). Dabei werden die Schallstrahlen von Gebieten mit hoher 
Ausbreitungsgeschwindigkeit zu Gebieten mit niedrigerer Ausbreitungsgeschwindigkeit 
gebrochen. Trifft ein Schallsignal unter dem Einfallswinkel θ1 (in Medium 1) auf die 
Grenzfläche zwischen zwei Medien mit den Schallgeschwindigkeiten c1 und c2, kann der 
Brechungswinkel θ2  entsprechend des Snellius‘schen Gesetzes  
 1 1
2 2
sin
.
sin
c
const
c
θ
θ
= =  (2.50) 
berechnet werden (Pierce, 1994).  
Wie in Abschnitt 2.2 beschrieben, bewirkt ein Temperaturanstieg eine Erhöhung der 
Schallgeschwindigkeit. Bei atmosphärischen Situationen mit einem negativen Temperatur-
gradienten (z. B. bei solarer Einstrahlung), ist die Schallgeschwindigkeit in Bodennähe 
maximal und verringert sich mit zunehmender Höhe. In diesem Fall werden die Schall-
strahlen nach oben gebrochen. Nimmt die Temperatur mit der Höhe zu (z. B. bei nächtli-
cher Ausstrahlung), erhöht sich auch die Schallgeschwindigkeit mit der Höhe. Die Atmos-
phäre bewirkt in diesem Fall eine Abwärtsbrechung der Schallstrahlen (Abbildung 4). 
 
 
 
Abbildung 4: Effekt von Gradienten der Lufttemperatur T auf die Ausbreitungswege akustischer Signale aus-
gehend von einer punktförmigen Schallquelle. Links: negativer Temperaturgradient, rechts: positiver Tempe-
raturgradient (nach Hallberg et al., 1988). Die grau hinterlegten Flächen kennzeichnen Gebiete, welche von 
der direkten Schallausbreitung unbeeinflusst sind, sog. Schallschattenzonen. 
Der Einfluss des Windes ist in ähnlicher Weise gegeben. Da sich die Eigenbewegung des 
Mediums jedoch richtungsabhängig auf die Schallgeschwindigkeit auswirkt, ist der Wind-
einfluss bei Brechung in Abhängigkeit von der Ausbreitungsrichtung der Schallstrahlen im 
Vergleich zur Windrichtung zu betrachten. Bei einer Schallausbreitung in Windrichtung 
(Mitwind) und Zunahme der Windgeschwindigkeit mit der Höhe, werden die Schallstrah-
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len zum Boden hin gebrochen, da die Schallgeschwindigkeit in größeren Höhen höher ist, 
als in Bodennähe. Betrachtet man die Schallausbreitung bei gleichem Windprofil in Ge-
genwindrichtung, bewirkt die Strömung des Mediums eine Aufwärtsbrechung der Schall-
strahlen (Abbildung 5). 
 
 
Abbildung 5: Einfluss eines Windgradienten v auf die Ausbreitungswege akustischer Signale ausgehend von 
einer punktförmigen Schallquelle (nach Hallberg et al., 1988). In Gegenwindrichtung können sich Schall-
schattenzonen (grau hinterlegte Fläche) ausbilden. 
Ist die Atmosphäre derart geschichtet, dass die Schallstrahlen nach oben gebrochen wer-
den, kommt es zur Ausbildung von Schallschattenzonen. Diese sind dadurch gekennzeich-
net, dass sie von der direkten Schallausbreitung (bei Betrachtung der Schallausbreitung in 
Form von Schallstrahlen) nicht von den akustischen Signalen einer Quelle erreicht werden. 
Die Kombination beider Effekte (Strömungs- und Temperaturgradienten) führt zum Bre-
chungsgesetz für ein bewegtes Medium und beschreibt die Ausbreitung von Schallstrahlen 
in einer nichthomogenen Atmosphäre. Für ein bewegtes geschichtetes Medium mit Verti-
kalgradienten von Temperatur und Strömungsgeschwindigkeit kann das dreidimensionale 
Brechungsgesetz in der Form  
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angegeben werden (Ostashev et al., 2001), wobei L/ cψ = ⋅e v  und v = |v|. Die Richtung der 
Projektion des Ausbreitungsvektors normal zur Wellenfront in die horizontale Ebene wird 
durch den Einheitsvektor e angegeben und die Strömungsgeschwindigkeit durch v symbo-
lisiert, wobei zur Vereinfachung angenommen wurde, dass die Vertikalgeschwindigkeit 
gleich Null ist. cL entspricht der Laplace‘schen Schallgeschwindigkeit und α dem Azi-
mutwinkel zwischen Schallstrahl und horizontaler Ebene (vgl. Abbildung 6).  
Untersuchungen von Ziemann et al. (2001) haben den Einfluss verschiedener vertikaler 
Gradienten meteorologischer Parameter auf die Brechung der Schallstrahlen in der Atmos-
phäre unter Verwendung eines verallgemeinerten Brechungsgesetzes in einer bewegten 
Atmosphäre untersucht. Hierbei wurde gezeigt, dass Laufzeit- und Laufwegunterschiede 
zwischen geradlinigem und gebrochenem Schallstrahl für kurze Entfernungen zwischen 
Sendern und Empfängern sehr gering sind. Für die nachfolgenden Betrachtungen zur An-
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wendung eines akustisch tomographischen Verfahrens mit Schallweglängen im Bereich 
von wenigen Metern wird daher von einer geradlinigen Schallausbreitung ausgegangen 
und eventuelle Brechungseffekte vernachlässigt.  
 
 
Abbildung 6: Veranschaulichung der Größen und Vektoren zur Berechnung der Schallausbreitung entspre-
chend des dreidimensionalen Brechungsgesetzes in einem bewegten und geschichteten Medium (nach Osta-
shev et al., 2001). n: Einheitsvektor normal zur Wellenfront, s: Einheitsvektor in Ausbreitungsrichtung.  
2.3.5. Einfluss von Begrenzungsflächen 
Neben der Brechung von Schallstrahlen (vgl. Kapitel 2.3.4) bewirkt die Reflexion an 
Grenzflächen (z. B. Wände, Boden) eine Änderung der Ausbreitungsrichtung akustischer 
Signale. Außerdem können die Charakteristika der Reflexionsebene eine Abnahme bzw. 
eine Zunahme der Schallenergie (Dämpfung bei schallweichen Oberflächen, Zunahme bei 
Reflexion in Schallschattenzonen) bewirken. 
Sind die reflektierenden Flächen und ihre Krümmungsradien groß zur Wellenlänge des 
Schallsignals, kann man die Reflexion als geometrische Spiegelung betrachten (Kuttruff, 
2004). In diesem Fall ist der Winkel des auf die Begrenzungsfläche einfallenden Schall-
strahls θ gleich dem Winkel des reflektierten Schallstrahls θ ’ (vgl. Abbildung 7).  
 
 
Abbildung 7: Prinzip der Reflexion eines Schallstrahls bei geometrischer Reflexion an einer Oberfläche. Die 
Schallquelle befindet sich in der Höhe hS, der Empfänger in der Höhe hR. Aus diesen Größen und der direk-
ten Entfernung D zwischen Schallsender und Empfänger ergibt sich der Einfallswinkel θ und der entspre-
chende Reflexionswinkel θ ’. Die Reflexion an der Oberfläche kann auch durch Betrachtung einer Spiegel-
schallquelle in der Tiefe hS unter der Begrenzungsfläche beschrieben werden. 
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Zur Beschreibung der Reflexion ist neben der Richtungsänderung auch die Änderung der 
Amplitude bzw. Phase einer einfallenden Welle zu berücksichtigen. Der Amplitudenrefle-
xionskoeffizient Rp einer ebenen Welle, welche unter einem bestimmten Einfallswinkel θ 
(vgl. Abbildung 7) auf eine ebene Fläche trifft, ist dabei gegeben durch (Piercy et al., 1977; 
Chessel, 1977) 
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, (2.52) 
wobei die Ausbreitung der Welle innerhalb der Grenzfläche vernachlässigt wird (lokale 
Reaktion der Oberfläche). Hierbei sind Z1 bzw. Z2 Dämpfungskonstanten, welche die Luft-
dämpfung (Z1 = ρ ⋅ c ) bzw. die akustische Impedanz der Oberfläche (Z2) beschreiben. So-
wohl Rp als auch Z2 sind komplexe Größen, um die Möglichkeit zur Beschreibung von 
Phasendrehungen bei der Reflexion zuzulassen. 
Für den Grenzfall, dass Z2 → ∞, kann der Amplitudenreflexionskoeffizient mit 1 angegeben 
werden. Dies bedeutet, dass die Phase erhalten bleibt. Eine solche Oberfläche wird als per-
fekt reflektierende, schallharte Oberfläche bezeichnet (Piercy et al., 1977). Z2 kann jedoch 
nicht unendlich groß werden, sondern ist auf einen endlichen Wert begrenzt. Für große 
Einfallswinkel (nahe 90°) ist cos θ  ≈ 0 und somit Rp ≈ - 1 (Embleton et al., 1976). In diesem 
Fall ändert sich der Amplitudenwert der einfallenden Welle nicht, es kann jedoch eine Pha-
sendrehung um 180° beobachtet werden.  
Die Impedanz verschiedener natürlicher Oberflächen wurde bereits experimentell unter-
sucht. So stellen Embleton et al. (1976) Daten für ebenes Grasland und ausgedehnte 
Asphaltflächen vor und vergleichen diese mit theoretischen Werten. Die Abstände zwi-
schen Sender und Empfänger liegen bei ihren Untersuchungen im Bereich von etwa 
15 ... 800 ft (5 ... 244 m). Der Einfluss der Sender- und Empfängerhöhe wurde in einem 
Bereich von 0,1 ... 4 ft (0,03 ... 1,22 m) variiert. Infolge der Bodenimpedanz bilden sich bei 
geringer Höhe von Sender und/oder Empfänger Schallschattenzonen in Bodennähe aus. Ih-
re vertikale Ausdehnung nimmt dabei mit wachsender Entfernung zwischen Sender und 
Empfänger zu (Embleton et al., 1976; Piercy et al., 1977). Außerdem treten bei größeren 
Höhen von Sender und Empfänger Interferenzeffekte (Überlagerung des direkten Schall-
signals und des reflektierten Signals) auf. Als Ursache hierfür werden zwei Gründe ge-
nannt: Eine Phasenverschiebung zwischen direktem und reflektiertem Schallsignal kann 
zum einen durch Phasendrehung bei der Reflexion selbst (in Abhängigkeit von der Boden-
impedanz) und zum anderen durch Laufwegunterschiede zwischen dem direkten und dem 
am Boden reflektierten Schallsignal erzeugt werden (Embleton et al., 1976). Die Höhe von 
Sender bzw. Empfänger hat dabei einen Einfluss auf den Frequenzbereich maximaler 
Dämpfung (Auslöschung durch Interferenz). Je höher die Schallquelle bzw. der Schallemp-
fänger (je größer der Laufwegunterschied zwischen Sender und Empfänger), desto weiter 
verschiebt sich der Bereich maximaler Dämpfung zu geringeren Frequenzen. Die Lage des 
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Pegelminimums fmin kann für schallharten Boden unter Verwendung von Gleichung (2.14) 
in Abhängigkeit von der Schallgeschwindigkeit c und dem Laufwegunterschied ∆D zwi-
schen direktem und reflektieren Strahl angegeben werden. Bedingung für das Minimum 
ist, dass die Schallwegunterschiede ein ungerades Vielfaches der halben Wellenlänge λ be-
tragen (Embleton et al., 1976) 
 
2
D n λ∆ =    mit   1,3,5,n = … , womit   min 2
n cf
D
⋅
=
∆
. (2.53) 
Ergebnisse von Modellbetrachtungen für verschiedene Entfernungen und Senderhöhen 
(Chessel, 1977) bestätigen die experimentellen Untersuchungen von Embleton et al. 
(1976).  
Einen Überblick über den kombinierten Einfluss aller Effekte auf die Schallausbreitung, 
welche sich aus der Nähe zu einer Begrenzungsfläche auf die Dämpfung akustischer Sig-
nale ergeben, sind in Abbildung 8 dargestellt. Mit wachsender Entfernung zwischen 
Schallsender und Empfänger steigt die Dämpfung der Signale durch den Bodeneinfluss 
(Ausbildung von Schallschattenzonen) und es erfolgt eine Verbreiterung des Schattenbe-
reiches bezüglich der Frequenz. 
 
Abbildung 8: Berechnete Dämpfung infolge des Bodeneinflusses in Abhängigkeit von der Frequenz des 
Schallsignals bei der Ausbreitung akustischer Signale über verschiedene Entfernungen. Die Berechnungen 
erfolgten für eine punktförmige Schallquelle in einer Höhe von 1,8 m, einem Empfänger in einer Höhe von 
1,5 m und den Bodeneigenschaften von gemähtem Gras. Die Dämpfungswerte sind relativ zu den Dämp-
fungswerten einer punktförmigen Schallquelle, welche sich direkt auf einer perfekt reflektierenden Oberflä-
che befindet, angegeben (nach Piercy et al., 1977). 
2.3.6. Einfluss von Turbulenz 
Luft unter atmosphärischen Bedingungen ist von zufälligen Schwankungen charakteristi-
scher Größen geprägt. Diese äußern sich in Variationen von Temperatur, Strömungsge-
schwindigkeit, Druck und Dichte und werden als Turbulenz bezeichnet.  
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Turbulenz kann als eine Überlagerung von Wirbeln verschiedener Größe beschrieben wer-
den. Jeder Wirbel ist dabei durch ein sich von der Umgebung unterscheidendes Muster ge-
kennzeichnet. Die größten Wirbel in der atmosphärischen Grenzschicht (AGS), derjenigen 
Atmosphärenschicht, deren Eigenschaften direkt durch die Anwesenheit der Erdoberfläche 
beeinflusst werden (Kraus, 2004), erreichen einen Durchmesser, welcher der Ausdehnung 
der AGS (100 m bis ca. 3000 m) entspricht (Stull, 1991). Sie entstehen durch Wechselwir-
kung mit der Unterlage (Reibung) bzw. beim Umströmen von Hindernissen (mechanisch 
induzierte Turbulenz) oder durch konvektive Vorgänge (thermisch induzierte Turbulenz) 
und sind für einen Großteil der turbulenten Transporte verantwortlich. Die großen, energie-
reichen Wirbel wechselwirken mit anderen Wirbeln, sie werden deformiert und verformt. 
Entstehende Instabilitäten bewirken, dass die großen Wirbel nach endlicher Lebenszeit in 
kleinere und diese nachfolgend in noch kleinere Wirbel zerbrechen. Energie wird bei die-
sem Vorgang auf kleinere Wirbel übertragen und verteilt. Dieser Prozess wiederholt sich 
auf allen Größenskalen, bis die Wirbelgröße eine untere Grenze erreicht hat, ab welcher 
dissipative Vorgänge infolge molekularer Viskosität eine Umwandlung der kinetischen 
Energie in thermische Energie bewirken.  
Die Schallausbreitung wird insbesondere von Temperatur und Geschwindigkeitsschwan-
kungen beeinflusst (s. Kapitel 2.2). Zufällige Variationen dieser Größen bewirken eine 
Streuung von Schallenergie, Fluktuationen der Schallgeschwindigkeit, Schwankungen der 
Schallamplitude und Phase sowie des Schalldruckpegels (Wenzel und Keller, 1971; Bass et 
al., 1991; Sutherland und Daigle, 1998). Die durch Turbulenz verursachten Fluktuationen 
der Schallgeschwindigkeit wachsen dabei mit zunehmender Entfernung zwischen Schall-
sender und Empfänger an, bis ein Sättigungswert, ein Wert maximaler Schwankung, er-
reicht ist (Daigle et al., 1983). Für die maximalen Fluktuationen gemessener Schalldruck-
pegel um einen Mittelwert geben Daigle et al. (1983) einen maximalen Wert von 6 dB an. 
Neben Fluktuationen der Schallfeldgrößen bewirkt die Turbulenz eine Dämpfung der 
Schallenergie in Ausbreitungsrichtung (Blokhintzev, 1946; Brown und Clifford, 1976), 
welche insbesondere durch Rückstreuung verursacht wird. Die Dämpfung durch Streupro-
zesse ist dabei von verschiedenen Parametern, wie dem Verlauf der Schallausbreitung (Po-
sitionierung der Schallsender und Empfänger), abhängig (Brown und Clifford, 1976).  
Eine analytische Beschreibung der Absorption, hervorgerufen durch Fluktuationen von 
Phase und Amplitude akustischer Signale infolge von turbulenten Schwankungen atmos-
phärischer Größen geben Clifford und Brown (1970). Darüber hinaus leiten Wenzel und 
Keller (1971) die Ausbreitungsgeschwindigkeit (Phasengeschwindigkeit) von Schallwellen 
für verschiedene Bedingungen analytisch her. Betrachtet werden jeweils hoch- bzw. nie-
derfrequente akustische Signale, deren Frequenz deutlich über bzw. unter der charakteristi-
schen Frequenz der zugrunde liegenden Turbulenz (bzw. deren Wellenlänge deutlich unter 
bzw. über der charakteristischen Größe der Turbulenzelemente) liegen. Eine Unterschei-
dung wurde weiterhin bezüglich der Strömungssituation getroffen. In einem ruhenden Me-
dium mit turbulenten Fluktuationen von Temperatur und Dichte zeigen sowohl hoch- als 
auch niederfrequente Signale eine geringere Ausbreitungsgeschwindigkeit, als die mittlere 
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Schallgeschwindigkeit im Medium. Während die Ausbreitungsgeschwindigkeit hochfre-
quenter Signale dabei unabhängig von der Frequenz ist, nimmt die Phasengeschwindigkeit 
niederfrequenter Signale mit zunehmender Frequenz ab. Die Betrachtungen von Wenzel 
und Keller (1971) zeigen weiterhin, dass sich die Ausbreitungsgeschwindigkeiten sowohl 
hochfrequenter als auch niederfrequenter Signale in einem bewegten turbulenten Medium 
qualitativ wie im ruhenden Fall verhalten. Eine Unterscheidung ergibt sich jedoch bei der 
Betrachtung der Dämpfungskoeffizienten: Für hochfrequente Signale wirken sich Fluktua-
tionen der Geschwindigkeit in ähnlicher Weise auf die Dämpfung aus, wie Fluktuationen 
der Temperatur. Bei niederfrequenten Signalen hingegen bewirken turbulente Schwankun-
gen der thermodynamischen Größen einen größeren Dämpfungsanteil im Vergleich zu 
Fluktuationen der Geschwindigkeit. 
Experimentelle Untersuchungen des Einflusses von Turbulenz auf niederfrequente Signale 
(ca. 20 Hz) bei der Ausbreitung über weite Entfernungen (4,3 km bzw. 9,3 km) beschreibt 
Chessel (1976). Messungen von Laufzeitunterschieden akustischer Signale einer Explosi-
onsquelle zu verschiedenen Mikrophonen wurden zu unterschiedlichen Tageszeiten durch-
geführt (06:00, 12:00, 18:00, 21:30 Uhr), um den Einfluss verschiedener meteorologischer 
Bedingungen (Turbulenzintensität) abzuschätzen. Aus den Messungen wurden charakteris-
tische atmosphärische Größenskalen der Wirbel abgeschätzt, welche im Bereich von etwa 
200 m bis 500 m lagen. Variationen der Schallgeschwindigkeit infolge von Turbulenz 
wurden bei den Messungen von Chessel (1976) mit Werten zwischen 0,5 m s-1 bis 1,2 m s-1 
angegeben.  
Neben der Dämpfung und einer Änderung der Ausbreitungsgeschwindigkeit bewirkt die 
Turbulenz infolge von Streuung der Schallenergie an Turbulenzelementen (Wirbeln) eine 
Abschwächung von Schallschattenzonen, wie sie hinter Hindernissen (z. B. von Interesse 
zur Einschätzung der Effektivität von Schallschutzwänden, s. Daigle, 1982) oder infolge 
von Brechung durch Temperatur- bzw. Strömungsgradienten entstehen (Salomons, 2001). 
Dabei verursachen Strömungskomponenten im Medium, welche quer zur Schallausbrei-
tung gerichtet sind, eine spektrale Verbreiterung des Schallsignals (Brown und Clifford, 
1973). Theoretische Betrachtungen haben gezeigt, dass diese Weitung des Spektrums 
unabhängig von der Entfernung, Ausbreitungsweglänge und Intensität der Turbulenz er-
folgt. Wesentlichen Einfluss auf die Verbreiterung haben insbesondere die großen Wirbel 
innerhalb des Ausbreitungsweges der akustischen Signale (Brown und Clifford, 1973). 
 
 
 
 3. Laufzeitbestimmung akustischer Signale 
Das Verfahren der akustischen Laufzeittomographie beruht auf der Messung der Ge-
schwindigkeit akustischer Signale bei bekannten Ausbreitungswegen. Die Ausbreitungs-
wege werden aus geometrischen Betrachtungen, den Positionen der Schallsender und Emp-
fänger unter Annahme geradliniger Schallausbreitung, gewonnen.  
Zur Bestimmung der Laufzeit eines akustischen Signals bei bekanntem Ausbreitungsweg 
wird ein spezifisches Schallsignal x (t ) erzeugt, von einem Lautsprecher ausgesendet und 
an einem Mikrophon empfangen. Anschließend wird das gesendete Signalmuster im emp-
fangenen Signal y (t ) gesucht. Die Laufzeit des Signals entspricht dann der zeitlichen Ver-
schiebung zwischen gesendetem und empfangenem Signal, bei welcher die Ähnlichkeit der 
Signale maximal ist. 
Eine mathematische Erfassung und Quantifizierung von Ähnlichkeiten zweier Signale lie-
fern Korrelationsverfahren (Lüke, 1995). In den folgenden Kapiteln sollen die Grundlagen 
der Korrelationsmesstechnik beschrieben, verschiedene Signalformen vorgestellt und auf 
Berechnungsmethoden zur Korrelationsanalyse eingegangen werden. 
3.1. Korrelationsmesstechnik 
Ein Maß für die Ähnlichkeit oder die Verwandtschaft eines Zeitsignals x (t ) mit einem an-
deren Signal y (t ) für verschiedene zeitliche Verschiebungen τ stellt deren Kreuzkorrelati-
on dar. Da diese Ähnlichkeit für verschiedene zeitliche Verschiebungen τ existiert, kann 
sie durch die Kreuzkorrelationsfunktion (KKF) rx,y (τ ) beschrieben werden. Handelt es sich 
bei den Zeitsignalen um Energiesignale, d. h. ist die Signalenergie über die gesamte Zeit-
achse endlich, ist die KKF wie folgt definiert (Lüke, 1995; Hoffmann, 1998) 
 ( ) ( )
,
( )x yr x t y t dtτ τ
∞
−∞
= +∫ . (3.1) 
Zur Laufzeitbestimmung wird ein akustisches Signal ausgesendet und empfangen, wobei 
das Signal auf seinem Ausbreitungsweg nicht modifiziert werden soll. Das gesendete Sig-
nal x (t ) unterscheidet sich daher vom empfangenen Signal y (t ) lediglich um einen zeitli-
chen Versatz zwischen Senden und Empfangen. In Anlehnung an die Definition der 
Kreuzkorrelationsfunktion in (3.1) wird dieser Zeitversatz, die Laufzeit des Schallsignals, 
als τ0 bezeichnet 
 ( ) ( )0y t x tτ+ =    bzw.   ( ) ( )0y t x t τ= − . (3.2) 
Setzt man (3.2) in (3.1) ein, erhält man 
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 ( ) ( )
, 0( )x xr x t x t dtτ τ τ
∞
−∞
= − +∫ , (3.3) 
und somit die Autokorrelationsfunktion (AKF) rx,x (τ ) für x (t ) mit τ0 = 0 
 ( ) ( )
,
( )x xr x t x t dtτ τ
∞
−∞
= +∫ . (3.4) 
Die größte Ähnlichkeit der Signale, und damit der maximale Wert der AKF, wird bei einer 
Verschiebung von τ = 0 auftreten, wenn das Signal zeitlich nicht verschoben ist. Der Wert 
entspricht dann gerade der Signalenergie 
 ( )2
,
( 0)x xr x t dtτ
∞
−∞
= = ∫ . (3.5) 
Die Laufzeit τ0 kann aus dem Maximum von (3.3) an der Stelle τ ’ = - τ0 + τ = 0 mit τ0 = τ  
bestimmt werden 
 ( )( ) ( ), , 0'x x x xMaximum r rτ τ= . (3.6) 
Da sowohl die Erzeugung der Signale, als auch deren Aufzeichnung und Weiterverarbei-
tung mittels Messkarten am Computer vorgenommen wird, werden die Signale digital-
analog (Ausgabe) bzw. analog-digital (Empfang) gewandelt. Sie stehen somit als diskrete 
Zeitreihen x (n ⋅ ∆t ) und y (n ⋅ ∆t ), mit n ∈ N, zur Verfügung. Hierbei entspricht ∆t dem Zeit-
schritt zwischen zwei aufeinanderfolgenden Signalwerten, dem gesendeten x (n ⋅ ∆t ) und 
dem empfangenen Signal y (n ⋅ ∆t ). Ausgehend von Gleichung (3.1) für kontinuierliche 
Signale wird die Laufzeit digitaler (zeitdiskreter) Signale mit einer endlichen Länge N aus 
der Lage des Maximums der Summe 
 ( ) ( ) ( )( )1
,
0
1 N
x y
n
r m t x n t y n m t
N
−
=
⋅ ∆ = ⋅ ∆ + ⋅ ∆∑    mit   Nm ∈  (3.7) 
bestimmt. Der Zeitschritt ∆t ist mit der Abtastrate (Digitalisierungsfrequenz) fdig der Mess-
karte wie folgt verknüpft 
 
dig
1
t f∆ = . (3.8) 
Substituiert man in Gleichung (3.7) n ’ = n + m und schreibt n ’ = n erhält man 
 ( ) ( )( ) ( )1
,
0
1 N
x y
n
r m t x n m t y n t
N
−
=
⋅ ∆ = − ⋅∆ ⋅∆∑ . (3.9) 
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3.2. Fouriertransformation 
Ein wichtiges Hilfsmittel bei der Analyse und Interpretation von Zeitsignalen stellt die 
Fouriertransformation (FT) dar (s. z. B. Brigham, 1992). Diese spektrale Untersuchungs-
methode überführt die zeitabhängige Funktion eines physikalischen Prozesses h (t ) in eine 
frequenzabhängige Funktion H (f ) bzw. H (ω ) und umgekehrt, wobei die Frequenz f = t – 1 
bzw. die Kreisfrequenz ω = 2pi
 
⋅
 
t – 1 und i die imaginäre Einheit mit i 2 = - 1 sind 
 ( ) ( ) 2 i ftH f h t e dtpi
∞
−
−∞
= ∫   ⇔ ( ) ( ) 2 i fth t H f e dfpi
∞
−∞
= ∫  (3.10) 
bzw. 
 ( ) ( ) i tH h t e dtωω
∞
−
−∞
= ∫   ⇔ ( ) ( ) i12
th t H f e dfω
pi
∞
−∞
= ∫ . (3.11) 
Der Doppelpfeil soll in beiden Fällen verdeutlichen, dass die Funktionen Fourier-Paare 
bilden. Aufgrund der Analogie zwischen Frequenz und Kreisfrequenz werden die folgen-
den Betrachtungen auf die Frequenz f bezogen, sind jedoch ohne Einschränkungen auf die 
Kreisfrequenz ω  übertragbar.  
Im Allgemeinen gilt, dass H (f ) eine komplexe Funktion darstellt 
 ( ) ( ) ( )real imagiH f H f H f= + , (3.12) 
aus der die Amplitude und die Phase des physikalischen Prozesses im Frequenzraum be-
stimmt werden können.  
Diskret abgetastete Signale im Zeitbereich xn = x (n ⋅ ∆t ) (n ∈ N) können nach 
 
1 2 i
0
1 n kN N
k n
k
X x e
N
pi
⋅
−
−
=
= ∑   ⇔ 
1 2 i
0
k nN
N
n k
n
x X e
pi
⋅
−
=
=∑  (3.13) 
in ihre diskrete spektrale Repräsentation Xk = X (k ⋅ ∆f ) (k ∈ N) umgeformt werden, wobei N 
die Anzahl der Datenpunkte beschreibt. 
Voraussetzung für eine eindeutige Transformation diskret abgetasteter Signale ist, dass das 
zugrunde liegende Signal bandbegrenzt ist, d. h. dass Frequenzanteile, welche größer sind 
als eine Grenzfrequenz, verschwinden (Abtasttheorem). Diese obere Grenzfrequenz, auch 
als Abschneidefrequenz bezeichnet, ist die Nyquistfrequenz fN. Sie ergibt sich aus dem 
Zeitintervall zur Abtastung des Signals ∆t zu 
 
N
1
2
f
t
=
∆
. (3.14) 
Ist die Voraussetzung der Bandbegrenzung des Signals oberhalb fN nicht erfüllt, treten 
Aliasingeffekte auf, da Frequenzanteile, die nach dem Abtasttheorem nicht explizit aufge-
löst werden können, in den auflösbaren Frequenzbereich rückprojiziert werden. In diesem 
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Fall bilden xk und Xn kein Fourier-Paar, da sie nicht eindeutig ineinander überführt werden 
können. Zur Vermeidung einer spektralen Rückprojektion muss daher das Signal bereits 
vor der Digitalisierung analog gefiltert werden. 
Eine wichtige Beschreibung von Signalen im Frequenzraum liefert das Betragsspektrum 
E (f ) (auch Amplitudenspektrum, Powerspektrum, Energiespektrum, s. Stull, 1988) bzw. 
sein diskretes Äquivalent E (n ⋅ ∆f ). Es wird aus den spektralen Signalamplituden berechnet 
 ( ) ( ) ( )2 2real imag2E n f H n f H n f ⋅∆ = ⋅ ∆ + ⋅ ∆     mit   1n N= … . (3.15) 
3.3. Akustische Signale 
Die Laufzeitbestimmung akustischer Signale beruht auf der Tatsache, dass ein ausgesende-
tes Signalmuster x (t ) im empfangenen Signal y (t ) mit einer zeitlichen Verschiebung, der 
Laufzeit, bestimmt werden kann. Das empfangene Signal setzt sich dabei aus dem zeitlich 
verschobenen gesendeten Signal (Nutzsignal) x (t + τ0 ) und einem Störsignal (Rauschen) 
n (t ) zusammen 
 ( ) ( ) ( )0y t x t n tτ= − + . (3.16) 
Damit die Korrelationsanalyse zur Bestimmung der Schalllaufzeit τ0 zu einem eindeutigen 
Ergebnis führt, sind bestimmte Anforderungen an die Schallsignale zu stellen. Zur Wieder-
erkennung der Signalmuster muss sichergestellt sein, dass das Schallsignal bei dessen 
Ausbreitung nicht signifikant modifiziert wird. Des Weiteren muss das ausgesendete Sig-
nal eindeutig bestimmbar und reproduzierbar sein. Dies setzt voraus, dass es von Störge-
räuschen eindeutig trennbar ist und innerhalb des Signals keine Selbstähnlichkeit auftritt. 
Als perfekte Korrelationssignale werden dabei Signalmuster angesehen, deren Autokorre-
lationsfunktionen (vgl. Gleichung (3.4)) ein impulsförmiges Korrelationsergebnis in Form 
eines Dirac-Impulses liefern (Lüke, 1986).  
Im Folgenden sollen drei Signalarten vorgestellt werden, die zur Anwendung bei akusti-
schen Laufzeitmessungen geeignet sind. Neben harmonischen Signalen mit fester Frequenz 
werden Chirp oder Sweep-Signale und pseudostochastische Rauschfolgen betrachtet, deren 
Eigenschaften beschrieben und auf Vor- und Nachteile der jeweiligen Signalmuster in Be-
zug auf Laufzeitmessungen hingewiesen.  
3.3.1. Harmonische Signale mit konstanter Frequenz 
Als harmonische Signale mit konstanter Frequenz werden Schwingungssignale bezeichnet, 
die aus Sinusschwingungen einer bekannten konstanten Frequenz bestehen. Die Autokorre-
lationsfunktion einer (unendlichen) Sinusschwingung entspricht jedoch wiederum einer Si-
nusschwingung, wodurch eine Bestimmung der Laufzeit zwischen dem gesendeten und 
dem empfangenen Signal unmöglich wird. Für eine Anwendung im Bereich der akusti-
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schen Laufzeittomographie ist es daher nötig, dem Signal eine spezielle Signatur aufzuprä-
gen (Arnold, 2000). Hierfür werden zwei Sinussignale gleicher Frequenz durch eine Pause 
unterbrochen. Ein entsprechendes Signal mit seiner Autokorrelationsfunktion ist in Abbil-
dung 9 dargestellt. Die Konstruktion des Signals spiegelt sich in der Autokorrelationsfunk-
tion in Form von drei Schwingungen wider. Die mittlere Amplitude ist dabei maximal, da 
sich die Signale optimal überdecken. Die Nebenschwingungen werden bei der Überlage-
rung jeweils einer Sinusschwingung im Schallsignal erzeugt.  
 
 
 
Abbildung 9: Harmonisches Zeitsignal, zusammengesetzt aus zwei Sinusanteilen gleicher Frequenz von 
1000 Hz (links) und dessen Autokorrelationsfunktion (rechts). Die Abtastung/Digitalisierung des analogen 
Signals (graue Linie) erfolgte mit einer Auflösung von 5000 Hz (schwarze Punkte). 
Der Vorteil harmonischer Signale besteht in der Möglichkeit zur Frequenzfilterung, wo-
durch Störeinflüsse, wie Nebengeräusche aus der Umgebung (z. B. Straßen), Windgeräu-
sche an den Messgeräten usw., nahezu eliminiert werden können. Um sowohl niederfre-
quente als auch hochfrequente Anteile zu entfernen, werden Bandpassfilter verwendet. 
Wendet man ein Bandpassfilter (Butterworth Filter 1. Ordnung mit den Bandpassgrenzen 
900 Hz und 1100 Hz) auf das Signal in Abbildung 9 (links) an, ergibt sich das in Abbil-
dung 10 dargestellte Zeitsignal. Deutlich sichtbar ist die Modifikation des Signals durch 
die Bandpassfilterung, welche ein langsames Einschwingen der Signaleinsätze, sowie ein 
längeres Nachschwingen bewirkt.  
Während der Schallausbreitung werden die Schallsignale durch Umgebungseinflüsse mo-
difiziert. Sind die Störsignale durch Stationarität (unabhängig vom gewählten Zeitfenster) 
und Nichtperiodizität gekennzeichnet sowie zufällig verteilt, spricht man von einem Rau-
schen. Ist die Energie des Signals dabei über den gesamten Frequenzbereich konstant, be-
zeichnet man es als weißes Rauschen (Hoffmann, 1998; Kuttruff, 2004). 
Zur Simulation des Rauscheinflusses auf das harmonische Signal wurde das Doppelsinus-
signal mit einem Rauschsignal (gleichverteilte Zufallsreihe um den Amplitudenwert 0, s. 
Schrüfer, 1992) überlagert (Abbildung 11, links). Die Amplitude des Rauschens entspricht 
dabei der halben Signalamplitude. Das Ergebnis der Kreuzkorrelation zwischen dem ver-
rauschten und dem unverrauschten Signal ist auf der rechten Seite dargestellt. Die KKF ist 
deutlich breiter, als die AKF des ungefilterten Signals. Dennoch ist das Maximum der 
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Kreuzkorrelationsfunktion auch für die gefilterten/verrauschten Signale deutlich bestimm-
bar und liegt für die diskreten Werte bei 0 ms. Es ist dennoch eine leichte Verschiebung 
des Symmetriezentrums der KKF in Richtung positive Zeitverschiebungen zu erkennen. 
Diese Verschiebung muss als Unsicherheit bei der Bestimmung der Schalllaufzeiten be-
rücksichtigt werden. 
 
 
Abbildung 10: Bandpassgefiltertes Signal aus harmonischen Anteilen (vgl. Abbildung 9, links). Graue Linie: 
Analoges Signal, das mit einer Frequenz von 5000 Hz abgetastet wird (schwarze Punkte).  
Harmonische Signale sind für die Bestimmung der Schallgeschwindigkeit nutzbar, wenn 
ihnen eine bestimmte Struktur aufgeprägt wird. Im vorliegenden Fall wurde das Signal aus 
zwei getrennten Sinussignalen gleicher Frequenz erzeugt. Der Vorteil dieser Methode ist 
die Möglichkeit, die Signale vor der Aufzeichnung zu filtern, so dass nur der gewünschte 
Frequenzbereich aufgezeichnet wird. Um Effekte der Filterung auf die KKF des gesende-
ten und empfangenen Signals zu vermeiden, sollte auch das gesendete Signal vor der Über-
tragung bandpassgefiltert werden.  
 
 
 
Abbildung 11: Links: Verrauschte Zeitreihe (schwarze Quadrate), die sich aus der Überlagerung des vorge-
gebenen gefilterten Zeitsignals (graue Linie mit grauen Punkten als Abtastwerte) mit weißem Rauschen er-
gibt. Die Amplitude des weißen Rauschens entspricht der halben Signalamplitude. Rechts: Kreuzkorrelati-
onsfunktion zwischen dem diskreten unverrauschten und dem verrauschten bandpassgefilterten Signal. 
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Als ein Nachteil der harmonischen Signale zur Anwendung bei laufzeittomographischen 
Untersuchungen ist die Ähnlichkeit der Signale zu nennen. Die akustische Laufzeittomog-
raphie beruht darauf, dass akustische Signale von mehreren Schallsendern ausgesendet und 
an verschiedenen Mikrophonen empfangen werden. Um die Signale sicher einem Schall-
sender zuzuordnen ist es daher nötig, dem jeweiligen Signal eine spezielle Signatur aufzu-
prägen (verschiedene Frequenzen, verschiedene Pausenlängen). Weiterhin ist es möglich, 
die Signale zeitlich nacheinander zu senden oder bei der Wahl des Versuchsaufbaus darauf 
zu achten, dass sich die Längen der verschiedenen Schallstrecken derart unterscheiden, 
dass eine sichere Zuordnung der einzelnen Signaleinsätze zu einem speziellen Sender-
Empfängerpaar gewährleistet ist. 
3.3.2. Chirpsignale 
Neben akustischen Signalen mit fester Frequenz bieten sich breitbandige Signale zur Lauf-
zeitbestimmung an, deren Energiegehalt auf einen weiten Frequenzbereich verteilt ist.  
Als Vertreter harmonischer breitbandiger Signale soll der lineare Chirp vorgestellt werden, 
der auch als Gleitsinus oder Sweep bezeichnet wird (Abbildung 12). Eine Beschreibung 
dieses Signals kann mit der Beziehung  
 ( ) 0if t f tβ= +  mit 1 0
Sig
f f
t
β −=  (3.17) 
erfolgen. Hierbei wird der Frequenzbereich, welcher während der Signaldauer tSig durch-
laufen wird, durch die untere Grenzfrequenz f0 und die obere Grenzfrequenz f1 abgegrenzt.  
Das Gesamtsignal, von welchem in Abbildung 12 (links) ein Ausschnitt dargestellt ist, hat 
eine Gesamtlänge von 0,2 s und enthält Frequenzen im Bereich von 10 Hz bis 5 kHz. Die 
lineare Frequenzänderung wird in einer Zeitreihendarstellung deutlich. Zur Veranschauli-
chung der im gesamten Signal enthaltenen Frequenzanteile wurde das nach Gleichung 
(3.15) berechnete Betragsspektrum in Abbildung 12 (rechts) dargestellt.  
 
  
Abbildung 12: Linearer Chirp mit Frequenzanteilen zwischen 10 Hz und 5 kHz und einer Signallänge von 
0,2 s. Links: Ausschnitt aus dem zeitlichen Verlauf des linearen Chirps, rechts: Powerspektrum des gesamten 
Signals. 
36 
Die Autokorrelationsfunktion des linearen Chirpsignals ist in Abbildung 13 dargestellt. Es 
ist ein deutliches Maximum bei einer Verschiebung von 0 ms erkennbar, womit eine gute 
Voraussetzung zur Laufzeitbestimmung der Signale gegeben ist. Je größer dabei das Ver-
hältnis der Höhe des Maximums zur Höhe der Nebenmaxima ist, desto sicherer kann die 
Laufzeit bestimmt werden. Eine Verbreiterung des Frequenzbandes, welches bei der Er-
zeugung des Gleitsinus genutzt wird, bewirkt dabei eine Erhöhung dieses Verhältnisses. 
Die obere Grenze des nutzbaren Frequenzbandes wird durch die Abtastfrequenz des Sig-
nals begrenzt und ist gleich der Nyquistfrequenz (vgl. Gleichung (3.14)). 
 
 
Abbildung 13: Autokorrelationsfunktion eines linearen Chirpsignals mit Frequenzanteilen von 10 Hz bis 
5 kHz und einer Signallänge von 0,2 s. 
Ähnlich wie bei den harmonischen Signalen mit konstanter Frequenz kann die fehlende 
Differenzierbarkeit ein Nachteil von Chirpsignalen für deren Anwendung bei der akusti-
schen Laufzeittomographie sein. Um ein eindeutiges Korrelationsergebnis (deutliches Ma-
ximum) zu erhalten, ist es nötig, bei der Signalerzeugung einen möglichst großen Fre-
quenzbereich zu verwenden. Dies wiederum beschränkt die Möglichkeit, verschiedenste 
Signale zu generieren, die auch bei gleichzeitigem Senden sicher unterschieden werden 
können. 
3.3.3. Pseudostochastisches Rauschen mit maximaler Periodenlänge 
Ein weiterer Vertreter breitbandiger Signale, der im Rahmen der akustischen Laufzeitto-
mographie betrachtet werden soll, sind Maximallängenfolgen (engl. MLS: Maximum 
Length Sequences). Diese Signale sind pseudo-zufällige binäre (zweiwertige) Signale, die 
dem weißen Rauschen ähnlich sind und sich durch eine nahezu impulsförmige Autokorre-
lationsfunktion auszeichnen. Die positiven Eigenschaften dieser Folgen werden in ver-
schiedenen Bereichen der Akustik genutzt. Anwendung finden Maximallängenfolgen zum 
Beispiel bei der Bestimmung von Impulsantworten akustischer Systeme bzw. deren Über-
tragungsfunktionen in der Raum- oder Bauakustik (s. z. B. Vorländer, 1994; Xiang, 1992) 
bzw. im Wasser (Farina, 1998), aber auch in der Radartechnik (Sachs, 1999). Die Betrach-
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tung der MLS zur Anwendung im Rahmen der akustischen Laufzeittomographie liegt in 
den positiven Korrelationseigenschaften dieser Folgen begründet, da deren periodische Au-
tokorrelationsfunktion (PAKF) einem nahezu idealen Delta-Impuls (Dirac-Stoß, Fliege, 
1991; Lüke, 1995) entspricht. Des Weiteren liefert die schnelle Hadamardtransformation 
(engl. FHT: Fast Hadamard Transformation, vgl. Kapitel 3.4.2) einen Algorithmus zur 
schnellen Berechnung der Korrelationsfunktion dieser zweiwertigen Signale.  
Im folgenden Abschnitt soll die Erzeugung von Maximallängenfolgen erläutert und deren 
Eigenschaften beschrieben werden. Ausführlichere Abhandlungen zu den Maximallängen-
folgen finden sich zum Beispiel bei Golomb (1982), Lüke (1992) oder Finger (1997). 
Die Theorie zur Erzeugung der Maximallängenfolgen basiert auf der Mathematik der Ga-
lois-Felder. Diese Körper sind algebraische Strukturen, in denen Rechenoperationen wie 
Addition, und Multiplikation definiert sind, wobei Kommutativität, Assoziativität, Distri-
butivität und Abgeschlossenheit des Körpers erfüllt sein müssen. Ein Galois-Feld GF(B) 
besteht dabei aus einer endlichen Anzahl K zahlenwertig unterschiedlicher Elementen, wo-
bei B die Ordnung des Galois-Feldes charakterisiert und prim ist. 
Das einfachste Galois-Feld ist GF(2) mit den zwei Elementen {0; 1} und den Rechenope-
rationen Modulo-2-Addition (⊕2) und Modulo-2-Multiplikation (⊗2). Die Ergebnisse die-
ser Operationen im GF(2) sind wie folgt festgelegt 
  
  bzw. 
⊕2 0 1 
0 0 1 
1 1 0 
⊗2 0 1 
0 0 0 
1 0 1 
(3.18) 
Um binäre Folgen zu erzeugen, deren Periodenlänge maximal ist, sind lineare Polynome in 
GF(2) grundlegend. Ein lineares Polynom p (x ) vom Grad m hat die allgemeine Form 
 
 ( ) 22 1 0
0
m
m i
m i
i
p x c x c x c x c c x
=
= + + + + = ⋅∑…  mit 0mc ≠ , (3.19) 
wobei ci, x ∈ GF(2) und die Operationen Multiplikation und Addition jeweils modulo 2 
(vgl. (3.18)) gelten (Lüke, 1992). 
Für jeden Grad m in GF(2) existieren insgesamt 2 m verschiedene Polynome nach Glei-
chung (3.19). Viele dieser Polynome lassen sich jedoch als Produkte von Polynomen ge-
ringeren Grades darstellen. Kann ein Polynom nicht in einzelne Faktoren zerlegt werden, 
wird es als irreduzibel bezeichnet. Von diesen sind aber wiederum nur die sogenannten 
primitiven Polynome geeignet, um Maximallängenfolgen zu erzeugen. Eine explizite Be-
rechnung dieser primitiven Polynome ist nicht möglich, sie können jedoch durch ein Such-
verfahren bestimmt werden. Hierfür werden aus den Polynomen Folgen erzeugt und diese 
hinsichtlich maximaler Periodenlänge untersucht (Lüke, 1992). 
Die bekanntesten Tabellen irreduzibler und primitiver Polynome mit Elementen aus GF(2) 
finden sich in Peterson (1967, Anhang C). Hier sind für die Grade m = 2 ... 16 alle irredu-
ziblen Polynome aufgeführt und primitive Polynome gekennzeichnet. Für die Grade 
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m = 17 ... 34 ist eine Auswahl aufgelistet. Weiterhin gilt, dass das reziproke Polynom eines 
primitiven Polynoms wiederum primitiv ist (Peterson, 1967). 
Die Erzeugung der gesuchten Maximallängenfolgen s (n ) erfolgt mit einer rekursiven Bil-
dungsvorschrift (Lüke, 1992) 
 
 ( )
10
1 ( )
m
i
i
s n c s n i
c
=
= − ⋅ −∑ , wobei ( ) , (2)is n c GF∈  und 0 , 0mc c ≠ . (3.20) 
Da die Bildung der MLS in der Praxis meist mittels binärer rückgekoppelter Schieberegis-
ter (bzw. deren softwaretechnischer Realisierung) erfolgt, soll das Verfahren an einem sol-
chen Schieberegister (vgl. Abbildung 14) erläutert werden. Ein solches Schieberegister be-
steht aus Speicher- bzw. Verzögerungseinheiten sowie aus Multiplikatoren zur Skalierung 
der Rückkopplungsglieder.  
 
 
Abbildung 14: Lineares rückgekoppeltes Schieberegister der Ordnung m mit Skalierungsfaktoren ci und 
Speicher- bzw. Verzögerungseinheiten Di. Die Verknüpfung der Elemente erfolgt über eine Modulo-Addition 
(⊕). Zur Initialisierung (Eingang) kann zum Beispiel eine Dirac-Folge verwendet werden. Der Ausgang 
enthält die linear rekursive Folge s (n ). Im GF(2) sind ci ∈ {0; 1}, c0 = cm = 1 und ⊕ entspricht der Addition 
modulo 2 (nach Lüke, 1992; Peterson, 1967). 
Zu Beginn dürfen nicht alle Inhalte der Speicher- bzw. Verzögerungseinheiten Di gleich 0 
sein, damit sich eine nichtverschwindende Folge ausbilden kann. Die Umsetzung kann 
zum Beispiel durch das Anlegen eines Delta-Impulses am Eingang erfolgen, wodurch ein 
Di ≠ 0 gegeben ist. Die Berechnung der Folgenelemente erfolgt durch Rückkopplung der 
Speichereinheiten, welche mit den Skalierungsfaktoren gewichtet werden, und deren Ver-
knüpfung über eine Addition modulo 2 realisiert wird. Das neu berechnete Element wird 
im nächsten Schritt, bei dem die gesamte Folge um eine Einheit nach rechts verschoben 
wird, in D1 geschrieben. Das Schieberegister erzeugt so Takt für Takt aus m Folgenele-
menten jeweils ein neues Element der autonomen Signalfolge s (n ), die unabhängig von 
der Anfangsbedingung ist, und nur von der Wahl der Koeffizienten ci ∈ GF(2) abhängt. 
Dabei unterscheiden sich Folgen, die mit denselben Koeffizienten ci gebildet wurden, le-
diglich durch eine Verschiebung in Abhängigkeit von der Initialisierung der Speicherzellen 
(Finger, 1997). 
Ist m die Länge (Ordnung) des Schieberegisters, können maximal  
 2 1mN = −  (3.21) 
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von Null verschiedene Zustände des Registers vorliegen (Ausschluss der Nullfolge). Diese 
„maximale“ Periodenlänge der Folge wird jedoch nur bei einer geeigneten Rückkopp-
lungsvorschrift erreicht. Notwendige und hinreichende Bedingung für maximale Perioden-
länge einer linearen rekursiven Folge ist dabei ein primitives charakteristisches Polynom, 
d. h. die Skalierungsfaktoren ci müssen so gewählt werden, dass sie den Koeffizienten eines 
primitiven Polynoms entsprechen.  
Ein Beispiel soll diesen Rückkopplungsprozess zur Bildung einer MLS verdeutlichen. Ge-
wählt wird ein primitives Polynom vom Grad 3 (m = 3) aus GF(2) (Lüke, 1992) 
 
3 1x x+ + . (3.22) 
Die Skalierungsfaktoren des Schieberegisters betragen folglich 
 ( ) ( )0 1 2 3, , , 1,1,0,1ic c c c c= = . (3.23) 
Die Initialisierung der Speicherelemente erfolgt mittels einer Impulsfolge, so dass 
 ( ) ( )1 2 3, , 0,0,1iD D D D= =  (3.24) 
und alle weiteren Elemente, welche am Eingang anliegen, gleich Null sind. 
Im nächsten Schritt erfolgt die Skalierung der Speicherelemente und die Verknüpfung der 
skalierten Werte mit einer Addition modulo 2, so dass sich das nächste Folgenelement s (4) 
berechnen lässt aus 
 ( ) ( )3 3 2 2 2 2 1 1 2
0
1(4) 0s D c D c D c Eingang
c
 
= ⋅ ⊕ ⋅ ⊕ ⋅ ⋅ − ⊕ = 
 
 
( ) ( ) ( )2 2 2(4) 1 1 0 0 0 1 1 0 1s = ⋅ ⊕ ⋅ ⊕ ⋅ ⋅ − ⊕ = . 
(3.25) 
Die Speicherelemente werden nun nach rechts verschoben und das neu berechnete Element 
in D1 geschrieben. Die Folge selbst ergibt sich sukzessiv aus den Elementen aus D3. Die 
weiteren Berechnungen zur Generierung der vollständigen MLS zum primitiven Polynom 
aus Gleichung (3.22) sind in Tabelle 4 zusammengefasst. 
Nach einer Periode von 7 Takten wiederholt sich die Speicherzellenbelegung (Takt 8 ist 
identisch mit dem ersten Takt). Die maximale Periodenlänge von 2 m - 1 = 2 3 - 1 = 7 ist somit 
erreicht. Die erzeugte Folge maximaler Periodenlänge (Belegung der Speicherzelle D3) hat 
folgende Form 
 ( )( ) 1,0,0,1,1,1,0s n = . (3.26) 
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Tabelle 4: Berechnung einer linear rekursiven Folge mittels Schieberegister. 
Takt 
Speicherbelegung 
(D1, D2, D3) 
Multiplikation mit  
(c1, c2, c3) = (1, 0, 1) 
Rückkopplung (vgl. Glg. 
(3.25)) 
1 (0, 0, 1) (0, 0, 1) 1 
2 (1, 0, 0) (1, 0, 0) 1 
3 (1, 1, 0) (1, 0, 0) 1 
4 (1, 1, 1) (1, 0, 1) 0 
5 (0, 1, 1) (0, 0, 1) 1 
6 (1, 0, 1) (1, 0, 1) 0 
7 (0, 1, 0) (0, 0, 0) 0 
8 (0, 0, 1)   
 
Bei vielen praktischen Anwendungen ist es von Vorteil, die binäre unipolare Sequenz 
(Wertebereich {0, 1}) in eine bipolare Sequenz (Wertebereich {-1, 1}), symmetrisch um 0, 
umzuwandeln. Die Zuordnung erfolgt dabei entsprechend 
 { } { }0,1 1, 1↔ + −  (3.27) 
(Sarwate und Pursley, 1980; Cohn und Lempel, 1977). 
Als weiteres Beispiel ist in Abbildung 15 eine bipolare Maximallängenfolge vom Grad 5 
dargestellt. Das zugrunde liegende primitive Polynom hat die Form x 5 + x 2 + 1. Ebenfalls 
abgebildet ist das zugehörige Betragsspektrum nach Gleichung (3.15), welches die Ähn-
lichkeit der Signalfolge zum weißen Rauschen mit konstanten Frequenzanteilen widerspie-
gelt. 
 
  
Abbildung 15: Maximallängenfolge vom Grad 5, welche durch ein rückgekoppeltes Schieberegister beruhend 
auf dem primitiven Polynom x 5 + x 2 + 1 erzeugt wurde (links) sowie deren Betragsspektrum (rechts). 
Im folgenden Abschnitt sollen die Charakteristika der Maximallängenfolgen bezüglich ih-
rer Korrelationseigenschaften zusammengefasst werden. Eine entscheidende Größe ist 
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hierbei die normierte periodische Autokorrelationsfunktion (PAKF). Diese ist für eine Fol-
ge s (n ) mit einer Länge N (und der entsprechenden Periode N) nach Lüke (1992) definiert 
als 
 ( ) ( )1PAKF
0
1( ) mod
N
n
r m t s n s n m N
N
−
=
⋅ ∆ = +  ∑ , (3.28) 
wobei (n + m ) mod N den Rest nach der Division von (n + m ) durch N bezeichnet. 
Für Maximallängenfolgen ist diese PAKF eine zweiwertige Folge mit den Werten 
(Schroeder, 1979; Borish und Angell, 1983; Finger, 1997) 
 
PAKF
1
( ) 1r m t
N


⋅ ∆ = 
−
    für    
0
0
m
m
=
≠
   jeweils (mod N). (3.29) 
Dabei ist zu bemerken, dass sich die Form der PAKF mit wachsender Folgenlänge immer 
weiter einem idealen Dirac-Impuls nähert. Im Gegensatz zur periodischen Autokorrelati-
onsfunktion, unterscheidet sich die aperiodische Autokorrelationsfunktion gemäß Glei-
chung (3.7), mit y = x, durch nicht konstante Korrelationswerte bei Verschiebungen un-
gleich Null (vgl. Abbildung 16). Dennoch ist ein deutliches Maximum bei einer zeitlichen 
Verschiebung von 0 Taktschritten erkennbar. Diese Eigenschaft stellt die Anwendbarkeit 
dieser Signale zur Laufzeitbestimmung sicher. 
 
 
Abbildung 16: Autokorrelationsfunktion der Maximallängenfolge vom Grad 5 aus Abbildung 15. 
Im Hinblick auf die Anwendung der Maximallängenfolgen als Anregungssignale bei der 
akustischen Laufzeittomographie gibt es neben der nahezu idealen Autokorrelationsfunkti-
on, welche einem Impuls ähnelt, weitere Vorteile. Die Erzeugung der MLS kann sehr fle-
xibel geschehen und die Länge der Folgen an das spezifische Messproblem angepasst wer-
den. Hierfür wurden zahlreiche primitive Polynome für die Grade 2 bis 17 und eine Aus-
wahl bis zum Grad 22 hinterlegt, auf welche zur Erzeugung einer MLS bei der aktuellen 
Messaufgabe zurückgegriffen werden kann. Neben der Flexibilität bei der Erzeugung der 
Maximallängenfolgen bieten diese Signalmuster die Möglichkeit, auch unter widrigen Be-
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dingungen (schlechtes Verhältnis von Signal zu Rauschen) korrekte Ergebnisse zu liefern 
(z. B. Sachs et al., 1997). Hierfür wird die Periodizität der Signale ausgenutzt. Eine Mitte-
lung der Messergebnisse über mehrere Periodenlängen führt zu einer Addition der Ampli-
tuden der (kohärenten) Nutzsignale (6 dB pro Verdopplung), während sich die Störsignale, 
wenn sie nicht mit der MLS korreliert sind, energetisch akkumulieren (3 dB pro Verdopp-
lung) (Kob und Vorländer, 1996). Dies führt zu einer effektiven Verbesserung des Ver-
hältnisses von Signal zu Rauschen (S/N), setzt aber voraus, dass das System während der 
gesamten Messung in einem stationären Zustand verharrt. Untersuchungen des Einflusses 
meteorologischer Parameter (Temperaturänderungen, Windfluktuationen) auf die Anwen-
dung von Maximallängenfolgen bei akustischen Messungen zeigen, dass realistische Be-
dingungen mit kleinen Variationen dieser Parameter nur einen sehr geringen Einfluss auf 
das Ergebnis von Messungen mit MLS haben (Vorländer und Bietz, 1995; Kob und Vor-
länder, 1996).  
Ein weiterer Vorteil der MLS ist die Möglichkeit, verschiedene Folgen (aus verschiedenen 
charakteristischen primitiven Polynomen) zu generieren und gleichzeitig auszusenden. 
Aufgrund der Eigenschaften der MLS ist eine Auflösung der Laufzeiten mittels Kreuzkor-
relation auch bei Überlagerung unterschiedlicher Folgen möglich.  
Zur Verdeutlichung dieser Tatsache wurden zwei unterschiedliche Maximallängenfolgen 
überlagert. Die erste Folge entspricht dabei der MLS aus Abbildung 15. Die zweite Folge 
wurde aus dem reziproken primitiven Polynom der ersten Folge (x 5 + x 3 + 1) gebildet. Die 
Überlagerung erfolgte durch Amplitudenaddition und anschließende Skalierung der Ampli-
tuden auf den ursprünglichen Wertebereich. Um einen Laufzeitunterschied zwischen bei-
den Signalen nachzubilden, erfolgte eine zeitliche Verschiebung der zweiten Folge um 15 
Datenpunkte nach rechts, während die erste Folge erhalten blieb. Bei der Simulation wurde 
nur eine Periode der jeweiligen Folge genutzt und keine Hintergrundgeräusche zugelassen. 
Die Ergebnisse der Kreuzkorrelation der einzelnen Folgen mit dem überlagerten Signal 
sind in Abbildung 17 dargestellt. Deutlich sichtbar ist das Maximum der KKF für beide 
Folgen, ohne dabei maßgeblich durch die Überlagerung mit der anderen Folge beeinflusst 
zu sein. Lediglich der Amplitudenwert der KKF hat sich im Vergleich zur AKF (vgl. Ab-
bildung 16) verringert. 
Xiang und Schröder (2003) geben an, dass bei einer Überlagerung von Maximallängenfol-
gen in Abhängigkeit von der gewählten Folge lediglich eine Verringerung des S/N der 
KKF um mindestens 3 dB zu erwarten ist. Insbesondere aus diesem Grund schlagen Xiang 
und Schröder (2003) bzw. Xiang et al. (2005) in ihren Arbeiten explizit die Anwendung 
der MLS als Anregungssignale für akustisch tomographische Untersuchungen vor. 
Die Anwendbarkeit eines schnellen Algorithmus zur Berechnung der Kreuzkorrelations-
funktion (FHT, vgl. Kap. 3.4.2) bietet einen weiteren Vorteil hinsichtlich des Einsatzes der 
binären Maximallängenfolgen zur Laufzeitbestimmung. 
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Abbildung 17: Kreuzkorrelationsfunktionen nach Überlagerung von zwei Maximallängenfolgen mit rezipro-
ken charakteristischen primitiven Polynomen. Links: KKF des überlagerten Signals mit der unverschobenen 
ersten MLS, rechts: KKF des überlagerten Signals mit der um 15 Datenpunkte nach rechts verschobenen 
zweiten MLS. 
3.4. Berechnung der Korrelationsfunktion 
Die Berechnung der Kreuzkorrelationsfunktion (KKF) zweier diskreter Signale im Zeit-
raum nach Gleichung (3.7) bzw. (3.9) benötigt eine Rechenzeit, die proportional zu N 2, der 
Anzahl der Multiplikationen der beiden Signale, ist. In den folgenden Abschnitten werden 
zwei Verfahren vorgestellt, mit denen die Berechnung der KKF beschleunigt werden kann. 
Zunächst wird die Anwendung der Fouriertransformation (FT) zur Berechnung der KKF 
beschrieben. Die Optimierung hinsichtlich des Rechenzeitaufwandes ergibt sich hierbei 
durch die Anwendung eines schnellen Algorithmus zur FT. Das darauf folgende Kapitel 
beschäftigt sich mit der Anwendung der schnellen Hadamardtransformation zur Berech-
nung der KKF. 
3.4.1. Schnelle Fouriertransformation 
Zur Berechnung der Kreuzkorrelationsfunktion unter Verwendung der Fouriertransforma-
tion (Kap. 3.2), wird Gleichung (3.1) entsprechend Gleichung (3.10) in den Frequenzraum 
transformiert. Man erhält 
 ( ) ( )
( ) ( )
2 i
,
2 i
( ) fx y
f
R f x t y t dt e d
x t y t e d dt
pi τ
pi τ
τ τ
τ τ
∞ ∞
−
−∞ −∞
∞ ∞
−
−∞ −∞
 
= + 
 
 
= + ⋅ 
 
∫ ∫
∫ ∫
. (3.30) 
Mit der Substitution t + τ = ζ kann das innere Integral in (3.30) geschrieben werden als 
 ( ) ( ) ( )2 i2 i 2 i( )f tf fty t e d y e d Y f epi ζpi τ piτ τ ζ τ
∞ ∞
− −
−
−∞ −∞
+ = =∫ ∫ . (3.31) 
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Hierbei bezeichnet Y (f ) die Fouriertransformierte der Funktion y (t ). 
Die Fouriertransformierte der Kreuzkorrelationsfunktion Rx,y (f ) ergibt sich somit zu 
 ( ) ( ) ( ) ( )2 i *
,
( ) ftx yR f x t e dt Y f X f Y fpi
∞
−∞
 
= = 
 
∫ . (3.32) 
Hierbei kennzeichnet X (f ) die Fouriertransformierte der Funktion x (t ) und X * (f ) das kon-
jugiert Komplexe von X (f ). 
Die Fouriertransformierte der Kreuzkorrelation im Zeitbereich entspricht dem Produkt aus 
den Fouriertransformierten der Zeitreihen im Frequenzbereich 
 ( ) ( ) ( )*
.x yr t X f Y f⇔ . (3.33) 
Wie bereits erwähnt, beansprucht die Berechnung der Kreuzkorrelationsfunktion im Zeit-
raum N 2 Multiplikationen, wobei N der Länge der Zeitsignale entspricht. Für die Berech-
nungen im Frequenzraum müssen die Zeitsignale fouriertransformiert, multipliziert und im 
Anschluss das Produkt wieder in den Zeitraum überführt werden. Ein schneller Algorith-
mus für diese Transformationen zwischen Zeit- und Ortsraum liefert die schnelle Fourier-
transformation (FFT – Fast Fourier Transformation, Brigham, 1992). Diese stellt eine spe-
zielle numerische Realisierung der diskreten Fouriertransformation dar, wobei vorausge-
setzt wird, dass die Länge des Zeitsignals N eine bestimmte Länge 
 2kN =    mit   Nk ∈  (3.34) 
aufweist. Der Vorteil dieses Verfahrens liegt in der Optimierung der Rechenzeit. Während 
man für eine diskrete FT N 2 Rechenschritte benötigt, verringert sich diese Zahl bei der 
Durchführung der Transformation mittels FFT auf einen Wert von N log2 N.  
Für die gesamte Berechnung der Kreuzkorrelationsfunktion mittels FFT wird somit eine 
Rechenzeit proportional 3 N log2 N für die Transformationen und N für die Multiplikation 
im Frequenzraum beansprucht und beträgt insgesamt N (3 log2 N + 1).  
3.4.2. Schnelle Hadamardtransformation  
Eine schnelle Methode zur Berechnung der Kreuzkorrelationsfunktion im Zeitbereich für 
Maximallängenfolgen (vgl. Kapitel 3.3.3), deren Amplituden lediglich die Werte +1 und -1 
annehmen, liefert die schnelle Hadamardtransformation (FHT – Fast Hadamard Transfor-
mation).  
Im Folgenden sollen die Grundzüge der FHT im Hinblick auf die Berechnung der (periodi-
schen) Kreuzkorrelationsfunktion wiedergegeben werden. Ausführliche Beschreibungen 
geben z. B. Cohn und Lempel (1977), Borish und Angell (1983) oder Xiang und Schröder 
(2003). 
Die Geschwindigkeit des Algorithmus beruht auf der Tatsache, dass bei symmetrischen 
zweiwertigen Signalen zur Berechnung der Kreuzkorrelationsfunktion nach Gleichung 
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(3.7) bzw. (3.9) lediglich Additionen und Subtraktionen durchgeführt werden, jedoch keine 
rechenzeitaufwendigen Multiplikationen.  
Dabei wird zunächst Gleichung (3.9) in Matrixschreibweise überführt 
 
,x y n= ⋅r X y . (3.35) 
Hierbei sind rx,y und y Vektoren der KKF bzw. des empfangenen Signals. Xn entspricht ei-
ner Matrix, welche sich aus rechtsseitigen zeitlichen zyklischen Verschiebungen des aus-
gesendeten zweiwertigen Signals x = {x1, x2, ..., xn} mit xi ∈ {-1; +1} zusammensetzt 
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Die Matrix Xn kann in ein Matrixprodukt umgeformt werden (Borish und Angell, 1983), 
wobei n = 2 m - 1 mit m ∈ N 
 2 2 1 1 1n n+=X P S H S P . (3.37) 
Kern dieser Umformung ist die orthogonale zweiwertige (±1) quadratische (n+1) Hada-
mard-Matrix Hn+1, deren Beschreibung auf die Arbeit von Hadamard (1893) zurückgeht. 
P1 und P2 sind Permutationsmatrizen der Größe (n , n ), welche Spalten bzw. Zeilen der 
Hadamard-Matrix vertauschen. Die Matrizen S1 und S2 sind vom Typ (n + 1, n ) bzw. 
(n , n + 1). Sie bewirken, dass die erste Spalte bzw. die erste Zeile der Hadamard-Matrix ge-
löscht werden, wodurch eine quadratische Matrix mit n Zeilen und n Spalten entsteht.  
Eine Hadamard-Matrix Hn+1 besteht aus (n + 1) Zeilen und Spalten und erfüllt folgende Be-
ziehung 
 ( )1 1 1Tn n n+ + = +H H I  (3.38) 
Hier stellen I die Einheitsmatrix und HT die transponierte Matrix von H dar. Die Bildung 
einer Hadamard-Matrix erfolgt rekursiv, wobei (n + 1) = 2 m mit m ∈ N 
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Die Hadamard-Matrix H4 hat somit die Gestalt 
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Zur Bestimmung der KKF mittels FHT substituiert man (3.37) in (3.35) und erhält folgen-
den Ausdruck 
 
, 2 2 1 1 1x y n+=r P S H S P y .  (3.41) 
Die Berechnung der Permutationsmatrizen P1 und P2 erfolgt bei Betrachtung von (3.37) 
nach 
 
1 1
2 1 2 1 1n n n
− −
+= =P X P G S H S . (3.42) 
Die rechte Seite von Gleichung (3.42) entspricht der Hadamard-Matrix Hn+1, deren erste 
Zeile und Spalte gelöscht wurden. Die Permutationsmatrizen P1 bzw. P2 sind nun derart zu 
wählen, dass die Matrix Xn durch Vertauschen von Spalten (P1) bzw. Zeilen (P2) in die 
Matrix Gn überführt wird. Hierbei wird die Eigenschaft von Hadamard-Matrizen genutzt, 
wonach sich diese in Faktoren Bn+1 und BTn-1 zerlegen lassen (Cohn und Lempel, 1977; 
Lempel, 1979) 
 
1 1 1
T
n n n+ + += ⋅H B B . (3.43) 
Bn+1 ist eine Matrix vom Typ (n + 1, m ) und entspricht der binären Repräsentation (bin: Bi-
närzahl, dez: Dezimalziffern) der fortlaufenden Zeilen- bzw. Spaltennummer der Hada-
mard-Matrix 
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Die Berechnung der Permutationsmatrix P1 zur Vertauschung der Spalten erfolgt unter Be-
trachtung der ersten m Zeilen der Signalmatrix Xn. Die binären Inhalte werden in Dezi-
malwerte umgerechnet und entsprechen dem Permutationsindex für die entsprechende 
Spalte der Signalmatrix.  
Die Bestimmung von P2 erfolgt ähnlich. Nachdem die Spalten der Signalmatrix entspre-
chend P1 vertauscht wurden, werden die Spalten 2 i, mit i = 0...m der vertauschten Signal-
matrix betrachtet und deren binäre Inhalte in Dezimalwerte umgerechnet. Diese Werte 
spiegeln die Permutationsmatrix P2 wider. Ein Beispiel für die Bestimmung der Permutati-
onsmatrizen ist in Anhang A gegeben.  
Es gibt für jede Maximallängenfolge (MLS) ein festes Permutationsmatrizenpaar P1 und P2 
zur Anwendung bei der Berechnung der Kreuzkorrelationsfunktion mittels FHT nach Glei-
chung (3.41). Analog zur Bereitstellung der primitiven Polynome bei der Erzeugung der 
MLS (vgl. Kapitel 3.3.3) können diese Permutationsmatrizen zu jeder MLS berechnet und 
für Anwendungszwecke als Datensatz hinterlegt werden.  
 LAUFZEITBESTIMMUNG AKUSTISCHER SIGNALE 47 
 
Die Berechnung der Hadamardtransformation erfolgt unter Einsatz eines schnellen Algo-
rithmus, wofür lediglich N log2 N Rechenschritte benötigt werden (Yarlagadda und Hers-
hey, 1997; Gumas, 1997). Zur Berechnung der Kreuzkorrelationsfunktion mittels FHT 
müssen zusätzlich Zeilen und Spalten der Signalmatrix vertauscht werden. 
3.4.3. Vergleich des Rechenzeitaufwandes 
Zur Abschätzung des Rechenzeitaufwandes für die Berechnung der Kreuzkorrelationsfunk-
tion mittels FFT und FHT wurden die Kreuzkorrelationsfunktionen (KKF) von Maximal-
längenfolgen der Grade 2 bis 18 berechnet. Für die Berechnung der KKF unter Verwen-
dung der FFT wurde eine Funktion der Programmiersprache MATLAB der Firma The 
Mathworks1 (xcorr.m) angewendet. Bei der Fouriertransformation innerhalb dieser 
Funktion wird auf die Programmbibliothek FFTW (FFTW, 2006) zurückgegriffen, wo-
durch die Geschwindigkeit zur Berechnung der diskreten Fouriertransformation im Ver-
gleich zu den meisten anderen Algorithmen zur Berechnung der FFT deutlich übertroffen 
wird. 
Die Berechnung der KKF mittels FHT erfolgte ebenfalls in MATLAB mit einem Algo-
rithmus nach Gumas (1997), nachdem die Permutationsmatrizen separat berechnet wurden. 
Die Analysen zum Rechenzeitbedarf, deren Ergebnisse in Abbildung 18 dargestellt sind, 
erfolgten auf einem Notebook mit Intel Pentium M Prozessor (1500 MHz) und 
512 MB RAM mit der Programmversion MATLAB 6.5 (Release 13). Das Verhältnis für 
die Rechenzeit zur Berechnung der KKF mittels FHT bzw. FFT war dabei für MLS-Grade 
ab 10 nahezu konstant und betrug zwischen 0,5 und 0,7. Untersuchungen auf anderen 
Rechnern bestätigen dieses Ergebnis, obgleich die absoluten Zeiten variierten. 
 
 
Abbildung 18: Zeitaufwand zur Berechnung von 100 Kreuzkorrelationsfunktionen von Maximallängenfolgen 
mittels FHT (graue Kreise) und FFT (schwarze Quadrate) mittels PC. Die zweite (innere) Abbildung zeigt 
den Bereich bis zu einem Grad der MLS von 15 mit einer höheren zeitlichen Auflösung.  
                                                 
1
 The MathWorks, Inc., 3 Apple Hill Drive, Natick, MA 01760-2098, United States. 
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Die Untersuchung des Rechenzeitaufwandes zeigt deutlich, dass die Berechnung der KKF 
unter Verwendung der FHT insbesondere für lange MLS und unter der Bedingung, dass 
eine große Anzahl von Kreuzkorrelationen berechnet werden müssen, eine deutliche Zeit-
ersparnis im Vergleich zur Berechnung der KKF mittels FFT erlaubt. 
3.5. Rekonstruktion abgetasteter Signale 
Die Erfassung und Aufzeichnung analoger Schallsignale erfolgt durch Abtastung in diskre-
ten Zeitschritten ∆t. Beim Einsatz digitaler Messkarten ist dieser Zeitschritt durch die Ab-
tastfrequenz der Messkarte nach Gleichung (3.8) bestimmt. Die Genauigkeit zur Auflösung 
der Schalllaufzeit mittels Korrelationsberechnung ist nach Gleichung (3.9) ebenfalls an 
diesen Zeitschritt gebunden. Um das Ergebnis unabhängig von den Eigenschaften der 
Messhardware analysieren zu können und somit die Unsicherheiten bei der Laufzeitbe-
stimmung zu verringern, werden Interpolationswerte zwischen den Abtastwerten bestimmt. 
Diese Aufgabe, die Erzeugung eines Analogsignals aus vorhandenen zeitdiskreten Werten, 
spielt eine zentrale Rolle in der Signalverarbeitung (Hoffmann, 1998).  
Unter bestimmten Voraussetzungen kann ein zeitkontinuierliches Signal x (t ) aus seinen 
Abtastwerten x (n
 
⋅
 
∆t ) (n ∈ N) exakt rekonstruiert werden. Dies ist mit Hilfe der Sampling-
reihe 
 ( ) ( ) ( )si
n
x t x n t t n t
t
pi∞
=−∞
 
= ⋅∆ ⋅ ⋅ − ⋅∆ ∆ ∑
 (3.45) 
möglich (Hoffmann, 1998). Dabei kennzeichnet das Symbol si die in Abbildung 19 darge-
stellte Spaltfunktion (z. B. Fliege, 1991; Schrüfer, 1992; Hoffmann, 1998) 
 sin
si xx
x
= . (3.46) 
 
 
Abbildung 19: Spaltfunktion si (pi.α ). 
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Die Interpolation mit Hilfe der Samplingreihe liefert eine bandbegrenzte Funktion, die sich 
dadurch auszeichnet, dass nur Frequenzbestandteile unterhalb einer oberen Begrenzungs-
frequenz enthalten sind. Diese obere Grenze entspricht laut Abtasttheorem (vgl. Kapitel 
3.2) genau der Nyquistfrequenz. Bei praktischen Anwendungen sind die akustischen Sig-
nale meist bandbegrenzt. Dies wird zum einen durch eine Frequenzbegrenzung des Signals 
selbst oder aufgrund einer Begrenzung durch das Übertragungssystem (Hardware) gewähr-
leistet. Des Weiteren kann eine solche Begrenzung durch eine Tiefpassfilterung des Sig-
nals mit der Grenzfrequenz vor der Digitalisierung erzwungen werden (Hoffmann, 1998). 
Bei der praktischen Anwendung der Samplingreihe zur Interpolation von Abtastwerten 
sowie zur softwaretechnischen Weiterverarbeitung wird keine kontinuierliche Funktion 
x (t ), sondern eine Folge mit höherer zeitlicher Auflösung als das ursprünglich abgetastete 
Signal erzeugt. Hierfür werden aus den original abgetasteten Signalwerten Zwischenwerte 
zwischen den einzelnen Abtastwerten berechnet. Dabei wird die zeitliche Auflösung des 
mit der Samplingreihe interpolierten Signals mit ∆tS bezeichnet. Nach Gleichung (3.45) er-
gibt sich für das diskrete interpolierte Signal x (k ⋅ ∆tS ) (k ∈ N) der Zusammenhang  
 ( ) ( ) ( )S Ssi
n
x k t x n t k t n t
t
pi∞
=−∞
 
⋅∆ = ⋅ ∆ ⋅ ⋅ ⋅∆ − ⋅ ∆ ∆ ∑
. (3.47) 
Betrachtet man das Verhältnis der Zeitschritte 
 
S
t Q
t
∆
=
∆
, (3.48) 
lässt sich Gleichung (3.47) schreiben als 
 ( ) ( ) siS
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∞
=−∞
  
⋅∆ = ⋅∆ ⋅ ⋅ −  
  
∑ . (3.49) 
Mit dieser Formel ist die exakte Berechnung der Zwischenwerte möglich. Allerdings muss 
das Summationsintervall der Abtastwerte dafür von - ∞ bis + ∞ verlaufen. In der Realität 
wird dies bereits durch die Endlichkeit des Beobachtungszeitraumes beschränkt. Für end-
lich viele Abtastwerte im Intervall von k – K bis k + K ergibt sich die Samplingreihe daher 
zu 
 ( ) ( )S si
k K
n k K
k
x k t x n t nQpi
+
= −
  
⋅∆ ≈ ⋅ ∆ ⋅ ⋅ −  
  
∑ . (3.50) 
Das Ergebnis einer solchen Rekonstruktion ist für die Funktion f (x ) = (sin x) 2 + sin x in Ab-
bildung 20 dargestellt. Die rekonstruierte Funktion spiegelt in guter Näherung die vorge-
gebene Funktion wider. Die Wiedergabe der Abtastwerte erfolgt dabei exakt. Geringe Ab-
weichungen ergeben sich aus der Beschränkung des Rekonstruktionsintervalls, welche ins-
besondere im Randbereich des rekonstruierten Signals auftreten. Bei der Interpolation ab-
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getasteter Signale ist daher darauf zu achten, das Rekonstruktionsintervall möglichst weit 
um den für die Rekonstruktion interessanten Zeitbereich auszudehnen. 
 
 
Abbildung 20: Rekonstruktion (gestrichelte schwarze Linie) des analogen Signals (sin x) 2 + sin x (graue Linie) 
aus Abtastwerten (Punkte) mit Hilfe der Samplingreihe. 
 
 4. Tomographie zur Darstellung von Vertei-
lungen 
Als Tomographie bezeichnet man ein berührungsloses Messverfahren, bei welchem Infor-
mationen über den Zustand eines Untersuchungsgebietes bestimmt werden, ohne Sensoren 
direkt in das Gebiet einbringen zu müssen. Dieses Fernerkundungsverfahren beruht auf 
Messungen entlang verschiedener Wege durch das Gebiet. Als Messsignal dient eine Son-
dierungsenergie, welche bei Durchlaufen des Messgebietes mit dessen Eigenschaften in 
Wechselwirkung tritt und in Abhängigkeit von den vorherrschenden Bedingungen modifi-
ziert wird. Die kombinierte Betrachtung von Messungen entlang verschiedener Ausbrei-
tungswege durch das Messgebiet erlaubt im Anschluss die Rekonstruktion der räumlichen 
Verteilungen bestimmter Parameter innerhalb des Messgebietes. 
Tomographische Verfahren können für verschiedenste Messaufgaben angewendet werden, 
bei denen die zerstörungsfreie Untersuchung eines Messobjektes gewünscht und eine Dar-
stellung von Verteilungen innerhalb des Messgebietes angestrebt wird. Das Spektrum 
reicht dabei von der medizinischen Diagnostik über die Untersuchung von Werkstoffeigen-
schaften (zerstörungsfreie Prüfverfahren), bis hin zu geowissenschaftlichen Fragestellun-
gen. Im letzteren Anwendungsfeld werden tomographische Verfahren zur Untersuchung 
der Beschaffenheit des Erdkörpers (seismische Tomographie), zur Sondierung der Eigen-
schaften von Wasserkörpern (Ozeanographie) und für atmosphärische Untersuchungen 
eingesetzt. 
In den folgenden Abschnitten sollen zunächst verschiedene Anwendungsfelder für tomo-
graphische Verfahren dargestellt werden, bevor im Anschluss auf theoretische Hintergrün-
de sowie Algorithmen zur Rekonstruktion von Verteilungen aus Messwerten entlang ver-
schiedener Ausbreitungswege eingegangen wird. 
4.1. Anwendungsgebiete tomographischer Verfahren 
Tomographische Verfahren werden als Fernerkundungsverfahren für verschiedene Mess-
aufgaben eingesetzt. Die wohl bekannteste Anwendung tomographischer Verfahren ist in 
der medizinischen Diagnostik (z. B. Radiologie) angesiedelt. In diesem Bereich wird der 
menschliche Körper von Röntgenstrahlen unter verschiedenen Winkeln durchlaufen. Die 
Intensität eines jeden Röntgenstrahls wird aufgezeichnet und im Anschluss verwendet, um 
ein zweidimensionales Schnittbild der Dämpfungswerte des durchleuchteten Körperab-
schnittes darzustellen (Natterer, 2001). Die Dämpfungswerte stehen wiederum in Zusam-
menhang mit der Gewebestruktur (unterschiedliche Dämpfung von Röntgenstrahlung) in-
nerhalb der untersuchten Messebene und lassen somit Aussagen über den Zustand des Pa-
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tienten ableiten ohne operativ in den Organismus eingreifen zu müssen. Medizinische An-
wendungen sind jedoch nicht auf radiologische Untersuchungen mit Hilfe von Röntgen-
strahlung beschränkt. Als Sondierungsenergie wird außerdem auf Ultraschall (z. B. Nawata 
und Kaneko, 1999), Radiowellen und magnetische Felder (Magnetresonanz-/ Kernspinto-
mographie) oder radioaktive Isotope (Positronen-Emissions-Tomographie) zurückgegriffen 
(Dössel, 2000). Die rekonstruierten Informationen unterscheiden sich dabei in Abhängig-
keit von der verwendeten Sondierungsenergie, da deren Charakteristika in Abhängigkeit 
von den Wechselwirkungen mit dem durchlaufenen Medium modifiziert werden. 
Eine weitere weit verbreitete Anwendung tomographischer Verfahren ist bei geophysikali-
schen Untersuchungen des Erdinneren gegeben (Menke, 1984). Da Strukturen des Erdinne-
ren nur begrenzt durch direkte Messungen (z. B. Bohrungen) erfasst werden können, nutzt 
man Fernerkundungsverfahren, wie die Tomographie, um Informationen über den gesam-
ten Erdkörper oder räumlich begrenzte Gebiete zu erhalten. Hierzu zählen unter anderem 
Untersuchungen zur Struktur und Ausdehnung der Lagerstätten von Bodenschätzen (Lo 
und Inderwiesen, 1994) oder zur Beschaffenheit des Erdmantels in einem definierten Ge-
biet (Nercessian et al., 1984). Die Messinformationen stammen dabei aus Laufzeitmessun-
gen aktiv erzeugter seismischer Signale (Erschütterungen), welche in Abhängigkeit von 
den Eigenschaften des durchlaufenen Messgebietes variieren. Hierbei wird einerseits eine 
direkte Ausbreitung zwischen Sendern und Empfängern betrachtet, wobei die Anbringung 
mehrerer Sender und Empfänger an sich gegenüberliegenden Messstellen (Bohrlöchern) 
im Erdkörper erfolgt, andererseits wird ausgenutzt, dass Signale an Inhomogenitäten in-
nerhalb der Erde reflektiert werden, um Informationen aus größeren Tiefen zu erhalten 
(Nercessian et al., 1984). Im Gegensatz zu dieser aktiven Erkundung, werden für seismi-
sche Untersuchungen des Erdinneren auch natürlich vorkommende Sondierungsenergien 
eingesetzt (passive Fernerkundung). So geben die Ankunftszeiten seismischer Wellen, 
welche bei Erdbeben entstehen, Auskunft über die Beschaffenheit des Erdkörpers zwi-
schen der natürlichen Quelle der Wellen im Erdinneren und den Sondierungspunkten an 
der Erdoberfläche. Tomographische Inversionstechniken werden in diesem Fall genutzt, 
um die Informationen entlang einzelner Wege in eine Verteilung charakteristischer Größen 
(z. B. Beschaffenheit der Kruste oder des Erdmantels) innerhalb des Untersuchungsgebie-
tes zu übersetzen (Aki und Lee, 1976).  
Auch in der Ozeanographie werden tomographische Verfahren eingesetzt, um z. B. die Ei-
genschaften eines ausgedehnten Wasserkörpers mittels akustischer Signale zu bestimmen 
(Munk et al., 1995). Die Laufzeit dieser Signale wird bei ihrem Weg durch das Medium in 
Abhängigkeit von dessen Beschaffenheit charakteristisch beeinflusst. Ursache hierfür ist 
die Abhängigkeit der Ausbreitungsgeschwindigkeit in Wasser von der Zusammensetzung 
(Salzgehalt) und der Temperatur sowie der Strömungsgeschwindigkeit entlang des Aus-
breitungsweges.  
Bei Untersuchungen der Atmosphäre werden tomographische Techniken ebenfalls ange-
wendet. Zum einen werden tomographische Verfahren im Bereich der Ionosphäre einge-
setzt, wo mit Hilfe von Satellitendaten die Verteilung des Elektronengehalts abgeschätzt 
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wird (Frey et al., 1998). Außerdem finden tomographische Verfahren auch in Bodennähe 
Anwendung. Hier wird unter anderem ausgenutzt, dass, Licht in Abhängigkeit von vorhan-
denen Gasbestandteilen, bei charakteristischen Wellenlängen absorbiert wird. Messungen 
der Absorption auf verschiedenen Wegen innerhalb eines Messgebietes geben somit Aus-
kunft über Art und Menge vorhandener Verunreinigungen, deren Verteilungen mittels to-
mographischer Verfahren rekonstruiert werden können (Laepple et al., 2004; Todd und 
Bhattacharyya, 1997). Ein weiteres Anwendungsgebiet tomographischer Verfahren in der 
Atmosphäre dient der Bestimmung von Verteilungen von Temperatur und Strömung in ei-
nem begrenzten Untersuchungsgebiet (z.
 
B. Wilson und Thomson, 1994; Wilson et al., 
2001; Arnold et al., 2000; Ziemann et al., 2000; Arnold et al., 2001; Raabe et al., 2001; 
Ziemann et al., 2002). Diese Methode beruht auf der Abhängigkeit der Geschwindigkeit 
akustischer Signale von Temperatur und Strömung entlang des Ausbreitungsweges der 
Signale (vgl. Kapitel 2.2). Im Rahmen der vorliegenden Arbeit wurde diese Methode er-
weitert und verfeinert, so dass neue Anwendungsgebiete erschlossen werden konnten. 
4.2. Theoretische Grundlagen 
Die theoretische Grundlage für tomographische Rekonstruktionstechniken schuf Radon 
1917 (Radon, 1917). Er beschrieb den Zusammenhang zwischen den Informationen ent-
lang verschiedener Linien durch ein Medium und der zweidimensionalen Verteilung der 
Eigenschaften des Mediums. Wie auch an den oben genannten Beispielen zur Anwendung 
tomographischer Verfahren ersichtlich wird, beruht die Rekonstruktion von räumlichen 
Verteilungen einer Größe innerhalb eines Gebietes, welche durch eine Modellfunktion 
f (x ,y ) beschrieben werden können, auf Messwerten, die entlang verschiedener Wege (un-
ter verschiedenen Winkeln) durch das Medium gewonnen wurden. Die Signalenergie muss 
dabei so gewählt werden, dass sie mit dem Medium in Wechselwirkung tritt, so dass deren 
Eigenschaften beim Durchlaufen des Messgebietes messbar verändert werden. Es muss 
weiterhin sichergestellt sein, dass eine eindeutige Zuordnung der Änderungen der Sondie-
rungsenergie (z. B. Laufzeit oder Dämpfung des Signals) zu den zu messenden Parametern 
im Messgebiet möglich ist.  
Die Messungen erfolgen entlang bestimmter Ausbreitungswege, welche durch die Lage der 
Sender und Empfänger bzw. durch die Bedingungen selbst, welche innerhalb des Mediums 
herrschen, charakterisiert werden. Da solche Linienmessungen Informationen über die 
mittleren (integralen) Bedingungen entlang des gesamten Ausbreitungsweges widerspie-
geln, werden diese Werte als Linienintegralwerte oder Projektionen p (θ ,s ) bezeichnet 
(vgl. Abbildung 21). Projektionen können im einfachsten Fall aus Informationen unter ver-
schiedenen Projektionswinkeln θ entlang paralleler Strahlen gewonnen werden (Parallel-
verschiebung von Sender und Empfänger). Eine weitere Möglichkeit zur Erzeugung von 
Projektionen besteht im Einsatz einer einzelnen Signalquelle, deren Signal nach Durchlau-
fen des Messgebietes von einer Reihe von Detektoren erfasst wird, so dass eine fächerför-
mige Überdeckung des Messgebietes erreicht wird (Kak und Slaney, 1988; Natterer, 2001).  
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Die Projektion p (θ ,s ) unter dem Winkel θ  in Abhängigkeit von der Modellfunktion f (x ,y ) 
ist gegeben durch 
 ( ) ( )
( ),
, ,
Signalweg s
p s f x y dl
θ
θ = ∫ , (4.1) 
wobei die Integration über den gesamten Ausbreitungsweg l durch das Messgebiet erfolgt. 
 
 
Abbildung 21: Schematische Darstellung zur Erzeugung von Projektionen durch ein Messobjekt mittels in-
tegraler Messungen. Die Signalenergie breitet sich entlang verschiedener Ausbreitungswege (parallele Pfei-
le) aus, wobei jeweils ein Pfeil ein Sender-Empfänger-Paar symbolisiert. Die Linienintegralwerte für ver-
schiedene Einfallswinkel θi entsprechen dabei Projektionen pi (θi ,s ) der Modellfunktion f (x ,y ), welche das 
Messgebiet charakterisiert (nach Kak und Slaney, 1988). 
Ziel ist es nun, aus den unter verschiedenen Winkeln gemessenen Projektionen p (θ ,s ) die 
Verteilung der physikalischen Parameter in einem Messgebiet, also die Modellfunktion 
f (x ,y ), eindeutig zu rekonstruieren. Zur Lösung dieser Aufgabe, welche als inverses Prob-
lem bezeichnet wird, wurden zahlreiche Algorithmen entwickelt. Diese lassen sich in drei 
Hauptgruppen unterteilen (Frey et al., 1998):  
1. Fourier-Transform-Methoden,  
2. Algebraische Methoden und 
3. Statistische Methoden. 
Im Gegensatz zu den beiden erstgenannten Methoden müssen für die Anwendung von Al-
gorithmen aus der dritten Gruppe bestimmte Voraussetzungen an die Verteilung gestellt 
werden. Dies setzt die Kenntnis von zusätzlichen Informationen über die Beschaffenheit 
des Messmediums voraus, welche bei der Invertierung der Messdaten verarbeitet werden. 
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Vorteil solcher statistischer Inversionstechniken ist, dass eine verlässliche Rekonstruktion 
der Verteilungen auch bei schlechter Überdeckung des Untersuchungsgebietes mit Mess-
strecken gewährleistet ist (Siltanen et al., 2003). In der vorliegenden Arbeit soll eine to-
mographische Inversion jedoch ohne zusätzliche Messungen durchgeführt werden. Es wird 
daher auf die nähere Beschreibung statistischer Inversionstechniken verzichtet. Ausführli-
che Abhandlungen zu diesem Thema geben zum Beispiel Hanson (1987), Kaipio et al. 
(2000), Mosegaard und Sambridge (2002) oder Evans und Stark (2002).  
In den nächsten beiden Kapiteln werden die Grundzüge der Fourier-Transform-Methoden 
(FTM) und der algebraischen Methoden (AM) beschrieben. Zum Verständnis der FTM 
wird im folgenden Kapitel zunächst das Projection Slice Theorem, welches den Zusam-
menhang zwischen Verteilungen und Projektionen im Orts- und Wellenzahlraum darstellt, 
erläutert. Im Abschnitt über die AM werden Grundzüge dieser Technik beschrieben und 
verschiedene Varianten ihrer Implementierung dargestellt.  
4.3. Methoden I: Projection-Slice-Theorem und Fourier-Trans-
form-Methoden   
Grundlage für Fourier-Transform-Methoden (FTM) ist das Verständnis des Zusammen-
hangs zwischen den Linienintegralwerten (Projektionen p (θ ,s )) durch eine Verteilung 
physikalischer Eigenschaften im Ortsraum f (x ,y ) sowie deren Transformationen in den 
Spektralraum, welche mittels Fouriertransformationen (vgl. Kapitel 3.2) bestimmt werden 
können. Die Beziehung zwischen Orts- und Spektralraum bezüglich der Verteilung und 
den Projektionen wird durch das Projection-Slice-Theorem (auch Fourier-Slice-Theorem) 
beschrieben (z. B. Kak und Slaney, 1988; Lo und Inderwiesen, 1994).  
Ausgangspunkt zur Herleitung des Projection-Slice-Theorems ist der Zusammenhang zwi-
schen der Modellfunktion und den Projektionen nach Gleichung (4.1) sowie die Betrach-
tung der Koordinatensysteme (x ,y ) und (s ,l ) in Abbildung 21. Die Koordinatensysteme 
können durch Drehung um den Koordinatenursprung ineinander überführt werden. Aus 
geometrischen Betrachtungen ist der Zusammenhang zwischen den Raumkoordinaten 
(x ,y ) und den Koordinaten (s ,l ), welche das um den Projektionswinkel θ gedrehte System 
beschreiben, gegeben als 
 cos sin
sin cos
x s
y l
θ θ
θ θ
−     
=     
     
 (4.2) 
bzw. 
 cos sin
sin cos
s x
l y
θ θ
θ θ
     
=     
−     
. (4.3) 
Somit erfüllen alle Punkte entlang einer Projektion die Beziehung 
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 cos sins x yθ θ= + . (4.4) 
Unter Verwendung der Delta-Distribution  
 ( ) 0 0
0
x
x
x
δ ≠= 
∞ =
   mit   ( ) 1x dxδ
∞
−∞
=∫  (4.5) 
lässt sich Gleichung (4.1) schreiben als (Kak und Slaney, 1988) 
 ( ) ( ) ( ), , cos sinp s f x y x y s dxdyθ δ θ θ
∞ ∞
−∞ −∞
= + −∫ ∫ . (4.6) 
In Analogie zur eindimensionalen Fouriertransformation nach Gleichung (3.11) gilt für die 
Transformation einer Funktion zweier Veränderlicher f (x ,y ) in ihre Spektraldarstellung im 
Wellenzahlraum (z. B. Lim, 1990) 
 ( ) ( ) ( )i, , x yk x k yx yF k k f x y e dxdy
∞ ∞
− +
−∞ −∞
= ∫ ∫ ,  (4.7) 
wobei kx und ky die Komponenten des Wellenzahlvektors k darstellen und über  
 2
lk e
x
y
k
k
pi
λ
 
= = 
 
 (4.8) 
mit der Wellenlänge λ verknüpft sind. Mit el wird der Einheitsvektor in der Ausbreitungs-
richtung der Welle gekennzeichnet (Landau und Lifschitz, 1991). Wie bereits in Kapitel 
3.2 beschrieben, gewährleistet die Fouriertransformation eine eindeutige Überführung der 
Funktion in den Spektralbereich und umgekehrt. Im zweidimensionalen Fall ist die Rück-
transformation von F (kx ,ky ) in den Ortsraum gegeben durch  
 ( ) ( ) ( )i21, ,4 x y
k x k y
x y x yf x y F k k e dk dkpi
∞ ∞
+
−∞ −∞
= ∫ ∫ . (4.9) 
Wendet man die eindimensionale Fouriertransformation nach Gleichung (3.11) auf die 
Projektion p (θ ,s ) bezüglich der Raumkoordinate s an, so erhält man die Transformierte 
 ( ) ( ) i, , sk ssP k p s e dsθ θ
∞
−
−∞
= ∫ . (4.10) 
Die Variable ks bezeichnet hier die Wellenzahl entlang der s-Achse. 
Setzt man in diese Gleichung den Zusammenhang zwischen der Modellfunktion und den 
Projektionen aus Gleichung (4.6) ein, ergibt sich 
 ( ) ( ) ( ) i, , cos sin sk ssP k f x y x y s e dxdyθ δ θ θ
∞ ∞
−
−∞ −∞
= + − ⋅∫ ∫ . (4.11) 
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Unter Verwendung der Eigenschaften der Delta-Distribution kann folgende Umformung 
durchgeführt werden  
 ( ) ( ) ( )i cos sin, , sk x ysP k f x y e dxdyθ θθ
∞ ∞
− +
−∞ −∞
= ⋅∫ ∫ . (4.12) 
Setzt man die geometrische Abhängigkeit der Wellenzahlen  
 cos
sin
x
s
y
k
kk
θ
θ
   
=   
  
 (4.13) 
in Gleichung (4.12) ein, erhält man 
 ( ) ( ) ( )i, , x yk x k ysP k f x y e dxdyθ
∞ ∞
− +
−∞ −∞
= ⋅∫ ∫ . (4.14) 
Somit gilt 
 ( ) ( ) ( ), , cos , sins x y s sP k F k k F k kθ θ θ= = . (4.15) 
Diese Beziehung wird als Projection-Slice-Theorem bezeichnet. Es beschreibt den Zu-
sammenhang zwischen den Fouriertransformierten einer zweidimensionalen Verteilung in 
einem Gebiet und den eindimensionalen Projektion, welche durch das Gebiet verlaufen. Es 
sei darauf hingewiesen, dass sich die Projektionen im Ortsraum aus Linienintegralwerten 
zusammensetzen, welche das Untersuchungsgebiet jeweils unter einem konstanten Winkel 
θ durchlaufen. Die Fouriertransformierten der Projektionen P (θ ,ks ) werden durch Geraden 
im Spektralraum repräsentiert, welche unter dem Projektionswinkel θ durch den Koordina-
tenursprung des Koordinatensystems verlaufen, das durch die Wellenzahlen kx und ky auf-
gespannt wird. Die P (θ ,ks ) entsprechen folglich einem Schnitt entlang der ks-Achse durch 
die Verteilung, welche von der Fouriertransformierten der Modellfunktion im Spektralbe-
reich aufgespannt wird (vgl. Abbildung 22).  
Fourier-Transform-Methoden basieren auf dem Projection-Slice-Theorem. Sie nutzen aus, 
dass die Fouriertransformierte der Modellfunktion F (kx ,ky ) durch Fouriertransformationen 
der Projektionen P (θ ,ks ) bestimmt ist, wobei die Projektionen den gesamten Winkelbe-
reich abdecken müssen. Die Berechnung der Verteilung im Ortsraum erfolgt daraufhin 
durch Rücktransformation der Verteilung F (kx ,ky ) nach Gleichung (4.9).  
Bei praktischen Anwendungen steht jedoch nur eine diskrete Anzahl von Messungen (Li-
nienintegralwerten) zur Verfügung. Zudem bewirkt die Winkelabhängigkeit der Schnittli-
nien (vgl. Abbildung 22), dass deutlich mehr Informationen im zentralen Bereich (bei klei-
nen Wellenzahlen) gegeben sind und die Informationsdichte zu größeren Wellenzahlen hin 
abnimmt. Um gleich verteilte Informationen über den gesamten Wellenzahlraum zu erhal-
ten und die Verteilung der Modellfunktion zu rekonstruieren, ist es nötig, die Informatio-
nen in den Bereichen zwischen den Schnitten im Wellenzahlraum zu interpolieren, d. h. die 
Daten von Polarkoordinaten (θ ,ks ) in kartesische Koordinaten (kx ,ky ) umzuwandeln. Feh-
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ler, die bei der Interpolation auftreten, verursachen dabei Abweichungen zwischen der re-
konstruierten und der wahren Verteilung im Ortsraum.  
 
 
Abbildung 22: Bedeutung des Projection-Slice-Theorems. Die graue Fläche symbolisiert die Amplituden-
funktion |F (kx ,ky )| der zweidimensionalen Fouriertransformierten der Modellfunktion F (kx ,ky ). Die Ampli-
tudenfunktionen der Transformierten der Projektionen |P (θ ,ks )| werden durch Schnittlinien in Abhängigkeit 
vom Projektionswinkel θ im Spektralraum wiedergegeben. Schwarze Punkte entlang der Schnittlinien symbo-
lisieren diskrete Abtastwerte im Spektralraum, welche durch die diskrete Anzahl von Linienintegralwerten im 
Ortsraum bestimmt werden. 
Eine Methode, welche die fehleranfällige Interpolation im Frequenzraum durch Wichtung 
der transformierten Projektionen umgeht, ist die Faltungsmethode (Filtered Backprojec-
tion). Hierbei wird die Rücktransformation der Modellmatrix aus dem Wellenzahlraum in 
den Ortsraum in Polarkoordinaten realisiert und ist damit konsistent zu den Koordinaten 
der Schnitte, welche durch die Fouriertransformierten der gemessenen Projektionen gege-
ben sind. Hierfür werden die kartesischen Wellenzahlen kx und ky in Gleichung (4.9) ent-
sprechend Gleichung (4.13) in Polarkoordinaten überführt und die Integranden dkx dky 
durch |ks|dks dθ ersetzt. Die Rekonstruktion der Verteilung der Modellfunktion f (x ,y ) be-
ruht in diesem Fall auf der Lösung des Integrals (Lo und Inderwiesen, 1994) 
 ( ) ( ) ( )i cos sin2
0
1
, ,
4
sk x y
s s sf x y P k e k dk d
pi
θ θθ θ
pi
∞
+
−∞
= ∫ ∫ . (4.16) 
Der Faktor |ks| repräsentiert die Filterfunktion im Spektralraum, welche eine Wichtung der 
Daten in Abhängigkeit von deren Abstand zum Ursprung des Koordinatensystems im 
Spektralraum bewirkt. 
Fourier-Transform-Methoden bieten somit die Möglichkeit, Messungen entlang verschie-
dener Linien durch Transformationen direkt in Verteilungen zu überführen. Es sind jedoch 
gewisse Anforderungen an die Mess- bzw. Projektionsdaten zu stellen. Um zufriedenstel-
lende Rekonstruktionsergebnisse zu erhalten, muss das Messgebiet homogen und mög-
lichst dicht von Messstrecken durchsetzt sein. Des Weiteren ist es bei diesen Methoden 
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nicht möglich, Probleme mit gekrümmten Strahlwegen, wie sie bei geowissenschaftlichen 
Fragestellungen häufig auftreten, zu untersuchen. Eine Alternative, welche auch in diesen 
Fällen angewendet werden kann, bieten die algebraischen Methoden. 
4.4. Methoden II: Algebraische Methoden 
Im folgenden Abschnitt sollen algebraische Methoden (AM) vorgestellt werden, welche 
auch als Iterationsverfahren bezeichnet werden. Diese Gruppe der tomographischen Inver-
sionstechniken geht auf eine Arbeit von Kaczmarz (1937) zurück, in welcher ein iteratives 
Verfahren vorgestellt wird, das zur Lösung eines linearen Gleichungssystems eingesetzt 
werden kann, das dem inversen Problems aus Gleichung (4.1) entspricht.  
Vorteile algebraischer Methoden gegenüber Fourier-Transform-Methoden sind, dass die 
Rekonstruktion auch bei geringer Strahlanzahl und bei nicht homogener Überdeckung des 
Untersuchungsgebietes mit Projektionen akzeptable Ergebnisse liefert. Des Weiteren 
zeichnen sich derartige Methoden durch vergleichsweise geringen Speicherbedarf bei der 
rechnergestützten Invertierung aus und es gibt die Möglichkeit, bestimmte Anforderungen 
an die Verteilungen (z. B. nichtnegative Dichtewerte) einfach zu implementieren (Gordon 
et al., 1970). 
4.4.1. Grundlagen 
Zur Anwendung algebraischer Methoden wird in einem ersten Schritt die kontinuierliche 
Beziehung zwischen der Verteilung physikalischer Größen im Messgebiet, der Modell-
funktion f (x ,y ) und den Projektionen p (θ ,s ), welche durch das Messgebiet verlaufen, 
diskretisiert. Dazu wird das Messgebiet in insgesamt J Gitterzellen eingeteilt. Die Werte 
der Modellfunktion werden in jeder Gitterzellen j als konstant angenommen (Mittelwerte 
der kontinuierlichen Funktion über die Gitterzellengröße) und im Folgenden als fj bezeich-
net. Die integralen Messungen erfolgen nun unter verschiedenen Projektionswinkeln θ 
durch das Messgebiet und liefern somit Informationen über die Verteilung entlang ver-
schiedener Wege (vgl. Abbildung 23).  
Der Strahl durchquert dabei Teile des Gitters, wobei die Strahlstücklänge des i-ten Strahls 
innerhalb der j-ten Gitterzelle mit lij bezeichnet wird. Die Gesamtlänge li des i-ten Strahls 
innerhalb des Gitters ist somit gegeben durch 
 
1
J
i ij
j
l l
=
=∑ . (4.17) 
Diese Diskretisierung erlaubt es, den Zusammenhang zwischen der Projektion pi entlang 
des i-ten Strahls und den Gitterwerten der Modellfunktion fj zu schreiben als (Lo und In-
derwiesen, 1994) 
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1
J
i ij j
j
p l f
=
=∑    mit   1, 2, ,i I= … . (4.18) 
Hierbei bezeichnet I die Gesamtzahl der Strahlen (Integralwerte), welche das Messgebiet 
durchlaufen und J die Gesamtzahl der Gitterzellen im Untersuchungsgebiet. Gleichung 
(4.18) stellt damit ein lineares Gleichungssystem aus I Gleichungen und J Unbekannten 
dar 
 1 11 1 12 2 1
2 21 1 22 2 2
1 1 2 2
J J
J J
I I I IJ J
p l f l f l f
p l f l f l f
p l f l f l f
= + + +
= + + +
= + + +
…
…

…
. (4.19) 
 
 
Abbildung 23: Diskretisierung des inversen Problems. Das Messgebiet wird in J Gitterzellen unterteilt, von 
denen jede eine Ausdehnung von δx × δy hat. Die kontinuierliche Modellfunktion (graue Fläche) wird als 
konstant (Mittelwert) innerhalb einer Gitterzelle betrachtet. Das Untersuchungsgebiet wird von Messungen 
entlang unterschiedlicher Wege (l1, θ1) bzw. (l2, θ1) durchquert. Die Länge des i-ten Strahls innerhalb der j-
ten Gitterzelle wird dabei mit lij bezeichnet.  
In Matrizenschreibweise lässt sich dieses System schreiben als 
 =p Lf . (4.20) 
Der Vektor p repräsentiert hierbei die Messwerte  
 ( )1 2, , , TIp p p=p …  (4.21) 
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und f die gesuchte Verteilung im Untersuchungsgebiet mit den Komponenten 
 ( )1 2, , , TJf f f=f … . (4.22) 
Die Matrix L enthält die Strahlstücklängen der Projektionen innerhalb der tomographi-
schen Gitterzellen 
 
11 12 1
21 22 2
1 2
J
J
I I IJ
l l l
l l l
l l l
 
 
 
=
 
 
 
L
…
…
  
…
. (4.23) 
Die Lösung des Systems in Gleichung (4.20) erfolgt bei algebraischen Methoden in einem 
iterativen Prozess, welcher in Abbildung 24 skizziert ist. Kern der Lösung des inversen 
Problems (Berechnung der Verteilung innerhalb der Gitterzellen aus gemessenen Linienin-
tegralwerten) ist eine Vorwärtsmodellierung, bei welcher die Linienintegralwerte aus einer 
vorgegebenen Verteilung bei bekannten Strahlverläufen berechnet werden. Hierfür wird 
von einer Anfangsverteilung finit an Stelle der wahren Verteilung der Modellfunktion ftrue 
im Untersuchungsgebiet ausgegangen, welche als erste Schätzung für die Verteilung in-
nerhalb des Algorithmus betrachtet wird. Die Bestimmung einer solchen Anfangsvertei-
lung kann ohne Zusatzinformationen z. B. als homogene Verteilung angenommen, aus den 
Messwerten selbst bestimmt oder aus Vorabinformationen (Modelle, zusätzliche Messun-
gen) gewonnen werden.  
Im Folgenden soll diese geschätzte Verteilung als fest im Gegensatz zur wahren Verteilung 
ftrue bezeichnet werden. Der iterative Prozess beginnt mit einer Vorwärtsmodellierung, wo-
bei aus der aktuell geschätzten Verteilung fest und der Kenntnis über den Verlauf der Pro-
jektionen durch das Gitter nach Gleichung (4.20) Werte für die Projektionen selbst, ppre, 
abgeschätzt werden. Anschließend werden diese Werte mit den gemessenen Daten pobs 
verglichen. Wurde ein vorgegebenes Abbruchkriterium nicht erreicht, erfolgt eine Anpas-
sung der geschätzten Verteilung in Abhängigkeit vom Unterschied zwischen den gemesse-
nen und den berechneten Integralwerten. Im nächsten Iterationsschritt wird nun eine Vor-
wärtsmodellierung mit der neuen Verteilung durchgeführt usw. bis das Abbruchkriterium 
erreicht ist. Als Ergebnis wird die aktuell geschätzte Verteilung fest als beste Schätzung der 
wahren Verteilung ftrue ausgegeben. 
Aus diesem Vorgehen wird deutlich, dass die Wahl des Abbruchkriteriums einen entschei-
denden Einfluss auf die Güte der Rekonstruktionsergebnisse hat. Dieses kann einerseits in 
Abhängigkeit von den Ergebnissen der iterativen Anpassung aber auch abhängig von einer 
bestimmten Anzahl angewendeter Iterationsschritte formuliert werden. Zur Wahl eines ge-
eigneten Kriteriums müssen daher die Konvergenzeigenschaften des Algorithmus zu einer 
eindeutigen Lösung untersucht werden.   
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Abbildung 24: Prinzipskizze algebraischer Rekonstruktionstechniken (grauer Kasten): Als Eingangsgrößen 
dienen Informationen über das tomographische Gitter in Form einer Anfangsverteilung der Modellfunktion 
finit sowie die beobachteten Messdaten pobs. Die Lösung des inversen Problems erfolgt durch Vorwärtsmodel-
lierung und iterative Anpassung der Gitterzellenwerte. Hierzu werden die vorwärts modellierten Projekti-
onsdaten ppre nach jedem Iterationsschritt mit den gemessenen Werten pobs verglichen. Die Ausgabe der ak-
tuellen Verteilung fest als Lösung des inversen Problems erfolgt, wenn ein Abbruchkriterium erreicht wurde 
(nach Lo und Inderwiesen, 1994).  
4.4.2. Konvergenzeigenschaften 
Zur Demonstration der Konvergenzeigenschaften des Algorithmus nach Kaczmarz (1937) 
soll hier ein einfach zu veranschaulichendes Beispiel herangezogen werden. Betrachtet 
werden zwei Strahlen (I = 2), welche ein Gitter mit zwei Zellen (J = 2) durchqueren. Zu 
Lösen ist in diesem Fall folgendes Gleichungssystem (vgl. Gleichung (4.19)) 
 1 11 1 12 2
2 21 1 22 2
p l f l f
p l f l f
= +
= +
, (4.24) 
wobei p1 und p2 die Messdaten entlang der Strahlen, f1 und f2 die gesuchten Gitterzellen-
werte sowie lij die Strahlstücklängen des i-ten Strahls innerhalb der j-ten Zelle repräsentie-
ren. 
Zur graphischen Verdeutlichung der Lösung des Gleichungssystems werden die Geraden 
p1 und p2 aus Gleichung (4.24) in einem zweidimensionalen Modellraum dargestellt, wel-
cher durch die gesuchten Parameterwerte f1 und f2 aufgespannt wird. Gesucht ist die wahre 
Verteilung ftrue, welche durch den Schnittpunkt der Geraden beschrieben werden kann.  
Anfangspunkt für die iterative Lösungssuche bildet die Ausgangsverteilung finit. Diese wird 
im ersten Iterationsschritt auf die Gerade, welche durch p1 dargestellt wird, orthogonal pro-
jiziert. Die resultierende angepasste Lösung fest,1 wird im nächsten Schritt auf die Gerade 
p2 projiziert. Man erhält so die nächste Annäherung fest,2. Durch erneute Projektion der ak-
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tuell geschätzten Verteilung auf die Geraden p1 und p2 nähert man sich der gesuchten Lö-
sung iterativ an (Kak und Slaney, 1988).  
Für drei Gleichungen (I = 3) mit drei Unbekannten (J = 3) entspricht die gesuchte Lösung 
des Systems ftrue dem Schnittpunkt dreier Ebenen, welche durch die Gleichungen p1, p2 und 
p3 in einem dreidimensionalen Raum aufgespannt werden. Im allgemeinen Fall mit I Strah-
len und J Gitterzellen, kann die Lösung des Gleichungssystems (4.19) in einem J-
dimensionalen Raum dargestellt werden. Die Geraden aus Abbildung 25 sind in diesem 
Fall als Hyperebenen der Dimension J - 1 zu betrachten. Die Lösung des Gleichungssys-
tems stellt dann den Schnittpunkt der I Hyperebenen dar (Lo und Inderwiesen, 1994). Exis-
tiert eine eindeutige Lösung des Gleichungssystems, so konvergiert die Methode nach 
Kaczmarz zu dieser Lösung (Tanabe, 1971). 
 
 
Abbildung 25: Demonstration der Methode nach Kaczmarz (1937) zur Lösung eines linearen Gleichungssys-
tems für den Fall eines Systems mit zwei Unbekannten (f1, f2) und zwei Gleichungen (p1, p2). Als Ausgangs-
punkt wird eine geschätzte Anfangsverteilung finit festgelegt. Die erste Iteration führt durch orthogonale Pro-
jektion der Anfangsverteilung auf die erste Gerade, welche durch die erste Gleichung im System (4.24) re-
präsentiert wird, auf eine neue geschätzte Lösung fest,1. Diese wird auf die zweite Gerade projiziert, um eine 
weitere Annäherung fest,2 an die wahre Lösung ftrue, welche durch den Schnittpunkt der Geraden dargestellt 
wird, zu erhalten. Weitere Projetionen auf die beiden Geraden führen zu einer weiteren Annäherung an die 
wahre Verteilung (nach Kak und Slaney, 1988). 
Um die Genauigkeit der Rekonstruktionsergebnisse abzuschätzen, schlagen Gordon et al. 
(1970) bzw. Gordon (1974) verschiedene Parameter vor. Hierfür werden synthetische Ver-
teilungen erzeugt und diese, entsprechend einer vorgegebenen Messgeometrie, in simulier-
te Messdaten überführt. Beim Test eines Algorithmus kann dann die rekonstruierte Vertei-
lung direkt mit der synthetisch erzeugten Vorgabe verglichen werden. Hierbei kann der 
normierte euklidische Abstand δ f zwischen der vorgegebenen (wahren) Verteilung ftrue und 
der aktuell berechneten Verteilung fest innerhalb des Tomographiegitters berechnet werden 
als 
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= −∑ . (4.25) 
Mit steigender Iterationszahl konvergiert die berechnete Verteilung gegen die wahre Ver-
teilung, der euklidische Abstand verringert sich.  
Im Allgemeinen ist die wahre Verteilung jedoch nicht bekannt, sondern soll aus Messwer-
ten gewonnen werden. In diesen Fällen muss auf andere Kriterien zur Abschätzung der 
Konvergenz zurückgegriffen werden. Hierfür kann der Unterschied zwischen den gemes-
senen piobs und den vorwärtsmodellierten Projektionswerten pipre in der Form  
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∑ ∑  (4.26) 
betrachtet werden. Die Größe li entspricht nach Gleichung (4.17) wiederum der Gesamt-
länge des i-ten Strahls innerhalb des Gitters und dient als Wichtungsterm für den Projekti-
onswert entlang dieses Strahls bezüglich der Gesamtlänge aller Strahlen, die das Messge-
biet durchlaufen. Je geringer der Wert für δ p, desto kleiner sind die Abweichungen zwi-
schen den gemessenen Strahlinformationen und den vorwärtsmodellierten Projektionswer-
ten.  
Die Wahl eines Kriteriums ist neben der aktuellen Fragestellung (Rekonstruktion gemesse-
ner Verteilungen oder Rekonstruktion einer Testverteilung) auch von der Wahl des Lö-
sungsalgorithmus abhängig. Im folgenden Abschnitt werden verschiedene Implementie-
rungen des Iterationsverfahrens nach Kaczmarz dargestellt. 
4.4.3. Rekonstruktionsalgorithmen 
Für die Implementierung der oben beschriebenen iterativen Methode gibt es verschiedene 
Ansätze, welche sich insbesondere darin unterscheiden, wie die iterative Anpassung der 
Verteilung fest erfolgt. Als erstes sei die algebraische Rekonstruktionstechnik (ART) ge-
nannt, welche den Algorithmus nach Kaczmarz (vgl. Kapitel 4.4.1) direkt anwendet, erst-
mals von Gordon et al. (1970) beschrieben wurde und in den folgenden Jahren durch An-
passungen und Verfeinerungen verbessert wurde (Gordon, 1974).  
Die iterative Verbesserung ∆i fj der im Iterationsschritt aktuell geschätzten Lösung in jeder 
Gitterzelle j erfolgt bei ART in Abhängigkeit vom i-ten Strahl und der geschätzten Modell-
funktion fjest nach (Lo und Inderwiesen, 1994) 
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. (4.27) 
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Hierbei repräsentiert piobs den gemessenen Linienintegralwert entlang des i-ten Strahls und 
lij den Strahlstücklängenabschnitt des i-ten Strahls innerhalb der j-ten Gitterzelle. Das Er-
gebnis der Vorwärtsmodellierung für den i-ten Strahl ist als pipre angegeben. Der Divisor in 
Gleichung (4.27) stellt einen Wichtungsterm dar, welcher gleich der Gesamtlänge des i-ten 
Strahls durch das Tomographiegitter ist. Die neue geschätzte Modellfunktion fjest, neu ergibt 
sich aus dem Beitrag des i-ten Strahls dann zu (Lo und Inderwiesen, 1994) 
 
est,neu est i
j j jf f f= + ∆ , mit 1, ,j J= … . (4.28) 
Die Verbesserung der Zellenwerte wird nach der Betrachtung jedes einzelnen Strahls 
durchgeführt. Die Rekonstruktionsergebnisse mit ART ergeben Bilder welche durch ihre 
Körnigkeit gekennzeichnet sind. Diese ist auf die sukzessive Behandlung der Strahlinfor-
mationen zur Verbesserung der rekonstruierten Verteilung zurückzuführen. Des Weiteren 
zeigte die Untersuchung des Konvergenzverhaltens dieses Algorithmus für reale Messda-
ten, dass nach einem Rückgang des euklidischen Abstands nach Gleichung (4.25) mit 
wachsender Iterationszahl ein erneuter Anstieg zu beobachten war. Obgleich sich die 
Übereinstimmung der Verteilungen (wahre Verteilung und rekonstruierte Verteilung) ver-
schlechterte, näherten sich die berechneten Linienintegralwerte den gemessenen weiter an 
(Gilbert, 1970). Somit können die Unterschiede der Linienintegralwerte nach Gleichung 
(4.26) nicht als alleiniges Abbruchkriterium für den iterativen Prozess dienen. Herman et 
al. (1973) schlagen stattdessen vor, die Varianzen σ2 mit  
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zwischen der zuletzt geschätzten und der neu bestimmten Verteilung bei jeder Iteration zu 
betrachten. Als Abbruchkriterium dient nun die Bedingung 
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kkk σσσ <−+ . (4.30) 
Hierbei entspricht σ2k der Varianz der Verteilung, welche bei der letzten Iteration berech-
net wurde und σ2k+1 derjenigen Varianz der im aktuellen Iterationsschritt bestimmten Ver-
teilung. 
Diese Methode beruht auf dem Konvergenzverhalten von ART, wenn keine eindeutige Lö-
sung existiert (z. B. bei verrauschten Messwerten). Hierbei folgt auf eine anfänglich schnel-
le Annäherung des Ergebnisses an die gesuchte wahre Verteilung mit steigender Iterations-
zahl eine langsame Divergenz. Die Varianz zwischen den Ergebnissen zweier aufeinander 
folgender Iterationen sinkt somit anfänglich rasch und steigt im weiteren Verlauf langsam 
wieder an.  
Um die Grobkörnigkeit der Bilder, welche durch die sukzessive Abarbeitung jedes einzel-
nen Strahls im ART-Algorithmus hervorgerufen wird, zu unterdrücken, wurde eine alterna-
tive Rekonstruktionstechnik, die simultane iterative Rekonstruktionstechnik SIRT, einge-
führt (Gilbert, 1972). Die Rekonstruktionsergebnisse mit SIRT ergeben weniger verrausch-
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te Bilder im Vergleich zur Rekonstruktion mit ART, dafür konvergieren die Ergebnisse 
weniger schnell zur gesuchten Lösung. Die Konvergenz bleibt im Gegensatz zu ART je-
doch auch bei weiteren Iterationen erhalten. Ab einem bestimmten Iterationsschritt begin-
nen die Übereinstimmungen nach Gleichung (4.25), welche mit SIRT berechnet werden, 
allerdings auch zu divergieren. Diese Divergenz ist aber deutlich geringer ausgeprägt, als 
bei ART, so dass der Abbruch der Iterationen nach einem bestimmten Iterationsschritt (10 
bis 15) ein deutlich besseres Rekonstruktionsergebnis liefert (Gilbert, 1972). 
Die Berechnung der Verbesserung der aktuell geschätzten Verteilung in Abhängigkeit vom 
i-ten Strahl ∆i fj erfolgt analog zur Berechnung bei ART, vgl. Gleichung (4.27). Im Gegen-
satz zu ART werden die Zellenwerte, welche vom i-ten Strahl durchlaufen werden, jedoch 
nicht sofort nach der Behandlung dieses Strahls aktualisiert, sondern zunächst alle weiteren 
Strahlen betrachtet. Erst nach der Analyse aller Strahlen, welche die betrachtete Zelle 
durchlaufen, erfolgt die Berechnung der Korrekturwerte für jede Zelle. Hierfür wird der 
Mittelwert aus den Korrekturen bestimmt, die sich aus der Behandlung der einzelnen Stre-
cken ergeben haben (Lo und Inderwiesen, 1994) 
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Die Faktoren wj-1 sind Wichtungsfaktoren, welche sich z. B. aus der Anzahl der Strahlen, 
die zu einem Gitterzellenwert beitragen bzw. dem Anteil der Strahlstücklängen aller Strah-
len innerhalb der j-ten Gitterzelle, bestimmen lassen.  
Die verbesserte Verteilung kann nun wiederum nach Gleichung (4.28) berechnet werden. 
Diese wird im Anschluss anstelle der vorangegangenen geschätzten Verteilung zur Vor-
wärtsmodellierung und Berechnung der sich ergebenden Projektionswerte eingesetzt usw., 
bis das Abbruchkriterium erreicht wird (Kak und Slaney, 1988).  
Neben den Konvergenzeigenschaften, welche diejenigen von ART deutlich überragen, 
zeichnet sich SIRT durch eine geringere Anfälligkeit gegenüber kleinen Abweichungen in 
den Ausgangsdaten (Messdaten, Projektionen) aus. Gilbert (1972) gibt an, dass SIRT auch 
bei zufälligen Fehlern in den Ausgangsdaten, die in einem Bereich von 10% lagen, zufrie-
denstellende Rekonstruktionsergebnisse lieferte, wohingegen mit ART in diesen Fällen 
keine ausreichenden Ergebnisse erzielt werden konnten.  
Neben den bereits beschriebenen Algorithmen wurden zahlreiche weitere algebraische 
Verfahren entwickelt. Genannt werden soll hier die simultane algebraische Rekonstrukti-
onstechnik SART, welche die Vorteile von ART (schnelle Konvergenz) und SIRT (Re-
konstruktion "glatter" Verteilungen) kombiniert. Dabei erfolgt die Anpassung der Vertei-
lung nicht nach der Behandlung jedes einzelnen Strahls (ART) oder der Analyse aller 
Strahlen (SIRT), sondern nach Betrachtung der Integralwerte, welche unter demselben 
Winkel durch das Messgebiet verlaufen (Andersen und Kak, 1984).  
Sweeney und Vest (1973) haben verschiedene Verfahren hinsichtlich ihrer Konvergenzei-
genschaften analysiert. Dabei wurde für ART ein Relaxationsparameter λR eingeführt, 
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welcher zu einer Verbesserung der Konvergenzeigenschaften dieses Algorithmus führt. Er 
skaliert als Faktor den Korrekturterm nach Gleichung (4.27)  
 
est,neu est i
j j R jf f fλ= + ⋅ ∆ , mit 1, ,j J= …  (4.32) 
und bewirkt so, dass die Abhängigkeit des Iterationsergebnisses von der Reihenfolge der 
Abarbeitung der einzelnen Strahlen mittels ART verringert wird. Für ein verbessertes Er-
gebnis der iterativen Rekonstruktion der Verteilung wird ein Wert von 0,5 oder geringer 
für den Relaxationsparameter empfohlen.  
4.4.4. Genauigkeitsbetrachtungen 
Algebraische Methoden zeichnen sich dadurch aus, dass die Lösung des inversen Problems 
durch einen iterativen Prozess bestimmt wird. Hierbei werden die Informationen entlang 
verschiedener Wege durch ein Untersuchungsgebiet analysiert ohne dabei explizit Matri-
zen zu berechnen, welche für die Abschätzung von Rekonstruktionsgenauigkeit oder Auf-
lösbarkeit des Untersuchungsgebietes genutzt werden können.  
Ein Verfahren zur Simulation der Auflösbarkeit mittels algebraischer Methoden ohne die 
Berechnung von Matrizen bzw. deren Invertierung beschreiben Brzostowski und McMe-
chan (1991). Sie schlagen vor, Verteilungen vorzugeben, welche durch einen abweichen-
den Wert (eine Anomalie) an den Stellen gekennzeichnet sind, deren Auflösbarkeit bei der 
betrachteten Geometrie untersucht werden soll. Entsprechend der aktuellen Strahlverläufe 
werden "Messdaten" für diese anomale Verteilung berechnet und anschließend eine Re-
konstruktion durchgeführt. Das Bild der berechneten Verteilung liefert nun ein Maß dafür, 
wie gut die Modellparameter an der entsprechenden Stelle aufgelöst werden können. Hier-
bei wird die Anomalie in der Verteilung entlang der Richtung ausgedehnt bzw. verwischt, 
welche weniger gut aufgelöst wird. 
Aussagen über die Auflösbarkeit und den Einfluss von Unsicherheiten bei der Datenerfas-
sung (Messunsicherheiten, systematische Fehler) auf das Rekonstruktionsergebnis können 
auch durch Konstruktion der Strahlstücklängenmatrix L getroffen werden (Humphreys und 
Clayton, 1988). 
Hierfür wird zunächst die Lösung des inversen Problems nach Gleichung (4.20) betrachtet. 
Die Lösung dieses Systems nach der Methode der kleinsten Quadrate ergibt einen Lö-
sungsvektor f für welchen die Bedingungen  
 min− =Lf p    sowie   min=f  (4.33) 
erfüllt sind (Sweeney und Vest, 1973). 
Die euklidische Norm des Vektors f ist dabei definiert als 
 ( ) ( )1/ 2 2T
1
J
j
j
f
=
= = ∑f f f . (4.34) 
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Die Lösung des Gleichungssystems (4.20) bezüglich f ist formal gegeben durch 
 
-g
=f L p , (4.35) 
wobei L-g der generalisierten Inversen von L entspricht. Die exakte Form für die generali-
sierte Inverse ist vom aktuellen Problem abhängig. Für ein überbestimmtes Gleichungssys-
tem, welches dadurch gekennzeichnet ist, dass mehr Gleichungen (Messwerte) als Unbe-
kannte Größen (Gitterzellenwerte) gegeben sind, ergibt sich die generalisierte Inverse aus 
der Lösung nach der Methode der kleinsten Quadrate  
 ( )T T=L L f L p     und somit   ( ) 1T T−=f L L L p  (4.36) 
zu (Menke, 1984) 
 ( ) 1-g T T−=L L L L . (4.37) 
Hierbei entspricht LT der transponierten Matrix von L und (LT L)–1 der Inversen der Matrix 
LT L.  
Eine Abschätzung des Zusammenhangs zwischen der geschätzten Verteilung fest und der 
wahren Verteilung ftrue kann unter Verwendung von Gleichung (4.36) und Gleichung 
(4.20) erfolgen  
 ( ) 1est T T true−=f L L L Lf . (4.38) 
Der Zusammenhang zwischen der geschätzten Verteilung und der neu berechneten Vertei-
lung wird als Modellauflösungsmatrix RM mit  
 ( ) 1T TM −=R L L L L  (4.39) 
bezeichnet (Menke, 1984) und es gilt somit 
 
est true
M=f R f . (4.40) 
Die j-te Zeile von RM entspricht dabei einem Wichtungsterm, welcher angibt, in welchem 
Maß der j-te Wert der neuen Verteilung fest durch die Werte der wahren Verteilung ftrue be-
stimmt wird.  
Bei einer optimalen Rekonstruktion werden die Modellparameter unabhängig voneinander 
bestimmt. In diesem Fall ist die Modellauflösungsmatrix gleich der Einheitsmatrix, das 
heißt dass die Diagonalelemente dem Wichtungsfaktor 1 entsprechen, während alle weite-
ren Matrixelemente verschwinden.  
Ein weiteres Kriterium für die Rekonstruktionsgenauigkeit ist die Datenauflösungsmatrix. 
Diese gibt die Abhängigkeit der gemessenen Linienintegralwerte pobs und der durch Vor-
wärtsmodellierung berechneten Parameter ppre an. Die Herleitung der Datenauflösungsmat-
rix RD kann wiederum aus Gleichung (4.20) unter Verwendung von Gleichung (4.37) er-
folgen. Es gilt 
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 ( ) 1pre est T T obs−= =p Lf L L L L p . (4.41) 
Die Datenauflösungsmatrix RD entspricht somit 
 ( ) 1T TD −=R L L L L . (4.42) 
Ist RD gleich der Einheitsmatrix, existiert kein Vorhersagefehler bei den berechneten 
Strahlwerten. Jeder gemessene Wert ist gleich seinem aus der aktuellen Verteilung berech-
neten Wert. Allgemein entsprechen die Zeilen von RD wiederum Wichtungsfaktoren, die 
angeben, welche gemessenen Strahlinformationen zu einer berechneten Strahlinformation 
beitragen.  
Ein weiterer Ansatz zur Abschätzung der Genauigkeit bei der tomographischen Bestim-
mung von Verteilungen bietet die Kovarianz der Modellparameter, welche den Zusam-
menhang zwischen den Werten innerhalb der einzelnen Gitterzellen widerspiegelt. Hierbei 
kann untersucht werden, inwiefern sich Unsicherheiten bei den Messdaten auf die rekons-
truierten Verteilungen abbilden. Eine Abschätzung der Kovarianz zwischen den einzelnen 
Gitterzellenwerten ist gegeben durch 
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Um die Abhängigkeit der Modellparameter von Unsicherheiten in den Messdaten zu be-
stimmen, wird die Kovarianzmatrix, unter Betrachtung des Matrixproduktes LT L, umge-
formt. Unter der Annahme, dass die Unsicherheiten in den Eingangsdaten (Varianz der 
Messwerte σi2 ) unabhängig und im Mittel Null sind sowie durch einen konstanten Wert σ2 
beschrieben werden können, lässt sich die Kovarianzmatrix schreiben als (Humphreys und 
Clayton, 1988; Menke, 1984) 
 ( ) ( ) 12 Tcov σ −=f L L . (4.44) 
 
 

 5. Akustische Laufzeittomographie  
Die akustische Laufzeittomographie beruht auf der Messung von Laufzeiten akustischer 
Signale um daraus Verteilungen von Temperatur und Strömungsgeschwindigkeiten in ei-
nem Untersuchungsgebiet zu bestimmen. Bei gegebener Anordnung von Schallsendern 
und Empfängern und bekannten Ausbreitungswegen können die Schalllaufzeiten in Werte 
der effektiven Schallgeschwindigkeit umgerechnet werden. Wie in Kapitel 2.2 dargestellt 
wurde, ist die Schallgeschwindigkeit in Luft im Wesentlichen von den Parametern Tempe-
ratur und Strömung entlang des Ausbreitungsweges abhängig. Die Messung dieser Para-
meter auf verschiedenen Ausbreitungswegen (vgl. Abbildung 26) bildet somit die Grund-
lage für eine tomographische Rekonstruktion der Verteilungen im Untersuchungsgebiet. 
 
 
Abbildung 26: Schematische Darstellung zum Messprinzip der akustischen Laufzeittomographie. Ein Unter-
suchungsgebiet wird auf verschiedenen Wegen von Schallsignalen (Linien) durchquert, welche von Lautspre-
chern bzw. Mikrophonen an verschiedenen Orten gesendet bzw. empfangen werden. Die Bestimmung der 
Laufzeiten der Signale bei bekannten Ausbreitungswegen ermöglicht die Berechnung der effektiven Schallge-
schwindigkeit und liefert somit Informationen über die Temperatur und Strömung entlang des Ausbreitungs-
weges. 
Um das skalare Temperaturfeld und das vektorielle Strömungsfeld zu rekonstruieren, wer-
den die beiden Einflussfaktoren zunächst voneinander getrennt. Im Anschluss werden die 
Parameter unabhängig voneinander behandelt und ihre Verteilung im Untersuchungsgebiet 
tomographisch rekonstruiert. Hierfür wird in beiden Fällen ein algebraisches Verfahren 
verwendet.  
Als Eingangsdaten dienen die Messwerte (Laufzeiten), eine vorgegebene Gittergröße so-
wie die Positionen der Sender und Empfänger, welche zur Berechnung der Strahlverläufe 
innerhalb des Gitters benötigt werden. Das Vorgehen zur Rekonstruktion des Temperatur- 
und Strömungsfeldes selbst wird in den folgenden Abschnitten erläutert. 
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5.1.1. Trennung von Temperatur und Strömungseinfluss 
Die effektive Schallgeschwindigkeit ceff zwischen einem Sender-Empfänger-Paar lässt sich 
unter Annahme geradliniger Schallausbreitung aus der Laufzeit des akustischen Signals τ0 
und der geometrischen Entfernung der Sensoren d berechnen  
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c
τ
= . (5.1) 
Um Temperatur- und Strömungsfeld unabhängig voneinander rekonstruieren zu können, 
muss der skalare Einfluss der Temperatur vom vektoriellen Einfluss der Strömung auf die 
effektive Schallgeschwindigkeit (s. Gleichung (2.39)) getrennt werden. Hierfür werden die 
unterschiedlichen Charakteristika der zu trennenden Parameter ausgenutzt. Während sich 
der Temperatureinfluss auf die Ausbreitungsgeschwindigkeit akustischer Signale rich-
tungsunabhängig auswirkt, bewirkt die Strömung eine richtungsabhängige Änderung. Ei-
ner Erhöhung der effektiven Schallgeschwindigkeit entlang des Ausbreitungsweges in 
Strömungsrichtung steht eine Verringerung in Gegenwindrichtung mit demselben Betrag 
gegenüber (Abbildung 27).  
 
 
Abbildung 27: Prinzip zur Trennung des vektoriellen Strömungseinflusses und des skalaren Temperaturein-
flusses auf die effektive Schallgeschwindigkeit unter Verwendung von reziproken Schallstrecken.  
Durch Summation bzw. Subtraktion der effektiven Schallgeschwindigkeiten entlang ent-
gegengesetzter Schallausbreitungswege (Hin- und Rückweg) ergibt sich für den tempera-
turabhängigen Anteil, die Laplace‘sche Schallgeschwindigkeit cL, bzw. die Strömungs-
komponente entlang des Ausbreitungsweges vStrahl (Arnold et al., 2004) 
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. (5.2) 
Die tomographische Rekonstruktion der meteorologischen Größen erfolgt nun unabhängig 
voneinander.  
5.1.2. Rekonstruktion von Temperaturfeldern 
Die tomographische Rekonstruktion von Verteilungen beruht auf der Analyse von Mess-
werten, welche entlang bestimmter Wege durch ein Untersuchungsgebiet gewonnen wer-
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den. Bei algebraischen Methoden erfolgt eine Unterteilung des Untersuchungsgebietes in 
diskrete Teilgebiete (Kapitel 4.4). Nach Gleichung (4.18) kann der Zusammenhang zwi-
schen den Messwerten und der Verteilung im Gitter in Abhängigkeit von den Strahlab-
schnittslängen innerhalb einer Gitterzelle beschrieben werden. Da die Größe Temperatur 
eine skalare Größe ist, beeinflusst sie die Ausbreitungsgeschwindigkeit akustischer Signale 
richtungsunabhängig (Gleichung (2.35)). Für die tomographische Rekonstruktion ist daher 
lediglich die Länge der Strahlabschnitte in jeder Gitterzelle unabhängig von deren Verlauf 
ausschlaggebend.  
Neben den Strahlinformationen dienen die temperaturabhängigen Schalllaufzeiten τ0,L, 
welche für den entsprechenden Schallweg aus der Laplace‘schen Schallgeschwindigkeit cL 
und der Laufweglänge d nach  
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bestimmt werden, als Eingangsdaten für die tomographische Rekonstruktion. Bei Betrach-
tung aller i = 1 ... I Schallstrahlen kann das zu lösende lineare Gleichungssystem (4.18) zur 
Bestimmung der Temperaturverteilung aus akustischen Laufzeitmessungen in der Form 
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geschrieben werden. Der Wert sj entspricht hierbei der inversen Laplace‘schen Schallge-
schwindigkeit in der j-ten Gitterzelle und wird als Langsamkeit bezeichnet. Die Berech-
nung der Zellenwerte erfolgt mit einem algebraischen Verfahren, der simultanen iterativen 
Rekonstruktionstechnik (SIRT; vgl. Kap. 4.4.3). Ausgangspunkt ist eine Anfangsverteilung 
von Zellenwerten für die Langsamkeiten sj0, welche durch Rückprojektion der Strahlin-
formationen auf das vorgegebene Tomographiegitter gewonnen werden 
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Im Anschluss erfolgt die iterative Verbesserung der Lösung. Hierfür wird ausgehend von 
der aktuellen Verteilung k eine Korrektur der Zellenwerte bestimmt und eine neue Lösung 
k + 1 aus der Lösung k berechnet  
 
1k k
j j js s s
+
= + ∆ . (5.6) 
Die Berechnung der Korrekturwerte für die Gitterzellen ∆sj erfolgt in Analogie zu Glei-
chung (4.27) in Abhängigkeit von der Differenz zwischen den gemessenen Strahlinforma-
tionen τ0,L und den Strahlinformationen τL, welche aus der aktuellen Verteilung sj be-
stimmt wurden. Im Gegensatz zu Gleichung (4.27) erfolgt die Wichtung der Korrekturwer-
te nicht ausschließlich in Abhängigkeit von der Schallstrahllänge, sondern ebenfalls ab-
hängig von der Gesamtlänge aller Schallstrahlen, welche durch eine bestimmte Gitterzelle j 
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verlaufen. Hieraus ergibt sich für die Korrekturwerte der Langsamkeiten ∆sj in jeder Git-
terzelle j 
 ( )0,L, L,
1 1 1
0,L,
1 1 1 1
I J I
j ij i i ij ij
i j i
I J J I
ij i ij j ij ij
i j j i
s l l l
l l s l l
τ τ
τ
= = =
= = = =
     ∆ = ⋅ −    
    
      
= ⋅ −     
      
∑ ∑ ∑
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. (5.7) 
Des Weiteren wird bei der Rekonstruktion der Temperaturverteilung berücksichtigt, dass 
diese eine kontinuierliche Größe repräsentiert und die Gitterwerte selbst keine unabhängi-
gen Größen darstellen. Um dieser Tatsache gerecht zu werden, wird eine Mittelung be-
nachbarter Gitterelemente nach jedem Iterationsschritt bei der Rekonstruktion durchgeführt 
(Ziemann, 2000). Für die vorliegenden Untersuchungen erfolgt eine Unterscheidung zwi-
schen direkt benachbarten Gitterzellen (oben, unten, links, rechts) und diagonal benachbar-
ten Zellen (schräg oben bzw. unten; vgl. Abbildung 28). Das Gewicht w, mit welchem eine 
Gruppe benachbarte Zellen (direkt, Index dir oder diagonal, Index diag) bei der Mittelung 
berücksichtigt wird, ist frei wählbar. Die Berechnung des mittleren Zellenwertes für die be-
trachtete Gitterzelle sA,mit erfolgt abhängig von der Anzahl direkter Nachbarzellen m und 
diagonaler Nachbarzellen n nach 
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j j
j j
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s
n w m w
= =
+ ⋅ + ⋅
=
+ ⋅ + ⋅
∑ ∑
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(5.8) 
Die maximale Anzahl benachbarter Zellen beträgt acht (n = 4, m = 4). Befindet sich die ak-
tuell betrachtete Gitterzelle am Rand des Untersuchungsgebietes, verringert sich die An-
zahl der direkten und diagonalen Nachbarzellen entsprechend. 
 
1,diags  1,dirs  2,diags  
4,dirs  As  2,dirs  
4,diags  3,dirs  3,diags  
Abbildung 28: Ausschnitt aus dem tomographischen Gitter zur Demonstration der am Mittelungsprozess be-
teiligten Nachbarzellen. Die Mittelung erfolgt nach jedem Iterationsschritt zwischen den aktuellen Werten 
der Langsamkeiten sj in den Gitterzellen. Eine Unterscheidung erfolgt für direkt benachbarte Zellenwerte 
(sj,dir) und diagonal benachbarte Zellenwerte (sj,diag) relativ zur aktuell betrachteten zentralen Zelle (Index A). 
Die Wichtungsfaktoren für diagonal benachbarte Zellen wdiag und direkt benachbarte Zellen wdir sind frei 
wählbar. 
Um eine optimale Kopplung der Gitterzellen zu finden, wurden Simulationen mit ver-
schiedenen Temperaturverteilungen durchgeführt. Es wurden verschiedene Sender- und 
 AKUSTISCHE LAUFZEITTOMOGRAPHIE 75 
 
Empfängergeometrien betrachtet, von denen im Folgenden ein Beispiel dargestellt ist. Für 
das Beispiel wurden die Lautsprecher und Mikrophone derart um ein 2 m × 2 m großes 
Messgebiet angeordnet, dass eine möglichst homogene Überdeckung des Messgebietes mit 
Schallstrecken gewährleistet war (Abbildung 29, links). Ein Maß für die Rekonstruktions-
genauigkeit der Gitterzellenwerte aus den Ausgangsdaten in Abhängigkeit von den Strahl-
verläufen durch das Tomographiegitter stellt die Kovarianzmatrix (Gleichung (4.44)) dar. 
Sie verdeutlicht, wie sich Unsicherheiten in den Ausgangsdaten auf die einzelnen Tomo-
graphiegitterzellen auswirken, wenn die Unsicherheiten in den Ausgangsgrößen zufällig 
verteilt und gleich groß sind. Hohe Werte entsprechen dabei einer größeren Unsicherheit 
der rekonstruierten Werte. Für die betrachtete Anordnung ist die Kovarianzmatrix eben-
falls in Abbildung 29 (rechts) dargestellt. Die symmetrische Anordnung der Schallsender 
und Empfänger spiegelt sich in der Kovarianzmatrix deutlich wider. Es ist festzustellen, 
dass der zentrale Teil des Gitters (alle Gitterzellen außer den Randzellen) mit nahezu ho-
mogenen Werten der Kovarianzmatrix belegt ist. Für die Rekonstruktionsergebnisse lässt 
sich somit ableiten, dass für den betrachteten Aufbau kein Bereich des Gitters durch stärke-
re Unsicherheiten belegt ist, als andere Teile des Gitters. 
 
 
 
 
Abbildung 29: Links: Schematische Darstellung eines simulierten Aufbaus von Schallsendern (Quadrate) und 
Empfängern (Kreise), welche sich durch eine möglichst homogene Überdeckung des Messgebietes (Gesamt-
fläche: 2 m × 2 m) mit Schalllaufstrecken (gestrichelte Linien) auszeichnet. Die Anzahl der Schallsender (8) 
und Empfänger (8) entspricht einer derzeitig realisierbaren Anzahl akustischer Sensoren. Für die tomogra-
phische Rekonstruktion wurde die Messfläche in Teilflächen unterteilt (durchgezogene Linien), welche eine 
Ausdehnung von je 0,3 m × 0,3 m aufweisen. Rechts dargestellt sind die Diagonalelemente der Kovarianz-
matrix zur betrachteten Versuchsanordnung. 
Die Simulation der Temperaturverteilung innerhalb der Messfläche erfolgte mit einer 
räumlichen Auflösung von 0,01 m × 0,01 m, wodurch eine kontinuierliche Verteilung 
nachgebildet werden sollte. Die simulierten Verteilungen können in zwei Gruppen einge-
teilt werden. Die erste Gruppe enthält lineare Temperaturänderung innerhalb des Tomogra-
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phiegitters von kalt zu warm in verschiedenen Orientierungen und mit unterschiedlichen 
Temperaturgrenzen. Die zweite Gruppe entspricht einer konstanten Verteilung im gesam-
ten Gebiet, welche durch einen warmen bzw. kühleren Temperaturbereich unterbrochen 
wird. Diese Felder wurden für alle Punkte (x ,y ) im Messgebiet unter Verwendung einer 
zweidimensionalen Gauss-Normalverteilung berechnet 
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Hierbei sind Tav,0 die Hintergrundtemperatur und dTMax die maximale Abweichung von der 
Hintergrundtemperatur am Punkt (x0 , y0 ). Die Standardabweichungen σx bzw. σy sind ein 
Maß für die Breite der Verteilung in der entsprechenden Raumrichtung (x- bzw. y-
Richtung). Bei der Simulation von Temperaturverteilungen entsprechen daher große σ-
Werte einer räumlich weit ausgedehnten Temperaturanomalie im Messgebiet im Vergleich 
zu kleinen σ-Werten.  
 
 
 
 
Abbildung 30: Simulierte Verteilungen zum Test der Rekonstruktionsgenauigkeit des tomographischen Ver-
fahrens für das Messgebiet aus Abbildung 29. Links: Lineare Temperaturzunahme im Untersuchungsgebiet 
von 15°C (untere Messfeldgrenze) auf 17°C (obere Messfeldgrenze). Rechts: Lokale Temperaturanomalie in-
nerhalb des Messfeldes, welche unter Verwendung der Gauss-Normalverteilung berechnet wurde. Die Hin-
tergrundtemperatur beträgt 0°C, die Standardabweichung in beide Raumrichtungen 0,5. Die maximale Tem-
peratur wird für (x,y) = (0,7; 0,7) erreicht und nimmt einen Wert von 3°C an.  
Entsprechend der Anordnung der Sender und Empfänger wurden aus den simulierten 
Temperaturverteilungen Laufzeiten für alle Schallstrahlen berechnet. Diese dienten als 
Ausgangsgrößen für die tomographische Rekonstruktion. Um die Rekonstruktionsgenauig-
keit des tomographischen Algorithmus zu untersuchen, wurde die Rekonstruktionsge-
nauigkeit für verschiedene Temperaturverteilungen und Mittelungsparameter in Abhängig-
keit von der Anzahl der Iterationsschritte analysiert. Als Genauigkeitskriterium wurde zum 
einen der Unterschied zwischen den gemessenen (simulierten) Laufzeitdaten und den aus 
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der aktuellen Verteilung berechneten Laufzeitwerten nach Gleichung (4.26) bestimmt. 
Zum anderen wurden die Unterschiede der rekonstruierten und vorgegebenen Verteilungen 
selbst nach Gleichung (4.25) berechnet.  
Abbildung 31 zeigt die Abhängigkeit der Differenz zwischen den Laufzeitwerten für ver-
schiedene Mittelungsparameter in Abhängigkeit vom Iterationsschritt. Alle dargestellten 
Differenzen zeigen eine Abnahme mit zunehmendem Iterationsschritt. Die Laufzeitdaten, 
welche aus den Verteilungen berechnet werden, weichen somit immer weniger von den 
gemessenen Daten ab. Da die Berechnung der neuen Verteilung in Abhängigkeit von den 
Laufzeitdifferenzen erfolgt, werden auch die Korrekturwerte mit wachsendem Iterations-
schritt geringer. Des Weiteren zeigt sich für alle Laufzeitdifferenzen, dass die größte Ab-
nahme während der ersten 10 Iterationsschritte stattfindet. Weitere Iterationen bringen für 
einzelne Rekonstruktionsszenarien weitere Verbesserungen.  
 
 
Abbildung 31: Abhängigkeit der Differenz zwischen den aus den aktuellen Gitterwerten berechneten Lauf-
zeitdaten und den simulierten Laufzeiten für zwei simulierte Temperaturverteilungen (Gauss: Temperatur-
anomalie, welche mit Hilfe einer Gauss-Normalverteilung simuliert wurde; LinY: lineare Temperaturände-
rung in y-Richtung). Dargestellt sind die Laufzeitdifferenzen, welche ohne Mittelung berechnet wurden sowie 
diejenigen, bei welchen eine Mittelung zwischen der aktuell betrachteten Gitterzelle und den Nachbarzellen 
durchgeführt wurde. Die Gewichte der direkten und diagonalen Nachbarzellen waren hierbei gleich groß 
und sind für die entsprechende Linie angegeben.   
Eine Unterscheidung zwischen den simulierten Temperaturverteilungen (lineare Verteilung 
in y-Richtung: LinY) und einer Temperaturanomalie, welche mit Hilfe einer Gauss-
Normalverteilung nachgebildet wurde (Gauss) zeigen, dass die Laufzeitdifferenzen deut-
lich vom gewählten Mittelungsgewicht abhängen. In beiden Fällen bewirkt eine starke Mit-
telung (Mittelungsgewicht: 1,00), dass die Laufzeitdifferenzen zu einem hohen Absolut-
wert konvergieren. Je geringer das Gewicht benachbarter Zellen bei der Mittelung ist (Mi-
nimum: 0,00; keine Mittelung), desto geringer das Konvergenzniveau für die Laufzeitdiffe-
renzen bei hohen Iterationszahlen.  
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Für die simulierten Verteilungen wurden ebenfalls die euklidischen Abstände der Zellen-
werte selbst von den simulierten Verteilungen berechnet. Beispielhafte Ergebnisse für die 
beschriebenen Simulationen sind in Abbildung 32 dargestellt. Diese umfasst sowohl den 
Bereich mit geringen Iterationszahlen (< 50) als auch hohe Iterationszahlen bis hin zu 500 
Iterationsschritten. Der Anfangsbereich ist wiederum für alle Rekonstruktionsszenarien 
durch einen starken Abfall der Differenzwerte gekennzeichnet. Die unterschiedlichen Ver-
läufe ergeben sich aus der unterschiedlichen Behandlung der Zellenwerte bei der Mitte-
lung. Ein hohes Gewicht bei der Mittelung bewirkt, dass die Verteilungsdifferenzen auf ei-
nem vergleichsweise hohen Niveau gehalten werden. Je geringer das Gewicht benachbarter 
Zellen bei der Mittelung, desto kleiner werden die Differenzwerte. Eine Ausnahme hierbei 
bilden die Fälle, in denen keine Mittelung durchgeführt wird, sondern jede Zelle isoliert 
rekonstruiert wird. Die Differenzen der rekonstruierten Zellenwerte von den simulierten 
Feldern bleiben in diesem Fall deutlich größer als wenn eine geringfügige Mittelung, z. B. 
mit dem Gewicht 0,01, durchgeführt wird.  
 
 
Abbildung 32: Abhängigkeit der Differenzen zwischen den vorgegebenen (simulierten) Temperaturverteilun-
gen und den rekonstruierten Werten für eine lineare Temperaturänderung in y-Richtung (LinY) und eine 
gaussförmige Temperaturanomalie (Gauss). Die Berechnung der Differenzenwerte erfolgte für die original 
simulierte (hochaufgelöste) und die rekonstruierte Verteilung.  
Der von Gilbert (1970) beschriebene erneute Anstieg der Differenzenwerte ist in den dar-
gestellten Beispielen kaum sichtbar. Lediglich bei der gaussförmigen Temperaturanomalie 
lässt sich im Bereich hoher Iterationsschritte ein leichter Wiederanstieg erkennen, wenn 
keine Mittelung angewendet wird. Für andere Verteilungen bzw. Anordnungen der Sender 
und Empfänger ist dieser Effekt deutlicher sichtbar. Für die Rekonstruktionsergebnisse mit 
Mittelung konnte hingegen bei keinem Simulationsfall ein derartiges Verhalten nachge-
wiesen werden. 
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Ein Beispiel für das Rekonstruktionsergebnis einer vorgegebenen gaussförmigen Tempera-
turanomalie (vgl. Abbildung 30, rechts) nach 50 Iterationsschritten ist in Abbildung 33 
(rechts) dargestellt. Die Rekonstruktion erfolgte unter Berücksichtigung benachbarter Git-
terzellenwerte (Mittelung mit einer Wichtung von 0,01). Zur besseren Vergleichbarkeit des 
Rekonstruktionsergebnisses mit der simulierten Verteilung wurden die hochaufgelösten 
simulierten Temperaturwerte entsprechend der Tomographiegitterweite gemittelt 
(Abbildung 33, links).  
 
 
 
Abbildung 33: Auf die Gitterweite für die tomographische Rekonstruktion gemittelte simulierte Verteilung in 
Form einer lokalen Temperaturanomalie (links) sowie das Rekonstruktionsergebnis nach 50 Iterationsschrit-
ten unter Verwendung einer Mittelungsprozedur mit der Wichtung 0,01 für alle benachbarten Gitterzellen-
werte. 
Die rekonstruierten Gitterwerte zeigen eine deutliche Übereinstimmung mit den vorgege-
benen Werten. Dies spiegelt sich ebenfalls im Wert für die mittlere quadratische Abwei-
chung der Zellenwerte wider (vgl. Abbildung 32). Für die betrachtete vorgegebene Vertei-
lung (Gaussverteilung), die Anzahl von Rekonstruktionsschritten (50) sowie die Parameter 
des Mittelungsalgorithmus ist die mittlere quadratische Abweichung der simulierten und 
rekonstruierten Temperaturwerte innerhalb der Gitterzellen kleiner als 0,03 K.  
Aus den obigen Betrachtungen lässt sich ableiten, dass die Rekonstruktion der Tempera-
turverteilung in den meisten Fällen unter Verwendung einer schwachen Mittelung durchge-
führt werden sollte. Die Mittelung bewirkt bei der Rekonstruktion der Verteilungen eine 
geringe Kopplung der Zellenwerte, welche wiederum zu einer möglichst geringen Abwei-
chung zwischen simulierten und rekonstruierten Verteilungen führt.  
5.1.3. Rekonstruktion von Strömungsfeldern 
Die tomographische Rekonstruktion von Vektorfeldern kann in ähnlicher Weise wie die 
Rekonstruktion skalarer Felder erfolgen (Sparr und Stråhlén, 1998; Stråhlén, 1999). Hier-
für wurde der algebraische Rekonstruktionsalgorithmus für skalare Felder (vgl. Kapitel 
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5.1.2) unter Anlehnung an die Arbeiten von Hauck (1990) für die Anwendung zur Rekon-
struktion von Vektorfeldern (richtungsabhängige Größen) angepasst (Barth et al., 2007).  
Im Gegensatz zu skalaren Feldern erfordern Vektorfelder eine Erfassung der Messdaten, 
welche abhängig von der Richtung des Schallstrahlverlaufes durch das tomographische 
Gitter ist. Die gemessenen Werte (Informationen entlang der einzelnen Schallstrahlen) 
müssen daher derart analysiert werden, dass aus ihnen die Richtungskomponenten des ge-
suchten Vektorfeldes bestimmt werden können (vgl. Abbildung 34). 
 
 
Abbildung 34: Zusammenhang zwischen der Geschwindigkeitskomponente entlang des i-ten Schallstrahls in 
der j-ten Gitterzelle vStrahl,ij und der vorherrschenden mittleren Strömung ( uj, vj ) innerhalb dieser Zelle. 
Als Eingangsgrößen für die tomographische Strömungsrekonstruktion dienen die Ge-
schwindigkeitsinformationen entlang der Schallstrahlen vStrahl,i, welche durch Subtraktion 
der effektiven Schallgeschwindigkeiten entlang entgegengesetzter, paralleler Strecken ge-
wonnen wurden (vgl. Kapitel 5.1.1). Das zu lösende lineare inverse Problem (4.18) für die 
Rekonstruktion eines Strömungsfeldes vj = (uj ,vj ) für alle Gitterzellen j = 1 ... J im Unter-
suchungsgebiet lässt sich damit schreiben als  
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(5.10) 
Hierbei entspricht der Ausdruck in Klammern der Projektion der Geschwindigkeitskompo-
nenten in der j-ten Gitterzelle, uj und vj, auf den Ausbreitungsweg des Schallstrahles. Der 
Faktor lij ist die Strahlstücklänge des i-ten Schallstrahles innerhalb der j-ten Gitterzelle und 
der Quotient li entspricht der Gesamtlänge des i-ten Schallstrahles durch das Tomogra-
phiegitter.  
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Betrachtet man die richtungsabhängige Schallausbreitung, so lässt sich die Schallweglänge 
des i-ten Schallstrahles innerhalb der j-ten Gitterzelle in x- bzw. y-Richtung lx,ij bzw. ly,ij in 
Abhängigkeit des Anstiegswinkels θ des Strahlverlaufes bezüglich der Abszisse schreiben 
als 
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Gleichung (5.10) lässt sich damit zu 
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(5.12) 
umformen.  
Die Rekonstruktion der Geschwindigkeitsverteilung im Tomographiegitter erfolgt analog 
zur Temperaturrekonstruktion durch Initialisierung des iterativen Prozesses mit einer Ver-
teilung v0,j, welche aus der Rückprojektion der Komponenten der gemessenen Strahlinfor-
mationen gewonnen wird 
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Die Komponenten der Strömungsinformation in Strahlrichtung bezüglich x- und y-
Koordinate werden dabei nach 
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bestimmt.  
Ausgehend von der Anfangsverteilung für die Strömung erfolgt die tomographische Re-
konstruktion des Strömungsfeldes mit einem iterativen algebraischen Verfahren. Analog 
zur Rekonstruktion skalarer Felder wird nach einer Verteilung von Strömungswerten in-
nerhalb der vorgegebenen Gitterzellen gesucht. Diese ergeben sich aus den Abweichungen 
zwischen den gemessenen Strömungswerten entlang der einzelnen Schallstrahlen vobs,Strahl,i 
und den nach Gleichung (5.12) aus den aktuell geschätzten Zellendaten bestimmten Wer-
ten vmod,Strahl,i mit 
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Die Korrekturwerte für die Strömungsdaten innerhalb des Tomographiegitters ∆vj lassen 
sich aus der aktuellen Verteilung nach 
 
( ), , obs,Strahl, mod,Strahl,
1
, ,
cos
sin
I
x ij x jj
j i i
ij y ij y j
l Nu
v v
v l N
θ
θ
=
  ∆     ∆ = = ⋅ − ⋅   ∆         
∑v  (5.16) 
berechnen. Die Variablen Nx,j bzw. Ny,j bezeichnen hierbei die Summe der Strahlabschnitte 
aller Schallstrahlen innerhalb der j-ten Gitterzelle in x- bzw. y-Richtung mit 
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Die iterative Verbesserung der Lösung nach k + 1 Iterationen erfolgt durch Summation der 
Strömungsverteilung nach Iterationsschritt k und den aus diesen Daten berechneten Kor-
rekturwerten wie folgt 
 
1v v vk k kj j j
+
= + ∆ . (5.18) 
Analog zur Rekonstruktion von Temperaturverteilungen wurde auch bei der Berechnung 
der Strömungsfelder ein Mittelungsalgorithmus implementiert (vgl. Kapitel 5.1.2). Dieser 
erlaubt die Kopplung benachbarter Gitterzellenwerte, wobei die Strömungskomponenten 
getrennt betrachtet werden.  
Zum Test der Rekonstruktionseigenschaften des Algorithmus wurden verschiedene Strö-
mungsverteilungen innerhalb eines Untersuchungsgebietes vorgegeben. Die Simulationen 
erfolgten wiederum für eine Messfeldgröße von 2 m × 2 m. Der Verlauf der Schallstrahlen 
durch das Gebiet entspricht der Anordnung in Abbildung 29 (links). Ausgehend von dieser 
vorgegebenen Verteilung von Schallstrecken erfolgte eine Übertragung der simulierten 
Strömungsverteilung in Geschwindigkeitsinformationen entlang der unterschiedlichen 
Ausbreitungswege. Diese Daten repräsentieren Strömungsmessdaten und dienen als Ein-
gangsdaten für die tomographische Rekonstruktion der Strömungsverteilung.  
Im Folgenden werden die Rekonstruktionsergebnisse zweier Strömungsfelder dargestellt 
und analysiert. Zum einen wurde ein homogenes Strömungsfeld simuliert, dessen Ge-
schwindigkeit im gesamten Messgebiet konstant ist. Die Komponenten des Strömungsfel-
des betragen u = 1,2 m s-1 und v = 0,0 m s-1. Zum anderen wurde ein Wirbelfeld simuliert, 
dessen Komponenten u und v im Punkt r = (x , y ) nach 
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 (5.19) 
berechnet wurden. Das Zentrum des Wirbels wird über den Parameter r0 = (x0,y0) und die 
Stärke des Wirbelfeldes durch den Faktor Γ festgelegt. Positive Werte für Γ bewirken eine 
zyklonale Umströmung, negative Werte eine antizyklonale Umströmung des Zentrums.  
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Für die Berechnung des simulierten Wirbelfeldes wurden die Parameter r0 = (1 m, 1 m) 
und Γ = -5 m2 s-1 (antizyklonale Umströmung) gewählt. Die räumliche Auflösung der si-
mulierten Strömungsdaten betrug 0,05 m × 0,05 m. 
Die Rekonstruktion der Strömungsfelder im Untersuchungsgebiet erfolgte für eine Gitter-
zellengröße von 0,3 m × 0,3 m unter Verwendung verschiedener Wichtungsfaktoren für die 
Mittelung benachbarter Gitterzellen während der iterativen Lösung des tomographischen 
Problems. In Abbildung 35 sind die mittleren quadratischen Differenzen zwischen den 
vorgegebenen und den aus der aktuellen Verteilung berechneten Geschwindigkeitswerten 
entlang der Schallstrahlen (vgl. Gleichung (4.26)) für die ersten 40 Iterationsschritte dar-
gestellt. Der Wichtungsfaktor für die Einbeziehung benachbarter Zellen bei der Rekons-
truktion wurde zwischen 0 (ohne Mittelung) und 1 variiert. 
 
 
Abbildung 35: Abhängigkeit der Differenzen zwischen den Strahlgeschwindigkeiten, welche aus den simu-
lierten Strömungsdaten berechnet wurden und denjenigen, welche aus der aktuell rekonstruierten Verteilung 
innerhalb des Messgebietes bestimmt wurden (homog: Homogenes Strömungsfeld, Wirbel: Wirbelfeld). Die 
angegebenen Parameter entsprechen unterschiedlichen Gewichten bei der Mittelung benachbarter Gitterzel-
lenwerte, wobei keine Unterscheidung zwischen direkt und diagonal benachbarten Gitterzellen erfolgte.  
Für alle betrachteten Analysen ist die Abnahme der Differenzwerte mit wachsender Iterati-
onszahl deutlich erkennbar. Des Weiteren wird der starke Einfluss der Mittelung bei der 
Rekonstruktion des Wirbelfeldes deutlich. Die geringsten Differenzen zwischen den 
Strahlgeschwindigkeiten werden für die Rekonstruktion ohne Mittelung erreicht. Maxima-
le Differenzen ergeben sich bei Mittelung mit vergleichsweise starker Beeinflussung der 
aktuell betrachteten Gitterzelle von den benachbarten Zellen (starke Kopplung). Diese Ab-
hängigkeit vom Wichtungsfaktor tritt bei dem homogenen Strömungsfeld nicht auf. Ursa-
che hierfür ist die Konstanz der Strömungskomponenten in allen Gitterzellen, so dass der 
Einfluss der Mittelung einer Zelle mit benachbarten Zellen keinen Beitrag zur Verbesse-
rung der Lösung leistet. 
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Im Gegensatz zur Betrachtung der Differenzen zwischen den Strahlgeschwindigkeiten sind 
in Abbildung 36 die mittleren quadratischen Abweichungen zwischen den Gitterwerten 
selbst (euklidische Abstände) dargestellt.  
 
 
Abbildung 36: Abhängigkeit der Differenzen δvGitter = (δvx2 +δvy2 ) 1/2 zwischen rekonstruierten und vorgege-
benen Strömungskomponenten innerhalb des Messgebietes für ein homogenes Strömungsfeld (homog) und 
ein Wirbelfeld (Wirbel). Die angegebenen Parameter bezeichnen die Wichtungsfaktoren, welche bei der Mit-
telung benachbarter Gitterzellen angewendet wurden.  
Als Indikator dient der Betrag der Geschwindigkeitsdifferenzen δvGitter, welcher den Betrag 
der vektoriellen Differenzen darstellt und sich aus den euklidischen Abständen der Kom-
ponenten in den Gitterzellen berechnen lässt 
 
2 2
Gitter = = +x yv v vδ δ δ δv    mit   ( ),x yv vδ δ δ=v . (5.20) 
Hierbei sind die euklidischen Abstände der Komponenten innerhalb des Gitters gegeben 
durch 
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= −∑ , (5.21) 
wobei "sim" die vorgegebene (simulierte) Verteilung und "mod" die bei der aktuellen Ite-
ration für das Gitter berechnete Verteilung kennzeichnet.  
Die euklidischen Abstände verringern sich zunächst mit wachsender Iterationszahl bei al-
len dargestellten Szenarien. Bei den Daten des Wirbelfeldes fällt jedoch auf, dass die Wer-
te für einzelne Fälle nach Erreichen eines Minimums erneut leicht ansteigen. Dieses Ver-
halten tritt insbesondere dann auf, wenn keine oder nur eine geringe Kopplung zwischen 
den Gitterzellenwerten erfolgt. Ebenfalls deutlich wird die Abhängigkeit des Ergebnisses 
von der Mittelungsprozedur selbst, welche sich nicht nur auf die Daten des Wirbelfeldes, 
sondern ebenfalls auf die rekonstruierten Werte des homogenen Feldes auswirken.  
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Bei der Analyse des homogenen Feldes kann festgestellt werden, dass die beste Überein-
stimmung der vorgegebenen mit der rekonstruierten Verteilung (kleinste euklidische Ab-
stände) am schnellsten für eine möglichst starke Kopplung benachbarter Zellen erreicht 
wird (Wichtungsparameter: 1,0). Kleine Werte für die euklidischen Abstände werden auch 
bei schwacher Kopplung erreicht, allerdings muss in diesem Fall zum Erreichen derselben 
Größenordnung eine größere Zahl von Iterationen durchgeführt werden. Erfolgt keine 
Kopplung der Zellenwerte, nehmen die euklidischen Abstände zunächst auch ab, stagnie-
ren aber bei einem Wert, der deutlich über den Werten liegt, welche bei einer Kopplung 
benachbarter Zellenwerte erreicht wird.  
Die Untersuchung des Wirbelfeldes zeigt, dass die besten Ergebnisse (Unterschiede zwi-
schen der vorgegebenen und der rekonstruierten Verteilung sind minimal) bei einer schwa-
chen Kopplung erreicht werden. In allen anderen Fällen (starke Kopplung, keine Mitte-
lung) liegen die Werte der euklidischen Abstände für alle Iterationsschritte deutlich über 
diesen Werten.  
Ursache für die Verschiedenheit der Abhängigkeit der euklidischen Abstände von der 
Kopplung der Gitterzellen liegt in den Eigenschaften der Felder begründet. Bei der homo-
genen Verteilung sind alle Zellen mit denselben Werten für die Strömungskomponenten 
belegt. Die Mittelung bewirkt daher eine schnellere Konvergenz des Algorithmus zu dieser 
homogenen Verteilung. Im Falle des Wirbelfeldes unterscheiden sich benachbarte Zellen 
deutlich voneinander. Eine starke Kopplung bewirkt hier ebenfalls eine Homogenisierung, 
die aber in diesem Fall nicht erwünscht ist.  
In Abbildung 37 sind beispielhaft zwei Rekonstruktionsergebnisse (schwarze Pfeile) des 
simulierten Wirbelfeldes (graue Pfeile) nach 50 Iterationsschritten dargestellt. Zur besseren 
Vergleichbarkeit wurde das räumlich hoch aufgelöste simulierte Strömungsfeld auf die 
Tomographiegittergröße umgerechnet. Die Rekonstruktion des linken Feldes erfolgte mit 
schwacher Kopplung der Gitterzellenwerte, d. h. bei der Rekonstruktion erfolgte eine Mit-
telung benachbarter Gitterzellenwerte, wobei die Wichtungsfaktoren für direkt und diago-
nal benachbarte Gitterzellen jeweils 0,01 betrugen. Die Rekonstruktion auf der rechten Sei-
te erfolgte mit starker Kopplung. Der Wichtungsfaktor betrug hier 1,0. Beide Rekonstruk-
tionsergebnisse geben die Parameter des Wirbelfeldes (antizyklonale Strömung, Wirbel-
zentrum im Mittelpunkt des Rekonstruktionsgebietes) wieder, sind jedoch durch charakte-
ristische Abweichungen bezüglich des vorgegebenen Feldes gekennzeichnet, welche auf 
die Kopplung der Zellenwerte zurückgeführt werden kann.  
Bei der Rekonstruktion des Strömungsfeldes mit starker Kopplung benachbarter Gitterzel-
lenwerte wird die Strömungsrichtung in nahezu allen Gitterzellen gut abgebildet. Deutliche 
Abweichungen treten jedoch hinsichtlich der Geschwindigkeitsbeträge auf, welche im 
Wirbelzentrum deutlich unterschätzt und in den Randbereichen leicht überschätzt werden. 
Diese Unter- bzw. Überschätzung ist Ursache für die hohen Differenzenwerte zwischen 
vorgegebener (simulierter) und rekonstruierter Strömungsverteilung (vgl. Abbildung 36). 
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Abbildung 37: Vergleich zwischen rekonstruiertem Strömungsfeld nach 50 Iterationsschritten (schwarze 
Pfeile) und simuliertem Strömungsfeld (graue Pfeile), welches zur besseren Vergleichbarkeit auf die Gitter-
weite des Tomographiegitters interpoliert wurde. Die Parameter des simulierten Strömungsfeldes sind 
r0 = (1 m, 1 m) und Γ = -5m2 s-1. Links: Rekonstruiertes Wirbelfeld mit einer schwachen Kopplung benach-
barter Zellenwerte bei der Rekonstruktion (Wichtungsfaktor für die Mittelung 0,01), rechts: rekonstruiertes 
Wirbelfeld mit starker Kopplung benachbarter Zellen bei der Rekonstruktion (Wichtungsfaktor 1,0). Die 
grauen Pfeile sind in beiden Darstellungen identisch, da von derselben simulierten Strömungsverteilung aus-
gegangen wurde.  
Im Gegensatz dazu bewirkt eine schwache Kopplung, dass die Geschwindigkeitsbeträge in 
den zentralen Bereichen deutlich besser wiedergegeben werden, obgleich die Beträge in 
den zentralen Zellen ebenfalls leicht unterschätzt werden. Die Übereinstimmung mit der 
vorgegebenen Verteilung ist jedoch deutlich besser im Vergleich zur Rekonstruktion mit 
starker Kopplung. In den Randbereichen, mit geringeren Geschwindigkeitswerten, sind le-
diglich geringe Abweichungen festzustellen. Zum Teil deutliche Abweichungen treten bei 
der Widergabe der Windrichtung bei kleinen Geschwindigkeiten (in den Randbereichen 
des Untersuchungsgebietes) auf.  
Weitere Beispiele rekonstruierter Strömungsfelder in Abhängigkeit von den gewählten Re-
konstruktionsparametern (Wichtungsfaktoren für die Mittelung und Anzahl der Iterations-
schritte) sind in Anhang B zusammengestellt. Es zeigt sich, dass eine starke Kopplung 
zwischen den Gitterzellen eine schnellere Annäherung des Rekonstruktionsergebnisses an 
die endgültige Lösungsverteilung bewirkt. Diese weicht jedoch im Fall des Wirbelfeldes 
im zentralen Teil des Rekonstruktionsgebietes deutlich von den vorgegebenen Geschwin-
digkeitswerten ab. Es zeigt sich jedoch ebenfalls, dass bei geringer bzw. ohne Interpolation 
zwischen den Gitterzellenwerten zum Teil deutliche Abweichungen zwischen den Strö-
mungsrichtungen des vorgegebenen und des rekonstruierten Feldes auftreten. Im Fall des 
homogenen Feldes erfolgt eine Annäherung der Lösung an die vorgegebene Verteilung für 
eine große Anzahl von Iterationen, während die Abweichungen ohne Kopplung der Zellen 
auch nach vielen Iterationsschritten bestehen bleiben.  
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Bei realen Messungen ist die gesuchte Verteilung der Strömung im Untersuchungsgebiet 
im Allgemeinen nicht bekannt. Es muss daher möglichst eine von der Verteilung unabhän-
gige Rekonstruktionsvorschrift verwendet werden. Bei den Simulationen hat es sich als 
vorteilhaft erwiesen, eine schwache Kopplung zwischen den Gitterzellen zuzulassen. Diese 
bewirkt, dass die Unterschiede zwischen einer vorgegebenen und der daraus rekonstruier-
ten Verteilung von Strömungsfeldern minimal werden. Die Annäherung der rekonstruier-
ten an die vorgegebene Verteilung erfolgt bei geringer Kopplung der Zellenwerte jedoch 
langsamer als bei starker Kopplung, so dass eine größere Anzahl von Iterationsschritten bei 
der tomographischen Rekonstruktion durchzuführen ist. 
 

 6. Messtechnik für akustische Laufzeittomo-
graphie 
Für die Berechnung der Verteilungen von Temperatur und Strömung in einem Untersu-
chungsgebiet werden Messungen der Schalllaufzeiten auf unterschiedlichen Ausbrei-
tungswegen benötigt. Eine wesentliche Anforderung an das Messsystem zur akustischen 
Laufzeittomographie ist daher, dass eine gleichzeitige Messung mit mehreren Sende- und 
Empfangskanälen realisiert werden kann. 
Das Messsystem zur akustischen Laufzeittomographie besteht im Wesentlichen aus der 
akustischen Messhardware, welche sich aus einer akustischen Messkarte, den Signalgebern 
(Lautsprecher) und Empfängern (Mikrophone) zusammensetzt. Die Steuerung der Hard-
warekomponenten, die Generierung der Signale, die Datenaufzeichnung, die Berechnung 
der Schalllaufzeiten und die anschließende Rekonstruktion der Verteilungen von Strömung 
und Temperatur werden durch eine Software realisiert, welche in der Programmierumge-
bung von MATLAB der Firma The Mathworks2 entwickelt wurde.  
Für Demonstrationen tomographischer Techniken sowie zur Entwicklung und zum Testen 
neuer Komponenten, Methoden und Algorithmen wurde ein Tomographiemodell entwi-
ckelt (Abbildung 38, vgl. Barth et al., 2004; Holstein et al., 2004). Dieses ermöglicht to-
mographische Messungen auf einer Messfläche mit einer Ausdehnung von 
1,23 m × 1,23 m und wird durch eine Rahmenkonstruktion aus Aluminiumprofilen be-
grenzt. Die Lautsprecher und Mikrophone sind durch Adapter mit den Profilen verbunden, 
wodurch eine hohe Flexibilität bei der Anordnung der Schallsender und Empfänger ermög-
licht wird. Dies wiederum lässt Analysen bezüglich verschiedener Strahlüberdeckungen 
des Untersuchungsgebietes zu.  
Die Anwendung der Komponenten, welche für Messungen mit dem Modelltomographen 
eingesetzt werden, ist jedoch nicht auf die Verwendung innerhalb der Laborvariante des 
Tomographen beschränkt. Hinsichtlich der Anwendbarkeit der Hardware für akustisch to-
mographische Messungen sind verschiedene Anforderungen geknüpft, welche primär mit 
den Grundlagen akustisch tomographischer Messungen in Zusammenhang stehen und nur 
sekundär an die Größe der Modellfläche gebunden sind. Eine Voraussetzung, um Informa-
tionen über die gesamte Messfläche zu erhalten, ist eine möglichst homogene Überdeckung 
des Gebietes mit Schallstrahlen. Hierfür müssen Messungen entlang verschiedener Schall-
ausbreitungsstrecken existieren, welche durch die Anordnung von einer Vielzahl von 
Schallsendern und Empfängern um das Messgebiet und im Messgebiet selbst erzeugt wer-
den. Es muss dabei sichergestellt sein, dass das Senden und Empfangen synchron, d. h. mit 
derselben zeitlichen Basis, erfolgt, um eine genaue Laufzeitberechnung aus den verschie-
denen Zeitsignalen (Ausgänge und Eingänge) gewährleisten zu können. Des Weiteren 
                                                 
2
 The MathWorks, Inc., 3 Apple Hill Drive, Natick, MA 01760-2098, United States. 
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müssen die Schallsender bzw. Empfänger so konzipiert sein, dass eine Abstrahlung bzw. 
ein Empfang der akustischen Signale aus verschiedenen Raumrichtungen sichergestellt 
wird.  
 
 
Abbildung 38: Modelltomograph zur Demonstration tomographischer Verfahren sowie zum Testen neuer 
Komponenten, Methoden und Algorithmen.  
Eine Beschreibung der wesentlichen Hardwarekomponenten erfolgt in den nächsten Ab-
schnitten. Hierbei wird der Schwerpunkt auf die Beschreibung der Komponenten gelegt, 
welche bei Messungen eingesetzt wurden, bei denen das Untersuchungsgebiet eine Aus-
dehnung von bis zu einigen Metern Kantenlänge aufwies. Im Anschluss daran wird die 
Software betrachtet, welche zur Durchführung der akustischen Laufzeittomographie entwi-
ckelt wurde. 
6.1. Hardware 
Die Hardware für die akustische Laufzeittomographie unterteilt sich im Wesentlichen in 
drei Komponenten, welche in Abbildung 39 schematisch dargestellt sind: Ein Computer 
mit der akustischen Messkarte, die Schallsender und die Schallempfänger.  
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Abbildung 39: Schematische Darstellung der Hardwarekomponenten des akustisch tomographischen Sys-
tems. Die Generierung der Signale erfolgt am PC, deren Aussendung nach der Digital-Analog-Wandlung 
(D/A Wandler) durch Schallsender. Mikrophone detektieren die Signale, welche nach der Analog-Digital-
Wandlung (A/D Wandler) zur Analyse und Weiterverarbeitung am PC zur Verfügung stehen.  
6.1.1. Akustische Messkarte 
Die akustische Messkarte dient der Wandlung von digital erzeugten Signalen in analoge 
Signale, welche mit entsprechenden Signalgebern ausgesendet werden. Weiterhin erfolgt 
eine Wandlung analog empfangener Signale in digitale Signale zur Weiterverarbeitung am 
PC. Zur Anwendung bei der akustischen Laufzeittomographie muss die akustische Mess-
karte über möglichst viele Kanäle zum Senden und Empfangen verfügen, um gleichzeitig 
Laufzeitmessungen entlang verschiedener Schallstrecken durchzuführen. Weiterhin müs-
sen die Sende- und Empfangskanäle über eine gemeinsame zeitliche Basis miteinander 
verbunden sein, damit präzise Messungen der Schalllaufzeit akustischer Signale durch 
Korrelation des Sende- und Empfangssignals (vgl. Kapitel 3) durchgeführt werden können. 
Die Genauigkeit bei der Berechnung der Schalllaufzeit wird dabei maßgeblich durch die 
Abtastung der analogen Signale und deren Digitalisierung (Abtastfrequenz der Messkarte) 
beeinflusst.  
Diesen Anforderungen gerecht wurde eine Vielkanalmesskarte der Gerätefamilie 
HARMONIE der Firma SINUS Messtechnik GmbH3. Für den Einsatz zur akustischen 
Laufzeittomographie wurde auf eine PCI Steckkarte zurückgegriffen. Sie verfügt über vier 
Aus- und acht Eingangskanäle, welche zeitlich miteinander synchronisiert sind. Die maxi-
male Abtastrate der Messkarte fdig beträgt 51,2 kHz, woraus sich eine zeitliche Auflösung 
von etwa 20 µs ergibt. Für diese Abtastrate beträgt die Nyquistfrequenz (vgl. Kapitel 3.2), 
die obere Grenzfrequenz zur Abtastung akustischer Signale, fN = 26,1 kHz. Um Aliasingef-
fekte zu vermeiden, verfügt die akustische Messkarte über einen Anti-Aliasing-Filter, wel-
cher eine Tiefpassfilterung der Signale bei einer Frequenz von 22,4 kHz bewirkt. Weitere 
gerätespezifische Parameter laut Hersteller sind in Tabelle 5 zusammengefasst.  
                                                 
3
 SINUS Messtechnik GmbH, Föpplstraße 13, 04347 Leipzig, Germany. 
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Tabelle 5: Gerätespezifische Parameter der akustischen Vielkanalmesskarte Harmonie-octav PCI (Herstel-
lerangaben SINUS Messtechnik GmbH3). 
Eingangskanäle (Messkanäle) 8 
Ausgangskanäle 4 
Sensorstromversorgung ICP 2 mA 
ADC-Auflösung 16 Bit 
Abtastrate 48,0 kHz 
51,2 kHz 
THD und Noise > 76 dB 
 
Die Messkarte besitzt einen konstanten zeitlichen Versatz zwischen dem Aussenden und 
dem Empfangen akustischer Signale. Um diesen zu bestimmen, werden die verfügbaren 
Kanalpaare nacheinander rückgekoppelt, d. h. die Ausgänge der Messkarte werden nachei-
nander direkt mit den Eingängen verbunden. Die Berechnung des Versatzes kann durch 
Korrelation des gesendeten und des empfangenen Signals aus der Lage des Korrelations-
maximums gewonnen werden. Bei der Bestimmung der Laufzeiten akustischer Signale in 
Luft ist dieser konstante Versatz für das entsprechende Kanalpaar von den gemessenen 
Laufzeiten zu subtrahieren, um die tatsächliche Schalllaufzeit des Signals zwischen Sender 
und Empfänger zu ermitteln. 
6.1.2. Lautsprecher 
Die Erzeugung von Schall erfolgt durch mechanisch schwingende Elemente, wobei die 
Schwingungsenergie in Form von Druckschwankungen an die Luft abgegeben wird. Zum 
Aussenden akustischer Signale für tomographische Anwendungen wurden im Rahmen ei-
nes Kooperationsprojektes mit der SINUS Messtechnik GmbH spezielle Lautsprecherkon-
struktionen entwickelt, welche an die Erfordernisse akustisch tomographischer Messungen 
angepasst wurden. Hauptanforderung an die Lautsprecher war dabei, die akustischen Sig-
nale homogen über einen möglichst großen Winkelbereich abzustrahlen. Auf diese Weise 
kann die gleichmäßige Überdeckung eines Gebietes erfolgen, wodurch der Schall einer 
Quelle gleichzeitig aus unterschiedlichen Richtungen (Raumwinkeln) von Mikrophonen 
detektiert werden kann. 
Als Schallgeber wurden Mikro-Lautsprecher vom Typ KDM-15008-5 der Firma Kingsta-
te4 eingesetzt. Die Kenndaten der Lautsprecher sind Tabelle 6 zu entnehmen. 
Die Abstrahlrichtung akustischer Signale in Abhängigkeit von deren Frequenz durch einen 
Lautsprecher ist von der Membrangröße des Wandlers abhängig. Hierbei gilt, dass eine 
kugelförmige Abstrahlung der Schallenergie erreicht wird, wenn der Membrandurchmesser 
                                                 
4
 Kingstate Electronics Corp., Taiwan; Bezug der Lautsprecher über: Deltron Components GmbH (jetzt Aba-
cus Deltron GmbH), Ammerseestraße 59a, 82061 Neuried, Germany. 
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dM deutlich kleiner ist als die Wellenlänge λ des akustischen Signals (Steinke und Hoeg, 
1984) 
 Md λ . (6.1) 
Bei den verwendeten Lautsprechern beträgt der Membrandurchmesser 14,8 mm. Um den 
Frequenzbereich abzuschätzen, in welchem eine solche Membran die Schallenergie nahezu 
ungerichtet abstrahlt, wird eine Wellenlänge mit doppeltem Membrandurchmesser betrach-
tet. Nach Gleichung (2.14) kann die Frequenz aus der Wellenlänge λ = 0,0296 m und der 
Schallgeschwindigkeit c = 330 m s-1 berechnet werden. Es ergibt sich dabei ein Wert von 
etwa 11 kHz.  
Tabelle 6: Kenngrößen der Mikro-Lautsprecher vom Typ KDM-15008-5 der Firma Kingstate (Herstelleran-
gaben). 
Nennlast 0,5 W 
Maximallast 0,7 W 
Impedanz 8 Ω ± 15% 
Nennfrequenz (f0) 750 HZ ± 20% 
Übertragungsbereich f0 bis 20 kHz 
Schalldruck 89 ± 3 DB 
Betriebstemperatur -20 bis +55°C 
Durchmesser 14,8 mm 
 
Um eine homogene Richtwirkung der Schallaussendung für alle Frequenzen im Übertra-
gungsbereich der Lautsprecher bis 20 kHz zu erreichen, wurden jeweils zwei der Mikro-
Lautsprecher in einem Lautsprecherturm kombiniert. Die Lautsprecher wurden dabei ober-
halb und unterhalb eines kugelförmigen Reflexionskörpers angebracht (vgl. Abbildung 40) 
und gleichphasig angesteuert.  
Um die Eigenschaften der Lautsprecherkonstruktionen hinsichtlich der Richtcharakteristik 
und des Frequenzganges zu überprüfen, wurden Messungen im großen reflexionsarmen 
Raum am Institut für Akustik und Sprachkommunikation der Technischen Universität 
Dresden durchgeführt (Starke, 2004). Ein solcher Raum zeichnet sich dadurch aus, dass 
sich abgestrahlte akustische Signale reflexionsfrei ausbreiten und somit ein freies Schall-
feld ohne Begrenzungsflächen simuliert wird (Veit, 1988).  
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Abbildung 40: Lautsprecherkonstruktionen zur akustischen Tomographie. Schematische Darstellung in der 
Seitenansicht (links) und Draufsicht (Mitte). Auf der rechten Seite ist ein Lautsprecherturm abgebildet, wie 
er für akustische Laufzeitmessungen eingesetzt wird. In jedem Lautsprecherturm sind zwei Minilautsprecher 
eingebaut (schraffierte Flächen; links, Mitte), welche den Schall in entgegengesetzte Richtungen aussenden. 
Die Schallwellen werden bei ihrer Ausbreitung vom Reflexionskörper (Kugel) umgelenkt, wodurch eine Ab-
strahlung der akustischen Signale horizontal in alle Richtungen erreicht wird. 
Bei den Messungen wurde jeweils ein Lautsprecher dreh- und schwenkbar in einem festen 
Abstand von 1,1 m zu einem Messmikrophon positioniert. Um die Richtcharakteristik zu 
bestimmen, wurden die frequenzabhängigen Pegelwerte (Frequenzgänge) aus verschiede-
nen Richtungen aufgezeichnet. Hierzu wurde das Messsystem MLSSA (Maximum Length 
Sequence System Analyser) der Firma DRA Laboratories eingesetzt, das die Messung des 
Übertragungsverhaltens eines akustischen Systems unter Verwendung einer pseudosto-
chastischen Anregung (vgl. Kapitel 3.3.3) ermöglicht. Das Übertragungsverhalten, welches 
auch als Impulsantwort des Systems bezeichnet wird, kennzeichnet das Übertragungssys-
tem, das sich aus der akustischen Messtechnik (Wandler, Verstärker, Lautsprecher, Mikro-
phon) sowie der Übertragungsstrecke zusammensetzt (Abbildung 41), vollständig (Fliege, 
1991).  
 
 
Abbildung 41: Schematische Darstellung des Übertragungssystems.  
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Mittels Fouriertransformation lässt sich nach Gleichung (3.10) aus der Impulsantwort der 
Frequenzgang des Übertragungssystems berechnen (Fliege, 1991). Um die Abstrahlcharak-
teristik der Lautsprechertürme in Abhängigkeit vom Raumwinkel und damit die Richtcha-
rakteristik zu ermitteln, wurde zunächst der Frequenzgang des Übertragungssystems in 
Hauptabstrahlrichtung (Azimutwinkel ϕ0 = 0°, Polarwinkel ψ0 = 0°; vgl. Abbildung 40) 
bestimmt. Hierfür wurden 20 Einzelmessungen arithmetisch gemittelt, welche mit folgen-
den Messparametern gewonnen wurden: 
Anregungssignal: MLS vom Grad 14 (16383 Werte; 139,3 ms Signallänge), 
Länge der Zeitdaten: 32768 Werte, 278,5 ms, 
Tiefpassfilter (Anti-Aliasing-Filter): Chebyshev-Filter, Grenzfrequenz: 40 kHz, 
FFT: 4096 Punkte; Frequenzauflösung: 28,72 Hz und 
Zeitfensterung der Impulsantwort: 3 ms ... 13 ms (Rechteckfenster). 
Im Anschluss an die Messung in Hauptabstrahlrichtung wurde zunächst die horizontale 
Richtungsabhängigkeit untersucht. Hierfür wurde der Azimutwinkel ϕ schrittweise um 15° 
erhöht, während der Polarwinkel ψ konstant gehalten wurde. Die Angabe der Richtungs-
abhängigkeit der Schallaussendung bezüglich einer Messung in Hauptabstrahlrichtung er-
folgt durch das Richtungsmaß D (Veit, 1988)  
 ( ) ( )0 0
0 0
'( , )20 log , ,
'( , ) p p
pD L L
p
ϕ ψ ϕ ψ ϕ ψ
ϕ ψ
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. (6.2) 
Hierbei beschreibt p' den Schalldruck in Abhängigkeit von der Raumrichtung bei konstan-
tem Abstand zwischen Schallsender und Empfänger und Lp den Schalldruckpegel nach 
Gleichung (2.42). Abbildung 42 zeigt das Richtungsmaß für einen Lautsprecherturm, wel-
ches für verschiedene Azimutwinkel in einem Frequenzbereich von 750 Hz bis 20 kHz aus 
den gemessenen Frequenzgängen berechnet wurde. Eine Pegeldifferenz von 0 dB ent-
spricht dabei dem frequenzabhängigen Schalldruck auf der Bezugsachse. Im Frequenzbe-
reich von ca. 2 kHz bis etwa 10 kHz zeigt der Lautsprecherturm ein sehr homogenes Ab-
strahlverhalten. In diesem Bereich variieren die Pegelwerte nur um ±4 dB. Ab einer Fre-
quenz von 10 kHz treten etwas höhere Abweichungen auf, die eine Pegeldifferenz von 
±10 dB im Übertragungsbereich der Lautsprecher (bis 20 kHz) jedoch nicht überschreiten. 
In einem Frequenzbereich ab ca. 2 kHz kann die horizontale Schallabstrahlung des Lauts-
precherturmes daher als nahezu homogen betrachtet werden und ist somit für die Anwen-
dung im Rahmen tomographischer Messungen geeignet. 
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Abbildung 42: Richtungsmaß für verschiedene Frequenzen und Raumwinkel in der horizontalen Ebene für 
einen Lautsprecherturm (nach Starke, 2004). 
Um auch die vertikale Abhängigkeit der Abstrahlcharakteristik zu untersuchen, wurde in 
einer weiteren Messreihe der Polarwinkel ψ systematisch um jeweils 15° variiert. Der Ab-
stand zwischen Sender und Empfänger sowie der Azimutwinkel ϕ wurden konstant gehal-
ten. Das Dämpfungsmaß für diese Messung ist in Abbildung 43 dargestellt. Betrachtet man 
den Frequenzbereich ab 2 kHz für diese Untersuchung, fallen deutliche Inhomogenitäten 
auf, welche sowohl zwischen 2 kHz und 3 kHz auftreten als auch den Frequenzgang ober-
halb von 4 kHz charakterisieren. Die absoluten Differenzpegel liegen in vielen Winkel- 
und Frequenzbereichen bei -10 dB bis -20 dB und fallen zum Teil auf -50 dB ab. Lediglich 
ein sehr schmaler Bereich um die horizontale Ausrichtung (ψ = 0°, ψ = ± 180°) zeigt ein 
ähnliches Verhalten des frequenzabhängigen Schalldruckverlaufs, wie der Bezugsschall-
druck in der horizontalen Ebene selbst.  
 
 
Abbildung 43: Richtungsmaß für verschiedene Frequenzen und Raumwinkel in der vertikalen Ebene für ei-
nen Lautsprecherturm (nach Starke, 2004). 
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Die Inhomogenitäten, welche die vertikale Abhängigkeit der Schallabstrahlung charakteri-
sieren, sind im Wesentlichen auf die Anordnung der Lautsprecher zurückzuführen. Diese 
senden zeitsynchron und gleichphasig ein Schallsignal aus, wobei sich die Schallfelder der 
einzelnen Lautsprecher bei deren Ausbreitung überlagern. Eine solche Anordnung zweier 
Einzelschallquellen wird als akustischer Dipol bezeichnet, dessen akustisches Feld durch 
Überlagerung der Felder von zwei Punktschallquellen beschrieben werden kann (Pierce, 
1994). Die Simulation eines akustischen Dipols und der resultierenden vertikalen Richt-
charakteristik ist in Anhang C beschrieben.  
Intensive Untersuchungen zu den Eigenschaften der Lautsprechertürme und deren An-
wendbarkeit bei der akustischen Laufzeittomographie wurden im Rahmen einer Magister-
arbeit (Domke, 2005) durchgeführt. In dieser Arbeit wurde eine Lautsprecheranordnung 
vorgeschlagen, welche als geeignet beschrieben wird, um für tomographische Anwendun-
gen eingesetzt zu werden. Hierfür wurde jeweils ein Mikro-Lautsprecher vom Typ KDM-
15008-05 verwendet und derart in ein Testgehäuse montiert, dass eine nahezu halbkugel-
förmige Schallabstrahlung gewährleistet werden konnte. Untersuchungen der Richtcharak-
teristik einer solchen Anordnung zeigen, dass Pegelabweichungen für Abstrahlwinkel bei 
ca. 80° lediglich deutlich oberhalb von 10 kHz bezüglich der direkten Abstrahlrichtung 
auftreten und bei 20 kHz eine maximale Dämpfung von 8 dB erreichen. Als Vorteil wird 
genannt, dass durch die halbkugelförmige Abstrahlung bei Installation der Sender am 
Messfeldrand unerwünschte Schallabstrahlung aus dem Messfeld heraus vermieden wird. 
Auf diese Weise werden Störeinflüsse bei der Korrelationsanalyse verringert, welche z. B. 
durch Reflexion an Hindernissen (Wände) entstehen, die sich hinter dem Schallsender be-
finden.  
Nachteil einer solchen Konstruktion ist jedoch, dass durch die mechanischen Eigenschaf-
ten die Richtung der Abstrahlung begrenzt und somit die Anwendung der Lautsprecher auf 
bestimmte Bereiche (am Rand) des Tomographiegitters beschränkt ist. Es muss daher im 
konkreten Anwendungsfall entschieden werden, welche Lautsprecherkonstruktionen zum 
Einsatz kommen soll. Für Untersuchungen, welche im Rahmen dieser Arbeit durchgeführt 
wurden, fanden ausschließlich die Lautsprechertürme (Abbildung 40) Anwendung. 
6.1.3. Mikrophone 
Zur Aufzeichnung der akustischen Signale für die Laufzeitbestimmung werden ¼ Zoll 
Kondensatormessmikrophone vom Typ MI-17 der Firma AVM5 eingesetzt (Abbildung 
44). Ihre technischen Daten sind in Tabelle 7 zusammengefasst. Bei diesen Sensoren han-
delt es sich um Druckempfänger, d. h. es erfolgt die Detektion von Druckschwankungen, 
welche durch einen Schalldruck hervorgerufen werden und deren Umwandlung in mecha-
nische Schwingungen einer Membran (Veit, 1988). Um ein Messsignal zu erhalten, wird in 
                                                 
5
 AVM – Bertram Schapal, Forststraße 32, 64572 Büttelborn, Germany. 
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einem weiteren Schritt durch die im Mikrophon bereits integrierte Elektronik die mechani-
sche Energie in elektrische Energie umgewandelt und an die Messkarte übertragen.  
 
Abbildung 44: Kondensatormessmikrophon (1/4 Zoll) vom Typ "MI 17" der Firma AVM. 
Bei einem Druckempfänger ist die schwingende Membran vor einem geschlossenen Hohl-
raum angebracht, so dass einfallender Schall richtungsunabhängig detektiert wird. Eine 
Kapillaröffnung in der hinteren Begrenzungswand dient dem statischen Druckausgleich, 
kann jedoch die raschen Druckschwankungen, welche durch den Schall hervorgerufen 
werden, nicht ausgleichen. Druckempfänger zeichnen sich folglich dadurch aus, dass der 
Empfang akustischer Signale im Allgemeinen richtungsunabhängig erfolgt, die Richtcha-
rakteristik also derjenigen einer Kugel entspricht (Görne, 1996). Dies setzt jedoch voraus, 
dass die Frequenz des empfangenen Signals nicht zu hoch ist (Borucki, 1989).  
Tabelle 7: Eigenschaften der Mikrophone vom Typ MI-17 der Firma AVM. 
Frequenzbereich 20 Hz ... 4 kHz (± 0,5 dB) 
4 kHz ... 20 kHz (± 1,5 dB) 
Temperaturbereich -10 ... + 50°C 
Empfindlichkeit ca. 50 mV Pa-1 
Signal-Rausch-Abstand 30 dB lin (20 Hz ... 20 kHz) 
Max. Schalldruckpegel 130 dB 
 
Analog zu den Betrachtungen der Richtcharakteristik bei Schallsendern in Abhängigkeit 
von der Frequenz, ist auch die Richtwirkung von Mikrophonen abhängig vom Verhältnis 
zwischen Membrangröße und Frequenz bzw. Wellenlänge des Signals. Liegt die Wellen-
länge λ der einfallenden Schallwellen im Bereich des Membrandurchmessers oder darun-
ter, verursachen Reflexionen der einfallenden Schallwellen einen Druckstau an der Mem-
bran, wodurch sich Abweichungen der Richtcharakteristik von der einer Kugel ergeben 
(Steinke und Hoeg, 1984). Bei den verwendeten Schallempfängern vom Typ MI-17 beträgt 
der Membrandurchmesser ¼ Zoll (6,35 mm). Ein Signal, dessen Wellenlänge λ dem 
Membrandurchmesser entspricht, kann für eine Schallgeschwindigkeit von c = 330 m s-1 
nach Gleichung (2.14) berechnet werden. Die entsprechende Frequenz beträgt etwa 52 kHz 
und liegt damit deutlich über dem Frequenzbereich, in welchem das Mikrophon arbeitet 
und welcher für die akustisch tomographischen Messungen genutzt wird.  
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Eine Eigenart der Bauweise von Druckempfängern ist der Druckstaueffekt, welcher sich 
für alle Frequenzen bei annähernd senkrechter Beschallung der Membran auswirkt. In die-
sem Bereich findet eine Pegelerhöhung statt, welche auf ein Maximum des Druckstaus bei 
senkrechtem Schalleinfall zurückzuführen ist. Bei schrägem Einfall nimmt der Einfluss ab, 
bis er bei parallelem Einfall schließlich nicht mehr vorhanden ist (Görne, 1996). Für to-
mographische Anwendungen werden die Mikrophone daher senkrecht zur Messfläche in-
stalliert, so dass der Schall parallel zur Lage der Membran auf das Mikrophon trifft.  
6.2. Software 
Zur Durchführung der akustisch tomographischen Messungen wurde ein Softwarepaket 
entwickelt, mit welchem der gesamte Messprozess gesteuert werden kann. Hierzu zählen 
die Ansteuerung der Hardware, die Aufzeichnung der Schallsignale, die Laufzeitbestim-
mung sowie die anschließende tomographische Rekonstruktion der Verteilungen von Wind 
und Temperatur. Bei der Programmierung wurde Wert auf eine hohe Flexibilität bei der 
Messabfolge gelegt, um den Messablauf leicht an die aktuelle Problemstellung anpassen zu 
können. Hierfür stehen verschiedene Messmodi zur Verfügung, wobei einzelne Module 
des akustischen Systems aktiviert oder deaktiviert werden. Liegt der Schwerpunkt der 
Messung im Wesentlichen auf einer möglichst raschen Abfolge von Einzelmessungen, 
werden die akustischen Signale lediglich gesendet und für eine spätere Analyse aufge-
zeichnet. Sollen hingegen tomographische Techniken demonstriert werden, besteht die 
Möglichkeit der Echtzeit-Datenauswertung und Darstellung der Verteilungen für jede Ein-
zelmessung noch während des Messprozesses. Die softwaretechnische Realisierung eines 
solchen Messablaufs ist in Abbildung 45 dargestellt. 
Grundsätzlich lässt sich der Messprozess in folgende Abschnitte unterteilen: 
 Initialisierung,  
 Messung und Berechnung und 
 Abschluss der Messung. 
Die Initialisierungsphase dient der Einstellung wichtiger Mess- und Auswerteparameter. 
Hierzu zählen Hardwareeinstellungen, wie die Angabe genutzter Kanäle und deren Eigen-
schaften sowie die Konfiguration des Messablaufs. Verschiedene Parameter ermöglichen 
die Wahl des Sendesignals, die Angabe der zeitlichen Abfolge von Einzelmessungen und 
der Sendefolge (gleichzeitiges oder versetztes Senden) und die Angabe der Positionen der 
Schallsender und Empfänger. Soll die Auswertung der Messdaten während der Messung 
stattfinden, werden in dieser Phase ebenfalls tomographische Parameter vorgegeben.  
Nach der Initialisierung erfolgt die eigentliche Messung. Hierfür werden die gewählten 
Signale in der eingestellten Betriebsart ausgesendet und von den Mikrophonen empfangen 
und aufgezeichnet. Die folgende Analyse der Daten beginnt mit der Bestimmung der 
Schalllaufzeit durch Berechnung der Kreuzkorrelationsfunktion und der Suche nach der 
Lage des Maximums für jedes Sender-Empfänger-Paar (s. Kapitel 3, nähere Erläuterung 
der softwaretechnischen Implementierung in Kapitel 6.2.2). Im Anschluss erfolgt die 
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Trennung der Einflussgrößen Temperatur und Strömung (Kapitel 5.1.1), um danach die 
Verteilungen der skalaren Temperaturwerte und der vektoriellen Strömungsinformationen 
tomographisch zu berechnen und darzustellen (Kapitel 5.1.2 bzw. 5.1.3).  
 
 
Abbildung 45: Überblick über die Softwarestruktur für akustisch tomographische Messungen. 
Die Einzelmessungen erfolgen diskret, d. h. jeder Schallsender sendet ein definiertes Signal 
aus, welches an den Empfängern detektiert wird. Im Gegensatz dazu wäre eine kontinuier-
liche Aussendung der Schallsignale denkbar, wobei sichergestellt sein muss, dass ein ge-
meinsamer zeitlicher Bezug zwischen Senden und Empfangen gegeben ist. Dies könnte 
zum Beispiel dadurch gewährleistet werden, dass ein Empfangskanal zur zeitlichen Trigge-
rung eingesetzt wird. Ein solches Vorgehen würde jedoch die ohnehin begrenzte Zahl an 
Empfangskanälen weiter einschränken und wurde daher für die gegenwärtige Hardware-
konfiguration nicht weiter verfolgt. Die zeitliche Abfolge der Einzelmessungen erfolgt 
nach den vorgegebenen Messintervallen. Der Messzyklus wird beendet, wenn eine be-
stimmte Anzahl von Einzelmessungen durchgeführt wurde bzw. durch den Nutzer beendet 
wird. 
In der anschließenden Schlussphase wird die Hardware heruntergefahren, genutzter Spei-
cherplatz freigegeben und alle Dateien geschlossen. 
6.2.1. Schallsignale 
In Kapitel 3.3 wurden bereits Anforderungen an akustische Signale beschrieben, welche 
für akustisch tomographische Anwendungen eingesetzt werden können. Dieses Verfahren 
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beruht auf der Detektion der Lage des Maximums der Kreuzkorrelationsfunktion zwischen 
gesendetem und empfangenem Schallsignal. Wesentliche Voraussetzungen an die Signal-
eigenschaften war daher eine möglichst impulsförmige Autokorrelationsfunktion und Stör-
unanfälligkeit. Signalarten, welche diesen Eigenschaften am besten entsprechen, sind 
Chirpsignale (vgl. Kapitel 3.3.2) und pseudostochastische Rauschfolgen mit maximaler Pe-
riodenlänge (Maximallängenfolgen, MLS, vgl. Kapitel 3.3.3).  
Die Untersuchungen im Rahmen dieser Arbeit basieren auf Messungen mit Maximallän-
genfolgen. Diese bieten den Vorteil, dass ein gleichzeitiges Messen mit verschiedenen 
Signalen gleicher Länge möglich und eine Unterscheidbarkeit der Signale und deren Zu-
ordnung zu einem Schallsender gewährleistet ist. Hierdurch bleibt eine hohe Flexibilität 
bei der Wahl der Geometrie für die Anordnung der Sender und Empfänger gegeben. 
Die Grundlagen für die Erzeugung von MLS wurden bereits in Kapitel 3.3.3 dargestellt. 
Hierbei dienen sogenannte primitive Polynome als Basis für die Generierung der MLS. Für 
verschiedene Grade von Maximallängenfolgen wurden daher primitive Polynome gespei-
chert. Die Berechnung der MLS erfolgt nun basierend auf diesen Polynomen. Im Rahmen 
der akustischen Laufzeittomographie hat der Nutzer die Möglichkeit, den Grad der ge-
wünschten MLS anzugeben. Entsprechend der Anzahl der Ausgangskanäle werden im An-
schluss automatisch aus einer entsprechenden Anzahl primitiver Polynome verschiedene 
Folgen dieses Grades erzeugt, welche an die Messhardware übergeben werden.  
Bei der praktischen Nutzung dieser Signale für akustische Anwendungen ergeben sich je-
doch Unterschiede zu den theoretisch generierten Folgen. Zur Realisierung der Flanken-
steilheit der theoretischen Signale, bei welchen die Amplitude nahezu sprunghaft von +1 
auf –1 abfällt bzw. in umgekehrter Richtung ansteigt, ist eine unendlich hohe Bandbreite 
des Übertragungssystems nötig. Dies ist jedoch bei praktischen Anwendungen nicht gege-
ben, so dass sich die real gesendeten Folgen durch endliche Anstiegsgeschwindigkeiten 
und einen stetigen Verlauf der Zeitfunktion von den generierten Signalen unterscheiden. 
Die Bandbegrenzung wird dabei durch die Komponenten des Messsystems verursacht. 
Hierzu zählen die akustische Vielkanalmesskarte sowie Schallsender und Empfänger. Die 
akustische Messkarte tastet die analogen Signale mit einer Frequenz von 51,2 kHz ab, wo-
raus sich eine obere Bandbegrenzung des Signals entsprechend der Nyquistfrequenz von 
25,6 kHz ergibt. Die Lautsprecher haben laut Hersteller eine Bandbreite von 750 Hz bis 
20 kHz, wodurch der Übertragungsbereich weiter eingeschränkt wird.  
Zur Simulation des Effekts der Bandbegrenzung auf Maximallängenfolgen wurde für eine 
Bandbreite, welche derjenigen der Lautsprecher laut Herstellerangaben entspricht, eine 
MLS vom Grad 5 (vgl. Kap. 3.3.3, Abbildung 15) digital gefiltert (Butterworth Filter 
1. Ordnung mit den Bandpassgrenzen 750 Hz und 20 kHz). Das Ergebnis der originalen 
sowie der gefilterten Folge ist in Abbildung 46 dargestellt. 
Die Untersuchung zeigt zwei Effekte. Zum einen bewirkt die Filterung eine Änderung der 
Amplitudenwerte an den Stützstellen, welche zum Teil deutlich außerhalb des theoretisch 
erzeugten Intervalls von |± 1| liegen. Zum anderen bewirkt die Interpolation von Zwi-
schenwerten, wie sie in vergleichbarer Weise auch vom Digital-Analog-Wandler durchge-
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führt wird, eine weitere Amplitudenerhöhung. Bei der Aussendung der MLS ist daher da-
rauf zu achten, dass keine Übersteuerung der Hardware und somit ein Abschneiden der 
Spitzenwerte, auftritt. Die erzeugten Folgen dürfen daher nicht mit dem für die Hardware 
maximal möglichen Amplitudenwert gesendet werden. 
 
 
Abbildung 46: Theoretisch erzeugte Maximallängenfolge vom Grad 5 (primitives Polynom: x 5 + x 2 + 1) 
(graue Punkte) sowie deren bandpassgefilterte Repräsentation (schwarze Punkte) mit interpolierten Zwi-
schenwerten (schwarze Linie). Die zeitliche Abhängigkeit (Abszisse) ergibt sich aus der Abtastrate der akus-
tischen Messkarte (51,2 kHz), wobei jeweils ein Zeitschritt einem Wert der Maximallängenfolge zugeordnet 
wird. Die Realisierung der Bandpassfilterung erfolgte mit einem Butterworth-Filter 1. Ordnung mit den 
Bandpassgrenzen 750 Hz und 20 kHz.  
6.2.2. Laufzeitbestimmung 
Die Bestimmung der Laufzeit der akustischen Signale erfolgt mittels Kreuzkorrelation 
zwischen dem gesendeten und dem empfangenen Signal. Die Laufzeit entspricht der Lage 
des Maximums der Kreuzkorrelationsfunktion (vgl. Kapitel 3). Um eine Verbesserung der 
zeitlichen Auflösung, welche durch die Abtastrate der akustischen Vielkanalmesskarte 
vorgegeben ist, zu erhöhen, erfolgt eine Interpolation von Zwischenwerten unter Verwen-
dung der Samplingreihe (Kapitel 3.5, Gleichung (3.45)).  
Im vorigen Abschnitt (6.2.1) wurde der Effekt der Bandpassbegrenzung des akustischen 
Messsystems auf die Maximallängenfolgen beschrieben (vgl. Abbildung 46). Diese Be-
grenzung wirkt sich ebenfalls auf die Kreuzkorrelationsfunktion (Abbildung 47) aus. Die 
Lage des Maximums bei Betrachtung der diskreten Werte bleibt erhalten. Betrachtet man 
jedoch die interpolierten Werte, ist eine Verschiebung um etwa 5 µs festzustellen. Dies 
entspricht einer Verschiebung um etwa 0,25 Abtastwerte. Da diese Verschiebung jedoch 
auf das Übertragungsverhalten der Komponenten des akustischen Systems zurückzuführen 
ist, kann eine Korrektur bei der Analyse der Laufzeitdaten für die einzelnen Sender-
Empfänger-Kombinationen erfolgen.  
Neben der Verschiebung des Maximums fällt auf, dass die Steilheit der gefilterten KKF in 
direkter Umgebung des Maximums geringer ausfällt und das Maximum selbst niedriger ist 
als bei der Autokorrelationsfunktion der originalen Maximallängenfolge. Auch hierfür ist 
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die Bandpassbegrenzung verantwortlich. Einen ähnlichen Einfluss auf die KKF haben 
Störgeräusche aus der Umgebung. Um eine sichere Detektion der Lage des KKF-
Maximums sicherzustellen, dürfen diese Störungen durch die Umgebung nicht zu groß 
sein.  
Die Verwendung unterschiedlicher Signale (Maximallängenfolgen mit verschiedenen cha-
rakteristischen Polynomen) für jeden Sender ermöglicht eine eindeutige Zuordnung der 
Maxima der KKF zu den einzelnen Schallstrecken (vgl. Abbildung 17). Zur Erhöhung der 
räumlichen Auflösung wurden jedoch in vielen Fällen jeweils zwei Schallsender mit einem 
Signal betrieben und somit die Anzahl der verfügbaren Schallstrecken für die Analyse ver-
doppelt. In diesen Fällen weist die KKF zwei Maxima auf, welche den beiden Schallstre-
cken der Sender mit gleichem Signal zugeordnet werden müssen. Bei der Anordnung der 
Sender ist in diesem Fall darauf zu achten, dass die Streckenlängenunterschiede zwischen 
den Sendern mit gleichem Signal zu jedem Empfänger hinreichend groß sind, um die Ma-
xima eindeutig einer Strecke zuzuordnen (Arnold, 2000).  
Für die automatische Erkennung der Laufzeiten ergibt sich in diesem Fall die Schwierig-
keit, dass innerhalb einer Funktion zwei Maxima detektiert werden müssen, von denen das 
mit der höheren Laufzeit (größere Entfernung zwischen Schallsender und Empfänger) häu-
fig eine deutlich geringere Amplitude aufweist, als das Maximum der KKF, welches der 
kurzen Strecke zuzuordnen ist. Für solche Anwendungen erfolgt eine Fensterung der KKF, 
wobei für die Suche nach dem Maximum für eine bestimmte Strecke lediglich ein Teil der 
KKF betrachtet wird. Dieser ergibt sich aus der Streckenlänge selbst sowie (sehr groben) 
Vorgaben für den Temperaturbereich sowie maximale Strömungsgeschwindigkeiten im 
Messgebiet.  
 
 
Abbildung 47: Diskrete Autokorrelationsfunktion (Punkte) der MLS vom Grad 5 mit interpolierten Zwi-
schenwerten (grau) sowie Kreuzkorrelationsfunktion zwischen dieser MLS und der im Bereich zwischen 
750 Hz und 20 kHz bandpassgefilterten Realisierung (schwarz).  
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6.3. Genauigkeitsgrenzen 
In diesem Abschnitt soll die Genauigkeit des Verfahrens zur Bestimmung der Schallge-
schwindigkeit aus akustischen Messungen und daraus abgeleitet der Temperatur und Strö-
mung entlang einer Messstrecke abgeschätzt werden. Die Berechnung der effektiven 
Schallgeschwindigkeit entlang einer Messstrecke erfolgt aus diesen Größen nach Glei-
chung (5.1). Die Entfernung zwischen Sender und Empfänger wird hierbei geometrisch be-
stimmt und die Laufzeit durch Kreuzkorrelation des gesendeten mit dem empfangenen 
Signal ermittelt. Messunsicherheiten in Form von zufälligen Fehlern ergeben sich folglich 
für beide Messgrößen.  
Betrachtet man den Zusammenhang zwischen allen direkt gemessenen Größen xi und einer 
aus ihnen berechneten Größe y kann der Einfluss der Unsicherheiten der direkt gemessenen 
Größen u (xi ) auf die Unsicherheit der daraus abgeleitete Größe u (yi ) mit Hilfe der Fehler-
fortpflanzung nach Gauß abgeschätzt werden (vgl. Geschke et al., 1994). Diese ist gegeben 
durch 
 
( ) ( )
2
i
i i
y
u y u x
x
 ∂
=  ∂ 
∑ , (6.3) 
wobei vorausgesetzt wird, dass die Unsicherheiten der Messwerte zufällig verteilt und 
deutlich kleiner als die Messgröße selbst sind.  
Die maximale Unsicherheit bei der Bestimmung der effektiven Schallgeschwindigkeit 
u (ceff ) lässt sich aus den Unsicherheiten der Laufzeitmessung u (τ0 ) und der Entfernungs-
messung u (d ) berechnen  
 ( ) ( ) ( ) ( ) ( )eff eff eff effeff 0 0
0 0
c c c c
u c u d u u d u
d d
τ τ
τ τ
∂ ∂
= + = +
∂ ∂
. (6.4) 
Aus der Abtastfrequenz der Signale durch die Messkarte (51,2 kHz) folgt eine zeitliche 
Auflösung der empfangenen und digitalisierten Schallsignale von etwa 20 µs, welche 
durch Interpolation von Zwischenwerten erhöht werden kann. Zur Abschätzung des Größt-
fehlers wird eine resultierende Unsicherheit bei der Laufzeitmessung im Bereich von 3 µs 
angenommen.  
Die Unsicherheit bei der Entfernungsbestimmung hängt vorrangig von der verwendeten 
Messmethode ab. Für kleine Entfernungen (< 2 m) werden die Positionen der Sender und 
Empfänger mit einem Metermaß bestimmt. Die Abweichung liegt hier in der Größenord-
nung von 1 mm. Für größere Entfernungen erfolgt die Positionsbestimmung mit dem La-
sermeter DISTO basic der Firma Leica6 bzw. dem elektrischen Tachymeter Elta 5 der Fir-
ma Zeiss7. Der Messbereich des DISTO basic erstreckt sich laut Hersteller von 0,3 m bis 
                                                 
6
 Leica Geosystems AG, Geodesy, CH-9435 Heerbrugg, Switzerland 
7
 Carl Zeiss AG, Geschäftsbereich Vermessung, 73446 Oberkochen, Germany 
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30 m, die Reichweite des Elta 5 wird mit bis zu 1 km beim Einsatz von einem Prismenspie-
gel angegeben. Die Unsicherheit bei der Entfernungsbestimmung liegt bei beiden Geräten 
laut Hersteller in der Größenordnung von 5 mm.  
Substituiert man die Laufzeitabhängigkeit in Gleichung (6.4), kann die Unsicherheit bei 
der Bestimmung der effektiven Schallgeschwindigkeit in Abhängigkeit von der Entfernung 
zwischen Schallsender und Empfänger ausgedrückt werden 
 ( ) ( ) ( )
2
eff eff
eff 0
c c
u c u d u
d d
τ= + . (6.5) 
Die maximalen Unsicherheiten der Laplace‘schen Schallgeschwindigkeit u (cL ) und der 
Strömung u (|v |) können abgeschätzt werden zu 
 ( ) ( )L effu c u c=    bzw.   ( ) ( )effu v u c= . (6.6) 
Die Unsicherheit bei der Temperaturbestimmung lässt sich aus der Abhängigkeit der akus-
tisch virtuellen Temperatur von der Laplace‘schen Schallgeschwindigkeit (Gleichung 
(2.35)) bestimmen. Diese ist gegeben durch 
 ( ) ( ) ( )avLav L L
tr tr L
2 2 Tcu T u c u c
R cγ
= =
⋅
. (6.7) 
Bei kleinen Strömungsgeschwindigkeiten, d. h. für ceff ≈ cL, lässt sich die Temperaturunsi-
cherheit schreiben als  
 ( ) ( ) ( )( )avav L 02 Tu T u d c ud τ= + . (6.8) 
Die Unsicherheiten für Strömung bzw. Temperatur, welche sich nach den Gleichungen 
(6.6) bzw. (6.8) berechnen lassen, sind als absolute Unsicherheiten in Abbildung 48 ab-
hängig von der Entfernung zwischen Sender und Empfänger dargestellt.  
Für Messungen mit dem Tomographiemodell (vgl. Abbildung 38), bei welchem die Mess-
fläche eine Ausdehnung von 1,23 m × 1,23 m aufweist und Schallweglängen bis maximal 
1,7 m realisiert werden können, beträgt die Unsicherheit für die Temperaturbestimmung 
demnach über 1,4 K und diejenige für die Strömung über ca. 0,8 m s-1.  
Wesentlichen Einfluss auf diese hohen Unsicherheiten hat die Unsicherheit bei der Be-
stimmung der Schallweglängen. Untersucht man relative Änderungen der Temperatur und 
Strömung bezüglich einer (bekannten) Ausgangssituation, können die Unsicherheiten bei 
der Entfernungsbestimmung vernachlässigt werden, wenn sich der Aufbau während einer 
Messung nicht ändert. In diesem Fall ergibt sich eine relative Unsicherheit für Temperatur 
und Strömung, welche lediglich von der Unsicherheit bei der Laufzeitbestimmung abhängt 
und als schwarz gestrichelte Linie in Abbildung 48 dargestellt ist. Relative Messungen be-
züglich einer Anfangsverteilung können für das Tomographiemodell demnach mit einer 
Temperaturunsicherheit von minimal 0,4 K und einer Unsicherheit der Strömungsbestim-
mung von 0,2 m s-1 realisiert werden. Aus dem Zusammenhang der Unsicherheiten geht 
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weiterhin hervor, dass zu geringe Abstände zwischen Sendern und Empfängern vermieden 
werden sollten, um signifikante Werte für Temperatur und Strömung berechnen zu können. 
Neben den zufälligen Fehlern, welche in den letzten Absätzen analysiert wurden, treten bei 
akustischen Laufzeitmessungen systematische Fehler auf. Hierzu zählt die Verzögerung 
der Schallaussendung, welche durch die Messkarte hervorgerufen wird (Kapitel 6.1.1), so-
wie die Bandpassbegrenzung der Signale durch die akustischen Komponenten des Mess-
systems, welche ebenfalls eine Verschiebung des Kreuzkorrelationsmaximums bewirkt. 
Weiterhin verursacht die räumliche Ausdehnung der Sensoren, insbesondere der Lautspre-
cher, die Messung einer scheinbar größeren Laufzeit, als nach den Gleichungen (5.1) sowie 
(2.35) und (2.39) erwartet.  
Der Einfluss dieser Effekte kann jedoch durch Messungen bei bekannten Umgebungsbe-
dingungen bezüglich Temperatur, Gaszusammensetzung und Strömung für die einzelnen 
Sender- und Empfängerstrecken bestimmt werden. Hierfür werden aus den bekannten 
Temperatur- und Strömungsdaten für verschiedene Entfernungen theoretisch erwartete 
Schalllaufzeiten berechnet und mittels akustischen Laufzeitmessungen praktisch ermittelt. 
Betrachtet man die Abhängigkeit der gemessenen Laufzeiten von den berechneten Werten, 
ergibt sich ein konstanter Versatz, die Latenz- oder Verzögerungszeit. Diese kann genutzt 
werden, um die Laufzeitmessungen bei akustisch tomographischen Untersuchungen zu 
korrigieren.  
 
 
Abbildung 48: Unsicherheiten bei der Bestimmung von Temperatur und Strömung aus akustischen Laufzeit-
messungen bei einer akustisch virtuellen Temperatur von 293.15 K. Unsicherheiten ohne Referenzmessung 
(absolute Unsicherheiten) ergeben sich unter Berücksichtigung des gekoppelten Einflusses der Unsicherhei-
ten bei Laufzeit- und Entfernungsbestimmung. Unsicherheiten mit Referenzmessung (relative Unsicherheiten) 
beziehen sich auf Messungen, welche im Vergleich zu einer Anfangs-/ Referenzmessung unter bekannten ho-
mogenen Bedingungen (keine Temperaturunterschiede, keine Strömung) im Untersuchungsgebiet vorge-
nommen werden. Aus der Initialmessung können Laufwegkorrekturen abgeleitet werden, so dass bei den 
nachfolgenden Messungen die Unsicherheiten infolge der Entfernungsbestimmung vernachlässigt werden 
können. 
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Vergleichsmessungen zwischen akustisch bestimmten Temperatur- und Strömungswerten 
sowie alternativen Messverfahren wurden im Rahmen einer Diplomarbeit (Seliger, 2005) 
durchgeführt. Die Bestimmung der Lufttemperatur sowie der Luftfeuchte erfolgte mit Hilfe 
eines Aspirationspsychrometers nach Assmann (Assmann, 1892; aktuelles Messgerät siehe 
Fischer, 2006). Aus diesen Daten konnte nach Gleichung (2.34) die akustisch virtuelle 
Temperatur berechnet werden. Ein Vergleich dieser Temperatur mit der akustisch be-
stimmten Temperatur hat gezeigt, dass die Größen im Bereich der Fehlertoleranzen der 
Messsysteme übereinstimmen. Untersuchungen im Windkanal haben weiterhin gezeigt, 
dass die Ergebnisse der Strömungsmessung ebenfalls vergleichbare Werte liefern. 
6.4. Beispiel einer Laufzeitmessung 
Im folgenden Abschnitt soll ein kurzes Beispiel die Laufzeitbestimmung demonstrieren. 
Hierfür wurden 4 Schallsender in verschiedenen Abständen, zwischen etwa 0,4 m und 
1,4 m, von einem Empfänger positioniert. Als Sendesignal wurden Maximallängenfolgen 
vom Grad 13, bestehend aus 213-1 = 8191 Abtastwerten, gewählt. Entsprechend der akus-
tischen Messkarte, welche mit einer Abtastrate von 51,2 kHz arbeitet, entspricht dies einer 
Signaldauer von ca. 160 ms. Für jeden Schallsender wurde eine andere MLS erzeugt und 
alle Signale gleichzeitig ausgesendet. Das am Lautsprecher detektierte Signal, welches ab 
Aussendung für eine Länge von 1 s empfangen wurde, ist in Abbildung 49 dargestellt.  
 
 
Abbildung 49: An einem Mikrophon empfangenes Zeitsignal von vier Lautsprechern. Die Aussendung der 
Schallsignale erfolgte gleichzeitig, der räumliche Abstand der Sender zum Empfänger betrug zwischen 0,4 m 
und 1,4 m. Jeder Sender hat eine andere Maximallängenfolge vom Grad 13 (8191 Werte, Signaldauer ca. 
160 ms) ausgesendet.  
Das empfangene Signal kann in drei Bereiche unterteilt werden. Am Anfang, bis ca. 
382 ms, sind lediglich geringe Amplitudenschwankungen festzustellen. Dieser Abschnitt 
enthält neben der Laufzeit der Schallsignale die zeitliche Verzögerung der Schallaussen-
dung, welche durch die Messkarte hervorgerufen wird (Kapitel 6.1.1) sowie die akustische 
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Totzeit (Latenz-/ Verzögerungszeit), welche im Wesentlichen von den Schallsendern ab-
hängt. Der zeitliche Versatz, der durch die Messkarte hervorgerufen wird, wurde durch di-
rekte Rückkopplung der Ausgänge an die Eingänge für die verwendete Messkarte zu 
19495 Abtastwerten bestimmt.  
Der zweite Bereich ist durch die Ankunft der überlagerten Messsignale gekennzeichnet. 
Hier ist die Amplitude deutlich höher und hat einen nahezu konstanten Verlauf. Der Be-
ginn des Amplitudenabfalles, welcher bei ca. 545 ms einsetzt, entspricht dem Ende des 
Empfangs der direkten Schallsignale. Die Gesamtdauer der Signalübertragung kann daher 
mit etwa 163 ms angegeben werden und entspricht der Länge der Schallsignale zuzüglich 
ihrer maximalen Laufzeit.  
Der dritte Aufzeichnungsabschnitt ist durch einen Amplitudenrückgang auf das Ausgangs-
niveau geprägt. Ursache für den allmählichen Rückgang sind zum einen Ausschwingvor-
gänge des akustischen Systems, zum anderen verzögerte Signalankünfte durch verschie-
denartige Reflexionen an Begrenzungsflächen innerhalb des Messraumes. 
Um die Laufzeitdaten zu bestimmen, wurden die ersten 19495 Werte des empfangenen 
Signals abgeschnitten und die verbleibende Zeitreihe jeweils mit den Maximallängenfol-
gen der einzelnen Schallsender kreuzkorreliert. Die Ergebnisse der Kreuzkorrelation zeigt 
Abbildung 50. Deutlich sichtbar sind die Maxima der KKF, welche bei verschiedenen zeit-
lichen Verschiebungen bezüglich der Schallaussendung zu finden sind. Weiterhin fällt auf, 
dass die Amplitude der Maxima in Abhängigkeit von der zeitlichen Verschiebung variie-
ren, wobei große Amplituden bei geringen Verschiebungen auftreten. Da eine geringe Ver-
schiebung einer kurzen Laufzeit und damit im Allgemeinen einer geringen Entfernung 
zwischen Sender und Empfänger entspricht, ist dies auf die weniger stark gedämpfte Amp-
litude des empfangenen Signals selbst zurückzuführen.  
 
 
Abbildung 50: Kreuzkorrelationsfunktionen des empfangenen Signals mit den vom jeweiligen Sender (S1, S2, 
S3 und S4) gesendeten Maximallängenfolgen. Die Lage der Maxima entspricht der Laufzeit der akustischen 
Signale und ist in den Zeitverläufen für alle Sender durch eine gepunktete Linie gekennzeichnet.  
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Die Lage des Maximums der jeweiligen KKF wurde bestimmt, nachdem eine Interpolation 
von Zwischenwerten (vgl. Kapitel 3.5) durchgeführt wurde. Um die tatsächliche Schall-
laufzeit zu erhalten, wurde von diesem Wert die Totzeit der Schallsender (3 Abtastwerte) 
subtrahiert. Die Ergebnisse für die einzelnen Strecken der Beispielmessung sowie deren 
Unsicherheiten sind in Tabelle 8 zusammengefasst.  
Tabelle 8: Messdaten für verschiedene Schallstrecken, welche durch gleichzeitiges Aussenden von vier Ma-
ximallängenfolgen vom Grad 13 und anschließender Kreuzkorrelation gewonnen wurden. Die Fehleranga-
ben ergeben sich aus den theoretischen Betrachtungen in Kapitel 6.3. 
Sender Laufweg in m Laufzeit in ms ceff in m s-1 
S1 0,766 2,237 342,4 ± 1,8 
S2 1,424 4,138 344,1 ± 1,0 
S3 1,258 3,658 343,9 ± 1,1 
S4 0,378 1,108 341,2 ± 3,7 
 
Die resultierenden effektiven Schallgeschwindigkeiten sind in einem Bereich zwischen 
341,2 m s-1 und 344,1 m s-1 angesiedelt. Die Differenzen zwischen den Werten liegen je-
doch zum Teil im Unsicherheitsbereich der Messungen für die betrachteten Entfernungen. 
Es wird ebenfalls deutlich, dass die Abweichungen der Werte bei kleinen Entfernungen 
deutlich größer sind, als die Abweichungen bei vergleichsweise langen Messstrecken. Es 
ist bei dem Entwurf des Aufbaus der Sender und Empfänger für akustisch tomographische 
Messungen daher darauf zu achten, nicht zu geringe Laufwege zuzulassen.  

 7. Experimentelle Umsetzung 
Ziel der akustischen Laufzeittomographie ist die Erfassung meteorologischer Parameter in 
ihrer flächenhaften Verteilung. Bisher wurden Rekonstruktionen synthetisch erzeugter Fel-
der gezeigt sowie Laufzeitmessungen entlang einzelner Schallausbreitungswege. In den 
folgenden Abschnitten werden zwei Beispiele tomographischer Messungen für verschiede-
ne Fragestellungen dargestellt.  
7.1. Atmosphären-Simulationskammer SAPHIR 
Die Atmosphären-Simulationskammer SAPHIR (Simulation of Atmospheric PHotoche-
mistry In a large Reaction chamber) ist ein experimentelles Großgerät auf dem Gelände 
des Forschungszentrums Jülich, Institut für Chemie und Dynamik der Geosphäre II: Tro-
posphäre (50°54'33.2''N, 6°24'43.6''E), und dient der Untersuchung photochemischer Pro-
zesse der Troposphäre unter naturnahen Bedingungen. Die Kammer hat eine nahezu zy-
lindrische Form mit einem Durchmesser von 5 m und einer Länge von 18 m. Die Längs-
achse des Zylinders verläuft in Nord-Süd-Richtung. Das eingeschlossene Gasvolumen 
(270 m3) wird von einer doppelwandigen Teflonfolie begrenzt, die für ultraviolette Strah-
lung durchlässig ist (Bohn und Zilken, 2004). Die Teflonhülle ist an einem Metallrahmen 
befestigt und kann durch ein Jalousiensystem abgeschattet werden (Abbildung 51). Es er-
folgt keine thermische Isolation des Gasvolumens in der Atmosphären-Simulationskam-
mer, so dass die Temperaturen in der Kammer den Umgebungstemperaturen folgen. Die 
Gaszusammensetzung, insbesondere die Konzentration atmosphärischer Spurengase, ist in 
SAPHIR an verschiedenste troposphärische Fragestellungen anpassbar (Brauers et al., 
2007; Schlosser et al., 2007). Die Atmosphären-Simulationskammer bietet somit die Mög-
lichkeit, komplexe Systeme atmosphärischer Chemie gezielt zu untersuchen. Störungen 
durch nicht quantifizierbare oder unbekannte Quellen von Spurengasen, Transportphäno-
mene von Bestandteilen durch z. B. Wind sowie unzuverlässige Witterungsverhältnisse 
können ausgeschlossen werden. Des Weiteren können die Untersuchungsbedingungen 
wohldefiniert reguliert werden und zeichnen sich durch ihre Reproduzierbarkeit aus. Die 
Ergebnisse, die aus Untersuchungen in SAPHIR gewonnen werden, dienen der Verifizie-
rung von troposphärischen Chemiemodellen sowie der Verbesserung des Verständnisses 
chemischer Prozesse. Des Weiteren können in der Kammer verschiedene Messverfahren 
miteinander verglichen sowie Ergebnisse von Feldexperimenten unter definierten Bedin-
gungen nachempfunden werden (SAPHIR, 2005).  
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Abbildung 51: Atmosphärensimulationskammer SAPHIR (Simulation of Atmospheric PHotochemistry In a 
large Reaction chamber) zur Untersuchung photochemischer Prozesse unter definierten naturnahen Bedin-
gungen. Die Untersuchung der chemischen Prozesse im Gasvolumen kann bei unterschiedlichen Lichtver-
hältnissen erfolgen. Hierfür wird ein Jalousiensystem genutzt, welches in geschlossenem Zustand ein Ein-
dringen solarer Strahlung in das Messvolumen vollständig verhindert (links) bzw. bei vollständiger Öffnung 
(rechts) ungehindert zulässt. Die Längsachse der Kammer verläuft in Nord-Süd-Richtung. Die dargestellten 
Aufnahmen wurden aus (nord-) östlicher Richtung aufgenommen. 
7.1.1. Hintergrund der Messung 
Die Beschreibung chemischer Prozesse erfolgt in Abhängigkeit von den zur Verfügung 
stehenden chemischen Elemente, deren Konzentration sowie den Umgebungsbedingungen 
während der Reaktion. Wesentliche Prozesse, die in SAPHIR untersucht werden, sind 
durch photochemische Umwandlungen angetriebene Folgen chemischer Reaktionen. Zum 
Beispiel zerfällt Ozon (O3) durch den Einfall hochenergetischer solarer UV-B-Strahlung 
(hν ; λ : Wellenlänge) in ein energetisch angeregtes Sauerstoffatom (O(1D)) sowie ein 
Sauerstoffmolekül (O2). Das O(1D) reagiert daraufhin z. B. mit Wasserdampf, wodurch 
zwei Hydroxyl-Radikale (OH) gebildet werden. Diese wiederum reagieren mit einer Viel-
zahl von Spurengasen in der Atmosphäre und tragen damit zu deren Abbau bei (z. B. Bohn 
und Zilken, 2004) 
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Die Geschwindigkeit, mit der die chemischen Reaktionen ablaufen, ist maßgeblich von den 
Reaktionspartnern und deren Konzentration abhängig. Für photochemische Prozesse be-
wirkt eine erhöhte Bestrahlungsstärke im entsprechenden Wellenlängenbereich eine Erhö-
hung der Reaktionsgeschwindigkeit. Findet die Reaktion ohne den Einfluss von Strahlung 
statt, hängt die Reaktionsgeschwindigkeit im Allgemeinen von der Temperatur des Reakti-
onsgemisches ab (Atkins, 2001).  
Neben der Bestimmung der aktuellen Zusammensetzung des Gasgemisches wird in 
SAPHIR bei den Untersuchungen auch die Temperatur erfasst. Dies erfolgt mit einem Ult-
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raschallanemometer USA-1 der Firma METEK8 (Bohn et al., 2005). Ein solches Gerät be-
stimmt die Temperatur (akustisch virtuelle Temperatur) und den dreidimensionalen Strö-
mungsvektor innerhalb eines kleinen Volumens. Das Messprinzip beruht auf der Abhän-
gigkeit der Schallgeschwindigkeit von der Temperatur und Strömungsgeschwindigkeit ent-
lang des Ausbreitungsweges akustischer Signale. Über die Bestimmung der Laufzeit kur-
zer akustischer Ultraschallimpulse zwischen fixierten Sender- und Empfängerpaaren mit 
einem Abstand von 17,5 cm werden auf die meteorologischen Parameter geschlossen. 
Aufgrund des großen Messvolumens in SAPHIR kann diese Temperaturmessung als 
Punktmessung betrachtet werden. Aussagen über die horizontale oder vertikale Verteilung 
der Temperatur können damit nicht getroffen werden.  
Zur Beschreibung der Reaktionsgeschwindigkeiten wird jedoch eine homogene Verteilung 
der Temperatur im gesamten Kammervolumen vorausgesetzt. Bei gleichmäßiger Vertei-
lung der Gasbestandteile innerhalb des Kammervolumens wird daher von Reaktionen aus-
gegangen, die im Zeitbereich der Messung überall mit gleicher Geschwindigkeit ablaufen.  
Das System der akustischen Tomographie ist bei geeigneter Anordnung der akustischen 
Messstellen in der Lage, Aussagen über die Verteilung der Temperatur zu treffen. Um 
mögliche Temperaturunterschiede durch Strahlungsprozesse in SAPHIR abzuschätzen, ist 
insbesondere die Homogenität der vertikalen Temperaturschichtung von Interesse, die bei 
verschiedenen Intensitäten der Bestrahlung der Atmosphären-Simulationskammer durch 
solare Strahlung erreicht wird. 
Die Untersuchungen der Reaktionskinetik in der Atmosphären-Simulationskammer erfol-
gen über eine Zeitspanne im Bereich von einigen Stunden. Aufgrund der thermischen 
Kopplung von SAPHIR an die Umgebung können in einem solchen Zeitintervall Tempera-
turschwankungen im Bereich von 6 bis 8 K auftreten (Bohn et al., 2005; Poppe et al., 
2007). Mit diesem Hintergrund kann das Kammervolumen hinsichtlich der temperaturab-
hängigen Reaktionskonstanten chemischer Prozesse als (chemisch) homogen betrachtet 
werden, wenn die Temperaturunterschiede innerhalb des Volumens zu einer Zeit einen 
Wert von 6 bis 8 K nicht überschreiten. Andernfalls wäre eine lokal differenzierte Betrach-
tung chemischer Reaktionsgeschwindigkeiten erforderlich. 
7.1.2. Messtechnik 
Im Rahmen der Routinemessungen werden in der Atmosphären-Simulationskammer ver-
schiedene Daten aufgezeichnet. Zu ihnen zählen Temperatur-, Feuchte- und Druckwerte, 
Indikatoren über den Zustand der Beschattung der Kammer (Jalousienöffnung, Giebel, 
Schatten) sowie der Sonnenzenitwinkel. Ein Ultraschallanemometer liefert minütlich Da-
ten zur akustisch virtuellen Temperatur und zur Strömung (dreidimensionaler Windvektor) 
an einem Punkt in der Kammer.  
                                                 
8
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Ziel der Untersuchungen in SAPHIR war das Erfassen der vertikalen Temperaturstruktur 
innerhalb des Kammervolumens in Abhängigkeit von externen Parametern wie solarer 
Einstrahlung. Zu diesem Zweck wurde das akustisch tomographische System parallel zu 
den Giebelseiten in vertikaler Ausrichtung in der Atmosphären-Simulationskammer instal-
liert (Abbildung 52, links). Die akustische Messkarte, ein Vorgängermodell der in Kapitel 
6.1.1 beschriebenen Hardware, verfügte über jeweils 4 separate Sende- und Empfangska-
näle bei sonst gleichen Messparametern wie der Digitalisierungszeit von 51,2 kHz. Durch 
die Nutzung von insgesamt 8 Schallsendern und 4 Empfängern wurde die zum Messzeit-
punkt verfügbare Kanalzahl vollständig ausgenutzt, wobei ein Sendesignal zeitgleich von 
jeweils zwei Lautsprechern ausgesendet wurde. Die Sensoren wurden an einer quadrati-
schen Rahmenkonstruktion befestigt und so ausgerichtet, dass die eingeschlossene Unter-
suchungsfläche homogen von Schallstrecken durchlaufen wird und aufgrund der Laufweg-
differenzen eine eindeutige Zuordnung der Sendesignale zum entsprechenden Lautsprecher 
gewährleistet ist. Die Länge der Messstrecken zwischen den einzelnen Sender- und Emp-
fängerpaaren im Untersuchungsgebiet variierte zwischen 0,9 m und 3,8 m.  
 
 
Abbildung 52: Akustische Tomographiemessfläche in SAPHIR mit einer Ausdehnung von 3,3 m × 3,3 m. 
Links: Vertikale Anordnung der quadratischen Rahmenkonstruktion mit den daran befestigten Schallsendern 
und Empfängern im Inneren der Atmosphären-Simulationskammer (Blick in Richtung Nordgiebel). Rechts: 
Schematische Darstellung des Versuchsaufbaus bestehend aus 8 Schallsendern (S1...S8) und 4 Empfängern 
(R1...R4), den sich ergebenden Schallstrecken (graue Linien) sowie die Gitterzelleneinteilung (dünne 
schwarze Linien) für die tomographische Rekonstruktion. Die Kantenlänge der zentralen Gitterzellen beträgt 
0,7 m. 
Die Gesamtausdehnung der quadratischen Messfläche betrug 3,3 m × 3,3 m. Sie wurde in 
Gitterzellen unterteilt, die im zentralen Bereich eine Größe von 0,7 m × 0,7 m aufwiesen 
(Abbildung 52, rechts). Die Rahmenkonstruktion wurde zentral im Querschnitt von 
SAPHIR angebracht, so dass sich die untere Grenze der Messfläche 0,85 m über und die 
obere Messflächengrenze in 4,15 m über der unteren Folienbegrenzung der Atmosphä-
ren-Simulationskammer befand.  
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Als akustische Signale wurden 4 verschiedene Maximallängenfolgen vom Grad 13 (Signal-
länge: 160 ms) eingesetzt. Die Signale wurden alle 10 Sekunden ausgesendet, empfangen 
und in Laufzeiten umgerechnet.  
Für Vergleichsmessungen wurden zwei HUMITTER 50 Y – Messfühler der Firma Vaisa-
la9 in zwei verschiedenen Höhen (0,4 m und 3,3 m) innerhalb der Kammer angebracht. 
Diese Messgeräte erfassen Temperatur (Widerstandsthermometer; Pt 1000 Sensor) und 
Feuchte (kapazitiver Feuchtesensor) an jeweils einem Punkt. Die Messfühler sind in venti-
lierten Strahlungsschutzhütten untergebracht (Abbildung 53). Sie setzen sich aus einem 
doppelwandigen polierten Edelstahlrohr zusammen, an dessen oberem Ende ein Ventilator 
angebracht ist. Die Behausung verhindert das direkte Auftreffen von solarer Strahlung und 
minimiert somit einen Strahlungseinfluss auf die gemessenen Temperatur- und Feuchte-
werte. Der Ventilator führt die Luft am Sensor vorbei und garantiert eine Strömungsge-
schwindigkeit von mindestens 3 m s-1. Laborexperimente haben gezeigt, dass mit den 
HUMITTER 50 Y-Sensoren in den beschriebenen Hütten eine Genauigkeit von unter 
0,1 K für die Temperatur und eine Genauigkeit von 3% für die relative Feuchte erreicht 
werden kann (Schienbein und Arnold, 2001; Schienbein und Arnold, 2002). Zeitliche und 
räumliche Unterschiede zwischen den beiden Messpunkten sind mit diesen Fühlern daher 
gut nachweisbar. Die Abtastung der Daten erfolgte alle 3 Sekunden, die Aufzeichnung von 
Mittelwerten alle 30 s.  
 
 
Abbildung 53: Ventilierte Strahlungsschutzhütte mit HUMITTER 50 Y-Fühler, montiert in 3,3 m Höhe inner-
halb SAPHIR. 
7.1.3. Ergebnisse der Messungen - Temperaturverteilung 
Die Messungen in der Atmosphären-Simulationskammer SAPHIR in Abhängigkeit von 
der Beschattung des Gasvolumens erfolgten im Zeitraum vom 27.03.2004-30.03.2004. Die 
Großwetterlage im Westen Deutschlands war während des Messzeitraumes (ab 28.03.) 
durch Hochdruckeinfluss geprägt. Es war trocken und wolkenlos. Entsprechend des Son-
nenstandes und unter Berücksichtigung der Durchlässigkeit der Atmosphäre für solare 
Strahlung in Abhängigkeit vom Lichtweg durch die Atmosphäre nach einer einfachen Pa-
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rametrisierung von Burridge und Gadd im Jahr 1974 (s. Stull, 1997) betrug der maximale 
Energieeintrag durch solare Einstrahlung bei Sonnenhöchststand an diesen Tagen um 
850 W m-2. Die Tageshöchsttemperaturen stiegen von anfänglich 7°C am 27.03.2004 auf 
18°C am 30.03. an. Die nächtlichen Tiefstwerte stiegen im selben Zeitraum von anfänglich 
–4°C auf 5°C zum Ende der Messperiode hin an.  
Für die Analyse der vertikalen Temperaturstruktur wurden alle 10 Sekunden akustische 
Laufzeitmessungen entlang 32 verschiedener Schallwege durch das Untersuchungsgebiet 
durchgeführt. Die tomographische Rekonstruktion der Temperaturwerte erfolgte im An-
schluss an die Messung für die zuvor festgelegte Gitterzellengröße direkt aus den gemes-
senen Laufzeitdaten. Zur Berechnung der Temperaturen wurde eine schwache Kopplung 
zwischen den einzelnen Zellen zugelassen (Wichtungsfaktor: 0,01 für alle Nachbarzellen; 
vgl. Kapitel 5.1.2). Der iterative Prozess zur tomographischen Bestimmung der Tempera-
turwerte in den Gitterzellen wurde nach 100 Iterationsschritten abgebrochen.  
Eine Trennung zwischen Temperatur- und Strömungseinfluss auf die Schallgeschwindig-
keit wurde aus zwei Gründen bei dieser Messung nicht durchgeführt: Zum einen erlaubte 
die begrenzte Zahl der akustischen Messkanäle keine paarweise Anordnung der Schallsen-
der und Empfänger. Eine entsprechende Anordnung mit bidirektionalen Streckenpaaren 
hätte mit je 4 Schallsendern und Empfängern eine wesentlich schlechtere räumliche Über-
deckung des Messgebietes mit Schallstrecken bewirkt. Zum anderen wurden innerhalb des 
Untersuchungsgebietes Strömungsgeschwindigkeiten erwartet, die im Bereich der Messge-
nauigkeit der akustischen Messungen selbst liegen. In Anlehnung an die Betrachtungen in 
Kapitel 6.3 kann die Unsicherheit bei der Bestimmung der Schallgeschwindigkeit auf 
Schallstrecken zwischen 0,9 m und 3,8 m relativ zu einer Anfangsmessung mit ≤ 0,35 m s-1 
für die kürzesten Strecken und ≤ 0,1 m s-1 für die längsten Strecken angegeben werden.  
Zunächst wurden die Temperaturwerte, die mit den HUMITTER 50 Y-Fühlern gemessen 
wurden mit den akustisch tomographisch bestimmten Werten verglichen. Hierfür wurden 
räumliche Mittelwerte innerhalb des Tomographiegitters berechnet und eine zeitliche Mit-
telung von 6 Einzelmessungen (1-Minuten-Mittelwert) bestimmt. Die Temperaturwerte der 
HUMITTER 50 Y-Fühler wurden in akustisch virtuelle Temperaturwerte umgerechnet. 
Hierfür sind die relativen Feuchtewerte, welche ebenfalls mit den HUMITTER 50 Y-
Fühlern bestimmt wurden, sowie Druckdaten einer unabhängigen Drucksonde zur Be-
stimmung der spezifischen Feuchte verwendet worden. Die Temperaturwerte in den beiden 
Messhöhen wurden anschließend ebenfalls gemittelt und 1-Minuten-Mittelwerte bestimmt. 
Ein beispielhafter zeitlicher Verlauf der mittleren akustisch virtuellen Temperaturen beider 
Systeme vom 29.03.2004 ist in Abbildung 54 gegenübergestellt. Zeitbereiche, in denen das 
Jalousiensystem vollständig geschlossen ist (Beschattung des Gasvolumens) sind als graue 
Flächen hinterlegt.  
Beide Temperaturmessverfahren zeigen qualitativ einen ähnlichen zeitlichen Verlauf der 
Temperaturwerte. Nach einer leichten Auskühlung bis in die frühen Morgenstunden ist mit 
zunehmender Sonnenhöhe ein starker Temperaturanstieg zu beobachten, dessen Intensität 
am Vormittag leicht nachlässt. Nach Schließen des Jalousiensystems am Mittag, wird von 
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beiden Messverfahren ein Anstieg der Temperaturen erfasst, welche nach erneutem Öffnen 
des Daches auf das Niveau von vor der Schließung zurückgehen. Anschließend steigen sie 
erneut und erreichen am frühen Nachmittag ihr Maximum. Nach einem anfänglichen 
leichten Temperaturrückgang steigt die Temperatur nach dem Schließen des Jalousiensys-
tems kurzzeitig erneut an und fällt dann kontinuierlich weiter bis zum Tagesende.  
 
 
Abbildung 54: Gegenüberstellung von 1-Minuten-Mittelwerten der Flächenmitteltemperatur der vertikalen 
Messfläche (Mittelung aller Gitterzellenwerte nach tomographischer Rekonstruktion) und der akustisch vir-
tuellen Temperatur, welche als Mittelwert der beiden HUMITTER 50 Y-Fühler unter Berücksichtigung der 
aktuellen Feuchte bestimmt wurde. Grau hinterlegte Flächen im Diagramm entsprechen Zeiten, in denen das 
Jalousiensystem vollständig geschlossen war. 
Die quantitative Übereinstimmung zwischen den Temperaturwerten, welche mit den ver-
schiedenen Messsystemen erfasst wurden, ist in den Zeitbereichen mit Beschattung der 
Kammer, insbesondere am Abend zwischen 19:00 und 23:00 UTC, maximal. Ist das Jalou-
siensystem geöffnet, weichen die Werte stärker voneinander ab und erreichen mit etwa 
1,1 K Differenz ihr Maximum gegen 10:45 UTC. Eine Differenz der Temperaturwerte in 
der Größenordnung von 1 K tritt auch an den anderen Tagen auf, überschreitet einen Wert 
von 1,2 K jedoch nie. 
Eine deckungsgleiche Übereinstimmung der Temperaturwerte konnte nicht erwartet wer-
den. Grund hierfür ist die grundsätzliche Verschiedenheit der Messverfahren und des be-
probten Volumens (Punktmessung vs. Linien- bzw. Flächenmessung). Zum anderen unter-
scheidet sich die räumliche Lage der Sensoren innerhalb der Kammer, so dass sich bei in-
homogener Temperaturverteilung bereits hierdurch Differenzen ergeben können.  
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Eine weitere Ursache für Unterschiede zwischen den verschiedenen Verfahren liegt in der 
Bestimmung der Temperatur begründet. Die Berechnung dieser Werte erfolgt bei den 
akustischen Messungen unter Annahme einer konstanten Zusammensetzung des Gasgemi-
sches in der Atmosphären-Simulationskammer. Das Gasgemisch in SAPHIR wurde durch 
einen Gasstrom, bestehend aus Stickstoff (N2) und Sauerstoff (O2) gespeist. Der Anteil an 
Sauerstoff am gesamten Gaszustrom betrug zwischen 21 Vol% und 23 Vol%, so dass eine 
mittlere Konzentration von 22 Vol% in der Atmosphären-Simulationskammer vorherrsch-
te. Weitere Gasbestandteile im Messvolumen waren Wasserdampf und Kohlendioxid 
(CO2), dessen Konzentration sich über den gesamten Messzeitraum von anfänglich 
900 ppm (0,09 Vol%; deutlich erhöhte Konzentration im Vergleich zur troposphärischen 
CO2-Konzentration) kontinuierliche bis auf 40 ppm verringerte.  
Entsprechend den Ausführungen in Kapitel 2.2.2 hängt die aktuelle Schallgeschwindigkeit 
nicht nur von der Temperatur und der Strömung im Ausbreitungsmedium ab, sondern auch 
von der Zusammensetzung des Gasgemisches. Eine Änderung der Zusammensetzung be-
wirkt vorrangig eine Änderung des Wertes der spezifischen Gaskonstante. Der Einfluss auf 
das Verhältnis der spezifischen Feuchten soll für diese Abschätzung vernachlässigt wer-
den.  
Die Anpassung der spezifischen Gaskonstante erfolgt entsprechend der tatsächlich vorhan-
denen Bestandteile, wobei sich die Ausführungen bezüglich eines Gemisches aus trockener 
Luft und Wasserdampf auf eine beliebige Mischung übertragen lassen. Die Berechnung der 
spezifischen Gaskonstante erfolgt dann unter Berücksichtigung der molaren Massen der 
einzelnen Gasbestandteile und ihrer Anteile am Gesamtvolumen nach Gleichung 2.21.  
Zur Abschätzung des Einflusses der Gaszusammensetzung auf die Schallgeschwindigkeit 
soll zunächst ein Gasgemisch aus O2 und N2 mit einem festen Sauerstoffanteil von 
22 Vol% betrachtet werden. Die Konzentration von CO2 soll entsprechend der Bedingun-
gen in SAPHIR zwischen 0,09 Vol% und 0 Vol% variieren. Des Weiteren wird der Ein-
fluss der Variabilität der Sauerstoffkonzentration im Bereich von 1 Vol% auf die resultie-
rende spezifische Gaskonstante abgeschätzt. Die resultierenden Werte für die spezifische 
Gaskonstante und ihre relative Änderung bezüglich der Gaskonstante für ein Gemisch aus 
22 Vol% Sauerstoff und 78 Vol% Stickstoff sind in Tabelle 9 zusammengestellt.  
Tabelle 9: Absolute und relative Variabilität der spezifischen Gaskonstante eines Gasgemisches mit variab-
lem Anteil an CO2 bzw. O2. Als Referenz Rref für die relative Änderung wird die spezifische Gaskonstante bei 
einem reinen Sauerstoff-Stickstoff-Gemisch mit einem Volumenanteil von 22 Vol% O2 betrachtet.  
Vol% O2 Vol% N2 Vol% CO2 Rmix in J kg-1 K-1 (Rmix-Rref)/Rref in % 
22,00 78,00 0,00 287,79 0,00 
22,00 77,91 0,09 287,65 -0,05 
21,00 79,00 0,00 288,19 0,14 
23,00 77,00 0,00 287,40 -0,14 
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Die Gegenüberstellung des Einflusses der Gaszusammensetzung auf die spezifische Gas-
konstante des Gemisches in Tabelle 9 zeigt deutlich, dass eine Veränderlichkeit der Koh-
lendioxidkonzentration von 0,05% einen deutlich geringeren Einfluss auf die spezifische 
Gaskonstante hat als eine Variabilität der Sauerstoffkonzentration, wie sie aus den Zu-
flussdaten erwartet werden kann. Hier liegt die relative Änderung der spezifischen Gas-
konstante bei 0,2%. Die relative Unsicherheit der spezifischen Gaskonstante u
 
(Rmix)/Rmix 
ist wiederum mit einer relativen Unsicherheit der Temperatur u
 
(Tav)/Tav verbunden. Diese 
ergibt sich entsprechend einer Größtfehlerabschätzung zu 
 ( ) ( ) ( )av mix L
av mix L
2
u T u R u c
T R c
= + . (7.2) 
Entsprechend der obigen Abschätzungen für die relativen Änderungen der spezifischen 
Gaskonstante bei einer Variation des Sauerstoffanteiles von 1 Vol% ergibt sich ein Anteil 
an der Temperaturunsicherheit (Temperaturbereich von etwa -20°C bis +40°C) von 0,4 K.  
Eine weitere Fehlerquelle bei den tomographisch bestimmten Temperaturwerten ist, dass 
keine Trennung zwischen Temperatur- und Strömungseinfluss auf die Schallgeschwindig-
keit erfolgte. Eine Abschätzung dieses Effektes soll anhand der Betrachtung der Strö-
mungsgeschwindigkeiten erfolgen, welche mit einem Ultraschallanemometer bestimmt 
wurden. Der Betrag der Strömung, berechnet aus den drei Komponenten der Geschwindig-
keit, ist beispielhaft für den 29.03.2004 in Abbildung 55 dargestellt.  
 
 
Abbildung 55: Zeitliche Variabilität der Strömungsgeschwindigkeit (1-Minuten-Mittelwerte) in der Atmo-
sphären-Simulationskammer, gemessen mit einem Ultraschallanemomter. Grau hinterlegte Bereiche im Dia-
gramm entsprechen Zeiten, in denen das Jalousiensystem vollständig geschlossen war.  
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Die geringsten Strömungsgeschwindigkeiten mit maximal 0,1 m s-1 treten am Abend des 
29.03. bei Beschattung des Messvolumens auf. Höhere Werte werden tagsüber während 
geöffneten Jalousien erreicht, wenn die Strömungsgeschwindigkeiten bis zu 0,16 m s-1 ans-
teigen. 
Daten zu den maximalen Strömungsgeschwindigkeiten in der Atmosphären-Simulations-
kammer während der Messperiode in Abhängigkeit von der Tageszeit sowie vom Grad der 
Beschattung des Messvolumens sind in Tabelle 10 zusammengestellt. Als „Tag“ wird eine 
Zeitspanne zwischen 8:00 UTC und 15:00 UTC bezeichnet, in der die Kammer von solarer 
Strahlung sicher beschienen wird (Sonnenzenitwinkel < 67°). Entsprechend wird der Zeit-
bereich „Nacht“ als Zeitspanne zwischen 18:00 UTC und 5:00 UTC am nächsten Morgen 
bezeichnet, in dem keine direkte solare Strahlung auf die Kammer trifft (Sonnenzenitwin-
kel > 90°). 
Die Werte zeigen, dass die mittleren Strömungsgeschwindigkeiten unabhängig von der 
Tageszeit (Tag/ Nacht) oder des Beschattungszustandes (geöffnet/ geschlossen) bei unter 
0,1 m s-1 liegen und damit deutlich unter der Empfindlichkeit des akustisch tomographi-
schen Systems einzuordnen sind. Die höchsten Werte werden unabhängig von der Tages-
zeit bei geöffnetem Jalousiensystem erreicht und betragen bis 0,2 m s-1. 
Der Einfluss der Luftbewegung auf die tomographisch rekonstruierten Temperaturwerte 
kann anhand Gleichung (7.2) abgeschätzt werden. Bezogen auf die Schallgeschwindigkeit 
in trockener Luft bei 0°C (331,3 m s-1) bewirkt eine Unsicherheit bei der Bestimmung der 
Schallgeschwindigkeit in Höhe der Strömungswerte (0,2 m s-1) eine Unsicherheit der Tem-
peratur von 0,3 K.  
Tabelle 10: Abhängigkeit des Maximums der Strömungsgeschwindigkeit (1-Minuten-Mittelwert), gemessen 
mit einem Ultraschallanemometer, in Abhängigkeit von der Tageszeit sowie dem Zustand der Beschattung 
des Gasvolumens innerhalb der Atmosphären-Simulationskammer. Als „Tag“ wird der Zeitbereich zwischen 
08:00 und 15:00 UTC bezeichnet, „Nacht“ entspricht den Zeiten zwischen 18:00 und 05:00 UTC. 
Beschattungszustand Tageszeit Strömungsmaximum 
in m s-1 
Mittlere 
Strömungsgeschwindigkeit 
-1
Dach geschlossen 
Tag 0,12 0,05 
Nacht 0,12 0,05 
Dach geöffnet 
Tag 0,18 0,08 
Nacht 0,15 0,06 
 
Anhand der vorgestellten Ursachen für Unsicherheiten bei der Temperaturbestimmung 
kann nun ein Größtfehler abgeschätzt werden. Aus den Unsicherheiten bei der Laufzeitbe-
stimmung auf die Schallgeschwindigkeit (im Mittel 0,25 m s-1), der Gaszusammensetzung 
auf die Temperaturwerte (0,4 K) sowie der Vernachlässigung der Strömungsbedingungen 
innerhalb des Mediums (0,2 m s-1), lässt sich die Unsicherheit bei der Bestimmung absolu-
ter Temperaturwerte mit 0,9 K angeben. Betrachtet man die augenblickliche Verteilung der 
Temperaturwerte in der Messfläche kann eine homogene Verteilung des Gasgemisches 
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vorausgesetzt werden. Die Unsicherheit bei den gemessenen Temperaturwerten reduziert 
sich in diesem Fall auf den Einfluss der Strömung sowie die Unsicherheit bei der Lauf-
zeitmessung und beträgt 0,5 K.  
Die Abschätzung der Streubreite der Temperaturwerte in der Messfläche erfolgte durch 
Differenzenbildung zwischen Flächenmaximum- und –minimumwert einer Einzelmessung. 
Der zeitliche Verlauf der Streubreite der Temperaturwerte für den 29.03.2004 ist in Abbil-
dung 56 dargestellt. Für diesen Zeitraum sind ebenfalls die Differenzen der akustisch vir-
tuellen Temperaturwerte der HUMITTER 50 Y-Fühler aufgetragen.  
Der zeitliche Verlauf der Streuung der tomographisch bestimmten Flächenwerte der akus-
tisch virtuellen Temperatur zeigt einen deutlichen Zusammenhang mit dem Zustand der 
Beschattung des Gasvolumens. Die geringsten Differenzen zwischen Flächenmaximum-
temperatur und Minimumtemperatur treten nachts bei geschlossenem Dach auf. Ähnlich 
niedrig sind die Streuwerte nachts bei geöffnetem Jalousiensystem. Ein deutlicher Anstieg 
wird nach Sonnenaufgang bei geöffnetem Jalousiensystem beobachtet. Hier steigen die 
Differenzen innerhalb der Messfläche bis auf über 3 K an. Die Schließung der Jalousien 
um 12:25 UTC bewirkt einen sofortigen deutlichen Rückgang der Streuwerte auf ein näch-
tliches Niveau.  
 
 
Abbildung 56: Zeitlicher Verlauf der Temperaturdifferenzen in SAPHIR. Dargestellt sind Differenzen der 
akustisch virtuellen Temperaturwerte (1-Minuten-Mittelwerte), der HUMITTER 50 Y-Fühler zwischen obe-
rem (3,3 m) und unterem Standort (0,4 m) sowie die Streuung der rekonstruierten Gitterwerte der Tempera-
tur in der vertikalen Tomographiemessebene. Die Streuwerte entsprechen Differenzen zwischen Flächenma-
ximum und Minimum der akustisch virtuellen Temperatur bei einer Einzelmessung mittels akustischer Tomo-
graphie (A-Tom). Grau hinterlegte Bereiche im Diagramm entsprechen Zeiten, in denen das Jalousiensystem 
vollständig geschlossen war.  
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Betrachtet man die Temperaturdifferenzen zwischen dem HUMITTER 50 Y-Fühler in 
3,3 m Höhe und dem in 0,4 m Höhe, sind zum Teil ebenfalls deutliche Temperaturunter-
schiede zu erkennen. Ihr Maximum wird tagsüber bei geöffnetem Jalousiensystem erreicht 
(-1,5 K). Hierbei zeigt der untere Temperaturfühler einen höheren Wert an. Dies stimmt 
mit der klassischen Theorie überein, welche besagt, dass die solare Strahlung auf den Bo-
den trifft, dort absorbiert und in Wärmestrahlung umgewandelt wird, um anschließend das 
Gasvolumen vom Boden her zu erwärmen. Bei geöffnetem Dach sind die Differenzen 
nachts, bei fehlender solarer Strahlung deutlich geringer als tagsüber. Nahezu keine Unter-
schiede zwischen den Temperaturwerten in den beiden Höhen treten nachts bei geschlos-
senem Dach auf.  
Die Analyse der Temperaturen innerhalb der vertikalen Messfläche zeigt weiterhin, dass zu 
allen Zeiten eine Differenz der Temperaturwerte von 0,5 K nicht unterschritten wird. Tags-
über, bei geöffneter Jalousie, steigt dieses Minimum auf ca. 1 K an. Des Weiteren wird in 
der Abbildung die Streuung der Differenzwerte deutlich. Dieses Rauschen der Daten be-
trägt etwa ±0,5 K nachts bzw. bei geschlossenem Dach tagsüber und steigt am 29.03.2004 
auf ±0,8 K bei geöffnetem Jalousiensystem am Tag an. Dieser Anstieg wird zum Teil 
durch den Anstieg der Strömungsgeschwindigkeiten bei Dachöffnung verursacht. Die 
Amplitude der Temperaturänderung liegt jedoch über dem möglichen Strömungseinfluss 
und spiegelt daher Fluktuationen der Temperatur innerhalb des Untersuchungsgebietes wi-
der. 
Vergleicht man die zeitlichen Verläufe der Temperaturdifferenzen aus Abbildung 56 mit 
den Verläufen der mittleren akustisch virtuellen Temperaturen aus Abbildung 54 kann 
festgestellt werden, dass die beste Übereinstimmung der raum-zeitlichen Mittelwerte der 
akustisch virtuellen Temperaturen beider Messsysteme genau dann erreicht wird, wenn die 
Unterschiede zwischen den beiden HUMITTER 50 Y-Fühlern nahezu Null ist (19:00 bis 
23:00 Uhr). Diese Übereinstimmung der mittleren Temperaturwerte, sowohl der Flächen- 
als auch Punktmessungen, zeigt, dass die räumliche Verteilung der Temperatur innerhalb 
SAPHIR zu diesen Zeiten homogen ist. Die Streuung der Temperaturdifferenzen innerhalb 
der tomographischen Messfläche in diesem Zeitbereich kann daher als Hintergrundrau-
schen interpretiert werden, welches sich aus den oben genannten Unsicherheiten bei der 
Bestimmung der Temperatur aus Laufzeitmessungen ergibt.  
Die Temperaturdifferenzen innerhalb der vertikalen Messfläche wurden für alle Messtage 
analysiert. Die resultierenden Werte für verschiedene Tageszeiten und Zustände der Be-
schattung der Kammer sind in Tabelle 11 zusammengestellt. Die höchsten Differenzen 
werden an allen betrachteten Tagen tagsüber bei geöffnetem Jalousiensystem erreicht. Sie 
steigen bei solarer Einstrahlung zum Teil auf Werte von über 3,5 K an. Im Mittel sind die 
Temperaturdifferenzen 1,2 K höher als die Differenzwerte bei geschlossener Beschattung 
am Tag bzw. bei den nächtlichen Werten. Die Unterschiede zwischen den nächtlichen 
Werten mit oder ohne Beschattung lassen keine signifikanten Unterschiede erkennen.  
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Tabelle 11: Variation der akustisch virtuellen Temperatur innerhalb der vertikalen Messfläche. Zur Charak-
terisierung der Fläche wurden für verschiedene Tageszeiten und Zustände der Beschattung die Differenzen 
zwischen Flächenmaximumwert und Minimumwert der Temperatur bestimmt. Aufgeführt sind die maximalen 
Differenzen innerhalb eines Zeitintervalls sowie der Mittelwert der Differenzen im Zeitintervall in Klammern. 
Als „Tag“ wird der Zeitbereich mit solarer Strahlung zwischen 08:00 und 15:00 des jeweiligen Tages be-
zeichnet. „Nacht“ entspricht den Zeiten ohne solare Strahlung zwischen 00:00 und 05:00 sowie zwischen 
18:00 und 23:59.  
Datum Tag Nacht 
Dach offen Dach geschlossen Dach offen Dach geschlossen 
27.03.2004 2,8 K (1,5 K) 1,7 K (1,4 K) 1,9 K (1,0 K) 1,5 K (0,9 K) 
28.03.2004 3,1 K (1,8 K) 1,6 K (1,2 K) 2,0 K (1,0 K) 1,6 K (0,9 K) 
29.03.2004 2,5 K (1,5 K) 
3,2 K (1,7 K) 
1,9 K (1,2 K) 1,9 K (1,0 K) 2,1 K (0,9 K) 
30.03.2004 3,6 K (2,0 K) 1,9 K (1,0 K) 2,1 K (1,1 K) 1,7 K (0,9 K) 
1,4 K (1,0 K) 
Mittelwert 3,0 K (1,7 K) 1,8 K (1,2 K) 2,0 K (1,0 K) 1,7 K (0,9 K) 
 
7.1.4. Charakterisierung der räumlichen Temperaturvariabilität 
Das System der akustischen Laufzeittomographie wurde in der Atmosphären-Simulations-
kammer SAPHIR eingesetzt, um Aussagen über die Temperaturstruktur innerhalb des 
Messvolumens zu treffen. Ein Vorteil dieser Methode gegenüber Punktmessungen ist die 
Bereitstellung von Informationen innerhalb einer räumlich ausgedehnten Fläche. Weiterhin 
erlaubt die Methodik eine Temperaturmessung ohne durch Strahlungseinflüsse direkt be-
einflusst zu werden. 
Die Untersuchungen der Temperaturverteilung innerhalb einer vertikalen Messfläche mit 
einer Ausdehnung von 3,3 m × 3,3 m haben gezeigt, dass sich während der Messperiode 
bei direkter solarer Einstrahlung lokale Temperaturunterschiede von bis zu 3,6 K ausbilden 
können. Wird das Messvolumen durch ein Jalousiensystem beschattet, sind die maximalen 
Unterschiede der akustisch virtuellen Temperatur innerhalb der Messfläche deutlich gerin-
ger und betragen maximal 1,8 K. Vergleichbar geringe Werte der Flächendifferenzen tre-
ten nachts auf, dann jedoch unabhängig von dem Beschattungszustand des Messvolumens.  
Eine Abschätzung der Unsicherheiten bei der Temperaturbestimmung aus akustischen 
Laufzeitmessungen ergab für eine Einzelmessung Werte im Bereich von 0,5 K und liegt 
somit deutlich unter den detektierten Unterschieden der Temperaturdifferenzen.  
Die Temperaturunterschiede übersteigen wenige Kelvin während des gesamten Messzeit-
raumes nicht. Hinsichtlich der Temperaturabhängigkeit von chemischen Reaktionskonstan-
ten kann die Temperaturverteilung in SAPHIR daher als (chemisch) homogen bezeichnet 
werden.  
124 
 
7.2. Ilmenauer Fass 
Das Ilmenauer Fass ist ein wissenschaftliches Großgerät der Technischen Universität Il-
menau, Fachgebiet für Thermo- und Magnetofluiddynamik, zur Untersuchung thermisch 
induzierter Konvektion bei hohen Rayleigh-Zahlen (Resagk et al., 2002).  
Temperaturdifferenzen in einem Medium bewirken Bewegung und Transportvorgänge. Ei-
ne hinreichend starke Erwärmung der Unterseite des Mediums verursacht dabei eine Verti-
kalbewegung innerhalb des Mediums. Entsprechende Beispiele lassen sich in der Natur in 
unterschiedlichen Bereichen, wie Meteorologie, Geophysik oder Astronomie, finden.  
Ein experimenteller Versuchsaufbau zur Beschreibung derartiger thermisch induzierter 
Vertikalbewegungen wird nach dem Franzosen Henri Bénard (1874-1939) und dem Briten 
Lord Rayleigh (John William Strutt, 1842-1919) als Rayleigh-Bénard-Zelle (RB-Zelle) be-
zeichnet (s. Chandrasekhar, 1981). Der Aufbau besteht aus einem abgeschlossenen Volu-
men (RB-Zelle), das mit einem Arbeitsmedium gefüllt ist, welches von unten geheizt und 
von oben gekühlt wird. In Abhängigkeit von den thermischen Unterschieden zwischen 
Ober- und Unterseite bilden sich unter dem Einfluss der Gravitationskraft charakteristische 
Strukturen in der Zelle aus.  
Die Beschreibung eines Rayleigh-Bénard-Experimentes kann anhand von drei dimensions-
losen Kennzahlen erfolgen. Das Aspektverhältnis ΓRB gibt das Verhältnis zwischen 
Durchmesser D und Höhe H der im Allgemeinen zylinderförmigen Rayleigh-Bénard-Zelle 
an 
 
RB
D
Γ
H
= . (7.3) 
Die Prandtl-Zahl Pr ist eine Materialgröße und charakterisiert das Arbeitsmedium in der 
Zelle. Sie wird aus dem Quotienten der kinematischen Viskosität ν des Mediums und des-
sen thermischer Diffusivität κ bestimmt 
 
r
P ν
κ
= . (7.4) 
Zur Beschreibung der Stärke des Antriebes der thermischen Konvektion dient die Ray-
leigh-Zahl Ra 
 
3gH TRa α
κν
∆
= . (7.5) 
Neben den Stoffeigenschaften des Arbeitsmediums, seinem thermischen Ausdehnungs-
koeffizienten α und der räumlichen Ausdehnung der Konvektionszelle, berücksichtigt sie 
den Temperaturunterschied zwischen Kühl- und Heizplatte ∆T sowie die Schwerebe-
schleunigung g. 
Das Ilmenauer Fass stellt ein solches Rayleigh-Bénard-Experiment dar. Kern der Anlage 
ist eine zylindrische Experimentalkammer mit einem Durchmesser von 7,15 m und einer 
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maximalen Höhe von 6,30 m. Das Arbeitsmedium in der Konvektionszelle ist Luft. Diese 
wird innerhalb des Zylinders mittels einer elektrischen Heizplatte von unten geheizt. Die 
obere Begrenzung der Kammer bildet eine variabel aufgehängte, wassergekühlte Platte, die 
mit einer Krananlage angehoben oder abgesenkt werden kann (Abbildung 57), so dass ver-
schiedene Aspektverhältnisse einstellbar sind. Eine ausführliche Beschreibung zum Auf-
bau des Ilmenauer Fasses geben du Puits et al. (2007b). 
 
 
 
Abbildung 57: Ilmenauer Fass – ein Experimentalaufbau der TU Ilmenau zur Untersuchung konvektiver 
Phänomene bei hohen Rayleigh-Zahlen. Links: Außenansicht. Rechts: Schematische Darstellung zur Funkti-
onsweise des Ilmenauer Fasses. Durch Heizung von der Unterseite eines definierten Volumens und Kühlung 
an der Oberseite bildet sich eine Konvektionsströmung im Volumen aus. Durch die freie Beweglichkeit der 
Kühlplatte in vertikaler Richtung mit Hilfe einer Krananlage ist eine flexible Anpassung des Verhältnisses 
zwischen Durchmesser (7,15 m) und Höhe des Experimentalaufbaus möglich. 
7.2.1. Hintergrund der Messung 
Die Beschreibung der konvektiven Vorgänge in einer Rayleigh-Bénard-Zelle erfolgt an-
hand der Parameter Strömung und Temperatur. Die Detektion dieser Größen erfolgt im Il-
menauer Fass mit verschiedenen Methoden.  
Zur Erfassung der Strömungseigenschaften innerhalb der RB-Zelle werden optische Ver-
fahren eingesetzt (Resagk et al., 2005; du Puits et al., 2007a), welche als Fernerkundungs-
verfahren das Strömungsfeld selbst nicht oder nur minimal beeinflussen. Mittels Laser-
Doppler-Anemometrie (LDA) können die Komponenten des Strömungsfeldes an einem 
definierten Punkt (kleines Messvolumen im Millimeterbereich) mit hoher zeitlicher Auflö-
sung bestimmt werden. Dieses optische Verfahren beruht auf der Aussendung monochro-
matischen Lichts mittels Laser, welches per Strahlteiler geteilt und anschließend in einem 
Punkt im Messgebiet zum Schnitt gebracht und fokussiert wird. Durch die Überlagerung 
der beiden monochromatischen und kohärenten Lichtwellen entsteht ein Interferenzstrei-
fenmuster. Durchquert ein Streupartikel, welches mit der Strömung mitbewegt wird, dieses 
Streifenmuster, oszilliert das von ihm gestreute Licht entsprechend seiner Geschwindigkeit 
zwischen hell und dunkel. Diese Helligkeitsschwankungen werden von einer Photodiode 
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detektiert und aus der Frequenz der Fluktuationen wird die Geschwindigkeit des Streupar-
tikels und somit die Fluidgeschwindigkeit bestimmt (Durst et al., 1981).  
Soll das Strömungsfeld im Ilmenauer Fass nicht ausschließlich an einem Ort untersucht 
werden, sondern in einem ausgedehnten Raumbereich, findet die Particle-Imaging-
Velocimetrie (PIV) Anwendung. Bei diesem Verfahren wird Laserlicht in einer Raumrich-
tung derart aufgeweitet, dass eine Fläche innerhalb des Messvolumens beschienen wird 
(Lichtschnittebene). Partikel, welche sich in dieser Ebene bewegen, werden mittels photo-
graphischer Aufnahmen festgehalten. Die Wegstrecke, welches das Partikel zwischen zwei 
aufeinanderfolgenden Belichtungen zurückgelegt hat, ist dabei ein Maß für die Geschwin-
digkeit der Strömung. Die Analyse der Trajektorien verschiedener Partikel lässt Rück-
schlüsse auf die Bewegungsmuster in der Lichtschnittebene im betrachteten Zeitbereich zu 
(Schröter und Wolff, 1997). Werden zwei Kameras eingesetzt, welche unter verschiedenen 
Winkeln auf die Lichtschnittebene ausgerichtet sind, können dreidimensionale Strömungs-
vektoren abgleitet werden (Resagk et al., 2005).  
Vorteil beider Verfahren ist die hohe zeitliche Auflösung, mit der die Strömung detektiert 
werden kann. Es lassen sich so zeitliche Schwankungen der Strömung mit geringer Perio-
denlänge untersuchen. Ein weiterer Vorteil ist die bereits genannte räumliche Trennung 
zwischen Messtechnik und Messgebiet, wodurch eine Störung der Strömung vermieden 
wird. Nachteil der genannten Messtechniken ist, dass bei beiden Verfahren Tracerpartikel 
zur Strömungsmessung nötig sind, welche das Licht reflektieren und es wird vorausgesetzt, 
dass die Partikel der Strömung uneingeschränkt folgen.  
Zur Bestimmung der Temperatur im Ilmenauer Fass werden Mikrothermistoren eingesetzt, 
welche die Temperatur an einem Punkt mit hoher zeitlicher Auflösung (200 Hz) erfassen. 
Der Durchmesser eines Sensors beträgt 140 µm und die Genauigkeit bei der Temperatur-
messung wird nach Kalibration mit unter ±0,1 K angegeben. Vorrangiges Einsatzgebiet 
des Messfühlers ist die Untersuchung der Wandgrenzschichten (bis ca. 0,15 m Wandab-
stand). Hierfür wird der Sensor an einer Haltekonstruktion ins Messgebiet eingebracht, 
welche den Einfluss der Messtechnik auf die Parameter am Messort klein halten soll. Um 
die Temperatur in verschiedenen Abständen von der Wand zu messen, wird die Lage des 
Sensors entsprechend verändert. Die minimal mögliche Schrittweite bei einer Profilmes-
sung beträgt 10 µm (du Puits et al., 2007b).  
Bisher ist jedoch kein Messverfahren bekannt, welches zur gleichen Zeit und mit gleicher 
räumlicher Auflösung die Verteilungen von Temperatur und Strömung in einem Untersu-
chungsgebiet erfassen kann. Dies leistet das vorgestellte System der akustischen Laufzeit-
tomographie. Aufgrund thermischer Unterschiede zwischen oberer und unterer Begren-
zungsfläche bilden sich in der Konvektionszelle Ilmenauer Fass Strömungsmuster aus, 
welche das gesamte Zellenvolumen beeinflussen. Diese sollten mit dem akustischen Sys-
tem in ihrer räumlichen Struktur erfasst werden. Gleichzeitig sollte die Temperaturvertei-
lung mit gleicher räumlicher Auflösung bestimmt werden. Das Ilmenauer Fass eignete sich 
für die Anwendung des akustisch tomographischen Systems zur zeitgleichen Erfassung 
von Temperatur und Strömung bei gleicher räumlicher Auflösung besonders. Es zeichnet 
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sich unter anderem dadurch aus, dass die Randbedingungen einer Messung, wie die Tem-
perierung von Heiz- und Kühlplatte oder die Höhe der Konvektionszelle und damit das 
Aspektverhältnis, genau eingestellt werden können. Die Abkopplung des Messvolumens 
von der Umwelt erlaubt störungsfreie Bedingungen während der Messungen und die räum-
liche Ausdehnung des Kammerinneren ermöglichte ein ungehindertes Einbringen von 
Messtechnik.  
Des Weiteren konnte ausgenutzt werden, dass Informationen über die konvektiven Struktu-
ren innerhalb des Fasses bei bestimmten Aspektverhältnissen durch frühere Messungen 
bekannt waren. Während des Experimentes betrug die Höhe der Konvektionszelle 5,3 m, 
womit sich ein Wert von ΓRB = 1,3 ergab. Für ein solches Aspektverhältnis wurde die He-
rausbildung einer einzelnen großen Konvektionswalze in einer vertikalen, nahezu unverän-
derlichen Hauptströmungsebene erwartet (Resagk et al., 2004; du Puits et al., 2007a). Die-
ses Wissen wurde genutzt, um die Sender und Empfänger des tomographischen Systems 
vertikal so anzuordnen, dass die Hauptströmungsebene hinsichtlich Temperatur- und Strö-
mungseigenschaften untersucht werden konnte.  
7.2.2. Messtechnik 
Zur Erfassung von Temperatur und konvektiver Strömung im Ilmenauer Fass wurden ins-
gesamt 8 Schallsender und 8 Empfänger verwendet. Da eine Anbringung der Sensoren an 
der Decke und am Boden nicht möglich war, wurden alle Lautsprecher und Mikrophone 
vertikal an gegenüberliegenden Wänden im Innern des Großgerätes angebracht (Abbildung 
58). Als Schallsignale wurden vier verschiedene Maximallängenfolgen (s. Kapitel 3.3.3) 
vom Grad 15 verwendet. Dies entspricht einer Signaldauer von je 0,6 s. Ein Schallsignal 
wurde von jeweils zwei gegenüberliegenden Schallsendern (R1 und R5, R2 und R6, usw., 
vgl. Abbildung 58, rechts) ausgesendet. Die Auswahl der Positionen erfolgte zum einen im 
Hinblick auf die Unterscheidbarkeit gleicher Signale durch Laufwegunterschiede der 
Schallsignale, zum anderen hinsichtlich der Möglichkeit, die beiden Einflussgrößen Strö-
mungsgeschwindigkeit und Temperatur auf die Schallgeschwindigkeit unter Ausnutzung 
bidirektionaler Schallausbreitung zu trennen. Für die Trennung wurden parallele Strecken-
paare mit einem räumlichen Abstand von 0,4 m vorgesehen. Für die tomographische Re-
konstruktion der Verteilungen standen somit Informationen entlang 56 Schallstrahlverläu-
fen zur Verfügung. 
Die Messtechnik zur Ansteuerung der Schallsender und zur Datenaufzeichnung wurde im 
Raum oberhalb der Kühlplatte untergebracht. Die akustische Messfläche hatte eine Aus-
dehnung von 7 m Breite und 4 m Höhe. Sie befand sich 0,4 m oberhalb der Heiz- und 
0,9 m unterhalb der Kühlplatte. Die horizontale Ausdehnung des Untersuchungsgebietes 
deckte nahezu den Durchmesser des Ilmenauer Fasses ab. Für die Rekonstruktion der Ver-
teilungen wurde das Untersuchungsgebiet in Gitterzellen mit einer Größe von 
0,8 m × 0,8 m unterteilt. 
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Abbildung 58: Beispiele für Schallsender und Empfänger im Ilmenauer Fass (links) sowie der schematische 
Aufbau aller 8 Sender S1...S8 (Quadrate) und 8 Empfänger R1...R8 (Kreise) an den Seitenwänden innerhalb 
der Konvektionskammer im Ilmenauer Fass (rechts). Graue Linien kennzeichnen die Schallstrahlverläufe 
durch die vertikale Messebene. Schwarze Linien entsprechen den festgelegten Gitterzellen (0,8 m × 0,8 m) für 
die tomographische Rekonstruktion der meteorologischen Felder.  
Der Aufbau der Messtechnik im Ilmenauer Fass erfolgte bei einer Temperatur von Kühl- 
und Heizplatte von jeweils 25°C. Nach dem Aufbau wurde die Heizplatte auf 60°C er-
wärmt und die Kühlplatte auf 20°C abgekühlt. Diese Temperaturwerte wurden während 
der akustisch tomographischen Messungen konstant gehalten. Die Messungen zur Untersu-
chung der Strömungs- und Temperaturfelder bei voll ausgeprägter Turbulenz begannen 
59 Stunden, nachdem Kühl- und Heizplatte ihre Arbeitstemperaturen erreicht und sich sta-
tionäre Bedingungen in der RB-Zelle eingestellt hatten.  
Die Temperaturdifferenz zwischen Kühl- und Heizplatte betrug während der Messungen 
40 K, die arithmetische Mitteltemperatur 40°C. Mit der dynamischen Viskosität η bei 
40°C nach Kadoya et al. (1985) und der Luftdichte ρ bei dieser Temperatur und Standard-
druck (1013 hPa) ergibt sich für die Versuchsbedingungen eine kinematische Viskosität 
 
ρ
η
ν =  (7.6) 
von ν = 1,7
 
⋅
 
10-5 m2 s-1. Die thermische Diffusivität κ lässt sich aus der Luftdichte ρ, der 
Wärmeleitfähigkeit Λ (nach Kadoya et al., 1985) und der spezifischen Wärmekapazität bei 
konstantem Druck cp berechnen zu 
 
pc⋅
Λ
=
ρ
κ . (7.7) 
Bei den vorherrschenden Bedingungen ergibt sich ein Wert von κ = 2,4
 
⋅
 
10-5 m2 s-1. Nach 
Gleichung (7.4) kann nun die Prandtl-Zahl bestimmt werden. Sie beträgt Pr = 0,71. 
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Unter Verwendung der Schwerebeschleunigung g = 9,8 m s-2 und des kubischen Ausdeh-
nungskoeffizienten α = 3,19
 
⋅
 
10-3 K-1 bei 40°C beträgt die Rayleigh-Zahl nach Glei-
chung (7.5) Ra = 4,6
 
⋅
 
10 11. Das Aspektverhältnis der RB-Zelle ergibt sich aus der Höhe 
der Zelle H = 5,3 m und ihrem Durchmesser D = 7,15 m entsprechend Gleichung (7.3) zu 
Γ = 1,3. 
7.2.3. Strömungsrekonstruktion: Simulationsergebnisse 
Die Anordnung der Schallsender und Empfänger konnte im Ilmenauer Fass nur an den Sei-
tenwänden erfolgen. Hieraus ergab sich eine Überdeckung des Messgebietes mit Schall-
strecken, die insbesondere im Hinblick auf die richtungsabhängige Rekonstruktion des 
Strömungsfeldes nicht optimal war. In einigen Bereichen des Messfeldes, insbesondere 
zentral an der oberen und unteren Grenze der Messfläche, konnten keine vertikalen Strö-
mungsinformationen erfasst werden. Um den Effekt der Anordnung der Sender und Emp-
fänger auf das rekonstruierte Strömungsfeld abzuschätzen, wurde ein wirbelförmiges 
Strömungsfeld mit einer räumlichen Auflösung von 0,05 m × 0,05 m entsprechend der 
Ausführungen in Kapitel 5.1.3 simuliert. Die Stärke des Wirbelfeldes wurde mit 
Γ = -5 m2 s-1 gewählt und das Wirbelzentrum in das Zentrum der Messfläche 
r0 = (x0, z0) = (3,5 m, 2 m) gelegt. Die Simulation des Wirbelfeldes erfolgte für die gesamte 
Konvektionszelle (7,15 m x 5,3 m).  
Entsprechend der akustisch tomographischen Messanordnung im Ilmenauer Fass wurden 
die simulierten Geschwindigkeitsdaten in Strömungsgeschwindigkeiten entlang der 
Schallwege umgerechnet. Die Rekonstruktion der Strömungsverteilung erfolgte unter An-
wendung einer schwachen Kopplung zwischen den Gitterzellenwerten (Wichtungsfak-
tor: 0,01; vgl. 5.1.3) bzw. ohne Mittelung benachbarter Gitterzellenwerte. Zur Untersu-
chung der Übereinstimmung von simuliertem und rekonstruiertem Feld wurden die eukli-
dischen Abstände der Zellenwerte zwischen vorgegebener und rekonstruierter Verteilung 
der Strömungskomponenten nach Gleichung (5.20) und (5.21) für jeden Iterationsschritt 
berechnet (Abbildung 59).  
Für eine geringe Anzahl Iterationen (< 10) unterscheiden sich die euklidischen Abstände 
mit und ohne Mittelung kaum. Werden weitere Iterationen durchgeführt, steigen die Diffe-
renzen zwischen vorgegebener Verteilung und Rekonstruktionsergebnis ohne Mittelung 
rasch an. Minimale euklidische Abstände werden ohne Mittelung nach 3 bis 8 Iterations-
schritten erreicht, wobei die Differenzwerte der y-Komponente des Strömungsfeldes be-
reits nach 3 Iterationsschritten wieder anzusteigen beginnt während die z-Komponente erst 
nach 7 Iterationen ihr Minimum erreicht.  
Die Rekonstruktion der Beispielverteilung mit schwacher Kopplung zwischen benachbar-
ten Gitterzellenwerten bewirkt, dass die euklidischen Abstände für eine steigende Anzahl 
von Iterationsschritten (bis etwa 300 Iterationen) weiter sinken, bis ein Grenzwert erreicht 
wird. Dieser liegt unterhalb des Minimums der euklidischen Abstände des Rekonstrukti-
onsergebnisses ohne Mittelung. Unter Berücksichtigung dieser Betrachtungen erfolgte die 
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tomographische Rekonstruktion des Strömungsfeldes aus den simulierten Strahlgeschwin-
digkeiten mit einer schwachen Kopplung zwischen den Zellen (Wichtungsfaktor 0,01) und 
einem Abbruch des iterativen Prozesses nach 300 Iterationsschritten.  
 
 
Abbildung 59: Abhängigkeit der Differenzen δv zwischen dem vorgegebenen (simulierten) Strömungsfeld und 
der rekonstruierten Verteilung von der Anzahl der Iterationen und der Art der Mittelung. Die Angabe „mit 
Mittelung“ im Diagramm entspricht einer schwachen Kopplung benachbarter Gitterzellenwerte (Wichtung-
sfaktor 0,01). Die Differenzen δvx und δvz wurden für die Strömungskomponenten vx und vz berechnet. Die 
Differenz für den Betrag innerhalb des Gitters wurde aus diesen Werten nach δv = (δvx2 + δvz2 ) 1/2 bestimmt. 
Die rechte Darstellung entspricht einem Ausschnitt aus der linken Abbildung für wenige Iterationsschritte.  
Zum Vergleich der simulierten Verteilung mit dem rekonstruierten Strömungsfeld 
(Abbildung 60), wurde das simulierte Feld auf Tomographiegittergröße gemittelt. Es ist 
erkennbar, dass mit der rekonstruierten Strömungsverteilung die grobe Struktur des simu-
lierten Feldes wiedergegeben wird. Die höheren Geschwindigkeiten im zentralen Bereich 
des Feldes wurden detektiert, ebenso stimmt die Rotationsrichtung des Wirbels überein. 
Strömungsgeschwindigkeiten und –richtung unterscheiden sich jedoch in einigen Zellen 
erheblich voneinander. 
Während die Strömung des simulierten Feldes kreisförmig um den Mittelpunkt verläuft, ist 
die rekonstruierte Strömungsverteilung in vertikaler Richtung stark abgeflacht. Hieraus er-
geben sich für die zentralen Gitterzellen Richtungsunterschiede der Strömung von zum 
Teil 45°. Ursache sind die fehlenden Informationen entlang der vertikalen Achse im zent-
ralen Bereich der Messfläche, welche durch die Anordnung der Sender und Empfänger 
ausschließlich an den Seitenwänden des Ilmenauer Fasses verursacht wird. Die deutliche 
Abweichung der Strömungsgeschwindigkeiten im zentralen Bereich kann ebenfalls auf 
diesen Mangel an Strömungsinformationen zurückgeführt werden. 
Die Auswirkungen des Versuchsaufbaus auf das rekonstruierte Strömungsfeld, welche 
durch die Simulation gezeigt werden konnten, muss bei der Interpretation der Messergeb-
nisse berücksichtigt werden.  
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Abbildung 60: Vergleich zwischen simuliertem Wirbelfeld (graue Pfeile) und tomographisch rekonstruiertem 
Strömungsfeld (schwarze Pfeile). Das simulierte Feld wurde auf die Größe der tomographischen Gitterzellen 
gemittelt.  
7.2.4. Ergebnisse der Messung – Temperatur- und Strömungsverteilung 
Die akustischen Messungen erfolgten bei voll ausgeprägter Turbulenz. Der zeitliche Ab-
stand zwischen zwei Einzelmessungen betrug 20 Sekunden. Die Rekonstruktion der Ver-
teilungen erfolgte bezüglich einer Anfangsmessung unter homogenen Bedingungen (keine 
Temperaturgradienten, ruhendes Medium). Auf diese Weise konnte der Einfluss system- 
und aufbauspezifischer Parameter auf die berechnete Schallgeschwindigkeit entlang der 
einzelnen Strecken eliminiert werden.  
Die Trennung von Temperatur und Strömungsgeschwindigkeit erfolgte durch Addition 
bzw. Subtraktion der effektiven Schallgeschwindigkeiten entlang paralleler Streckenpaare 
(vgl. Kapitel 5.1.1), deren Abstand zueinander mit 0,4 m im Vergleich zur Ausdehnung des 
Messgebietes gering war. Die resultierenden temperaturabhängigen Schall- bzw. Strö-
mungsgeschwindigkeiten wurden nach ihrer Trennung den beiden Strecken wieder zu-
geordnet. Die tomographische Rekonstruktion der Verteilungen von Temperatur und Wind 
erfolgte im Anschluss separat.  
Die Rekonstruktion der Temperaturverteilung wurde nach 25 Iterationsschritten abgebro-
chen. Es erfolgte eine Kopplung benachbarter Gitterzellen mit einem Wichtungsfaktor von 
0,10 für alle Zellen (vgl. 5.1.2). Die Rekonstruktion des Strömungsfeldes erfolgte entspre-
chend der Betrachtungen in Kapitel 7.2.3 mit schwacher Kopplung benachbarter Zellen 
(Wichtungsfaktor: 0,01). Dieser iterative Prozess wurde nach 300 Iterationen abgebrochen. 
Als Beispiel für das Ergebnis der Rekonstruktionen sind in Abbildung 61 zwei Tomogram-
me von aufeinanderfolgenden Messzeiten dargestellt. Die Vektorpfeile verdeutlichen die 
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Strömungsgeschwindigkeit und -richtung in der vertikalen Messebene, die Grauskalierung 
der Gitterzellen zeigt die Verteilung der akustisch virtuellen Temperatur zur Messzeit.  
Die Temperaturverteilung ist innerhalb der Messfläche nahezu homogen. Die Mitteltempe-
ratur in der Verteilung von 11:34:00 beträgt 40,9°C. Das Temperaturmaximum liegt bei 
42,8°C, das Minimum bei 40,3°C. Bei der darauf folgenden Messung (nach 20 Sekunden) 
beträgt der Mittelwert der Temperatur 40,2°C, das Maximum 41,0°C und das Minimum 
39,1°C. Bereiche höherer Temperatur treten vorrangig in den Gebieten auf, in denen die 
Strömung aufwärts gerichtet ist bzw. an der unteren Begrenzung der Messfläche, welche 
sich am nächsten an der Heizplatte befindet (11:34:00). Niedrige Temperaturen innerhalb 
der Messfläche sind insbesondere im Bereich der abwärts gerichteten Strömung, am rech-
ten Rand der Messfläche, zu finden (11:34:20).  
Im rekonstruierten Strömungsfeld ist zu beiden Zeiten ein ähnliches Strömungsmuster, be-
stehend aus einem einzelnen Wirbel, der im Uhrzeigersinn rotiert, zu erkennen. Die mittle-
re Geschwindigkeit beträgt zu beiden Zeitpunkten 0,3 m s-1. Maximale Geschwindigkeiten 
von bis zu 0,6 m s-1 werden in den Randbereichen, insbesondere an den Seitenwänden und 
an der unteren Messflächengrenze, erreicht. Im zentralen Bereich sind die Geschwindigkei-
ten deutlich geringer. Das Medium befindet sich hier nahezu in Ruhe. Ein offensichtlicher 
Unterschied zwischen den beiden Momentaufnahmen hinsichtlich des Strömungsfeldes be-
steht in der räumlichen Verlagerung des Wirbelzentrums, dem Gebiet mit minimaler Strö-
mungsgeschwindigkeit. 
 
  
Abbildung 61: Aus Laufzeitmessungen akustischer Signale rekonstruierte Verteilungen von akustisch virtuel-
ler Temperatur (Grauskala in °C) und Strömungsverhältnissen (Pfeile) innerhalb der Messfläche im Ilme-
nauer Fass zu zwei aufeinanderfolgenden Messzeitpunkten. 
In den Beispieltomogrammen in Abbildung 61 fällt bezüglich der Strömungsverteilung 
weiterhin auf, dass entlang der oberen und unteren Begrenzung des tomographischen Fel-
des, insbesondere im zentralen Bereich, lediglich Strömungskomponenten in horizontaler 
Richtung rekonstruiert werden. In Übereinstimmung mit den Ergebnissen der Rekonstruk-
tion des simulierten Wirbelfeldes (Kapitel 7.2.3) ist die Ursache hierfür in der Anordnung 
der Schallsender und Empfänger zu finden, welche nur an den Seitenwänden des Ilme-
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nauer Fasses angebracht werden konnten. Durch das Fehlen vertikaler Schallstrecken, ins-
besondere im zentralen Bereich, können keine vertikalen Strömungskomponenten in die-
sem Bereich rekonstruiert werden.  
Zur Repräsentation des zeitlichen Verlaufs von akustisch virtueller Temperatur und Strö-
mungsgeschwindigkeit sind in Abbildung 62 die Flächenmittelwerte von Temperatur 
(rechts) bzw. Strömungsgeschwindigkeit (links) aller Einzelmessungen an einem Tag 
(8:45:20 bis 23:59:40) dargestellt. Die Reihen umfassen jeweils die Werte aller 2744 Ein-
zelmessungen in diesem Zeitbereich (Gesamtdauer: 15 Stunden, 14 Minuten und 
20 Sekunden). Zur Beschreibung der Variabilität der Größen innerhalb der Messfläche 
wurde zusätzlich das 99% Vertrauensintervall (Standardabweichung
 
⋅
 
2,58) eingezeichnet.  
Während der betrachteten Messzeit lagen die mittleren Temperaturen zwischen 40,1°C und 
41,1°C. Die Schwankungsbreite der Temperaturwerte in der Messfläche (99% Vertrauens-
intervall) beträgt bis zu ± 2,2 K und liegt im Bereich zwischen 38,5°C und 43,0°C. Die 
Strömungsgeschwindigkeiten im Ilmenauer Fass innerhalb der akustischen Messfläche be-
trugen während thermisch induzierter Konvektion im Mittel 0,3 m s-1 und erreichten in 
Einzelfällen Werte bis 1,2 m s-1.  
 
 
 
Abbildung 62: Tomographisch bestimmter Verlauf der Strömungsgeschwindigkeiten (links) und der Tempe-
ratur (rechts). Dargestellt sind der Flächenmittelwert der rekonstruierten Werte in den Tomographiezellen 
(schwarz) sowie der 99% Vertrauensbereich (grau) für jede Einzelmessung im gezeigten Zeitbereich. Die 
durchgezogene vertikale Linie kennzeichnet den Zeitpunkt, zu welchem die Verteilungen aus Abbildung 61 
(11:34) detektiert wurden.  
Zur Untersuchung der räumlichen Struktur der Felder wurden die zeitlichen Mittelwerte x  
innerhalb der Gitterzellen und deren räumliche Struktur analysiert. Als Ausgangsgrößen 
dienten die rekonstruierten Verteilungen von Temperatur und Strömung (u- und w-
Komponente). Die Mittelwerte wurde für jede Zelle aus allen n = 2744 Einzelwerten in-
nerhalb der jeweiligen Gitterzelle, xi, berechnet und entsprechen somit mittleren Gitterzel-
lenwerten (über einen Zeitraum von 15h 14min 20s) mit 
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Die Charakterisierung der Schwankungsbreite der Werte innerhalb der jeweiligen Gitter-
zelle im betrachteten Zeitbereich erfolgt durch Angabe der Standardabweichung σx mit 
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In den folgenden Abbildungen sind jeweils auf der linken Seite die mittleren Größen (Tav, 
u, w) sowie deren Standardabweichungen auf der rechten Seite für den genannten Zeitbe-
reich dargestellt. Die Positionen (xRB, zRB), die in den Diagrammen angegeben sind, bezie-
hen sich auf die Gesamtausdehnung der Rayleigh-Bénard-Zelle während der Untersuchun-
gen. Der Mittelpunkt der RB-Zelle liegt bei den Koordinaten (xRB, zRB) = (3,6 m, 2,7 m). 
Die Zuordnung der tomographisch rekonstruierten Gitterzellenwerte zu Positionswerten 
entspricht der Lage des jeweiligen Gitterzellenmittelpunktes innerhalb der RB-Zelle. Jeder 
Punkt in den Abbildungen entspricht folglich dem Wert innerhalb einer Tomographiegit-
terzelle innerhalb der Messfläche. Neben den absoluten Positionen sind für die horizontale 
Richtung ebenfalls relative Positionen bezüglich der zentralen Achse der RB-Zelle darges-
tellt (xRB/D – 0,5 = -0,5 … 0,5).  
Zunächst soll die Temperaturvariation innerhalb der RB-Zelle näher betrachtet werden 
(Abbildung 63). Die Temperaturmittelwerte zeigen deutliche Unterschiede zwischen dem 
linken Zellenrand (xRB = 0 m) mit höheren Temperaturen und dem rechten Rand mit gerin-
geren Werten. Maximale Temperaturen sind im unteren linken Bereich der tomographi-
schen Messfläche zu finden. Dies entspricht den Aussagen, die bereits anhand der Beispiel-
tomogramme in Abbildung 61 getroffen werden konnten. Die Unterschiede der Tempera-
turmittelwerte am linken Messfeldrand betragen insgesamt 0,9 K. Die geringsten Tempera-
turen werden nahezu unabhängig von der vertikalen Lage der Gitterzelle am rechten Mess-
feldrand erreicht. Die Unterschiede zwischen den Zellenmittelwerten betragen hier ledig-
lich etwa 0,2 K.  
Die horizontalen Verläufe der Temperaturmittelwerte in jeweils einer Höhe unterscheiden 
sich hinsichtlich ihrer Gradienten im zentralen Bereich der RB-Zelle sowie den Tempera-
turverläufen in der Nähe der seitlichen Begrenzungsflächen. Die untersten Zellen weisen 
den stärksten negativen horizontalen Gradienten im zentralen Bereich (Temperaturabnah-
me von link nach rechts) auf, welcher sich nahezu über den gesamten RB-Zellendurchmes-
ser erstreckt. Je höher die Lage der Zellen, desto geringer ist der Betrag des horizontalen 
Gradienten im zentralen Bereich der RB-Zelle. Die obersten Zellen innerhalb der Messflä-
che weisen für den zentralen Bereich keinen bzw. sogar einen positiven Temperaturgra-
dienten (Temperaturzunahme von links nach rechts) auf. In Wandnähe fallen die Tempera-
turen der oberen Zellen am stärksten ab, während die unteren Zellen, insbesondere zum 
rechten Rand, einen Anstieg zeigen. 
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Die Standardabweichungen der akustisch virtuellen Temperaturen zeigen ebenfalls eine 
deutliche Positionsabhängigkeit. Im Zentrum der RB-Zelle sind die Fluktuationen am ge-
ringsten, während sie in Wandnähe maximal werden. Am linken Rand zeigen die unteren 
Zellenwerte die größten Fluktuationen, am rechten Rand die oberen. Vollständige Symmet-
rie bezüglich der zentralen vertikalen Achse wird in etwa mittlerer Höhe der RB-Zelle, für 
zRB = 2,8 m, erreicht. Ursache für die geringeren maximalen Standardabweichungen am 
rechten Rand ist die Anordnung der tomographischen Messfläche innerhalb der RB-Zelle. 
Die untere Grenze der Messfläche befindet sich mit 0,4 m deutlich näher an der unteren 
thermischen Grenzschicht als die obere Messfeldgrenze, welche 0,9 m unterhalb der Kühl-
platte angeordnet ist. Die größere Nähe zur unteren Grenzschicht wirkt sich somit direkt in 
Form einer höheren Variabilität auf die Standardabweichung der Zellenwerte aus. Ver-
gleicht man die vertikalen Unterschiede im zentralen Bereich der RB-Zelle lässt sich fest-
stellen, dass die größten Schwankungen in den obersten und untersten Tomographiegitter-
zellen auftreten. Die höchsten Werte werden in den untersten Zellen erreicht, welche wie-
derum den geringsten Abstand zu einer thermischen Grenzfläche besitzen. 
 
 
Abbildung 63: Räumliche Struktur der zeitlich gemittelten akustisch virtuellen Temperatur Tav (links) sowie 
die entsprechenden Standardabweichungen 
avT
σ  (rechts). Jedes Symbol entspricht dem zeitlichen Mittel bzw. 
der Standardabweichung in einer Gitterzelle in der angegebenen (xRB, zRB) Position bezogen auf die Gesamt-
ausdehnung der Rayleigh-Bénard-Konvektionszelle. Während des Experimentes betrug die Höhe der RB-
Zelle H = 5,3 m und der Durchmessers D = 7,15 m.  
Eine Analyse der Strömungssituation innerhalb des Ilmenauer Fasses lässt sich anhand der 
Strömungskomponenten in horizontaler Richtung (u) und vertikaler Richtung (w) abschät-
zen. Quantitative Vergleiche können jedoch aufgrund der in Kapitel 7.2.3 beschriebenen 
Probleme, welche sich aus den begrenzten Möglichkeiten der Versuchsanordnung ergeben 
haben, nur begrenzt durchgeführt werden. Dennoch soll an dieser Stelle nicht auf qualitati-
ve Aussagen zur räumlichen Struktur der Strömung verzichtet werden.  
Die Analyse der Strömungsmuster erfolgt anhand der zeitlichen Mittelwerte der Strö-
mungskomponenten u und w in jeder Tomographiegitterzelle sowie deren Standardabwei-
chungen, welche in Abbildung 64 und Abbildung 65 dargestellt sind.  
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Die horizontale Komponente der Strömung (Abbildung 64, links) zeigt mittlere Strö-
mungsgeschwindigkeiten im Bereich von ±0,4 m s-1. Maximale Beträge werden innerhalb 
der untersten Schicht im zentralen Bereich der RB-Zelle erreicht. Negative Werte entspre-
chen dabei einer Bewegung von rechts nach links. Im oberen Teil der Tomographiemess-
fläche wurden im Mittel positive horizontale Strömungsgeschwindigkeiten detektiert, die 
Bewegung erfolgt hier von links nach rechts. Die geringsten Geschwindigkeiten findet man 
im mittleren Bereich der RB-Zelle. Hier wurde die Umkehr der Windrichtung detektiert. 
Aufgrund einer festen Berandung der RB-Zelle ist zu erwarten, dass die Geschwindigkei-
ten nahe der Wände Null werden (Haftreibungsbedingung). Die Daten zeigen diesen 
Rückgang der Strömungsgeschwindigkeit zum Rand jedoch noch nicht deutlich, da die 
Tomographiegitterzellen noch zu weit von den Begrenzungsflächen entfernt sind.  
Die größten Standardabweichungen der horizontalen Strömungskomponente werden im 
Bereich der seitlichen RB-Zellengrenze erreicht. Minimal werden die Werte in der Mitte 
der RB-Zelle. Da dort die absoluten Geschwindigkeiten jedoch auch am geringsten sind, 
liegen die Fluktuationen mit 0,1 m s-1 bereits im Bereich der Geschwindigkeitsmittelwerte 
selbst.  
 
 
Abbildung 64: Räumliche Struktur der zeitlich gemittelten horizontalen Windkomponente u (links) sowie die 
entsprechenden Standardabweichungen σu (rechts). Jedes Symbol entspricht dem zeitlichen Mittel bzw. der 
Standardabweichung in einer Gitterzelle in der angegebenen (xRB, zRB) Position bezogen auf die Gesamtaus-
dehnung der Rayleigh-Bénard-Konvektionszelle. Während des Experimentes betrug die Höhe der RB-Zelle 
H = 5,3 m und der Durchmessers D = 7,15 m.  
Die Geschwindigkeitsbeträge der vertikalen Strömungskomponente (Abbildung 65, links) 
liegen in einem Bereich von ±0,5 m s-1. Sie sind etwas größer, als die Werte der horizonta-
len Komponente. Dies ist wiederum auf die räumliche Nähe zu den Wandgrenzschichten 
zurückzuführen. Während die untere bzw. obere Grenze der Tomographiemessfläche 0,4 m 
bzw. 0,9 m von der Begrenzung entfernt sind, beträgt der Abstand der Messfläche zu den 
Seitenwänden lediglich 0,1 m. Das akustische Messsystem kann daher direkt das Auf- und 
Absteigen der Luft im Bereich der seitlichen Grenzen registrieren, wohingegen die Haupt-
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strömung entlang der unteren und oberen Grenzschicht bereits außerhalb der Tomogra-
phiemessfläche liegt.  
Die mittleren vertikalen Geschwindigkeitskomponenten zeigen eine deutliche horizontale 
Abhängigkeit. Positive Werte, d. h. aufsteigende Luft, findet man am linken Rand, wäh-
rend am rechten Rand negative Werte, d. h. absinkende Luft, detektiert wurden. Maximale 
Vertikalgeschwindigkeiten findet man in der linken unteren Ecke der Tomographiemess-
fläche, in welchem die Temperaturen und ebenfalls deren Schwankungen maximal sind. 
Die Geschwindigkeit der Aufwärtsbewegung nimmt am linken Rand nach oben hin ab. Am 
rechten Rand ist die untere Messfeldgrenze der Bereich mit der geringsten Abwärtsbewe-
gung, während im mittleren und oberen Teil der RB-Zelle höhere Werte erreicht werden. 
Im Zentrum der Zelle finden unabhängig von der vertikalen Lage nur geringe Vertikalbe-
wegungen statt.  
Ein Rückgang der Vertikalkomponente auf Null an den Rändern der RB-Zelle (Haftbedin-
gung) konnte mit den akustisch tomographischen Messungen nicht gezeigt werden, da sich 
die Ränder der Messfläche in zu großem Abstand zu den Wänden befanden.  
 
 
Abbildung 65: Räumliche Struktur der zeitlich gemittelten vertikalen Windkomponente w (links) sowie die 
entsprechenden Standardabweichungen σw (rechts). Jedes Symbol entspricht dem zeitlichen Mittel bzw. der 
Standardabweichung in einer Gitterzelle in der angegebenen (xRB, zRB) Position bezogen auf die Gesamtaus-
dehnung der Rayleigh-Bénard-Konvektionszelle. Während des Experimentes betrug die Höhe der RB-Zelle 
H = 5,3 m und der Durchmessers D = 7,15 m.  
Die Standardabweichungen der Vertikalbewegung (Abbildung 65, rechts) zeigen die höch-
sten Amplituden in der Nähe der Seitenwände (xRB/D -0,5 ≈ ±0,4) für die untersten bzw. 
obersten Tomographiegitterzellen. Das Maximum der Standardabweichungen in den un-
tersten Zellen liegt nahe des rechten Randes, das Maximum der oberen Schicht nahe des 
linken Randes. In beiden Höhen wird ein weiteres lokales Maximum detektiert, welches 
sich jeweils auf der entgegengesetzten Seite der Messfläche in unmittelbarer Nähe zur Sei-
tenwand befindet. Minimale Schwankungen der oberen und unteren Gitterzellenwerte sind 
in einem Bereich von etwa xRB/D – 0,5 ≈ ±0,1 zu finden. Die Standardabweichungen im 
mittleren Bereich der Tomographiemessfläche zeigen ebenfalls lokale Maxima, welche 
138 
 
aber im Vergleich zu den oberen und unteren Gitterzellen horizontal in Richtung Mitte der 
RB-Zelle verschoben sind. Im zentralen Höhenbereich treten die größten Schwankungen 
der vertikalen Strömungskomponenten nahe der Zellenmitte auf, fallen zu den Seitenwän-
den zunächst ab und steigen dann erneut an. In den Randbereichen liegen die Standardab-
weichungen im Größenbereich der mittleren Werte oder darunter. Im Zentrum übersteigen 
die Fluktuationen mit bis zu 0,16 m s-1 (mittlere Höhe) die mittlere Vertikalströmungsge-
schwindigkeit (w ≈ 0 m s-1) deutlich.  
7.2.5. Charakterisierung der räumlichen Struktur der Konvektion 
Die Anwendung des akustisch tomographischen Systems im Ilmenauer Fass hat gezeigt, 
dass die zeitgleiche Erfassung von Strömungsgeschwindigkeit und Temperatur mit dem 
Verfahren der akustischen Laufzeittomographie möglich ist. Beide Größen können mit 
gleicher räumlicher Auflösung rekonstruiert werden. Die Anordnung der Sender und Emp-
fänger konnte bei der vorgestellten Messung lediglich an den seitlichen Wänden innerhalb 
des Fasses erfolgen. Hierdurch ergab sich ein Schallstrahlenfeld, welches durch eine Vor-
zugsrichtung gekennzeichnet war. Simulationen der Rekonstruktionseigenschaften mit 
vorgegebenen Verteilungen der Strömung haben bewiesen, dass durch diese inhomogene 
Überdeckung des Messfeldes mit Schallstrahlen größere Fehler bei der Rekonstruktion der 
Strömungskomponenten zu erwarten sind. Die Untersuchungen zeigten jedoch ebenfalls, 
dass die Grobstruktur der Strömung dennoch gut wiedergegeben wird. Für folgende Expe-
rimente muss auf eine Anordnung der Sender und Empfänger geachtet werden, die eine 
homogene Überdeckung des Untersuchungsgebietes mit Schallstrecken aus allen Richtun-
gen erlaubt.  
Aus den Analysen der zeitlichen Mittelwerte der Temperatur und Strömungskomponenten 
sowie deren Standardabweichungen und im Hinblick auf die dargestellten Beispieltomo-
gramme lassen sich Aussagen über die räumliche Struktur der Konvektion im Ilmenauer 
Fass ableiten. Geringe Fluktuationen (niedrige Standardabweichungen) charakterisieren 
Gebiete mit nahezu konstanten Eigenschaften. Hohe Standardabweichungen spiegeln einen 
hohen Grad an Veränderlichkeit wider.  
Die grobe Struktur der Strömung kann als Wirbel beschrieben werden, welcher die gesam-
te RB-Zelle erfasst. Maximale Strömungsgeschwindigkeiten werden am Rand der RB-
Zelle erreicht. Ausgehend von der beheizten Unterseite erfolgt die Erwärmung der Luft, 
wodurch sich deren Dichte verringert und ein Aufsteigen angeregt wird. Dieses Aufsteigen 
äußert sich in einer aufwärts gerichteten Bewegung, welche man an der linken Seite der 
RB-Zelle vorfindet. Die starke Variabilität der Temperatur in der Zelle in diesem Gebiet 
(links unten) ist ein Hinweis darauf, dass die Luft nicht konstant mit hoher Temperatur 
nach oben transportiert wird, sondern dass sich Warmluftblasen bilden, welche sich ablö-
sen, wodurch wärmere und kühlere Perioden wechseln. Die Geschwindigkeit des Aufstei-
gens am linken Rand ist in den unteren Schichten am größten und verlangsamt sich in 
Richtung oberer Begrenzung. Am oberen linken Rand wurden große Schwankungen der 
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Geschwindigkeitskomponenten detektiert (horizontale und vertikale Richtung). Diese stär-
keren Fluktuationen lassen darauf schließen, dass diese Gebiete neben der Hauptströmung 
durch kleinere Wirbel bzw. Störungen beeinflusst werden.  
Entlang der oberen Begrenzung (Kühlplatte) verläuft die Bewegung von links nach rechts, 
wobei die horizontale Strömungsgeschwindigkeit von links nach rechts zunimmt. Am 
rechten Rand findet man die größten Temperaturfluktuationen der oberen Tomographiegit-
terzellen. Durch das Abkühlen der Luft an der Kühlplatte wird die Luftdichte erhöht und 
die Luft wird im Vergleich zur Umgebung schwerer. Dadurch wird ein Absinken induziert, 
welches analog zum Aufsteigen nicht kontinuierlich erfolgt. Das Absinken der Luft erfolgt 
am rechten Rand der RB-Zelle. Maximale Absinkgeschwindigkeiten werden oben erreicht. 
Auf der rechten RB-Zellenseite findet man die größten Fluktuationen der vertikalen Strö-
mungskomponente im Bereich der unteren Tomographiegitterzellen. Diese Variation ist 
wiederum ein Hinweis darauf, dass sich dieses Gebiet nicht dauerhaft in der Region befin-
det, welche durch die großräumige Konvektionsströmung beeinflusst wird.  
Im zentralen Bereich der RB-Zelle sind die Temperaturen nahezu konstant, die Variationen 
sind minimal. Dies lässt auf eine gute Durchmischung schließen. Die Strömungsgeschwin-
digkeiten zeigen Werte, welche nahe Null sind. In beiden Komponenten wird die Wind-
umkehr deutlich, welche sich in der Vorzeichenänderung der jeweiligen Komponente äu-
ßert. Im zeitlichen Mittel befindet sich das Wirbelzentrum (verschwindender Strömung) 
bei (xRB, zRB) = (3,3 m, 2,8 m) und damit nahe am räumlichen Mittelpunkt (3,6 m, 2,7 m) 
der Zelle. Der zentrale Bereich ist jedoch auch durch eine große Schwankungsbreite der 
Strömungskomponenten gekennzeichnet, welche im Bereich der mittleren Geschwindig-
keiten selbst und darüber liegt. Diese hohe Variabilität entspricht einer zeitlichen Verlage-
rung des Wirbelzentrums mit geringen Geschwindigkeiten in diesem Gebiet. 
Qiu und Tong (2001) unterscheiden drei Raumbereiche innerhalb einer RB-Zelle in Ab-
hängigkeit vom Abstand zu den Begrenzungsflächen. Sie untersuchten konvektive Phäno-
mene in einer mit Wasser als Arbeitsmedium betriebenen Konvektionszelle. Zwei dieser 
Bereiche konnten mit den aktuellen tomographischen Messungen ebenfalls detektiert wer-
den. Die zentrale Kernregion liegt im Zentrum der RB-Zelle und ist durch geringe Ge-
schwindigkeiten, große Geschwindigkeitsfluktuationen und nahezu konstante Temperatu-
ren gekennzeichnet. Der nächste Raumbereich, der sich in Richtung Begrenzungsflächen 
anschließt, wird als Zwischen- oder Mischungsschicht bezeichnet. Ausgehend von der 
Ausdehnung des Ilmenauer Fasses reicht diese Schicht laut Qui und Tong (2001) bis auf 
0,15 m an die seitlichen Begrenzungsflächen und 0,11 m an die obere und untere Begren-
zungsfläche heran (0,25 < xRB/D - 0,5 bzw. zRB/H - 0,5 ≤ 0,46). In diesem Bereich findet 
die Durchmischung der von der Heizplatte aufsteigenden und von der Kühlplatte abfallen-
den Luftpakete statt. Der dritte Bereich, die viskose Grenzschicht, konnte mit dem Verfah-
ren der akustischen Tomographie nicht nachgewiesen werden. Diese nur wenige Zentime-
ter dicke Grenzschicht, welche direkt an den Wänden der Zelle anliegt, lag bereits außer-
halb der akustisch tomographischen Messfläche, welche sich bis minimal 0,1 m an die seit-
lichen Begrenzungsflächen annäherte.  
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Zur Untersuchung der viskosen Randgrenzschichten sowie kleinerer Wirbel und Struktu-
ren, welche der Hauptströmung überlagert sind, war die räumliche Auflösung mit einer 
Gitterweite von 0,8 m × 0,8 m nicht fein genug. Das Auftreten subskaliger Strukturen kann 
zwar anhand der Analyse der Standardabweichungen der Zeitreihen gezeigt werden, spe-
zielle Eigenschaften sind jedoch nicht nachweisbar. Ebenfalls konnte nicht nachgewiesen 
werden, dass die Hauptströmungsebene zeitlich fluktuiert, wie es von Resagk et al. (2006) 
gezeigt wurde. Hierfür wäre eine dreidimensionale Erfassung der Strömungskomponenten 
nötig bzw. eine zweidimensionale horizontale Messung in unmittelbarer Nähe zur Kühl- 
bzw. Heizplatte. Eine Analyse der zeitlichen Schwankungen innerhalb der einzelnen Git-
terzellen ergab keine signifikanten Perioden. Eine Verringerung der Zeit zwischen zwei 
Einzelmessungen (bei der aktuellen Messung: 20 Sekunden) ist nötig, um schnellere Fluk-
tuationen innerhalb der Gitterzellen erfassen zu können.  
Trotz der genannten Defizite konnte gezeigt werden, dass die groben konvektiven Struktu-
ren des Temperatur- und Strömungsfeldes innerhalb der Messfläche im Ilmenauer Fass er-
fasst werden konnten. Die Felder wurden gleichzeitig und nahezu unbeeinflusst vermessen. 
Des Weiteren war es zur Strömungsverfolgung nicht nötig, Partikel in das Volumen ein-
zubringen. Mit der akustischen Tomographie lässt sich weiterhin vermeiden, dass eine 
räumliche Umordnung der Messapparatur vorgenommen werden muss, um ein anderes 
Gebiet innerhalb der RB-Zelle zu untersuchen. Somit konnte auch auf Wartezeiten zwi-
schen den Messungen verzichtet werden, welche nötig sind, um sicherzustellen, dass sich 
ein stationärer Zustand innerhalb des konvektiven Systems eingestellt hat.  
 
 8. Schluss 
Die akustische Laufzeittomographie ist ein Verfahren, welches auf der Abhängigkeit der 
Schallgeschwindigkeit von den meteorologischen Größen Temperatur und Strömung ent-
lang des Ausbreitungsweges beruht. Eine Kombination von Messungen der Laufzeiten ent-
lang verschiedener Wege durch ein Gebiet bei bekannten Abständen der Sender und Emp-
fänger erlaubt es, Rückschlüsse auf die Verteilungen von Temperatur und Strömung im 
Untersuchungsgebiet zu ziehen.  
Bisherige Anwendungen der akustischen Laufzeittomographie zur Bestimmung der hori-
zontalen Verteilungen von Temperatur und Strömung erfolgten innerhalb von Messgebie-
ten, deren Ausdehnung wenige hundert Meter im Quadrat betrugen. Die räumliche Auflö-
sung der Felder in den Untersuchungsgebieten lag bei minimal 40 m × 40 m für das Tem-
peraturfeld (Ziemann et al., 2001). Die Strömungseigenschaften hingegen wurden mit 
deutlich geringerer räumlicher Auflösung im Vergleich zum Temperaturfeld angegeben 
(Arnold et al., 2004).  
Eine untere Grenze für die Ausdehnung der Messfläche stellten die Anforderungen an die 
Genauigkeit der Temperatur- bzw. Strömungsbestimmung (< 0,5 K bzw. 0,5 m s-1, s. z. B. 
Ziemann et al., 1999) aus den akustischen Messungen dar. Je kürzer eine Schallstrecke ist, 
umso exakter muss die Positions- und Laufzeitbestimmung erfolgen, um gleiche Genauig-
keiten bei Temperatur- und Strömungsbestimmung zu erreichen.  
Ziel der Arbeit war zum einen die Erhöhung der räumlichen Auflösung des Strömungsfel-
des innerhalb der Messfläche. Zum anderen sollte die Genauigkeit des Messsystems derart 
verbessert werden, dass auch Untersuchungen in Messgebieten mit geringerer räumlicher 
Ausdehnung (wenige Meter Kantenlänge) bei gleicher Anzahl an Untergliederungen in-
nerhalb der Messfläche und gleichen Anforderungen an die Genauigkeiten bei der Tempe-
ratur- und Strömungsbestimmung möglich sind.  
Die Erhöhung der räumlichen Auflösung des Strömungsfeldes konnte durch die Einfüh-
rung eines Algorithmus zur Vektortomographie erreicht werden. Um eine Kongruenz zur 
Rekonstruktion der Temperaturverteilungen zu wahren, wurde für die Strömungsrekons-
truktion, wie für die Temperaturrekonstruktion, die simultane iterative Rekonstruktions-
technik eingesetzt. Eine Überprüfung der Rekonstruktionsgüte des Algorithmus erfolgte 
anhand von Sensitivitätsstudien. Hierfür wurden verschiedene Strömungsfelder simuliert, 
welche entsprechend einer vorgegebenen Verteilung von Schallsendern und -empfängern 
in simulierte Messdaten überführt wurden. Sind die Lautsprecher und Mikrophone gleich-
mäßig um das Untersuchungsgebiet verteilt, d. h. ist eine homogene Überdeckung des 
Messgebietes mit Schallstrecken gewährleistet, können die vorgegebenen Verteilungen mit 
lediglich geringen Abweichungen rekonstruiert werden. Die besten Übereinstimmungen 
zwischen vorgegebenen und rekonstruierten Feldern werden erreicht, wenn man eine 
schwache Kopplung zwischen benachbarten Gitterzellen zulässt (vgl. Kapitel 5).  
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Des Weiteren konnte mit Hilfe der Simulationen gezeigt werden, dass die Anordnung der 
Sender und Empfänger einen wesentlichen Einfluss auf das Rekonstruktionsergebnis der 
richtungsabhängigen Komponenten des Strömungsfeldes ausübt. Ist eine gleichverteilte 
Anordnung der Sender und Empfänger um das gesamte Messgebiet nicht möglich, treten 
insbesondere in den Randbereichen der Messfläche deutliche Abweichungen zwischen 
vorgegebenen und simulierten Verteilungen des Strömungsfeldes auf (vgl. Kapitel 7.2.3). 
Eine homogene Anordnung der akustischen Sensoren um das gesamte Untersuchungsge-
biet ist demnach zwingend erforderlich, um das vektorielle Strömungsfeld verlässlich re-
konstruieren zu können.  
Um eine Anwendung des akustisch tomographischen Systems auf räumlichen Skalen mit 
Messflächen von wenigen Metern Seitenlänge zu ermöglichen, wurde die Genauigkeit bei 
der Bestimmung der Messgrößen (Positions- und Laufzeitbestimmung) erhöht. Hierfür 
konnten einerseits Verbesserungen durch die Verwendung moderner Hardwarekomponen-
ten erreicht und andererseits eine Optimierung der Software hinsichtlich der verwendeten 
Signalmuster sowie der Analysealgorithmen zur Laufzeitbestimmung vorgenommen wer-
den. 
Die Unsicherheiten bei der Bestimmung der Schallweglängen konnten durch den Einsatz 
von Schallsendern mit geringer räumlicher Ausdehnung auf wenige Millimeter verringert 
werden. Des Weiteren erlauben diese speziell für die akustische Laufzeittomographie ent-
wickelten Sender (Kapitel 6.1.2) eine homogene Abstrahlung akustischer Signale innerhalb 
der Messebene. Somit kann die Positionierung der Lautsprecher flexibel in und um das Un-
tersuchungsgebiet erfolgen. 
Eine Verbesserung der Laufzeitbestimmung konnte durch den Einsatz einer modernen 
akustischen Messkarte (Kapitel 6.1.1) realisiert werden. Hierbei erlaubt eine hohe Abtast-
rate der Schallsignale sowie eine stabile zeitliche Basis bezüglich Aussenden und Empfan-
gen der Signale ein hohes Maß an Genauigkeit.  
Eine weitere Verbesserung konnte durch eine Erweiterung der Software zur Nutzung breit-
bandiger Schallsignale (pseudostochastisches Rauschen, auch als Maximallängenfolgen, 
MLS, bezeichnet, vgl. Kapitel 3.3.3) erreicht werden. Da die Laufzeitbestimmung auf Be-
rechnungen des Maximums der Kreuzkorrelationsfunktion zwischen gesendeten und emp-
fangenen Signalen beruht, sind diese pseudostochastischen Rauschsignale zur Laufzeitbe-
stimmung besonders geeignet. Sie zeichnen sich durch hervorragende Korrelationseigen-
schaften aus, wobei verschiedene Rauschfolgen keine Korrelation untereinander aufwei-
sen, während die Autokorrelationsfunktion einer MLS nahezu einem Impuls entspricht. 
Diese Faktoren, gekoppelt mit dem Einsatz von Interpolationstechniken, welche aus der 
digitalen Signalverarbeitung bekannt sind, erlauben eine Genauigkeit der Laufzeitbestim-
mung, welche im Bereich von 3 µs liegt. 
Die Gesamtheit der vorgenommenen Verbesserungen des akustisch tomographischen Sys-
tems führten dazu, dass die Empfindlichkeit hinsichtlich Temperatur- und Strömungsei-
genschaften bezüglich einer Referenzmessung bei Schallstreckenlängen über zwei Metern 
Länge auf unter 0,3 K für die Temperatur bzw. 0,2 m s-1 für die Strömungsgeschwindigkeit 
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gesenkt werden konnte. Für Absolutmessungen (ohne Referenzmessung) werden die ein-
gangs geforderten Unsicherheiten von 0,5 K bzw. 0,5 m s-1 für Schallweglängen ab etwa 
5 m erreicht.  
Anhand zweier Beispiele wird die Anwendbarkeit des akustisch tomographischen Systems 
demonstriert. Die Größe der Messfläche betrug im ersten Beispiel 3,3 m × 3,3 m, welche in 
Teilflächen mit einer Ausdehnung von 0,7 m × 0,7 m untergliedert wurde. Durch Verwen-
dung der akustischen Laufzeittomographie in dem vertikal ausgerichteten Untersuchungs-
gebiet konnten Aussagen zur Homogenität bezüglich der Temperaturverteilung innerhalb 
der Messfläche getroffen werden (Kapitel 7.1).  
In einem zweiten Beispiel wurde das Verfahren zur Erfassung thermisch induzierter turbu-
lenter Strukturen in einem Untersuchungsgebiet von 7 m × 4 m eingesetzt, wobei eine Un-
tergliederung der Messfläche in Teilflächen mit einer Ausdehnung von 0,8 m × 0,8 m er-
folgte. Trotz der Tatsache, dass eine homogene Anordnung der Sender und Empfänger um 
das Messgebiet bei diesem Experiment nicht möglich war, konnte demonstriert werden, 
dass die Sensitivität des Verfahrens ausreicht, um Temperaturschwankungen und ther-
misch induzierte Strömungsmuster zu erfassen.  
Letztendlich ist es gelungen, ein akustisch tomographisches System zu entwickeln, wel-
ches als Messsystem zur gleichzeitigen Bestimmung von Temperatur- und Strömungsfel-
dern mit gleicher räumlicher Auflösung in Gebieten mit einer Ausdehnung ab wenigen 
Metern Kantenlänge eingesetzt werden kann. Die Empfindlichkeit des Systems reicht da-
bei aus, um geringe Strömungsgeschwindigkeiten (≤ 0,2m s-1) und Temperaturunterschiede 
(≤ 0,3 K) nachzuweisen. Des Weiteren kann das System als Laborvariante zur Demonstra-
tion tomographischer Techniken sowie zum Test neuer Algorithmen und Komponenten 
eingesetzt werden. 
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 Wichtige Formelzeichen und Symbole 
Lateinische Buchstaben 
 
Symbol Einheit Beschreibung 
 
c m s-1  Schallgeschwindigkeit 
ceff m s
-1  effektive Schallgeschwindigkeit 
cL   m s
-1  Laplace‘sche Schallgeschwindigkeit – Ausbreitungsgeschwin-
    digkeit akustischer Signale in ruhender Luft 
cp  J kg-1 K-1 spezifische Wärmekapazität bei konstantem Druck  
cv J kg-1 K-1 spezifische Wärmekapazität bei konstantem Volumen  
d  m  geometrischer Abstand zwischen Sender und Empfänger 
e  Pa  Partialdruck des Wasserdampfes 
E (f )  Betragsspektrum (auch als Energie-, Amplituden-, Power-
spektrum bezeichnet) 
el    Einheitsvektor in l – Richtung 
f Hz  Frequenz 
F (kx ,ky )   Fouriertransformierte (zweidimensional) von f (x ,y ) 
fdig   Hz  Abtastfrequenz, Digitalisierungsfrequenz  
fj    Gitterzellenwert in der j-ten Zelle 
fN  Hz  Nyquistfrequenz 
f
    
Vektor aller J Gitterzellenwerte fj 
fest
    
geschätzte Verteilung für die iterative Rekonstruktion 
finit
    
Anfangsverteilung für die iterative Rekonstruktion 
ftrue
    
wahre Verteilung innerhalb des Tomographiegitters 
H (f )    Fouriertransformierte der zeitkontinuierlichen Funktion h (t ) 
Himag   Imaginärteil der komplexwertigen Funktion H 
Hreal   Realteil der komplexwertigen Funktion H 
Hn+1   Hadamard-Matrix 
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Symbol Einheit Beschreibung 
 
I    Anzahl der Messstrecken 
J    Anzahl der Gitterzellen für die tomographische Rekonstruk-
    tion 
kx,y,s m-1  Wellenzahl in x -, y -, s - Richtung 
L  m  Matrix aller I × J Strahlstücklängenabschnitte lij 
L-g  m-1  generalisierte Inverse der Matrix L 
LT  m  transponierte Matrix von L 
l m  Signallaufweg 
li m  Gesamtlänge des i-ten Strahls 
lij m  Strahlstücklängenabschnitt des i-ten Strahls innerhalb der j- 
  ten Gitterzelle 
Lp dB  Schalldruckpegel 
M kg mol-1 molare Masse  
N   Anzahl der Datenpunkte eines Signals – Länge des Signals 
p  Pa  Luftdruck des Gasgemischs  
P1,2   Permutationsmatrix zum Vertauschen von Zeilen, Spalten 
pi    Messwert entlang des i-ten Strahls 
p
    
Vektor aller I Messwerte pi 
pobs
    
gemessene Strahlwerte 
ppre
 
mittels Vorwärtsmodellierung aus geschätzter Verteilung be-
rechnete Strahlwerte 
Pr    Prandtl-Zahl 
q  kg kg-1 spezifische Feuchte 
Ra   Rayleigh-Zahl 
RD    Datenauflösungsmatrix 
r.H. %  relative Feuchte 
RM    Modellauflösungsmatrix 
rPAKF    periodische Autokorrelationsfunktion 
Rs  J kg-1 K-1 spezifische Gaskonstante  
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Symbol Einheit Beschreibung 
 
rx,y   Kreuzkorrelationsfunktion 
si x   Spaltfunktion 
T  K  absolute Temperatur  
t   Zeit 
Tav K  akustisch virtuelle Temperatur 
tSig   Signaldauer 
u (xi )    Messunsicherheit der Größe xi 
v m s-1  Strömungsgeschwindigkeit, Windgeschwindigkeit 
Voli    Volumenteil eines Stoffes i in einem Gemisch 
vStrahl m s
-1  Strömungskomponente entlang Schallstrahl 
wj    Wichtungsfaktoren 
X   Fouriertransformierte der Funktion x 
X *   konjugiert Komplexes von X 
Xk   Fouriertransformierte der zeitdiskreten Funktion xn 
 
Griechische Buchstaben 
 
Symbol Einheit Beschreibung 
 
γ  Verhältnis der spezifischen Wärmekapazitäten bei konstan-
tem Druck (cp) und konstantem Volumen (cv)  
ΓRB   Aspektverhältnis bei Rayleigh-Bénard-Konvektion 
∆   Laplace-Operator 
δ(x)    Delta-Distribution 
∆f  Hz  Frequenzschritt 
δ f    euklidischer Abstand bezüglich f 
∆ifj Verbesserung der Lösung algebraischer Techniken innerhalb 
der j-ten Gitterzelle in Abhängigkeit vom i-ten Strahl 
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Symbol Einheit Beschreibung 
 
rx,x Autokorrelationsfunktion  
∆t Zeitschritt zwischen zwei aufeinanderfolgenden Signalwer-
ten, Abtastrate 
∆tS   Zeitschritt eines interpolierten Signals 
ϑ  °C  Temperatur 
λ m  Wellenlänge  
ρ kg m-3  Dichte 
σ     Standardabweichung 
σ2   Varianz 
τ   zeitliche Verschiebung bei Korrelation, Signallaufzeit 
ω rad s-1  Kreisfrequenz 
 
Symbole 
 
Symbol   Beschreibung 
 
∇    Nabla-Operator 
⊕2   Addition modulo 2 
⊗2   Multiplikation modulo 2 
mod N   Rest nach Division durch N 
 
Indizes 
 
Symbol   Beschreibung 
 
bin   binärwertige Zahlendarstellung 
dez Dezimalzahlendarstellung (zur deutlichen Abgrenzung bzgl. 
binärer Darstellung) 
i    Messwert
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Symbol   Beschreibung 
 
j   Zellenwert  
tr   trockene Luft 
w   Wasserdampf 
f   feuchte Luft 
Mix   Gemisch aus verschiedenen Gasbestandteilen 
 
 Konstanten und Stoffeigenschaften 
cp,w 1864,6 J kg-1 K-1 
cp,tr 1004,7 J kg-1 K-1 
cv,w 1403,1 J kg-1 K-1 
cv,tr 717,7 J kg-1 K-1 
J0  10 – 12 W m – 2 
MAr 39,948 kg kmol-1 
MCO2 44,0100 kg kmol-1 
MO2 31,9988 kg kmol-1 
p0’  2 ⋅ 10 5 Pa  
R* 8,314510 J K-1 mol-1 
Rtr 287,05 J kg-1 K-1 
Rw 461,52 J kg-1 K-1 
 

  
Abkürzungen 
ADC  Analog-to-Digital-Converter (Analog-zu-Digital-Wandler) 
AGS   atmosphärische Grenzschicht 
AKF  Autokorrelationsfunktion 
AM   algebraische Methoden (zur tomographischen Rekonstruktion) 
FFT  schnelle Fouriertransformation (Fast Fourier Transformation) 
FHT  schnelle Hadamardtransformation (Fast Hadamard Transformation) 
FT  Fouriertransformation 
FTM  Fourier-Transform-Methoden (zur tomographischen Rekonstruktion) 
ICP  Integrated Circuit Piezoelectric 
KKF  Kreuzkorrelationsfunktion 
LDA  Laser Doppler Anemometrie 
MLS  Maximallängenfolge (Maximum Length Sequence) 
PAKF  periodische Autokorrelationsfunktion 
PIV  Particle Image Velocimetrie 
RB-Zelle Rayleigh-Bénard-Zelle 
S/N  Signal zu Rausch Verhältnis 
SIRT  simultane iterative Rekonstruktionstechnik 
THD  Total Harmonic Distortion (harmonische Gesamtverzerrung) 
 
 
 
 

 Anhang A – Berechnung der Permutations-
matrizen zur Durchführung der FHT  
Im Folgenden soll die Bestimmung der Permutationsmatrizen P1 und P2 (vgl. Kapitel 
3.4.2) zur Anwendung der schnellen Hadamardtransformation an einem Beispiel für eine 
Maximallängenfolge vom Grad 3 (m = 3) verdeutlicht werden. Ausgangspunkt soll die Fol-
ge nach Gleichung (3.26), s(n) = (1,0,0,1,1,1,0), sein. Als Signalmatrix (vgl. (3.36)) ergibt 
sich hieraus 
 
7
1 0 0 1 1 1 0
0 1 0 0 1 1 1
1 0 1 0 0 1 1
1 1 0 1 0 0 1
1 1 1 0 1 0 0
0 1 1 1 0 1 0
0 0 1 1 1 0 1
 
 
 
 
 
=  
 
 
 
 
 
X . (A.1) 
Die Permutationsmatrix P1 kann aus den Binärwerten der ersten 3 Zeilen (m = 3) von X7  
 
1
1 0 1 5
0 1 0 2
1 0 0 1 1 1 0 1 0 0 4
0 1 0 0 1 1 1 0 0 1 1
1 0 1 0 0 1 1 0 1 1 3
1 1 1 7
1 1 0 6
0 0 0 1 0 0 0
0 1 0 0 0 0 0
0 0 0 0 1 0 0
0 0 1 0 0 0 0
1 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 1 0
T T
bin
bin dez
   
   
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 
 
 
⇒ =  
 
 
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 
 
P
 (A.2) 
bestimmt werden.  
P2 kann nun aus den Binärwerten der Spalten 1, 2 und 4 (in abfallender Reihenfolge) der 
Signalmatrix entsprechend der Spaltenreihenfolge nach P1 berechnet werden 
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2
0 0 1 1 1 0 0 0 0 0 0
0 1 0 2 0 1 0 0 0 0 0
1 0 0 4 0 0 0 1 0 0 0
0 1 1 3 0 0 1 0 0 0 0
1 1 0 6 0 0 0 0 0 1 0
1 1 1 7 0 0 0 0 0 0 1
1 0 1 5 0 0 0 0 1 0 0bin dez
     
     
     
     
     
= ⇒ =     
     
     
     
     
     
P . (A.3) 
Die Berechnung von G7 aus der Signalmatrix nach Gleichung (3.42) unter Verwendung 
der Permutationsmatrizen P1 und P2 ergibt 
 1 0 1 0 1 0 1
0 1 1 0 0 1 1
1 1 0 0 1 1 0
0 0 0 1 1 1 1
1 0 1 1 0 1 0
0 1 1 1 1 0 0
1 1 0 1 0 0 1
n
 
 
 
 
 
=  
 
 
 
 
 
G . (A.4) 
Dies entspricht der Hadamard-Matrix H8, vermindert um die erste Zeile und Spalte. 
 
 
 
 Anhang B – Rekonstruktion simulierter Vek-
torfelder 
Auf den folgenden beiden Doppelseiten sind beispielhafte Rekonstruktionen simulierter 
Strömungsfelder dargestellt. Die Graphiken enthalten jeweils das rekonstruierte Feld 
(schwarze Pfeile) sowie das vorgegebene (simulierte) Strömungsfeld, dessen Werte auf die 
räumliche Auflösung der Rekonstruktionsergebnisse interpoliert wurden (graue Pfeile). 
Die Rekonstruktionsergebnisse unterscheiden sich hinsichtlich der Anzahl der Iterations-
schritte bis zum Abbruch des iterativen Rekonstruktionsalgorithmus sowie in der Wahl der 
Kopplung benachbarter Gitterzellen bei dem iterativen Lösungsprozess. Die Wichtungs-
faktoren für die Mittelung wurden im Bereich zwischen 0,0 (keine Kopplung zwischen den 
Gitterzellenwerten) und 1,0 (starke Kopplung) variiert.  
Für den Vergleich wurden zwei Strömungsfelder ausgewählt. Zum einen ein homogenes 
Strömungsfeld und zum anderen ein Wirbelfeld. Die Ausdehnung des Tomographiegebie-
tes beträgt 2 m × 2 m. Die Anordnung der Schallsender und Empfänger entspricht der lin-
ken Darstellung in Abbildung 29. 
Das simulierte homogene Strömungsfeld ist durch eine konstante Strömungsgeschwindig-
keit im gesamten Untersuchungsgebiet charakterisiert. Die Strömung tritt am linken Rand 
in das Messareal ein und verlässt es am rechten Rand wieder. Die Komponenten des Strö-
mungsfeldes lauten vx = 1,2 m s-1 und vy = 0,0 m s-1.  
Ein Strömungswirbel charakterisiert das simulierte Wirbelfeld. Die Berechnung der Strö-
mungskomponenten erfolgte nach Gleichung (5.19), wobei das Zentrum des Wirbels im 
Mittelpunkt des Untersuchungsgebietes, bei r0 = ( 1 m, 1 m), liegt und die Zirkulation 
Γ = -5 m2 s -1 beträgt.  
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Wirbelfeld 
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 Anhang C – Simulation eines akustischen Di-
pols  
In Kapitel 2.1 wurde eine allgemeine Lösung der Wellengleichung für die Druckabhängig-
keit bei der Schallausbreitung für ebene Wellen dargestellt (Gleichung (2.10)). Die Lösung 
beruhte auf einer geradlinigen Schallausbreitung mit räumlich konstanter Amplitude. Be-
trachtet man Punktschallquellen, so breitet sich der Schall kugelförmig um die Schallquelle 
aus, wenn sich das Medium selbst in Ruhe befindet. Eine Lösung der Wellengleichung für 
ein solches kugelsymmetrisches Problem ist gegeben durch (Kuttruff, 2004) 
 [ ]pk ii
'
rt k r
p
p e ω
ω
−
= ⋅
r
, (C.1) 
wobei kr die Wellenzahl in radialer Richtung und ppk eine konstante (im Allgemeinen 
komplexwertige) Amplitude beschreibt, welche von der Quellenstärke und der mittleren 
Luftdichte abhängt. 
Die Simulation des ungestörten Dipolfeldes in Abhängigkeit vom Raumwinkel ψ und der 
Entfernung r vom Dipolmittelpunkt erfolgt nun durch Superposition der Schallfelder 
zweier Punktschallquellen. Der gewählte Abstand entspricht mit 0,04 m etwa der geomet-
rischen Anordnung der Lautsprecher in den Lautsprechertürmen. Die Entfernungen zwi-
schen Messpunkt und Punktschallquellen werden mit r1 bzw. r2 bezeichnet (vgl. Abbildung 
66). Bei gleichartigen Punktschallquellen (ppk,1 = ppk,2) kann das Schallfeld einer solchen 
Dipolanordnung beschrieben werden durch 
 1 2i i
i
1 2 pk
1 2
' ' ' i
r rk r k r
te ep p p p e ωω
− − 
= + = + 
 r r
. (C.2) 
 
Abbildung 66: Schematische Darstellung eines akustischen Dipols bestehend aus zwei Punktschallquellen P1 
und P2 im Abstand b. Der Messpunkt M befindet sich in einer Entfernung r vom Mittelpunkt des Dipols. 
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Die Berechnung des Schallfeldes erfolgte entsprechend den Messungen im reflexionsar-
men Raum in einem Winkelbereich von ψ = - 180° bis ψ = 180° in Schritten von 15°. Der 
Abstand zum Mittelpunkt des Dipols beträgt entsprechend der Messungen 1,1 m. Die Si-
mulation erfolgte stationär (zeitunabhängig). Zur Darstellung der Richtungsabhängigkeit 
wurde wiederum das Richtungsmaß (Gleichung (6.2)) berechnet, wobei als Bezugsschall-
druck die Abstrahlung in horizontaler Ebene betrachtet wurde.  
Das Ergebnis der Simulation ist in Abbildung 67 dargestellt. Eine Ähnlichkeit zu den ge-
messenen Werten ist deutlich erkennbar. Abweichungen sind im Wesentlichen dem hohen 
Abstraktionsgrad der Simulation zuzuschreiben, welche auf idealen Punktstrahlern und ei-
ner ungestörten Schallausbreitung (ohne Reflexionskörper und mechanischen Halterungen) 
beruht.  
 
 
Abbildung 67: Richtungsmaß für verschiedene Frequenzen und Raumwinkel in der vertikalen Ebene für eine 
theoretische Dipolanordnung von Einzellautsprechern in einem Abstand von 40 mm. 
Sowohl die Simulationen als auch die Messungen der vertikalen Richtcharakteristik zeigen 
deutliche Abweichungen der frequenzabhängigen Schalldruckpegel im Vergleich zur hori-
zontalen Abstrahlrichtung. Die Schallabstrahlung muss daher als gerichtet bezeichnet wer-
den. 
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