. The function ( ) f θ may be considered as a modifier of the Gielis function, ( ) g θ .
Estimation of Gielis Parameters:
For a scientific purpose, Gielis parameters need to be estimated from empirical data. Presently, we are concerned with the possibilities of the same. Let the n true points be [ S can be zero, but smaller it is, closer are the assumed values of the parameters from their true values (assuming empirical uniqueness of the parameters to a given set of data). Thus we have to find the values of Gielis parameters in (.) g and (.) f such that 2 S is minimum.
Minimization of 2
S poses formidable problems due to two reasons. First, the Gielis parameters are possibly not unique to data suggesting that minima (local as well as global) are located in the valleys. The three parameters, 1 2 , n n and 3 n of the deformed circle, ( ),
with each other even if we assume that the parameters of the modifying function, ( ), f θ do not influence them. However, that is not the case. As a matter of fact, all of them interact with each other. A large number of experiments carried out by the author make the basis of this view. Secondly, the parameters span a highly nonlinear surface of 2 S , which has innumerably many local minima . As it is well known, most of the nonlinear optimization procedures that were developed in the 1960's or before are extremely prone to be caught in the local optima if the surface to be optimized is substantially irregular, ridged and multi-modal. In the due course, researchers in the field of operations research turned to learning from nature and imitating the process in which natural processes attain a minimum. Understanding the process of adaptation of living beings to their environment for a survival led to development of the 'genetic algorithm' (Holland, 1975) and the optimization method based on adaptation (Goldberg, 1989; Wright, 1991) . This method mimics the process of survival of the fittest. A few other methods such as the Particle Swarm methods (Eberhart and Kennedy, 1995; see Parsopoulos and Vrahatis, 2002) were motivated by the behaviour of the living beings. On the other side, researchers learned from physics -the process of annealing in metallurgy (Kirkpatrick et al., 1983) and the method of 'simulated annealing' was developed. This method was improved (Tsallis and Stariolo, 1995) by the replacement of the Gaussian (Boltzmann-Gibbs) visiting distribution (used by CSA) and the Cauchy-Lorentz visiting distribution (used by the Fast Simulated Annealing -FSA -method) by the Tsallis visiting distribution, making the earlier methods (CSA and FSA) as special cases.
The Simulation Experiments:
We have experimented with nine different models. All these models are instances of a deformed circle, (.), g modified by different modifier functions, (.). f Three typical instances of (.) g have been chosen. The parameters of (.) g are given in table A.1. Three typical modifier functions are chosen, as given below. The chosen values of n 4 and n 5 are also given in table-A.1.
In all the three modifier functions, n 4 and n 5 are parameters and 0 2 . t
π ≤ ≤
In case of each model, hundred uniformly distributed random points have been generated with the parameters specified in the relevant (.) g and (.). f The Classical simulated annealing (CSA of Kirkpatrick et al., 1983 ) and the Generalized simulated annealing (GSA of Tsallis and Stariolo, 1995) methods of optimization have been repetitively applied to estimate the parameters. The CSA method requires the bounds (the lower and the upper limits; LL and UL) on the parameters to be specified. For all the nine models we have used the identical set of bounds, specified in 
The red points are those generated by the true parameters, the blue ones are generated by using the CSA-estimated parameters and the green ones are those generated by the GSA-estimated parameters. For each model, the estimated (blue as well as green) points are superimposed on the generated (red) points to facilitate a visual assessment of the quality of fit, which is quantitatively represented by the value of S 2 . For GSA we have used the program developed by Mundim (1996) as the central subprogram under our main program.
The Findings:
The CSA method of optimization performs very well in fitting the Gielis curves to data. It performs better than the GSA. The GSA has almost always been caught in the suboptimal traps as indicated by the relatively large values of S 2 and bad fit presented in the figures. In general, increase in the number of iterations to obtain GSA estimates improves performance greatly. When max number of iterations (NStopMax) was 1000, we get inferior estimates (see rows G in table A.1 in the appendix and associated plots in Fig-A.1) . With NstopMax =10000 the estimates are much better and often close to CSA estimates (see rows H in table A.1 in the appendix and associated plots in Fig. A.2) . Save in an isolated case of Model-21, CSA estimates give better fit (smaller S 2 ) than the GSA estimates even when NStopMax is 10000.
Generalized Simulated Annealing program converges much faster. It does not require limits on the decision variables either. The initial guesses of the decision variables may simply be generated randomly, lying between -0.5 to +0.5 or so. However, its disadvantage is that it does not ensure a better result vis-à-vis the Classical Simulated Annealing method. Could we increase NStopMax to 100,000 for the GSA? Possibly, it could do better than CSA. But, in that case it is as slow as the CSA.
Observations: There could be several possible reasons for a relatively poor performance of the GSA vis-à-vis the CSA. First, there could be some bugs in the codes written by the present author (which integrates Mundim's program as a procedure or subprogram for function minimization) due to which Mundim's program fails to work properly. Secondly, it might be so that Mundim's program itself has some bug or limitation. Thirdly, granted that codes are all right, we have specified the parameters wrongly. Lastly, GSA algorithm has some serious limitations.
In order to investigate into the possible reasons mentioned above, we have tested Mundim's program as it is. His program needs a subroutine FUNCT(X, F) to be provided by the user. We have used the following subroutine (Levy function No. 5). In the gsa.in file (that gives inputs to the program) we have specified qA = 1.5, qT=1.5, qV=1.5, NStopMax = 1000, To = 1.0E-00 and NDimension = 2.
f1=0.0d+00 f2=0.0d+00 do i=1,5 f1=f1+(i*dcos((i-1)*x(1)+i)) f2=f2+(i*dcos((i+1)*x(2)+i)) enddo f3=(x(1)+1.42513d+00)**2 f4=(x(2)+0.80032d+00)**2 f=(f1*f2) + (f3+f4) RETURN END We test Mundim's program with Levy function No. 8. This function has three decision variables; x = (x 1 , x 2 , x 3 ). The subroutine FUNCT(X, F) is given below. In the gsa.in file (that provides inputs to the program) we have specified qA = 1.5, qT=1.5, qV=1.5, NStopMax = 1000, To = 1.0E-00 and NDimension = 3.
Levy's function No. 8 for x i [-10, 10] ; i = 1, 2, 3 has one global minimum at the point x ** = (1, 1, 1) with function value f(x ** ) = 0, and, approximately, 125 local minima (Parsopoulos and Vrahatis, 2002 (4.60405911, 4.95069414, 4.95861021) , which is a local optimum, far away from the global optimum.
These two examples clearly suggest that Mundim's codes have some problems in searching the global optimum with an arbitrary starting point. Since, in practice, it is difficult to guess correct initial values (more so when there are many decision variables) to run the program, Mundim's codes are of limited value. This may be the reason why GSA has almost always performed poorly vis-à-vis CSA in our case (of fitting the Gielis curves). 
