ABSTRACT Temporal network is a basic tool for representing complex systems, such as communication networks and social networks; besides the temporal motif (TM) plays an important role in the analysis of temporal networks. Without considering the temporal information, most existing motif mining methods focus on static networks and are not suitable for mining temporal motifs. In this paper, we study the problem of temporal motif mining for the temporal network. To formulate the problem, we define the temporal motif as a frequently connected subgraph that has a similar sequence of information flows. Moreover, an efficient algorithm called TM-Miner is proposed. Based on the time first search (TFS) algorithm, the TM-Miner builds a canonical labeling system that uses a new lexicographic order and maps the temporal graph to the unique minimum TFS code. By utilizing the canonical labeling system, the computational cost of temporal graph isomorphism is reduced and the efficiency of the algorithm is improved. Finally, we evaluate the performance of the TM-Miner algorithm in real datasets and extensive experiments demonstrate that it is faster than the existing algorithms.
I. INTRODUCTION
Graph is widely used to study the relationships of complex systems [1] . Usually, these systems are the complex temporal networks generated from a time series by means of a suitable algorithm or mathematical mapping [2] , or some dynamical networks (e.g., social networks, bioinformatics networks) [3] that we are really interested in. Temporal graph, which has recently attracted the attentions of scholars, can represent the dynamical network in which the edges have the timestamps [4] . For example, the tweet network [3] not only records comments and forwarded tweets among users every day, but also preserves the attributes of users and the time when the comments and forwarded tweets occur. Another example is the telecommunication network [5] that records the time of the interactions such as phone calls and text messages. Due to the temporal information, the analysis of such networks becomes more interesting and complex, especially the motif mining.
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Mining interesting temporal motif (TM) plays an important role in analyzing and understanding temporal networks. In the static networks, the network motif is defined as the overrepresented connected subgraph of the network [6] . Similarly, we define the frequent connected subgraph, which has a similar sequence of information flows, as the temporal motif of temporal network. But considering the temporal information, the motif of temporal network has different connectivity, i.e., in the temporal motif, the time difference between adjacent edges does not exceed the time threshold. At present, most motif mining algorithms are designed for the static graph, and these algorithms cannot be easily applied to the temporal graph. This is because the temporal motif mining of the temporal graph has three differences compared to the motif mining in the static graph. Firstly, the motif definitions in temporal and static networks are different. Secondly, the temporal graph contains the temporal relationship among edges, while the static graph does not. Thirdly, the subgraph isomorphism of the temporal graph is different from that of the static graph. Specifically, the temporal isomorphism not only considers the topology structure but also needs to pay attention to the temporal relationship in the temporal graph.
In recent years, some scholars have noticed the temporal network and applied the concept of network motif to the temporal network. Thus, a series of mining algorithms for temporal motif are proposed, where some algorithms are proposed for specialized networks such as the communication network [7] , and some algorithms are designed for counting small motifs such as the triangles [8] . A similar work to this paper is the subgraph enumeration algorithm provided by Kovanen et al. [9] , but it ignores the subgraphs which have multiple edges with the same time.
For above challenges, we design an algorithm called temporal motif miner (TM-Miner) to mine temporal motifs. First, we formulate the problem of mining temporal motifs in the large temporal graph. After partitioning the large graph into multiple small temporal graphs, the problem is transformed into the temporal motif mining problem of a temporal graph database. Then, we propose the time first search (TFS) algorithm to traverse the edges according to the temporal information. Based on the TFS algorithm, we design a canonical labeling system in which each temporal graph has a unique minimum TFS code. After that, a hierarchical search tree is developed by using this labeling system. Finally, we design the TM-Miner algorithm via the search tree to obtain all the temporal motifs. The proposed algorithm reduces the computational cost in two aspects and is therefore very efficient. In the first place, it designs a new canonical labeling system to reduce the computational cost of temporal graph isomorphism. In the second place, the algorithm combines the candidate motif generation and the support calculation of motifs into one procedure.
The rest of the paper is organized as follows. In Section II, we introduce the related work of the temporal motif mining. Then, we define some concepts of the temporal motif mining for the temporal network in Section III. In the fourth section, we partition the temporal graph and give the idea of the algorithm. In Section V, we introduce the time first search algorithm and propose the canonical labeling system. In Section VI, we propose the TM-Miner algorithm for temporal motif mining. Section VII provides several experiments to evaluate the performance of our algorithm. Finally, Section VIII gives the conclusion.
II. RELATED WORK
Network motifs are the significant patterns in the static network. The motif mining is important to some applications such as the spam detection [10] , the analysis of protein [11] and the behavior understanding in social networks [12] .
Owing to the practical importance of the motif mining, there are many algorithms for the motif mining of the static network. Early in 2002, Kashtan et al. [13] proposed the first motif mining tool named Mfinder, which implemented two kinds of motif mining methods, i.e., the sampling method and the exact method. Then, based on the sampling method, some improved algorithms such as FANMOD [14] and Kavosh [15] were proposed. And inspired by the exact method in [13] , some other exact algorithms emerged one after another, for instance, Flexible Pattern Finder [16] and NeMoFinder [17] . Besides, Luo et al. [1] adopted both the sampling and exact methods to mine the motifs, where the sampling method was used for the large network and the exact method was used for mining three/four-vertex motifs. Since the temporal information is not considered, these algorithms are not suitable for the motif mining in the temporal network.
Compared with the static network, the temporal network is more complex, thus many scholars are devoted to the temporal network analysis [18] , [19] , including time-respect path computation [20] , temporal subgraph matching [21] , and temporal association rule discovering [22] . As a popular way to analyze the temporal network, temporal motif mining has recently attracted extensive attentions [23] . In the early work, temporal motifs are often defined as network motifs for the snapshots at different time point. Braha and Bar-Yam [24] applied the definition to analyze the mail network. And based on the definition, Bajardi et al. [25] defined a dynamic motif for cattle trade movements.
Recently, the temporal motif is no longer limited by the snapshot, but has been extended to the network motif with time attribute [26] . According to this idea, Kovanen et al. [9] presented the definition of temporal motif which was widely used in Wikipedia network [27] , combat system of systems (SoS) coordination [28] and mobile cohesive groups [8] . Paranjape et al. [29] also defined δ-temporal motifs and proposed the counting algorithms. This motif definition gave the numbers of nodes and edges, and restricted that the edges must be sorted according to the timestamp, that is, there are no edges with the same time in the temporal motif. Our definition is more restrictive than δ-temporal motif, because we require that every adjacent edge must be within a certain time interval. Nevertheless, our techniques could also be applied to mine the δ-temporal motif. Liu et al. [30] proposed a sampling framework for counting the δ-temporal motifs. The above algorithms generally mined the temporal motifs of n-edge or n-node (where n is small) and only counted the number of these motifs. Besides, Mackey et al. [31] used the definition of δ-temporal motif and designed a chronological edge-driven approach for searching all the matching subgraphs of given graph. Similarly, Redmond et al. [32] proposed three approaches for the time-respecting subgraph isomorphism problem. Compared to [31] and [32] , our algorithm does not give any query graph, and mines the frequent temporal motif whose support is not less than the threshold. Actually, the work most relevant to our problem is literature [7] . In [7] , the COMMIT (COMmunication Motifs in InTeraction Networks) system based on the subsequence mining was developed to identify the temporal motifs in the communication network. Although the motif definition here is the same as that in [7] , the applications of the motifs and the mining algorithms are completely different. Firstly, we present an algorithm for labeled graphs, while the COM-MIT algorithm applies to unlabeled graphs. Secondly, our algorithm is based on the idea of frequent subgraph mining, VOLUME 7, 2019 while the COMMIT algorithm is based on subsequence mining.
In this paper, the problem of the temporal motif mining is similar to the problem of frequent subgraph mining. Actually, frequent subgraph mining has been widely studied [33] - [38] . Recently, some researches consider the temporal network and focus on the frequent subgraph mining of the dynamic graph. Holder et al. proposed StreamFSM [37] and GraphZip [36] to mine frequent subgraphs in dynamic graphs. And Abdelhamid et al. [38] proposed IncGM+ to mine frequent subgraph patterns for evolving graphs. But these algorithms define the dynamic graph as a series of snapshot graphs and do not consider the temporal relationship between edges of the frequent subgraph. Therefore, these algorithms cannot be applied to the temporal motif mining of the temporal graph.
III. PRELIMINARY
In this section, we give some fundamental definitions related to the temporal motif.
consists of a set of vertices V , a set of temporal edges E = {(u, v, t)|u, v ∈ V } and a label function L : V ∪E → , where t is the timestamp of the edge and is the label set. The timestamp of an edge denotes the occurrence time of the event.
Definition 2 T -Temporally Related Edges: Given two edges e i = (u i , v i , t i ) and e j = (u j , v j , t j ), the edge e i is T -temporally related to edge e j if they are temporally adjacent, i.e., {u i , v i } ∩ {u j , v j } = ∅ and |t i − t j | ≤ T .
Definition 3 T -Temporally Connected Graph:
A temporal graph G = (V , E, L) is T -temporally connected graph if and only if the graph is weakly connected and all the adjacent edges are T -temporally related edges.
The definition shows that T -temporally connected graph is weakly connected and the adjacent edges of the graph occur within a certain period of time.
Definition 4 Temporal Graph
, there exists an bijective function ϕ : E → E that meets the following conditions:
The temporal graph isomorphism not only needs to satisfy the isomorphism conditions of static graph, but also needs to satisfy the temporal conditions. That is to say, the edges of two temporally isomorphic graphs have the same temporal order.
Definition 5 Temporal Motif:
A temporal motif H , also known as the frequent temporal subgraph here, is the T -temporally connected graph whose support is not less than τ , where τ is the minimum support threshold and T is the time threshold.
In the following section, we aim at mining all the temporal motifs in the temporal graph under the given support threshold τ and time threshold T .
IV. ALGORITHM OVERVIEW A. GRAPH PARTITIONING
As the temporal motif is a T -temporally connected graph, the time difference between the adjacent edges of the temporal motif should not exceed the time threshold T . Therefore, we can partition the temporal graph according to the time threshold T . Then, given a large temporal graph G and the time threshold T , the temporal graph can be partitioned into multiple T -maximum connected subgraphs. And the T -maximum connected subgraph is defined as follows.
Definition 6 T -Maximum Connected Subgraph: G t is the
T -maximum connected subgraph of graph G if and only if G t is a T -temporally connected subgraph and there is no other T -temporally connected subgraph G t that is the supergraph of G t .
Example 1: Fig. 1 gives an example of the T -maximum connected subgraph, where Fig. 1(a) is a temporal graph. When T = 10, the temporal graph can be partitioned into two T -maximum connected subgraphs as shown in Fig. 1(b) .
The temporal graph partitioning process is shown in Algorithm 1. The algorithm traverses all edges in the temporal graph by depth first search (DFS) algorithm. It first marks all edges in the temporal graph as unprocessed (Line 1), and then randomly selects an edge e and traverses all the adjacent edges of e (Line 3). If the time difference between the adjacent edge e a and e is less than or equal to T , the adjacent edge is then processed by the algorithm DFSPart() (Line 3-12). The main steps of DFSPart() are shown in Algorithm 2. This algorithm first determines whether the edge e a has been processed. If not, e and e a are put into the same graph (Line 2). And the adjacent edges of e a are got to be processed (Line 4-8). So, the algorithm can finally traverse all edges of the temporal graph. It is worth noting that the adjacent edges of edge e = (u, v, t) refer to the adjacent edges of vertex u or vertex v. If the temporal graph is if e is unprocessed then 5: Create a new graph G t ; 6: Add edge e into the graph G t ; 7: Mark e as processed; 8: for all adjacent edge e a of edge e do 9: if |time(e)-time(e a )| <= T then 10: DFSPart(e a , G t , T ); 11: end if 12: end for 13 :
end if 15 Add edge e a into the graph G t ; 3: Mark e a as processed; 4: for all adjacent edges e a of edge e a do 5: if |time(e)-time(e a )| <= T then 6: DFSPart(e a , G t , T ); 7: end if 8: end for 9: end if directed, the adjacent edges of vertex u contain the outgoing and incoming edges of u. Moreover, the time complexity of the algorithm is O(|E|), because each edge only needs to be traversed once.
It can be seen from the above algorithms that each edge of G can only exist in one T -maximum connected subgraph. And the temporal graph can be expressed as follows.
where
are T -maximum connected subgraphs of the temporal graph G, and N is the number of subgraphs after partitioning. Since a single temporal graph can be partitioned into a temporal graph database composed of the T -maximum connected subgraphs, the motif mining problem of the temporal graph can be transformed into the motif mining problem of the temporal graph database. Then according to the graph partitioning, we define the support of the motif as follows.
Definition 7 Temporal
Motif Support: Given a temporal motif H and a temporal graph G that can be partitioned into G t 0 , G t 1 , . . . , G t N −1 , the support of H is the occurrence frequency of subgraph H in the temporal graph G. Thus the support τ can be expressed as follows:
where ς (H , G t i ) is a nonnegative integer and indicates that G t i contains ς temporally isomorphic subgraphs of H .
B. SEARCH TREE
After transforming the temporal motif mining problem of the temporal graph into the problem of mining temporal motif from a temporal graph database, the temporal motifs can be obtained by the following four steps: candidate motif generation, candidate motif pruning, support calculation and candidate motif deletion. For the generation of candidate motifs, we adopt the method of edge growth, i.e., adding an edge to the (k−1)-edge graph to obtain the candidate graph with k edges. Therefore, the search tree shown in Fig. 2 can be generated. In this tree structure, k-edge node represents a subgraph containing k edges. It can be seen from the search tree that the k-edge graph is comprised of a (k − 1)-edge subgraph (father node) and a new edge. The candidate motif pruning, support calculation and candidate motif deletion steps can be implemented by the canonical label. In next section, we design a canonical labeling system to represent each node in the tree. And the canonical label is used to judge whether the graphs represented by the nodes are temporally isomorphic. If G 1 represented by node n is temporally isomorphic to G 2 (m), the subtree with the root node m is then pruned. Moreover, the canonical label is also used for temporal graph isomorphism, which is the important step of the candidate motif generation and support calculation.
V. THE CANONICAL LABELING SYSTEM
This section introduces the canonical labeling system. First, the TFS algorithm for the temporal graph is described. Then, based on the TFS algorithm, the temporal graph can be expressed as the TFS code. Next, we build a lexicographic order to get the minimum TFS code. Finally, the minimum VOLUME 7, 2019 TFS code is selected as the canonical label of the temporal graph, and the canonical labeling system is built.
A. THE TFS ALGORITHM
Breadth first search (BFS) and DFS are two common graph search algorithms. Since these two algorithms don't consider the temporal information, they cannot search the temporal graph according to the temporal order. Thus, a search algorithm, which considers the temporal information first, is designed for the temporal graph in this subsection. In addition to the temporal information, the search algorithm also needs to consider the structure information. Therefore, the algorithm must guarantee the temporal order of the edges on condition that the structure is connected. And, the search algorithm adopts the edge centered strategy rather than the vertex centered strategy because there is no temporal relationship between the vertices. And we call this algorithm the time first search (TFS) algorithm.
The pseudo code of the TFS algorithm is shown in Algorithm 3. In the algorithm, we first get the edge MinEdge which has the minimum time (Line 1), and insert the MinEdge into S (Line 2). Then all the adjacent edges AdjEdge of edges in S are obtained, and the edge MinEdge that has the minimum time in AdjEdge is got (Line 3-5). Afterwards, we insert the new MinEdge into S (Line 6) and update the AdjEdge (Line 7). In the update, the edge MinEdge is deleted from the AdjEdge, and the adjacent edges of MinEdge are inserted into AdjEdge. Finally, we keep getting the edge MinEdge from AdjEdge until all the edges are traversed (Line 8). MinEdge=Min(AdjEdge); 6: Insert(S, MinEdge);
Algorithm 3 The TFS Algorithm
Update(AdjEdge); 8: end while 9: return S.
It is easy to observe that the Algorithm 3 is a traversal algorithm of the edges in the temporal graph, and its output is a traversal order of edges. In this algorithm, an edge will be put into the order if and only if the edge is the adjacent edge of the edges in traversal order and has the minimum time. If there are multiple edges with the minimum time in adjacent edges, the algorithm selects one of them and puts it into the traversal order. Thus, when the time of all the edges are equal, the Algorithm 3 outputs the order according to the topological structure. Obviously, the edges of the temporal graph are arranged in chronological order, which means that the result of the TFS algorithm (i.e., the traversal order) is always consistent with the TFS strategy.
B. THE MINIMUM TFS CODE
In the previous subsection, the TFS algorithm is proposed and outputs a traversal order of the edges in the temporal graph. In this subsection, we introduce a canonical label called the minimum TFS code based on the traversal order.
When the TFS algorithm is performing on a temporal graph, a traversal order S can be obtained. Here we use the symbol ≺ T to label this order, for example e i ≺ T e j means that the edge e i is traversed before the edge e j . In order to express this order more clearly, we assign numbers 0 ∼ n − 1 to denote the vertices of the temporal graph and numbers in 1 ∼ m to denote the time of the edges, where n and m are the numbers of the vertices and edges respectively. Besides, we reassign labels to vertices and edges, and these labels can be sorted. Therefore, we can get a code according to the order S.
Before introducing the definition of TFS code, we use a 6-tuple to represent an edge, i.e., (t (i,j) , i, j, l i , l (i,j) , l j ), where t (i,j) represents the time of the edge, i and j represent the ID of the two vertices, l i , l j and l (i,j) denote the labels of the vertices v i , v j and edge e (i,j) , respectively.
Definition 8 TFS Code: Given a temporal graph G, the traversal order S of the edges can be constructed based on the TFS algorithm. Therefore, the TFS code Code(G) is defined as the edge sequence generated by arranging the edges in traversal order, where each edge is denoted by a 6-tuple.
A common method used for graph isomorphism is to compute the canonical labels of two graphs. If their canonical labels are identical, they are isomorphic, otherwise they are not isomorphic. This method can also be used for temporal graph. In the following, a canonical labeling system is constructed for temporal graph isomorphism based on the TFS code. Actually, the simplest construction method is to choose the TFS code as the canonical label. However, if the temporal graph contains multiple edges with the same time, there will be multiple TFS codes and this construction method does not work. Fortunately, since the temporal graph is labeled, the multiple codes can be sorted by the labels and the temporal information. Therefore, an order of multiple codes (which we call the TFS lexicographic order) can be obtained, and we can select the minimum TFS code from this order as the canonical label. Before obtaining the canonical label, we first give the concepts of the TFS lexicographic order and the minimum TFS code. Fig. 3 shows a temporal graph. After applying the TFS algorithm to the graph, two different TFS codes named α and β are obtained and shown in Table 1 . And according to the TFS lexicographic order, we have β ≺ α. Definition 10 Minimum TFS Code: Given a temporal graph G and the corresponding TFS codes Z = {Code(G)|G is the temporal graph}, the minimum TFS code of Z denoted by Min(Z (G)) is the minimum element of the TFS lexicographic order. For example, if the TFS lexicographic order is α 1 ≺ α 2 ≺ α 3 , then the minimum TFS code is α 1 .
It is not difficult to find that the minimum TFS code Min(Z (G)) is the canonical label of the temporal graph, so it can be used for graph isomorphism. In Example 2, β is the canonical label of the temporal graph in Fig. 3 . To solve the isomorphism problem, we further give the following theorem.
Theorem 1: Given two temporal graphs G and G , G and G are temporally isomorphic if and only if Min(Z (G)) = Min(Z (G )). The proof is given in Appendix A.
According to this theorem, the temporal graph isomorphism can be transformed into the problem of comparing the minimum TFS codes of two graphs. Thus some temporal graph processing can be replaced by the processing of the minimum TFS code. For example, when adding an edge to the temporal graph whose TFS code is α = (a 0 , a 1 , . . . , a m ) , the TFS code of the new graph is β = (a 0 , a 1 , . . . , a m , b) , where b is the TFS code of added edge. Usually, we call β the child of α or call α the father of β. It is worth noting that not all the egdes can form the child TFS code, and edge b must be temporally adjacent to one of previous edges.
VI. THE TM-MINER ALGORITHM
We introduce the TM-Miner algorithm in this section. The TM-Miner algorithm uses the canonical label to mine the motifs from the temporal graph.
Algorithm 4 outlines the TM-Miner algorithm. Given the temporal graph G, the time threshold T and the support threshold τ , all T -temporally connected graphs of G are first obtained (Line 1). Next we count the number of labels for the edges and vertices, and sort the labels according to their occurrence frequencies in the T -temporally connected graph database (Line 2). If the number of a vertex label is less than τ , the vertex will be deleted (Line 3). Since an edge contains two vertex labels and an edge label, the edge should be deleted based on the combination of these labels rather than the edge label. For example, the number of edge label a is more than τ , but the TFS code of an edge s 1 = (1, 0, 1, A, a, B) will be deleted, because the number of label combination (A, a, B) is less than τ . Then the remaining vertices and edges are relabeled, and the independent vertices and edges are deleted (Line 4). Afterwards, the frequent edges are put into S (Line 5) and sorted according to the TFS lexicographic order (line 6). And the T -temporally connected graphs, which contain 1-edge graphs, are obtained for initialization (Line 9). Finally, the SubMining() algorithm grows the nodes in the search tree (Fig. 2 ) rooted at these 1-edge graphs and obtains all the temporal motifs (Line 11). And the algorithm returns M that contains all the temporal motifs.
Algorithm 5 describes the pseudo code of SubMining(). This algorithm is recursive, and in each recursion a new graph is formed by adding an edge to the TFS code s. First, the algorithm determines whether TFS code s is the minimum TFS code (Line 1). If s is not the minimum TFS code, the algorithm will return (Line 2); otherwise, s is mapped to the graph g, and g is put into the M (Line 4-5). Thus, the duplicate graphs can be pruned. Then the algorithm traverses all the graphs containing graph s and gets the children of s in these graphs (Line 6). For each child of s, the support is calculated (Line 7-8) . If the support is greater than τ , the SubMining() algorithm will continue to be called (Line 9-11). 6: C ←Get the children of s in D; 7: for all s c ∈ C do 8: support ← calculate the support of s c ; 9: if support > τ then 10: SubMining(s c .D, M , s c , τ ); 11: end if 12 : end for
The edge growth strategy is used to get the children of s (Line 6 of Algorithm 5). If there is a subgraph g of G t in D is temporally isomorphic to graph g whose minimum TFS code is s, we select an edge e = (u , v , t ) that is connected to g from the graph G. Then according to this edge, we can add a new edge e x = (u x , v x , t x ) to the graph g. And the TFS code of edge e x is set to be
where the time t x and the ID i, j can be determined as follows.
• The time t x . In Eq. (3), t x is defined as follows: where t max is the maximum time of the graph g , and t max is the maximum time of the graph g. The choice of the time t x has three cases. Firstly, if t is greater than t max , the time of new edge is t max + 1. Secondly, if t is equal to the time of an edge e i in g , the time of the new edge is equal to the time of edge e i , where e i ∈ g is the isomorphic edge of e i . Thirdly, if t is between the time of edges e i and e j in g , t x is set to be the midpoint of the time of the edges e i and e j , where e i and e j are the edges of graph g and isomorphic to e i and e j , respectively. Except for these three cases, the case that t is less than the time of any edge in g is not considered in Eq. (4). This is because that t must be greater than the minimum time of the edges in g , otherwise the TFS code of the new graph formed by g and b is not minimum.
• The ID i, j. If graph g contains u , then graph g contains u x and i is the ID of vertex u x . Similarly, if graph g contains v , then j is the ID of vertex v x in g. But if graph g does not contain v or u , we set a new ID for i or j, i.e., ID max + 1, where ID max is the maximum ID. By adding the TFS code b to the s, the child s c of s can be obtained.
In Algorithm 5, both the generation of candidate motif (Line 6) and the calculation of support (Line 8) contain temporal graph isomorphism. In order to reduce the calculation time, we combine them into one process. Given a candidate motif g = (e 1 , e 2 , . . . , e n ) and a database g.D that consists of all the graphs containing g in D, we obtain the children of g, i.e., C = {c|∀e x , c = (e 1 , e 2 , . . . , e n , e x )}. When the graph G t in g.D is processed, a new candidate motif g c is generated. For the child g c , we set a database g c .D which consists of graphs containing g c in D. If C does not contain g c , g c is placed in C and the graph G t is placed in g c .D. And if C has already contained g c , the graph G t is put into g c .D. For judging whether C contains the child g c , it is not necessary to perform the temporal graph isomorphism, but only need to compare whether g c and the graphs in the children C have the same e x . Moreover, we also use the number of e x to record the number of isomorphic subgraphs of g c in G t , and thus accumulate all the numbers to get the support of g c .
Temporal graph isomorphism is the most time-consuming process of the temporal motif mining algorithm. Here we use the minimum TFS code and the backtracking idea of Ullmann algorithm [39] to implement the temporal graph isomorphism in the TM-Miner algorithm. The edge isomorphism considers not only the matching of the topology but also the temporal information in temporal graph. The details of isomorphism calculation are as follows. When judging whether graph g is isomorphic to a subgraph of graph G t , the isomorphism algorithm first processes the first edge e of the minimum TFS code in g, and looks up the isomorphic edge of e in G t . Then the algorithm obtains the edges isomorphic to the edges of g one by one, according to the order of the minimum TFS code. When an edge cannot find an isomorphic edge, the algorithm backtracks to the nearest matching edge and searches for other directions. The algorithm continues to search until it finds or fails to find the isomorphic subgraph of g in G t . In the TM-Miner algorithm, we need to find all subgraphs that are temporally isomorphic to the candidate graph. Once a matching subgraph is searched, the children of the candidate graph g are obtained and counted, and then we continue searching a new match. Thus, we can get all children of the candidate graph in one scan of the search tree. In the worst case, the time complexity of temporal isomorphism algorithm can be calculated as O(|E| |e| ), where |E| and |e| are the edge numbers of G t and g, respectively. This case would occur when each edge in G t could match each edge in g. Even if the edges have a temporal order, the temporal graph isomorphism still has exponential asymptotic complexity O(|E| 2 ).
VII. EXPERIMENTAL EVALUATION A. DATASETS AND SETTING
In this section, we use the following datasets to test the proposed algorithm.
Bitcoin OTC trust weighted signed network [40] : This is a trust network of people. And this network is formed by the people who trade the Bitcoin in the Bitcoin OTC platform.
Since Bitcoin users are anonymous, it is necessary to keep a record of their reputations to ensure the security of the transactions. In the platform, users can rate the other users' reputations, thus the edge is the rating between users.
Patent network [41] : NBER U.S. patent citation dataset. The dataset includes detailed information on U.S. patents from 1963 to 1999, and all references to these patents from 1975 to 1999. In the temporal graph, the vertex represents the patent, the vertex label is the country of the patent.
Facebook social network [42] : This network records the interactions between users in Facebook. If user A posts a message to user B, then a directed edge between A and B is created. And the edge time is the time when the message is posted. The graph formed by the Facebook network is an unlabeled graph. Table 2 gives some statistics of these datasets. In the following, all experiments are conducted on the machine with Intel Core i7 3.40GHz processor and 8GB of memory. The software environment is Java 1.8.0. In order to verify the effectiveness of the algorithm, we need to choose some baseline algorithms to evaluate the TM-Miner algorithm. At present, there are two types of algorithms for temporal motif mining. The first type is the temporal motif counting algorithm [29] , which counts the number of given motifs, such as star or triangle. This type of algorithm cannot be the baseline algorithm, because it only counts the number of motifs and does not mine the temporal motifs like our algorithm. The second type of algorithm for temporal motif mining contains the Naive algorithm [9] and the COM-MIT algorithm [7] , where the Naive algorithm achieves the temporal motif mining by enumerating all possible motifs in a given temporal network, and the COMMIT algorithm is suitable for the unlabeled graph. Similar to our algorithm, these two algorithms mine the temporal motifs without specifying the motifs. So we choose these two algorithms as our baseline algorithms. Besides, since our definition of temporal motif is similar to that of frequent subgraph and there is currently no frequent subgraph mining algorithm for the temporal graph, we compare our algorithm with the GRAMI algorithm [34] , which is the state-of-the-art frequent subgraph mining algorithm for the static graph. Moreover, the time threshold T in Bitcoin, Patent and Facebook datasets are set to be 5000, 1, and 1800 respectively, and the support is set to be 2% of the edge size in the dataset.
B. EXPERIMENTAL RESULTS
From the previous sections, it is easy to observer that the time threshold T and the support threshold τ are two very important parameters in the proposed algorithm. Thus, we apply the algorithm to the labeled graph and analyze the results under these two parameters. Although the algorithm is proposed for the labeled graph, it can also be used in the unlabeled graph. Therefore, we then present the results of the algorithm running in the unlabeled graph.
1) RESULTS UNDER DIFFERENT T
The time threshold T determines the number of Ttemporally connected subgraphs and has a great impact on the result of the algorithm. Therefore, we analyze the influence of different T on the number of subgraphs and the algorithm. Since the GRAMI algorithm is not affected by T , we only use the Naive algorithm as the contrast algorithm in the analysis of T .
First, we analyze the number of T -temporally connected subgraphs obtained by the partitioning algorithm, and the experimental results in two labeled graphs (Bitcoin and Patent) are shown in Fig. 4 . For easy understanding, we call the edge number of the subgraph as the size of subgraph. It can be seen from the figure that the number of subgraphs decreases continuously as T increases. This is because that the increase of T inevitably increases the sizes of subgraphs. Fig. 5 shows the numbers of T -temporally connected subgraphs with different edge numbers. Obviously, most of these subgraphs are small, and the subgraphs with edge number less than 10 account for 90% of the subgraphs. The impact of the time threshold T on the TM-Miner algorithm is divided into two aspects. One is the number of subgraphs, and the other is the size of subgraph. The increases VOLUME 7, 2019 of the subgraph size and the subgraph number will obviously lead to the increase of the running time. However, with the increase of T , the size of the subgraph increases and the number of subgraphs inevitably decreases. Fig. 6 presents the running time of the Naive and TM-Miner algorithms under different time thresholds. It can be seen that the running time of the TM-Miner algorithm increases with the increase of T . Actually, with the increase of the subgraph size, the calculation time of the minimum TFS code and subgraph isomorphism increases exponentially. Although the decrease in the number of subgraphs reduces the running time of the algorithm, the reduction of the time is limited because most reduced subgraphs are small in size and need less processing time. Therefore, the subgraph size has a greater impact on the performance of the TM-Miner algorithm, which causes the rise of the running time when T increases. In addition, we can also find that the TM-Miner algorithm is more efficient than the Naive algorithm in both Bitcoin and Patent datasets. 
2) RESULTS UNDER DIFFERENT τ
Besides the time threshold, the support threshold τ is also critical to the TM-Miner algorithm. Next, we evaluate the performance of the TM-Miner algorithm under different τ . Since the Naive algorithm computes all the subgraphs, there is no concept of support. Thus, here we use the GRAMI algorithm as our baseline algorithm. In fact, this algorithm is a frequent subgraph mining algorithm, and it does not really realize the motif mining. However, the results of this algorithm can be used to further calculate the temporal motif. The experimental results of the GRAMI and TM-Miner algorithms under different support thresholds are shown in Fig. 7 . From this figure, we can see that the TM-Miner algorithm is always better than the GRAMI algorithm in terms of running time.
In order to analyze the impact of the support threshold on the TM-Miner algorithm more clearly, we use the Bitcoin dataset to study the performance of the TM-Miner algorithm under different support thresholds and different time thresholds. And the corresponding results are shown in Fig. 8 . It can be seen that the running time of the TM-Miner algorithm decreases with the increase of τ . The reason may be that the larger the support threshold, the smaller the number of the candidate subgraphs. 
3) APPLICATION OF TM-MINER IN UNLABELED GRAPH
Our algorithm is designed for labeled graph, but it can also be used for the unlabeled graph. When the unlabeled graph is considered, all the labels of the edges and nodes in the algorithm are set to be consistent. And the difference between the algorithm in processing labeled and unlabeled graphs is the generation process of the minimum TFS code. In the labeled graph, the minimum TFS code can be obtained according to the topology, temporal information and labels. But in the unlabeled graph, the edges and vertices have no labels, then the minimum TFS code can only be obtained through the topology and temporal information. Since the algorithm may give multiple TFS codes when the graph has multiple edges with the same time, the algorithm may not be able to determine the minimum TFS code from the TFS codes without using labels. This indicates that our algorithm does not apply to the unlabeled graphs which have multiple edges with the same time. Fortunately, we find that there are no edges with the same time in Facebook dataset by traversing all the edges, which means that there is only one TFS code and this code is the minimum TFS code. Therefore, we can use Facebook dataset to investigate the performance of the TM-Miner.
To further verify the effectiveness of the TM-Miner algorithm, we use it to process the Facebook dataset and compare the performance with the COMMIT algorithm. But when mining motifs with more than 3 edges, these two algorithms run out of memory very quickly in our experimental environment. Therefore, both algorithms only mine motifs with no more than 3 edges in this experiment.
The experimental results are shown in Fig. 9 . From the Fig. 9(a) we can see that when the time threshold is small, the running time of the TM-Miner algorithm is greater than that of the COMMIT algorithm. But with the increase of the time threshold, the running time of the TM-Miner algorithm is almost unchanged, while the running time of the COM-MIT algorithm is still increasing. Therefore, the TM-Miner algorithm is more efficient when the time threshold is large. Moreover, in the result of different support thresholds shown in Fig. 9(b) , the TM-Miner algorithm is always faster than the COMMIT algorithm. In summary, taking the results under different time and support thresholds into account, the TM-Miner algorithm seems to be the best among the four algorithms. And compared to the existing algorithms, it can be applied to not only the labeled graph but also the unlabeled graph.
VIII. CONCLUSION
In this work, we have proposed an efficient algorithm named TM-Miner for the temporal motif mining of the temporal labeled graph. The TM-Miner algorithm is designed based on the idea of TFS and the canonical labeling system. Since the algorithm reduces the computation of the temporal graph isomorphism, the high computational efficiency of the algorithm can be guaranteed. Besides, the TM-Miner algorithm can also be used for the motif mining of temporal unlabeled graph when the graph does not have multiple edges with the same time. Extensive experiments on three real datasets have proven the effectiveness of the algorithm and shown that the TM-Miner algorithm is faster than the baseline algorithms.
APPENDIX A PROOF OF THE THEOREM 1
Theorem 1: Given two temporal graphs G and G , G and G are temporally isomorphic if and only if Min(Z (G)) = Min(Z (G )).
Proof:
, where m and n are the numbers of the edges in G and G respectively, then we should prove that Min(Z (G)) = Min(Z (G )) is the necessary and sufficient condition of the temporal isomorphism.
Firstly, we proof that if Min(Z (G)) = Min(Z (G )) graphs G and G are temporally isomorphic. Let functions f () and f () be the mapping from the edges of G to α and the mapping from β to the edges of G , respectively. Because there is a one-to-one match between each edge of G and each item of Min(Z (G)), the function f () is a bijective function. Similarly, f () is also a bijective function.
If Min(Z (G)) = Min(Z (G )), then we have α = β, i.e., m = n and ∀ i < m, a i = b i . Therefore, we construct a function ϕ() = f (f ()) : E → E , which has the following properties. 2) ∀ e i , e j ∈ E, ∃ e i , e j ∈ E , s.t. ϕ(e i ) = f (f (e i )) = f (a i ) = f (b i ) = e i and ϕ(e j ) = f (f (e j )) = f (a j ) = f (b j ) = e j . If t i < t j , then we have a i,0 < a j,0 , b i,0 < b j,0 and t i < t j . Furthermore, we prove the function ϕ() is a bijective function. On the one hand, ∀ e i , e j ∈ E, e i = e j , we have f (e i ) = f (e j ) and f (f (e i )) = f (f (e j )), i.e. ϕ(e i ) = ϕ(e j ). This indicates ϕ() is an injective function. On the other hand, ∀ e ∈ E , ∃ b i ∈ β, s.t. f (b i ) = e . And there is a e ∈ E which satisfies f (e) = a i . Thus, we have ϕ(e) = f (f (e)) = f (a i ) = f (b i ) = e , which shows ϕ() is a surjection.
From the above analysis, we can see that when Min(Z (G)) = Min(Z (G )), there is a bijective function ϕ() : E → E that satisfies the temporally isomorphic conditions. Thus, we can conclude that G and G are temporally isomorphic.
Secondly, we proof that Min(Z (G)) = Min(Z (G )) if G and G are temporally isomorphic. Here we first suppose Min(Z (G)) = Min(Z (G )), then the following two cases may occur.
• The first case is m = n, i.e., |E| = |E |. Therefore, G is not temporally isomorphic to G .
• The second case is m = n. Since Min(Z (G)) = Min(Z (G )), there exits 0 ≤ t < m which satisfies a k = b k , k < t and a t = b t . Thus, we have a t < b t or a t > b t . In the case of a t < b t , an edge e t in G is mapped to a t , and an edge e t in G is mapped to b t . As G is temporally isomorphic to G , there is an edge e a in G that is isomorphic to e t . Because a t = b t , we have e a = e t . If e a is the tth edge, the code b t of edge e a is equal to a t , which means b t < b t . Then the Code(G ) can be denoted as (b 0 , b 1 , . . . b t , . . . b n−1 ) which is less than β. Thus, it is contradicted with β = Min(Z (G )). Similarly, the same conclusion can be drawn for the case of a t > b t . The conclusions of the two cases above are contradicted with the fact that G and G are temporally isomorphic, which indicates that the hypothesis of Min(Z (G)) = Min(Z (G )) is wrong. Therefore, if G and G are temporally isomorphic, then Min(Z (G)) = Min(Z (G )).
From the above analysis, we can see that Min(Z (G)) = Min(Z (G )) is the necessary and sufficient condition of the temporally isomorphism between G and G . The proof is complete. 
