We study the transverse instability of a retracting liquid rim using a long wavelength approximation model and full numerical simulations. We observe that the instability of the rim is driven both by the Rayleigh-Taylor mechanism because of the initial rim acceleration, and by the Rayleigh-Plateau one. The coupling between the rim and the sheet stabilizes the rim at long wavelength. Full numerical simulations are in good agreement with the model and the subsequent break-up of droplets is observed in the numerical simulations when the instability is strong enough. C 2013 American Institute of Physics. [http://dx
I. INTRODUCTION
The dynamics of liquid sheets is at the heart of many complex multiphase flows. Liquid curtains, 1 atomization, 2, 3 and drop splashing [4] [5] [6] are important examples of such dynamics. When the liquid sheet is free at one end, as for instance when a liquid film is ruptured 7, 8 and if the film is homogenous, it retracts due to surface forces and rapidly reaches the so-called Taylor-Culick velocity when viscous effects are small (small Ohnesorge numbers, defined below), 9, 10 v T C = 2γ ρe .
Here, γ is the surface tension, ρ is the liquid density, and e is the film thickness. Sometimes the film thickness and its velocity can vary in time because e varies as for instance for drop splashing, leading to more complex retracting dynamics. 6, 11 But, in general, the retracting dynamics leads to the formation of a rim at the free edge that grows in time, 12 while capillary waves can propagate along the film. 13, 14 This retracting liquid rim is usually unstable to longitudinal perturbations. 1, [15] [16] [17] In particular, this instability can be observed in drop splashing, where it leads to the formation of small droplets. 5, 11 At least two different mechanisms can be invoked for this instability: 18 first, the Rayleigh-Plateau instability is involved when the rim radius is large compared to the film thickness. 19 Second, since the rim is initially accelerated by the retraction dynamics until it reaches the TaylorCulick velocity, it is subject to a time-dependent Rayleigh-Taylor (RT) (or Richtmyer-Meshkov) instability which initiates the rim deformation. On the other hand, the growth of the rim as it recedes provides a stabilization process for large time.
The goal of this paper is, therefore, to disentangle these different contributions to the rim dynamics using first a simple model coupling the rim and the sheet for large wavelength perturbations so that viscous effects can be neglected. We show in the linear stability analysis of this model that new terms arise from the coupling between the liquid sheet and the rim through the variation of the radius of the rim. Then, the results will be compared to direct numerical simulations of the two-fluids system where the nonlinear dynamics can be captured until the droplet break up.
II. DYNAMICS OF THE RIM
We consider a planar liquid sheet of constant thickness e moving with a constant and homogenous velocity v e in the y direction connected to a horizontal (i.e., along the x direction) liquid rim, supposed to be cylindrical. Assuming that the rim remains close to a straight centerline parallel to the x direction, we will consider long wavelength lateral perturbations (compared to e and the mean rim radius) of the rim. We can then use a two dimensional description of the dynamics using the cartesian coordinate {x, y}. The rim radius is denoted a(x, t), its cross-section is A(x, t) = π a(x, t) 2 and the median centerline of the rim is defined by y = Y(x, t), as illustrated on Figure 1 . The velocity field inside the rim can be considered in a first approximation depending only on x and t: we introduce then U(x, t) and V (x, t) the velocity fields in the x and y direction, respectively. In this configuration, the rim dynamics can be described using such a quasi-one-dimensional approach and it is governed by the kinematic condition for the centerline, the mass conservation and the momentum balance equations.
20, 21
where ρ is the liquid density, while the surrounding gas has been neglected. In contrast to former studies, viscous effects are neglected in our approach. 16, 21, 22 In fact, viscous effects would be present directly in the momentum balance in the x and y direction 20 and also affect the flow profile inside the rim. 21 While the direct effect can be neglected in our long wavelength approximation, the Reynolds number associated with the latter effect can be defined as
where μ is the dynamical viscosity of the liquid, and a 0 is the typical rim radius. It is related to the inverse of the Ohnesorge number
multiplied by the aspect ratio a 0 /e between the typical rim radius a 0 and the film thickness, which increases in time as the liquid film retracts. The typical inverse of Ohnesorge numbers for 0.1 mm thick water films are of the order of 100. Moreover, the aspect ratios of interest here are larger than 10, so that the viscous effects on the rim can be safely neglected. Inertia from the film and surface tension are the main ingredients of the rim dynamics in Eq. (2) and one of the peculiar properties of retracting film dynamics is that the unperturbed rim retraction (independent of x) is time dependent. 12 To perform the stability analysis of such liquid rim, we will consider that the rim has initially (at time t = 0) a constant radius a i and is subject to an initial accelerationV i , which is 022103-3 Agbaglah, Josserand, and Zaleski Phys. Fluids 25, 022103 (2013) equivalent to consider an initial rim velocity V i satisfying the relation
The system of Eq. (2) can be rewritten after rescaling lengths by the initial rim radius a i and time by the capillary time τ = ρa 3 i γ , following:
We then obtain
In this formulation, it appears clearly that the dynamics are controlled by only two dimensionless parameters, the aspect ratio between the film thickness, the initial rim radiusē and the initial rim acceleration˙V i that is set by the initial rim velocityV i , following:
Finally, notice that the Taylor-Culick velocity reads in this dimensionless formulation
In the following, we will perform our analysis in this dimensionless framework, omitting the bar in the equations for the sake of simplicity for the reader.
III. SPATIALLY INDEPENDENT SOLUTIONS
Neglecting spatial dependence in the set of Eq. (2), we denote a 0 (t), Y 0 (t), U 0 (t) = 0, and V 0 (t), as solution of
where .
x denotes the temporal derivative of a variable x. A second-order ordinary differential equation in terms of the rim radius a 0 (t) can be deduced from the system (5),
This equation has an analytical solution
, that is, fully determined by the knowledge of the two parameters e and v e − V i .
From this formula, we observe that, after a quick transient, the rim surface grows linearly in time as expected in the Taylor-Culick regime. In the meantime, the velocity V 0 converges to the Taylor-Culick velocity v T C and the acceleration term . V 0 rapidly vanishes, so that the system reaches a quasi-stationary regime where only the rim radius increases in time.
IV. LINEAR STABILITY OF A SMALL TRANSVERSE DISTURBANCE
We consider small perturbations to a time dependent homogenous solution (a 0 , Y 0 , V 0 ) solution of Eq. (5), in the form
Replacement of these variables into (3), gives at the first order the linear system
Since this system (7) is invariant by translation in the x-direction, we seek Fourier mode solutions:
In this system of equations, we have kept the termã 1 ∂ t a 0 in the linear approximation of the massconservation equation, by contrast to former approaches. 16 Although this term can be neglected in the large time (large rim) limit, since then ∂ t a 0 ∼ √ e · v T C /(4π t), it can be important for finite-rim radius. The linearized system of Eq. (8) has coefficients that depend on time because the base solution does. Such initial value problems can rarely be solved analytically and usually numerical integration of the system of equations is required. Prior to the study of this general problem, we will consider a regime where the base solution does not evolve rapidly in time compared to the perturbations so that we can assume constant coefficients.
A. Stability analysis with a "frozen" rim
The rim is subject to two phenomena, the growth of its mean radius (described in the base equation (5)) and the evolution of the transverse disturbance. We will consider the so-called frozen rim approximation where we can neglect the temporal evolution of the mean rim radius compared to the linear analysis dynamics. Then, a 0 (t) ∼ a i = 1 and
V i . We can seek for the solution in the form
where ω is the complex growth rate of the transverse perturbation. Within this frozen approximation, the dynamics (8) reduces to the time independent linear system M.b = 0, with the matrix
As usual in such linear analysis problems, this equation admits non-trivial solutions only if the matrix M is singular. The determinant of M must be zero and this gives the dimensionless dispersion relation
Because of the properties of the base equation (5), we can substitute ). This dispersion relation depends therefore only on the two parameters of the problem: the initial acceleration termV i and the dimensionless thickness of the sheet e. Finally, the relation (4) gives the following property:
. V i ≥ −2/π with 0 ≤ e ≤ 1 since we want to consider only the situation where the rim is always thicker than the liquid film.
In order to understand the influence of these two parameters, we determine for each k the maximum value of the real part ω r among the four solutions of the dispersion relation, the values of . V i and e being fixed. V i = 0 and e = 0 in the dispersion relation). Moreover, one can notice that the most unstable wavenumber remains constant when the dimensionless sheet thickness changes and it is equal to 1/ √ 2 which correspond to the most unstable wavenumber of the Rayleigh-Plateau instability in the thin thread approximation. The angular point observed in these curves corresponds to the intersection of two different modes and separates two different branches of most unstable mode.
In Figure 2 (c), the rim growth rate increases significantly when the acceleration term V i is positive. These effects are in fact reminiscent of a RT or Richtmyer-Meshkov instability mechanism due to the rim acceleration. Indeed, one can see in the long-wavelength limit k → 0 and for e = 0 that the maximum growth rate of the instability follows ω r ∼ (−2
√ k a dependence in k reminiscent of the RT instability. Indeed, for a pure RT instability of a planar It is interesting to compare these growth rates with recent results obtained in Ref. 16 when viscous effects are included. In particular, in that case, the viscous effects change the structure of the linear system since an additional equation (for the angular momentum) is present. Figure 3 presents a typical comparison between our approach and the viscous theory (called Roisman theory V i = 0. One can immediately notice two important qualitative differences: first, the inviscid theory is apparently always less unstable than the viscous one! In addition, at low wavenumbers, the two approaches exhibit different behaviors. While for the viscous theory the highest growth rate modes are unstable and correspond to the RP instability, the system is, in our approach, linearly stable and the less stable eigenmode has a different structure than that of the RP instability as suggested by the angular point neark ∼ 0.15. These differences are both due to the additional termã 1 ∂ t a 0 kept in the linearized system (8) as proven by the long dashed curve on Figure 3 , where the growth rates have been recomputed omitting this term. In that case, the highest growth rate modes correspond to the RP instability, similar to the viscous theory, and now the inviscid theory exhibits more unstable modes than the viscous one, as expected. This latter difference is even in good agreement with a viscous attenuation (scaling typically as νk 2 ) of the modes. Notice that this stabilizing effect at low k is related to the termã 1 ∂ t a 0 that decreases as time increases since ∂ t a 0 vanishes asymptotically. Therefore, we can conclude first that this term has a strong attenuation effect on the instability at short times only.
However, it is interesting to estimate the validity of the frozen rim approximation by comparing the growth rate of the instability to the typical timescale of the mean radius dynamics. Two limiting cases have to be investigated, depending the initial acceleration of the rim. First, considering the zero acceleration limit, we can compare the radius relative expansion ∂ t a 0 with the growth rate of the instability:
Since the most unstable situation is obtained for e = 0 (as shown in Figure 2 ) that corresponds to the Rayleigh-Plateau instability, we obtain, using the small k expansion of the Rayleigh-Plateau growth rate:
So that the frozen rim approximation is valid for
On the other hand, for the situation where the Rayleigh-Taylor mechanism dominates at small k, one has to compare the RT growth rate ω r ∼ (−2
√ k with the persistent time of the acceleration π/ √ 2e, so that taking the highest deceleration of the rim possible ( . V i = −2/π ) we find that the frozen rim approximation is then valid for
Since e < 1, this second criterion is less restrictive than that computed using the RP instability. Ironically however, one has to notice that the stabilization of the rim dynamics observed for low-k (see, for instance, Figure 3 forV i = 0) lies in the region where the frozen rim approximation is not valid anymore! Therefore, the attenuation effect of the termã 1 ∂ t a 0 can only be observed for the large enough k, while the stabilization effect at low k will be in general hindered by the time dependent evolution of the unperturbed solution. There a time dependent study is needed to investigate the rim dynamics.
B. Time dependent and nonlinear deformation of the rim
Since the rim radius evolves with time, it is interesting and necessary to characterize the nonlinear and time dependent effects on the perturbed dynamics directly in the framework of this simple model. This can thus be investigated by solving the full nonlinear system of Eq. (3) and it is performed using a Crank-Nicholson scheme with periodic boundary conditions in the horizontal direction. The perturbation of the rim was initialized with a Rayleigh-Plateau mode using the vector 
X(0) defined as
whereω has been taken from the "frozen"rim analysis. Figure 4 shows evolution in time (for long times) of the amplitude of the perturbation for different aspect ratios e and initial acceleration . V 0 , for the same wavenumber k = 0.7. We observe an exponential growth for short times in agreement with the frozen rim instability. Then, as expected, the growth of the rim tends to lower the instability growth. Indeed, the larger the film thickness, the stronger is the instability attenuation (see Figure 4 (a)), and for the largest aspect ratio we even observe the stabilization of the rim after few time units. Notice that the growth of the amplitude is more than a decade in the zero acceleration limit only for the low film thickness e ∼ 0.01. On the other hand, moderate values of e can generate a large deformation when the rim is decelerated (see Figure 4 (b)), although the growth of the perturbation differs rapidly from an exponential growth.
However, in all these simulations, the dynamics remain in the linear (time dependent) regime, except for the two highest unstable cases where nonlinear dynamics is present. Thus, the main effects on the growth of the perturbations were due to the time dependent dynamics of the rim (radius and acceleration) itself. The overall growth of the perturbations in this framework can be quantified by a so-called amplification factor defined by β(k, t) =ã 1 (t)/ã 1 (0), which can be computed for every wavenumber k, yielding
where Re[ω(V 0 (s), e, ka 0 (s))] is the real part of the growth rate of the mode of wavenumber k. For every mode k, this function β reaches a maximum at some time t c that depends on k when Re[ω(V 0 (t c ), e, ka 0 (t c ))] = 0. 15 Consequently, for every time, there exists an optimal mode k(t) which maximizes the amplification of its perturbation. An important question is whether the rim dynamics can eventually enter into a nonlinear stage leading to droplet break-up. Indeed, as demonstrated already in Ref. 15 , the linear instability of the rim does not always lead to droplet detachment from the rim because of the growth of rim radius in time, so that every unstable mode eventually becomes linearly stable. Therefore, it could be interesting to perform a parametric study of the function β(k, 2013) t) for different ratio e and initial accelerationV i in order to determine the optimal mode of the instability for each situation. Instead of doing this optimal mode determination that we postpone for further studies, we propose in the following a full numerical simulations of the rim dynamics. Beside the advantage of providing a full computation of the dynamics from the linear growth of the perturbations to the droplet break-up, it also allows an alternative test of the linear stability analysis and by consequence of the long wavelength model.
V. FULL NUMERICAL SIMULATIONS
The previous results have been obtained within the long wavelength approximation and the simplified geometry coupling a cylindrical rim with a constant thickness film. It is known that such approximations fail inside the rim where the flow is non-homogenous 21 and, at the junction between the rim and the film where a neck forms for large enough Reynolds numbers 14 and also when strong linear deformation of the rim occurs, as discussed above. Additionally, the surrounding gas, neglected until now, can also change the interface dynamics. It is thus interesting to compare the results of the model with full three-dimensional (3D) numerical simulations where both the liquid and the gas dynamics are resolved. Such numerical simulations are challenging and rare 15 because of the two large aspect ratios needed (e/a 0 and k · a 0 ) to observe the unstable dynamics until the final stage where droplets detach.
A. Numerical method
We consider two incompressible fluids (liquid and gas) with constant densities ρ L and ρ G and constant viscosities μ L and μ G , described by the two-fluid Navier-Stokes equations
In this formulation, the density ρ and viscosity μ are constant in each phase and discontinuous at the interface. The Dirac distribution function δ s expresses the fact that the surface tension term is concentrated at the interface, κ and n being the curvature and the normal of the interface, respectively.
Numerical simulations are performed using the GERRIS 23 free code where the interface is tracked using a volume-of-fluid method on a octree structured grid allowing adaptive mesh refinement, while the incompressibility condition is satisfied thanks to a multigrid solver. 24, 25 This numerical code has been validated with numerous examples and has been used successfully, in particular, for many different multiphase problems. 26, 27 
B. Numerical simulation
We take the air/water configurations by setting the density and viscosity ratios to ρ L /ρ G = 850 and μ L /μ G = 50, respectively. The Ohnesorge number of the simulations is 0.5 and the Reynolds number 10, corresponding roughly to the typical thickness of a soap film (∼100 nm). The initial mesh is set to 64 × 64 × 64. The dynamical mesh refinement is controlled by three criteria: (1) distance to the interface, (2) curvature of the interface, and (3) vorticity magnitude. The maximum refinement is set on the neck region to 256 × 256 × 256 (see Fig. 5 ). The numerical simulation is performed in the frame moving at the Taylor-Culick velocity so that the velocity at infinity is constant.
Dirichlet boundary conditions are imposed on the velocity field at the bottom boundary where the gas and the liquid are penetrating. An outlet condition is maintained on the top to simulate the moving reference frame and a periodic condition is imposed on the right and left sides. The problem is solved in dimensionless variables so that the lengths, velocity, and times are in units of the film thickness e, the Taylor-Culick velocity v T C and capillary time τ n = ρ L e 3 /γ = (e/a 0 ) 3/2 τ (notice the different time units between the analysis and the full numerics).
To avoid numerical film break-up at the rim neck, at least three mesh points are maintained inside the sheet (there the thickness of the sheet corresponds to the physical value of 234.4 μm). We will use the numerical simulation both to obtain the growth rate of periodic perturbations in order to compare with the results of the linear theory obtained above and also to observe how such perturbations can eventually lead to droplet break-up. The initial shape of the rim is given by its radius: a(x) = a 0 [1 + sin(kx)], where is the amplitude of the perturbation, k its wavenumber (k = 2π /λ, λ being the wavelength), and a 0 is the initial mean radius (in the following, we take e/a 0 =ē = 0.2). The longitudinal velocity field u(x) corresponding to the RP linear mode was also taken for the initial velocity. In order to reduce the computational cost, we make use of two symmetries of the problem: first, only one side of the rim and the film are simulated (planar symmetry of the configuration, see Fig. 5 ), then we solve the problem on a half-wavelength using the mirror symmetry.
Taking the unperturbed initial solution ( = 0), we observe both the formation of a rim at the free end of the sheet and the neck behind the rim, in good agreement with the base solution described in Sec. III. After a quick transient, this quasi-steady state is reached and the rim velocity tends to zero (in the comoving frame of reference), meaning that the rim reaches the Taylor-Culick velocity. The velocity profile in the median plane inside the sheet is drawn in this steady state on Figure 6 : it shows that the velocity inside the rim cannot be considered as constant as in the simplified model above. This was expected because of the velocity difference (v T C ) between the film and the rim in this quasi-steady regime. However, we observe that the velocity inside the rim exhibits an exponential decreasing profile starting from the neck so that the velocity is rapidly converging to the constant receding speed. Therefore, to improve numerical accuracy, we will use this velocity profile inside the rim as an initial condition for the zero acceleration case ( Figure 5 illustrates the initial configuration with the mesh grid on the interface.
C. Results
To investigate the growth rates of the linear modes, we start with an initial amplitude of the perturbation = 0.05 for different wavenumbers, with . V i = 0 so that we can use the velocity profile in the rim obtained numerically. We measure the amplitude A p (t) of the perturbations through the interface position in the symmetry plane z = 0. Figure 7 shows a comparison between the temporal evolution of the amplitude and the "frozen" rim theory for two typical situations. A good agreement is obtained for short times as it is expected since in that configuration we have estimated that the "frozen" rim approximation is valid for t < 0.4 in good agreement with previous works 15 ( Figure 7(a) ). On the other hand, the amplitude of the perturbation decreases very quickly for k = 0.1 ( Figure 7(b) ) and does hardly exhibit an exponential evolution at short times. The growth rate is then defined as the slope for short times of the function log[ A p (t)/A p (0)]. Growth rates computed from the full numerical simulations of the dynamics are compared with the linear theory presented above and the viscous linear theory 16 in Figure 8 . The agreement is reasonable with both theories, but we would like to emphasize here that the full numerical simulations allow for a discrimination between the two approaches in favor of the inviscid theory developed here (compared to the viscous one).
D. Liquid finger formation
Starting from a linearly unstable configuration, we will try to observe the formation of liquid fingers and eventually droplet break-up from the rim dynamics. Although formally easily to reach, such general dynamics ranging from the linear growth of the perturbations towards the nonlinear fingering and droplet break-up have not been observed yet in full numerical simulation because of the stabilizing effect of the growth of the rim radius. Indeed, it has been argued in Ref. 15 using the Rayleigh-Plateau linear theory that a wavenumber |k| ≤ 2π /100 is needed to obtain an amplification factor of 100. Coupled for instance with the aspect ratio used for the above computations e = 0.2 and the numerical requirement of three grid points in the film, it gives a minimum aspect ratio between the wavelength and the grid size of 1500 which makes a regular grid 3D computations extremely difficult! Here, we will take advantage of both the mesh refinement technique that allows high aspect ratio without implementing a regular grid and the Rayleigh-Taylor mechanism (through a negative
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We show in Figure 9 the full dynamics starting from a small rim perturbation ( = 0.05, at t = 0) and leading to finger formation and droplet detachment in this case, taking e = 0.05, . V i 0.636, and λ/a i = 8.5. We would like to point out that such numerical simulation was performed using a parallel version of the numerical scheme and took about 3 weeks on 20 processors.
The linear instability regime can be seen between Figures 9(a) and 9(b) (t = 4), while at t = 8 nonlinear deformations of the rim can be seen. We observe that the original symmetric deformation of the rim has deformed into a sinusoidal form at t = 4 because of the RT mechanism that dominates at short times. Then, one can argue that a RP type of deformation arises between t = 4 and t = 8 through the large deformation of the rim radius. The fingers are already initiated and clearly formed in Figure 9 (d) (t = 12). There, a thin liquid thread separates the forming droplet from the liquid film. This liquid thread stretches so that a droplet detaches (Figure 9 (e) at t = 14). Then the liquid finger retracts (Figures 9(f) , 9(g), and 9(h) for t = 15, 15.5, and 15.9, respectively) because of surface tension, leading to the break-up of small satellite droplets at t = 15.9 in Figure 9 (h). Finally, one can also observe oscillations of the main drop initiated by the drop release. This drop break-up dynamics is in fact generic and in good qualitative agreement with droplet detachment observed in crown splashes.
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VI. DISCUSSION AND CONCLUSION
The linear stability and nonlinear dynamics of a receding liquid sheet has been investigated theoretically and numerically using both an inviscid long-wavelength model and full numerical simulations of the Navier-Stokes equation. Good qualitative and quantitative agreement is found in the regime where the long-wavelength approximation is valid.
It is interesting to question whether this approach could estimate the relevant mechanism causing the detachment of secondary droplets in drop impacts. Indeed, although having been visualized over more than one century, back to Worthington, 29 the corrugation and subsequent spatially periodic fingers formation (e.g., Edgertons 28 crown) has not yet received a definite answer. This is especially testified by two seemingly contradictory recent studies: Krechetnikov 30 suggest that the RT instability predicts the right number of fingers of the crown, while Deegan et al. 31 claim that it is the Rayleigh-Plateau instability that provides the best quantitative agreement. Although our study does not take into account the curvature of the corolla, we believe that it can clarify this apparent discrepancy. Indeed, we can extract from the full numerical simulation presented in Figure 9 the symmetrical and antisymmetrical part of the perturbation, as shown in Figure 10 . Roughly speaking, the symmetrical part, or the so-called varicose mode, would correspond to the RP mechanism, while the antisymmetrical part (sinusoidal mode) describes the RT instability. The initial conditions are purely symmetrical and we observe first at short times a slight decrease of this contribution while the antisymmetrical part is growing. After few unit times both contributions are of the same order and the symmetric part then increases more rapidly. This figure demonstrates that in that case the RT instability is dominant at short times, while the RP becomes relevant at larger times where the rim starts to generate fingers. Therefore, such decomposition shows that the two instability mechanisms are present in the rim dynamics and it suggests that the RT mechanism is dominant at short time when the rim is decelerated strongly enough, while the RP one becomes more important later. In fact, it is possible to compare the growth of these two mechanisms in the long wavelength limit, taking ω R P ∼ k/ .
Notice that similarly both RT and RP mechanism are present during the drop impact, the RT being important at short times when the splash is rapidly decelerated, while RP becomes relevant at longer time if a corolla has formed. It explains the different features observed by the two previous studies although only qualitative analysis can be performed since we are not able to quantify the important parameter e (the thickness of the corolla divided by the radius of the rim). In Ref. 30 , we are in a so-called prompt splash configuration where a rapid jet is formed at short times. In that regime, the dimensionless thickness of the corolla is relatively big e ∼ 1 and the deceleration is in order of 10 5 m/s 2 . On the other hand, as the size of the rim grows with time, e decreases rapidly and the deceleration of the corolla almost vanishes (see, for instance, Fig. 12 of Ref. 31). In this limit, the rim is subjected to the RP instability which is the conclusion in Ref. 31 .
