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Formal groups and congruences
Masha Vlasenko∗
We give a criterion of integrality of an one-dimensional formal group law in terms of congru-
ences satisfied by the coefficients of the canonical invariant differential. For an integral formal
group law a p-adic analytic formula for the local characteristic polynomial at p is given. We
demonstrate applications of our results to formal group laws attached to L-functions, Artin–
Mazur formal groups of algebraic varieties and hypergeometric formal group laws.
This paper was written with an intention to give an explicit and self-contained introduction
to the arithmetic of formal group laws, which would be suitable for non-experts. By this reason
we consider only one-dimensional laws, though a generalization of our approach to higher
dimensions is clearly possible. The ideas of congruences and p-adic continuity in the context of
formal groups were considered by many authors. We sketch the relation of our results to the
existing literature in a separate paragraph at the end of the introductory section.
1 Introduction
Let R be a commutative ring with the identity. A formal group law of dimension 1 over R is a
power series in two variables F (x, y) ∈ RJx, yK satisfying the conditions
F (x, 0) = F (0, x) = x ,
F (F (x, y), z) = F (x, F (y, z)) .
A formal group law is said to be commutative when F (x, y) = F (y, x). For two formal group
laws F1 and F2 over R and a ring R
′ ⊇ R, a homomorphism h ∈ HomR′(F1, F2) is a power series
h ∈ xR′JxK such that h(F1(x, y)) = F2(h(x), h(y)). An invertible homomorphism is called an
isomorphism. An isomorphism h is called strict if h(x) ≡ x modulo degree ≥ 2.
From now on we assume that R is a characteristic zero ring (i.e. R → R ⊗Q is injective).
In this case every formal group law F ∈ RJx, yK is commutative and strictly isomorphic over
R ⊗ Q to the trivial formal group law Ga(x, y) = x + y. The unique strict isomorphism
f ∈ HomR⊗Q(F,Ga) is called the logarithm of F . The logarithm satisfies
F (x, y) = f−1(f(x) + f(y)) (1)
and can be written in the form
f(x) =
∞∑
n=1
bn−1
n
xn (2)
with bn ∈ R, b0 = 1. The shift in indices (bn−1 instead of bn) looks more natural in the view
of the fact that f ′(x)dx =
∑∞
n=0 bnx
n dx is the canonical invariant differential on F ([2],[1,
§5.8]). We shall characterize those R-valued sequences {bn;n ≥ 0} which arise as sequences of
coefficients of canonical differentials on one-parameter formal group laws over R. This question
∗This work was supported by the National Science Centre of Poland, grant UMO-2016/21/B/ST1/03084.
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is trivial when R = R ⊗ Q, in which case any sequence {bn;n ≥ 0} yields a formal group law
over R by formulas (1) and (2).
Fix a prime number p and assume that R is equipped with a pth power Frobenius endo-
morphism σ : R → R (i.e. σ(r) ≡ rp mod pR). We extend σ to polynomials R[x] and power
series RJxK by assigning σ(x) = xp. Our first result (Theorem 1 below) gives a necessary and
sufficient condition for the sequence {bn;n ≥ 0} under which p doesn’t show up in the denomi-
nators in (1). In order to state this criterion we need to define a transformation of the sequence
{bn;n ≥ 0}. For a non-negative integer n we will denote by ℓ(n) = min{s ≥ 1 : n < p
s} the
length of the p-adic expansion of n. For two non-negative integers n,m we denote by n ∗ m
the integer whose p-adic expansion is the concatenation of the p-adic expansions of n and m
respectively, that is n ∗m = n +mpℓ(n). Notice that n ∗ 0 = n and ℓ(n ∗m) = ℓ(n) + ℓ(m) if
and only if m > 0.
Definition. Let {bn;n ≥ 0} be a sequence of elements of R. The p-sequence associated to
{bn;n ≥ 0} is the sequence of elements of R given by
cn =
∑
n = n1 ∗ . . . ∗ nk
n1 ≥ 0, n2, . . . , nk > 0
(−1)k−1 bn1 · σ
ℓ(n1)(bn2) · σ
ℓ(n1)+ℓ(n2)(bn3) · . . . · σ
ℓ(n1)+...+ℓ(nk−1)(bnk)
for n ≥ 0, where the sum runs over all possible decompositions of the p-adic expansion of n
into a tuple of p-adic expansions of non-negative integers.
The original sequence {bn;n ≥ 0} can be reconstructed from its p-sequence, hence any R-
valued sequence can occur as a p-sequence associated to an R-valued sequence (see Section 2
for details). To author’s knowledge, p-sequences were first introduced by Anton Mellit in [5]
motivated by the result which we will reproduce later (Proposition 4 in Section 4.2) in a slightly
more general form.
Theorem 1. Let R be a characteristic zero ring (i.e. R→ R⊗Q is injective) endowed with a
pth power Frobenius endomorphism σ : R → R (i.e. σ(r) ≡ rp mod pR for every r ∈ R). Let
{bn;n ≥ 0} be a sequence of elements of R with b0 = 1. Put f(x) =
∑∞
n=1
bn−1
n
xn. The formal
group law F (x, y) = f−1(f(x) + f(y)) has coefficients in R⊗ Z(p) if and only if the p-sequence
{cn;n ≥ 0} associated to {bn;n ≥ 0} satisfies
cmpk−1 ∈ p
kR for all m > 1, k ≥ 0 . (3)
The reader may notice that the statement of the theorem is trivial when p is invertible in
R, in which case R ⊗ Z(p) = R ⊗ Q. Since ∩p(R ⊗ Z(p)) = R, the following global criterion
follows immediately.
Corollary. Let R be a characteristic zero ring endowed with a pth power Frobenius morphism
for every rational prime p. Let {bn;n ≥ 0} be a sequence of elements of R with b0 = 1. In
the notation of Theorem 1, we have F (x, y) ∈ RJx, yK if and only if for every p the respective
p-sequence {cn;n ≥ 0} (it is a different one for each p) associated to {bn;n ≥ 0} satisfies (3).
We prove Theorem 1 in Section 2. The proof is based on Hazewinkel’s functional equation
lemma ([1, §2.2]). By [1, Proposition 20.1.3] every formal group law over a Z(p)-algebra is of
functional equation type. In our case it means that F (x, y) has coefficients in R ⊗ Z(p) if and
only if there exists a sequence of elements v1, v2, . . . ∈ R⊗ Z(p) such that the series
g(x) = f(x) −
1
p
∞∑
s=1
vs · (σ
sf)(x) (4)
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has coefficients in R ⊗ Z(p). Such a sequence {vs; s ≥ 1} is non-unique. Our proof shows that
one of possible choices is given by vs =
cps−1
ps−1
∈ R.
From now on let us assume that R is the ring of integers of a complete absolutely unramified
discrete valuation field of characteristic zero and residue characteristic p > 0, equipped with
a lift σ : R → R of the pth power Frobenius on the residue field R/pR. In this case one can
construct the shortest possible functional equation (4) for the logarithm f(x) of a formal group
law F (x, y) ∈ RJx, yK. Namely, suppose we have any functional equation (4) and let
h = inf{s ≥ 1 : vs ∈ R
×} . (5)
If h = ∞ then f(x) ∈ RJxK and hence F is strictly isomorphic to Ga over R. If h < ∞ then
there exist unique α1, . . . , αh−1 ∈ pR and αh ∈ R
× such that
f(x) −
1
p
h∑
s=1
αs · (σ
sf)(x) ∈ RJxK .
The Eisenstein polynomial
ΨF (T ) = p −
h∑
i=1
αiT
i ∈ R[T ]
is called the characteristic polynomial of F (x, y) and h is called the height. Two formal group
laws over R are strictly isomorphic if and only if their characteristic polynomials are equal ([2,
Proposition 3.5], [1, Theorem 20.3.12]). By convention, we put ΨF (T ) = p if h =∞.
In the case when the residue field is finite (#R/pR = q = pf) the above defined height
coincides with the height of the multiplication by p endomorphism [p]F of the reduction
F (x, y) ∈ FqJx, yK. However ΨF (T ) shall not be confused with the characteristic polynomial
of the Frobenius endomorphism ξF (x) = x
q. When R = Zp then α
−1
h ΨF (T ) coincides with the
characteristic polynomial of ξF , but in general the relation between these two invariants is more
subtle (see [1, §30.4, Remark 18.5.13]).
The following theorem describes congruences satisfied by the coefficients of the logarithm
of an integral formal group law and provides a p-adic analytic formula for the characteristic
polynomial.
Theorem 2. Let R be the ring of integers of a complete absolutely unramified discrete valuation
field of characteristic zero and residue characteristic p > 0, equipped with a lift σ : R → R of
the pth power Frobenius on the residue field R/pR. Let F (x, y) ∈ RJx, yK be a formal group
law of height h. When h <∞ we denote by ΨF (T ) = p−
∑h
i=1 αiT
i ∈ R[T ] the characteristic
polynomial of F . We write the logarithm of F in the form
logF (x) =
∞∑
n=1
bn−1
n
xn ,
where {bn;n ≥ 0} is a sequence of elements of R with b0 = 1.
(i) If h = ∞ then ordp(bpn−1) ≥ n for all n.
If h <∞ then ordp(bpn−1) ≥ n− ⌊
n
h
⌋ with equality when h|n.
(ii) When h <∞, consider elements βn = bpn−1/p
n−⌊n
h
⌋ ∈ R. We have
βkh ≡
k−1∏
i=0
σih(βh) mod p .
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(iii) When h <∞, consider for every k ≥ 1 an h× h matrix with coefficients in R given by
Dk =
(
pεijσj+1(βkh−1+i−j)
)
0≤i,j≤h−1
with εij =
{
0 , j < i or j = h− 1 ,
1 , i ≤ j < h− 1 .
We have that detDk ≡ (−1)
h−1
∏kh−1
s=1 σ
s(βh) 6= 0 mod p and
α1/p
α2/p
...
αh−1/p
αh
 ≡ D−1k

βkh
βkh+1
...
βkh+h−2
βkh+h−1
 mod pk . (6)
For example, it follows from (i) that the height is equal to 1 if and only if p 6 |bp−1. In this
case we have that p 6 |bpk−1 for all k ≥ 1 and there exists a unique unit α1 ∈ R
× such that for
every k ≥ 1
bpk−1/σ(bpk−1−1) ≡ α1 mod p
k . (7)
The characteristic polynomial is given by ΨF (T ) = p − α1 T .
In the case of height 2, we have ordp(bp2k−1) = k and ordp(bp2k−1−1) ≥ k for all k by (i),
and (iii) gives us the following formulas for the coefficients of the characteristic polynomial
ΨF (T ) = p− α1T − α2T
2:
(
α1
p
α2
)
≡
p σ(bp2k−1−1)pk σ2(bp2k−2−1)pk−1
σ(b
p2k−1
)
pk
σ2(b
p2k−1−1
)
pk
−1( bp2k−1pk
b
p2k+1−1
pk+1
)
mod pk
or, equivalently,
α1 ≡
σ2(bp2k−1−1) bp2k−1 − σ
2(bp2k−2−1) bp2k+1−1
σ(bp2k−1−1)σ2(bp2k−1−1)− σ(bp2k−1)σ2(bp2k−2−1)
mod pk ,
α2 ≡
1
p
σ(bp2k−1−1) bp2k+1−1 − σ(bp2k−1) bp2k−1
σ(bp2k−1−1)σ2(bp2k−1−1)− σ(bp2k−1)σ2(bp2k−2−1)
mod pk .
(8)
We prove Theorem 2 in Section 3. Section 4 is devoted to applications of our theorems.
We start with formal group laws attached to L-functions. In this case the p-sequence recovers
coefficients of the respective local L-factor at p and there are finitely many non-zero congru-
ences (3) to be checked. In Section 4.2 we show that Theorem 1 implies integrality of certain
Artin–Mazur formal groups arising from cohomology of algebraic varieties. In this situation
Theorem 2 is useful for computation of eigenvalues of the Frobenius operator on the respec-
tive crystalline (or ℓ-adic) cohomology group. In Section 4.3 we give a criterion of integrality
and compute local characteristic polynomials of hypergeometric formal group laws generaliz-
ing the results in [4]. Here again the criterion in Theorem 1 can be reduced to finitely many
congruences.
Acknowledgement. The criterion of integrality (Theorem 1) was initially conjectured by
Eric Delaygue during our correspondence. I would like to thank Eric for numerous fruitful
discussions of the subject. I am also grateful to Piotr Achinger and Susanne Mu¨ller, whose
remarks helped to improve the exposition.
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Relation to the existing literature. The approach to integrality of formal group
laws via functional equations is classical. Its grounds were laid by Taira Honda in [2], and it is
expressed in the most general form by the Hazewinkel’s functional equation lemma and criterion
of p-integrality ([1, §2, 20]). Our Theorem 1 can be viewed as an algorithmic version of this
approach: we do a transform of the sequence of coefficients of the invariant differential (we call
this transformed sequence the p-sequence), check the respective congruences and recover one of
the functional equations whenever they exist. Though the p-sequence is a new combinatorial
object, it arises naturally in the above context. A similar idea was used by Bert Ditters for the
classification of commutative formal group laws over p-Hilbert domains: compare [6, (1.2) and
(1.9)] to an equivalent definition of the p-sequence by formula (10) below.
Our Theorem 2 is an explicit and general statement of the Atkin and Swinnerton-Dyer
congruences for formal group laws. Its proof is rather straightforward and based on Honda’s
methods, as we explain in Section 3. The characteristic polynomial of a p-integral formal group
law arises when one looks for “the shortest possible functional equation”. Since a functional
equation can be translated to the relation between the Frobenius and Verschiebung in the
respective Cartier–Dieudonne´ module (see e.g. [6] and [1, Chapter V]), this way one also recovers
the minimal polynomial satisfied by the Frobenius endomorphism of the reduction of the formal
group law modulo p.
2 A criterion of integrality of a formal group law
This section is devoted to the proof of Theorem 1. We recall that R is a ring of characteristic
zero endowed with a morphism σ ∈ End(R) satisfying σ(r) ≡ rp mod pR for any r ∈ R. We
extend σ to a pth power Frobenius morphism of R⊗Q by Q-linearity and further to the ring of
power series in x with coefficients in R⊗Q by assigning σ(x) = xp. For a sequence {bn;n ≥ 0}
of elements of R the respective p-sequence was defined as
cn =
∑
n = n1 ∗ . . . ∗ nk
n1 ≥ 0, n2, . . . , nk > 0
(−1)k−1 bn1 · σ
ℓ(n1)(bn2) · σ
ℓ(n1)+ℓ(n2)(bn3) · . . . · σ
ℓ(n1)+...+ℓ(nk−1)(bnk) . (9)
When k = 1 we have n = n1 ≥ 0 and the condition n2, . . . , nk > 0 is empty. This is a finite
sum because k ≤ ℓ(n). We will start with discussing some properties of p-sequences. For small
indices we have
c0 = b0 , c1 = b1 , . . . , cp−1 = bp−1 ,
cp = bp − b0 σ(b1) , c1+p = b1+p − b1 σ(b1) , . . .
cp2 = bp2 − b0 σ(bp) , c1+p2 = b1+p2 − b1 σ(bp) , . . .
cp+p2 = bp+p2 − b0 σ(b1+p) − bp σ
2(b1) + b0 σ(b1)σ
2(b1) , . . .
One can easily notice that the original sequence {bn;n ≥ 0} can be reconstructed from its
p-sequence {cn;n ≥ 0} since the right-hand side of (9) is the sum of bn and an expression
containing only bk with k < n.
Lemma. We have b0 = c0 and
bn =
∑
n = n1 ∗ (. . . ∗ (nk−1 ∗ nk) . . .)
nk > 0
cn1 · σ
ℓ(n1)(cn2) · σ
ℓ(n1)+ℓ(n2)(cn3) · . . . · σ
ℓ(n1)+...+ℓ(nk−1)(cnk)
for every n > 0.
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Proof. Observe that
cn =
∑
n = n1 ∗ . . . ∗ nk
n1 ≥ 0, n2, . . . , nk > 0
(−1)k−1 bn1 · σ
ℓ(n1)(bn2) · σ
ℓ(n1)+ℓ(n2)(bn3) · . . . · σ
ℓ(n1)+...+ℓ(nk−1)(bnk)
= bn −
∑
n = n1 ∗ n2
n2 > 0
cn1 · σ
ℓ(n1)(bn2) ,
and therefore
bn = cn +
∑
n = n1 ∗ n2
n2 > 0
cn1 · σ
ℓ(n1)(bn2)
= cn +
∑
n = n1 ∗ n2
n2 > 0
cn1 · σ
ℓ(n1)(cn2) +
∑
n = n1 ∗ (n2 ∗ n3)
n3 > 0
cn1 · σ
ℓ(n1)(cn2) · σ
ℓ(n1)+ℓ(n2)(bn3)
= . . . ,
which yields the statement of the lemma by iteration.
In what follows we will often use the following relation between the p-sequence and the
original sequence, which we extract from the proof of the above lemma:
bn = cn +
∑
n = n1 ∗ n2
n2 > 0
cn1 · σ
ℓ(n1)(bn2) . (10)
Proof of Theorem 1. ⇐ Assume that (3) holds, so we have
cmpk−1 ∈ p
kR for all m > 1, k ≥ 0 . (11)
For s ≥ 1 consider elements vs =
1
ps−1
cps−1 which lie in R due to (11). Consider the power
series
∞∑
n=1
dnx
n = f(x) −
1
p
∞∑
s=1
vs · (σ
sf)(x) . (12)
For each n, write n = mpk with k ≥ 0 and (m, p) = 1. If k = 0 then dn =
1
n
bn−1 ∈ R⊗ Z(p). If
k > 0 we have
dn =
1
mpk
bmpk−1 −
1
p
k∑
i=1
vi ·
1
mpk−i
σi(bmpk−i−1)
=
1
mpk
(
bmpk−1 −
k∑
i=1
cpi−1 · σ
i(bmpk−i−1)
)
=
1
mpk
∑
m = m
′
∗m
′′
m
′
> 1
cm′pk−1 · σ
k+ℓ(m′)(bm′′) ,
where the sum is over all possible decompositions m = m′+m′′pℓ(m
′) with m′ > 1. If m = 1 the
sum is simply 0. If m > 1 then we have cm′pk−1 ∈ p
kR for every term in the sum due to (11),
and therefore dn ∈ R ⊗ Z(p). We proved that (12) is a series with coefficients in R ⊗ Z(p), and
therefore F (x, y) has coefficients in the same ring by Hazewinkel’s functional equation lemma
([1, §2.2]).
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⇒ Suppose F (X, Y ) has coefficients in R ⊗ Z(p). By [1, Proposition 20.1.3] every formal
group law over a Z(p)-algebra is of functional equation type. This means that there exist
elements v1, v2, . . . ∈ R⊗ Z(p) such that the series
∞∑
n=1
dnx
n = f(x) −
1
p
∞∑
s=1
vs · (σ
sf)(x)
has coefficients in R ⊗ Z(p). Formulated in terms of the initial R-valued sequence {bn} this
functional equation means that for every k ≥ 0 and m ≥ 1, m not divisible by p, we have
bmpk−1 −
k∑
s=1
ps−1 vs σ
s(bmpk−s−1) = mp
kdmpk ∈ p
k R⊗ Z(p) . (13)
Let’s first prove that cpk−1 ∈ p
k−1R for all k ≥ 1. We shall first prove that
cpk−1 = p
k−1 vk + p
kdpk −
k−1∑
i=1
σi(cpk−i−1) p
i dpi . (14)
For k = 1 this formula follows from bp−1 = cp−1 = v1 + p dp. We will now do induction in k.
Subtracting the two expressions
bpk−1 = cp−1 σ(bpk−1−1) + cp2−1 σ
2(bpk−2−1) + . . . + cpk−1
and
bpk−1 = v1 σ(bpk−1−1) + p v2 σ
2(bpk−2−1) + . . . + p
k−1 vk + p
k dk
(coming from (10) and (13) respectively) and using (14) for all indices smaller than k we obtain
that
cpk−1 − p
k−1 vk − p
kdpk =
k−1∑
i=1
(pi−1vi − cpi−1) σ
i(bpk−i−1)
=
k−1∑
i=1
(
−pidpi +
i−1∑
j=1
σj(cpi−j−1)p
jdpj
)
σi(bpk−i−1)
= −
k−1∑
i=1
pidpi
(
σi(bpk−i−1) −
k−i∑
j=1
σi(cpj−1)σ
i+j(bpk−i−j−1)
)
= −
k−1∑
i=1
pidpi σ
i(cpk−i−1) ,
which proves (14) for this k. The fact that cpk−1 ∈ p
k−1R⊗Z(p) follows from (14) by induction
on k. It remains to observe that R ∩ (pkR⊗ Z(p)) = p
kR for every k.
So far we proved (11) with m = p for all k. Now consider the case of m > 1 not divisible
by p. Suppose that for some k > 0 and for all such m we knew that
bmpk−1 − cp−1 · σ(bmpk−1−1) − cp2−1·σ
2(bmpk−2−1) − . . . − cpk−1 · σ
k(bm−1)
=
∑
m = m
′
∗m
′′
m
′
> 1, m
′′
≥ 0
cm′pk−1 · σ
k+ℓ(m′)(bm′′) (15)
belongs to pkR. Then (11) for this k would follow by induction on the length ℓ(m).
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It remains to prove that the left-hand side in (15) belongs to pkR. Since it obviously
belongs to R and R ∩ (pkR ⊗ Z(p)) = p
kR, it is enough to show that the left-hand side in (15)
belongs to pkR ⊗ Z(p). Consider f˜(x) =
∑∞
k=0
b
pk−1
pk
xp
k
and the p-typical formal group law
F˜ (x, y) = f˜−1(f˜(x) + f˜(y)). Observe that F˜ has coefficients in R ⊗ Z(p) because we have the
functional equation
f˜(x) −
1
p
∞∑
s=1
vs · (σ
s f˜)(x) =
∞∑
k=0
dpk x
pk .
By [1, Theorem 16.4.14 and Remark 16.4.15] F˜ is isomorphic to F over R⊗Z(p). Observe that
we have another functional equation for f˜ : with v′s =
cps−1
ps−1
∈ R one has
f˜(x) −
1
p
∞∑
s=1
v′s · (σ
s f˜)(x) = x .
Since F and F˜ are isomorphic, by part (iii) of Hazewinkel’s functional equation lemma we must
have that the coefficients of the power series f(x) − 1
p
∑∞
s=1 v
′
s · (σ
sf)(x) also lie in R ⊗ Z(p),
which is precisely what we wanted to prove.
3 Computing local invariants
In this section R is the ring of integers of a complete absolutely unramified discrete valuation
field K of characteristic zero and residue characteristic p > 0, equipped with a Frobenius
endomorphism σ : K → K which is the lift of the pth power endomorphism on the residue field
R/pR. The valuation is denoted by ordp : K → Z ∪+∞.
Let {vs; s ≥ 1} be a sequence of elements of R and g ∈ x+ x
2RJxK be a power series. The
functional equation
g(x) = f(x) −
1
p
∞∑
s=1
vs (σ
sf)(x)
allows one to recover f(x) ∈ x + x2KJxK. Hazewinkel’s functional equation lemma tells us
that the formal group law F (x, y) = f−1(f(x) + f(y)) has coefficients in R ([1, §2.2 (i)]).
Moreover, since R is a Z(p)-algebra, every formal group law over R can be constructed this way
([1, Proposition 20.1.3]). Two formal group laws with the same {vs; s ≥ 1} and different g(x)
are strictly isomorphic over R ([1, §2.2 (ii)]). Conversely, if a formal group law over R satisfies
a functional equation with some {vs; s ≥ 1} then every formal group law strictly isomorphic to
it over R satisfies a functional equation with the same {vs; s ≥ 1} but different g(x) ([1, §2.2
(ii) and (iii)]).
Honda ([2],[1, §20.3]) gave the following method to describe all sequences {vs; s ≥ 1} with
which a given formal group law F (x, y) = f−1(f(x) + f(y)) ∈ RJx, yK satisfies
f(x) −
1
p
∞∑
s=1
vs (σ
sf)(x) ∈ RJxK . (16)
(As we just explained, the set of such sequences corresponds to the strict isomorphism class
of F .) Denote by KσJT K the ring of ’non-commutative’ power series with coefficients in K,
where the multiplication satisfies Ta = σ(a)T for a ∈ K. We put the word non-commutative in
commas because this ring is commutative whenever σ is the identity endomorphism, e.g. when
K = Qp. We denote by RσJT K ⊂ KσJT K the subring of power series with coefficients in R.
With (16) one associates an element ηv = p −
∑∞
s=1 vsT
s ∈ RσJT K. Then every other sequence
v′ = {v′s; s ≥ 1} with which (16) also holds comes as ηv′ = θηv where θ ∈ 1 + RσJT KT .
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The height of F (x, y) can be computed as
h = inf{s ≥ 1 : vs ∈ R
×} (17)
and is invariant under strict isomorphisms. If h <∞, then by the formal Weierstrass prepara-
tion lemma ([1, Lemma 20.3.13]) there exist a unique power series θ ∈ 1 +RσJT KT and elements
α1, . . . , αh−1 ∈ pR, αh ∈ R
× such that θηv = p −
∑h
i=1 αiT
i. The Eisenstein polynomial in the
right-hand side of this expression is the characteristic polynomial of F (x, y). It was denoted by
ΨF (T ) in Section 1. The strict isomorphism classes of formal group laws of finite height over
R correspond bijectively to such polynomials ([1, Theorem 20.3.12]).
Proof of Theorem 2. Let {cn;n ≥ 0} be the p-sequence associated with {bn;n ≥ 0}. By Theo-
rem 1 we have cps−1 ∈ p
s−1R for all s ≥ 1 and (16) is satisfied with the sequence vs =
cps−1
ps−1
∈ R.
We can now rewrite (17) as
h = inf{s ≥ 1 : ordp(cps−1) = s− 1} . (18)
(i) Let’s denote µn = bpn−1/p
n, κn = cpn−1/p
n. Dividing the identity
bpn−1 = cp−1 σ(bpn−1) + cp2−1 σ
2(bpn−1−1) + . . . + cpn−1 (19)
by pn we obtain
µn = κ1 σ(µn−1) + κ2 σ(µn−2) + . . . + κn−1 σ
n−1(µ1) + κn . (20)
When h = ∞ then κn ∈ R for all n due to (18), and therefore µn ∈ R for all n by induction.
From now on we assume that h < ∞. We then have ordp(κi) ≥ 0 for i < h, ordp(κh) = −1
and ordp(κi) ≥ −1 for i > h. It follows that ordp(µi) ≥ 0 when i < h and ordp(µh) = −1.
We will prove by induction that ordp(µn) ≥ −⌊
n
h
⌋ with equality when h|n. Suppose this
inequality holds for all indices less than n. Then for 1 ≤ i < h we have ordp(κi σ
i(µn−i)) =
ordp(κi) + ordp(µn−i) ≥ 0 − ⌊
n−i
h
⌋ ≥ −⌊n
h
⌋ with strict inequality when h|n. For i > h we have
ordp(κi σ
i(µn−i)) = ordp(κi) + ordp(µn−i) ≥ −1 − ⌊
n−i
h
⌋ = −⌊n−(i−h)
h
⌋ ≥ −⌊n
h
⌋, where the last
inequality is again strict when h|n. When i = h we have
ordp(κh σ
h(µn−h)) = ordp(κh) + ordp(µn−h)
{
= −1− ⌊n−h
h
⌋ = −⌊n
h
⌋ when h|n ,
≥ −1 − ⌊n−h
h
⌋ = −⌊n
h
⌋ when h 6 |n .
Summarizing the above we get that ordp(µn) ≥ −⌊
n
h
⌋ with equality when h|n, which proves the
first part of the theorem.
(ii) We have βkh = p
kµkh. From (20) with n = h we find that pµh ≡ pκh mod p. Compu-
tation in part (i) shows that modulo p
pkµkh ≡ p
kκh σ
h(µ(k−1)h) = (pκh)(p
k−1 σh(µ(k−1)h)) ≡ . . . ≡
k−1∏
i=0
(p σih(κh)) ≡
k−1∏
i=0
σih(βh) .
(iii) The characteristic polynomial provides us with the shortest possible functional equa-
tion (16) where vs = αs for s ≤ h and vs = 0 for s > h. Therefore for every n ≥ 0
pn | bpn−1 −
h∑
s=1
ps−1 αs σ
s(b pn−s−1) .
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Let’s consider the last congruence for n = kh+ i where 0 ≤ i < h and divide it by pk(h−1)+i:
pk |
bpkh+i−1
pk(h−1)+i
−
h∑
s=1
αs
p
σs(b pkh+i−s−1)
pk(h−1)+i−s
.
With the notation βn = bpn−1/p
n−⌊n
h
⌋ we rewrite the last congruence as
pk | βkh+i −
h∑
s=1
αs
p
pε˜is σs(βkh+i−s) with ε˜is =
{
0 , s ≤ i ,
1 , s > i .
Substituting s = j + 1 and combining all congruences with i = 0, . . . , h− 1 we obtain
pk |

βkh
βkh+1
...
βkh+h−2
βkh+h−1
 − Dk

α1/p
α2/p
...
αh−1/p
αh
 ,
where Dk is the matrix defined in the statement of part (iii). By (i) all βn ∈ R, hence all entries
of Dk belong to R. Therefore it only remains to check that p 6 | det(Dk). The entries of Dk are
0 modulo p when εij = 1, that is when i ≤ j < h− 1. It means that modulo p the determinant
is congruent (up to sign) to the product of the entries under the main diagonal, which are all
equal to σi(βkh) for i = 1, . . . , h− 1, times the upper-right entry, which is equal to σ
h(β(k−1)h).
Using (ii) we obtain
detDk ≡ (−1)
h−1
h−1∏
i=1
σi(βkh) · σ
h(β(k−1)h)
≡ (−1)h−1
h−1∏
i=1
k−1∏
j=0
σi+jh(βh) ·
k−2∏
j=0
σh(1+j)(βh) = (−1)
h−1
kh−1∏
s=1
σs(βh) mod p .
4 Applications and examples
We shall now demonstrate how Theorems 1 and 2 work in three situations. The result of § 4.1
below (Proposition 3) is essentially contained in [2, §6]. We included this section to demonstrate
that our criterion of integrality works particularly well for formal group laws attached to L-
functions. In § 4.2 we discuss Artin–Mazur formal group laws of hypersurfaces. This is the
context in which p-sequences were invented. In § 4.3 we extend the results of [4] to a broad
class of hypergeometric formal group laws. We follow the ideas of [4], but application of our
main theorems allows to make the proofs shorter and hopefully more transparent.
4.1 Formal group laws attached to L-functions
For the purposes of this paper, an L-function is a Dirichlet series
L(s) =
∞∑
n=1
an
ns
10
with integral coefficients an ∈ Z, which has an Euler product
L(s) =
∏
p prime
Pp(p
−s)−1 ,
where Pp(T ) ∈ 1 + T Z[T ] is a polynomial for every prime number p. The Euler product is
understood formally, that is we don’t care about convergence and the sequence {an;n ≥ 1} is
determined by the rules:
amn = aman when (m,n) = 1 ,
aps + γ1(p) aps−1 + . . . + γd(p)(p) aps−d = 0 where Pp(T ) = 1 +
d(p)∑
i=1
γi(p)T
i .
(21)
(By convention, we assume ak = 0 when k 6∈ Z≥1.)
To an L-function one associates an one-dimensional formal group law over Q by the formula
FL(x, y) = f
−1(f(x) + f(y)) , f(x) =
∞∑
n=1
an
n
xn . (22)
We shall now prove
Proposition 3. For a fixed prime p, we have F ∈ Z(p)Jx, yK if and only if
Q(T ) := pPp
(T
p
)
∈ p+ T Z[T ] . (23)
Assume that (23) holds. If Q = 0 mod p then F is strictly isomorphic to Ga over
Z(p), and otherwise the local characteristic polynomial ΨF (T ) at p is equal to the unique monic
Eisenstein factor of Q(T ) in the ring Zp[T ] of polynomials with p-adic integral coefficients and
the height h = degΨF is equal to the highest power of T that divides Q(T ) = Q(T ) mod p.
The following lemma enables us to describe the p-sequence associated to the (shifted) se-
quence of coefficients of an L-function.
Lemma. Let {an;n ≥ 1} be a sequence of integers with a1 = 1. Fix a prime number p. Let
{cn;n ≥ 0} be the p-sequence associated to the shifted sequence {bn = an+1;n ≥ 0}.
(i) We have
ampk = amapk for all m not divisible by p and k ≥ 0 (24)
if and only if
cmpk−1 = 0 for all m > 1 not divisible by p and k > 0 . (25)
(ii) There is a recurrence relation of the form
apk + γ1 apk−1 + . . . + γd apk−d = 0 for all k ≥ 0 (26)
with some d ≥ 1 and integers γ1, . . . , γd (where, by convention, an = 0 when n 6∈ Z) if
and only if
cpi−1 =
{
−γi , 1 ≤ i ≤ d ,
0 , i > d .
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Proof. (i)⇒ First we prove that (25) follows from (24). Take any m > 1 not divisible by p and
k > 0. We have
bmpk−1 = cp−1 bmpk−1−1 + . . . + cpk−1 bm−1 +
∑
m = m
′
∗m
′′
m
′
> 1, m
′′
≥ 0
cm′pk−1 bm′′ , (27)
where the sum runs over all decompositions m = m′ + pℓ(m
′)m′′ of the p-adic expansion of m
into a concatenation of p-adic expansions of two non-negative integers, of which m′ is actually
positive because k > 0. The condition m′ > 1 is then satisfied automatically due to the fact
that m > 1 is not divisible by p. Since bmpi−1 = bpi−1 bm−1 for i ≥ 0 due to (24), subtracting
from (27) the equality bpk−1 = cp−1 bpk−1−1 + . . .+ cpk−1 multiplied by bm−1 yields∑
m = m
′
∗m
′′
m
′
> 1, m
′′
≥ 0
cm′pk−1 bm′′ = 0 .
If m had one p-adic digit the sum here would have just one term cmpk−1b0 = cmpk−1, so we get
cmpk−1 = 0. Now (25) follows by induction on the length ℓ(m) of the p-adic expansion of m.
⇐ Suppose now that (25) holds. When m = 1 or k = 0 (24) holds automatically. Take
any m > 1 not divisible by p and k > 0 and consider (27) once again. The rightmost sum then
vanishes due to (25) since m′ ≡ m 6= 0 mod p for each term. Therefore we get
bmpk−1 = cp−1 bmpk−1−1 + . . . + cpk−1 bm−1 .
If k = 1 we have bmp−1 = cp−1bm−1 = bp−1bm−1. For k > 1 we proceed by induction:
bmpk−1 = (cp−1 bpk−1−1 + . . . + cpk−1) bm−1 = bpk−1 bm−1 ,
which proves (24).
(ii) follows immediately from the equalities apk = cp−1apk−1 + cpk−1apk−2 + . . . + cpk−1 for
every k ≥ 1 and a1 = 1.
Proof of Proposition 3. Let {cn;n ≥ 0} be the p-sequence associated with {bn = an+1;n ≥ 0}.
By (21) and part (i) in the preceding lemma we have cmpk−1 = 0 for every m > 1 not divisible
by p and any k > 0. By (21) and part (ii) in the preceding lemma we have cpk−1 = −γk(p)
for k ≥ 1. Hence condition (3) in Theorem 1 is equivalent to pk−1|γk(p) for k ≥ 1, which is in
turn equivalent to (23) because Q(T ) = p +
∑d(p)
i=1
γi(p)
pi−1
T i. The characteristic polynomial is the
unique Eisenstein factor of Q(T ) by the construction reminded at the beginning of Section 3:
we have Q = ηv for the sequence v = {vi =
c
pi−1
pi−1
; i ≥ 1}.
4.2 Artin–Mazur formal groups
In [7] Artin and Mazur associated formal groups to cohomology groups of algebraic schemes.
In [8] Stienstra computed explicit coordinalizations of Artin–Mazur functors related to the mid-
dle cohomology of complete intersections and double coverings of projective spaces. Stienstra’s
formal group laws are integral over the base ring and coefficients of their logarithms are always
given as coefficients of powers of a polynomial (see Theorems 1 and 2 in loc. cit.).
Proposition 4. Let R be a characteristic 0 ring and V (x) ∈ R[x±1 , . . . , x
±
m] be a Laurent
polynomial. Assume that Newton polytope ∆(V ) ⊂ Rm contains a unique internal integral
point {w} = ∆(V )◦ ∩ Zm. Consider the R-valued sequence
bn = the coefficient of x
nw in V (x)n .
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Assume that R equipped with a pth power Frobenius endomorphism and let {cn;n ≥ 0} be the
p-sequence attached to {bn;n ≥ 0}. Then one has
cn ∈ p
ℓ(n)−1R (28)
for every n ≥ 0.
The proof was essentially given in [5, Lemma 1] and the generalization to rings with Frobe-
nius endomorphism stated here is straightforward. Notice that congruences (28) are stronger
than (3). Therefore it follows from Theorem 1 that
Corollary. The formal group law
FV (x, y) = f
−1(f(x) + f(y)) , f(x) =
∞∑
n=1
bn−1
n
xn
has coefficients in R⊗Z(p) whenever we can equip R with a pth power Frobenius endomorphism.
According to Stienstra, in case V (x) is a homogeneous polynomial this formal group law is
a coordinalization of the Artin–Mazur formal group attached to the middle cohomology of the
hypersurface of zeroes of V (x). Integrality of such formal group laws was established in [8], but
our case is more general and methods are elementary.
In [9] Stienstra proved a generalization of the Atkin and Swinnerton-Dyer congruences when
R is of finite type over Z. Such congruences allow one to establish isomorphism of Artin–Mazur
formal groups and formal groups attached to respective L-functions. Let us demonstrate how
Theorem 2 works in an example with a double covering. Consider a K3 surface X (called A′
in [10]) given by
Y 2 = T0 T1 T2 (T1 − T2)(T1T2 − T
2
0 ) .
According to a computation in loc. cit., for every p 6= 2 the respective Euler factor of the
L-function associated to H2(X) has the shape
Pp(T ) = (1− p T )
20(1 + Ap T + (−1)
p−1
2 p2 T 2)
where
Ap =
{
0 , if p ≡ 3 mod 4 ,
2p− 4a2 , if p ≡ 1 mod 4 (p = a2 + 4b2 , a, b ∈ Z) .
The conditions of Proposition 3 are satisfied since
Q(T ) = pPp(T/p) = (1− T )
20(p + Ap T + (−1)
p−1
2 p T 2) ∈ Z[T ] .
By Proposition 3 the local characteristic polynomial of this formal group law at p is given by
Ψ(T ) =
{
p , if p ≡ 3 mod 4 ,
p − αT , if p ≡ 1 mod 4 (α2 + Ap α + p
2 = 0, α ∈ Z×p ) .
(29)
On the other hand, by [8, Theorem 2] the coefficients of the logarithm of a coordinalization of
the Artin–Mazur formal group associated to H2(X) are given by
bn =
{
0 , n odd,
the coefficients of T n0 T
n
1 T
n
2 in (T0T1T2)
n/2(T1 − T2)
n/2(T1T2 − T
2
0 )
n/2 , n even,
=
{
0 , 4 6 |n ,(
n/2
n/4
)2
, 4 |n .
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We apply formula (7) to obtain a p-adic analytic formula for the coefficient α ∈ Z×p in (29)
when p ≡ 1 mod 4:
α = lim
k→∞
bpk−1
bpk−1−1
= lim
k→∞
Γp
(
pk−1
2
+ 1
)2
Γp
(
pk−1
4
+ 1
)4 = Γp(12)2Γp(34)4 = (−1)
p+1
2
Γp(
3
4
)4
= −Γp(
1
4
)4 ,
where Γp(.) is the p-adic gamma function (see [11, §IV.2]). It follows that
Ap = −α − p α
−1 = Γp(
1
4
)4 + pΓp(
3
4
)4 .
4.3 Hypergeometric formal group laws
Consider a finite system of integral weights on positive integers γ = {γν ; ν ≥ 1}. By this we
mean that each γν ∈ Z and γν = 0 for all but finitely many ν. We assume that γ satisfies the
condition ∑
ν≥1
ν γν = 0 . (30)
Following [12], we associate to γ the sequence of rational numbers un =
∏
ν≥1(ν n)!
γν , n ≥ 0.
One has ordp(un) =
∑∞
i=1 L(
n
pi
) where
L(t) =
∑
ν
γν⌊ν t⌋
is the associated Landau function. This function is right-continuous and locally constant.
Condition (30) implies that L(t) is periodic with period 1. It is named after Emil Landau who
observed that the sequence {un;n ≥ 0} is integral if and only if
L(t) ≥ 0 for all t . (31)
Let N = l.c.m.{ν | γν 6= 0}. Assuming the integrality of {un;n ≥ 0}, we will give a criterion
of integrality of the rational formal group law given by
Fγ(x, y) = f
−1(f(x) + f(y)) , f(x) =
∞∑
n=0
un
xNn+1
Nn + 1
=
∫ ∑
unx
Nndx .
Proposition 5. Suppose the system of weights γ = {γν ; ν ≥ 1} satisfies conditions (30)
and (31).
Let p > N be a prime. Let d = min{m > 0 | pm ≡ 1 mod N} be the order of p in the
multiplicative group of invertible residues modulo N . For each 0 ≤ a < d let 1 ≤ ma < N be
the unique number such that map
a ≡ 1 mod N . Define λa := ordp
(
umapa−1
N
)
.
(i) We have λa =
∑a
i=1 L
(
pd−i−1
N
)
for 0 ≤ a ≤ d− 1.
(ii) The coefficients of Fγ are p-integral if and only if λa ≥ a for each 1 ≤ a ≤ d− 1.
(iii) Assume (ii) is satisfied. If λd−1 = d − 1, the height of Fγ at p equals d and the local
characteristic polynomial is given by
ΨFγ (T ) = p − ξ T
d with ξ = (−1)(γ2+1)d−1
∏
ν
d−1∏
a=0
Γp
({
1 −
νma
N
})γν
, (32)
where {x} = x − ⌊x⌋ is the fractional part of x. If λd−1 ≥ d then the height at p is
infinite.
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Notice that due to the periodicity of the Landau function and formula (i) the numbers λa
depend only on the residue class p mod N . Hence the property of p-integrality (ii) and the
height depend only on p mod N .
Proof of Proposition 5. We write f(x) =
∑∞
n=1 bn−1
xn
n
where bn = u n
N
if N |n and bn = 0
otherwise. Note that jumps of L(t) happen at rational points whose denominators divide N .
Therefore L(t) = 0 for 0 ≤ t < 1
N
. Using this fact and periodicity of L(t) we see that
ordp
(
bmapa−1
)
=
∞∑
i=1
L
(mapa − 1
Npi
)
=
a∑
i=1
L
(mapa − 1
Npk
)
(pi < map
a ⇒ i ≤ a since ma < N < p)
=
a∑
i=1
L
(mapa−i − 1
N
)
(because
⌊mapa − 1
pi
⌋
= map
a−i − 1)
=
a∑
i=1
L
(pd−i − 1
N
)
(because ma ≡ p
d−a mod N) ,
which proves (i).
Let {cn} be the p-sequence associated to {bn}. It is easy to see that cn = 0 when N 6 |n. We
also observe that cmapa−1 = bmapa−1 for each 1 ≤ a < d. Indeed, since ma is the smallest positive
integer with the property map
a ≡ 1 mod N it is impossible to divide the p-adic expansion of
map
a − 1 into two parts so that each part represents a number divisible by N . It now follows
from Theorem 1 that the condition in (ii) is necessary for p-integrality of Fγ .
Next, assume that λa ≥ a for 1 ≤ a < d. We shall show that Fγ is p-integral and si-
multaneously prove (iii). Same arguments as in the above proof of (i) yield ordp
(
bpd−1
)
=∑d−1
i=1 L
(
pd−1
Npi
)
=
∑d−1
i=1 L
(
pd−i−1
N
)
= ordp
(
bmd−1pd−1−1
)
= λd−1, which is ≥ d − 1 by our
assumption.
Let k = a + sd with 0 ≤ a < d, s ≥ 0 and assume that m ≡ ma mod N . For the rest of
the proof we will need the following two observations:
ordp
(
bmpk−1
)
≥ ordp
(
bmapk−1
)
(33)
and
ordp
(
bmpk−1
)
= s ordp
(
bpd−1
)
+ ordp
(
bmpa−1
)
. (34)
We prove (33) as follows
ordp
(
bmpk−1
)
=
k+ℓ(m)−1∑
i=1
L
(mpk − 1
Npi
) by (31)
≥
k∑
i=1
L
(mpk − 1
Npi
)
=
k∑
i=1
L
(mpk−i − 1
N
)
m≡mamodN=
k∑
i=1
L
(mapk−i − 1
N
)
=
k∑
i=1
L
(mapk − 1
Npi
)
= ordp(bmapk−1) .
For (34) we observe that
ordp
(
bmpk−1
)
− ordp
(
bmpk−d−1
)
=
k+ℓ(m)−1∑
i=1
L
(mpk−i − 1
N
)
−
k−d+ℓ(m)−1∑
j=1
L
(mpk−d−j − 1
N
)
i=j+d
=
d∑
i=1
L
(mpk−i − 1
N
)
=
d∑
i=1
L
(pd−i − 1
N
)
= ordp(bpd−1) .
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When ordp(bpd−1) ≥ d then (33), (34) and the assumption λa ≥ a yield
ordp(bmpk−1) ≥ ordp(bmapk−1) = sd+ ordp(bmapa−1) ≥ sd+ a = k ,
hence f(x) ∈ Z(p)JxK and Fγ is strictly isomorphic to x+ y over Z(p).
It remains to consider the case ordp(bpd−1) = d − 1. Then by (34) we have ordp(bpsd−1) =
s ordp(bpd−1) = s(d− 1). If Fγ were p-integral then by (i) in Theorem 2 the height would equal
h = d and by (iv) in Theorem 2 the characteristic polynomial would equal Ψp(T ) = p − ξ T
d
with ξ ∈ Z×p is such that ξ ≡
1
pd−1
b
psd−1
b
p(s−1)d−1
mod ps for each s ≥ 1. We shall show that, more
generally, for k ≥ d and m such that mpk ≡ 1 mod N one has
bmpk−1
pd−1bmpk−d−1
≡ ξ mod pk+1−d (35)
with the p-adic unit ξ given in (32). Notice that (35) implies that ordp
(
bmpk−1−ξp
d−1bmpk−d−1
)
≥
(k + 1 − d) + (d − 1) + ordp(bmpk−d−1) ≥ k for all k ≥ d. Since for 0 ≤ k < d we also have
ordp(bmpk−1) ≥ ordp(bmkpk−1) ≥ k by (33) and the assumption λa ≥ a, we obtain that
f(x) −
1
p
ξ f(xp
d
) ∈ ZpJxK ,
and p-integrality of Fγ then follows from Hazewinkel’s functional equation lemma.
The proof of (35) is a routine calculation in p-adic analysis. The p-adic gamma function is
defined so that n!
p⌊n/p⌋⌊n/p⌋!
= (−1)n+1Γp(n + 1) for any n ≥ 1. Observe that one has ⌊
1
pi
⌊n
p
⌋⌋ =
⌊ n
pi+1
⌋ for each i ≥ 1. With n = mp
k−1
N
one has ⌊νn
pi
⌋ = mp
k−i
N/ν
− 〈νmi
N
〉 whenever i < d, where
〈x〉 = {x} = x − ⌊x⌋ when x 6∈ Z and 〈x〉 = 1 when x ∈ Z. We apply the above formula for
the ratio of factorials d times with 0 ≤ i < d and get
(νn)!
p∗⌊νn/pd⌋!
= (−1)εν
d−1∏
i=0
Γp
(
1 +
mpk−i
N/ν
− 〈
νmi
N
〉
)
≡ (−1)εν
d−1∏
i=0
Γp
(
1− 〈
νmi
N
〉
)
mod pk+1−d ,
where
εν =
d−1∑
i=0
(
1 +
mpk−i
N/ν
− 〈
νmi
N
〉
)
= d +
ν mpk
N
d−1∑
i=0
1
pi
−
d−1∑
i=0
〈
νmi
N
〉
and we don’t need to care about the power of p on the left in this formula since we already
know they will sum up to d− 1 in (35). Note also that 1− 〈x〉 = {1− x}. Condition (30) now
implies that
∑
ν γνεν is independent of the pair (m, k), so we can take it to be (1, d) and get∑
ν
γνεν =
(∑
ν
γν
)
d +
∑
ν
γν
d−1∑
i=0
⌊ν(pd − 1)
N pi
⌋
=
(∑
ν
γν
)
d +
d−1∑
i=0
L
(pd − 1
N
)
= (
∑
ν
γν
)
d + ordp(bpd−1) = (
∑
ν
γν
)
d + d− 1 ≡ (γ2 + 1
)
d − 1 mod 2 ,
which proves our claim.
Next we shall establish a criterion of p-integrality of Fγ for all residue classes p mod N .
Proposition 6. The coefficients of the formal group law Fγ are p-integral for all but finitely
many primes p if and only if the Landau function satisfies
L
(i− 1
N
)
≥ 1 for every 2 ≤ i ≤ N − 1 with (i, N) = 1 (36)
If (36) is satisfied then Fγ is p-integral for all p > N .
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Proof. Recall that for a prime p > N the property of Fγ to be p-integral depends only on
p mod N . Assume that Fγ is p-integral for all but finitely many primes. For every i as
in (37) pick p > N such that p−1 ≡ i mod N . Then by (ii) and (i) with a = 1 we have
1 ≥ λ1 = L((p
d−1 − 1)/N) = L((i− 1)/N). Conversely, assuming that (36) is satisfied we have
λa ≥ a for every p > N and every 1 ≤ a < d(p) because every term in the sum (i) for λa is
≥ 1.
Notice that (36) is equivalent to
L
( i
N
)
≥ γN + 1 for every 2 ≤ i ≤ N − 1 with (i, N) = 1 (37)
because of the identity L( i
N
) = L( i−1
N
) + γN for i coprime to N . Indeed, for every ν|N , ν 6= N
we have ⌊νi
N
⌋ = ⌊ν(i−1)
N
⌋ whenever (i, N) = 1.
Let us consider a couple of examples with N = 15. Here is a table of heights computed
using Proposition 5. We write ’–’ when there is no integrality, and ’*’ means that L( i−1
N
) = 0,
that is condition (36) breaks for this i.
i 1 2 4 7 8 11 13 14
un =
(15n)!n!
(3n)!2(5n)!2
1 4 2 –* 4 –* –* 2
un =
(5n)!
n!2(3n)!
1 –∗ 2 ∞ – 2 ∞ ∞
Since Landau functions add when one adds two systems of weights, we see that the product of
two factorial ratios in the table un =
(15n)!
n!(3n)!3(5n)!
will give a formal group integral at all p > 15.
This is because there are no two ∗’s at the same column.
In this section we extended results, which Taira Honda obtained for sequences
un =
r∏
k=1
(
αk + n
n
)
=
(α1)n . . . (αr)n
n!r
, {α1, . . . , αr} ⊆ {
1
N
, . . . ,
N − 1
N
} , (38)
where (x)n =
∏n−1
i=0 (x + i) is the Pochhammer symbol, to integral ratios of factorials un =∏
(ν n)!γν . Namely, Theorem 1 of [4] is stated for our sequences {un} in Proposition 5 (ii)-
(iii), Theorems 2 and 3 of [4] in Proposition 5 (i) and Proposition 6 respectively. Honda’s
sequence (38) can be written as an integral ratio of factorials (times Cn for a constant C not
divisible by any prime p > N) whenever the set {e2πiα1 , . . . , e2πiαr} is closed under Galois
conjugation. Conversely, an integral ratio of factorials can be written via Pochhammer symbols
(see [12]). Namely, one has ∏
ν
(ν n)!γν = Cn
(α1)n . . . (αr)n
(β1)n . . . (βr)n
, (39)
where C =
∏
ν ν
ν γν , and {αi}, {βj} are two distinct sets of rational numbers related to the
system of weights γ via the formula
∏
ν
(tν − 1)γν =
r∏
j=1
(t− e2πiαj )/
r∏
k=1
(t− e2πiβk) .
Hence our sequences are of type (38) whenever βj = 1 for all j. It is very likely that statements
similar to Propositions 5 and 6 also hold for more general ratios of Pochhammer symbols.
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