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CHAPTER 1 
 
 
 
 
INTRODUCTION 
 
 
 
 
1.1 Preliminary 
 
 
Generally, computing systems have developed starting from a single 
computing system and have eventually grown into Massively Parallel Processors 
(MPPs), computing network of workstations, distributed computing systems and 
now, grid computing systems. In fact, the development of computation systems 
always improves the ability of the systems to solve large complex problems and 
process a large amount of data. The high performance systems are able to solve large 
complexity problems and process a large amount of data. But they are restricted to 
costly systems available and privileged locations such as super computing centres. 
Therefore, the resources are often provided in a single organization. Recently, the 
explosion of the Internet and high-speed networks, mainly as a result of faster 
hardware and more sophisticated software, helps workstations to connect with one 
another. According to these technologies, the distributed computing systems are 
formed as a single system, unified computing resources, which lead to the popular 
heterogeneous distributed computing systems known as grid computing systems 
(Foster and Kesselman, 1999). The term grid is usually known as an electrical power 
grid which provides dependable, consistent, pervasive, and also transparent access to 
electricity but not irrespective of its resources.  
 
 
Grid computing systems are the latest heterogeneous distributed computing 
systems concept and technology. According to Foster and Kesselman (1999); Foster 
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et al. (2002); Mark et al. (2002), grids are recently proposed to enable the selection 
and sharing of large resources, and integration of various resources including 
supercomputers, workstations, storage systems, data sources, networks systems, 
software, specialized devices and even people. These technologies therefore have led 
to geographically distributed computing systems and multiple domain spanning 
resources in solving the large-scale computational and data intensive problems in 
science, engineering and business. Virtual organizations (VOs) are initially defined 
by Foster et al. (2001), where the researchers had tried to address and summarize the 
grid computing systems according to the current technologies and their framework. 
 
 
 
 
1.2 Grid Computing Environments: An Overview 
 
 
Most Grid computing systems, in the research and academic context, 
emphasize increasing the efficiency as well as leveraging high performance 
computing systems. Currently, the increasing performance of networking 
technologies and personal computers have produced powerful distributed computing 
systems by connecting PCs and the other devices together on the different networks. 
With the large gathering of connected distributed computing systems with its various 
resources sharing, the grid computing systems are the next evolutionary level of the 
heterogeneous distributed computing systems. It usually comprises of geographically 
heterogeneous distributed resources with each local management system such as 
Operating System (OS), queuing systems and resource owners (CPU, I/O, memory, 
etc.), policies and applications (engineering, scientific and commercial) with 
different requirements (CPU, memory, storage, etc.) connected with the network 
intensively. Consequently, it is geographically distributed with different time zones 
and heterogeneous in nature. The grids are made of a virtual organization (VO) 
(Foster et al., 2001), who is the multiple stakeholder (resource owner and end users) 
aiming for different goals, objectives, strategies and demand patterns (Buyya et al., 
2000).    
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The project to link geographically dispersed supercomputers, distributed 
computing systems and to connect other devices, leads to the start of conceptual grid 
computing environments. Currently, the fast growing of the Internet has taken us far 
beyond its original intention. Wide-area distributed supercomputers and workstation 
computers linked with other devices have been a popular infrastructure of grid 
computing environments, which a number of applications can take advantage of it. 
Nevertheless, the advantages of the grid infrastructure are not only in its application 
but also the collaborative engineering, huge data exploration, high throughput 
computing and high performance computing systems. 
 
 
The grid can be viewed as an open system that integrates computational and 
collaborative environment. The users interacting with grid computing systems can 
potentially use the enormous number of services that are available in the grid. It is 
similar to the way that electrical devices can draw power from electrical power grid. 
The different users across a virtual organization (VO) can get the opportunity to use 
grid computing system for solving a large application problem.  
 
 
 
 
1.3 Problem Background 
 
 
The grid computing systems are one of the heterogeneous distributed 
computing systems that have been mentioned before. A common requirement in 
these systems is to utilize resources located within different administrative domains 
and provide services for the requesting application. The utilization of grid resources 
also provides an opportunity for collaborative computing to solve large complex 
problems and process a large amount of data. The complicated computing needed by 
the grid resource consumer (or grid application) and the resource owner lead to 
complicated resources sharing. Therefore, the application needs to take into account 
of the resources behaviour that often demands assurances of the level and type of 
service provided by the resources. 
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According to the dynamic nature of grid, the system workload of each grid 
resources cannot be determined in advance and also it is impossible for grid users 
and grid system administrators to manually find and specify all the needed grid 
resources during the arrival of applications. To achieve the goals and potentials of 
computational grids, robust mechanisms for allocating resources to applications, an 
efficient and effective scheduling system is fundamentally important. 
 
 
The problem of scheduling jobs assigned to resources has been extensively 
studied as a basic problem in traditional parallel and distributed systems. For 
example, symmetric multiple process machine (SMP), massively parallel processors 
computers (MPP), cluster of workstations (COW) and even the new conceptual 
heterogeneous distributed computing systems such as grid computing system have 
been studied. The different objectives in scheduling algorithm are designed to meet 
these aims. Unfortunately, all of these scheduling algorithms such as FCFS (First 
Come First Served) and STF (Shortest Task First) (Karatza, 2000) in traditional 
parallel and distributed systems do not usually perform well in the new 
circumstances such as grid system environment in particular (Berman, 1998).  
 
 
 
 
1.3.1 The Grid Scheduling Problem 
 
 
According to the characteristics of grid environment which are currently 
presented, a number of applications are turning to grid environment to achieve their 
computational resources and share large data storage. Existing scheduling systems 
are now based on distributed computing systems. For example in Casavant and Kuhl 
(1988), the detailed description of different categories of scheduling classified a large 
number of distributed scheduling approaches according to the taxonomy. 
Additionally, the researches of Gehring and Reinefeld (1996); Weissman (1996); 
Weissman (1999); Xing and Xiaodong (1997) of scheduling systems for distributed 
were focused on maintaining load balancing, throughput of the systems, and 
turnaround times.  
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From the point of view of these scheduling, it is well known that the 
complexity of a general scheduling problem is NP-Complete problem (El-Rewini et 
al., 1994; Fernandez-Baca, 1989; Tracy D. Braun et al., 2001) which has been 
presented by several researches. Besides the grid scheduling problem issues have 
been studied by many researchers as referred in Nabrzyski et al. (2003). In Fibich et 
al. (2005), these researchers have studied and proposed the model of grid scheduling 
by extending from Graham’s classification of scheduling problems (R.L. Graham, 
1979).  In brief, they made an effort to propose the model of grid scheduling 
problem, its model may consist of environment, characteristics, constraints and the 
objective. Therefore, the different job and machine characteristics in the natural grid 
are the issue in order to achieve the performance grid. 
 
 
Grid scheduling system is usually defined as the process of making 
scheduling decisions that involves resources across multiple administrative domains. 
This process can also include searching module that gathers the different resources in 
multiple administrative domains. Its performance assigns or schedules an application 
or a single job to use multiple resources at a single site or multiple sites. For an 
application, to a set of application such as a parameter sweep, a single job can be 
anything that needs resources to execute, for example CPU request, network 
bandwidth as well as data storage request. For the resource, it is anything that can be 
scheduled, for instance, a machine, CPU speed, CPU requirement, disk space, QoS 
network, and so forth. The difference between grid scheduler and local resource 
scheduler is typically the owners control over the resources. Since the functional 
local resource schedule is usually responsible for scheduling and also managing 
resources at a single site or perhaps only for a single cluster or resource. These are, 
therefore, the lowest-level and lower-level scheduling as discussed within Uwe and 
Ramin (2004). Particularly, grid scheduler has no control over a set of resources and 
a set of job assigned to them, even the state of their information. In fact, the dynamic 
resource systems and grid users in the natural grid are willing to deal with each other 
in order to allocate the coordination of the resources for their application or job. As a 
result, this lacks of ownership, control over the resources and also to use manually 
find, reserve, and allocate all the resources needed to execute an application or a job. 
These issues lead to address the challenges of problem. 
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The grid account of a high diversity system in general, in which comprises of 
various applications, middleware component, and resources. The point of view of 
functional scheduling involves three main phases (Jennifer, 2004), which comprises 
of resources discovery, resource selecting and scheduling, and job execution. By 
these phases, to lack of information of the status of available resources, especially the 
dynamic heterogeneous distributed computing systems such as the nature of grid, can 
lead to inefficient and ineffective scheduling. Accordingly, grid information service 
(GIS) is an indispensable component in the nature grid. The main functional Grid 
Information Service (GIS) is usually discovering, gathering and providing 
information to grid scheduler system. The information within GIS may be comprised 
of CPU capacities, memory size, storage size, network bandwidth, software 
availabilities, work load of each resource in particular period and so forth. Currently, 
Globus Toolkit (http://www.globus.org/toolkit/) is open source for building Grid 
systems and applications. It also provides Globus Monitoring and Discovery System 
(MDS) (Czajkowski et al., 2001) for providing information service; likewise, 
Network Weather Service (NWS) (Wolski et al., 1999) also provides the information 
service. These are two mature examples of GIS. 
 
 
Therefore, the information of grid system plays highly important role in 
helping the grid scheduler system for selecting, making scheduling decision along 
with criteria estimation. The lack of detailed information causes the poor 
performance of the scheduler system. Because of the diversity of job and resource 
(machines) characteristics in the natural grid, the job consists of arrival time, a 
number of CPUs requirement, size of job and its due date, as well as the machine 
consists of CPU speed, a number of CPU and its workload, involve the making 
scheduling decision in order to achieve the objective. Also, a number of machine and 
job, the different objectives of the stakeholders (administrators, resource owners, end 
users) and the types of job cause the different scheduling decision making. Similarly, 
scheduling algorithm within grid scheduler system is also an indispensable module. 
The successful grid scheduler system needs intelligent algorithm and accommodates 
all of the information for selecting, making scheduling decision that allocates jobs or 
applications to proper resources belong to criteria estimation. The intelligence 
algorithm usually needs correct information so that it can make scheduling decision 
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well. In order to achieve the objectives and potentials of computational grids, the 
requirement is not only the precise provided information but also the intelligent 
algorithm. The successful grid scheduler system therefore should consider and 
accommodate all of these issues. 
 
 
 
 
1.3.2 The Grid Scheduling Algorithms 
 
 
The grid scheduling system must make resources selection decisions in an 
environment where it does not have fully control over local resources on grid sites in 
nature. Additionally, it has significantly to deal with high rapidly changing, regularly 
unpredictable input data, causing ambiguity and incompleteness of information. 
Furthermore, the performance and the availability characteristics of the individual 
resources within the resources pool and also the status of grid applications may 
change from time to time. 
 
 
The diverse characteristics of grid applications and grid resources have been 
therefore considered to significantly impact on the design of scheduling algorithm 
system. To achieve the computational grid of performance goals, the grid 
information service plays a highly important role. Moreover, the intelligent 
scheduling algorithm should be considered and accommodated all of these issues.   
 
 
From the definition of grid system in nature (Mark et al., 2002), they showed 
the necessary components to form grid system and the services of grid were also 
discussed by details. The theory, algorithm of scheduling (Pinedo, 2002) 
characterized the classification of scheduling problem in term of a number of job and 
machines, their characteristics and optimization criterion. By these characteristics, 
they were described by several types, for example the arrival time of job, the 
processing time of job, the due date of job, machines in parallel with different 
speeds, unrelated machines, and so on. For optimization criterion, the makespan 
time, average complete time and maximum lateness, etc. were shown by details. 
These constraints almost satisfy in traditional scheduling problems while grid 
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scheduling is significantly a new scheduling problem which differs from the 
traditional scheduling in the diverse characteristics of circumstance. However, grid 
scheduling problem can get benefits from several traditional scheduling 
methodologies. These methodologies have achieved successful results in a wide 
variety of scheduling problems.  
 
 
One of the first taxonomies of scheduling algorithm in distributed computing 
systems is categorized by Casavant and Kuhl (1988). They mainly categorized the 
problem domain into static and dynamic scheduling. They also presented the groups 
of algorithm which related to the kind of domain problem, optimal, sub-optimal, 
approximate, and heuristic for example. However, due to the grids scheduling, which 
is a special kind of scheduling system, scheduling algorithm in the grids therefore is 
subset of this taxonomy. Additionally, another research in Tracy D. Braun et al. 
(1998) made effort to present taxonomy of a matching and scheduling heuristics. The 
major different parts of their taxonomy for classifying scheduling heuristic have 
shown in three parts; (1) the models used for applications and communication 
request, (2) the models used for target hardware platforms and (3) the characteristics 
of mapping heuristics. 
 
 
Dynamic heuristics for a class of independent tasks presented in  reference 
(Muthucumaru Maheswaran et al., 1999) mentioned that two types of different 
mapping heuristics of their research within different heuristic algorithms. And there 
were five different heuristic algorithms in online mode (immediate mode); Minimum 
Completion Time (MCT), Minimum Execution Time (MET), Switching Algorithm 
(SA), K-Percent Best (KPB) and Opportunistic load balancing (OLB). While the 
other heuristic algorithms such as Min-Min, Max-min and Sufferage were presented 
in batch mode. The results of their experiment were the most appropriate for a given 
situation. However, the degree of different machine characteristics, for example 
number of machine, number of CPU, load of CPU and also job characteristics such 
as deadline time, finish time, arrival time, requirement of CPU, etc. were not 
considered. Furthermore, their work made a common assumption to solve the 
problem. The performance evaluation of grid system such as make-span time was not 
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adequate because grid computing systems usually play with many user parties, for 
example end-users, administrators.  
 
 
Currently, the new approaches of the heuristic algorithms have been inspired 
by natural phenomena. These have been proposed to address the challenge of the grid 
scheduling algorithm. Several algorithms from natural phenomena have been 
introduced to form powerful heuristics and those have been proven to be highly 
successful. The meta-heuristic algorithms for grid scheduling, named Simulated 
Annealing (SA), Tabu Search (TS), and Ant Colony Optimization (ACO) have been 
applied by using each standard algorithm.  
 
 
 
 
1.4 Problem Statement 
 
 
In recent years, the dynamic scheduler system problems in grid environment 
have grown in the number of the studies. Many common goals of grid scheduler 
system such as to minimize the makespan time of a job set, tardiness time, as well as 
to maximize resource utilization, non-delayed jobs, and so on have been highly 
considered. Additionally, several criteria of scheduling problems, for example, 
minimizing the cost, communication delay, giving priority to certain users' processes, 
needing specialized hardware devices, the different resources and job characteristics, 
are included. Moreover, the soft constraints and hard constraints (see 3.4.1.3 in 
Chapter 3) play a highly important role. Unfortunately, scheduling algorithms in 
traditional parallel and distributed computing systems, which normally operate on 
homogeneous and dedicated resources such as computer clusters, supercomputer, 
cannot promise good potential for the grid environment because scheduling in grid 
environment is significantly complicated by the heterogeneous and dynamics nature 
of the grid. 
 
 
In recent years also, the dynamic heterogeneous distributed computing 
systems such as grid environment and its service such as Grid Information Service 
(GIS) are proposed to address the challenges of grid scheduling system. The 
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discussion in problem background has shown the techniques with some limitations in 
handling grid scheduling problems. Especially meta-heuristic algorithms as referred 
in Tracy D. Braun et al. (1999); Young et al. (2003); Zhihong et al. (2003), which 
have been growing number of studies. According to these studies, the researchers 
proposed the different meta-heuristics by several objectives named the makespan 
time, the response time, the sum of the price per unit time and resource average 
utilization. However, the several requirement goals in order to satisfy different 
stakeholders such as high performance, decreasing delayed jobs and increasing grid 
efficiency were not taken into consideration as multiple objectives in assigning the 
job to available machine in dynamic grid system.      
 
 
After the study of the problem background, there are several issues that 
should be addressed. Hence, this research is carried out in order to answer the 
following questions: 
 
 
The main question of the Grid Scheduling System is to share the large 
resources in grid environment within the soft and hard constraints (see 3.4.1.3 in 
Chapter 3) that leads to the exploration of the method in achieving the multiple 
objectives of the grids. This question also deals with an algorithm for providing 
adaptive, realistic estimation of execution cost of the jobs and current system 
information status. Therefore, the questions are as follow: 
 
 
i) How does the Grid Scheduling System improve the performance of 
the grid system based on the soft and hard constraints? 
ii) How to design and implement an efficient and effective Grid 
Scheduler System so that the grid system can achieve the multiple 
objectives? 
iii) How to discover and allocate the optimal available grid resource for 
each job? 
 
 
Secondly, accommodating the different job characteristics and grid resources 
(machines) within the rapidly changing system information are also considered in 
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order to improve the high performance, high throughput and high system usage of 
the overall system. Therefore, the questions are as follow: 
 
 
i) How to cluster the groups of the jobs based on the degree of similarity 
of job characteristics that should be assigned to the suitable grid 
resources? 
ii) How to cluster the groups of the machines based on the degree of 
similarity of machine characteristics before executing the job? 
iii) Do Grid Information Service (GIS) and the current system status 
information help to improve the performance of grid scheduling 
system? 
 
 
Finally, exploring the algorithm and method for solving grid scheduling 
problems will be of further interest. Therefore, the questions are as follow: 
 
 
i) Which scheduling algorithms give better results on grid environment?  
ii) How to apply clustering technique and meta-heuristic algorithms to 
solve grid scheduling problems within the complexity of its 
environment? 
 
 
 
 
1.5 Objectives of Research 
 
 
The objectives of this research is to improve the performance, maintain 
system efficiency, and also accommodate several jobs into the grid computing 
systems with the use of the Adaptive Intelligent Grid Scheduling System (AIGSS). 
To deal with the multiple objectives of high performance, decreasing delayed job and 
increasing grid efficiency, multi-criteria plays a highly important role. The criteria 
can distinguish the two general groups that are related to particular stakeholders (end 
users and resources owners). For end users, time criteria such as makespan time, 
tardiness time, and due date are considered in this research, while grid efficiency and 
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resource utilization are also taken into account. Therefore, the multiple objectives of 
this research are as follows:  
 
 
i) To study, design and develop the Adaptive Intelligence Grid 
Scheduling System (AIGSS) architecture. 
ii) To develop and apply the meta-heuristic algorithms in searching the 
appropriate grid resource to execute the jobs in the grid. 
iii) To develop and apply data mining technique for clustering the jobs 
and grid resources based on the degree of similarity of their 
characteristics. 
iv) To evaluate and compare the proposed solution with the other 
algorithms based on the performance, delayed jobs and efficiency of 
grid in this research so that the strength and weakness of them can be 
find.       
 
 
 
 
1.6 Assumptions and Scope of the Research 
 
 
The design, development and experiment involved in this research have a few 
limitations that are worth mentioning. 
 
 
i) Grid Scheduler system is responsible for making scheduling decision 
based on the different jobs characteristics and a set of grid resources 
within their characteristics. In this approach, the local resource 
scheduling policies of the different grid resources (machines) are 
responsible for scheduling, managing and controlling over the 
resources at lower-level scheduling instance (Jennifer, 2004; Uwe and 
Ramin, 2004) that are only considered in space sharing fashion. 
Additionally, the set of grid resources across multiple administration 
domains is not considered because this may be a drawback when each 
implementation of its own local resource scheduling policies within 
different administrative domains. This research uses simulation based 
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on GridSim Toolkit (Buyya and Manzur, 2002; Klus´aˇcek et al., 
2007), Alea simulation (Klus´aˇcek et al., 2007) and also extends 
internal entities to more complex requirement. Moreover, the discrete-
event simulation plays a highly important role in this research. 
ii) In this research, the independent jobs are mainly concentrated and are 
also scheduled in non-pre-emptive manner. 
iii) In view of the independent jobs concept, the network bandwidth of 
the grid system is not considered. 
iv) The machine is only considered as grid resource in this research. 
v) Finally, this research does not consider the grid resources failure, job 
loss, job migration and the precedence constraints for workflow jobs 
(Directed Acyclic Graph (DAG) applications (Yongcai et al., 2007)). 
 
 
 
 
1.7 Research Contributions 
 
 
In this research, the artificial intelligence, knowledge discovery and data 
mining techniques in dynamic environment are mainly used to build Adaptive 
Intelligence Grid Scheduling System (AIGSS). This research work is different from 
many relevant areas of existing research which are described as follows: 
 
 
i) The research builds the Adaptive Intelligent Grid Scheduling System 
(AIGSS) that provides a model consisting of knowledge information 
discovery, clustering technique and adaptive grid scheduling 
algorithm. Most of the existing systems cannot meet all modules.  
ii) The research also designs and implements the Adaptive Intelligence 
Grid Scheduling Algorithm that helps make accurate decisions in 
assigning jobs to available grid resources within dynamic grid 
environment by using intelligent Ant Colony Optimization and Tabu 
Search algorithms in order to achieve the multiple objectives. 
  14 
iii) To apply data mining technique for clustering of job and grid resource 
based on the degree of their characteristics similarity by using Fuzzy 
C-Means algorithm. 
iv) Lastly, the proposed system known as the Adaptive Intelligence Grid 
Scheduling System (AIGSS) attempts to deal with different 
characteristics of the independent jobs and dynamic grid resources. 
Whole results are depended on the diversity of grid systems such as 
the different job inter-arrival times, grid resources as well as the 
fluctuation in CPU load.   
 
 
 
 
1.8 Thesis Organization 
 
 
The thesis has been organized to elaborate the major aspects of this complex 
multidisciplinary study. Following paragraphs give a brief overview of the thesis. 
 
 
Chapter 2 presents a brief overview of taxonomies for grid scheduling 
schemes including scheduler organization and scheduling policies, and grid 
scheduling algorithms. Additionally, description of previous works that used the 
different techniques including the Meta-heuristic algorithms such as Ant Colony 
Optimization (ACO), Tabu Search (TS) and Simulated Annealing (SA) algorithms 
will also be mentioned. Moreover, Grid Information Service (GIS), the simulation 
tools for grid scheduling systems, and the modelling including architecture of 
GridSim are presented in this thesis. 
 
 
Chapter 3 discusses the definitions of the grid scheduling problems. Also, the 
grid scheduling constraints, the definitions of job and grid resource characteristics, 
and the performance evaluation metrics are discussed and presented. Additionally, 
the demonstration of general description of the system design and development 
process in order to achieve objectives of this study is also discussed.  
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Chapter 4 presents the details of Adaptive Intelligent Grid Scheduling System 
(AIGSS) architecture. The main components consist of the Intelligent Job 
Characteristics Clustering Groups module, Adaptive Intelligent Grid Scheduling 
Algorithm module, and Resource Information Management and Knowledge 
Discovery module.     
 
 
Chapter 5 presents the architecture model of extended simulation with all 
important classes based on GridSim toolkit and Alea Simulation. The UML diagram 
is provided to describe the details of all classes in the simulation. Additionally, the 
flowchart diagrams of the important modules consisting of the Intelligent Job 
Characteristics Clustering Groups module, the Resource Information Management 
and Knowledge Discovery module, and the Adaptive Intelligent Grid Scheduling 
Algorithm module are presented.     
 
 
Chapter 6 presents the experiments and results that are shown by the different 
grid scenarios, for example different job inter-arrival times and a number of 
machines including different CPU speed and a number of its CPUs. The comparison 
with other algorithms will show that the proposed Adaptive Intelligent Grid 
Scheduling System (AIGSS) can achieve the multiple objectives of different 
requirements of each stakeholder. 
 
 
The thesis concludes in Chapter 7 by expressing the experiments and results. 
It is strongly clear that the different scenarios in grid system can cause the different 
results within the other algorithms. However, the proposed system can produce the 
good results in comparison. The challenges and emerging trends identified for future 
research are also suggested in this chapter. 
 
 
 
 
 
 
 
