Abstract. Small deformations of a viscoelastic body are considered through the linear Maxwell and Kelvin-Voigt models in the quasi-static equilibrium. A robust mixed finite element method, enforcing the symmetry of the stress tensor weakly, is proposed for these equations on simplicial tessellations in two and three dimensions. A priori error estimates are derived and numerical experiments presented. The approach can be applied to general models for linear viscoelasticity and thus offers a unified framework.
Introduction
Viscoelastic materials are characterized by their ability to display both viscous and elastic behaviour. Most real-life solids demonstrate some viscoelastic properties, and these effects may be particularly important when considering synthetic polymers or biological materials such as muscles or soft tissue. In this paper, we revisit the fundamental models for small deformation viscoelasticity in the quasistatic equilibrium, with the purpose of deriving a robust and flexible mixed finite element method. In particular, we consider the analysis of, and numerics for, two basic models and provide arguments for how the setup extends to generalized viscoelastic models.
The established theory for linear elasticity provides a sound starting point for the study of linear viscoelasticity. In this work, we shall rely on known results on the stability and robustness of mixed finite element methods for linear elasticity. The classical approach to linear isotropic elasticity consists of solving Navier's equations for the displacement u over a domain Ω:
where g is some prescribed body force. The Lamé coefficients µ and λ relate to the stiffness and compressibility of the material respectively. These equations can be solved numerically by for instance a standard finite element method giving optimal order error estimates for u using continuous piecewise vector polynomials. However, the quantity of primary physical interest is often the stress and pure displacement methods will yield stress approximations of lower order accuracy. Furthermore, it is well-known that standard discretizations based on the formulation of (1.1) is not robust with regard to the material parameters. The effect is that the method performs poorly in the incompressible and nearly incompressible case, i.e. as λ → ∞. Alternative approaches are therefore eligible. A mixed formulation involving the stress tensor in addition to the displacement address the afore issues. For this approach, the main obstacle has been the construction of stable pairs of finite element spaces. Non-composite families of such elements have been established only in the recent years, cf. [1, 4, 8] for simplicial tessellations in two 1 and three dimensions. However, the complexity of these may seem prohibitive: The lowest order element space on a simplex has 21 degrees of freedom in two dimensions and 156 in three dimensions.
Partially as a remedy when suitable finite element spaces were not known, and partially in order to avoid the cost of such elements, a further extension has been considered. Instead of enforcing the symmetry of the stress through the element space directly, it can be enforced weakly by an additional equation and an associated Lagrange multiplier. This idea dates back to the 1970's, originally suggested by Fraijs de Veubeke [18] , and various stable element spaces have been presented in later works, including [3, 5, 7, 22, 23, 40] . This approach enables the use of simpler finite element spaces for the stresses. Hence, since the multiplier associated with the symmetry constraint can be approximated in a relatively small element space, the total complexity can be reduced. We shall pursue this approach in this exposition.
For linear viscoelasticity, where the stress-strain relationship may be non-local, stress-displacement methods are especially advantageous. For instance, for the linear viscoelastic Maxwell model, the quasi-static equations can take the form:
where the superimposed dot gives the time-derivative and A 0 , A 1 are fourth-order material tensors. These equations are suited for a mixed stress-displacement method. In contrast, an elimination of the stress relies on an inversion of the stress-strain relation. The resulting formulation would involve an integro-differential equation for the displacements. The equivalence of the differential and the integral models was discussed by Gurtin and Sternberg in [26] .
Most of the numerical work on linear viscoelasticity in the late 1980's and 1990's focused on such hereditary integral formulations, reflecting the inherent interpretation of viscoelastic materials as materials with memory. These terms refer to the property that the stress does not depend on the strain, or its rate of change, pointwise in time, but rather on the history of the strain evolution. For the linear theory, this idea, along with a Boltzmann superposition principle, gives integro-differential models in the form of Volterra integrals. The stress can then be expressed as an integral operator of the strain, typically of the form σ(t) = C(t) ε(u(0)) + t 0 C(t − s) ε(u(s)) ds where C is a time-dependent fourth order material tensor. For the afore Maxwell model in one dimension, C takes the form C(t) = A −1 1 e −A1t/A0 . The stress can then again be eliminated to yield a pure displacement integral formulation. Numerical methods for such problems thus involve approximations in time and space of u.
We shall not pursue these formulations further in this paper, and therefore simply remark that it has been extensively studied, including from a numerical point of view. A detailed mathematical review for the integral formulations can be found in the monograph [21] . Shaw et al. presented a series of papers, [36, 37, 38, 39] , including a priori and a posteriori error estimates, using continuous and discontinuous Galerkin finite elements for the spatial and time discretization respectively. Discontinuous Galerkin methods for the spatial discretization have been studied by Rivière et al. [34] . The integral kernel can be extended to fractional order time derivatives and treated by similar techniques [2] .
The differential form of the constitutive equations has regained some of its popularity over the last decade. These formulations typically require the introduction of internal variables corresponding to internal state variables, such as elastic or viscous contributions to the stress or strain. The generalized Maxwell models have been a common starting point for most of the studies. In [35] , Rivière et al. follow Johnson and Tessler [29] with regard to introducing internal stresses in L 2 (Ω; R d×d ) while seeking the displacement in
Idesman et al. [28] consider a converse approach introducing internal variables for the strains, in contrast to the stresses.
To our knowledge, there is only a handful of papers concerned with the analysis of mixed finite element methods for this type of formulations. Le Tallec and Ravachol considered a mixed finite element method inspired by the Stokes equations for the Maxwell model and its non-linear extensions including extensions for viscoelastic flow [30] . The more recent paper [10] , thoroughly treats the dynamic (generalized) Zener model by approximating the symmetric internal stresses in addition to the displacements. However, the element spaces of the latter require regular cubical partitions and thus lay restrictions on the computational domain. No study for general simplicial partitions in two and three dimensions, flexibly treating both basic and generalized models in their differential form, seems to have been undertaken.
Main results.
The main aim of this paper is to propose a robust and accurate mixed finite element method for generalized linear viscoelasticity models on general domains in two and three dimensions.
To this end, we revisit the basic Kelvin-Voigt and Maxwell models in their differential form. We consider a mixed finite element method for the spatial discretization inspired by the family of elements introduced by Arnold et al. [7] . For each polynomial degree k, these consist of piecewise discontinuous polynomials of order k − 1 for the displacements and the auxiliary Lagrange multiplier, and the BDM k [14, 32] elements, that is, polynomials of order k with inter-element normal continuity, for the stresses. We prove stability of the continuous solutions and their spatially discrete counterparts with regard to data along with deriving error estimates of the order O(h k ) for sufficiently smooth solutions. Furthermore, we indicate how the discretization and analysis can be extended to generalized linear viscoelasticity models of the form:
In all, this intends to show how mixed finite elements for linear elasticity are available and suitable also for linear viscoelasticity.
1.2.
Outline. The organization of this paper is as follows: We provide a brief derivation of, along with equations for, the viscoelastic models of interest in Section 2. In Section 3, we carefully derive weak formulations of the models, explain the relation to the linear elasticity equations and provide energy estimates demonstrating stability in time. Section 4 deals with the spatial discretization and a priori error estimates for this discretization, while the fully discrete system is considered in Section 5. For the time-discretization, we mainly refer to previous results on implicit differentiation schemes for differential-algebraic equations. Finally, we provide numerical examples in Section 6 before we conclude in Section 7.
Viscoelastic models
In this section, we shall describe a class of models representing viscoelastic behaviour. The material presented here is classical in many senses. However, this review is targeted at providing motivation for the choice of viewpoint in Section 3. In particular, we shall focus on the derivation of stress-strain relations and point out less classical, alternative formulations. The reader can find a more thorough discussion of viscoelastic behaviour and modelling among the references [19, 21, 25, 33, 41] .
The classical continuum modelling of solids is based on balance of linear and angular momentum in combination with an appropriate constitutive equation. For the quasi-static state, the balance equations take the forms
where σ is the stress tensor and g a body force. The material characteristics of the solid must be reflected in a constitutive model relating the stress tensor to the strain (and possibly rates of strain) of the body. In the small-deformation framework, the linearized strain tensor ε is defined in terms of the displacement u by the relation: 2ε(u) = grad u + grad u T . We shall focus on constitutive equations for viscoelastic materials in the subsequent paragraphs.
Various viscoelastic behaviour patterns may be illustrated in one dimension by combinations of springs and dashpots, representing elastic and viscous factors respectively. The corresponding constitutive laws may be derived from the compatibility and equilibrium conditions of the physical systems represented. Generalizations to two or three dimensions can be performed by considering deviatoric and volumetric contributions separately.
The simplest manner in which to schematically construct a viscoelastic model is to combine one elastic and one viscous component either in series or in parallel. The resulting models are known as the Maxwell and the Kelvin-Voigt model or element respectively. Note that these are clearly simplistic and only capable of describing viscoelastic behaviour partially. However, these basic models provide buildingblocks for the construction of more realistic models. For instance, an arbitrary number of Maxwell elements in parallel, or analogously, a serial combination of Kelvin-Voigt elements could model the complex behaviour displayed by viscoelastic materials within the linear regime. With this in mind, we turn to the precise differential formulations of the two basic models.
Let σ denote the total stress, u the total displacement and ε(u) the linearized strain as before. The subscripts E and V will denote elastic and viscous components respectively in this section. We begin by considering the Maxwell model. In this case, the following equations relate the elastic and viscous components of the displacement to the stress:
where C E and C V are fourth-order material tensors. Assuming isotropy, these take the reduced form: Cτ = 2µτ + λ tr τ I where µ and λ are the scalar, possibly spatially varying, Lamé coefficients. We will not restrict our attention to the isotropic case in the following, though we shall assume that the tensors C are invertible and independent of time. The notation A = C −1 is used throughout. The classical formulation of the Maxwell model, given in (2.3) below, may be obtained by inverting the stress-strain relations, differentiating the equation for the elastic contributions with respect to time and adding the resulting two constitutive equations to replaceu E +u V byu.
The system (2.1),(2.3) should be equipped with the initial condition
Note that the purely elastic case can be viewed as a special case of the Maxwell model, with A V = 0. For the Kelvin-Voigt model, the starting point is similar, but the compatibility conditions take a different form. We consider the same constitutive equations for the separate elastic and viscous contributions, but now the combined system reads:
The classical formulation for the Kelvin-Voigt model can be formed by summing the contributions to give the equation
Eliminating the stress, using (2.1), results in a pure displacement formulation:
An alternative would be to imitate to procedure used for Maxwell: Keep the separate stress components, invert the stress-strain relations and differentiate the equation for the elastic components with respect to time. This strategy yields the equations:
The natural initial condition is now
where ζ E could be calculated from an initial displacement u(0) using (2.5). The latter approach has the immediate disadvantage that additional tensorvalued variables are introduced to the system of equations. However, there are also several advantages. First, we would expect discretizations of the displacement formulation (2.6) to be wrought with the same, or more severe, problems in the nearly incompressible case as discretizations of (1.1). In contrast, the strain-stress form of the Kelvin-Voigt equations (2.7) will enable the use of robust mixed finite element methods for the stress and the displacement. Second, the mixed approach enables a unified formulation of the two models, and thus lays the foundation for flexibly treating a wide range of viscoelastic models. For these reasons, we shall pursue the formulation in (2.7). We shall conclude this section by some comments on the treatment of the generalized models.
Equations for generalized viscoelastic models may be formulated in a variety of ways; One classical formulation [17, p. 52 ] is the constitutive relationship
where A l and B l are again fourth-order material tensors. However, any viscoelastic model derived from a linear spring-dashpot combination, can be reduced to an equivalent series-parallel model [41, p. 135] . Further, the standard series-parallel models, can be reduced to a number of Maxwell elements, springs and dashpots in parallel. Such combinations, with n elements in parallel, can be expressed in the form:
where A j E , A j V may be zero for some j, along with the initial conditions σ k (0) = ζ k for k such that A k E = 0. If A j E = 0 for all j = 0, . . . , n−1, the compatibility condition div j ζ j = g(0) applies. Note that these initial conditions are consistent with the initial conditions introduced above for the Maxwell and Kelvin-Voigt models. For instance, the standard linear solid model 1 takes the form:
The discretization approach studied in this paper can, in principle, be applied for any model in the class defined by (2.9). However, the analysis will be focused on the basic models (2.3) and (2.7). Furthermore, in Section 6, we present some numerical experiments relating to the model (2.10).
Weak formulations and stability estimates
The main focus of this section is to derive weak formulations for the Maxwell and the Kelvin-Voigt models. We preface this derivation by introducing appropriate notation and provide an analogy to the Hellinger-Reissner formulation for linear elasticity. We conclude the section by giving stability estimates, thus demonstrating that the weak solutions are stable with regard to the initial conditions and data.
We start by introducing some notation. Let Ω be an open, bounded domain in
with Lipschitz boundary ∂Ω. We denote the space of square integrable functions on Ω by L 2 (Ω) with inner product ·, · and norm · 0,Ω . The standard Sobolev spaces H m (Ω) have norm · H m and semi-norm | · | H m for m = 1, 2, . . . . The reference to the domain Ω will be omitted when context makes it superfluous. Further, a norm without subscripts will default to the L 2 norm. If A·, · is a symmetric and coercive bilinear form on L 2 (Ω), we shall denote the induced norm by · A . The linear spaces of vectors, matrices, symmetric matrices and skew-symmetric matrices are denoted by V, M, S and K respectively. The space of fields on Ω with square integrable components and values in X, is denoted L 2 (Ω; X). Moreover, the subspace of L 2 (Ω; V) of vector fields with square integrable divergence is denoted by H(div, Ω; V) with the associated norm · div . Accordingly, the space of matrix fields with rows in H(div, Ω; V) is denoted H(div, Ω; M) and the analogous subspace of symmetric matrix fields is denoted H(div, Ω; S).
For the formulation of the Kelvin-Voigt model and the generalized models, we will require a product space of matrix fields, denoted by H + , having the property that the sum is in H(div, Ω; M). More precisely,
We note that H(div, Ω; M) 2 ⊂ H + . In fact, it is a consequence of the density of
We shall also require spaces involving time [20, p.285 ff.]. Let X be a Hilbert space with norm · X . L 2 (0, T ; X) will denote the space of strongly measurable
Differentiation with respect to time is denoted by a superposed dot. Finally,
3.1. Weak formulations for linear elasticity. The Hellinger-Reissner formulation of linear elasticity, with pure Dirichlet boundary conditions for the displacement, takes the form of finding σ ∈ H(div, Ω; S) and u ∈ L 2 (Ω; V) satisfying
where g ∈ L 2 (Ω; V) is a given body force and A = A(x) : S → S is a uniformly positive definite operator. For isotropic, homogeneous elastic materials with shear modulus µ and stiffness λ, the action of A reduces to
The derivation of this formulation relies on the invertibility of the elastic stressstrain relationship and the symmetry of the stress tensor. Following [13, 15] , the existence and uniqueness of solutions to these equations depend on the existence of a positive constant α such that
, the uniform positive definiteness of the operator A on L 2 (Ω; S) guarantees condition (3.4). In addition, there must, and does, exist a positive constant β such that
The latter condition is usually referred to as the inf-sup condition.
The positive definiteness on Z of the isotropic A, defined by (3.3), fails as λ → ∞. However, a uniform coercivity estimate can be established under the additional requirement that tr σ = 0. Since A is also uniformly continuous in λ, this formulation makes the desired robustness in the case λ → ∞ attainable.
Unfortunately, the construction of stable pairs of finite element spaces for the discretization of these equations has proven, in the course of four decades of research, to be nontrivial. In the last decade, stable finite element spaces, associated with a single triangulation family, have been constructed in both two and three dimensions [1, 4, 8] . These families of element spaces are advantageous in the sense that the error of the stress approximation can be separated from that of the displacement. On the other hand, their complexity, including complexity of implementation, makes other approaches eligible.
In this work, we shall pursue the alternative weak symmetry approach [18] . Instead of restricting the stress tensor space to tensor fields with symmetric values, the symmetry can be enforced by the introduction of a constraint and a Lagrange multiplier ρ. More precisely, the weak symmetry formulation of (3.2) reads:
Formally, the variable ρ corresponds to the skew component of the gradient of u:
On the continuous level, the formulations (3.2) and (3.6) are equivalent. However, the weakening of the symmetry constraint opens up the possibility for simpler element spaces for the stress. In the following, we shall frequently refer to the form on the left-hand side of (3.6b) and therefore we label it here for later reference:
The inf-sup condition for this formulation, corresponding to (3.5) for the strong symmetry formulation, guarantees the existence of a β > 0 such that for any v ∈ L 2 (Ω; V) and η ∈ L 2 (Ω; K),
The reader is referred to for example [11] for details and proofs of the afore stability assertions relating to (3.2) and (3.6).
3.2.
Weak formulations for linear viscoelasticity. We now find ourselves in the position to derive weak formulations with weak symmetry for the Maxwell and Kelvin-Voigt models. The constitutive relationships are defined by (2.3) and (2.7) respectively, and the system is closed by the balance of linear momentum (2.1), the initial conditions of (2.4) and (2.8) and boundary conditions. In the subsequent analysis, we shall assume natural homogeneous boundary conditions, i.e. u(t) = 0 on ∂Ω for simplicity. We introduce the velocity v =u and the vorticity γ =ρ as these are the more natural variables for the formulations. Neither u(t) nor ρ(t) will be included as primary unknowns below, but they can be calculated a posteriori given an additional initial condition for u.
The strain-stress form of the Maxwell constitutive equation (2.3), in combination with (2.1), yields the following weak equations after an integration by parts of the strain term.
where g is given and b is defined in (3.7). We have suppressed the dependency on time in the notation of (3.9).
We proceed to consider the Kelvin-Voigt model. Multiplying (2.7) and (2.1) by test functions, integrating by parts and enforcing the symmetry of the full stress tensor weakly, give the weak formulation of the Kelvin-Voigt model in (3.10) below. The original subscripts V and E have been replaced by 0 and 1 respectively.
where H + is as defined by (3.1). We further observe that a weak formulation for the generalized models defined by (2.9) can be derived in the entirely analogous manner. We enforce the symmetry of the total stress tensor σ = j σ j weakly, i.e. σ, η = 0 for all η ∈ L 2 (Ω; K), as for the Kelvin-Voigt model. The weak equations then take the form:
These derivations demonstrate that this type of formulation is well-suited for both the basic and the generalized models. We therefore have a unified framework in place. At this point however, we let the generalized models rest in order to avoid notational overflow.
Existence and regularity of solutions.
We proceed to show that there exist solutions to the systems of equations (3.9) and (3.10). This is established in Theorem 3.1 for the Maxwell model and in Theorem 3.2 for the Kelvin-Voigt model, under proper regularity assumptions on the data and initial conditions. The regularity assumptions are sufficient to carry out the arguments in the subsequent Section 3.4 regarding the stability of solutions.
The arguments used in the proofs of these theorems, and the results of the subsequent section, rely on two key points. First, the inf-sup condition (3.8) holds for the spaces H(div, Ω; M) and L 2 (Ω; V)×L 2 (Ω; K). Second, we make the following assumption here and throughout: The operators A j :
are independent of time, and continuous, symmetric and uniformly positive definite, i.e. there exist positive constants α j and c j such that
As a consequence, each A j induces a norm equivalent to the L 2 norm:
Theorem 3.1 (Existence of solutions of the Maxwell system). Assume that
.
Proof. We will construct solutions by combining a quasi-stationary and a timeevolving term. For each t ∈ [0, T ], there exists σ e (t) ∈ H(div, Ω; S), u e (t) ∈ L 2 (Ω; V) and ρ e (t) ∈ L 2 (Ω; K) solving the elasticity equations (3.6) with A = A 0 and the given g. Further, under the regularity assumptions on g, σ e ∈ H 1 (0, T ; H(div, Ω; S)),
Recall that A 0 , A 1 are bounded on H 0 by assumption. Furthermore, the operator P H0 A 1 , where P H0 is the L 2 projection onto H 0 , has a bounded inverse on H 0 . We can therefore conclude that there exists a unique σ 0 ∈ H 1 (0, T ; H 0 ) satisfying the initial value problem
for a.e. t ∈ (0, T ] and the initial condition
Note that σ 0 (0) ∈ H 0 since ζ ∈ H(div, Ω; S) and div ζ = g(0) by assumption. Following standard variational theory, cf. for example [15] , the inf-sup condition (3.8) implies the existence of Lagrange multipliers
for a.e. t ∈ (0, T ]. Let σ = σ e + σ 0 , v = u e + v 0 and γ = ρ e + γ 0 . Then σ, v and γ solve the Maxwell system (3.9) for a.e t and the initial condition σ(0) = ζ is satisfied. Further,
Theorem 3.2 (Existence of solutions of the Kelvin-Voigt system). Assume that
(Ω; K)) satisfying (3.10) for a.e t ∈ (0, T ], and the initial condition σ 1 (0) = ζ 1 .
denote the unique solution of the auxiliary elasticity system
If g = 0 the solution depends linearly on ζ and in this case we define a bounded linear operator F mapping L 2 (Ω; M) to itself by F ζ = A 0 (σ s − ζ). If ζ = 0 and g given as in the statement of the theorem, we let
Since A 1 and F are bounded linear operators on L 2 (Ω; M), with A 1 invertible, this problem has a unique solution σ 1 ∈ H 1 (0, T ; L 2 (Ω; M)). The construction is completed by letting σ 0 = σ s − σ 1 , v = u, and γ = ρ, where (σ s , u, ρ) is the solution of the system (3.11) with ζ = σ 1 . We easily verify that
for any τ ∈ H(div, Ω; M), and by the density of H(div, Ω; M)
2 in H + we can therefore conclude that (3.10a) holds. Finally, (3.10b) holds by construction and its straightforward to check the desired regularity.
3.4. Stability estimates. The two formulations (3.9), (3.10) can be viewed as evolutionary problems subject to a constraint. The two theorems closing this section provide stability estimates for the Maxwell and the Kelvin-Voigt systems respectively, thus demonstrating stability in time. Additionally, these estimates show that the solutions established by Theorems 3.1 and 3.2 are unique.
For the Maxwell system (3.9), we start by observing that if there is no applied body force, i.e. g = 0, then
Using the equivalence of the norms induced by A 0 and A 1 and Grönwall's inequality, we obtain the estimate:
In other words, the energy, measured in the A 1 -norm of the stress, decays exponentially from its initial state. The case g = 0 is covered in the following theorem. 
Proof. Let (σ(t), v(t), γ(t)) satisfy (3.9) for a.e. t. In order to obtain estimates for the stress, we use τ = σ(t) in (3.9a) and apply (3.9b) to find that (3.14)
Clearly, in order to bound the stress, we need a bound for the velocity v. Using Cauchy-Schwartz for the norms induced by A 0 and A 1 and the inf-sup condition of (3.8) with constant β, it follows that
Next, using τ =σ(t) in (3.9a) and (3.9b) differentiated with respect to time give an analogy to (3.14) forσ:
Together with (3.15), this gives the desired estimate forσ in terms of σ.
We can thus replace (3.15) by
These two estimates give (3.13). Furthermore, combining (3.14) and (3.16), using Cauchy's inequality with ǫ, we obtain
Finally (3.12) follows by Grönwall's inequality.
Corresponding estimates can be derived for the Kelvin-Voigt equations and are summarized in the following theorem. 
Proof. The proof is straightforward: Letting τ 0 = σ 0 and τ 1 = σ 1 in (3.10a) and using (3.10b), we obtain the relation
An estimate for the velocity and the vorticity follows from (3.8):
Combining this with (3.17) gives the final result. Now, having established the desired stability properties of the formulations, we move on to consider discretization strategies in space and time. We shall focus on the semi-discrete problem and conforming finite element discretizations in space in Section 4. The full discretizations in time and space will be considered in Section 5.
The semi-discrete problem and stability
The scope of this section is to consider conforming finite element spatial discretizations of the two systems of equations (3.9) and (3.10). In particular, we demonstrate that the same discretization will be appropriate for both models. We shall again start by drawing inspiration from suitable finite element discretizations of the linear elasticity equations and comment on the properties of such, before embarking on the discretization of the viscoelasticity models.
Assume that {T h } h is a shape-regular family of admissible, simplicial tessellations of Ω, where h measures the mesh size. We are interested in finite element
and Q h ⊂ L 2 (Ω; K) subordinate to this tessellation. From the stationary theory of mixed finite element methods [15] , we know that the discrete spaces yield a stable discretization of a given weak formulation if the Brezzi conditions hold. For the weak symmetry formulation of the linear elasticity equations (3.6), these conditions are the discrete equivalents of (3.4) and (3.8), and take the following form: For the spaces Σ h , V h and Q h , there must exist positive constants α and β, independent of h, such that
where b(τ, w, η) = div τ, w + τ, η as before and the kernel Z h is defined as
There exist several mixed finite element spaces satisfying these conditions [5, 7, 23] .
In the following analysis, we shall assume that the spaces Σ h , V h and Q h satisfy conditions (4.1) and (4.2) and additionally are such that
onto Q h and, with a minor abuse of notation, from L 2 (Ω; V) onto V h . We let Π h be a projection onto Σ h such that
We shall assume that the projection Π h is bounded, i.e. that there exists a constant c such that
Note that the canonical projection onto Σ h , defined by the degrees of freedom, is typically not bounded on H(div, Ω; M) and thus does not satisfy (4.5). However, bounded projections, satisfying (4.5), can be constructed through smoothing, cf. [6, 16] .
4.1.
Two stable sets of element spaces. We shall describe two families of element spaces, namely those introduced by Arnold et al. [7] and Falk [22] , both satisfying the conditions (4.1), (4.2) and (4.3) above. The lowest order element spaces of these families were also suggested by Farhloul and Fortin [23] . The former family of spaces will mainly be used for the numerical experiments in Section 6. The particular finite element spaces Σ h , V h and Q h introduced by Arnold et al. are as follows: The lowest order elements are the combination of linear vector polynomials with continuity of normal components over inter-element facets for the stress, and piecewise constants for the velocity and the vorticity approximations. The element spaces generalize to arbitrary polynomial degree; Let P k (T h ) denote the space of discontinuous k'th order polynomials defined on the tessellation T h of Ω ⊂ R d , d = 2, 3, and BDM k denote the k'th order vector polynomials with continuous normal components over inter-element facets as introduced by Brezzi et al. [14] and extended by Nédélec [32] to three dimensions. With this notation, the k'th order elasticity elements, for k ≥ 1, are:
For these element spaces, we have the following interpolation estimates for the projections P k h and Π
For the weak symmetry formulation of the elasticity equations, these interpolation properties carry over to the approximation properties of the finite element discretization, with the exception that the error of the stress approximation cannot be split from that of the rotation, since skw Σ h ⊂ Q h . Hence, the higher-order L 2 interpolation error of the stress is not expected to be conserved.
Another stable family of element spaces, introduced by Falk [22] for the lowest order case, uses the same spaces Σ h and V h as of (4.6), but the space of piecewise constants for the rotation Q h is replaced by continuous piecewise linearsQ h . In general, we letQ
In this case, the interpolation error of the rotation is of the same order as the L 2 error of the stress interpolation. We can thus expect to retain the higher order L 2 estimates for the stress approximation.
Having discussed stable and accurate finite element spaces for discretizations of the elasticity equations, we now turn to the questions of stability and spatial a priori error estimates for the Maxwell and the Kelvin-Voigt models. The Maxwell model is considered in Section 4.2, while the Kelvin-Voigt model is treated in Section 4.3. The techniques involved in the following are fairly standard and we rely on the results for the stationary elasticity equations.
For ease of reading, we give the results applied to the element spaces (4.6) here. Let the subscript h indicate discrete solutions and assume sufficient smoothness of the domain and the data, all which will be made precise in the subsequent sections. Then, for the Maxwell model, we will show that
For the Kelvin-Voigt model,
4.2.
Semi-discretization of the Maxwell model. For the Maxwell model, the natural finite element spaces correspond directly to those of the elasticity equations:
The spatially discretized equations follow immediately:
for all τ ∈ Σ h , w ∈ V h and η ∈ Q h and for a.e t ∈ (0, T ]. We also enforce the discrete initial condition σ h (0) = ζ h ∈ Σ h , and assume that div ζ h − g(0), w = 0 for all w ∈ V h and that ζ h , η = 0 for all η ∈ Q h . The system (4.8) is a system of differential algebraic equations (DAEs).
Since the spaces Σ h , V h and Q h are such that the discrete Brezzi conditions (4.1) and (4.2) hold, the existence of semi-discrete solutions
) follows by similar arguments as in the proof of Theorem 3.1. Further, the energy estimates for the continuous formulation carry over to the semi-discrete formulation. Thus, Theorem 3.3, with the obvious modifications, also holds also holds for the semi-discrete solutions. In the subsequent error analysis however, stability estimates for the discrete equations with additional source terms will be required:
For clarity of presentation, such estimates are presented in the following lemma. Clearly, the lemma also holds for the continuous solutions with additional source terms.
Lemma 4.1 (Discrete stability with source terms for Maxwell). Assume that
) and that (σ h , v h , γ h ) solve (4.9) for a.e. t ∈ (0, T ]. Then there exists a constant c > 0 such that
Proof. Let τ = σ h (t), w = v h (t), η = γ h (t) in (4.9). We obtain the equation
The discrete inf-sup condition (4.2) gives a bound for the velocity and vorticity:
Further, let τ =σ h (t), w = v h (t), η = γ h (t) in (4.9) after differentiating the second equation in time. We obtain
The same techniques as employed in the proof of Theorem 3.3 give the final estimates.
We are now in the position to easily derive error estimates for the semi-discrete equations. To this aim, we introduce the following standard notation: The error is split into a projection error E and a subspace error E. For the stress this takes the form
and we have the analogies for the velocity and the vorticity, in terms of the projection P h , with superscripts v and γ respectively. Observe that
for all w ∈ V h , η ∈ Q h by the definition of the projection Π h onto Σ h (4.4). Moreover, due to (4.3), we have that
By definition, the function K is bounded by the approximation properties of the projections Π h and P h and of the smoothness of the exact solution (σ, v, γ). As a result of the theorem below, we obtain that the error, which is bounded by E + E , is of the same order as long as the initial approximation is sufficiently accurate. 
Proof. We omit the reference to the time t for brevity in the following. We begin by subtracting the discrete Maxwell system from the continuous one to obtain the error equations:
Inserting the error decompositions (4.10), we have:
where the last equality follows from the definition of the projection onto Σ h (4.11). The term τ, E γ is a result of (4.12). It is now easy to observe that E σ , E v and E ρ solve the semi-discrete equations (4.9) with the right-hand side(s):
and the initial condition E σ (0) = σ h (0) − Π h σ(0). The stability estimate with additional source terms, Lemma 4.1, thus gives the error estimates.
4.3.
Semi-discretization of the Kelvin-Voigt model. This subsection aims at introducing a spatial discretization of the Kelvin-Voigt model corresponding to the one introduced for the Maxwell model in the previous. Moreover, error estimates for the semi-discrete solutions are established through an analogous extended energy estimate.
For the Kelvin-Voigt equations, we seek two components of the stress: σ 0 and σ 1 such that σ 0 + σ 1 = σ ∈ H(div, Ω; M), or with the notation introduced in (3.1),
The corresponding semi-discrete equations are presented below in (4.13).
for all (τ 0 , τ 1 ) ∈ Σ h × Σ h , w ∈ V h and η ∈ Q h and for a.e t ∈ (0, T ]. Additionally, we enforce the discretized initial condition:
follows by the same arguments as in the proof of Theorem 3.2, provided that the spaces Σ h , V h and Q h are such that (4.1) and (4.2) hold. Also, the energy estimates for the continuous formulation carry over to the semi-discrete formulations and so Theorem 3.4 holds, with the obvious modifications, for the semi-discrete solutions. We also note that the projections constructed in [16] 
and hence the projections of the separate stress components can be defined even if each component is not in H(div, Ω; M).
As in the case of the Maxwell model, a stability estimate for the equations with additional source terms is a key step in deriving error estimates. Such a result is considered separately in the following lemma. We shall however, restrict our attention to source terms F 0 , F 1 yielding the following alternative to (4.13a):
Recall that in the derivation of the Kelvin-Voigt model, the elastic stress-strain relation corresponding to σ 1 was differentiated in time. TheḞ 1 term of (4.14a) takes this aspect into account.
Lemma 4.3 (Stability with source terms for Kelvin-Voigt
and assume that (σ 0,h , σ 1,h , v h , γ h ) solve (4.14) for a.e. t ∈ (0, T ]. Then there exists a positive constant c such that
Proof. We omit the subscripts h for notational brevity in the following. First, observe that letting τ 1 = −τ 0 = τ in (4.14a) gives the identity
for any τ ∈ Σ h . In particular, letting τ =σ 1 , we find that
Second, let τ 0 = σ 0 , τ 1 = σ 1 , w = v and η = γ in (4.14). We are left with:
We integrate the last term by parts to see that
for any ǫ > 0. Thus, combining (4.16) with (4.15), gives the stated result.
As before, cf. (4.10), we introduce the subspace errors: E τ h = Π h τ − τ h and the projection errors: E τ = τ − Π h τ for τ ∈ {σ 0 , σ 1 } and analogously for τ ∈ {v, γ} with Π h replaced by P h . As a consequence of Lemma 4.3, we obtain the following error estimates. 
2 , and
Again we observe that this result allows us to bound the error in terms of the projections Π h and P h and the properties of the exact solution.
In conclusion, this section has treated a unified mixed finite element method for the spatial discretization of the Maxwell and the Kelvin-Voigt models. We have given a priori error estimates for the spatial discretization under the assumptions of saddle point stability and (4.3). We have focused on these spatial error estimates in order to present the techniques and results involved with greater clarity.
Full-discretization
The semi-discrete formulations (4.8) and (4.13) can be viewed as linear constant coefficient differential-algebraic equations (DAEs) in time. The theory of linear constant coefficient DAEs and their temporal discretizations is well-developed and the monographs [12, 27] give a thorough summary. Therefore, we shall not carry out an explicit analysis of different temporal discretization schemes here. In particular, a rigorous error analysis of such fully discrete schemes is outside the scope of the present discussion. However, we will briefly discuss the properties of the systems (4.8) and (4.13) as examples of DAEs.
Linear constant coefficient differential-algebraic equations take the general form The following results on the temporal discretization of equations of the form (5.1) are standard [12] . Assume that the DAE (5.1) has index ν and is regular. A kstep implicit backward difference scheme of local order k applied to (5.1) gives convergence of order k after a possible initial boundary layer of thickness (ν − 1)k + 1 time steps [12, Theorem 3.1.1]. For implicit one-step Runge-Kutta methods, matters are a bit more elaborate, and we will refer the reader to [12, Section 4] for details. We note that the Maxwell system is a DAE of index two, while the Kelvin-Voigt system in its current form is of index one. Since both systems are regular, the convergence results mentioned above for Runge-Kutta methods and k-step methods will apply to these systems as long as the spatial discretization is fixed. However, we point out that we have made no attempt to show that the time discretizations will be uniformly stable with respect to the spatial discretization.
With regard to choice of time-discretization, there are some factors that deserve special attention. First, since the material parameters for the viscous and the elastic contributions may vary greatly, we face possibly stiff systems. Second, in thread with the previous emphasis on robustness, we aim to avoid stability conditions for the discretization parameters. Also note that since we can use an arbitrary, up to computation time, high order scheme in space, higher order schemes in time are relevant. Taking these considerations into account, in the following numerical experiments, we will consider a second-order temporal discretization consisting of a trapezoidal rule followed by a 2-step backward difference scheme at each time step [9] .
Numerical experiments
We now turn to consider a series of numerical experiments for both models in two dimensions. We shall focus on two aspects. First, we demonstrate convergence rates for different material parameter values on the unit square with constructed exact solutions. Second, we give examples of viscoelastic behaviour through looking at simple creep and relaxation scenarios. All simulations have been run using the DOLFIN library [31] from the FEniCS project [24] .
The spatial discretization is based on the family of elasticity elements defined by (4.6), and its variant (4.7). The temporal discretization is carried out using the L-stable, second-order accurate, TR-BDF 2 scheme, that is, a trapezoidal rule followed by a 2-step backward difference scheme at each time step [9] . For the general DAE (5.1), this scheme takes the following form for n = 0, 1, . . . :
The linear systems of equations that result from the application of this scheme to (4.8) and (4.8), share a common matrix structure and again the discrete inf-sup conditions guarantee the solvability at each time step for any fixed ∆t > 0. On the other hand, it is not immediately evident that the time discretizations are stable uniformly in h. However, there are no indications of such lack of uniform stability in the experiments below.
6.1. Convergence. The families of finite element spaces defined by (4.6) and (4.7) were suggested and analyzed for the elasticity equations by Arnold et al [7] and Falk [22] respectively. As these have not been widely used for numerical simulations, we commence by examining their convergence properties for the elasticity equations separately. We continue by considering the finite element spaces (4.6) with k = 2 in space and the scheme (6.1) in time for the Maxwell and Kelvin-Voigt models. For any variable v and approximation v h , we denote the relative error in the L 2 -norm by error v h :
6.1.1. Elasticity. Consider a discretization of the isotropic elasticity equations (3.6) using the element spaces Σ h,k , V h,k and Q h,k as defined by (4.6). We let Ω = [0, 1] 2 and consider a uniform, regular triangulation of Ω. We solve for the following displacement field over Ω:
cos(πx 1 ) with corresponding elastic stress σ = 2µε(u) + λ div uI and force g = div σ. The corresponding heterogeneous boundary condition is applied to the displacement. Observe that u, as defined by (6.2), is divergence-free and hence that the stress σ and force g are independent of λ. The relative error of the approximations for the displacement u h , stress σ h , div σ h and the vorticity γ h using µ = 1, λ = 100, k = 1, 2, 3 are plotted in Figure 1 . The approximations all converge of the order O(h k ). The observed convergence is thus in agreement with the theoretically predicated rates.
Furthermore, the above discretization is indeed robust with respect to the material parameter λ: Table 1 gives the approximation errors for a sequence of λ's increasing from 1 to 10 4 with h −1 = 64 and k = 2. The errors for the displacement and stress divergence are constant (to the first five significant digits). The approximation error of the stress approximation shows an insignificant increase, while that of the vorticity shows an insignificant decrease. We conclude that the discretization is robust with respect to λ, as expected. Table 1 . Relative errors of approximations of the elasticity equations using Σ h,2 × V h,2 × Q h,2 for increasing λ, µ = 1, h −1 = 64. The exact displacement u is defined by (6.2). The errors of each approximation are nearly constant as functions of λ. Figure 1 . Relative errors of approximations of the elasticity equations using Σ h,k × V h,k × Q h,k , k = 1, 2, 3, for λ = 100, µ = 1. The exact displacement u is defined by (6.2). The rate of convergence for all variables is k.
In order to demonstrate the convergence properties of the element spaces of Falk (4.7), we replace Q h,k byQ h,k . We consider the original test case above: the displacement defined by (6.2) with µ = 1, λ = 100. The resulting errors of the displacement and stress divergence approximations are virtually identical to those reported in Figure 1 and therefore not included. The errors for the stress and the vorticity are given in Figure 2 . We observe that the convergence rates for these variables is of the order O(h k+1 ) and thus an order higher for each k. This improvement is again in agreement with the theoretical predictions. 6.1.2. Maxwell. We continue letting Ω = [0, 1] 2 , consider a regular triangulation T h of Ω and the associated second order finite element spaces of the family (4.6): Σ h,2 , V h,2 and Q h,2 . Moreover, we let T = 1 and consider a uniform partition of the time domain [0, T ] and the TR-BDF 2 difference scheme defined by (6.1). Define
2 cos(πx 1 ) and let λ 0 = λ 1 = 100, µ 0 = 100 and µ 1 = 1. Observe that the consistency condition at the initial time is satisfied, in particular that σ(x, t) = 0 at t = 0. The Figure 2 . Relative errors of approximations of the elasticity equations using Σ h,k × V h,k ×Q h,k , k = 1, 2, 3, for λ = 100, µ = 1. The exact displacement u is defined by (6.2). The rate of convergence is k + 1 for both variables.
relative errors of the approximations at T = 1.0 are given in Table 2 . We observe that all variables converge at the order O(h 2 ). The convergence rates observed are as expected. Table 2 . Relative errors for approximations of the Maxwell model with λ 0 = λ 1 = 100, µ 0 = 100, µ 1 = 1 at T = 1.0. ∆t = h. The exact solutions correspond to the exact velocity defined by (6.3) . The rate reported is the convergence rate between the approximations of the two most refined discretizations: h −1 = 16 and h −1 = 32.
6.1.3. Kelvin-Voigt. For the Kelvin-Voigt model, we consider the previous domain in time and space, but solve for v given by (6.4).
and enforce the initial condition σ 1 (x, 0) = 0. The relative errors of the approximations at T = 1.0 are given in Table 3 . Again, we see that all approximations converge as approximately O(h 2 ). Table 3 . Relative errors for approximations of the Kelvin-Voigt model with λ 0 = λ 1 = 100, µ 0 = 100, µ 1 = 1 at T = 1.0. ∆t = h. The exact solutions correspond to the exact velocity defined by (6.4) . The rate reported is the convergence rate between the approximations of the two most refined discretizations: h −1 = 16 and h −1 = 32. of the separate models.
6.2. Relaxation and creep. We now turn to illustrate the two main viscoelastic behaviour characteristics, creep and relaxation. The Maxwell model exhibits stress relaxation as response to non-zero displacement and the Kelvin-Voigt model exhibits creep as response to applied traction. Thus, we shall qualitatively demonstrate a relaxation pattern using the Maxwell model and a creep pattern with the Kelvin-Voigt model. However, the simplest model that predicts both adequate stress relaxation and creep, is the standard linear solid (2.10). For this reason, and in order to show the numerical method applied to a more general model, we also include experiments for these equations.
For the experiments, we consider the usual domain in space: (x 1 , x 2 ) ∈ Ω = [0, 1] 2 and t ∈ [0, T ]. We let the body be clamped at the left boundary x 1 = 0 and stress-free at the top and bottom x 2 = 0, 1. On the right boundary, a velocity is prescribed for the relaxation experiments and a prescribed traction is used for the creep experiments. The material parameters used are listed in Table 4. 6.2.1. Relaxation. The Maxwell and standard linear solid models exhibit stress relaxation as response to non-zero displacement. To illustrate this behaviour, we apply a unit boundary velocity in the x 1 direction, on the right boundary x 1 = 1 at a given time t min and remove the velocity at t max . This produces a displacement, in particular a constant displacement for t > t max . The Maxwell model predicts that the stresses increase from t min to t max and after that decrease to the zero limit. For the standard linear solid model, the stresses will decrease toward an elastic limit for t > t max . The displacement and stress approximations for the Maxwell model are plotted in Figure 3 . Observe in particular the exponential relaxation of the stress for t > t max . The same experiment for the standard linear solid is plotted in Figure 4. 6.2.2. Creep. The Kelvin-Voigt and standard linear solid models predict creep as response to applied traction. To demonstrate this, we apply a unit boundary traction in the x 1 direction at the right boundary x 1 = 1 at a given time t min and remove at t max . The L 2 (Ω) norms of the approximated displacements and stresses are displayed in Figure 5 for the Kelvin-Voigt model and Figure 6 for the standard linear solid. Observe the initial increase towards the elastic limit and subsequent decrease for the displacement for the Kelvin-Voigt model. Also note the instantaneous displacements for the standard linear solid.
Conclusion
We have presented a unified mixed finite element framework for linear viscoelasticity. The framework relies on mixed finite element discretizations originating from linear elasticity. These discretizations have been evaluated by numerical experiments both for linear elasticity and viscoelasticity. The analytical predictions are confirmed. Finally, the anticipated robustness of the elasticity discretization with regard to the material parameters has been demonstrated.
