Signal transduction in living cells is vital to maintain life itself [1], where information transfer in noisy environment plays a significant role [2]. In a rather different context, thermodynamics of information processing by "Maxwell's demon" has been developed recently, leading to a unified theory of thermodynamics and information [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . However, the relationship between these two fundamental concepts, biological signal transduction and thermodynamics of information, has not been fully understood. Here we show that the second law of thermodynamics with information reveals the fundamental limit of the robustness of signal transduction against environmental fluctuations, and that the degree of robustness is quantitatively characterized by information transfer inside cells. We found a novel analogy between artificial communication and biochemical signal transduction, by comparing the Shannon's second theorem [13, 14] and the second law of thermodynamics. Our result would open up a new biophysical approach to understand information processing in living systems on the basis of the fundamental information-thermodynamics link.
1 τ a (a t − αm t + βL t ) + ξ a t ,
where a t , m t , L t describe the amount of the variables at time t. Here, ξ 
= 2T
x t δ xx ′ δ(t − t ′ ), where · · · describes the ensemble average and T x t > 0 represents the intensity of the noise at time t. These two terms describe the effect of the environmental noise, which is not necessarily thermal incide cells. We note that the noise terms do not have time correlation, and that they are not correlated with each other. Positive parameters α > 0 and β > 0 can be determined by linearizing the Monod-Chandeux-Wyman model [1, 18] . The time constants of a and m satisfy τ m ≫ τ a > 0, which implies that the relaxation of a is much faster than that of m.
The mechanism of adaptation in this model is as follows (see also Fig. 1b ) [18, 20] . Suppose that the system is initially in a stationary state with a t = 0 at time t < 0, and L t suddenly changes from L to L ′ at time t = 0 as The methylation level m plays a similar role to the memory of Maxwell's demon, which performs negative feedback control for the target system a against the environmental noise. b, Typical dynamics of adaptation with the ensemble average. Suppose that Lt changes as a step function. Then, mt suddenly responds, followed by the gradual response of at. The adaptation level is characterized by κt := at − αmt + βLt, which becomes close to zero when the adaptation works well. c, Information thermodynamics and conventional thermodynamics. The second law of information thermodynamics characterizes the entropy change in a subsystem in terms of the information flow between the subsystem and the outside world. In contrast, the conventional second law of thermodynamics states that the entropy change in a subsystem is compensated for by the entropy change in the outside world. As explicitly shown in this paper, information thermodynamics gives a tighter bound on the entropy change in the subsystem. a step function. Then, a t rapidly changes to a t ≃ αm 0 − βL ′ so that κ t := a t − αm t + βL t becomes small. As shown below, κ t plays an important role, which characterizes the degree of adaptation. Next, m t gradually changes to m t ≃ βL ′ /α so that a t returns to 0, where κ t again becomes small. Therefore, the amount of κ t characterizes the degree of adaptation of the system to the environmental change. In particular, κ 2 t characterizes the robustness of the adaptation against the environmental noise induced by ξ a t . The smaller κ 2 t is, the more robust the adaptation is.
To illustrate the central idea of our study, we first focus on the case of stationary states, where all of the variables in Eqs. (1) are time-independent on average. If there was no feedback loop between m and a, then κ 2 t ≥ τ a T a t would hold [see Supplementary Information], which, as naturally expected, implies that the robustness of the adaptation is bounded by the intensity of the environmental noise. In contrast, in the presence of the feedback loop, κ 2 t can be smaller than τ a T a t as discussed below. For simplicity of notation, we define the following quantity:
which represents the difference between the intensity of the environmental noise and the variance of κ t . The larger 
Here, dI tr /dt represents the information flow from a to m per unit time, which is described by a quantity called the transfer entropy [26, 27] . It is defined as the conditional mutual information between a t and m t+dt under the condition of m t [see Method]. Since Eqs.
(1) are linear, the joint probability distribution of the stochastic variables is Gaussian if their initial distribution is Gaussian. In this situation, we analytically obtain the transfer entropy up to the order of dt [see Supplementary Information]:
where N t := 2T m t describes the intensity of the environmental noise, andṖ t describes the intensity of the signal from a to m per unit time [see Method]. Remarkably, Eq. (4) is in a very similar form to the Shannon-Hartley theorem [13, 14, 28] that quantifies the capacity of the Gaussian channel in terms of the power-to-noise ratio, which will be discussed in detail later. We note that dI tr for the Gaussian case, given by Eq. (4), is greater than the transfer entropy for any non-Gaussian initial distribution, if the each variance of a t or m t is the same as that of the Gaussian case [see Supplementary Information].
Inequality (3) shows the significant role of the feedback loop, implying that the adaptation can be enhanced against the environmental noise by the feedback. This is analogous to the central feature of Maxwell's demon. We note that inequality (3) is a straightforward consequence of the generalized second law of information thermodynamics, which characterizes the entropy change in a subsystem in terms of the information flow (see also Fig. 1c ). In the present situation, the environmental noise is not necessarily the thermal noise. Therefore, J a t is not necessarily the heat in terms of thermodynamics, but is a biophysical quantity that characterizes the robustness of adaptation.
In general case that the dynamics is not stationary, a modification term should be added to the upper bound in (3) because of the non-stationarity of dynamics. Let Ξ We numerically demonstrated the power of this inequality. in three different types of dynamics of adaptation, where the ligand signal is given by a step function (Fig. 2a) , a sinusoidal function (Fig. 2b) , or a linear function (Fig. 2c) . These results confirm that Ξ Info t gives a tight bound of J a t , implying that the second law of information thermodynamics characterizes the robustness well.
For the purpose of comparison, we consider another upper bound of the robustness, which is given by the conventional second law of thermodynamics without information [29, 30] . Let Ξ We now discuss the analogy and the difference between our result and the Shannon's information theory (see also Fig. 3 ). The Shannon's second theorem (i.e., noisy-channel coding theorem) states that the upper bound of achievable information rate R is given by the channel capacity C such that C ≥ R. Here, R describes how long encoding length is needed to transmit information without error through a noisy channel. Therefore, C characterizes how much information can be transmitted correctly, which is given by the maximum of the mutual information between the input and the output. If the channel is Gaussian with input variance P info and noise variance N info , the channel capacity is given by
which is the Shannon-Hartley theorem. While it is remarkable that Eqs. (4) and (5) are very similar, there is a crucial difference between the present analysis based on information thermodynamics and the argument based on the Shannon's second theorem. In fact, it is difficult to define the achievable information rate R in biochemical signal transduction, because, in living cells, we cannot find any explicit encoding or decoding process in the sense of the Shannon's theory. Instead, we can quantify the robustness of the adaptation by J a t and the information flow by dI tr t /dt, which are connected with each other by inequality (3) . In this sense, we claim that the second law of information thermodynamics in living cells plays a parallel role to the Shannon's second theorem in artificial communication.
In summary, we have found a novel characterization of the robustness of signal transduction in terms of information thermodynamics. We have discussed the analogy between our approach and the conventional information theory: the information flow dI tr t /dt characterizes the biological communication in living cells, parallel to the channel capacity C in artificial communication. Our result would open up a novel method to quantify biochemical signal transduction, which would be experimentally useful in the current or the near-future technologies of observing the amount of proteins in cells.
Method
The
] is the joint probability distribution of (m t , m t+1 , a t ), and p[m t+dt , a t |m t ] is the probability distribution of (m t+dt , a t ) under the condition of m t . If the joint probability distribution p[a t , m t ] is Gaussian, we have the analytical expression (4). We briefly discuss the derivation of Eq. (4) . From Langevin equations (1) We derive the analytical expression of the transfer entropy in Langevin systems. Here we consider a more general situation than the main manuscript, where the dimension of the system is N ≥ 2. We calculate the transfer entropy from one of the N variables to the other N − 1 variables. We consider the following linear N -dimensional Langevin equation:
where i, j = 1, . . . , N . f . We assume that the joint probability p(
, where δ il is the Kronecker delta. The joint distribution p(x −i t ) is given by the Gaussian probability,
where µ, ν ( = i) denote the indexes of the other systems.Σ µν t is the covariance matrix which satisfiesΣ ii t = (detΣ t )/(det Σ t ). We consider the path-integral expression of the Langevin equation (6) . The conditional probability p(x
where N is the prefactor, and we set
To obtain the analytical expression of the transfer entropy, we calculate the joint probability distribution p(x −i t+dt , x −i t ). From Eqs. (7) and (9), we have the joint distribution
From Eqs. (8), (9) and (10), we obtain the analytical expression of the transfer entropy dI tr t up to the order of dt as
where we defineṖ 
. In the main text, we considered the model of the E. Coli bacterial chemotaxis. This model is given by the following two-dimensional Langevin equation:
where ξ 
where we defined N t := N 2 t = 2T m and (12) be p(a t+dt |a t , m t ) =: G(a t+dt ; a t ; m t ), and the path-probability in a backward way be p B (a t |a t+dt , m t ) := G(a t ; a t+dt ; m t ). From the local detailed balance, the heat flow of a, defined as J a t := ȧ t • (ξ a t −ȧ t ) (• denotes the Storatonovich integral) [2] , is given by
Thus, the difference (
The difference (Ξ , where Q is the joint probability defined as Q(a t , m t , a t+dt , m t+dt ) := p(a t+dt |m t+dt )p B (a t |a t+dt , m t )p(m t+dt , m t ). From the non-negativity of the Kullback-Libler divergence [1] (D(p||Q) ≥ 0) and dt > 0, we obtain Eq. (17) .
In the model of the main manuscript [Eqs. (12) and (13) 
Especially in a stationary state, the conditional Shannon entropy vanishes, i.e., dS a|m t = 0. We thus obtain Eq. (2) in the main manuscript:
Let stochastic mutual information be i(A 1 : A 2 ) := ln p(A 1 , A 2 ) − ln p(A 1 ) − ln p(A 2 ), and stochastic conditional mutual information be i(A 1 : A 2 |A 3 ) := ln p(A 1 , A 2 |A 3 ) − ln p(A 1 |A 3 ) − ln p(A 2 |A 3 ), where A 1 , A 2 and A 3 are any set of random variables. From the argument in Ref. [3] , the bound of the entropy production for the subsystem i is given by the information quantity Θ, which corresponds the Bayesian network 
where we set X := {x 
