The axial coupling of the nucleon, g A , is the strength of its coupling to the weak axial current of the Standard Model of particle physics, in much the same way as the electric charge is the strength of the coupling to the electromagnetic current. This axial coupling dictates the rate at which neutrons decay to protons, the strength of the attractive long-range force between nucleons and other features of nuclear physics. Precision tests of the Standard Model in nuclear environments require a quantitative understanding of nuclear physics rooted in Quantum Chromodynamics, a pillar of the Standard Model. The prominence of g A makes it a benchmark quantity to determine theoretically -a difficult task because quantum chromodynamics is non-perturbative, precluding known analytical methods. Lattice Quantum Chromodynamics provides a rigorous, non-perturbative definition of quantum chromodynamics that can be implemented numerically. It has been estimated that a precision of two percent would be possible by 2020 if two challenges are overcome 1,2 : contamination of g A from excited states must be controlled in the calculations and statistical precision must be improved markedly 2-10 . Here we report a calculation of g QCD A = 1.271 ± 0.013, using an unconventional method inspired by the Feynman-Hellmann theorem 11 that overcomes these challenges.
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To demonstrate the efficacy of lattice Quantum Chromodynamics (LQCD) for the broad nuclear physics research program, one must begin by demonstrating control over the simplest quantities, such as g A . In addition to those mentioned above, there are a number of challenges in using LQCD to compute properties of nucleons and nuclei. The first challenge arises from the non-perturbative features of Quantum Chromodynamics (QCD) itself. QCD describes the interactions between quarks and gluons, the basic constituents of nucleons, through the Lagrangian, L QCD = −G 2 (4g)+∑ qψq [D +mq]ψq, where the quark fields, ψq, come in flavours q = {u, d, s, ...} with masses mq = {mu, m d , ms, . . . }. G 2 describes the non-linear gluon selfinteractions while D includes the quark-gluon interactions, both with a strength determined by the coupling, g. Most of nuclear physics depends on only three or four input parameters from QCD: g, the light quark masses, mu and m d and in some cases, the strange quark mass, ms. Once these parameters are fixed, and electroweak corrections are added, all of nuclear physics -from the kiloelectronvolt energy levels in nuclei to the energy densities of the neutron star equation of state (a few hundred megaelectronvolts per cubic fermi (fm), where 1 fm = 10 −15 m) -can in principle be predicted from QCD.
At short distances (high energies), such as those explored by the Large Hadron Collider at CERN, QCD has been rigorously tested, because in this energy regime, g ≪ 1 and perturbative methods are applicable. At long distances of approximately 1 fm (low energies) characteristic of nuclear physics, g is large and perturbation theory fails to converge. Consequently, quarks and gluons are confined in protons, neutrons and other hadrons observed experimentally. Fortunately, non-perturbative calculations can be carried out in the strongcoupling regime using LQCD, the only first-principles approach known to control all sources of systematic uncertainty.
LQCD is the formulation of QCD on a finite four-dimensional spacetime lattice following the Feynman path integral description. Monte Carlo methods are used to sample the resulting high-dimensional integrals stochastically. The values of the lattice spacing, a, and finite size, L, are chosen to encompass the characteristic length scales emergent from QCD, such as the proton radius rp ∼ 0.8 fm. In state-of-the-art calculations, typical lattice spacings are 0.04 ≲ a rp ≲ 0.2 and typical spatial extents are 3 ≲ L rp ≲ 8. The continuum and infinite volume limits are recovered through the extrapolation in several values of a and L. Additionally, the input values of the quark masses in the LQCD calculations do not typically reproduce their physical values. State-ofthe-art calculations now regularly access m calc. π ∼ 130 MeV, where the pion (π), the lightest hadron, is used to calibrate the input light-quark mass under the guidance of m nature π = 139.6 MeV 12 . In this work, mπ ranges between 130 and 400 MeV, allowing for a fully controlled interpolation (input parameters of the calculation are provided in Extended Data Tab. II). The continuum and infinite volume extrapolations and pion mass interpolations are necessary for all LQCD calculations in order to compare with nature and make predictions.
Over the past decade, the LQCD community has determined hadronic properties for mesons (which are QCD eigenstates composed of one quark and one antiquark) with fully controlled systematic uncertainties at the subpercent level, yielding some of the most stringent tests on the structure of the Standard Model (SM). The Flavour Lattice Averaging Group produces a world average of meson properties determined from LQCD 13 , similar to the Particle Data Group (PDG) averages of experimental results 12 . In contrast to mesons, stochastic sampling of the nucleon path integral results in an exponentially smaller signal-to-noise ratio, hence requiring exponentially more computational resources to replicate the precision achieved for meson properties. In fact, only a handful of LQCD calculations involving nucleons have demonstrated control over all sources of uncertainty 14, 15 . Insight provided by previous LQCD calculations of g A also identifies the contamination of excited states as another major source of uncertainty 2-10 . Excited state contamination, which results from the imperfect coupling of the chosen creation operators to the state of physical interest, is present in all lattice calculations, and has proven to be particularly problematic for calculations of g A .
The standard method of calculating g A , as shown in Fig. 1a , relies upon two independent separation times: the separation of the neutron and proton (tsep), and the separation of the neutron and the insertion of the weak axial current (t ins ). Although g A is independent of both times, the contamination from excited states is time dependent. This contamination shifts the calculated values of g A at small time separations, but vanishes exponentially with respect to t ins and tsep − t ins . Computational limitations restrict the calculations to have The decay of a neutron to a proton occurs when one of the down quarks (d) in the neutron is converted to an up (u) quark via the vector and axial components of the weak current. Not depicted in these figures are the infinite set of diagrams describing the coupling of the gluons to the quarks, gluons to gluons and the dynamical quark/anti-quark pairs popping in and out of the vacuum -it is this infinite set of graphs that requires the use of a computational approach to QCD. The time, t, refers to calculational details discussed in the text. a, The standard method of computing g A relies upon three different times, the creation time t = 0, the current insertion time t ins and the separation time tsep. Controlling the excited state systematics requires varying both t ins and tsep. b, Our Feynman-Hellmann method 11 sums over all possible interaction times (t ins ) of the external weak axial current, leading to an exponential enhancement of the signal.
fixed (and relatively small) neutron-proton separation times, requiring multiple calculations with varying values of tsep to fully control the excited state contributions. However, the relative stochastic noise grows exponentially with tsep while only vanishing with the square root of the stochastic sample size. Therefore, overcoming the noise requires exponentially more computing resources, rendering the standard method an expensive strategy.
In contrast, the method we use in this work 11 , inspired by the Feynman-Hellmann Theorem, uses an explicit sum over all current insertion times, t ins (Fig. 1b) , with the ability to vary t = tsep, at the numerical cost of a single separation time of the standard method: all excited state contributions depend only upon t and the computation must asymptote to g A in the large t limit (Fig. 2) . By analysing the spectrum and g A matrix element calculations simultaneously with nonlinear regression, we demonstrate the ability to fully control excited state contributions and determine precise values of g A , as suggested by the agreement between the data (gray points with error bars) and the fit Ansätze (gray bands). In Supplemental Material Sec. S.4, Extended Data Fig. 1 and Supplemental Figs. 9-15, we show this is true for all ensembles (different choices of a, L, and mπ) in our calculation. In summary, this Feynman-Hellman inspired method 11 provides access to more data (t = tsep in Fig. 2 ) with a reduced computational cost, allowing us to remove the unwanted excited state contamination and utilize data at early times, where the signal-to-noise ratio is exponentially more precise, thus resolving both of the aforementioned major challenges to determining g A .
What remains is to extrapolate the values of g A obtained from our lattice calculations to the physical parameters. Effective Field Theory (EFT) 16 is employed to provide a rigorous prescription for performing the continuum and infinite volume extrapolations along with the interpolation to the physical pion mass. First, one identifies the relevant degrees of freedom for low-energy nuclear physics, which are the nucleons and pions. Second, one identifies a small expansion parameter, , which often emerges through a ratio of length scales; for pions, this is π = mπ (4πFπ), where Fπ is the quantity known as the pion decay constant. F nature π is measured to be 92.1(1.2) MeV 12 , and nature π ∼ 0.12. The resulting EFT may be systematically improved: when working to O( n π ) (where n = 0 denotes leading order, n = 1 next-to-leading order, and so on), the truncation errors enter at O( n+1 π ). Chiral Perturbation Theory (χPT) is the EFT of pions 17 and their interactions with nucleons 18 , and describes all possible interactions between them that are consistent with the symmetries of QCD, ordered by increasing powers of π . Although the forms of the interactions are known, the strengths of the interactions are emergent low-energy couplings, and can be determined only from experiment or LQCD calculations. However, once the couplings are known, χPT can be used to make predictions of new quantities, and in particular, can be used to describe the simulated universes where the quark masses differ from those in nature. This allows for a model-independent interpolation of LQCD results to m nature π . A (t a) correspond to different choices of annihilation operators for the nucleon, denoted as SS and PS. At long times, both values must approach the ground state value ofg A asymptotically, whereas at short times, they couple differently to the excited state contributions. The raw numerical results are shown in grey and the grey bands represent the full fit to the data (points inside the vertical grey bands are not included in the fits). Error bars correspond to one standard error of the mean (s.e.m.). The solid black and white data points are reconstructed from the two datasets, with the excited states (determined by the fit) subtracted from the raw results. The solid blue band is the ground state value ofg A determined by the full fit. We make efficient use of points at small Euclidean times, before the stochastic noise overwhelms the signal. The agreement between the subtracted data and the asymptotic large-time value of g A , even at short times, demonstrates our control over excited state contributions. The time axis is given in dimensionless lattice units, with a ≈ 0.09 fm corresponding to 3 × 10 −25 s, so that t a = 2 corresponds to 6 × 10 −25 s.
χPT is also extended to account for artefacts arising from the finite periodic volume 19 . For the large volumes used in our calculation, the small parameter controlling the finite-volume corrections scales approximately as L = e −mπ L . Extended Data Fig. 2 shows consistency between the predicted finite-volume corrections and our results at fixed pion mass.
Artefacts introduced by our calculation at non-zero lattice spacing are also accounted for with EFT. Unlike dependence on π and L , which are governed purely by the long-distance dynamics of QCD, the continuum extrapolation depends upon the specific discretization of the QCD Lagrangian, or lattice action, employed in the calculation. To parameterize these artefacts, one uses Symanzik's EFT 20 and expands the non-local discretized action around small lattice spacings, giving a series of purely local interactions. The resulting effects in lowenergy dynamics can be systematically understood. The dependence on the choice of discretization must vanish in the continuum limit since the only interactions remaining are those of QCD. The lattice action we have chosen 21 was designed to minimise the leading discretization errors, such that the leading corrections scale as O(a 2 ), and to preserve more of the underlying symmetries of QCD. This choice of lattice action yields a mild continuum extrapolation (Extended Data  Fig. 3 ).
The final extrapolation of our results (Extended Data Table I ) is presented in Fig. 3a . For quantities with mild pion mass dependence, such as g A , a simple Taylor expansion in π or 2 π in addition to the χPT extrapolation, provides a robust extrapolation/interpolation of the results. We perform the extrapolation with several models and our final result is determined as a model average, depicted in Extended Data Figure 4 , and described in detail in Supplemental Material Secs. S.6 and S.7 A. Our final result, g A = 1.271 ± 0.013, with the uncertainties broken down to the different contributions of statistical (s), chiral (χ), continuum (a), infinite volume (v), isospin breaking (I) and modelselection (M) is
This value that is commensurate with the experimentally determined value, g PDG A = 1.2723(23) 12,22-28 . Figure 3b summarises the improvement of the LQCD determination of g A achieved by this work. These results are derived from three lattice spacings, five values of the pion (quark) masses and multiple volumes, which control the three standard extrapolations (the input values of parameters used in our calculation are provided in Extended Data Table II) . Additionally, we demonstrate that our result is robust under different truncations/variations in the extrapolation function (Extended Data Fig. 5 ) and that the perturbative expansion converges over the range of parameters used, as discussed in the Supplemental Material Sec. S.7 A and shown in Extended Data Fig. 6 . Details on the individual contributions to our total uncertainty may be found in Supplemental Material Sec. S.7 B.
Our result, Eq. (1), is predominantly limited by statistics. This signifies a straightforward path for improvement: more precise results at the physical pion mass will reduce the statistical, extrapolation and modelselection uncertainties, which are the three largest. An uncertainty comparable to that of measurements may offer insight into the upward trending value of g A observed in the most recent set of experiments 12 . At the present, our result has a noticeable phenomenological impact, as depicted in Extended Data Fig. 7 . Using EFT, experimental results from collider and low-energy experiments can be used to place bounds on right-handed BSM currents 29 with our result placing one of the most stringent bounds.
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SUPPLEMENTAL INFORMATION S.1. Data and software availability
An HDF5 file containing the lattice QCD correlation functions generated for this work is made available with the publication of this Letter. Additionally, bootstrap distributions from the correlation function analysis are published in a comma-separated-values (CSV) file along with the Jupyter notebook and chiral-continuum extrapolation Python library used to perform the physical-point extrapolation analysis. These files along with installation instructions for the package may be found at https://github.com/callat-qcd/project_gA 31 .
The software used for this work was built on top of the USQCD Chroma software suite 32 and the highly optimised QCD GPU library QUDA 33, 34 . We utilize the highly efficient HDF5 I/O Library 35 with an interface to HDF5 in the USQCD QDP++ package, added with Sci-DAC 3 support (CalLat) 36 , as well as the MILC software for solving for HISQ propagators and generating new ensembles. The HPC jobs were efficiently managed with a bash job manager, METAQ 37 , capable of intelligently backfilling idle nodes in sets of nodes bundled into larger jobs submitted to HPC systems. METAQ was also developed with SciDAC 3 support (CalLat) and is available at the git repository https://github.com/evanberkowitz/metaq.
S.2. Correlation functions from the Feynman-Hellman theorem
The significant advancement of our work can be attributed to an unconventional computational method. This method was developed and implemented on one of the ensembles used in this work (a15m310) 11 and demonstrated on a larger subset in preliminary calculations 38, 39 . We briefly summarise the method here as it is central to our final result.
The Feynman-Hellmann (FH) theorem relates matrix elements to linear variations in the energy eigenvalue with respect to an external source, ∂En ∂λ = ⟨n H λ n⟩ , where the Hamiltonian of the system is modified appropriately as H = H 0 +λH λ . The Heisenberg representation illuminates the fact that correlation functions must be exponentially damped by the energy eigenvalue under time evolution in Euclidean spacetime. Therefore, on the lattice the energy can be determined from the effective mass,
where the spectral decomposition of the two-point correlation function is given by
Applying the FH theorem to Eq. (S1) yields the correlation function we construct to obtain the results in this Letter, which we denote the FH ratio:
The path integral representation of C(t) and ∂ λ C(t) for this calculation may be derived by sourcing the nucleon and current operators into the generating functional, while applying the appropriate derivatives with respect to each source. There are other implementations of methods motivated by the FH theorem [40] [41] [42] which are similar, but our method is the most economical implementation, at least for single nucleon properties. Our method directly calculates the −∂ λ C(t) correlation function 11 , without the need to numerically implement the derivative or to disentangle the different orders of the response of the correlation function to the perturbation, as is required by other implementations.
While we are interested in the axial coupling of the ground state nucleon, the nucleon operators couple to an infinite tower of states, and therefore it is customary to filter out the ground state signal by exponentially damping the excited state signals at large time separations.
By going to the Heisenberg representation, we derive the complete 
allowing us to analyse correlation functions even at small time separations. Here, gnn for n = 0 is the ground state coupling of the nucleon, znz † n is the non-relativistically normalized relative probability of finding the nucleon in the n th state and ∆nm = En −Em. The linear enhancement of gnn is a direct manifestation of the FH theorem, in which the first derivative of the spectrum (described by the two-point correlation function) is taken, thereby generating a linear moment. Additionally, excited state contributions in the linearly enhanced n > 0 terms are analogous to contamination present in standard two-point correlation functions, which are generically well under control. The remaining contamination from lattice artefacts, dn and the sum over n ≠ m, are not linearly enhanced and therefore are functionally distinct from the signal of interest and can be cleanly removed. The artefacts, dn arise from contact terms where the current insertion is at the same time as the nucleon creation or annihilation operators, and also from the time region where the current is earlier or later than the nucleon creation or annihilation operators respectively 11 . At t = 1 the contribution from all terms aside from dn exactly vanish, allowing for a robust estimate of the contributions to −∂ λ C λ (t) from these undesired artefacts.
Inserting Eqs. (S2) and (S4) in to Eq. (S3), it is straightforward to show that in the long-time limit, we recover the ground-state matrix element of interest
The difference in Eq. (S3) leads to an additional suppression of the excited states (and contact terms) beyond the standard exponential suppression by the mass gap. This allows us to make use of numerical data very early in Euclidean time, before the stochastic noise overwhelms the signal 43, 44 , providing an effective exponential enhancement of the signal for a fixed number of stochastic samples as compared to the standard methods. In Extended Data Fig. 1 and Supplemental Figs. 9-15, we demonstrate our ability to fit early in Euclidean time on all ensembles used in this work.
One potential drawback of our Feynman-Hellmann strategy is that it requires new calculations of Feynman-Hellmann quark propagators for each matrix element or momentum injection of interest. By contrast, the standard methods used in the literature provide the flexibility to study arbitrary quark bi-linear matrix elements between the proton and neutron, with arbitrary momentum injection by the current, without need for additional computational cost. On the other hand, our Feynman-Hellmann method comes with an additional flexibility not present in the standard methods: we can compute the matrix elements of the same quark bi-linear currents in various hadronic states, such as hyperons or multi-nucleon systems, without needing to recompute the quark propagators coupling to the current. Using the standard methods, the sink interpolating operator is fixed, so computing a new sequential propagator is necessary for each final state.
S.3. Lattice action
For this work, we have chosen a mixed action (MA) in which the discretizations for the generation of the gauge configurations and solution of the quark propagators differ. 21 Details of tuning the action and its salient features are summarised here.
A. Action Details
To control the continuum limit, infinite volume and physical pion mass extrapolation, a set of LQCD ensembles with multiple lattice spacings, multiple volumes and near physical pion masses must be used. The only set of publicly-available gauge configurations that satisfy these criteria are the Highly Improved Staggered Quark (HISQ) 45 action ensembles with dynamical light, strange and charm quarks (N f = 2 + 1 + 1) generated by the MILC Collaboration 30,46 . They were generated with near-physical values of the strange and charm quark masses and three values of the pion mass, mπ ∼ {130, 220, 310} MeV. For this work, we utilize ensembles with three different lattice spacings of a ∼ {0.15, 0.12, 0.09} fm. Formally the HISQ action has leading discretization errors starting at O(α S a 2 , a 4 ), however improved link-smearing greatly suppresses taste-changing interactions leading to numerically smaller discretization errors. The gluons are simulated using the tadpole-improved 47 , one-loop Symanzik gauge action 48 with leading discretization errors starting at O(α 2 S a 2 , a 4 ). We performed a dedicated volume study at a ∼ 0.12 fm mπ ∼ 220 MeV with three volumes. To control the pion mass extrapolation, we generated six new HISQ ensembles with mπ ∼ {350, 400} MeV on the same three lattice spacings (these ensembles are available to any interested group upon request). Details of the HISQ ensembles are presented in Extended Data Table II. The valence quark propagators are solved with the Möbius Domain Wall Fermion (MDWF) action [49] [50] [51] after applying the gradientflow smoothing algorithm 52, 53 to the HISQ configurations. The Möbius kernel with gradient-flow smoothing reduces the residual chiral symmetry breaking such that
for moderate values of L 5 and thus the valence action has approximate chiral symmetry 54 as it satisfies the Ginsparg-Wilson relation 55 with small corrections. The values of b 5 and c 5 were chosen (Extended Data Table II) such that the Möbius kernel is a rescaled Shamir kernel 56,57 of the domain-wall action 58 (b 5 − c 5 = 1). The calculation of these MDWF propagators required the significant majority of computing cycles and were efficiently solved using the QUDA library 33 with parallel MPI Support 34 . After absorbing mres into the quark mass through the PCAC relation, the MDWF action has discretization errors beginning at O(a 2 , α S a 2 ) 59 .
B. Computational Details
The valence quarks are tuned so that the MDWF pion mass matched the taste-5 HISQ pion mass within 2%, ensuring a unitary theory in the continuum limit. Multiple sources per configuration are used to increase our statistical samplings. On a given configuration, for a series of evenly spaced time-locations, a seeded random origin is chosen, (x 0 , y 0 , z 0 , t 0 ) along with its antipode, (x 0 , y 0 , z 0 , t 0 ) + L 2(1, 1, 1, 0) (modulo the periodic spatial boundary conditions). At each point, a smeared source is generated to solve the MDWF quark propagators using the SHELL SOURCE with the GAUGE INV GAUSSIAN routine in Chroma 32 . The correlation functions are constructed with two choices of sink smearing, a SHELL SINK with parameters matching the source and a POINT SINK. The proton and neutron correlation functions are constructed using the local interpolating operator with the largest overlap on the positive-parity nucleon states 60, 61 . We double the statistics by generating analogous correlation functions for the negative parity nucleon. Under a time-reversal transformation the nucleon reverses parity, allowing us to average the forward propagating nucleon correlation functions with the backward propagating negativeparity nucleon correlation functions. Once constructed, all the correlation functions are shifted to t 0 = 0 and averaged. We observe no correlation between different sources, resulting in statistical uncertainties inversely proportional to √ Nsrc as first observed and studied in detail in previous work 62 . All parameter choices for the valence MDWF action are presented in Extended Data Table II. We have demonstrated the gradient-flow time (t gf ) independence of M N Fπ and F K Fπ for our action 21 . In particular, we demonstrate, with a reduced data set, that the extrapolation of F K Fπ to the physical point in the continuum is independent of flow time and also consistent with the FLAG determination 13 . In this work, we also study the flow-time dependence of g A . In Figure 1 , we show ratios of the axial over the vector FH ratios for the a15m310 and a09m310 ensembles with 196 configurations at a single source. The pointsink (squares) and smeared-sink (circles) FH ratios are plotted with t gf = {1.0, 0.6, 0.2} respectively from left to right. In both ensembles, we observe minimal flow time dependence in the ratio of correlators. Additionally the flow time is fixed to t gf = 1.0 in lattice units on all gauge configurations, ensuring that any quantity extrapolated to the continuum limit will be flow-time independent. For t gf = 1.0, we find it sufficient to solve the gradient flow diffusion equation with 40 integration steps using the Runge-Kutta algorithm. Furthermore, we observe smaller stochastic uncertainty at increasingly larger values of t gf due to the gradient flow suppressing the ultraviolet noise. These conclusions are consistent with the results observed in previous work 21 for other hadronic quantities (e.g. Fig. 3 therein) .
We also study possible autocorrelations in our data set by binning the FH ratio correlation functions for every ensemble used in this work. Extended Data Figure 1 shows a representative example of a binning study. We observe that the standard deviation of the raw correlation function is stable under binning for bin sizes up to four, demonstrating that no autocorrelations are present in the data. The complete binning study is presented in the Supplemental Figs. 22-24. We do not bin any of our data in this work.
S.4. Correlator analysis
The exact wavefunction for the ground state nucleon is unknown, so lattice correlation functions are constructed with interpolating operators for the initial and final states. Therefore, the correlation function describes a superposition of the ground state nucleon of interest and nucleon excited states. Disentangling the ground state from the excited state contamination requires careful analysis of the correlation functions, and has proved to be one of the major challenges for past calculations of g A . As a result of the unique construction of the lattice correlation function though our Feynman-Hellmann strategy, we have access to measurements of the correlation function at both longer and shorter separations between the initial and final states, allowing for a more complete study of excited state contributions compared to previous works. Additionally, nucleon observables suffer from exponentially severe decay in signal-to-noise, posing a serious challenge for high precision calculations. Compared to previous works, exponentially more precise data (at early times) is leveraged in this analysis to combat the severe decay in the signal.
A. Analysis Strategy
For each ensemble, we perform a simultaneous fit to six correlation functions which include the nucleon two-point correlation function, the vector and axial-vector FH ratios [Eq. (S3)], and for each of these, two different correlation functions corresponding to two different choices of sink smearing for the quark fields. This greatly enhances the amount of correlated data when determining a large subset of shared parameters (i.e. En and zn). Strategies for estimating the unknown parameters were previously discussed 11 . In the present work, we first perform a two-state Bayesian constrained fit to explore the parameter space in t, and then take the central value of the resulting posterior distribution as the initial guess to a final two-state unconstrained fit using nonlinear χ 2 minimization. Preconditioning the unconstrained fit does not change the final result, but serves as an effective method to explore large parameter spaces, and minimises the iteration count required for convergence. In principle, preconditioning the unconstrained fit from the posterior distribution obtained from Bayes' theorem provides a strategy for avoiding unphysical local minima in the χ 2 manifold. In hindsight however, the data is well-behaved with relatively sharp minima. Bayesian constrained fits with up to eight states were performed resulting in consistent results 11 .
We assess the quality of the candidate fits by first considering only results with P -values greater than 0.05 in order to discriminate against fits of poor quality (e.g. Extended Data Fig. 1e,f) . Next, we study the effects of excited state contamination by varying the fit regions over different time separation, and demand that the candidate fit lies in the region of stability (Extended Data Fig. 1e,f) . Finally we quantify . We observe the uncertainty of the mean to be unchanged under binning, indicating that there are no autocorrelations present in our data. For all plots, the circle and square data points correspond to the smeared-and point-sink correlation functions. Uncertainties are one s.e.m. the uncertainty of our determination of the matrix element by drawing 5000 bootstrap samples, and accept candidates that are Gaussian distributed, as expected from the distribution of the (path integral) mean as a consequence of the central limit theorem (Extended Data  Fig. 1e,f) . The preferred fit is one which satisfies all the above requirements while sampling the largest fit region, such that we maximise the amount of information extracted from these numerically intensive calculations. As a final check, we overlay the preferred fit on top of the data and observe agreement between model and data.
The list of fit regions and preferred results are given in Supplemental Table I 
B. Discussion
Studying ground state stability as a function of t min is the most robust way to demonstrate understanding and control of excited state contributions. Such a study is only possible with the data set of the current work because the Feynman-Hellmann strategy makes all possible source-sink separation times accessible. In contrast, all previous calculations use conventional strategies to generate lattice correlation functions, and thus do not generate enough source-sink separation times to perform such a study.
The results of this study are shown in Extended Data Fig. 1e and Figs. 16-18. Because excited states are always heavier than the ground state, their contributions are more pronounced at smaller source-sink separations. As a result, we observe that choosing smaller values of t min compared to the preferred fit (in solid black) leads to results that are sometimes in tension, indicating that the ground state signal is being contaminated by excited state artefacts at these times. In contrast, the preferred fits are always consistent with more conservative fits which only include data at larger values of t min . To further demonstrate the quality of the ground state determination, we numerically subtract (under bootstrap) the excited state contributions determined in the analysis from the raw correlation functions and plot these processed results, along with the asymptotic value of the ground state (Fig. 2, Extended Data Figs. 1a,b,c and Supplemental Figs. 8-15 ).
Surveying these figures reveals the existence of correlated statistical fluctuations at ∼1 fm separation times and is the manifestation of the signal-to-noise problem suffered by nucleon observables. In all previous work, the nucleon axial and vector correlation functions (e.g. Extended Data Fig. 1b,c and similar Supplemental figures) are constructed in this intermediate time separation region in order to avoid contamination from excited state contributions, and may be affected by these uncontrolled statistical fluctuations. Furthermore, the limited number of source-sink separation times available in previous calculations makes the a posteriori identification of correlated fluctuations extremely difficult.
In contrast, this work analyses data at much smaller separation times, where the signal-to-noise has not yet degraded, in order to extract the ground state signal. As a result, this analysis strategy is robust against random statistical fluctuations. To provide more evidence, Extended Data Fig. 1f and Supplemental Figs. 19-21 demonstrate stability of the extracted ground state nucleon couplings under varying tmax, showing that the result is insensitive to whether the fluctuations are included as part of the fitted data. Additionally, utilizing data at smaller time separations results in an exponentially more precise determination of the nucleon couplings and is the key to obtaining the sub-percent uncertainty presented in this work.
In summary, the Feynman-Hellmann strategy for constructing lattice correlation functions enables leverage over the full source-sink time dependence in the analysis. We observe stability of the ground state nucleon couplings under varying fit regions, demonstrating control over excited-state contamination. The asymptotic values of the ground state are in good agreement with the excited-state subtracted lattice correlation functions. The final bootstrapped results all yield nearly ideal Gaussian distributions. With this preponderance of evidence, we resolve the two major challenges identified from previous works, and demonstrate full control over systematic uncertainties at unprecedented levels of precision.
S.5. Renormalisation
Discretization of the Dirac action leads to differences between the local current used in the calculation and the conserved current. We correct for this difference using the non-perturbative RomeSouthampton renormalisation procedure 64 , with non-exceptional kinematics 65, 66 . Explicitly we compute
where Z A and Z V are the renormalisation factors of the axial and vector current, whileg A andg V correspond to the bare (un-renormalized) couplings. In Eq. (S6), we take advantage of the fact that Z VgV = 1.
Furthermore, because of the good chiral property of our lattice discretization, we expect Z A = Z V up to small artefacts. We have computed these factors in RI-SMOM schemes and with momentum sources, as proposed in 67 , resulting in high statistical precision. We observe the ratio of the renormalisation coefficients Z A Z V to be commensurate with unity at one part in 10,000, indicating that the lattice action we use preserves chiral symmetry to very good approximation, see Supplemental Data Fig. 2 . In this procedure, the renormalisation scale is given by µ = q 2 (q 2 ≥ 0) and q is the vertex momentum transfer. This result, together with the improved stochastic uncertainty gained from simultaneously fitting the vector FH ratio, further reduces the final uncertainty of our result.
Since the quark bi-linear matrix elements used to determine the renormalisation coefficients are not gauge invariant, we perform these calculations in Landau gauge. Landau gauge fixing however, is incomplete and the resulting coefficients will be evaluated at one of many Gribov regions 68 . We sample the distribution of renormalisation coefficients over different Gribov regions by repeating the calculation after performing random global gauge transformations to the gauge fields. We observe that the systematic uncertainty from this effect is subdominant to the statistical uncertainty of the renormalisation coefficients (Supplemental Data Fig. 2 ). We performed a dedicated flowtime study of Z A Z V on a subset of the ensembles and find this ratio is also flow-time independent.
S.6. Parameterization of the chiral, continuum and infinite volume extrapolations
The results of these calculations (Extended Data Table I ) must be extrapolated to the physical point. g A is a dimensionless quantity and therefore the entire extrapolation can be performed by using ratios of physical quantities that form dimensionless variables without the need for performing a scale setting. On each ensemble, we determine the three quantities
which are used to parameterise the continuum, infinite volume and physical pion mass extrapolations. w 0 is a gradient-flow scale that can be precisely and accurately determined 69 and Fπ is the pion decay constant (with Fπ ∼ 92 MeV normalization). EFT methods can be used to parameterise the dependence upon these variables.
A. χPT through N3LO
For a static quantity such as g A , Heavy Baryon χPT (HBχPT) 18 can be used to parameterise the pion mass dependence. The convergence issues of SU (3) HBχPT 70-74 require two-flavor HBχPT 75 to be used for a controlled extrapolation. The complete pion mass dependence of g A is known through O(m 3 π ) [75] [76] [77] , which is next-tonext-to-leading order (NNLO) in the chiral expansion. In terms of π , the pion mass dependence is given by
where g 0 , c 2 and c 3 are low-energy constants (LECs) that must be determined in the analysis. In this expression, we have set the χPT renormalisation scale to µ = 4πFπ. The corrections to using a fixed renormalisation scale enter at O( 4 π ) which can be seen by expanding Fπ F in the above expression, where F = lim mπ →0 Fπ.
The complete next-to-next-to-next-to-leading order (N3LO) calculation of g A has not been determined, however, the ln 2 ( π ) corrections have been determined with a renormalisation group analysis 78 . Even though the complete calculation has not been performed, the full parameterisation of these corrections is given by
The extrapolation formula was provided formula in terms of mπ F and so the difference in the coefficient of the ln 2 ( 2 π ) term given here and previously 78 is attributed to using Fπ rather than F in the expression. The LECγ 4 differs from γ 4 78 . Our data set is not sufficient to use the full N3LO expression as it contains a total of 5 unknown LECs, and we have results at 5 different values of mπ. We do, however, include partial corrections from N3LO, like the c 4 counter term (i.e. NNLO+ct), to check the stability of the analysis, and the Bayesian Framework allows us to use the full expression.
B. Including explicit delta degrees of freedom
The π dependence described above stems from the chiral Lagrangian with only pions and nucleons as explicit degrees of freedom. There are many publications in the literature advocating for the explicit inclusion of the delta resonances in the theory in order to accurately describe properties of the nucleon. While the delta states are strong resonances, in the large-Nc limit 79, 80 , the splitting between them and the nucleons vanishes. Further, the deltas are strongly coupled to the nucleons and the mass gap between them (∆ ≡ M ∆ − M N ) is comparable to the pion mass, such that contributions from the delta states to nucleon quantities can be poorly captured without explicitly including them as dynamical states in the EFT 81, 82 . In lattice QCD calculations of nucleon quantities, the pion masses are still generally heavier than in nature and for mπ ≳ 290 MeV, the deltas become stable, asymptotic states. Finally, it has been observed that including explicit deltas in the EFT leads to a milder pion mass dependence for g A 83 .
This observation follows straightforwardly from the large-Nc formalism [84] [85] [86] [87] [88] [89] [90] [91] . Combining the large-Nc expansion with the chiral expansion leads to an improved perturbative expansion for many quantities, including the baryon spectrum 92 , which has been observed numerically with lattice QCD calculations 73, 74 . It has been shown that there are cancellations between nucleon and delta virtual corrections for g A as well, which lead to the milder pion mass dependence 93 .
In the present work, an extrapolation including the deltas explicitly is a phenomenological extrapolation as there are three new quantities that are required to perform the chiral extrapolation, which we have not determined in our calculation, and therefore, some knowledge from experiment must be used to constrain them. One must know the deltanucleon mass splitting, ∆, as well as two additional axial couplings, the ∆ → ∆ coupling and the ∆ → N π transition coupling which we denoteg ∆∆ andg N ∆ , respectively (the mathrings denote the chiral limit value of these couplings, just as g 0 is the chiral limit value of g A ). These quantities are particularly challenging to compute due to the resonant nature of the delta (for sufficiently light pion masses), and require calculations of not only the external states, but also the πN scattering phase shifts [94] [95] [96] . The first lattice QCD calculation of such 1 → 2 transitions has only recently been performed for mesons [97] [98] [99] [100] . For our mixed-action calculation, this problem is further exacerbated by the non-unitary nature of the theory as these non-unitary effects can go on-shell in the πN scattering system, thus precluding the use of the known formalism 101 .
The continuum, infinite volume extrapolation function including deltas in the SU (2) chiral expansion was first determined at NLO, and is given by 83
where we have defined
and the new non-analytic function is given by
In order to use this extrapolation formula, we take the value of ∆ ≃ 293 MeV from the experimental splitting of the nucleons and deltas. As the pion mass is increased above the physical value, this splitting is known to reduce 70 , but we do not account for this change in the extrapolation. At this order in the expansion, it is sufficient to pick a single value, with the difference appearing at higher orders in the expansion. In order to constrain the two new axial couplings, we set the central values to those predicted from the large-Nc expansion 88, 89 
Our numerical results are insufficient to constrain these couplings, so to study the sensitivity to them, we include them in the analysis under the Bayesian Framework with prior widths varying between 5% and 40%.
The sign difference between these two axial couplings and g 0 is what leads to the milder pion mass dependence as this sign difference results in axial coefficients of the non-analytic terms in Eq. (S10) being ∼ 2 times smaller. Another interesting feature of the delta-full extrapolation is the presence of m 3 π dependence with a fixed coefficient. This does not appear until NNLO in the delta-less expansion, and with an unknown LEC.
C. Taylor expansion
In addition to these two χPT-derived extrapolation functions, a simple Taylor expansion can also be considered. In particular, for a quantity with mild pion mass dependence, such as g A , the Taylor expansion should provide an adequate description of the quark mass dependence 14 . The most natural parameter for performing the Taylor expansion is a reference light quark mass. Since the squared pion mass scales approximately as the quark mass, a corresponding Taylor expansion can be performed about 2 π . This is equivalent to dropping the non-analytic contributions to Eq. (S8).
One can also consider a Taylor expansion in the parameter π . This is not a natural expansion parameter as it scales approximately as the the square root of the input quark masses. However, it has been observed that the nucleon mass displays a remarkably linear dependence upon the pion mass, such that phenomenological estimate of the nucleon mass in lattice calculations is given by m N ≃ 800 + mπ MeV 70, 102, 103 . This observation motivates us to consider this Taylor expansion as an alternative model for describing the pion mass dependence. As with the Taylor expansion in 2 π , we observe that the choice of the reference point to perform the expansion has insignificant impact on extrapolated value of g A when the NNLO ( 2 π in this case) expansion is considered.
D. Dependence upon mπL
The finite-volume corrections can be incorporated into the EFT through an infrared modification of the pion propagators 19 . In the asymptotically large volume limit, these corrections vanish at least as fast as e −mπ L . The leading volume corrections to g A can be parameterised as 104
where
Kν (z) are modified Bessel functions of the second kind and g 0 is the leading order (LO) contribution to g A in the chiral expansion. In the large mπL limit,
(S16)
In order to asses the uncertainty arising from the FV corrections, we can also model higher order contributions. The NNLO contribution to g A also arises from single loop diagrams (rather than two loops). It is therefore reasonable to model the finite volume corrections from these terms as similar to those arising from the NLO contributions, particularly the graph that gives rise to the F 1 correction. Therefore, we add an additional FV correction with the following form,
where f 3 is an unknown LEC. We do not currently have any prior knowledge for what the value of f 3 is. Therefore, the prior central value for f 3 is set to zero, while the width is determined by an empirical Bayes study shown in Supplemental Data Fig. 3 . For the six models that enter the final result, we vary the prior width from 0.5 to 40 and for each model, choose the value with the largest Bayes factor. The priors for f 3 are listed in Supplemental Data Table II . When compared to the coefficient of the leading finite volume discretization correction 8g 0 3, the width of f 3 is approximately 3 to 5 times wider when determined by the empirical Bayes analysis, and provides a conservative estimate for the finite volume uncertainty. The complete finite volume correction considered is defined to be δ
There has been some discussion in the literature that g A may be particularly susceptible to finite-volume corrections such that the leading χPT prediction for the volume dependence is grossly insufficient to explain the observed volume dependence [105] [106] [107] [108] . In Supplemental Data Fig. 4 , we plot the resulting NLO χPT prediction of the volume dependence (determined in a NNLO fit to all 16 ensembles) as well as the estimated NNLO corrections, Eq. (S18), alongside the three a12m220 ensembles, which are in perfect accord.
E. Dependence upon a
The discretization corrections can be incorporated into mixedaction EFT (MAEFT) 109 , 110 which is known for our MDWF on HISQ action [111] [112] [113] [114] [115] [116] [117] [118] through next-to-leading order (NLO) in the chiral and continuum expansion. Unfortunately, the MAEFT introduces new unknown coefficients that are not well constrained by our results. However, we observe our results are well described by a simple Taylor expansion in the discretization scale, with no discernible pion-massdependent discretization effects. We are therefore able to supplement the continuum HBχPT formula with corrections that parameterise the possible discretization effects to NNLO in the Symanzik exapansion 20119 ,
where the first term is an NLO correction and the second and third term arise at NNLO in a power counting where 2 π ∼ 2 a . The coefficients are unknown constants which must be determined in the extrapolation analysis.
We also consider discretization corrections of the form
where a 1 = O(mres) and s 2 = O(1). The first term could arise from residual chiral symmetry breaking corrections arising from our use of local axial and vector currents and the second term originates from generic one-loop radiative gluon corrections at finite lattice spacing.
S.7. Extrapolation analysis
In the following sections, we discuss how the physical-point extrapolation is performed in order to obtain Eq. (1), the concluding result of this work, followed by a discussion on all sources of uncertainty, and end by studying the sensitivity of our final result under changes to different inputs of the analysis.
A. Model averaging
The extrapolation analysis uses the various Ansätze described in Sec. S.6. While χPT provides our best hope for a model-independent extrapolation in the pion mass, it is not known a priori whether the chiral expansion converges for a given quantity near the physical pion mass. For this reason, we include all models equally in our model average. Convergence of the chiral expansion will be discussed in Sec. S.8.
Our main result comes from the Bayesian model averaging 120 trusting any single model. The six extrapolation models used are:
In Table II , we list all the priors used in the analysis of each of the extrapolations. Under the Bayesian framework, the model averaged posterior distribution of g A is determined by marginalising over the set of models
where NNLO χPT estimate NNLO χPT estimate
Supplemental Data Figure 4 Finite volume dependence
We plot the predicted NLO finite volume corrections (top) for the mπ ∼ 220 MeV ensembles at a ∼ 0.12 fm, with coefficients determined from an NNLO χPT analysis of all 16 ensembles, along with the numerical results on the a12m220S, a12m220 and a12m220L ensembles. In the bottom figure, we plot the same result except using the analysis with the estimated NNLO FV correction as well. Uncertainties are one s.e.m.
Theorem,
In particular, the likelihood that the data is produced under model k is given by the marginalising over all (continuous) parameters θ k
and as a result P (D M k ) is now explicitly a number and not a distribution. The act of marginalising over all parameters naturally penalises over-parameterised models. In our average, we choose agnostic priors P (M k ) for all models listed in Eq. (S21a-S21f). Consequently, the posterior mean E[g A ] and variance Var[g A ] for the model weighted average follows
where Var(g A ) is a direct consequence of the law of total variance. The first line of Eq. (S26) yields the expected value of the process variance which we refer to as the model averaged variance while the second line gives the variance of the hypothetical means which we refer to as the model uncertainty. The weighted average is performed Table III Model selection analysis. We explore model uncertainties by choosing six different models and studying the variation in the extrapolation to the physical point. With the inclusion of priors, the augmented χ 2 dof listed assumes there to be 16 degrees of freedom (equal to the number of data points) for all six models. We present our final physical point extrapolation as a function of pion mass in Fig. 3a . A comparison with other LQCD results 2-9 is presented in Fig. 3b 
B. Uncertainty analysis
The final uncertainty budget receives contributions from statistical uncertainty, extrapolation to the chiral, continuum and infinite volume limits, the model selection uncertainty, and isospin symmetry breaking.
Statistical uncertainty
Statistical uncertainty incorporates the correlated uncertainties of g A ,g V , mπ, and Fπ, as well as the uncorrelated uncertainty of mπ and Fπ obtained from the PDG 12 , which is used to evaluate the chiralcontinuum extrapolation at the physical point.
Chiral and continuum extrapolation uncertainty
The chiral extrapolation uncertainty is determined from the uncertainty on the resulting LECs that control the π dependence and do not vanish in the continuum limit. Uncertainty from the continuum extrapolation includes statistical uncertainty from a and the resulting uncertainty on all LECs associated with corrections that vanish in the continuum limit. Additional generic one-loop and chirally-suppressed tree-level discretization errors are investigated in Fig. 5 , labeled as '+O(αsa 2 ) disc.' and '+O(a) disc.' respectively, yielding insignificant changes to the result and are therefore omitted from the final extrapolation.
Infinite volume extrapolation uncertainty
We include the finite volume correction given by Eq. (S18). Specifically, the leading volume correction to g A derived from χPT 104 is used and higher-order finite volume corrections are estimated by Eq. (S17) with an unkown LEC f 3 . The FV uncertainty is derived through the uncertainties on the LECs that determine the infinite volume dependence. In Extended Data Fig. 2a , we display the model averaged FV correction along with the raw a12m220 ensembles on the three volumes used. In panel b, we add to the model average extrapolation, black horizontal ticks to denote the central value of the renormalized values of g A from Extended Data Table I . In all but two ensembles, the FV shift is significantly less than one sigma, with one data point shifting about one sigma and the other closer to two sigma. As a cross check of our FV uncertainty, we compare two additional analyses: one without FV corrections and one including only NLO corrections, which are displayed in Extended Data Fig. 5 as "omit FV" and "NLO FV" respectively. These both result in a relative difference with our final analysis consistent with our estimated FV uncertainty.
Isospin breaking uncertainty
Finally, isospin breaking estimates both strong and electromagnetic isospin breaking added in quadrature. Experimental results of g A include radiative corrections up to one-loop 121, 122 , therefore, we estimate the two-loop radiative corrections to be (α EM π) 2 ∼ 0.0005%. Strong isospin breaking corrections can enter at O(m d − mu) with the leading correction to the axial current in the chiral Lagrangian appearing at NLO 91, 123, 124 
where S µ is the spin operator, the spurion fields are
with ξ 2 = Σ = exp{ √ 2iφ F }, 2δ = m d − mu and B is the chiral condensate (scaled by F 2 ) related to the pion mass by the Gell-MannOakes-Renner relation 125 . However, this contribution vanishes for the n → p transition used to determine g A as {τ+, τ 3 } = 0. In order to contribute to g A , there needs to be two insertions of isospin breaking corrections, such that the anti-commutator of τ+ and the isospin breaking contributions are non-vanishing. In QCD, the only isospin breaking parameter is the quark mass operator and so pure strong isospin The π 0 mass provides a good estimate of the pion mass in the isospin limit 13 and the QED corrections to F − π are given by
where the correction has been estimated to be 126
in good agreement with the χPT estimate 127, 128 . We can make a conservative estimate of the uncertainty from these corrections by splitting the difference of our extrapolated answers by using
resulting in an uncertainty estimate of
which is a 0.03% uncertainty.
Model uncertainty
The model selection uncertainty is determined as described in Sec. S.7 A.
Final uncertainty
The final model averaged uncertainty breakdown, including the uncertainty arising from the different extrapolation functions, is presented in the main text, Eq. (1). Broken down to the different contributions of statistical (s), chiral (χ), continuum (a), infinite volume (v), isospin breaking (I) and model (M), we have
The total uncertainty arises from adding these uncertainties in quadrature. More precise values at the physical pion mass will have the largest impact in simultaneously reducing the extrapolation and modelselection uncertainty. This demonstrates a straightforward path towards a sub-percent precision, which may be able to offer insight to the upward trending values of the measurements of g A , including the most recent determination 129 .
C. Sensitivity analysis
Robustness of the final result is tested under changes in the initial prior distributions, and data. Specifically, subsets of data are explored to quantify sensitivity for different regions of pion mass and lattice spacing.
Prior sensitivity
Our final result, displayed as the black square in Extended Data  Fig. 5 , is robust and extrapolated with unconstraining priors. In this figure, the set of results labeled '2× LO width' and '2× all widths' explores doubling the prior widths for the leading-order and all LECs respectively. We observe indiscernible change to the final result when doubling only the widths on the priors for the leading-order LECs, demonstrating these priors to be unconstraining. Doubling the prior widths of all LECs leads to insignificant changes in the final result, demonstrating that none of the priors are biasing the fit.
Pion mass sensitivity and posterior correlations
Next, we demonstrate that the heavy pion masses do not skew the results by analysing subsets of our full data. We study the variation of our final analysis if the two points close to the physical pion mass are removed. The results of these extrapolation analyses are presented in Extended Data Fig. 5 . We observe that, as expected, when some of the results are removed, the uncertainty grows, but the resulting extrapolation is consistent with our main result within the 1-σ level. In Supplemental Table IV , we show the impact of cutting these heavy pion mass points for each of the models which enter our model average. We conclude there is no statistical justification for truncating the heavy pion mass points. The impact of including or excluding these heavier pion mass points on our final extrapolated uncertainty is already included through the use of varying orders in the various model extrapolation functions. We also observe that the growth in the uncertainty from the full data set to the mπ ≲ 310 MeV data set scales as one would expect when going from 5 to 3 different pion masses.
Additionally, to assess the influence of the heavy pion mass region on our extrapolated result, we use the resulting analyses to compute the correlation between between the extrapolated result at the physical pion mass and at mπ = 400 MeV. For simplicity, we compute the correlation in both cases in the continuum and infinite volume limits. This correlation allows for the determination of the conditional mean between these two points, which provides a measure of how much the extrapolated answer at one point (physical pion mass) would shift, given a fluctuation at the other point (heavy pion mass)
whereĝ A ( π ) is the expected value of g A at π given the analysis, points and the coefficient C 1,2 is the correlation coefficient between g A at (1) π and at
π . The uncertainty of the continuum and infinite volume extrapolated result at the heavy pion mass, σ 400 is approximately the same as the uncertainty on the input data points at that pion mass (∼ 0.009 compared to 0.006, 0.010 and 0.008 on the a15m400, a12m400 and a09m400 ensembles respectively, see Extended Data Table I ). Therefore, if we consider a hypothetical 1-σ fluctuation of the data at mπ ∼ 400 MeV, the expected shift in our extrapolated value of g A at the physical point is well approximated by δg phys. A = C phys.,400 σ phys. .
The model-averaged correlation coefficient, with weights given by the model-selection analysis (Supplemental Data Table III) , is given by
phys.,400 = 0.37 .
The shift in the extrapolated value of g A at the physical pion mass, due to a hypothetical 1-σ fluctuation at mπ ≃ 400 MeV is given by the weighted average of C (i) phys.,400
over the models, i, resulting in
whereĝ A (
phys. π
) is our final result, Eq. (1), or a 0.3% change. We conclude that the physical-point extrapolation from the modelaveraged fit ansatz is relatively insensitive to fluctuations at larger pion masses, leading further evidence for the robustness of our final result.
Lattice spacing sensitivity
To further check the sensitivity of our results on the continuum limit, we perform the full analysis discarding, one at a time, each of the individual a ∼ 0.15 fm and a ∼ 0.09 fm ensembles. In Fig. 5 , we display the resulting model average extrapolations with these two data cuts sideby-side with the extrapolation of the full data set. The extrapolated final results are also shown in Extended Data Fig. 5 . Similar to the pion mass cuts, removing results from one of the discretization scales leads to a larger, but consistent result.
S.8. χPT convergence and inclusion of the ∆s
For sufficiently light pion masses, χPT provides a model independent description of low-energy QCD. What is not known a priori is the range of pion masses for which χPT is a converging, perturbative expansion about the chiral limit. As discussed in Sec. S.6 B, there is also theoretical evidence that the explicit inclusion of the delta degrees of freedom in the chiral Lagrangian will improve the convergence of g A . We explore these extrapolations in more detail.
A. Convergence of the χPT expansion
We discuss the convergence of the χPT expansion without explicit delta degrees of freedom. The first fit that results in an acceptable χ 2 aug dof is the NNLO χPT fit. This fit has 3 LECs determined from our 5 different pion mass points. The convergence of the fit is displayed in Extended Data Fig. 6a . Each curve is the sum of all contributions up to the order listed. One observes large cancellations between the NLO and NNLO contributions already at pion masses lighter than nature (grey vertical line). The strong curvature of the NLO curve is driven by competition between the counter term, c 2 and the ln( 2 π ) contribution. Because of this competition, it is more difficult to assess the convergence of the theory.
We are not able to perform a meaningful fit with the full N3LO formula as there are 5 unknown LECs, and we have only 5 pion mass points. However, we can check the convergence by adding just the local counter term contribution, c 4 4 π , the NNLO+ct χPT fit. The convergence of this fit is depicted in Extended Data Fig. 6b . We see that the addition of this term has negligible impact on the resulting extrapolated value of g A for all pion masses depicted. The resulting order-byorder contributions of this analysis and the resulting correlation matrix for the LECs are given in Supplemental Data Table V. Under the Bayesian Framework, we can perform the full N3LO fit. In Supplemental Data Fig. 6 , we show the resulting fit as well as the convergence of the expansion. We first observe the uncertainty of the extrapolation begins to grow significantly outside the region of constraining data, which is a clear sign of overfitting. One also observes that the convergence of the expansion changes markedly from the NNLO+ct χPT extrapolation, where now, the NNLO result is also quickly dropping as a function of the pion mass for pion masses near and above the physical pion mass. The full extrapolation has a mild pion mass dependence, which also demonstrates there is a large cancellation between different terms in the expansion. This is not surprising given the large and positive coefficient of the ln 2 ( π ) contribution appearing at N3LO, Eq. (S9). These results suggest that the χPT expansion may be particularly poor for g A . However, a strong conclusion can not be drawn without having results at more pion mass points. In particular, having precise results in the lighter pion mass region is desirable. The resulting extrapolation is compared with our final result in Extended Data Fig. 5 .
B. Including the ∆s
We finally turn to an extrapolation including explicit ∆ degrees of freedom. As discussed in Sec. S.6 B, it is expected the pion mass dependence of g A predicted from χPT will be milder with the inclusion of these states, due to cancellations between the nucleon and delta virtual loops imposed by the large-Nc expansion. Including the deltas at NLO introduces two new axial coupling LECs and the extra mass splitting parameter, for a total of 4 LECs. An input parameter to the analysis is ∆ , defined in Eq. (S11). Our results do not directly constrain these two new axial couplings, and so the resulting fits have larger uncertainties. We do not include the analysis with explicit deltas in our set that are averaged as they require phenomenological input, unlike all the fits which go in the final analysis. Nevertheless, it is interesting to explore how the delta degrees of freedom impact the analysis. We begin by exploring how varying the prior width on the new axial couplings impacts the analysis. We take the central values in Eq. (S13) and vary the prior width of these couplings from 1% to 40%. In Supplemental Data Fig. 7 , we plot the resulting Bayes factors normalized to the maximum Bayes factor which occurs with a 18% prior width on g N ∆ andg ∆∆ . It is interesting to note that the prior width motivated by Empirical Bayes is comparable to the nominal 1 Nc correction which would be ∼ 33%.
Next, we explore the convergence of the expansion when the delta degrees of freedom are included. While we are taking ∆ ≃ 293 MeV, ∆ depends upon a and π through the denominator of Fπ. We have not parameterised this dependence, precluding our ability to plot the resulting fit, but we can observe the values of the LECs that are determined with and without explicit delta degrees of freedom to compare the size of the NLO contributions. This study can only be performed for the NLO LEC c 2 , as we do not have the extrapolation function with deltas beyond NLO. In Supplemental Data Table VI, we list the resulting value of c 2 and the size of the NLO contribution for the analysis with and without the delta. The NLO χPT( ∆) results in a very poor fit, so we do not report the values of c 2 or δg NLO A . The NLO χPT(∆) does result in a good fit with χ 2 aug dof = 0.49. The resulting fit is displayed in the bottom entry of Extended Data Fig. 5 . Comparing the NNLO fits, which means either NLO χPT(∆) and NLO χPT( ∆) plus NNLO χPT( ∆), we observe the value of c 2 (∆) is approximately half as big as c 2 ( ∆), indicating that the non-analytic terms are smaller when the deltas are included. This suggests that the convergence will be improved with the explicit inclusion of ∆ degrees of freedom.
In order to fully constrain this fit and test the convergence of the expansion with and without delta degrees of freedom, first, a calculation including the N → ∆ and ∆ → ∆ axial matrix elements is needed, and second, the EFT including the deltas must be worked out to at least one higher order in the expansion. This is a particularly interesting question to resolve as the χPT( ∆) seems to be poorly converging, if at all, as observed in the prior section. 
