Abstract-We introduce a class of inverse problem estimators computed by mixing adaptively a family of linear estimators corresponding to different priors. Sparse mixing weights are calculated over blocks of coefficients in a frame providing a sparse signal representation. They minimize an norm taking into account the signal regularity in each block. Adaptive directional image interpolations are computed over a wavelet frame with an algorithm, providing state-of-the-art numerical results.
I. INTRODUCTION

S
IGNAL acquisition and restoration often requires to solve an inverse problem. It amounts to estimate a signal from measurements , obtained through a linear operator , and contaminated by an additive noise Image interpolation is an important example, where is a subsampling operator. Many image display devices have zooming abilities that interpolate input images to adapt their size to high resolution screens. For example, high definition televisions include a spatial interpolator which increases the size of standard definition videos to match the high definition screen format and possibly improve the image quality. This paper introduces a general class of nonlinear inverse estimators obtained with an adaptive mixing of linear estimators, with applications to image interpolation.
Many families of linear interpolators have been studied, producing interpolation errors which depend upon the amount of aliasing. Bicubic or cubic spline interpolators most often provide nearly the best results among linear operators [34] , [58] . Nonlinear algorithms can take into account more adaptive image models which often improve linear interpolators, in which case they are loosely called super-resolution algorithms. Directional image interpolations take advantage of the geometric regularity of image structures by performing the interpolation in a chosen direction along which the image is locally regular. The main difficulty is to locally identify this direction of regularity. Along an edge, the interpolation direction should be parallel to the edge. Many adaptive interpolations have been, thus, developed with edge detectors [2] , [32] , [51] and by finding the direction of regularity with gradient operators [1] , [6] , [7] , [13] , [16] , [33] , [35] , [53] , [59] , [60] , [63] .
More global image models impose image smoothness priors such as a bounded total variation to optimize the interpolation [3] , [38] , [42] , [43] . Other image smoothness priors have also been used to compute interpolated images with alternate projections on convex sets [9] , [49] . These algorithms can provide a better image quality than a linear interpolator, but they also produce artifacts so that the resulting PSNR remains of the same order. The introduction of interpolators adapted to local covariance image models have lead to more precise estimators [37] . This approach has been improved by Zhang and Wu [64] by using autoregressive image models optimized over image blocks. In most cases, it currently provides the best PSNR for spatial image interpolation. Super-resolution interpolations can further be improved by using a sequence of images [26] , [29] , [30] , [46] , [48] or a comparison dataset [21] , [27] , [59] to perform the interpolation. While these approaches can be more accurate, they are much more demanding in computation and memory resources. Prior information on the image sparsity has also been used for image interpolation. Wavelet estimators were introduced to compute fine scale wavelet coefficients by extrapolating larger scale wavelet coefficients [12] , [15] . A more general and promising class of nonparametric super-resolution estimators assumes that the high resolution signal is sparse in some dictionary of vectors. This sparse representation is estimated by decomposing the low-resolution measurements in a transformed dictionary. These algorithms, which are reviewed in Section II, have found important applications for sparse spike inversion in geophysics or image inpainting [22] , [25] . However, they do not provide state-of-the-art results for image interpolation.
Section III describes a new class of adaptive inverse estimators, calculated over a sparse signal representation in a frame. It is obtained with a sparse adaptive mixing of a family of linear Tikhonov estimators, which are optimized for different signal priors. Mixing linear estimators has been shown to be very effective for noise removal [36] . However, these approaches do not apply to inverse problems because they rely on a Stein unbiased empirical estimator of the risk, which is then not valid.
Our inverse sparse mixing estimator is derived from a mixture model of the measurements . It is computed in Section IV by minimizing an norm over blocks of frame coefficients, with weights depending upon quadratic signal priors. Section V describes a fast orthogonal block matching pursuit algorithm which computes the mixing weights. Linear mixture models have been studied over wavelet coefficients for image denoising [47] . For image interpolation, Section VI implements the inverse mixing estimator in a wavelet frame using operations, with state-of-the-art numerical results.
II. SPARSE INVERSE PROBLEM ESTIMATION IN DICTIONARIES
Sparse super-resolution estimations over dictionaries provide effective nonparametric approaches to inverse problems, but whose flexibility may become a source of errors. These algorithms are reviewed with their application to image interpolation.
A signal is estimated by taking advantage of prior information which specifies a dictionary having columns corresponding to vectors where has a sparse approximation. This dictionary may be a basis or some redundant frame, with . Sparsity means that is well approximated by its orthogonal projection over a subspace generated by a small number of column vectors of , which can be written (1) where is the indicator of the approximation set , is the transform coefficient vector, selects the coefficients in and sets the others to zero, and multiplies the matrix with the vector . Measurements are obtained with a linear operator , with an additive noise (2) If the number of measurements is larger than the size of the approximation support , then sparse inversion algorithms try to estimate and the coefficients in that specify the projection of in the approximation space . It results from (1) and (2) that with (3) This means that is well approximated by the same sparse set of coefficient vector over in the transformed dictionary , whose columns are the transformed vectors . This vector is, thus, estimated by finding a sparse representation of in . Since is not an invertible operator, this transformed dictionary is redundant, with columns vectors which are linearly dependent. It results that has an infinite number of possible decompositions in this dictionary.
A sparse approximation of can be calculated with a basis pursuit algorithm which minimizes a Lagrangian penalized by an norm [14] , [54] (4)
A sparse representation of can also be calculated with faster greedy matching pursuit algorithms [41] . The resulting sparse estimation of is . The Restrictive Isometry Property of Candès and Tao [11] and Donoho [20] is a strong sufficient condition which guarantees that the penalized estimation is precise and stable. This restrictive isometry property is valid for certain classes of random operators but not for structured operators such as a subsampling on a uniform grid. For structured operators, the precision and stability of this sparse inverse estimation depends upon the "geometry" of the approximation support of , which is not well understood mathematically, despite some sufficient exact recovery conditions proved by Tropp [56] , [57] .
Several authors have applied this sparse super-resolution algorithm for image interpolation and inpainting. Curvelet frames [10] and contourlet frames [19] build sparse image approximations by taking advantage of the image directional regularity. Dictionaries of curvelet frames have been applied successfully to image inpainting [22] , [25] . For uniform grid interpolations, Table I in Section VI shows that the resulting interpolation estimations are not as precise as linear bicubic interpolations. Table I shows that a contourlet algorithm [44] can provide a slightly better PSNR than a bicubic interpolation, but these results are below the state-of-the-art obtained with adaptive directional interpolators [64] . Dictionaries of image patches have also been studied for image interpolations with sparse representations [61] , but with little PSNR improvements compared to bicubic interpolations.
A source of instability of these algorithms come from their flexibility, which does not incorporate enough prior information. The approximation space is estimated by selecting the approximation support , with no constraint. A selection of vectors, thus, corresponds to a choice of an approximation space among possible subspaces. It does not take into account geometric image structures which create dependencies on the choice of approximation vectors. Structured approximation algorithms use such prior information to restrict the set of possible approximation spaces [28] , [31] . Since approximation vectors often appear in groups, one can select simultaneously blocks of approximation vectors [23] , [24] , [52] , which reduces the number of possible approximation spaces. The penalization in (4) is then replaced by a sum of the norm over each block, which results in a mixed and norm [65] . This is also called a "group lasso" optimization [4] , [50] , [62] . These structured approximations have been shown to improve the signal estimation in a compressive sensing context for a random operator [5] , [23] . However, for more unstable inverse problems such as image interpolation, this regularization is not sufficient to reach state-of-the-art results. The algorithm described below computes an adaptive signal representation in blocks, but to do so it also performs a strong linear regularization in each block, which is necessary to obtain accurate estimations for highly unstable inverse problems. In the context of image zooming, this linear regularization depends upon the directional image regularity.
III. MIXING ESTIMATORS OVER FRAME BLOCKS
Sparse super-resolution algorithms can be improved by using more prior information on the signal properties. This section introduces a general class of sparse inverse estimators, which are obtained as an adaptive mixing of linear Tikhonov estimators, over blocks of vectors in a frame.
A. Linear Tikhonov Estimation
A Tikhonov regularization optimizes a linear estimator by imposing that the solution has a regularity specified by a quadratic prior [55] . Suppose that has a regularity which is measured by a quadratic regularity norm , where is a linear operator. Sobolev norms are particular examples where is a differential operator. Let be the variance of the noise and be the number of samples. A Tikhonov estimator computes by minimizing subject to (5) The solution of this quadratic minimization problem is also obtained by minimizing a Lagrangian (6) In Bayesian terms, this Lagrangian is minus the log of the posterior distribution of the signal given the observations , whose minimization yields a maximum a posterior estimator.
The first term is proportional to minus the log probability of the Gaussian distribution of the noise. The second term is minus the log probability of a Gaussian prior distribution whose covariance is , where is the adjoint of . In this framework, the regularity prior is, thus, interpreted as a covariance prior.
If we neglect the noise, which is often the case for image interpolation, then (5) becomes . If is a subsampling operator by a factor 2 and if is a convolution operator then the resulting Tikhonov interpolator implements a linear filtering with an impulse response for Let be the image space of a linear estimator . The estimation can be precise only if is well approximated by its projection in . Adaptive estimators introduce more flexibility on the construction of this approximation space, which is obtained as a union of subspaces selected depending upon the signal regularity. Next section introduces a new class of such estimators, with a mixture model.
B. Mixing Estimation Over Blocks
An adaptive mixing estimation is computed from a family of Tikhonov estimators optimized for different regularity operators . For image interpolation, is an interpolator in a direction . A mixing estimation is obtained by weighting the different estimators, emphasizing some over others, depending upon the local signal regularity. For image interpolations, it amounts to choose preferential directions of interpolation.
A Tikhonov estimator is optimized given a prior which supposes that is small. This prior is enforced by imposing that the estimated signal has the same type of regularity and, hence, that is small with This suggests using mixing weights which enforce locally the linear estimators where is small. This strategy is developed by decomposing over blocks of localized vectors in a frame, and by finding which blocks yield a small energy after transformation by . Let us consider a frame matrix whose column are localized frame vectors . It is chosen to build a sparse representation of while providing a stable reconstruction with its dual frame matrix Wavelets are example of such frames. Let be the indicator function of a block of frame indexes. The restriction of over is , and we write
Following what was explained, we want to emphasize the estimator over if is small. To each estimator , we associate a family of blocks where is a position parameter that is sampled over a subgrid of (see Fig. 2 ). The union of all blocks cover the whole frame but different blocks may intersect. For directional image interpolation, the blocks are elongated along the direction and translated on a uniform grid to cover the whole image support. We write the family of all possible blocks. Each block is, thus, associated to a unique estimator corresponding to a regularity operator . A local mixture decomposition represents a signal as a combination of block components plus a residue (7) Each block is selected if the mixing coefficient is close to 1, which means that is small and it is removed if is close to 0. The residual signal does not have a preferential regularity with respect to any . A mixture estimator is defined from a mixture model (7) by inverting each block component with and the residue with a generic estimator
Inserting together with (7) yields a mixing estimator which locally adapts the inverse operator to the signal regularity (9) It computes a linear estimation with and this estimation is modified by adding the estimation difference relatively to the operator adapted to each block . For each block the estimator is so (9) can be rewritten (10) The generic linear estimator does not incorporate any prior knowledge concerning the signal regularity. In a Bayesian framework, is an estimator computed with a prior Gaussian distribution whose covariance is not conditioned on a particular block . It can be computed from all the covariances and from the probability distribution of , if it is known. For image interpolation, can be chosen to be a separable interpolation which is nearly isotropic, such as a bicubic or a cubic spline interpolator.
IV. SPARSE MIXTURE ESTIMATION
The previous section explains to derive a mixing estimator of a signal from a mixture model of the input data . This mixture model is calculated from the frame coefficients of and mixing coefficients defined over a family blocks with
The main issue is to compute mixing coefficients which optimize the inverse problem mixing estimator .
The mixing parameters should be close to 1 if the local signal component has a quadratic regularity that is compatible with the prior used to optimize the linear Tikhonov estimator and, hence, if is small. A linear mixture estimator could, thus, be obtained by minimizing the residue energy penalized by the signal regularity over all blocks measured by (12) However, this approach does not take advantage of another important prior. For each frame vector indexed by , there is typically only one block which includes and whose regularity operator is compatible with the regularity of over . As a consequence, all with should be close to zero but one. According to the sparsity approach reviewed in Section II, the quadratic prior norm on in (12) is, thus, replaced by an norm. Mixing coefficients are obtained by minimizing the residual norm penalized by the resulting weighted prior (13) The minimization of such a quadratic function of the unknown penalized by their norm can be computed with standard algorithms, such as an iterative thresholding [18] .
As opposed to group lasso algorithms using mixed and norms, this minimization does not only recover the signal with a sparse set of blocks but it also regularizes the decomposition by imposing a signal regularity within each block. Moreover, it does not optimize a decomposition parameter for each frame coefficient but a single mixing parameter per block. The blocks should not be too large to maintain enough flexibility in the choice of the . However, each block of parameter must also be large enough and have a shape that is adapted to so that one can indeed "observe" the signal has this specific regularity in . The means that the restriction of over must have eigenvalues that decrease like the first eigenvalues of the nonrestricted operator. For example, if is a directional interpolation in the direction of and if measures the signal regularity in the direction of , then evaluating this regularity requires to use blocks that are sufficiently long in the direction of . To minimize the overall block size, one can use elongated blocks in the direction of .
The estimation also depends upon each grid of the position indexes of the blocks . To reduce this grid effect, the estimation can be computed with several sets of translated grids. Each grid is translated by several vectors : . For each , mixing coefficients are computed with blocks translated on the grid . The grids typically have a nonzero intersection and the final estimator is obtained by averaging these mixing coefficients (14) V. COMPUTATIONS AND ORTHOGONAL BLOCK MATCHING PURSUIT
To reduce the computation of mixing coefficients, an upper bound of the Lagrangian (13) is computed from the frame coefficients of in each block. Efficient algorithms have been developed for minimization but they remain slow for image processing applications. An orthogonal block matching pursuit algorithm is introduced to approximate the optimization, with much less computations.
The Euclidean norm of coefficients in a block is written:
Proposition 1: For frame coefficients , we define a Lagrangian (15) where is the norm of the dual frame operator , and satisfies (16) Then (17) and this inequality is an equality if the frame is an orthonormal basis, in which case .
Proof: Since
Since is the operator norm of (18) The regularity norm can be rewritten
The restriction of to vectors that are nonzero only on is a symmetric positive matrix which can (non uniquely) factorized into . It results that
This equality together with (18) proves (17) . If the frame is an orthonormal basis then the inequality (18) is an equality with , so .
In the following, mixing coefficients are computed by minimizing the upper bound , which is faster to compute from the frame coefficients of . By setting the Lagrangian can be rewritten in a standard form (19) with and (20) The minimization of (19) is implemented with iterative algorithms such as [18] , which all have a computational complexity dominated by the calculation of and at each iteration. Let be the total number of blocks and be the maximum size of these blocks. We verify with (20) that the operators and are computed with operations so iterations of an minimizer is implemented with operations. To further reduce the number of operations, a solution is computed with a greedy minimization implementing an orthogonal block matching pursuit. The algorithm is initialized by setting and it computes progressively nonzero mixing coefficients to minimize at each step. If a single is chosen to be nonzero, then (15) becomes
The minimum is, thus, obtained with a soft thresholding
The corresponding minimum Lagrangian value is with
The minimization of with a single nonzero mixing coefficient is, thus, obtained by choosing the block which maximizes . An orthogonal matching pursuit algorithm selects one by one blocks that do not intersect. If has nonzero coefficients corresponding to nonintersecting blocks , then we verify similarly that the mixing coefficients which minimize are and At each iteration, to minimize , an orthogonal block matching pursuit finds which maximizes among all blocks that do not intersect with the previously selected blocks. The resulting algorithm is described in the following. This algorithm stops when there is no sufficiently energetic block compared to a precision threshold , which is typically chosen to be proportional to the noise variance. In the image interpolation numerical experiments of Section VI, we set because the noise is neglected. The following proposition gives an upper bound of the computations and memory requirements required for an efficient implementation of this algorithm, which is described in the proof. The regularity operators are said to be sparse if is computed with operations, where is the block size. Proposition 2: Over a family of blocks of maximum size , an orthogonal block matching pursuit can be implemented in operations with memory. For sparse regularity operators, the computational complexity is . Proof: Each block is specified by a position parameter and an index :
. The geometry of all blocks is stored in an array which gives the list of all frame points for which . Each list has less than elements so the array requires memory. For each , we also build an array which stores the list of all for which . If is the list size then This array, thus, also requires memory. Energy values are stored in an array of size indexed by . The array requires memory, so the total memory is . If the blocks are highly structured, which is often the case in applications, then we do not need to store and because these lists can be computed analytically from the blocks shape and position parameters . The required memory is then only . At the initialization, the computation of each of the energy values is dominated by the calculation of which requires operations. The total is, thus, operations. If is a sparse regularity operator such as a derivative operator, then it is computed with operations and the total is therefore . A fast block selection is implemented by sorting in descending order the energy values computed at the initialization, which requires operations. At each iteration, the maxima finding operation makes a descent on the sorted energy list, from the position of the previous maximum, until it encounters a nonzero value, which is then guaranteed to be the next maximum value. Since there are energy values, the maxima finding over all iterations is implemented with operations.
For the energy update, for all , we extract each in the list of blocks which include and, hence, which intersect , and set . Since the selected blocks do not intersect, each is covered by at most one selected block so over all iterations, this step requires operations. Summing the operations of each step, it results that operations are sufficient over all iterations. If the operators are sparse operators then it reduces to . In most applications, the geometry of blocks is highly structured, so as explained by the proof, the algorithm then only requires memory. The computational upper bounds and are pessimistic because they do not take into account the fact that signals have a sparse representation so blocks are not computed over regions where the frame coefficients have a negligible energy. The computational complexity is, thus, much smaller than with an minimizer which requires operations per iteration.
VI. INTERPOLATIONS WITH SPARSE WAVELET MIXTURES
An adaptive directional image interpolation is computed by estimating sparse image mixture models in a wavelet frame. This section describes a fast orthogonal block matching pursuit implementation, which requires operations and gives state-of-the-art interpolation results.
The subsampled image for is decomposed with a wavelet transform matrix whose columns are the vectors of a translation invariant wavelet frame on a single scale (the finest one). It is reconstructed with a dual frame matrix whose columns are the dual wavelet frames [39] . Wavelet coefficients are written The wavelet transform separates a low frequency image projected over the low-frequency scaling filters and a high-frequency image projected over the finest scale wavelets in three directions and (24) The low frequency image has little aliasing and can, thus, be precisely interpolated with a cubic spline interpolator . The high frequency image is interpolated by selecting directional interpolators for , where is a set of angles uniformly discretized between 0 and . The Appendix specifies the directional cubic spline interpolators used in numerical experiments.
For each angle , a directional interpolator is applied over a block of wavelet coefficients if the directional regularity factor is relatively small in the block. As explained in Section III, such a regularization is effective if the eigenvalues of have an overall variation that is sufficiently large to distinguish regular from nonregular variations in the direction in . This is obtained by choosing rectangular blocks that are elongated in the direction of . Each block in the spatial neighborhood of is chosen to be identical in the three directions , 2, 3 so . Numerical experiments are performed with 20 angles , with blocks having a width of 2 pixels and a length between 6 and 12 pixels depending upon their orientation. Each block, thus, includes between 36 and 72 wavelet coefficients over the , 2, 3 directions.
According to the algorithm of Section V, an adaptive interpolation estimator is obtained by estimating the mixing coefficients of a mixture model which minimizes the Lagrangian (15) (25) To further reduce computations, we do not implement exactly the regularity operators corresponding to the interpolators of the Appendix. For , these operators are replaced by an approximation where is the average of all wavelet coefficients in located on the line of angle that goes through , for each , 2, 3. So can be computed with two operations per block point. The regularity norm is the energy of the coefficient variations relatively to their average in the direction . It is also the norm of the error when approximating wavelet coefficients by lines of constant wavelet coefficients along an angle in a block. These lines of wavelet coefficients are low-frequency bandlets of angle , as defined in [40] . The minimization in (25) can, thus, also be interpreted as an optimized approximation in orthogonal bandlets computed over adapted blocks of wavelet coefficients.
Block positions are sampled along a grid to cover the image sampling grid:
. If the block has a length , the sampling grid is constructed by subsampling the image sampling grid by a factor in the horizontal or vertical direction which is closest to , and by a factor 2 in the perpendicular direction , as illustrated in Fig. 2 . The resulting total number of blocks over all angles is proportional to the number of pixels, and in this implementation . To reduce the grid effect, as explained in Section IV, the grid is translated by vectors , where and are the vector components in the corresponding directions, and the mixing coefficients estimated from each translated grid are averaged to obtain the final estimators (14) .
Section V explains that the Lagrangian (25) can be minimized with an iterative algorithm which requires operations per iteration, where is the maximum block size. An orthogonal block matching pursuit requires much less operations. Since the directional regularity operators are sparse, Proposition 2 gives a fast implementation that requires operations. Blocks are rectangles translated on a uniform grid, so block points and the intersection of blocks can be computed analytically with no storage requirements. The block matching pursuit implementation of Proposition 2, thus, requires memory. To reduce grid effects, as explained at the end of Section V, several estimators are computed with different translations of these grids. The adaptive wavelet interpolator is derived from the resulting mixing coefficients. Fig. 3 shows an image and its fine scale wavelet transform images. The mixing coefficients are computed with the block matching pursuit algorithm. The resulting mixing coefficient image is shown in Fig. 3(e) . It is mostly close to zero (white points) and get close to 1 (black points) only at the locations where wavelet coefficients have a relatively large amplitude and are regular in a direction . At each location with , Fig. 3(f) gives the value of [from 0 (blue) to (red)]. As expected, gives the regularity direction of local image structures. Fig. 4 also compares the energy of wavelets coefficients along all directions with the mixing coefficient image . One can observe that mixing coefficients are close to one where wavelet coefficients have a relatively large amplitude along geometric structures having some directional regularity. The interpolation is directional at these locations and is otherwise separable and nearly isotropic.
Each image reconstructed from fine scale wavelet coefficients in a block is interpolated with a directional interpolator . The high frequency residual and the image low frequencies are interpolated with a separable and nearly isotropic cubic spline interpolator . According to (10) the resulting interpolator can be written (26) The image is first interpolated with a separable cubic spline interpolator . For each angle , an update is computed over wavelet coefficients of each block of direction multiplied by their mixing weight , with the difference between the separable interpolator and a directional interpolator along . This overall interpolator is calculated with operations where is the number of interpolation angles.
The proposed image zooming algorithm, named hereafter sparse mixing estimation (SME), is compared with linear interpolators [8] , [34] , [45] , [58] as well as recent super-resolution algorithms new edge directed interpolation (NEDI) [37] , directional filtering and data fusion (DFDF), kernel regression (KR) [53] , curvelet [25] , contourlet, [44] and soft-decision adaptive interpolation (SAI) [64] . As explained in Section I, NEDI, DFDF, KR, and SAI are adaptive directional interpolation methods. Curvelet and contourlet are sparse inverse problem estimators described in Section II, computed in different dictionaries. Among previously published algorithms, SAI currently provides the best PSNR for spatial image interpolation [64] . All experiments are performed with softwares provided by the authors of these algorithms, and the SME software is available at http://www.cmap.polytechnique.fr/~mallat/SME.htm. 6 . PSNRs (in dB) are computed in the cropped images (from Cameraman and Mandril). From left to right: high-resolution image, low-resolution image (shown at the same scale by enlarging the pixel size), bicubic interpolation, SME, NEDI [37] , DFDF [63] , Contourlet [44] , and SAI [64] .
Fig . 5 shows the six images used in the numerical experiments. Lena and Boat include both fine details and regular regions. Peppers and Cameraman are mainly composed of regular regions separated from sharp contours. Mandril is rich in fine details. Straws (from the Brodatz texture database) contains directional patterns that are superposed in various directions. These high-resolution images are down-sampled by a factor 2 2 with no anti-aliasing filter. The resulting low-resolution images are then zoomed by the algorithms under comparison. Table I gives the PSNRs generated by all algorithms for the images in Fig. 5 . Bicubic interpolations provide nearly the best interpolations among all tested linear interpolators, including cubic splines, MOMS [8] and others [45] , because of the aliasing produced by the down-sampling. The SME algorithm is implemented with a Lagrangian multiplier in (25) . For all these images, the results obtained with an orthogonal matching pursuit minimization of the Lagrangian or with an iterative minimizer are within 0.1 dB, whereas the computational time for the latter per iteration is in the same order of the total complexity of the former, as explained in Section V. (The minimization typically converges in the order of iterations on an image of size 256 256, so its computational time is about times as much as the orthogonal matching pursuit.) In the following, all SME numerical results are, thus, computed with an orthogonal block matching pursuit which requires much less operations. SME and SAI give similar PSNRs for all the images, the overall gain of SME being slightly better. Their gain in PSNR is significantly larger than with all other algorithms. Fig. 6 compares the interpolated image obtained by different algorithms. The local PSNRs on the cropped images are reported as well. Bicubic interpolations produce some blur and jaggy artifacts in the zoomed images. These artifacts are reduced to some extent by the NEDI, DFDF and KR algorithms, but the image quality is lower than with SME and SAI algorithms, as shown by the PSNRs. The sparse Contourlet interpolation algorithm yields almost the same PSNR as a bicubic interpolation but often provides better image quality. It is able to restore the geometrical structures (see Mandril's beard) when the underlying contourlet vectors are accurately estimated. However, when the approximating contourlet vectors are not estimated correctly, it produces directional artifact patterns, which offsets its gain in PSNR. Sparse estimations in a curvelet dictionary as implemented in [25] provides good results for image inpainting but is not suitable for image zooming. The SME algorithms restores slightly better regular geometrical structures than SAI, as shown by the middle leg of the tripod in Cameraman and the beards of Mandril. Fig. 7 further compares SME with bicubic interpolation. SME improves the PSNR and the visual image quality where the image has some directional regularity. It appears in the straws, the hat border and the hairs of various directions. Otherwise, it is similar to a bicubic interpolation since it also implements a nondirectional separable interpolation.
VII. CONCLUSION
This paper introduces a new class of adaptive estimators obtained by mixing a family of linear inverse estimators, derived from different priors on the signal regularity. Mixing coefficients are calculated in a frame over blocks of coefficients having an appropriate regularity and providing a sparse signal representation. They are computed by minimizing an norm which is weighted by the signal regularity in each block. This regularization improves the estimation for highly unstable inverse problems relatively to lasso estimators which compute an norm or a mixed and norm over blocks of dictionary coefficients. A fast orthogonal block matching pursuit algorithm is introduced to reduce the number of operations. An application to image interpolations is studied by mixing directional interpolators over oriented blocks in a wavelet frame. For an image of pixels, the computational complexity is and it provides state-of-the-art interpolation results.
APPENDIX
A cubic-spline [58] directional interpolator in a direction is described for upscaling images by a factor 2. It is illustrated in Fig. 8 . Original samples are shown as crosses.
• Step 1 computes a 1-D interpolations in the direction . We consider all lines of angle that intersect original image samples (crosses in Fig. 8 ) and we compute mid-points (circles) between image samples (crosses), with a cubic spline interpolation. This operation oversamples by a factor two either the image rows, or the image columns, or the diagonals of angle . The missing coefficients are shown as squares in Fig. 8 .
• Step 2 computes new samples (dots) with a cubic spline interpolation along these oversampled rows, columns or diagonals. This interpolation introduces little aliasing because of the oversampling provided by the previous step. Fig. 8 . Directional interpolation scheme. Samples represented by the crosses, circles, dots, and squares will be named crosses, circles, dots, and squares for short. The directional interpolation starts from the low-resolution image defined on the crosses and proceeds in three steps: 1) 1-D interpolations along the angle , which reconstructs the circles from the crosses. 2) 1-D vertical interpolation which reconstructs the dots from the crosses and the circles. The dots do not belong to the resulting high-resolution image and will be used in the following step. 3) Another 1-D interpolation along , which reconstructs the squares from the dots.
The positions of these new samples (dots) are chosen so that any missing coefficient (square) is a mid-point between two dots on a line of angle .
• Step 3 computes missing samples (squares) with a cubic spline linear interpolation along the direction from the previously calculated new samples (dots).
