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We study asymptotic errors of algorithms for computing the global maximum of 
any real function defined on the s-dimensional unit cube whose (r - I)st derivative 
exists and satisfies a Lipschitz condition. We prove that the asymptotic error of 
any algorithm that uses adaptive linear information cannot tend to zero essentially 
faster than n-r/s. This rate of convergence can be achieved by spline-type algo- 
rithms which use nonadaptive function evaluations at equispaced points. D 1989 
Academic Press. Inc. 
1. INTRODUCTION 
The problem of the optimal computation of the global maximum of a 
real function has been studied in many papers (see, e.g., Sukharev, 1971, 
1972; Zaliznyak and Ligun, 1978; Pevnyj, 1982; Nemirovsky and Yudin, 
1983; Plaskota, 1986; Novak, 1987). In all of these the authors considered 
only the worst case setting. In this paper we study the asymptotic setting 
for the same problem. 
In the asymptotic setting one wants to construct a sequence of approxi- 
mations which tend to the solution as fast as possible. More precisely, to 
approximate an element S(f), where S: F + G and F, G are linear normed 
spaces, we proceed as follows. We first gather information about f by 
computing information N(f) = [L,(f), &(f), . . .I, where Li are linear 
functionals chosen adaptively from some class. Then an nth approxima- 
tion to S(f) is computed as U,(f) = Q,,(Li(f), . . . , L,(f)), for n = 1, 2, 
where an: Iw” + G is ca.lIed an algorithm. In the asymptotic setting 
we want to guarantee that the sequence of errors e,(f) = (IS(f) - U,(f)/1 
goes to zero as fast as possible for every f from F. 
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Recently close relations between the asymptotic and worst case set- 
tings has been established. Trojan (1983) exhibited such a relation for 
linear problems. (See also Chap. 10 of Traub et al., 1988.) Kacewicz 
(1987) generalized these results to nonlinear S and to information consist- 
ing of nonlinear functionals ~5;. Kacewicz assumes that the set F is a 
closed subset of a Banach space and proves under some additional as- 
sumptions that the sequence of errors e,(f) cannot converge to zero 
essentially faster than the sequence of local diameters of information. 
This holds for a set off whose complement has empty interior. 
Our problem is defined by the nonlinear functional S: F”J -+ R, 
where D is the unit cube in 1w”, and F”J, equipped with the sup norm, is a 
linear normed space of functionsf: D + [w, whose (r - 1)st derivatives (in 
the sense of Frechet) exist and satisfy a Lipschitz condition. We assume 
also that the functionals forming the information % are continuous. Since 
F”*’ is not a Banach space, the results of Kacewicz cannot be applied 
directly. However, we will establish a relation to the worst case setting. 
It is known that in the worst case setting a spline-type algorithm which 
uses n nonadaptive function evaluations at equispaced points enjoys opti- 
mal properties. Its worst error is proportional to n-rLy (see Novak, 1987). It 
turns out that the same information and algorithm are also optimal in the 
asymptotic setting. More precisely, we prove that a sequence of errors 
e,(f) can tend to zero essentially faster than nmdS only on a set offwhich 
has empty interior. We also show that, in general, the word “essentially” 
in the last sentence cannot be omitted. We do this by constructing an 
algorithm for which lim,, n . e,(f) = 0 for everyfE FIJ. 
2. PROBLEM FORMULATION 
For any vector a = (a,, a2, . . . , a,) E IF!” and h 2 0, let D(a,h) denote 
the cube Xfcl[aip ai + h] in [w”. Let D = D (0,l) and let ]I*[[ be a vector norm 
in UP. For a given integer r 2 1 define 
F”J = {f E @(l-‘)(D) : Ilf”-‘)(x,) - f(r-1)(~2)l/ 5 +, - XIII, v.x192 E D, 
for some LY = a(f) 2 0). 
Here C(r-l)(D) denotes the set of functions for whichf(‘-‘) exists and is 
continuous, wheref(‘-‘) stands for the (r - l)st derivative offin the sense 
of Frechet. Thus f(r-l)(x): x;:,’ I& + R is an (r - 1) linear symmetric 
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operator whose norm is induced by the vector norm in R”. We equip F”,’ 
with the norm 
Hence Fspr is a linear normed space which is, however, not a Banach 
space. We represent F”J as the sum 
F”s’ = u F;‘, 
aER+ 
where FY is the class of such functions f from FSJ for which fCr-l) satisfies 
a Lipschitz condition with constant (Y. Note that F2’ is a closed subset of 
C(D) but this is not the case for F”J. 
We want to compute optimally the nonlinear functional S: Fsqr + IF!, 
To approximate S(f) we use adaptive linear information N: F”J + R” 
of the form 
N(f) = [L,(f), LZ(f; yl), . . . Uf; Yl7 . * * 3 Yi-113 . * .I, 
where yi = Li(f, yi, . . . , yi-1) and Li(*; ~1, . . . , yi+1) is a continuous 
linear functional for any fixed yI, . . . , yi-1. By N,(f) we denote the first 
IZ evaluations of N, i.e., N,(f) = [L,(f), . . . , L,(fi yI, . . . , y,-J]. The 
elements S(f) are approximated by a sequence of transformations 5 = 
{G’n};=,, an = N,(F”J) + R. We say that 5 is an algorithm that uses 
information R. 
We wish to construct a sequence {@,,(Nn(f))}~=, for which the errors 
-- 
enw, @; f) = IS(f) - WNAf))l 
go to zero as fast as possible for each f E F”J. 
3. LOWER BOUND 
-- 
In this section we obtain a lower bound on the errors {e,(iV, a; f)}zrl. 
THEOREM 3.1. Let w be any adaptive information and let & be any 
algorithm that uses g. Then for every positive sequence {6,,}E=, converg- 
ing to zero the set 
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-- 
A = {f E FSJ: lim en(N’@‘f) = 0) 
mm 6, 0 n-r’s 
does not contain any ball in F”J, i.e., F”J\A = FsJ. Moreover F”.“\A = 7 a 
F;‘, Va E IF!+. 
Proof. Suppose that the theorem is not true. This means that there 
exist (Y 2 0 and a ball B with a centerf, E Fy and positive radius E such 
that B n F$’ C A. Without loss of generality we can assume that S(J) = 
f,(x) for each x from a cube D(al, dl) C D (It follows from the fact that the 
set of such functions is dense in F;‘.) Let cp E C(‘)(R) be any function with 
support in [O, 11 such that 0 < max,,&(t)l = q(u), VU E [a, $1. Choose a 
constant /3 > 0 in such a way that the function 
IclCx) = P fi $4Xi)9 Vx=(x,,. . .,x,)E[WS 
belongs to F;‘. Let K = IIJIII. Ob serve that $(x) # 0 only for x E D and $(x) 
= K, Vx E D((f, . . . , t), 4). We use $ to define inductively the functions 
fk, k 2 2. Assume that we have defined the kth functionfk such that& E B 
fl F;‘and S(fk) =fJx), Vx E D(ak, dk) C D, dk > 0 (this holds fork = 1). 
To definefk+, we proceed as follows. Choose an integer nk that 
(a) nk > n&l (with 110 = 0), 
(b) K(d&?Z/$ 5 ~/2~+ ‘, where mk = In:‘“], 
(c) a,, 5 :K (d/c/2)‘, 
(4 IS(f) - @,,Wn,(h))l4S,, 0 n/T’“) 5 1. 
Let hk = d&n’& + 1) and let & = {(&,i + hk *ji)f==, E D :ji = 0, 1, . . . , mk, 
i = 1,2, . . . , s}, where ak,i is the ith component of ax. Define the 
subspace 
where $k,,&) = hi * +((x - a)/hk), tla E .&. Observe that the functions $k,n 
E F;’ and have mutually disjoint supports. Then vk C F”*’ and dim vk = 
(mk = 1)“. The information operator 
Nn,,k(*) = [‘%*), ‘52c.i N,(h)), . . . 9 &(*; ~n,-l(fk))l 
is linear and consists of at most nk < dim vk functionals. Therefore there 
exists a nonzero &&&& (Y&k,o E vk n ker Nnl,k. We can assume that 
max,,zJa,l = 1 = (Y,~. Then $k E FYand 11$kll = s($!&) = Khi = $!Jk(x), Vx E 
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D(ak+ 1, dk+ I), where dk+ i = hk/2 and ak+ i = (Q,,; + hk/4)f= ,. We define fk+, 
=fk + i/k Note that Nn,(fk+r) = Nnk(fk + $k) = Nnk(fk). Due to (b) we have 
llh+l - fill = 1144 + . . . + ~/J~II = 5 Kh;’ s i c/2’+’ 5 c/2. 
,= I ,=I 
Thus&+ i E B. Observe thatf,, i differs from& only on the cube D(ak, dk), 
where fk is constant. Therefore fk+l E F 2’, and S(fk+ ,) = s(fk) + s($J = 
fk+i(x), \Jx E D(ak+r, dk+j) C D. This completes the (k + 1)st step of the 
induction. 
Since I(fk+j - fkl( = E&i Khi+i 5 ~92~ the sequence {fk}F=l satisfies the 
Cauchy condition. From the completeness of C(D) it follows that there 
exists a continuous functionf * = limk+&. Moreover, sincef;’ is closed 
in Q=(D) thenf” E F;’ andf* E B. The functionf* has one more impor- 
tant property. Namely, due to the continuity of the functionals which 
form N,,, we have 
We are now ready to complete the proof. From (a)-(d) and from the 
construction off* we get 
Thus we have constructedf” E B n F;’ such thatf* 4 A. This contra- 
dicts the assumption that B n Ff/ C A. n 
Remark 3.1. One may choose a subsequence {j,}T= r , j, < j, < . . . and 
replace the set A in Theorem 3.1. by 
For such A’ the theorem remains true. To see this it is enough to replace n 
by j, wherever it appears in the proof. 
4. UPPER BOUND 
In this section we exhibit nonadaptive information and an algorithm 
which enjoy optimal convergence properties. 
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We first define the information NSgr as 
N”Tf) = [f(xAfh>, * . .I, 
where the points xi E D are chosen nonadaptively in such a way that for n 
= (r2’( + 1)” we have {Xi: i = 1, 2, . . . , n} = {(r2k)-1(jl, . . . , j,) : j; = 0, 
1 * *, r2k, i = 1, . . . , s}. Thus, N:’ consists 
e&spaced points. The algorithm $S~r - 
of function evaluations at 
{Q>‘}t=, is defined as follows. For 
II 2 (r + l)“, let k satisfy (r2k + 1)” I n < (r2k+’ + 1)“. For a functionffrom 
F”J, there exists a unique spline pk,f E C(D) such that 
(a) on each cube D(h . (jJf=l,, h), ji = 0, 1, . . . , 2k - 1, i = 1, 
2 7.. -7 S, h = 2-k, pk,f is a polynomial of the form 
Pk..j’@l, . . . , t,) = h=, z.,,,, cyi I... is . G’ . . . t:; 
I- I.?.. ..I 
(b) pk,f interpolates fat the points Xi, i.e., 
Pk, f (xi) = f(xi) 7 Vi = 1, 2, . . . , (1-2~ + 1)“. 
We set 
@;'(Nf%-)) = s(Pk,f), Vj- E F”J. 
THEOREM 4.1. There exists a constant A4 independent off and II such 
that 
holds for any f E F”J and n 2 (r + 1)“. Here a(f) is the Lipschitz con- 
stant for j+l). 
Proof. Proceeding as in Babenko (1979, Chap. 1) we conclude that 
there exists a constant MI independent off and k such that 
IIf - pk,fl( 5 Ml . a(f) * (r2k)Pr, Vk = 0, 1, . . . , VfE F”*‘. 
Then, due to the inequality IIS(fi) - S(&>/ 5 [(fi - fill, we have 
IW) - W’(NY(f))J = IS(f) - S(Pk,f)l 
d (If - Pk,f[I ~5 Ml . a(f) . 2’ * ((n + 1)“” - 1))’ 
5 MI . 4’ . a(f) . neriS, 
and the theorem holds with M = MI * 4’. n 
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Theorem 4.1. yields that the errors en(flS*r, @vr; j) go to zero at least as 
fast as n-‘ls. Since it is also the lower bound on the speed of convergence 
(up to an arbitrarily slowly convergent sequence .(6,}) the algorithm ssr 
using the information wsr may be considered optimal. 
Remark 4.1. For s = 1, we may construct an algorithm which uses the 
information k-* and is based on perfect splines, for which the constant M 
is simply 2’ (see Micchelli et al., 1976). This algorithm, however, requires 
knowledge of the zeros of perfect splines. For large r these are not easy to 
obtain. 
5. Is THE SEQUENCE(&)NECESSA 
We now show that the sequence (6,) in Theorem 3.1. cannot be omitted. 
To do this we first construct adaptive information and an algorithm for 
which {n Q e,(f)} goes to zero for every function from the class Fi’. 
For givenfE Fi’, define by induction the sequence of points {xi}Ll C 
[0, l] as follows. Set x1 = 0, x2 = 1 and suppose that we have already 
definedxj,fori= 1,. . . , n. Let fi be the upper envelope for the set. 
{fi E F;’ :fi(~;) = f(XJp i = 1, 2, . . . , n}. 
It is not empty since f belongs to it. Of course, f,’ E F,$’ and S(f) 5 
,S(f,‘).Let W, = {x E [0, l] :fz(x) = S(fl)}. Note that the cardinality of 
W,, is at most n - 1, as x,,+r take any element from W,,. The points xi are 
chosen adaptively and form adaptive information flz. That is, 
R(f) = uw,f(~2), * * .I. 
Define the algorithm 52 as 
~&iK$LfJ) = max f(Xi)* 
i=l,Z,...,n 
We are ready to prove 
LEMMA 5.1. For any f E F>’ we have 
Proof. Let f E F ‘J be fixed. For brevity we write b, = (P,*,,@&(f)). 
Suppose that we have computed bi up to n, n B 2, using the values off at 
Xi,i=l,. . . , n. Let E,, = {x E [0, 11: f ,‘(x) > b,}. If E,, = 0 then S(f) = 
b,. Suppose then that E,, Z 0. The set E,, consists of n - 1 open and 
mutually disjoint intervals (although some of them may be empty) with 
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lengths dn,i, i = 1, . . . , n - 1. Assume that d, = maxi= I...n- 1 da,i = d”*“-‘. 
Then x,+1 is the middle of the (n - 1)st interval and f(x,+i) 5 S(f) I 
fi(.x,+~) = b, + (Y * d,/2. For a,, = bn+, - b, we then have 0 d a,, 5 (Y * d,,l 
2. The set E,,+, now consists of n intervals with the lengths 
d n+l,i = (4.i - 244+, i=l,2,. . .,n-2, 
d n+1,n-I - d,,+l,,, TS d,,l2 - a,/cx. 
It is easy to see that after pn, 1 I pn < n, steps we get 
Pa- 1 
d n+p,,,i 5 dJ2 - (Y-’ * C, a,+i = dJ2 - CY-’ * (bn+p. - b,) 5 dJ2. 
i=O 
set n = 2, nk+l = nk + pnk. Hence, 0 I S(f) - b, I (Y . d,,/2 I . . . I cx 
* d,,,/2’ 5 CY/~~. Since, in addition, the sequence (6,) is nondecreasing then 
S(f) = lim,, b,. Observe that nk = n&l + p+, < hk-1 < . . . < 2k-*nl 
= 2k. We have 
0 5 &,+, 5 dJ2 - (b,,,, - h&x 5 d&4 - a-l . ((b,, - b,,J/2 
- (hi,+, - b,,)) % * * . 5 d,,,/2k 
- a-l . 5 2-(k-‘l(b,,, - b,$, 
i=l 
and multiplying this inequality by 2ka we get 
i 2’(b,+, - b,),) 5 Q . d,,, 5 (Y 7 Vk= 1,2,. . . . 
i=l 
Hence, limk+l Cim_k2i(b,i+, - b,) = 0. Given n, letj = [log nj. Then 
n * (W3 - b,) I 2j+* a (S(f) - b,,,) = 2j+l . 2 (b,,, - b,) 
i=j 
5 2 a e 2i(b,z+, - b ) ni * 
i=j 
Since n + m implies j -P m then 
lim n . (S(f) - b,) = 0, n-l 
as claimed. n 
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We now exhibit information and an algorithm which do not use the 
Lipschitz constant (Y and for which Lemma 5.1 holds for anyfE F ‘3’. To 
this end, let FT = [Lj,‘, Lj.2, . . .],j = 1,2, . . . , be the information from 
Lemma 5.1. Define the information N* as 
N* = Lh, 
Ll.27 Ll.3, L2,', 
'%,4, Ll.5, Ll,6, Ll,7, L2.2, L2,3, L3,l~ 
. . . 
J&W . . . , Ll,2'-I, . . . , Lk-1,2, Lk-1.3, Lk,', 
. . 1 . . 
Observe that for f SE Fj’,’ some functionals Lj,i may not be well defined. 
Therefore we use above the convention that if Lj,; is not well defined then 
we do not compute Lj,i at all (and formally set Lj,i 3 0). Roughly speaking, 
the information %* consists of 2k functionals from NT, 2k-’ functionals 
fromN2*, . . . ,onefunctionalfromN?-‘,andsoon,fork= 0, 1,2,. . . . 
The algorithm ,* is defined as 
WYI, Y2, . . . Yn) = mix Yi7 Vn. 
i=l...n 
THEOREM 5.1. For anyfE F’v’ we have 
lim n . e,?(N*, S*;f) = 0. 11-z 
Proof. Take any f E F ‘J. Let m be an integer for whichfEf2’. For any 
IZ let k = k(n) satisfy 2k - (k + 2) < n - 2 Z k+’ - (k + 2) (note that Lk,’ is the 
lth functional of N*, where 1 I 2 k+’ - (k + 2)). Observe that the n first 
functionals of N* contain at least the j = 2k-m - 1 first functionals of Nz 
(for large n). Therefore 
and 
Hence, Theorem 5.1. follows from Lemma 5.1. n 
Thus we have shown that, in general, the sequence (6,) in Theorem 5.1. 
cannot be neglected. 
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