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A new method for the analytical determination of zeros of sectionally analytic 
functions in the cut complex plane (or of poles of sectionally meromorphic 
functions), based only on the first Plemelj formula, is proposed. This method, like 
the analogous earlier methods of Burniston and Siewert and of the senior author, 
leads to the determination of these zeros (or poles) as the roots of a polynomial. 
The coefticients of this polynomial contain regular integrals along the discontinuity 
interval, which can be computed by appropriate (usually Gaussian) quadrature 
rules. The advantage of the present approach over the existing ones is its simplicity 
as a concept and ease during the application to particular sectionally analytic (or 
meromorphic) functions. 1’ 1985 Academic Press, Inc. 
1. INTRODUCTION 
Several problems in science and engineering reduce to the determination 
of zeros of analytic functions in the complex plane. In general, closed-form 
formulae for these zeros are not available and numerical algorithms are 
used. Delves and Lyness [9] proposed a method for the determination of 
the m zeros of an analytic function F(z) inside a contour C in the complex 
plane as the roots of a polynomial of degree m. The coefficients of this 
polynomial contain contour integrals along C. Therefore, for m < 4 
analytical formulae for these zeros can be obtained although these formulae 
contain integrals which have to be evaluated numerically if numerical 
results for these zeros are required. This is an easy task on the basis of the 
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well-known numerical integration rules [8, 171. The method of Delves and 
Lyness was modified and generalized by Abd-Elall, Delves and Reid Cl] 
and, recently, by Carpentier and DOS Santos [6] and by Li [12]. 
On the other hand, Burniston and Siewert proposed the determination of 
zeros of sectionally analytic functions F(z) (with a discontinuity interval L 
along the real axis) by an analogous approach [4], but based on the 
theory of the Riemann-Hilbert boundary value problem for sectionally 
analytic functions [lo]. They applied their method to a series of analytic 
functions, in general appearing in physical applications (see, e.g., [S, 
13-161). The integrals in the method of Burniston and Siewert are along 
the discontinuity interval L of F(z), that is (in general), along a part of the 
real axis. This is an advantage of the method of Burniston and Siewert over 
the method of Delves and Lyness and its generalizations [9, 1, 6, 121, 
where complex integration along the contour C is required. It can also be 
noted that although the method of Burniston and Siewert [4] is an 
ingenious one, it is strongly based on the available techniques used in 
linear transport theory [ 7, pp. 80, 126, 1311. 
The method of Burniston and Siewert, although very useful both in 
theory and in practice, was used only by these authors and their 
collaborators and essentially ignored by other researchers (with the excep- 
tion of recent results by Ioakimidis [ll], where this method was used, 
generalized, for the determination of curves in the complex plane satisfying 
equations of the form IF(z)/ = c, where c is a constant). This seems to be 
due just to the use of the rather complicated theory of the Riemann- 
Hilbert boundary value problem [lo] necessary to the potential user of this 
method. 
Recently, Anastasselou [2] proposed a new method for the computation 
of zeros of sectionally analytic functions or poles of sectionally 
meromorphic functions, where the solution of Riemann-Hilbert boundary 
value problems is avoided completely and just a discontinuity problem 
along L is solved. The details of this method are also reported in [3]. Here 
we propose a modification of Anastasselou’s method. This modification 
presents everal advantages clear from a comparison of the original method 
[2, 31 and its present modification. 
2. THE PROPOSED METHOD 
We consider a sectionally analytic function F(z) in the complex plane 
with a finite smooth arc (or a union of such arcs) of discontinuity L (fre- 
quently a part, or parts, of the real axis Ox), the points of which are 
denoted by the symbol t. Then it is possible, by using the argument prin- 
ciple, to determine the number m of the zeros a, of F(z) in the complex 
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plane outside L, each multiple zero counted two or more times according 
to its multiplicity. Next, we define the function 
M(z) = l/F(z). (2.1) 
This has ai as poles, as well as a possible pole at inlinity of order 1. (Of 
course, if we were seeking poles of sectionally meromorphic functions, this 
step would be omitted.) As usual, we will determine a, as the roots of a 
polynomial of degree m of the form 
P,(z)= fi (z-q)= t bjZ’, b,=l. (2.2) 
i=l /=O 
It is sufficient to determine the coefficients b, (j= O(l)(m - 1)). 
To this end, we consider the sectionally analytic function P,(z) M(z) 
with no poles in the finite complex plane outside L and with only a 
possible pole of order m + 1 at infinity. Then on the basis of the tirst Plemelj 
formula and relevant classical results [lo, p. 4091, we obtain 
P,(z) M(z) =& 1 P,(t)CM+(t) - M- ([II 
L 
A+ em+,c4, (2.3) 
where Q,+,(Z) is the pri ncipal part of P,(z) M(z) at infinity, due to the 
pole of this function at infinity. Evidently, if M(z) has at infinity an expan- 
sion of the form 
M(z)= 2 ‘4,z’ (2.4) 
,= --7 
with E < -m, then Q,+,(z) = 0. I n any case, we will not be interested in 
Qm+A4 at all. 
Although (2.3) is an identity in the complex plane cut along L, we prefer 
to use it for z -+ co. Taking into account that 
1 -= - z-+c@, 
r-z k=O i 
and letting z + CC in (2.3), we find 
f bj(A-k-,m,+zk+,)=o, k>O, 
/=O 
where Zj are defined by 
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(2.6) for k=O(l)(m- 1) constitute a system of m linear algebraic equations 
in m unknowns: bj (j = 0( l)(m - 1)) since b, = 1. Under the assumption 
that these equations possess a unique solution, the polynomial P,(z), (2.2), 
whose zeros are sought, is determined. 
We can add that since F(z) is known, the number m of its zeros has been 
determined from the argument principle and, therefore, the roots ai of 
P,(z) exist and should be uniquely determined, the coefficients 6, 
( j = 0( l)(m - 1)) of P,(z) should also be uniquely determined. Since (2.6) 
result from (2.2) (and (2.3)) these equations (for k = 0( 1 )(m - 1)) cannot 
be incompatible (of course, with 6, = 1). If the determinant of the coef- 
ficients of the unknowns b, ( j = 0( 1 )(m - 1)) is different from zero, then we 
obtain directly the required solution of this system. Otherwise, we have to 
use other or additional values of k in (2.6) trying to get a unique solution 
of these linear algebraic equations and having always in mind that the 
quantities bj (j = 0( l)(m - 1)) satisfy all of (2.6). Although we have not 
proved that (2.6) possess a unique solution (and not an infinity of 
solutions) for k = 0( 1 )(m - I), neither do we claim that this holds always 
true, yet in practice this was verified in the cases tested. A completely 
analogous situation results in the competitive methods having been 
reported in Section 1. 
Of course, in practice the integrals Z, in (2.6) (for k = 0( l)(m - 1) *j = 
0(1)(2m - 1)) have to be evaluated numerically by an appropriate 
quadrature rule [8, 171 if numerical results are required as is also the case 
in all competitive methods reported in Section 1. Similarly, closed-form for- 
mulae for the roots of P,(z) exist in general only for m < 4. 
Finally, let us consider the special (and most important case) where 
m = 1, that is, M(z) has just one pole a,. In this case, (2.6) yield (for k=O) 
ho= -(A m2+Z,)/(A , +I,) (2.8 1 
and, furthermore, we obtain from (2.2) 
a, = -4, = (A z + I,)/@ .~, + z,,). (2.9) 
3. AN APPLICATION 
As a nontrivial application of the method of Section 2, we consider the 
transcendental equation 
w = tanh(pw + q), (3.1) 
appearing in the theory of ferromagnetism 116). Siewert and Essig [16] 
and Anastasselou [2, 31 used their methods for the solution of (3.1) or bet- 
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ter for the determination of the zeros of the sectionally analytic function 
Cl61 
F(z)=p+qz-ztanh--‘(l/z), z = l/w, (3.2) 
resulting directly from (3.1). Moreover, for p < 0, F(z) has just one zero, a,, 
[16], corresponding to the root w, = l/a, of (3.1). We will determine this 
zero by the present approach. 
To this end, we take into account that for M(z) = l/F(z) [2, 31 
A - l/q, -I-- A-,=(1 -p)lq*, 
as well as that 
z,= -0,/2, I, = -0J2, 
where [2, 31 
Oj=f xj[(p+qx-xtanh~~‘~)~-t(nx/2)~]~~’dx, 
-1 
Then we obtain from (2.9) 
(3.3) 
(3.4) 
j= 1,2. (3.5) 
wl=l/al=(01-2/q)/[O*+2(p-l)/q2]. (3.6) 
This result agrees completely with the corresponding result obtained in 
[2,3] by the method used there. The correctness of (3.6) was also verified 
numerically by computing 0, and O2 through the classical Gauss 
quadrature rule [8, 171 and the root w, of (3.1) both by using (3.6) and 
directly by applying the Newton-Raphson method to (3.1). 
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