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SYMMETRY AND RIGIDITY: ONLY ONE KIND OF SYMMETRY ALLOW
NON-ZERO REAL SYMMETRIC SOLUTION
QIXIANG YANG
Abstract. In this paper, I study the symmetric structure on space variable x for linear terms and
non linear terms appeared in the Navier-Stokes equations. There exist 262144 kinds of symmetric
properties for complex vector fields. There exist many factors which can change the symmetry
properties. I have found some methods to properly classify symmetry and combine symmetry-
related terms. So I can study systematically all the symmetries and prove that only one kind of
symmetry allow non-zero real symmetric solution. By the way, we apply such symmetric result
to the Navier-Stokes equations on the domain and I prove the existence of smooth solution with
energy conservation.
1. Motivations
The Cauchy problem of the incompressible Navier-Stokes equations on the half-spaceR+×R
3
is given as:
(1.1)

∂tu − ∆u + u · ∇u − ∇p = 0, (t, x) ∈ R+ × R
3,
∇ · u = 0,
u(0, x) = u0(x).
In this paper, I consider the symmetric structure on space variable x for linear terms and non linear
terms. Further, I consider the relation between rigidity and symmetry. By the way, I consider an
application to the relative equations on the domain.
Denote
(1.2)

A(u, v) ≡ u · ∇v;
G(u, v) ≡ ∇A(u, v) =
∑
l,l′ ∂l∂l′(ulvl′);
C(u, v) ≡ P∇(u ⊗ v) = A(u, v) + (−∆)−1∇G(u, v);
B(u, v)(t, x) ≡
∫ t
0
e(t−s)∆P∇(u ⊗ v)ds,
A solution of the above Cauchy problem (1.1) is then obtained via the integral equation
u(t, x) = et∆u0(x) − B(u, u)(t, x).(1.3)
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Which can be solved by a fixed-point method whenever the convergence is suitably defined in
some function space. Denote
u0(t, x) = et∆u0 ;
uτ+1(t, x) = u0(t, x) − B(uτ, uτ)(t, x), ∀τ = 0, 1, 2, · · · .
(1.4)
For u0 ∈ X
3
0
, if there exists X3 such that et∆u0 ∈ X
3 and uτ converge to some function u(t, x) ∈ X3,
then u(t, x) is the solution of (1.3) and u(t, x) is called to be the mild solutions of (1.1). The notion
of mild solution was pioneered by Kato-Fujita [10] in 1960s.
During the latest decades, many important results about the mild solutions of (1.1) have
been established; see for example, Cannone [3, 4], Germain-Pavlovic-Staffilani [6], Giga-Inui-
Mahalov-Saal[7], Giga-Miyakawa [8], Kato [9], Koch-Tataru [12], Lei-Lin [13], Wu [23, 24,
25, 26], Xiao [27, 28] and their references including Kato-Ponce [11] and Taylor [22] (see also
the book [15] ). Further, applying the wavelets, mild solutions have extended to many function
spaces: Trieble-Lizorkin spaces, Besov Morrey spaces and Trieble-Lizorkin Morrey spaces (see
[16, 17, 18, 19, 30, 31] ). Among all these results, Koch-Tataru’s BMO−1 is the biggest initial
data spaces for non-phase spaces cases. Giga-Inui-Mahalov-Saal and Lei-Lin studied P−1
1,1
, which
is the biggest initial data spaces for phase spaces cases, see also [29]. There are also several
results on illposedness. See Bourgain-Pavlovic´ [2] and Yoneda [33]
Yang-Yang-Wu [32] found that symmetry plays a key role in the control of the superim-
posed effect when studying the illposedness of the above equations (1.1). See Remark 2.4 in
the below section §2.2. Yang [29] found that the iterative algorithm (1.4) always converges
at some points for symmetric solution. In [29], I have used Fourier transformation to study
only a few part of the symmetry property on spatial variables x. I found that certain symmetric
properties did not produce symmetric solutions, and found also that certain produced symmetric
solutions. There’s a lot of symmetry and a lot of factors that affect symmetry. In this paper,
I have found some methods to properly classify symmetry and combine symmetry-related
terms. So I can study systematically all the symmetries and got rigidity. Concretely speaking,
I consider the following four terms:
(1) There exists 262144 different kinds of symmetric properties for complex vector fields.
In section 3, I find out all the symmetric solenoidal vector fields. There exist 30 different
kinds for real vector fields. There exist 984 different kinds for complex fields.
(2) For complex vector fields u and v, B(u, v) can be written as the sum of 96 terms. Each
of these terms involves products, derivatives, integrals, operator actions e(t−s)∆ asso-
ciated with two real symmetric functions, some terms also involve operator actions of
(−∆)−1. Many factors may change the symmetry. For two symmetric vector fields
u and v with divergence zero, B(u, v) is not always symmetric vector fields. But for
two arbitrary solenoidal vector fields u and v, in section 4, I can prove that there exist
matched symmetric vector fields (uα, vβ)α,β∈{0,1}3 such that u =
∑
α∈{0,1}3
uα, v =
∑
β∈{0,1}3
vβ
and all B(uα, vβ) are symmetric solenoidal vector fields.
(3) The rigidity has been studied extensively for partial differential equations. For incom-
pressible Navier-Stokes equations, Leray speculated that, a blow-up solution should have
similar structure as its initial data and proposed to consider self-similar solution. Necas-
Ruzicka-Sverak [21] proved in 1996 that the only possible self-similar solution is zero.
That is to say, there exists rigidity phenomenon for self similar solution. In sections 5
and 6, I consider mainly the relation between symmetry and rigidity.
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The existence of Beltrami flow makes the symmetric situation different from the
self-similar cases. Constantin-Majda [5] and Lei-Lin-Zhou [14] have constructed some
vector fields u0 such that
(1.5)

P∇(et∆u0, e
t∆u0) = 0 in (S
′(R3))3,∀t > 0,
∇ · u0 = 0 in (S
′(R3))3.
So we consider non Beltrami flow. In section 5, I prove that, if u0 is real vector field
which does not satisfy (1.5), then there exists only one symmetric property allow non-
zero symmetric solution for equations (1.1). In section 6, I prove that, if u0 is complex
vector field which does not satisfy (1.5), then there exists only eight symmetric property
allow non-zero symmetric solution for equations (1.1).
(4) Lastly, in section7, I apply such symmetric result to consider the Navier-Stokes equations
on the domain and I prove the existence of smooth solution with energy conservation.
At the end of this section, I introduce some notations which will be used through out this
paper. ∀α ∈ N, denote m(α) = α(mod2) ∈ {0, 1}. Further, ∀α = (α1, α2, α3) ∈ N
3, denote
m(α) = (α1(mod2), α2(mod2), α3(mod2)) ∈ {0, 1}
3.
2. Preliminaries
In this section, I recall some necessary preliminaries onmild solution and present some prelim-
inaries on symmetry. There are two category of symmetry for velocity field. One is the symmetry
on the component of velocity field which has been studied by many people. See Abidi-Zhang [1]
and Yang [29]. Another is the symmetry for the independent variables of velocity field. Yang-
Yang-Wu [32] found that the latter symmetric structure causes some superimposed effect in the
study of ill-posedness of (1.1). Hence Yang [29] has applied Fourier transform to consider a party
of symmetric properties.
2.1. Mild solution. Mild solution of (1.1) is based on (1.4) and has been studied by many people
in different initial data spaces. See [1, 3, 4, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 22, 23,
24, 25, 26, 27, 28, 29, 30, 31]. I recall a smooth solution result for Sobolev space studied in [16]
by wavelets and which will be used in the study of wellposedness on the domain. In this paper,
we use Meyer wavelets, see [20]. Let Φ0(x) be the father wavelet and ∀ǫ ∈ {0, 1}3\0, let Φǫ(x) be
the mother wavelet. Denote
Λ = {(ǫ, j, k), ǫ ∈ {0, 1}3\0, j ∈ Z, k ∈ Z3}.
Further, ∀(ǫ, j, k) ∈ Λ, denote Φǫ
j,k
(x) = 2
3 j
2 Φǫ(2 jx − k). For (ǫ, j, k) ∈ Λ, let aǫ
j,k
= 〈 f ,Φǫ
j,k
〉. Then
f (x) =
∑
(ǫ, j,k)∈Λ
aǫj,kΦ
ǫ
j,k(x).
The property of Sobolev space can be characterized in the following way, see [16, 19, 20, 31]:
Lemma 2.1. f (x) ∈ H˙
1
2 (R3) if and only if∑
(ǫ, j,k)∈Λ
2 j|aǫj,k|
2 < ∞.
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For t > 0, denote jt the smallest integer such that 2
2 jt ≥ 1. For (ǫ, j, k) ∈ Λ, let aǫ
j,k
(t) =
〈 f (t, ·),Φǫ
j,k
〉. Then
f (t, x) =
∑
(ǫ, j,k)∈Λ
aǫj,k(t)Φ
ǫ
j,k(x).
The following solution space definition can reflect the different role of high frequency part and
low frequency part, and which can be found in [16].
Definition 2.2. m,m′ > 0 f (t, x) ∈ Sm,m′ , if the high frequency part of f (t, x) satisfies
(2.1) whm,∞( f ) = sup
t>0
t
m
2 {
∑
(ǫ, j,k)∈Λ, j≥ jt
22(m+
1
2
) j|aǫj,k(t)|
2}
1
2 < ∞.
whm′,2( f ) = {
∫
tm−1
∑
(ǫ, j,k)∈Λ, j≥ jt
22(m+
1
2
) j|aǫj,k(t)|
2dt}
1
2 < ∞.
and the low frequency part of f (t, x) satisfies
wl∞( f ) = {sup
t>0
∑
(ǫ, j,k)∈Λ, j< jt
2 j|aǫj,k(t)|
2}
1
2 < ∞.
wlm′ ,2( f ) = {
∫
tm
′−1
∑
(ǫ, j,k)∈Λ, j< jt
22(m
′+ 1
2
) j|aǫj,k(t)|
2dt}
1
2 < ∞.
For m > 1, the equation (2.1) means the high frequency part of f (t, x) belongs to Cm−1(R3).
Hence Sm,m′(R
3) ⊂ Cm−1(R3). The following Lemma 2.3 is a restate of the particular case of
theorem 1.1 in Li-Xiao-Yang [16].
Lemma 2.3. Given m > 2, 0 < m′ < 1 and given u0 ∈ (H˙
1
2 )3 satisfying div u0 = 0. Then u
τ(t, x)
defined in (1.4) belongs to S 3
m,m′ . If ‖u0‖(H˙
1
2 )3
is small, then uτ(t, x) converge to the solution u(t, x)
of Navier-Stokes equations (1.1) and u(t, x) ∈ S 3m,m′ satisfying div u(t, x) = 0.
2.2. Symmetry of complex functions. There are two category of symmetry for velocity field.
One is the symmetry on the component of velocity field which has been studied by many people.
See Abidi-Zhang [1] and Yang [29]. Another is the symmetry for the independent variables of
velocity field. When Yang-Yang-Wu study the illposedness of (1.1) in [32], they found symmetry
of independent variables can produce superimposed effect.
Remark 2.4. After completing [32], we understand that what actually leads to the illposedness
of Navier-Stokes equations is the following three properties: symmetry, monotony and some sim-
ilarity of different frequencies. These properties lead to a regular superposition for nonlinear
term. Since we have finished the redaction of [32], we did not modify the notations and kept the
original appearance. In fact, if we shift the initial value u0 at point
3e
2
, change g(t, x) appropri-
ately to be another antisymmetric function, this is why I can find the relative symmetry structure
in [29]. In the present paper, we take a closer look at all symmetrical structures.
In this section, I consider some preliminaries on symmetry of independent variables for com-
plex functions u(x) = ure(x)+iuim(x) where the real functions ure(x) and uim(x) all have symmetry
or anti-symmetry properties with respect to all their independent variables. A function has sym-
metry property means
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Definition 2.5. (i) A real function u(x) has symmetry property, if there exists function f :
{0, 1}3 → {0, 1} such that (u, f ) satisfies,
(2.2)
u((−1)α1 x1, (−1)
α2 x2, (−1)
α3 x3) = (−1)
f (α)ure(x1, x2, x3),
∀α = (α1, α2, α3) ∈ {0, 1}
3, x = (x1, x2, x3) ∈ R
3.
(ii) A complex function u(x) = ure + iuim has symmetry property, if its real part and imaginary
part both satisfy symmetry property. Hence, there exists two functions f , g : {0, 1}3 → {0, 1} such
that (ure, f ) and (uim, g) satisfy (2.2). That is to say, ∀α = (α1, α2, α3), β = (β1, β2, β3) ∈ {0, 1}
3,
∀(x1, x2, x3) ∈ R
3,
(2.3) ure((−1)α1 x1, (−1)
α2 x2, (−1)
α3x3) = (−1)
f (α)ure(x1, x2, x3).
(2.4) uim((−1)β1x1, (−1)
β2x2, (−1)
β3x3) = (−1)
g(β)uim(x1, x2, x3).
To simplify the notations, I introduce operator T for symmetry functions:
Definition 2.6. Given α, β ∈ {0, 1}3. If u(x) have the same symmetry property as functions xα+ixβ,
denote
Tu(x) = α + iβ.
If u(x) is a real function, denote also Tu(x) = α. Further, if β = 0, the notation i 0 does not mean
the imaginary part is zero, i 0 means the imaginary part has symmetry like constant 1.
There are 8 kinds of symmetry property for a real valued function, there are 8 × 8 = 64 kinds
of symmetry property for a complex valued function. The addition of the value of T f is taken
under the sense of modulation 2.
Lemma 2.7. Given two real symmetric functions f and g. If f + g is a symmetric function, then
one of the following three conditions must be true:
(i) T f = Tg;
(ii) f = 0;
(iii) g = 0.
The product and convolution of real functions have the following basic properties:
Lemma 2.8. Given α, β ∈ {0, 1}3. If T f (x) = α, Tg(x) = β and functions f g and f ∗ g are well
defined, then
T ( f g) = T ( f ∗ g) = m(α + β).
In particular, ∀t > 0 and φt(x) = t
−3φ( x
t
) satisfying Tφ(x) = 0, we have
(2.5) T ( f ∗ φt) = T f .
Since the kernels of (−∆)−1 and et∆ are radial function, we have
Corollary 2.1. Given t > 0, α, β ∈ {0, 1}3. If T f = α + iβ, then
T {(−∆)−1 f } = α + iβ.
T {et∆ f } = α + iβ.
The derivatives of functions have the following properties:
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Lemma 2.9. Given α ∈ N, β, γ ∈ {0, 1}3. If T f (x) = β + iγ, then
T (∂α f ) = m(α + β) + i m(α + γ).
Proof. By similarity of proof, we consider only the case T f = (0, 0, 0)+i(0, 0, 0)and α = (1, 0, 0).
By similarity, assume that f (x) is a real smooth function. Denote x = (x1, x
′), we have
∂1 f (−x1, x
′) = lim
h→0
f (−x1+h,x
′)− f (−x1 ,x
′)
h
= lim
h→0
f (x1−h,x
′)− f (x1 ,x
′)
h
= −∂1 f (x1, x
′).

3. The kinds of symmetric properties for solenoidal vector fields
Many symmetric vector fields have not divergence zero property, howmany symmetric solenoidal
vector fields are there? In this section, I find out all the possible symmetric solenoidal vector field.
For a general vector field u0,
Definition 3.1. We say that a complex vector field u0 = (u1, u2, u3)
t has symmetry property, if for
l = 1, 2, 3 fixed, there exists αl, βl ∈ {0, 1}
3 such that
(3.1) Tul = αl + iβl.
For each l fixed, there are 8 possibility for αl and βl. Hence general complex valued vector
function has (8 × 8)3 = 262144 kinds of symmetry property. Real vector fields has 83 = 512
kinds of symmetry property. The divergence zero property greatly limits the possible types of
symmetries. I calculate the species by classification.
I consider first
(3.2) ∀l = 1, 2, 3, all urel and u
im
l are not constant.
We have
Theorem 3.2. Given u satisfies (3.1) and div u = 0. If u satisfies (3.2), then there exist α0, β0 ∈
{0, 1}3 such that
(3.3) ∀l = 1, 2, 3, Tul = m(el + α0) + i m(el + β0).
Proof. The zero divergence property div u = ∂1u1 + ∂2u2 + ∂3u3 = 0 implies ∂1u1 + ∂2u2 and
∂2u2 + ∂3u3 have still symmetry. The fact u satisfies (3.2) implies
(3.4) m(e1 + α1) = m(e2 + α2) = m(e3 + α3)
(3.5) m(e1 + β1) = m(e2 + β2) = m(e3 + β3).
Denote
(3.6) α0 = m(e1 + α1) = m(e2 + α2) = m(e3 + α3)
(3.7) β0 = m(e1 + β1) = m(e2 + β2) = m(e3 + β3).
The above equations (3.4), (3.5), (3.6) and (3.7) implies that the symmetry vector field with
divergence zero is determined by the symmetry of the first component of vector field. Hence u
satisfies (3.3). 
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We consider then real valued solenoidal vector fields. Similar to the above theorem 3.2, we
have the following possibilities of symmetric properties:
Theorem 3.3. If u(t, x) is a real symmetric solenoidal vector field, then one of the following three
conditions will be satisfied:
(i) u(t, x) has no constant component, then there exists α0 ∈ {0, 1}
3 such that
(3.8) Tul = m(el + α0),∀l = 1, 2, 3.
(ii) There exists one τ ∈ {1, 2, 3} such that uτ(t, x) is a constant function, then there exists
α0 ∈ {0, 1}
3 such that
(3.9) Tuτ(t, x) = 0,∀l , τ, Tul = m(el + α0).
(iii) If there exists more than one constant component, then u is a constant vector field and
(3.10) Tul = 0,∀l = 1, 2, 3.
The above theorem says that there exist only 30 kinds of symmetric solenoidal vector fields
among 512 kinds of real symmetric vector fields. In fact, we have
Theorem 3.4. There exists only 30 kinds of real symmetric solenoidal vector fields.
Proof. We count all the possibility of symmetric cases in Theorem 3.3.
(i) There are 8 kinds of symmetric complex vector fields which satisfy equations (3.8).
(ii) In the equations (3.9), if I fix τ, there exists 8 kinds of symmetry property. Further, for
each τ fixed, if α0 = eτ, then it has the similar symmetry property as one of the symmetry
property in the equations (3.8). There are 21 = 3 × (8 − 1) kinds of symmetric complex
vector fields which are different to which in the equations (3.8).
(iii) There are one kind of symmetric complex vector fields in the equations (3.10).
Hence we have
30 = 8 + 3 × (8 − 1) + 1.

Thirdly, if there exists constant functions for real or imaginary part, similar to the proof of the
above Theorem 3.2, we can prove the following theorem:
Theorem 3.5. Given u satisfies (3.1) and div u = 0.
(i) If there are only one component τ which is constant function for all the real part function
and there is no component which is constant function for imaginary function of u, then there exist
α0, β0 ∈ {0, 1}
3 such that
(3.11)
Tul = 0 + im(el + β0), l = τ;
Tul = m(el + α0) + im(el + β0), l , τ.
(ii) If there are only one component τ which is constant function for all the imaginary part
function and there is no component which constant function for real part function of u, then there
exist α0, β0 ∈ {0, 1}
3 such that
(3.12)
Tul = m(el + α0) + i0, l = τ;
Tul = m(el + α0) + im(el + β0), l , τ.
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(iii) There exists τ ∈ {1, 2, 3}, the τ−th component of both real part and imaginary part are
constant. Then there exist α0, β0 ∈ {0, 1}
3 such that
(3.13)
Tul = 0 + i0, l = τ;
Tul = m(el + α0) + im(el + β0), l , τ.
(iv) If there exist τ, τ′ ∈ {1, 2, 3} and τ , τ′ such that the τ−th component of real part and the
τ′−th component of imaginary part are constant. Then there exist α0, β0 ∈ {0, 1}
3 such that
(3.14)
Tul = 0 + im(el + β0), l = τ;
Tul = m(el + α0) + i0, l = τ
′;
Tul = m(el + α0) + im(el + β0), l , τ, τ
′.
(v) If there are at least two components which are constant function for all the real part
function and there is no component which is constant function for imaginary function of u, then
there exist β0 ∈ {0, 1}
3 such that
(3.15)
Tul = 0 + im(el + β0), l = τ;
Tul = 0 + im(el + β0), l , τ.
(vi) If there are at least two components which are constant function for all the imaginary part
function and there is no component which constant function for real part function of u, then there
exist α0 ∈ {0, 1}
3 such that
(3.16)
Tul = m(el + α0) + i0, l = τ;
Tul = m(el + α0) + i0, l , τ.
(vii) If there are at least two components which are constant function for both the real part
and the imaginary part of u, then such vector fields must be constant such that
(3.17) Tul = 0 + i0, ∀l = 1, 2, 3.
There are 262144 kinds of different symmetric complex vector fields, but if they have zero
divergence property, then
Theorem 3.6. There are 984 kinds of different symmetric complex vector fields with zero diver-
gence property.
Proof. We note
(i) There are 64 kinds of symmetric complex vector fields which satisfy equations (3.3).
(ii) In the equations (3.11), if we fix τ and β0, there exists 8 kinds of symmetry property.
Further, for each τ fixed, if α0 = eτ, then it has the similar symmetry property as one of
the symmetry property satisfies the equations (3.3). There are 168 = 3×8× (8−1) kinds
of symmetric complex vector fields which are different to which in the equations (3.3).
(iii) The same reason as above, there are 168 kinds of symmetric complex vector fields satis-
fies the equations (3.12) which are different to which satisfying the equations (3.3).
(iv) There exist 192 = 3×8×8 kinds of symmetric property in the equations (3.13). But there
exists α0 = β0 = eτ which has the same symmetric property as which in the equations
(3.3). Hence there are 3 kinds of symmetric properties which have been existed in the
equations (3.3).
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(v) There exist 384 = 3×2×8×8 kinds of symmetric property in the equations (3.14). But for
α0 = eτ and β0 = eτ′ which has the same symmetric property as which in the equations
(3.3). Hence there are 6 kinds of symmetric properties which have been existed in the
equations (3.3).
(vi) There are 8 kinds of symmetric complex vector fields in the equations (3.15) and (3.16).
(vii) There are one kind of symmetric complex vector fields in the equations (3.17).
In total, for complex solenoidal vector fields, there are 984 = 64 + 168 × 2 + (192 − 3) + (384 −
6) + 8 × 2 + 1 kinds of different symmetric properties.

4. Non linear term and matched symmetric solenoidal vector fields
Most of the time, the Weyl-Helmholtz project operator P∇(u ⊗ v) does not map symmetric
solenoidal vector field u and v to symmetric solenoidal vector field. In fact,
Example 4.1. Let ρ(x), ρ˜(x) ∈ C∞
0
(R3) and ρ(t, x) = et∆ρ(x), ρ˜(t, x) = et∆ρ˜(x). Let u = ure + iuim
and v = ∂3u
re + iuim where
ure =

∂1∂3ρ(t, x)
∂2∂3ρ(t, x)
−(∂2
1
+ ∂2
2
)ρ(t, x)
 and uim =

∂1∂3ρ˜(t, x)
∂2∂3ρ˜(t, x)
−(∂2
1
+ ∂2
2
)ρ˜(t, x)

Then u and v are two symmetric solenoidal vector fields, but P∇(u ⊗ v) and B(u, v) are not sym-
metric vector fields.
But in this subsection, I can decompose arbitrary solenoidal vector field u(t, x) into eight kinds
of matched symmetric solenoidal vector field {uα(t, x)}α∈{0,1} such that ∀α, α
′ ∈ {0, 1}3, P∇(uα(t, x)⊗
uα′(t, x)) are always symmetric solenoidal vector field.
We consider first some sufficient conditions for the symmetry ofG(u, v) and B(u, v).
Lemma 4.2. Let u(t, x) = (u1(t, x), u2(t, x), u3(t, x))
t and v(t, x) = (v1(t, x), v2(t, x), v3(t, x))
t be
two solenoidal vector fields. There exists α0, β0, α
′
0
, β′
0
∈ {0, 1}3 satisfying
(4.1) m(α0 + α
′
0) = m(β0 + β
′
0)
such that ∀l = 1, 2, 3, we have
(4.2)
Tul = m(el + α0) + i m(el + β0);
Tvl = m(el + α
′
0
) + i m(el + β
′
0
).
Hence we have
(4.3) TG(u, v) = 0 + i m(α0 + β0).
Proof. For l = 1, 2, 3, denote the real part and the imaginary part of ul to be u
re
l
and uim
l
respec-
tively; denote the real part and the imaginary part of vl to be v
re
l
and vim
l
respectively. Hence, for
l, l′ = 1, 2, 3, the product ulvl′ can be written as
(4.4) ulvl′ = (u
re
l + iu
im
l )(v
re
l′ + iv
im
l′ ) = u
re
l v
re
l′ − u
im
l v
im
l′ + i(u
im
l v
re
l′ + u
re
l v
im
l′ ).
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Since u(t, x) and v(t, x) satisfies (4.2), we have
T (ure
l
vre
l′
) = m(el + α0 + el′ + α
′
0
) = m(el + el′ + α0 + α
′
0
),
T (uim
l
vim
l′
) = m(el + β0 + el′ + β
′
0
) = m(el + el′ + β0 + β
′
0
)
T (uim
l
vre
l′
) = m(el + β0 + el′ + α
′
0
) = m(el + el′ + α
′
0
+ β0),
T (ure
l
vim
l′
) = m(el + α0 + el′ + β
′
0
) = m(el + el′ + α0 + β
′
0
).
Hence (4.1) implies
(4.5) Tulvl′ = m(el + el′ + α0 + α
′
0) + i m(el + el′ + α
′
0 + β0).
The above (4.5) implies,
T {
∑
l,l′
∂l∂l′ (ulvl′ )} = m(α0 + α
′
0) + i m(α
′
0 + β0).

Lemma 4.3. If u(t, x) and v(t, x) satisfies (4.1) and (4.2), then
(4.6) T (B(u, v)) =

m(e1 + α0 + α
′
0) + i m(e1 + α
′
0 + β0)
m(e2 + α0 + α
′
0) + i m(e2 + α
′
0 + β0)
m(e3 + α0 + α
′
0) + i m(e3 + α
′
0 + β0)
 ,
Proof. For l′ = 1, 2, 3, according to (4.3), we have
T {∂l′
∑
l,l′′
∂l∂l′′ (ulvl′′ )} = m(el′ + α0 + α
′
0) + i m(el′ + α
′
0 + β0).
According to (4.5), we have
T {
∑
l
∂l(ulvl′ )} = m(el′ + α0 + α
′
0) + i m(el′ + α
′
0 + β0).
Hence
T (P∇(u ⊗ v)) =

m(e1 + α0 + α
′
0) + i m(e1 + α
′
0 + β0)
m(e2 + α0 + α
′
0) + i m(e2 + α
′
0 + β0)
m(e3 + α0 + α
′
0) + i m(e3 + α
′
0 + β0)
 .
By corollary 2.1, T (B(u, v)) satisfies the equation (4.6). 
We introduce then a definition of matched symmetric property to consider the necessary and
sufficient conditio for the symmetric property of B(u, v):
Definition 4.4. Given two solenoidal vector fields u = (ure
1
+ iuim
1
, ure
2
+ iuim
2
, ure
3
+ iuim
3
)t and
v = (vre
1
+ivim
1
, vre
2
+ivim
2
, vre
3
+ivim
3
)t. Say u and v have matched symmetric properties, if ∀α ∈ {0, 1}3
and τ = 1, 2, 3, there exist functions f reτ (α), f
im
τ (α), g
re
τ (α) and g
im
τ (α) belong to {0, 1} such that
all (ureτ , f
re
τ ), (u
im
τ , f
im
τ ), (v
re
τ , g
re
τ ) and (v
im
τ , g
im
τ ) satisfy (2.2) and the following matched condition
(4.7) m( f reτ + g
re
τ ) = m( f
im
τ + g
im
τ ),∀τ = 1, 2, 3.
The matched symmetric property (4.7) is just the condition (4.1).
Let u(t, x) = (u1(t, x), u2(t, x), u3(t, x))
t and v(t, x) = (v1(t, x), v2(t, x), v3(t, x))
t be two solenoidal
vector fields. Let ure and vre be the relative real part and uim and vim be the imaginary part.
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Theorem 4.5. Let u, v be two solenoidal vector fields such that there exists α0, β0, α
′
0
, β′
0
∈ {0, 1}3
satisfying that ∀l = 1, 2, 3, ul and vl satisfy the equation (4.2). Then B(u, v) is a symmetric vector
field iff one of the following facts is true:
Equation (4.1) is true .
(4.8) P∇(u, vre) = 0.
(4.9) P∇(u, vim) = 0.
(4.10) P∇(ure, v) = 0.
(4.11) P∇(uim, v) = 0.
Proof. According to (4.4), we have
(4.12) C(u, v) = P∇(u, v) = P∇(ure, vre) − P∇(uim, vim) + i(P∇(uim, vre) − P∇(ure, vim)).
Applying (4.2), we have
T (ure
l
vre
l′
) = m(el + α0 + el′ + α
′
0
) = m(el + el′ + α0 + α
′
0
),
T (uim
l
vim
l′
) = m(el + β0 + el′ + β
′
0
) = m(el + el′ + β0 + β
′
0
).
Hence
TCl(u
re, vre) = m(el + α0 + α
′
0
),
TCl(u
im, vim) = m(el + β0 + β
′
0
).
According to (4.12), Cre
l
(u, v) has symmetry iff one of the following three conditions is true:
Equation (4.1) is true .
(4.13) P∇(ure, vre) = 0.
(4.14) P∇(uim, vim) = 0.
By (4.2), we have
T (uim
l
vre
l′
) = m(el + β0 + el′ + α
′
0
) = m(el + el′ + α
′
0
+ β0),
T (ure
l
vim
l′
) = m(el + α0 + el′ + β
′
0
) = m(el + el′ + α0 + β
′
0
).
Hence
TCl(u
im, vre) = m(el + α
′
0
+ β0),
TCl(u
re, vim) = m(el + α0 + β
′
0
).
According to (4.12), Cim
l
(u, v) has symmetry iff one of the following three conditions is true:
Equation (4.1) is true .
(4.15) P∇(uim, vre) = 0.
(4.16) P∇(ure, vim) = 0.
Combine with equations (4.1), (4.13), (4.14), (4.15), (4.16), we get this Theorem.

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Example 4.1 tells us that, if two symmetric solenoidal vector fields u and v are not matched,
then B(u, v) may not be symmetric. But I can prove that any solenoidal vector field can be
decomposed to eight matched symmetric solenoidal vector fields.
Theorem 4.6. Given any solenoidal vector field u(t, x) = (u1(t, x), u2(t, x), u3(t, x))
t and β ∈
{0, 1}3. Then there exist 8 symmetric solenoidal vector field uα = u
α,re + iuα,im where uα,re and
uα,im are respectively the real part and imaginary part of uα such that u =
∑
α∈{0,1}3
uα satisfying the
following condition
T (uα,re
l
uα,im
l
) = β,∀l = 1, 2, 3.
Hence ∀α , α′ ∈ {0, 1}3, we have uα and uα
′
has matched property.
Proof. We decompose first the real part ure. For l = 1, 2, 3, each ure
l
can be decomposed as 8
symmetric functions {u
α,re
l
}α∈{0,1}3 . ∀α ∈ {0, 1}
3 and l = 1, 2, 3, I take u
α,re
l
such that Tu
α,re
l
= el+α.
It is easy to see that
(4.17) T
∑
l=1,2,3
∂lu
α,re
l
= α,∀α ∈ {0, 1}3.
Now I prove that ∑
l=1,2,3
∂lu
α,re
l
= 0.
Denote u˜
α,re
l
= ure
l
−
∑
τ,α
u
τ,re
l
. Since
∑
l=1,2,3
∂lu
re
l
= 0, by (4.17), we have
α = T
∑
l=1,2,3
∂lu
α,re
l
= T
∑
l=1,2,3
∂lu˜
α,re
l
.
But if
∑
l=1,2,3
∂lu˜
α,re
l
, 0, then T
∑
l=1,2,3
∂lu˜
α,re
l
, α. Hence we must have
∑
l=1,2,3
∂lu
α,re
l
=
∑
l=1,2,3
∂lu˜
α,re
l
= 0.
For the imaginary part, repeat almost the same process with little modifications. We decom-
pose the imaginary part uim. For l = 1, 2, 3, each uim
l
can be decomposed as 8 symmetric functions
uα,im
l
. ∀α ∈ {0, 1}3 and l = 1, 2, 3, we take uα,im
l
such that Tuα,im
l
= el + α + β. It is easy to see that
(4.18) T
∑
l=1,2,3
∂lu
α,im
l
= α + β,∀α ∈ {0, 1}3.
The same reason as above for real part, we have∑
l=1,2,3
∂lu
α,im
l
= 0.
By applying (4.17) and (4.18), we get
T (u
α,re
l
u
α,im
l
) = β,∀l = 1, 2, 3.
We get the relative decomposition. 
For two matched symmetric solenoidal vector field, we prove the bilinear operator B(u, v)
maps always symmetric solenoidal vector fields to symmetric solenoidal vector field. Let B(u, v) =
(Bre
1
(u, v)+ iBim
1
(u, v), Bre
2
(u, v)+ iBim
2
(u, v), Bre
3
(u, v)+ iBim
3
(u, v))t. Similar to the proof of Theorem
4.6, we have
NAVIER-STOKES EQUAITON AND SYMMETRY 13
Theorem 4.7. Let u = (ure
1
+ iuim
1
, ure
2
+ iuim
2
, ure
3
+ iuim
3
)t and v = (vre
1
+ ivim
1
, vre
2
+ ivim
2
, vre
3
+ ivim
3
)t
be solenoidal vector field with matched symmetric properties. That is to say, ∀α ∈ {0, 1}3 and
τ = 1, 2, 3, there exist functions f reτ (α), f
im
τ (α), g
re
τ (α) and g
im
τ (α) belong to {0, 1} such that all
(ureτ , f
re
τ ), (u
im
τ , f
im
τ ), (v
re
τ , g
re
τ ) and (v
im
τ , g
im
τ ) satisfy (2.2) and satisfies (4.7). Then B(u, v) has
symmetry property and all (Breτ (u, v), f
re
τ + g
re
τ ), (B
im
τ (u, v), f
im
τ + g
im
τ ) satisfy (2.2).
Theorems 4.5 and 4.7 tell us that, as long as we have known the structure of the nonlinear
quantities of all the symmetric helical vector field, the structure of the nonlinear quantities of any
helical vector field is clear.
Theorem 4.8. Given any two solenoidal vector fields u(t, x) and v(t, x). Then there exists sym-
metric solenoidal vector fields uα and vα satisfying u =
∑
α∈{0,1}3
uα and v =
∑
α′∈{0,1}3
vα
′
such that all
the B(uα, vα
′
) have symmetric properties satisfying
B(u, v) =
∑
α,α′∈{0,1}3
B(uα, vα
′
).
Remark 4.9. The above Theorem 4.8 told us, to understand the structure of the non-linear terms,
we need only to know the structure for symmetric initial data in the sense of harmonic analysis.
5. Rigidity for real initial values
Leray guessed that, a blow-up solution should have similar structure as its initial data and
proposed to consider self-similar solution. But Necas-Ruzicka-Sverak [21] proved in 1996 that
such solution should be zero. That is to say, Navier-Stokes equations have rigidity for self-similar
structure. When Yang-Yang-Wu study the illposedness of (1.1) in [32], they found symmetry of
independent variables can superimposed effect. A natural problem is to consider the rigidity and
symmetry. The existence of Beltrami flow makes the situation different to the self-simalar cases.
Constantin-Majda [5] and Lei-Lin-Zhou [14] have constructed some vector fields u0 and Beltrami
flows. For example,
Example 5.1. Let ρ(r) ∈ C3([0,∞)). u1 = ∂2ρ(
√
x2
1
+ x2
2
), u2 = −∂1ρ(
√
x2
1
+ x2
2
) and u3 = 0.
Then non-constant u0 = (u1, u2, u3)
t is a symmetric solenoidal vector field.
The equation (1.5) is very complex. But the above u0 satisfies the equations (1.5) and u(t, x) =
et∆u0 is the solution of the equations (1.1). Further, With the right ρ, the norm ‖u0‖(B˙−1,∞∞ (R3))3 can
be enough big.
In this section, I prove, except Beltrami flow, there exists only one kind of symmetric property
which allow real symmetric solution for equations (1.1). At the begin of this section, I prove first
the condition (3.9) in the above theorem 3.3 will imply the condition (1.5). To prove this fact, we
will distinguish two cases for the condition (3.9) in the following two theorems.
Theorem 5.2. Given u satisfies (3.9) and α0 , eτ and α0 , 0. Then u has the same symmetry
property for all t ≥ 0 if and only if (1.5) is true.
Proof. Given u satisfies (3.9), then Aτ(u, u) = 0 and
G(u, u) =
∑
|l−τ||l′−τ|,0
∂l∂l′ (ulul′ ).
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Hence, TG(u, u) = 0.
Then I consider two cases. (i) If uτ , 0, then Aτ(u, u) = 0 and u0,τ is a constant, and
G(u, u) =
∑
|l−τ||l′−τ|,0
∂l∂l′ (ulul′ ).
Hence, TG(u, u) = 0 and T∂τG(u, u) = α0. If uτ(t, x) satisfies (1.3), then
Cτ(u, u) = 0.
Let l , τ, l′ , l, τ. We have
Al(u, u) = {∂l(ul)
2 + ∂l′ (ul′ul)} + ∂τ(uτul) ≡ I + II.
It is easy to see T I = el and T II = α0. If ul(t, x) satisfies (1.3), then I = 0, II = 0. But II = 0
implies uτul is a constant. That is to say, all ul, l = 1, 2, 3 are constant and (1.5) is true.
(ii) If uτ = 0, then Aτ(u, u) = 0, u0,τ = 0 and further
G(u, u) =
∑
|l−τ||l′−τ|,0
∂l∂l′ (ulul′ ).
Hence, TG(u, u) = 0 and T∂lG(u, u) = el,∀l = 1, 2, 3. Therefore Cτ(u, u) has symmetry property
and TCτ(u, u) = eτ. If Tuτ = TBτ(u, u), by (1.3), we have Cτ(u) = 0. Which implies ∂τG(u, u) =
0, henceG(u, u) is a constant. So for l , τ, we have Cl(u, u) = Al(u, u).
Let l , τ, l′ , l, τ. We have
Al(u, u) = ∂l(ul)
2 + ∂l′(ul′ul).
Then we have TAl(u, u) = el. Since α0 , 0, we have must Al(u, u) = 0. That is to say, (1.5) is
true.

Theorem 5.3. Given u satisfies (3.9), α0 = 0 and uτ , 0. Then u has the same symmetry property
for all t ≥ 0 if and only if (1.5) is true.
Proof. Given u satisfies (3.9), then Aτ(u, u) = 0 and
G(u, u) =
∑
|l−τ||l′−τ|,0
∂l∂l′ (ulul′ ).
Hence, TG(u, u) = 0.
If uτ , 0, then Aτ(u, u) = 0 and u0,τ is a constant, and
G(u, u) =
∑
|l−τ||l′−τ|,0
∂l∂l′ (ulul′ ).
Hence, TG(u, u) = 0 and T∂τG(u, u) = α0. If uτ(t, x) satisfies (1.3), then
Cτ(u, u) = 0.
Let l , τ, l′ , l, τ. We have
Al(u, u) = {∂l(ul)
2 + ∂l′ (ul′ul)} + ∂τ(uτul) ≡ I + II.
It is easy to see T I = el and T II = eτ + el.
If ul(t, x) satisfies (1.3), then II = 0. But II = 0 implies uτul is a constant. That is to say, all
ul, l = 1, 2, 3 are constant and (1.5) is true.
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
If u is real, the non-linear term B(u, u) have 3 × (3 + 6) = 27 terms which include products
of differentiable functions, integration, e(t−s)∆ and (−∆)−1. There are many factors which can
change the symmetry property of B(u, u)(t, x), hence it is not so easy to visualize that one can
control the symmetry property of the solution. In this section, we find out all the possible cases
which can generate real symmetric solutions. For real valued initial data, we have:
Theorem 5.4. Let u(t, x) be the real valued solution of the equations (1.1). u(t, x) has the same
symmetric property for all t ≥ 0, if and only if one of the following conditions holds:
(i) the real valued solenoidal vector field u0(x) satisfies the following condition (5.1)
(5.1) T (u0) =

e1
e2
e3
 .
(ii) the real valued solenoidal vector field u0(x) satisfies the following condition (1.5)
The above theorem tells us, if u0 does not satisfy the symmetric property (5.1), then u0 must
be a solution of eqation (1.5). That is to say, the solution u(t, x) has almost rigidity. For real
valued initial data, except for Beltrami flow, there exists only one kind of symmetric property for
(5.1). Now we come to prove theorem 5.4.
Proof. We can classify the particular case in (3.9) where α0 = 0 and uτ = 0 to the case (3.8)
with α0 = 0. By Theorems 5.2 and 5.3, we need only to consider the case where u satisfies (3.8).
Similar to lemma 6.2, we have
(5.2) T (B(u, u)) =

e1
e2
e3
 .
u has the same symmetric property for all t ≥ 0, we have
Tu = Tu0 = Te
t∆u0.
According to lemma 1.3, we have
B(u, u) = et∆u0 − u.
Combine with (5.2), we get α0 = 0 in the equation (3.8) or B(u, u) = 0.
(i) α0 = 0 in the equation (3.8) implies u0 satisfies equation (5.1)
(ii) B(u, u) = 0 implies that u0 satisfies (1.5).
If u0 is a real initial data and satisfies (i) or (ii), then u
τ(t, x) in equation (1.4) are real symmetric
functions. Hence u(t, x) is a real symmetric solution.

We remark two points here on rigidity and the iterative algorithm (1.4).
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Remark 5.5. (i) u(t, x) in example 5.1 does not satisfy the condition (5.1) and
T (u(t, x)) = T (u0) =

e2
e1
e1 + e2 + e3
 .
but satisfies (1.5).
(ii) Theorem 5.4 tells us that, uτ(t, x) in (1.4) have the same symmetric property for all τ ≥ 0
and t ≥ 0 satisfying uτ
1
(t, 0, x2, x3) = u
τ
2
(t, x1, 0, x3) = u
τ
3
(t, x1, x2, 0) = 0 and the limitation of
uτ(t, x) have no blow-up phenomenon on certain coordinate axis.
Here’s an opening question:
Remark 5.6. Can we solve the equations (1.5) completely by following two steps?
(i) Which symmetric functions satisfy the equations (1.5)?
(ii) The case of asymmetric functions is solved in combination with the result of symmetry
function and theorem 4.6.
6. Rigidity for symmetric complex solenoidal vector field
For symmetric complex solenoidal vector fields, we can establish the similar rigidity results
as real vector fields. But if u is complex, (i) the non-linear term B(u, u) has more terms. B(u, u)
have 3× (11+ 12+ 9) = 96 terms which include products of differentiable functions, integration,
operators e(t−s)∆ and (−∆)−1. (ii) there exist more kinds of symmetric property for complex cases.
To save the space of the article, in this section, I consider only the rigidity for symmetric complex
solenoidal vector field satisfying (3.2).
We consider first the symmetry of G(u, u).
Lemma 6.1. If u(x) satisfies (3.3), then
(6.1) TG(u, u) = 0 + i m(α0 + β0).
Proof. For l = 1, 2, 3, denote the real part and the imaginary part of ul to be u
re
l
and uim
l
respec-
tively. Hence, for l, l′ = 1, 2, 3, the product ulul′ can be written as
ulul′ = (u
re
l + iu
im
l )(u
re
l′ + iu
im
l′ ) = u
re
l u
re
l′ − u
im
l u
im
l′ + i(u
im
l u
re
l′ + u
re
l u
im
l′ )
Since u(x) satisfies (3.3), we have
T (urel u
re
l′ − u
im
l u
im
l′ ) = m(el + el′ ),
and
T (uim
l
ure
l′
) = m(el + β0 + el′ + α0) = m(el + el′ + α0 + β0),
T (ure
l
uim
l′
) = m(el + α0 + el′ + β0) = m(el + el′ + α0 + β0).
Hence
(6.2) Tulul′ = m(el + el′ ) + im(el + el′ + α0 + β0).
The above (6.2) implies,
T {
∑
l,l′
∂l∂l′ (ulul′)} = 0 + i m(α0 + β0).

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Then we consider the symmetry of B(u, u).
Lemma 6.2. If u(x) satisfies (3.3), then
(6.3) T (B(u, u)) =

e1 + i m(e1 + α0 + β0)
e2 + i m(e2 + α0 + β0)
e3 + i m(e3 + α0 + β0)
 ,
Proof. For l′ = 1, 2, 3, according to (6.1), we have
T {∂l′
∑
l,l′′
∂l∂l′′ (ulul′′ )} = el′ + i m(el′ + α0 + β0).
According to (6.2), we have
T {
∑
l
∂l(ulul′ )} = el′ + i m(el′ + α0 + β0).
Hence
T (P∇(u ⊗ u)) =

e1 + i m(e1 + α0 + β0)
e2 + i m(e2 + α0 + β0)
e3 + i m(e3 + α0 + β0)
 .
By corollary 2.1, T (B(u, u)) satisfies the equation (6.3). 
Let u(t, x) = (ure
1
+ iuim
1
, ure
2
+ iuim
2
, ure
3
+ iuim
3
)t be the strong solution of (1.1) satisfying (3.2).
For complex valued initial data, to save the length of the paper, I assume that u(t, x) satisfies (3.2).
Under this constraint, there are 8 kinds and only 8 kinds of symmetry property which can
generate symmetric solution. Denote e1 = (1, 0, 0), e2 = (0, 1, 0) and e3 = (0, 0, 1). We have
Theorem 6.3. Let u(t, x) be the strong solution of (1.1) satisfying (3.2). u(t, x) has the same
symmetric property for all t ≥ 0 if and only if one of the following conditions is satisfied
(i) there exists β0 ∈ {0, 1}
3 such that
(6.4) T (u0) =

e1 + i m(e1 + β0)
e2 + i m(e2 + β0)
e3 + i m(e3 + β0)
 .
(ii) u0(x) satisfies the condition (1.5).
Proof. u(t, x) has the same symmetric property for all t ≥ 0,
Tu(t, x) = Tu0 = Te
t∆u0.
Further, if u(t, x) has symmetric property and satisfies (3.2), then there exists α0, β0 ∈ {0, 1}
3 such
that u(t, x) satisfies (3.3). According to lemma 6.2, we have
(6.5) T (B(u, u)) =

e1 + i m(e1 + α0 + β0)
e2 + i m(e2 + α0 + β0)
e3 + i m(e3 + α0 + β0)
 ,
According to equation (1.3), we have
(6.6) et∆u0(x) − u(t, x) = B(u, u)(t, x).
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Combine (3.2), (6.5) and (6.6), we get
α0 = 0 or B(u, u) = 0.
(i) α0 = 0 implies u0 satisfies equation (6.4).
(ii) B(u, u) = 0 implies u = et∆u0 and ∂tu − ∆u = 0. That is to say, (1.5) is right.
If u0 satisfies the above (i) or (ii), then u
τ(t, x) in equation (1.4) are symmetric functions. Hence
u(t, x) is a symmetric solution.

7. Smooth solution with energy conservation
As an application of symmetry, we study Navier-Stokes equations on the domain Ω. We
consider the following incompressible Navier-Stokes equations on the space R+ × Ω,
(7.1)

∂tu − ∆u + u · ∇u − ∇p = 0, (t, x) ∈ R+ ×Ω,
∇ · u = 0,
u(0, x) = u0(x),
where initial data u0(x) is real valued.
When considering Navier-Stokes equations on the domain, usually, one makes first zero ex-
tension of initial data, then considers well-posedness on the whole spaces. The solution of the
domain is the restriction of the solution on the whole space to the domain. There exists loss of
energy for such extension. Given Ω = R2 × R+. If one uses symmetric extension, by the above
symmetric theorem, there exists not certainly symmetric solution. That is to say, the energy in-
side Ω and outside Ω of the solution for the extended data are not certainly equal. But if we
assume the initial data satisfies certain symmetric properties, then the situation will be changed.
Let the real initial data u0(x) satisfies the following symmetry property.
(7.2)
−u0,1(−x1, x2, x3) = u0,1(x1,−x2, x3) = u0,1(x1, x2, x3)
u0,2(−x1, x2, x3) = −u0,2(x1,−x2, x3) = u0,2(x1, x2, x3)
u0,3(−x1, x2, x3) = u0,3(x1,−x2, x3) = u0,3(x1, x2, x3),
In this section, we search energy conservation smooth solution of (7.1) with domainΩ = R2×R+.
We will see such symmetry property is sufficient and necessary for smooth solution with energy
conservation. Denote
(7.3) Psu0(x) =
{
u0(x), x3 ≥ 0;
(u0,1(x˜), u0,2(x˜),−u0,3(x˜))
t, x3 < 0.
Definition 7.1. We say u(x) ∈ (H˙
1
2 (R2 × R+))
3, if Psu(x) ∈ (H˙
1
2 (R3))3.
As a byproduct of the study of symmetry property, I find out smooth solution with energy
conservation.
Theorem 7.2. Given m > 2. If the real initial data u0 satisfies div u0 = 0, symmetry property
(7.2) and ‖u0‖
(H˙
1
2 (R2×R+))3
being small, then the Navier-Stokes equations (7.1) have a Cm−1 smooth
solution u(t, x) with energy conservation and satisfying symmetry property (7.2).
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The above theorem 7.2 can be extend to Besov spaces, Triebel-Lizorkin spaces, Besov-Morrey
spaces and Triebel-Lizorkin-Morrey spaces. Further, our method can be applied also to the fol-
lowing domain Ω = R × R+ × R+ or R+ × R+ × R+.
In real world, when considering Navier-Stokes equations (7.1) on the domain Ω, the initial
data must be real valued and the solution should keep energy conservation. For general domain
Ω, to solve (7.1) with initial data u0, we can try to use integration equation (1.3). For example,
we can restrict the operators et∆, e(t−s)∆ and e(t−s)∆(−∆)−1 in equations (1.4) on the domainΩ×Ω.
But, even uτ(t, x) in (1.4) converges to some function u(t, x), we did not know whether u(t, x)
satisfies the first equation of equations (7.1).
Another way to solve (7.1) is to extend the initial data u0 to a function in R
3. Let Pzu0(x) be
the zero extension of u0.
Pzu0(x) =
{
u0(x), x ∈ Ω;
0, x < Ω.
We solve the equations (1.1), we get a solution Pzu(t, x). We say the restriction of Pzu(t, x) on
the domain Ω is the relative solution of (7.1). But we know Pzu(t, x) can not be zero outside Ω.
Hence there exists loss of energy. It is hard to say, u(t, x) is the real solution of (7.1).
Further, let v(x) be a function with suppv(x) ⊂ Ωc. We can consider other extension Pz,vu0(x)
which is the zero extension of u0.
Pz,vu0(x) =
{
u0(x), x ∈ Ω;
v(x), x < Ω.
We can consider also the restriction of solution Pz,vu(t, x) of (1.1) with initial data Pz,vu0(x).
There are many choice for v(x). Generally speaking, we have no sufficient reason to say that
Pz,vu(t, x) is the real solution of (7.1).
Hence I consider particular domainΩ = R2 ×R+. I choose v(x) to be the symmetric extension
of u0(x). That is to say, I extend u0(x) to Pz,vu(t, x) in a symmetric way. To ensure the zero diver-
gence property divPz,vu(t, x) = 0, I can not extend all the three u0,τ(x) with the same symmetry
method. If I extend u0,1(x) and u0,2(x) with the anti-symmetric way and I have to extend u0,3(x)
with symmetric way. If I extend u0,1(x) and u0,2(x) with the symmetric way and I have to extend
u0,3(x) with anti-symmetric way. There are two ways to extend the initial value symmetrically.
Denote u0(x) = (u0,1(x), u0,2(x), u0,3(x))
t and x˜ = (x1, x2,−x3). The first way is to extend u0(x) in
the following way:
(7.4) Pasu0(x) =
{
u0(x), x3 ≥ 0;
(−u0,1(x˜),−u0,2(x˜), u0,3(x˜))
t, x3 < 0.
The second way is to extend u0(x) as I did in the equation (7.3). Then I can consider the solutions
Pasu(t, x) and Psu(t, x) of (1.1) with respectively initial data of Pasu0(x) and Psu0(x).
For the first way, the iteration process (1.4) will change the symmetric property. Given initial
data Pasu0(x) defined in (7.4). If Pasu(t, x) exists, according to Theorem 5.4, Pasu(t, x) can not
be a symmetric solution of (1.1). We did not know whether the energy in the domain R2 × R+
equals to the energy in the domain R2 × R−.
In this paper, I search energy conservation smooth solution of (7.1) with domainΩ = R2×R+.
To get smooth solution, the real initial data u0(x) should satisfy the symmetry property (7.2).
We will see such symmetry property is sufficient and necessary for smooth solution with energy
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conservation. In fact, there exists and only exists one kind of symmetry property generate smooth
solution with energy conservation.
Theorem 7.3. Given m > 2. If the real initial data u0 satisfies div u0 = 0, symmetry property
(7.2) and ‖u0‖
(H˙
1
2 (R2×R+))3
being small, then the Navier-Stokes equations (7.1) have a Cm−1 smooth
solution u(t, x) with energy conservation and satisfying symmetry property (7.2).
Proof. If u0 satisfies the symmetry property (7.2), then
(7.5) T (Psu0) =

e1
e2
e3
 .
uτ(t, x) in the iteration process (1.4) will keep the symmetric property
T (uτ(t, x)) =

e1
e2
e3
 .
(i) u0 ∈ (H˙
1
2 (R2×R+))
3 means Psu0(x) ∈ (H˙
1
2 (R3))3. For ‖u0‖
(H˙
1
2 (Ω))3
being small, ‖Psu0‖
(H˙
1
2 (R3))3
being small. Hence uτ(t, x) converges to some u(t, x) ∈ (Sm,m′(R
3))3 which is the solution of the
equations (1.1). Since Sm,m′(R
3) ⊂ Cm−1(R3), by Theorems 5.4 and 2.3, we get smooth symmetric
solution on the whole R3. By restriction, we get also smooth solution on the domain R2 × R+.
(ii) Further, according to Theorem 5.4, we know the energy in the domain R2 × R+ equals to
the energy in the domain R2 × R−.
By the above two points (i) and (ii), we get smooth solution with energy conservation. 
Remark 7.4. (i) For real valued initial data with symmetric solution, there exists only one pos-
sibility. If u0 does not satisfies (7.2), then the iteration process (1.4) will not keep the symmetry
property and will not keep energy conservation.
(ii) General speaking, the fluid on the domain has ripple effect near the boundary. We have
proved that, if the initial data satisfies the symmetry property (7.2), then the Navier-Stokes equa-
tions (7.1) have smooth solution even at the boundary.
(iii) Our method can be applied also to the following domainΩ = R×R+×R+ or R+×R+×R+.
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