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THE BEST CONSTANT FOR THE CENTERED MAXIMAL OPERATOR
ON RADIAL DECREASING FUNCTIONS
J. M. ALDAZ AND J. PE´REZ LA´ZARO
Abstract. We show that the lowest constant appearing in the weak type (1,1) inequality
satisfied by the centered Hardy-Littlewood maximal operator on radial, radially decreasing
integrable functions is 1.
1. Introduction
A considerable amount of work has been devoted in the literature to finding good bounds,
or best bounds if possible, in the inequalities satisfied by the several variants of the Hardy-
Littlewood maximal operator. We mention, for instance, [A1], [A2], [A3], [A4], [A5], [ACP],
[AlPe], [AlPe2], [AV], [Bou1], [Bou2], [Bou3], [Ca], [CF], [CLM], [GK], [GM], [GMM], [Ki],
[Me1], [Me2], [Mu], [St1], [St2], [St3], [StSt]. Additional references can be found in the
aforementioned papers.
Let Md be the centered maximal operator (cf. (1) below for the definition) associated to
euclidean balls and Lebesgue measure on Rd. It is well known that if 1 < p ≤ ∞, then there
exists a constant cp,d such that for all f ∈ Lp(Rd), ‖Mdf‖p ≤ cp,d‖f‖p, and the problem lies in
determining the lowest such cp,d. When p = ∞, trivially we can take cp,d = 1 for all d, since
averages never exceed a supremum, while if p = 1, then Mdf /∈ L1(Rd) unless f = 0 almost
everywhere. So for p = 1 one considers instead the best constant cd appearing in the weak
type (1, 1) inequality (cf. 3 below). Obviously, cd ≥ 1, since by the Lebesgue Differentiation
Theorem, Mdf ≥ |f | a.e. whenever f ∈ L1(Rd). We shall see that if we impose on f the
additional conditions of being radial and radially decreasing, then actually cd = 1 for every
dimension d. This improves on the previously known upper bound cd ≤ 4 (which nevertheless
holds for all radial functions, not necessarily decreasing, cf. [MS, Theorem 3]).
Our result is obtained by identifying the extremal case: For the class of radial, radi-
ally decreasing functions f of norm one, the Dirac delta “function” δ is extremal. That is,
Mdδ(x) ≥ Mdf(x) for every x. Since Mdδ can be easily computed, and it yields a best con-
stant equal to 1, the result follows. Without the decreasing assumption on f , the value of
the best constant is not known (as indicated above, it is bounded by 4).
Regarding the dependency of cp,d on d, for general functions, E. M. Stein showed that when
1 < p <∞, the constants cp,d <∞ could be chosen to be uniform in d ([St1], [St2], see also
[St3]).
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With respect to weak type (1,1) bounds, best constants grow at most like O(d) (cf. [StSt]).
Additionally, for the maximal function associated to cubes (rather than euclidean balls) it
is known that best bounds approach infinity with the dimension (cf. [A5], and also [Au],
where it is shown that bounds increase at least as O(log1−ε d), for arbitrary ε > 0). While
the corresponding problem for euclidean balls has not yet been solved, it seems very likely
that uniform bounds do not exist in this case either. Hence the renewed interest in finding
natural subspaces of L1(Rd) for which bounds independent of d can be obtained, and when
uniform bounds are known, in determining their optimal values.
2. Notation and results
Let λd denote the Lebesgue measure on Rd, and let B(x, r) be the euclidean closed ball
centered at x of radius r > 0. Thus, B(x, r) is defined using the ℓ2 distance ‖x‖2 :=√
x21 + · · ·+ x2d. The centered maximal function Mdf of a locally integrable function f is
(1) Mdf(x) := sup
r>0
1
λd(B(x, r))
∫
B(x,r)
|f |dλd
(the choice of closed balls in the definition is mere convenience; using open balls instead does
not change the value of Mdf(x)). Likewise, the centered maximal function Mdµ of a locally
finite measure µ is
(2) Mdµ(x) := sup
r>0
µ(B(x, r))
λd(B(x, r))
.
It is well known that the maximal function satisfies the following weak type (1, 1) inequality:
(3) λd({Mdf ≥ α}) ≤ cd‖f‖1
α
,
where cd does not depend on f ∈ L1(Rd).
We denote the average of the function h over the set E by
(4) hE :=
1
λd(E)
∫
E
hdλd.
Likewise, the average (with respect to Lebesgue measure) of the measure µ over the set E is
denoted by
(5) µE :=
µ(E)
λd(E)
.
The next “geometric lemma on averages”, states the intuitively plausible fact that for a
radial decreasing function on Rd, the average over any ball B centered at zero is at least
as large as the average over any other ball with center outside B (or on its border). By
decreasing we mean non-strictly decreasing.
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Lemma 2.1. Let f : (0,∞)→ (0,∞) be a decreasing function. Define g : Rd → R by setting
g(x) := f(‖x‖2). If g is locally integrable, then for every pair of radii R, r > 0, and every
y ∈ Rd with ‖y‖2 ≥ R, we have
(6) gB(0,R) ≥ gB(y,r).
Remark 2.2. Actually, for the application below we only need the case r < R, but since the
result is also true when R ≤ r, we do not exclude this from the statement of the lemma.
Remark 2.3. Obviously, if f is locally integrable then so is g. Local integrability of g is all
we need, so we only assume this weaker condition.
Remark 2.4. It is natural to ask whether the hypothesis that y does not belong to the
interior of B(0, R) can be relaxed to B(y, r) \ B(0, R) 6= ∅. In fact, it is easy to see that
the latter condition is not enough, even in one dimension: Let ψ(x) := (1 − |x|)+ be the
positive part of 1− |x|. Then ψ[−1,1] < ψ[−1/2,1], so if ε > 0 is sufficiently small, we also have
ψ[−1,1] < ψ[−1/2,1+ε].
Remark 2.5. In order to obtain large averages, one must integrate over the parts of the
space where a function is large. And this is so no matter what measure is used. Thus, it is
tempting to conjecture that Lemma 2.1 actually holds for a large class of measures, rather
than just Lebesgue’s. While this may be the case, some condition on the measure is needed,
as the following example shows.
Let d = 2 and set µ(A) := λ2(A ∩ B(0, 1)), i.e., µ is the restriction of planar Lebesgue
measure to the unit ball. Let ψ(x) := (1−‖x‖2)+, and observe that ψB(0,1) < ψB(e1,1). This is
so since ψB(0,1) is exactly equal to the average over the cone C contained in B(e1, 1)∩B(0, 1)
and between the lines y = ±√3x, while obviously ψC < ψB(e1,1)∩B(0,1). But µ(B(e1, 1) ∩
B(0, 1)) = µ(B(e1, 1)), so ψB(e1,1)∩B(0,1) = ψB(e1,1). Therefore, Lemma 2.1 does not extend to
all radial measures.
Remark 2.6. Another natural attempt to generalize Lemma 2.1 is to consider norms different
from the euclidean one. Since the most often used maximal functions on Rd are defined either
using euclidean balls or cubes with sides parallel to the axes, i.e., ℓ∞ balls, the case of the
ℓ∞ norm ‖x‖∞ := max{|x1|, . . . , |xd|} is particularly interesting. Here a function g : Rd → R
is radial decreasing if there exists a decreasing function f : (0,∞) → (0,∞) such that
g(x) = f(‖x‖∞). Likewise, the corresponding maximal operator is obtained by averaging
over ℓ∞ balls B∞ in (1), instead of using ℓ2 balls.
The following example, due to Professor Guillaume Aubrun and included here with his
permission, shows that Lemma 2.1 fails when ‖ · ‖2 is replaced by ‖ · ‖∞. Let g = χ[−2−1,2−1]d,
let B∞(0, R) = [−4−13, 4−13]d, and let B∞(y, r) = [4−1, 4−15]× [−2−1, 2−1]d−1, i.e., y = 3e1/4
and r = 1/2. Since 2d+2 < 3d provided d ≥ 4, for every d = 4, 5, . . . we have
gB∞(0,R) =
2d
3d
<
1
4
= gB∞(y,r).
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The preceding inequality is strict, so sufficiently small perturbations of the sets involved will
preserve it. Thus, Lemma 2.1 also fails when ‖ · ‖2 is replaced by ‖ · ‖p, provided that p is
high enough (perhaps depending on d). Here ‖x‖p := (|x1|p + · · ·+ |xd|p)1/p.
Proof of Lemma 2.1. Observe first that the result for ‖y‖2 ≥ R can be immediately
derived from the special case ‖y‖2 = R. To see why, assume it holds for ‖y‖2 = R, and
suppose ‖w‖2 > R. Then
gB(w,r) ≤ gB(0,‖w‖2) ≤ gB(0,R),
since the average over a ball centered at 0 of a radial decreasing function does not decrease
when we reduce the radius. So we assume that ‖y‖2 = R. Using a change of variables if
necessary, we suppose that R = 1 (just to simplify expressions). Then we take y = e1, by
symmetry; finally, we suppose that f is left continuous. This last assumption is made purely
for notational convenience: It entails that nonempty level sets {g ≥ m} are closed balls,
agreeing with our notation B(0, t).
We show that rd
∫
B(0,1)
g ≥ ∫
B(e1,r)
g. To this end, it is enough to prove that for every
m > 0 the corresponding level sets satisfy
(7) rdλd(B(0, 1) ∩ {g ≥ m}) ≥ λd(B(e1, r) ∩ {g ≥ m}).
If either m < g(e1), or m > g(x) for all x 6= 0, then inequality (7) holds trivially. If
g(e1) ≤ m ≤ g(x) for some x 6= 0, then there exists a t ∈ (0, 1] such that {g ≥ m} = B(0, t),
so it suffices to show that
(8) rdλd(B(0, t)) ≥ λd(B(e1, r) ∩B(0, t)).
We assume that r < 1 (for otherwise (8) is obvious) and also that t + r > 1 (for otherwise
B(e1, r)∩B(0, t) is the either the empty set or just one point). With these assumptions, the
boundaries of the balls B(e1, r) and B(0, t) are d − 1 spheres whose intersection is a d − 2
sphere S, with center ce1 for some c ∈ (0, 1), and radius ρ. Since B(e1, r)∩B(0, t) ⊂ B(ce1, ρ),
all we need to do is to prove that ρ ≤ rt, from which (8) follows.
Let us write x = (x1, . . . , xd). Using symmetry, the center and the radius of the sphere
S can be determined by considering the intersection of S with the x1x2-plane, that is, by
simultaneously solving x21 + x
2
2 = t
2 and (x1 − 1)2 + x22 = r2. Solving for x1 yields c =
(1 + t2 − r2)/2, and solving for x22, together with some elementary algebraic manipulations,
gives
(9) ρ2 = t2 − (1 + t
2 − r2)2
4
= (rt)2 − (1− t
2 − r2)2
4
≤ (rt)2.

Theorem 2.7. Let g ∈ L1(Rd) be a radial decreasing function. Then for every α > 0,
(10) λd({Mdg > α}) ≤ ‖g‖1
α
.
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Proof. Suppose ‖g‖1 6= 0; using the 1-homogeneity of the maximal operator Md we see that
{Mdg > α} = {Md(g/‖g‖1) > α/‖g‖1}, so we can always replace g with g/‖g‖1. Thus, we
assume from the start that ‖g‖1 = 1. Let δ denote the Dirac delta mass placed at the origin,
i.e., δ is the probability measure defined by δ({0}) = 1. In this case it is easy to compute
Mdδ explicitly: Mdδ(x) = 1/λ
d(B(x, ‖x‖2)). Hence, for every α > 0 the set {Mdδ ≥ α} is a
ball, and
(11) λd({Mdδ ≥ α}) = 1
α
.
Inequality (10) is implied by (11), since δ is extremal in the following sense: For every x ∈ Rd
we have Mdg(x) ≤ Mdδ(x). To see why, note that if ‖x‖2 = R > 0 and r > 0 is any radius,
by Lemma 2.1 we have
gB(x,r) ≤ gB(0,R) ≤ 1/λd(B(0, R)) = 1/λd(B(x,R)) = δB(x,R)
(of course, if r ≥ R we do not need the Lemma, since then 0 ∈ B(x, r) and therefore gB(x,r) ≤
δB(x,r) ≤ δB(x,R)). By taking the supremum over r > 0 we conclude that Mdg(x) ≤ Mdδ(x),
as was to be shown. 
Using the preceding bound we obtain refined estimates for the operator norm of Md, from
the space of radial decreasing functions in Lp(Rd) to Lp(Rd), for 1 < p < ∞. The proof,
a standard Marcinkiewicz interpolation type argument, is omitted (cf., for instance [St3, p.
14]).
Corollary 2.8. Let p > 1 and let g ∈ Lp(Rd) be a radial decreasing function. Then
(12) ‖Mdg‖p ≤ 2
(
p
p− 1
)1/p
‖g‖p.
Remark 2.9. Denote by cp,d the operator norm ofMd, from the radial decreasing functions in
Lp(Rd) to Lp(Rd). Here d is fixed. The preceding result entails that cp,d = O
(
p
p−1
)
as p ↓ 1.
Next we show by example that actually cp,d = Θ
(
p
p−1
)
, where Θ denotes the exact order as
p ↓ 1. Let f be the characteristic function of the unit ball. Then ‖f‖p = (λd(B(0, 1)))1/p.
On B(0, 1) the maximal function is identically one, while off B(0, 1), writing r = ‖x‖2, we
have Mdf(x) ≥ (r + 1)−d ≥ (2r)−d, where the first inequality is obtained by averaging over
the smallest ball centered at x that fully contains B(0, 1), and the second inequality is used
to trivialize integration in polar coordinates. Thus,
(13)
∫
(Mdf)
p ≥ |B(0, 1)|
(
1 +
1
(p− 1)2dp
)
,
so
(14) cp,d ≥
(
1 +
1
(p− 1)2dp
)1/p
.
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Since
(
1 + 1
(p−1)2dp
)1/p (
p−1
p
)
→ 2−d as p ↓ 1, the assertion about the exact order of cp,d
follows.
Remark 2.10. If Lebesgue measure in dimension d is replaced by the standard gaussian
measure, or more generally, by any finite measure defined by a bounded, radial, radially
decreasing density, the situation is very different: The same example (one delta placed at
the origin) shows that constants for the weak type (1, 1) inequality grow exponentially fast
with the dimension (cf. [A4]) rather than being uniformly bounded by 1. In fact, exponential
growth can be shown to hold for some (sufficiently small) values of p > 1, simply by using,
instead of δ0, the characteristic function of a small ball centered at 0, and then arguing as in
[A4]; a step in this direction is carried, for weak type (p, p) inequalities, in [AlPe3].
References
[A1] Aldaz, J. M. A general covering lemma for the real line. Real Analysis Exchange, 17 (1991-92),
394–398.
[A2] Aldaz, J. M. Remarks on the Hardy-Littlewood maximal function. Proceedings of the Royal Society
of Edinburgh A, 128 (1998), 1–9.
[A3] Aldaz, J. M. A remark on the centered n-dimensional Hardy-Littlewood maximal function. Czechoslo-
vak Math. J. 50 (125) (2000), no. 1, 103–112.
[A4] Aldaz, J. M. Dimension dependency of the weak type (1, 1) bounds for maximal functions asso-
ciated to finite radial measures. Bull. Lond. Math. Soc. 39 (2007) 203–208. Also available at the
Mathematics ArXiv.
[A5] Aldaz, J. M. The weak type (1, 1) bounds for the maximal function associated to cubes grow to infinity
with the dimension. Available at the Mathematics ArXiv.
[ACP] Aldaz, J. M.; Colzani, L.; Pe´rez La´zaro, J. Optimal bounds on the modulus of continuity of the
uncentered Hardy-Littlewood maximal function. Preprint.
[AlPe] Aldaz, J. M.; Pe´rez La´zaro, J. Functions of bounded variation, the derivative of the one dimensional
maximal function, and applications to inequalities. Trans. Amer. Math. Soc. 359 (2007) no. 5, 2443-
2461. Also available at the Mathematics ArXiv.
[AlPe2] Aldaz, J. M.; Pe´rez La´zaro, J. Boundedness and unboundedness results for some maximal operators
on functions of bounded variation. J. Math. An. Appl. Volume 337, Issue 1, (2008) 130–143. Also
available at the Mathematics ArXiv.
[AlPe3] Aldaz, J. M.; Pe´rez La´zaro, J. Behavior of weak type bounds for high dimensional maximal operators
defined by certain radial measures. Available at the Mathematics ArXiv.
[Au] Aubrun, G. Maximal inequality for high-dimensional cubes. Confluentes Mathematici, Volume 1, Is-
sue 2, (2009) pp. 169–179, DOI No: 10.1142/S1793744209000067. Also available at the Mathematics
ArXiv.
[AV] Aldaz, J. M.; Varona, J. L. Singular measures and convolution operators. Acta Math. Sin. (Engl.
Ser.) 23 (2007), no. 3, 487–490.
[Bou1] Bourgain, J. On high-dimensional maximal functions associated to convex bodies. Amer. J. Math.
108 (1986), no. 6, 1467–1476.
[Bou2] Bourgain, J. On the Lp-bounds for maximal functions associated to convex bodies in Rn. Israel J.
Math. 54 (1986), no. 3, 257–265.
[Bou3] Bourgain, J. On dimension free maximal inequalities for convex symmetric bodies in Rn. Geometrical
aspects of functional analysis (1985/86), 168–176, Lecture Notes in Math., 1267, Springer, Berlin,
1987.
The maximal operator on radial functions 7
[Ca] Carbery, A. An almost-orthogonality principle with applications to maximal functions associated to
convex bodies. Bull. Amer. Math. Soc. (N.S.) 14 (1986), no. 2, 269–273.
[CF] Capri, O. N.; Fava, N. A. Strong differentiability with respect to product measures Studia Math.
(1984) 173–178.
[CLM] Colzani, L.; Laeng, E.; Morpurgo, C. Symmetrization and norm of the Hardy-Littlewood maximal
operator on Lorentz and Marcinkiewicz spaces. J. London Math. Soc. 77 (2008) 349–362.
[GK] Grafakos, L.; Kinnunen, J. Sharp inequalities for maximal functions associated with general mea-
sures. Proc. Roy. Soc. Edinburgh Sect. A 128 (1998), no. 4, 717–723.
[GM] Grafakos, L.; Montgomery-Smith, S. Best constants for uncentred maximal functions. Bull. London
Math. Soc. 29 (1997), no. 1, 60–64.
[GMM] Grafakos, L.; Montgomery-Smith, S.; Motrunich, O. A sharp estimate for the Hardy-Littlewood
maximal function. Studia Math. 134 (1999), no. 1, 57–67.
[Ki] Kinnunen, J. The Hardy-Littlewood maximal function of a Sobolev function. Israel J. Math. 100
(1997), 117–124.
[Me1] Melas, A. D. On the centered Hardy-Littlewood maximal operator. Trans. Amer. Math. Soc. 354
(2002), no. 8, 3263–3273.
[Me2] Melas, A. D. The best constant for the centered Hardy-Littlewood maximal inequality. Ann. of Math.
(2) 157 (2003), no. 2, 647–688.
[MS] Mena´rguez, M. T.; Soria, F. On the maximal operator associated to a convex body in Rn. Collect.
Math. 43 (1992), no. 3, 243–251 (1993).
[Mu] Mu¨ller, D. A geometric bound for maximal functions associated to convex bodies. Pacific J. Math.
142 (1990), no. 2, 297–312.
[St1] Stein, E. M. The development of square functions in the work of A. Zygmund. Bull. Amer. Math.
Soc. (N.S.) 7 (1982), no. 2, 359–376.
[St2] Stein, E. M. Three variations on the theme of maximal functions. Recent progress in Fourier analysis
(El Escorial, 1983), 229–244, North-Holland Math. Stud., 111, North-Holland, Amsterdam, 1985.
[St3] Stein, E. M. Harmonic analysis: real-variable methods, orthogonality, and oscillatory integrals.With
the assistance of Timothy S. Murphy. Princeton Mathematical Series, 43. Monographs in Harmonic
Analysis, III. Princeton University Press, Princeton, NJ, 1993.
[StSt] Stein, E. M.; Stro¨mberg, J. O. Behavior of maximal functions in Rn for large n. Ark. Mat. 21
(1983), no. 2, 259–269.
Departamento de Matema´ticas, Universidad Auto´noma de Madrid, Cantoblanco 28049,
Madrid, Spain.
E-mail address : jesus.munarriz@uam.es
Departamento de Matema´ticas y Computacio´n, Universidad de La Rioja, 26004 Logron˜o,
La Rioja, Spain.
E-mail address : javier.perezl@unirioja.es
