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ABSTRACT
The objective of this paper is to study the necessity and 
effect of data transformation to normality on kriging 
estimation and the applicability of using Hermite polynomials 
for data transfer function. For this purpose, two data sets 
are used and mean error, error variance, the result of cross- 
validation and scatter diagrams are compared for transformed 
data with untransformed data. The results show that the 
improvement in accuracy of kriging estimation by data 
transformation is more effective for highly skewed data. This 
means that data transformation is prerequisite step for highly 
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The use of "kriging" in geostatistics has come to be 
synonymous with "optimal prediction" of values at given 
spatial locations from observations taken at known nearby 
locations. The various kriging techniques are all based on 
the linear unbiased estimator model Z*(X0) = XiZ(X() + X2Z(X2) + 
X3Z(X3) + + XnZ(Xn) where Z*(X0) is the estimator of true 
value Z (X0) at location X0 and the \j are the weights allotted 
to each observation Z(X;). The weights are chosen such that 
the error associated with the estimator is less than error of 
any other linear sum, such that the weights minimize the 
estimation variance subject to the non-bias condition £Xj= 1 .
Kriging also assumes that the data are normally 
distributed because, with kriging, E[Z*(X0)] = m, where m is 
the mean. The best possible estimation of any unknown 
variable Z(X0) is based on this theoretical premise, and the 
best estimator can be obtained from the normally distributed 
variables Z(X;) . Linear estimation by kriging is not optimal 
for many geological data sets because many geological data 
are non-normal; in fact, one of the more common distributions 
is skewed with a long tail to the right. Based on this 
observation, the stationary random variables (geological data) 
need to be transformed for more accurate estimation into 
stationary centered gaussian random variables, that is, 
distributed normally, before kriging is performed. After this
I. INTRODUCTION
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process, the transformed variables are kriged or estimated and 
then estimated results are finally retransformed to original 
units. The widely used transfer function for geological data 
is the common logarithm whereby skewed distributions are more 
or less normalized by taking logarithms.
The objective of this paper is to study the necessity and 
effect of data transformation to normality for kriging by 
comparison between results of kriging of untransformed data 
and transformed data, drawn from two geological data sets. 
The comparison is based on mean error, error variance, the 
results of cross-validation, and scatter diagrams. A linear 
combination of Hermite polynomials, instead of common 
logarithms, is used for the transfer function in this study. 
The study is also aimed at investigating the applicability of 
using Hermite polynomials as transfer functions for geological 
data in the estimation by kriging.
3
The following steps are applied to two geological data sets 
and establish the goals of this studyi
1 * Raw data of the original sample values are 
transformed to another set of values that are normally 
distributed. The transformation function <p is the expansion 
of Hermite polynomials and expresses the variable Z (X) in 
terms of centered gaussian variables(the standard normal 
distribution) Y(x), i.e., Y(X) = <f> Z(X) , where Y has a mean 
of 0 and variance of 1 .
2. The variogram of raw data and transformed data are 
computed for estimating spatial relationships, a basic 
requirement for any kriging.
3. Cross-validation by kriging is used as the basis for 
comparison of the accuracy of kriging estimation of raw data 
and transformed data because cross-validation is an 
appropriate tool for testing estimation methods.
4. The values of cross-validation of transformed data 
are inverted (retransformed) by Z(X) = 0'1 [Y(X>], such that the 
comparison of the results of cross-validation of raw data and 
retransformed data is made in practice for the effect of data 
transformation on the kriging. The scatter diagrams are used 
for a visual test of accuracy. The main steps in this method 
are represented schematically in Figure 1 and are given in 
detail by the following section
II. METHODS
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Figure 1. Steps of the method applied to two 
geological data sets.
5
The data sets used in this study are based on the "Walker 
Lake" data set(Englund, 1990). Two rectangular subsets of the 
Walker Lake data set were chosen; Area A, in the northeast 
portion of Walker Lake, includes 19,800 values in 1 1 0  rows and 
180 columns and Area B data set, in the southeast portion, 
contains 2 6,600 values in 190 rows and 140 columns. The 
values of Area B were derived by taking the square roots of 
the Walker Lake values. The data set from Area A is a subset 
and contains 126 samples. Thirty data points are at random 
locations in the southwest portion of the area, while 96 are 
on a regular rectangular grid (Figure 2 ) . The data set from 
Area B is a subset and contains 190 samples on a stratified 
random grid (Figure 2). Sample values are assigned in the
1. Data Sets
same manner as for Area A.
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1st Quartfkr. .000  * 4 aC 0 .3 9 0
2nd Quartfta: 5 .3 9 0  < X £ 3 3 .6 0 0
3rd Quartil*: 3 3 .6 0 0  < a £ 1 4 6 .0 9 0
4th Ouartito: 1 4 6 .0 9 0  < * £ 9 9 2 .2 0 0
1 oi Quortila: .000 £  -f £ 3.230 
2nd Quart!*: 3.230 < X ‘  7,330 
3rd Quart!*: 7.330 < 0  S 16,290 
Wi Ouortb: 16.290 < *  5 34,530
(A) (B)
Figure 2• Map of locations of the data sets 
(Englund,1990).
A) Data set A B) Data set B
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Among kriging estimators, there are methods based on data 
transformation to normality using transfer functions, in order 
to satisfy the assumption of linear kriging estimation and to 
get more accurate results of estimation. Some of these 
methods are naive and easy to apply but consequently not 
always appropriate, such as the lognormal kriging (David, 
1972) using the common logarithm transfer function. It is 
also possible in practice to infer the various non-linear 
estimators such as disjunctive kriging and conditional 
expectation that are more sophisticated but stricter in terms 
of hypotheses required and computationally heavy(Matheron, 
1976) .
The method presented in this study is the simple linear 
kriging estimator of gaussian transformed variable Y(X) that 
is transformed from original raw data Z(X) by Y(X) = 0 [Z(X)], 
where 0 is the transfer function. The transfer function used 
for data transformation is some order of expansion of Hermite 
polynomials.
In considering the Hermite polynomial transfer function, 
let two data sets be represented by a stationary variable of 
random function Z, with a specific observation represented as 
Z(X). As noted by Matheron(1976,a), it is always possible to 
find a non-decreasing transformation 0 and another stationary 
R.F. (random function) Y that is normally distributed analog of
2 . Data Transformation
Z and also has a mean of o and a variance of 1. The variables 
in R.F. Z and Y are related through a function :
Y(X) = <f> [Z(X)]
in which <p is written as a linear combination of Hermite 
polynomials (Journel and Huijbregts, 1978):
0 (Y) = ? C kHk(y)
k=o
' where Hk(y) is a Hermite polynomial of order k and Ck are 
coefficients of this expansion calculated from data values. 
Hk(y) is given by Rodrigues' formula:
Hk(y) = (-l)ke ^ ( d  /dy )
and Hk (y) is easily calculated using the following recurrence 
relationship:
H k + i ( Y )  = YHk(y) - kHk.,(y)
,where H0(y) = 1, and H^y) = y. With respect to the standard 
normal distribution, the Hermite polynomials are orthogonal, 
i.e.,
f00 2^ 00[Hk(y)Hk.(y) e[-*2/2]/J (27T) ] dy = o for k ^ k' 
too
V=00[Hk(y)Hk(y) e[--̂21/ J (27r) ] dy = k! for all k
Orthogonality also implies that
Ck = 1/klf °° [ 0 (y)Hk(y) exp(-y2/2) /y| (27r) ] dy 
Jy=-oo
The coefficients Ck, k=l., can be calculated through Hermite
9
integration:
1 fck = k!|2*f^ wieLv/2] <p (Yi) Hk(y;)
where the y- s are the abscissas and the w/s are corresponding
weight factors. Values of y; and W; are tabulated by
^kramowitz and Stegun(1970) in Table 1 . To calculate Ck using
Hermite integration, it is necessary to determine the values
of (Yi) for specific values of y;. By definition, is the
function which relates the data variables x; to the
corresponding standard normal variate yj. Ay; corresponding
to a given Xj is calculated from the cumulative distribution
of x . This procedure can be shown graphically on Figure 3.
Given the values of y;, the corresponding values of Y; =(f>(zi)
are following the inverse procedure; i. e. , from y and the
cumulative frequencies of standard normal distribution, a
value p; is calculated through tables or an approximation.
This value of p; is used to interpolate between the values of
Z that bracket p;, to give <J> (y^ . From a table of the
cumulative distribution, a value of y; is found for each P|.
It also can be shown that C0 is the mean of the theoretical
distribution of Z and the sum of Ck(k=l,2,.. k-1) is the
variance of this distribution.
In practice, the expansion of the Hermite polynomial is
carried out over k steps
k-i
Y (X) = I C kHk[Y(X)]
k=o
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the k steps applied for this study are 5 , 1 0 , and 15, such 
that each value of data X; is transformed to a value Y; with
coordinates CoH0(y) , CjH^y),.. , CM HM (y) for each k step. Two
data sets, having respectively 126 values and 190 values, are 
used in this study. Each variable of data sets is transformed 
by the above transfer function with 5 , 1 0 , and 15 coefficients 
into normal distribution.
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"Structural analysis" is the name given to the procedure of 
characterizing the structures of the spatial distribution of 
variables considered. It is the first and indispensable step 
of any geostatistical study. Thus every geostatistical study 
begins with the construction of a model designed to 
characterize the spatial structure of the regionalized 
variable studied. In most parts of geostatistical theory the 
variogram is assumed known or available through reliable 
estimates and acts as a quantified summary of all the 
available structural information.
Matheron (1965) presents a thorough theoretical study of 
the variogram in his paper of "Les Variables Regronalisees et 
Leur Estimation". The study is based on regular sampling from 
a regionalized variable of a multinormal process. One 
conclusion of Matheron's study was that the reliability of the 
estimates of the variogram values are decreasing with 
increasing distance. They are fairly reliable at short 
distances, whereas for distances larger than half the extent 
of the area they are characterized as unacceptable. The main 
reason for this is the decreasing number of observation pairs 
available for estimation(Omre, 1984). These conclusions show 
that the variogram quantifies the structural information for 
use in kriging estimation.
Variograms measure spatial variation in a regionalized
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variable and define as the variance of the increment [Z(X) - 
z(Y)];
2 7 (X,Y) = var[Z(X) - Z(Y)]
where Z(X), Z(Y) are regionalized variables associated with 
location X and Y. Under the intrinsic hypothesis of 
geostatistics, that the increments [Z(X) - Z(Y)] associated 
with a small distance |h| are weakly stationary or 
stationary, this variance reduces to
2 7 (h) = var[Z(X) - Z(X+h)]
where | h | is the vector separating the points X and X + | h | (=Y) 
restricted to the intrinsic case. Under this assumption, the 
first moment of the increment and its expected value, is 
constant or at most only slowly varying with spatial position 
X; and the second moment is also invariant with spatial 
location.
For the variable Z at different locations, it becomes
necessary to index the locations as X;, where i=l,2,3. ,n
corresponding to n observations of data values. The estimator
of the variogram from n data values {Z(Xj), i=l,2,3,..,n} is
the arithmetic mean of the squared differences [Z(X;) - Z(X; + 
h)]:
n(h) [ Z(Xj) — Z(Xj+ h ) T
27<h) = E  n (h )
where n(h) is the number of data pairs used for calculation in 
h distance. The factor "2" in front of the is there for
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mathematical convenience. The term (h) was defined by 
Matheron as the semivariogram because it is one-half of the 
spatial variance:
T ( h )  -  _ L ^ h) [ z (Xj) — z(X ; h ) ] 2 
2 fei n (h )
But many subsequent authors have referred to 7 as variogram, 
and David(1977) advocates that "for the sake of simplicity" 
this common usage should be adopted.
The value of 7 (h) is calculated from regionalized 
variables of such a data set if there are n possible pairs of 
observations which are separated by distances of exactly h. 
It is possible to compute 7 for other spacings: for example, 
by taking alternate observations, hx = 2h and 7 (h,) is 
computed in exactly the same way using the n possible pairs of 
observations which are separated by a distance of exactly 2h. 
A succession of estimated values 7 (h) is obtained using
different spacings of h , 2h , 3h , .. and these are plotted
on the graph, in which the distance between the pairs of 
samples is plotted along the horizontal axis and the value of 
the variogram along the vertical as is shown in Figure 4.
The variogram as computed from the data will not tend to 
be perfect curves, but rather lumpy, noisy and less regular. 
But this lumpy graph can be likened to one or other of a small 
number of ideal curves. The ideal curves are defined as simple 
mathematical functions which relate 7 to h. It is usually
16
Figure 4. Usual method of plotting a variogram.
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these ideal curves which are used in the subsequent kriging
methods. Because the kriging methods need the relationship 
between point samples established by the variogram to estimate 
local values from surrounding point samples, the variogram 
must be modeled by one of these curves.
One commonly used model for this ideal curve is the 
spherical model that is used in this study. Figure 5 shows an 
example of a spherical model of a variogram that consists of 
two separation functions with a discontinuity:
The separation R is called the "range", C + C0 is called the 
"sill" and C0 is known as the "nugget effect" that represents 
the discontinuity of the variogram at the origin and is due to 
measurement errors and some other factors.
In this study, variograms are computed for each raw and 
transformed data of three different transformation orders in 
two data sets. These variograms are used for computing 
parameters necessary to kriging, which in turn place 
constraints on the properties of the theoretical variogram. 
The distances in practice are 90km and 80km for data set 1 and 
data set 2, respectively, in the north-east 45° direction.
when h < R
(h) = C + C0 when h > R
T(h)
C: Sill - Nugget, C0: Nugget, R: Range
Figure 5. The spherical model of a variogram.
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The kriging technique estimates values at given spatial 
locations from observations made at other locations and a 
weighted moving average technique in which the weights are 
chosen such that the error associated with the "predictor" is 
less than that for any other sum. The weights depend upon the 
location of the data and upon the variogram model. The n 
weights are calculated to ensure that the estimator is
unbiased and that the estimation variance is minimal(Journel 
and Huijbregts, 1978) . It is this one which the kriging seeks 
to find. Therefore, kriging is defined by:
Z*(X0) = £A;Z (X)
where Z*(X0) is the estimator of true value Z(X0) at location 
X0 and Aj are the weights.
To obtain kriging as the best linear unbiased estimator, 
variance of error is zero in expectation:
VAR[ERROR] = E[Z(X0) - Z*(X0) ] 2 = 0 
where E is expectation. This equation can be expanded as 
follows:
VAR[ERROR]
= E[Z(X0) - Z*(X0) ] 2
= E [Z (X0) 2 - 2 Z(X0) lAiZ(Xi) + (IA?(Xi))2]
i=1 n i=1
= E[Z(X0)2] - 2E[Z(X0) ̂ A;Z(Xi) ]
+ EC £ AjZ (Xi) ] [ SA;Z (X;) ]
i=i i =i n
= E[Z(X0)2] - 2E[Z(X0)j£AiZ(Xi)]
4. Cross-validation using Kriging
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+ E [JD 2  XjXjZ (Xi)z (X;) 31=1 j=M J
To get spatial correlation from data values, 
spatial covariance is used:
(1)
the concept of
COV[Z{Xi) Z (Xj) ] = E[(Z(Xi) - mi) (Z(Xj) - ffij)]
.................................................................................................................( 2 )
where COV is a covariance between Z (X;) and Z(Xj) that are
spatial data values at locations X; and Xj ;m; and mj are mean 
values of X and Y variables.
The equation (2) can be rewritten by;
C0V[Z (X;) Z (Xj) ] = E [Z (X;) Z (Xj) ] - m2 because
all geostatistical analyses assume the intrinsic 
hypothesis: i. e. the data is second-order stationary. Thus the 
means of X; and Xj variables are spatially constant in a 
stationary region;
nij = mj = m (global mean)
From this, the equation (1) can be rewritten in terms of 
covariances as follows:
VAR [ ERROR] = E[Z(X0)] - 2 [ £XiC0V(Z (x 0) Z(Xj)) + m2]i=i
+ I S X i X j C O V t z t X i J z t X j ) ]  + m2j=1 j=1
= VAR[Z0] - 2XXiCOV(Z(X0) Z(X;))
i=i
+ XXXiX:COV[Z(Xi)Z(Xj)]....... (3) using the
i =11=1
equation of VAR[Z0] = E[Z(X02 ) ] 2 - m2 By the
definition of kriging, the estimate is unbiased and the 
estimation variance of error is minimized. This criterion is 
satisfied by using the Lagrangian mathematics techniques that
21
are used for constrained optimization problems. Therefore, 
the equation (3) can be rewritten using a Lagrange parameter: 
VAR[ERROR]
where n is the Lagrangian multiplier. The estimation variance 
is to be minimized subject to the unbiased condition of £AS = 
If so that the optimal weights for kriging are obtained from 
the standard Lagrangian techniques in that the partial 
derivatives in equation (4) with respect to A; and n become 
zero;
This set of equations can be expressed in matrix form;
n
(4)
d  VAR [ERROR] = - 2 COV[Z(X0) Z(X;)]
6 Xj n
n
+ 2 j AjCOV[ Z (X;) Z (Xj) ] - 2H= 0
j51





= - 2 £Aj+ 2 = 0
1=1
n





Let the first matrix be [K], second be [X], and the third be 
[M2]:
[K] [X] = [M2 ]
To find the weight values of each sample in the matrix 
[X], to obtain invert the matrix [K] and multiply through by 
[K] ' 1
[X] = [K] ' 1 [M2 ]
The values of covariances between any two variables in matrix 
[K] is calculated by using the variogram:
7(h) = E{ [Z (X+h) - Z (X) ]2}
= cov(o) - cov(h)
COV(h) = COV(O) - 7 (h)
* COV(h) is covariance of any two values of
distance h.
* COV(O) is covarince between any location
itself, such that it is same to the 
sill value of variogram.
* 7 (h) is variogram value of two different
variables of distance h.
From the above relation between covariance and variogram, the 
values of matrix [K] are computed from which the inverse 
matrix [K] ' 1 is obtained. It is also possible to obtain the
23
matrix [M2] by the values obtained from variogram parameters. 
Using the inverse matrix [K]1 and matrix [M2], it is possible 
to get weight values of [X] . Therefore, the kriging 
estimation Z*(X0) is computed:
Z*(X0) = (3Q
i=i
The effect of data transformation on the kriging 
estimator is assessed by cross-validation because it is an 
appropriate tool for testing estimation methods. The practice 
of cross-validation in this paper follows the procedure of 
comparing estimated values with observed values of raw data 
and transformed data in two data sets. The procedure is as
follows: For each value Xj(i=l,2,3,..,n) in two data sets,
compute a kriged value at the same location from the nearest 
neighboring data, without that sample value; compare the 
estimated values Z*(X;) with observed values Z(X;) for each data 
values. Clark(1986) reviews the history of cross-validation 
and its usefulness in geostatistics. She notes that this type 
of comparison is used initially to compare methods of 
estimation and to justify the use of kriging as an estimation 
method(Hohn, 1988). In this study, kriging is arbitrarily 
restricted to using the 10 nearest neighboring samples for 
estimation. Moreover, the radius of the window used for 
kriging is arbitrarily chosen as one-half the range of the 
variogram.
Finally, the results from cross-validation by kriging of 
the transformed data are retransformed by Z(X) = 0-1Y(X) into
24
or-*-<?inal data values in order to compare results of cross 
validation by kriging for raw data and transformed data.
 
rig  t l   r r  par  lt  f ss-
l t r  t   an form  ata. 
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III. RESULTS AND COMPARISON 
1. Raw data and Transformed data
The global statistics of these two data sets are summarized in 
Table 2 and histograms are shown in Figure 6 . Data set A, 
containing 126 samples, shows a highly skewed distribution and 
values range between 0.00 and 992.200. The histogram of data 
set B containing 190 samples illustrates that the distribution 
is less skewed than that of data set A. The data range is 
between 0.00 and 54.83.
After data transformation, the two data sets represent 
distributions close to guassian shape(Fig.7) ; the histogram of 
data set B has a distribution more similar to normal than the 
histogram of data set A. There is no important difference for 
histograms between different transformation orders such as 
k=5, k=10, and k=15. The global statistics for transformed 
data plotted in figure 7 are summarized in Table 3. The 
transformation using Hermite polynomials yields data that have 
a mean of 0 and variance of 1. However, the means and 
variances calculated in this study are not exactly 0 and 1  
because some tails exist in gaussian distribution derived from 
transformation. Nevertheless, inverse transforming the 
transformed data using the Hermite model results in data whose 
statistical moments match closely those of the raw data(Table 
4) . These values of transformed data do not significantly
Table 2. The global statistics of two data sets
Data set A Data set B
N. of samples 126 190
Mean 125.121 10.581
Variance 43277.970 103.753
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Table 3. The global statistics for transformed data.
Data set A)
X ii Ul k = io k = 15
Mean 0.09884547 0.01396579 0.05847715
Variance 1.1269230 1.2751510 1.1149950
Std.Dev. 1.1061566 1.129960 1.0559330
Skeweness -0.2349486 -0.1416749 0.08206316
Data set B)
X ii Ul k = 10 k = 15
Mean -0.01990485 -0.02595637 -0. 04997877
Variance 1.1538960 1.2060450 1.3184270
Std. Dev. 1.1074196 1.0982010 1.1482280
Skewness -0.1621768 -0.2138797 -0 .4214138
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Table 4. Comparisons of mean and variance between raw data
and Hermite model.
Data set A)
Mean Diff(%) Variance Diff(%)
From Raw data 125.12080 43277.970
From Hermite k = 5 108.5896 -13.2 31550.96 -27.1
Model k = 10 108.5896 -13.2 32045.18 -26.0
k = 15 108.5896 -13.2 32051.18 -25.9
Data set B)
Mean Diff(%) Variance Diff(%)
From Raw data 10.348 93.844
From Hermite k = 5 10.197 -1.5 90.158 -3.9
Model k = 10 10.383 -1.9 96.269 -7.2
k = 15 10.383 -1.9 96.291 -7.2
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differ between transformation orders, except for k=5 for data 
set B. The values of coefficients are listed in the Table 5.
One problem encountered in transforming data is that the 
highest value 54.830, when transformation order k=5 is used 
for data set B, has not transformed properly; the program 
prints out a warning message. This phenomenon can happen when 
data having low end values or upper end values of data 
distribution are transformed to gaussian shape(Hohn, 1988). 
In this case, those values have to be deleted from data set 
and then transformation is carried out. Therefore, in this 
study, one largest value of data set B is trimmed for data 
transformation.
2. Variograms
As described before, the variogram model and parameters of the 
variogram are important for the optimal estimation by kriging 
because the ideal variogram model and parameters chosen from 
the values of observed experimental variograms are used in 
computing kriging weights. The experimental variograms were 
calculated from raw data and transformed data resulting from 
the three different transformation orders. The graphical 
results from these variograms are shown on Figure 8 and 
quantitative results are summarized on Table 6.
Table 5. The coefficients for Hermite polynomials 
transfer function.
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C o e ffic ie n ts Data set A Data set B
C0 108.58960 10.382980
Ci 143.79940 9.2289490
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Table 6. Variogram parameters
Data set Nugget Sill Range(km) Model
Raw 9860.00 43300.00 680 Spherical
tnIIX 0.34 1.13 756 Spherical
> W II H O 0.33 1.28 720 Spherical
k=15 0.28 1.10 760 Spherical
Raw 40.00 104.00 860 Spherical
k=5 0.33 1.15 880 Spherical
B k=10 0.26 1.21 900 Spherical
k=15 0.38 1.32 900 Spherical
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3. Cross-validation by kriging
Cross-validation was used to evaluate the accuracy of the 
kriging and the results of cross-validation using raw data and 
transformed data are compared. For each data location, the 
true value and estimated value are compared and their 
c-^fference calculated. The results of this cross-validation 
are given in Table 7.
Davis(1987) urged that cross-validation is not a 
hypothesis testing method. For this limitation on cross- 
validation, hypothesis testing for cross-validation results 
was introduced by Carr and Robert(1989) to accept or reject 
the hypothesis of superior estimation. They stated that 
cross-validation can contributed to a hypothesis testing 
procedure.
In this study, hypothesis testing is applied to determine 
whether the results of cross-validation using transformed data 
are significantly different from results using raw data. The 
parametric test for hypothesis testing is applied to test 
differences between the results of cross-validation for raw 
data and transformed data because the errors are normally 
distributed. The Z test (Appendix A) is applied and the 
results of this test are given in Table 8. The results of Z 
statistics for two data sets approach almost zero. From these 
values, no evidence suggests that the results computed by 
cross-validation using raw data and transformed data are
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Table 7. The results of cross-validation
Data set M.E. E.V. A.K.V.
A Raw 0.365593 54211.230 9308.562
Trn.(k=5) -0.005222 0.77952780 0.565036
Trn.(k=io) -0.002703 0.89316510 0.597901
Trn.(k=15) -0.002480 0.81987950 0.501349
B Raw -0.223447 88.862620 46.548810
Trn.(k=5) -0.0170376 0.9463240 0.524627
Trn.(k=lO) -0.011305 0.9507783 0.421823
Trn.(k=l5) -0.020829 1.0614860 0.594817
M.E.: Mean Error E.V.: Error Variance
A.K.V.: Average of kriging Varriance
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Table 8. The results of Z test.
Data set Trn. order value of Z test Table(5%)
k = 5 0.02 2.33
A k = 10 0.02 2.33
k = 1 5 0.02 2.33
k = 5 0.24 2.33
B k = io 0.24 2.33
k = 15 0.23 2.33
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different.
4. Untransformed data and Retransformed data
The results from cross-validation of transformed data are 
inverted(retransformed) to original units. Then, the kriging 
results of raw data can be compared with that of transformed 
data. An alternative analysis to parametric hypothesis test 
is performed on the results from cross-validation. The 
analysis is based on counting the number of locations where 
transformed data yield closer estimated value to true value 
than untransformed data, and also comparing the magnitude of 
reducing estimation error between where estimated values of 
transformed data are more accurate than those of raw data and 
where estimated values of raw data are more accurate than 
those of transformed data(Table 9).
Ratios are calculated by dividing the number of data 
locations at which the estimation method using transformed 
data is superior by the total number of data locations. From 
Table 9, all ratios of data set A and B are greater than 0.5 
and the data set A has larger ratio values than data set B. 
The ratio greater than 0.5 means that the number of estimated 
values of transformed data, which are estimated more 
accurately than raw data, is larger than the number of 
estimated values of raw data, which are estimated more
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Table 9. The results of superiority test between raw 
data and transformed data
Data set trn. order ratio A.R.E.(Trn.) A.R.E.(Raw)
k = 5 0.54 76.44 29.66
A k = 10 0.64 74.82 44.00
k = 15 0.64 74.36 43.63
k = 5 0.57 2.62 1.81
B k = 10 0.58 2.53 1.19
k = 15 0.57 2.43 2.19
NOTE:
Ratio is the number of location at which the results 
from cross-validation using retransformed data 
are closer to true values than theses using raw 
data;this number is divided by total data 
number.
A.R.E(Trn.) is average value of reducing error 
difference, that is mean of all difference 
values between estimation errors of 
retransformed data and raw data at location 
where estimated value using transformed data is 
closer to true value than estimated value using 
raw data.
A.R.E.(Raw) is average of reducing error difference 
at location where estimated value using raw data




1 NA.R.E.(Trn) =^£(|ERj- T,|- |ETj - T; | )
1=1
i M
A.R.E.(Raw) = - E ( | ETj- Ts | - | ER, - T; | )
N: The total number of locations where
estimated value using transformed data is 
closer to true value than estimated value 
using raw data.
H: The total number of locations where
estimated value using raw data is closer to 
true value than estimated value using 
transformed data.
ER;: Estimated value using raw data.
ET;: Estimated value using transformed data.
Tj : True value.
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accurately than transformed data. This mean that transformd 
data have a greater number of estimated values which are more 
accurate than for raw data, and demonstates that the data 
transformation improves the accuracy of kriging estimation. 
The effect of this improvement comes out more satisfactorily 
in data set A than data set B because data set A is more 
highly skewed. The other value from Table 9, A.R.E., supports 
evidence of the decision that data transformation improves the 
accuracy of kriging estimation even though the ratios of data 
set B and ratio of data set A with transformed order N=5 are 
not much greater than 0.5 which indicates equal performance 
between raw data and transformed data. Because the magnitude 
of reducing error difference at locations where the estimation 
of transformed data are more accurate is greater than the 
magnitude of reducing error difference at location where the 
estimation of raw data are more accurate, then using 
transformed data provides improvement. The big difference of 
magnitude between these two values in data set A means the 
estimated values are changed to become more close to the true 
value when transformed data are used in kriging estimation. 
In data set B, the results of transformation is not improved 
as much as in data set A. There is no significant difference 
of results between different transformation orders in each 
data set, except ratio values of k=5 order in data set 1.
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A visual comparison between raw data and retransformed data is 
obtained using scatter diagrams(Fig. 9) . The scatter diagrams 
show estimated values versus true values. Theoretically, a 
plot of estimated values versus true values yields a straight 
line with a slope of 1 when estimation is perfect. However, 
this plot shows scatter around the 1:1 line in a practical 
case. The scatter diagrams of data sets A and B give some 
correlation that is used for comparing the results of kriging 
using raw data with the results of kriging using transformed 
data.
The comparisons of scatter diagrams of raw data with 
transformed data in data set A indicates that the estimated 
values by kriging using transformed data are closer to 
original true values and less dispersed than these using raw 
data; specifically around low values of original data or below 
the mean value. Transformed data with k=15 and k=10 orders 
represent better results than with k=5. However, the estimated 
values are not improved and changed by data transformation 
near the above mean values. Moreover, there is a tendency for 
underestimation of some high values.
The scatter diagram for the raw data of set B does not 
show as good a result in comparison to data set A and not 
much difference between the results of transformed data and 
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Figure 9 Scatter diagrams
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Figure 9 Continued
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improvement around low original data values; the overestimated 
values are reduced, and the estimated values are closer to 
true values in scatter diagrams of transformed data than for 
raw data.
Considering this comparison of scatter diagrams, it is 
possible to make the conclusion that these results are 
satisfactory. At least for the two data sets, the results from 
kriging estimation using transformed data are considerably 
more accurate and improved. The magnitude of reducing error 
difference indicates that estimation error is reduced for 
transformed data. Finally, although the high values of the 
data sets are underestimated for transformed data, the 
comparisons of scatter diagrams show that transformation of 
data into normality is a prerequisite step when the linear 
kriging is used for a stationary geological data set so that 
estimated values are more accurate and improved.
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Hypothesis testing was applied to cross-validation results 
even though David(1977) says cross-validation is not a 
hypothesis-test method. This test shows no evidence to 
suggest that the results of kriging using transformed and raw 
data are different. However, application of hypothesis tests 
to the results from cross-validation may not be valid because 
an important assumption for hypothesis testing requires random 
sampling(Carr and Roberts, 1989). They said that the errors 
resulting from cross-validation do not represent random 
sampling because the errors are not independent;a level of 
spatial interdependence is present. This interdependence may 
influence the hypothesis testing.
For this reason, one alternative analysis to hypothesis 
testing was used in this study; the counting of locations 
where the estimated value using transformed data is more 
accurate than that using raw data. This alternative analysis 
also examines the magnitude of reducing error difference. The 
difference of the magnitude values of reducing error at 
locations, where estimation results from transformed data are 
superior to these from raw data, and at locations, where 
estimation results from raw data are superior to these of 
transformed data, supports the conclusion that the estimation 
using transformed data is more accurate even though the ratio 
values for number of locations, at which the results from
IV. DISCUSSION
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transformed data are superior to those of raw data, are not 
much greater than 0.5.
There is a general tendency for overestimated values to 
be reduced, hence closer to true values in transformed data, 
especially for thresholds less than the mean values. But, the 
estimated values using transformed data are more 
underestimated than those using raw data in thresholds at high 
end values of the data distributions.
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V. CONCLUSION
The objective of this paper is to study the necessity and 
effect of data transformation to normality on kriging 
estimation. Also, the study is aimed at investigating the 
applicability of using Hermite polynomials for data transfer 
function. For this purpose, two data sets were used and the 
results from kriging estimation using transformed data and raw 
data were compared. All comparisons were fundamentally based 
on the results from cross-validation that cannot be used as a 
hypothesis testing method. Hypothesis testing of the results 
from cross-validation show no evidence to suggest that 
estimated values of transformed data and raw data are 
different. However, this conclusion by hypothesis testing is 
not valid in this study because spatial independence of errors 
used for hypothesis testing of cross-validation results is not 
a correct assumption for this test.
Another analysis was used to compare results: the 
counting of locations where estimated values of transformed 
data are closer to true value than for estimation using raw 
data and comparing the magnitude of reducing error difference 
between two locations, where the estimated values of 
transformed data are more accurate and the estimated values of 
raw data are more accurate. From this comparison, the results 
show that the accuracy of kriging estimation using transformed 
data, which are distributed normally, is improved so that the
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estimated values are more accurate than those for raw data 
because the ratios are greater than 0.5 and the magnitude of 
reducing error difference is increased for transformed data.
The scatter diagrams also show that significant 
improvements in the accuracy of estimation are obtained by 
data transformation in thresholds less than mean values. 
However, there is no improvement of accuracy around high 
values. Moreover, some estimated values of high-end data are 
more underestimated in transformed data. Even though a 
tendency to underestimate high values exists, the estimation 
using transformed data results in superior accuracy in 
comparison to that using raw data. The differences between 
improvements for data set A and data set B are caused by the 
shape of their raw data distribution. Data set B has a less 
skewed distribution compared to data set A. This means that 
the improvement in accuracy of kriging estimation by data 
transformation is more effective for highly skewed data than
for less skewed data.
52
A parametric hypothesis test, Z test, is used in this study 
for comparing mean error of estimation using raw data with 
that using transformed data. The Z statistic is calculated as 
follows:
Z = (MeanA - MeanB) / K 
where, MeanA = Mean of sample
MeanB = Mean of sample B 
K = (SP2/Na + SP2/Nb)0-5
SP2 =[(Na-1)(VAR A) + (NB-1) (VAR B) ] / (NA+NB-2)
Na = Number of values in sample A 
Nb = Number of values in sample B
In this study, MeanA is the value for mean of raw data 
estimation errors and MeanB is the value for mean estimation 
error for transformed data. The results for Z statistics are 
compared with table values to judge the hypothesis that meanA 
= meanB. If the absolute value of the Z statistic exceeds
VI. APPENDIX A: HYPOTHESIS TEST
table values, this hypothesis is rejected.
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