Abstract-This paper investigates the mutual information dis tribution of MIMO channels. We further develop our recent work [1] , where an exact expression was derived for the moment generating function in terms of a Painleve V differential equation, along with a Gaussian approximation. Based on the exact repre sentation, we systematically compute closed-form expressions for the high-order cumulants of the mutual information distribution to leading order in the number of antennas, as well as first order correction terms which provide improved accuracy for finite-length arrays. These results yield considerable new insight, for example, providing a technical explanation as to why the Gaussian approximation is quite robust to the system parameters for the case of unequal transmit and receive antenna arrays, whilst for equal antenna arrays it deviates strongly as the SNR increases. In addition, by employing our new expressions for the higher order cumulants, we draw upon the Edgeworth expansion technique to propose a refined Gaussian approximation. This approximation is shown to give a very accurate closed-form characterization of the mutual information distribution, both around the mean and also in the tail region of interest for the outage probability.
I. INTRODUCTION
Recently, there has been a flurry of research activity aimed at designing advanced multiple-input multiple-output (MIMO) technologies. However, despite the plethora of existing work in this field, some very fundamental problems still remain unsolved, even for the simplest point-to-point MIMO systems. One of the most important is the characterization of the outage capacity, which gives an achievable rate for transmission over quasi-static channels.
Characterizing the outage capacity is much more difficult than for the ergodic capacity, since it requires solving for the entire distribution of the channel mutual information, rather than simply the mean, and thus far this distribution is only partially understood. To address this problem, an exact expression was computed for the moment generating function (MGF) of the mutual information in [2] . This result however, was given in terms of a Hankel determinant which yields very little insight. Alternatively, many other papers have focused on giving a large-antenna asymptotic analysis which provides more intuitive results; see e.g., [1, [3] [4] [5] and also [6, 7] . Quoting [I] , for a MIMO system subjected to independent and identically distributed (lID) Rayleigh fading with nt transmit antennas, nr receive antennas, and signal to noise ratio (SNR) P, and defining n := min {nt, nr }, m := max{ nt, nr}, fJ := min, the mutual information distribution is approximated by a Gaussian with the n-asymptotic mean J-lo given in (1) . Though extensively employed due to its simplicity, the Gaussian ap proximation becomes highly inaccurate in some cases. We provide two examples to demonstrate this. As a first example, Fig. I(a) and Fig. l(b) show the probability density function (PDF) of the Gaussian approximation and the true (simulated) PDF of the mutual information distribution for finite antenna arrays and for increasing SNR. Comparing these two sub figures, we see that the Gaussian deviates from the true PDF in all cases as the SNR increases, whilst interestingly the deviation is significantly stronger when nr = nt compared with the alternative case, despite the fact that the number of antennas are larger. Thus, when nt i= nr it appears that the Gaussian approximation is more robust to increasing SNR. This key observation is unexpected and hitherto lacks any rigorous explanation. As a second example, for finite length antenna arrays, the Gaussian approximation has been shown to be inaccurate in the left-hand tai I region of the distribution, which is of prime interest for the outage probability [8, 9] . This is observed in Fig. 2(b) , where the solid curve (i.e., Gaussian) fails markedly in capturing the simulations for small but practical outage probabilities.
Only very recently have tools been introduced which aim to capture the Gaussian deviations; most notably [9] and [1] . In [9] , a new large deviations approach was adopted based on Coulomb-fluid heuristics from statistical physics. On a more rigorous footing, our recent work [I] provided tools for systematically capturing the finite-n corrections to the asymptotic Gaussian results; although only deviations for the specific case nr = nt were investigated. Related work for multi-user MIMO systems was presented in [10] .
In this paper, we further develop our existing studies in [I] , giving a broader understanding of the mutual information distribution for arbitrary numbers of antennas. First, we will systematically compute new closed-form expressions for the higher order cumulants of the mutual information distribution. Based on these results, we then provide a rigorous technical explanation for the large SNR deviation behavior observed in Figs. I(a) and I(b). Finally, we draw upon the Edgeworth expansion technique to give a refined closed-form distribution approximation, which is shown to be very accurate both around the mean and also in the tail region. 
II. SYSTEM MODEL
Under flat-fading, the linear MIMO channel model takes the form: y=Hx+n (3) where y E e n r and x E e n t denote the received and transmitted vector respectively, whilst H E e n ,. x n , represents the channel matrix, and nn ,. x 1 E e n T represents noise.
Assuming rich scattering, H is modeled as Rayleigh fading, having lID entries hi, j � CN(O,l), known to the receiver only. The noise is assumed n � CN(O,I n J. The input is selected to be the ergodic-capacity-achieving input distribution
, where P is the transmitted power constraint and also represents the SNR due to the normalized noise. For this model, the mutual information between the channel input and output is [11] :
I (x; y) = Indet (In + ?HtH), nt < nr (4) According to (4) , we can assume nt 2 nr without loss of generality; otherwise, if nt < nr, we only need replace P with (3P.
To characterize the distribution of (4), a natural approach is to employ the MGF: 
III. CUMULANTS ANALYSIS
A. Exact Painleve Representation of the MGF (6) We first quote the following exact representation for the MGF (5) in [I] ; a key result derived by the authors by drawing upon methods from random matrix theory (see e.g., [12] [13] [14] ).
Proposition 1: The MGF (5) admits the following compact representation:
where Gn(x) satisfies a version of the Painleve V continuous (8) with I denoting the derivative with respect to x.
Whilst an explicit solution to the Painleve V differential equation does not exist in general, we will show in the next subsection that it can be used to great effect to extract deep in sight into the behavior of the mutual information distribution. In particular, we will use it to provide a systematic method for computing closed-form expressions for the leading-order and correction terms to the mean, variance, and higher order cumulants, as the numbers of antennas grow large. This will allow us to obtain more accurate characterizations than the asymptotic Gaussian approximation, which is based on only the leading order terms of the mean and variance.
B. Systematic Computation of the Cumulants
Applying a similar expansion procedure to that in [1, Sect. IV], we can observe the following large-n series structure:
The Gi, j 'S are expressions involving P and (3, but are inde pendent of n. This gives an important structural understanding of the mutual information distribution in terms of cumulants, and lays the foundation of our computing procedure. Recalling the definition of the cumulants in (6) and their n-series structure in (9) , we start by making the replacement A -+ nA and taking n large, such that Gn(x) admits
where Y(x) = AY1(X) + A2Y 2 (X) + . ", Z(x) = AZ1(X) + A2 Z 2 (X) + .. " both independent of n. Here, Yc, Zc correspond to the leading term (in n) and first-order correction terms for the C-th cumulant respectively by the following integrals:
The remaining challenge is to compute closed-form formulas for Ye and Ze, C = 1,2, ... , in order to obtain the corresponding Ge,o and Ge,l' These computations will be considered in turn.
C. Cumulants to Leading Order in n
We start by substituting (10) into (8) and keeping only the leading order terms in n (i.e., O (n6 ) , giving the following (12) Note that this equation completely characterizes all of the cumulants to leading order in n (i.e., based on this, we may compute Ge,o, C = 1,2, ... in the structure (9». This can be done upon substituting Y = AYI + A2Y 2 + ... into (12) 
which can be explicitly solved to give:
Integrating Yl via (II), we derive a closed-form expression for Gl,o. It is found that nGl,o = Po, where Po is the n asymptotic approximation for the mean mutual information in (I ). 2) Higher cumulants: The higher order cumulants, beyond the mean and variance, are characterized by the case k > 2.
Evaluating and investigating these cumulants is important, since it allows one to study deviations from Gaussian for finite dimensions. As we will see in Section V, these higher order cumulants may also be used to "refine" the Gaussian approximation to provide increased accuracy. In addition to computing the cumulants to leading order in n, it is of interest to compute the correction terms (in n), to capture deviations and achieve higher accuracy at finite n. Therefore, we consider Z(x) in (10), which captures the first order corrections (i.e., characterized by Ge, l, C = 1,2, ... in (9)). Here we provide some brief details.
Substituting (10) into (8) and setting the second leading terms (in n) to be zero, we can obtain the exact equation in volving Z(x), which contains the exact first-order corrections to all leading order cumulants. We omit the equation here due to the space limitation. Through the same procedure as in the last subsection, substituting Y = AYI + A2Y 2 + ... and Z = AZI + A2z 2 + ... and matching the coefficients of A k , we are able to compute the Zk'S systematically. Integrating the expressions for Zk, we obtain the first-order correction terms in closed-form. For example, Gl,l and G 2 ,1 are given in (20) and (21) respectively. The correction terms to the higher cumulants 1'>3,1'>4, ... are omitted here for the sake of space.
Note that by invoking the same procedure as what has been used for the first two order terms, we can compute the higher order correction terms (i.e. Gi,j, i = 1,2, ... , j 2: 2) to each cumulant, which only takes more algebraic efforts.
IV. LARGE SNR ANALYSIS
In this section, we focus on the scenario of fixed n and large SNR P. In this case, as shown in Figs. I (a)-I (b) , the mutual information distribution appears to deviate from Gaussian as the SNR increases, whilst the deviation appears to be much stronger for the case of equal numbers of transmit and receive antennas (i.e., nt = nr, thus ,8 = 1) compared with the case nt i= nr (,8 i= 1). Here we draw deep insight into this phenomenon by employing our new closed-form high-order cumulant expansions.
Interestingly, by taking P large in (1), (2), (19), (20) and (21), we obtain different limiting results depending on whether
f3+ 1 3f3P 1 (f3 _1)2 [ (f32 + 1) p3 + 3f3 (f3 + I) P2] + 3f32 (f32 + 1) P+f33 (f3 + 1) C 3 ,0 = � -f32 + 2 (f3 + 1) f3P + (f3 -1)2 p2 -"2 f3 (f32 + 2 (f3 + 1) f3P + (f3 _ 1)2 P2)3!2
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(21) f3 = 1 or not For f3 = 1, we obtain I :
1 v"p "1 � n log P + 16 ----:; ;: + '
4n 32 n
These large-n-Iarge-P series expansions were also doc umented in [I] . From these expressions, we see that the correction terms grow faster with P than the leading terms and becomes significant for large P. Therefore the Gaussian approximation (i. e., considering only the leading order mean fJ.o and variance aiD performs inaccurately in this scenario. Now, considering f3 i= 1, we obtain:
where the leading terms of 1\; 1 and 1\; 2 match perfectly with results in [4] . Note that these large-n-Iarge-P series expansions are invalid for f3 = 1. Based on (25)-(27) we can make some key observations:
In contrast to (22)-(24), as P increases, all terms other than the leading term of 1\; 1 are strictly bounded, converging to constants depending on f3. Moreover, as n or f3 increase, the correction terms have less effect, eventually becoming negligible, even when P is very large.
Remark 2: By virtue of the comments above, for unequal antenna arrays, the n-asymptotic power series representations for the cumulants remain valid for arbitrary SNR P; whilst
INote that the correction term for the third cumulant "3 (i,e" C3,1 in (9)) was obtained in the derivation described in Section III-D, but was not presented in this paper due to space limitation, in contrast, for equal antenna arrays they break down for sufficiently large P. These observations explain technically why the Gaussian approximation, based purely on the leading order terms of 1\; 1 and 1\; 2 , is relatively more robust to increasing SNRs in Fig. I(b) , compared with the results in Fig. I(a) . Nevertheless, even in the former case, the higher cumulants (e.g., of order O(l/n) still contribute to some deviations from Gaussian.
These deviations become particularly significant in the tail (see [9] and [I] for more discussion on this), yielding the Gaussian approximation unsuitable for capturing low outage probabilities (of practical interest). This behavior is shown in Fig. 2(b) . In the following, we will make use of our closed form cumulant expansions to "correct" for these deviations, both in the tail and around the mean, and thereby refine the Gaussian distribution.
V. CH ARACTERIZ AT ION WITH EDGEWORTH EXPANSION
Armed with closed-form expressions for Ci, j in (9), we draw upon the Edgeworth expansion technique. This approach allows us to start with a Gaussian distribution and to sys tematically correct this by including higher cumulant effects (i.e., other than the mean and variance), giving an explicit expression for the corrected PDF. Moreover, the cumulative distribution function (CDF), which directly defines the outage probability, can be obtained explicitly through a straightfor ward integration, With the Edgeworth expansion method, the PDF of the mutual information takes the form [15, Eq. LC/2J ( _ l) k z C-2k
k=O where l· J denotes the floor function. These are generated by differentiating the standard normal distribution:
where go(z) : = exp ( -z 2 /2) /� and the superscript (£) denotes the £-th derivative w.r.t. z.
In theory, we can approximate the mutual information distribution with arbitrary accuracy, by taking L sufficiently large in D(z). We compare the Edgeworth expansions with the Monte Carlo simulations and the Gaussian approximation in Fig. 2(a) . Note that for the Edgeworth expansion curves we only use the leading terms of the cumulants (i.e., Cc,o/n 2 -C in (9)), since as we have shown, the leading terms of the first few cumulants remain valid approximations for arbitrary P if f3 i= 1 (c.f. Remark 2). It is seen that adding only the leading order contribution of "'3 (Le., the L = 1 case) is sufficient to refine the bulk of the PDF at large SNR (e. g. , P = 30 dB).
To examine the outage probability, we need to derive the CDF of the mutual information. Recalling (31), we have [�Hec (x) gO(X)dX=-Hec -l(z)gO(z). (32) Therefore, the Edgeworth PDF formula (28) can be immedi ately integrated to give the CDF:
F1(x;y)(x) � 1 -Q (z) _ (z) � '" Hes + 2 r -l (z) II s
go � � a s + 2 r kc! (£ + 2)! s=1 {k} C=1 where Q(z) : = vk J z oo e-x 2 /2 dx. Comparison of the CD F curves computed by the Edgeworth expansion (33) with the Gaussian approximation is made in Fig. 2(b) for finite numbers of antennas and large SNR. We see that in the tail region, the Edgeworth expansions with higher cumulants nicely approach the simulations (in this case, L = 4 was required to achieve good accuracy), whilst the Gaussian curve strongly deviates. This confirms that, by the virtue of our new cumulant expressions and the Edgeworth expansion, we can compute the outage probability of MIMO systems with high accuracy in closed-form, even at high SNR. This is an important contribution of the paper. 
