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Coherent quantum transport in the presence of
a finite-range transversely polarized time-dependent field
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This work investigates the quantum transport in a narrow constriction acted upon by a finite-
range transversely polarized time-dependent electric field. A generalized scattering-matrix method
is developed that has incorporated a time-dependent mode-matching scheme. The transverse field
induces coherent inelastic scatterings that include both intersubband and intersideband transitions.
These scatterings give rise to the dc conductance G a general suppressed feature that escalates with
the chemical potential. In addition, particular suppressed features – the dip structures – are found in
G. These features are recognized as the quasi-bound-state (QBS) features that arise from electrons
making intersubband transitions to the vicinity of a subband bottom. For the case of larger field
intensities, the QBS features that involve more photons are more evident. These QBS features are
closely associated with the singular density of states at the subband bottoms. An experimental
setup is proposed for the observation of these features.
PACS numbers: 73.23.-b, 72.10.-d, 72.40.+w
I. INTRODUCTION
Advances in the epitaxial growth technologies have
lead to the fabrication of high-quality two-dimensional
electron gas (2DEG) systems that are almost defect-free
and upon which electronic nanostructures can be built.
The electron transport properties of these nanostructures
have been studied extensively both experimentally and
theoretically.1,2 The most studied nanostructure is the
quantum point contact (QPC), due to its simple configu-
ration, and due also to the significant quantization effects
in such systems, as is shown in the conductance G.3,4,5
These QPC’s, when created electrostatically by nega-
tively biasing a split-gate located on top of a 2DEG,3,4,5
can be pictured as a narrow constriction connecting adi-
abatically at each end to a 2DEG,6,7 as depicted in
Fig. 1. The energy levels in the narrow constriction
are quantized into one-dimensional subbands which den-
sity of states (DOS) is singular near a subband bot-
tom. This singular DOS was found, in the presence of
an attractive scatterer, to give rise to dip structures in
G,8,9,10,11,12,13,14 which is associated with the formation
of impurity-induced QBS’s9 formed just beneath a sub-
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FIG. 1: Sketch of the gated QPC which is connected at each
end to a two-dimensional electron gas electrode. The narrow
constriction is acted upon by external transversely polarized
time-dependent electric field within millimeter wave regime.
band bottom.
More recently, attentions have been shifted
to QPC’s acted upon by high frequency fields.
These time-dependent fields include trans-
versely, 15,16,17,18,19,20,21,22,23,24,25,26,27,28 or longitu-
dinally 29,30 polarized fields, or simply gate-induced
time-modulated potentials.33,34,35 These studies focus
on coherent inelastic scatterings by assuming the range
of the time-modulated fields to be shorter than the
incoherent mean free path. A number of interesting
transport characteristics were explored. In the case of
zero source-drain bias, it was demonstrated that electron
pumping could occur when an asymmetric spit-gate is
acted upon by a time-modulated field. 15 In the case of
a finite source-drain bias, and the QPC’s have varying
widths, the photon-assisted quantum transport charac-
teristics have been studied.16,17,18,19,20,21,22,23,24,25 One
might also be prompted by the impurity-induced QBS
features,8,9,10,11,12,13,14 and ask whether the QBS’s could
find their way of manifestation in the time-dependent
transport characteristics in QPC’s. Indeed, earlier
studies have already found QBS features for cases when
the QPC’s have either a delta-profile oscillating barrier33
or transverse field.26 In a recent study, we consider the
more realistic case of a finite-range longitudinally polar-
ized field,30 and we find QBS features that are associated
with electrons making intrasubband and intersideband
transitions to the vicinity of a subband bottom. Since
the transitions allowed depend on the polarization of
the time-modulated field, we opt to investigate in this
paper the QBS features for a finite-range transversely
polarized field.
In theoretical studies of coherent quantum transport in
mesoscopic nanostructures, the transfer-matrix and the
scattering-matrix method are powerful tools. Both the
methods enable us to numerically calculate current trans-
mission probabilities for arbitrary shaped configurations.
The conductance of the nanostructure can be obtained
2by Landauer-Bu¨ttiker formalism.31,32 However, since the
transfer-matrix method fails in systems for which energy
conservation is violated, it is unapt for a time-dependent
external field acting upon the system. Thus, one has to
develop a generalized scattering-matrix method to calcu-
late numerically the current transmission probability of
a time-modulated mesoscopic nanostructure.
In this paper, we develop a generalized scattering
method for a finite-range transversely polarized time-
dependent electric field acting upon a narrow constric-
tion, as depicted in Fig. 1. This method enables us to
calculate not only the current transmission and reflec-
tion probabilities but also the contributions from each
subband and sideband states yielded by the transversely
polarized electric field. This transverse field E(x, t) =
E(x) cos(ωt)yˆ has a finite longitudinal profile, namely
that E(x) covers a length L that excludes the reser-
voirs. The finiteness of the electric field in the x di-
rection breaks the longitudinal translational invariance,
and hence allows electrons to make intersideband tran-
sitions not to conserve their longitudinal momenta.26,34
Moreover, since the transverse electric field is not uni-
form in the y direction, the transverse translational in-
variance is also violated. Thus the electron-photon scat-
tering processes can include intersubband transitions.
This transmission mechanism is quite different with the
scatterings that induced by a longitudinal field 30 or a
time-modulated potential,34 where the electrons can only
make intrasubband transitions (the subband index re-
mains unchanged).
The rest of this paper is organized as follows. In
Sec. II, the generalized scattering-matrix method is
formulated that has incorporated a time-dependent
mode-matching scheme to solve the time-dependent
Schro¨dinger equation. The method described in Sec. II
is calculated numerically in Sec. III. From our numeri-
cal evidence, we predict that QBS features caused by the
transversely polarized field can occur in narrow constric-
tions. Concluding remarks are given in Sec. IV.
II. MODEL AND METHOD
In this section, the coherent inelastic scattering prob-
lem in the presence of a finite-range transverse electric
field is formulated. The finite-range time-dependent elec-
tric field is divided by a series of segments, each of them
is described by a δ-profile field.26 The matching between
these sliced regions has to be performed in the cascading
of the scattering matrices, from which the transmission
and reflection coefficients are obtained. The conductance
G is then expressed in terms of these coefficients.
Previously, we have investigated transport properties
of electrons in narrow constrictions acted upon by a lon-
gitudinally polarized time-dependent electric field.30 The
potential due to the longitudinal field that have a finite
range in the x direction, but remain uniform in the y
direction. This uniformity in the transverse direction al-
lows us to propose a matching scheme that avoids slicing
the region covered by the longitudinal time-dependent
field. However, as long as the narrow constriction is acted
upon by a transversely polarized time-dependent field,
the translational invariance in the y direction is breaked
— both intersubband and intersideband transitions are
involved. Hence, we have to develop a generalized scat-
tering method to formulate the quantum transport prob-
lem when a transverse external field acts upon the narrow
constriction.
Since the electric field is assumed to be applied only on
the narrow constriction region, we need only to formulate
this scattering problem in the narrow constriction region.
In the ballistic regime, the length of the narrow constric-
tion, Lc, is smaller than the phase breaking length, lφ,
and hence the electron transport can be treated as a sin-
gle particle problem. Thus the electron transport can be
formulated by a time-dependent Schro¨dinger equation,
given by
ih¯
∂
∂t
Ψ(x, t) = H(x, t)Ψ(x, t) , (1)
with the Hamiltonian of the form
H(x, t) =
[
p+
e
c
A(x, t)
]2
+ Vc(y). (2)
Here p denotes the momentum of an electron and Vc(y)
represents the transverse confinement of the narrow con-
striction modeled by a quadratic potential.36 Taking the
Coulomb gauge, the effect of the transversely polarized
electric field can be represented by a vector potential:
A(x, t) = − c
ω
E(x) sin(ωt)yˆ , (3)
where E(x) represents the profile of the external field with
amplitude E0 for |x| < L/2 and vanishes otherwise.
To be convenient for analysis, below we choose the
length unit a∗ = 1/kF, the energy unit E
∗ = h¯2k2F/(2m
∗),
the time unit t∗ = h¯/E∗, and field amplitude E0 in units
of E∗/(ea∗), where −e denotes the electron charge, with
effective massm∗, and kF represents a typical Fermi wave
vector of the reservoir. Thus we can write the dimension-
less transverse confinement Vc(y) = ω
2
yy
2, and then gives
the quantized transverse energy levels εn = (2n + 1)ωy
and the corresponding wave function φn(y).
The finite-range electric field is divided by NL slices,
thus the width of every slice is given by δL = L/NL.
Here the sufficiently large amount of NL is needed such
that δL is sufficiently narrow to ensure every slice can
be described by a δ-profile field.26 The locations of these
δ-profile fields are given by xi = −L/2 + (i − 1/2)δL,
where the positive integer i = 1, 2, · · · , NL. By dividing
the profile slice-wisely, the Schro¨dinger equation of the
ith δ-profile field is then given by
3i
∂
∂t
Φ(i)(x, t) =
[
−
(
∂2
∂x2
+
∂2
∂y2
)
+ ω2yy
2 +
(
i
2E0
ω
∂
∂y
sin(ωt) +
E20
ω2
sin2(ωt)
)
δLδ(x− xi)
]
Φ(i)(x, t) . (4)
Considering a nth subband electron incident from left-hand side of the ith δ-profile field, and with incident energy µ′,
the scattering wave function is given by26
Φ(i)n (x, t) = φn(y) exp [ikn(µ
′)x− iµ′t]
+
∑
n′,m′
r
(i)
n′n(m
′)φn′ (y) exp [−ikn′(µ′ +m′ω)x] exp [−i(µ′ +m′ω)t] if x < xi, (5)
Φ(i)n (x, t) =
∑
n′,m′
t
(i)
n′n(m
′)φn′ (y) exp [ikn′(µ
′ +m′ω)x] exp [−i(µ′ +m′ω)t] if x > xi, (6)
where the electron is scattered into the subband n′ and
sideband m′. The wave vector kn′(µ
′) =
√
µ′ − εn is the
effective wave vector for the electron with energy µ′ and
in the nth subband. Here we have defined Φ(i)(x, t) =∑
nΦ
(i)
n (x, t) as a summation over all occupied incident
subbands. The coefficients in Eq. (5) and (6) have to be
determined by the following boundary conditions:
Φ(i)n
∣∣∣
x=xi−δ
= Φ(i)n
∣∣∣
x=xi+δ
, (7)
and
∂Φ
(i)
n
∂x
∣∣∣∣∣
x=xi+δ
− ∂Φ
(i)
n
∂x
∣∣∣∣∣
x=xi−δ
(8)
=
[
i
2E0
ω
∂
∂y
sin(ωt) +
E20
ω2
sin2(ωt)
]
δLΦ(i)n (x = xi) .
Imposing the boundary conditions (7) and (9) to per-
form the matching at all times and given the expression
of the matrix element
< l | ∂
∂y
| n′ >=
√
ωy
2
[√
n′δl,n′−1 −
√
n′ + 1 δl,n′+1
]
,
(9)
we obtain the equations relating the reflection coefficients
r
(i)
ln (m) and the transmission coefficients t
(i)
ln (m),
t
(i)
ln (m)− r(i)ln (m) = δm,0 δn,l , (10)
and
δm,0 δn,l kn(µ
′)
= kl(µ
′ +mω)
[
r
(i)
ln (m) + t
(i)
ln (m)
]
+i
E0
ω
δL
∑
n′,m′
[δm′,m+1 − δm′,m−1]
× < l | ∂
∂y
| n′ > t(i)n′n(m′) (11)
+i
E20
4ω2
δL
[
2t
(i)
ln (m) + t
(i)
ln (m+ 2) + t
(i)
ln (m− 2)
]
.
From these expressions associated with the wave vector,
kn(µ), along the channel direction, it is clear that the
time-dependent field-induced electron transitions do not
conserve the longitudinal momenta. This means when
the time-dependent field has a finite longitudinal profile
(excluding the reservoirs), the possibility of these tran-
sition processes can be made. In Eq. (12), we can see
that the E0 term causes the intersubband and interside-
band transitions by emitting or absorbing one h¯ω (one-
photon process), while the E20 term contributes to the
intersubband and intersideband transitions by emitting
or absorbing two h¯ω. Solving Eqs. (10) and (12), we ob-
tain the transmission coefficients t
(i)
ln (m) and reflection
coefficients r
(i)
ln (m) of the ith slice. For an electron inci-
dent from the right-hand side of the ith slice in the same
subband, n, and energy, µ′, the transmission coefficient
t˜
(i)
ln (m) and the reflection coefficient r˜
(i)
ln (m) differ from
those for an electron incident from the left-hand side of
the ith slice only by a phase factor of unit modulus, given
by
t˜
(i)
ln (m) = t
(i)
ln (m) exp {2i [kl(µ′ +mω)− kn(µ′)]xi} ,
(12)
and
r˜
(i)
ln (m) = r
(i)
ln (m) exp {−2i [kl(µ′ +mω) + kn(µ′)]xi} .
(13)
In general, for an electron incident from the left-hand
side of the ith slice (the (i − 1)th region) in the sub-
band ni−1 and at energy µ +mi−1ω, this incident state
is denoted as αi−1 = (ni−1,mi−1). The electron may be
transmitted to the right-hand side of the ith slice (ith
region) into the state αi = (ni,mi) with a transmission
coefficient tαi,αi−1 . Also, the electron may be reflected
to the left-hand side of the ith slice ((i − 1)th region)
into the state βi−1 = (n
′
i−1,m
′
i−1) with a reflection coef-
ficient rβi−1,αi−1 . Similarly, for an electron incident from
th right-hand side of the ith slice in the incident state
βi = (n
′
i,m
′
i), the corresponding transmission coefficient
and reflection coefficient due to this slice are given by
t˜βi−1,βi and r˜βi−1,βi, respectively. After defining these
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FIG. 2: Sketch of the finite-range trnasverse electric field,
which is divided into NL slices. Every slice is described by
a δ-profile field, and it is between the (i − 1)th and the ith
region. The coefficients of the right and left going states of
the ith region are denoted as Ai and Bi, respectively, and
these coefficients between successive regions are connected by
the interface matrix I(i). αi and βi are dummy indices of the
ith region, including both subband and sideband indices.
coefficients, we can establish the scattering matrix equa-
tion, given by[
Ai
Bi−1
]
= S(i− 1, i)
[
Ai−1
Bi
]
, (14)
where Ai and Bi are the coefficients of the right- and
the left-going states in the ith region, respectively, as
illustrated in Fig. 2. Here S(i − 1, i) is the scattering
matrix which connects the (i − 1)th to the ith region,
across the ith slice, given by
S(i− 1, i) =
[
t(i) r˜(i)
r(i) t˜(i)
]
. (15)
Here, t(i) and r(i) denote the transmission and reflec-
tion matrices of the right-going electron at the ith slice,
respectively, and the tilded two refer to the contribution
of left-going electron. Matching between these sliced re-
gions has to be performed in the cascading of the scatter-
ing matrices. We should point out the reason for using
the scattering matrix formalism, instead of the transfer
matrix method, is to avoid the use of truncation schemes
required in dealing with the exponentially growing solu-
tions. The scattering matrix method is stable and accu-
rate without any special treatment for any of the inter-
mediate states.
To do the piece-wise matching, we start from rearrang-
ing Eq. (14) to obtain the following matrix equation[
Ai−1
Bi−1
]
= I(i)
[
Ai
Bi
]
, (16)
which connects the coefficients of the successive regions
across the ith slice. Here I(i) is the interface matrix of
the ith slice, defined by
I(i) =
[
I11(i) I12(i)
I21(i) I22(i)
]
, (17)
in which
I11(i) = t(i)
−1,
I12(i) = −t(i)−1r˜(i),
I21(i) = r(i)t(i)
−1,
I22(i) = t˜(i)− r(i)t(i)−1r˜(i). (18)
In general, for the regions up to the (i − 1)th slice, we
have [
Ai−1
B0
]
= S(0, i− 1)
[
A0
Bi−1
]
, (19)
where S(0, i− 1) is the scattering matrix connecting the
0th region to the (i− 1)th region, defined by
S(0, i− 1) =
[
S11(0, i− 1) S12(0, i− 1)
S21(0, i− 1) S22(0, i− 1)
]
. (20)
Imposing Eqs. (16) and (19), the coefficients Ai−1 and
Bi−1 may be eliminated, and then we obtain the matrix
equation connecting the 0th to the ith region, given by[
Ai
B0
]
= S(0, i)
[
A0
Bi
]
. (21)
The submatrices of this scattering matrix S(0, i) are,
explicitly,38
S11(0, i) = [I11(i)− S12(0, i− 1)I21(i)]−1 S11(0, i− 1) ,
S12(0, i) = [I11(i)− S12(0, i− 1)I21(i)]−1 [S12(0, i− 1)I22(i)− I12(i)] ,
S21(0, i) = S21(0, i− 1) + S22(0, i− 1)I21(i)S11(0, i) ,
S22(0, i) = S22(0, i− 1)I22(i) + S22(0, i− 1)I21(i)S12(0, i) . (22)
This iterative procedure is not as easy to evaluate in
terms of the transfer-matrix method, which simply in-
verses a product of matrices. More precisely, once the
system is acted upon by an external time-modulated
field, the evanescent modes play an important role due
to inelastic scatterings. In this situation, we may prefer
to use the scattering-matrix method to gain the stability
for the numerical computation.
5By iterating Eq. (22), we obtain the scattering matrix
S(0, NL) which satisfies the matrix equation:[
ANL
B0
]
= S(0, NL)
[
A0
BNL
]
. (23)
This equation describes the electron transport through
the whole time-modulated region. The incident state is
assumed to be αin = (n0, 0) such that the elements of the
incident coefficient A0 can be expressed as δn,n0δm,0, i.e.,
only (n0, 0) is the nonzero element. Setting BNL = 0, we
have
ANL = S11(0, NL)A0 , (24)
and
B0 = S21(0, NL)A0 . (25)
The transmission coefficient for an electron incident from
the initial state αin = (n0, 0) and transmitted, by the
finite-range transverse field, into the final state αf =
(nf ,mf) is denoted by tαf ,αin = (ANL)αf , where (ANL)αf
is an element of ANL . The current transmission coeffi-
cient, corresponding to this inelastic scattering process,
is then given by
Tαfαin =
[
knf (µ+mfω)
kn0(µ)
]
|tαf ,αin |2 . (26)
Therefore, the zero temperature conductance may ob-
tained by summing over all the possible incident and
transmitted states, given by
G =
2e2
h
∑
αin
∑
αf
Tαfαin =
2e2
h
∑
αin
Tαin , (27)
where Tαin is the current transmission coefficient from the
incident state αin. Since the incident sideband is speci-
fied to be m = 0 for an arbitrary incident subband n0, so
that the summation
∑
αin
=
∑N
n0=0
, where N + 1 is the
number of propagating subbands for the chemical poten-
tial µ. But for the final states, both the subband and
sideband indices are arbitrary, thus
∑
αf
=
∑N
nf=0
∑
′
mf
is expected to be a double sum. Here the superscript
prime indicates that summation is over mf such that
knf (µ+mfω) is real, namely that only occupied subbands
are included for the scattering states. The conservation
of current, given by the condition
∑
αf
knf (µ+mfω)
kn0(µ)
[
|tαf ,αin |2 + |rαf ,αin |2
]
= 1 . (28)
is used to check our numerical accuracy.
III. NUMERICAL RESULTS AND DISCUSSION
In this section the behavior of the conductance G is
studied. To facilitate the experimental performance we
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FIG. 3: Conductance G as a function of X for frequency
ω = 0.042 (≃ 0.6∆ε), with time-modulated range L = 50.
The amplitude of the electric field are E0 = a, 0.002 (≃ 22.6
V/cm); b, 0.003 (≃ 33.9 V/cm); and c, 0.004 (≃ 45.2 V/cm).
The curves are vertically offset for clarity.
fix the length L of the time-modulated region while vary-
ing the field strength E0, in which the angular frequencies
are chosen to be ω = 0.028 (ν = ω/2pi ∼= 61GHz) and
0.042 (ν ∼= 91GHz), as depicted in Figs. 4 and 3, re-
spectively. The L in both the figures are chosen to be
L = 50 (≃ 0.4 µm). The G characteristics are repre-
sented by the dependence on X , the suitably rescaled
chemical potential µ. According to this scale, when µ is
changed by a subband energy level spacing ∆ε, it cor-
responds to ∆X = 1, and when µ is changed by h¯ω, it
corresponds to ∆X = ω/∆ε = 0.4 and 0.6 for Figs. 4
and 3, respectively. In addition, when X = N , µ is at
the N -th subband bottom, namely N = 1, 2, or 3 in
these figures.
In our numerical examples, the narrow constriction is
chosen to be that in a high mobility GaAs−AlxGa1−xAs
with a typical electron density n ∼ 2.5 × 1011 cm−2,
and m∗ = 0.067me. Correspondingly, our choice of
length unit a∗ = 1/kF = 79.6 A˚, energy unit E
∗ =
h¯2k2F/(2m
∗) = 9 meV, and frequency unit ω∗ = E∗/h¯ =
13.6 THz. We also choose ωy = 0.035 such that the
transverse energy level spacing ∆ε = 2ωy = 0.07, and
the effective narrow constriction width is of the order of
0.1 µm. In the following, in presenting the dependence
of G on µ, it is more convenient to plot G as a function
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FIG. 4: Conductance G as a function of X for frequency
ω = 0.028 (≃ 0.4∆ε), with time-modulated range L = 50.
The amplitude of the electric field are E0 = a, 0.002 (≃ 22.6
V/cm); b, 0.003 (≃ 33.9 V/cm); and c, 0.004 (≃ 45.2 V/cm).
The curves are vertically offset for clarity.
of X instead, where
X =
µ
∆ε
+
1
2
. (29)
With this conversion,X is in units of ∆ε, and the integral
value ofX is the number of propagating channels through
the NC.
In Fig. 4, the field amplitudes are chosen to be E0 =
0.002, 0.003, and 0.004 for Figs. 4a-c, respectively. The
angular frequency ω is chosen to be 0.028, whose energy
interval ω corresponds to an interval ∆X = ω/∆ε = 0.4.
The dotted curves are the unperturbed results. In gen-
eral, we find the suppressed features in G that escalate
with both the chemical potential and E0, as depicted in
Figs. 4a-c. Besides, there are dip structures in these
figures, which can be understood to be the formation
of QBS’s due to time-modulated fields.26,33,34,35 These
QBS’s, formed at energies near the threshold of sub-
bands, trap temporarily conduction electrons and give
rise to drops in G. However, the trapped electron can
also be excited out of the QBS, resulting a smaller G re-
duction: |G| < 1, in units of 2e2/h.26 In contrast, the
impurity-induced dips are the results of merely elastic
scattering and thus have G reduction |G| = 1.8,9 It is
shown when we increase the E0, these dip structures be-
come more deeper and shift slightly toward the lower
energy direction. Our results demonstrate the manifesta-
tion of a new, and time-dependent electric-field-induced
QBS formed from transitions due to coherent inelastic
scatterings.
Figures 3a-c have common types of dip structures.
First, the dip structures are found at aroundX = 1.6, 2.6,
and 3.6, that is, at ∆X = 0.4 beneath a subband bottom.
These dip structures are due to the processes that an elec-
tron in theNth subband, and at energy (N+1)−∆X , can
absorb an energy h¯ω and become bounded in the QBS
just beneath the threshold of the (N + 1)th subband. In
other words, this process is (∆n,∆m) = (+1,+1). Sec-
ond, the small dip structures at around X = 2.4 and 3.4
are attributed to the processes that an electron in the
Nth subband, and at energy N +∆X , can give away h¯ω
to be trapped temporarily in the (N +1)th subband bot-
tom. This process corresponds to (∆n,∆m) = (+1,−1).
Third, the dips at aroundX = 2.2 and 3.2 are contributed
by two different kinds of transitions, that is, (+2,+2) and
(-1,+3) processes. The former corresponds to that an
electron in the Nth subband with energy (N +2)− 2∆X
can absorb 2h¯ω to the (N + 2)th subband bottom, and
the latter corresponds to those make transitions from
the Nth subband, with energy (N − 1) + 3∆X , to the
(N − 1)th subband bottom. We should point out that
all the above are intersubband and intersideband transi-
tions.
Moreover, in Figs. 4b and c, there are dip structures
at around X = 3.0 and 4.0, which correspond to (+2,0)
transitions. These structures are due to intersubband
and intrasideband transitions, namely that the electron
energy remains unchanged. Besides, in Fig. 4c, there are
dips at around X = 1.8, 2.8, and 3.8, which correspond
to (0,-2) transitions. We can see that these multi-photon
transitions manifest only when the applied field intensity
is larger.
In Fig. 3, the field amplitudes are chosen to be the
same as Fig. 4. The angular frequency ω is chosen to be
0.042, whose energy interval ω corresponds to an interval
∆X = ω/∆ε = 0.6. There are dip structures in these fig-
ures associated with the formation of time-depdent field-
induced QBS’s.26,33,34,35 There are common types of dip
structures in Figs. 3a-c. First, the dip structures are
found at around X = 1.4, 2.4, and 3.4, which are as-
sociated with (+1,+1) processes. These dip structures
correspond to that an electron in the Nth subband, and
at energy (N + 1) −∆X , can absorb an energy h¯ω and
become bounded as a QBS in the (N + 1)th subband.
Second, the small dips at around X = 2.6 and 3.6, as-
sociated with (+1,-1) processes, correspond to that an
electron in the Nth subband with energy N + ∆X can
give away h¯ω to be trapped temporarily in the (N +1)th
subband bottom. Third, the dips at around X = 1.8,
2.8, and 3.8, associated with (+2,+2) processes, corre-
spond to that an electron in the Nth subband, at energy
(N +2)− 2∆, can absorb 2h¯ω to the (N +2)th subband
bottom. Moreover, in Figs. 3b and c, dip structures at
7around X = 3.0 and 4.0 are identified to be (+2,0) inter-
subband and intrasideband transitions. Furthermore, in
Fig. 3c, there are dips at around X = 2.2 and 3.2, which
are associated with (0,-2) transitions.
As mentioned in our previous work,30 to observe the
above predicted effects, the experimental setup needs to
fulfill two requirements. First, the bolometric effect due
to the absorption of photons in the QPC’s end-electrodes
has to be suppressed or totally eliminated. Recent experi-
ments show that the transport characteristics are masked
by the bolometric effect when the entire QPC, including
the end-electrodes, is exposed to the incident electromag-
netic field.20 Second, the length L of the time-dependent
field has to be shorter than the wave length of the inci-
dent field. The purpose is to increase the coupling be-
tween the electrons and the photons by breaking the lon-
gitudinal translational invariance. That the coupling be-
tween the photon field and the conduction electrons can
be much enhanced, when either the electrons are con-
fined or the time-dependent field has a localized profile,
has been pointed out recently by Yakubo et al.39 Thus
the QPC needs to be in the near-field regime of the time-
dependent field.
To avoid the bolometric effect, we suggest to apply
ac field to the split gates of the QPC instead of shin-
ing an electromagnetic wave upon the QPC. The split
gates are negatively biased with respect to a common
ground, and made of superconducting materials with
superconducting wires connecting to an ac-signal gen-
erator. This generator can be available using the IM-
PATT diode that has successfully been demonstrated to
cover the complete millimeter range (30-300 GHz).40 This
proposed experimental setup is expected to generate a
transversely polarized electric field only in the narrow
constriction region while keeping the two-end electrodes
from the time-modulated field. In this work, though the
time-dependent region covers only part of the narrow
constriction, we believe these two situations will mani-
fest similar features. Given the availability of millimeter
wave sources,40 the suggested experimental setup would
be manageable by the present nanotechnology. The fea-
tures reported in this work, however, are not limited to
millimeter waves.
IV. CONCLUSION
A generalized scattering-matrix method has been de-
veloped for investigating coherent quantum transport in
narrow constrictions with a transversely polarized time-
dependent electric field. This method allows us to solve
nonpertubatively the time-dependent Schro¨dinger equa-
tion in the numerical sense. Since the energy conserva-
tion law is violated in such a time-modulated system, a
conventional transfer-matrix method technique is inap-
plicable. Using the present numerical method, not only
the transmission and reflection probabilities of systems
can be calculated, all the subband and sideband states
can be obtained.
The scattering processes due to the time-dependent
external field are both inelastic and coherent. Since this
field is transversely polarized, electrons can make both in-
tersubband and intersideband transitions. This increases
the complexity in calculation, but has more interesting
features. Different dip structures associated with dif-
ferent intersubband and intersideband transitions to the
vicinity of a subband bottom are found. These dip struc-
tures can be understood as the formation of a QBS at en-
ergy near a subband bottom due to its singular DOS.26
Moreover, due to the tunability of frequency and inten-
sity of the field, this proposed configuration can be ap-
plied to be a high-frequency detector. We expect that
these dip structures could also be found when the QPC
has a varying width. We hope that the present method
will be utilized to study new transport phenomena in
mesoscopic nanostructures.
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