We present the status of our updated D-and B-meson decay-constant analysis, based on the MILC N f = 2+1 asqtad gauge ensembles. Heavy quarks are incorporated using the Wilson clover action with the Fermilab interpretation. This analysis includes ensembles at five lattice spacings from a ≈ 0.045 to 0.15 fm, and light sea-quark masses down to 1/20 th of the strange-quark mass.
Motivation
The B-and D-meson leptonic decay constants f B,D are important inputs into the comparison of theory with various experimental results in heavy-quark flavor physics. The decay rates for fully leptonic decays of B and D mesons are proportional both to the decay constants f B,D and to the appropriate CKM matrix elements; extraction of the latter from experimental results therefore requires a precise determination of the decay constants.
Further, the decay constants are also crucial for the prediction of rates for decay processes that are rare in the standard model, such as B s → µ + µ − , now being measured to good precision by various LHC experiments [1] . Rare processes such as this can be ideal testing grounds for the standard model, and are potentially quite sensitive to contributions from new physics [2] . Currently, uncertainty in the standard model prediction for this particular process is dominated by theoretical input, including f B s , motivating a precision study of this quantity.
Here we present an update of our ongoing analysis of the MILC asqtad ensembles [3, 4, 5] with the goal of extracting the decay constants f B,D . In addition to presenting the current state of the analysis, preliminary error estimates for the ratios f B / f D and f B s / f D s are presented. In combination with other precise numerical results for the D-meson decay constants (such as with HISQ charm quarks [8] ), these may be used for improved determinations of the B-meson decay constants.
Simulation details
We employ the MILC gauge-field ensembles with asqtad staggered fermions. The gauge ensembles are generated with 2 + 1 flavors of dynamical sea quarks, and a tadpole-improved gauge action. Heavy quarks are included using the clover fermion action with the Fermilab heavy-quark interpretation. For further details on the lattice action and simulation parameters, see [6] .
Analysis of correlation functions
We compute heavy-light two-point correlation functions with both smeared and local sources, and both pseudoscalar and axial-vector interpolating operators. For a correlation function with source type i and sink type j, the expected functional form factorizes as
where N t is the temporal extent of the lattice and N X denotes the number of excited states included. Making use of time-reversal symmetry, all correlators are considered only in the range 0 ≤ t ≤ N t /2, with the results for t > N t /2 averaged in before the analysis is done. The decay constant is determined from the ground-state amplitude of the pseudoscalar-axial vector correlation function, obtained from a joint fit to four correlators: pseudoscalar-pseudoscalar with both sources local or smeared, and pseudoscalar-axial vector with both local and smeared pseudoscalar sources. For each two-point function, a corresponding fit range [t min ,t max ] is chosen. We use t min /a = 4 for all fits, and increase N X until an acceptable correlated fit is obtained; this requires N X = 3 on most ensembles, with N X = 4 used for the ensembles with the largest N t . t max is held constant in physical units, approximately 1.5 fm for fits to bottom-quark correlators, and 2.0 fm for charm. If this constraint gives t max /a > 30, we set t max /a = 30 instead to avoid fit covariance matrices which are poorly determined by the available statistics; because the signal-to-noise ratio for the correlators drops quickly at large t, this is not expected to significantly affect the final fit results.
With a large number of excited states included, several techniques are used to ensure the numerical stability of the fits. For all manifestly positive fit parameters, the logarithm of the parameter is used in the minimization in order to impose the positivity constraint on the fitter. In any multiexponential fit, a potential ambiguity in the ordering of the energy states E 0 , E 1 , E 2 , ... results in the existence of multiple equivalent minima in the space of all fit parameters. Rather than using the energies directly as fit parameters, we fit to the set
which imposes the explicit ordering E 0 < E 1 < E 2 < ... on the fit function. Finally, we use empirical Bayesian constraints [7] for all correlator fits. Priors imposed on the excited states are relatively loose, and are used only for numerical stability. For the ground-state parameters, we employ a "two-stage" fitting procedure. In the first stage, a single-exponential fit is carried out restricted to data in a region corresponding roughly to an observed "plateau" in the effective mass m eff (t); the plateau is taken from t max as given above, up to approximately 2.2 fm for B-meson fits, and 3.0 fm for D-meson fits.
This first-stage fit is then used to set Bayesian prior constraints for the second-stage fit, which are carried out to the range [t min ,t max ] as described above. The prior mean values for ground-state parameters are set to the first-stage best-fit values. Prior widths are set to three times the one-sigma classical errors on the parameters from the first stage. The results of this procedure are shown for a representative correlator are shown in Figure 1 .
Chiral-continuum extrapolation
Using the results of the two-point fits and separate calculations of renormalization constants, we construct the renormalized decay amplitude φ H q from the ground-state amplitude associated with the axial-vector sink:
where q and Q are the light and heavy quark making up heavy-light meson H q , respectively. This quantity is proportional to the decay constant times the square root of the meson mass, φ
The chiral-continuum extrapolation for φ H q is carried out separately for B and D mesons using the framework of partially quenched heavy-light meson staggered chiral perturbation theory (PQHMsχPT) [3] . With the increased precision of this updated analysis, we find that to obtain acceptable chiral fits, we must include next-to-next-to-next-to-leading order (N 3 LO) analytic terms with cubic dependence on the light-quark masses.
Our preliminary chiral-continuum fits are shown in Figure 2 . We emphasize that these are preliminary, blinded results, and include an unknown multiplicative factor. The overall goodness 
Preliminary error budget for decay-constant ratios
Of particular interest in this calculation are various ratios of heavy-light decay constants, since these quantities can be calculated with better precision than the individual decay constants due to the cancellation of various systematic effects. In our previous work [3] , the ratios f D s / f D and f B s / f B were reported. In this updated analysis, we plan to also include results for the bottom-tocharm ratios f B s / f D s and f B / f D . The combination of these ratios with more precise results for charm decay constants [8] will enable improved determinations of the bottom decay constants. An estimated preliminary error budget for each ratio is shown in Table 1 ; the procedure for estimating each uncertainty contribution is detailed below.
We first consider systematic errors due to the renormalization. The lattice axial-vector current is renormalized with the combined factor -which formally differs from 1 at order α s m 2 s a 2 -is found to have vary slowly with respect to the valence quark mass, so the overall contribution to the systematic error is expected to be negligible.
For the ratios f B s / f B and f D s / f D , effects of higher-order terms in the perturbative factor ρ A 4 Qq enter only through the small variation of the perturbative renormalization factors with the valence light-quark mass; we retain the estimated error of 0.1% in the ratios as derived in [3] . In the ratios f B / f D and f B s / f D s , the light-quark valence mass dependence cancels, but dependence on the heavyquark mass, which is expected to be significant, remains. We conservatively ignore correlations between the two ρ-factors appearing in these ratios, and estimate the projected systematic error by varying numerator and denominator by the value ρ [1] max α s , which ρ evaluated with a ≈ 0.045 fm (see [6] for notation.) Heavy-quark discretization errors are estimated via power-counting using the explicit formulas in Appendix A of [3] . Six such terms contribute at O(a 2 ) and O(α s a); each term is multiplied by an unknown fit parameter, for which nominal values are taken from the preliminary joint chiralcontinuum extrapolation shown above.
Another source of uncertainty in the bottom-to-charm ratios is from the (mis)tuning of the heavy-quark masses; this error cancels almost entirely in the ratios of decay constants with the same heavy quark. To estimate the heavy-quark tuning error, we model the dependence of φ H q on the heavy-quark mass M Q by including the leading 1/M Q dependence expected from heavy-quark effective theory,
The parameters φ ∞ and φ ∞ are estimated by comparing nominal values of φ H q for bottom and charm from our previous complete analysis [3] . Fractional uncertainties in the heavy-quark masses are estimated to be 1.8% for charm and 2.7% for bottom based on uncertainties in κ reported in [6] , and are then used with classical error-propagation formulas to estimate the uncertainty in the decay constants, assuming a correlation coefficient of 1 for the heavy-quark mass appearing in M B and M B s , and similarly for the charm mesons. Light-quark discretization errors are estimated to scale as O(α s a 2 ), with improvement based on the reduction of the minimum available lattice spacing from a ∼ 0.09 fm to a ∼ 0.045 fm. Chiral extrapolation errors are estimated by taking the estimated errors from [3] and projecting them to reduce according to the lightest available light-quark mass in r 1 units, r 1 m q . Statistical errors are projected to improve as N cfg (the number of sources used on all configurations except the coarsest is held constant at 8.) In terms of m π L, the largest volumes available are essentially the same as in the previous work [3] , so the finite-volume error is estimated to be unchanged.
Adding the individual errors in quadrature, this leads to projected total errors on the percent level for the ratios f D s / f D and f B s / f B , and total error of 4.7% for the bottom-to-charm ratios f B / f D and f B s / f D s . The latter ratios, in combination with more precise determinations of the charm decay constants [8] , could lead to values for f B and f B s with precision comparable to other state-of-the-art calculations [9, 10, 11, 12] if the uncertainty due to higher-order perturbative renormalization can be reduced.
