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Abstract
Surveys are well known to contain response errors of 
different types, including acquiescence, social desirabil-
ity, common method variance and random error simul-
taneously. Nevertheless, a single error source at a time 
is all that most methods developed to estimate and cor-
rect for such errors consider in practice. Consequently, 
estimation of response errors is inefficient, their rela-
tive importance is unknown and the optimal question 
format may not be discoverable. To remedy this situa-
tion, we demonstrate how multiple types of errors can 
be estimated concurrently with the recently introduced 
‘multitrait- multierror’ (MTME) approach. MTME com-
bines the theory of design of experiments with latent 
variable modelling to estimate response error variances 
of different error types simultaneously. This allows re-
searchers to evaluate which errors are most impactful, 
and aids in the discovery of optimal question formats. 
We apply this approach using representative data from 
the United Kingdom to six survey items measuring at-
titudes towards immigrants that are commonly used 
across public opinion studies.
K E Y W O R D S
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1 |  INTRODUCTION
Survey questions remain the primary instrument that pollsters use to tap into public opinion, 
governments use to count their citizens and social scientists use to study thoughts, feelings and 
behaviour. Questions, however, are subject to response errors (Alwin, 2007; Alwin & Krosnick, 
1991; Saris & Gallhofer, 2007): systematic and random deviations of recorded answers from 
the truth. Response errors occur when any stage of the survey response process (Tourangeau 
et al., 2000) is ‘satisficed’ rather than ‘optimized’ by the respondent (Krosnick, 1991). Such 
errors can take on a variety of forms; we will discuss three here that are commonly studied. 
First, acquiescence refers to a tendency to agree with any statement, regardless of its content 
(Eckman et al., 2014; Krosnick & Presser, 2010). For example, a respondent may agree with 
an anti- immigration statement, but also with its opposite. Second, social desirability refers to 
a tendency to align answers with a perceived social norm, even when the true opinion differs 
from that norm (Fisher & Katz, 2000; Kreuter et al., 2008; Smith, 1967). For example, respon-
dents who live in a left- leaning community may publicly declare more favourable attitudes 
towards immigration than they hold in private. Third, method effect (‘common method vari-
ance’) is a tendency to answer all questions asked in a specific manner in a similar direction 
(Campbell & Fiske, 1959; Saris & Gallhofer, 2007; Widaman, 1985). For example, a respondent 
may tend to choose the second answer to any two- point scale regardless of its labels (‘recency’ 
effect, Krosnick & Presser, 2010).
Response errors cause biases that can affect both the observed means and the (co)variances 
(Groves & Lyberg, 2010). Mean bias— the difference of the observed mean relative to a hypothet-
ical mean free of response errors— occurs, for example, when acquiescence causes more ‘agree’ 
answers on average, when socially desirable answers are more popular, or when common method 
bias is directional, as is the case with recency effects in two- point scales. Another example could 
be the difference in average alcohol consumption between self- administered and interviewer 
surveys due to social desirability. While mean bias is commonly recognized, interest in social- 
scientific studies often focuses, not only on means, but also on variance and covariance structure: 
correlations, regression coefficients and multivariate analyses such as factor analysis or graphi-
cal models, for instance. Contrary to the intuition of some observers (e.g. Mayer- Schönberger & 
Cukier, 2014, ch. 3), such analyses can be shown to be very strongly affected by response error as 
well, under realistic circumstances.
(Co)variance bias will occur whenever respondents differ in their tendencies towards acquies-
cence, social desirability or method effect. For example, if perceived norms of what is socially de-
sirable differ across people, answer tendencies will likewise differ across people. Such variation 
in response tendencies then causes additional variation in answers that is unrelated to the hypo-
thetical true opinion of interest (Saris, 1988). Saris and Gallhofer (2007) distinguish between two 
types of such variation: random and correlated error. Random errors are individual differences 
in response error specific to a single question. Such errors are well known to bias regression co-
efficients (Fuller, 1987) and produce false appearances of change over time in longitudinal data 
(Cernat & Sakshaug, in press; Hagenaars, 2018). Correlated errors (Andrews, 1984), meanwhile, 
are respondent answer tendencies that apply across different survey questions and will therefore 
cause spurious correlations among the responses: the false appearance of relationships. This dis-
torts multivariate statistical analyses (e.g. Pankowska et al., 2018; Spector et al., 2019) and leads 
to artificial stability over time in longitudinal data (Hagenaars, 2018). Because social- scientific 
studies often focus on (co)variance structure rather than means, here we will likewise focus on 
the factors that bias such analyses: random and correlated response errors.
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Existing approaches to estimate random and correlated response errors, discussed below, 
include the ‘quasi- simplex’ and ‘multitrait- multimethod’ (MTMM) approaches (Alwin, 2007; 
Campbell & Fiske, 1959; Saris & Gallhofer, 2007). These do not distinguish different types of 
response errors, but instead focus on ‘one factor at a time’, an approach known as ‘OFAT’ in the 
design of experiments (DoE) literature (see e.g. Czitrom,1999 for why DoE has long since aban-
doned OFAT). As we explain below, OFAT is problematic because it (1) is a highly inefficient 
method of estimating the effects of response errors, (2) precludes direct comparison of the rel-
ative importance of different error sources and (3) yields suboptimal advice regarding question 
design.
In this paper, we propose a method of estimating the variance of different response errors 
simultaneously. We do so by combining fractional factorial within- person designs (Cox & Reid, 
2000) with latent variable models (Oberski et al., 2017; Skrondal & Rabe- Hesketh, 2004). Our 
combined data collection- data analysis approach has an alternative interpretation as an exten-
sion of the MTMM approach— one that evaluates several response errors simultaneously; we 
therefore refer to it as the ‘multitrait- multierror’ (MTME) approach.
In the following section, we first discuss the history of response error variance estimation and 
the broad approaches that are encountered in the literature. Of particular interest is the classical 
MTMM approach which can be seen as a special case of MTME. Subsequently, we discuss the 
application to immigration attitude items, as well as the MTME approach to estimating variance 
due to acquiescence, social desirability and response scale (‘method’). We then present the results 
and discuss some of the implications.
2 |  BACKGROUND
Investigations of response bias have a rich history. Mean bias has received the most attention 
(e.g. Schuman & Presser, 1981); overviews are found in Schaeffer and Presser (2003), Krosnick 
and Presser (2010), and Oberski (2015). Random and correlated measurement error have gener-
ated a more modest body of evidence (for a review, see DeCastellarnau, 2017).
Traditionally, researchers have estimated mean bias by performing ‘split- ballot’ experiments: 
survey respondents are randomly assigned to one of (usually) two groups, and each group re-
ceives a different question format. For example, Schwarz et al., (1985) performed a highly cited 
experiment, which was later replicated extensively in the preregistered ‘many labs’ collaboration 
(Klein et al., 2014). The authors demonstrated that respondents claim to watch less television 
when the answer scale went up to ‘more than two and a half hours’ than if the scale went up 
to ‘four and a half hours’. Thus, the response error source investigated by Schwarz and his col-
leagues is the value of the implicit norm communicated by the answer scale.
More recently, some researchers have managed to obtain a ‘gold standard’ record, that can be 
contrasted with the survey answer (e.g. Kreuter et al., 2010; Sinibaldi et al., 2013). The advantage 
of obtaining gold standard records is that very few assumptions are necessary to estimate the 
amount of error inherent in survey answers. The degree of error can be correlated with obser-
vational properties of the data collection, such as the interviewer (Sinibaldi et al., 2013), or true 
values (Kreuter et al., 2010). The disadvantages are that there are very few true gold standard val-
ues, since register data often contain considerable measurement error as well (Boeschoten et al., 
2017; Oberski et al., 2017; Pankowska et al., 2018), and that it is not possible to observe a record 
of ‘true opinion’. For these reasons, gold standard data, while providing a solution to the problem 
of both mean and (co)variance bias estimation in principle, are not often applicable in practice.
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To estimate the effect of response errors on random and correlated measurement error with-
out a gold standard, researchers often rely on a form of latent variable modelling (LVM, Bollen, 
1989). The underlying idea of this approach is simple: repeated measures of the same unobserved 
(‘latent’) variable will share a common component. Identifying the functional relationship be-
tween this common component and the observed measures will then identify the ‘quality’ of 
these measures, that is, the extent of random and correlated error. The LVM approach is power-
ful, because it allows the researcher to estimate the extent of random and correlated error in a 
measure, without requiring gold standard variables. However, the LVM approach also has two 
requirements. First, it requires observing variables that can be seen as ‘repeated measures of the 
same unobserved variable’. In other words, it requires a certain data collection design. Second, 
identification inevitably requires a set of assumptions regarding conditional independence of the 
observed variables. In other words, it relies on a model.
Here we discuss three broad approaches resulting from different design- model combinations 
in the LVM approach: the internal consistency approach, the quasi- simplex (or longitudinal) ap-
proach, and the MTMM approach. Each of these approaches, if deemed acceptable, can yield 
estimates of random and correlated error in survey items; each has, moreover, been used to relate 
such estimates to sources of response error.
The internal consistency consists of formulating survey questions that cover different topics 
which are assumed to form a ‘scale’ (Nunally & Bernstein, 1994). For example, a set of questions 
on the respondent's attitudes towards immigration might be surmised to measure a common 
underlying concept that could plausibly be called ‘immigration attitude’ (see Roots et al., 2016 
and the first three questions in Table 1 for an example). Collecting answers to these questions 
(design) and fitting a confirmatory factor model to them (model) will yield factor loadings that, 
under the assumptions of this model, are proportional to the degree of random measurement 
error. If a second set of such items is brought into the analysis, it is possible to fit a bifactor model 
and estimate common ‘style factors’ (Billiet & McClendon, 2000), which are proportional to cor-
related errors.
The consistency approach only yields estimates proportional to random and correlated errors, 
because, in addition to response errors and common concept variance, each item will measure 
true opinions apart from this concept. For this reason, the loadings do not represent the reliability 
of each item, but rather its ‘consistency’ as a measure of the overall concept ‘immigration attitude’ 
T A B L E  1  The six questions used to measure attitudes towards immigration (original wording)
Trait number Item formulation
T1 The United Kingdom should allow more people of the same race or ethnic group as 
most British people to come and live here
T2 The United Kingdom should allow more people of a different race or ethnic group from 
most British people to come and live here
T3 The United Kingdom should allow more people from the poorer countries outside 
Europe to come and live here
T4 It is generally good for the UK’s economy that people come to live here from other 
countries
T5 The UK’s cultural life is generally enriched by people coming to live here from other 
countries
T6 The United Kingdom is made a better place to live by people coming to live here from 
other countries
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(Saris & Gallhofer, 2007). Consequently, the approach, even under its own assumptions, does not 
provide a direct estimate of random or correlated error. For this reason, Saris & Gallhofer (2007) 
and Alwin (2007) dismissed this as an approach to estimating response error variance. Moreover, 
the consistency model assumptions are readily violated when different items share a common 
true opinion that they do not share with the other items (‘multidimensionality’), or exert a direct 
causal influence on the latent variable (bidirectionality) or on other observed variables.
A second, more targeted, approach to estimation of response error variance without a gold 
standard is the ‘quasi- simplex’ (longitudinal) approach (Alwin, 2007). In this approach, instead 
of three different items, the same item is repeatedly presented to the same respondent over a 
larger timespan, such as once per month or once per year. This design is already inherent to 
most panel surveys; thus, the quasi- simplex approach can usually operate by simply analysing 
existing data sources. Alwin (2007) suggested to apply the ‘quasi- simplex’ model to such data 
(Heise, 1969; Wiley & Wiley, 1974). The key assumption of this model is that there is no cor-
related error whatsoever, yielding conditional independence over time given the hidden states 
(latent variables). In addition, assumptions regarding the latent (hidden) transitions over time, 
and regarding the equality of error variances over time are commonly made. It was later shown 
that these latter two assumptions can often be relaxed while retaining identifiability of the key 
parameters (Jöreskog, 1978).
The quasi- simplex approach was critiqued by Saris & Gallhofer (2007, pp. 182– 183). First, the 
quasi- simplex model considers time- specific variance as measurement error, which Saris and 
Gallhofer argued is inappropriate for opinion items. Second, Saris & Gallhofer argued that cor-
related error is often stable over time, and may therefore violate the core assumption of error 
independence across time. Violating this assumption can bias the comparison of survey items, 
because some apparently beneficial choices could have in fact have resulted from a larger degree 
of correlated error, causing detrimental effects to appear beneficial. In addition, assuming cor-
related error away, as this approach does, prevents us from studying how it is affected by response 
error sources.
Finally, Saris and Gallhofer (2007) and Saris et al., (2011) applied the ‘multitrait- multimethod’ 
(MTMM) approach. In this approach, data are collected cross- sectionally. At least three different 
survey items (‘traits’) are formulated using at least two different question formats (‘methods’). 
Subsequently, the resulting six survey questions are presented to respondents in two blocks: one 
using method 1 for all three items towards the beginning of the questionnaire, and one using 
method 2 for the same three items, towards the end of the questionnaire. Saris & Van Meurs 
(1991) suggested at least 20 min of other questions should be presented to the respondent in 
between the two repetitions.
The MTMM design was analysed by these authors using the MTMM model. Let the centred 
observed answer to question form (method) m of survey item (trait) t  be ytm. Then the MTMM 
model is the linear confirmatory factor analysis model
where traits Tt, methods Mm, and random errors tm are random variables, all random variables are 
centred, and we assume independence between traits Tt, methods Mm, and random errors tm, as 
















= 0, for all 




= 1, and method loadings are often set equal across traits, (M)
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= 1. Key parameters of interest 
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error) and due to the correlated error (method) factor Mm (‘common method variance’). Extensions 
to categorical and other types of data and arbitrary distributions on the latent variables have also 
been introduced (Oberski, 2015; Oberski et al., 2017).
Alwin (2011) criticized the MTMM approach based on three considerations. First, the 
MTMM approach as implemented by Saris and his colleagues usually presents the question for-
mats (methods) in a single order: it therefore assumes this ordering does not impact the results. 
Second, the MTMM approach does model correlated error, but assumes that all such errors are 
caused by systematic response styles related to the question formats varied. The plausibility of 
this assumption strongly depends on which experiments were performed. Third, the MTMM 
approach assumes respondents’ random errors should be uncorrelated. This assumption may be 
violated when respondents do not provide an independent answer on the second measurement 
occasion, but simply repeat the answer they remember given on the first occasion, that is, when 
there are memory effects. Saris & Van Meus (1991) argued such effects would not usually occur 
after at least 20 min of interview time (cf. Saris, 2013), but recent preliminary work has cast doubt 
on this assertion (Rettig et al., 2019).
2.1 | Limitations of the one- factor- at- a- time approach
While each of the discussed broad approaches has its advantages and disadvantages, these 
approaches also have an— under recognized— shared drawback: either experimentally or ob-
servationally, most existing work varies ‘one factor at a time’ (‘OFAT’) to investigate the im-
pact of response error sources on random and correlated error. OFAT is problematic for three 
reasons.
First, varying question forms one- at- a- time and comparing the results across studies, as in 
meta- analysis (e.g. Saris & Gallhofer, 2007) or literature reviews (e.g. DeCastellarnau, 2017), 
while clearly very useful as a first step, is statistically inefficient as an estimation strategy. The 
OFAT approach is well known to give lower power, larger standard errors and higher sample size 
requirements, compared with (fractional) factorial experimental designs (Cox, 1958; Cox & Reid, 
2000).
Second, OFAT prevents us from evaluating how the importance of response errors measure 
up against each other. For example, when asking respondents’ opinions on immigration, several 
studies have demonstrated the existence of acquiescence (Révilla, Saris, & Krosnick, 2014), while 
others have demonstrated social desirability bias (Janus, 2010). But which is more important? 
Where should we focus resources to improve conclusions? To answer these questions, errors 
should be evaluated simultaneously.
Third, when design factors interact, OFAT can mislead us regarding the best way to ask a 
question. In DoE terms, OFAT confounds interactions with main effects. For example, by com-
paring estimates of random and correlated error in immigration questions asked using an ‘agree– 
disagree’ scale, Saris et al. (2010) found, after comparing 5- point, 7- point and 11- point scales, that 
5- point scales performed best, because they exhibited the least correlated error. Using agree– 
disagree questions, fewer scale points appeared better. But in an earlier meta- analysis of sim-
ilar experiments, the opposite was found: fewer scale points gave worse performance (Saris & 
Gallhofer, 2007), while Saris et al., (2010) reported that the overall best question format for the 
immigration items was an item specific scale with 11 scale points. The authors interpreted this 
discrepancy as due to an interaction effect between the number of scale points and the type 
of question. Pooling together the available experiments performed on these questions across 
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different papers gives the estimates shown in Figure 1, which do exhibit an interaction effect for 
these two factors. However, they were unable to test this conjecture, because the agree– disagree 
formulation and number of scale points were not varied simultaneously. In short, studies com-
paring the effect of a single design factor often do not provide the information survey researchers 
need to optimize their questions.
2.2 | The proposed approach: multitrait- multierror design and model
The DoE literature has emerged with the express purpose of tackling the disadvantages of the 
OFAT approach. Here, we propose to leverage this body of knowledge in the form of within- 
person fractional factorial experimental designs, which we then analyse using latent variable 
models. For example, if acquiescence, social desirability, method effect and random error are all 
thought to play a role in response error, and the researcher is able to define two- group split- ballot 
experiments for each of these factors, we propose instead a fractional design based on the full 
2 × 2 × 2 × 2 factorial.
As in the classical split- ballot approach, MTME identifies the response error sources that are 
thought to be relevant to the survey questions at hand, and question forms that can manipulate 
these errors experimentally. As in the quasi- simplex approach, we also allow for random error, 
while, as in the MTMM approach, we recognize that these error sources can operate across dif-
ferent but similarly measured questions. Unlike existing approaches, however, we manipulate 
all of these error sources simultaneously by considering their experimental manipulations as 
factors in a within- person experiment. To reduce respondent burden, a fractional factorial design 
is used in which second- order interactions are unconfounded, and each respondent need only 
answer two forms of the same question. We randomize the order of these forms to deal with the 
problem of order effects. Additionally, a latent variable model is introduced that can be applied 
to the resulting data to inform survey methodology and question design. Our approach, thus, 
F I G U R E  1  Estimated effect of number of categories and type of scale (agree- disagree vs. item specific) 
on proportion of ‘true variance’ in immigration items. Shown is the average across three immigration attitude 
items from multitrait- multimethod experiments performed in the ESS (circles and squares), combined with 
extrapolations based on a meta- analysis discussed in Saris & Gallhofer (2007; triangles). See Révilla et al. (2010) 
for further detail regarding these experiments
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allows for the estimation of mean bias, random error variance and correlated error variance from 
multiple error sources simultaneously— letting the researcher evaluate the relative importance 
of different response error sources, as well as their interactions.
To summarize, our contribution is threefold. First, we explicitly separate the design step and 
the analysis step in the estimation of measurement error. This enables researchers to be more 
theory driven in their endeavours by enabling them to develop the design needed to estimate the 
measurement errors of interest and to model them using LVM. More importantly, it enables them 
to estimate multiple types of measurement errors concurrently. In our example we show how to 
do that when we expect four types of measurement error: random error, social desirability, acqui-
escence and method effects. Such an approach is essential if we want to advance our knowledge 
of measurement error from a Total Error Perspective. For a more general discussion on how to 
develop the MTME design see Cernat and Oberski (2019).
Second, we explicitly introduce the theory and knowledge from the DoE literature in the es-
timation of measurement error. This highlights the need for more efficient designs that estimate 
multiple measurement errors at the same time. It also makes explicit the assumptions of designs 
such as MTMM and quasi- simplex which deal with measurement error OFAT. From this per-
spective the classical MTMM is a special case of the more general MTME that makes very strin-
gent assumptions about the structure of measurement error.
Third, we show how we can analyse an MTME design using LVM. Our model is able to es-
timate four types of measurement errors concurrently because of the ability to combine exper-
imental designs with latent variable modelling. We should also note that the design and the 
analysis presented here is just one implementation of the MTME. The real strength of the ap-
proach is the ability to map the theoretical expectations regarding measurement error to a design 
and a statistical model.
Note that the idea of applying latent variable models to within- person experiments has a 
long history. Indeed, the word ‘factor’ in ‘factor analysis’ originally referred to the same con-
cept as the word ‘factor’ in ‘factorial experiment’. The psychological literature on ‘facet design’ 
(Guttman, 1959), also, suggested manipulated ‘facets’ of a psychological scale and mapping 
these to a latent space, although Guttman himself preferred his own ‘smallest space analysis’ 
as a method of analysis (Guttman, 1982). In addition, the current approach shares many goals 
with generalizability theory (g- theory), for which factor- type models, including IRT models, 
have also been proposed (De Boeck, 2008). Just as the classic paper of Andrews (1984) con-
tributed the idea of identifying question forms with ‘methods’ in the MTMM designs intro-
duced by Campbell and Fiske (1959), our contribution should be seen as identifying response 
error manipulations with ‘facets’ introduced by Guttman or with factors in a the more modern 
LVM framework.
3 |  SURVEY DESIGN AND DATA
In order to collect data using the MTME design we have used the UK Household Longitudinal 
Study – Innovation Panel (UKHLS- IP, University of Essex, Institute for Social & Economic 
Research, 2017). In this design we manipulated method effects, acquiescence and social 
desirability.
The UKHLS- IP is a national representative household longitudinal study of England, Scotland 
and Wales that collects data yearly (Jäckle et al., 2017). Sampling was done using the Postcode 
Address File and was stratified by the percentage of household heads classified as non- manual 
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and population density. The initial sample was clustered in 120 sectors and had 2760 addresses. 
Waves 4 and 7 included refreshment samples of 960 and 1560 new addresses using similar sam-
pling procedures.
In this paper, we use data collected as part of wave 7 which was collected in May– October 2014. 
Data collection was carried out using either a sequential mixed mode design: Web- Computer 
Assisted Personal Interview (CAPI) or single mode CAPI. In wave 5, a random two thirds of 
respondents were allocated to the mixed mode design while a random third received the single 
mode. This selection was kept in wave 7. The wave 7 refreshment sample was collected using the 
CAPI single mode. UKHLS- IP wave 7 achieved a 78.5% conditional household response rate and 
an 82% conditional individual response rate. For more details regarding the study please refer to 
Jäckle et al., (2017).
In order to implement the MTME design we selected six questions regarding attitudes towards 
immigrants (Table 1). These variables have been widely used in a number of national and inter-
national studies, such as the European Social Survey. The selection of the variables was due to the 
sensitivity of the topic as well as the difficulty of collecting high- quality measures on attitudes 
(Alwin, 2007; Saris & Gallhofer, 2007).
Our experimental design manipulated three types of correlated errors:
• Social desirability (positively vs. negatively worded questions)
• Acquiescence (agree– disagree vs. disagree– agree response scale)
• Method (2- point vs. 11- point response scale)
Social desirability refers to the tendency of respondents to change their answers in order to 
present themselves in a more positive light (DeMaio, 1984; Tourangeau et al., 2000). Given the 
sensitivity of the topic, we believe this to be a potential source of error (Janus, 2010). In order 
to manipulate the social desirability direction of the question we have changed the body of the 
question to be either positively worded or negatively worded (e.g. We should allow more people… 
vs. We should allow fewer people…). In this way the social norm regarding attitudes towards 
immigrants is manipulated in the question body. If respondents wish to present themselves in a 
positive light they will tend to agree with the perceived social norm.
Acquiescence, or ‘yea- saying’, is the tendency of respondents to agree with statements 
regardless of the content of the questions (Billiet & McClendon, 2000; McClendon, 1991). 
In order to manipulate this type of tendency we have implemented either an agree– disagree 
response scale or a disagree– agree one. Acquiescence is a ‘satisficing’ process that is used 
to minimize cognitive effort in the response process. When the agree category is the first 
one available this process is facilitated, leading to higher levels of acquiescence (Billiet & 
McClendon, 2000).
Finally, method effect can be defined as any characteristic of the data collection that can 
influence the way respondents answer questions. In survey research this has been typically con-
ceptualized as the impact of the response scale (Andrews, 1984; Saris & Gallhofer, 2007). In this 
design we manipulate the impact of the method effect using either a 2- point response scale or an 
11- point one.
By combining the three manipulations we can conceptualize eight different wordings to ask 
the survey questions (W1 to W8 in Table 2). For example, the first wording (W1 in Table 2) uses 
a negative wording of the question, with a 2- point response scale ordered as agree– disagree. 
Wording 2 uses the same response scale but makes the question positively worded.
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In order to estimate the amount of random and correlated error variance from each 
source, a within- person experimental design is required. A fully crossed within- person de-
sign would repeat each question eight times, once using each of the wordings shown in 
Table 2. This clearly is not feasible and almost certain to produce carryover effects. Instead, 
we implemented a reduced, fractional factorial, design in which each respondent only re-
ceived two versions of the same questions, randomly. Thus, each respondent was asked the 
six questions regarding attitudes towards immigrants twice, once at the beginning of the 
survey and once at the end. The reduced design is similar to the planned missing data de-
sign used in the split- ballot MTMM approach (Saris et al., 2004). Contrary to the common 
T A B L E  2  The eight experimental wordings used in the data collection. The first question is given as 












Item formulation (using trait 1 
as an example)
W1 Higher 2 AD Negative The United Kingdom should allow 
fewer people of the same race 
or ethnic group as most British 
people to come and live here
W2 Lower 2 AD Positive The United Kingdom should allow 
more people of the same race 
or ethnic group as most British 
people to come and live here
W3 Higher 11 AD Negative The United Kingdom should allow 
fewer people of the same race 
or ethnic group as most British 
people to come and live here
W4 Lower 11 AD Positive The United Kingdom should allow 
more people of the same race 
or ethnic group as most British 
people to come and live here
W5 Higher 2 DA Positive The United Kingdom should allow 
more people of the same race 
or ethnic group as most British 
people to come and live here
W6 Lower 2 DA Negative The United Kingdom should allow 
fewer people of the same race 
or ethnic group as most British 
people to come and live here
W7 Higher 11 DA Positive The United Kingdom should allow 
more people of the same race 
or ethnic group as most British 
people to come and live here
W8 Lower 11 DA Negative The United Kingdom should allow 
fewer people of the same race 
or ethnic group as most British 
people to come and live here
AD, Agree– Disagree response scale; DA, Disagree– Agree response scale.
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implementation of MTMM (Saris & Gallhofer, 2007), however, the order of the forms was 
also randomized.
4 |  STATISTICAL MODELS
Our suggested approach involves both the MTME design and a statistical model that can estimate 
mean bias, random error variance and correlated error variance based on this design, the MTME 
model. Below we detail the implementation of this model.
The MTME design is a fractional factorial within- person split- ballot experiment. We propose 
to analyse the data from such experiments using latent variable models (LVMs; Skrondal & Rabe- 
Hesketh, 2004). We estimate the model by separating the reliable (trait) variance from the cor-
related error and random error. For each dimension manipulated in our experiment (method, 
acquiescence and social desirability) we estimate a latent variable that will represent that cor-
related error. In addition to these variances we also estimate the bias in the mean due to our 
experimental factors. This is done by fixing the intercepts of the observed variables at zero and 
freely estimating the means of the latent variables.
The loadings are restricted based on the experimental design (Tables 2 and 3). For example, all 
questions measuring ‘allow people of the same race and ethnic group’ (Table 1) will have loadings 
restricted to +1 (i.e. they measure this concept) in the relationship with the latent variable T1 and 
0 (i.e. they do not measure this concept) with the rest of the trait variables. Questions with the 
first wording (W1 in Table 2) will have their acquiescence loadings fixed to +1, because higher 
scale points for this wording indicate agreement, while they will have their social desirability 
loadings fixed to −1, because disagreement is expected to be the socially desirable response for 
this wording. For the method factor we use the 2- point scale as the reference so only the ques-
tions using wordings 3, 4, 7 and 8 will have loadings fixed to +1 in relationship to the method (M) 
factor. Thus, the method factor encodes the correlated error among 11- point questions over and 
above (relative to) that found among 2- point questions (Eid, 2000). The intercepts of the observed 
variables are set to zero in order to identify the means of the latent variables. This corresponds to 
an assumption of no third- order interactions in a regression context.
T A B L E  3  Design matrix for multitrait- multierror (MTME) model measuring attitudes towards immigrants 
in UKHLS- IP. These are used to determine the loadings in our model (see Assumptions)
Wording
Subscript Trait Method Acquiescence
Social 
desirability
m a s (T) (M) (A) (S)
W1 1 1 1 1 0 1 1
W2 1 1 2 −1 0 1 −1
W3 2 1 1 1 1 1 1
W4 2 2 2 −1 1 1 −1
W5 1 2 1 1 0 −1 1
W6 1 2 2 −1 0 −1 −1
W7 2 2 1 1 1 −1 1
W8 2 2 2 −1 1 −1 −1
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4.1 | Model and assumptions
Denote the observed variable on the t- th trait, m- th method, a- th acquiescence direction, and 
s- th social desirability direction as ytmas. In our application, we observe 6 × 2 × 2 × 2 = 48 such 
variables. We then consider a response variable y∗
tmas







 when m = 0, and it is the identity otherwise, y∗
tmas
= ytmas 
when m = 1. Our response model for each response variable is then a linear factor model,








tmas are restricted according to the corresponding element, 
xmas,⋅, of a design matrix X (Table 3),
and we allow a method- specific scaling factor (⋅)m for each latent variable, with 
(⋅)
1
= 1 for identifica-
tion purposes. In our application, the scaling factor (⋅)m scales standardized effects on the probit scale 
(for 2- point scales) to effects on the unstandardized 11- point scale.
The design matrix used in our application is given in Table 3, while wordings correspond-
ing to the rows of this matrix are found in Table 2. For example, for the disagree– agree ques-
tion using wording W6, ‘the UK should allow more people of the same race or ethnic group 
as most British people to come and live here’, with 2- point scale, the corresponding subscript is 
t = 1, m = 1, a = 2, s = 1 (see Table 2), and after inserting the corresponding elements from the 
design matrix in Table 3 into Equation (2), the response model is
for comparison, the 11- point version of the same question, that is, y1221, has response model
Note that the method factor drops out from one of the response models due to the dummy coded 
(‘M- 1’) design column (zeroes in Table 3).
Assumptions  
A1.  Local independence (no further correlated error). Conditional on the 
joint latent variable vector, the observed variables are independent, 
[ytmasyt�m�a�s� |T1,…T6,M,A, S [ = ] ytmas ||T1,…T6,M,A, S [] yt�m�a�s� ||T1,…T6,M,A, S] 
for any of t ≠ t′,m ≠m′, a ≠ a′, or s ≠ s′.
A2.  Linearity (Equation 1). The indicators are linear measures of the latent traits, and the ran-
dom response error variables M, A and S.
A3.  Additivity of errors (no error interaction; Equation (1)). The random response error variables 
and latent trait are additive in their effect on the response.
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= 0 for 





= 0, for r ∈
{
Tt� , M, A, S
}
.
A6.  Response error independence. The random response error variables are uncorrelated with 








 for r ∈ {M, A, S} , r� ∈
{




A7.  Independent and identically distributed (i.i.d.) observations.
Of the above assumptions, A1 is the most crucial; all others can be relaxed, at least partially. Note 
that Assumptions A2 and A3 are already implied by the response model (1); we repeat them here 
for completeness. Furthermore, Assumptions A3– A4 are implied in our Bayesian model, by the 
multivariate normality of all random variables. We include these assumptions here because 
the model does not rely on distributional assumptions beyond those implied by A1– A6, even if 
the Bayesian approach requires such distributional assumptions. Assumption A7 may be violated 
in the case of complex sample surveys, and can be relaxed using methods standard in the SEM 
literature (e.g. Oberski, 2014).
Assumption A6 (see Saris & Gallhofer, 2007; Widaman, 1985) can greatly aid empirical identi-
fication and parameter stability (Oberski, 2019) but may be somewhat unrealistic in practice. For 
example, a person for whom the social desirability effect is stronger may be thought more prone 
to acquiescence bias as well. In our model fitting, we included assumption A6 as a baseline and 
investigated some relaxations of it (specifically a free correlation between S and A).
Also note that our model implicitly allows for an interaction in the effect of design choices on the 
quality of the indicators and as the effect of a design choice on the ‘quality’ (estimated correlation 
with T) of a question does depend on the other design choices. A3 could be released by allowing 
loadings to differ over more factors, although identification and estimation issues will often arise.
Part of our model is presented graphically in Figure 2. Here we only show the first survey item 
(T1) measured using the eight wordings (W1– W8) from Table 2. The squares represent the ob-
served variables, while latent variables are shown in circles. The full model includes the observed 
F I G U R E  2  Visual representation of statistical model. Model for question 1 is shown for simplicity 
63 × 27 mm (240 × 2400 DPI)
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and latent variables for the other five questions as well. Thus, there are 8 × 6 = 48 observed 
variables and nine latent variables, not counting the 48 random error terms. Due to the restric-
tions on the loading matrix, the model has 9 mean parameters and 48 variance and covariance 
parameters. Although there are 48 observed variables and 2,314 cases, there is a large amount 
of missingness due to the fractional factorial (planned missing completely at random, MCAR) 
design, which provides about 70 cases for each of the 1128 pairwise correlations. We deal with 
missing data by formulating an ignorable likelihood, on which the Bayesian estimation is based.
4.2 | Identification
Identification of latent variable models cannot usually be established globally (for any param-
eter value). However, in the literature local identification, that is, the uniqueness of the maxi-
mum likelihood in an open neighbourhood, is usually deemed sufficient. For (linear) structural 
equation models such as ours, a sufficient condition for identification is that the Jacobian of the 
implied covariances with respect to the parameter vector be of full column rank (Bekker, 1989; 
Wald, 1950). The fractional factorial MTME design guarantees that all rows of this Jacobian are 
available, by guaranteeing (with probability converging to one) the observation of all first and 
second- order moments.
The MTME model also guarantees the fulfillment of the column rank condition ‘almost surely’ 
through the use of the (fractional) factorial design. Specifically, as shown by Bekker (1989) for 
confirmatory factor models, the rank of the Jacobian depends on the ranks of the loading and 
latent covariance matrices. The MTME restrictions outlined above guarantee that  is full rank. 
The rank of the loading matrix  is determined by the MTME design (columns M, A and S in Table 
3), which, by the definition of a fractional factorial, is full rank, and their dependence on the trait 
loading columns. Including the columns corresponding to latent traits, these are independent of 














that is, the social desirability factor variance cannot be separated from the trait variances and 
covariances. Note that the method factor variance 77, acquiescence factor variance 88 and re-
sidual error variances ψii never suffer from this rank deficiency. Because the probability measure 








 is zero, the model is said to be ‘almost surely’ locally identified.
In spite of ‘almost sure’ identification, the presence of a rank- deficient point in the parameter 
space can generate nonconvergence, inadmissible estimates and unstable estimates, a fact widely 
reported in the MTMM literature (see Oberski, 2019 and references therein). In addition, as the 
number of response error factors grows, so does the fraction of the MTME factorial, and thereby 
the fraction of missing information on the second- order moments (rows of the Jacobian). This 
means that in practice, increasing the number of response error factors will require the sample 
size to grow exponentially. Even with large samples, estimation problems may still occur due to 
the rank deficiency (Oberski, 2019). We have stabilized the estimates by using Bayesian weakly 
informative priors.
4.3 | Estimation
To estimate the model, we have used Bayesian estimation as implemented in Mplus 8 (Muthén & 
Muthén, 2017), and as recommended by Helm et al., (2017) for MTMM models. Bayesian estimation 
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was chosen for two reasons: (1) computational convenience of Gibbs sampling for the present, com-
plex, model with relatively many latent variables and large amount of missing information; (2) the 
use of priors to prevent inadmissible estimates and nonconvergence commonly found in MTMM 
models (Helm et al., 2017), and to allow us to incorporate information from existing studies on re-
sponse error variance of these survey items (Oberski et al., 2012; Saris et al., 2010).










, where y collects the observed variables in 
a vector,  collects the latent variables in a vector,  is the loading matrix,  is the latent mean 
vector,  is the latent variance matrix and Ψ is the residual variance matrix.
The priors used for the loading parameters were uninformative, (⋅)
2
∼ N (0, 100). For the vari-
ance parameters of the response errors, we used somewhat informative priors,
which centre the expected variance contribution of these factors on unity and have infinite vari-
ance. These priors were chosen based on results from the literature regarding response error 
variance in these survey items. For the variance– covariance matrix of the latent traits, we used 
1:6,1:6 ∼ IW (0, 10), where the inverse Weibull is slightly informative but very close to the default 
‘uninformative’ prior, IW (0, 7) (Asparouhov & Muthén, 2010, 2010b). For the residual variances 
and latent means, the default uninformative priors, inverse Gaussian and normal, were used, 
Ψii ∼ IG( - 1, 0) and i ∼ N (0, ∞) . We used the default PX1 Gibbs sampler (Asparouhov & Muthén, 
2010b), with four chains and 200,000 iterations.
5 |  RESULTS
The model converged and the overall credible interval for the chi- square statistic was between 
56.4 and 350.1 with 63 free parameters and a posterior predictive p = 0.004. The trace plots and 
posterior distributions did not indicate convergence issues (trace plots and posterior distribu-
tions are provided as an online appendix). The traceplots show a good mix and the four chains 
consistently overlap. The potential scale reduction factor (Gelman & Rubin, 1992) was 1.019 and 
we have eliminated the first 100,000 iterations (burn- in). The final model is also consistent with 
results from a model run for 100,000 iterations.
The MTME analysis can be summarized in different ways. One way to understand the re-
sults of the analysis is to investigate the variances and the means of the latent variables esti-
mated (Table 4). Of special importance in our model are the mean and variance estimates for 
the three types of correlated errors that we have manipulated: Acquiescence, social desirability 
and method. If measurement error is absent, we expect the means and variances of these latent 
variables to be close to zero.
First, we investigate the impact of the factors manipulated in our experiment on the means 
of the observed variables (Table 4). The choice of agree– disagree versus disagree– agree (acquies-
cence) changes the observed mean of the variables by 0.25 standard deviations, regardless of the 
question wording or the response scale. Similarly, using either positively or negatively worded 
questions (social desirability) impacts the means of the observed variables by 0.18 standard devi-
ations. Last, the expected mean for questions that use 11- point scales is 5.13 higher compared to 
(3)Var (M) = 77 ∼ IG (2, 1) Var (A) = 88 ∼ IG (2, 1) , Var (S) = 99 ∼ IG (2, 1) ,
16 |   CERNAT and OBERSKI
the 2- point scales. If method effect would have no impact on the observed mean we would have 
expected a value of 5.5 (11/2 = 5.5). In our results the mean is significantly lower, implying that 
people tend to underestimate their attitudes towards immigrants by 0.27 when using an 11- point 
response scale compared to a 2- point scale.
These results can be concerning for survey methodologists as relatively small wording changes 
can lead to important shifts in the means. That being said, we cannot say which wording has less 
mean bias without making some assumptions such as the ‘more is better’ one used in survey 
methodology to investigate social desirability.
In addition to the mean biases introduced by measurement error, correlated error variance 
also plays an important role. We can see that all three latent variables have substantial levels of 
correlated error variance (and credible intervals do not include 0). The highest variance is due to 
the method, followed by acquiescence and social desirability.
Another way to understand the impact of the correlated errors on the variance of our observed 
questions is to decompose the total variance. This is done by calculating the percentage of vari-
ation explained by each component out of the total variance. Figure 3 presents the six questions 
as well as the eight wordings for each (see Table 2). Within each one we can see the total valid 
variance (trait), as well as the other sources of measurement error. Again, typical substantive 
analyses might assume perfect measurement, that is, trait represents 100% of the observed vari-
ation. Here, this assumption is always wrong although the degree to which this is the case varies 
by question and wording.
Figure 3 highlights a number of patterns. First, wordings 1, 2, 5 and 6 have the most amount 
of valid variance. For all of these wordings a 2- point response scale was used. It is thus obvi-
ous that the 11- point scale produces more correlated errors as compared to the 2- point scale. 
Furthermore, we observe that random error is the main source of invalid variance regardless of 
the response scale used. Nevertheless, we also observe important amounts of variation due to 
acquiescence, social desirability and method, especially when the 11- point scale is used. Lastly, 
it appears that the first question, and to a lesser degree the second and third ones, have more 
random error compared to the last three questions.
















Allow same race −0.42 −0.60 −0.17 4.09 3.25 5.03
Allow different race −0.98 −1.18 −0.72 5.96 4.91 7.12
Allow poorer countries −0.97 −1.17 −0.71 5.53 4.53 6.67
Good for economy 0.24 0.04 0.50 8.56 7.14 10.19
Culture enriched 0.50 0.29 0.77 9.44 7.86 11.20
Better place to live 0.02 −0.19 0.28 9.25 7.73 10.95
Correlated errors
Acquiescence 0.25 0.19 0.31 0.42 0.30 0.56
Social desirability −0.18 −0.40 −0.09 0.30 0.14 0.69
Method (11 pt) 5.13 5.04 5.22 0.87 0.68 1.11
CI, credible interval.
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F I G U R E  3  Variance decomposition of observed variables by question and wording
F I G U R E  4  Meta- analysis based on multitrait- multierror which shows the relationship between the 
observed and the latent variables
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Yet another way to understand the results from the MTME is by averaging the relationships be-
tween the observed variables and the latent ones. Figure 4 presents the aggregated results where 
the horizontal axis represents the strength of the relationship between the observed and the 
latent variables (based on standardized loadings). The columns represent dimensions we have 
manipulated (questions, acquiesce, method and social desirability), while the rows represent the 
latent variables estimated. For example, the first row in Figure 4 shows the degree to which 
reliability varies by the question, by the acquiescence direction, by the number of response cat-
egories and by social desirability direction. We can observe that reliability (relationship between 
the observed variables and the trait variables) tends to be similar between the different types of 
questions but on average questions with 2- point response scales are more reliable than those with 
11- point response scales (in line with Figure 2). Figure 4 highlights that not only are questions 
with 11- point scales more unreliable but they also have more method and social desirability bias.
6 |  DISCUSSION AND CONCLUSIONS
In this paper, we have proposed a new way to design and estimate multiple types of measure-
ment error concurrently: the MTME approach. Using the UKHLS- IP we have implemented an 
MTME design that estimates social desirability, acquiescence, method effect, as well as random 
error.
We have shown that these types of measurement errors impact both the means and the vari-
ances of the observed variables. Furthermore, we have seen that they can be relatively large, lead-
ing to validity coefficients close to 0.3 for some of the questions. One of the main causes for this 
variation in data quality was the method effect, or response scale used. Our results highlight that 
the 2- point response scale shows important differences in their reliability, validity and means 
compared to the 11- point scale.
We also acknowledge some of the limitations of the proposed method. One of the most im-
portant ones is the possible memory effect that can be present between the two applications of 
the question forms/wordings. This limitation, which is present in all within experimental de-
sign, has already attracted considerable attention in the survey research literature (Alwin, 2011; 
Krosnick, 2011; Saris & Gallhofer, 2007). In this design we have aimed to ameliorate this by ran-
domizing the form order as well as imposing a minimum period between the two forms of 5 min 
(average time between forms was 30 min). Further research is needed to see how the results of 
the MTME might be biased because of memory effects. Another limitation of our study refers to 
the degree to which our manipulation of social desirability has been effective. Future research 
can investigate different approaches to experimentally manipulate social desirability using sur-
vey questions.
There are three main reasons why we want to better understand measurement error in survey 
research. First, if we can estimate multiple types of measurement error concurrently, we can 
truly understand the relative importance of each and can develop better ways to collect data. 
Second, if we can estimate multiple types of measurement error, we can also correct for them. 
Third, we can better understand the relationship between measurement error and other sources 
of bias, such as non- response. While in this paper we have mainly concentrated on the first 
issue, estimating multiple types of measurement error, the MTME can also be used to tackle the 
other two issues. For example, instead of using the observed answers to estimate the relation-
ship between attitudes towards immigration and variables of interest, such as political affiliation, 
we could use the latent trait variables. Similarly, the latent variables estimating acquiescence or 
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social desirability could be correlated with non- response in future waves to understand if there 
are relationships between measurement error and selection bias.
As such, we believe that MTME represents an important advance in survey research. It tack-
les one of the main limitations of previous research regarding measurement error: the separate 
analysis of different measurement errors. By concurrently estimating multiple types of correlated 
error and their impact on means and variances we can get one step closer to a method of estimat-
ing total survey error, including different errors sources simultaneously.
Furthermore, the MTME can be considered a very general approach to estimation and correc-
tion of measurement error. As such, different types of designs can be implemented in computer 
assisted data collection methods depending on the questions and the types of measurement error 
that are expected. For example, if researchers believe that only one type of measurement error 
is present, such as social desirability, then a MTME design could be implemented to manipu-
late only that dimension. Similarly, other types of measurement errors could be included inde-
pendently or concurrently, such extreme response style, middle response style or recency effects. 
Finally, the model could be estimated in different ways. For example it could be reformulated as 
a true score model (Eid, 2000) or as multilevel model to help with estimation or interpretation.
As such, researchers should actively consider the main types of measurement error expected 
in their key questions and develop appropriate experiments to estimate them. MTME designs 
together with latent variable modelling can provide a general framework for implementing and 
analysing them.
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