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ABSTRAK 
Dalam time series dengan pola data  memuat trend, metode yang sering digunakan sebagai 
ramalan untuk periode mendatang adalah penghalusan eksponensial ganda. Namun metode  
ini tidak cocok untuk meramalkan data yang mengandung musiman. Metode penghalusan 
eksponensial Holt-Winters dapat digunakan untuk data time series yang mengandung trend 
dan musiman. Metode ini mempunyai dua metode yakni metode perkalian musiman 
(Multiplicative Seasonal Method) dan metode penambahan musiman (Additive Seasonal 
Method). Model multiplicative digunakan apabila terdapat kecenderungan atau tanda 
bahwa pola musiman bergantung pada ukuran data. Dengan kata lain, pola musiman 
membesar seiring meningkatnya ukuran data. Sedangkan model additive digunakan jika 
kecenderungan tersebut tidak terjadi. Pada tulisan ini akan diterapkan metode penghalusan 
eksponensial Holt-Winters untuk meramalkan jumlah penumpang bandara hasanuddin 
bulan januari 2006 sampai bulan desember 2013. Dari hasil yang diperoleh, metode Holt-
Winter dengan model additive memiliki ukuran kesalahan yang lebih kecil dibandingkan 
model multiplicative. 
Kata kunci : trend, musiman, penghalusan eksponensial, Holt-Winter 
 
Abstract 
In time series data patterns includes trend, the method is often used as a forecast for the coming 
period is double exponential smoothing. But this method is not suitable for forecasting seasonal data 
it contains. The method of exponential smoothing Holt-Winters can be used for time series data 
containing trend and seasonal. This method has two methods namely seasonal multiplication method 
(Multiplicative Seasonal Method) and the seasonal addition method (Additive Seasonal Method). 
Multiplicative model is used when there is a trend or a sign that the seasonal pattern depends on the 
size of the data. In other words, the seasonal pattern is enlarged with increasing data size. While the 
model of additive used if the trend does not occur. In this paper the method will be applied to the 
Holt-Winters exponential smoothing to forecast the number of passengers Hasanuddin airport in 
January 2006 until December of 2013. From the results obtained, Holt-Winter method with additive 
models have size error smaller than multiplicative models. 
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1. Pendahuluan 
Peramalan (forecasting)  merupakan pendugaan masa depan yang dilakukan 
berdasarkan  nilai masa lalu dari satu variabel. Peramalan sering diterapkan dalam bidang 
pariwisata, investasi (saham), klimatologi, produksi pertanian, dsb. Peramalan merupakan 
bagian penting bagi setiap organisasi bisnis untuk pengambilan keputusan manajemen yang 
sangat signiﬁkan. Ada banyak jenis-jenis peramalan, misalnya Metode Penghalusan 
Eksponensial (exponential smoothing) dan Metode Box Jenkins.  
Contoh penggunaan peramalan yang telah dilakukan di Indonesia yaitu menggunakan 
Autoregressive Integrated Moving Average (ARIMA). Selain itu, ada juga metode peramalan 
lain yang sering digunakan yaitu metode penghalusan eksponensial. Hal ini disebabkan 
keunggulan metode ini dibandingkan metode metode lainnya. Pertama, metode penghalusan 
eksponensial bersifat sederhana, intuitif dan mudah dipahami. Artinya, walaupun sederhana 
namun sangat berguna bagi peramalan pendek (shortterm forecasting) dari data time series 
yang panjang
[4]
. Kedua, model penghalusan eksponensial memiliki tingkat kompleksitas yang 
rendah dari ARIMA dan membuatnya sangat populer. Ketiga, 
[6]
menemukan perbedaan yang 
cukup kecil secara akurasi dalam peramalan antara teknik pemulusan eksponensial dengan 
model ARIMA. Secara umum, model pemulusan eksponensial direkomendasikan sebagai 
sebuah teknik yang tidak kompleks dan ekonomis (inexpensive technique) dengan hasil 
ramalan yang cukup baik dalam variasi aplikasi yang luas
[4]
. Metode ini terdiri dari beberapa 
macam, diantaranya penghalusan eksponensial tunggal dan penghalusan eksponensial ganda. 
Metode penghalusan eksponensial tunggal digunakan jika data time series tidak mengandung 
unsur trend dan musiman sedangkan metode penghalusan eksponensial ganda digunakan jika 
data time series mengandung unsur trend dan tidak mengandung unsur musiman
[5]
. 
Permasalahan yang muncul kemudian adalah bagaimana jika suatu data tidak hanya 
mengandung faktor musiman melainkan mengandung unsur trend dan faktor musiman. 
Karena penghalusan eksponensial ganda hanya dapat digunakan pada data yang mengandung 
unsur trend, maka diperkenalkanlah metode penghalusan eksponensial  Holt-Winter yang  
digunakan  untuk  peramalan  jika  data  memiliki  unsur  trend  dan musiman
[8]
.  
2. Tinjauan Pustaka 
2.1. Peramalan (Forecasting) 
Peramalan adalah perkiraan atau penggambaran dari nilai atau kondisi di masa depan. 
Asumsi yang umum dipakai dalam peramalan adalah pola masa lampau akan berlanjut ke 
masa depan
[1]
. Hampir seluruh peramalan didasarkan pada asumsi bahwa masa lampau akan 
berulang. Peramalan (forecasting) merupakan prediksi nilai-nilai sebuah peubah kepada nilai 
yang diketahui dari peubah tersebut atau peubah yang berhubungan. Meramal juga dapat 
didasarkan pada keahlian penilaian, yang pada gilirannya didasarkan pada data historis dan 
pengalaman
[5]
. 
2.2. Metode Peramalan  
Metode Peramalan adalah cara memperkirakan secara kuantitatif apa yang akan 
terjadi pada masa yang akan datang, berdasarkan data yang relevan pada masa lalu. Metode 
ini sangat berguna dalam mengadakan pendekatan analisis terhadap perilaku atau pola dari 
data yang lalu, sehingga dapat memberikan cara pemikiran, pengerjaan dan pemecahan yang 
sistematis dan pragmatis serta memberikan tingkat keyakinan yang lebih. Contoh metode 
dalam peramalan yaitu metode Box Jenkins dan penghalusan eksponensial
[5]
.  
Penghalusan Eksponensial  
Penghalusan eksponensial merupakan suatu model peramalan rata-rata bergerak yang 
melakukan pembobotan terhadap data masa lalu dengan cara eksponensial sehingga data 
paling akhir mempunyai bobot atau timbangan lebih  besar dalam rata-rata bergerak. Metode 
penghalusan eksponensial telah digunakan selama beberapa tahun sebagai suatu metode yang 
sangat berguna pada begitu banyak situasi peramalan.  
1. Penghalusan Eksponensial Tunggal 
Penghalusan eksponensial tunggal dikenal juga sebagai penghalusan eksponensial 
sederhana yang digunakan pada peramalan jangka pendek, biasanya hanya 1 bulan ke depan. 
Model mengasumsikan bahwa data berfluktuasi di sekitar nilai mean yang tetap, tanpa trend 
atau pola pertumbuhan konsisten
[5]
.
 
Rumus untuk penghalusan eksponensial sederhana adalah 
sebagai berikut : 
𝑆𝑡 =  𝛼𝑋𝑡 +  1 − 𝛼 𝑆𝑡−1 , (1) 
dengan 
𝑆𝑡   : nilai penghalusan peramalan untuk periode 𝑡   
𝛼  : parameter penghalusan 
𝑋𝑡   : nilai aktual pada periode 𝑡 
2. Penghalusan Eksponensial Ganda 
Model penghalusan eksponensial dari Holt’s atau penghalusan eksponensial ganda 
memuluskan nilai trend dengan parameter yang berbeda dari parameter yang digunakan pada  
series  yang asli. Peramalan dengan penghalusan eksponensial model dari Holt’s didapat 
dengan menggunakan dua parameter penghalusan 𝛼 dan 𝛾 dengan nilai antara 0 dan 1. Hal 
ini membantu untuk menghilangkan dan menempatkan perkiraan dari Holt’s ke awal 
perkiraan nilai data, dengan membuat  trend data baru, yang menunjukkan perbedaan antara 
dua nilai penghalusan terakhir. Adapun tiga persamaan yang digunakan dalam model Holt’s, 
yaitu :  
Pertama, penghalusan data keseluruhan, yaitu dengan persamaan: 
𝐿𝑡 =  𝛼𝑋𝑡 +  1 − 𝛼  𝐿𝑡−1 + 𝑇𝑡−1  (2) 
dimana : 
𝐿𝑡  : perkiraan Holt’s 
𝛼  : parameter penghalusan  
𝑋𝑡   : nilai dari aktual dari series pada periode 𝑡 
𝐿𝑡−1 : perkiraan Holt’s sebelumnya 
𝑇𝑡−1 : perkiraan trend sebelumnya 
Kedua, penghalusan perkiraan trend, yaitu dengan persamaan: 
𝑇𝑡 = 𝛽 𝐿𝑡 − 𝐿𝑡−1 +  1 − 𝛽 𝑇𝑡−1 (3) 
dimana : 
𝑇𝑡  : perkiraan trend 
𝛽  : parameter penghalusan untuk estimasi trend  
Ketiga, perkiraan periode 𝑝 kedepan, yaitu dengan persamaan: 
𝑋 𝑡+𝑝 =  𝐿𝑡 + 𝑝𝑇𝑡   (4) 
Penghalusan Eksponensial Holt-Winters 
Metode peramalan Holt-Winters merupakan gabungan dari  dari  metode  Holt  dan 
metode Winters,  digunakan  untuk  peramalan  jika  data  memiliki  komponen  trend  dan 
musiman. Metode Holt-Winters didasarkan pada tiga persamaan penghalusan, yakni 
persamaan penghalusan keseluruhan, penghalusan trend, dan persamaan penghalusan 
musiman. Metode ini terbagi menjadi dua bagian yakni : 
a. Penghalusan eksponensial Holt-Winters dengan metode muliplicative : 
Penghalusan keseluruhan 
𝑆𝑡 =  𝛼
𝑋𝑡
𝐼𝑡−𝐿
+  1 − 𝛼  𝑆𝑡−1 + 𝑏𝑡−1  
(5) 
Penghalusan trend 
𝑏𝑡 = 𝛽 𝑆𝑡 − 𝑆𝑡−1 +  1 − 𝛽 𝑏𝑡−1 (6) 
Penghalusan musiman (seasonal) 
𝐼𝑡 =  𝛾
𝑋𝑡
𝑆𝑡
+  1 − 𝛾 𝐼𝑡−𝐿 
(7) 
Ramalan 
𝐹𝑡+𝑚 =  𝑆𝑡 + 𝑏𝑡𝑚 𝐼𝑡−𝐿+𝑚  (8) 
 
b. Penghalusan eksponensial Holt-Winters dengan metode additive : 
Penghalusan keseluruhan 
𝑆𝑡 =  𝛼 𝑋𝑡 − 𝐼𝑡−𝐿 +  1 − 𝛼  𝑆𝑡−1 + 𝑏𝑡−1  (9) 
Penghalusan trend 
𝑏𝑡 = 𝛽 𝑆𝑡 − 𝑆𝑡−1 +  1 − 𝛽 𝑏𝑡−1 (10) 
Penghalusan musiman (seasonal) 
𝐼𝑡 =  𝛾 𝑋𝑡 − 𝑆𝑡 +  1 − 𝛾 𝐼𝑡−𝐿 (11) 
Ramalan 
𝐹𝑡+𝑚 =  𝑆𝑡 + 𝑏𝑡𝑚 + 𝐼𝑡−𝐿+𝑚    (12) 
 
dimana : 
𝑋𝑡  : nilai aktual pada periode akhir 𝑡 
𝛼  : parameter penghalusan untuk data (0 < 𝛼 < 1) 
𝛾  : parameter penghalusan untuk musiman (0 < 𝛾 < 1) 
𝛽 : parameter penghalusan untuk trend (0 < 𝛽 < 1) 
𝐼 : faktor penyesuaian musiman 
𝐿  : panjang musim 
𝐹𝑡+𝑚 : ramalan untuk 𝑚 periode ke depan dari 𝑡. 
2.3. Nilai Awal 
Menurut
[7]
 rumus metode penghalusan eksponensial dari Holt-Winters dapat 
digunakan dengan mengambil secara sembarang beberapa nilai awal yang telah ditetapkan 
yakni:  
Untuk model additive : 
𝑆𝐿 =
1
𝐿
 𝑋1 + 𝑋2 + ⋯ + 𝑋𝐿  
𝑏𝐿 =
1
𝐾
 
(𝑋𝐿+1 − 𝑋1)
𝐿
+
(𝑋𝐿+2 − 𝑋2)
𝐿
+ ⋯ +
(𝑋𝐿+𝑘 − 𝑋𝑘)
𝐿
  
𝐼𝑘 = 𝑋𝑘 − 𝑆𝐿 , 
dimana 𝑘 = 1, 2, ⋯ , 𝐿 dan 𝐿 adalah panjang musiman. 
Untuk model multiplicative, nilai awal yang digunakan sama dengan additive kecuali untuk 
penghalusan musiman dimana ia menggunakan 
𝐼𝑘 =
𝑋𝑘
𝑆𝐿
 . 
2.4. Pemilihan Model 
Ketepatan dari suatu metode peramalan merupakan kesesuaian dari suatu metode 
yang menunjukkan seberapa jauh model peramalan tersebut mampu meramalkan data aktual. 
Tidak mungkin suatu peramalan benar-benar akurat. Nilai hasil peramalan akan selalu 
berbeda dengan data aktual. Perbedaan antara nilai peramalan dengan data aktual disebut 
kesalahan peramalan. Meskipun suatu jumlah kesalahan peramalan tidak dapat dihindari, 
namun tujuan peramalan adalah agar kesalahan diminimalisir.  
Dalam pemodelan time series, sebagian data yang diketahui dapat digunakan untuk 
meramalkan sisa data berikutnya sehingga memungkinkan orang untuk mempelajari 
ketepatan peramalan
[5]
. Model yang memiliki nilai kesalahan hasil peramalan terkecil yang 
akan dianggap sebagai model yang cocok, dimana nilai kesalahan itu adalah : 
a. Rata-rata kuadrat penyimpangan (Mean squared error) 
Cara yang sering digunakan untuk megevaluasi hasil peramalan yaitu dengan metode Mean 
Squared Error (MSE). Dengan menggunakan MSE,  error  yang ada menunjukkan seberapa 
besar perbedaan hasil estimasi dengan hasil yang akan diestimasi.  
Dalam fase peramalan, menggunakan MSE sebagai suatu ukuran ketepatan juga dapat 
menimbulkan masalah
[5]
. Ukuran ini tidak memudahkan perbandingan antar time series yang 
berbeda dan untuk selang waktu yang berlainan, karena MSE merupakan ukuran absolut. 
Lagi pula, interpertasinya tidak bersifat intuitif bahkan untuk para spesialis sekalipun, karena 
ukuran ini menyangkut penguadratan sederetan nilai. Adapun diberikan persamaan untuk 
menghitung MSE yaitu : 
𝑀𝑆𝐸 =  
𝑒𝑡
2
𝑛
𝑛
𝑡=1
 , 
dimana : 
𝑒𝑡  : kesalahan periode 𝑡 = 𝑋𝑡 − 𝐹𝑡  
𝑛  : jumlah data 
b. Rata-rata penyimpangan absolut (Mean absolute deviation) 
Metode untuk mengevaluasi metode peramalan menggunakan jumlah dari kesalahan-
kesalahan yang absolut Mean Absolute Deviation (MAD) mengukur ketepatan ramalan 
dengan merata-rata kesalahan dugaan (nilai absolut masing-masing kesalahan). MAD 
berguna ketika mengukur kesalahan ramalan dalam unit yang sama sebagai deret asli. dapun 
diberikan persamaan untuk menghitung MAD yaitu : 
𝑀𝐴𝐷 =  
 𝑒𝑡 
𝑛
𝑛
𝑡=1
 . 
c. Rata-rata penyimpangan persentase absolut (Mean absolute percentage error) 
Metode ini melakukan perhitungan perbedaan antara data asli dan data hasil peramalan. 
Perbedaan tersebut diabsolutkan, kemudian dihitung ke dalam bentuk persentase terhadap 
data asli. Hasil persentase tersebut kemudian didapatkan nilai  mean-nya. Suatu model 
mempunyai kinerja sangat bagus jika nilai MAPE berada di bawah 10%, dan mempunyai 
kinerja bagus jika nilai MAPE berada di antara 10% dan 20%
[9]
 . Adapun diberikan 
persamaan untuk menghitung MAPE yaitu : 
𝑀𝐴𝑃𝐸 =  
 𝑃𝐸𝑡 
𝑛
𝑛
𝑡=1
  , 
dimana : 
𝑃𝐸𝑡  : kesalahan persentase =
𝑒𝑡
𝑋𝑡
× 100 
𝑋𝑡  : data aktual periode 𝑡 
𝑛  : jumlah data 
  
3. Metodologi 
 
Gambar 1. Diagram Alir 
 
4. Hasil dan Pembahasan 
Dengan memplot data terlihat bahwa jumlah penumpang tahun 2006-2013 cenderung 
mengalami kenaikan setiap tahun. Dari plot data juga terlihat bahwa secara umum jumlah 
penumpang yang lebih banyak terjadi pada pertengahan tahun yaitu bulan juli dan agustus, 
bulan oktober serta pada akhir tahun yaitu bulan desember sedangkan jumlah penumpang 
terendah terjadi pada bulan februari. 
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Gambar 3. Plot ACF data penumpang 
Dari plot ACF di atas terlihat bahwa nilai Autocorrelation Function (ACF)  yang 
signifikan pada  lag-lag awal kemudian mengecil secara bertahap kemudian berangsur-angsur 
turun mendekati nol. 
Berdasarkan rentang seperti ini dapat dilihat pada plot ACF bahwa nilai autokorelasi 
dari data berada di luar batas signifikansinya. Dengan demikian, dapat disimpulkan bahwa 
data tidak stasioner.  
a. Penghalusan eksponensial Holt-Winters dengan metode additive 
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Gambar 3. Plot hasil penghalusan eksponensial dengan metode additive 
b. Penghalusan eksponensial Holt-Winters dengan metode multiplicative 
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Gambar 4. Plot hasil penghalusan eksponensial dengan metode multiplicative 
 
Pemilihan model 
Mean Squared Error (MSE) 
MSE dihitung dari rata-rata penguadratan error hasil peramalan, maka diperoleh : 
𝑀𝑆𝐸 =  
(𝑥13−𝐹13 )
2+(𝑥14−𝐹14 )
2+⋯+(𝑥96−𝐹96 )
2
84
96
𝑡=13 . 
Dari persamaan di atas maka diperoleh MSE untuk metode additive yaitu 215607955.581 
sedangkan untuk metode multiplicative yaitu 559786770,3. 
 
Mean Absolute Deviation (MAD) 
MAD dihitung dari rata-rata nilai mutlak error hasil peramalan, maka diperoleh  
𝑀𝐴𝐷 =  
 𝑥13−𝐹13  + 𝑥14−𝐹14  +⋯+ 𝑥96−96 
84
96
𝑡=13 . 
Dari persamaan di atas maka diperoleh MAD untuk metode additive yaitu 10600,28 
sedangkan untuk metode multiplicative yaitu 18277,62. 
 
Mean Absolute Percentage Error 
Metode ini melakukan perhitungan perbedaan antara data asli dan data hasil peramalan. 
Perbedaan tersebut diabsolutkan, kemudian dihitung ke dalam bentuk persentase terhadap 
data asli lalu dihitung nilai rata-ratanya, maka diperoleh  
𝑀𝐴𝑃𝐸 =  
 
𝑋13 −𝐹13
𝑋13
×100 + 
𝑋14 −𝐹14
𝑋14
×100 +⋯+ 
𝑋96 −𝐹96
𝑋96
×100 
84
97
𝑡=13 . 
Dari persamaan di atas maka diperoleh MAPE untuk metode additive yaitu 5,849 sedangkan 
untuk metode multiplicative yaitu 9,829. 
 
4. Penutup 
1. Dari nilai MSE, MAD dan MAPE yang diperoleh terlihat bahwa metode additive memiliki error 
yang lebih kecil dibandingkan metode multiplicative untuk data penumpang Bandara Hasanuddin. 
2. Dengan menggunakan metode Holt-Winter diperoleh ramalan jumlah penumpang bandara 
terbanyak untuk tahun 2014 yaitu pada bulan agustus kemudian bulan januari dan juli.  
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