A least absolute approach to multiple fuzzy regression using T w -norm based arithmetic operations is discussed by using the generalized Hausdorff metric and it is investigated for the crisp input-fuzzy output data. A comparative study based on two data sets are presented using the proposed method using shape preserving operations with other existing method.
INTRODUCTION
Regression analysis has a wide spread applications in various fields such as business, engineering, agriculture, health sciences, biology and economics to explore the statistical relationship between input (independent or explanatory) and output (dependent or response) variables. Fuzzy regression models were proposed to model the relationship between the variables, when the data available are imprecise (fuzzy) quantities and/or the relationship between the variables are fuzzy. Regression analysis based on the method of least -absolute deviation has been used as a robust method. When outlier exists in the response variable, the least absolute deviation is more robust than the least square deviations estimators. Some recent works on this topic are as follows: Chang and Lee [1] studied the fuzzy least absolute deviation regression based on the ranking method for fuzzy numbers. Kim et al. [2] proposed a two stage method to construct the fuzzy linear regression models, using a least absolutes deviations method. Torabi and Behboodian [3] investigated the usage of ordinary least absolute deviation method to estimate the fuzzy coefficients in a linear regression model with fuzzy input -fuzzy output observations. Considering a certain fuzzy regression model, Chen and Hsueh [4] developed a mathematical programming method to determine the crisp coefficients as well as an adjusted term for a fuzzy regression model, based on L 1 norm (absolute norm) criteria. Choi and Buckley [5] suggested two methods to obtain the least absolute deviation estimators for common fuzzy linear regression models using T M based arithmetic operations. Taheri and Kelkinnama [6, 7] introduced some least absolute regression models, based on crisp input-fuzzy output and fuzzy input-fuzzy output data respectively. In a regression model, multiplication of fuzzy numbers are done by arithmetic operations such as α -levels of multiplication of fuzzy numbers and the approximate formula for multiplication of fuzzy numbers. Apart from these two, we know that using the weakest T -norm (T w ), the shape of fuzzy numbers in multiplication will be preserved. In this regard, Hong et al. [8] presented a method to evaluate fuzzy linear regression models based on a possibilistic approach, using T wnorm based arithmetic operations.
The objective of this study is to develop a least absolute multiple fuzzy regression model to handle the functional dependence of crisp inputs-fuzzy output variables using the generalized Hausdorff-metric between fuzzy numbers as well as linear programming approach.
In this paper, section 2 focuses on some important preliminary definitions and basics on fuzzy arithmetic operations based on the weakest T-norm. In section 3, the new approach based on Hausdorff metric is presented using the shape preserving operations on fuzzy numbers and it is analyzed with crisp input and fuzzy output and discussed the goodness of fit of the proposed model. In section 4, by using numerical examples we provide some comparative studies to show the performance of the proposed method.
PRELIMINARIES
A fuzzy number is a convex subset of the real line with a normalized membership function. A triangular fuzzy number ( , , ) is emphasized from a mathematical point of view in Ling [9] . The usual arithmetic operations on real numbers can be extended to the arithmetic operations on fuzzy numbers by means of extension principle by Zadeh [10] , which is based on a triangular norm T. Let A % and B % be fuzzy numbers of the real line .
The fuzzy number arithmetic operations are summarized as follows:
Fuzzy number addition ⊕ :
( )
x ,y,x y z A B (z) sup T A(x), B(y) .
The addition (subtraction) rule for L-R fuzzy number is well known in case of T M based addition, in which the resulting sum is again an L-R fuzzy number, i.e., the shape is preserved. Let
It is also known that the w T based addition and multiplication preserves the shape of L-R fuzzy numbers [11, 12, 13, 14] . We know that T M based multiplication does not preserve the shape of L-R fuzzy numbers. In this section, we consider w T based multiplication of L-R fuzzy numbers.
Let T= w T be the weakest t-norm and let ( , , ) , ( , , )
fuzzy numbers, then the addition and multiplication of ( , , ) , ( , , ) [16] .
The generalized Hausdorff metric between
FUZZY LINEAR REGRESSION USING THE PROPOSED APPROACH
In this section, we are discussing fuzzy linear regression about the proposed approach based on Hausdorff metric using T w norm based operations with crisp input-fuzzy output data, in which the coefficients of the models are also considered as fuzzy numbers.
Consider the set of observed data { }
are symmetric fuzzy numbers. Our aim is to fit a fuzzy regression model with fuzzy coefficients to the aforementioned data set as follows:
where ( )
are symmetric fuzzy numbers and the arithmetic operations are based on the weakest T w norm.
Consider the least absolute optimization problem as follows: 
Solving this optimization problem using LINGO, we can estimate the fuzzy coefficients of the model. Several methods have been proposed to detect the presence of outliers, relying on graphical representation and/or on analytical procedures. The box plot or boxand-whisker plot describes the key features of data through the five-number summaries: the smallest observation, lower quartile (Q1), median (Q2), upper quartile (Q3), and the largest observation (sample maximum). A box plot indicates the abnormal observations. Usually, outlier cut offs are set at 1.5 times the inter-quartile range [18, 19] . In a fuzzy framework, we can draw box plots side by side to detect outliers in the distributions of the centers, of the spreads and of the input variables. To overcome limitations in previous approaches, Hung and Yang [20] consider the effect of each observation on the value of the objective function in Tanaka anomalous. Combining these ratios with box plots, or with other suitable graphical representations, provides an effective way to detect a single outlier, with respect to the input variables and/or to the centers or the spreads of the fuzzy response variable. This approach could be generalized to the inspection of multiple outliers, but the process becomes more computing demanding as the sample size and/or the number of outliers increases.
Evaluation of Regression models
To investigate the performance of the fuzzy regression models, we use similarity measure based on the Graded mean integration representation of distance proposed by Hsieh and 
is the goodness of fit of observed and estimated fuzzy numbers A % and B % .
EXAMPLES
In this section, we discuss our proposed method with multiple inputs in the following examples.
For the example 1, we study the sensitivity of the proposed approach with respect to outlier data points with Hung and Yang [20] outlier treatment.
EXAMPLE-1
Consider the dataset in Table1 in which the observations are crisp multiple inputs and fuzzy outputs without modifying the outlier in the spread using Hung and Yang omission approach [20] . Table 1 using the proposed approach.
The fuzzy regression model obtained by the proposed approach, 
with optimum value h=0.215 and the graph is given in Fig.1 . In table 1, third data is an abnormal data, after identifying the abnormal data using Hung and Yang [20] method, deleting the data which yields a better result. The fuzzy regression model obtained by proposed approach 16.7956 1.0989
Hassanpour et al. [24] proposed least absolute regression method that minimizes the difference between centers of the observed and estimated fuzzy responses and also between the spreads of them, using goal programming approach. They took into account fuzzy coefficients for crisp inputs in their model. Employing their model for the given example yields the following model, 1 2 3 ( 2.8273, 0.0000) (0.3877, 0.0000) (1.0125, 0.000
Using the graded mean integration representation, the similarity measure for the proposed and above existing models is given in table 2.
Methods
Proposed Choi and Buckley [5] Chen and Hseuh [23] Hassanpour [24] Mean Similarity measure between the observed and the existing methods 0.326389 0.307915 0.122202 0.209148 Table 2 . Similarity measure between various models with multiple inputs
The table 2 illustrates that the mean similarity measure for the proposed model is 0.3264 which has effective performance with other existing methods using Hung and Yang method of omission approach with outlier.
EXAMPLE-2
We now apply this model to analyse the effect of the composition of Portland cement on heat evolved during hardening. The data shown in Table 3 except i s are taken from [25] . The values are assumed by R.Xu et al. [26] . By using the proposed method, we have Furthermore, we calculate the goodness of fit using the fitted equation and the observed values.
The results are given in table3, the goodness of fit of every i y % and i Y % are all greater than 0.9, which indicates that the fitted result of the model is very good.
EXAMPLE-3
Consider the following crisp input-fuzzy output data given by Tanaka et al. [27] ( ; ) ( (8. Table 4 .
To show the performance of fuzzy regression models we considered these five pairs of observations listed above. The dataset do not have the level of detail and complexity than those used in other studies, but in the literature these data have been considered by many researchers for the experimental evaluation and comparison of their proposed methodology. Table  4 lists the regression models obtained by the methods proposed by other authors based on the five pairs of observations considered above. The first fuzzy regression model based on fuzzy observations was proposed by Tanaka et al. [27] (THW) (1982) . Several authors pointed out that this method has several disadvantages and modified it or developed their own methodologies to prevent the problems. THW [26] regression model estimates the fuzzy regression coefficients by linear programming. This model has a numeric slope and a fuzzy intercept. KB [28] , DM [29] , WT [30] and HBS [31] models have a fuzzy slope and intercept. If the explanatory variables are numeric values and dependent variables are symmetric fuzzy numbers, WT [30] model is the same as DM [29] approach. NN [32] and CH [33] model have a numeric slope. In this case the proposed regression model is given in Figure 4 . Analyzing these results, we can observe that our technique is very easy to compute in practice and gives a first and easy approach for the problem of analyzing regression problems with crisp input and triangular fuzzy output data.
CONCLUSION
Based on the distance between the centers and spreads, a new method is proposed for fuzzy simple regression using T w -norms. The models which are used here have the input and the output data as well as the coefficients are assumed to be fuzzy. The arithmetic operations based on the weakest t-norm are employed to derive the exact results for estimation of parameters. The efficiency of the proposed approach is studied by similarity measure based on the graded mean integration representation distance of fuzzy numbers. In addition the effect of the outlier is discussed for the proposed approach. By comparing the proposed approach with some well known methods, applied to three data sets, it is shown that the proposed approach using shape preserving operations was more effective. Studying the effect of outlier in center value of response variable using proposed method with T W -norm operation is our future work.
