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RESUMO
As redes par a par (peer-to-peer, P2P) formam uma arquitetura de sistemas
distribuídos que apresenta características de escalabilidade, abertura e dina-
mismo. Essas redes P2P foram inicialmente popularizadas por aplicações de
compartilhamento de arquivos, porém hoje suas características as tornaram a
base para construção de aplicações que necessitam de larga escala.
Apesar das vantagens das redes P2P, sua grande abertura e dinamismo trazem
algumas dificuldades para a construção de certos tipos de aplicações. Entre
os principais desafios estão a dificuldade em manter a consistência das infor-
mações com a possibilidade de entrada e saída de nós durante a execução e a
necessidade de tolerar a participação de nós maliciosos que tem por objetivo
corromper o sistema e impedir seu funcionamento. Esses desafios fizeram
com que a maioria das aplicações sobre P2P sejam aplicações de armaze-
namento de informações que sofrem pouca ou nenhuma alteração durante a
execução e que são autoverificáveis, isto é, é possível identificar modificações
maliciosas ou acidentais pela análise do próprio conteúdo.
Dentro desse contexto, a proposta desta dissertação é a especificação de uma
infraestrutura para a construção de aplicações arbitrárias, por meio de uma
abstração de memória distribuída compartilhada, que tolere a participação de
um número de nós maliciosos.
A ideia central consiste em aplicar técnicas de Replicação Máquina de Esta-
dos (RME) sobre a rede P2P. No entanto, RME apresenta problemas de escala
pois o número de mensagens trocadas para coordenar as réplicas é de ordem
quadrática. Assim sendo, a proposta é dividir a rede P2P em conjuntos de
nós com tamanho limitado, denominados de segmentos, de forma a garantir o
desempenho dos protocolos RME. Segmentos são dinâmicos, ou seja, podem
aumentar ou diminuir à medida que nós entram e saem do sistema, porém
a infraestrutura garante, por meio da união ou divisão de segmentos, que o
tamanho permanece dentro dos limites estabelecidos.
O sistema foi elaborado como uma pilha de camadas com funcionalidades
descritas na forma de operações e propriedades. As operações da segmenta-
ção foram implementadas por algoritmos em pseudocódigo, cujo funciona-
mento correto foi demonstrado em provas de lemas e teoremas. Uma análise
crítica dos algoritmos esclareceu limitações e levantou os custos dos mesmos.
A fim de demonstrar a expressividade da infraestrutura proposta, um espaço
de tuplas foi construído utilizando as operações implementadas.
Palavras-chave: Redes Par a Par. Sistemas Distribuídos Dinâmicos. Seg-
mentação. Memória Compartilhada. Tolerância a Intrusões.

ABSTRACT
Peer-to-peer (P2P) networks form a distributed system architecture that fe-
ature good scalability, openness and dynamism. Such networks were first
made popular by file-sharing applications, although nowadays these features
bacame the basis for the construction of applications that require scalability.
Even though P2P networks have some advantages, their openness and dyna-
mism give raise to some difficulties in the construction of certain types of
application. Among the most important challenges are the trouble to main-
tain consistency in face of constant nodes joining and leaving the system, and
the need to tolerate the participation of malicious nodes whose purpose is to
disrupt the system and to prevent its functioning. These challenges forced
that most applications on P2P are storage applications where data is seldom
changed and is self-verifying, i.e. it is possible to detect either malicious or
accidental modifications by checking the data itself.
Within this context, our proposal in this dissertation is the specification of
an infrastruture for the construction of arbitrary applications, by means of a
shared memory abstraction, that tolerates the participation of a certain number
of malicious nodes.
The central idea consists of leveraging State Machine Replication (SMR) te-
chniques on top of P2P networks. The problem is SMR has scalability issues
as the number of messages exchanged ikn replica coordination is quadratic.
Given that, aor proposal is to split the P2P network in sets of limited size, cal-
led segments, in a way to ensure the SMR protocolos perform well. Segments
are dynamic, i.e. they can grow or shrink as nodes join or leave the system,
but the infrastruture guarantees, either by merging or splitting segments, that
their size keeps within established limits.
The system was designed as a stack of layers whose functionality is defined
by a set of operations and its properties. The operations of the segmentation
layer were implemented by distributed algorithms written in pseudocode. The
correct operation of these algorithms was shown by theorem proofs. Further-
more, a critical analysis of these algorithms clarified limitations and assessed
their costs. In order to demonstrate the expressiveness of the proposed infras-
tructure, a tuple space was built using the implemented operations.
Keywords: Peer-to-Peer Networks. Dynamic Distributed Systems. Segmen-
tation. Shared Memory. Intrusion Tolerance.
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1 INTRODUÇÃO
Graças à evolução que vem experimentando as tecnologias ligadas à
computação e à comunicação, diversos modelos computacionais se tornaram
viáveis, a partir de modificações e expansões de modelos anteriores. Nesse
contexto surgiram os Sistemas Distribuídos Dinâmicos (SDD) (MOSTEFA-
OUI et al., 2005), que representam uma flexibilização dos sistemas distri-
buídos tradicionais e estão em foco nas pesquisas da comunidade científica.
Alguns exemplos de SDDs são as redes móveis ad hoc (MANETs), redes de
sensores sem fio, grades computacionais oportunistas, redes overlay e redes
par a par (peer-to-peer).
Os SDDs se caracterizam por não poderem contar com entidades per-
manentes no sistema (PIERGIOVANNI, 2005). As computações e protocolos
devem ser executados corretamente mesmo diante da entrada e saída contínua
de participantes, sem conhecimento a priori do número de nós ou até mesmo
de um limite para o tamanho do sistema. Além disso, muitos dos SDDs são
projetados para serem sistemas abertos, de forma que pode haver heteroge-
neidade tanto dos participantes quanto da rede.
Devido a essa heterogeneidade e ao grande dinamismo dos participan-
tes, há diversas dificuldades para desenvolver aplicações para SDDs. Entre
essas dificuldades, estão as possíveis falhas de participantes, a frequência de
entrada e saída de participantes no sistema (churn) (GODFREY; SHENKER;
STOICA, 2006) e a presença de participantes maliciosos tentando explorar
vulnerabilidades do sistema. As pesquisas em SDDs tem como foco principal
o desenvolvimento de algoritmos e protocolos que funcionem corretamente
mesmo diante dessas dificuldades.
Um dos exemplos de SDDs mais estudados atualmente são as redes
par a par (peer-to-peer, P2P). O uso desse paradigma foi bastante populari-
zado na Internet, principalmente por ser a base para as aplicações de compar-
tilhamento de arquivos modernas. Com a evolução da arquitetura, diversas
outras aplicações já foram desenvolvidas usando P2P, como multicast e sis-
temas de e-mail (STEINMETZ; WEHRLE, 2005). Apesar disso, redes P2P
ainda são pouco utilizadas em aplicações mais complexas que poderiam se
beneficiar da escalabilidade das mesmas (BALDONI et al., 2007). A grande
maioria dos sistemas P2P são aplicações de disseminação de informações
pouco mutáveis ou autoverificáveis.
As principais características que tornam as redes P2P uma arquitetura
interessante para sistemas distribuídos são o uso eficiente dos recursos oci-
osos disponíveis na Internet e a capacidade de aumento do número de nós
sem detrimento do desempenho. Algumas redes P2P oferecem primitivas de
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comunicação com latência e número de mensagens de ordem logarítmica em
relação ao número de nós (STOICA et al., 2001; ROWSTRON; DRUSCHEL,
2001). Essa escalabilidade permite que recursos disponíveis em uma grande
quantidade de nós possa ser utilizado de maneira vantajosa.
Apesar das suas vantagens, as redes P2P apresentam desafios para o
provimento de garantias de confiabilidade. Essas redes normalmente são for-
madas dinamicamente por nós totalmente autônomos que podem entrar e sair
do sistema a qualquer momento. Essas características de dinamismo tornam
difícil a manutenção da consistência das informações distribuídas no sistema.
Além disso, essas redes não possuem uma gerência global, são redes de pares
com grande abertura. Devido a essa abertura, as redes P2P podem conter par-
ticipantes maliciosos que colocam em risco a segurança e o funcionamento
das aplicações (SIT; MORRIS, 2002; WALLACH, 2003).
Por outro lado, em sistemas distribuídos há um grande número de tra-
balhos que apresentam soluções para coordenação de processos e manutenção
de consistência de aplicações na presença de nós maliciosos. A maioria des-
ses trabalhos faz uso de técnicas de Replicação Máquina de Estados (RME)
(SCHNEIDER, 1990), que por sua vez são baseadas em soluções para o pro-
blema de consenso bizantino (LAMPORT; SHOSTAK; PEASE, 1982). RME
é um mecanismo bastante geral para garantir o funcionamento de aplicações
mesmo na presença de nós maliciosos, no entanto a utilização direta dessa
estratégia para um grande número de nós não é viável: os protocolos para
resolver consenso são de de troca de mensagens de ordem quadrática em re-
lação ao número de nós, ou seja, não são apropriados para grandes sistemas.
A proposta deste trabalho é de aplicar técnicas de RME a redes P2P,
de forma a prover uma infraestrutura que tenha a consistência garantida pela
RME e a possibilidade de escala das redes P2P. Essa infraestrutura é defi-
nida por um conjunto de operações que permitem a construção de aplicações
quaisquer utilizando um modelo de programação baseado em memória com-
partilhada distribuída.
Em sistemas grandes, compostos de muitos participantes, é comum
a utilização da estratégia de dividir os componentes em grupos de tamanho
gerenciável e prover algum mecanismo de coordenação intergrupos. Dessa
forma, a infraestrutura proposta nessa dissertação divide um overlay P2P em
grupos denominados de segmentos e aplica a RME a cada segmento. O de-
safio principal enfrentado na construção da solução consiste em dar suporte
ao dinamismo das redes P2P, permitindo a entrada e saída de nós durante a
execução. Assim, a segmentação gera grupos reconfiguráveis dinamicamente
e coordenados entre si para garantir que o estado da aplicação continue dis-
ponível ao longo de toda a execução.
A infraestrutura proposta é definida formalmente como um conjunto
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de operações com propriedades de funcionamento específicas. Essas opera-
ções fornecem um meio para construir aplicações que podem acessar todos
recursos dos nós da rede P2P com a garantia de tolerância a um certo nú-
mero de participantes maliciosos. A fim de demonstrar essa possibilidade,
apresentamos um estudo de caso onde construímos um espaço de tuplas, uma
estrutura de dados compartilhada que permite coordenação de processos de
forma desacoplada (GELERNTER, 1985), usando apenas as operações for-
necidas pela infraestrutura de segmentação. O espaço de tuplas fornece uma
abstração interessante para coordenação em redes P2P, pois a larga escala e o
alto dinamismo dificultam a comunicação ponto a ponto tradicional por trocas
de mensagens.
1.1 MOTIVAÇÃO
As tecnologias e recursos de comunicação têm sofrido evolução cons-
tante nos últimos anos. Além de tornar a comunicação mais rápida e barata,
essa evolução tornou possível a construção de novas aplicações e formas de
interação. Dentre essas novas formas de aplicações estão aquelas denomina-
das de Sistemas Distribuídos Dinâmicos (MOSTEFAOUI et al., 2005; BAL-
DONI et al., 2007), nas quais a composição e topologia do sistema sofre alte-
rações durante a execução. Devido a esse dinamismo, existe uma dificuldade
de implementar uma gerência centralizada da localização dos componentes,
o que traz a necessidade de diluir a responsabilidade pela organização do sis-
tema entre os componentes distribuídos. Essa diluição, juntamente com a
heterogeneidade e dinamismo determinam a necessidade de fundamentar as
aplicações em atributos de segurança de funcionamento bem definidos.
As características dos SDDs fazem com que seja um desafio inerente
a esses sistemas projetar e desenvolver arquiteturas e algoritmos capazes de
detectar e se adaptar a mudanças e permitir a reconfiguração em tempo de
execução. Essa autoadaptação visa garantir que o sistema continuará a aten-
der aos requisitos de funcionamento da aplicação sem deteriorar a qualidade
de serviço.
Redes P2P se inserem nesse contexto na medida em que apresentam
características de alto dinamismo e distribuição e são baseadas na distribui-
ção da responsabilidade de manter as propriedades do sistema. As redes P2P
diferem drasticamente dos sistemas cliente/servidor tradicionais por não cen-
tralizar as informações, bem como a gerência, em um único servidor ou clus-
ter de servidores. Ao contrário, todos os nós participantes podem enviar e
receber requisições e não há dependência fixa de um ponto central.
Com o surgimento das primeiras aplicações P2P de compartilhamento
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de arquivos, ficou clara a necessidade de prover às pessoas meios para dis-
tribuir e não apenas consumir informações. A Internet e a Web baseadas em
servidores de conteúdo centralizados e controlados por empresas não corres-
pondem à estrutura social fora do mundo virtual, e por isso as redes P2P
tiveram grande aceitação popular. A possibilidade de não apenas consumir
mas também prover informação e recursos de maneira simples transformou a
forma como as pessoas interagem no mundo virtual. Assim sendo, os SDDs
e as redes P2P representam uma evolução no sentido de permitir um maior
reflexo das estruturas sociais no mundo virtual.
1.2 OBJETIVOS
O objetivo geral dessa dissertação é a elaboração e avaliação de uma
infraestrutura dinâmica, tolerante a faltas bizantinas que permita a construção
de aplicações distribuídas de larga escala baseadas em modelo de programa-
ção de memória compartilhada. O dinamismo e a escalabilidade da infraes-
trutura devem ser alcançados de acordo com o uso de técnicas e filosofias de
redes P2P (STEINMETZ; WEHRLE, 2005; VU; LUPU; OOI, 2010) e a tole-
rância a faltas bizantinas por meio do uso de técnicas de Replicação Máquina
de Estados (SCHNEIDER, 1990).
Os objetivos específicos desta pesquisa, derivados do objetivo geral
acima descrito, estão enumerados a seguir:
• estudar modelos de sistemas distribuídos dinâmicos e redes P2P, bem
como abstrações de memória compartilhada, a fim de definir precisa-
mente o problema e elaborar o modelo de sistema adotado;
• propor uma infraestrutura para construção de aplicações conforme o
objetivo geral descrito acima e definir as propriedades garantidas pela
infraestrutura;
• especificar o funcionamento da infraestrutura por meio de algoritmos
distribuídos, definidos em um nível de detalhe que permita demonstrar
a adequação às propriedades enumeradas;
• demonstrar por meio de provas de teoremas e lemas que os algoritmos
elaborados se adequam às propriedades da infraestrutura proposta;
• analisar a complexidade e os custos dos algoritmos elaborados;
• realizar um estudo de caso por meio da construção de uma aplicação
de memória compartilhada expressiva sobre a infraestrutura proposta.
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1.3 MÉTODO
Dados os objetivos dessa dissertação, enumerados na Seção 1.2, pode-
se notar que a contribuição principal é um estudo sobre algoritmos distribuí-
dos para o problema da construção de aplicações distribuídas de memória
compartilhada em ambientes dinâmicos. O resultado desse estudo foi a pro-
posição de um suporte algorítmico para a construção de memórias comparti-
lhadas tolerantes a intrusões nestes sistemas dinâmicos. Além disso, foi parte
importante dos resultados uma avaliação criteriosa dos algoritmos elaborados
que permitiu avaliar a correção e a expressividade dos mesmos.
A fim de se definir precisamente qual o problema a ser atacado, foi
realizada uma consulta à literatura de sistemas distribuídos, incluindo livros
e artigos de congressos ou periódicos, em especial relacionados a sistemas
distribuídos dinâmicos e redes P2P. A partir do levantamento realizado, foi
possível determinar uma carência de estudos sobre memórias compartilhadas
de larga escala e tolerantes a intrusões. Dentro desse tema, ficou claro que
se fazia necessário construir uma infraestrutura geral que permitisse a imple-
mentação de aplicações complexas.
Uma vez definido o problema e a abordagem utilizada, passamos a
um estudo para encontrar soluções existentes para subproblemas e problemas
relacionados aos objetivos dessa dissertação. Uma parte dos trabalhos havia
sido encontrada na fase anterior, durante a determinação do problema de pes-
quisa. Desse outro levantamento resultou uma arquitetura em camadas, na
qual a infraestrutura proposta faz uso de soluções conhecidas para os subpro-
blemas. Nessa etapa ficou definida a estrutura geral da solução, incluindo o
modelo de sistema, as primitivas utilizadas das camadas inferiores e as pro-
priedades que a infraestrutura proposta deveria satisfazer.
O passo seguinte constituiu a elaboração dos algoritmos e a prova do
funcionamento dos mesmos. Para tal foi utilizada uma abordagem iterativa,
sendo que evoluções na escrita dos algoritmos permitiram formular demons-
trações mais completas, ao mesmo tempo que a construção das provas exigiu
uma análise mais aprofundada dos algoritmos, o que muitas vezes explicitou
falhas ou a necessidade reformulação em termos mais simples. Outro resul-
tado da análise minuciosa dos algoritmos foi um levantamento das limitações
e casos excepcionais não tratados. Optou-se por não tratar nos algoritmos
diversas situações de ocorrência menos frequente, que tornariam o entendi-
mento dos procedimentos muito mais complexo. Esses casos foram explici-
tados e correções nos algoritmos para tratar essas situações foram descritas
textualmente. Apesar disso, as provas de funcionamento dos algoritmos fo-
ram elaboradas de maneira geral, evitando a necessidade de ressalvas quanto
aos casos excepcionais não cobertos pelos algoritmos e, portanto, se aplicam
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também a esses casos.
O estudo de caso foi planejado tendo em vista a experiência do orien-
tador deste trabalho sobre espaços de tuplas. As características dos espaços
de tuplas se mostraram bastante interessantes para as redes P2P, e como essa
abstração é um tipo de memória compartilhada, então houve um casamento
perfeito com os objetivos da dissertação. A elaboração do estudo de caso se
deu de maneira similar à etapa anterior, no entanto as operações e proprie-
dades são aquelas clássicas de espaços de tuplas e foi dado um tratamento
informal à análise do funcionamento dos algoritmos.
Os resultados parciais das etapas deste trabalho foram inicialmente re-
digidos no formato de artigo. Isso propiciou a submissão do trabalho para
revisão de membros da comunidade científica (BÖGER et al., 2011, 2012).
As revisões ajudaram a identificar pontos obscuros ou imprecisos. Posteri-
ormente, esta dissertação foi elaborada a partir do texto do artigos, que deu
origem principalmente ao Capítulo 3.
1.4 ORGANIZAÇÃO DA DISSERTAÇÃO
O restante da dissertação está dividido nos seguintes capítulos:
• O Capítulo 2 apresenta os conceitos básicos que são utilizados ao longo
dos demais capítulos. A principal função é introduzir e esclarecer a
terminologia utilizada e apresentar alguns problemas e soluções rele-
vantes no restante do texto;
• O Capítulo 3 descreve a infraestrutura proposta como solução para o
problema de pesquisa. Inclui o modelo de sistema, a especificação da
camada de segmentação, os algoritmos e provas, a discussão das limi-
tações da solução e uma comparação com trabalhos relacionados;
• O Capítulo 4 contém um estudo de caso onde um espaço de tuplas é
construído utilizando as operações providas pela camada de segmen-
tação. São apresentados os conceitos básicos relacionados especifica-
mente com espaços de tuplas e a construção apresentada, os algoritmos
elaborados, um discussão de suas limitações e uma comparação com
outros espaços de tuplas similares;
• O Capítulo 5 resume os resultados obtidos e compara os mesmos com
os objetivos da dissertação. Além disso, contém uma lista de trabalhos
que podem ser desenvolvidos a partir do que foi obtido neste trabalho.
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2 CONCEITOS BÁSICOS
Este capítulo apresenta uma introdução sobre diversos aspectos, con-
ceitos, problemas notáveis e soluções, relacionados à tolerância a intrusões
em sistemas distribuídos dinâmicos. Não temos a intenção de prover descri-
ções completas e detalhadas, nem a pretensão de ensinar o leitor esses assun-
tos. A ideia é enumerar os principais termos que serão utilizados no restante
desta dissertação, e permitir que o leitor especialista no assunto se habitue à
terminologia específica utilizada e compreenda melhor o foco do trabalho. Ao
leitor casual, este capítulo cabe como introdução superficial, porém precisa,
aos assuntos e termos tratados, e permite uma leitura mais fácil dos demais
capítulos. Sempre apontamos as fontes das informações e referências que
possibilitam um maior aprofundamento, caso seja necessário.
O restante do capítulo está dividido da seguinte forma: a Seção 2.1
apresenta as características básicas de sistemas distribuídos e compara alguns
modelos de sistemas distintos. A Seção 2.2 introduz problemas fundamentais
desses sistemas e cita algumas soluções da literatura. A Seção 2.3 fala de um
tipo especial de sistemas distribuídos dinâmicos, as redes P2P, que são parte
do contexto do problema tratado por esta dissertação. A Seção 2.4 conclui o
capítulo.
2.1 SISTEMAS DISTRIBUÍDOS
Um sistema distribuído (SD) é considerado neste trabalho como for-
mado por um conjunto de componentes, denominados de processos, que se
comunicam e coordenam suas ações por meio de trocas de mensagens. Esses
componentes executam de maneira concorrente, sem uso de um relógio global
ou memória física compartilhada. Os componentes (processos) desses siste-
mas podem sofrer eventuais falhas que ocorrem de maneira independente.
Um programa simples, composto por apenas um processo, executa um
algoritmo cujos passos são estritamente sequenciais. Esse algoritmo deter-
mina o estado e o comportamento do processo. Em um sistema distribuído,
comportamento e estado de múltiplos processos são controlados por um al-
goritmo distribuído (ou protocolo), uma sequência de passos executada em
cada um dos processos do sistema, incluindo a troca de mensagens entre pro-
cessos. Mensagens são usadas para passar informações de um processo a
outro ou para coordenar a execução de atividades distribuídas no sistema.
Em geral, não é possível determinar a velocidade com a qual cada
processo progride, nem o tempo que as mensagens levam para chegar nos
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processos de destino. Dependendo de como o sistema se comporta dentro
dessa limitação, este é classificado segundo níveis de sincronismo (LYNCH,
1996; ATTIYA; WELCH, 2004). Os dois modelos mais simples derivam de
condições opostas quanto ao nível de sincronismo do sistema: um sistema é
dito síncrono se existem limites conhecidos para o tempo que um processo
leva para executar um passo, para o tempo que uma mensagem ser transmitida
e para o desvio do relógio local de um processo com relação ao tempo real;
um sistema é dito assíncrono se nenhum desses limites existe, ou seja, um
processo pode levar um tempo arbitrário para executar um passo (um milis-
segundo ou um dia ou mais), uma mensagem pode levar um tempo arbitrário
para ser transmitida e o relógio local de um processo pode desviar do tempo
real de maneira arbitrária.
Dentro de um modelo de sistema síncrono, é possível resolver proble-
mas assumindo características temporais determinadas, por exemplo, usando
temporizadores para detectar falhas de processos ou perda de mensagens. No
entanto, é difícil construir um sistema com limites definidos, sendo necessá-
rio conhecer a priori os recursos de processamento e comunicação necessários
para a execução dos algoritmos e garantir a disponibilidade desses recursos
durante toda a execução. Se o sistema violar as premissas dos limites de
tempo, a solução deixa de ser confiável.
Um sistema assíncrono representa um modelo mais “fraco”, isto é,
menos problemas podem ser resolvidos nesses sistemas. Um exemplo de
problema que não pode ser resolvido em um sistema assíncrono é o consenso
em que pelo menos um participante pode falhar (ver Seção 2.2.1). Qualquer
solução que funcione em um sistema assíncrono também funciona em um
sistema síncrono (CHANDRA; TOUEG, 1996). Por outro lado, certos pro-
blemas que podem ser resolvidos em sistemas síncronos, ou não admitem
solução em sistemas assíncronos, ou a solução é mais complexa. Dentre os
problemas que não podem ser resolvidos em sistemas totalmente assíncro-
nos, há aqueles que podem ser resolvidos em sistemas que não sejam total-
mente síncronos. Esses sistemas são denominados parcialmente síncronos
(DWORK; LYNCH; STOCKMEYER, 1988) e possuem algumas premissas
de limites de tempo, porém com menor rigidez que nos sistemas síncronos.
Por exemplo, um sistema pode exigir que pelo menos durante certos períodos
os limites de sincronismo sejam obedecidos.
Um outro aspecto importante de sistemas distribuídos diz respeito à
possibilidade de ocorrência de faltas, ou seja, de desvios com relação ao com-
portamento esperado de um processo. Qualquer sistema real está sujeito a
algum tipo de falta, seja devido a erros de programação ou configuração, seja
por causa de desgaste de peças físicas ou catástrofes naturais. Existem vá-
rias classificações ou modelos de faltas, porém dois se destacam como mais
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utilizados: as faltas de parada (crash) nas quais um processo pode parar de-
finitivamente a execução do algoritmo antes do término do mesmo; e as faltas
bizantinas ou arbitrárias, nas quais um processo pode desviar de maneira ar-
bitrária do algoritmo distribuído executado e até mesmo agir de maneira a
tentar prejudicar a execução dos demais processos maliciosamente.
Sistemas distribuídos podem ser tolerantes a faltas, ou seja, podem
continuar funcionando corretamente mesmo que alguns processos exibam
comportamento faltoso. Em geral, sistemas que toleram faltas bizantinas são
mais complexos que sistemas que toleram faltas de parada, uma vez que so-
luções para o primeiro precisam antever uma gama muito maior de situações
adversas produzidas por ações arbitrárias dos processos faltosos. Além disso,
soluções no modelo de faltas bizantinas automaticamente se aplicam ao mo-
delo de faltas de parada, mas o inverso não ocorre.
Um sistema distribuído deve conviver com falhas de processos e o tra-
tamento desses componentes falhos envolve normalmente técnicas de recon-
figuração. Essas reconfigurações são a forma do sistema se adaptar no sentido
de manter suas funcionalidades mesmo na ocorrência de falhas parciais. Es-
sas mudanças, no entanto, não se limitam somente a processos faltosos. Há
situações em que mudanças dinâmicas na composição do sistema fazem parte
da definição do próprio modelo do sistema, ou seja, o sistema prevê, dentro do
comportamento correto de processos, a possibilidade de que alguma caracte-
rística estrutura do sistema se altere (BALDONI et al., 2007). Essas adições
ou remoções de processos devem ocorrer no sistema sem a necessidade de
reiniciar a execução de um processamento distribuído. Sistemas que convi-
vem com essas alterações são chamados de sistemas distribuídos dinâmicos
(SDD). Um sistema que não admite alteração da sua estrutura durante toda a
execução é chamado de estático.
Em uma classe grande de SDDs, chamados de sistemas com partici-
pantes desconhecidos, não é possível assumir o conhecimento do conjunto
total de processos que fazem parte da composição do sistema (BALDONI
et al., 2007). Além disso, em certas situações pode ocorrer o fenômeno de
churn desmesurado, onde a frequência de entradas e saídas de processos é tão
alta que todos os recursos do sistema são gastos para se adaptar às mudan-
ças (GODFREY; SHENKER; STOICA, 2006). Por esses e outros motivos,
SDDs formam um modelo de sistema mais “fraco” que o modelo de sistemas
estáticos, ou seja, é mais difícil oferecer garantias e propriedades de funcio-
namento.
O exemplo mais importante de SDD é a própria Web. Processos são
constantemente adicionados e removidos e o sistema como um todo se adapta
e continua funcionando. Em um escopo menor, as redes par a par (P2P) são
bastante populares e seguem um modelo de SDD. Nessas redes os processos
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são autônomos e podem escolher o momento em que desejam entrar e sair do
sistema. Na proposta central deste trabalho, lidamos com um SDD, porém o
foco principal é em redes P2P.
2.2 PROBLEMAS FUNDAMENTAIS EM SISTEMAS DISTRIBUÍDOS
Esta seção introduz alguns problemas fundamentais em sistemas dis-
tribuídos. Esses problemas aparecem diversas vezes como parte de problemas
maiores, de forma que são amplamente discutidos na literatura de sistemas
distribuídos. As subseções a seguir apresentam enunciados clássicos de pro-
blemas encontrados na literatura e algumas soluções para diferentes modelos
de sistema são discutidas superficialmente.
2.2.1 Consenso
O problema de consenso (FISCHER; LYNCH; PATERSON, 1983;
CHANDRA; TOUEG, 1996) consiste em fazer com que os processos do sis-
tema distribuído proponham valores e depois decidam sobre um dos valores
propostos. Para se caracterizar o consenso, todos os processos devem decidir
pelo mesmo valor. Formalmente, o consenso é definido em termos de duas
primitivas: propose(v) e decide(v), onde v é retirado do conjunto de possí-
veis valores a serem propostos. Quando um processo executa propose(v), é
dito que esse processo está propondo v; similarmente, quando um processo
executa decide(v), é dito que esse processo está decidindo por v.
Em um sistema que não admite falhas de processos, a solução para o
consenso é simples, bastando que cada processo comunique sua proposta aos
demais e aguarde o recebimento de todas as propostas dos demais processos;
na sequência todos os processos aplicam um critério determinado comum,
por exemplo, escolher a proposta majoritária, para decidir por um valor dentre
todas as propostas. Quando se admite a possibilidade de ocorrência de falhas,
no entanto, um processo faltoso pode enviar propostas distintas aos demais e
provocar inconsistência nas decisões. Por outro lado, um processo pode sofrer
uma falta de parada e enviar as propostas para apenas uma parte dos demais
processos, de forma que aqueles que não receberem a proposta do processo
faltoso não podem decidir. No modelo de faltas de parada, o problema é
definido pelas seguintes propriedades (CHANDRA; TOUEG, 1996):
• Terminação: em algum momento, todo processo correto termina por
decidir algum valor;
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• Integridade uniforme: todo processo decide no máximo uma vez;
• Acordo: o valor decidido por todos os processos corretos é o mesmo,
isto é, se um processo correto decide por um valor, então qualquer outro
processo correto decide pelo mesmo valor;
• Validade uniforme: se um processo decide um valor, este valor deve ter
sido proposto por algum processo.
No modelo de faltas bizantinas as propriedades uniformes são impos-
síveis de garantir, devido ao comportamento arbitrário de nós faltosos. Estas
são substituídas por alternativas mais fracas, onde somente processos corretos
são restringidos.
Uma característica fundamental do problema de consenso é que não
há solução para sistemas assíncronos se houver pelo menos um processo fal-
toso, independente do tipo de falta (FISCHER; LYNCH; PATERSON, 1983).
Em vista dessa impossibilidade, as soluções para consenso encontradas na
literatura propõem modelos de sistema não completamente assíncronos, mas
parcialmente síncronos (DWORK; LYNCH; STOCKMEYER, 1988).
Em sistemas distribuídos estáticos há diversas soluções para o con-
senso, tanto tolerando faltas de parada (LAMPORT, 1998; LAMPSON, 2001)
quanto tolerando faltas bizantinas (LAMPORT; SHOSTAK; PEASE, 1982;
ATTIYA; DOLEV; GIL, 1984; CASTRO; LISKOV, 2002; MARTIN; AL-
VISI, 2006a; LAMPORT, 2011). Em sistemas dinâmicos, no entanto, ainda
há relativamente menos soluções na literatura (CAVIN; SASSON; SCHIPER,
2004; GREVE; TIXEUIL, 2007, 2010; ALCHIERI et al., 2008).
2.2.2 Difusão Atômica
O problema da difusão atômica ou difusão com ordem total
(CHANDRA; TOUEG, 1996; DÉFAGO; SCHIPER; URBÁN, 2004) (total
order multicast) consiste em garantir que mensagens difundidas em um grupo
de processos são entregues em todos os processos na mesma ordem. Soluções
para esse problema fornecem primitivas de comunicação mais fortes que fa-
cilitam a construção de sistemas distribuídos tolerantes a faltas. Em especial,
a difusão atômica permite a construção de sistemas por meio da Replicação
Máquina de Estados (RME) (SCHNEIDER, 1990), descrita na Seção 2.2.3.
O problema de difusão atômica é caracterizado a partir de duas primi-
tivas básicas (HADZILACOS; TOUEG, 1994): TO_multicast(G,m) difunde
a mensagem m no conjunto de processos G; TO_deliver(m) consiste na en-
trega de uma mensagem m, previamente difundida em G, para a aplicação. As
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propriedades da difusão com ordem total são as seguintes (HADZILACOS;
TOUEG, 1994; CHANDRA; TOUEG, 1996):
• Validade: se uma mensagem m é difundida por um processo correto,
então m é entregue por algum processo correto;
• Acordo: se algum processo correto entrega uma mensagem m, então
todo processo correto entrega m;
• Integridade: para qualquer mensagem m, um processo correto somente
entrega m se m foi previamente difundida e nenhuma mensagem é en-
tregue mais de uma vez;
• Ordem total: se dois processos corretos entregam as mensagens m e
m′, então um processo entrega m antes de m′ se e somente se o outro
processo também entrega m antes de m′.
Chandra e Toueg (1996) demonstraram que a difusão atômica é equi-
valente ao problema de consenso no modelo de faltas de parada. Correia,
Neves e Veríssimo (January 2006) demonstraram a mesma equivalência para
faltas bizantinas. Dessa forma, as soluções citadas na Seção 2.2.1 podem ser
transformadas em soluções para a difusão atômica.
2.2.3 Replicação Máquina de Estados
A Replicação Máquina de Estados (RME) (SCHNEIDER, 1990) é
uma estratégia para construir aplicações tolerantes a faltas (de parada ou bi-
zantinas). A RME consiste basicamente em replicar o estado da aplicação
em um conjunto de servidores que sempre executam as mesmas operações
na mesma ordem. Essa propriedade é garantida pelo uso de algoritmos de
difusão atômica tolerante a faltas, de forma que os servidores corretos evo-
luam consistentemente e mantenham a aplicação funcionando corretamente.
Se todos os servidores corretos partem de um mesmo estado inicial, executam
as mesmas operações na mesma ordem e essas operações são deterministas,
então todos os servidores corretos terminam por atingir o mesmo estado final.
Essa propriedade é denominada de determinismo de réplica.
Por utilizar difusão atômica, e, por consequência, consenso, a RME
está sujeita ao mesmo resultado de impossibilidade em sistemas assíncronos
com uma única falta. Assim sendo, para a utilização de RME é necessário
assumir um sistema parcialmente síncrono.
Em sistemas distribuídos estáticos, ou seja, quando o número de répli-
cas é fixo, os mesmos algoritmos de consenso citados na Seção 2.2.1 podem
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ser aplicados. Por outro lado, em sistemas distribuídos dinâmicos é necessá-
rio prover meios para a entrada e saída de réplicas. Lamport, Malkhi e Zhou
(2010) definem um mecanismo para permitir utilizar algoritmos de RME es-
táticos em sistemas dinâmicos. O mecanismo consiste em utilizar uma ope-
ração que para a execução da RME. Quando uma RME com uma certa com-
posição de réplicas é parada, uma nova RME é formada, levando em conta as
entradas e saídas de processos, e iniciada com o mesmo estado da RME an-
terior. Dessa forma, a RME dinâmica é dividida em uma sequência de RMEs
estáticas.
2.2.4 Memória Compartilhada Distribuída
Memória compartilhada distribuída é uma abstração para compar-
tilhamento de dados entre processos que não compartilham acesso à mesma
memória física (LYNCH, 1996; ATTIYA; WELCH, 2004). Essa abstração
permite o uso de um modelo de programação baseado em memória compar-
tilhada, que possui vantagens sobre modelos baseados em trocas de mensa-
gens. Uma das vantagens é a atualização automática de dados alterados por
outro processo, mesmo considerando que essa visão de memória envolve a
distribuição da informação em níveis mais baixos de abstração.
A forma mais simples de memória compartilhada são as variáveis
compartilhadas: um valor simples que pode ser lido e escrito. Normal-
mente as variáveis compartilhadas são implementadas, em um sistema tole-
rante a faltas, por meio de sistemas de quóruns (GIFFORD, 1979). Um
sistema de quóruns é um conjunto de processos contendo subconjuntos, de-
nominados quóruns, tais que quaisquer dois quóruns apresentam intersecção
de processos. Dessa forma, se a variável é alterada em todos os processos de
um quórum, fica garantido que a alteração será refletida em todos os outros
quóruns. Existem também sistemas de quóruns que toleram faltas bizantinas
(MALKHI; REITER, 1998).
Uma característica interessante de sistemas de quóruns é que estes fun-
cionam em sistemas assíncronos, ou seja, não necessitam de nenhuma pre-
missa temporal. Além disso, existem soluções para sistemas dinâmicos tanto
no contexto de faltas de parada (LYNCH; SHVARTSMAN, 2002; AGUI-
LERA et al., 2009) quanto de faltas bizantinas (ALCHIERI et al., 2012).
Apesar dessa característica, os sistemas de quóruns são menos poderosos que
a Replicação Máquina de Estados, isto é, resolvem uma classe menor de pro-
blemas.
Além de variáveis compartilhadas, existem também outras abstrações
de memória compartilhada mais complexas, onde estruturas compostas são
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compartilhadas. De interesse para este trabalho são os espaços de tuplas
(GELERNTER, 1985), onde vários conjuntos ordenados de dados são arma-
zenados em um espaço compartilhado. Mais detalhes sobre os espaços de
tuplas são apresentados na Seção 4.1.
2.3 REDES PAR A PAR
Redes par a par (peer-to-peer ou P2P), também chamadas de siste-
mas par a par, são um paradigma de computação distribuída onde os nós ou
processos componentes do sistema trocam informações diretamente entre si
sem a necessidade de um servidor central (STEINMETZ; WEHRLE, 2005;
VU; LUPU; OOI, 2010). A tecnologia foi aplicada, há mais de trinta anos,
na construção da USENET1 em 1979, porém na época o número de usuários
era relativamente pequeno e não foi possível reconhecer as maiores vantagens
do P2P. Foi somente com a popularização da Internet, e posteriormente das
aplicações de compartilhamento de arquivos, que as redes P2P permitiram a
união de milhões de usuários em um único sistema.
O modelo de computação das redes P2P está baseado em dividir igual-
mente a responsabilidade de prover dados e serviços entre todos os partici-
pantes, de maneira que qualquer nó do sistema é tanto um cliente quanto um
servidor, ou seja, tanto consome quanto disponibiliza recursos. A computa-
ção sobre uma rede P2P compartilha muitas das propriedades dos sistemas
distribuídos em geral, no entanto, algumas características se diferenciam dos
sistemas tradicionais (VU; LUPU; OOI, 2010):
• Simetria de papeis: todos os nós participantes do sistema têm a mesma
função, sendo tanto cliente quanto servidor;
• Escalabilidade: sistemas P2P podem funcionar com bom desempenho
mesmo quando o número de nós chega a milhares;
• Heterogeneidade: normalmente sistemas P2P não apresentam um con-
trole de participação, logo são sistemas bastante abertos e sujeitos à
participação de nós altamente díspares em termos de velocidade de pro-
cessamento e de transmissão;
• Controle distribuído: seguindo a definição mais rígida, P2P requer des-
centralização total, ou seja, não devem existir estruturas centralizadas
em redes P2P;
1http://www.usenet.net/
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• Dinamismo: sistemas P2P normalmente são compostos de nós autôno-
mos que podem decidir quando entrar e sair do sistema. Dessa forma a
carga e os recursos disponíveis tendem a variar com o tempo.
Recentemente, houve um grande aumento nas pesquisas para desen-
volver aplicações e sistemas P2P (VU; LUPU; OOI, 2010). De todas essas
aplicações projetadas, duas classes podem ser definidas: aplicações de com-
partilhamento de recursos e aplicações de compartilhamento de dados. No
primeiro caso, as aplicações utilizam recursos (ciclos de processador, espaço
em disco, largura de banda) disponíveis nos nós do sistema. Em aplicações
de compartilhamento de dados, usuários podem acessar, modificar ou trocar
dados. Note que há uma diferença entre compartilhar dados e compartilhar
recurso de armazenamento de dados: o primeiro caso, além do compartilha-
mento de armazenamento, também envolve controles de acesso, sistemas de
notificação de alterações, etc.
Entre as principais aplicações de P2P estão compartilhamento de con-
teúdo (Gnutella2 e Freenet3), computação científica (SETI@home4 e Fol-
ding@home5), jogos (Net-Z6 e Starcraft7), mensageiros instantâneos (Jab-
ber8 e Skype9), ambientes de trabalho cooperativos (Groove10 e Magi11), ca-
ching e armazenamento colaborativos e bases de dados distribuídas.
Apesar dos benefícios e potenciais usos, os sistemas P2P, dadas suas
características, também apresentam grandes desafios que ainda são alvo de
pesquisas (VU; LUPU; OOI, 2010). Muitos desses desafios são resultado
do grande dinamismo, heterogeneidade e abertura, pois nós autônomos po-
dem entrar e sair do sistema a qualquer momento levando consigo recursos e
dados, além de o sistema estar sujeito a participação de nós maliciosos que
tentam corromper o funcionamento das aplicações.
A principal classificação de sistemas P2P divide em redes P2P não es-
truturadas e redes P2P estruturadas, conforme o tipo de organização de nós
e objetos empregado (VU; LUPU; OOI, 2010). Nas redes P2P não estrutu-
radas, a localização dos objetos não apresenta nenhum relacionamento com
a estrutura subjacente, de forma que o custo de manutenção da estrutura é
baixo, porém o custo da realização de buscas para encontrar objetos é alta.
2http://www.gnutella.com
3https://freenetproject.org/
4http://setiathome.berkeley.edu/
5http://folding.stanford.edu/
6http://www.proksim.com
7http://www.blizzard.com/
8http://www.jabber.org
9http://www.skype.com
10http://www.groove.net
11http://www.endeavors.com
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Já nas redes P2P estruturadas, os objetos são distribuídos nos nós do sistema
seguindo critérios bem definidos, por exemplo no nó que apresenta identifica-
dor numericamente mais próximo ao identificador do objeto. Nessas redes há
um custo maior de manutenção da estrutura, porém a localização de objetos é
bastante eficiente. As duas seções a seguir apresentam essas duas classes de
sistemas em maior detalhe e citam os principais exemplos. Como uma rede
P2P estruturada é a base da solução proposta nesta dissertação, será dado um
foco maior nesse tipo de rede P2P.
2.3.1 Redes Par a Par Não Estruturadas
Nas redes P2P não estruturadas, como Freenet (CLARKE et al., 2001)
e Gnutella o conteúdo ou os recursos disponibilizados por um nó não são de
nenhuma forma associados ao seu endereço IP ou outro identificador (VU;
LUPU; OOI, 2010). Além disso, não existe nenhuma topologia fixa para a
rede. Usualmente, ao entrar na rede um nó contacta outro nó e obtém uma
lista de endereços que formam o conjunto de vizinhos. Depois disso cada nó
mantém sua lista independentemente. Isso simplifica o gerenciamento e reduz
os custos com a manutenção da estrutura. Essa estratégia, no entanto, apre-
senta problemas de escalabilidade, já que uma vez que os nós não possuem
conhecimento sobre a localização dos dados, buscas precisam ser enviadas a
toda a rede.
O roteamento nessas redes normalmente faz uso de técnicas de inunda-
ção para realizar uma busca em um grande número de nós em curto intervalo
de tempo, o que implica em um alto número de mensagens trocadas. Para
aliviar o problema da inundação, a maioria das redes P2P não estruturadas
anexa um valor TTL (time to live) para que as buscas possam ser eliminadas
do sistema após um certo tempo ou número de saltos. Um problema que surge
com o uso de TTLs passa a ser a escolha do valor ótimo que evite desperdício
de largura de banda e tempo de resposta, mas ao mesmo tempo garanta que
toda a rede seja buscada.
As duas formas mais básicas de busca são a busca em largura e busca
em profundidade. Na busca em largura, ao receber um pedido de busca, o
nó primeiro verifica se possui o dado requisitado. Em caso positivo, envia a
resposta ao chamador. Caso o nó não possua o dado buscado, simplesmente
encaminha a requisição a todos os seus vizinhos, exceto o remetente da busca.
Nesse caso o TTL indica qual a profundidade máxima da busca. Nas primei-
ras versões do Gnutella, foi utilizada a busca em largura.
Na busca em profundidade, o TTL também especifica a profundidade
máxima da busca, porém o nó realiza o encaminhamento da busca usando um
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vizinho de cada vez, escolhendo primeiro o vizinho com maior probabilidade
de conter a resposta. O sistema FreeNet (CLARKE et al., 2001) utiliza o
esquema de busca em profundidade, juntamente com mecanismo de cache
para armazenar resultados nos nós intermediários da busca.
Além desses dois mecanismos básicos, existem diversas outras estra-
tégias de busca baseadas em heurísticas que visam otimizar situações comuns
baseadas em modelos probabilísticos (LV et al., 2002; LI; WU, 2006).
2.3.2 Redes Par a Par Estruturadas
As redes par a par estruturadas possuem um mecanismo rígido para
determinar a localização de objetos na rede, ou seja, objetos são armazenados
em locais precisamente especificados (BALAKRISHNAN et al., 2003). Em
geral, atribuem-se identificadores tanto a nós quanto a objetos e armazena-
se os objetos em nós com o identificador mais próximo do identificador do
objeto. Essa noção de proximidade varia de acordo com o sistema, porém o
algoritmo de roteamento sempre garante que a cada salto a mensagem é enca-
minhada a um nó mais próximo do destino, de maneira a garantir a chegada
em algum momento. Dessa forma, dada uma chave de busca, é possível de-
terminar rápida e precisamente a localização de um objeto. A desvantagem
dessa estratégia é a necessidade de mover dados quando ocorrem entradas e
saídas de nós no sistema para manter as propriedades de localização. Além
disso, a necessidade de uma topologia de rede implica em um certo custo de
manutenção.
Normalmente as redes P2P estruturadas oferecem uma interface do
tipo distributed hash table (DHT) (BALAKRISHNAN et al., 2003) que apre-
senta apenas uma operação: dada uma chave k, lookup(k) encontra o ende-
reço do nó responsável pela chave k. A partir da descoberta do nó, a aplicação
pode manipular os dados relacionados à chave buscada fazendo invocações
diretas. As DHTs apresentam bom desempenho para buscas pontuais, porém
não dão suporte para buscas por intervalo. Para esse tipo de acesso existem
redes P2P estruturadas baseadas em árvore, como o P-Grid (ABERER et al.,
2003).
As redes P2P estruturadas variam de acordo com a topologia e com o
tipo de roteamento utilizado. Esses aspectos estão relacionados com a cons-
trução e manutenção de tabelas de roteamento especiais que garantem o bom
desempenho das buscas. As seções a seguir apresentam duas redes P2P estru-
turadas bastante citadas na literatura, Chord (STOICA et al., 2001) e Pastry
(ROWSTRON; DRUSCHEL, 2001). Assim como a maioria das redes P2P,
essas duas não foram construídas para tolerar participantes maliciosos (SIT;
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MORRIS, 2002; WALLACH, 2003). Uma solução encontrada na literatura
(CASTRO et al., 2002), baseada no Pastry, que funciona mesmo em um con-
texto de faltas bizantinas é apresentada na Seção 3.1.1.
2.3.2.1 Chord
Chord (STOICA et al., 2001) é um overlay P2P estruturado do tipo
DHT. É um dos algoritmos de DHT mais elegantes por conta da sua simpli-
cidade e eficiência. As chaves do DHT são números de l bits, no intervalo
[0,2l−1], e formam um círculo módulo 2l . Tanto nós como objetos possuem
uma chave associada, normalmente calculada por meio da aplicação de uma
função hash uniforme, como SHA-112. Um objeto de chave k é armazenado
no nó com o menor identificador maior que k, ou seja, o sucessor de k. Dessa
forma, um nó é responsável por todos os objetos com chave menor que seu
identificador e maior que o identificador do nó antecessor no círculo.
Chord possui duas formas de roteamento distintas: o roteamento sim-
ples e o roteamento escalável. Para o roteamento simples, cada nó armazena
o endereço do nó sucessor no anel de identificadores. Ao receber uma men-
sagem endereçada para a chave k, o nó verifica se é o sucessor de k e em caso
positivo recebe a mensagem. Se o nó não é o sucessor de k, então a mensa-
gem é encaminhada ao sucessor do nó. Dessa forma a mensagem passa de
sucessor em sucessor até chegar ao destino. Esse procedimento requer apenas
armazenamento constante e um custo baixo de manutenção, porém leva um
número de saltos linear no número de nós do sistema.
O roteamento escalável faz uso de uma estrutura de dados denominada
de finger table. Se os identificadores contém l bits, então as tabelas de rote-
amento em cada nó possuem l entradas, indexadas por 0 a l−1. De maneira
geral, se o nó possui identificador X , então a tabela de roteamento na entrada i
contém o endereço do nó sucessor da chave X+2i, ou seja, a primeira entrada
na tabela contém o endereço do nó responsável pela chave X +20 = X +1, o
sucessor do nó, e as demais entradas da tabela ficam exponencialmente mais
distantes de X .
Para encontrar o nó responsável por uma chave Y , é primeiro verifi-
cado se o nó atual é o sucessor de Y . Caso contrário, é procurado na tabela de
roteamento a última entrada cuja chave associada seja menor que Y e a busca
é repassada de maneira recursiva ao endereço registrado na tabela. Dessa
forma, quanto mais distante for a chave procurada, maior será a distância
percorrida pelo salto. Além disso, como as chaves das entradas da tabela
crescem exponencialmente, o número de saltos dados tende a ser logarítmico
12http://tools.ietf.org/html/rfc3174
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com relação ao tamanho do círculo de identificadores.
Para construir a tabela, um nó inicialmente busca pelo seu sucessor e
preenche a primeira entrada. Cada entrada seguinte é construída realizando
uma busca a partir do nó da entrada anterior, até que a tabela esteja completa.
Para lidar com dinamismo, isto é, entradas e saídas de nós, um procedimento
periódico é realizado para manter atuais as entradas da tabela: de tempos em
tempos cada nó busca novamente os nós correspondentes às entradas da tabela
substituindo os endereços anteriores para remover entradas de nós inativos e
impedir a deterioração do desempenho.
2.3.2.2 Pastry
O Pastry (ROWSTRON; DRUSCHEL, 2001) é uma rede P2P estru-
turada do tipo DHT que garante roteamento eficiente de mensagens, usando
uma tabela de roteamento no mesmo sentido do Chord. Apesar disso a estru-
tura difere em diversos aspectos. Um dos diferenciais do Pastry é construir as
ligações com outros nós usando como critério de escolha a localidade de rede,
isto é, dando preferência a nós com menor latência na troca de mensagens.
Dessa forma, as mensagens devem percorrer uma distância física menor até o
destino.
A estrutura subjacente do Pastry é um anel lógico ordenado pelos iden-
tificadores. Cada nó de uma rede Pastry possui um identificador de 128 bits,
que indica sua posição em um anel lógico com valores de 0 a 2128−1. Esse
identificador é atribuído aleatoriamente, por exemplo pelo uso de uma função
de hash criptográfica sobre o IP do nó ou sua chave pública, de forma a tornar
provável a distribuição uniforme dos nós ao longo do anel.
Objetos possuem uma chave numérica no mesmo espaço de identi-
ficadores e são armazenados no nó com identificador numericamente mais
próximo de sua chave. Em uma rede contendo N nós, Pastry pode rotear uma
mensagem ao nó contendo um objeto em menos de dlog2b Ne passos, em uma
execução sem faltas, sendo b um parâmetro global com valor típico de 4. Ad-
mitindo falhas de nós, a entrega ainda é garantida a menos que bL/2c nós
adjacentes no anel lógico falhem simultaneamente, sendo L um parâmetro
global com valores típicos de 16 ou 32.
Pastry utiliza um roteamento baseado em prefixo, isto é, para rotear
uma mensagem destinada a uma chave k, a cada salto tenta-se encaminhar a
mensagem para um nó cujo identificador possua o maior prefixo comum com
k. Os identificadores e chaves são divididos em dígitos de 2b bits, e o prefixo
é medido em dígitos. Dessa forma, a cada salto o nó atingido possui identi-
ficador pelo menos um dígito mais próximo da chave destino. Por exemplo,
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se identificadores possuem 128 bits e b = 4, então o roteamento deve levar
no máximo 128/24 = 8 passos. Há situações, no entanto, em que, em um
passo do roteamento, o nó não conhece nenhum outro nó ativo cujo identifi-
cador possua prefixo comum com k um dígito maior que o seu prefixo comum
com o próprio k. Nesse caso o algoritmo utiliza uma solução sub ótima, mas
que ainda garante aproximação sucessiva com a chave, isto é, de todos os
nós conhecidos pelo nó atual, encaminha-se a mensagem para aquele com o
identificador numericamente mais próximo do destino.
Para suportar o procedimento de roteamento descrito , cada nó de uma
rede Pastry mantém um estado composto de uma tabela de roteamento, um
conjunto de vizinhos e um conjunto folha (lea f set). O conjunto folha con-
tém L nós com identificador mais próximo do identificador do nó atual, sendo
L/2 nós com identificador menor e L/2 nós com identificador maior. Esse
conjunto possui o papel de identificar quando o roteamento atingiu o destino,
pois o nó testa se a chave de destino está dentro dos limites do conjunto folha,
e nesse caso é entregue ao nó do conjunto com o identificador mais próximo
da chave. Além disso, o conjunto folha garante que o roteamento irá progredir
nos casos em que o roteamento por prefixos falha, pois a estrutura desse con-
junto garante o conhecimento de algum nó com identificador mais próximo
do destino, seja nos nós menores seja nos nós maiores.
A tabela de roteamento é composta de dlog2b Ne linhas com 2b− 1
entradas cada linha. Cada linha da tabela contém nós cujos identificadores
possuem um prefixo comum com o nó atual progressivamente maior. As en-
tradas da linha i possuem nós cujo identificador apresenta um prefixo comum
com o identificador do nó atual de i dígitos. Além disso, em cada uma das
2b− 1 entradas da i-ésima linha da tabela, o nó da j-ésima entrada possui o
valor j no dígito da posição i+ 1 do identificador. Dessa forma, para reali-
zar o roteamento baseado em prefixo, primeiro o nó identifica o tamanho do
prefixo comum do seu próprio identificador com a chave de destino. Se o nú-
mero de dígitos em comum for l, então a l-ésima linha da tabela é consultada.
Dessa linha, será usado como próximo passo do roteamento, o nó que possuir
o mesmo dígito que a chave na posição l+ 1, ou seja, será escolhido um nó
com prefixo comum um dígito maior.
A outra estrutura mantida pelos nós da rede Pastry é o conjunto de
vizinhos. Esse conjunto não tem participação direta no roteamento e serve
para prover parâmetros de localidade, isto é, o conjunto de vizinhos é um
conjunto de nós fisicamente próximos.
Para entrar na rede Pastry, um nó precisa entrar em contato com outro
nó que já seja participante da rede. Suponhamos que um nó X deseja entrar
na rede a partir de um nó Y que já faz parte da rede. Para tal, Y envia uma
mensagem especial usando o roteamento do Pastry para o nó com identifica-
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dor mais próximo de X . Cada nó que recebe a mensagem, envia para X sua
tabela de roteamento para que X construa a sua própria tabela e possa par-
ticipar do roteamento. Como a mensagem é roteada com base nos prefixos
de X , então a cada salto da mensagem especial o nó seguinte possui prefixo
comum com X maior, ou seja, parte da sua tabela pode ser utilizada por X .
Além disso, o nó destino, com identificador mais próximo de X , possui um
conjunto folha que pode ser utilizado como base por X . O conjunto de vizi-
nhos é construído procurando algum nó próximo de X , por exemplo usando
IP multicast, e usando seu conjunto de vizinhos como base.
2.4 CONCLUSÃO DO CAPÍTULO
Neste Capítulo foram discutidos conceitos, problemas e soluções de
sistemas distribuídos relacionados com o problema abordado nesta disserta-
ção. A Seção 2.1 contém definições e propriedades de sistemas distribuídos
e sistemas distribuídos dinâmicos (SDDs), que são o ambiente central sobre
o qual as estruturas descritas nos Capítulos seguintes são construídas. Como
o foco maior é em redes P2P, um tipo de SDD, a Seção 2.3 descreve as ca-
racterísticas específicas dessas redes, dando uma visão geral da taxonomia e
apresentando exemplos relevantes dessas redes.
Como a intenção deste Capítulo não é de apresentar conteúdo didático,
apenas descrições breves e superficiais foram apresentadas. No entanto, as
referências que acompanham as descrições apontam para trabalhos relevantes
da área, de forma que podem ser usadas, se necessário, para se chegar a um
conhecimento bastante profundo dos assuntos tratados.
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3 SEGMENTAÇÃO DE OVERLAYS PAR A PAR COMO
SUPORTE PARA MEMÓRIAS TOLERANTES A INTRUSÕES
Neste capítulo, propomos uma infraestrutura para construção de apli-
cações de memória compartilhada sobre sistemas distribuídos de larga escala,
tolerantes a presença de um certo número de nós maliciosos. Essa infraestru-
tura é construída por meio da aplicação de técnicas de Replicação Máquina
de Estados (RME) (SCHNEIDER, 1990) a um overlay P2P estruturado, com
a finalidade de aproveitar as características de ambas as técnicas, isto é, a
tolerância a nós maliciosos da RME e a escalabilidade de sistemas P2P.
As premissas do sistema, as condições básicas para o funcionamento
correto da infraestrutura proposta, estão descritas na Seção 3.1. Na sequência,
são apresentados o overlay (Seção 3.1.1) e a RME (Seção 3.1.2), utilizados
como base para a construção da proposta. As funcionalidades centrais da
camada de segmentação são descritas na Seção 3.2 na forma de algoritmos.
A mesma seção apresenta ainda provas do funcionamento dos algoritmos e
uma análise sobre os custos relacionados aos mesmos. Ao fim do capítulo,
na Seção 3.4, comparamos a infraestrutura proposta a outros trabalhos com
alguma similaridade descritos na literatura.
3.1 MODELO DE SISTEMA
Consideramos um sistema distribuído formado por um conjunto possi-
velmente infinitoΠ de processos (ou nós), interconectados por enlaces de co-
municação (links) formando desta maneira uma rede. Cada nó possui um en-
dereço único de rede e pode enviar mensagens para qualquer outro nó, desde
que conheça seu endereço. Um nó é considerado correto se age de acordo
com a especificação dos protocolos nos quais participa. Um nó malicioso (ou
bizantino (LAMPORT; SHOSTAK; PEASE, 1982)) não se comporta segundo
as especificações, agindo muitas vezes de maneira arbitrária, em especial sim-
plesmente parando em certos momentos. O sistema proposto neste trabalho
tolera certo número de nós maliciosos durante sua execução. Assume-se que
em qualquer momento da execução, no máximo f nós faltosos estão presentes
no sistema. O parâmetro f é global e conhecido por todos os nós do sistema.
A camada de rede é acessada a partir de duas primitivas: A operação
Send(addr,m) envia a mensagem m para o nó de endereço addr. A operação
Receive(m) aguarda o recebimento de uma mensagem qualquer m. Os canais
de comunicação da rede são ponto a ponto e confiáveis, ou seja, não há perda
ou alteração de mensagens. O atraso na entrega das mensagens e as diferenças
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Figura 1: Camadas do sistema
de velocidades entre os nós do sistema respeitam um modelo de sincronia
parcial (DWORK; LYNCH; STOCKMEYER, 1988), no qual é garantido a
terminação de protocolos de Replicação Máquina de Estados que são usados
nas camadas superiores. No entanto, não há garantia de sincronismo por toda
a execução.
Imediatamente acima da rede, encontram-se duas camadas indepen-
dentes que são usadas para construir a camada de segmentação proposta neste
trabalho. A camada de overlay, descrita na Seção 3.1.1, implementa uma rede
P2P sobre o sistema, com busca eficiente de nós distribuídos, e a camada de
suporte à replicação, descrita na Seção 3.1.2, que fornece uma abstração de
Replicação Máquina de Estados (RME) (SCHNEIDER, 1990) usada para ga-
rantir a disponibilidade e consistência das informações contidas no sistema.
Em geral, os custos da RME não permitem que essa técnica seja aplicada di-
retamente a uma grande quantidade de nós, portanto neste trabalho dividimos
o sistema em diversas RMEs independentes. A camada de Segmentação,
proposta na Seção 3.2, faz uso dessas duas camadas e provê meios para in-
vocar eficientemente qualquer RME do sistema. A Figura 3.1 apresenta as
camadas do sistema.
A camada de Segmentação é dinâmica, isto é, nós podem entrar e sair
do sistema durante a sua execução. Para tal, assumimos a existência de pri-
mitivas, nas camadas de Overlay e de Suporte a Replicação, necessárias para
suportar o dinamismo da camada de Segmentação. Essas primitivas serão
apresentadas em detalhes nas seções a seguir. Conforme será explicado em
detalhes na seção 3.3, ainda neste capítulo, é necessário utilizar uma pre-
missa que limita de alguma forma o dinamismo do sistema. Caso contrário,
é impossível garantir a terminação das operações providas na camada de seg-
mentação. A premissa utilizada é a mesma descrita em outros sistemas di-
nâmicos da literatura (p.ex. (AGUILERA et al., 2009)); esta determina que
o número de entradas e saídas de nós do sistema seja finito. Será visto mais
a frente que essa premissa é, na verdade, mais forte que o necessário, bas-
tando apenas que o sistema passe por períodos de estabilidade (isto é, baixo
dinamismo) suficientemente longos para permitir a terminação das operações
e o progresso do sistema. No entanto, utilizaremos a premissa mais forte a
fim de simplificar a demonstração das propriedades do sistema. Seguindo a
classificação de Aguilera (2004), o sistema se encaixa no modelo M3, isto é,
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há infinitos processos em Π, inifinitos processos podem participar em uma
mesma execução, porém em um intervalo finito de tempo, apenas um número
finito de processos participa do sistema. Esse modelo é denominado modelo
de chegadas infinitas ou modelo de concorrência ilimitada. Apesar disso,
assumimos, para simplificar as provas dos algoritmos, que o sistema se com-
porta conforme o modelo M2, isto é, Π é infinito porém apenas um número
finito de nós participa do sistema em qualquer execução.
3.1.1 Camada de Overlay
Acima da camada de rede, assume-se a existência de um overlay que
provê operações similares às redes P2P estruturadas, como Pastry (ROWS-
TRON; DRUSCHEL, 2001) e Chord (STOICA et al., 2001). Essas redes atri-
buem identificadores aos nós e distribuem estes em torno de um anel lógico.
Nós conhecem outros nós com identificadores numericamente próximos, de-
nominados de vizinhos, de forma a manter a estrutura do anel. Além disso,
os nós possuem tabelas de roteamento que são usadas para contatar eficiente-
mente nós distantes no anel. Aplicações se utilizam dessa estrutura definindo
esquemas para a distribuição de objetos pelo overlay, normalmente atribuindo
chaves aos objetos e armazenando esses objetos em nós com identificadores
numericamente próximos a essas chaves. A busca por um objeto consiste em
usar as tabelas de roteamento para encontrar nós com identificador próximo
à chave associada ao mesmo.
Este trabalho utiliza o overlay tolerante a faltas bizantinas definido por
Castro et al. (2002), o qual apresenta a propriedade de garantir alta probabi-
lidade na entrega de mensagens a todos nós corretos na vizinhança de uma
chave, mesmo se uma quantidade de nós do overlay for maliciosa. A confi-
abilidade da entrega é alcançada pelo envio de uma mensagem por múltiplas
rotas e pelo uso de tabelas de roteamento especiais que aumentam a probabi-
lidade de que essas rotas sejam disjuntas, ou seja, não tenham nós em comum.
O número de rotas disjuntas, ao superar o limite estabelecido de faltas, for-
nece a garantia de entrega das mensagens com alta probabilidade. Análises
e resultados experimentais (CASTRO et al., 2002) demonstram que a pro-
babilidade de entrega de uma mensagem é de 99,9% se a proporção de nós
maliciosos for de até 30%.
O funcionamento do overlay depende da geração e atribuição segura
de identificadores a nós da rede, de forma que nós maliciosos não possam es-
colher seu identificador nem participar do overlay com múltiplas identidades.
Essas propriedades são garantidas, por exemplo, pelo uso de certificados que
associam o identificador do nó a seu endereço de rede e sua chave pública.
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Esses certificados são emitidos por uma Autoridade Certificadora (AC) con-
fiável, que também pode ser responsável por gerar identificadores aleatórios
para os nós1. Na nossa infraestrutura, mantemos o uso desses certificados na
camada de segmentação, onde são denominados de certificados de nó.
Nas seções a seguir, é assumido o uso do overlay definido por Castro et
al. (2002), no entanto, outras construções P2P similares podem ser utilizadas
sem alteração das camadas superiores da nossa proposta. O overlay deve
suportar, então, para entrada e saída de um nó p, operações OverlayJoin(Cp)
e OverlayLeave(Cp) que são concretizadas através da apresentação de seu
certificado Cp; OverlaySend(k,m) para enviar uma mensagem m para os nós
vizinhos da chave k; e OverlayDeliver(m) que entrega a mensagem para a
camada superior nos nós de destino.
3.1.2 Camada de Suporte à Replicação
A camada de replicação, que implementa protocolos para Replicação
Máquinas de Estados (RME) (SCHNEIDER, 1990), é usada pelas camadas
superiores para prover garantias de disponibilidade e consistência das infor-
mações mesmo em presença de nós faltosos e maliciosos. Em ambientes
com atividades intrusivas, MEs são mantidas através do uso de algoritmos de
consenso tolerantes a faltas bizantinas (p.ex. (CASTRO; LISKOV, 2002)).
No presente texto não é definido um algoritmo específico de suporte à RME.
Qualquer um pode ser escolhido, desde que tolere f nós faltosos em uma
composição total mínima de nMIN nós (nMIN ≥ 3 f + 1 (LAMPORT; SHOS-
TAK; PEASE, 1982)).
A camada de replicação oferece às camadas superiores as operações:
TOMulticast(P,m) e TODeliver(m). A primeira operação garante o envio de
uma mensagem m aos processos do conjunto P e a segunda define a entrega
de mensagens segundo ordenação total aos processos de P. As duas opera-
ções caracterizam, portanto, um multicast com ordenação total (total order
multicast).
Como as redes P2P são dinâmicas, assume-se o uso de algoritmos
com capacidade de reconfiguração, ou seja, algoritmos que permitam a mo-
dificação na composição de processos integrantes da RME. Lamport, Malkhi
e Zhou (2010) definem formas simples para transformar um modelo de repli-
cação estático em um dinâmico. No presente trabalho, é assumida a operação
TORecon f igure(P′), que altera o parâmetro local da ME que indica o con-
1Não é necessário que esta AC seja uma PKI oficial. A mesma pode ser uma comissão de
gestão do sistema, um administrador, etc. O identificador pode ser gerado a partir de uma função
hash aplicada ao endereço de rede do nó ou à chave pública definida pelo certificado.
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junto de processos. A chamada TORecon f igureOk(P′) notifica a camada
superior o momento em que a chamada TORecon f igure(P′) é finalizada. É
importante destacar que a chamada TORecon f igure(P′) é simplesmente um
procedimento local no qual o nó para a execução da máquina de estados,
altera a configuração relativa aos nós componentes e inicia a nova ME. Ne-
nhuma mensagem com outros nós é trocada e todas as mensagens enfileiradas
para ordenação na ME antiga são descartadas.
3.2 CAMADA DE SEGMENTAÇÃO
A camada de segmentação divide o anel lógico do overlay em segmen-
tos compostos de nós contíguos, no qual cada segmento é responsável por um
intervalo de chaves do overlay. Para fins de disponibilidade, todos os nós
do mesmo segmento armazenam o mesmo conjunto de dados replicados. A
consistência desses dados é mantida usando Replicação Máquina de Estados
reconfigurável, provido pela camada de suporte à replicação.
Os segmentos são dinâmicos, ou seja, suas composições podem mu-
dar com o tempo a partir da entrada e saída de nós. A cada reconfiguração,
um novo conjunto de nós (denominado composição ou visão) passa a parti-
cipar no segmento e a executar os algoritmos associados de suporte à RME.
O número de nós de um segmento pode aumentar ou diminuir, logo para
evitar que segmentos fiquem com número de nós abaixo do limite de nMIN
requerido pelos algoritmos de RME, pode ser necessário unir dois segmentos
contíguos em um segmento maior. Por outro lado, o aumento do número de
nós de um segmento para um valor muito superior a nMIN pode comprometer
o desempenho dos algoritmos de RME. Para aliviar o problema, segmentos
grandes podem ser divididos em segmentos menores. É importante notar que
reconfigurações ocorrem localmente nos segmentos e não no sistema inteiro.
O número máximo de nós em um segmento é um parâmetro global do
sistema denotado nMAX . Quando o segmento supera o número de nMAX nós, é
preciso dividir os membros em dois segmentos vizinhos, logo nMAX deve ser
maior ou igual a 2×nMIN . Além disso, é necessário adicionar uma tolerância
δ ao valor de nMAX , caso contrário, uma única saída (ou entrada) após uma
divisão (ou união) de segmentos dispararia uma união (ou divisão). Esse fato
poderia ser explorado por nós maliciosos para provocar sucessivas uniões e
divisões, deteriorando o desempenho do sistema. Assim sendo, temos que
nMAX = 2× nMIN + δ . O valor de δ ≥ 0 deve ser estabelecido levando em
conta a possibilidade de churn (malicioso ou não) e o desempenho da RME.
Um valor maior de δ aumenta a tolerância ao churn e diminui a necessidade
de reconfigurar segmentos, porém faz com que segmentos executem com um
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número maior de nós, o que pode prejudicar o desempenho da RME. A esco-
lha exata do δ depende de f e também de levantamentos experimentais dos
custos não tratados neste trabalho.
Segmentos são descritos por certificados de segmento (S), que con-
tém a lista de todos os certificados de nó (Ci) dos membros do segmento, um
contador de configurações (S.con f Id) incrementado a cada reconfiguração da
ME e um intervalo de chaves do overlay (K(S) = [S.start,S.end)) pelas quais
o segmento é responsável. Um certificado de segmento possui, ainda, dois
campos usados para permitir verificar a sua autenticidade: um conjunto de as-
sinaturas (S.Σ) e um conjunto de certificados de segmento antigos (S.history).
As assinaturas são feitas sobre os demais campos do certificado e são emiti-
das por f +1 nós dos segmentos que sofreram a reconfiguração que gerou o
segmento S. Dessa forma, o conjunto S.history forma uma cadeia de assinatu-
ras que, partindo de um segmento inicial S0, conhecido e aceito globalmente,
garante a validade do certificado de S. O histórico dos segmentos cresce à
medida que o sistema evolui, o que leva a um aumento dos custos relaciona-
dos à transferência e validação dos certificados. Na Seção 3.3 apresentamos
uma estratégia para reduzir esses custos baseada no uso de um cache de cer-
tificados de segmento.
A Figura 2 ilustra as reconfigurações ocorridas em uma possível exe-
cução da segmentação, sendo f = 1, nMIN = 4 e nMAX = 8. A parte (a) ilustra
o grafo induzido pelas reconfigurações, sendo que cada segmento representa
um vértice e há uma aresta de um segmento Si para um segmento S j se S j re-
sulta da reconfiguração de Si. A parte (b) ilustra um detalhamento da entrada
e saída dos nós, bem como os intervalos de chaves cobertos pelos segmentos.
Com base na execução ilustrada na Figura 2, três situações de reconfiguração
distintas são descritas, a seguir:
1. O segmento inicial S0 inicia a execução no instante t0 sendo respon-
sável por todas as chaves do overlay, ou seja, K(S0) = [0,kMAX ], onde
kMAX é a maior chave possível. S0 possui con f Id = 0, indicando que é
o segmento inicial. No instante t0, S0 possui 6 membros. Entre os ins-
tantes t0 e t1, outros 3 nós chegam no sistema, o que leva S0 a se dividir,
uma vez que o número de nós passaria a 9, que é maior que nMAX . Na
divisão são gerados os segmentos S1 e S2, ambos com con f Id = 1. Os
membros de S0, juntamente com os membros que recém entraram no
sistema, são divididos entre os novos segmentos, de forma que S1 e S2
possuam pelo menos nMIN = 4 nós. O nó atribuído a S1 que possui o
menor identificador, isto é, k2, determina os intervalos de chaves dos
dois novos segmentos: K(S2) = [0,k2) e K(S1) = [k2,kMAX ]. Após de-
terminar os parâmetros dos novos segmentos, f + 1 = 2 dos 6 nós de
S0 assinam os certificados de S1 e S2. Por fim, o certificado de S0 é in-
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Figura 2: Dinâmica da segmentação em uma possível execução
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cluído no histórico de S1 e S2, ou seja, S1.history = S2.history = {S0}.
O segmento S0 termina no instante t1, ao mesmo tempo em que os
segmentos S1 e S2 iniciam a atividade. As divisões que ocorrem nos
instantes t3 e t4 são similares;
2. Entre os instantes t1 e t2, um nó chega e um nó parte do segmento
S1, de forma que o número de nós se mantém e a reconfiguração não
precisa realizar união ou divisão. Dessa forma, o conjunto de cha-
ves cobertas pelo segmento não se altera pela reconfiguração, ou seja,
K(S3) = K(S2) = [0,k2). O parâmetro con f Id é incrementado, de
forma que S3.con f Id = S2.con f Id+1 = 2. Assim como no caso ante-
rior, os nós de S2 assinam o certificado de S3 e S2 é incluído no histórico
de S3. No instante t2 o segmento S2 termina e o segmento S3 inicia. So-
mente nesse ponto o nó que pediu para sair do sistema pode parar de
executar os protocolos de RME;
3. Entre os instantes t4 e t5, três dos quatro nós de S6 pedem para deixar
o segmento. Isso leva S6 a iniciar uma união a fim de evitar resul-
tar em menos de nMIN nós. Para tal, os nós utilizam o overlay para
buscar o segmento sucessor de S6, isto é, o segmento S5, responsá-
vel pela chave k2. O conjunto de membros resultantes da união é
formado pelos membros dos dois segmentos, levando em conta pe-
didos de entrada e saída de ambos. O conjunto de chaves do seg-
mento resultante S8 é dado pela união dos conjuntos de chaves de S5
e S6, ou seja, K(S8) = K(S5)∪K(S6) = [k1,k3). O valor de con f Id
é o incremento do maior valor nos segmentos S5 e S6, de forma que
S8.con f Id = max{S5.con f Id,S6.con f Id}+ 1 = max{2,3}+ 1 = 4.
Dois dos nós de S5 e dois dos nós de S6 assinam o certificado de S8
e tanto S5 quanto S6 são incluídos no histórico de S8. No instante t6
ocorre outra união similar.
Essas três situações determinam os tipos básicos de reconfiguração
que podem ocorrer e são detalhados nos algoritmos da Seção 3.2.3. Em casos
extremos, certos cenários de entrada e saída de nós podem ocorrer de forma
que seja necessário divir um segmento em mais de duas partes ou gerar mais
de um segmento como resultado da união. Essas situações são melhor expli-
cadas na Seção 3.3. Nenhum argumento perde generalidade por conta dessa
possibilidade. Pelos cenários descritos é possível perceber que os nós ativos
no sistema sempre pertencem ao segmento responsável pelo seu identificador
no overlay. Dessa forma, o intervalo de chaves dos segmentos é determinado
pelos identificadores dos nós participantes, mas de forma a garantir que todo
o espaço de chaves é coberto.
As definições a seguir explicitam os aspectos básicos da segmentação.
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Definição 3.1 (Segmento Inicial). S0 é o segmento inicial do sistema, co-
nhecido e aceito por todos os nós. S0.con f Id = 0 e K(S0) = [0,kMAX ], onde
kMAX é o maior identificador possível no overlay.
Definição 3.2 (Precedência de Segmentos). Sejam S e S′ dois certificados de
segmento válidos e distintos, diz-se que S precede S′ (S ≺ S′) se e somente
se: (a) S.con f Id < S′.con f Id; (b) K(S)∩K(S′) 6= /0; e (c) S′ contém f + 1
assinaturas de membros de S.
Definição 3.3 (União e Divisão de Segmentos). Considerando S, S′ e S′′ cer-
tificados de segmentos válidos e distintos, então: (a) se S′ ≺ S e S′′ ≺ S, então
S é resultado da união de S′ e S′′; (b) se S ≺ S′ e S ≺ S′′, então S′ e S′′ são
resultado da divisão de S.
Definição 3.4 (Validade de Segmento). Um certificado de segmento S é vá-
lido (Valid(S)) se é o segmento inicial ou se é gerado a partir da reconfigu-
ração de segmentos válidos, ou seja:
Valid(S), S = S0∨∃S′ : (Valid(S′)∧S′ ≺ S)
Definição 3.5 (Atividade de Segmento). Um certificado de segmento S é ativo
no instante t (Active(t,S)) se for válido e se a reconfiguração que originou S
terminou antes de t e a reconfiguração que ocorre a partir de S não termina
antes de t.
Cada segmento S executa uma RME que é responsável por parte do
estado da aplicação, determinado pelo intervalo de chaves K(S). É responsa-
bilidade da aplicação mapear de maneira consistente as chaves do overlay em
partes do estado, de forma que a qualquer intervalo de chaves corresponda
uma parte inequívoca do estado. Esse mapeamento é mantido mesmo com
as partes do estado sendo divididas ou unidas conforme as reconfigurações
dos segmentos. A camada de segmentação é responsável por transferir essas
partes do estado a novos nós sempre que ocorre uma reconfiguração. Apesar
disso, o estado da aplicação é manipulado como um objeto opaco, isto é, sua
estrutura interna é desconhecida pelos algoritmos da camada de segmentação.
Para invocar uma requisição em uma máquina de estados, um cliente
deve primeiro encontrar o segmento responsável pela máquina (usando a ca-
mada de overlay) e depois enviar a requisição para a máquina (usando a ca-
mada de Suporte a Replicação). É responsabilidade da aplicação construir
operações pela composição de chamadas de busca e invocação de segmentos.
Essa liberdade permite a elaboração de operações complexas na aplicação,
envolvendo a coordenação de diversos segmentos, porém expõe certas carac-
terísticas da camada de segmentação, como a possibilidade de uma requisição
não ser executada devido ao uso de um certificado de segmento antigo.
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Figura 3: Exemplo de busca de segmentos
A busca de segmentos está baseada nas funcionalidades da camada de
overlay. O procedimento básico para buscar os segmentos correspondentes
a um intervalo de chaves [k,k′] consiste em usar o overlay para enviar uma
mensagem aos nós próximos à chave k. Esses nós respondem ao cliente pas-
sando o certificado de segmento atual. Se o intervalo de busca se extender
além do limite coberto pelo segmento, os nós repassam o pedido do cliente
aos nós do próximo segmento. A Figura 3 ilustra as etapas de uma busca de
segmentos: a etapa 1 consiste no envio pelo cliente da mensagem aos nós
próximos à chave k; na etapa 2.1 os nós que recebem o pedido enviam o cer-
tificado de segmento na resposta ao cliente; como o intervalo de busca vai
além do fim do segmento, os nós repassam a requisição da busca para o seg-
mento seguinte (etapa 2.2); um procedimento similar ocorre nas etapas 3.1
e 3.2, ou seja, os nós do próximo segmento recebem a requisição de busca,
enviam a resposta ao cliente e repassam para o próximo segmento; a etapa 4
consiste no envio do último certificado de segmento ao cliente, uma vez que
este segmento cobre o fim do intervalo de busca.
A Figura 3.2 apresenta as operações de todas as camadas no sistema.
As propriedades das operações das camadas inferiores foram descritas na se-
ção 3.1. As propriedades das operações da camada de segmentação são enu-
meradas a seguir.
A operação SegJoin(Cp) realiza a entrada do nó p na camada de seg-
mentação por meio da apresentação do certificado de nó Cp. Esse certificado é
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Segmentação
SegJoin(Cp), SegLeave(Cp),
SegFind(k,k′), SegFindOk(S),
SegRequest(Sq,req), SegDeliver(Cp,req), SegResponse(Cp,resp)
SegNoti f y(Cp,m), SegNoti f yDeliver(Sq,m)
SegRecon f igure(),
SegGetAppState(k,k′), SegSetAppState(k,k′,〈state0, . . . ,staten〉)
Overlay Suporte a Replicação
OverlayJoin(Cp),
OverlayLeave(Cp),
OverlaySend(k,m),
OverlayDeliver(m)
TOMulticast(P,m),
TODeliver(m),
TORecon f igure(P′),
TORecon f igureOk(P′)
Rede
Send(addr,m), Receive(m)
Figura 4: Operações das Camadas do Sistema
o mesmo usado na camada de overlay, descrito na seção 3.1.1. A propriedade
3.1 (SegJoin), a seguir, trata da correção e terminação da operação SegJoin.
Propriedade 3.1 (SegJoin). Seja p um nó correto com certificado Cp, se p
executa SegJoin(Cp) em um instante t, então há um instante t ′ ≥ t no qual
existe um segmento Sp ativo que contém p como membro, ou seja:
∃Sp : Active(t ′,Sp)∧Cp.id ∈ K(Sp)∧Cp ∈ Sp.members
A operação SegLeave(Cp) trata da saída do nó p. O certificado Cp é
o mesmo apresentado na entrada. A propriedade 3.2 (SegLeave), a seguir,
enuncia a correção e terminação da operação SegLeave.
Propriedade 3.2 (SegLeave). Sejam p um nó correto com certificado Cp e Sp
um segmento válido tal que Cp ∈ Sp.members e Active(t,Sp) para um instante
t. Se p executa SegLeave(Cp) em t, então há um instante t ′ ≥ t no qual Sp
deixa de ser ativo e nenhum segmento derivado da reconfiguração do mesmo
contém p como membro, isto é:
¬Active(t ′,Sp)∧∀S′,Sp ≺ S′ : Cp 6∈ S′.members
O operação SegFind(k,k′) busca todos os certificados de segmento
responsáveis por chaves no intervalo [k,k′]. Os certificados de segmen-
tos encontrados são repassados à camada superior por meio da chamada
SegFindOk. A propriedade 3.3 (SegFind) trata da correção e terminação da
operação SegFind. A propriedade 3.4 (Reconfigurações Finitas SegFind) ga-
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rante que se um nó correto executar uma busca de certificados infinitas vezes,
em algum momento o resultado da busca estabiliza e os segmentos retor-
nados permanecem ativos. Essa propriedade é importante para assegurar a
terminação das operações de entrada e saída de nós (como será visto nas pro-
vas das propriedades destas), mas também das operações de aplicação, uma
vez que estas acabam por realizar invocações em segmentos encontrados por
um SegFind. Esta propriedade está diretamente relacionada com o limite im-
posto pela premissa de que um número finito de entradas e saídas ocorre no
sistema, e da mesma forma, na prática é necessário apenas que os segmentos
permaneçam estáveis por tempo suficiente para o processamento de requisi-
ções.
Propriedade 3.3 (SegFind). Se um nó correto p executa SegFind(k,k′), esta
operação acaba por retornar (por meio de notificações SegFindOk(S)) um
conjunto S de certificados de segmento válidos e que cobrem totalmente o
intervalo da busca, isto é:
(∀S ∈ S : Valid(S))∧ [k,k′]⊆
⋃
S∈S
K(S)
Propriedade 3.4 (Reconfigurações Finitas SegFind). Existe um instante t tal
que toda chamada SegFind(k,k′) executada por um nó correto p em t ′ ≥ t
retorna um conjunto S de certificados de segmentos que permanecem ativos
indefinidamente, ou seja:
∀t ′′ ≥ t ′,S ∈ S : Active(t ′′,S)
A operação SegRequest(Sq,req) envia a requisição req ao segmento
Sq usando a camada de suporte à replicação e retorna a resposta recebida.
Se o certificado Sq for obsoleto, a operação retorna um valor distinto ⊥.
Caso contrário, a operação SegDeliver(Cp,req) entrega a requisição nos
nós do segmento de destino seguindo uma ordenação total. A operação
SegResponse(Cp,resp) simplesmente envia a resposta ao cliente usando a ca-
mada de rede diretamente. As propriedades 3.5 (Validade SegRequest), 3.6
(Acordo SegRequest) e 3.7 (Ordenação SegRequest) correspondem às propri-
edades de validade, acordo e ordem atômica do algoritmo de multicast com
ordenação total utilizado na camada de suporte à replicação. A propriedade
3.8 (Terminação SegRequest) está relacionada à terminação de operações que
façam uso de SegRequest, e é complementar à propriedade 3.4 (Reconfigu-
rações Finitas SegFind). A propriedade 3.9 (Segmento Inativo SegRequest)
garante que nós corretos não entregarão mensagens destinadas a segmentos
inativos.
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Propriedade 3.5 (Validade SegRequest). Sejam p e q nós corretos tais que
Cp é o certificado de nó de p e q pertence a um segmento ativo Sq. Se q recebe
o upcall SegDeliver(Cp,req), então p executou SegRequest(Sq,req).
Propriedade 3.6 (Acordo SegRequest). Seja q um nó correto de um seg-
mento ativo Sq. Se q recebe o upcall SegDeliver(Cp,req), então todo nó cor-
reto de Sq também recebe o mesmo upcall SegDeliver(Cp,req).
Propriedade 3.7 (Ordenação SegRequest). Seja q um nó correto de
um segmento ativo Sq. Se q recebe SegDeliver(Ci,req1) antes de
SegDeliver(C j,req2), então todo nó correto de Sq também recebe
SegDeliver(Ci,req1) antes de SegDeliver(C j,req2).
Propriedade 3.8 (Terminação SegRequest). Seja p um nó correto. Existe
um instante t tal que, se Sq é um certificado de segmento obtido por uma
chamada SegFind(k,k′) executada em t ′ ≥ t, então uma requisição req en-
viada por uma chamada SegRequest(Sq,req), executada por p, acabará por
ser entregue por meio de SegDeliver(Cp,req) em todos os nós corretos de Sq.
Propriedade 3.9 (Segmento Inativo SegRequest). Seja p um nó com certifi-
cado Cp. Se p executa SegRequest(Sq,req) no instante t e Sq não está ativo
nesse instante (¬Active(t,Sq)), então nenhum nó correto de Sq recebe o up-
call SegDeliver(Cp,req).
A chamada SegResponse deve ser enviada pelos nós de um segmento
para que uma operação SegRequest termine retornando a resposta correta.
Apesar disso, em certas aplicações pode ser conveniente possibilitar aos nós
do segmento enviar notificações assíncronas a um cliente, por exemplo em
operações cuja execução pode levar mais tempo que o esperado pelo cliente2.
Para isso, definimos a primitiva SegNoti f y, que envia uma mensagem direta-
mente a um cliente. No lado do cliente, uma notificação recebida é represen-
tada pela chamada SegNoti f yDeliver. A operação SegNoti f y é bastante sim-
ples, consistindo no envio direto de uma mensagem a um nó, utilizando para
isso a camada de rede. No nó cliente, qualquer mensagem recebida de pelo
menos f +1 nós de um mesmo segmento é repassada com SegNoti f yDeliver.
Juntamente com a confiabilidade dos canais de comunicação, isso garante a
integridade, validade e entrega das notificações. Devido a simplicidade, não
formalizamos as propriedades da operação de notificação, no entanto os al-
goritmos são apresentados na Seção 3.2.1.
A operação SegRecon f igure() é um procedimento interno da camada
de segmentação, executado em intervalos de tempo determinados, que efetiva
2conforme descrito mais a frente na Seção 3.2.1, um cliente precisa usar um temporizador
para sair da espera em casos onde o segmento invocado sofreu uma reconfiguração antes de
executar a requisição do cliente
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as entradas e saídas de nós conforme as chamadas de SegJoin e SegLeave. É
nessa operação também que as uniões e divisões de segmentos são efetivadas.
Apesar de ser um procedimento interno e não haver nenhuma propriedade pú-
blica imediatamente correspondente, a operação SegRecon f igure apresenta
características enunciadas na forma de lemas que contribuem para a prova
das outras propriedades do sistema.
As operações SegGetAppState e SegSetAppState servem, respectiva-
mente, para obter e alterar o estado da aplicação que executa acima da ca-
mada de segmentação. Na primeira, a camada de segmentação obtém o estado
(ou parte deste), porém somente os valores associados às chaves no intervalo
[k,k′]. Já na operação SegSetAppState(k,k′,〈state1, . . . ,staten〉), a camada
de segmentação altera o intervalo de chaves coberto para [k,k′] e atualiza o
estado da aplicação para ser a união das partes statei. Quando ocorre uma
união de segmentos, as partes do estado da aplicação dos segmentos antigos
devem ser unidas no segmento novo. Nesse caso, a camada de segmentação
passa mais de um valor statei para a aplicação para que essa camada realize
a união do estado. A própria camada de segmentação não é capaz de realizar
essa união do estado porque não conhece a estrutura interna do mesmo.
As propriedades 3.5 (Validade SegRequest), 3.6 (Acordo SegRequest),
3.7 (Ordenação SegRequest), 3.8 (Terminação SegRequest) e 3.9 (Segmento
Inativo SegRequest) garantem que dentro de uma mesma Máquina de Esta-
dos, isto é, durante o período em que um segmento S está ativo, todos os nós
corretos de S executam as mesmas operações na mesma sequência, logo, se
todos os nós partem de um mesmo estado inicial (imediatamente após a recon-
figuração que resultou em S), alcançam o mesmo estado final (imediatamente
antes da reconfiguração que termina S). A propriedade 3.10 (Consistência do
Estado), a seguir, garante que o estado global da aplicação permanece inal-
terado na ocorrência de reconfigurações. Essa propriedade não está direta-
mente relacionada a nenhuma operação pública da camada de segmentação,
no entanto assegura um invariante crucial para o correto funcionamento da
infraestrutura.
Propriedade 3.10 (Consistência do Estado). Sejam Si, i ∈ [1,n], os segmen-
tos envolvidos em uma reconfiguração que gera os segmentos S′j, j ∈ [1,m]:
se appState é a união dos estados armazenados nos segmentos Si imedia-
tamente antes da reconfiguração iniciar e appState′ é a união dos estados
armazenados em S′j imediatamente após o término da reconfiguração, então
appState = appState′3.
3A união e comparação de igualdade dos estados são utilizados de maneira informal nesta
propriedade. A ideia não é garantir a identidade dos estados, mas indicar que nada se perde na
transferência de estado realizada durante as reconfigurações
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Tabela 1: Notações utilizadas nos algoritmos
Notação Significado
#A número de elementos do
conjunto A
#bA número de elementos do
conjunto A iguais a b
K(S) [S.start,S.end)
m← 〈α〉σi σi← Sign(〈α〉)m← 〈α,σi〉
Ci ∈ Sq pertinência de Ci no
segmento Sq
(Ci ∈ Sq.members)
As seções a seguir apresentam os algoritmos da camada de segmenta-
ção. Cada algoritmo é apresentado na forma de pseudocódigo, acompanhado
de uma descrição textual. Após a descrição de todos os algoritmos, seguem as
provas de lemas e teoremas relacionados às propriedades do sistema. Suge-
rimos que o leitor primeiro entenda o funcionamento de todos os algoritmos
para somente então iniciar a leitura das provas.
A Tabela 1 apresenta algumas notações e variáveis globais utilizadas
nos algoritmos. Abaixo são descritas as estruturas de dados mantidas pelos
nós do sistema e acessíveis globalmente a todos os algoritmos.
• Cp = 〈addr, pubK, id〉σCA: é o certificado do nó p, no qual addr é o
endereço de rede do mesmo, pubK e id são, respectivamente, a chave
pública e o identificador de p no overlay. Esse certificado é o mesmo
utilizado na camada de overlay;
• privKp: é a chave privada do nó p correspondente à chave pública pre-
sente em Cp e é usada em assinaturas digitais pelo nó. Assume-se que
mensagens recebidas com assinaturas inválidas não são processadas
por nós corretos;
• Sp = 〈members,con f Id,start,end,Σ,history〉: é o certificado do seg-
mento atual de um nó p, no qual members é o conjunto dos certifica-
dos de nó dos membros atuais do segmento, con f Id é o contador de
configurações, [start,end) = K(Sp) é o intervalo de chaves do overlay
pelas quais o segmento é responsável, Σ é um conjunto de assinaturas e
history é a cadeia de certificados representando o caminho de evolução
do segmento atual;
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• noti f s: conjunto que armazena notificações recebidas pelo nó, vindas
de segmentos.
• changes: conjunto de alterações na lista de membros a serem aplicadas
na próxima reconfiguração. A entrada do nó i é denotada por 〈+, i〉 e a
saída por 〈−, i〉;
• recon fCount: contador de nós que solicitam reconfiguração na confi-
guração atual;
3.2.1 Busca e Invocação de Segmentos
Para invocar uma RME, um nó precisa primeiro obter o certificado
do segmento que executa essa máquina de estados. A busca de segmentos
é realizada pela operação SegFind (Algoritmo 1), que tem como parâmetro
de entrada um intervalo de chaves e retorna um conjunto de certificados dos
segmentos responsáveis pelas chaves nesse intervalo. A operação encontra
certificados fazendo primeiro uma busca no overlay pela primeira chave do
intervalo (linha 4). Os nós que receberem a mensagem de busca pelo over-
lay respondem enviando seus certificados de segmento (linha 17) e repas-
sando a mesma para segmentos vizinhos caso o intervalo de chaves buscado
se estenda além do seu próprio segmento (linhas 18 a 20). A cada certifi-
cado de segmento recebido pelo cliente (linha 6), a operação chama a função
Valid(S), que verifica se a cadeia de segmentos que acompanha S é válida (li-
nha 7). Se o encadeamento e as assinaturas forem válidos, a operação verifica
se foram recebidos f + 1 certificados idênticos (linha 9, atualiza a cobertura
de chaves (linha 10) e invoca SegFindOk(S) para notificar a camada superior
(linha 11). A operação no cliente termina quando todo o intervalo de busca
for coberto pelos certificados de segmento recebidos (teste da linha 5).
De posse de um certificado de segmento, o nó pode executar a opera-
ção SegRequest (Algoritmo 2) fazendo uso do suporte à RME. Essa operação
consiste em iniciar um temporizador (linha 2), invocar o segmento usando
a primitiva TOMulticast (linha 5), passando o con f Id do certificado que o
cliente conhece (linha 3), e aguardar f + 1 respostas idênticas de membros
distintos (linhas 6 a 13). Se o certificado conhecido pelo cliente for antigo (li-
nha 18), os servidores não repassarão a requisição para a aplicação e o cliente
não receberá f +1 respostas, o que provocará o estouro do temporizador e a
operação irá retornar ⊥, indicando uma exceção (linhas 14 e 16). A operação
não trata das exceções e deixa essa responsabilidade para as camadas superi-
ores. Se o certificado de segmento usado na invocação for atual, a requisição
é entregue para a camada superior pela chamada SegDeliver (linha 19). As
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Algoritmo 1 Busca de segmentos (SegFind)
1: operation SegFind(k,k′)
/* Código do cliente p */
/* Chaves cobertas pelos certificados recebidos */
2: keys← /0
/* Lista de certificados recebidos */
3: resps← /0
/* Envia mensagem assinada usando o overlay */
4: OverlaySend(k,〈FIND,Cp,k,k′〉σp)
/* Testa cobertura de chaves recebidas */
5: while [k,k′] 6⊆ keys do
/* Aguarda resposta de algum servidor q */
6: wait for Receive(〈FIND_OK,Cq,Sq〉σq)
/* Verifica validade do segmento */
7: if K(Sq)∩ [k,k′] 6= /0∧Valid(Sq) then
8: resps← resps∪{〈Cq,Sq〉}
9: if #〈∗,Sq〉resps = f +1 then
/* Atualiza cobertura de chaves */
10: keys← keys∪K(Sq)
/* Notifica segmento encontrado */
11: SegFindOk(Sq)
12: end if
13: end if
14: end while
/* Código do servidor q */
15: upon OverlayDeliver(〈FIND,Cp,k,k′〉σp) do
16: if [k,k′]∩K(Sq) 6= /0 then
/* Envia resposta assinada */
17: Send(Cp.addr,〈FIND_OK,Cq,Sq〉σq)
/* Testa se segmento não cobre intervalo */
18: if k′ ≥ Sq.end then
/* Repassa mensagem de busca ao segmento sucessor */
19: OverlaySend(Sq.end,〈FIND,Cp,k,k′〉σp)
20: end if
21: end if
22: end upon
23: end operation
64
Algoritmo 2 Invocação de segmentos (SegRequest)
1: operation SegRequest(Sq,req)
/* Código do cliente p */
/* Inicia temporizador */
2: StartTimer(req)
/* Identificador de configuração conhecido por p */
3: knownId← Sq.con f Id
/* Conjunto de respostas recebidas */
4: resps← /0
/* Envia requisição com ordenação total */
5: TOMulticast(Sq.members,〈REQ,Cp,knownId,req〉σp)
/* Resposta recebida de q */
6: upon Receive(〈RESP,Cq,respq〉σq) do
7: if Cq ∈ Sq then
8: resps← resps∪{respq}
/* Testa se recebeu f +1 respostas iguais */
9: if #respqresps = f +1 then
10: return respq
11: end if
12: end if
13: end upon
/* Menos de f +1 resposta recebidas antes do timeout */
14: upon Timeout(req) do
15: return ⊥
16: end upon
/* Código do servidor q */
17: upon TODeliver(〈REQ,Cp,knownId,req〉σp) do
/* Testa se cliente conhece con f Id atual */
18: if knownId = Sq.con f Id then
/* Entrega requisição para aplicação */
19: SegDeliver(Cp,req)
20: end if
21: end upon
22: end operation
23: operation SegResponse(Cp,respq)
/* Código do servidor q */
/* Envia resposta diretamente ao cliente */
24: Send(Cp.addr,〈RESP,Cq,respq〉σq)
25: end operation
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respostas a requisições são enviadas pela operação SegResponse, que consiste
no envio da mensagem de resposta diretamente ao cliente (linha 24).
A operação SegRequest utiliza um temporizador para garantir que o
cliente não ficará aguardando indefinidamente por uma resposta no caso em
que um certificado de segmento ultrapassado é utilizado. Nesse contexto,
pode acontecer, no entanto, de o temporizador estourar, não porque o seg-
mento invocado reconfigurou, mas sim porque a operação executada levou
mais tempo que o tempo de espera estipulado. Para evitar esse problema,
definimos a operação SegNoti f y que pode ser utilizada para enviar respostas
assíncronas a um cliente. Se uma operação da aplicação pode levar um longo
tempo para terminar, é possível enviar uma resposta, usando SegResponse,
imediatamente após o recebimento da requisição. Essa resposta, no entanto,
não contém o resultado da requisição, mas uma indicação de que o resultado
será enviado posteriormente por meio de uma notificação. Dessa forma, o
cliente termina a espera com a garantia de que a requisição foi efetivamente
ordenada na Máquina de Estados e passa a aguardar (sem nenhum tempori-
zador) uma notificação contendo a resposta da requisição.
Algoritmo 3 Notificação de nós (SegNoti f y)
1: operation SegNoti f y(Cp,mq)
/* Código do servidor q */
/* Envia mensagem diretamente ao nó p usando a rede */
2: Send(Cp.addr,〈NOT IFY,Cq,Sq,mq〉σq)
/* Código do cliente p */
3: upon Receive(〈NOT IFY,Cq,Sq,mq〉σq) do
4: if Valid(Sq)∧Cq ∈ Sq then
/* Acumula mensagem recebida */
5: noti f s← noti f s∪{〈NOT IFY,Cq,Sq,m〉σq}
/* Verifica se recebeu f +1 mensagens iguais */
6: if #〈NOT IFY,Ci,Sq,mq〉σinoti f s = f +1 then
/* Entrega notificação para camada superior */
7: SegNoti f yDeliver(Sq,mq)
/* Limpa acumulador para evitar múltiplas entregas */
8: noti f s← noti f s\{〈NOT IFY,Ci,Si,mi〉σi :
Si = Sq∧mi = mq}
9: end if
10: end if
11: end upon
12: end operation
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A operação SegNoti f y está descrita no Algoritmo 3. No lado do ser-
vidor, a operação consiste simplesmente em enviar uma mensagem assinada
diretamente ao cliente usando a rede (linha 2). O cliente, ao receber uma men-
sagem de notificação (linha 3), acumula essa mensagem no conjunto noti f s
(linha 5) e verifica se f + 1 mensagens iguais de nós do mesmo segmento
foram recebidas (linha 6). Em caso positivo, a mensagem é entregue à apli-
cação (linha 7) e o conjunto noti f s é limpo de maneira a evitar a re-entrega
da mesma mensagem mais de uma vez (linha 8).
Não definimos nem provamos nenhuma propriedade específica para a
operação SegNoti f y, no entanto é fácil perceber que basta que haja f +1 nós
corretos no segmento para garantir que a notificação chegará ao nó de destino.
Além disso, a verificação da validade do segmento (linha 4), juntamente com
o teste de f +1 recebimentos (linha 6) garantem que nós corretos não podem
enviar notificações falsas.
3.2.2 Entrada e Saída de Nós
A entrada do nó p na camada de segmentos se dá pela operação
SegJoin(Cp) (Algoritmo 4), na qual Cp é o certificado de nó de p. Antes
de entrar em algum segmento, p invoca OverlayJoin(Cp) e entra no over-
lay (linha 2). Depois, p busca o certificado do segmento responsável por
seu identificador Cp.id (linha 5) e invoca o mesmo passando uma mensagem
JOIN (linha 7). Após obter uma resposta válida, p aguarda o recebimento do
certificado de segmento e do estado da aplicação (linha 9), enviados por f +1
membros do segmento. O estado é repassado à camada superior (linha 11) e a
operação TORecon f igure é chamada (linha 12), alterando os nós participan-
tes da RME para o novo segmento de p. Quando os membros do segmento
recebem a mensagem JOIN do nó p (linha 13), simplesmente registram o
pedido de p no conjunto changes (linha 15) e respondem (linha 16). A re-
configuração ocorre posteriormente, na operação SegRecon f igure, conforme
descrito no Algoritmo 6.
A saída de nós é realizada pela operação SegLeave (Algoritmo 5). O
nó envia uma mensagem LEAV E (linha 4) para os membros do seu segmento
e continua a atender requisições até o término da próxima reconfiguração,
notificada pela operação TORecon f igureOk (linha 6). Depois o nó para de
atender requisições e invoca OverlayLeave (linha 7). Nós corretos são obriga-
dos a aguardar a reconfiguração para garantir o funcionamento dos algoritmos
de replicação. De maneira similar à operação de entrada, os nós que recebem
a mensagem LEAV E registram o pedido de (linha 10) e a reconfiguração pro-
priamente dita se dá pela operação SegRecon f igure (Algoritmo 6).
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Algoritmo 4 Entrada de nós (SegJoin)
1: operation SegJoin(Cp)
/* Código do cliente p */
/* Entra no overlay */
2: OverlayJoin(Cp)
3: resp←⊥
/* Repete até receber resposta de confirmação */
4: while resp =⊥ do
/* Busca segmento de entrada */
5: SegFind(Cp.id,Cp.id)
6: wait for SegFindOk(Sq)
/* Envia requisição ordenada para entrada */
7: resp← SegRequest(Sq,〈JOIN,Cp〉)
8: end while
/* Transferência do estado da aplicação */
/* Recebe estado e segmento novo enviados pelos membros do seg-
mento antigo (Algoritmo 8, linha 8; Algoritmo 9, linhas 14 e 17; Algo-
ritmo 10, linhas 27 e 15) */
9: wait for SegNoti f yDeliver(〈STAT E,Sq,appStateq〉)
/* Atualiza segmento */
10: Sp← Sq
/* Atualiza estado da aplicação */
11: SegSetAppState(K(Sq),appStateq)
/* Reconfigura algoritmo de RME */
12: TORecon f igure(Sp.members)
/* Código do servidor q */
13: upon SegDeliver(Cp,〈JOIN,Cp〉) do
14: if Cp.id ∈ K(Sq) then
/* Registra pedido de entrada e envia confirmação */
15: changes← changes∪{〈+,Cp〉}
16: SegResponse(Cp,〈JOIN_OK〉)
17: end if
18: end upon
19: end operation
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Algoritmo 5 Saída de nós (SegLeave)
1: operation SegLeave(Cp)
/* Código do cliente p */
2: resp←⊥
/* Repete até requisição ser confirmada (Sp pode se tornar obsoleto
por causa de uma reconfiguração concorrente) */
3: while resp =⊥ do
/* Envia requisição de saída */
4: resp← SegRequest(Sp,〈LEAV E,Cp〉)
5: end while
/* Aguarda reconfiguração do algoritmo de RME (Algoritmo 8, linha
10; Algoritmo 9, linha 24; Algoritmo 10, linhas 29 e 17 ) */
6: wait for TORecon f igureOk(S)
/* Sai do overlay */
7: OverlayLeave(Cp)
/* Código do servidor q */
8: upon SegDeliver(Cp,〈LEAV E,Cp〉) do
9: if Cp ∈ Sq then
/* Registra pedido de saída e envia confirmação */
10: changes← changes∪{〈−,Cp〉}
11: SegResponse(Cp,〈LEAV E_OK〉)
12: end if
13: end upon
14: end operation
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3.2.3 Reconfiguração de Segmentos
A reconfiguração de um segmento pode ocorrer por dois eventos dis-
tintos: (a) quando f +1 nós executam a operação SegRecon f igure (Algoritmo
6); ou (b) quando o segmento é requisitado a se unir com seu vizinho. No
caso (a) a operação SegRecon f igure é invocada após certo tempo, indicado
pelo estouro do temporizador Recon f igTimeout (linha 2). Nesse momento,
caso haja entradas ou saídas para tratar, o nó assina e dissemina no segmento
uma mensagem de tentativa de reconfiguração (linha 3). Essas tentativas de
reconfiguração (recepções de mensagens T RY _RECONFIG) são acumula-
das pelos nós do segmento e quando algum nó recebe f +1 dessas tentativas
(linha 8), dispara uma requisição ordenada para a reconfiguração, enviando
juntamente as tentativas assinadas como prova (linha 9). Como as tentativas
não são ordenadas, é possível que a requisição de reconfiguração seja invo-
cada mais de uma vez, porém o teste da linha 14 garante que a reconfiguração
de fato somente ocorre uma vez por segmento. Além disso, a reconfigura-
ção é ordenada juntamente com os pedidos de entrada e saída, o que garante
que todos os nós corretos possuem o mesmo conjunto changes e, portanto,
calcularão o mesmo conjunto de membros.
O código da reconfiguração consiste inicialmente em calcular o novo
conjunto de membros (linha 15) e checar o tamanho deste a fim de detectar
se será necessário dividir ou unir segmentos, de acordo com o tamanho do
conjunto e com os parâmetros globais nMIN e nMAX . Se o número de mem-
bros for inferior a nMIN , o procedimento Merge é invocado (linha 16), que
efetua a união do segmento (Algoritmo 10). Se o número de membros for
superior a nMAX , o procedimento Split é invocado (linha 17), que realiza a
divisão do segmento (Algoritmo 9). Caso o número de membros esteja en-
tre nMIN e nMAX , ocorre uma reconfiguração simples (Algoritmo 8), efetuada
pela chamada do procedimento SimpleRecon f ig (linha 18). Após a realiza-
ção da reconfiguração, o conjunto changes de entradas e saídas é esvaziado
(linha 20), bem como o contador de tentativas de reconfiguração (linha 21).
O caso (b) ocorre quando um segmento, ao reconfigurar, determina
que o número de nós resultante das entradas e saídas será menor que nMIN .
Nessa situação, nós desse segmento geram e assinam pedidos de união que
são enviados em uma invocação ordenada ao segmento sucessor no overlay.
No segmento sucessor, esses pedidos são validados e se houver f +1 pedidos
válidos de nós distintos, o segmento sucessor dá início ao procedimento de
união propriamente dito. O procedimento de união completo é explicado na
Seção 3.2.3.3.
As subseções 3.2.3.1, 3.2.3.2 e 3.2.3.3, a seguir, apresentam, respec-
tivamente, os algoritmos dos procedimentos de reconfiguração simples, di-
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Algoritmo 6 Reconfiguração de segmentos (SegRecon f igure)
1: operation SegRecon f igure()
/* Código no cliente p */
/* Estouro do temporizador de reconfiguração */
2: upon Timeout(RECONF)∧ changes 6= /0 do
/* Envia tentativa de reconfiguração */
3: Send(Ci.addr,〈T RY _RECONF,Cp,Sp〉σp),∀Ci ∈ Sp
4: end upon
/* Recebimento de tentativa de reconfiguração */
5: upon Receive(〈T RY _RECONF,Ci,Si〉σi) do
/* Testa parâmetros da tentativa */
6: if Ci ∈ Sp∧Si = Sp then
7: recon fCount← recon fCount ∪{〈T RY _RECONF,Ci,Si〉σi}
/* Testa se recebeu f +1 tentativas e inicia reconfiguração */
8: if #recon fCount ≥ f +1 then
9: TOMulticast(Sp.members,
〈RECONF,Cp,recon fCount〉σp)
10: end if
11: end if
12: end upon
/* Código do servidor q */
13: upon TODeliver(〈RECONF,Cp,recon fCountp〉σp) do
/* Valida conjunto de tentativas */
14: if #recon fCountp ≥ f +1∧∀〈T RY _RECONF,Ci,Si〉σi
∈ recon fCountp : Ci ∈ Si∧Si = Sq then
/* Calcula novo conjunto de membros */
15: newMembers← (Sq.members∪{Ci : 〈+,Ci〉 ∈ changes})\
{Ci : 〈−,Ci〉 ∈ changes}
/* Testa necessidade de união ou divisão */
16: if #newMembers < nMIN then Merge(newMembers)
17: else if #newMembers > nMAX then Split(newMembers)
18: else SimpleRecon f ig(newMembers)
19: end if
/* Limpa entradas/saídas e tentativas de reconfiguração */
20: changes← /0
21: recon fCount← /0
22: end if
23: end upon
24: end operation
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visão de segmento e união de segmentos. Antes disso, porém, descrevemos
um procedimento utilizado nos três tipos de reconfiguração, especificamente
a geração, disseminação e coleta de assinaturas sobre certificados de segmen-
tos novos. Esse procedimento, ExchSigs (Algoritmo 7) é utilizado justamente
no processo de geração de um novo certificado de segmento.
O procedimento ExchSigs (Algoritmo 7) recebe uma lista de n certi-
ficados de segmento não assinados Siuns, i ∈ [1,n] e devolve, para cada cer-
tificado novo Siuns, um conjunto Σi contendo f + 1 assinaturas de membros
distintos do segmento antigo. Essa generalização quanto ao número de certi-
ficados assinados permite que o procedimento seja utilizado tanto na recon-
figuração simples quanto na união ou divisão de segmentos, independente-
mente do número de segmentos resultantes. Implicitamente, assumimos que
sempre que o procedimento ExchSigs é utilizado por um nó correto, todos
os demais nós corretos do mesmo segmento acabam por executar ExchSigs
passando a mesma lista de certificados não assinados, de forma a permitir a
execução correta e a terminação. Essa característica será explorada em deta-
lhes na demonstração do Lema 3.6, Seção 3.2.4.
O primeiro passo é assinatura de cada segmento pelo nó q (linha 3).
Na sequência, essas assinaturas são concatenadas em uma mensagem que é
enviada, usando os canais ponto a ponto da camada de rede, para todos os
nós do mesmo segmento do nó q (linha 6). As mensagens disseminadas são
coletadas (linha 10) até que f + 1 assinaturas válidas (linha 12) sobre cada
certificado sejam recebidas. Por fim, esses conjuntos de f +1 assinaturas são
retornados (linha 17).
3.2.3.1 Reconfiguração Simples
Uma reconfiguração simples (Algoritmo 8) consiste em gerar um novo
certificado de segmento, levando em conta as entradas e saídas registradas no
conjunto changes pelas operações SegJoin (Algoritmo 4) e SegLeave (Algo-
ritmo 5), transferir o estado para os novos membros e alterar a composição
da máquina de estados para iniciar o novo segmento. Como na reconfigu-
ração simples o número de nós participantes do novo segmento está dentro
dos limites nMIN e nMAX , então não ocorre união nem divisão e o intervalo de
chaves do segmento continua o mesmo.
Inicialmente, o procedimento SimpleRecon f ig calcula um novo iden-
tificador de configuração incrementando o identificador do segmento atual
(linha 2). O conjunto newMembers, recebido como parâmetro, e o intervalo
de chaves, que é o mesmo do segmento atual, são concatenados com o novo
identificador para formar um segmento não assinado que é passado para o
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Algoritmo 7 Assinatura de certificados de segmento (ExchSigs)
1: procedure ExchSigs(S1uns, . . . ,Snuns)
/* Código do servidor q */
/* Gera assinaturas locais sobre os certificados */
2: for all i ∈ [1,n] do
3: σ iq← Sign(〈Siuns.members,Siuns.con f Id,K(Siuns)〉)
4: end for
/* Dissemina assinaturas para os demais membros do segmento */
5: for all Ci ∈ Sq do
6: Send(Ci.addr,〈NEW_SIG,Cq,σ1q , . . . ,σnq 〉)
7: end for
8: Σi← /0,∀i ∈ [1,n]
/* Repete até receber f +1 assinaturas válidas para cada segmento */
9: while ∃i ∈ [1,n] : #Σi < f +1 do
/* Recebe mensagem contendo assinaturas */
10: wait for Receive(〈NEW_SIG,C j,σ1j , . . . ,σnj 〉)
/* Valida assinaturas recebidas */
11: for all i ∈ [1,n] : #Σi < f +1 do
12: if ValidSig(σ ij,〈Siuns.members,Siuns.con f Id,K(Siuns)〉 then
13: Σi← Σi∪{σ ij}
14: end if
15: end for
16: end while
/* Retorna conjuntos de f +1 assinaturas */
17: return 〈Σ1, . . . ,Σn〉
18: end procedure
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procedimento ExchSigs (linha 3). Esse procedimento gera, dissemina e co-
leta f +1 assinaturas dos demais membros do segmento atual. O histórico do
novo segmento é caculado incluindo o segmento atual (linha 4). Na sequên-
cia, o novo segmento é montado pela concatenação dos parâmetros calcula-
dos e das assinaturas (linha 5). O estado da aplicação é obtido pela chamada
SegGetAppState (linha 6) e envia aos novos membros, conforme indicado no
conjunto changes (linha 8). Por fim, os membros do segmento atual entram
na nova Máquina de Estados usando a chamada TORecon f igure (linha 10).
Algoritmo 8 Reconfiguração simples (sem união ou divisão) de segmento
(SimpleRecon f ig)
1: procedure SimpleRecon f ig(newMembers)
/* Código do servidor q */
/* Calcula novo identificador de configuração */
2: newCon f Id← Sq.con f Id+1
/* Gera e dissemina assinatura (Algoritmo 7) */
3: newΣ← ExchSigs(〈newMembers,newCon f Id,K(Sq)〉)
/* Inclui certificado antigo no histórico do novo */
4: newHistory← Sq.history∪{Sq}
/* Gera novo certificado assinado */
5: Sq← 〈newMembers,newCon f Id,K(Sq),newΣ,newHistory〉
/* Obtém estado da aplicação */
6: appStateq← SegGetAppState(K(Sq))
/* Envia estado aos novos membros */
7: for all Ci : 〈+,Ci〉 ∈ changes do
8: SegNoti f y(Ci,〈STAT E,Sq,appStateq〉)
9: end for
/* Reconfigura algoritmo de RME */
10: TORecon f igure(Sq.members)
11: end procedure
3.2.3.2 Divisão de Segmento
A divisão de segmentos (Algoritmo 9) ocorre quando o número de nós
em um segmento excede uma constante nMAX . Essa constante é conhecida
globalmente e indica um número de nós a partir do qual é aconselhável for-
mar duas MEs. A divisão em si consiste, inicialmente, em dividir tanto o
conjunto de membros quanto o intervalo de chaves em dois segmentos, gerar
certificados para esses segmentos, dividir e transferir o estado corretamente
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aos novos membros. Depois, cada nó verifica em qual novo segmento se
insere (caso não tenha invocado SegLeave) e altera o seu certificado de seg-
mento e estado da aplicação em consequência. Por fim, a Máquina de Estados
é reconfigurada parando a máquina atual e iniciando as máquina relativas aos
novos segmentos.
O procedimento Split inicia com a divisão do conjunto total de mem-
bros em dois subconjuntos de maneira que um subconjunto members< con-
terá metade dos nós com identificadores inferiores (linha 2) e o outro subcon-
junto members> conterá a outra metade com identificadores superiores (linha
3). Cada segmento será responsável por um intervalo de chaves definido da
seguinte forma: seja [k,k′) o intervalo de chaves do segmento antigo e p o
membro que possui o menor identificador do subconjunto members> (linha
4), então K< = [k,Cp.id) e K> = [Cp.id,k′) (linha 5). O con f Id dos novos
certificados será o sucessor do segmento atual (linha 6). A assinatura é simi-
lar ao caso da reconfiguração simples, porém são dois certificados assinados.
Dessa forma, o procedimento ExchSigs é invocado passando dois certificados
de segmento não assinados e retorna dois conjuntos de assinaturas (linha 8).
A transferência do estado também se dá de maneira similar à reconfiguração
simples, porém a um novo membro é enviado apenas o estado referente ao
segmento do qual fará parte. Para cada segmento novo, o certificado é gerado
(linhas 9 e 10), a parte relevante do estado da aplicação é obtida (linhas 11 e
12) e enviada aos novos membros do segmento em questão (linha 14 e 17).
Após a transferência do estado, o nó verifica a qual dos novos segmentos este
pertencerá (linha 19) e atualiza o estado da aplicação para descartar o estado
relativo ao outro intervalo de chaves (linhas 20 e 22). A reconfiguração da
RME ocorre de maneira similar à reconfiguração simples (linha 24).
3.2.3.3 União de Segmentos
A união de segmentos é um pouco mais complexa que a divisão, pois
a reconfiguração envolve duas máquinas de estados em execução. A união
é iniciada para evitar que o número de nós do segmento fique menor que os
nMIN necessários para manter as propriedades da RME. O segmento envia
pedidos de união ao seu segmento sucessor no overlay. Depois ambos trocam
informações para calcular os parâmetros do novo segmento, assinar o respec-
tivo certificado e unir as partes do estado da aplicação. Por fim esse estado
unido é enviado aos novos membros e a máquina de estados é reconfigurada.
A união é apresentada em duas listagens, os Algoritmos 10 e 11, uma
vez que envolve dois procedimentos em segmentos distintos. Além disso,
descrevemos a união em duas partes: o início da união, no qual os segmen-
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Algoritmo 9 Divisão de segmentos (Split)
1: procedure Split(newMembers)
/* Código do servidor q */
/* Divide membros dos novos certificados */
2: members<←{metade dos Ci ∈ newMembers com Ci.id menor}
3: members>← newMembers\members<
/* Calcula intervalos de chaves */
4: midK←min{Ci.id : Ci ∈ members>}
5: K<← [Sq.start,midK); K>← [midK,Sq.end)
/* Calcula novo identificador de configuração */
6: newCon f Id← Sq.con f Id+1
/* Inclui certificado antigo no histórico */
7: newHistory← Sq.history∪{Sq}
/* Gera e dissemina assinaturas dos certificados (Algoritmo 7) */
8: 〈newΣ<,newΣ>〉 ← ExchSigs(
〈members<,newCon f Id,K<〉,〈members>,newCon f Id,K>〉)
/* Gera novos certificados */
9: S<q ← 〈members<,newCon f Id,K<,newΣ<,newHistory〉
10: S>q ← 〈members>,newCon f Id,K>,newΣ>,newHistory〉
/* Obtém estado da aplicação dividido */
11: appState<← SegGetAppState(K(S<))
12: appState>← SegGetAppState(K(S>))
/* Envia certificado e estado aos novos membros */
13: for all Ci ∈ S< : 〈+,Ci〉 ∈ changes do
14: SegNoti f y(Ci,〈STAT E,S<,appState<〉)
15: end for
16: for all Ci ∈ S> : 〈+,Ci〉 ∈ changes do
17: SegNoti f y(Ci,〈STAT E,S>,appState>〉)
18: end for
/* Verifica em qual segmento q está e altera estado */
19: if Cq ∈ S< then
20: Sq← S<; SegSetAppState(K(S<),appState<)
21: else
22: Sq← S>; SegSetAppState(K(S>),appState>)
23: end if
/* Reconfigura algoritmo de RME */
24: TORecon f igure(Sq.members)
25: end procedure
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Algoritmo 10 União de segmentos (Merge) (parte 1 de 2)
/* Código do servidor q */
1: procedure Merge(newMembers)
/* Calcula f +1 membros com id menor */
2: lowIdNodes←{Ci ∈ Sq : Ci.id entre os f +1 menores}
/* Envia pedido assinado para nós com id menor */
3: ∀Ci ∈ lowIdNodes : Send(Ci.addr,〈MERGE,Cq,Sq,newMembers〉σq)
/* Somente nós com id menor coletam pedidos e invocam união */
4: if Cq ∈ lowIdNodes then
/* Recebe f +1 pedidos de união válidos assinados */
5: mergeCount← /0
6: while #mergeCount < f +1 do
7: wait for Receive(〈MERGE,Ci,Si,newMembersi〉σi)
/* Verifica se pedido é valido */
8: if Si = Sq ∧Ci ∈ Sq ∧newMembersi = newMembers then
/* Acumula pedidos de união válidos */
9: mergeCount← mergeCount ∪{〈MERGE,Ci,Si,newMembersi〉σi}
10: end if
11: end while
/* Invoca união no segmento sucessor passando pedidos como prova */
12: resp←⊥
/* Repete até receber resposta */
13: while resp =⊥ do
/* Busca segmento sucessor */
14: SegFind(Sq.end,Sq.end)
15: wait for SegFindOk(Sr)
/* Envia pedido de união ordenado */
16: resp← SegRequest(Sr,〈MERGE,Sq,newMembers,mergeCount〉)
17: end while
18: end if
/* Aguarda segmento sucessor executar parte da união */
19: wait for SegNoti f yDeliver(〈MERGE part ,Spartr ,appStater〉)
/* Troca assinaturas com membros do segmento local */
20: newΣpartq ← ExchSigs(〈Spartr .members,Spartr .con f Id,K(Spartr )〉)
/* Monta certificado completo juntando assinaturas */
21: Sq← 〈Spartr .members,Spartr .con f Id,K(Spartr ),Spartr .Σ∪newΣpartq ,Spartr .history〉
/* Obtem estado da aplicação */
22: appStateq← SegGetAppState(K(Sq))
/* Envia certificado, estado da aplicação e pedidos de união */
23: ∀Ci ∈ Sr : SegNoti f y(Ci,〈MERGE part _OK,Sq,appStateq〉)
/* Altera estado da aplicação para união dos estados parciais */
24: SegSetAppState(K(Sq),〈appStateq,appStater〉)
/* Obtem estado da aplicação completo */
25: appState← SegGetAppState(K(Sq))
/* Envia estado e certificado completos para novos membros */
26: for all Ci ∈ Sq : 〈+,Ci〉 ∈ changes do
27: SegNoti f y(Ci,〈STAT E,Sq,appState〉)
28: end for
/* Reconfigura parâmetros da ME */
29: TORecon f igure(Sq.members)
30: end procedure
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Algoritmo 11 União de segmentos (Merge) (parte 2 de 2)
/* Código do servidor r */
1: upon SegDeliver(Cq,〈MERGE,Sq,newMembersq,mergeCountq〉) do
/* Valida pedido de união (def. de ValidCount na linha 21) */
2: if Sq.end = Sr.start ∧Cq ∈ Sq ∧ValidCount(mergeCountq,newMembersq,Sq) then
/* Calcula conjunto de membros da união */
3: newMembers← newMembersq ∪ (Sr.members∪{Ci : 〈+,Ci〉 ∈ changes})
\{Ci : 〈−,Ci〉 ∈ changes}
/* Calcula novos parâmetros do certificado */
4: newCon f Id←max{Sq.con f Id,Sr.con f Id}+1
5: newK← K(Sq)∪K(Sr)
/* Troca assinaturas com membros do segmento local */
6: newΣpartr ← ExchSigs(〈newMembers,newCon f Id,newK〉)
/* Gera certificado parcial contendo só assinaturas locais */
7: Spartr ← 〈newMembers,newCon f Id,newK,newΣpartr ,
Sq.history∪Sr.history∪{Sq,Sr}〉
/* Obtem estado parcial da aplicação */
8: appStater ← SegGetAppState(K(Sq))
/* Envia certificado e estado parciais para seg. antecessor */
9: ∀Ci ∈ Sq : SegNoti f y(Ci,〈MERGE part ,Spartr ,appStater〉)
/* Aguarda seg. antecessor terminar união */
10: wait for SegNoti f yDeliver(〈MERGE part _OK,Sq,appStateq〉)
/* Guarda certificado completo */
11: Sr ← Sq
/* Altera estado da apl. para união dos estados parciais */
12: SegSetAppState(K(Sr),〈appStateq,appStater〉)
/* Obtem estado da aplicação completo */
13: appState← SegGetAppState(K(Sr))
/* Envia estado e certificado para novos membros */
14: for all Ci ∈ Sr : 〈+,Ci〉 ∈ changes do
15: SegNoti f y(Ci,〈STAT E,Sr,appState〉)
16: end for
/* Reconfigura parâmetros da ME */
17: TORecon f igure(Sr.members)
/* Limpa pedidos de reconfiguração e changes */
18: recon fCount← /0; changes← /0
19: end if
20: end upon
/* Definição do predicado ValidCount */
21: ValidCount(mergeCountq,newMembersq,Sq),
#mergeCountq ≥ f +1∧
∀〈MERGE,Ci,Si,newMembersi〉σi ∈ mergeCountq :
Si = Sq ∧Ci ∈ Si ∧newMembersi = newMembersq
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tos se comunicam a fim de garantir a execução do procedimento; e a união
propriamente dita, na qual os segmentos trocam informações para efetivar a
união.
No início da união, os nós do segmento iniciador escolhem f + 1
nós para serem os acumuladores dos pedidos de união. Esses acumuladores
são responsáveis por invocar o segmento sucessor passando os pedidos de
união assinados como prova. O uso de f +1 nós garante que pelo menos um
é correto e vai terminar por realizar a invocação do segmento sucessor. Os
nós escolhidos para serem acumuladores são os f + 1 com identificador de
nó menor (Alg. 10, linha 2) e cada nó envia a estes um pedido de união assi-
nado (Alg. 10, linha 2). O código das linhas 4 a 18 do Algoritmo 10 somente
é executado pelos nós acumuladores. Esse código consiste em coletar (Alg.
10, linha 7), validar (Alg. 10, linha 8) e acumular os pedidos assinados no
conjunto mergeCount. Depois de obter os f +1 pedidos de união, os nós acu-
muladores realizam a invocação ordenada do segmento sucessor. O segmento
sucessor é buscado usando o overlay (Alg. 10, linha 14) e invocado passando
o conjunto de membros calculado pelo Algoritmo SegRecon f igure (Alg. 6,
linha 15) no segmento iniciador e o conjunto mergeCount (Alg. 10, linha 16).
A invocação é repetida até que uma resposta seja recebida, para lidar com
reconfigurações que possam ocorrer no segmento sucessor de maneira con-
corrente. Do lado do segmento sucessor, esses pedidos são validados (Alg.
11, linha 2) para dar início à reconfiguração a fim de poder realizar a união.
Quando o segmento sucessor recebe os pedidos de união necessários,
este inicia a união propriamente dita. Como recebe o conjunto de nós do
segmento iniciador, o segmento sucessor pode calcular o seu conjunto de
membros e determinar quais serão os nós participantes do segmento resul-
tante da união (Alg. 11, linha 3). Além disso, o segmento sucessor calcula
também o identificador e o intervalo de chaves do novo segmento (Alg. 11,
linhas 4 e 5). Essas informações, o conjunto de membros, o identificador e o
intervalo de chaves, são os dados assinados do certificado de segmento, logo
os nós do conjunto sucessor podem trocar assinaturas (Alg. 11, linha 6) e
formar um certificado parcial (Alg. 11, linha 7), isto é, que ainda precisa da
assinatura dos nós do segmento iniciador da união. Esse certificado parcial
é enviado aos nós do segmento iniciador juntamente com o estado da aplica-
ção relativo ao segmento sucessor (Alg. 11, linha 9). De sua parte, os nós
do segmento sucessor aguardam o segmento iniciador finalizar a geração do
certificado e enviar sua parte do estado (Alg. 11, linha 10).
Do lado do segmento iniciador, a união propriamente dita inicia com
os nós aguardando o recebimento do certificado parcial e do estado do seg-
mento sucessor (Alg. 10, linha 19). De posse do certificado parcial, os nós
trocam assinaturas de maneira similar ao segmento sucessor (Alg. 10, linha
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20). Com todas as assinaturas, o segmento iniciador pode montar o certificado
completo do segmento resultante da união (Alg. 10, linha 21). Na sequência,
esse certificado é enviado junto com parte do estado da aplicação novamente
ao segmento sucessor (Alg. 10, linha 23).
Nesse momento, os nós dos dois segmentos possuem o certificado e o
estado da aplicação completos, que logo na sequência repassam à aplicação
(Alg. 10, linha 24 e Alg. 11, linha 12) e enviam aos novos membros (Alg.
10, linha 27 e Alg. 11, linha 15). Depois disso, ambos segmentos alteram os
parâmetros do algoritmo de RME para terminar a máquina de estados do seg-
mento antigo e iniciar a máquina do segmento resultante da união (Alg. 10,
linha 29 e Alg. 11, linha 17). No segmento sucessor, finalmente os conjun-
tos changes e recon fCount são esvaziados uma vez que uma reconfiguração
acabou de ser executada (Alg. 11, linha 18). Isso também é executado no
segmento iniciador, porém pelo Algoritmo SegRecon f igure (linhas 20 e 21)
após o término do procedimento
3.2.4 Provas de Funcionamento dos Algoritmos
Nesta seção tratamos das provas do funcionamento correto das opera-
ções da camada de segmentação. Para tal, demonstramos que os algoritmos
das Subseções 3.2.1, 3.2.2 e 3.2.3, apresentadas anteriormente, satisfazem as
propriedades apresentadas na Seção 3.2. As provas estão associadas a teo-
remas que correspondem às propriedades do sistema, bem como lemas rela-
cionados a subpropriedades utilizadas nos teoremas. O uso de lemas divide
as provas em unidades gerenciáveis e simplifica a leitura e compreensão das
mesmas. As provas assumem que as operações das camadas inferiores, utili-
zadas nos algoritmos da camada de segmentação, satisfazem as características
descritas na Seção 3.1.
Antes de provarmos as propriedades das operações públicas da ca-
mada de segmentação, enunciamos e demonstramos uma série de lemas rela-
cionados a propriedades e invariantes das reconfigurações do sistema. Esses
lemas são essenciais para demonstrar os teoremas que serão apresentados na
sequência e estão diretamente ligados ao funcionamento interno da segmen-
tação.
O Lema 3.1 (Mesmo changes SegReconfigure), a seguir, refere-se às
alterações no conjunto changes. É importante para o funcionamento da recon-
figuração que todos os nós corretos calculem o mesmo conjunto de entradas
e saídas e, portanto, cheguem às mesmas conclusões quanto ao tipo de recon-
figuração e ao conjunto de membros dos novos segmentos.
Lema 3.1 (Mesmo changes SegReconfigure). Em toda reconfiguração, todo
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nó correto de um mesmo segmento possui o mesmo valor no conjunto
changes.
Demonstração. O conjunto changes é alterado nos seguintes pontos: (a) itens
são incluídos como resposta às chamadas SegJoin (Algoritmo 4, linha 15) e
SegLeave (Algoritmo 5, linha 10); (b) o conjunto changes é esvaziado na exe-
cução da reconfiguração (Algoritmo 6, linha 20 e Algoritmo 11, linha 18). No
caso (a), nós de um mesmo segmento executam essas alterações em resposta
a requisições ordenadas na Máquina de Estados, logo pelas propriedades de
ordenação total e acordo, todos os nós executam as mesmas alterações. No
caso (b), fica claro que no início da atividade de todo segmento, todo nó cor-
reto inicia com changes vazio. Dessa forma, em todo nó correto de todo
segmento, changes começa igual após a reconfiguração e sofre as mesmas
inclusões de pedidos de entrada e saída. Como a reconfiguração é realizada
por operações ordenadas na ME (Algoritmo 6, linha 13, Algoritmo 11, linha
1), então o conjunto changes necessariamente tem o mesmo valor em todos
os nós do segmento.
O Lema 3.2 (Início SegReconfigure), a seguir, estabelece a caracterís-
tica de que sempre que há um pedido de entrada ou saída, uma reconfigura-
ção termina por ocorrer. Isso permite demonstrar a terminação das operações
SegJoin e SegLeave.
Lema 3.2 (Início SegReconfigure). Em qualquer segmento S, se algum nó
correto possui changes 6= /0, então uma reconfiguração termina por ocorrer.
Demonstração. O temporizador Timeout(RECONF) é periódico, ou seja, es-
toura em intervalos de tempo definidos em todo nó correto. Como changes 6=
/0, o nó passa no teste do Algoritmo 6 (linha 2) (e pelo Lema 3.1 (Mesmo
changes SegReconfigure), todos os nós corretos também passam). Portanto,
se um nó correto realiza uma tentativa de reconfiguração, todos os outros nós
também terminam por fazer o mesmo. Como há pelo menos 2 f +1 nós cor-
retos, o número de tentativas é suficiente para iniciar a reconfiguração.
Lema 3.3 (Acordo SegReconfigure). Dada uma requisição de reconfigura-
ção, todo nó correto do segmento concorda quanto ao tipo de reconfiguração
(simples, divisão ou união).
Demonstração. O tipo de reconfiguração, conforme especificado no Algo-
ritmo 6 (linhas 16 a 19), depende apenas do número de nós participantes
resultante da reconfiguração, ou seja, o número de membros atuais mais as
alterações descritas no conjunto changes. Como ambos são iguais em todo
nó correto (Lema 3.1 (Mesmo changes SegReconfigure)), todo nó correto faz
a mesma decisão.
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Os Lemas 3.4 (Manutenção da Cobertura SegReconfigure) e 3.5 (Co-
bertura Total SegReconfigure), a seguir, correspondem a um invariante impor-
tante do sistema, de que, para toda chave k do overlay, sempre há exatamente
um segmento responsável por essa chave. Esse Lema é importante para pro-
var as propriedades da busca de segmentos.
Lema 3.4 (Manutenção da Cobertura SegReconfigure). Sejam Si, i ∈ [1,n],
os segmentos envolvidos em uma reconfiguração que gera os segmentos S′j,
j ∈ [1,m]: (i) se os intervalos de chaves cobertos pelos Si são adjacentes
(ou seja, sem “buracos” e não sobrepostos), então os intervalos de chaves
cobertos pelos S′j também são adjacentes; e (ii) a união dos intervalos de
chaves cobertos pelos Si é igual ao intervalo coberto pelos S′j, ou seja:
n⋃
i=1
K(Si) =
m⋃
j=1
K(S′j)
Demonstração. Pelo Lema 3.3 (Acordo SegReconfigure), todos os nós corre-
tos dos segmentos Si concordam quanto ao tipo de reconfiguração. Portanto,
há três casos a se considerar:
(a) na reconfiguração simples (Algoritmo 8), n = m = 1, ou seja, existe
apenas um segmento S1 e um segmento S′1 tais que S1 ≺ S′1. Por cons-
trução (linha 5), temos que K(S1) =K(S′1), ou seja, a cobertura se man-
tém idêntica;
(b) na divisão (Algoritmo 9), existe um segmento inicial S1 e mais de um
segmento resultante da reconfiguração, sendo S′1 = S
<,S′2 = S
>. Por
construção (linhas 4 e 5), temos que a divisão do espaço de chaves
entre os segmentos é feita de maneira que K(S1) = K(S<)∪K(S>) e
K(S<)∩K(S>) = /0, ou seja, os intervalos resultantes são adjacentes e
cobrem todo o intervalo do segmento que se dividiu;
(c) na união (Algoritmos 10 e 11), há apenas um segmento resultante S′1
e mais de um segmento inicial sendo S1 = Sq o segmento iniciador
(que executa o Alg. 10) e S2 = Sr o segmento sucessor (que executa
o Alg. 11, linhas 2 a 19). Por construção (Alg. 10, linha 14), temos
que o segmento sucessor possui intervalo adjacente ao segmento inici-
ador. Além disso, também por construção (Alg. 11, linha 5), temos que
K(S′1) = K(Sq)∪K(Sr), portanto a cobertura se mantém idêntica.
Nos três casos é possível ver que os segmentos resultantes cobrem as
mesmas chaves dos segmentos antigos e nenhuma sobreposição é criada.
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Lema 3.5 (Cobertura Total SegReconfigure). Em qualquer instante t e
para toda chave k do overlay, existe exatamente um segmento S tal que:
Active(t,S)∧ k ∈ K(S)
Demonstração. Pela Definição 3.5 (Atividade de Segmento), temos que um
segmento somente deixa de ser ativo quando este passa por uma reconfigura-
ção. Além disso, os intervalos de chaves cobertos pelos segmentos também
somente são alterados nas reconfigurações. Assim sendo, demonstramos o
lema por meio de uma indução sobre as reconfigurações do sistema, ou seja,
sobre o grafo induzido pela relação ≺.
O caso base é K(S0) = [0,kMAX ], no qual existe exatamente um seg-
mento ativo que cobre todas as chaves do overlay. Esse caso certamente
satisfaz o invariante do lema. O passo de indução é dado pelo Lema 3.4 (Ma-
nutenção da Cobertura SegReconfigure).
O Lema 3.6 (ExchSigs) prova que o procedimento de troca de assi-
naturas, utilizado para gerar novos certificados de segmento, termina sempre
que executado por todos os nós corretos usando os mesmos parâmetros e
sempre retorna f + 1 assinaturas de nós do segmento sobre os certificados
passados. Esse lema é importante para demonstrar que as reconfigurações, e
por consequência as entradas e saídas de nós, terminam e geram certificados
válidos.
Lema 3.6 (ExchSigs). Se todos os nós corretos de um segmento S executam
ExchSigs com os mesmos parâmetros, então o procedimento retorna f + 1
assinaturas geradas por nós de S para cada parâmetro passado.
Demonstração. O único ponto de espera no Algoritmo 7 é o recebimento
de f +1 assinaturas (linhas 9 a 16). Esse laço de repetição somente termina
quando f +1 assinaturas são recebidas para todos os certificados de segmento
que estão sendo assinados. Como supomos que todo nó correto executa o pro-
cedimento com os mesmos parâmetros, então todo nó correto gera assinaturas
sobre os mesmos certificados (linha 3). Da mesma forma, todo nó correto dis-
semina essas assinaturas para todos os outros nós do mesmo segmento (linha
6). Sendo assim, como os canais de comunicação são confiáveis e temos pelo
menos 2 f +1 nós corretos no segmento, fica garantido que todo nó correto re-
cebe pelo menos 2 f +1 conjuntos de assinaturas válidas sobre os certificados
de segmento assinados, o suficiente para sair do laço de repetição e terminar
o procedimento. Por construção (linha 17) as f +1 assinaturas recebidas para
cada certificado passado como parâmetro são retornadas.
Lema 3.7 (Validade de Certificados SegReconfigure). Sejam Si, i ∈ [1,n], os
segmentos envolvidos em uma reconfiguração que gera os segmentos S′j, j ∈
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[1,m]: se os certificados dos segmentos Si são válidos, então os certificados
dos segmentos S′j também são válidos.
Demonstração. A Definição 3.4 (Validade de Segmento) exige que os certi-
ficados de segmento gerados nas reconfigurações sejam assinados por f + 1
nós dos segmentos antigos (pelo menos uma assinatura de um nó correto).
Pelo Lema 3.3 (Acordo SegReconfigure), todos os nós corretos dos segmen-
tos Si concordam quanto ao tipo de reconfiguração executado. Portanto, há
três casos a se considerar:
(a) na reconfiguração simples (Algoritmo 8), os nós geram o novo certi-
ficado de segmento incluindo as assinaturas retornadas pelo procedi-
mento ExchSigs (linha 3). Certamente todo nó correto do segmento
invoca ExchSigs com os mesmos parâmetros, gerados diretamente a
partir do certificado de segmento antigo e do conjunto changes que é
igual pelo Lema 3.1 (Mesmo changes SegReconfigure). Assim sendo,
pelo Lema 3.6 (ExchSigs), temos que essas assinaturas são de fato dos
nós do segmento antigo e geradas a partir das informações do certifi-
cado novo;
(b) na divisão de segmento (Algoritmo 9) a execução é similar ao caso da
reconfiguração simples, porém mais de um certificado de segmento é
gerado. O argumento, no entanto, é o mesmo, isto é, as assinaturas
geradas com ExchSigs a partir dos mesmos parâmetros (linha 8) são
usadas na geração dos certificados (linhas 9 e 10);
(c) na união de segmentos (Algoritmos 10 no segmento iniciador e 11 no
segmento sucessor) a situação também é similar aos casos anteriores,
em que as assinaturas são geradas por ExchSigs, porém há dois pro-
cedimentos distintos e dois conjuntos de assinaturas são gerados. No
Algoritmo 11 (linha 6), os parâmetros para ExchSigs são construídos
levando em conta valores recebidos nos pedidos de união (linha 1).
Como os pedidos são ordenados, todos os nós corretos recebem os
mesmos valores. No mais, os parâmetros levam em conta o conjunto
changes e o certificado do segmento, que são iguais nos nós corretos do
segmento. Dessa forma, no Algoritmo 11 ExchSigs é invocado com os
mesmos parâmetros e gera as assinaturas corretamente. No Algoritmo
10, os parâmetros de ExchSigs são recebidos do outro segmento por
meio de SegNoti f yDeliver (linha 19. Pelas características da operação
de notificação, temos que a entrega somente é realizada se for recebida
de f +1 nós do mesmo segmento, ou seja, pelo menos um nó correto.
No Algoritmo 11 todos os nós corretos enviam a notificação a todos os
nós do segmento inciador (linha 9), o que garante o recebimento dos
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mesmos parâmetros em todos os nós. Assim sendo, o conjunto de as-
sinaturas geradas no Algoritmo 10 também contém f + 1 assinaturas
sobre o certificado correto.
Por esses três casos, temos que em todas as reconfigurações são in-
cluídas f + 1 assinaturas de nós dos segmentos antigos nos certificados de
segmento gerado. Como o lema supõe que os segmentos antigos são válidos,
então pela Definição 3.4 (Validade de Segmento) os segmentos resultantes
também são válidos.
O Lema 3.8 (Consistência SegReconfigure), a seguir, garante que to-
dos os nós corretos do mesmo segmento executam as operações sobre o
mesmo estado da aplicação, o que garante que as respostas são iguais. Esse
fato é importante para garantir que uma requisição termina corretamente.
Lema 3.8 (Consistência SegReconfigure). Em qualquer segmento ativo S:
dada uma requisição para a Máquina de Estados, todo nó correto executa
essa requisição sobre o mesmo valor do estado da aplicação e o mesmo cer-
tificado de segmento S.
Demonstração. Provamos esse teorema por meio de uma indução sobre as
requisições do sistema, da seguinte forma: o caso base é o do segmento ini-
cial, no qual todos os nós possuem o mesmo certificado de segmento e estado
inicial da aplicação (ambos cobrem todas as chaves do overlay; o passo de
indução é dado pela hipótese de que dado que todos os nós corretos de um
segmento partem de um mesmo estado e certificado, então a execução de
uma requisição ordenada qualquer leva os nós corretos a um mesmo estado
e certificado, ou seja, o invariante não é quebrado. Claramente as operações
da camada de aplicação não violam o passo de indução, uma vez que estas
não alteram o certificado de segmento e os algoritmos de RME garantem a
execução ordenada em todos os nós corretos (ou seja, a alteração do estado
é consistente em todos os nós corretos). Resta então mostrar que as opera-
ções de reconfiguração sempre geram novos segmentos nos quais todos os
nós corretos possuem o mesmo certificado e estado da aplicação.
Em todas as reconfigurações, nós corretos somente são adicionados
por meio da operação SegJoin (Algoritmo 4). Dessa forma, o certificado
de segmento e estado somente são aceitos pelos nós corretos adicionados se
f + 1 cópias idênticas são recebidas (conforme operação SegNoti f yDeliver,
Algoritmo 3, teste da linha 6). Dessa forma, para que os nós adicionados
aos segmentos possuam o mesmo certificado e estado, precisamos demonstrar
que, seja qual for o tipo de reconfiguração, os segmentos adicionados recebem
o certificado e estado corretos de f +1 nós do segmento antigo.
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Sabemos que, por conta dos algoritmos de RME, todos os nós corretos
do segmento concordam quanto à ordem de execução da requisição de recon-
figuração. Além disso, pelo Lema 3.3 (Acordo SegReconfigure) sabemos que
todos os nós corretos também concordam quanto ao tipo de reconfiguração
executado. Vamos, a seguir, verificar cada caso e mostrar que o certificado
de segmento e estado são transferidos de maneira a garantir o invariante do
lema:
• em uma reconfiguração simples (Algoritmo 8), o estado não é dividido
ou unido, nem os limites do intervalo de chaves coberto são alterados,
logo basta que o certificado e estado sejam transferidos aos nós adicio-
nados ao novo segmento. A transferência ocorre na linha 8, que ocorre
incondicionalmente no algoritmo. Assim sendo, todo nó correto do
segmento antigo envia o seu certificado e estado a todo nó adicionado
ao segmento novo. Supondo a validade do invariante para o segmento
antigo, então o certificado e estado enviados pelos nós são idênticos,
logo os nós adicionados recebem mais de f + 1 cópias do mesmo es-
tado e são notificados com SegNoti f yDeliver. Assim, todos os nós do
novo segmento partirão do mesmo estado e com o mesmo certificado
de segmento;
• em uma divisão de segmento (Algoritmo 9), o estado é dividido con-
forme os segmentos novos gerados. Tanto os nós do segmento an-
tigo quanto os nós adicionados na reconfiguração podem fazer parte
de qualquer dos segmentos novos gerados, conforme a pertinência de
seus identificadores. No Algoritmo 9, o estado é dividido conforme
os intervalos de chaves dos novos segmentos (linhas 11 e 12), e es-
ses estados são enviados, juntamente com os respectivos certificados
de segmento, a todos os nós adicionados (linhas 14 e 17). Isso garante
o recebimento do certificado e estado por todos os nós corretos adici-
onados. Na sequência, os nós corretos do segmento antigo, conforme
a pertinência de seus identificadores (teste da linha 19), alteram seus
certificados de segmento e estado para corresponder aos enviados an-
teriormente para os nós adicionados (linhas 20 e 22). Dessa forma fica
garantido que tanto nós do segmento antigo quanto nós adicionados aos
novos segmentos possuem o mesmo certificado e estado;
• em uma união de segmentos (Algoritmos 10 e 11), os estados dos seg-
mentos antigos são unidos para o segmento novo. Tanto os nós dos
segmentos antigos quanto os nós adicionados por todos os segmentos
unidos fazem parte do mesmo segmento e recebem o mesmo certifi-
cado e estado. Primeiro mostramos que os nós dos segmentos antigos
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passam a possuir o mesmo certificado e estado após a união e depois
mostramos que os nós adicionados recebem esses mesmos certificado e
estado. Os estados são trocados entre os nós dos segmentos antigos por
meio de operações SegNoti f y (Algoritmo 11, linhas 8 e 9, Algoritmo
10, linhas 22 e 23). Em todos os segmentos antigos, os estados parciais
são concatenados da mesma forma e repassados à aplicação (Algoritmo
10, linhas 24, Algoritmo 11, linha 12), ou seja, os nós dos segmentos
antigos passam a ter o mesmo estado. O certificado do segmento re-
sultante da união é gerado por um segmento (Algoritmo 10, linha 21)
e enviado aos demais segmentos juntamente com o estado parcial (Al-
goritmo 10, linha 23). Nos demais segmentos antigos, o certificado do
novo segmento é recebido e armazenado (Algoritmo 11, linhas 10 e
11). Assim sendo, os nós dos segmentos antigos passam a ter o mesmo
estado e mesmo certificado de segmento. Quanto aos nós adicionados,
cada segmento antigo age independentemente, pois os nós adicionados
aguardam resposta dos segmentos específicos aos quais requisitaram a
entrada. Os segmentos antigos enviam o estado e certificado de seg-
mento que foi trocado durante a união, que mostramos ser o mesmo
para todos (Algoritmo 10, linha 27 e Algoritmo 11, linha 15). Assim
sendo, todos os nós corretos, tanto dos segmentos antigos quanto adi-
cionados, iniciam no novo segmento com o mesmo estado e certificado
de segmento.
Conforme mostrado nos casos acima, seja qual for o tipo de reconfi-
guração, o invariante do lema é mantido.
O Lema 3.9 (Terminação SegReconfigure) garante que toda reconfigu-
ração termina e é essencial para demonstrar que nós sempre conseguem entrar
e sair do sistema, já que esses eventos ocorrem no término de reconfigurações.
Lema 3.9 (Terminação SegReconfigure). Toda reconfiguração iniciada ter-
mina em todo nó correto.
Demonstração. A reconfiguração de um segmento pode ser iniciada por dois
eventos distintos: (i) pelo estouro do temporizador RECONF nos nós do pró-
prio segmento ou (ii) por um pedido de união do segmento antecessor. No
caso (i), a reconfiguração propriamente dita inicia quando f + 1 nós enviam
a mensagem com rótulo T RY _RECONF , o que leva à ordenação da mensa-
gem RECONF na ME. Como o temporizador acaba por estourar em todo nó
correto, pelas propriedades da RME, sabemos que todo nó correto acaba por
executa o código associado à reconfiguração (Algoritmo 6, linhas 13 a 23).
No Algoritmo 6, dentro da reconfiguração não há nenhuma instrução bloque-
ante, logo se a operação não terminar deve ser por conta de alguma instrução
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nos sub procedimentos (a) SimpleRecon f ig, (b) Split ou (c) Merge. A partir
do Lema 3.3 (Acordo SegReconfigure), sabemos que todo nó correto con-
corda quanto ao sub procedimento de reconfiguração que deve ser executado.
Analisamos, a seguir, cada uma das possibilidades:
(a) na reconfiguração simples (Algoritmo 8), o único ponto de espera no
qual seria possível bloquear a terminação da reconfiguração simples
é a troca de assinaturas (linha 3). Todo nó correto calcula o mesmo
newMembers, bem como o mesmo identificador (linha 2) e intervalo de
chaves, uma vez que derivam esses parâmetros do mesmo certificado
de segmento antigo. Desse modo, temos que a troca de assinaturas será
invocada em todo nó correto com os mesmos parâmetros e pelo Lema
3.6 (ExchSigs) fica garantido o término da reconfiguração;
(b) a divisão de segmentos (Algoritmo 9) apresenta característica similar à
reconfiguração simples, ou seja, somente a troca de assinaturas (linha 8
seria capaz de bloquear indefinidamente a reconfiguração, porém pelo
mesmo motivo do caso (a) os parâmetros calculados dos certificados de
segmento gerados são os mesmos e a troca de assinaturas termina;
(c) a diferença da união (Algoritmo 10) com relação aos casos anteriores
está no fato de a união envolver a comunicação com a máquina de es-
tados do segmento sucessor. Dessa forma, o término da união depende
da evolução de duas MEs comunicantes. Este caso (c) será tratado no
parágrafo abaixo juntamente com o caso (ii) no qual a reconfiguração
é iniciada por um pedido de união.
O segmento que inicia o procedimento da união (caso (i.c)) é chamado
de segmento iniciador. O segmento ao qual o segmento iniciador se une
(caso (ii)) é denominado segmento sucessor. A seguir, dividimos a prova
de que uma reconfiguração de união termina em duas etapas: (1) primeiro
provamos que algum segmento sucessor de fato aceita o pedido do segmento
iniciador; (2) depois provamos que os segmentos se comunicam de maneira a
garantir que ambos terminam seus procedimentos:
(1) precisamos provar que algum segmento ativo, sucessor do segmento
iniciador, acaba por realizar a união, o que ocorre, segundo o Algo-
ritmo 11 (linha 2), quando os nós do segmento recebem uma requi-
sição contendo f + 1 pedidos de união válidos. Os nós do segmento
iniciador começam o procedimento Merge (Algoritmo 10) enviando os
pedidos de união aos f +1 nós com identificador menor no segmento,
denominados de nós acumuladores (linhas 2 e 3). Esses pedidos são
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validados e acumulados pelos nós acumuladores. Ao receber f +1 pe-
didos válidos, os nós acumuladores buscam e invocam o segmento su-
cessor (linhas 13 a 17). Nessa invocação, os nós acumuladores passam
na requisição o conjunto de novos membros calculados para a recon-
figuração. Nos passos anteriores desta prova mostramos que todos os
nós corretos calculam o mesmo conjunto, logo fica garantido que os
pedidos de união válidos serão todos idênticos. Como são escolhidos
f +1 nós acumuladores, fica assegurado que pelo menos um é correto
e realiza a invocação ao segmento sucessor. O laço de repetição execu-
tado pelos nós acumuladores, juntamente com o Lema 3.5 (Cobertura
Total SegReconfigure) e os Teoremas 3.17 (Terminação SegRequest) e
3.18 (Segmento Inativo SegRequest), garante que em algum momento
o segmento sucessor recebe uma requisição contendo os pedidos de
união assinados. No segmento sucessor (Algoritmo 11), o conjunto de
pedidos mergeCount é verificado para garantir que foi gerado por nós
de um segmento válido (linha 2). Como o conjunto mergeCount possui
f + 1 pedidos válidos, a validação passa e o segmento sucessor entra
na união propriamente dita;
(2) após enviar o pedido de união a algum segmento sucessor, todos os
nós corretos do segmento iniciador passam a aguardar uma notificação
do segmento sucessor contendo o estado e certificado parciais (Algo-
ritmo 10, linha 19). Essa notificação é enviada pelos nós do segmento
sucessor após a geração dos parâmetros do certificado, troca de assi-
naturas e obtenção do estado (Algoritmo 11, linha 9). Pelos mesmos
argumentos dos passos anteriores desta prova, a terminação da troca de
assinaturas é garantida. Assim sendo, o segmento iniciador acaba por
receber a notificação com o certificado parcial. Na sequência, a espera
se inverte e o segmento sucessor passa a aguardar uma notificação do
segmento iniciador contendo o estado parcial da aplicação e o certifi-
cado completo do segmento resultante da união (Algoritmo 11, linha
10). O segmento iniciador, logo após receber o certificado parcial, rea-
liza a troca de assinaturas (que também termina pelos mesmos motivos
já expostos acima), monta o certificado de segmento completo, obtém
o estado da aplicação e envia a notificação com o certificado gerado
(Algoritmo 10, linha 23). Dessa forma, o segmento sucessor acaba por
receber a notificação com o certificado completo. Depois disso, não há
mais nenhum ponto de bloqueio e a terminação da união está garantida.
O Lema 3.10 (Reconfigurações Finitas SegReconfigure), a seguir, está
relacionado à premissa de que o número de entradas e saídas do sistema é
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finito. Provamos que, dada essa premissa, o número de reconfigurações do
sistema também é finito. Esse Lema será usado para demonstrar propriedades
de terminação da busca e invocação de segmentos.
Lema 3.10 (Reconfigurações Finitas SegReconfigure). O número de reconfi-
gurações do sistema é finito.
Demonstração. Assumimos que o número de entradas e saídas do sistema é
finito. Portanto, o número de chamadas a SegJoin e SegLeave é finito. Conse-
quentemente, após a reconfiguração executada após a última entrada ou saída,
o Algoritmo 6 esvazia o conjunto changes (linha 20) e este permanece vazio
em todo nó correto do sistema, pois somente uma chamada SegJoin (Algo-
ritmo 4, linha 15) ou SegLeave (Algoritmo 5, linha 10) pode provocar uma
inclusão nesse conjunto. Nenhum nó correto inicia uma reconfiguração se o
conjunto changes for vazio no momento em que o temporizador de reconfigu-
rações estoura, conforme o teste da linha 2. Por fim, nenhum nó correto pode
receber mais de f tentativas de reconfiguração, portanto nenhum nó correto
invoca a máquina de estados para enviar um pedido de reconfiguração (linhas
8 a 10). Mesmo que um nó malicioso execute a linha 9, a chamada não pode
ter as f +1 tentativas assinadas e não passa no teste da linha 14. Outro ponto
no qual uma reconfiguração pode ser iniciada é uma invocação a um segmento
pedindo uma união de segmentos, no entanto f + 1 pedidos são necessários
para provocar a união (Alg. 11, linha 2), ou seja, o segmento predecessor
deve ter executado SegRecon f igure, o que é impossível segundo o argumento
anterior.
O Lema 3.11 (Monotonicidade con f Id SegReconfigure), a seguir, ga-
rante que é possível utilizar o atributo con f Id dos certificados de segmento
para verificar a antiguidade do mesmo. Esse Lema é citado como parte da
demonstração do teorema relativo à tentativa de invocação de um segmento
inativo, apresentado mais abaixo.
Lema 3.11 (Monotonicidade con f Id SegReconfigure). Para quaisquer seg-
mentos S e S′ válidos, se S≺ S′, então S′.con f Id > S.con f Id.
Demonstração. A prova se dá por construção, pela forma como o valor de
con f Id é gerado para os novos certificados de segmento. Na reconfiguração
simples (Algoritmo 8), o con f Id é simplesmente incrementado (linha 2). O
mesmo ocorre na divisão de segmentos (Algoritmo 9), porém são dois seg-
mentos gerados (linha 6). Na união de segmentos (Algoritmo 10), o novo
con f Id é o sucessor do maior con f Id dentre os segmentos unidos (linha
4).
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O Lema 3.12 (Acordo TORecon f igure SegReconfigure), a seguir, ga-
rante que nós corretos sempre implantam a mesma visão ao final de reconfi-
gurações, isto é, nós corretos concordam quanto à composição da máquina de
estados dos segmentos resultantes de uma reconfiguração.
Lema 3.12 (Acordo TORecon f igure SegReconfigure). Se um nó correto p
executa TORecon f igure(P) para um conjunto P de certificados de nó, então
Cp ∈ P e todo nó correto i, tal que Ci ∈ P, também termina por executar
TORecon f igure(P), para o mesmo conjunto P.
Demonstração. A primitiva TORecon f igure somente é chamada pelos nós
quando ocorre uma reconfiguração ou quando entram em algum segmento
(pela operação SegJoin). Precisamos demonstrar que em qualquer reconfigu-
ração, todos os nós corretos que participam dos segmentos gerados executam
TORecon f igure com o mesmo conjunto. Por construção, seja qual for o tipo
de reconfiguração, em qualquer nó correto, a primitiva TORecon f igure é in-
vocada passando o conjunto de membros indicado no certificado de segmento
recém gerado ou recebido (Algoritmo 4, linhas 9 e 12; Algoritmo 8, linhas 5 e
10; Algoritmo 9, linhas 20, 22 e 24; Algoritmo 10, linhas 21 e 29; e Algoritmo
11, linhas 11 e 17). Pela prova do Lema 3.8 (Consistência SegReconfigure),
demonstramos que ao final da reconfiguração todos os nós corretos do mesmo
segmento gerado (inclusive nós recém adicionados) possuem o mesmo cer-
tificado, o que implica que a chamada TORecon f igure é realizada com os
mesmos conjuntos de membros.
O Teorema 3.13 (Consistência do Estado), a seguir, corresponde à Pro-
priedade 3.10 (Consistência do Estado) do sistema e está relacionado ao fun-
cionamento correto da operação SegRecon f igure, em especial a transferência
de estado dos segmentos antigos aos segmentos novos.
Teorema 3.13 (Consistência do Estado). Sejam Si, i ∈ [1,n], os segmentos
envolvidos em uma reconfiguração que gera os segmentos S′j, j ∈ [1,m]: se
appState é a união dos estados armazenados nos segmentos Si imediata-
mente antes da reconfiguração iniciar e appState′ é a união dos estados ar-
mazenados em S′j imediatamente após o término da reconfiguração, então
appState = appState′.
Demonstração. Precisamos demonstrar que em toda reconfiguração o estado
da aplicação nos segmentos novos é igual ao estado nos segmentos antigos.
Pelo Lema 3.3 (Acordo SegReconfigure), todos os nós corretos dos segmen-
tos Si concordam quanto ao tipo de reconfiguração. Portanto, há três casos a
se considerar:
(a) na reconfiguração simples (Algoritmo 8), não ocorre alteração dos li-
mites do intervalo de chaves do segmento. Por construção, o algoritmo
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não altera o estado nos nós do segmento antigo e envia o mesmo estado
aos nós adicionados (linhas 6 e 8). Dessa forma, o estado no segmento
antigo antigo é idêntico ao estado no segmento novo;
(b) na divisão de segmento (Algoritmo 9), o estado é dividido para cada
segmento gerado a partir da divisão (linhas 11 e 11). Por construção,
as partes do estado obtidas são enviadas aos nós adicionados (linhas
14 e 17) e armazenados pelos nós do segmento antigo (linhas 20 e
22). Pelo Lema 3.4 (Manutenção da Cobertura SegReconfigure), os
intervalos de chaves dos segmentos gerados são adjacentes e cobrem
as mesmas chaves do segmento antigo. Como os estados são divididos
com base nos certificados de segmento gerados, a união dos estados dos
segmentos resultantes da divisão é igual ao estado do segmento antigo;
(c) na união de segmentos (Algoritmos 10 e 11), os estados da aplicação
nos segmentos antigos é unido no segmento resultante. Por construção,
o estado completo de cada segmento antigo é obtido (Alg. 10, linha
22, Alg. 11, linha 8) e transferido para o segmento adjacente (Alg.
10, linha 9, Alg. 11, linha 23). Em cada segmento antigo, as partes
do estado são unidas (Alg. 10, linha 24, Alg. 11, linha 12) e a união
resultante é enviada aos nós adicionados na reconfiguração (Alg. 10,
linhas 25 e 27, Alg. 11, linhas 13 e 15). Dessa forma, fica demonstrado
que o estado do segmento resultante da união é a união dos estados dos
segmentos antigos.
O funcionamento das operações SegFind e SegRequest está relacio-
nado ao funcionamento das camadas de overlay e suporte a replicação, res-
pectivamente. Vale notar que o overlay apresentado na seção 3.1.1 garante
entrega das mensagens com alta probabilidade, no entanto pode ocorrer a
perda de uma mensagem caso as rotas utilizadas não sejam suficientemente
disjuntas por conta da estrutura do overlay. Para simplificar o algoritmo,
assumimos que a probabilidade de entrega é 1, no entanto na Seção 3.3 discu-
timos um mecanismo simples para lidar com esse problema. O teorema 3.14
(SegFind), à seguir, corresponde à Propriedade 3.3 (SegFind) do sistema.
Teorema 3.14 (SegFind). Se um nó correto p executa SegFind(k,k′), esta
operação acaba por retornar (por meio de notificações SegFindOk(S)) um
conjunto S de certificados de segmento válidos e que cobrem totalmente o
intervalo de chaves buscado, isto é:
(∀S ∈ S : Valid(S))∧ [k,k′]⊆
⋃
S∈S
K(S)
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Demonstração. O conjunto S contém os certificados notificados com
SegFindOk. Como o teste da linha 7 (Algoritmo 1) envolve a chamada da
notificação (linha 11), temos que somente certificados de segmento que pas-
sam pela verificação Valid(S) são retornados, o que demonstra a primeira
parte do teorema.
Para provar a segunda parte, com relação à cobertura das chaves busca-
das, primeiramente verificamos que, segundo a linha 4, a mensagem de busca
certamente chegará nos nós próximos à primeira chave do intervalo (k), visto
que é a chave para qual a mensagem é endereçada. De acordo com o Lema
3.5 (Cobertura Total SegReconfigure), sempre existe um segmento responsá-
vel por k. Pela escolha dos parâmetros corretos do overlay (principalmente o
tamanho do grupo de entrega) é possível garantir que pelo menos 2 f +1 nós
desse segmento receberão a mensagem. Destes 2 f +1 nós, pelo menos f +1
são corretos e, por sua vez, segundo a linha 17, enviam o certificado ao cli-
ente. Segundo o Lema 3.7 (Validade de Certificados SegReconfigure), todo
nó correto possui um certificado de segmento válido e pelo Lema 3.8 (Consis-
tência SegReconfigure) todos os nós corretos do mesmo segmento possuem
o mesmo certificado de segmento. No lado do cliente, todo segmento válido
recebido por f +1 nós é notificado (linha 11), logo, é garantida a notificação
do segmento que cobre a primeira chave do intervalo de busca. Para os de-
mais segmentos, basta verificar que os nós corretos que respondem à busca,
em seguida (linha 18) testam se seu certificado de segmento cobre o fim da
busca, caso contrário a requisição de busca é repassada para os segmentos
subsequentes, utilizando novamente o overlay (linha 19), a fim de completar
o intervalo [k,k′]. A sequência se dá de maneira idêntica ao primeiro seg-
mento.
O Teorema 3.15 (Reconfigurações Finitas SegFind), a seguir, corres-
ponde à Propriedade 3.4 (Reconfigurações Finitas SegFind) do sistema.
Teorema 3.15 (Reconfigurações Finitas SegFind). Existe um instante t tal
que toda chamada SegFind(k,k′) executada por um nó correto p em t ′ ≥ t
retorna um conjunto de certificados que permanecem ativos indefinidamente,
ou seja:
∀t ′′ ≥ t ′,S ∈ S : Active(t ′′,S)
Demonstração. Conforme enunciado no modelo de sistema (seção 3.1), as-
sumimos que o número de entradas e saídas de nós do sistema é finito. Por
meio dessa premissa, o Lema 3.10 (Reconfigurações Finitas SegReconfigure)
garante que o número de reconfigurações de segmentos é finito. Seja t o ins-
tante do término da última reconfiguração. A partir de t, todo segmento ativo
permanece ativo indefinidamente. Pelo Algoritmo 1 (linha 17), temos que
certificados corretos enviam certificados de segmentos atuais, ou seja, ativos
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no instante da busca. Logo, para toda busca inciada em t ′ ≥ t, os certificados
retornados são de segmentos que permanecem ativos indefinidamente.
O Teorema 3.16 (SegRequest), a seguir, corresponde às Proprieda-
des 3.5 (Validade SegRequest), 3.6 (Acordo SegRequest) e 3.7 (Ordenação
SegRequest) do sistema.
Teorema 3.16 (SegRequest). As operações SegRequest e SegDeliver apre-
sentam as Propriedades 3.5 (Validade SegRequest), 3.6 (Acordo SegRequest)
e 3.7 (Ordenação SegRequest).
Demonstração. Pelo Algoritmo 2 (linha 5) temos que a chamada
SegRequest(S,req) implica em uma chamada TOMulticast que envia req.
Da mesma forma, a chamada SegDeliver é resultado de uma notificação
TODeliver (linha 19). Dessa forma, as propriedades acima são garantidas
pelas propriedades do algoritmo de RME utilizado na camada de suporte à
replicação.
O Teorema 3.17 (Terminação SegRequest), a seguir, corresponde à
Propriedade 3.8 (Terminação SegRequest) do sistema.
Teorema 3.17 (Terminação SegRequest). Seja p um nó correto. Existe
um instante t tal que, se Sq é um segmento obtido por uma chamada
SegFind(k,k′) executada em t ′≥ t, então uma requisição SegRequest(Sq,req)
executada por p acaba por ser entregue por meio de SegDeliver(Cp,req) em
todo nó correto de Sq.
Demonstração. Segundo o Teorema 3.15 (Reconfigurações Finitas SegFind),
existe um instante t a partir do qual toda chamada SegFind retorna somente
segmentos ativos. Se um segmento Sq permanece ativo, então uma chamada
SegRequest a Sq, segundo o Algoritmo 2, provoca uma chamada TOMulticast
(linha 5) que certamente será entregue com TODeliver, uma vez que a má-
quina de estados correspondente não é mais reconfigurada. Além disso, a
mesma requisição leva o valor de con f Id de Sq, que passa na verificação do
Algoritmo 2 (linha 18). Dessa forma fica garantida a entrega, com SegDeliver
(linha 19), de toda requisição realizada após o instante t.
O Teorema 3.18 (Segmento Inativo SegRequest), a seguir, corresponde
à Propriedade 3.9 (Segmento Inativo SegRequest) do sistema.
Teorema 3.18 (Segmento Inativo SegRequest). Seja p um nó com certi-
ficado Cp. Se p executa SegRequest(Sq,req) no instante t e Sq não está
ativo nesse instante (¬Active(t,Sq)), então nenhum nó correto de Sq executa
SegDeliver(Cp,req).
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Demonstração. Pelo Algoritmo 2 (linha 3), o valor de knownId é igual ao
identificador de configuração do certificado Sq invocado. Pelo Lema 3.11
(Monotonicidade con f Id SegReconfigure), sempre que um segmento recon-
figura, o identificador de configuração do novo segmento é superior ao seg-
mento antigo. Dessa forma, se um cliente realiza uma invocação a um seg-
mento inativo, o valor de knownId utilizado é inferior ao con f Id do segmento
ativo. Essa característica, juntamente com o teste do Algoritmo 2 (linha 18)
garante que nós corretos não entregam requisições enviadas para segmentos
antigos (inativos).
As operações SegJoin e SegLeave são baseadas nas operações SegFind
e SegRequest, compostas de forma que a entrada e saída sejam executadas,
com ordenação total, nos segmentos que correspondem corretamente ao iden-
tificador do nó tentando entrar ou sair. A prova das propriedades de SegJoin
e SegLeave, portanto, dependem das propriedades provadas para SegFind e
SegRequest.
O Lema 3.19 (Garantia Entrada SegReconfigure) garante que se um
pedido de entrada foi registrado, o nó acabará por fazer parte de algum seg-
mento. É uma das características cruciais de SegJoin.
Lema 3.19 (Garantia Entrada SegReconfigure). Se em algum nó correto de
um segmento ativo Sq temos que 〈+,Cp〉 ∈ changes, então p será membro de
algum segmento resultante da reconfiguração de Sq.
Demonstração. Pelo Lema 3.1 (Mesmo changes SegReconfigure), sabemos
que 〈+,Cp〉 ∈ changes em todo nó correto de Sq. Pelos Lemas 3.2 (Início
SegReconfigure) e 3.9 (Terminação SegReconfigure), sabemos também que
uma reconfiguração inicia e termina em Sq. Por construção, no Algoritmo 6
(linha 15) estabelece que Cp ∈ newMembers. Sejam quais for os segmentos
resultantes da reconfiguração, todos os nós contidos em newMembers passam
a participar de algum desses segmentos. Isso pode ser visto no Algoritmo 8
(linha 5), no Algoritmo 9 (linhas 2, 3, 9 e 10) e no Algoritmo 11 (linhas 3 e
7). Pelos Lemas 3.12 (Acordo TORecon f igure SegReconfigure) e 3.8 (Con-
sistência SegReconfigure) temos que Cp configura a ME da mesma forma que
os demais nós do novo segmento e executa com o mesmo estado da aplicação
e mesmo certificado de segmento.
O Teorema 3.20 (SegJoin), a seguir, corresponde à Propriedade 3.1
(SegJoin) do sistema.
Teorema 3.20 (SegJoin). Seja p um nó correto com certificado Cp, se p exe-
cuta SegJoin(Cp) em um instante t, então há um instante t ′ ≥ t no qual existe
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um segmento Sp ativo que contém p como membro, ou seja:
∃Sp : Active(t ′,Sp)∧Cp.id ∈ K(Sp)∧Cp ∈ Sp.members
Demonstração. O Teorema 3.14 (SegFind) garante que a busca do Algoritmo
4 (linha 5) retorna um segmento responsável pelo identificador Cp.id. Além
disso, o laço de repetição das linhas 4 a 8, juntamente com os Teoremas 3.17
(Terminação SegRequest) e 3.18 (Segmento Inativo SegRequest), garantem
que em algum momento a requisição é enviada a um segmento ativo. Por
consequência, o pedido de entrada termina por ser entregue em todos os nós
corretos de um segmento ativo responsável pelo identificador de p. Essa en-
trega resulta no registro de p no conjunto changes dos nós corretos (linha 15)
e, conforme os Lemas 3.2 (Início SegReconfigure) e 3.19 (Garantia Entrada
SegReconfigure), uma reconfiguração termina por ocorrer e incluir p no novo
segmento.
De forma similar ao Lema 3.19 (Garantia Entrada SegReconfigure)
com relação à entrada de nós, o Lema 3.21 (Garantia Saída SegReconfigure)
demonstra que se um pedido de saída é registrado nos nós corretos do seg-
mento, então o nó acabará por não fazer parte de nenhum segmento.
Lema 3.21 (Garantia Saída SegReconfigure). Se em algum nó correto de um
segmento ativo Sq temos que 〈−,Cp〉 ∈ changes, então p não será membro de
nenhum segmento resultante da reconfiguração de Sq.
Demonstração. A prova é bastante similar ao Lema 3.19 (Garantia Entrada
SegReconfigure), com a diferença de que no Algoritmo 8 (linha 15) fica evi-
dente que Cq 6∈ newMembers.
O Teorema 3.22 (SegLeave), a seguir, corresponde à Propriedade 3.2
(SegLeave) do sistema.
Teorema 3.22 (SegLeave). Sejam p um nó correto com certificado Cp e Sp
um segmento válido tal que Cp ∈ Sp.members e Active(t,Sp) para um instante
t. Se p executa SegLeave(Cp) em t, então há um instante t ′ ≥ t no qual Sp
deixa de ser ativo e nenhum segmento derivado da reconfiguração do mesmo
contém p como membro, isto é:
¬Active(t ′,Sp)∧∀S′ : Sp ≺ S′→Cp 6∈ S′.members
Demonstração. De maneira similar à prova do Teorema 3.20 (SegJoin), no
Algoritmo 5 também apresenta um laço onde é realizada uma invocação ao
segmento do próprio nó p. Apesar de ser o próprio segmento de p, e a busca
não ser necessária, ainda podem ocorrer reconfigurações concorrentemente à
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operação SegLeave, tornando o segmento utilizado na requisição obsoleto. O
laço utilizado, juntamente com os Teoremas 3.17 (Terminação SegRequest)
e 3.18 (Segmento Inativo SegRequest), garante que haverá algum instante no
qual o pedido de saída será recebido por todos os nós do segmento. Essa
entrega implica no registro do pedido de saída no conjunto changes (linha
10) e, segundo os Lemas 3.2 (Início SegReconfigure) e 3.21 (Garantia Saída
SegReconfigure), acabará por ocorrer uma reconfiguração que excluirá p dos
novos segmentos gerados.
3.3 DISCUSSÃO SOBRE A CAMADA DE SEGMENTAÇÃO
A camada de segmentação tem a função de permitir o uso eficiente de
algoritmos de suporte à RME (Replicação Máquina de Estado) em ambientes
de larga escala. Normalmente esses algoritmos possuem custo quadrático em
função do número de participantes, o que torna pouco escalável e bastante
custosa sua aplicação direta em redes P2P. Com a solução proposta neste tra-
balho, é possível prover confiabilidade e tolerância a intrusões para aplicações
executando sobre redes P2P de grande porte, uma vez que que as técnicas de
RME são aplicadas a um número de nós independente do crescimento do
sistema. Apesar disso, a infraestrutura proposta apresenta custos adicionais
próprios, principalmente com a necessidade de tratar entradas e saídas de nós,
bem como a consequente reconfiguração das MEs.
A operação SegFind consiste de uma simples busca no overlay por um
intervalo de chaves. O Algoritmo 1 descreve uma busca recursiva, na qual
segmentos adicionais são buscados apenas depois que o segmento anterior é
encontrado. Para grandes intervalos de chaves, é possível dividir os mesmos
e realizar buscas em paralelo nos correspondentes subintervalos, porém um
número grande de buscas paralelas pode levar a redundância, isto é, múltiplas
buscas podem chegar ao mesmo segmento. A terminação da operação está
ligada à garantia de entrega de mensagens provida pela camada de overlay.
Como o overlay utilizado é probabilista, existe uma pequena chance da ope-
ração SegFind ficar bloqueada aguardando respostas porque o overlay falhou.
Uma solução simples seria usar um temporizador que levaria à repetição da
busca.
Outro aspecto importante da operação SegFind é a verificação, por
meio do histórico de segmentos, da validade dos certificados de segmento
recebidos na busca. Essa verificação pode implicar em um alto custo, uma
vez que o histórico é um conjunto de segmentos que aumenta à medida que
o sistema evolui. Uma otimização que diminui o custo de processamento
consiste em manter em cada nó um cache de certificados válidos. Toda vez
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que um certificado é validado, por meio da verificação das assinaturas, este
é adicionado ao cache. Validações subsequentes do mesmo certificado não
precisariam verificar as assinaturas, uma vez que este estaria presente no ca-
che. Essa otimização tem um efeito importante, pois quanto mais antigo é um
segmento, maior a probabilidade de ser compartilhado por vários históricos
de segmentos mais atuais. Para reduzir o custo de transmissão, ao realizar
uma busca, um nó pode enviar na requisição certificados de segmento conti-
dos no cache local que interseccionam com o intervalo de chaves procurado.
Caso os certificados enviados façam parte do histórico dos segmentos requi-
sitados, os nós que responderem a requisição podem podar os históricos de
certificados que atendem a demanda. Ou seja, os históricos não precisam ser
enviados completos para as validações. São excluídos dos históricos todos os
certificados anteriores aos certificados enviados na requisição de busca.
A operação SegRequest apresenta apenas o custo de uma invocação
da RME, uma vez que o certificado de segmento contém os endereços dos
nós correspondentes. Pode ocorrer, no entanto, que o certificado usado no
momento da invocação esteja ultrapassado por conta de uma reconfiguração
no segmento invocado. Nesse caso, os nós não responderão à requisição,
e faz-se o uso de um temporizador para retirar o cliente da espera. Pode
ocorrer de o temporizador estourar por causa de um atraso na rede e não por
conta da reconfiguração do segmento e a repetição da invocação provocará
uma execução dupla da requisição. Cabe à aplicação buscar novamente o
certificado com SegFind, bem como garantir a idempotência das operações,
por exemplo, com uso de nonces.
A repetição da requisição, por si só, não garante que esta será entre-
gue nos nós corretos. É possível, graças ao assincronismo do sistema, que
o tempo entre o recebimento do resultado da busca, no cliente, e o recebi-
mento da requisição, nos nós servidores, seja sempre superior ao tempo entre
as reconfigurações nos segmentos buscados. Neste caso, a requisição sempre
ocorre com certificados de segmento obsoletos. Apesar de ser possível es-
colher um valor para o tempo entre as reconfigurações que diminua bastante
a probabilidade dessa situação, para dar total garantia é preciso assumir um
certo limite no dinamismo do sistema. É preciso assumir que apenas um nú-
mero finito de reconfigurações (portanto, de entradas e saídas) pode concorrer
com qualquer operação da aplicação. No entanto, assim como em outros tra-
balhos da literatura (AGUILERA et al., 2009), assumimos uma premissa mais
simples, porém mais forte, a fim de simplificar as demonstrações das proprie-
dades do sistema. Essa premissa é a de que o número total de reconfigurações
(portanto, de entradas e saídas de nós) do sistema é finito.
A operação SegJoin faz uso das operações SegFind e SegRequest em
um laço de repetição similar ao que seria usado na camada de aplicação.
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Dessa forma, também depende da premissa descrita acima para terminar. A
operação SegLeave é direcionada diretamente ao próprio segmento do nó cli-
ente, ou seja, não é possível que o certificado de segmento seja antigo em nós
corretos. Uma limitação dessa operação é que nós corretos precisam aguar-
dar a próxima reconfiguração para saírem do sistema. Isso é necessário para
que as requisições à ME, bem como a assinatura do próximo certificado e a
transferência do estado da aplicação possam sempre ocorrer corretamente.
A operação SegRecon f igure é a que apresenta o maior custo de toda
a camada de segmentação por conta da necessidade de união e divisão de
segmentos. No caso de uma reconfiguração simples (sem divisão nem união)
há uma rodada de disseminação de assinaturas e depois a transferência de
estado para os segmentos novos. No caso de divisão de segmento são duas
assinaturas, porém o custo de mensagens é o mesmo e a transferência de
estado é igualmente simples. A união, no entanto, é muito mais custosa, uma
vez que envolve a invocação de outro segmento e a transferência de estado
ocorre também entre os membros dos segmentos antigos antes desse estado
ser enviado aos novos membros.
Os algoritmos de reconfiguração propostos na seção 3.2.3 apresentam
algumas limitações com relação a cenários extremos com muitas entradas ou
muitas saídas de nós simultâneas em regiões próximas do overlay. Se entre
duas reconfigurações, o número de entradas de nó em um mesmo segmento
for muito grande, pode ocorrer de a divisão resultar em dois segmentos ainda
com número muito alto de nós. O Algoritmo 9, por simplicidade, assume que
essa situação não ocorrerá, porém não é difícil alterar o mesmo algoritmo de
forma que mais de dois segmentos sejam resultado da divisão: se o número de
nós n = #newMembers (linha 1) for tal que m×nMIN ≤ n < (m+1)×nMIN ,
para algum inteiro m ≥ 2, divide-se o conjunto newMembers em m subcon-
juntos de nós com identificador contíguo com pelo menos nMIN nós cada; o
cálculo dos demais atributos dos segmentos, bem como a transferência do es-
tado, ocorrem de maneira similar ao algoritmo atual, apenas com um número
maior de segmentos. Essa alteração não aumenta o número de rodadas na
execução do algoritmo, elevando o custo de maneira relevante apenas com
relação ao número de assinaturas geradas.
Assim como muitos nós podem entrar em um mesmo segmento, mui-
tos nós podem sair de segmentos vizinhos em um pequeno intervalo de tempo,
de forma que a união de dois segmentos seja insuficiente para atingir o nú-
mero de membros necessário para a execução dos algoritmos de RME. Mais
uma vez, o Algoritmo 10 não lida com essa situação, porém é possível tornar
o algoritmo recursivo, de forma que os próximos segmentos do overlay são
unidos até que o número mínimo de nós seja atingido. Nesse caso, no entanto,
diferente da divisão, são necessárias mais rodadas de comunicação pois mais
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segmentos precisam ser contactados e reconfigurados.
Uma outra situação, também não tratada nos algoritmos por questão
de simplicidade, é a seguinte: ao mesmo tempo que muitos nós saem de um
segmento S, muitos nós entram no segmento sucessor S′, de maneira que S
faz um pedido de união com S′, porém o conjunto de membros resultantes
da união é maior que nMAX . Nesse caso, a união deve incluir juntamente a
lógica da divisão, de forma que mais de um segmento são resultantes da união.
Por fim, em certos padrões de entradas e saídas extremos, poderia ocorrer
combinação dessas situações, por exemplo, dois segmentos sequencias com
tamanho reduzido acabam por tentar se unir com um terceiro com grande
número de entradas de maneira que resultam da união três segmentos.
O alto custo da união de segmentos resulta, em grande parte, da co-
municação e coordenação de duas máquinas de estados independentes. Para
lidar com esse problema, neste trabalho utilizamos uma estratégia simples,
acumulando pedidos de união em um subconjunto de f + 1 nós, denomina-
dos de nós acumuladores, que realiza uma invocação ordenada ao segmento
sucessor no overlay passando os pedidos acumulados como prova da validade
da requisição de união. O uso de f + 1 nós acumuladores garante que pelo
menos um realiza a invocação ao segmento sucessor, porém também implica
que pode haver mais de uma invocação para o mesmo pedido de união. Não
há risco de reexecução da união, no entanto, uma vez que ao ordenar uma
das requisições, a união é realizada e a RME é reconfigurada, descartando
requisições enviadas para o segmento antigo.
A Tabela 2 apresenta aproximações (assintóticas) dos custos de men-
sagens e de rodadas relativos às operações da camada de segmentação em
situações típicas, sem levar em conta as otimizações descritas nesta seção.
Os valores são derivados dos algoritmos das Seções 3.2.1, 3.2.2 e 3.2.3 e as-
sumem que NSeg = O( f ) é o número médio de nós por segmento, KSeg é o
tamanho médio do intervalo de chaves dos segmentos, o custo da invocação
na RME é O(N2Seg) mensagens e demanda 5 rodadas (incluindo a invocação e
a resposta ao cliente) (CASTRO; LISKOV, 2002), o custo esperado de um en-
vio usando o overlay é O( f logN+ f 2) mensagens e logN+3 rodadas, onde
N é o número de nós no sistema (CASTRO et al., 2002).
Apesar de, na união de segmentos, a busca realizada para encontrar o
segmento sucessor utilize o overlay, esta tende a terminar em poucos passos,
uma vez que os segmentos são vizinhos. Dessa forma, a parcela logarítmica
do custo da união é um pouco pessimista. Outra questão importante com rela-
ção aos custos é que o tempo de execução das operações SegJoin e SegLeave
não é refletido pelo número de rodadas de comunicação, uma vez que essas
operações envolvem uma espera pelo temporizador de reconfiguração ou por
um pedido de união.
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Tabela 2: Custos típicos aproximados das operações da camada de segmenta-
ção
Operação Mensagens Rodadas
SegFind O( f logN+N2Seg) logN+3+ d k
′−k
KSeg
e
SegRequest O(N2Seg) 5
SegJoin O( f logN+N2Seg) logN+8+ d k
′−k
KSeg
e
SegLeave O(N2Seg) 5
SegRecon f igure O(N2Seg) 8 (reconfiguração
simples e divisão) ou
logN+14 (união)
3.4 TRABALHOS RELACIONADOS
Rosebud (RODRIGUES; LISKOV, 2003) é um sistema de armazena-
mento distribuído que apresenta características similares a um overlay P2P
estruturado. Para garantir disponibilidade e consistência diante de nós ma-
liciosos, dados são replicados em 3 f + 1 nós e quóruns de 2 f + 1 nós são
usados para realizar leitura e escrita. O sistema permite entrada e saída de
nós por meio de um esquema de reconfiguração. Diferentemente da proposta
deste trabalho, a reconfiguração é controlada por um subconjunto de nós do
sistema, chamado de serviço de reconfiguração. A visão completa do sistema
é mantida pelo serviço de reconfiguração e certificados contendo essa visão
são disseminados a todos os nós a cada reconfiguração. No nosso trabalho,
evitamos a necessidade de conhecimento completo do sistema, com o intuito
de aliviar problemas de escala e também para mantermos a nossa proposta
mais de acordo com a filosofia P2P que enfatiza a inexistência de gerencia-
mentos globais.
Castro et al. (2002) apresentam a proposta de um overlay P2P que ga-
rante alta probabilidade na entrega de mensagens mesmo quando uma parcela
dos nós do sistema é maliciosa. A garantia de entrega é uma propriedade im-
portante em redes P2P e permite a construção de soluções mais completas
para prover tolerância a falhas e intrusões em redes P2P, como a que apre-
sentamos neste trabalho. No próprio artigo, Castro et al. (2002) descrevem
brevemente uma solução para leitura e escrita consistente de objetos mutáveis
em uma rede P2P usando o roteamento confiável juntamente com técnicas de
RME. Há certa similaridade com a solução proposta neste trabalho, porém
aqui estendemos a replicação para suportar quaisquer operações, e tratamos
de questões como entrada e saída de nós, além de união e divisão de segmen-
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tos.
Bhattacharjee, Rodrigues e Kouznetsov (2007) definem uma solução
de roteamento P2P tolerante a intrusões com base na divisão do sistema em
segmentos dinâmicos que podem sofrer divisões ou uniões à medida que o
sistema evolui. Porém, estes segmentos são em geral maiores dos que aque-
les adotados neste trabalho e não estão associados a RMEs. Cada segmento
possui um subconjunto de nós, o comitê, que participam de uma RME e têm
a função de decidir sobre as reconfigurações do segmento, disseminando os
certificados de novos segmentos. A confiabilidade das informações emiti-
das pelo comitê é garantida pelo uso de criptografia de limiar assimétrica
(SCHULTZ; LISKOV; LISKOV, 2008) que permite a recriação do segredo
compartilhado em caso de reconfiguração do comitê. Neste trabalho evita-
mos a criação de uma hierarquia, pois isso adicionaria complexidade, além
de tornar o comitê um alvo de potenciais ataques e um possível gargalo nas
reconfigurações. Além disso, adotamos o mecanismo de encadeamento de
certificados de segmento como meio de verificação dos mesmos para evitar
os altos custos de reconfiguração da criptografia de limiar (obtenção de novas
chaves parciais em cada atualização dos segmentos).
PeerCube (ANCEAUME et al., 2008) é um overlay P2P estruturado
do tipo DHT que visa minimizar as penalidades de desempenho causadas
por churn e impedir que nós maliciosos subvertam o sistema. As principais
propriedades do overlay são: a aplicação de uma estratégia de agrupamento
para permitir operações baseadas em quóruns; uso de um algoritmo de inser-
ção aleatória para diminuir a probabilidade de nós maliciosos corromperem
grupos; estruturação dos grupos em um hipercubo que garante o funciona-
mento correto mesmo que alguns grupos sejam corrompidos. Os grupos do
PeerCube se assemelham, em parte, aos segmentos propostos neste traba-
lho. Entradas e saídas de nós são tratadas localmente nos grupos e todos os
membros do grupo são responsáveis pelos mesmos conjuntos de dados. Os
grupos também utilizam protocolos de consenso para garantir consistência
das visões e podem ser divididos e unidos a fim de manter o número de nós
por grupo dentro de certos limites e manter o desempenho aceitável. Uma
diferenã entre grupos e segmentos é que apenas um subconjunto dos nós do
grupo, chamado de núcleo, é responsável por executar todos os protocolos,
sendo que os demais, chamados suplentes, são réplicas passivas que simples-
mente tentam manter suas cópias dos dados atualizadas. Qualquer nó que
entre em um grupo se torna membro suplente e a saída de membros suplentes
é simplesmente notificada aos nós do núcleo, que geram e disseminam a nova
visão. Quando um nó do núcleo deseja sair, um novo núcleo é escolhido ale-
atoriamente entre todos os nós do grupo, incluindo suplentes. Essa separação
permite tolerar churn dos suplentes, tornando custosa somente a saída de nós
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do núcleo. A escolha aleatória do novo núcleo dificulta que um conjunto ma-
licioso tome conta do grupo. O PeerCube oferece uma interface do tipo DHT,
ou seja, objetos são associados a chaves pela operação put e podem ser obti-
dos pela operação lookup. Requisições são enviadas ao nó de destino usando
caminhos disjuntos passando pelos grupos do hipercubo. Apesar de fazer uso
de consenso bizantino, o PeerCube oferece funcionalidade similar ao overlay
de Castro et al. (2002), porém com um foco maior em tolerar churn.
3.5 CONCLUSÃO DO CAPÍTULO
Este capítulo apresentou a proposta de infraestrutura tolerante a intru-
sões para construção de aplicações de memória compartilhada em redes P2P.
As premissas do sistema, bem como as funcionalidades básicas das camadas
inferiores do sistema foram descritas na Seção 3.1. As premissas do sistema
não são diferentes das usualmente encontradas em outros sistemas presentes
na literatura, e soluções existentes foram indicadas para cumprir os requisi-
tos das camadas inferiores, dessa forma não prejudicando a viabilidade da
proposta.
A Seção 3.2 apresentou a proposta propriamente dita. Iniciamos pela
descrição geral da camada de segmentação, seguida pela formalização das
operações desta camada e das propriedades que estas operações devem cum-
prir. Na sequência, as Seções 3.2.1, 3.2.2 e 3.2.3 detalharam os algoritmos
relacionados às operações anteriormente descritas, acompanhados de explica-
ções textuais dos passos desses algoritmos. A Seção 3.2.4 traz diversos lemas
e teoremas associados às propriedades do sistema, seguidos de provas razoa-
velmente formais que determinam que os algoritmos propostos cumprem tais
propriedades.
Além das provas do funcionamento correto dos algoritmos, a Seção
3.3 apresenta uma discussão sobre as limitações da infraestrutura e dos al-
goritmos propostos, bem como uma análise dos custos associados. Diversas
otimizações são levantadas na mesma seção. Por fim, a Seção 3.4 compara a
proposta deste trabalho com outros trabalhos similares da literatura.
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4 ESPAÇO DE TUPLAS PAR A PAR TOLERANTE A
INTRUSÕES
No Capítulo 3, apresentado anteriormente, definimos uma infraestru-
tura tolerante a intrusões para construção de aplicações de memória compar-
tilhada sobre redes P2P. Um conjunto de operações com propriedades espe-
cíficas para esse sistema são enunciadas e acompanhadas de algoritmos, cuja
conformidade com as propriedades está provada. Agora, neste capítulo, ten-
tamos demonstrar que as operações escolhidas são suficientes para construir
aplicações de memória complexas e expressivas. Para isso, apresentamos
uma construção de um espaço de tuplas tolerante a intrusões utilizando as
operações da camada de segmentação.
Um Espaço de Tuplas (GELERNTER, 1985) (ET) é um mecanismo
de coordenação de processos que apresenta desacoplamento espacial, isto é,
processos não precisam conhecer os endereços um do outro para se comuni-
car; e desacoplamento temporal, isto é, processos não precisam estar ativos
simultaneamente para efetivar a comunicação. Essas propriedades são garan-
tidas pelo uso de uma memória associativa na qual as mensagens persistem e
podem ser acessadas por buscas baseadas no conteúdo. Essas mensagens per-
sistentes e endereçáveis por conteúdo são denominadas tuplas e a memória
que as armazena é denominada de espaço de tuplas.
As características de desacoplamento espacial e temporal de um es-
paço de tuplas são especialmente interessantes para a comunicação em siste-
mas abertos e dinâmicos, como as redes P2P, nos quais processos não pos-
suem conhecimento completo sobre os demais participantes do sistema. Nós
podem se comunicar armazenando tuplas em um ET global que garante a per-
sistência dessas informações, mesmo após a saída do nó que produziu a tupla.
As tuplas ficam disponíveis a qualquer nó que realize uma busca. A definição
e as propriedades dos espaços de tuplas em geral são apresentadas na Seção
4.1.
Para que o ET proposto possa fazer uso da infraestrutura descrita no
Capítulo 3, é necessário cumprir com as exigências impostas pela camada de
segmentação. A principal dessas exigências é com relação à indexação do
estado da aplicação, que deve ser feita de forma a permitir a divisão e união
de partes do estado de acordo com as divisões e uniões dos segmentos do
sistema. De maneira geral, um espaço de tuplas é um multiconjunto de tuplas,
isto é, uma coleção de tuplas que permite repetição de elementos idênticos.
Indexamos o ET atribuindo uma chave a cada tupla e dividimos o mesmo
em espaços menores contendo parte das tuplas com chaves numericamente
próximas. Cada segmento S, conforme definido na camada de segmentação,
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armazena as tuplas com chaves dentro do intervalo K(S). Para atribuição das
chaves, utilizamos um esquema de indexação multidimensional baseado em
Curvas de Preenchimento de Espaço (Space Filling Curves ou SFCs em
inglês), em especial a Curva de Hilbert (LAWDER; KING, 2000, 2001). A
Curva de Hilbert apresenta a propriedade de ter boa localidade, isto é, tuplas
com conteúdo próximo tendem a possuir índices próximos, o que facilita a
realização de buscas por conteúdo. A Curva de Hilbert é apresentada na Seção
4.2. Os detalhes do esquema de indexação são descritos na Seção 4.3.
O ET proposto neste capítulo, por ser baseado na infraestrutura des-
crita no Capítulo 3, apresenta a propriedade de garantir a consistência das
informações mesmo na presença de nós maliciosos. Isso assegura o funcio-
namento correto do ET, porém não provê características de segurança como
privacidade de tuplas e controle de acesso, de modo que um nó maliciosos
pode prejudicar o funcionamento da aplicação que utiliza o ET (p. ex. ex-
cluindo uma tupla de maneira indevida). Existem maneiras de garantir essas
propriedades de segurança adicionais (BESSANI et al., 2008), porém isso
está fora do escopo deste trabalho.
O restante do capítulo está dividido da seguinte forma: a Seção 4.1
apresenta o conceito e as propriedades dos espaços de tuplas; a Seção 4.2
descreve em linhas gerais as curvas de preenchimento de espaço e a curva
de Hilbert, bem como o mecanismo de indexação de tuplas utilizado; a Se-
ção 4.3 apresenta a construção do espaço de tuplas propriamente dito, utili-
zando as primitivas apresentadas no Capítulo 3; a Seção 4.5 aborda outras
implementações de espaços de tuplas dinâmicos e compara as características
dessas implementações com a proposta deste capítulo; a Seção 4.6 conclui o
presente capítulo.
4.1 ESPAÇOS DE TUPLAS
Um Espaço de Tuplas (ET) é uma abstração de memória comparti-
lhada entre processos na qual objetos chamados de tuplas são armazenados
e recuperados (GELERNTER, 1985). Tuplas são persistentes, de forma que
uma tupla pode permanecer no espaço mesmo após o processo que a inse-
riu ter terminado. Tuplas podem representar, entre outras coisas, resultados
de computações, variáveis compartilhadas ou mensagens entre processos. O
espaço de tuplas garante certas propriedades sobre as tuplas e sua manipu-
lação, de forma que processos podem coordenar sua execução por meio das
operações providas pelo ET.
Originalmente, a ideia dos espaços de tuplas foi concebida como abs-
tração de comunicação de uma linguagem de programação concorrente deno-
105
minada Linda (GELERNTER, 1985). Posteriormente o conceito foi isolado
e portado para diversas plataformas computacionais como forma de coorde-
nação de processos em geral. Neste trabalho usamos uma versão simplificada
da definição de espaço de tuplas voltada para a coordenação de processos em
sistemas abertos.
Uma tupla é uma sequência de campos que podem assumir va-
lores específicos, como 1, Joa˜o e T RUE. São exemplos de tuplas:
〈IDADE,Joa˜o,25〉, 〈1,2〉 e 〈T RUE〉. Para realização do endereçamento por
conteúdo, tuplas são buscadas a partir de um molde, que nada mais é que
uma tupla que pode ter zero ou mais dos seus campos indefinidos. A in-
definição de um campo do molde é representada por ∗. São exemplos de
moldes: 〈IDADE,Joa˜o,∗〉, 〈1,∗〉 e 〈∗〉. Existe uma relação entre tuplas e
moldes, denominada de relação de casamento (matching, em inglês), e de-
notada por≤m, na qual uma tupla t casa com um molde t¯ (denota-se a relação
por t ≤m t¯), se e somente se t e t¯ contêm o mesmo número de campos e todos
os campos definidos de t¯ contém o mesmo valor que o campo correspondente
de t. Caso contrário, diz-se que t não casa com t¯ (t 6≤m t¯). Alguns exemplos
de casamentos são:
〈IDADE,Joa˜o,25〉 ≤m 〈IDADE,Joa˜o,25〉,
〈IDADE,Joa˜o,25〉 ≤m 〈IDADE,Joa˜o,∗〉,
〈IDADE,Joa˜o,25〉 ≤m 〈IDADE,∗,∗〉,
〈IDADE,Joa˜o,25〉 ≤m 〈∗,Joa˜o,∗〉.
Por outro lado:
〈IDADE,Joa˜o,25〉 6≤m 〈Joa˜o,∗〉,
〈IDADE,Joa˜o,25〉 6≤m 〈Joa˜o,25〉,
〈IDADE,Joa˜o,25〉 6≤m 〈IDADE,Joa˜o,15〉.
Na definição original da linguagem Linda (GELERNTER, 1985),
campos de tuplas e moldes são tipificados, de maneira que é possível especi-
ficar um campo de molde que somente aceite valores de um tipo específico.
Por exemplo, a tupla 〈IDADE,25〉 casa com o molde 〈IDADE,∗Inteiro〉, mas
não com o molde 〈IDADE,∗Texto〉. Diferente da concepção original, utili-
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zamos uma definição simplificada onde campos não são tipificados. Dessa
forma, não é possível realizar o casamento de tuplas por comparação de tipos
diretamente, porém essa mesma funcionalidade pode ser obtida por meio da
representação de tipos como valores nos campos das tuplas. Por exemplo:
〈Texto, IDADE,Nu´mero,25〉 ≤m 〈Texto, IDADE,Nu´mero,∗〉,
porém,
〈Texto, IDADE,Nu´mero,25〉 6≤m 〈Texto,Joa˜o,Texto,∗〉.
Processos interagem com o espaço de tuplas por meio de operações
para inserção (out), busca (rd) e remoção (in) de tuplas. Tradicionalmente, a
semântica dessas operações segue as definições originais da linguagem Linda
(GELERNTER, 1985): out(t) é a operação que insere a tupla t no ET; a ope-
ração rd(t¯) busca no ET uma tupla que case com o molde t¯; e a operação in(t¯)
busca e remove do ET uma tupla que case com o molde t¯1. Quando as ope-
rações rd e in são executadas, pode haver mais de uma tupla no ET que case
com o molde passado. Nesse caso, uma das tuplas é escolhida de maneira não
determinista para ser retornada e removida. Por outro lado, caso não exista
nenhuma tupla no ET que case com o molde, as operações rd e in bloqueiam
até que uma tupla adequada seja inserida. Quando uma tupla é inserida no
ET, esta pode casar com os moldes especificados por mais de um processo
bloqueado. Nessa situação, um desses processos é escolhido de maneira não
determinista para ser liberado e retornar com a tupla. O espaço apresenta
também versões não bloqueantes das operações rd e in, respectivamente rd p
e inp, que retornam um valor especial ⊥ caso nenhuma tupla do espaço case
com o molde.
A abstração de espaço de tuplas permite um modelo de coordenação
denominado de comunicação generativa (GELERNTER, 1985). Nesse mo-
delo, processos podem se comunicar sem conhecer os endereços ou identifi-
cadores um do outro, característica denominada de desacoplamento espacial.
Além disso, a comunicação generativa também apresenta a característica de
desacoplamento temporal, pois processos não precisam estar ativos ao mesmo
tempo para efetuar uma comunicação. No espaço de tuplas, um processo pode
1A linguagem Linda define ainda uma primitiva eval que dispara um novo processo e arma-
zena o resultado do mesmo como uma tupla. Essa operação faz mais sentido em um sistema
fechado, como um cluster ou um grid, contexto para o qual Linda foi projetada. A nossa pro-
posta se trata de um espaço de tuplas sobre um sistema aberto onde processos correspondem a
nós autônomos, logo decidimos por não suportar a primitiva eval.
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Figura 5: Desenho da curva de preenchimento de espaço bidimensional
inserir uma tupla e outro processo pode retirar essa tupla mesmo após a saída
do processo que gerou a tupla. Outro termo utilizado para se referir a esse
modelo é coordenação dirigida por dados (data-driven coordination, em
inglês) (BUSI; GORRIERI; ZAVATTARO, 2000).
4.2 CURVAS DE PREENCHIMENTO DE ESPAÇO
Uma curva de preenchimento de espaço (Space Filling Curve, SFC) é
um mapeamento bidirecional entre pontos de um hipercubo de D dimensões
e pontos de uma linha, ou seja, é uma curva que passa por todos os pon-
tos de um hipercubo D-dimensional exatamente uma vez (LAWDER; KING,
2000). SFCs foram um tópico de interesse dos matemáticos no fim do século
XIX. Atualmente são usadas como mecanismo para criação de índices mul-
tidimensionais em bases de dados. A Figura 5 mostra um exemplo simples
de uma SFC sobre um quadrado duas dimensões e coordenadas entre (0,0) e
(3,3). Cada ponto do espaço é representado por um quadrado e a curva passa
exatamente uma vez no centro de cada um desses quadrados.
Uma SFC pode ser usada como mecanismo de indexação de tuplas em
um ET. Podemos tratar as tuplas como elementos de um espaço multidimen-
sional, cada campo da tupla sendo uma coordenada, e podemos usar uma SFC
para calcular um índice (ou chave) associado à tupla. Usando o exemplo da
Figura 5, podemos indexar tuplas de dois campos com valores numéricos en-
tre 0 e 3: a tupla 〈0,0〉 tem índice 0, a tupla 〈1,0〉 tem índice 1, a tupla 〈1,1〉
tem índice 2, e assim sucessivamente. Esse exemplo é bastante simplificado
e não permite a indexação de tuplas em situações mais complexas. Uma ge-
neralização desse princípio que permite a indexação de quaisquer tuplas é
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apresentada na Seção 4.3.
Dado um mesmo espaço multidimensional, existem diversas formas
de se indexar os pontos desse espaço, ou seja, existe mais de uma SFC que
pode ser aplicada, e cada indexação apresenta propriedades distintas. A curva
de Hilbert é um tipo de SFC que apresenta propriedades de localidade, no sen-
tido de que pontos adjacentes na curva unidimensional são também adjacen-
tes no espaço multidimensional (LAWDER; KING, 2000). Essa localidade
facilita as buscas por conteúdo necessárias em um ET, uma vez que tuplas
que casem com o mesmo molde tem chance maior de terem índices próxi-
mos. Usando ainda o exemplo da Figura 5 (que, de fato, ilustra uma curva de
Hilbert), podemos ver que uma busca usando o molde 〈1,∗〉 precisa localizar
tuplas com índices nos intervalos [1,2] e [6,7].
De maneira geral, dado um espaço multidimensional de D dimensões,
uma curva de Hilbert de ordem k divide o espaço em 2Dk subespaços iguais
e trata o centro desses subespaços como os pontos pelos quais a curva deve
passar. Dessa forma, uma curva de ordem k divide cada eixo do espaço em k
níveis e possui 2Dk pontos. A Figura 6 ilustra as três primeiras ordens de uma
curva de Hilbert em duas dimensões. A curva de primeira ordem (a) divide
o quadrado em quatro partes e percorre os quadrantes em sentido horário. A
curva de segunda ordem (b) é construída a partir da curva de primeira ordem
pela substituição de cada quadrante por uma curva de primeira ordem rotaci-
onada. A curva de terceira ordem (c) é obtida de maneira similar. Em geral,
a curva de ordem k+ 1 é construída a partir da curva de ordem k dividindo
cada ponto desta curva em um subespaço de 2D pontos e traçando uma curva
de ordem 1 rotacionada de forma a se conectar com os subespaços vizinhos.
Mais detalhes sobre o procedimento de cálculo podem ser encontrados em
(LAWDER; KING, 2000).
A curva completa é obtida aplicando a definição recursiva infinita-
mente, porém para a construção de índices são usadas as curvas de ordem fi-
nita. A ordem da curva está relacionada à quantidade de informação (número
de bits) necessária para representar as coordenadas dos pontos do espaço e dos
pontos da curva unidimensional. Em geral, dado um espaço D-dimensional e
uma curva de k-ésima ordem, cada coordenada dos pontos do espaço preci-
sam de k bits e um ponto qualquer (tanto no espaço multidimensional quanto
na curva unidimensional) precisa de D× k bits. Assumimos que, dado um
ponto x no espaço multidimensional, Hilbert(x) representa o ponto na curva
de Hilbert correspondente a x.
109
Figura 6: Desenho da curva de Hilbert bidimensional nas três primeiras or-
dens
4.3 ESPAÇO DE TUPLAS TOLERANTE A INTRUSÕES
A camada de espaço de tuplas (ET), construída sobre a camada de
segmentação, implementa as operações out, rd, rd p, in e inp com a mesma
semântica descrita na Seção 4.1. A indexação do espaço de tuplas, conforme
necessário para a utilização da camada de segmentação, é realizada pela atri-
buição de chaves a tuplas individuais e de conjuntos de chaves a moldes. De
maneira geral, se uma tupla t possui chave k, então qualquer molde t¯, tal que
t ≤m t¯, deve possuir um conjunto de chaves K¯ tal que k ∈ K¯. Dessa maneira,
se a tupla t é armazenada no segmento responsável pela chave k, então uma
busca cobrindo as chaves K¯ termina por encontrar t. Usando essa estraté-
gia, não é necessário que as chaves associadas às tuplas sejam únicas, isto
é, tuplas diferentes podem possuir a mesma chave. Basta que a chave asso-
ciada à tupla aponte sempre para o segmento que armazena a tupla. Isso é
possível por conta da generalidade das operações providas pela camada de
segmentação. Se uma interface do tipo DHT com operações put e get fosse
provida, tuplas com chaves iguais seriam tratadas como colisões e metadados
adicionais seriam necessários para decidir qual tupla está sendo buscada.
Uma maneira trivial de satisfazer essa restrição é atribuir a mesma
chave a todas as tuplas e o mesmo conjunto contendo essa chave a todos os
moldes, no entanto essa solução concentra todas as tuplas em um mesmo
segmento. É interessante que a atribuição de chaves às tuplas aumente as
chances de uma distribuição uniforme ao longo dos segmentos do sistema
para tornar menos provável uma sobrecarga em segmentos específicos. Outra
solução trivial é fazer com que os conjuntos de chaves associados aos moldes
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cubram todo o espaço de chaves, porém o desempenho das buscas nesse caso
degrada linearmente com o crescimento do número de segmentos. É interes-
sante que a abrangência da busca reflita a abrangência do molde utilizado, ou
seja, quanto mais campos indefinidos, mais tuplas podem casar com o molde
e mais segmentos precisam ser buscados.
A Curva de Hilbert é utilizada para atribuir chaves a tuplas e conjuntos
de chaves a moldes, de forma a possibilitar que as tuplas inseridas no ET se-
jam posteriormente encontradas. Seja D um parâmetro global do sistema que
indica o número máximo de dimensões de uma tupla. A chave relacionada a
uma tupla t = 〈t1, . . . , tl〉, onde l ≤D, é calculada da seguinte forma: a tupla é
normalizada para D+ 1 dimensões na forma t ′ = 〈l, t1, . . . , tl ,⊥l+1, . . . ,⊥D〉.
Na sequência, é calculado o hash (ex. SHA-1) de cada campo t ′′i = hash(t ′i),
∀i ∈ [1,D+1]; a tupla t ′′ = 〈t ′′1 , . . . , t ′′D+1〉 é tratada como um ponto no espaço
D+ 1-dimensional e é mapeada em um índice pela função k = Hilbert(t ′′).
Esse procedimento é representado pela função TupleKey(t). Para inserir a
tupla t, calcula-se a chave k = TupleKey(t) e insere-se a tupla no segmento
responsável por k usando a camada de segmentação.
Note que é possível que tuplas distintas possuam a mesma chave, por-
tanto k ∈ K¯ não necessariamente implica que t ≤m t¯. Colisões de chaves de
tuplas podem resultar de colisões dos hashes das coordenadas ou de trunca-
mentos realizados pela função Hilbert, uma vez que esta recebe D parâmetros
com 128 bits cada (se for usado SHA-1) e retorna um número do mesmo ta-
manho dos identificadores do overlay. Se o número de bits do identificador
do overlay é menor que D multiplicado pelo número de bits da função hash
utilizada, então alguma informação é perdida pela função Hilbert de maneira
que colisões podem ocorrer. No entanto, como a camada de segmentação
permite a execução de requisições arbitrárias, podemos lidar com colisões
enviando o próprio molde ao segmento responsável pelas chaves cobertas na
busca. Dessa forma, as tuplas são encontradas localmente usando o molde
e não somente a chave, logo apenas tuplas que efetivamente casam com o
molde são retornadas. Dessa forma, fica claro que a chave calculada para
as tuplas não tem o papel de identificador, mas sim de estabelecer um local
inequívoco para a tupla e permitir a busca eficiente. Como espaços de tu-
plas são baseados em busca por conteúdo, nenhuma semântica é perdida pela
existência de colisões.
Para encontrar uma tupla a partir de um molde t¯, procede-se de ma-
neira similar ao procedimento para inserir uma tupla. Primeiro o molde é nor-
malizado para D+ 1 dimensões, depois é calculado o hash de cada campo,
porém em vez de calcular uma única chave com a função Hilbert, é neces-
sário encontrar o conjunto de todas as chaves na curva unidimensional que
correspondem às possíveis tuplas que casam com t¯. Esse procedimento é
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representado pela função TemplateKeys(t¯). Por não ser o escopo principal
deste trabalho, não abordamos em detalhes o procedimento de computação
das chaves usando a curva de Hilbert. Mais informações podem ser obtidas a
partir de outros trabalhos da literatura que também utilizam o mesmo meca-
nismo de indexação para realizar buscas multidimensionais e por intervalos
(LI; PARASHAR, 2005; LEE et al., 2005; SHEN et al., 2008).
Na camada de espaço de tuplas, cada nó possui um espaço de tuplas
local, denominado de ts. Para que o algoritmo de replicação garanta a consis-
tência, é necessário que o espaço de tuplas seja idêntico em todas as réplicas
e que retorne o mesmo resultado quando invocado com os mesmos parâme-
tros. Isso não é garantido pela semântica básica de um espaço de tuplas e
implementações diferentes podem retornar resultados diferentes. Para evitar
esse problema e garantir o determinismo das réplicas, pode-se assumir o uso
de uma única implementação por todos os nós corretos do sistema ou pode-se
aumentar a semântica do espaço de tuplas local com propriedades de orde-
nação sobre as tuplas. O importante é assegurar que, quando um molde t¯
casa com mais de uma tupla contida em ts, réplicas distintas de um mesmo
segmento que realizem uma busca usando t¯ retornem a mesma tupla consis-
tentemente.
• ts: é uma implementação local de espaços de tuplas. Essa implemen-
tação provê os métodos ts.out(t), ts.rd p(t¯) e ts.inp(t¯) com a semân-
tica usual de espaços de tuplas. Além disso, essa estrutura contém um
atributo ts.limits que representa um intervalo tal que toda tupla t com
TupleKey(t) 6∈ ts.limits é descartada. A operação de união de dois es-
paços de tuplas locais (ts′∪ ts′′), com intervalos de limite consecutivos,
é dada pela união de todas as tuplas contidas nos dois operandos e pela
união dos intervalos limits. Note que ts.limits corresponde ao intervalo
de chaves do segmento conforme definido na camada de segmentação;
• pending: é um conjunto com entradas da forma 〈Ci, t¯〉 que indicam que
o nó i está aguardando uma tupla que case com o molde t¯.
O Algoritmo 12 descreve como o espaço de tuplas responde às cha-
madas da camada de segmentação para obter e alterar o estado. Na chamada
SegGetAppState são retornadas as tuplas dentro do intervalo especificado (li-
nha 2) e as buscas pendentes nas quais as chaves do molde tem intersecção
com o intervalo (linha 3). Na chamada SegSetAppState são recebidos um
intervalo de chaves e uma lista de estados parciais que precisam ser unidos.
Os limites de ts são alterados para o intervalo passado (linha 7), as tuplas de
todos os estados parciais são unidas e armazenadas em ts (linha 8) e as buscas
pendentes também são reunidas (linha 9).
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Algoritmo 12 Obtenção e alteração do estado local do Espaço de Tuplas
/* Upcall da camada de segmentação para obter estado */
1: upon SegGetAppState(start,end) do
/* Tuplas com chave dentro do intervalo */
2: T ←{t ∈ ts : TupleKey(t) ∈ [start,end)}
/* Pendencias que interseccionam com intervalo */
3: P←{〈Ci, t¯〉 ∈ pending : TemplateKeys(t¯)∪ [start,end) 6= /0}
4: return 〈T,P〉
5: end upon
/* Upcall da camada de segmentação para alterar estado */
6: upon SegSetAppState(start,end,〈〈T 1,P1〉, . . . ,〈T n,Pn〉〉) do
/* Altera limites do espaço de tuplas local */
7: ts.limits← [start,end)
/* Guarda união das tuplas dos subestados */
8: ts←⋃ni=1 Ti
/* Guarda união das pendências dos subestados */
9: pending←⋃ni=1 Pi
10: end upon
4.3.1 Inserção de Tupla
A inserção de tupla consiste em calcular a chave relacionada à tupla
a ser inserida, buscar o segmento responsável por essa chave e enviar a tupla
para inserção. Essa busca e inserção devem ser repetidas até que a resposta
correta seja recebida. O uso de um nonce garante que a mesma requisição não
é executada mais de uma vez. No servidor, ao receber uma requisição de in-
serção, o nó insere a tupla no espaço local ts e procura alguma busca pendente
〈Ci, t¯〉 na qual a tupla inserida case com o molde t¯. Caso alguma pendência
correspondente seja encontrada, o nó Ci, registrado como iniciador da busca,
é notificado para que possa prosseguir com a leitura ou exclusão. Note que
a exclusão em si não é executada nesse ponto, ou seja, um nó registrado ao
tentar uma excluir uma tupla, ao receber a notificação, precisa ainda realizar
uma requisição de exclusão. Mais detalhes sobre a exclusão de tuplas serão
apresentados na Seção 4.3.4.
A operação out(t) (Algoritmo 13) inicia com o cálculo da chave da
tupla t por meio da função TupleKey (linha 2). Depois disso, um valor único
(nonce) é gerado. Na sequência, um laço de repetição é iniciado para buscar o
segmento responsável pela tupla (linhas 6 e 7) e invocar o segmento passando
a requisição para inserir a tupla (linha 8). No lado dos nós servidores, quando
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Algoritmo 13 Inserção de tuplas (out)
1: operation out(t)
/* Código do cliente p */
/* Gera chave da tupla */
2: k← TupleKey(t)
/* Gera nonce para requisição */
3: nonce← GenerateNonce()
/* Busca e invoca segmento responsável pela chave da tupla */
4: resp←⊥
5: while resp =⊥ do
6: SegFind(k,k)
7: wait for SegFindOk(Sq)
8: resp← SegRequest(Sq,〈OUT,nonce, t〉)
9: end while
/* Código do servidor q */
10: upon SegDeliver(Cp,〈OUT,nonce, t〉) do
/* Calcula chave da tupla e verifica se está nos limites do seg-
mento */
11: if TupleKey(t) ∈ ts.limits then
/* Insere tupla no espaço local */
12: ts.out(t)
/* Responde para cliente */
13: SegResponse(Cp,〈OUT _OK〉)
/* Notifica clientes pendentes interessados na nova tupla */
14: for all 〈Ci, t¯〉 ∈ pending : t ≤m t¯ do
15: SegNoti f y(Ci,〈READ_OK, t〉)
16: pending← pending\{〈Ci, t¯〉}
17: end for
18: end if
19: end upon
20: end operation
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uma requisição para inserir uma tupla é recebida (linha 10), a chave da tupla
é verificada (linha 11) e caso a tupla pertença realmente ao segmento esta é
inserida no espaço de tuplas local (linha 12). Na sequência, é verificado se a
tupla inserida casa com alguma busca pendente registrada no segmento (linha
14) e para cada caso em que a tupla casar com o molde uma notificação é
enviada ao nó que efetuou a busca em questão (linha 15). Além disso, a
pendência é removida (linha 16).
4.3.2 Busca de Tupla
As operações de leitura e exclusão de tuplas apresentam uma caracte-
rística similar: calculam as chaves relacionadas ao molde de busca e varrem
todos os segmentos responsáveis por essas chaves a fim de descobrir quais
segmentos possuem tuplas que casem com um molde. Após encontrar os seg-
mentos relevantes, as operações de leitura simplesmente retornam as tuplas
encontradas, enquanto as operações de exclusão invocam o segmento para re-
mover a tupla. Dada essa similaridade, decidimos escrever um procedimento
genérico, que é utilizado pelas operações de leitura e exclusão, e que realiza a
busca nos segmentos e notifica as tuplas que forem encontradas. Esse proce-
dimento foi idealizado para ser executado em uma thread separada para que
a busca de tuplas possa ocorrer de maneira concorrente.
A busca de uma tupla a partir de um molde consiste em calcular as
chaves do molde, buscar todos os segmentos responsáveis por chaves conti-
das no conjunto de chaves e consultar os segmentos para ler uma tupla que
case com o molde buscado. Se uma tupla adequada for encontrada durante
a consulta, esta é notificada para a thread principal da operação. Por outro
lado, se nenhuma tupla for encontrada, então o algoritmo é diferente para
as operações bloqueantes e não bloqueantes: no primeiro caso, o algoritmo
bloqueia para receber notificações de segmentos sempre que uma tupla que
casa com o molde for encontrada; no caso não bloqueante a busca termina
imediatamente. No lado do servidor, os procedimentos também são bastante
similares: ao receber um pedido de leitura, o nó busca seu espaço de tuplas
local usando rd p e retorna o resultado, seja este uma tupla ou ⊥, para o cli-
ente. Se a leitura for bloqueante e uma tupla adequada não estiver presente
(resultado ⊥), então o servidor, além de responder, também registra o pedido
na lista de pendências para que possa notificar o cliente posteriormente.
Como pode ser notado na descrição acima, a busca de tupla é bastante
similar nos casos bloqueante e não bloqueante, portanto decidimos fazer um
algoritmo geral FindTuple (Algoritmos 14 e 15) que engloba as duas fun-
cionalidades e recebe um parâmetro block que indica o caso específico. As
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operações específicas simplesmente invocam FindTuple passando o molde
e o parâmetro block adequado. A cada tupla t encontrada no segmento S, o
procedimento faz uma notificação por meio da chamada FindTupleOk(S, t).
Essa notificação é tratada de maneira diferente pelas operações de leitura e de
exclusão.
A ideia geral da busca de tuplas é bastante simples, porém há um ponto
que adiciona complexidade ao algoritmo: a possibilidade de uma consulta a
um segmento não ser executada efetivamente e retornar ⊥. Para lidar com
esses casos, é necessário construir o algoritmo com várias “passadas” pelas
chaves remanescentes, cujos segmentos responsáveis ainda não puderam ser
consultados, até que todo o conjunto seja efetivamente coberto.
O procedimento FindTuple, no lado do cliente (Algoritmo 14), ini-
cia pelo cálculo do conjunto de chaves associado ao molde da busca (linha
2). Depois, o algoritmo entra em um laço de repetição (linhas 3 a 21) que se
repete até que todas as chaves sejam efetivamente buscadas. Na primeira pas-
sada do laço, as chaves buscadas são exatamente as chaves do molde recém
calculadas. À medida que segmentos forem consultados, o conjunto de cha-
ves remanescentes é reduzido até que não reste nenhuma chave a ser buscada
e o laço termina.
No interior do laço de repetição, dois conjuntos são criados para con-
trolar as chaves que foram buscadas e os segmentos consultados na passada
atual, respectivamente f oundKeys (linha 4) e doneKeys (linha 5). Na sequên-
cia, o conjunto de chaves remanescente é dividido em intervalos contíguos
e para cada intervalo de chaves, SegFind é invocado a fim de encontrar os
segmentos responsáveis (linha 7).
Depois de realizar SegFind em todas as chaves, um outro laço de re-
petição (linhas 9 a 19) realiza o recebimento dos certificados de segmentos
buscados na etapa anterior e a consulta dos segmentos correspondentes. Para
cada segmento encontrado (linha 10), as chaves correspondentes são marca-
das como encontradas (linha 11) e o segmento é invocado para buscar tuplas
que casem com o molde (linha 12). Além do molde, a requisição contém
também o parâmetro block, que indica para os nós do segmento se o cliente
deve ser registrado como pendente caso a tupla não seja encontrada.
Depois de invocado o segmento, a resposta recebida é testada para
saber se a invocação foi realizada de fato (linha 13). Se a resposta foi efe-
tivamente recebida, as chaves do segmento são marcadas como consultadas
(linha 14) e o valor recebido é testado (linha 15) para saber se uma tupla que
casa com o molde foi encontrada. Se for o caso, o algoritmo notifica a thread
principal sobre a tupla encontrada.
Depois que todos os segmentos foram invocados, ou seja, depois que
o conjunto f oundKeys passa a conter todas as chaves remanescentes, o teste
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Algoritmo 14 Busca de tuplas (FindTuple) (1 de 2)
1: procedure FindTuple(t¯,block)
/* Código do cliente p */
/* Calcula intervalos de chaves do molde */
2: remainingKeys← TemplateKeys(t¯)
/* Repete até que todas as chaves do molde sejam cobertas */
3: while remainingKeys 6= /0 do
/* Chaves que tiveram segmento encontrado */
4: f oundKeys← /0
/* Chaves que tiveram segmento consultado com sucesso */
5: doneKeys← /0
/* Busca segmentos de todas as chaves pendentes */
6: for all [k,k′] ∈ remainingKeys do
7: SegFind(k,k′)
8: end for
/* Repete até que todas as chaves pendentes tenham segmento encontrado */
9: while remainingKeys 6⊆ f oundKeys do
/* Segmento encontrado */
10: wait for SegFindOk(Si)
/* Marca chaves do segmento encontrado */
11: f oundKeys← f oundKeys∪K(Si)
/* Consulta segmento */
12: resp← SegRequest(Si,〈READ, t¯,block〉)
13: if resp = 〈READ_OK, t〉 then
/* Se consultou com sucesso, marca chaves do segmento */
14: doneKeys← doneKeys∪K(Si)
/* Se encontrou tupla, realiza notificação */
15: if t 6=⊥ then
16: FindTupleOk(Si, t)
17: end if
18: end if
19: end while
/* Não encontrou tupla nessa passada, remove chaves consultadas */
20: remainingKeys← remainingKeys\doneKeys
21: end while
/* Todas as chaves do molde foram consultadas e nenhuma tupla encontrada. */
22: if block then
/* Busca bloqueante, aguarda notificação com tupla */
23: wait for SegNoti f yDeliver(Si,〈READ_OK, t〉)
/* Retorna tupla notificada */
24: FindTupleOk(Si, t)
25: else
/* Busca não-bloqueante, termina sem aguardar notificação */
26: return
27: end if
28: end procedure
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Algoritmo 15 Busca de tuplas (FindTuple) (2 de 2)
/* Código do servidor q */
1: upon SegDeliver(Cp,〈READ, t¯,block〉) do
/* Busca tupla localmente */
2: t← ts.rd p(t¯)
/* Verifica necessidade de registrar pendência */
3: if block∧ t =⊥ then
/* Cliente marcado como pendente */
4: pending← pending∪{〈Cp, t¯〉}
5: end if
/* Envia resposta contendo tupla ou ⊥ */
6: SegResponse(Cp,〈READ_OK, t〉)
7: end upon
da linha 9 falha e o laço interno termina. Depois disso, todas as chaves de
segmentos que foram efetivamente consultados são removidas das chaves re-
manescentes (linha 20). Se todas as chaves foram consultadas, então o laço
de repetição externo termina. A partir desse ponto, o cliente age de ma-
neira diferente dependendo do parâmetro block: se block = T RUE, então os
segmentos consultados terão sido informados que o cliente deseja ser regis-
trado como pendente (linha 12), o cliente aguarda alguma notificação vinda
de um segmento (linha 23) e repassa qualquer tupla informada (linha 24); se
block = FALSE, então o algoritmo termina.
No lado do servidor (Algoritmo 15), qualquer segmento que recebe
uma requisição para leitura de tupla realiza uma busca no espaço de tuplas
local (linha 2) e verifica, caso a tupla não exista, se o cliente está realizando
uma busca bloqueante (linha 3). Em caso afirmativo, o cliente é registrado
nas pendências (linha 4) e será notificado quando uma tupla adequada for
inserida, conforme a operação out (Algoritmo 13, linha 15). Finalmente, a
requisição é respondida com o resultado da busca local (linha 6).
4.3.3 Leitura de Tupla
As operações leitura de tupla, rd e rd p, utilizam o procedimento de
busca de tupla descrito na Seção 4.3.2 e simplesmente retornam a primeira
tupla encontrada. Dessa forma, o código principal (Algoritmo 16) das opera-
ções é bem simples e consiste apenas em iniciar a thread de busca, aguardar
uma notificação e retornar a tupla encontrada. Em todo caso, a operação ter-
mina ou quando uma tupla é retornada, ou quando o procedimento de busca
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termina. As condições de término do procedimento de busca são diferentes
para as operações bloqueantes e não bloqueantes, conforme descrito na Seção
4.3.2.
Algoritmo 16 Leitura de tuplas bloqueante (rd) e não bloqueante (rd p)
1: operation rd(t¯)
/* Código do cliente */
/* Inicia procedimento de busca de tupla */
2: FindTuple(t¯,T RUE)
/* Aguarda notificação de tupla encontrada */
3: wait for FindTupleOk(Si, t)
/* Retorna a tupla */
4: return t
5: end operation
6: operation rd p(t¯)
/* Código do cliente */
/* Inicia procedimento de busca de tupla */
7: FindTuple(t¯,FALSE)
/* Recebe notificação de tupla encontrada ou término da busca */
8: upon FindTupleOk(Si, t) do
/* Retorna a tupla */
9: return t
10: end upon
11: end operation
4.3.4 Exclusão de Tupla
O procedimento de exclusão de tupla, efetivado pelas operações in e
inp, apresenta estrutura similar ao de leitura, o espaço de chaves que corres-
ponde ao molde é buscado para encontrar tuplas que casem, porém a dife-
rença é que sempre que uma tupla é encontrada em um segmento, uma nova
invocação é realizada para tentar excluir a tupla. Essa tentativa de exclusão
é passível de falha, uma vez que outro cliente pode remover a mesma tupla
antes. Essa estratégia de separar a operação em duas fases, de busca e de ex-
clusão, permite que a fase de busca seja executada em paralelo para intervalos
de chaves distintos, melhorando o desempenho para buscas grandes.
É importante que as invocações para exclusão sejam realizadas em sé-
rie, uma vez que somente uma tupla deve ser excluída em cada chamada de
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in ou inp. Além disso, caso uma requisição de exclusão falhe (com uma res-
posta ⊥), esta precisa ser repetida até que um resultado seja obtido indicando
se a tupla foi ou não removida, pois se a requisição foi executada e a resposta
simplesmente atrasou, a operação deve parar e retornar a tupla removida, evi-
tando de remover outra tupla.
As operações de exclusão bloqueante e não bloqueante, isto é, in e inp,
apresentam procedimentos bastante similares. Uma diferença é com relação
ao tipo de busca, ou seja, o parâmetro block do procedimento FindTuple,
que é T RUE para in e FALSE para inp. A outra diferença é com relação às
tentativas de remover uma tupla encontrada: na operação bloqueante, quando
o cliente tenta remover uma tupla que não está mais presente no espaço de
tuplas, este deve ser registrado novamente como pendente no segmento; na
operação não bloqueante isso não é necessário. Assim, sendo pequenas as
diferenças, resolvemos construir um procedimento único que recebe um pa-
râmetro block, de maneira similar ao procedimento FindTuple (Seção 4.3.2).
O procedimento RemoveTuple (Algoritmo 17) incia chamando o pro-
cedimento FindTuple passando o molde e o parâmetro block (linha 2). Na
sequência, ocorre o tratamento das tuplas que são encontradas durante a busca
(linha 3). Primeiro um nonce é gerado (linha 4) a fim de evitar remover mais
de uma vez a mesma tupla e garantir idempotência. Depois o segmento res-
ponsável pela tupla encontrada é invocado para remover a tupla (linha 5).
Essa requisição inclui a tupla a ser removida e o parâmetro block, que deter-
mina se o cliente deve ser registrado como pendente caso a tupla não exista
mais no espaço. Conforme explicado anteriormente, se a requisição falhar,
esta deve ser repetida até que uma resposta seja efetivamente recebida. Isso é
realizado por um laço de repetição que busca novamente o segmento respon-
sável pela tupla (linha 7) e envia novamente a requisição de exclusão para o
segmento encontrado (linha 9). Quando a resposta é recebida, se esta contiver
a tupla e não o valor ⊥, então a tupla é retornada e o procedimento termina.
No lado do servidor, os nós do segmento invocado para excluir uma
tupla agem de maneira bastante similar ao caso da busca de tupla (Seção
4.3.2). A diferença é que inp, em vez de rd p, é chamado no espaço de tuplas
local, e uma tupla específica é buscada, em vez de um molde. Assim como na
busca, se a tupla não é encontrada e se block = T RUE, o cliente é registrado
como pendente.
As operações in e inp (Algoritmo 18) são implementadas simples-
mente chamando RemoveTuple passando o molde e o valor do parâmetro
block adequado.
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Algoritmo 17 Exclusão de tuplas (bloqueante ou não)
1: procedure RemoveTuple(t¯,block)
/* Código do cliente p */
/* Inicia procedimento de busca de tuplas */
/* Quando (se) a busca termina, RemoveTuple também termina */
2: FindTuple(t¯,block)
/* Tupla encontrada */
3: upon FindTupleOk(Si, t) do
/* nonce evita que mesmo molde remova mais de uma tupla */
4: nonce← GenerateNonce()
/* Envia requisição para segmento remover tupla */
5: resp← SegRequest(Si,〈REMOV E, t,block,nonce〉)
/* Repete até que resposta seja recebida */
6: while resp =⊥ do
/* Busca novamente segmento responsável pela tupla */
7: SegFind(TupleKey(t))
8: wait for SegFindOk(S j)
/* Repete invocação com mesmo nonce */
9: resp← SegRequest(S j,〈REMOV E, t,block,nonce〉)
10: end while
11: if resp = 〈REMOV E_OK, t〉∧ t 6=⊥ then
/* Retorna tupla que foi removida */
12: return t
13: end if
14: end upon
15: end procedure
/* Código do servidor q */
16: upon SegDeliver(Cp,〈REMOV E, t,block,nonce〉) do
/* Busca e exclui tupla localmente */
17: t← ts.inp(t)
/* Verifica necessidade de registrar pendência */
18: if block∧ t =⊥ then
/* Cliente marcado como pendente */
19: pending← pending∪{〈Cp, t¯〉}
20: end if
/* Envia resposta contendo a tupla ou ⊥ */
21: SegResponse(Cp,〈REMOV E_OK, t〉)
22: end upon
121
Algoritmo 18 Exclusão de tuplas bloqueante (in) e não bloqueante (inp)
1: operation in(t¯)
/* Código do cliente p */
/* Inicia procedimento de remover tuplas bloqueante */
2: return RemoveTuple(t¯,T RUE)
3: end operation
4: operation inp(t¯)
/* Código do cliente p */
/* Inicia procedimento de remover tuplas não bloqueante */
5: return RemoveTuple(t¯,FALSE)
6: end operation
4.4 DISCUSSÃO SOBRE O ESPAÇO DE TUPLAS
Os algoritmos apresentados na Seção 4.3 implementam um espaço de
tuplas sobre um overlay P2P e possuem características de tolerância a intru-
sões suportadas pela camada de segmentação proposta no Capítulo 3. Os
algoritmos fazem uso das primitivas da camada de segmentação para prover
uma abstração de comunicação e coordenação de alto nível para redes P2P.
Graças às propriedades das operações da camada de Segmentação, o espaço
de tuplas apresenta garantias de consistência mesmo com a presença de certo
número de nós maliciosos.
A operação out, descrita na Seção 4.3.1, consiste simplesmente em
calcular a chave da tupla usando a curva de Hilbert, depois buscar e invocar
o segmento responsável pela chave calculada. Conforme as propriedades das
operações SegFind e SegRequest, a busca e invocação podem precisar ser
repetidas caso o segmento buscado reconfigure antes da invocação ou caso
a resposta demore a chegar no nó cliente. Para o segundo caso, o algoritmo
utiliza um nonce que evita a repetição da inserção da tupla, o que violaria a
semântica da operação out.
As operações rd e rd p, descritas na Seção 4.3.3, consistem em uma
varredura do conjunto de chaves representado pelo molde buscado, de forma
que cada segmento responsável por chaves deste conjunto é consultado sobre
a existência de uma tupla adequada. De acordo com as propriedades das cur-
vas de preenchimento de espaço, quanto mais geral é o molde utilizado, maior
é o conjunto de chaves coberto e maior é o número de segmentos consultados.
Buscas por moldes mais gerais, portanto, implicam em um maior número de
trocas de mensagens, porém a consulta a diferentes segmentos é realizada em
paralelo, reduzindo o tempo de resposta geral das operações rd e rd p. Assim
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como na inserção de tupla, é preciso repetir a busca e consulta a segmentos
sempre que o temporizador estourar em uma invocação. No caso da operação
bloqueante rd, a busca, além de consultar os segmentos responsáveis pelas
chaves do molde, também aguarda notificações posteriores caso nenhuma tu-
pla seja encontrada, de maneira a garantir a semântica da operação.
As operações in e inp, descritas na Seção 4.3.4, iniciam de maneira
similar às operações de leitura de tuplas, isto é, realizam uma varredura em
paralelo nos segmentos responsáveis pelas chaves do molde a fim de encon-
trar tuplas que casem com o mesmo. No caso de in, assim como rd, a opera-
ção também aguarda o recebimento de notificações posteriores. No entanto,
após encontrar uma tupla, o algoritmo precisa invocar novamente o segmento
responsável para remover a tupla encontrada. Pode ocorrer de algum outro
nó conseguir remover a tupla antes, e nesse caso a busca por tuplas continua.
Caso mais de uma tupla seja encontrada concomitantemente, é importante
que as invocações de exclusão sejam realizadas em série. Isso é para evitar
que uma única operação in ou inp termine na exclusão de mais de uma tupla,
o que consiste uma violação da semântica. Como a exclusão da tupla é uma
invocação destrutiva, então um nonce também é utilizado como na inserção
de tupla.
A operação out, além de inserir a tupla, também realiza a verificação
das buscas pendentes e notifica todos os nós bloqueados com moldes que
casem com a tupla inserida. Todo nó notificado é excluído do conjunto de
pendências. Isso não é problema para nós bloqueados em operações rd, pois
a simples notificação de uma tupla basta para encerrar o bloqueio. Por outro
lado, no caso de nós bloqueados em operações in, o nó precisa ainda tentar
remover a tupla para terminar a operação e caso a mesma tupla acabe sendo
excluída antes, o nó precisa continuar bloqueado. Por esse motivo a invocação
para excluir a tupla pode fazer com que o nó entre novamente no conjunto de
pendências. Uma característica interessante desse mecanismo de notificação
é que se múltiplos nós bloqueados aceitam uma mesma tupla, a finalização
de todas as leituras é garantida, mesmo que haja uma ou mais exclusões pen-
dentes. Isso não viola a semântica das operações e até reduz a probabilidade
de certas condições de starvation causadas pelo não determinismo na escolha
do nó que acessa a tupla inserida.
Uma propriedade semântica importante do espaço de tuplas é que uma
tupla não pode ser lida ou excluída sem que tenha sido antes inserida. Em ou-
tras palavras, uma operação de leitura ou exclusão não pode retornar uma
tupla t se não tiver ocorrido uma operação out(t). Nesta solução, essa propri-
edade é garantida (em nós corretos) mesmo na presença de certo número de
nós maliciosos. Enquanto os limites de faltas da camada de segmentação fo-
rem mantidos, nenhum nó consegue corromper o estado global do espaço de
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tuplas. Apesar disso, como não tratamos de questões de segurança de acesso
ao espaço de tuplas, qualquer nó malicioso pode invocar out(t) a qualquer
momento, mesmo que isso não esteja de acordo com a aplicação executando
sobre o espaço de tuplas. De maneira similar, uma tupla removida não pode
mais ser lida ou removida, o que também é garantido pelas propriedades de
consistência asseguradas pela camada de segmentação, porém um nó mali-
cioso pode remover tuplas quaisquer usando moldes arbitrários. Uma forma
de proteger as aplicações contra as ações de nós maliciosos é implementar
funcionalidades de controle de acesso às tuplas (BESSANI et al., 2008).
4.5 TRABALHOS RELACIONADOS
Linda (GELERNTER, 1985) é uma linguagem de coordenação de pro-
cessos distribuídos que introduziu o conceito de espaços de tuplas e comuni-
cação generativa. Gelernter (1985) define esquemas eficientes para arma-
zenamento e localização de tuplas no espaço de tuplas global baseados na
identificação de padrões e situações frequentes na manipulação do ET. No
entanto, as otimizações apresentadas dependem de um mecanismo centrali-
zado de compilação dos processos (descritos em Linda), o que não é possível
em um sistema distribuído aberto. Além disso, o ET em Linda, por si só, não
possui garantia de consistência na presença de nós maliciosos ou intrusões.
Diversas implementações de espaços de tuplas foram desenvolvidas e
incluídas em plataformas de coordenação, como JavaSpaces2, parte da plata-
forma Jini, e IBM TSpaces3. Essas soluções, no entanto, armazenam as tuplas
em um servidor centralizado, o que apresenta limitações de escala ou obriga
a aplicação a dividir a coordenação em múltiplos espaços de tuplas lógicos, o
que nem sempre é viável. Além disso, um servidor centralizado é um ponto
único de falha e deve ser totalmente confiável.
Existem diversas soluções que aplicam técnicas de replicação para ga-
rantir disponibilidade e confiabilidade ao espaço de tuplas (XU; LISKOV,
1989; HANSEN; CANNON, 1994; BAKKEN; SCHLICHTING, 1995; BES-
SANI et al., 2008), em especial, Bessani et al. (2008) definem um espaço de
tuplas que agrega tolerância a faltas bizantinas e propriedades de segurança
como confidencialidade e controle de acesso. Apesar de aumentar a confia-
bilidade do espaço de tuplas, essas soluções ainda centralizam as tuplas em
um conjunto fixo de processos, seguindo um modelo cliente/servidor, o que
apresenta problemas de escala.
Lime (PICCO; MURPHY; ROMAN, 1999) é uma implementação de
2http://www.jini.org/wiki/JavaSpaces_Specification
3http://www.almaden.ibm.com/cs/TSpaces/
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espaços de tuplas para redes móveis. Redes móveis apresentam diversas ca-
racterísticas em comum com redes P2P, como dinamismo e ausência de ge-
rência global. Lime inclui em cada nó da rede um espaço de tuplas local com
o qual o nó interage diretamente. Uma visão distribuída do espaço de tuplas é
construída a partir da detecção de outros nós vizinhos na rede. Os espaços de
tuplas de nós vizinhos são agrupados e o nó passa a acessar tuplas localizadas
nos vizinhos por meio desse espaço de tuplas aumentado. Apesar da distri-
buição, o sistema não tolera saídas de nós ou falhas, uma vez que as tuplas do
espaço de tuplas local não são replicadas.
Comet (LI; PARASHAR, 2005) é uma implementação de espaços de
tuplas sobre uma DHT Chord. Assim como neste trabalho, Comet utiliza
curvas de Hilbert para distribuir as tuplas pelos nós do overlay. No entanto,
os autores apenas citam, como trabalho futuro, o uso de replicação para to-
lerar apenas faltas de parada (crash, em inglês). A ideia de utilizar curvas
de Hilbert para indexar tuplas foi inspirada nesse trabalho. Comet suporta
especificação de moldes mais complexos, envolvendo limites nos valores não
especificados.
4.6 CONCLUSÃO DO CAPÍTULO
Este Capítulo apresentou uma construção de espaço de tuplas sobre a
infraestrutura de segmentação proposta no Capítulo 3. O objetivo foi avaliar
a expressividade das operações providas pela camada de segmentação en-
quanto suporte para construção de aplicações de memória compartilhada de
larga escala e tolerantes a intrusões. A semântica de espaço de tuplas adotada,
incluindo as operações suportadas, foram descritas na Seção 4.1. O espaço de
tuplas foi construído conforme a semântica comum (GELERNTER, 1985), e
tanto as operações bloqueantes quanto não bloqueantes foram implementa-
das.
O mecanismo de indexação de tuplas adotado foi apresentado na Se-
ção 4.2. A ideia de utilizar curvas de preenchimento de espaço (LAWDER;
KING, 2000) foi retirada de outros trabalhos da literatura e a escolha se deu
devido à simplicidade desse mecanismo e a suas características de facilitar
buscas por conteúdo.
A Seção 4.3 apresenta a construção do espaço de tuplas propriamente
dito. Os algoritmos relativos às operações do ET são descritos nas Seções
4.3.1, 4.3.2, 4.3.3 e 4.3.4. Esses algoritmos não tiveram sua correção provada
formalmente, porém uma discussão detalhada do seu funcionamento e suas
limitações resultou na Seção 4.4. Por fim, a Seção 4.5 compara o espaços de
tuplas apresentado nas Seções anteriores com outros trabalhos similares na
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literatura.
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5 CONCLUSÃO
Este Capítulo conclui a dissertação. A Seção 5.1 apresenta uma re-
visão do trabalho. A Seção 5.2 evidencia as suas contribuições e compara
as mesmas com os objetivos enumerados na Seção 1.2. Por fim, a Seção
5.3 lista algumas possibilidades de trabalhos futuros que preenchem lacunas,
estendem ou complementam funcionalidades.
5.1 REVISÃO
Este trabalho tratou da elaboração e avaliação de uma infraestrutura
para a construção de aplicações de memória distribuída compartilhada de
larga escala. Essa infraestrutura é baseada em um overlay P2P estruturado, e
garante a consistência das informações e estruturas de dados mesmo se uma
parte dos processos componentes apresentar comportamento malicioso. A
ideia central consiste em dividir o overlay P2P em grupos menores a fim de
tornar eficiente a aplicação de protocolos de Replicação Máquina de Estados
(RME), que por sua vez garantem tolerância a intrusões.
Primeiramente, a solução foi delineada por meio da especificação de
um modelo de sistema distribuído dinâmico (Seção 3.1), a partir do qual foi
estabelecida uma arquitetura em camadas, tal que cada camada é formada
por um conjunto de operações com propriedades específicas. A camada mais
inferior é a camada de rede, que fornece as bases para o sistema distribuído,
com operações para trocas de mensagens entre processos sobre canais ponto a
ponto confiáveis. Acima da rede, duas camadas independentes funcionalida-
des distintas: a camada de overlay (Seção 3.1.1) implementa um overlay P2P
com características de tolerância a intrusões que permite a entrega de men-
sagens a um grupo de nós responsáveis por uma chave; a camada de suporte
à replicação (Seção 3.1.2) implementa um protocolo de Replicação Máquina
de Estados reconfigurável a partir de um conjunto de nós.
Acima dessas duas camadas, foi construída a camada de segmentação
(Seção 3.2), que divide o overlay em segmentos compostos por nós contíguos
e aplica a Replicação Máquina de Estados reconfigurável a esses nós. De
maneira geral, as operações do overlay são utilizadas para encontrar segmen-
tos específicos e o protocolo de RME é utilizado para submeter requisições
a esses segmentos. Além disso, a camada de segmentação é responsável por
realizar o gerenciamento dos grupos de nós e permitir a entrada e saída de
nós em segmentos, promovendo a divisão de segmentos grandes e a união de
segmentos pequenos de maneira a garantir a execução correta e eficiente dos
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protocolos de RME.
A fim de avaliar a expressividade das operações providas pela camada
de segmentação, um espaço de tuplas foi elaborado tendo como base a infra-
estrutura proposta. As operações do espaço de tuplas foram construídas com
a semântica usual, incluindo as propriedades de desacoplamento espacial e
temporal. As tuplas são indexadas por meio do uso de curvas de preenchi-
mento de espaço do tipo curvas de Hilbert, que apresentam boa localidade.
As propriedades da camada de segmentação garantem a consistência do es-
paço de tuplas desenvolvido.
5.2 REVISÃO DOS OBJETIVOS E CONTRIBUIÇÕES
Os objetivos da dissertação estão enumerados na Seção 1.2. A seguir,
esses objetivos são re enumerados e as partes da dissertação que apresentam
contribuições relacionadas ao cumprimento desses objetivos.
• estudar modelos de sistemas distribuídos dinâmicos e redes P2P,
bem como abstrações de memória compartilhada, a fim de definir
precisamente o problema e elaborar o modelo de sistema adotado;
O modelo de sistema distribuído escolhido teve como base o estudo
de outros sistemas distribuídos dinâmicos e está descrito na Seção 3.1.
Esse modelo possui um conjunto de premissas compatível com outros
trabalhos encontrados na literatura.
• propor uma infraestrutura para construção de aplicações con-
forme o objetivo geral descrito acima e definir as propriedades ga-
rantidas pela infraestrutura;
A Seção 3.2 apresenta a camada de segmentação, que fornece um con-
junto de operações para a construção de aplicações de memória com-
partilhada. Essas operações são acompanhadas de propriedades que
definem precisamente a semântica da segmentação.
• especificar o funcionamento da infraestrutura por meio de algo-
ritmos distribuídos, definidos em um nível de detalhe que permita
demonstrar a adequação às propriedades enumeradas;
As Subseções 3.2.1, 3.2.2 e 3.2.3 contêm algoritmos que implementam
as operações da camada de segmentação. A ideia central e o funciona-
mento de cada algoritmo são descritos textualmente a fim de facilitar o
entendimento dos mesmos.
• demonstrar por meio de provas de teoremas e lemas que os algo-
ritmos elaborados se adequam às propriedades da infraestrutura
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proposta;
A Seção 3.2.4 contém um conjunto de teoremas e lemas que demons-
tram que os algoritmos elaborados cumprem as propriedades da ca-
mada de segmentação. As provas elaboradas são bastante abrangentes
e consistentes, de forma que promovem a confiança nos algoritmos.
• analisar a complexidade e os custos dos algoritmos elaborados;
A Seção 3.3 apresenta uma discussão ampla das limitações e dos custos
dos algoritmos da camada de segmentação. Nenhuma implementação
dos algoritmos foi realizada, portanto não foi possível coletar dados ex-
perimentais acerca dos custos da infraestrutura. Isso está previsto como
um importante trabalho a ser desenvolvido futuramente (ver Seção 5.3).
• realizar um estudo de caso por meio da construção de uma aplica-
ção de memória compartilhada expressiva sobre a infraestrutura
proposta;
O Capítulo 4 apresenta a elaboração e análise de um espaço de tuplas
construído sobre a camada de segmentação. Assim como na camada
de segmentação, o espaço de tuplas foi definido na forma de operações
e propriedades e algoritmos que obedecem essas propriedades foram
descritos. Uma análise informal dos algoritmos foi realizada, mas não
com a mesma profundidade e rigor da camada de segmentação.
5.3 PERSPECTIVAS FUTURAS
As contribuições dessa dissertação são importantes no sentido de criar
uma base para uma série de estudos futuros sobre tolerância a intrusões em
sistemas distribuídos dinâmicos e P2P. Os algoritmos, as análises e provas
representam uma verificação conceitual e uma abordagem inicial que pode
ser expandida, generalizada e aprimorada. A formalização realizada constitui
uma contribuição importante na medida em que dá certa segurança de que
bons resultados serão obtidos em estudos futuros.
Um primeiro trabalho futuro importante consiste em realizar uma im-
plementação dos algoritmos descritos nessa dissertação, tanto da camada de
segmentação quanto do espaço de tuplas. Apesar da ampla formalização re-
alizada neste trabalho, uma implementação executável é necessária para que
se tenha noção de aspectos mais práticos relacionados à execução do sis-
tema. Acreditamos que o nível de formalização utilizado nos algoritmos e
nas análises deixa bastante claro a viabilidade de uma implementação cor-
reta da infraestrutura. A avaliação do desempenho da infraestrutura em um
sistema real é de fundamental importância para permitir elaborar novas otimi-
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zações e aprimoramentos, e essa análise é possibilitada imediatamente após a
implementação dos algoritmos.
Uma ideia que surgiu durante o desenvolvimento do trabalho mas não
foi devidamente explorada, é o uso de múltiplos algoritmos de consenso di-
ferentes para execução da Replicação Máquina de Estados, de acordo com
o número de nós no segmento entre duas reconfigurações. Por exemplo, se
após uma reconfiguração, o número de nós do segmento passa a ser 5 f + 1,
é possível utilizar algoritmos de consenso que executam em dois passos de
comunicação em situações favoráveis (MARTIN; ALVISI, 2006b). Se o nú-
mero chega a 7 f + 1 é possível utilizar algoritmos de consenso de um passo
(SONG; RENESSE, 2008). Essa otimização pode aliviar problemas de escala
resultantes do uso de protocolos de consenso e, em algumas situações, adiar
a necessidade de dividir segmentos.
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