We prove that the Hausdorff dimension of the record set of a fractional Brownian motion with Hurst parameter H equals H.
The fractional Brownian motion (fBm) is a continuous Gaussian process X t , depending on a parameter H ∈ (0, 1) called the Hurst index. It has expected value 0 and covariances given by
The fBm is scale-invariant, namely a −H X at t≥0 has the same law as (X t ) t≥0 for all a > 0. We emphasize that, even though in general this process could be defined also for H = 1, we will only consider here H strictly smaller than 1.
The fractal properties of fBm have been studied extensively (see [1, 19] ). In this paper, we show that the Hausdorff dimension of its record set is H.
Heuristics
To find the dimension of the record set, first fix a small ε > 0 and divide the time interval [0, 1] in N ε = 1 ε small boxes, each of diameter ε. We will be interested in finding the number M ε of boxes in which a record has . The fBm path is in black. In red, for every time t, is the maximum up to time t. The blue points represent the record set. Zooming in one of the blue clusters, one sees the fractal nature of this set. For generating the fBm we used the algorithm of [9] , for a system of size 2 25 .
occurred. To do so, we first compute the probability to find a record during the time interval [(n − 1) ε, nε]. Stated differently, this is the probability that the maximum of X t in [0, nε] is attained in the time interval [(n − 1) ε, nε]. By time reversal symmetry this is the same as the probability to attain the maximum of X t during [0, nε] in [0, ε]. Since the maximum during the time interval [0, ε] scales like ε H , following [8] , we claim that this probability is controlled by the probability that max [0,nε] X t is of order ε H . That probability, as shown in [6] , scales like ε
Summing up the argument so far, we get:
Thus, the expected number of boxes containing a record scales as M ε ≈ N ε ε 1−H = ε −H , suggesting a fractal dimension H of the record set. This scaling is verified numerically in figure 2.1, as well as in [3] .
Notation and Presentation of the Result
We start by presenting some notations and definitions that will be used throughout the proof. In order to give the definition of the Hausdorff dimension we first define the α-value of a covering: To generate an fBm we used the algorithm of [9] , for a system of size 2 25 .
. . } a covering of E, and α 0. Then the α-value of E is
We can now define the Hausdorff dimension of a set.
Definition 2. Let E a metric space, and for every α 0 consider the α-Hausdorff measure of E:
Then the Hausdorff dimension of E is
Recall the definition of the record set
The main result we present here is:
Finally, we will prove the following corollary, describing the scaling for the fBm equivalent of the third arcsine law (for results in the physics literature beyond the asymptotics see [17] ):
Corollary 1. For all δ > 0 there exists ε 0 > 0, such that for all positive ε < ε 0 ,
Proof of the Result
We will follow the proof from [15] , in which the Hausdorff dimension of the record set is found for the (nonfractional) Brownian motion. The main difference comes from the non-Markovian behavior of the fBm, a difficulty that we will control with Lemma 1 below. First, we will get a lower bound on the record set dimension using Lemma 4.21 of [15] :
Hölder continuous, whose maximum is not attained at 0. Then the Hausdorff dimension of its record set is greater or equal to α.
For the other bound, we will use the following result, essentially proven in [15] :
Then, almost surely,
For completeness, we present here the proof:
Proof. Let b > 0, we will show that Dim(A ∩ [b, 1]) ϑ using assumption 4.1. The result will then follow by the countable stability of the Hausdorff dimension. In order to get an upper bound on the dimension, it is enough to find a family of coverings of [b, 1] ∩ A with diameter going to zero such that the ϑ-value of each covering is finite. To construct such a covering, consider, for k ∈ N,
Denote, for j = 0 . . . N k − 1, I j := b + [jε k , (j + 1)ε k ] and consider the collection of intervals:
Let j ∈ {0, . . . , N k − 1}. Taking a = b + jε k in the assumption 4.1, we have
Therefore the covering
Using Fatou's lemma, we have
Hence, the liminf is almost surely finite. In particular, there exists a family of coverings whose diameter is going to zero with bounded ϑ-value, and we can conclude that almost surely
To use this proposition, we will need the following lemma:
Lemma 1. For all δ > 0 and b > 0, there exists a constant C(b, δ, H) > 0, such that, for small enough ε > 0,
Proof. We begin by introducing two inequalities concerning the supremum of X:
(i) For all δ > 0, there exists a constant M = M (δ, H) > 0, such that, for small enough u > 0:
(ii) There exists a constant M = M (H) > 0, such that, for large enough v, we have
where Ψ(v) = P(N > v) for N a standard normal random variable.
The first inequality is a weak consequence of corollary 2 in [6] . The statement of the second inequality can be found in Theorem D.4. of [16] (see also [2] ). Let δ, ε and θ be three positive real numbers, with θ satisfying θ < H. By time reversal symmetry, the process t →X t = X a+ε−t − X a+ε is again a fractional Brownian motion starting at 0 with Hurst index H. Hence,
Decomposing this last term into the two terms
and using the scaling invariance of X, we get that
Therefore, for small enough ε, we can apply inequality 4.7 with a positive parameter δ < 1 − H:
where we now fix θ and δ sufficiently small, chosen to verify
and where, recalling that b ≤ a, C 1 is defined as:
We then bound B ε , using again the scaling invariance and applying 4.8 for ε small enough:
with C 2 = C 2 (δ, H) and where the last inequality is a consequence of the rapid decay of Ψ as ε tends to 0. Summing the bounds over A ε and B ε concludes the proof of the lemma.
Putting everything together, we are ready to prove Theorem 1.
Proof of Theorem 1. We first prove the lower bound using Proposition 1. Indeed, the sample-paths of the fractional Brownian motion are almost surely α-Hölder continuous for any α < H (see Theorem 3.1 of [7] ). Hence, we get that Dim(Rec) α for any α < H. The lower bound follows letting α go to H.
In order to get the upper bound, we use Proposition 2 combined with Lemma 1 to find:
for all δ > 0. The upper bound follows letting δ go to zero.
We can now give a proof of Corollary 1:
Proof. By the time reversibility property of the fractal Brownian motion, we can see that (cf. proof of Lemma 1):
Therefore, the upper bound in the inequality 3.2 is a direct consequence of Lemma 1 (taking δ 2 in order to absorb the constant C).
For the lower bound, we need to show that for all δ > 0, there exists ε 0 > 0 such that
Reasoning by contradiction, let δ > 0 and (ε k ) k≥0 such that ε k → 0 and
Let b > 0, a ≥ b, and ε k to be chosen later on. Consider the rescaled process t → Y t = (a + ε k ) H X (a+ε k )t . By scaling invariance, Y is a fractional Brownian motion of Hurst index H whose record set Rec(Y ) on [0, 1] is the rescaled record set of X. Hence,
Choosing ε k = b ε k 1−ε k , so that ε k b+ε k = ε k , 4.11 yields:
This is exactly the assumption of Proposition 2, thus Dim(Rec) ≤ H − δ, in contradiction with Theorem 1.
Further Questions
There are various topics for further research concerning the record statistics of continuous processes. For example, one may study the duration of the longest record or the waiting time for a first record to occur after some fixed positive time. It could also be interesting to study non-Gaussian or non-stationary processes. Another question would be to extend the study of records to fields of higher dimensions (both in space and in time), given an appropriate order on these spaces.
