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OBLIQUE BOUNDARY VALUE PROBLEMS FOR AUGMENTED HESSIAN
EQUATIONS III
FEIDA JIANG AND NEIL S. TRUDINGER
Abstract. In bounded domains, without any geometric conditions, we study the existence and unique-
ness of globally Lipschitz and interior strong C1,1, (and classical C2), solutions of general semilinear
oblique boundary value problems for degenerate, (and non-degenerate), augmented Hessian equations,
with strictly regular associated matrix functions. By establishing local second derivative estimates at
the boundary and proving viscosity comparison principles, we show that the solution is correspondingly
smooth near boundary points where the appropriate uniform convexity is satisfied.
1. Introduction
In this paper, we continue our previous studies [15,16] of oblique boundary value problems for elliptic
solutions of augmented Hessian equations and consider in particular problems with general boundaries
so that at least our boundary conditions must be interpreted in a weak sense. Following Section 4.3
in [15], we also treat the degenerate elliptic case. As in [15,16], our boundary value problems have the
general form
(1.1) F [u] := F (D2u−A(·, u,Du)) = B(·, u,Du), in Ω,
(1.2) G[u] := G(·, u,Du) = 0, on ∂Ω,
where Ω is a bounded domain in n dimensional Euclidean space Rn, u is the scalar unknown function,
Du and D2u denote the gradient vector and the Hessian matrix of u, A is a n × n symmetric matrix
function defined on Ω×R×Rn, B is a scalar valued function on Ω×R×Rn and G is a scalar valued
function defined on ∂Ω × R × Rn. As usual, we use x, z, p and r to denote the points in Ω, R, Rn
and Sn respectively, where Sn denotes the linear space of n×n symmetric matrices. The function F is
defined on an open set Γ in Sn, which is closed under addition of the positive cone. We shall use either
F or F to denote the general operator in (1.1), and either G or G to denote the boundary operator in
(1.2). The boundary condition (1.2) is called oblique if the continuous function G is strictly increasing
with respect to p in the normal direction to ∂Ω at x, namely
(1.3)
G(x, z, p + λν(x))−G(x, z, p)
λ
> 0,
for all (x, z, p) ∈ ∂Ω × R × Rn and λ > 0, where ν(x) denotes the unit inner normal vector to ∂Ω at
the point x. When G is differentiable with respect to p, then the obliqueness (1.3) is equivalent to
(1.4) DpG · ν > 0,
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for all (x, z, p) ∈ ∂Ω×R×Rn, where ν denotes the unit inner normal vector field on ∂Ω ∈ C1. In this
paper we restrict attention to the semilinear case
(1.5) G[u] = G(·, u,Du) = β ·Du− ϕ(·, u) = 0, on ∂Ω,
where β is a vector field on ∂Ω, satisfying β · ν > 0 on ∂Ω, and ϕ is a scalar function on ∂Ω×R. The
standard example of (1.5) is the semilinear Neumann boundary condition, where β = ν on ∂Ω.
The oblique derivative problem (1.1)-(1.2) for augmented Hessian equations arises naturally in the
theory of fully nonlinear elliptic equations, through its applications in conformal geometry, optimal
transportation, and geometric optics; see [3, 13, 15–17, 20–22, 31]. One can refer to [15] for more
detailed background and various explicit examples of the functions F , G and A. In [15, 16], we have
established extensive existence theorems for classical solutions of problem (1.1)-(1.2) under appropriate
domain convexity hypotheses. In this paper, we prove existence and uniqueness results for solutions
in C1,1(Ω) ∩ C0,1(Ω¯) in the degenerate case, (and C2(Ω) ∩ C0,1(Ω¯) in the non-degenerate case), to
the semilinear boundary value problem (1.1)-(1.5) on general bounded domains, (without convexity
assumptions), which satisfy higher regularity near a boundary point where the appropriate uniform
convexity is locally satisfied. Our treatment also embraces more general viscosity solutions of equation
(1.1) and such an extension will be pursued in future work.
Our assumptions for F correspond to those in [15], although here we shall write them for non-
smooth F . Assuming now that F ∈ C0(Γ) where Γ is a convex open cone ⊂ Sn, 6= Sn, with vertex at
0, containing the positive cone K+, we formulate the following conditions on F ,
F1: F is strictly increasing in Γ, that is
lim inf
σ→0
F (r + ση)− F (r)
σ
> 0
for any positive η ∈ Sn;
F1−: F is nondecreasing in Γ, (that is F (r + η) ≥ F (r) for any non-negative η ∈ Sn), with
T
−(r) := lim inf
σ→0
F (r + σI)− F (r)
σ
> 0;
F2: F is concave in Γ;
F3: F (Γ) = (a0,∞) for constant a0 ≥ −∞, with sup
r0∈∂Γ
lim sup
r→r0
F (r) ≤ a0;
F4: F (tr)→∞ as t→∞, for all r ∈ Γ;
F5: For given constants a, b satisfying a0 < a < b, there exists a constant δ0 > 0 such that
T −(r) ≥ δ0 for all r satisfying a < F (r) < b;
F5+: T −(r)→∞ uniformly for a < F (r) < b as |r| → ∞.
These conditions coincide with those in [15], when F ∈ C2(Γ), in which case T − = T = trace(Fr).
As there, condition F5 is essentially superfluous as it is implied by F1−, F2, F3 and F4, while F4 is itself
implied by F1−, F2 and F3, when a0 > −∞. However as well as F5+, we also need other refinements
of F5, when the constant δ0 is independent of a or b, which we designate respectively as F5(0) and
F5(∞). In fact our primary examples of one positive homogeneous functions F ∈ C0(Γ¯), which are
positive, increasing and concave in Γ and vanish on ∂Γ , satisfy F1, F2, F3, (with a0 = 0), F4 and both
F5(0), F5(∞). Also in general when a0 > −∞, F1−, F2 and F3 imply F5(0), [15]. Similarly we can
refine condition F5+ when a = a0 or b =∞, so that in particular F5+(0) is satisfied by the normalised
k-Hessians Fk in the cones Γk for k = 2, · · · , n, [15], but F5+(∞) is incompatible with F2.
As in [15, 16], we call M [u] := D2u− A(·, u,Du) the augmented Hessian matrix. Assuming always
that F at least satisfies F1−, a function u ∈ C0(Ω), is then called admissible for F at a point x0 ∈ Ω
if u is twice differentiable at x0 and the augmented Hessian matrix M [u](x0) ∈ Γ¯. It follows then that
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the operator F is degenerate elliptic, with respect to u, at x0, that is F (M [u] + η)(x0) ≥ F (M [u])(x0),
for all η ≥ 0, ∈ Sn. If F satisfies F1 and M [u](x0) ∈ Γ, then F is elliptic, with respect to u, at x0. Our
weak form of the boundary condition (1.2) corresponds to that for viscosity solutions [4]. Namely a
function u ∈ C0(Ω¯) satisfies the inequality G[u] ≥ 0, (≤ 0), on ∂Ω weakly, with respect to the operator
F , if for any admissible function φ ∈ C2(Ω¯), x0 ∈ ∂Ω satisfying u ≤, (≥), φ in Ω¯, u(x0) = φ(x0), we have
either G[φ](x0) ≥ 0, (≤ 0) or F [φ](x0) ≥, (≤), B(·, φ,Dφ)(x0). The function u ∈ C0(Ω¯) then satisfies
the boundary condition (1.2) weakly if both G[u] ≥ 0 and G[u] ≤ 0 on ∂Ω weakly. If F satisfies F1,
then we only need the inequalities G[φ](x0) ≥ 0, (≤ 0). In this paper we consider solutions u at least
in C1,1(Ω) with (1.1) satisfied almost everywhere and postpone consideration of viscosity solutions in
C0(Ω) or C0,1(Ω), under reduced structure conditions on F , to a future work.
An important ingredient for regularity of solutions to equations involving the augmented matrix
M [u] is the co-dimension one convexity (strict convexity) condition on the matrix A with respect to p,
that is
(1.6) Aklij (x, z, p)ξiξjηkηl ≥ 0, (> 0),
for all ξ, η ∈ Rn, ξ ⊥ η, where Aklij = D2pkplAij and A is twice differentiable at (x, z, p) ∈ Ω × R × Rn.
As in [15], we will assume at least that the matrix A ∈ C2 is strictly regular in Ω, that is the strict
inequality in (1.6), holds for all (x, z, p) ∈ Ω×R×Rn. Also following [15], we need additional conditions
for gradient estimates. In particular, we may strengthen the strict regularity condition by assuming
that A is uniformly regular in Ω, namely that for any M > 0, there exist positive constants λ0 and λ¯0
such that
(1.7)
∑
i,j,k,l
Aklijξiξjηkηl ≥ λ0|ξ|2|η|2 − λ¯0(ξ · η)2,
for all ξ, η ∈ Rn, x ∈ Ω, |z| ≤M , p ∈ Rn. For gradient bounds we also assume the functions A and B
to satisfy quadratic growth conditions, analogous to those for quasilinear elliptic equations [6]. Namely,
(1.8) DxA,DxB,DzA,DzB = O(|p|2), DpA,DpB = O(|p|),
as |p| → ∞, uniformly for x ∈ Ω, |z| ≤M for any M > 0.
For local boundary regularity, we shall assume a local version of our boundary convexity condition
in [15]. Assuming that G ∈ C0(Ω¯ × R × Rn), ∂Ω ∈ C2, we call ∂Ω uniformly (Γ, A,G)-convex at
x0 ∈ ∂Ω, with respect to an interval I0, if
(1.9) KA(∂Ω)(x0, z, p) + µν(x0)⊗ ν(x0) ∈ Γ,
for all z ∈ I0, G(x0, z, p) ≥ 0, and some µ = µ(x0, z, p) > 0, where KA denotes the A-curvature matrix
of ∂Ω, given by
(1.10) KA(∂Ω)(x, z, p) = −δν(x) + P (DpA(x, z, p) · ν(x))P
at any point x ∈ ∂Ω, where ∂Ω is twice differentiable, ν denotes the unit inner normal, δ = D−(ν ·D)ν
denotes the tangential gradient and P = I − ν ⊗ ν is the projection matrix onto the tangent space.
Also corresponding to our global definitions in [15] we call ∂Ω uniformly (Γ, A,G)-convex at x0 ∈ ∂Ω,
with respect to u ∈ C0(∂Ω), if I0 = {u(x0)}. We also recall our previous terminology in [15] that Pk,
for k = 1, · · · , n, denotes the cone in Sn where the sum of any k eigenvalues is positive.
The scope of our results is embodied in the following theorem, which covers both the degenerate and
non-degenerate cases. As in [15], we also assume the existence of sub and supersolutions in order to
have a priori solution bounds for our approximating problems. More general results and alternative
hypotheses will be treated in conjunction with our proofs.
Theorem 1.1. Assume that F satisfies conditions F1−, F2 and F3, with a0 = 0, in Γ, Ω is a C
2,1
bounded domain in Rn, A ∈ C2(Ω¯ × R × Rn) is uniformly regular in Ω, B ≥ 0,∈ C2(Ω¯ × R × Rn),
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G is semilinear and oblique with β ∈ C1,1(∂Ω), ϕ ∈ C1,1(∂Ω × R) and there exist a strict subsolution
u ∈ C1,1(Ω¯) of (1.1)-(1.5) and a supersolution u¯ ∈ C1,1(Ω¯) of (1.1). Assume also that A and B satisfy
the quadratic growth conditions (1.8), A, B and ϕ are nondecreasing with respect to z, with one of
them strictly increasing and either (a) B is independent of p or (b) B is convex in p and F satisfies
F5+(0) and F5(∞). Then we have the following:
(i) there exists an admissible solution u ∈ C1,1(Ω)∩C0,1(Ω¯) of the boundary value problem (1.1)-(1.5);
(ii) the solution u is unique if either A is strictly increasing in z or ϕ is strictly increasing in z, with
A and B independent of z;
(iii) if also Γ ⊂ Pn−1 and ∂Ω is uniformly (Γ, A,G)-convex at x0 ∈ ∂Ω, with respect to u, then
u ∈ C1,1(Ω ∪ (N ∩ Ω¯)) for some neighbourhood N of x0;
(iv) if F also satisfies F1 and B > 0, then u ∈ C2,α(Ω ∪ (N ∩ Ω¯)) for some α > 0.
Remark 1.1. Under our hypothesis of uniform regularity of A, Theorem 1.1 is established for general
oblique boundary value problems (1.5). When A is assumed only strictly regular, the conclusions in
Theorem 1.1 still hold under further conditions on F , β, A and B. To state these, we write condition
F7 from [15] in the weak form:
F7: For a given constant a > a0, there exists constants δ0, δ1 > 0 such that
lim inf
σ→0
F (r + σξ ⊗ ξ)− F (r)
σ
≥ δ0 + δ1T +(r),
if a ≤ F (r), ξ is a unit eigenvector of r corresponding to a negative eigenvalue and
T
+(r) := lim sup
σ→0
F (r + σI)− F (r)
σ
.
Consistent with our notation above, when the constants δ0, δ1 > 0 are independent of a, we will
refer to condition F7 as F7(0). Then for strictly regular A, the conclusions in Theorem 1.1 hold if
| ββ·ν − ν| < 1/
√
n, F is orthogonally invariant and either (a) F satisfies condition F7(0), (or F7 if
inf B > 0), and A = o(|p|2)I in (1.8) or (b) A = o(|p|2)I, p · DpA ≤ o(|p|2)I, p · DpB ≤ o(|p|2) in
(1.8) or (c) β = ν, Γ ⊂ Γk with k > n/2 and Ω is convex. These alternative conditions to the uniform
regularity of A are used for the gradient estimates; see Theorems 1.3 and 3.1, and Remark 3.3 in [15]
for more details, as well as Section 3, where we will show that the hypothesis F7 in Theorem 1.3 of [15]
can be replaced by F2 and F5(∞), under the stronger growth conditions in (b).
As introduced in [15], typical examples of uniformly regular matrices A are given by
(1.11) A(x, z, p) =
1
2
akl(x, z)pkplI − a0(x, z)p ⊗ p,
where akl, a0 ∈ C2(Ω¯ × R) and the matrix {akl} > 0 in Ω¯ × R. When akl = δkl and a0 = 1, (1.11)
is related to the Schouten tensor in conformal deformation, see [15, 31]. Note also that in Theorem
4
1.1, the operator F is in the class C0(Γ) and need not be orthogonally invariant so that in particular
Theorem 1.1 readily applies to the Bellman type augmented Hessian equations in Section 4.2 in [15].
Remark 1.2. We also have the uniqueness in assertion (ii) of Theorem 1.1 if B is strictly increasing
in z and T (r) is bounded from above; (see case (iii) in Theorems 4.2 and 4.3). In general, without
uniqueness, if the monotonicity, subsolution and supersolution hypotheses in Theorem 1.1 are replaced
by conditions (4.6) and (4.7) in [15], the existence in assertion (i) of Theorem 1.1 still holds by using
the Leray-Schauder principle, Theorem 5.1 in [7].
Remark 1.3. Clearly if ∂Ω is uniformly (Γ, A,G)-convex with respect to u at every boundary point,
we have u ∈ C1,1(Ω¯) and u ∈ C2,α(Ω¯) in assertions (iii) and (iv) of Theorem 1.1 respectively and we
recover in particular our classical existence results in [15].
Remark 1.4. It will also be clear from our proofs that the condition F (Γ) = (a0,∞) in F3 can be
replaced by F (Γ) ⊃ (a0,∞), (assuming also F4 for (iii) and (iv)). Moreover, we can alternatively
replace in Theorem 1.1, in accord with [11], the cone Γ by any convex open set D ⊂ Sn, 6= Sn, with
0 ∈ ∂D, which is closed under addition of the positive cone, K+, provided its asymptotic cone Γ is
used in our hypotheses of (Γ, A,G) -convexity and we assume F also satisfies F5(0) in D, (or F5 if
inf B > a0). Here the asymptotic cone of D is defined as the largest convex open cone Γ, with vertex
at 0, such that D is closed under addition of Γ. In this more general situation conditions F1−, F2 and
F3 continue to imply F4 and F5(0) hold in the asymptotic cone Γ but not necessarily in D.
The organization of this paper is as follows.
In Section 2, we consider local boundary second derivative estimates for solutions of (1.1)-(1.5) in the
mixed tangential-oblique, pure tangential, and pure oblique directions, which are the local versions of
the corresponding global boundary estimates in Section 2 in [15]. The resultant local boundary second
derivative estimates are established in Theorem 2.1, through modification of the proof of Theorem 1.2
in [15], in accordance with Remarks 2.1 and 3.6 in [15]. Note that in this section we always assume
F ∈ C2(Γ), which suffices for obtaining the local estimates for the approximating problems with smooth
operators.
In Section 3, we prove in Theorem 3.1 the existence of solutions to the problem (1.1)-(1.5) in
C1,1(Ω) ∩ C0,1(Ω¯) (C2,α(Ω) ∩ C0,1(Ω¯) for some α ∈ (0, 1)) under F1− (F1) and B ≥ 0 (B > 0) by
solving the regularized problem and using approximations. We also consider alternative hypotheses
for the gradient estimates, in accord with our Remark 1.1 above, leading to more general versions of
Theorems 1.1 and 3.1.
In Section 4, we first prove a comparison principle in Theorem 4.1 for solutions of the equation (1.1)
based on a barrier construction. Under proper monotonicity assumptions on A, B and G, we then
study the comparison principles for solutions of (1.1)-(1.5) in C2(Ω) ∩ C0,1(Ω¯) and C1,1(Ω) ∩ C0,1(Ω¯)
in Theorems 4.2 and 4.3 respectively, which gives the uniqueness for solutions obtained in Section 3
in corresponding function spaces. Moreover, if there exists a boundary point satisfying the curvature
condition (1.9), we show higher regularity of u in a boundary neighbourhood with the help of the local
second derivative estimate in Theorem 2.1. Finally, the assertions of Theorem 1.1 are proved.
To conclude the introduction, we remark that the results here are already foreshadowed in Section 4.4
in [15]. Namely in the nondegenerate (or degenerate) case, if we drop the domain convexity conditions,
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we still infer existence of classical (or strong) solutions of equation (1.1) which are globally Lipschitz
continuous and satisfy the boundary condition (1.5) in a weak viscosity sense so that the domain
convexity conditions become conditions for boundary regularity.
The notation of this paper, unless otherwise specified, follows [15,16].
2. Local second derivative estimates
In this section, we prove local second derivative estimates for the solutions of oblique boundary
value problem (1.1)-(1.5), as already asserted in Remarks 2.1 and 3.6 in [15]. Since we already have
the interior second derivative estimate (1.14) in Theorem 1.1 in [15], here we only need to focus on the
local second derivative estimates near the boundary.
For a fixed point x0 ∈ Ω¯ and a positive constant R, we use BR := BR(x0) to denote the ball of
radius R and centre x0. For x0 ∈ ∂Ω, we assume in this section that ν and ϕ in BR ∩ ∂Ω have been
smoothly extended to B¯R ∩ Ω¯, so that ν and ϕ(·, z) are constant along normals of BR(x0)∩ ∂Ω. First,
by differentiating the boundary condition (1.5) with respect to a tangential vector field τ , we obtain
(2.1) Dβτu = D˜xτϕ−Dτβ ·Du, on BR ∩ ∂Ω,
where D˜xτ = τ · D˜x and D˜x = Dx+DuDz. Then from (2.1) we have an estimate for mixed tangential-
oblique second order derivatives,
(2.2) |uτβ | ≤ C, on BR ∩ ∂Ω,
for any unit tangential vector field τ , where the constant C depends on BR ∩Ω, β, ϕ and |u|1;BR∩Ω.
We next treat the local pure tangential second order derivative estimates for u, for which the strictly
regular condition (1.6) for the matrix A is critical. As in [15], it is convenient here to use (1.6) to
express the strict regularity of A with respect to u, in the form
(2.3) Aklij (·, u,Du)ξiξjηkηl ≥ c0|ξ|2|η|2 − c1(ξ · η)2,
for arbitrary vectors ξ, η ∈ Rn, where c0 and c1 are positive constants depending on A and sup(|u| +
|Du|). Since the estimates will depend on the obliqueness, we can assume that
(2.4) β · ν ≥ β0, on ∂Ω,
where β0 is a positive constant. Setting
(2.5) M2(R) = sup
BR∩Ω
|D2u|,
we formulate the local pure tangential second order derivative estimates on the boundary in terms of
M2(R) as follows.
Lemma 2.1. Let u ∈ C2(Ω¯) ∩ C4(Ω) be an admissible solution of the boundary value problem (1.1)-
(1.2) in a bounded domain Ω ⊂ Rn with ∂Ω ∈ C2,1. Assume that F ∈ C2(Γ) satisfies conditions F1-F3
and F5 in the cone Γ ⊂ Sn, A ∈ C2(Ω¯ × R × Rn) is strictly regular, B > a0,∈ C2(Ω¯ × R × Rn),
G ∈ C2(∂Ω×R×Rn) is semilinear and oblique satisfying (1.5) and (2.4), and either F5+ holds or B
is convex with respect to p. Then for any x0 ∈ ∂Ω, 0 < R < 1 and ball BR = BR(x0), we have the
estimate
(2.6) sup
|τ |=1,τ ·ν=0
uττ (x0) ≤ ǫM2(R) + Cǫ(1 + 1
R2
),
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for any positive constant ǫ > 0, where ν is the unit inner normal vector at x0, Cǫ is a constant depending
on ǫ,BR ∩ Ω, F,A,B, ϕ, β, β0 and |u|1;BR∩Ω. Furthermore, if Γ ⊂ Pn−1, then for any constant ǫ > 0,
we have the estimate
(2.7) sup
|τ |=1,τ ·ν=0
|uττ (x0)| ≤ ǫM2(R) +Cǫ(1 + 1
R2
),
for any positive constant ǫ > 0, where Cǫ is again a constant depending on ǫ,BR ∩ Ω, F,A,B, ϕ, β, β0
and |u|1;BR∩Ω.
The local pure tangential estimates (2.6) and (2.7) for semilinear G depend on the cut-off function
ζ constructed in Section 3.2 of [15]. For x0 ∈ ∂Ω and a sufficiently small positive constant R, there
exists a cut-off function ζ ∈ C0(B¯R(x0)) ∩ C2(Sζ), such that
(2.8) 0 ≤ ζ ≤ 1 in B¯R(x0) ∩ Sζ , ζ(x0) = 1,
(2.9) ζ = 0 on ∂BR(x0) ∩ Sζ , Dβζ = 0 on ∂Ω ∩ Sζ ,
and
(2.10) |Dζ| ≤ C/R, |D2ζ| ≤ C/R2, in BR(x0) ∩ Sζ ,
where Sζ is the support of ζ, β is a vector field on ∂Ω satisfying (2.4) and C is a positive constant;
(see the construction of such ζ at the end of the proof for Theorem 3.1 in [15]).
Proof of Lemma 2.1. For x0 ∈ ∂Ω, we first fix a sufficiently small positive R with ϕ, β and ν in
BR∩∂Ω smoothly extended to B¯R∩ Ω¯ and a cut-off function ζ satisfying (2.8), (2.9) and (2.10), where
BR = BR(x0). Setting
(2.11) wτ = uττ +
c1
2
|uτ |2,
we suppose that the function
(2.12) vτ = ζ
2wτ
takes a maximum over B¯R ∩ ∂Ω and unit tangential vectors τ , at a point y0 ∈ B¯R ∩ ∂Ω and vector
τ = τ0 where c1 is the constant in the strict regularity condition (2.3). Without loss of generality, we
may assume y0 = 0 and τ0 = e1. Setting b =
ν1
β·ν and τ = e1 − bβ, we then have, at any point in
BR ∩ ∂Ω,
(2.13) v1 = vτ + ζ
2[b(2uβτ + c1uβuτ ) + b
2(uββ +
c1
2
|uβ|2)],
with v1 = ve1 , v1(0) = vτ (0), b(0) = 0 and τ(0) = e1. Setting
g :=
1
β · ν (2uβτ + c1uβuτ ),
from (2.1), we have
(2.14) |g − g(0)| ≤ C(1 +M2(R))|x|, on BR ∩ ∂Ω,
where C is a constant depending on BR ∩ ∂Ω, ϕ, β, β0 and |u|1;BR∩Ω. Accordingly, we have
(2.15) v1 − g(0)ζ2ν1 ≤ vτ + C1(1 +M2(R))ζ2|x|2, on BR ∩ ∂Ω,
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for a further constant C1 depending on the same quantities. Therefore, the function
(2.16)
v˜1 := v1 − ζ2[g(0)ν1 + C1(1 +M2(R))|x|2]
= ζ2[w1 − g(0)ν1 − C1(1 +M2(R))|x|2]
satisfies
(2.17)
v˜1 ≤ vτ = ζ2|τ |2wτ/|τ | ≤ ζ2(0)w1(0)|τ |2
≤ ζ2(0)w1(0)(1 − 2bβ1 + b2 sup |β|2)
≤ ζ2(0)w1(0)(1 − 2 β1
β · ν (0)ν1 + C1|x|
2)
:= ζ2(0)w1(0)f, on BR ∩ ∂Ω,
where w1(0) = we1(0), f is a function in C
2(B¯R∩ Ω¯) with f(0) = 1. Here note that we can assume that
w1(0) > 0, otherwise we have already obtained the pure tangential estimate from (2.12). Moreover,
by choosing C1 in (2.17) sufficiently large, the function f can be made positive in B¯R ∩ Ω¯. Now
differentiating the boundary conditionDβu−ϕ(·, u) = 0 twice in a tangential direction τ with τ(0) = e1,
and using (2.2), we obtain
(2.18) Dβu11(0) ≥ −C1(1 +M2(R)).
By denoting
(2.19) w˜1 := w1 − g(0)ν1 − C1(1 +M2(R))|x|2,
we have
(2.20)
Dβ[v˜1 − ζ2(0)w1(0)f ] = Dβ(ζ2w˜1)− ζ2(0)w1(0)Dβf
= ζ2Dβw˜1 − ζ2(0)w1(0)Dβf, on BR ∩ ∂Ω,
where Dβζ = 0 on BR ∩ ∂Ω is used. From (2.18) and (2.20), at the point 0 we have,
(2.21) Dβ [v˜1 − ζ2(0)w1(0)f ](0) ≥ −C1ζ2(0)(1 +M2(R)),
for a further constant C1 depending on the same quantities. We then employ a new function
(2.22) v := v˜1 − ζ2(0)w1(0)f −K(1 +M2(R))ζ2φ,
where K is a constant to be determined, φ ∈ C2(Ω¯) is a negative defining function for Ω satisfying
φ = 0 on ∂Ω, Dνφ = −1 on ∂Ω. By fixing a large constant K such that K > C1/β0, we have
(2.23)
Dβv(0) =Dβ [v˜1 − ζ2(0)w1(0)f ](0) −Dβ[K(1 +M2(R))ζ2φ](0)
≥ −C1ζ2(0)(1 +M2(R))−Kζ2(0)(1 +M2(R))Dβφ(0)
≥ (Kβ0 − C1)ζ2(0)(1 +M2(R))
> 0,
where (2.20) andDβζ(0) = 0 are used in the first inequality, Dνφ(0) = −1 and the obliqueness β ·ν ≥ β0
are used in the second inequality. From (2.17) and since φ = 0 on ∂Ω, it is readily checked that
(2.24) v ≤ 0 on BR ∩ ∂Ω, and v(0) = 0.
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Since ζ = 0 on the inner boundary ∂BR ∩ Ω, w1(0) > 0 and f > 0 on ∂BR ∩ Ω, we have
(2.25) v = −ζ2(0)w1(0)f ≤ 0, on ∂BR ∩Ω.
Then from (2.23), (2.24) and (2.25) it follows that the function v defined in (2.22) must take its
maximum over B¯R ∩ Ω¯ at an interior point y˜0 ∈ BR ∩Ω. This effectively reduces our argument to the
proof of Theorem 1.1 in [15].
For completeness, we present the remaining proof. As in [15], we define the linearized operator
(2.26) L := F ij [Dij −Akij(·, u,Du)Dk]− (DpkB(·, u,Du))Dk ,
where F ij = ∂F∂rij (M [u]), A
k
ij = DpkAij. By differentiating equation (1.1) and using condition F2 and
strict regularity (2.3), we have by calculations,
(2.27) Lv ≥ c0ζ2T |Du1|2 − C(1 + 1
R2
)(1 + T )(1 +M2(R)) + λBζ
2|Du1|2,
at the maximum point y˜0, where the property (2.10) of the cut-off function ζ is used, T = trace(F
ij),
c0 is the constant in (2.3), C is a constant depending on BR ∩ ∂Ω, A,B, ϕ, β, β0 and |u|1;BR∩Ω and λB
is the minimum eigenvalue of the matrix D2pB. Invoking conditions F5
+, or F5 and convexity of B in
p, from (2.27) we have
(2.28) Lv ≥ c0
2
ζ4T |u11|2 − C(1 + 1
R2
)T (1 +M2(R)),
at y˜0, for a further constant C depending in addition on F . Since Lv(y˜0) ≤ 0, we derive from (2.28)
that
(2.29) ζ2(y˜0)u11(y˜0) ≤
√
2C
c0
(1 +
1
R2
)(1 +M2(R)) ≤ ǫM2(R) + Cǫ(1 + 1
R2
),
where ǫ is any positive constant, Cǫ is a constant depending on ǫ,BR∩∂Ω, F,A,B, ϕ, β, β0 and |u|1;BR∩Ω
and Cauchy’s inequality is used in the second inequality. Since v takes its maximum in B¯R ∩ Ω¯ at y˜0,
we have
(2.30)
v(0) ≤ v(y˜0) = v˜1(y˜0)− w1(0)ζ2(y˜0)f(y˜0)−K(1 +M2(R))ζ2(y˜0)φ(y˜0)
≤ ζ2(y˜0)[(u11(y˜0) + c1
2
|u1(y˜0)|2)− g(0)ν1(y˜0)− C1(1 +M2(R))|y˜0|2
−K(1 +M2(R))φ(y˜0)]− ζ2(0)w1(0)f(y˜0).
By fixing φ in (2.22) and the constant C1 in (2.17) so that φ ≥ − ǫ4K and f ≥ 12 in BR ∩ Ω, and using
v(0) = 0 and (2.29), we derive from (2.30) that
(2.31) v1(0) = ζ
2(0)w1(0) ≤ ǫM2(R) + Cǫ(1 + 1
R2
),
for any constant ǫ > 0, and constant Cǫ depending on ǫ, F,BR ∩ ∂Ω, A,B, ϕ, β, β0 and |u|1;BR∩Ω. Since
vτ in (2.12) takes its maximum over B¯R ∩ ∂Ω and unit tangential vectors τ , at the point 0 and the
vector e1, we have
(2.32) vτ ≤ v1(0), on BR ∩ ∂Ω,
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for any unit tangential vector τ . From (2.31) and (2.32), since ζ(x0) = 1, we have
(2.33) uττ (x0) ≤ ǫM2(R) + Cǫ(1 + 1
R2
),
for any constant ǫ > 0, and any unit tangential vector τ , where Cǫ is a constant depending on ǫ,BR ∩
∂Ω, F,A,B, ϕ, β, β0 and |u|1;BR∩Ω. Then the estimate (2.6) follows by taking the supremum of (2.33)
over the unit tangential vectors at the point x0. Furthermore, if Γ ⊂ Pn−1, then the sum of any n− 1
eigenvalues of the augmented Hessian matrixM [u] is positive. Consequently, the estimate (2.7) directly
follows from (2.6).
We have proved this lemma in the case when R is sufficiently small. When R is larger, we can first
repeat the above argument in BR′ ∩Ω for a fixed sufficiently small R′, so that (2.6) and (2.7) hold with
R replaced by R′. Namely, we have
(2.34) sup
|τ |=1,τ ·ν=0
uττ (x0) (or sup
|τ |=1,τ ·ν=0
|uττ (x0)|) ≤ ǫM2(R′) +Cǫ(1 + 1
(R′)2
).
For the fixed constant R′, if we still denote Cǫ
(R′)2
by Cǫ in (2.34), then we get the estimates (2.6) and
(2.7) from (2.34), since 0 < R < 1 and M2(R
′) ≤M2(R) for R′ < R. 
In order to obtain the local second order derivative estimate on the boundary in pure oblique di-
rections, we further assume that F satisfies condition F4 and ∂Ω is uniformly (Γ, A,G)-convex at a
boundary point, with respect to u. However, the strict regularity condition (1.6) for the matrix A is
not needed. Settting
(2.35) M ′2(R) = sup
BR∩∂Ω
sup
|τ |=1,τ ·ν=0
|uττ |,
we formulate the local pure oblique second order derivative estimates on the boundary in terms of
M2(R) and M
′
2(R) as follows.
Lemma 2.2. Let u ∈ C2(Ω¯) ∩ C4(Ω) be an admissible solution of the boundary value problem (1.1)-
(1.2) in a bounded domain Ω ⊂ Rn with ∂Ω ∈ C2,1. Assume that F ∈ C2(Γ) satisfies conditions F1-F5
in the cone Γ ⊂ Sn, A ∈ C1(Ω¯ × R × Rn), B > a0,∈ C1(Ω¯ × R × Rn), G ∈ C2(∂Ω × R × Rn) is
semilinear and oblique satisfying (1.5) and (2.4), either F5+ holds or B is independent of p. Assume
also ∂Ω is uniformly (Γ, A,G)-convex at x0 ∈ ∂Ω, with respect to u. Then we have
(2.36) uββ(x0) ≤ ǫM2(R) + Cǫ(1 +M ′2(R)) +
C
R2
,
for any 0 < R < 1 and any ǫ > 0, where C is constant depending on BR ∩ Ω, A, ϕ, β and |u|1;BR∩Ω,
and Cǫ is a constant depending on ǫ,BR ∩ Ω, F,A,B, ϕ, β, β0 and |u|1;BR∩Ω.
Lemma 2.2 is a local version of the pure oblique second order derivative estimate, Lemma 2.2 in [15];
(see Remark 2.1 there). In the proof of Lemma 2.2 in [15], we employ the barrier argument in a
boundary strip Ωρ := {x ∈ Ω| dist(x, ∂Ω) < ρ}, since the uniform (Γ, A,G)-convexity holds globally
on ∂Ω. For the local estimate in Lemma 2.2 here, since the uniform (Γ, A,G)-convexity only holds at
x0 ∈ ∂Ω, we need to make the corresponding barrier argument in a small neighbourhood BR(x0) ∩ Ω
of the boundary point x0.
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Proof of Lemma 2.2. Since the proof of this lemma is a modification of that of Lemma 2.2 in [15], we
only present the key steps and omit much of the calculation details.
For x0 ∈ ∂Ω and a sufficiently small positive R, we assume that ϕ, β and ν in BR(x0)∩∂Ω has been
smoothly extended to B¯R(x0) ∩ Ω¯. We consider the function
(2.37) v¯ := [Dβu− ϕ(·, u)] + a
2
|Du−Du(x0)|2, in BR(x0) ∩ Ω,
where a ≤ 1 is a positive constant. We define the linearized operator
(2.38) L := F ij [Dij −Akij(·, u,Du)Dk],
which is the first part of the operator L defined in (2.26). By (2.29) in [15], in the case when F5+
holds, we can have
(2.39) Lv¯ ≥ −[C
a
+ (ǫ1M2(R) + Cǫ1)]T , in BR ∩ Ω,
for any ǫ1 > 0, where Cauchy’s inequality is used in the second inequality, T = trace(F
ij), the constant
C depends on BR ∩ Ω, A,B, ϕ, β and |u|1;BR∩Ω, and the constant Cǫ1 depends on ǫ1, F and B. In the
case when only F5 holds and B is independent of p, the term (ǫ1M2(R) + Cǫ1)T does not appear on
the right hand side of the inequality (2.39).
Next, we divide into two cases.
Case (i): DβG(·, u,Du) ≤ 0 at x0. By a direct calculation, we have
(2.40) uββ(x0) ≤ C,
where C is a constant depending on BR ∩ Ω, ϕ, β and |u|1;BR∩Ω. Thus, we have already obtained an
upper bound for pure oblique derivative of u at x0.
Case (ii): DβG(·, u,Du) > 0 at x0. In this case, in a small neighbourhood of x0, we have G > 0 in
the direction of β at x0. Then we need to construct an upper barrier function for v¯ at x0, using the
uniform (Γ, A,G)-convexity of ∂Ω at x0 with resect to u. As in [15], we consider the function
(2.41) φ¯ = φ+
b
2
|x− x0|2,
where φ = c(d − td2), d = d(x) = dist(x, ∂Ω), b, c, t and R are positive constants to be determined.
Since ∂Ω is uniformly (Γ, A,G)-convex at x0 ∈ ∂Ω with respect u, for sufficiently small R > 0, there
exists a small positive constant σ, such that
(2.42) KA[BR ∩ ∂Ω](x, u,Du) + µ0ν(x)⊗ ν(x)− 2σI ∈ Γ,
for all x ∈ BR ∩ ∂Ω satisfying G(x, u(x),Du(x)) ≥ 0. Here we have assumed that |u| and |Du| are
bounded. Fixing the constants R and t such that tR ≤ 1/4, and using F4 and (2.42), as (2.36) in [15],
we have for sufficiently large c,
(2.43) Lφ ≤ −1
2
cσT , in {BR ∩ Ω}+ := (BR ∩ Ω) ∩ {G(·, u,Du) > 0}.
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Consequently, we have
(2.44) Lφ¯ ≤ (−1
2
cσ + Cb)T , in {BR ∩ Ω}+,
where the constant C depends on BR ∩Ω, A and |u|1;BR∩Ω. From (2.39) and (2.44), we now have
(2.45) Lφ¯ ≤ Lv¯, in {BR ∩ Ω}+,
provided c ≥ 2[C(b+ 1a) + (ǫ1M2(R) + Cǫ1)]/σ.
Next, we examine v¯ and φ¯ on the boundary of {BR ∩ Ω}+. For x ∈ BR ∩ ∂Ω, we have
(2.46)
|Du(x)−Du(x0)| ≤ ( sup
BR(x0)∩∂Ω
sup
|τ |=1,τ ·ν=0
|DτDu|)|x− x0|
≤ C(1 +M ′2(R))|x− x0|,
where the mixed derivative estimate (2.2) and the obliqueness (2.4) are used in the last inequality, so
the constant C depends on BR ∩Ω, ϕ, β, β0 and |u|1;BR∩Ω. Then we have from (2.46)
(2.47) v¯ ≤ a
2
C[1 + (M ′2(R))
2]|x− x0|2 ≤ φ¯, on BR ∩ ∂Ω,
provided b ≥ aC[1 + (M ′2(R))2], for a further constant C. For x ∈ BR ∩ Ω and x′ the closest point on
BR ∩ ∂Ω, we then obtain,
(2.48)
|Du(x)−Du(x0)|2 ≤ 4( sup
BR∩Ω
|Du|)M2(R)d(x) + 2|Du(x′)−Du(x0)|2
≤ C[1 + (M ′2(R))2 +M2(R)](|x− x0|2 + d),
so that
(2.49) v¯ ≤ 1
2
aC[1 + (M ′2(R))
2 +M2(R)](|x − x0|2 + d) ≤ φ¯, on (BR ∩Ω) ∩ {G(·, u,Du) = 0},
by choosing b ≥ aC[1 + (M ′2(R))2 +M2(R)] and c ≥ b. On the inner boundary, we have
(2.50)
v¯ ≤ sup
BR∩Ω
{[Dβu− ϕ(·, u)] + a
2
|Du−Du(x0)|2}
≤ b
2
R2 ≤ cd(1 − tR) + b
2
R2 ≤ φ¯, on ∂BR ∩Ω,
provided b ≥ CR2 , for the constant C depending on BR ∩ Ω, ϕ, β and |u|1;BR∩Ω.
Now from (2.45), (2.47), (2.49) and (2.50), by the comparison principle, we have
(2.51) v¯ ≤ φ¯, in BR ∩Ω.
Since v¯(x0) = φ¯(x0) = 0, we have Dβ v¯(x0) ≤ Dβφ¯(x0), which implies
(2.52) uββ(x0) ≤ β0c+ C,
where β0 := sup
∂Ω
(β · ν) ≥ β0. In view of the above considerations, we can fix the constant b =
aC[1 + (M ′2(R))
2 +M2(R)] +
C
R2
. We can further fix the constant c so that
(2.53)
c =
2[C(b+ 1a) + (ǫ1M2(R) +Cǫ1)]
σ
+ b
≤ C[(ǫ1 + a)M2(R) + a(M ′2(R))2 +
1
a
] + Cǫ1 +
C ′
R2
,
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where C now depends on BR ∩ Ω, F,A,B, ϕ, β, β0 and |u|1;BR∩Ω, Cǫ1 depends additionally on ǫ1, and
C ′ depends on BR ∩ Ω, A, ϕ, β and |u|1;BR∩Ω. For any ǫ > 0, taking a = 11+ǫ1M2(R) and ǫ1 = ǫβ0C for a
further constant C in (2.53), from (2.52) and (2.53) we arrive at the estimate (2.36), for both F5+ and
B independent of p.
We have proved this lemma in the case when R is sufficiently small. When R is larger, we can get
through by using the same argument at the end of the proof of Lemma 2.1. 
Remark 2.1. In view of (2.42), when ∂Ω is uniformly (Γ, A,G)-convex at x0 ∈ ∂Ω, with respect to u,
there exists a sufficiently small R > 0 such that ∂Ω is uniformly (Γ, A,G)-convex at each x ∈ BR(x0)∩
∂Ω, with respect to u. Therefore, the estimate (2.36) will hold for all the points x ∈ BR(x0) ∩ ∂Ω.
By making full use of the local/global second derivative estimate (1.14) in [15] together with the
local boundary estimates (2.2), (2.7) and (2.36) in the mixed tangential-oblique, pure tangential and
pure oblique directions respectively, we are now able to establish the following local second derivative
estimates for the boundary value problem (1.1)-(1.5).
Theorem 2.1. Let u ∈ C2(Ω¯) ∩ C4(Ω) be an admissible solution of equation (1.1) in a bounded
domain Ω ⊂ Rn. Assume that F ∈ C2(Γ) satisfies conditions F1-F3 and F5 in the cone Γ ⊂ Sn,
A ∈ C2(Ω¯ × R × Rn) is strictly regular, B > a0,∈ C2(Ω¯ × R × Rn), either F5+ holds or B is convex
with respect to p. For any point x0 ∈ Ω¯ and positive constant R > 0, we have
(2.54) M2(θR) ≤ M˜2 + C(1 + 1
R2
),
for any constant 0 < θ < 1, where M2(θR) = sup
BθR∩Ω
|D2u|, M˜2 = sup
BR∩∂Ω
|D2u|, with BR = BR(x0), and
the constant C depends on θ,BR ∩ Ω,Γ, F,A,B and |u|1;BR∩Ω. Assume in addition that ∂Ω ∈ C2,1,
Γ ⊂ Pn−1, G ∈ C2(∂Ω × R × Rn) is semilinear and oblique satisfying (1.5) and (2.4) and either F5+
holds or B is independent of p. If F4 holds and ∂Ω is uniformly (Γ, A,G)-convex at x0 ∈ ∂Ω, with
respect to u, then there exists a sufficiently small R > 0, such that
(2.55) M2(θR) ≤ C(1 + 1
R2
),
for any constant 0 < θ < 1, where the constant C depends on θ,BR∩Ω, F,A,B, ϕ, β, β0 and |u|1;BR∩Ω.
Proof. Under the assumptions for (2.54), the local/global estimate (1.14) in Theorem 1.1 in [15] holds,
namely
(2.56) sup
Ω∩Ω′
|D2u| ≤ sup
∂Ω∩Ω0
|D2u|+ C,
for any domains Ω′ ⊂⊂ Ω0 ⊂ Rn. If we choose Ω0 = BR(x0), Ω′ = BθR(x0), then the estimate (2.54)
is a direct consequence of (2.56), where the term C(1 + 1
R2
) is from the differentiation of the cut-off
function ζ. In particular we may choose a cut-off function ζ ∈ C20 (BR(x0)), such that 0 ≤ ζ ≤ 1 in
BR(x0), ζ = 1 in BθR(x0), and |Dζ|2 + |D2ζ| ≤ C(1−θ)2R2 for a universal constant C.
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From (2.54), if BR(x0) ⊂ Ω, we get an interior second derivative estimate
(2.57) M2(θR) ≤ C(1 + 1
R2
),
for any 0 < θ < 1, since M ′2(R) = 0. Next, when Γ ⊂ Pn−1, F4 holds and ∂Ω is uniformly (Γ, A,G)-
convex at x0 ∈ ∂Ω, with respect to u, we take full advantage of the estimates (2.2), (2.7), (2.36) and
(2.54) to derive the desired estimate (2.55). From Remark 2.1, there exists a small R > 0 such that
∂Ω is uniformly (Γ, A,G)-convex at each x ∈ BR(x0) ∩ ∂Ω, with respect to u. Set
(2.58) M∗2 (R) = sup
BR(x0)∩Ω
(d2x|D2u(x)|),
where dx := dist(x, ∂BR(x0)). In order to get the estimate for M2(θR) in (2.55), we first obtain an
estimate for M∗2 (R) . We assume that M
∗
2 (R) is attained at a point x¯ ∈ BR(x0) ∩ Ω¯, namely
(2.59) M∗2 (R) = d
2
x¯|D2u(x¯)| = (δR)2|D2u(x¯)|,
where δ is a constant in (0, 1] such that δ = dx¯/R. We divide into two cases according to the positions
of x¯.
Case (i): d(x¯) ≥ dx¯8 , where d(x¯) := dist(x¯, ∂Ω). In this case, we have B δR
16
(x¯) ⊂ B δR
8
(x¯) ⊂ BR(x0)∩Ω.
Then we have
(2.60)
M∗2 (R) = sup
B δR
16
(x¯)
(d2x|D2u(x)|) ≤ (
17
16
δR)2 sup
B δR
16
(x¯)
|D2u|
≤ (17
16
δR)2C(1 +
1
(δR/8)2
),
where the interior estimate (2.57) with θ = 1/2 is used in the last inequality. On the other hand, we
have
(2.61) M∗2 (R) ≥ [(1 − θ)R]2M2(θR),
for any 0 < θ < 1. Combining (2.60) and (2.61), we obtain the desired estimate (2.55).
Case (ii): d(x¯) < dx¯8 . Let x¯
′ be the nearest point of x¯ to ∂Ω. (Note that if x¯ ∈ ∂Ω, then x¯′ = x¯
and d(x¯) = 0.) Since dx¯ = δR, d(x¯) <
δR
8 , we have
7
8δR < dx¯′ <
9
8δR and
5
8δR < dist(B δR
4
(x¯′) ∩
Ω, ∂BR(x0)) <
11
8 δR. Then we have x¯ ∈ B2d(x¯)(x¯′) ⊂ B δR
4
(x¯′) ⊂ BR(x0), and
(2.62)
M∗2 (R) = sup
B δR
4
(x¯′)∩Ω
(d2x|D2u(x)|) ≤ (
11
8
δR)2 sup
B δR
4
(x¯′)∩Ω
|D2u|
≤ (11
8
δR)2[ sup
B δR
2
(x¯′)∩∂Ω
|D2u|+ C(1 + 1
(δR/2)2
)],
where the estimate (2.54) is used with θ = 1/2 and BR(x0) replaced by B δR
4
(x¯′). Next, we need to derive
an estimate for sup
B δR
2
(x¯′)∩∂Ω
|D2u|, using Lemmas 2.1 and 2.2. Since dist(B δR
2
(x¯′)∩Ω, ∂BR(x0)) > 38δR,
then for any point y ∈ B δR
2
(x¯′)∩∂Ω, we have B δR
4
(y) ⊂ BR(x0) and dist(B δR
4
(y)∩Ω, ∂BR(x0)) > 18δR.
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Applying estimate (2.36) in Lemma 2.2 to the ball B δR
4
(y), we have
(2.63) uββ(y) ≤ ǫ sup
B δR
4
(y)∩Ω
|D2u|+ Cǫ(1 + sup
B δR
4
(y)∩∂Ω
sup
|τ |=1,τ ·ν=0
|uττ |) + C
(δR/4)2
,
for any y ∈ B δR
2
(x¯′) ∩ ∂Ω, and ǫ > 0. Since B δR
4
(y) ⊂ B 3δR
4
(x¯′) for all y ∈ B δR
2
(x¯′)∩ ∂Ω, we have from
(2.63),
(2.64) sup
B δR
2
(x¯′)∩∂Ω
uββ ≤ ǫ sup
B 3δR
4
(x¯′)∩Ω
|D2u|+ Cǫ(1 + sup
B 3δR
4
(x¯′)∩∂Ω
sup
|τ |=1,τ ·ν=0
|uττ |) + C
(δR/4)2
,
for any ǫ > 0, where B 3δR
4
(x¯′) ⊂ BR(x0), and dist(B 3δR
4
(x¯′) ∩ Ω, ∂BR(x0)) > 18δR. For any point
y˜ ∈ B 3δR
4
(x¯′) ∩ ∂Ω, we have B δR
16
(y˜) ⊂ BR(x0), and dist(B 3δR
4
(x¯′) ∩ Ω, ∂BR(x0)) > 116δR. Applying
estimate (2.7) in Lemma 2.1 in the ball B δR
16
(y˜), we have
(2.65) sup
|τ |=1,τ ·ν=0
|uττ (y˜)| ≤ ǫ sup
B δR
16
(y˜)∩Ω
|D2u|+ Cǫ(1 + 1
(δR/16)2
),
for any y˜ ∈ B 3δR
4
(x¯′) ∩ ∂Ω, and ǫ > 0. Since B δR
16
(y˜) ⊂ B 13δR
16
(x¯′) for all y˜ ∈ B 3δR
4
(x¯′) ∩ ∂Ω, we have
from (2.65),
(2.66) sup
B 3δR
4
(x¯′)∩∂Ω
sup
|τ |=1,τ ·ν=0
|uττ | ≤ ǫ sup
B 13δR
16
(x¯′)∩Ω
|D2u|+ Cǫ(1 + 1
(δR/16)2
),
for any ǫ > 0, where B 13δR
16
(x¯′) ⊂ BR(x0) and dist(B 13δR
16
(x¯′)∩Ω, ∂BR(x0)) > δR16 . Plugging (2.66) into
(2.64), we obtain
(2.67) sup
B δR
2
(x¯′)∩∂Ω
uββ ≤ ǫ sup
B 13δR
16
(x¯′)∩Ω
|D2u|+ Cǫ(1 + 1
(δR)2
),
for any ǫ > 0 and a further constant Cǫ. From (2.66), (2.67) and (2.2), we have
(2.68) sup
B δR
2
(x¯′)∩∂Ω
uξξ ≤ ǫ sup
B 13δR
16
(x¯′)∩Ω
|D2u|+ Cǫ(1 + 1
(δR)2
),
for any unit vector ξ, and any ǫ > 0. Using the concavity condition F2 or Γ ⊂ Pn−1 as in [15], from
the upper bound in (2.68), we have
(2.69) sup
B δR
2
(x¯′)∩∂Ω
|D2u| ≤ ǫ sup
B 13δR
16
(x¯′)∩Ω
|D2u|+ Cǫ(1 + 1
(δR)2
),
for any ǫ > 0. Since dist(B 13δR
16
(x¯′) ∩ Ω, ∂BR(x0)) > δR16 , we have
(2.70) B 13δR
16
(x¯′) ⊂ BθR(x0),
for θ ∈ (1− δ16 , 1). Plugging (2.69), (2.70) into (2.62), we obtain
(2.71) M∗2 (R) ≤ (
11
8
δR)2[ǫM2(θR) + Cǫ(1 +
1
(δR)2
)],
for any ǫ > 0, and θ ∈ (1 − δ16 , 1), and a further constant Cǫ. Combining (2.61) and (2.71), and
choosing a sufficiently small ǫ > 0, we obtain the estimate (2.55) for θ ∈ (1 − δ16 , 1). Since M2(θR) is
nondecreasing in θ, (2.55) holds for any θ ∈ (0, 1).
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From the above two cases (i) and (ii), we have thus completed the proof of the estimate (2.55). 
Remark 2.2. Note that by plugging (2.55) into (2.71), we thereby obtain the estimate
(2.72) M∗2 (R) ≤ C(1 +R2),
for a further constant C in case (ii). Actually, (2.60) gives the estimate (2.72) in case (i). Therefore,
the estimate (2.72) holds under the assumptions of Theorem 2.1.
Remark 2.3. In Theorem 2.1, the local estimate (2.55) is obtained in a small ball BR(x0) with centre
x0 ∈ ∂Ω. In fact, in any small ball BR¯(y) with BR¯(y) ∩ ∂Ω ⊆ BR(x0) ∩ ∂Ω, (2.55) still holds with
M2(θR) and R replaced by sup
BθR¯(y)∩Ω
|D2u| and R¯ respectively.
Remark 2.4. For the local estimates in this section, F1 and the condition B > a0 can be replaced
by the weaker assumptions F1− and B ≥ a0 if a0 > −∞ and F5+ is strengthened to F5+(0), but
it is not feasible to consider solutions with smooth second derivatives in these degenerate cases. In
later sections, we can directly use these local second derivative estimates, when considering the smooth
solutions of the regularized problem under F1− or the weak inequality B ≥ a0.
Remark 2.5. Following Remark 1.4, we can replace the cone Γ in the estimates of this section by any
convex open set D ⊂ Sn, 6= Sn, with 0 ∈ ∂D, which is closed under addition of the positive cone,
K+, provided its asymptotic cone Γ is used in our hypotheses of (Γ, A,G) -convexity and in condition
F4. Note that in Lemma 2.2 and Theorem 2.1, F4 is always assumed in company with the uniform
(Γ, A,G)-convexity of a boundary point and is automatically satisfied if F satisfies F1−, F2 and F3
when a0 > −∞, while F5(0) is satisfied if D = Γ. For general D we thus have to also strengthen both
F5 to F5(0) and F5+ to F5+(0) in the degenerate case B ≥ a0 for the validity of Lemmas 2.1, 2.2 and
Theorem 2.1.
3. Existence
In this section, following [15], we introduce a uniformly elliptic regularization of the oblique de-
rivative problem (1.1)-(1.5) and prove its classical solvability. By using the regularized problems for
approximations, we prove in Theorem 3.1 the existence of solutions in C1,1(Ω)∩C0,1(Ω¯), of the original
oblique derivative problem (1.1)-(1.5) under F1−, which lie in C2,α(Ω) for some α ∈ (0, 1) in the non-
degenerate case when F1 holds and B > a0. Note that we only assume that the domain Ω is a bounded
open set in Rn without any convexity assumptions on the boundary. At the end of this section, we also
consider alternative hypotheses for the gradient estimates, which can lead to more general versions of
the existence results in Theorems 1.1 and Theorem 3.1.
We first recall the definition of uniform ellipticity of fully nonlinear elliptic equations from [23].
Letting λ, Λ denote the minimum and maximum eigenvalues of Fr, we call F uniformly elliptic with
respect to some subset U ⊂ Γ, if the ratio Λ/λ is bounded on U . Following [15], our regularization is
achieved by adding
(3.1) ǫF1(M [u])I
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to the augmented Hessian matrix M [u], where ǫ > 0 and F1(M [u]) = trace(M [u]). For the operator
F and cone Γ, we define for a constant ǫ > 0, F1(r) = trace(r), the approximating operators and
approximating cones,
(3.2) F ǫ(r) = F (r + ǫF1(r)I), Γ
ǫ = {r + ǫF1(r)I| r ∈ Γ}.
Assuming the cone Γ ⊂ Γ1 without loss of generality, we have F1(r) > 0 for r ∈ Γ. Then r+ǫF1(r)I ∈ Γ
for ǫ > 0, if r ∈ Γ. Thus, we have
(3.3) Γǫ ⊂ Γ,
for ǫ > 0. By a calculation, we have F ǫr = Fr + ǫT I, where T = T (r). Therefore, we have
(3.4) ǫT I ≤ F ǫr (r) ≤ (1 + ǫ)T I.
The ratio of the maximum and minimum eigenvalues of F ǫr is 1 +
1
ǫ , which is bounded for any fixed
positive constant ǫ. Then the operator F ǫ is uniformly elliptic with respect to Γ for any fixed positive
constant ǫ. Moreover, as in Section 4.3 in [15], we know that if F satisfies any of the conditions F1 to
F5 (F5+), then F ǫ satisfies the same conditions as F with further constants independent of ǫ.
Now, we introduce the regularized problem of the oblique derivative problem (1.1)-(1.5),
(3.5)
{ F ǫ[u] = B(·, u,Du), in Ω,
G[u] = 0, on ∂Ω,
for ǫ > 0, where F ǫ[u] := F ǫ(M [u]), G[u] = β · Du − ϕ(·, u). We will first study the existence result
for the regularized problem (3.5) for ǫ > 0, and then send ǫ to zero to get the existence result for the
original problem (1.1)-(1.5).
In order to establish the existence of the classical admissible solutions for the regularized problem
(3.5), we need to obtain the a priori solution estimates and derivative estimates for the solution uǫ
of (3.5). In the estimates discussed in this part, we mainly focus on the dependence on the constant
ǫ for various derivative bounds. We shall discuss these estimates under the assumptions in Theorem
1.1(i), unless otherwise specified. Note that under F1−, the second derivative estimate and the gradient
estimate in [15] are still valid, (see the paragraph above Corollary 4.1 in [15]).
When A,B and ϕ are nondecreasing in z, with either A or B strictly increasing, as in (1.27) in [15],
the function
(3.6) u¯ := c0 + c1ψ
will be a supersolution of (1.1)-(1.5), where c0 and c1 are sufficiently large constants, ψ ∈ C2(Ω¯) is
a defining function for Ω satisfying ψ < 0 in Ω, ψ = 0 and Dψ 6= 0 on ∂Ω. When only ϕ is strictly
increasing in z, the function
(3.7) u¯+ c2
will be a supersolution of (1.1)-(1.5), where u¯ is a supersolution of (1.1) as assumed in Theorem 1.1,
c2 is a sufficiently large positive constant. For convenience, we shall use u¯ to denote the supersolution
of (1.1)-(1.5) in all the above cases. Since we already have a strict subsolution u ∈ C1,1(Ω¯) and a
supersolution u¯ ∈ C1,1(Ω¯) of (1.1)-(1.5) in hand, following the proof of Corollary 4.1 in [15], we obtain
uniform lower and upper bounds of uǫ,
(3.8) u ≤ uǫ ≤ u¯, in Ω¯,
for sufficiently small ǫ > 0. Under F1−, F2, F3 and F5(∞), since A is uniformly regular in Ω and the
quadratic growth conditions (1.8) hold, from Theorem 1.3 or Lemma 3.1 in [15], we have the uniform
gradient estimate of uǫ,
(3.9) sup
Ω
|Duǫ| ≤ C,
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where C is a constant depending on F,A,B,Ω, β, ϕ and |uǫ|0,Ω, and is independent of ǫ. Since when
a0 = 0, F1
−, F2 and F3 imply F5(0), so that the constant C in (3.9) does not depend on b0 := infΩB
and the estimate (3.9) thus holds for B ≥ 0. Then using the uniform ellipticity together with the
estimates (3.8) and (3.9), we obtain the second derivative estimate of uǫ by Theorem 5.4 in [23],
(3.10) sup
Ω
|D2uǫ| ≤ Cǫ,
where Cǫ is a constant depending on ǫ and other known data. Once we have the full second order
derivative bound (3.10), we can use the uniformly elliptic theory as in Theorem 3.2 in [28] or Theorem
1.1 in [23] to derive the global second order derivative Ho¨lder estimate
(3.11) |uǫ|2,γ;Ω ≤ Cǫ,
for any γ ∈ (0, 1), where the constant Cǫ depends on ǫ and other known data.
With the C2,γ estimate (3.11), we can use the method of continuity as in Theorem 17.28 in [6] or
Corollary 1.2 in [23] to get the existence of a unique admissible solution uǫ ∈ C2,γ(Ω¯), for any γ ∈ (0, 1)
and any small constant ǫ > 0.
Remark 3.1. The second derivative estimate (3.10) for the regularized problem (3.5) is obtained directly
from the uniform elliptic theory in [23]. Under the assumptions of Theorem 1.1, we can also use the
estimates in [15] to derive the second derivative estimate (3.10), by combining the local/global estimate
in Theorem 1.1 in [15], mixed tangential-oblique boundary estimate (2.22) in [15], pure tangential
boundary estimate in Lemma 2.3 in [15] and the pure normal boundary estimate from the uniform
ellipticity. Note that for the estimates of uǫ, we need to replace the linearized operators L in (2.26)
and L in (2.38) by
(3.12) Lǫ := Lǫ −DpkB(·, uǫ,Duǫ)Dk,
and
(3.13) Lǫ := (F ǫ)ij [(Dij −Akij(·, uǫ,Duǫ)Dk) + ǫδij
n∑
l=1
(Dll −Akll(·, uǫ,Duǫ)Dk)],
respectively, where (F ǫ)ij = ∂F
ǫ
∂rij
.
By letting ǫ→ 0 in (3.5), we obtain the existence result for the boundary value problem (1.1)-(1.5).
We cover both the F1− case and the F1 case in the following theorem.
Theorem 3.1. Assume that F satisfies conditions F1− (F1), F2 and F3, with a0 = 0, in Γ, Ω is a C
2,1
bounded domain in Rn, A ∈ C2(Ω¯×R×Rn) is uniformly regular in Ω, B ≥ 0, (> 0),∈ C2(Ω¯×R×Rn),
G is semilinear and oblique with β ∈ C1,1(∂Ω), ϕ ∈ C1,1(∂Ω × R) and there exist a strict (non-strict)
subsolution u ∈ C1,1(Ω¯) of (1.1)-(1.5) and a supersolution u¯ ∈ C1,1(Ω¯) of (1.1). Assume also that A
and B satisfy the quadratic growth conditions (1.8), A, B and ϕ are nondecreasing with respect to z,
with one of them strictly increasing and either (a) B is independent of p or (b) B is convex in p and
F satisfies F5+(0) (F5+) and F5(∞). Then there exists an admissible solution u ∈ C1,1(Ω)∩C0,1(Ω¯),
(u ∈ C2,α(Ω) ∩ C0,1(Ω¯) for some α ∈ (0, 1)), of the boundary value problem (1.1)-(1.5).
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Proof. Assume first that F ∈ C2(Γ). We consider the case when F satisfies F1− and B ≥ 0. We have
already proved that there exists an admissible solution uǫ ∈ C2,γ(Ω¯) for any γ ∈ (0, 1) of the regularized
problem (3.5) for any small ǫ > 0. From (3.8) and (3.9), we have the uniform estimate
(3.14) |uǫ|1;Ω ≤ C,
with the constant C independent of ǫ. Since A is uniformly regular in Ω and B satisfies either (a) or
(b), taking Ω0 = Ω in the local/global estimate in Theorem 1.1 in [15], we have
(3.15) sup
Ω′
|D2uǫ| ≤ C,
for any Ω′ ⊂⊂ Ω, where the constant C is independent of ǫ. Hence, from the uniform estimates (3.14)
and (3.15), there exists a subsequence {uǫk} and a function u ∈ C1,1(Ω) ∩ C0,1(Ω¯) such that
(3.16) uǫk → u, in C1,α1(Ω) ∩ C0,α2(Ω¯),
for all α1, α2 ∈ (0, 1), as ǫk → 0. From the stability property of viscosity solutions [4, 5], it is readily
seen that u is an admissible solution of the problem (1.1)-(1.5), which belongs to C1,1(Ω) ∩ C0,1(Ω¯)
and satisfies the boundary condition (1.5) weakly.
We next consider the case when F satisfies F1 and B > 0. Under F1, it is standard that a non-
strict subsolution of (1.1)-(1.5) can be made strict by using the linearized operator and the mean value
theorem. Consequently, we can have the same uniform solution estimate (3.8) as well. Also, under F1,
the uniform global gradient estimate (3.9) and uniform interior second derivative estimate (3.15) still
hold. From F1 and the interior second derivative estimate (3.15), the operator F ǫ satisfies the uniform
ellipticity condition in the Evans-Krylov estimates; (see Theorem 17.14 in [6]), and we thus obtain
(3.17) |uǫ|2,α;Ω′ ≤ C,
for some α ∈ (0, 1) and any Ω′ ⊂⊂ Ω, with constant C independent of ǫ. Since F ∈ C2(Γ), A ∈
C2(Ω¯ × R × Rn), B ∈ C2(Ω¯ × R × Rn), ϕ ∈ C1,1(∂Ω × R), β ∈ C1,1(∂Ω) and uǫ ∈ C2,γ(Ω¯), from the
linear Schauder theory in [6] we have uǫ ∈ C4,γ(Ω)∩C3,γ(Ω¯). Hence, from the uniform estimates (3.14)
and (3.17), there exists a subsequence {uǫk} and a function u ∈ C2,α(Ω) ∩ C0,1(Ω¯) such that
(3.18) uǫk → u, in C2,α(Ω) ∩ C0,α
′
(Ω¯),
for α in (3.15) and any α′ ∈ (0, 1), as ǫk → 0. By the stability property of viscosity solutions [4, 5, 30],
u is an admissible solution of the problem (1.1)-(1.5), which belongs to C2,α(Ω)∩C0,1(Ω¯) and satisfies
the boundary condition (1.5) weakly.
In the general case when F ∈ C0(Γ), we can first approximate F by mollifications, (as in Theorem
17.18 in [6]). Here the cone Γ is replaced by a convex set
Γh = {r ∈ Sn|r + hξ ∈ Γ, ∀ξ ∈ Sn satisfying |ξ| = 1},
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for small h > 0, and our approximating mollifications F h ∈ C2(Γh), satisfy conditions F1− (or F1),
F2 and F3 in Γh and our previous arguments are applicable. Then the full strength of Theorem 3.1
follows. 
In Theorem 3.1, we have proved the existence of solutions in C1,1(Ω) ∩ C0,1(Ω¯) (C2,α(Ω) ∩ C0,1(Ω¯)
for some α ∈ (0, 1)) of the oblique derivative problem (1.1)-(1.5) under F1− and B ≥ 0 (F1 and B > 0).
Note that Theorem 1.1(i) is just the F1− and B ≥ 0 case of Theorem 3.1, we thereby complete the
proof of Theorem 1.1(i).
Remark 3.2. Also from Theorem 1.3 in [15], when B > a0 = −∞ in the F1 case of Theorem 3.1,
the existence of admissible solutions in C2,α(Ω) ∩ C0,1(Ω¯) still holds if A and B satisfy the growth
conditions (1.8) with B ≥ O(1). Furthermore Theorem 3.1 itself extends to the general situation when
Γ is replaced by a general convex domain D, as in Remark 1.4, provided F satisfies F5(0), (F5) in case
(a).
Alternative hypotheses. We complete this section by elaborating on Remark 1.1 and in particular
discuss alternate hypotheses to uniform regularity of A for gradient estimates. Since the discussion is
mainly based on a modification of the proofs of Theorems 1.3 and 3.1 in [15], unless otherwise specified,
the notation in this subsection follows Section 3 in [15].
First we show that the condition F7 can be replaced by F2 in the hypotheses of our gradient estimates
in [15], at least when a0 > −∞, provided we strengthen our growth conditions, (3.31) and (3.33) in [15],
so that
(3.19) A = o(|p|2)I, p ·DpA ≤ o(|p|2)I, p ·DpB ≤ o(|p|2),
as |p| → ∞, uniformly for x ∈ Ω, |z| ≤ M for any M > 0. To see this we use the concavity F2
and orthogonal invariance of F to imply that if F (r) = f(λ), where λ = (λ1, · · · , λn) denote the
eigenvalues of r ∈ Γ, then Dif ≤ Djf at any fixed point λ, where λi ≥ λj. As pointed out in [32], this
is geometrically evident but it also follows analytically from F2 by applying the mean value theorem
to the function g = Dif − Djf at the points λ and λ∗, where λ∗ is given by exchanging λi and λj .
We then get g(λ) ≤ g(λ∗) = −g(λ), by symmetry, and hence g(λ) ≤ 0. Returning to our proof of the
gradient estimate in Section 3 of [15] as above, we then obtain the estimate (3.42) in [15] also for wkk
the minimum eigenvalue of w, whence F kk ≥ 1nT at the maximum point x0. Without F7 we cannot
use the term KF ijuiuj in (3.32) in [15] but this is offset by using our stronger growth conditions (3.19)
and retaining the term E ′2 in inequality (3.9) in [15]. Moreover the details are now technically simpler as
we can then replace the function η = eK(u−u0) in the auxiliary function v in (3.13) of [15] by η = u−u0,
where u0 = infΩ u, thereby obtaining in place of inequality (3.32) in [15],
(3.20)
Lη = F ij(wij +Aij)− (F ijAkij +Bpk)uk
≥ F ijwij − C(1 + T )(ω|Du|2 + 1),
while in place of (3.42) in [15], we have simply
(3.21) wkk ≤ −1
6
αM21 + C(ω|Du|2 + 1),
where C is a constant and ω a positive decreasing function on [0,∞) tending to 0 at infinity, depending
on A,B and M0 = supΩ |u|. We can then estimate for our fixed k, using again our growth condition
A = o(|p|2),
(3.22)
E ′2 = F ijuilujl ≥ F kk(wkk +Akk)2
≥ (αc0)
2
2n
M41T − C(1 + T )(ω|Du|2 + 1)2.
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Recalling that F ijwij ≥ 0, when a0 > −∞, or more generally when condition F4 in [15] is satisfied,
we can then proceed to recover, in this case, our local and global gradient estimates in [15] under
these alternative hypotheses to condition F7. Moreover, when o is relaxed to O in (3.19), we obtain an
estimate in terms of the modulus of continuity of the solution u, as in the last assertion of Theorem
3.1 in [15], with F7 simply replaced by F2. Consequently we see that Theorem 3.1 continues to hold
when the condition that A is uniformly regular is replaced by A strictly regular, | ββ.ν − ν| < 1/
√
n and
F orthogonally invariant, together with any of the conditions (a), (b) or (c) in Remark 1.1.
Finally we address the situation when a0 = −∞ so that we cannot in general bound the term F ijwij
in (3.20) from below from our other hypotheses. Clearly this can be overcome by a condition such as
(3.54) in Theorem 3.1 in [15] but we will show here first that this condition can be removed altogether
from that result. Accordingly we assume first that F is orthogonally invariant satisfying F1, F3 and F7,
|β−ν| < 1/√n with A and B satisfying the full quadratic structure (1.8) and b0 := inf
Ω
B(·, u,Du) > a0,
as in the last assertion of Theorem 3.1 in [15]. We now make a further modification of the auxiliary
function v in (3.58) in [15] by taking
(3.23) η = u− u0 +K(u− u0)2
where now u0 = inf
Ω∩BR
u for some ball BR = BR(y) of radius R < 1 and centre y intersecting ∂Ω and
K is a positive constant. Then in place of the estimate (3.64) in [15], we have
(3.24) ζ2w11 ≤ −1
6
αM˜21 + C[ζ
2(|Du|2 + 1) + 1
R
ζ|Du|],
so that we obtain again w11(x0) < 0 provided α > C is sufficiently large and ζ(x0)|Du(x0)| > C, for
some constant C, depending on F,A,B,Ω, ϕ and M0. With our new choice of η, we then have from
F7 at the maximum point x0 of v
(3.25)
Lη ≥ 2KF ijuiuj + [1 + 2K(u− u0)][F ijuij −C(|Du|2 + 1)(1 + T )]
≥ c0K|Du|2T − (1 + 2Kθ)[
√
E ′2T + C(|Du|2 + 1)T )]
for some positive constant c0 depending on δ0, δ1 and n, provided osc
Ω∩BR
u < θ. Using Cauchy’s inequality
and choosing K sufficiently large, we then obtain our desired local boundary estimate
(3.26) |Du(y)| ≤ C
R
,
for a sufficiently small positive constant θ depending, along with the constant C, on F,A,B,Ω, ϕ, β
and M0. Consequently the condition (3.54) is not needed in the hypotheses of Theorem 3.1 in [15] and
from our Ho¨lder estimates in Section 3.3 of [15] we thus have a global gradient estimate, for any a0,
if additionally β = ν, Γ ⊂ Γk with k > n/2 and Ω is convex, which is also applicable to the Dirichlet
problem for arbitrary domains Ω, [14].
When F7 is replaced by F2 as above, we at least need a control from below, F ijwij ≥ o(|Du|4), at a
maximum point of the function v, which would follow from a weakening of our condition (3.54) in [15],
namely
(3.27) − r · Fr ≤ o(|λ0(r)|)T (r) +O(1)|F (r)|
as λ0(r)→ −∞, uniformly for F (r) > a for any constant a, where λ0 denotes the minimum eigenvalue
of r ∈ Γ, together with B ≤ o(|p|2) in case (b). Corresponding conditions would also be needed to
extend our gradient estimates in cases (a), (b) and (c) for finite a0 above to the more general cases
when Γ is replaced by a general convex domain D, as in Remarks 1.4 and 2.4.
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4. Comparison principles and uniqueness
In this section, we study various comparison principles for weak solutions of the oblique boundary
value problem (1.1)-(1.5). In particular we first consider solutions in C1,1(Ω¯) and C2(Ω) ∩ C0,1(Ω¯) as
a preliminary to the general case of solutions in C1,1(Ω) ∩ C0,1(Ω¯). With these results, we complete
the proofs of the uniqueness and regularity assertions of Theorem 1.1, as well as the degenerate case
in [15].
For F ∈ C0(Γ), the superdifferential of F at r0 ∈ Γ is defined by
(4.1) ∂+F (r0) = {s ∈ Sn| F (r) ≤ F (r0) + s · (r − r0) + o(|r − r0|) holds for r near r0}.
Note that ∂+F (r0) is a closed, convex set, which may be empty. When F2 holds, ∂
+F (r0) 6= ∅ for
all r0 ∈ Γ, and ∂+F (r0) is single valued if F is differentiable at r0 and is multi valued if F is not
differentiable at r0. In this case, we denote
(4.2) {F ij(r0)}1≤i,j≤n := ∂+F (r0),
so that F ij = ∂F∂rij holds almost everywhere in Γ, and F
ij is multi valued in a subset of measure zero
in Γ. For {F ij(r0)} in (4.2), we also denote
(4.3) T = T (r0) := trace{F ij(r0)} = [T −,T +].
Note that at the points where F is differentiable, T in (4.3) agrees with T − in condition F1−.
We introduce a barrier construction, when F ∈ C0(Γ) satisfies conditions F1− and F2, which is a
refinement of Part (ii) of Lemma 2.1 in [16].
Lemma 4.1. Let u ∈ C1,1(Ω) be a supersolution of equation (1.1), u ∈ C1,1(Ω¯) be a strict subsolution
of equation (1.1) satisfying u ≥ u in Ω. Assume that F satisfies F1− and F2, A ∈ C2(Ω¯ × R × Rn)
is regular and nondecreasing in z, B ≥ a0,∈ C2(Ω¯ × R × Rn) is convex in p and nondecreasing in z.
Then for η = eK(u−u), the estimate
(4.4) Lη ≥ δ1(1 + T )
holds almost everywhere in Ω, where K is a sufficiently large positive constant, δ1 is a positive constant,
T is defined in (4.3), and L is the operator in (2.26) with F ij defined in (4.2).
Proof. Note first that L in (2.26) and T in (4.3) still make sense for F ∈ C0(Γ) satisfying F1− and F2.
Since u, ≥ u, is a strict subsolution of equation (1.1), from the monotonicity conditions of A and B
in z, it is readily checked that u satisfies the strict subsolution condition (2.16) in [16]. Consequently,
following the lines of the proof of Lemma 2.1(ii) in [16], the inequality (4.4) holds at the points where
u and u are twice differentiable. 
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Remark 4.1. Note that if A and B are independent of z, the assumption u ≥ u in Ω is not needed for
the barrier inequality (4.4) in Lemma 4.1, see [18, 19] for the Monge-Ampe`re operator and k-Hessian
operator cases.
If the function η in (4.4) is replaced by η˜ := η − supΩ η, the barrier inequality (4.4) still holds.
Therefore, we can always assume η ≤ 0 in Ω.
Based on the barrier inequality (4.4) in Lemma 4.1, we now present a comparison principle for C1,1
solutions in the following theorem.
Theorem 4.1. Let u, v ∈ C1,1(Ω) be a supersolution and a subsolution of equation (1.1) respectively.
Assume that F satisfies conditions F1−-F3 in the cone Γ ⊂ Sn, A ∈ C2(Ω¯ × R × Rn) is regular and
nondecreasing in z, B ≥ a0,∈ C2(Ω¯ × R × Rn) is convex in p and nondecreasing in z. Assume also
there exists a strict subsolution u ∈ C1,1(Ω¯) of equation (1.1) satisfying u ≥ u in Ω. Then we have
(4.5) sup
Ω
(v − u) ≤ sup
∂Ω
(v − u)+,
where (v − u)+ = max{v − u, 0}.
Proof. For τ > 0, we suppose that v− (u− τ η˜) attains its positive maximum at a point x0 ∈ Ω, namely
v(x0)− (u− τ η˜)(x0) = max
Ω¯
[v − (u− τ η˜)] > 0,
where η˜ = η− supΩ η, and η = eK(u−u) is the barrier function in Lemma 4.1. Since η˜ ≤ 0 in Ω, we can
have
v(x0) > u(x0).
Since the functions u, v and η˜ belong to C1,1(Ω), from Bony maximum principle in [2, 24] we have
(4.6) lim sup
y→x0
λ¯(y) ≤ 0, [Dv −D(u− τ η˜)](x0) = 0,
where λ¯(y) is the largest eigenvalue of [D2v−D2(u−τ η˜)](y). Using the definitions of the supersolution
u and subsolution v, we have
0 ≤ lim sup
y→x0
{[F [v] −B(·, v,Dv)](y) − [F [u]−B(·, u,Du)](y)}
≤ lim sup
y→x0
{F ij(M [u](y))[Dijv −Diju− (Aij(·, v,Dv) −Aij(·, u,Du))](y)
− [B(·, v,Dv) −B(·, u,Du)](y)}
≤ lim sup
y→x0
{F ij(M [u](y))[−τDij η˜ − (Aij(·, u,Dv) −Aij(·, u,Du))](y)(4.7)
− [B(·, u,Dv) −B(·, u,Du)](y)}
= lim sup
y→x0
{−τLη˜(y)− F ij(M [u](y))[Aij(·, u,Dv) −Aij(·, u,Du) + τDpkAij(·, u,Du)Dk η˜](y)
− [B(·, u,Dv) −B(·, u,Du) + τDpkB(·, u,Du)Dk η˜](y)}
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where F2 and (4.2) are used in the second inequality, the inequality in (4.6) and the monotonicity of
A and B are used in the third inequality. Using the subadditivity of lim sup
y→x0
, we have
lim sup
y→x0
{−τLη˜(y)− F ij(M [u](y))[Aij(·, u,Dv) −Aij(·, u,Du) + τDpkAij(·, u,Du)Dk η˜](y)
− [B(·, u,Dv) −B(·, u,Du) + τDpkB(·, u,Du)Dk η˜](y)}
≤ − τ lim inf
y→x0
Lη˜(y)− [B(·, u,Dv) −B(·, u,Du)−DpkB(·, u,Du)Dk(v − u)](x0)
− [Aij(·, u,Dv) −Aij(·, u,Du)−DpkAij(·, u,Du)Dk(v − u)](x0)[lim infy→x0 F
ij(M [u](y))]
=− τ lim inf
y→x0
Lη˜(y)− [1
2
DpkplB(·, u, p¯)Dk(v − u)Dl(v − u)](x0)(4.8)
− [1
2
DpkplAij(·, u, p˜)Dk(v − u)Dl(v − u)](x0)[lim infy→x0 F
ij(M [u](y))]
≤[1 + lim inf
y→x0
T (M [u](y))](−τδ1 + C|D(v − u)(x0)|2)
≤[1 + lim inf
y→x0
T (M [u](y))][−τδ1 + Cτ2 sup
Ω
(|Dη˜|2)]
<0,
by taking τ sufficiently small such that τ ∈ (0, δ1/{C supΩ(|Dη˜|2)}) if supΩ(|Dη˜|2) is bounded, where
Taylor’s formula is used in the equality with p˜ = tDu+ (1− t)Dv and p¯ = sDu+ (1− s)Dv for some
t, s ∈ (0, 1), and the barrier inequality (4.4) in Lemma 4.1 is used to obtain the second inequality.
Combining (4.7) with (4.8), we get a contradiction. Then v − (u − τ η˜) can only take its positive
maximum on ∂Ω, namely
(4.9) sup
Ω
[v − (u− τ η˜)] ≤ sup
∂Ω
[v − (u− τ η˜)]+,
Letting τ → 0, the conclusion (4.5) is now proved.
In the case when supΩ(|Dη˜|2) in (4.8) is unbounded, we can repeat the above argument with Ω
replaced by the parallel approximating domains Ωǫ = {x ∈ Ω| dist(x, ∂Ω) > ǫ} for ǫ > 0 sufficiently
small. Since supΩǫ(|Dη˜|2) is bounded for ǫ > 0, (4.9) still holds with Ω replaced by Ωǫ. Then by letting
ǫ→ 0 and τ → 0, we also get the conclusion (4.5). 
Remark 4.2. In the proof of Theorem 4.1, the infimum and the supremum in the notation “lim inf
y→x0
” and
“lim sup
y→x0
” should be understood in the sense of essential infimum and essential supremum, respectively.
We remark that alternatively we can directly use Proposition 1 in [24] to get the proof of Theorem 4.1,
which can avoid such a limiting process.
Remark 4.3. When only ϕ is strictly increasing in z, since v−u can not take positive maximum on ∂Ω,
the uniqueness for C1,1(Ω¯) solutions in Corollaries 4.1, 4.2 and 4.3 in [15] follows from the comparison
principle (4.5) in Theorem 4.1. These uniqueness results have already been foreshadowed at the end of
Section 4.3 in [15].
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Next, when F1 holds, we consider the comparison principle for the solutions in the class C2(Ω) ∩
C0,1(Ω¯) of the oblique boundary value problem (1.1)-(1.5).
Theorem 4.2. Let u, v ∈ C2(Ω)∩C0,1(Ω¯) be a supersolution and a subsolution of the oblique boundary
value problem (1.1)-(1.5) respectively, Ω ⊂ Rn with ∂Ω ∈ C2. Assume that F satisfies conditions F1-F3
in the cone Γ ⊂ Sn, B > a0 and ϕ ∈ C0(∂Ω × R). Assume also that A,B and ϕ are nondecreasing in
z. Assume further that at least one of the following conditions holds:
(i) ϕ is strictly increasing in z, A ∈ C2(Ω¯×R×Rn) is regular, B ∈ C2(Ω¯×R×Rn) is convex in
p, and there exists a strict subsolution u ∈ C2(Ω¯) of equation (1.1) satisfying u ≥ u in Ω;
(ii) A ∈ C1(Ω¯× R× Rn) is strictly increasing in z;
(iii) B ∈ C1(Ω¯ ×R× Rn) is strictly increasing in z, and T (r) is bounded from above for r ∈ Γ.
Then we have
(4.10) u ≥ v, in Ω¯.
Proof. In case (i), by Theorem 4.1, the inequality (4.5) holds. Consequently, we can assume that v−u
attains its positive maximum at a point z ∈ ∂Ω. Since F1 holds and u, v ∈ C2(Ω) ∩ C0,1(Ω¯) satisfy
G[u] ≤ 0 and G[v] ≥ 0 on ∂Ω weakly, for any admissible functions φ,ψ ∈ C2(Ω¯) satisfying u ≤ φ, v ≥ ψ
in Ω¯, φ(z) = u(z) < v(z) = ψ(z), we have
G[φ](z) ≤ 0, and G[ψ](z) ≥ 0.
Then we have
0 ≤ G[ψ](z) − G[φ](z)
= β(z) ·D(ψ − φ)(z) + [ϕ(z, φ(z)) − ϕ(z, ψ(z))](4.11)
< 0,
since β(z) · D(ψ − φ)(z) ≤ 0 and ϕ(z, φ(z)) − ϕ(z, ψ(z)) < 0. The contradiction (4.11) implies the
conclusion (4.10).
Now we consider the cases (ii) and (iii). We suppose that maxΩ¯(v − u) =: θ > 0. We may suppose
that max∂Ω(v−u) =: θ, otherwise we will get a contradiction. In fact, if there is a point x0 ∈ Ω such that
v(x0) − u(x0) = θ, we have v(x0) > u(x0), Dv(x0) = Du(x0) and D2v(x0) ≤ D2u(x0). Consequently,
from the definitions of supersolution u and subsolution v, and using F1 and the nondecreasing properties
for both A and B as well as the strictly increasing property for either A or B, we have
0 ≤{F [v](x0)−B(x0, v(x0),Dv(x0))} − {F [u](x0)−B(x0, u(x0),Du(x0))}
=F (D2v(x0)−A(x0, v(x0),Dv(x0))− F (D2u(x0)−A(x0, u(x0),Du(x0))(4.12)
+B(x0, u(x0),Du(x0))−B(x0, v(x0),Dv(x0))
<0,
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which leads to a contradiction. Then we can assume that v−u attains its positive maximum at a point
z ∈ ∂Ω. We consider the function
(4.13) Φ(x, y) := v(x)− u(y)− φ(x, y),
with
(4.14) φ(x, y) :=
1
2ǫ
aij(z)(xi − yi)(xj − yj) + ϕ(z, v(z))β(z) · (x− y)− δ(d(x) + d(y)) + δ|x− z|2,
where ǫ, δ are positive constants, d ∈ C2(Ω¯) is a positive defining function for Ω which agrees with the
distance function d(·) = dist(·, ∂Ω) in a neighbourhood of ∂Ω, the symmetric matrix a(·) = {aij(·)} ∈
C2(Ω¯) satisfies
(4.15) a(·) ≥ a0I, in Ω¯, aij(·)βj(·) = νi(·), on ∂Ω,
for some constant a0 > 0, and i = 1, · · · , n. Note that (4.15) is guaranteed by the obliqueness β · ν > 0
on ∂Ω. Clearly, when β ≡ ν, we can just take a(·) = I in Ω¯. For ǫ > 0, let (xǫ, yǫ) be a maximum
point of Φ(x, y). Since v(x) − u(x) − δ|x − z|2 has x = z as a unique maximum point for δ > 0, it is
standard to obtain
(4.16) xǫ → z, 1
ǫ
aij(z)(xǫ − yǫ)i(xǫ − yǫ)j → 0, v(xǫ)→ v(z), u(yǫ)→ u(z),
as ǫ → 0. For simplicity, we write (xˆ, yˆ) for (xǫ, yǫ). Since (4.16) holds, by taking sufficiently small ǫ
and δ, we can have
(4.17) v(xˆ)− u(yˆ) ≥ θ
2
> 0.
Since Ω is bounded and ∂Ω ∈ C2, then Ω satisfies the uniform exterior sphere condition, namely there
exists r > 0, such that
(4.18) B(z − rν(z), r) ∩ Ω = ∅,
for z ∈ ∂Ω, where B(z − rν(z), r) denotes the closed ball of radius r centered at z − rν(z), ν(z) is the
unit inner normal vector at z. For Ω satisfying (4.18), since |x− z + rν(z)| ≥ r for z ∈ ∂Ω and x ∈ Ω¯,
we have
(4.19) ν(z) · (z − x) ≤ |z − x|
2
2r
,
for z ∈ ∂Ω and x ∈ Ω¯. The geometric property (4.19) was first observed in [25], and later used
in [10,26,27] and etc.
If xˆ ∈ ∂Ω, taking ξ(x) = u(y) + φ(x, y), we see that v(x) − ξ(x) attains its maximum at xˆ ∈ ∂Ω.
Hence, from the definition of viscosity subsolution, we have
(4.20) β(xˆ) ·Dxξ(xˆ)− ϕ(xˆ, v(xˆ)) ≥ 0.
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By calculations and using Dd = ν on ∂Ω, we have
β(xˆ) ·Dxξ(xˆ)− ϕ(xˆ, v(xˆ))
=
1
ǫ
aij(z)βi(xˆ)(xˆj − yˆj) + ϕ(z, v(z))β(xˆ) · β(z)(4.21)
− δβ(xˆ) · ν(xˆ) + 2β(xˆ) · (xˆ− z)− ϕ(xˆ, v(xˆ)).
By using (4.15) and (4.19), we can estimate the first term on the right hand side of (4.21), namely
1
ǫ
aij(z)βi(xˆ)(xˆj − yˆj) =1
ǫ
aij(xˆ)βi(xˆ)(xˆj − yˆj) + 1
ǫ
[aij(z)− aij(xˆ)]βi(xˆ)(xˆj − yˆj)(4.22)
≤|xˆ− yˆ|
2
2ǫr
+
C
ǫ
|xˆ− z||xˆ− yˆ|,
for some positive constant C depending on ‖aij‖C1(Ω¯). Combining (4.21) with (4.22), and using the
obliqueness (2.4) and the convergence (4.16), we get
β(xˆ) ·Dxξ(xˆ)− ϕ(xˆ, v(xˆ))
≤|xˆ− yˆ|
2
2ǫr
+
C
ǫ
|xˆ− z||xˆ− yˆ|+ ϕ(z, v(z))β(xˆ) · β(z)(4.23)
− δβ0 + 2|xˆ− z| − ϕ(xˆ, v(xˆ))
≤− 1
2
δβ0 < 0,
for sufficiently small ǫ > 0, which leads to a contradiction with (4.20).
If yˆ ∈ ∂Ω, taking η(y) = v(x) − φ(x, y), we see that u(y) − η(y) attains its minimum at yˆ ∈ ∂Ω.
Hence, from the definition of viscosity supersolution, we have
(4.24) β(yˆ) ·Dyη(yˆ)− ϕ(yˆ, u(yˆ)) ≤ 0.
By similar calculations as in (4.21), (4.22) and (4.23), and using (4.17) and the monotonicity of ϕ, we
have
β(yˆ) ·Dyη(yˆ)− ϕ(yˆ, u(yˆ))
=− 1
ǫ
aij(z)βi(yˆ)(yˆj − xˆj) + ϕ(z, v(z))β(yˆ) · β(z) + δβ(yˆ) · ν(yˆ)− ϕ(yˆ, u(yˆ))(4.25)
≥− |yˆ − xˆ|
2
2ǫr
− C
ǫ
|yˆ − z||yˆ − xˆ|+ ϕ(z, v(z))β(yˆ) · β(z) + δβ0 − ϕ(yˆ, v(xˆ))
≥1
2
δβ0 > 0,
for sufficiently small ǫ > 0, which leads to a contradiction with (4.24).
We have now proved that for small enough ǫ > 0, the function Φ(x, y) in (4.13) does not attain a
maximum over Ω¯× Ω¯ on ∂(Ω×Ω). Then we can assume Φ(x, y) attains its maximum at (xˆ, yˆ) ∈ Ω×Ω.
At the maximum point (xˆ, yˆ), we have
(4.26) DxΦ = DyΦ = 0, and D
2
x,yΦ ≤ 0,
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which leads to
Dv(xˆ) =
1
ǫ
a(z)(xˆ− yˆ) + ϕ(z, v(z))β(z) − δDd(xˆ) + 2δ(xˆ− z),(4.27)
Du(yˆ) =
1
ǫ
a(z)(xˆ− yˆ) + ϕ(z, v(z))β(z) + δDd(yˆ),(4.28)
and
(4.29) D2v(xˆ)−D2u(yˆ) ≤ δ[−D2d(xˆ)−D2d(yˆ) + 2I].
The inequality (4.29) follows since, by (4.26), (ξ, ξ)(D2x,yΦ)(ξ, ξ)
T ≤ 0 for any ξ 6= 0,∈ Rn. Then we
have
0 ≤[F [v]−B(·, v,Dv)](xˆ)− [F [u]−B(·, u,Du)](yˆ)
≤F ij(M [u](yˆ)){[vij(xˆ)−Aij(xˆ, v(xˆ),Dv(xˆ))]− [uij(yˆ)−Aij(yˆ, u(yˆ),Du(yˆ))]}
+B(yˆ, u(yˆ),Du(yˆ))−B(xˆ, v(xˆ),Dv(xˆ))
≤F ij(M [u](yˆ)){Aij(yˆ, u(yˆ),Du(yˆ))−Aij(xˆ, v(xˆ),Dv(xˆ))(4.30)
+ δ[−Dijd(xˆ)−Dijd(yˆ) + 2δij ]}+B(yˆ, u(yˆ),Du(yˆ))−B(xˆ, v(xˆ),Dv(xˆ))
=:Θ(xˆ, yˆ),
where F2 is used to obtain the second inequality, and (4.29) is used to obtain the third inequality. By
using the mean value theorem, we have
Aij(yˆ, u(yˆ),Du(yˆ))−Aij(xˆ, v(xˆ),Dv(xˆ))
=[Aij(yˆ, u(yˆ),Du(yˆ))−Aij(xˆ, u(xˆ),Du(xˆ))] + [Aij(xˆ, u(xˆ),Du(xˆ))
−Aij(xˆ, v(xˆ),Du(xˆ))] + [Aij(xˆ, v(xˆ),Du(xˆ))−Aij(xˆ, v(xˆ),Dv(xˆ))]
=DxAij(x¯, u(yˆ),Du(yˆ))(yˆ − xˆ) +DzAij(xˆ, z¯,Du(yˆ))(u(yˆ)− v(xˆ))(4.31)
+ δDpAij(xˆ, v(xˆ), p¯)[Dd(xˆ) +Dd(yˆ)− 2(xˆ− z)],
where x¯ = t1yˆ + (1 − t1)xˆ, z¯ = t2u(yˆ) + (1 − t2)v(xˆ) and p¯ = t3Du(yˆ) + (1 − t3)Dv(xˆ) for some
t1, t2, t3 ∈ (0, 1), (4.27) and (4.28) are used in the last equality. Similarly, we get
B(yˆ, u(yˆ),Du(yˆ))−B(xˆ, v(xˆ),Dv(xˆ))
=DxB(x˜, u(yˆ),Du(yˆ))(yˆ − xˆ) +DzB(xˆ, z˜,Du(yˆ))(u(yˆ)− v(xˆ))(4.32)
+ δDpB(xˆ, v(xˆ), p˜)[Dd(xˆ) +Dd(yˆ)− 2(xˆ− z)],
where x˜ = s1yˆ + (1 − s1)xˆ, z˜ = s2u(yˆ) + (1 − s2)v(xˆ), and p˜ = s3Du(yˆ) + (1 − s3)Dv(xˆ), for some
s1, s2, s3 ∈ (0, 1). By (4.31) and (4.32), we have
Θ(xˆ, yˆ) =F ij(M [u](yˆ))[DzAij(xˆ, z¯,Du(yˆ))(u(yˆ)− v(xˆ)) +RAij(xˆ, yˆ)](4.33)
+DzB(xˆ, z˜,Du(yˆ))(u(yˆ)− v(xˆ)) +RB(xˆ, yˆ),
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where
RAij(xˆ, yˆ) :=DxAij(x¯, u(yˆ),Du(yˆ))(yˆ − xˆ) + δDpAij(xˆ, v(xˆ), p¯)[Dd(xˆ) +Dd(yˆ)− 2(xˆ− z)](4.34)
+ δ[−Dijd(xˆ)−Dijd(yˆ) + 2δij ],
RB(xˆ, yˆ) :=DxB(x˜, u(yˆ),Du(yˆ))(yˆ − xˆ) + δDpB(xˆ, v(xˆ), p˜)[Dd(xˆ) +Dd(yˆ)− 2(xˆ− z)].(4.35)
In case (ii), we have
(4.36) DzA(x, z, p) ≥ c0I,
for all (x, z, p) ∈ Ω×R×Rn and some constant c0 > 0. Since condition F5 holds when conditions F1,
F2 and F3 hold, we have T (r) ≥ δ0 for some positive constant δ0. By (4.17) and (4.36), since B is
nondecreasing in z, we have
Θ(xˆ, yˆ) ≤[− 1
2
θc0 +
n∑
i,j=1
|RAij(xˆ, yˆ)|
]
T (M [u](yˆ)) +RB(xˆ, yˆ)
≤− 1
4
θc0δ0 + |RB(xˆ, yˆ)|(4.37)
≤− 1
8
θc0δ0 < 0,
where F5 is used in the second inequality, ǫ and δ are chosen sufficiently small such that
n∑
i,j=1
|RAij(xˆ, yˆ)|
and |RB(xˆ, yˆ)| can be made as small as we want. From (4.30) and (4.37), we get a contradiction, which
implies the conclusion (4.10).
In case (iii), we have
(4.38) DzB(x, z, p) ≥ c1,
for all (x, z, p) ∈ Ω× R× Rn and some constant c1 > 0. For r ∈ Γ, we have
(4.39) T (r) ≤ T,
for some positive constant T . By (4.17) and (4.38), since A is nondecreasing in z, we have
Θ(xˆ, yˆ) ≤− 1
2
θc1 +
n∑
i,j=1
|RAij(xˆ, yˆ)|T (M [u](yˆ)) +RB(xˆ, yˆ)
≤− 1
2
θc1 + T
n∑
i,j=1
|RAij(xˆ, yˆ)|+ |RB(xˆ, yˆ)|(4.40)
≤− 1
4
θc1 < 0,
where (4.39) is used in the second inequality, ǫ and δ are chosen sufficiently small such that
n∑
i,j=1
|RAij(xˆ, yˆ)|
and |RB(xˆ, yˆ)| can be made as small as we want. From (4.30) and (4.40), we get a contradiction, which
implies the conclusion (4.10). 
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Remark 4.4. Theorem 4.2(i) depends on the barrier construction in Lemma 4.1 and the comparison
principle in Theorem 4.1. The functions Φ(x, y) in (4.13) and φ(x, y) in (4.14) play important roles
in the proof of Theorem 4.2(ii)(iii) and are particularly constructed for the oblique boundary value
condition by modifications of the analogous functions in [4, 10,12].
Remark 4.5. The condition that T (r) is bounded from above is satisfied by the Hessian quotient
operators Fk,k−1, given by Fk,k−1 = SkSk−1 , and by our degenerate operators Mk, introduced in Section
4.3 of [15] in the respective cones Γk and Pk, for 1 ≤ k ≤ n.
Remark 4.6. In the definition of viscosity subsolution v satisfying (4.20), the graphs of v and ξ do not
touch at xˆ ∈ ∂Ω. By modifying the test function by ξ˜(x) := ξ(x)+ (v(xˆ)− ξ(xˆ)), the graphs of v and ξ˜
can touch at xˆ, which corresponds to the viscosity subsolution definition in the introduction. Similarly,
in the definition of viscosity supersolution u(y) satisfying (4.24), the graphs of u and η do not touch
at yˆ ∈ ∂Ω. Modifying the test function by η˜(y) := η(y) + (u(yˆ)− η(yˆ)), u and η˜ can touch at yˆ, which
corresponds to the viscosity supersolution definition in the introduction.
To complete our comparison principles we now extend our solution space to be the union of the
previous two cases, namely we consider solutions in C1,1(Ω)∩C0,1(Ω¯). For this, we need an equivalent
definition of viscosity solutions using semi-jets. Accordingly we define the semi-jets J2,±K u(x) of u :
K → R at x ∈ K, and their closures J¯2,±K u(x) by:
J2,+K u(x) :={(p,X) ∈ Rn × Sn| u(y) ≤ u(x) + p · (y − x)
+
1
2
X(y − x) · (y − x) + o(|y − x|2) as y ∈ K → x},
J2,−K u(x) :={(p,X) ∈ Rn × Sn| u(y) ≥ u(x) + p · (y − x)
+
1
2
X(y − x) · (y − x) + o(|y − x|2) as y ∈ K → x},
and
J¯2,±K u(x) :={(p,X) ∈ Rn × Sn| ∃xk ∈ K and (pk,Xk) ∈ J2,±K u(x) such that
(xk, u(xk), pk,Xk)→ (x, u(x), p,X) as k → +∞},
where K ⊂ Rn is a domain, (which is not necessarily open). When x ∈ Ω, it is obvious that J2,±Ω u(x) =
J2,±
Ω¯
u(x), and J¯2,±Ω u(x) = J¯
2,±
Ω¯
u(x). For convenience, for x ∈ Ω we simply write J2,±u(x) (J¯2,±u(x))
for J2,±Ω u(x) = J
2,±
Ω¯
u(x) (J¯2,±Ω u(x) = J¯
2,±
Ω¯
u(x)).
Let Ω ⊂ Rn, u ∈ C0(Ω¯) is a viscosity subsolution (supersolution) of the boundary value problem
(1.1)-(1.2) if
(4.41) F (X −A(x, u(x), p)) ≥ (≤)B(x, u(x), p),
holds for x ∈ Ω, (p,X) ∈ J¯2,+
Ω¯
u(x) (J¯2,−
Ω¯
u(x)), and
(4.42) G(x, u(x), p) ≥ (≤)0, or F (X −A(x, u(x), p)) ≥ (≤)B(x, u(x), p),
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holds for x ∈ ∂Ω, (p,X) ∈ J¯2,+
Ω¯
u(x) (J¯2,−
Ω¯
u(x) andX−A(x, u(x), p) ∈ Γ). Then u ∈ C0(Ω¯) is a viscosity
solution of the problem (1.1)-(1.2) if it is both a viscosity subsolution and a viscosity supersolution of
the problem (1.1)-(1.2). If F satisfies F1, for x ∈ ∂Ω, we only need the first inequality in (4.42). While
if F satisfies F1−, for x ∈ ∂Ω, both the inequalities in (4.42) are needed.
If F only satisfies F1−, the comparison principle in Theorem 4.2 also holds for solutions in C1,1(Ω)∩
C0,1(Ω¯). We formulate it in the following theorem which embraces both Theorems 4.1 and 4.2 as special
cases.
Theorem 4.3. Let u, v ∈ C1,1(Ω)∩C0,1(Ω¯) be a supersolution and a subsolution of the oblique boundary
value problem (1.1)-(1.5) respectively, Ω ⊂ Rn with ∂Ω ∈ C2. Assume that F satisfies conditions F1−,
F2 and F3 in the cone Γ ⊂ Sn, B ≥ a0 and ϕ ∈ C0(∂Ω × R). Assume also that A,B and ϕ are
nondecreasing in z. Assume further that either (i) or (ii) or (iii) in Theorem 4.2 holds. Then the
comparison assertion (4.10) holds.
Proof. We now use the viscosity notions (4.41) and (4.42). We first consider the case (i). Let
(4.43) u˜ := u− τ η˜,
where τ > 0 is a constant, η˜ = η− supΩ η, and η = eK(u−u) is the barrier function in Lemma 4.1. From
(4.9) in Theorem 4.1, we have
(4.44) sup
Ω
(v − u˜) ≤ sup
∂Ω
(v − u˜)+,
for sufficiently small τ > 0. Consequently, we can assume that v − u˜ attains its positive maximum at
z ∈ ∂Ω, namely v(z)− u˜(z) = maxΩ¯(v − u˜) := θ > 0. We consider the function
(4.45) Φ˜(x, y) := v(x)− u˜(y)− φ(x, y),
where φ(x, y) is the function defined in (4.14). For ǫ > 0, let (xǫ, yǫ) be a maximum point of Φ˜(x, y).
Since v(x) − u˜(x)− δ|x − z|2 has x = z as a unique maximum point for δ > 0, we have
(4.46) xǫ → z, 1
ǫ
aij(z)(xǫ − yǫ)i(xǫ − yǫ)j → 0, v(xǫ)→ v(z), u˜(yǫ)→ u˜(z),
as ǫ → 0. For simplicity, we write (xˆ, yˆ) for (xǫ, yǫ). Since (4.46) holds, by taking sufficiently small ǫ
and δ, we have
(4.47) v(xˆ)− u(yˆ) ≥ v(xˆ)− u˜(yˆ) ≥ θ
2
> 0.
At the point (xˆ, yˆ), by Lemma 3.6 (Ishii’s Lemma) and Proposition 2.7 in [12], there exists X,Y ∈ Sn
such that
(pv,Xv) := (Dxφ(xˆ, yˆ),X − δD2d(xˆ) + 2δI) ∈ J¯2,+Ω¯ v(xˆ),(4.48)
(pu˜, Y u˜) := (−Dyφ(xˆ, yˆ), Y + δD2d(yˆ)) ∈ J¯2,−Ω¯ u˜(yˆ),(4.49)
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and
(4.50)
(
X 0
0 −Y
)
≤ 1
ǫ
(
a(z) + [a(z)]2 −a(z)− [a(z)]2
−a(z)− [a(z)]2 a(z) + [a(z)]2
)
,
where the matrix a(z) is defined in (4.15). The form of the matrix on the right hand side of (4.50)
is obtained by taking µ = 2/ǫ in Lemma 3.6 in [12]. Note that (4.50) implies X ≤ Y . Since u˜ =
u− τ [eK(u−u) − supΩ eK(u−u)], we can calculate from (4.49) that
(4.51) (pu, Y u) ∈ J¯2,−
Ω¯
u(yˆ),
where
pu =
1
1 + τKη(yˆ)
[−Dyφ(xˆ, yˆ) + τKη(yˆ)Du(yˆ)],(4.52)
Y u =
1
1 + τKη(yˆ)
[Y + δD2d(yˆ) + τKη(yˆ)D2u(yˆ))(4.53)
+
τK2η(yˆ)
(1 + τKη(yˆ))2
(Du(yˆ) +Dyφ(xˆ, yˆ))⊗ (Du(yˆ) +Dyφ(xˆ, yˆ))].
Thus, if xˆ ∈ ∂Ω, by the definition of viscosity subsolution v under F1−, we have
(4.54) β(xˆ) · pv − ϕ(xˆ, v(xˆ)) ≥ 0,
or
(4.55) F (Xv −A(xˆ, v(xˆ), pv)) ≥ B(xˆ, v(xˆ), pv).
Observing that Dxξ(xˆ) in (4.23) is equal to p
v in (4.54), we get a contradiction from (4.23) and (4.54).
Therefore, the only possible case is (4.55). Note that if xˆ ∈ Ω, the inequality (4.55) holds directly
from the definition of the viscosity subsolution v. Similarly, if yˆ ∈ ∂Ω, by the definition of viscosity
subsolution u under F1−, we have
(4.56) β(yˆ) · pu − ϕ(yˆ, u(yˆ)) ≤ 0,
or
(4.57) F (Y u −A(yˆ, u(yˆ), pu)) ≤ B(yˆ, u(yˆ), pu).
Plugging (4.52) into (4.56), we have
(4.58) β(yˆ) · pu − ϕ(yˆ, u(yˆ)) ≤ τKη(yˆ)|β(yˆ) ·Du(yˆ)− ϕ(yˆ, u(yˆ))|.
SinceDyη(yˆ) in (4.25) is equal to p
u in (4.58), by choosing τ sufficiently small, we also get a contradiction
from (4.25) and (4.58). Therefore, the only possible case is (4.57). Note that if yˆ ∈ Ω, the inequality
(4.57) holds directly from the definition of the viscosity supersolution u. Using (4.55) and (4.57), we
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have
0 ≤[F (Xv −A(xˆ, v(xˆ), pv))−B(xˆ, v(xˆ), pv)]
− [F (Y u −A(yˆ, u(yˆ), pu))−B(yˆ, u(yˆ), pu)]
≤F ij [Xvij − Y uij +Aij(yˆ, u(yˆ), pu)−Aij(xˆ, v(xˆ), pv)]
+B(yˆ, u(yˆ), pu)−B(xˆ, v(xˆ), pv)
≤F ij(Xvij − Y uij )− F ij [Aij(xˆ, u(yˆ), pv)−Aij(yˆ, u(yˆ), pu)](4.59)
− [B(xˆ, u(yˆ), pv)−B(yˆ, u(yˆ), pu)]
=:Θ(xˆ, yˆ),
where F2 is used in the second inequality with F ij := F ij(Y u − A(yˆ, u(yˆ), pu)), the monotonicity of
A,B and (4.47) are used in the third inequality. By further calculations, we have
Θ(xˆ, yˆ) =F ij(Xvij − Y uij )− [F ijDpkAij(yˆ, u(yˆ), pu) +DpkB(yˆ, u(yˆ), pu)](pvk − puk)
− F ij[Aij(yˆ, u(yˆ), pv)−Aij(yˆ, u(yˆ), pu)−DpkAij(yˆ, u(yˆ), pu)(pvk − puk)]
− [B(yˆ, u(yˆ), pv)−B(yˆ, u(yˆ), pu)−DpkB(yˆ, u(yˆ), pu)(pvk − puk)]
− F ij[Aij(xˆ, u(yˆ), pv)−Aij(yˆ, u(yˆ), pv)]− [B(xˆ, u(yˆ), pv)−B(yˆ, u(yˆ), pv)]
=F ij(Xvij − Y uij )− [F ijDpkAij(yˆ, u(yˆ), pu) +DpkB(yˆ, u(yˆ), pu)](pvk − puk)(4.60)
− 1
2
[F ijDpkplAij(yˆ, u(yˆ), p˜) +DpkplB(yˆ, u(yˆ), p¯)](p
v
k − puk)(pvl − pul )
− [F ijDxAij(x˜, u(yˆ), pv) +DxB(x¯, u(yˆ), pv)](xˆ − yˆ)
≤F ij(Xvij − Y uij )− [F ijDpkAij(yˆ, u(yˆ), pu) +DpkB(yˆ, u(yˆ), pu)](pvk − puk)
+ C(1 + T )[|pv − pu|2 + |xˆ− yˆ|],
where Taylor’s formula and mean value theorem are used in the last equality with p˜ = tpu + (1− t)pv,
p¯ = spu + (1− s)pv, x˜ = t′xˆ+ (1− t′)yˆ and x¯ = s′xˆ+ (1− s′)yˆ for some t, s, t′, s′ ∈ (0, 1), the constant
C depends on ‖A‖C2(Ω¯×R×Rn) and ‖B‖C2(Ω¯×R×Rn). By calculations, we have
Dxφ(xˆ, yˆ) =
1
ǫ
a(z)(xˆ− yˆ) + ϕ(z, v(z))β(z) − δDd(xˆ) + 2δ(xˆ− z),(4.61)
−Dyφ(xˆ, yˆ) =1
ǫ
a(z)(xˆ− yˆ) + ϕ(z, v(z))β(z) + δDd(yˆ).(4.62)
Observing the forms of pv, pu˜ in (4.48) and (4.49), together with (4.61) and (4.62), since v(x) and u˜(y)
are Lipschitz continuous functions, we see that
(4.63)
1
ǫ
a(z)(xˆ − yˆ)
is bounded independently of ǫ, and consequently, Dxφ(xˆ, yˆ) in (4.61) and −Dyφ(xˆ, yˆ) in (4.62) are
bounded independently of ǫ. Thus, there exists a positive constant κ independent of ǫ, such that
(4.64) |xˆ− yˆ| ≤ κǫ.
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Using pv, pu in (4.48) and (4.52), we have
(4.65) pv − pu = − τKη(yˆ)
1 + τKη(yˆ)
[Du(yˆ) +Dyφ(xˆ, yˆ)]− δ[Dd(xˆ) +Dd(yˆ)− 2(xˆ− z)].
Then, we have the estimate
(4.66) |pv − pu|2 ≤ C(τ2 + δ),
for δ ∈ (0, 1), where the constant C depends on K, η, ϕ, β,Ω and ‖u‖C1(Ω¯). Note that in the process of
estimating (4.66), the facts (4.63) and (4.64) have been taken into account. Plugging Xv , Y u, and the
inequlalities (4.64), (4.65), (4.66) into (4.60), and using X ≤ Y , we have
Θ(xˆ, yˆ) ≤Θ˜(xˆ, yˆ)− δF ij [Dijd(xˆ) +Dijd(yˆ)− 2δij ](4.67)
+ δ[F ijDpkAij(yˆ, u(yˆ), p
u) +DpkB(yˆ, u(yˆ), p
u)][Dkd(xˆ) +Dkd(yˆ)− 2(xˆ− z)k]
+ C(1 + T )[|pv − pu|2 + |xˆ− yˆ|]
≤Θ˜(xˆ, yˆ) +C(τ2 + δ + ǫ)(1 + T ),
for δ ∈ (0, 1) and a further constant C, where
Θ˜(xˆ, yˆ) =− τKη(yˆ)
1 + τKη(yˆ)
{
F ij [Diju(yˆ)− Yij − δDijd(yˆ)(4.68)
+
K
[1 + τKη(yˆ)]2
(Diu(yˆ) +Dyiφ(xˆ, yˆ))(Dju(yˆ) +Dyjφ(xˆ, yˆ))]
− [F ijDpkAij(yˆ, u(yˆ), pu) +DpkB(yˆ, u(yˆ), pu)][Dku(yˆ) +Dykφ(xˆ, yˆ)]
}
.
We claim that
(4.69) Θ˜(xˆ, yˆ) ≤ −τδ2(1 + T ),
for some positive constant δ2. From (4.67) and (4.69), by choosing τ ≤ δ2/(2C) and δ+ ǫ ≤ τδ2/(4C),
we have
(4.70) Θ(xˆ, yˆ) ≤ [−τδ2 + C(τ2 + δ + ǫ)](1 + T ) ≤ −τδ2
4
(1 + T ) < 0.
Then (4.59) and (4.70) lead to a contradiction.
The remaining task is to prove the claim (4.69). First, it is readily checked that
Θ˜(xˆ, yˆ) =− τKη(yˆ){F ij [Diju(yˆ)− Y uij +K(Diu(yˆ)− pui )(Dju(yˆ)− puj )](4.71)
− [F ijDpkAij(yˆ, u(yˆ), pu) +DpkB(yˆ, u(yˆ), pu)](Dku(yˆ)− puk))}.
Since u ∈ C2(Ω¯) is a strictly subsolution of equation (1.1), there exist positive constants δ¯ and δ¯′ such
that
(4.72) F (M [u]− δ¯I) ≥ B(yˆ, u(yˆ),Du(yˆ)) + δ¯′.
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Using the monotonicity of A and B in z, u ≥ u in Ω, and the concavity condition F2, we have
− 1
τKη(yˆ)
Θ˜(xˆ, yˆ)
≥δ¯T + F ij{[Diju(yˆ)−Aij(yˆ, u(yˆ),Du(yˆ))− δ¯δij ]− [Y uij −Aij(yˆ, u(yˆ), pu)]}
−B(yˆ, u(yˆ),Du(yˆ)) +B(yˆ, u(yˆ), pu) +KF ij(Diu(yˆ)− pui )(Dju(yˆ)− puj )
+ F ij[Aij(yˆ, u(yˆ),Du(yˆ))−Aij(yˆ, u(yˆ), pu)−DpkAij(yˆ, u(yˆ), pu)(Dku(yˆ)− puk)]
+ [B(yˆ, u(yˆ),Du(yˆ))−B(yˆ, u(yˆ), pu)−DpkB(yˆ, u(yˆ), pu)(Dku(yˆ)− puk)]
≥δ¯T + [F (M [u]− δ¯I)−B(yˆ, u(yˆ),Du(yˆ))]− [F (Y u −A(yˆ, u(yˆ), pu))−B(yˆ, u(yˆ), pu)](4.73)
+
1
2
[F ijDpkplAij(yˆ, u(yˆ), p˜) +DpkplB(yˆ, u(yˆ), p¯)](Dku(yˆ)− puk)(Dlu(yˆ)− pul )
+KF ij(Diu(yˆ)− pui )(Dju(yˆ)− puj )
≥(δ¯ − λ¯ǫ0
2
|Du(yˆ)− pu|2)T + (K − λ¯
2ǫ0
)F ij(Diu(yˆ)− pui )(Dju(yˆ)− puj ) + δ¯′,
for any positive constants ǫ0 ∈ (0, 1] and K, and a non-negative function λ¯ ∈ C0(Ω¯ × R× Rn), where
Taylor’s formula is used in the second equality with p˜ = tDu(yˆ)+ (1− t)pu and p¯ = sDu(yˆ)+ (1− s)pu
for some t, s ∈ (0, 1), (4.72), (4.57), regularity of A, and convexity of B in p are used to obtain the last
inequality. Note that here we use the inequality (2.3) in [16] for the regular condition of A, namely
(4.74) F ij(DpkplAij)ηkηl ≥ λ¯(ǫ0T |η|2 +
1
ǫ0
F ijηiηj),
for any non-negative symmetric matrix {F ij}, η ∈ Rn and ǫ0 ∈ (0, 1], where λ¯ ∈ C0(Ω¯ × R × Rn) is
a non-negative function. By successively fixing ǫ0 ≤ δ¯/supΩ(λ¯|Du− pu|)2 and K ≥ (supΩ λ¯)/(2ǫ0) in
(4.73), we have
(4.75) − 1
τKη(yˆ)
Θ˜(xˆ, yˆ) ≥ δ¯0
2
T + δ¯′,
which leads to the claim (4.69) by taking δ2 = min{ δ¯02 , δ¯′}K infΩ η. We have finished the verification
of claim (4.69) and completed the proof of Theorem 4.3 in case (i).
Next, we consider the cases (ii) and (iii). When either A or B is strictly increasing in z, we observe
that for u, v ∈ C1,1(Ω) ∩ C0,1(Ω¯), v − u only attains its positive maximum at a point z ∈ ∂Ω, which
is implied by using Bony maximum principle and similar argument in (4.12). Then we consider the
function Φ(x, y) in (4.13) with φ(x, y) defined in (4.14), (which corresponds to Φ˜(x, y) in (4.45) with
τ = 0). Assuming that Φ(x, y) takes its maximum at (xˆ, yˆ), by Ishii’s Lemma, there exists X,Y ∈ Sn
such that (4.48), (4.49) with u˜ replaced by u, and (4.50) hold. Note that (4.50) implies X ≤ Y . Thus, if
xˆ ∈ ∂Ω, by the definition of viscosity subsolution v under F1−, we have the ineqaulity (4.54) or (4.55).
From (4.23), the only possible case is (4.55). Note that if xˆ ∈ Ω, the inequality (4.55) holds directly
from the definition of the viscosity subsolution v. Similarly, if yˆ ∈ ∂Ω, by the definition of viscosity
subsolution u under F1−, then either (4.56) with pu = −Dyφ(xˆ, yˆ) or (4.57) with pu = −Dyφ(xˆ, yˆ)
and Y u = Y + δD2d(yˆ) holds. In view of (4.25), the only possible case is the latter case. Note that if
yˆ ∈ Ω, the inequality (4.57) holds directly from the definition of the viscosity supersolution u.
Using the inequalities (4.55) and (4.57), and following similar calculations from (4.17) to (4.35), to-
gether with (4.36) and (4.37) in case (ii), (4.38), (4.39) and (4.40) in case (iii), withDv(xˆ),Du(yˆ),D2v(xˆ)
and D2u(yˆ) replaced by pv = Dxφ(xˆ, yˆ), p
u = −Dyφ(xˆ, yˆ),Xv = X − δD2d(xˆ) + 2δI and Y u =
Y + δD2d(yˆ) respectively, we then get contradictions and complete the proof of Theorem 4.3 in cases
(ii) and (iii). 
Remark 4.7. In fact, the inequality in claim (4.69) is just the barrier inequality (4.4) in the viscosity
sense. When u is C2 at yˆ, we have in (4.71),
(4.76) Θ˜(xˆ, yˆ) = −τLη˜(yˆ),
where the operator L is the same as that in the barrier inequality (4.4) in Lemma 4.1.
Remark 4.8. Note that the key technique of doubling variables and penalization used in the proof of
Theorems 4.3 is the Ishii’s Lemma in [12], which has its origins in [8,10], (see also Theorem 3.2 in [4]).
Remark 4.9. From the existence theorems, the solution u of the oblique boundary value problem
(1.1)-(1.5) will be natural in the class C2(Ω) ∩ C0,1(Ω¯) (C2,α(Ω) ∩ C0,1(Ω¯)) under F1, and in the
class C1,1(Ω) ∩ C0,1(Ω¯) under F1−, respectively. Therefore, in Theorems 4.2 and 4.3, we study the
comparison principles for solutions in C2(Ω) ∩ C0,1(Ω¯) and C1,1(Ω) ∩ C0,1(Ω¯) respectively. In fact, by
proper adjustment of the proof, the conclusion in Theorem 4.3 can also hold for u, v ∈ C0,1(Ω¯) in case
(i) and u, v ∈ C0(Ω¯) in cases (ii) and (iii), which will be taken up in a sequel. Moreover when A is
strictly regular, C0,1(Ω) viscosity solutions are C1,1 smooth in the degenerate case and C2,α smooth in
the non-degenerate case.
Remark 4.10. The comparison principles in Theorems 4.2 and 4.3 are proved in cases (i), (ii) and (iii)
respectively. The assumptions in cases (ii) and (iii) correspond to the assumptions in Theorem VI.3
in [10], see also [1,4,9,29]. The study of the comparison principle in case (i) when ϕ is strictly increasing
in z is missing in the literature; here we prove it by making full use of the barrier in [16] with the help
of the strict subsolution.
With these comparison principles, we are ready to complete the proof of Theorem 1.1.
Proof of Theorem 1.1. The existence in assertion (i) has already been proved in Section 3. If A is
strictly increasing in z, the uniqueness for solutions in C1,1(Ω)∩C0,1(Ω¯) of the boundary value problem
(1.1)-(1.5) follows from case (ii) of Theorem 4.3. While if A and B are independent of z, and ϕ is
strictly increasing in z, taking account of Remark 4.1, the uniqueness for solutions in C1,1(Ω)∩C0,1(Ω¯)
of the boundary value problem (1.1)-(1.5) follows from case (i) of Theorem 4.3. We thus complete the
proof of the uniqueness result in assertion (ii) of Theorem 1.1.
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From the uniqueness, the local regularity result in assertion (iii) is immediate. In fact, under F1−,
when Γ ⊂ Pn−1 and ∂Ω is uniformly (Γ, A,G)-convex at x0 ∈ ∂Ω with respect to u, the assumptions for
the local second derivative estimate in Theorem 2.1 are also satisfied for uǫ of the regularized problem
(3.5). By (2.55) in Theorem 2.1, we have
(4.77) sup
N∩Ω
|D2uǫ| ≤ C,
where N = BθR(x0) ∩ Ω with x0 ∈ ∂Ω and θ ∈ (0, 1), C is a constant depending on θ,BR ∩
Ω, F,A,B, ϕ, β, β0 and |uǫ|1;BR∩Ω, and is independent of ǫ. Recalling the local gradient estimate in
Theorem 3.1 in [15], the quantity |uǫ|1;BR∩Ω depends on BR ∩ Ω, F,A,B, ϕ, β and |uǫ|0;BR∩Ω, and is
independent of ǫ. The locally uniform bound for |uǫ|0;BR∩Ω is obvious from (3.8). With the uniform
bound in (4.77), by repeating the limiting process ǫ→ 0 in the F1− case of the proof for Theorem 3.1
and considering the uniqueness, we obtain
(4.78) u ∈ C1,1(Ω ∪ (N ∩ Ω¯)),
which completes the proof of assertion (iii).
From Theorem 4.2, we have the uniqueness for solutions in C2,α(Ω) ∩ C0,1(Ω¯) (α ∈ (0, 1)) of the
problem (1.1)-(1.5). Then the proof of assertion (iv) is parallel to that of assertion (iii), which can be
done by using (4.77) and repeating the limiting process ǫ→ 0 in the F1 case of the proof for Theorem
3.1. To avoid the repetitions, here we omit its detailed proof. 
With the alternative hypotheses of gradient estimate in Remark 1.1 and Section 3, we state the
resultant application to Theorem 1.1 as a corollary.
Corollary 4.1. Theorem 1.1 continues to hold when the condition that A is uniformly regular is
replaced by A strictly regular, | ββ·ν − ν| < 1/
√
n and F is orthogonally invariant, together with any of
the conditions (a), (b) or (c) in Remark 1.1.
When B > a0 = −∞ in the F1 case of Theorem 1.1 and Corollary 4.1, the assertions still hold if
A and B satisfy the growth conditions (1.8) with B ≥ O(1) and (3.27) holds in cases (b) and (c).
Furthermore we may also replace the cone Γ in Theorem 1.1 and Corollary 4.1 by an open convex set
D as indicated in Remark 1.4. Note here that we can also embrace the case a0 = −∞ in Corollary 4.1,
by taking D = {r ∈ Γ|F > a0}, for some finite a0 ≤ B, as in [11].
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