The best constant and the extreme cases in an inequality of H.P. Rosenthal, relating the p moment of a sum of independent symmetric random variables to that of the p and 2 moments of the individual variables, are computed in the range 2 < p ≤ 4. This complements the work of Utev who has done the same for p > 4. The qualitative nature of the extreme cases turns out to be different for p < 4 than for p > 4. The method developed yields results in some more general and other related moment inequalities.
Introduction
The original motivation for this research was to obtain the best constants in Rosenthal's inequality for sums of independent symmetric random variables. Rosenthal's inequality, [R] , which generalizes the classical Khintchine inequality, has the following formulation: Let (X i ) be a sequence of independent symmetric random variables. Then for every p, 2 ≤ p < ∞, there exists a constant D p such that:
where
Here and in the sequel, the symbol X p denotes the L p -norm of a random variable X. Rosenthal's proof gave only exponential of p estimates on the growth rate of D p as p → ∞. Later on Johnson, Schechtman and Zinn [JSZ] proved that the actual growth rate of D p is p/ log p. The latter result was later generalized by Talagrand [T] to Banach space valued random variables (with( X i 2 2 ) 1/2 replaced by X i 2 ). In [KS] , Kwapień and Szulga obtained a simpler proof of Talagrand's result. After most of our work was completed, we were informed by Kwapień that for p ≥ 4 the problem of finding the exact value of the constant D p was solved by Utev in [U2] .
He showed that D p can be taken to be equal to P(1) p , where P(1) denotes the symmetrized Poisson random variable with parameter 1. In the present paper we will concentrate on the case 2 ≤ p ≤ 4. We will show that, if 2 < p ≤ 4, then the optimal D p is given by D p = (1 + g p p )
1/p , where g is a standard Gaussian random variable. Note that D 2 = 1 so that the function p → D p is discontinuous at 2.
In trying to solve the problem we found it very helpful to consider Orlicz functions Φ other than just power functions. Also, we found it convenient to look at the problem as an extremal problem related to that inequality. This approach seems to be helpful also in connection with other probabilistic inequalities and, in fact, has been used for quite some time. The general line of argument is as follows: given a moment inequality for sums of random variables, we first try to formulate a related extremal problem and find conditions under which the solution of that problem is given by linear combinations of (at most) two valued random variables. Solving an extremal problem usually requires a convexity type condition on the Orlicz function. Once the extremal problem is solved we try to find an analytic condition on the Orlicz function Φ that would be equivalent to (or at least sufficient for) the convexity condition to be satisfied. Then, using special properties of linear combinations of Rademacher functions, we will identify the best constant. To make our discussion more meaningful, let us consider the classical Khintchine inequality:
Let ( ε j ) be a Rademacher sequence (i.e. a sequence of i.i.d. symmetric random variables taking on values 1 and −1). Then, for every p, 0 < p < ∞, there exist constants A p and B p such that for every sequence (a j ) of real numbers one has that
Once such an inequality is proved, one may want to find the best possible constant appearing in the above inequality as well as in inequalities which are extensions of Khintchine's inequality to Orlicz functions. This problem has quite a long history. In the case of power function it was solved by Haagerup [H] for the whole range of p, 0 < p < ∞. Several partial results were obtained earlier by Whittle [W] , Eaton [E1] , [E2] , Steckin [S] , Young [Y] , Szarek [Sz] .
For p ≥ 2, Haagerup proved that B p = g p , where g is the standard Gaussian random variable. The case p ≥ 3 was obtained by Whittle [W] [the result is stated for any p ≥ 2 but the proof is incorrect if 2 < p < 3]. Whittle's paper apparently was unnoticed. The only reference prior to 1992 we are aware of is in [Pe] . Whittle's argument, based on Schur convexity, was essentially repeated in [E1] and [K] . Given Haagerup's result, the right-hand side of Khintchine's inequality can be rewritten as
where (g j ) is a sequence of independent copies of g. One can now ask whether the inequality
is true for all sequences of independent, symmetric random variables {X j : j = 1, . . . , n} where σ 2 j = E X 2 j . More generally, one can ask: for which Orlicz functions Φ do we have
for all sequences (X j ) as above? In other words we would like to prove that within a certain class of Orlicz functions Φ, given an integer n, and nonnegative numbers σ 1 , σ 2 , . . . , σ n , the minimum of
over all sequences of independent, symmetric random variables X 1 , . . . , X n such that E X 2 j = σ 2 j is achieved when each of the X j 's is (at most) two valued. Suppose for a moment that the inequality
holds. Then, since Φ is an even function, for any symmetric random variable X, with σ 2 = E X 2 , we have
where ε is independent of ε and X. Denoting by E ε integration with respect to the Rademacher function ε , the above inequality can be equivalently written as
This implies that the necessary condition on Φ is that the function
is convex on R + for every b ∈ R + . It is now not hard to notice that it is also a sufficient condition for the minimality of Rademacher functions. Indeed, if Ψ b (·) is convex on [0, ∞) for a certain b, then for every nonnegative random variable Y with E Y < ∞, using Jensen's inequality, we get
Thus, if Ψ b (·) is convex on [0, ∞) for each b, then by conditioning, we get for any sequence X 1 , X 2 , . . . , X n of independent, symmetric random variables satisfying
Thus, the extremal problem is completely solved and the resulting convexity condition on Φ is that the function
should be convex. The next step is to find an analytic or "b free" characterization of those Orlicz functions Φ for which Ψ b (t) is convex for each b. As we shall see in Section 3, this condition is equivalent to Φ (t) being continuous and convex on R. Thus, we obtain the following Theorem 1.1. Let Φ be an Orlicz function and (σ i ) a sequence of nonnegative numbers. Then the inequality
holds for all sequences (X j ) of independent symmetric random variables with E X The above theorem was obtained independently by Pinelis and is contained in [P] . Within the class of functions Φ(t) = |t| p the condition is satisfied if and only if p ≥ 3 or p = 2. It should be noted here that for p ≥ 4 the above result can be deduced from Theorem 5 of [U2] . Clearly, to obtain Whittle's result it suffices to take X j = σ j g j , where (g j ) is a sequence of i.i.d. copies of a standard Gaussian random variable.
Our approach to Rosenthal inequality follows the same pattern. We formulate an appropriate extremal problem and find conditions that would guarantee that the solution of the problem with given constraints is given by a linear combination of Rademacher functions. This requires a convexity condition on Φ and we characterize analytically that condition. We then use the minimality property of Rademacher functions (Theorem 1.1 above) to identify the best constant. Unfortunately, there are some problems here. Perhaps the most obvious obstacle is caused by the fact that Theorem 1.1 requires that the function Φ is convex, an assumption that is not satisfied for 2 < p < 3. In the case of power functions one could escape this difficulty by using Haagerup's result, but the only known proof of the latter is quite involved and does not seem to extend to more general functions. For this reason we will take different path. We will prove some additional inequalities for linear combinations of Rademacher functions that will enable us to find the exact value of D p . Those inequalities, obtained in Section 4, reveal extreme properties of Rademacher random variables and we believe that they are of independent interest.
Another problem with Rosenthal's inequality is that it is not entirely clear what is the most convenient formulation of the extremal problem. Since Rosenthal's inequality involves two constraints; namely E Φ(X j ) and E X 2 j , it seems reasonable to subtract one of those two terms from E Φ( X j ) and maximize the difference. This and some computer experiments suggested the following formulation:
Given an Orlicz function Φ and positive numbers σ 1 , . . . , σ n find
where the supremum is taken over all sequences {X j : j = 1, . . . , n} of independent symmetric random variables with E X
More precisely, we will seek a condition on Φ which will ensure that the solution of this extremal problem is given by X j = σ j j . Let us notice that in this formulation we want to solve the extremal problem with σ 1 , . . . , σ n fixed, rather than having σ = ( σ 2 i ) 1/2 fixed, as one should expect from the very form of Rosenthal inequality. Nonetheless, as will be seen later, in two cases in which we will identify the constant in a generalized form of Rosenthal inequality, the constant will depend only on σ and EΦ(X j ). We would like to mention that the point of view of Utev's paper is essentially the same; he deals with the problem of maximizing E Φ( X j ) with E X 2 j and EΦ(X j ) being fixed, and finds a (quite complicated) convexity condition under which the solution is given by three valued symmetric random variables. He then checks that condition is satisfied for power functions as long as p ≥ 4, and proves that (X j ) can be taken to be i.i.d. This allows one to identify the optimal value of D p as the L p -norm of a constant multiple of a symmetrized Poisson random variable. The constants of both multiplication and parameter depend on the values of E X 2 j and EΦ(X j ). Since Utev's paper is practically unavailable, and since we have obtained a different proof of his result (as well as a similar result for nonnegative random variables), we plan to discuss this in a subsequent publication, now in preparation.
The paper is organized as follows. In the next section we discuss briefly some assumptions on Orlicz functions that are needed later and basic properties they imply. The proof of Theorem 1.1 is finished in Section 3, and there we also derive a corollary to that theorem which generalizes a result of Haagerup ([H] , Lemma 5.2). In Section 4 we prove some inequalities involving Rademacher functions that are used in subsequent sections. Section 5 contains a solution of the extremal problem related to Rosenthal's inequality, while in Sections 6 an 7 we derive the value of that constant (under some additional assumptions on Orlicz function). Section 8 contains an example showing that the constants obtained are the best possible. We have made some effort to find the weakest possible conditions on Orlicz functions. Some negative results showing the impossibility of further extensions of several of our inequalities are gathered in Section 9.
Auxiliary facts about Orlicz functions
Let us recall that a convex, even function Φ : R → R satisfying Φ(0) = 0 is called an Orlicz function. An Orlicz function Φ is 2-convex if the function t → Φ( √ t) is convex. In the case of power functions Φ(t) = |t| p , this means that p ≥ 2. Since Ψ(t)/t is an increasing function on R + whenever Ψ is convex, our assumption on Φ implies that Φ(t)/t 2 is an increasing function of t for t > 0. Hence there exists a finite limit 
Proof. For every real b, x, using Jensen's inequality and the superadditivity of the convex function Φ( √ x) one obtains
This completes the proof.
¿From the above lemma, by easy induction, using Fubini's theorem, we obtain the following inequality sometimes referred to in this paper as the cotype inequality for Orlicz functions. For every sequence X 1 , . . . , X n of independent symmetric random variables one has
Observe that if Ψ is an even nonnegative function on R such that Ψ( √ x) is concave on [0, ∞) and Ψ(0) = 0, then the same argument shows that a reverse inequality holds.
Some problems which we consider involve a description of all those Orlicz functions which satisfy a particular family of inequalities. In certain cases the respective sets of Orlicz functions are easily seen to be convex cones; that is, if Φ 1 and Φ 2 are in the set then so is aΦ 1 + bΦ 2 for any a, b > 0. In some instances, checking that certain conditions are satisfied by all functions in a convex cone is somewhat simpler for specific functions Φ a than for an arbitrary Orlicz function in the cone. In such cases it suffices to check the conditions for functions Φ a 's that are on extreme rays of the closure (in an appropriate topology) of the given cone (cf. eg. [Ph] , Chapter 2 for more details).
To illustrate this let us consider the closure in the pointwise topology of a cone of all Orlicz functions Φ such that Φ( √ t) is convex. The extreme points of that cone are functions of the form {Φ a ; a ≥ 0}, where Φ a (t) = (t 2 − a 2 ) + . Therefore, in order to prove Lemma 2.1 it would be enough to prove it for functions Φ a ; that is, to prove Lemma 2.1 . The inequality
is valid for every Orlicz function Φ of the form Φ(t) = Φ a (t) = (t 2 − a 2 ) + , where a ≥ 0.
Proof. It suffices to consider the case where 0 ≤ b ≤ t. Fix a ≥ 0 and put
where Φ = Φ a . We will consider three cases.
which completes the proof.
Of course, in this case the direct proof given in Lemma 2.1 is even simpler, but there are situations in which using the extreme rays of certain cones of functions will be useful, or is in fact, the only method of proof we are aware of. Let us briefly describe two cones we will need.
Consider the linear space C of even functions on R equipped with the pointwise topology. 
if and only if it is in the pointwise closure of a cone of functions generated by the family {Φ a : 0 ≤ a ≤ ∞},where Φ 0 (t) = t 2 and for a > 0
Proof. We will prove part (a) only. The second part follows the same pattern after R) and t ∈ R, we let
, where c 0 = 6 and c a = 2 if 0 < a ≤ ∞, and
be an enumeration of the nonnegative rational numbers (say, with a 0 = 0). Given Φ ∈ O 2,3 , the function
is nonnegative, even and concave on [0, ∞). Therefore one can produce a sequence (f n ) ∞ n=1 which converges to D 2 (Φ) uniformly on compact sets, whose members can be represented in the form
where s i,n ≥ 0 for 0 ≤ i ≤ n < ∞. Consequently, the sequence H(f n ) converges almost uniformly to H(D 2 (Φ)) = Φ, and clearly
One can take f n to be a unique continuous, piecewise linear, even function on R with nodes at
It is easy to show that such constructed (F n ) has the required properties. This completes the proof.
As we will see later on (cf. Theorem 5.2 and the discussion following it) we will link the cone O 2,4 to a "convexity axiom" on Φ that will appear naturally in the context of an extremal problem for Rosenthal's inequality.
More on Khintchine's Inequality
In this section we will complete the proof of Theorem 1.1. In view of the discussion in Section 1 it suffices to prove the following Proposition 3.1. Let Φ be an Orlicz function. The following two conditions are equivalent:
is convex. (b) the function Φ is of class C
2 and the function Φ is convex on R.
Remark. A third equivalent condition could be added; namely, (c) Φ is in the pointwise closure of the cone generated by the family of functions {Φ a : a ≥ 0}, where
This fact, however, will not be used in the paper.
Proposition 3.1 is an immediate consequence of the following two lemmas.
Lemma 3.2. Let Φ be an Orlicz function. Given b > 0, consider the following conditions
(iii) Φ is twice differentiable on R and for each x ∈ R one has
(iv) Φ is of class C 2 on R and the function Φ is convex on R.
We conclude the proof of Proposition 3.1 by showing that if the condition (i) holds for every b > 0 then (iv) is satisfied.
Lemma 3.3. Let Φ be an Orlicz function that satisfies condition (i) for every b > 0. Then Φ is continuous and convex on R; that is, Φ satisfies (iv).
Proof. If one assumes in addition that Φ is of class C 2 , then the proof is very simple. Namely, let (b n ) ∞ n=1 be a sequence of positive numbers tending to 0. Put
. Then each f n is a convex function on R and hence so is the pointwise limit lim n→∞ f n (x) = Φ ( |x|).
The argument which avoids unnecessary assumptions is somewhat lengthier. Let φ be a nonnegative C 4 function on R such that φ(x) = 0 if |x| > 1 2 and R φ(x) dx = 1. Put for x ∈ R and n = 1, 2, . . .
Clearly, the Φ n 's are even functions that have four continuous derivatives in R\{0}.
It is also clear that lim
Notice that, if Φ(x) = |x| 3 , then the Φ n 's are multiples of Φ, hence they do not have a third derivative at 0. We will see, however, that the Φ n 's are of class C 2 on R.
Observe first that the Φ n 's satisfy condition (i) for every b > 0. Indeed, one has
By our assumption, for every u > 0, the function Ψ(·, u) is convex in [0, ∞). It follows that Φ n satisfies condition (i) for every b > 0.
It is now obvious that Φ n (0) = 0. Indeed, if we had c = lim x→+0 Φ n (x)/x = 0, then the function x → lim s→+0 Φ n (sx)/s = c|x| would also satisfy condition (i) for b > 0, which is false. Using the monotonicity and the Darboux property of Φ n , we conclude that Φ n is of class C 1 on R. Now observe that Φ n is convex in (0, ∞). Indeed, suppose that for some x 0 > 0 we had (Φ n ) (x 0 ) < 0 (here we use the C 4 condition). Then the function Φ n would be strictly concave in some neighborhood U of x 0 . Pick numbers 0 < x < b so that
On the other hand, differentiating at
This contradiction shows that Φ n is convex in (0, ∞). It follows that Φ n is nondecreasing in (0, ∞).
. This, however, contradicts the fact that the function x → Φ n (x)/xhas a nonnegative derivative in (0, ∞).
Thus we have proved that Φ n is nondecreasing in (0, ∞). It follows that Φ n is convex and nonnegative in [0, ∞). Since Φ n (0) = 0, there is a limit C = lim x→+0 Φ n (x)/x. Using L'Hospital's rule we find that C = lim x→+0 Φ n (x). Since Φ n is odd and Φ n is even, this proves that there exists Φ n (0) = C and the function Φ n is continuous at 0.
Hence, using Helly's theorem, we can find a subsequence (n i ) ∞ i=1 of positive integers so that each of the sequences (Φ ni ), (Φ ni ), (Φ ni ) converges pointwise on R. Using the equicontinuity, one obtains easily that the sequences (Φ ni ) and (Φ ni ) converge almost uniformly on R. (The pointwise convergence of the sequence of monotone functions (Φ ni ) provides an easy argument to show that the functions (Φ ni ) are equicontinuous on every bounded interval.) It follows that the function Φ has two continuous derivatives on R. Moreover, the even function Φ is convex on R and nondecreasing in [0, ∞), being the limit of the sequence (Φ ni ). This completes the proof of Lemma 3.3 and thus also of Proposition 3.1.
We would like to close this section with a result that is a direct consequence of Theorem 1.1 and which extends Lemma 5.2 of [H] . 
Since Φ is of class C 2 , as long as Y satisfies an appropriate integrability conditions we have f (φ) = E Φ (cos φX + sin φY )(− sin φX + cos φY ), and
Thus if f has a local minimum at 0, then
a i i is independent of X and identically distributed as X and that Φ is a convex function on R. By Theorem 1.1, the function f has a local minimum at 0, because for each fixed φ the random variables a 1 (cos φ 1 + sin φ 1 ), . . . , a n (cos φ n + sin φ n ) have the same variances as the sequence a 1 1 , . . . , a n n . It follows that
as required.
Rademacher Inequalities
In this section we establish some inequalities involving the behavior of linear combinations of Rademacher random variables in certain Orlicz spaces. Those inequalities will be used later and we believe that they are interesting in their own right. We begin with a technical lemma:
Proof. By Lemma 2.2 (a), it suffices to prove the inequality for the functions {Φ a : 0 < a < ∞}, where for
Hence we should prove that
1 function, then the proof of the inequality can be reduced to the case where either b = 0 or else b ∈ (0, a + u + v) is a critical point of the function g u,v .
We will find all such critical points b and verify the inequality in each case. Since for every b one has g u,u (b) = g u,0 (b) = 0, we will assume below that 0 < v < u. We obtain easily that
Let l b,s denote the unique straight line passing through the points (b − s, Φ a (b − s)) and (b+s, Φ a (b+s)). Thus, if b is a critical point of g u,v , then the slopes of the lines l b,u−v and l b,u+v are equal. This observation leads to an easy classification of all such cases, because Φ a is a rather simple function; namely, Φ a (x) = 6 min{|x|, a}. First consider the case where both slopes are zero. Since b > 0, the line l b,s cannot be horizontal unless the set S = {b − s, b + s} is disjoint from the interval (−a, a). It follows that for x ∈ S one has Φ a (x) = 6ax − 3a 2 sign(x). Thus we find that
. Now consider the case where both slopes are equal to 1. This is possible if and
A special case results if b = a. Then the slope of the line l b,s equals 1 2 , for 0 < s ≤ a, and hence it does not depend on s. In terms of u and v this corresponds to the case where 0
Hence in this case we have
Now an elementary geometric argument (or a simple computation) shows that no other case is possible (besides those we have listed) in which 0 < b < a + u + v, 0 < v < u and the lines l b,u+v and l b,u−v are parallel.
Hence the proof of our inequality will be complete once we verify it in the case where b = 0 and 0 < v < u. Observe that, since Φ a is an odd function, we have
Since h (0, u, v) = 0 and h is of class C 1 , it will suffice if we show that 
Proof. Both estimates follow easily from the following fact, which is a consequence of Lemma 4.1. If u, v are subject to the constraint u 2 + v 2 = r 2 , then the value of the expression E Φ(b + u + v ) − (Φ(u) + Φ(v)) is an increasing function of v along every arc of the form u 2 + v 2 = r 2 contained in the region u ≥ v ≥ 0. Indeed, the derivative of that expression along the vector field −v
which is nonnegative by Lemma 4.1. Now the lower estimate in Proposition 4.2 can be obtained by induction with respect to n, provided that the case where n = 2 has been established. So let n = 2. Since Φ is an even function, we may assume without loss of generality that b ≥ 0.
We put u = max{|x 1 |, |x 2 |}, v = min{|x 1 |, |x 2 |} and observe that the expression
To prove the upper estimate we may assume that all the x i 's are nonnegative. If one of them, say x k , is greater than x/ √ n, then another, say x j , must be less than x/ √ n. Let be the sum extended over {1, 2, . . . , n} \ {j, k}). Using monotonicity of the expression E Φ(b+u +v )−(Φ(u)+Φ(v)) with u = x k , v = x j and b replaced by x i i , we can replace our combination x i i , by another one
) and the number of those coefficients x i which are equal to x/ √ n is increased either by 1 or by 2. If not all of the x i 's are equal to x/ √ n, then we repeat this procedure. After at most n − 1 applications of the procedure, we must come to the linear combination with all the coefficients equal to x/ √ n. This completes the proof.
In fact, the above proof shows even more, namely that the function
is Schur-concave. Indeed, we have verified Schur's condition (cf. Theorem 3.A.4 in [MO] ). Proposition 4.2 yields the following
Proof. By the preceding proposition, the right-hand side is greater than or equal to
The latter number is greater than or equal to the left-hand side, because our assumption on Φ implies that the function φ(
is concave (see e.g. Proposition 5.3 below). Hence Jensen's inequality can be applied. 
Then we have:
We will also need the following "doubling" estimate: Proposition 4.5. Let Φ be a 2-convex Orlicz function such that Φ is concave. Then for nonnegative numbers b and σ we have:
Proof. This is immediate from Proposition 4.2. Alternatively, and more simply, compute the expectation on both sides and move all terms to the right-hand side to see that the above inequality is equivalent to
The next lemma shows that even stronger inequality holds. Note that, since
Lemma 4.6. Let Φ be as in Proposition 4.5. Then, for all b ≥ 0 and σ ≥ 0,
Proof. We will prove this lemma by verifying the inequality for the extreme functions Φ a , where a > 0 and
of the cone O 2,3 consisting of all 2-convex Orlicz functions Φ such that Φ is concave and nondecreasing. Observe first that, thanks to the homogeneity property, Φ ca (ct) = c 3 Φ a (t) which holds for all t ∈ R and each choice of a > 0 and c > 0, we can reducethe number of the parameters in the inequality. Without loss of generality we will assume that σ = 1.
The inequality to be proved is therefore Ψ(a, b) ≥ 0, for every a > 0 and b ≥ 0, where by Ψ(a, b) we have denoted the value of the expression
we obtain that the estimate Ψ(a, b) ≥ 0 will follow, as soon as we verify that H(a, b, √ 2) ≥ H(a, b, 1). It follows from the homogeneity of the function H that there is a function Ξ such that, for a, b ≥ 0 and λ > 0, one has
Thus in order to prove that H(a, b, λ) is a nondecreasing function of λ it suffices to verify that Ξ(a, b)
Here is an explicit formula for the function Ξ
where G denotes the function on R defined by
0, otherwise.
Before we proceed, let us observe that for any real A and all positive λ ≥ |A| one has
The above formula for Ξ can be verified rather easily, if H is decomposed into parts that allow simple treatment. The following two formulas hold for a, b ≥ 0 and λ > 0.
The next two formulas hold for a, b ≥ 0 and λ
Finally, if b > a and 0 < λ ≤ b − a, then one has
Let us show why the function Ξ is nonnegative for a, b ≥ 0. Observe first that, since G is of class C 1 on its domain (actually it is piecewise polynomial), so is Ξ. Hence, if we show that Ξ is nonnegative on the "boundary" (its domain is unbounded), then we will reduce the problem to verifying that Ξ(a, b) ≥ 0 at every critical point (a, b) of Ξ in the remaining set. Now observe that G is an even function which is nonincreasing on [0, ∞) and vanishes on [1, ∞). Moreover, one has
, and hence
, and hence we infer that Ξ(a, b) ≥ Ξ(a, a) ≥ 0 in this region.
Therefore the proof that Ξ is nonnegative will be complete if we show that this function has no local minimum in the open set
In fact, the function Ξ has only one critical point in the set Ω; namely, (a, b) = ( 
Since (a, b) ∈ Ω, we have G (a + b) = 0. Thus the equations for the critical point yield
Analogously, the condition 
Extremal problem for Rosenthal's Inequality
In this section we discuss an extremal problem that allows us to find the exact values of the constant D p in Rosenthal's inequality for sums of independent, symmetric random variables:
We are also interested in a more general formulation:
Given a 2-convex Orlicz function Φ and positive constants c 1 and c 2 , find
As mentioned in the introduction, we consider a related extremal problem (and we will show the relationship between these problems in Section 6):
For an Orlicz function Φ and positive numbers σ 1 , . . . , σ n , find
where the supremum is taken over all sequences {X j : j = 1, . . . , n} of independent symmetric random variables with E Φ(X j ) < ∞ and E X
More precisely, we shall characterize (under natural, rather weak, assumptions on Φ) those Φ such that, for each choice of n and positive numbers σ 1 , . . . , σ n , the solution of the above problem is given by appropriate multiples of Rademacher random variables; that is, that we have:
Note that we do not fix n j=1 E Φ(X j ) in advance. This is in contrast with Utev [U2] , who found the best value of D p for p ≥ 4 by solving the following extremal problem:
Given positive numbers A and D and a sequence of independent symmetric random variables (X i ) such that:
It turns out that the solution of the latter problem is given by the L p -norm of a multiple of a symmetrized Poisson random variable with both constant of multiplication and parameter depending on A and D. For an announcement of the results contained in [U2] ; see [U1] . For p an even integer the question was settled in [PU] .
In order to formulate a necessary condition on Φ, we put for b, t ≥ 0
Lemma 5.1. Assume that Φ is an even function on R such that Φ(0) = 0 and ( * ) holds for n = 2, whenever X 1 is 2-valued and
Proof. Fix nonnegative numbers b, a 1 , a 2 , x 1 , x 2 such that a 1 + a 2 = 1 and
Thus the inequality
follows easily from (*). This proves the lemma.
Conversely, assuming that the continuous even function Φ is bounded from below, it is easy to see that, if Θ b (t) is concave for every b ∈ R + , then the estimate (*) holds. Indeed, if the function Θ b (t) is concave for every b ∈ R + , then, for all independent, symmetric random variables Y and
Therefore, if {X i : i = 1, . . . , n} are independent symmetric random variables
Our next goal is to find a verifiable characterization of even functions Φ for which the function
is concave on R + for every b ∈ R + . We will show that, if Φ is continuous and bounded from below, then the latter property is equivalent to the condition that Φ ( √ t) is concave and nonnegative on R + . In particular, it will follow that Φ must then be a 2-convex Orlicz function (cf. Lemma 5.8 below). This will complete the proof of the following: Theorem 5.2. Let Φ be a continuous, even, bounded from below function on R.
Then the inequality
holds for all sequences (X j ) of independent symmetric random variables with E Φ(X j ) < ∞ and E X Before passing to the proof, let us remark that the above theorem solves the extremal problem with σ 1 , . . . , σ n fixed, rather than having σ = ( σ 2 i ) 1/2 fixed, as in Utev's formulation of the extremal problem concerning Rosenthal's inequality. Nonetheless, as will be seen in two subsequent sections, in the two cases in which we will identify the constant in the generalized form of Rosenthal inequality, the constant will depend only on σ and EΦ(X j ). Let us also remark that within the class Φ(t) = |t| p , p > 0, the assumption that Φ ( √ t) is concave is equivalent to 2 ≤ p ≤ 4. On the other hand, the examples Φ(t) = −t 2k where k = 1, 2, . . . , show that there is a reason to make the assumption that inf x Φ(x) > −∞.
In view of the discussion preceding the statement of Theorem 5.2, in order to complete the proof it suffices to show that the conditions:
, is concave on R + for every b ∈ R + , and
are equivalent. We first prove Proposition 5.3. Let Φ be an even function on R. Given b > 0, consider the following conditions:
Proof. Only the implication (iv) ⇒ (iii) needs a proof. We will make use of the extreme rays for the cone defined by (iv) [cf. Lemma 2.2(b)]. We should check that the following function Ψ(x, b) is nonpositive for x, b ≥ 0.
It will suffice if we do this in the case where Φ = Φ a for some 0 < a < ∞ is an extreme element of the cone of those Orlicz functions Φ such that the Φ ( √ x) is concave on [0, ∞). (Once this is known, the two missing cases, where Φ(x) = x 2 , and Φ(x) = x 4 can either be checked directly or obtained in the limit as a tends to 0 or to ∞).
Thus 0 < a < ∞ is fixed and we have for x ≥ 0
Then for each b ≥ 0 and every x ≥ 0 one has
The last inequality requires some explanation. Observe that, using the formula
which is valid for x ∈ [0, ∞) \ {|a − b|, a + b}, we obtain 1 24x
If b ≥ 0 is fixed, then the continuous function x → Ψ(x, b) is increasing in the interval (max{a, b}, a + b) and nonincreasing in the complement of that interval. This proves our inequality for the case where Φ is an extreme element.
To complete the proof of Theorem 5.2 we will prove the following in (a, b) , and the function hf is nondecreasing in (a, b) . Then the function f is continuous in (a, b) .
we have f (x) = lim t→x+0 f (t). The proof that f (x) = lim t→x−0 f (t) is similar. 
Then the left-hand side is bounded by a constant, say M , because the sequence (f i ) is pointwise convergent. Hence we can estimate
Hence, using Helly's theorem, we can extract a subsequence (n i ) of the indices such that the limit
exists for each x ∈ (a, b). Again it follows from the previous lemma that the function j is continuous in (a, b) . Using the continuity and monotonicity of the functions j and f ni (x)h 1 (x), i = 1, 2, . . . , we obtain easily that the convergence
It is now clear that the sequence f ni (x) converges almost uniformly to the function k(x) = j(x)/h 1 (x). It follows that the limit f 0 of the sequence f i is twice differentiable, its second derivative being the continuous function k.
Since every subsequence of the original sequence (f i ) has a subsequence, say (f ki ), such that lim i→∞ f ki (x) = f 0 (x), for each x ∈ (a, b), it follows that lim i→∞ f i (x) = f 0 (x), for each x ∈ (a, b), and that the convergence is almost uniform. 
Proof. Since a pointwise limit of concave functions is concave, it suffices to notice that for x > 0 one has
Lemma 5.8. Assume that Φ is a twice differentiable, even function on R such that Φ(0) = 0 and Φ is nondecreasing on R + . Then Φ is a 2-convex Orlicz function.
Proof. We should verify that the function
Using this, it is routine to verify that the second derivative of the function t → Φ( √ t) is nonnegative on R + .
Proof of Proposition 5.4.
We may and do assume that Φ(0) = 0. Let φ be a nonnegative C 2 function on R such that φ(x) = 0 if |x| > 1 2 and R φ(x) dx = 1. Put for x ∈ R and n = 1, 2, . . .
Clearly, the Φ n 's are even functions that have two continuous derivatives in (0, ∞) and are bounded from below. Since Φ is continuous, it is clear that lim n→∞ Φ n (x) = Φ(x) for x ∈ R.
Note that, when we prove that the function x → Φ n ( √ x) is concave in (0, ∞), it will follow that Φ n (x) ≥ 0 for x > 0. Indeed, otherwise we would have for some A, B,
By integrating twice, we would infer that lim x→∞ Φ n (x) = −∞, while we know that Φ n is bounded from below.
Observe that the Φ n 's satisfy condition (i) of Proposition 5.3 for every b > 0. Indeed, one has
By our assumption, for every u > 0 the function Ψ(·, u) is concave in [0, ∞). It follows that Φ n satisfies condition (i) for every b > 0. Using Lemma 5.7, we obtain that Φ n ( √ x) is concave in (0, ∞). Hence Φ n is nondecreasing in (0, ∞), while the function
. By Lemma 5.6, this proves that Φ is of class C 2 in (0, ∞). In order to complete the proof of Proposition 5.4 and thus also of Theorem 5.2 it remains to verify that Φ is of class C 2 on R. Observe that, by Lemma 5.8, each Φ n is a 2-convex Orlicz function. It follows that Φ = lim n Φ n is a 2-convex Orlicz function too. Now we can show that Φ (0) exists and equals 0. Let us write c = lim t→+0 Φ(t)/t. Clearly, c ≥ 0. Since Φ is even, it suffices to show that c = 0. To this end observe that for x ∈ R one has lim s→+0 s −1 Φ(sx) = c|x|. Since for every s > 0 the function x → s −1 Φ(sx) satisfies property (i) for every b > 0, so does the limit of those functions as s tends to 0, i.e., the function x → c|x|. Now, if one had c > 0, then it would follow that the function x → |x| has property (i) for each b > 0, which is obviously false. Consequently, Φ (0) = 0, and hence Φ is differentiable everywhere on R. Since the derivative Φ has the Darboux property and is nondecreasing, it follows that Φ is continuous on R.
It follows that the function Φ is convex in [0, ∞), because Φ is a nondecreasing function in (0, ∞) (being concave and nonnegative). Hence the function x → 1 x Φ (x) is nondecreasing and nonnegative in (0, ∞), so it has a limit at 0. Since Φ is odd, this implies that Φ (0) exists. Again, using the Darboux property and the monotonicity of Φ in [0, ∞), we obtain that the function Φ is continuous at 0, which completes the proof that Φ is continuous on R and that Φ (
Now, given the solution to the extremal problem associated with Rosenthal's inequality we would like to identify the best constants in this inequality, and we would like to work in the context of Orlicz functions Φ. In order to do that, we will need additional assumptions on Φ. As we will show in the next two sections, the sufficient condition is that Φ is either convex or concave. Let us remark that in the case of power functions and 2 ≤ p ≤ 4 the above conditions on Φ are equivalent to 3 ≤ p ≤ 4 and 2 ≤ p ≤ 3, respectively. This, combined with Utev's result for p > 4, provides a complete solution to the question of the best possible constants in Rosenthal's inequality for all p, 2 ≤ p < ∞. We will treat those two cases in separate sections, and we begin with the easier case where Φ is convex.
Upper bound for the constant in
Rosenthal inequality: Φ convex Through this section we will assume that our Orlicz function Φ has the property that Φ is convex. Therefore, using Lemma 3.2 with b = 0, we infer that Φ( √ t) is convex, so that there exists a finite limit
and the function t → Φ(t) − Gt 2 is increasing. Using the solution to the extremal problem we will obtain the best constant in generalized version of Rosenthal's inequality. We will prove the following: 
where g is a standard Gaussian random variable, and
Proof. Since Φ ( √ t) is concave, by Theorem 5.2 we have that
Since Φ is convex, Theorem 1.1 implies that
where (g j ) is a sequence of independent, standard Gaussian random variables. Therefore,
Now, since Φ(t)/t 2 is increasing, we can write:
where the last inequality follows by monotonicity of the function Φ(t)/t 2 . Combining the above estimates we obtain the desired inequality. This completes the proof.
When specified to power functions, the assumptions about Φ force p to satisfy 3 ≤ p ≤ 4. Let us note, however, that in the course of the proof of Theorem 6.1 we have not really used the full strength of Theorem 1.1 but just the fact that
Thus, the above inequality and Theorem 1.1 suffice to obtain a sharp version of Rosenthal inequality. In particular, Haagerup [H] proved that
holds for all 2 ≤ p < ∞. Hence, we obtain Corollary 6.2. Let 2 ≤ p ≤ 4. Let c 1 , c 2 be two positive constants. Then
It should be stressed, however, that the proof of Haagerup's result for 2 < p < 3 is difficult. Therefore, in the next section we will provide a different, not relying on Haagerup's result, proof of a sharp version of Rosenthal inequality.
Remark 6.3. Suppose that n j=1 E Φ(X j ) ≤ c 1 and
If c 1 − c 2 G < 0 then the righthand side can be replaced by E Φ( c 1 /Gg). Indeed, the inequality Gt 2 ≤ Φ(t) implies that
Therefore, under the above constraints on E X 2 j and E Φ(X j ) we have that
As we will see in Section 8 below the above estimate is sharp.
Upper bound for the constant in Rosenthal inequality: Φ concave
In this section we will obtain an analog of Theorem 6.1 under the assumption that our Orlicz function Φ has the property that Φ is concave. Here we do not have the minimality property of Rademacher functions (Theorem 1.1), so that the method used in the last section does not carry over. Instead, we will rely on estimates for Rademacher functions proved in Section 4. Of course, the solution of extremal problem of Section 5 is again crucial. Note that the assumption Φ -concave automatically implies that Φ ( √ ·) is concave, so that Theorem 5.2 applies. Before stating theorem, let us note, that under our assumption on Φ there exists a finite limit G = lim Also, since the function Φ is nondecreasing, so is t → Φ(t) − t 2 G. Here is the main result of this section: 
In order to estimate the latter quantity we will use the following estimate
which holds for each b ≥ 0 and each σ ≥ 0 (see Proposition 4.5).
Using repeatedly the above estimate and the Central Limit Theorem, we obtain
Now, by Fubini's theorem one can easily conclude as follows:
Combining the above estimates we obtain the desired inequality. This completes the proof.
Remark 6.2.
(1) When specified to power functions, the assumption that Φ is concave means that 2 ≤ p ≤ 3. Obviously we have in that case G = 0 and thus we get:
Given a positive solution (c, γ, µ, n) of this system, we can define a sequence X 1 , . . . , X 2n of independent symmetric random variables by the same formulas as before in the case Φ(t) = |t| p . Clearly, this sequence will satisfy the constraints
If n is large enough, then by the Central Limit Theorem we will have . Finally, µ is assigned a small value such that both inequalities in the system are satisfied and the second one is close to being equality. In this situation, one obtains that µΦ(γ) ≈ c 1 − c 2 G.
The case where c 1 − c 2 G < 0 is much easier, because we may simply take γ = µ = 0 and let c = √ nΦ −1 (c 1 /n) ≈ c 1 /G. This proves our statement.
Remarks
We conclude this paper by exhibiting some negative results showing limitations of some of our arguments. Probably the most intriguing question concerns Orlicz functions for which the minimality of Rademacher functions (or at least domination of Rademachers by Gaussian variables) holds. Our first example shows that the condition that Φ is concave is not enough. This means that the exact analog of Khintchine's inequality fails for some Orlicz functions Φ such that Φ (x) is concave in [0, ∞). We prove it using the following Taylor expansion.
If Y is a random variable such that E Y 2 < ∞, then for a > 0 one has
which implies that for small a > 0 one has
The latter expression is clearly positive for sufficiently small a > 0. Taylor's formula for E Φ a (Y ) is a consequence of the following easily verifiable identity valid for a > 0 and every real x Φ a (x) = 3ax 2 − 3a 2 |x| + a 3 − (a − |x|)
If it were true that for 0 < b, σ < ∞ one had the estimate
for all Orlicz functions Φ such that Φ ( √ x) is concave in [0, ∞), then Rosenthal's inequality would follow easily. However, the above estimate fails, even in a weaker form. Namely, we have: 
