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While galaxies such as Andromeda (M31) have been observed for many hundreds
of years, it is only in the last century or so that it has been established that these
are extragalactic systems of stars and gas, external to our own galaxy. In recent
decades, many advances have been made in understanding how these galaxies
form and evolve. Numerical simulations, using supercomputers with hundreds or
thousands of CPUs, are an important tool for understanding galaxy formation, as
they enable us to model the wide range of scales (both spatial and temporal) and
the wide range of physical processes that are involved. With the ongoing develop-
ment of more powerful supercomputers, we can push these simulations to cover
a wider range of scales, and to include more detailed, and more computationally
demanding, physical models.
On the smallest scales, chemical processes involve reactions between ions and
molecules. These chemical processes on atomic scales influence galaxy formation
in two ways: firstly, by determining the rate at which gas can cool radiatively, and
secondly, by determining the observable line emission from individual chemical
species. Existing simulations of galaxy formation typically assume chemical equi-
librium. However, this may not be valid if the physical conditions of the gas are
evolving rapidly, on time-scales shorter than the chemical time-scales. In this the-
sis, we develop a chemical model to follow the non-equilibrium evolution of ion
and molecule abundances, which we incorporate into hydrodynamic simulations
of galaxies. We then use this model to explore how non-equilibrium chemistry af-
fects galaxy formation, both dynamically, via its impact on gas cooling rates, and
observationally, via its impact on emission line diagnostics.
Introduction
1.1 Galaxies: An historical overview
Galaxies are gravitationally bound systems made up of stars, gas and dark matter.
Our own galaxy, the Milky Way, can be seen by the naked eye on a clear night as a
band of diffuse light extending across the sky. This band of light was recognised by
the Ancient Greeks (‘kyklos galaktikos’, from which we get the word ‘galaxy’), and
the Romans (‘Via Lactea’). However, the existence of other such systems beyond
the Milky Way has only been firmly established within the last century or so.
The idea that nebulae, which appear as diffuse clouds in the night sky, may be
stellar systems similar to the Milky Way, but at very large distances, was first pro-
posed by Wright (1750). This ‘island universes’ theory was taken up and extended
by Kant (1755). Early observations of some nebulae, for example by William Her-
schel, were able to resolve individual stars, which supported this theory that they
are stellar systems like our own galaxy. Using a 72′′ telescope (the largest in the
world at the time), William Parsons, the third Earl of Rosse, found spiral structures
in M51 and other ‘spiral nebulae’ (Rosse 1850). This suggested that such spiral
nebulae are rotating, which supported Kant’s idea that island universes, along with
the Milky Way, are flattened systems supported against gravity by rotation.
However, not all nebulae can be resolved into individual stars. Huggins &
Miller (1864) used spectroscopic observations to demonstrate that nebulae could
be divided into two distinct classes: those made up of gas, and those consisting of
stars. There were also several other arguments against the island universes theory.
For example, Proctor (1869) showed that nebulae are preferentially found away
from the plane of the Milky Way, which, he argued, indicates a physical connection
between the Milky Way and the nebular system.
Harlow Shapley’s model of the Milky Way (Shapley 1918, 1919a,b) cast fur-
ther doubt on the island universes theory. One of the earliest attempts at mod-
elling the distribution of stars in the Milky Way was made by Sir William Herschel,
who counted stars in different regions of the sky (Herschel 1785). In the early
twentieth century, Jacobus Kapteyn and his collaborators used photography to re-
fine this approach, measuring the brightness of individual stars from photographic
plates, and measuring their proper motions from observations taken years apart,
and their line of sight velocities from spectroscopic observations. This ultimately
led to the ‘Kapteyn Universe’ model of the Milky way (Kapteyn & van Rhijn 1920;
Kapteyn 1922), which placed the Sun near the centre of an oblate spheroidal dis-
tribution of stars, a few kpc across. However, their approach of counting stars in
different parts of the sky and measuring their brightness assumed that the stars
are not obscured by intervening material, and thus any dimming of the stars’ ap-
parent brightness is due solely to their distance from the observer. In reality, we
now know that the apparent position of the Sun at the centre of the Milky Way
in the Kapteyn Universe model is an artifact of interstellar absorption, which pre-
vents us from seeing stars on the far side of the Milky Way’s disc. However, the
importance of interstellar absorption was not fully appreciated until much later
(Trumpler 1930). The Kapteyn Universe model therefore underestimated the true
size of the Milky Way.
Harlow Shapley’s model of the Milky Way was based on the distribution of
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globular clusters. He found that they are evenly distributed either side of the
Galactic plane, but are not evenly distributed in galactic longitude, with more
globular clusters concentrated towards Sagittarius. He argued that, if these glob-
ular clusters are associated with the Milky Way system, the centre of the globular
cluster distribution should coincide with the Galactic centre. Hence, unlike in the
Kapteyn Universe, Shapley’s model did not place the Sun at the centre of the Milky
Way. By measuring the apparent brightness of Cepheid variable stars in globu-
lar clusters, and using the known relation between the period and luminosity of
Cepheids (Leavitt & Pickering 1912), he was able to measure the distances to the
globular clusters, and hence deduced that the Sun is ≈ 15 kpc from the Galactic
centre. He also determined that the size of the Milky Way system is ≈ 100 kpc,
much larger than previously thought. If spiral nebulae were stellar systems simi-
lar to the Milky Way, as proposed by the island universes theory, then, given their
apparent sizes on the sky, this would require that they are much farther away than
previously thought. Such huge distances were inconceivable at the time, which
led many (including Shapley) to doubt the island universes theory.
The arguments for and against culminated in the ‘Great Debate’ in April 1920.
The debate actually consisted of two lectures, one by Harlow Shapley, who argued
against the theory, and the other by Heber Curtis, who presented the arguments
in favour (Shapley & Curtis 1921). However, the question was only settled a
few years later by Edwin Hubble. Using the 100′′ Mount Wilson telescope, he
discovered Cepheid variable stars in the Andromeda Nebula. By measuring their
apparent brightness, and using the period−luminosity relation of Cepheid stars
(Leavitt & Pickering 1912), he deduced that the Andromeda Nebula is 285 kpc
from the Sun (Hubble 1925). While modern estimates place it at ≈ 770 kpc (e.g.
Karachentsev 2004), this was nevertheless enough to confirm that Andromeda is
indeed an island universe outside of the Milky Way, and similar in size to our
own galaxy. Hence the existence of galactic systems beyond the Milky Way was
established.
1.2 A modern picture of galaxy formation
The basic picture that we have of how galaxies form was originally proposed by
White & Rees (1978). The main stages in this process are illustrated in Fig. 1.1. In
this model, most of the mass in the Universe is in non-gaseous ‘dark matter’, which
dominates the large-scale structure of the Universe. This dark matter component
is dissipationless, meaning that it only interacts via gravity, and so the distribution
of this dissipationless matter on large scales arises from scale-free ‘hierarchical
clustering’, driven by gravity alone (e.g. Press & Schechter 1974). However, gas
is dissipative, and can cool radiatively (e.g. Rees & Ostriker 1977; Silk 1977).
As the gas cools, it falls to the centre of the gravitational protentials of the dark
matter haloes that formed via gravitational clustering (stages 1 and 2 in Fig. 1.1).
Additionally, the gas will have angular momentum, due to tidal torques, so, as it
collapses to the centre of the halo, it will rotate faster and form a galactic disc (Fall
& Efstathiou 1980; stage 3). As the gas continues to cool, it will fragment on the
3
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Figure 1.1: Diagram showing the main stages in galaxy formation.
Jeans scale, which is smaller in colder gas (Jeans 1902), thus forming molecular
clouds and ultimately stars (stage 4).
This simple picture explains how gas can come together and form collections of
stars that we see as galaxies, and it explains the large-scale distribution of galax-
ies, such as their arrangement in a ‘Cosmic Web’ (Bond et al. 1996; Erdoğdu et
al. 2004). However, there are many additional baryonic processes that compli-
cate this picture, and which prove to be crucial for understanding the detailed
properties of galaxy populations.
Firstly, in the above theory of galaxy formation, as gas falls into the gravita-
tional potential of a dark halo, it is shock-heated to the virial temperature of the
halo. This is often called ‘hot mode accretion’ (e.g. Kereš et al. 2005). However,
haloes below a critical mass of a few times 1011 M are unable to maintain a sta-
ble shock front at the virial radius (Birnboim & Dekel 2003). Thus, gas is able
to fall onto low-mass haloes without being shock-heated. Additionally, if the gas
is falling in as dense clumps or filaments, it is less likely to be shocked, because
the cooling time is shorter in dense gas, which again prevents the formation of a
stable shock front. Therefore, these dense clumps and filaments can penetrate the
hot gaseous atmospheres of massive haloes (e.g. Dekel et al. 2009). These modes
of accretion are generally termed ‘cold mode accretion’ (Kereš et al. 2005). These
different modes of accretion affect how the galaxy, and ultimately star formation
within the galaxy, is fuelled (Dekel & Birnboim 2006; Ocvirk et al. 2008; Kereš et
al. 2009; van de Voort et al. 2011).
Secondly, there is a wealth of evidence that the Universe underwent an ‘epoch
of reionisation’ at high redshift (z & 6), where the intergalactic medium became
ionised by UV radiation from star-forming galaxies and/or quasars (Becker et al.
2001; Fan et al. 2006; Komatsu et al. 2009; Bouwens et al. 2015; Planck Collab-
oration XIII 2015). After this reionisation epoch, galaxies were illuminated by
a (redshift-dependent) background of ionising radiation from quasars and other
galaxies (Haardt & Madau 2001; Faucher-Giguère et al. 2009). This radiation can
heat the gas, which reduces the net cooling rate and thus inhibits the cooling of
gas onto low-mass dark haloes (Efstathiou 1992). Additionally, the gravitational
potential of low-mass haloes is too weak to hold onto gas that is heated by ionising
radiation (Rees 1986). Hence there is a critical dark halo mass below which galaxy
formation is strongly suppressed after the epoch of reionisation (Benítez-Llambay
et al. 2015; Sawala et al. 2015).
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Thirdly, as stars form in a galaxy, they inject energy and momentum into the
surrounding gas, in the form of stellar winds, photoionisation heating, radiation
pressure and supernovae (Dale et al. 2005; Krumholz & Matzner 2009; Hopkins
et al. 2011; Dalla Vecchia & Schaye 2012; Geen et al. 2015; Rosdahl et al. 2015).
These processes can disrupt the natal gas cloud, disrupting further star formation.
They can also drive galactic-scale outflows of gas, which deplete the galaxy’s gas
reservoir, further inhibiting star formation, and which interact with the inflows
of fresh gas, thereby inhibiting the accretion of new material needed to fuel star
formation.
Another source of energetic feedback can come from Active Galactic Nuclei
(AGN), which are powered by accreting Supermassive Black Holes (SMBHs). SMBHs
are ubiquitous in the centres of massive galaxies (Kormendy & Richstone 1995;
Ferrarese & Merritt 2000). As they accrete gas from the galaxy, some of the rest
energy of this accreted material is released by the SMBH and can couple to the
surrounding interstellar medium (ISM). This can drive powerful outflows (Char-
tas et al. 2002; Pounds et al. 2003; King 2010; Costa et al. 2015), and is a likely
candidate for explaining how star formation in the most massive galaxies becomes
quenched (Silk & Rees 1998; Di Matteo et al. 2003; Bower et al. 2006; Sijacki &
Springel 2006; Fabian 2012; Gaspari et al. 2012).
The interplay between these various baryonic processes is highly complex, and
modelling them all self-consistently is made more challenging by the wide range of
scales that they cover, from atomic scales (e.g. radiative cooling) up to Mpc scales
(e.g. accretion and shock heating of gas falling onto galaxy clusters). However,
it has been shown that all of these processes are necessary in models of galaxy
formation to reproduce observed populations of galaxies (Baugh 2006; Schaye et
al. 2010; Vogelsberger et al. 2013; Crain et al. 2015).
1.3 The role of chemistry in galaxy formation
As discussed in the previous section, the physical processes that are involved in
the formation of galaxies cover a tremendous range of scales. Of these, chemical
processes occur on the smallest scales, as they deal with the reactions between
individual atoms, ions and molecules. To model these processes, we can make use
of chemical reaction networks (e.g. Le Petit et al. 2006; Glover et al. 2010; Ferland
et al. 2013; McElroy et al. 2013). These networks contain information about the
chemical reactions between different species, and their reaction rates. From these
networks, we get the rate equations, which are a system of coupled differential
equations that describe the rate of change of abundance of each species. By in-
tegrating the rate equations in time, we can follow the evolution of the chemical
abundances.
In this section, we summarise why the chemistry of ions, atoms and molecules
is important for modelling galaxy formation.
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1.3.1 Gas cooling rates
We saw in section 1.2 that galaxy formation is sensitive to the cooling rate of gas,
as this determines how the gas collapses to the centre of dark matter haloes, and
how it ultimately fragments to form molecular clouds and stars. Radiative cool-
ing of gas is driven by collisional excitation and collisional ionisation of ions and
molecules in the gas, through collisions with other ions/molecules or free elec-
trons. This excitation removes thermal energy from the gas, which is subsequently
radiated away when the ion/molecule de-excites (assuming that the gas is opti-
cally thin to the emitted photon, so that the energy is not re-absorbed). In this
way, gas is able to radiate away its thermal energy and hence cool.
The collisional excitation rate of an ion or molecule will depend on the energy
level structure of that species and its cross-sectional area to collisions with a given
species, along with the gas density and temperature. Thus different species (for
example, different ionisation states of a given element, or different molecules) will
radiate away energy at different rates. Therefore, to calculate the net cooling rate
of gas, we need to know the chemical abundances and the physical conditions of
the gas (i.e. the density, temperature, metallicity, radiation field etc.). In this way,
chemistry affects the net cooling rate of gas, and hence the dynamics of galaxy
formation.
1.3.2 Observational diagnostics
Observations of galaxies often focus on line emission from particular chemical
species. For example, line emission from transitions between the rotational states
of the CO molecule are often used to trace molecular gas (e.g. Solomon et al.
1987; Heyer et al. 2001; Bolatto et al. 2008; Leroy et al. 2009). While molecular
hydrogen is the most abundant molecule, it is difficult to detect in emission at
the low temperatures typical of molecular clouds (∼ 10 K), because the lowest
rotational transition of H2 has an excitation energy of E/kB = 510 K (Dabrowski
1984), so it is difficult to excite H2 at low temperatures. The CO molecule is more
easily excited at these low temperatures, and thus is more easily detected. The CO
intensity is then converted to an H2 column density using an assumed conversion
factor, the XCO factor (see Bolatto et al. 2013 for a recent review). Recently, such
observations have suggested that the star formation rate of a galaxy correlates
closely with its molecular gas content (Wong & Blitz 2002; Kennicutt et al. 2007;
Bigiel et al. 2008), although the more fundamental correlation may be with the
cold gas content (Schaye 2004; Krumholz et al. 2011; Glover & Clark 2012).
Fine structure line emission from metals in low ionisation states, such as CII
and OI, are also important observational diagnostics. Note that, in astronomy,
‘metals’ refer to any elements other than hydrogen or helium. These low-ionisation
species dominate the cooling rate in the neutral ISM. Therefore, by measuring line
emission from these species, we can probe the total cooling rate in the neutral
gas in a galaxy, and thus we can probe the cooling and heating processes and the
physical conditions in the neutral ISM phases (Malhotra et al. 2001; Kennicutt et
al. 2011; Croxall et al. 2012).
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Line emission from higher ionisation states, such as OIII and NII, trace the
ionised phases of the ISM. The line ratios of these species contain information
about the source of ionisation in this gas. For example, if the gas is photoionised,
the line ratios will depend on the shape of the UV spectrum. These diagnostics
can thus be used to determine whether the main source of ionisation is from the
UV radiation of young stars, as we would expect in a star-forming galaxy, or from
a harder source of UV radiation, such as an AGN (Baldwin et al. 1981; Veilleux &
Osterbrock 1987; Kauffmann et al. 2003; Kewley et al. 2013).
To make predictions for these observations from our models of galaxy forma-
tion, we need to compute the chemical abundances, and thus we need to under-
stand the chemistry of the gas. We can then compare our predictions for these
observable diagnostics with the observations to test our models. Additionally, by
comparing the observations to the models, we can help interpret what is seen in
the observations. For example, we can use such comparisons to deduce the physi-
cal conditions that are being traced by a particular emission line.
1.4 Computational simulations
A common approach to model the formation of galaxies is to use computational
simulations. Due to the large range of scales, both spatial and temporal, that are
involved in galaxy formation, such simulations typically require supercomputers
with hundreds or thousands of CPUs.
The simplest type of simulation that we can run is an N-body simulation that
follows only the dark matter component of the Universe (Davis et al. 1985; Springel
et al. 2005; Boylan-Kolchin et al. 2009). Dark matter dominates the large-scale
structure of the Universe, and it is relatively simple to model, as it only interacts
via gravity. The formation and evolution of galaxies within the large-scale struc-
ture of the Universe can then be modelled on top of these simulations, assuming
that the baryons do not influence the dark matter distribution. For example, we
can populate the simulated dark matter haloes with galaxies using the (sub-)halo
abundance matching technique (Frenk et al. 1988; Behroozi et al. 2013; Moster
et al. 2013), in which we take a population of galaxies that follow an observed
luminosity function and match them to simulated dark matter haloes by assuming
a one-to-one correlation between halo mass and galaxy luminosity. Alternatively,
we can model galaxies using a semi-analytic treatment (Kauffmann et al. 1999;
Bower et al. 2006; Croton et al. 2006; Guo et al. 2011). This approach takes the
merger histories of haloes from dark matter only simulations as input, and then
uses a set of coupled equations that describe baryonic processes, such as cooling
of gas onto the galaxy, star formation and outflows, to model the evolution of the
galaxy.
The advantage of dark matter only simulations is that they are relatively fast,
which allows us to simulate large volumes of the Universe at high resolution.
However, they neglect the effects of baryonic processes on the dark matter dis-
tribution (Blumenthal et al. 1986; Gnedin et al. 2004; van Daalen et al. 2011;
Sawala et al. 2013; Velliscig et al. 2014). To explicitly model baryonic processes,
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and self-consistently include their impact on the dark matter distribution, we can
use hydrodynamic simulations, which include the dark matter and baryonic com-
ponents of the Universe. However, some baryonic processes, such as star formation
and feedback from supernovae, occur on scales that are too small to be resolved.
For these, we need to rely on subgrid models that describe how these processes
influence the gas on scales that we do resolve.
Chemical processes in hydrodynamic simulations of galaxies are often treated
by assuming that the gas is in chemical equilibrium, by which we mean that
the abundances of individual ions and molecules have reached an equilibrium
or steady state. For example, to compute the net cooling rate, these simulations
typically make use of cooling tables, which tabulate the cooling rate as a func-
tion of gas density, temperature etc., for a given radiation field (e.g. Wiersma et
al. 2009). This greatly reduces the computational cost, as the cooling rates are
pre-computed, and thus we do not need to integrate the chemical rate equations
throughout the simulation. However, the assumption of chemical equilibrium will
not be valid if the physical conditions of the gas are evolving quickly, on time-
scales shorter than the chemical time-scale. This may occur if the cooling time is
short (Kafatos 1973; Sutherland & Dopita 1993; Gnat & Sternberg 2007; Oppen-
heimer & Schaye 2013a), if the UV radiation field is varying rapidly (Oppenheimer
& Schaye 2013b), or in the presence of turbulence (Gray et al. 2015).
Additionally, pre-computed cooling tables often assume a uniform radiation
field. To include a fluctuating radiation field, for example from the evolution of
young stars, we could potentially require many frequency bins, each of which
adds another dimension to the cooling tables, to fully capture the changing shape
of the UV spectrum. This would make the tables unfeasibly large, although Gnedin
& Hollon (2012) find that they can capture the shape of the spectrum with just
three additional dimensions in the tables.
The treatment of chemical processes in large-scale galactic and cosmological
simulations is often fairly simple. However, on smaller scales, much work has
gone into modelling the chemical processes in individual molecular clouds and
photodissociation regions (PDRs). These models are used to determine the chem-
ical structure of clouds and where in the cloud certain transitions, such as the
transition from atomic to molecular hydrogen, occur, and how they depend on
physical properties, such as gas density and incident UV radiation.
Fig.1.2 illustrates the chemical structure of a typical one-dimensional PDR
model. Nearby sources of UV radiation, such as massive stars, irradiate the cloud
from the left in this diagram. Once the photons above 13.6 eV are absorbed, hy-
drogen is no longer photoionised, and it becomes neutral (HII→HI), which marks
the edge of the PDR. The Lyman-Werner radiation, which dissociates H2, is then
shielded by dust and by self-shielding of H2, which allows the hydrogen to become
molecular (HI→H2). Once the CI-ionising radiation is absorbed, the carbon be-
comes neutral (CII→CI). Finally, the CO-dissociating radiation is shielded by dust,
H2 and CO, and the carbon forms CO (CI→CO). If we extend the diagram to the
right, i.e. to higher column densities, we would also find additional molecular
transitions, as more complex molecules form.
Tielens & Hollenbach (1985) used one-dimensional PDR models to study how
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Figure 1.2: Diagram showing the basic chemical structure of a one-dimensional photodisso-
ciation region (PDR). The cloud is illuminated from the left of the diagram by UV radiation,
e.g. from nearby, massive stars. The main hydrogen and carbon species in each layer are
shown, and the vertical lines indicate the main chemical transitions within the cloud.
the chemical and temperature structure of a cloud depends on physical parame-
ters such as gas density and incident UV radiation field. They computed the abun-
dances of atoms and molecules in chemical equilibrium as a function of depth
into the cloud using a chemical model of 41 species, including HI, H2, CI, CII and
CO. They also considered several heating and cooling processes, including photo-
electric heating from dust grains and cooling from fine-structure metal lines and
molecules, and they computed the equilibrium temperature as a function of depth.
Using these models, they then determined the line and continuum emission, which
can be compared with observed clouds.
van Dishoeck & Black (1988) focussed on the photodissociation and chemistry
of CO in PDR models of diffuse clouds, including common CO isotopologues such
as 13CO, C18O and 13C18O. Visser et al. (2009) presented a model for the chem-
istry and photodissociation of CO and its isotopologues, based on more recent
spectroscopic data, and they applied their model to diffuse clouds, PDRs and cir-
cumstellar discs. Wolfire et al. (2010) used PDR models to investigate the mass
fraction of molecular gas in clouds that is ‘CO-dark’, i.e. in the H2-CI or CII layer,
where molecular hydrogen is not traced by CO. Recently, Sternberg et al. (2014)
presented a detailed study of the HI→H2 transition in clouds, using both analytic
theory and numerical PDR calculations.
1.5 Thesis outline
In this thesis we develop a chemical model to follow the evolution of ion and
molecule abundances in non-equilibrium, and we incorporate this model into hy-
drodynamic simulations of galaxies. This allows us to relax the assumption of
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chemical equilibrium that is often used in galaxy formation models. We then use
these simulations to explore how non-equilibrium chemistry affects galaxy forma-
tion, both through the dynamical effects due to its impact on gas cooling rates,
and through the effect it has on observational diagnostics.
For this study we are particularly interested in the transition from the warm (∼
104 K) to the cold (∼ 102 K) ISM phase. The existence of distinct ISM phases arises
due to thermal instabilities, which allow gas to cool rapidly to the cold phase.
As discussed in section 1.4, these short cooling times may drive non-equilibrium
effects in the chemistry. Additionally, as we will see in Chapters 4 and 5, molecules
in the cold phase typically have relatively long formation time-scales, which can
also drive non-equilibrium effects.
Large-scale cosmological simulations are unable to explicitly follow the multi-
phase ISM, as they are unable to resolve the Jeans scale in the cold ISM phase.
Therefore, in this thesis we apply our model to high-resolution simulations of iso-
lated disc galaxies, in which we can resolve the warm-to-cold transition in the
ISM. These Smoothed Particle Hydrodynamics (SPH) simulations have a particle
mass of 750 M, with a gravitational softening of 3.1 pc (see Chapter 4).
The remainder of this thesis is organised as follows:
Chapter 2: Non-equilibrium chemistry and cooling in the diffuse interstellar
medium - I. Optically thin regime
We develop a chemical model that follows the non-equilibrium evolution of the
abundances of all ionisation states of the 11 elements1 that dominate the cooling
rate, and 20 molecular species2. This chemical network contains 157 species in
total, and includes chemical reactions on dust grains, photoelectric heating from
dust grains, collisional gas phase reactions such as collisional ionisation, recombi-
nation and charge transfer reactions, cosmic ray ionisation and heating, and pho-
tochemical reactions. This model is applicable to temperatures 102 K . T ≤ 109 K
and densities nH ≤ 104 cm−3.
We then apply this model to a range of physical conditions that are typi-
cal for the diffuse ISM, with densities 102 cm−3 ≤ nH ≤ 104 cm−3, temperatures
102 K ≤ T ≤ 104 K, and for different UV radiation fields: the local interstellar
radiation field (ISRF) of Black (1987), ten times this ISRF, the redshift zero extra-
galactic UV background (UVB) of Haardt & Madau (2001), and in the absence of
UV radiation. For this chapter, we consider only optically thin gas. We compare
the abundances and the cooling and heating rates predicted by our model in chem-
ical equilibrium to those computed using the photoionisation code CLOUDY, ver-
sion 13.013 (Ferland et al. 2013). We generally find good agreement between our
model and CLOUDY. We also identify which chemical species contribute most to the
cooling rate. We find that CII, SiII and FeII are important coolants in the physical
conditions that we consider here, along with OI and H2 at densities nH & 102 cm−3.
1H, He, C, N, O, Ne, Mg, Si, S, Ca & Fe.
2H2, H+2 , H
+
3 , OH, H2O, C2, O2, HCO
+, CH, CH2, CH+3 , CO, CH
+, CH+2 , OH





Finally, we use our chemical model to investigate how non-equilibrium chem-
istry can affect the cooling rate in idealised scenarios of gas that is cooling ei-
ther isochorically or isobarically. At temperatures T > 104 K, we find that non-
equilibrium effects tend to suppress the cooling rate, similar to what has been
found previously (e.g. Oppenheimer & Schaye 2013a). This is due to recombi-
nation lags, which leave ions in a higher ionisation state than they would have in
equilibrium. These higher ionisation states are more difficult to collisionally excite,
and so the radiative cooling rate is lower. However, at T < 104 K, non-equilibrium
chemistry enhances the cooling rate by up to two orders of magnitude, rather
than suppress it. This is because the recombination lags also enhance the elec-
tron abundance, which increases the number of collisions between electrons and
ions, thereby increasing the collisional excitation rate and hence increasing the
radiative cooling rate.
Chapter 3: Non-equilibrium chemistry and cooling in the diffuse interstellar
medium - II. Shielded gas
We extend the chemical model presented in Chapter 2 to account for shielding
from the UV radiation field. This shielding is modelled by attenuating the photo-
chemical and photoheating rates by dust and gas, including shielding by HI, H2,
HeI, HeII and CO, where appropriate.
We apply our model to a simple photodissociation region (PDR) set-up, in
which a one-dimensional plane-parallel slab of gas is irradiated from one side by
the Black (1987) ISRF. We consider gas either at constant density and temperature,
or in thermal and pressure equilibrium. We then use our model to investigate
which heating and cooling processes dominate in different regions of the cloud, as
the gas becomes shielded from UV radiation. Near the edge of the cloud, at low
column densities, cooling is primarily from ionised metals, e.g. SiII, FeII, FeIII and
CII, while heating is primarily from photoionisation of HI. Once the HI column
density is high enough to shield the ionising radiation above 1 Ryd, the thermal
balance is dominated by CII cooling versus photoelectric dust heating. Finally, at
the highest column densities that we consider here (NH,tot & 1022 cm−2), carbon
forms CO. In this fully shielded region, the thermal balance is primarily driven by
molecular cooling, from H2 and CO, versus cosmic ray heating.
We also use these PDR models to investigate the HI-to-H2 transition. The col-
umn density at which this transition occurs is lower at higher density and at higher
metallicity, in agreement with previous PDR models (e.g. Black & van Dishoeck
1987; Krumholz et al. 2009).
Chapter 4: The effects of metallicity, UV radiation and non-equilibrium chem-
istry in high-resolution simulations of galaxies
We incorporate the chemical model developed in Chapters 2 and 3 into the Tree/
Smoothed Particle Hydrodynamics (SPH) code GADGET3 (last described in Springel
2005). We then use this to run a series of hydrodynamic simulations of isolated
disc galaxies with an initial stellar mass of 109 M and a virial mass of 1011 M.
These simulations have a resolution of 750 M per particle, with a gravitational
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softening of 3.1 pc, which is sufficient to resolve the transition from the warm
(104 K) to the cold (102 K) ISM phase.
We run simulations at different metallicities (0.01 ≤ Z/Z ≤ 1.0), which is held
fixed throughout the simulation, with dust abundances that are assumed to scale
linearly with metallicity. We include a uniform UV radiation field (either the Black
1987 ISRF, ten per cent of this ISRF, or the redshift zero UVB of Haardt & Madau
2001), along with our prescription for self-shielding by gas and dust, plus one run
using the Haardt & Madau (2001) UVB without self-shielding. By considering a
wide range of metallicities and UV radiation fields, we can explore how they affect
the properties of our model galaxies. We also repeat all of these simulations using
tabulated cooling rates computed assuming chemical equilibrium. We compare
these to the corresponding simulations run with the full non-equilibrium chemical
model to investigate the impact of non-equilibrium chemistry on galaxy formation.
The gas in these simulations is initially in a smooth, rotating disc, at a tem-
perature of 104 K. However, as the gas cools, it fragments and collapses to form
cold (∼ 102 K), dense clouds, due to thermal and gravitational instabilities. These
dense clouds can then form stars.
The total star formation rates and mass outflow rates are higher at higher
metallicity and in the presence of a weaker radiation field, because in both cases
it is easier for gas to cool to a cold star-forming phase. However, the wind mass
loading factor (i.e. the ratio of mass outflow rate to star formation rate) is gen-
erally independent of metallicity and radiation field, tending towards a value of
≈ 10 at late times in the simulation.
Contrary to the effects of varying the metallicity and radiation field, non-
equilibrium chemistry generally has no strong effect on the total star formation
rates or the outflow properties of the galaxy. However, it does have an impact on
the abundances of individual chemical species, particularly for molecules. We find
that this is important for modelling molecular outflows. If we consider gas parti-
cles that are moving vertically away from the mid-plane of the galactic disc, i.e.
that are outflowing, then the mass of H2 that is outflowing with a vertical velocity
> 50 km s−1 is enhanced by a factor ≈ 20 in non-equilibrium.
We then compute maps of line emission from CII and CO from our simulations
in post-processing, using the publicly available Monte Carlo radiative transfer code
RADMC-3D4 (version 0.38). CII emission is stronger for higher metallicities and
stronger radiation fields, while CO emission is stronger for higher metallicities and
weaker radiation fields. CII emission is generally unaffected by non-equilibrium
chemistry, while CO emission varies by a factor of ≈ 2−4 compared to equilibrium.
Additionally, the XCO factor, which is defined as the ratio of the H2 column density





Chapter 5: Chemical evolution of giant molecular clouds in simulations of
galaxies
We study Giant Molecular Clouds (GMCs) in the hydrodynamic simulations pre-
sented in Chapter 4. In particular, we look at the evolution of molecular abun-
dances in these GMCs to investigate the time-scales over which molecules form
and to see whether young GMCs tend to be out of chemical equilibrium, and we
explore the implications that this has for CO emission and the XCO factors of indi-
vidual clouds.
We consider two different cloud definitions in our simulations, one that is
physically motivated and one that is observationally motivated. Firstly, we define
clouds to be regions above a density threshold of nH = 10 cm−3. Gas particles above
this threshold are grouped together into clouds using a Friends of Friends (FoF)
algorithm, with a linking length of 10 pc. We then consider an observationally
motivated definition in which we restrict the clouds to regions with a velocity-
integrated CO intensity above a threshold of 0.25 K km s−1, which corresponds to
the 3σ intensity threshold for the Small Magellanic Cloud in the observations of
Leroy et al. (2011). Properties such as cloud radius are then computed in projec-
tion, in 2d.
We find cloud lifetimes up to ≈ 40 Myr, with a median of 13 Myr, consistent
with observations (e.g. Bash et al. 1977; Kawamura et al. 2009; Murray 2011;
Miura et al. 2012, but see Elmegreen 2000 and Scoville et al. 1979 for examples
that find shorter and longer GMC lifetimes, respectively). Our simulated clouds
follow a mass-size relation M ∝ R2, as observed in molecular clouds (e.g. Solomon
et al. 1987; Roman-Duval et al. 2010), with a normalisation that is a factor of
four and two below the observed relation using our density- and CO-based cloud
definitions, respectively. Our clouds also follow the observed velocity dispersion-
size relation (Solomon et al. 1987), albeit with a large scatter that correlates with
distance from the galactic centre, with clouds in the central 1 kpc showing higher
velocity dispersions. All clouds in our simulations have virial parameters α > 1, i.e.
they are not virialised, and most have α > 2, i.e. most are unbound. However, this
is partly due to the pressure floor that we impose to ensure that the Jeans scale is
well-resolved, as this pressure floor prevents low-mass (. 3 × 105 M) clouds from
becoming gravitationally bound.
At ten per cent solar metallicity, young clouds, with ages . 10−15 Myr, have H2
and CO fractions that are below chemical equilibrium, by a factor of ≈ 3 and 1 − 2
orders of magnitude, respectively, while at solar metallicity they reach equilibrium
faster, within ≈ 1 Myr.
We then compute CO J = 1−0 line emission from each cloud in post-processing,
using RADMC-3D. The CO intensity, ICO, is suppressed towards low dust extinction,
Av, and possibly saturates towards high Av. This agrees with the ICO − Av relation
that has been observed in the Milky Way, for example in the Pipe nebula (Lombardi
et al. 2006) and the Perseus cloud (Pineda et al. 2008). The ICO − Av relation in
our simulations shifts towards higher Av for higher metallicities and, to a lesser
extent, for stronger radiation fields.
We find no strong trends of XCO with Av, except at high Av where the scatter in
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XCO is greatly reduced, with values within a factor two of the Milky Way value. At
ten per cent solar metallicity, the median XCO factor in bins of age decreases by an
order of magnitude from 0 to 15 Myr, albeit with a large scatter at fixed age, and
we find no strong trends of XCO with age at solar metallicity.
Final remarks
While the simulations presented in this thesis include one of the most detailed
treatments of non-equilibrium chemistry so far used in galactic-scale simulations,
they still contain several limitations. Firstly, the limited resolution of these simula-
tions mean that we are likely missing small-scale turbulence. Turbulence can drive
chemical abundances out of equilibrium if the gas density is changing rapidly, and
it can accelerate the formation of H2, as gas forms dense clumps. Additionally,
CO emission is often concentrated in dense, compact structures. If we do not
fully resolve these structures, the CO emission, and hence the XCO factor, will be
uncertain.
Another limitation of our simulations is that we use a uniform UV radiation
field, and we do not model the effects of local sources of radiation, such as young
stars. A fluctuating radiation field, that varies both spatially and temporally, may
drive non-equilibrium effects in the chemistry, if it varies rapidly. Also, if local
sources are included, the radiation field will depend on the star formation rate.
This could act as a feedback mechanism. For example, as the star formation rate
increases, the radiation field increases, which will heat the gas and inhibit further
star formation. These effects are missing from our simulations.
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COOLING IN THE DIFFUSE INTERSTELLAR
MEDIUM - I. OPTICALLY THIN REGIME
An accurate treatment of the multiphase interstellar medium (ISM) in hydrody-
namic galaxy simulations requires that we follow not only the thermal evolu-
tion of the gas, but also the evolution of its chemical state, including its molec-
ular chemistry, without assuming chemical (including ionisation) equilibrium. We
present a reaction network that can be used to solve for this thermo-chemical evo-
lution. Our model follows the evolution of all ionisation states of the 11 elements
that dominate the cooling rate, along with important molecules such as H2 and
CO, and the intermediate molecular species that are involved in their formation
(20 molecules in total). We include chemical reactions on dust grains, thermal
processes involving dust, cosmic ray ionisation and heating and photochemical
reactions. We focus on conditions typical for the diffuse ISM, with densities of
10−2 cm−3 . nH . 104 cm−3 and temperatures of 102 K . T . 104 K, and we consider
a range of radiation fields, including no UV radiation. In this paper we consider
only gas that is optically thin, while paper II considers gas that becomes shielded
from the radiation field. We verify the accuracy of our model by comparing chem-
ical abundances and cooling functions in chemical equilibrium with the photoion-
isation code CLOUDY. We identify the major coolants in diffuse interstellar gas to
be CII, SiII and FeII, along with OI and H2 at densities nH & 102 cm−3. Finally, we
investigate the impact of non-equilibrium chemistry on the cooling functions of
isochorically or isobarically cooling gas. We find that, at T < 104 K, recombination
lags increase the electron abundance above its equilibrium value at a given tem-
perature, which can enhance the cooling rate by up to two orders of magnitude.
The cooling gas also shows lower H2 abundances than in equilibrium, by up to an
order of magnitude.
Alexander J. Richings, Joop Schaye and Benjamin D. Oppenheimer
Monthly Notices of the Royal Astronomical Society
Volume 440, Issue 4, pp. 3349-3369 (2014)
ISM chemistry & cooling - I. Optically thin regime
2.1 Introduction
Understanding the chemical evolution of the interstellar medium (ISM) is impera-
tive for the accurate modelling of the radiative cooling rate of interstellar gas, and
hence for the dynamics of the ISM. However, a full treatment of the ISM chemistry
can involve hundreds of chemical species and thousands of reactions (e.g. the
UMIST database for astrochemistry1; Le Teuff et al. 2000) and the computational
cost of such a complex treatment renders it impractical for use within large-scale
3D hydrodynamical simulations of galaxy formation. This problem is further com-
pounded by the fact that chemical rate equations are typically stiff and so must
be integrated implicitly, with a computational cost that scales with the cube of the
number of species involved.
To avoid these issues, existing cosmological hydrodynamical simulations typi-
cally make use of simplifying assumptions to model the gas cooling rate. For exam-
ple, the cosmological simulations run as part of the OverWhelmingly Large Simu-
lations project (OWLS) (Schaye et al. 2010) use pre-computed cooling functions
tabulated by temperature, density and abundances of individual elements, which
were calculated using CLOUDY (Ferland et al. 1998, 2013) assuming ionisation
equilibrium in the presence of the UV background of Haardt & Madau (2001) (see
Wiersma et al. 2009). Note that ‘equilibrium’ here means that the abundances of
individual chemical species have reached an equilibrium or steady state. However,
such an approach has a number of disadvantages. Firstly, it assumes that the gas is
in ionisation equilibrium, which may not be valid when the cooling or dynamical
time-scale of the gas is shorter than its chemical time-scale (e.g. Kafatos 1973;
Gnat & Sternberg 2007; Oppenheimer & Schaye 2013a; Vasiliev 2013) or in the
presence of a time variable radiation field (e.g. Oppenheimer & Schaye 2013b).
Secondly, one needs to rely on simple assumptions about the UV radiation field
that is present. For example, many authors tabulate the cooling rate assuming
that the gas is in collisional ionisation equilibrium i.e. they neglect the UV radia-
tion altogether (e.g. Cox & Tucker 1969; Sutherland & Dopita 1993; Smith et al.
2008). Other studies such as Wiersma et al. (2009) assume the presence of a uni-
form UV background, thus neglecting local sources as well as shielding effects. De
Rijcke et al. (2013) account for the self shielding of gas by exponentially suppress-
ing the hydrogen ionising part of the UV background spectrum at high HI densities
above a threshold nHI = 0.007 cm−3, while Vogelsberger et al. (2013) use the fitting
function of Rahmati et al. (2013) for the hydrogen ionisation rate as a function of
density. Such simplifying assumptions are used because correctly accounting for
the UV radiation field would require additional dimensions in the pre-computed
tables of cooling rates, and reproducing the spectral shape of the radiation poten-
tially requires tabulating in many frequency bins, which would greatly increase
the size of the tables (although a recent study by Gnedin & Hollon 2012 suggests
that this can be achieved with just 3 or 4 frequency bins).
An alternative approach is to solve the ISM chemistry within hydrodynamical




important features of the chemical evolution while avoiding the complexity of
more complete networks. Such a model was used by Glover & Jappsen (2007)
to investigate low-metallicity gas, and Glover et al. (2010) used a similar model
including the CO chemistry to study the formation of molecular clouds in the
turbulent ISM. Grassi et al. (2011) have developed a model of the ISM that they
implemented in numerical simulations by first evaluating their model on a large
grid of input parameters and then using this to train an artificial neural network
to behave like their gas model, and Grassi et al. (2014) present a package for
embedding chemistry in hydrodynamical simulations. There are also methods
to optimise a chemical network by selecting only the species and/or reactions
from the network that are relevant to the particular physical conditions that one
is interested in (e.g. Tupper 2002; Wiebe et al. 2003; Grassi et al. 2012).
We present a new chemical and thermal model of the ISM that covers a wide
range of physical conditions, and is accurate for temperatures 102 K ≤ T ≤ 109
K and densities nH ≤ 104 cm−3. At higher densities and lower temperatures addi-
tional molecular species not included in our model may become important. We
intend to apply this model to hydrodynamic galaxy simulations in which it is im-
portant that we are able to resolve the Jeans mass of the gas. Colder gas has a
smaller Jeans mass (MJ ∝ T 3/2), making it difficult to resolve gas at very low tem-
peratures. We therefore choose not to consider gas below 102 K, which approx-
imately corresponds to the smallest Jeans mass that can be resolved in current
simulations of galaxy formation.
We are primarily interested in the regime of the diffuse ISM, with typical den-
sities of 10−2 cm−3 . nH . 104 cm−3 and temperatures of 102 K . T . 104 K. Our
model enables us to calculate the radiative cooling rate in the diffuse ISM without
assuming ionisation or chemical equilibrium. Additionally, we will also be able to
study the formation of some of the simplest molecules in the ISM, particularly H2
and CO. Molecular hydrogen is known to be an important coolant below 104 K in
primordial (e.g. Saslaw & Zipoy 1967; Peebles & Dicke 1968; Lepp & Shull 1984;
Puy et al. 1993) and low-metallicity gas (e.g. Omukai et al. 2005; Santoro & Shull
2006; Jappsen et al. 2007).
By following the evolution of the CO abundance in our model, we will be able
to simulate mock observations of CO emission, which will help us to compare our
simulations to observations. This will also allow us to investigate how the XCO
factor, which relates the observable CO emission to the abundance of molecular
hydrogen, evolves in our simulations. Additionally, cooling from heavy molecular
species such as CO, H2O and OH, which are all included in our network, can also
contribute to the cooling rate of diffuse interstellar gas (e.g. Neufeld & Kaufman
1993; Neufeld et al. 1995).
Beyond this regime of the diffuse ISM, we are also interested in gas that is at
higher temperatures, above 104 K, and/or at lower densities, below 10−2 cm−3. For
such gas we include the species and reactions from the chemical model of Op-
penheimer & Schaye (2013a) for metal-enriched gas in the intergalactic medium
(IGM), which includes higher ionisation states. This enables us to self-consistently
follow the full chemical evolution of gas as it cools from the IGM and the circum-
galactic medium (CGM) onto the ISM, and also to accurately model interstellar
21
ISM chemistry & cooling - I. Optically thin regime
gas that is irradiated by a strong UV radiation field from local sources.
In this paper we shall focus on photoionised gas in the optically thin regime.
The chemistry and cooling properties of shielded gas, in which the incident radi-
ation field becomes attenuated by dust and by the gas itself, will be important for
the cold phase of the ISM, in particular for molecular clouds. We will present re-
sults for such shielded conditions, along with the methods that we use to calculate
the attenuation of the photochemical reactions by dust and gas, in a companion
paper to this work (hereafter paper II).
Throughout this paper we use the default solar abundances used by CLOUDY,
version 13.01 (see for example table 1 in Wiersma et al. 2009). In particular, we
take the solar metallicity to be Z = 0.0129. This paper is organised as follows. In
sections 2.2 and 2.3 we describe the details of our chemical and thermal models
respectively (readers who are not interested in the details of our methods may
skip these two sections). In section 2.4 we compare the abundances and cooling
functions predicted by our model in chemical equilibrium with CLOUDY to confirm
its validity in the range of physical conditions that we are interested in, and we
highlight the most important processes and the dominant coolants in this regime.
In section 2.5 we investigate what impact non-equilibrium chemistry can have
on the cooling of interstellar gas, and we discuss our results and conclusions in
section 2.6.
2.2 The chemical model
To reproduce the gas cooling rate in the diffuse ISM, we will need to ensure that
we include all of the most important coolants for the range of physical conditions
that we are interested in. In non-primordial gas the cooling rate below 104 K is
typically dominated by fine structure line emission from metals (e.g. Maio et al.
2007). Glover & Jappsen (2007) considered the contribution of various neutral
and singly ionised metal species to the cooling rate at temperatures 50K < T < 104
K and densities 10−3 cm−3 < n < 102 cm−3 at a metallicity of 0.1 Z. They identified
the most important coolants to be CI, CII, OI and SiII, contributing at least 25%
to the cooling rate somewhere within these ranges, in addition to inverse Comp-
ton cooling (at high redshift) and Lyα cooling. They also included cooling from
molecular hydrogen, which dominates below 104 K in primordial gas and remains
important in low-metallicity gas. We therefore take the reaction network used by
Glover & Jappsen (2007) as the basis for our chemical model, supplemented with
additional reactions for the primordial chemistry, and more recent rate coefficients
for some existing reactions, taken from Glover & Abel (2008) and others. Glover &
Jappsen (2007) follow 18 chemical species including the coolants described above
and those species that have a significant impact on their abundances. They also
include cooling from the HD molecule, which can become important in primor-
dial and very low metallicity gas at low temperatures T < 200 K and densities
nH > 104 cm−3 (Flower et al. 2000; Omukai et al. 2005; Glover et al. 2006). How-
ever, as we are interested in the diffuse ISM rather than dense molecular clouds,
we do not explore temperatures below 102 K, nor do we consider densities above
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104 cm−3. We therefore decide to neglect HD cooling, which allows us to remove
the deuterium chemistry from the reaction network.
In addition to tracking the coolants described above, we are also interested in
following the abundance of CO in our model. Modelling the CO chemistry can
become very complicated as a large number of intermediate molecular species
are involved in its formation and destruction. Glover & Clark (2012) compare a
number of simplified models that aim to approximate the CO chemistry in giant
molecular clouds. We include the molecular CO network of Glover et al. (2010)
(the most complex model considered by Glover & Clark 2012, although still a
significant simplification compared to the full UMIST database), with some modi-
fications as described in section 2.2.5. We demonstrate in section 2.4.2 that this
model produces equilibrium CO fractions that are in good agreement with those
calculated using version 13.01 of CLOUDY (Ferland et al. 2013) in the physical
regimes that we are interested in here, i.e. those relevant to the diffuse ISM. We
also include cooling from the molecular species CO, H2O and OH in our thermal
model.
Finally, we extend our chemical network to include the higher ionisation states
that are relevant in the circumgalactic medium, the warm and hot ISM, and in
regions with a strong interstellar radiation field. We combine the chemical re-
actions involving molecules and low ionisation states described above with the
model of Oppenheimer & Schaye (2013a), which includes all ionisation states of
the 11 elements2 tabulated by Wiersma et al. (2009) and used in the cosmological
simulations of the OWLS project (Schaye et al. 2010). Oppenheimer & Schaye
(2013a) have tabulated the temperature dependence of the rate coefficients for
collisional ionisation, radiative and di-electronic recombination and charge trans-
fer reactions, based on the rates used by CLOUDY, which we make use of in our
model, although we recalculate the photoionisation rates (including Auger ioni-
sation) so that we can apply this model to any general UV radiation field, rather
than just the extragalactic UV background models used by Oppenheimer & Schaye
(2013a) (see section 2.2.2). Also, while Oppenheimer & Schaye (2013a) only in-
clude the charge transfer ionisation and recombination of metals by hydrogen and
helium, we supplemented these with a small number of charge transfer reactions
between metal species, which we take from the UMIST database.
We now have a chemical model that follows 157 species. These are the molecules
H2, H+2 , H
+
3 , OH, H2O, C2, O2, HCO
+, CH, CH2, CH+3 , CO, CH
+, CH+2 , OH
+, H2O+,
H3O+, CO+, HOC+ and O+2 , along with electrons and all ionisations states of H, He,
C, N, O, Ne, Si, Mg, S, Ca and Fe (including H−, C− and O−). The 907 reactions
included in our model are summarised in table 2.3 in Appendix B. We describe
some of these reactions, and the rates that we use for them, in more detail in
sections 2.2.2 to 2.2.5 below.
To confirm the validity of our chemical model, we compare it to the photoion-
isation code CLOUDY, version 13.013 (Ferland et al. 2013), which simulates the
ionisation and molecular state of gas in chemical (including ionisation) equilib-
rium, along with the thermal state and the level populations of each species, and
2H, He, C, N, O, Ne, Mg, Si, S, Ca & Fe
3http://nublado.org/
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hence predicts the spectrum of the gas. CLOUDY uses a more extensive chemical
network than our model, including all ionisation states of the 30 lightest elements,
and a molecular network that incorporates 83 molecules. CLOUDY includes a de-
tailed treatment of the microphysical processes involved with molecular hydrogen,
including the level populations of 1893 rovibrational states (for details of the mi-
crophysics of the H2 molecule implemented in CLOUDY, see Shaw et al. 2005).
CLOUDY also follows the radiative transfer of radiation through the gas, although
we only consider optically thin gas in this paper, so we compare one-zone calcu-
lations in CLOUDY to our model in chemical equilibrium. CLOUDY is applicable to
a wide range of physical conditions, e.g. densities up to nH ∼ 1015 cm−3 and tem-
peratures up to ∼ 1010 K. See Röllig et al. (2007) for a comparison of several PDR
codes, including CLOUDY.
2.2.1 Numerical implementation
We follow the non-equilibrium abundances of the chemical species in our network
by integrating the rate equations from the initial conditions using the backward
difference formula method and Newton iteration, implemented in CVODE (a part
of the SUNDIALS4 suite of non-linear differential/algebraic equation solvers). We
use a relative tolerance of 10−6 and an absolute tolerance of 10−13. The abundances







x j− , (2.1)
xi0 = xi,tot −
∑
n




where si,mol is the number of atoms of element i in the molecular species mol, and
the abundance xin+ of ion species in+ is defined with respect to the total number
density of hydrogen, nHtot , i.e. xin+ ≡ nin+/nHtot . Be aware that these abundances
are number fractions, not mass fractions. Glover & Jappsen (2007) use these
constraint equations to reduce the number of rate equations that need to be inte-
grated. However, following Oppenheimer & Schaye (2013a), we track all of the
species from their rate equations and use the above constraint equations as an
independent check on the accuracy of the CVODE solver. If the sum of species of a
given element differs from its constraint by more than 1%, then these abundances
are renormalised by multiplying the abundances of each species by the ratio of
their constraint to their sum. Similarly, if the electron abundance differs from the
sum of charged species as given in equation 2.1, then it is also renormalised.
4https://computation.llnl.gov/casc/sundials/main.html
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2.2.2 Photochemical reactions
Photoionisation
The optically thin photoionisation rate Γ for an incident spectrum with an intensity







where ν0 is the ionisation threshold frequency of the ion.
Equation 2.3 does not include the effect of secondary ionisations, which can
be significant if the ionising radiation is dominated by X-rays (e.g. Abel et al.
1997). We use the values for the number of secondary ionisations of hydrogen
per primary ionisation tabulated by Furlanetto & Stoever (2010) as a function of
primary electron energy and ionised hydrogen fraction xHII (see section 2.2.3) to
calculate how important secondary ionisations would be for the photoionisation
of hydrogen by the interstellar radiation field of Black (1987) and the redshift
zero extragalactic UV background of Haardt & Madau (2001). We found that, for
these two spectra, the secondary ionisation rate of hydrogen was just 0.02% and
0.08% of the primary ionisation rate respectively at an HII abundance xHII = 10−4,
and even less at higher HII abundances. We therefore choose to neglect secondary
ionsations from UV photoionisation in our model, although we find that we do
need to consider them for cosmic rays (see section 2.2.3).
We can replace the frequency dependent cross section σν with an average cross
section σ using the optically thin grey approximation. Then the photoionisation

















The integral on the right hand side of equation 2.4 gives the number of hydro-
gen ionising photons per unit area and time. Once we have specified the spectral
shape of the incident UV radiation field through Jν, we can calculate the aver-
age cross sections σi using equation 2.5. We use the frequency dependent cross
sections σν,i from Verner & Yakovlev (1995) and Verner et al. (1996), as used by
CLOUDY. The number of hydrogen ionising photons per unit area and time, which
determines the intensity of the UV radiation field, is an input parameter to our
model, hence we can calculate the photoionisation rates using equation 2.4.
The photoionisation of inner shell electrons can lead to the ejection of multiple
electrons by a single photon (Auger ionisation). We therefore multiply the cross
sections calculated using equation 2.5 for each subshell of every ion by the electron
vacancy distribution probabilities from Kaastra & Mewe (1993), and then sum
over all subshells to obtain the Auger ionisation rates for each species.
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Photodissociation
Molecular hydrogen in the ground electronic state can be dissociated by photons
in the Lyman Werner band (11.2 eV < hν < 13.6 eV) via the two step Solomon pro-
cess. The absorbed photon excites the H2 into an electronically and vibrationally
excited state, and when it decays back to the ground electronic state there is a
probability that it will dissociate. An accurate treatment of the Solomon process
would require us to follow the level populations of the rovibrational states of H2,
which would be computationally expensive. However, there are approximations
that we can use to estimate the photodissociation rate. Abel et al. (1997) argue
that photodissociation of H2 occurs mainly via absorptions in the very narrow en-
ergy band 12.24 eV < hν < 13.51 eV. Therefore, if the UV spectrum is approximately
constant in this range, the photodissociation rate will be proportional to the spec-
tral intensity Jν evaluated at hν = 12.87 eV (corresponding to the vibrational state
v = 13). They then derive this rate to be:
ΓH2, thin = 1.38 × 10
9 s−1
(




This rate is also used by Glover & Jappsen (2007) (their equation 49).
To investigate the accuracy of this approximation, we calculated the photodis-
sociation rate in CLOUDY using its ‘big H2’ model for the molecular hydrogen, in
which the level populations of 1893 rovibrational states of H2 are followed and dis-
sociation from these states via the Solomon process is calculated self-consistently
(see Shaw et al. 2005 for a description of how the microphysics of molecular hy-
drogen is implemented in CLOUDY). We considered three different UV spectra,
the interstellar radiation field of Black (1987), the redshift zero extragalactic UV
background of Haardt & Madau (2001) and a black body spectrum with a temper-
ature 105 K, and compared the photodissociation rates estimated by equation 2.6
with those from CLOUDY for the range of densities 1 cm−3 ≤ nH ≤ 104 cm−3. We
found that the rates from CLOUDY were generally higher than those estimated us-
ing equation 2.6, by a factor ∼ 2. Furthermore, the dissociation rates calculated
by CLOUDY did not scale exactly with Jν(hν = 12.87 eV). We considered differ-
ent ways to parameterise the dependence of the photodissociation rate on the UV
spectrum, and we found that the most robust method was to assume that it scales
with the number density of photons in the energy band 12.24 eV < hν < 13.51 eV,
n12.24−13.51eV. We normalised this relation to the average rate calculated by CLOUDY
over the density range 1 cm−3 ≤ nH ≤ 104 cm−3 in the presence of the Black (1987)
interstellar radiation field. The optically thin photodissociation rate of H2 is then:
ΓH2, thin = 7.5 × 10
−11 s−1
( n12.24−13.51eV
2.256 × 10−4 cm−3
)
. (2.7)
There remains a dependence of the photodissociation rate on the density that
we are unable to capture in this approximation, as we do not follow the level
populations of the rovibrational states of H2. This introduces errors of up to ∼ 25%
over the density range 1 cm−3 ≤ nH ≤ 104 cm−3.
For the molecular species from the CO network we use the photoionisation and
photodissociation rates given by van Dishoeck et al. (2006) and Visser et al. (2009)
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where available, or Glover et al. (2010) otherwise, as calculated for the interstellar
radiation field of Draine (1978). This radiation field has a field strength G0 = 1.7,
where the dimensionless parameter G0 is defined as the ratio of the energy density




5.29 × 10−14 erg cm−3
. (2.8)
We assume that the photoionisation and photodissociation rates of these molecular
species are proportional to G0, so we multiply these rates calculated for the Draine
(1978) interstellar radiation field by G0/1.7.
The above photochemical rates are valid in the optically thin regime. In paper
II we will consider the impact of shielding on these rates.
2.2.3 Cosmic ray ionisation
The ionisation rate of different species due to cosmic rays depends on the spectrum
of the cosmic rays. This spectrum is, however, still uncertain both at high redshifts
and even in the local ISM. Following the approach of Glover & Jappsen (2007), we
allow the primary ionisation rate of atomic hydrogen due to cosmic rays, ζHI, to
be a free parameter in our model. For example, the default value used by CLOUDY
for the galactic background is ζHI = 2.5 × 10−17s−1 (Williams et al. 1998). We then
scale the primary ionisation rates of other species linearly with this parameter.
Glover & Jappsen (2007) assume that the ratios of the ionisation rates of the other
elements with respect to hydrogen are equal to the ratios of the values given in
the UMIST database for astrochemistry (Le Teuff et al. 2000) where these rates are
available. For SiI and SiII, whose cosmic ray ionisation rates are not included in
this database, they obtain the cosmic ray ionisation rate with respect to ζHI using







where ξi is the effective number of electrons in the outer shell and χH and χi are
the ionisation energies of hydrogen and the ion species i respectively. ξi can be




(ξ j/χ j), (2.10)
where the summation is over the two outermost (sub-) shells, with ξ j electrons
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Many of the species that we have added from the model of Oppenheimer &
Schaye (2013a) are not included in the UMIST database, so for these we also use
the above equations to calculate their cosmic ray ionisation rates in terms of ζHI.
We note that cosmic ray ionisation is only important for species in low ionisa-
tion states, as the ionisation rates calculated above become very small for higher
ionisation states.
In addition to the primary ionisations described above, the highly energetic
ejected electrons can ionise further atoms. Furlanetto & Stoever (2010) used
Monte Carlo simulations to calculate the fraction of the primary electron energy
E that is deposited as heat, in collisional ionisation of HI, HeI or HeII, and in
collisional excitation of HI. They tabulate these energy deposition fractions as
functions of E and of the ionisation fraction, xi = xHII. We therefore calculate the
ionisation rates of HI and HeI due to secondary ionisations by interpolating the
tables of Furlanetto & Stoever (2010) as a function of the ionised hydrogen frac-
tion xHII. For the primary electron energy we take a typical mean value E = 35 eV
(Spitzer 1978; Wolfire et al. 1995). At this energy, the secondary ionisation rate
of HeII is zero, as it is below the HeII ionisation energy of 54.4 eV.
Note that this introduces a dependence on the ionisation fraction, as Coulomb
interactions can reduce the energy of the primary electron if the electron abun-
dance is high, thereby reducing the number of secondary ionisations. If we only
include primary ionisations, then we miss this dependence, which we find does
have a small but noticeable effect on the ionisation balance at low densities and
low ionisation fractions.
We were unable to find equivalent calculations for the secondary ionisation
rates of metal species in the literature, so we only include primary cosmic ray
ionisations for these species.
Glover et al. (2010) also include a number of ionisation and dissociation re-
actions of molecules from cosmic ray induced UV emission, which we have also
included in our model. These are summarised in table 2.3 in Appendix B, and are
labelled as ‘γcr’.
2.2.4 Dust grain physics
Our model includes a number of reactions that occur on the surface of dust grains.
The most important of these is the formation of molecular hydrogen on dust,
which typically dominates over the gas phase reactions except in dust free or very
low metallicity environments. For this reaction we use the rate from Cazaux &




nHIvH(Tgas)ndσdεH2 (Tdust)S H(Tgas,Tdust) cm
−3 s−1, (2.12)
where nHI is the number density of neutral hydrogen, vH(Tgas) is the thermal ve-
locity of the gas at temperature Tgas and ndσd is the total cross sectional area of
dust grains per unit volume. Following Krumholz et al. (2011), we use a cross
sectional area of 10−21Z/Z cm2 per H nucleus, which is intermediate between the
values from the models of Weingartner & Draine (2001a) for the Milky Way (with
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a ratio of visual extinction to reddening Rv = 3.1 or 5.5), the Large Magellanic
Cloud and the Small Magellanic Cloud, and assumes that the dust content of the
gas scales linearly with metallicity. The dimensionless recombination efficiency
εH2 (Tdust) is given in equation 13 of Cazaux & Tielens (2002). For the dimension-
less sticking probability, S H(Tgas,Tdust), we use equation 3.7 from Hollenbach &
McKee (1979).
Equation 2.12 depends on the temperatures of both the gas and the dust, so
we need to make an assumption about the dust temperature. Glover & Clark
(2012) calculate the dust temperature by assuming that it is in thermal equilibrium
and then solving the thermal balance equation for the dust grains (their equation
A2). However, we find that for the physical conditions that we are interested
in, i.e. those relevant to the diffuse ISM, the molecular hydrogen abundance is
insensitive to the temperature of the dust (see Appendix A). Therefore, to reduce
the computational cost of our model, we shall simply assume a constant dust
temperature of 10 K.
Following Glover & Jappsen (2007), we include the recombination of HII, HeII,
CII, OII and SiII on dust grains, along with FeII, MgII, SII, CaII and CaIII, which
were not present in the model of Glover & Jappsen (2007). We use the rate co-
efficients quoted in table 3 of their paper, where present, which are based on
calculations by Hollenbach & McKee (1979) and Weingartner & Draine (2001b).
For the reactions not included in Glover & Jappsen (2007), we take the rate coef-
ficients directly from Weingartner & Draine (2001b). These reactions are typically
one or two orders of magnitude smaller than the radiative recombination rates,
although the two can become comparable at temperatures above a few thousand
Kelvin.
There are several additional dust grain processes that we do not currently in-
clude in our model. In particular, we do not explicitly follow the creation and
destruction of dust, assuming instead that the dust-to-gas ratio simply scales lin-
early with the metallicity. More importantly for the gas cooling rates, we also do
not model the depletion of metal atoms onto dust grains. This can reduce the
gas phase abundances of metals by factors of a few. For example, Jenkins (2009)
investigates the variation in the depletion factors (i.e. the fraction of a species
remaining in the gas phase) of metals along different sight lines in the local ISM.
The depletion factors of carbon and oxygen that they find are typically ∼ 0.6 − 0.8
and ∼ 0.6− 1.0 respectively, while heavily depleted elements such as iron can have
depletion factors below one per cent. Thus the rates of metal line cooling, partic-
ularly from iron, could be significantly affected by depletion onto dust grains.
Since these depletion factors are highly uncertain, we do not include them in
our model, and we aim to address these issues in a future work. However, in
figure 2.1 we illustrate the impact that metal depletion onto dust grains could
potentially have on the cooling function of interstellar gas. We show the cooling
rates of gas at a density nH = 1 cm−3 in the presence of the redshift zero Haardt
& Madau (2001) extragalactic UV background, plotted as a function of tempera-
ture. These were calculated using our model with element abundances at solar
metallicity (solid curves), and with the solar abundances of C, N, O, Mg, Si and
Fe reduced by the depletion factors given in column seven of table 4 in Jenkins
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Figure 2.1: Comparison of the cooling functions of interstellar gas at solar metallicity
without depletion of metal atoms onto dust grains (solid curves) and including the deple-
tion factors from Jenkins (2009) for C, N, O, Mg, Si and Fe. These cooling functions were
calculated using our model at a density nH = 1 cm−3 in the presence of the redshift zero
Haardt & Madau (2001) extragalactic UV background. The shaded grey region indicates
temperatures below 100 K that are outside the range of temperatures that we are primarily
interested in, but we include this regime here for completeness. We see that, in this ex-
ample, the depletion of metal atoms onto dust grains can increase the thermal equilibrium
temperature from Teq ∼ 800 K to Teq ∼ 5600 K.
(2009) (dot-dashed curves). We see that, in this example, cooling from CII, SiII
and FeII are important to balance the heating from the photoionisation of HI. How-
ever, these elements can be strongly depleted, particularly Si and Fe. Therefore,
when we include the depletion factors of Jenkins (2009), the thermal equilibrium
temperature, at which the total cooling and heating rates are equal, increases from
Teq ∼ 800 K to Teq ∼ 5600 K.
2.2.5 CO model
We base our model for CO chemistry on the reaction network of Glover et al.
(2010), as we find that this is able to reproduce the molecular fraction of CO
in the diffuse ISM fairly well, as predicted by CLOUDY, without requiring the full
complexity of more complete networks (see section 2.4.2). For the photochemical
reaction rates they assume the interstellar radiation field of Draine (1978), with
a radiation field strength (see equation 2.8) of G0 = 1.7 in units of the Habing
(1968) field. To generalise these rates to any UV radiation field, we multiply them
by G0/1.7.
Our comparisons with CLOUDY showed that it is necessary to include four ad-
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ditional reactions in our network (reactions 111, 283, 303 and 304 in table 2.3)
that were not included in the model of Glover et al. (2010). We also updated the
rates for a small number of reactions in Glover et al. (2010) to improve agree-
ment with CLOUDY, and we updated some of the photodissociation rates using the
values from van Dishoeck et al. (2006) and Visser et al. (2009); see Appendix B.
2.3 Thermal processes
Once we have calculated the abundance of each species, we can evaluate its con-
tribution to the net cooling rate. The processes that we include in our model are
summarised in Table 2.1, and some of these are discussed in more detail below.
2.3.1 Metal line cooling
Oppenheimer & Schaye (2013a) have tabulated the radiative cooling rates from
the nine metal species that we include in our model (see section 2.2), along with
hydrogen and helium, as a function of temperature using CLOUDY (they use version
10.00 in their paper, but they have since updated these tables using version 13.01
of CLOUDY5). See their section 2.2 for more details of their method. We use these
tabulated cooling rates for most of these species. However, they note that these
rates assume that the radiative cooling is dominated by electron-ion collisions and
that this assumption can break down at temperatures T . 103 K for some species,
for example OI.
We indeed find that their tabulated cooling rates for OI and CI are unable to
reproduce CLOUDY’s cooling curves at low temperatures, so for these two species
we calculate the radiative cooling rates following the same method as Glover &
Jappsen (2007). They consider only the three lowest fine-structure energy lev-
els of each species, although for CI we found it necessary to extend their method
to include the nine lowest energy levels, using transition probabilities from the
NIST Atomic Spectra Database (ver. 5.0)6 and effective collision strengths from
Péquignot & Aldrovandi (1976) and Dunseath et al. (1997). We tabulate these
cooling rates in 55 temperature bins from 10 K to 104 K and 30 bins each in HI,
HII and electron densities from 10−8 cm−3 to 105 cm−3. By tabulating in four di-
mensions in this way we are able to follow the radiative cooling rates of these
species in regimes that are dominated by collisions with HI or HII, as well as when
electron-ion collisions dominate. We use these new cooling rates for OI and CI
at temperatures below 104 K, and revert back to the cooling rates tabulated by
Oppenheimer & Schaye (2013a) at higher temperatures.
We also found that for some low-ionisation metal species there was an extra
density dependence in the cooling rates that was not captured in the tables of Op-
penheimer & Schaye (2013a), most notably for CII, NII, SiII and FeII. This led to
the cooling rates from these species being overestimated by up to an order of mag-
nitude at the highest densities that we consider here (nH ∼ 104 cm−3, much higher
5These upated tables can be found on the website: http://noneq.strw.leidenuniv.nl
6http://physics.nist.gov/asd
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H collisional ionisation 1
He collisional ionisation 1




Grain-surface recombination 2, 3
Inverse Compton Cooling from the CMB 2, 4
Bremsstrahlung 1
Metal line cooling 1, 2
H2 rovibrational cooling 5
H2 collisional dissociation 2, 6
CO rovibrational cooling 7, 8, 9
H2O rovibrational cooling 7, 8, 9
OH rotational cooling 10
Heating Processes
Photoheating 11, 12
Cosmic ray heatingc 2, 13
Dust photoelectric effect 14
H2 photodissociation 2, 15
H2 UV pumping 2, 16
H2 formation; gas phase 2, 17, 18
H2 formation; dust grains 2, 10
a1 - Oppenheimer & Schaye (2013a); 2 - Glover & Jappsen (2007); 3
- Wolfire et al. (2003); 4 - Cen (1992); 5 - Glover & Abel (2008); 6 - Mac
Low & Shull (1986); 7 - Glover et al. (2010); 8 - Neufeld & Kaufman
(1993); 9 - Neufeld et al. (1995); 10 - Hollenbach & McKee (1979); 11
- Verner & Yakovlev (1995); 12 - Verner et al. (1996); 13 - Goldsmith &
Langer (1978); 14 - Wolfire et al. (1995); 15 - Black & Dalgarno (1977);
16 - Burton et al. (1990); 17 - Launay et al. (1991); 18 - Karpas et al.
(1979)
bradiative plus dielectronic
cAssuming 20 eV deposited as heat into the gas per primary ionisa-
tion (Goldsmith & Langer 1978)
Table 2.1: Summary of included thermal processes.
than those considered by Oppenheimer & Schaye 2013a) compared to those cal-
culated by CLOUDY. For these four species we therefore used the CHIANTI database
version 7.17 (Dere et al 1997; Landi et al 2013) to calculate line emissivities and




Figure 2.2: Comparison of various approximations for the H2 cooling rate: Hollenbach &
McKee (1979) (HM79; solid red curve), Hollenbach & McKee (1979) with the collisional ex-
citation rates from Draine et al. (1983) (dot-dashed red curve), Galli & Palla (1998) (GP98;
solid yellow curve) and Glover & Abel (2008) (GA08; solid blue curve). These are compared
to the H2 cooling rates calculated by CLOUDY (dashed black curve), which follows the level
populations of several thousand rovibrational levels. The rovibrational cooling rate per H2
molecule is plotted as a function of temperature, calculated in the absence of UV at various
densities. We see that overall the GA08 cooling function gives the best match to the CLOUDY
cooling rates, so we shall use the GA08 cooling rates in our model.
bins from 10 K to 105 K and electron density in 130 bins from 10−8 cm−3 to 105 cm−3.
2.3.2 H2 rovibrational cooling
Cooling from molecular hydrogen can become important in the ISM, particularly
in primordial and low-metallicity gas. The primary mechanism by which H2 cools
the gas is transitions between its rotationally and vibrationally excited energy lev-
els. To treat this properly, we would need to solve for the populations of these
levels and hence obtain the rate at which they radiate away energy, but this can
become computationally expensive due to the large number of levels involved. A
number of studies have looked at this problem and have suggested analytic fits to
the H2 rovibrational cooling function. We have considered the analytic fits pro-
posed by Hollenbach & McKee (1979), Galli & Palla (1998) and Glover & Abel
(2008), which we compare to the cooling rates predicted by CLOUDY using its ‘big
H2’ model to accurately follow all of the rotational and vibrational energy levels
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of the H2 molecule. We also considered using the Hollenbach & McKee (1979)
cooling function but using the collisional rates from Draine et al. (1983). These
cooling functions typically express the H2 cooling in terms of temperature and the
densities of HI and H2, although Glover & Abel (2008) also include its dependence
upon the densities of HII, HeI and electrons, which arises from the collisional ex-
citation of molecular hydrogen by these species. When calculating these cooling
rates we have used the abundances calculated by CLOUDY to compute the col-
lisional excitation rates, so that any discrepancies are due to differences in the
analytic fits to the cooling function rather than to differences in the solution of the
chemical model. These comparisons are shown in figure 2.2.
We see that the cooling function from Glover & Abel (2008) shows the closest
agreement with the cooling rates computed by CLOUDY, so we shall use this in
our model. For the low density limit of the cooling function we use equation 40
from Glover & Abel (2008) with the fitting coefficients listed in their table 8, for
a fixed ratio of ortho- to para-H2 of 3:1. This is then combined with the local
thermodynamic equilibrium (LTE) cooling rate using their equation 39 to obtain
the final H2 cooling function. We calculate the LTE cooling rate using the radiative
de-excitation rates of the rovibrational transitions in the ground electronic state
taken from Wolniewicz et al. (1998).
2.3.3 CO, H2O and OH cooling
We include cooling from CO and H2O molecules using the same prescriptions as
Glover et al. (2010) (see their section 2.3.2). Glover et al. (2010) base these
prescriptions on the cooling rates calculated by Neufeld & Kaufman (1993) and
Neufeld et al. (1995) but extend their treatment to account for collisions with
electrons and atomic hydrogen, in addition to molecular hydrogen. Following
Glover et al. (2010), we make use of the tabulated fit parameters given in Neufeld
& Kaufman (1993) and Neufeld et al. (1995), which are given as functions of
temperature and the effective column density per unit velocity, Ñm. If the gas flow
has no special symmetry and if the large velocity gradient approximation is valid,





where nm is the number density of species m and ∇ · v is the divergence of the












We use the static gas case in this work. However, when we use this in a hydrody-
namic simulation, we could drop this assumption and calculate Ñm directly from
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equation 2.13. We also include rotational cooling from the OH molecule using the
‘universal’ cooling function for molecules with dipole moments from Hollenbach
& McKee (1979) (their equations 6.21 and 6.22), using the molecular cooling
parameters for OH summarised in their table 3. This function gives the cooling
rate from OH in terms of the temperature and density along with the OH column
density and dust extinction of the gas cell.
2.3.4 Photoheating
We include the photoheating of HI, HeI, HeII and all metal atoms and ions in our
model. The optically thin photoheating rate per unit volume from the photoioni-






(hν − hν0,i)dν. (2.16)






where Γi,thin is the photoionisation rate of species i, given by equation 2.4, and

















is calculated for the given incident UV spectrum Jν,
using the frequency dependent cross sections from Verner & Yakovlev (1995) and
Verner et al. (1996), and is then provided to our model as an input parameter.
Note that Glover & Jappsen (2007) include an efficiency factor in equation 2.16
for the fraction of the excess photon energy that is converted into heat (as calcu-
lated using the results of e.g. Shull & van Steenberg 1985 or Dalgarno et al. 1999).
This factor accounts for the fact that the electrons released by photoionisation re-
actions can cause secondary ionisations/excitations of HI and HeI. The energy
used in these secondary reactions will subsequently be radiated away and thus
does not contribute to heating the gas. However, as explained in section 2.2.2, we
do not need to include the effects of secondary ionisation, as they only enhance the
primary photoionisation rate by less than 0.1% for the UV radiation fields that we
consider here and are thus unimportant. We therefore take this efficiency factor
to be equal to 1 in equation 2.16.
The above equations are applicable to the optically thin regime. In paper II we
will consider the effect of shielding on the photoheating rates.
2.3.5 Photoelectric heating
Another potentially important source of heating is photoelectric emission from
dust grains. When a UV photon is absorbed by a dust grain it can release an
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electron, and the excess energy absorbed by the electron is quickly thermalised,
thereby heating the gas. The photoelectric heating rate is given by (Bakes & Tie-
lens 1994; Wolfire et al. 1995):
Γ = 1.0 × 10−24εG0nHtot Z/Z erg cm
−3 s−1, (2.19)
where G0 is the UV radiation field in units of the Habing (1968) field (see equa-
tion 2.8), nHtot is the total hydrogen number density, Z is the metallicity, and the




1.0 + ((G0T 0.5/ne)/(1925 K0.5 cm3))0.73
+
3.7 × 10−2(T/104 K)0.7
1.0 + ((G0T 0.5/ne)/(5000 K0.5 cm3))
. (2.20)
2.4 Equilibrium chemistry and cooling in the ISM
While our chemical model is primarily focussed on the non-equilibrium evolution
of chemistry and gas cooling in the ISM, it is important that we confirm the valid-
ity of our model by comparing its results in chemical equilibrium with those from
existing codes, in particular to test whether we have missed any important reac-
tions in our chemical network. We therefore calculated the equilibrium ionisation
balance and cooling rates from our model as a function of temperature from 10 K
to 2 × 104 K. We are primarily interested in the temperature range 102 ≤ T ≤ 104
K, corresponding to the transition from a warm to a cold phase in the ISM, but
we also look at how our model behaves outside this regime. Abundances and
cooling rates were calculated at a range of fixed densities relevant to the diffuse
ISM, from 10−2 cm−3 to 104 cm−3, for various metallicities and using four different
assumptions for the UV radiation field: the interstellar radiation field (ISRF) of
Black (1987), both by itself and also multiplied by a factor of 10; the extragalactic
UV background (UVB) of Haardt & Madau (2001) and in the absence of UV ra-
diation (i.e. fully shielded gas). The calculations were started from fully neutral
and atomic initial conditions and evolved until they reached chemical equilibrium.
The examples including a UV radiation field were assumed to be optically thin, i.e.
with no intervening column density to shield the gas. We will consider the effect
of shielding in paper II. We used the default solar metal abundances from CLOUDY
(as used by e.g. Wiersma et al. 2009; Oppenheimer & Schaye 2013a), and we
used a hydrogen cosmic ray ionisation rate of ζHI = 2.5 × 10−17 s−1 (Williams et al.
1998).
We compared the predicted equilibrium ionisation fractions and cooling rates
from our model to those calculated using version 13.01 of CLOUDY (Ferland et
al. 2013). In most of the CLOUDY runs the dust temperature was calculated self-
consistently assuming thermal balance. However, in the absence of a UV radiation
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field we found it necessary to fix the dust temperature in CLOUDY at 10 K, as
used in our model, to prevent unrealistically low dust temperatures. This problem
arose because our CLOUDY calculations considered an optically thin parcel of gas in
which the dust is also optically thin to its own infrared radiation, so in the absence
of UV radiation there is very little heating of the dust grains. We generally find that
our network agrees well with CLOUDY, as we shall demonstrate in the next section.
We also use these results to identify which are the most important coolants in the
ISM in the various physical regimes explored here. More plots of our results from
these tests can be found on our website 8.
2.4.1 Dominant coolants
In figure 2.3 we show the equilibrium ionisation fractions (left panels) and cooling
functions (right panels) as a function of temperature at a density nH = 1 cm−3 for
the four different UV radiation fields we consider here. We show temperatures
ranging from 10 K to 2 × 104 K, but have greyed out the region T < 100 K as this
lies outside the range of temperatures that we are primarily interested in.
The top row was calculated in the presence of the Black (1987) ISRF multiplied
by a factor of 10, which represents the UV radiation field one might find within a
strongly star-forming galaxy. The dominant coolants in this case are, going from
high to low temperatures, OIII, SIII, SiII and CII, while strong photoheating, pri-
marily from hydrogen, balances the cooling at a thermal equilibrium temperature
Teq ∼ 5000 K.
The second row shows the results for the Black (1987) ISRF, which is more
typical of the local solar neighbourhood. FeII contributes significantly to the cool-
ing here, while the more highly ionised species (e.g. OIII and SIII) become less
important. Despite the weaker photoheating, the equilibrium temperature is still
close to 5000 K, as the metal line cooling is also lower.
The results in the third row were calculated in the presence of the Haardt &
Madau (2001) extragalactic UV background at redshift zero, in which the flux of
hydrogen-ionising photons is approximately three orders of magnitude lower than
the Black (1987) field. In this example we find that the cooling is now dominated
by FeII, SiII and CII, and the lower photoheating rate now balances the metal line
cooling at Teq ∼ 800 K.
Finally, in the bottom row of figure 2.3 we show the equilibrium state of gas in
the absence of UV radiation. The dominant coolant here is molecular hydrogen,
although there is still a significant contribution from some metal species, most
notably SiII, OI and CI. Without UV radiation to provide photoheating, the main
source of heating comes from cosmic rays, resulting in an equilibrium temperature
Teq ∼ 100 K.
In table 2.2 we summarise the species that contribute at least 5% to the to-
tal equilibrium cooling rate in the temperature range 102 K ≤ T ≤ 104 K for solar
metallicity and a density nH = 1 cm−3, in the presence of the four UV radiation
fields considered in figure 2.3. For each species we give the minimum and maxi-
mum temperatures, Tmin and Tmax, for which that species contributes at least 5%
8http://noneqism.strw.leidenuniv.nl
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Figure 2.3: Comparison of the equilibrium ionisation fractions (left) and cooling functions
(right) predicted by our model (solid lines) and CLOUDY (dashed lines), plotted against tem-
perature. These were calculated at solar metallicity and a density nH = 1 cm−3 for four
different UV radiation fields: the Black (1987) interstellar radiation field (ISRF) multiplied
by a factor 10 (ISRF10; top), the Black (1987) ISRF (ISRF; second row), the redshift zero
Haardt & Madau (2001) extragalactic UV background (UVB; third row) and in the absence
of UV radiation (None; bottom). In each row we show only those species that contribute at
least 20 per cent to the cooling rate anywhere in the temperature range 102 K < T < 104 K.
The panels in the right column show the cooling rates from individual species along with
the net cooling rate (total cooling minus heating). The shaded grey region highlights tem-
peratures below 100 K that are outside the range of temperatures that we are primarily
interested in, but we include this regime here for completeness.
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Species log Tmina log Tmaxb log Tpeakc Peakd
ISRF10
CII 2.0 3.1 2.0 44.3%
HII 2.0 4.0 2.0 17.9%
NII 2.0 2.5 2.0 15.8%
SiII 2.0 3.7 2.5 32.9%
SIII 2.1 4.0 3.3 27.2%
OII 3.9 4.0 4.0 7.5%
OIII 2.0 4.0 4.0 35.7%
ISRF
CII 2.0 3.9 2.0 61.8%
NII 2.0 4.0 2.0 13.4%
SiII 2.0 4.0 2.7 42.4%
FeII 2.4 4.0 3.7 23.9%
HII 2.0 4.0 3.7 15.7%
SIII 2.5 4.0 3.7 14.1%
OII 3.8 4.0 4.0 22.4%
SII 3.8 4.0 4.0 9.2%
UVB
CII 2.0 3.9 2.0 72.5%
SiII 2.0 4.0 2.7 54.9%
FeII 2.3 4.0 3.7 47.7%
CaII 3.8 4.0 3.9 7.7%
SII 3.7 4.0 3.9 12.5%
HI 3.9 4.0 4.0 18.5%
MgII 3.9 4.0 4.0 8.4%
None
CI 2.0 4.0 2.0 60.6%
SiII 2.0 3.5 2.3 15.4%
H2 2.0 4.0 3.7 70.2%
OI 2.0 4.0 3.9 30.7%
FeII 3.2 4.0 4.0 19.0%
HI 3.9 4.0 4.0 16.9%
aMinimum temperature at which the species
contributes at least 5% to the total equilibrium
cooling rate.
bMaximum temperature at which the species
contributes at least 5% to the total equilibrium
cooling rate.
cTemperature at which the relative contribution
of the species to the total equilibrium cooling rate
is highest.
dRelative contribution of the species to the total
equilibrium cooling rate at Tpeak.
Table 2.2: Summary of species that contribute at least 5% to the total equilibrium cooling
rate in the temperature range 102 K ≤ T ≤ 104 K at solar metallicity and a density nH =
1 cm−3, in the presence of four different UV radiation fields: the Black (1987) interstellar
radiation field (ISRF) multiplied by a factor 10 (ISRF10), the Black (1987) ISRF (ISRF),
the redshift zero Haardt & Madau (2001) extragalactic UV background (UVB) and in the
absence of UV radiation (None). The four sections in the table correspond to the four rows
of figure 2.3.
to the total equilibrium cooling rate, the temperature at which the relative con-
tribution of that species to the total equilibrium cooling rate is highest, Tpeak, and
the relative contribution of that species at Tpeak. More tables of dominant coolants
for different metallicities and densities, and extending to higher temperatures up
to 109 K, can be found on our website.
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Bertone et al. (2013) have also investigated the dominant cooling channels in
the Universe, although they focus on diffuse gas on cosmological scales, typically
with lower densities (nHtot < 0.1 cm
−3) than we have considered. The species that
they found most important at these lower densities, in the presence of the Haardt
& Madau (2001) extragalactic UV background, were OIII, CII, CIII, SiII, SiIII, FeII
and SIII.
Comparing our equilibrium abundances and cooling functions (solid lines) to
CLOUDY (dashed lines) in figure 2.3, we find that they are in good agreement.
Below 100 K the agreement between our model and CLOUDY tends to be poorer
for all UV radiation fields, but most noticeably in the absence of UV. This is partly
because we include fewer molecular species in our network than CLOUDY does.
However, we see in figure 2.3 that many species are still in good agreement at
these low temperatures.
Figure 2.3 only shows our results for a density nH = 1 cm−3, but we also consid-
ered densities in the range 10−2 ≤ nH ≤ 104 cm−3. At lower densities photoionisa-
tions and cosmic ray ionisations become relatively more important, as they scale
linearly with density while two body collisional processes scale with the density
squared. In the presence of a strong UV radiation field, higher ionisation species
such as SIV and FeVI contribute significantly to the cooling function in these cases,
although heating is also relatively stronger. Conversely, at higher densities the im-
portance of the UV radiation and cosmic rays becomes relatively weaker, with the
cooling dominated by low ionisation state species such as OI, SiII and FeII, along
with molecular hydrogen. More plots comparing the ionisation fractions and cool-
ing functions from our model and from CLOUDY can be found on our website.
2.4.2 Molecular abundances
In this section we test the accuracy of our molecular network by comparing the
equilibrium abundances of H2 and CO calculated using our model to those from
CLOUDY. In figure 2.4 we plot the molecular fraction of H2 as a function of tem-
perature in the presence of the extragalactic UV background of Haardt & Madau
(2001) (top four panels) and in the absence of UV radiation (bottom four panels)
for three different metallicities (different colours) and for four different densities
(different panels).
In the presence of the Haardt & Madau (2001) UV background our molecular
fractions at solar and 10% solar metallicity match those from CLOUDY well. How-
ever, we tend to predict somewhat smaller molecular fractions in primordial gas
than CLOUDY. This is due to uncertainties in the reaction rate of the associative
detachment of H−, which is the primary formation mechanism of H2 at these den-
sities when there is no dust present. Glover et al. (2006) have demonstrated how
uncertainties in this reaction rate can lead to significant uncertainties in the abun-
dance of molecular hydrogen. We have used the rate from Bruhns et al. (2010),
as given in the UMIST database, which was measured over a temperature range
30 K < T < 3000 K and is in much better agreement with theoretical calcula-
tions than earlier experimental measurements such as Schmeltekopf et al. (1967),
Fehsenfeld et al. (1973) and Martinez Jr. et al. (2009). However, CLOUDY uses the
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Figure 2.4: Equilibrium molecular fractions of H2 predicted by our chemical model (solid
lines) and CLOUDY (dashed lines). These were calculated in the presence of the red-
shift zero Haardt & Madau (2001) extragalactic UV background (top four panels) and
in the absence of UV radiation (bottom four panels) at solar metallicity and densities
10−2 cm−3 ≤ nH ≤ 104 cm−3. The shaded grey region highlights temperatures below 100
K that are outside the range of temperatures that we are primarily interested in, but we in-
clude this regime here for completeness. In the presence of the UV background the greatest
discrepancies are found in primordial gas (blue curves), and are mainly due to uncertainties
in the formation rate of H2 via H−. In the absence of UV we tend to find higher molecular
hydrogen abundances than CLOUDY, primarily because we use a lower cosmic ray dissocia-
tion rate of H2. See section 2.4.2 for a more detailed discussion.
rate coefficients from Launay et al. (1991).
In the absence of UV radiation our molecular fractions follow similar trends
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Figure 2.5: Equilibrium molecular fractions of CO predicted by our chemical model (solid
lines) and CLOUDY (dashed lines). These were calculated at solar metallicity and for densities
10−2 cm−3 ≤ nH ≤ 104 cm−3 in the absence of UV (black, No UV), in the presence of the
redshift zero Haardt & Madau (2001) extragalactic UV background (red, UVB), the Black
(1987) interstellar radiation field (yellow, ISRF) and ten times this interstellar radiation
field (blue, ISRF10). The shaded grey region highlights temperatures below 100 K that are
outside the range of temperatures that we are primarily interested in, but we include this
regime here for completeness. The agreement with CLOUDY is good except in gas with both
high density and high temperature, which is a combination that will be rare in nature.
with temperature as those from CLOUDY, although we generally tend to produce
higher H2 abundances for T . 103 K. This is primarily due to different dissociation
rates of H2 by cosmic rays used in CLOUDY compared to our model. In particular,
CLOUDY includes the cosmic ray induced photodissociation of H2, which is an order
of magnitude higher than the cosmic ray dissociation that we include in our model
based on the rates in the UMIST database.
We find similar trends in the presence of stronger UV radiation fields, although
the H2 abundances are small in these examples, so we do not show them here.
In figure 2.5 we show the molecular fraction of CO as a function of temperature
at solar metallicity for four different densities (different panels) and four different
UV radiation fields (different colours). We see that in the presence of the two
strongest UV radiation fields considered here the CO fraction (i.e. the fraction
of carbon that is in CO) remains low (< 10−4) even at the highest density shown
in figure 2.5 (nHtot = 10
4 cm−3). In the presence of the Haardt & Madau (2001)
extragalactic UV background the CO fraction reaches unity at nHtot ∼ 10
4 cm−3 for
temperatures 102 K . T . 103 K, while in the absence of UV the CO fraction is close
to one at these temperatures down to even lower densities, nHtot ∼ 10
2 cm−3.
The CO fractions predicted by our model agree well with CLOUDY, except at a
density nH ∼ 104 cm−3 and temperatures above a few thousand Kelvin where we
predict a lower CO abundance than CLOUDY. However, since it is unlikely that gas
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at such high densities would maintain temperatures of a few thousand Kelvin, this
is not a problem for us.
2.4.3 Impact of cosmic rays on ionisation balance and cooling
Once the gas becomes shielded from the UV radiation field, its ionisation balance
is typically dominated by cosmic ray ionisation at low temperatures. However,
the cosmic ray ionisation rate in the ISM is highly uncertain. By modelling the
chemistry of 23 low mass molecular cores to reproduce observed molecular ion
abundances, Williams et al. (1998) infer a cosmic ray ionisation rate for H2 of
ζH2 = 5 × 10
−17s−1, corresponding to an HI ionisation rate from cosmic rays of
ζHI = 2.5 × 10−17s−1 (this is the default value that we use in our models). How-
ever, other authors have measured very different values for the galactic cosmic
ray background. For example, Indriolo et al. (2007) use observations of H+3 ab-
sorption along twenty galactic sight lines to obtain a cosmic ray ionisation rate
ζHI = 2 × 10−16s−1, while McCall et al. (2003) derive an even higher value of
ζHI = 1.2 × 10−15s−1 based on laboratory measurements and H+3 observations to-
wards ζ Persei. Furthermore, the cosmic ray ionisation rate may also depend on
the galactic environment, for example Suchkov et al. (1993) estimate a much
higher density of cosmic rays in the starburst galaxy M82.
Figure 2.6 shows the impact of increasing or decreasing our default cosmic ray
ionisation rate by a factor of ten on the ionisation balance and cooling function of
fully shielded gas at solar metallicity and a density nH = 1 cm−3. In the left panels
we see that the ionisation fractions of singly ionised helium, carbon and oxygen
as well as hydrogen, and hence the electron abundance, change dramatically as
we vary the cosmic ray ionisation rate, confirming that, for our default value and
higher, cosmic rays do indeed dominate the ionisation balance in this fully shielded
regime. In the right hand panels we see that the cooling function is also signifi-
cantly affected, as cosmic rays are the primary source of heating in fully shielded
gas at these temperatures and densities, so increasing the cosmic ray ionisation
rate by a factor of ten above our default value increases the thermal equilibrium
temperature from around 100 K to 300 K. Furthermore, when we decrease it by a
factor of ten below our default value, we find that the cooling rate from molecular
hydrogen increases and more strongly dominates the cooling function.
2.5 Cooling in non-equilibrium interstellar gas
The cooling functions presented in the previous section were calculated in chem-
ical equilibrium. We now investigate what impact non-equilibrium chemistry can
have on the cooling rates of interstellar gas. We consider solar metallicity gas
that is cooling either isochorically or isobarically in the presence of the Haardt &
Madau (2001) extragalactic UV background for different densities. Isochoric cool-
ing is relevant to applications in hydrodynamic simulations, in which cooling over
individual hydrodynamic timesteps is typically done at fixed density. Isochoric
cooling is also relevant for rapidly cooling gas where the cooling time is shorter
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Figure 2.6: Comparison of the equilibrium ionisation fractions (left) and cooling functions
(right) for three different values of the cosmic ray ionisation rate of hydrogen: 2.5×10−16 s−1
(top row), 2.5×10−17 s−1 (middle row) and 2.5×10−18 s−1 (bottom row). These were calculated
using our chemical model at solar metallicity and a density nH = 1 cm−3 in the absence of
UV radiation. The shaded grey region highlights temperatures below 100 K that are outside
the range of temperatures that we are primarily interested in, but we include this regime
here for completeness. The cosmic ray ionisation rate, which is uncertain and may vary
with environment, has a significant effect on the abundances and cooling of self shielded
gas.
than the dynamical or sound crossing times for self gravitating or externally con-
fined gas respectively. Isobaric cooling is relevant more generally in interstellar gas
as the different phases of the ISM are usually in pressure equilibrium, so a parcel
of gas that is not subject to heating events such as shocks or stellar feedback would
tend to cool at constant pressure.
We start these calculations from chemical equilibrium and consider two differ-
ent initial temperatures. Starting from T = 104 K corresponds to gas that is cooling
from the warm phase of the ISM to the cold phase, while starting from T = 106
K corresponds to gas that has been strongly heated, for example by a supernova
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Figure 2.7: Non-equilibrium cooling functions (top left panel) and abundances of H2 (top
right), CII (bottom left) and electrons (bottom right) in gas cooling isochorically or isobari-
cally from 104 K, compared to their values in chemical equilibrium. These were calculated
using our chemical model in the presence of the redshift zero Haardt & Madau (2001) extra-
galactic UV background at solar metallicity and densities at T = 104 K of nH(104K) = 1 cm−3
(solid lines) and nH(104K) = 102 cm−3 (dashed lines).
event, and is subsequently cooling back towards the cold phase of the ISM. We
compare the resulting net radiative cooling rates of the gas with the equilibrium
cooling functions in sections 2.5.1 and 2.5.2 below.
2.5.1 Cooling from T = 104 K
The non-equilibrium cooling functions starting from T = 104 K are compared
with their corresponding equilibrium cooling functions in the top left panel of
figure 2.7, while the remaining panels compare the abundances of H2, CII and
electrons. We see that the non-equilibrium gas tends to have higher net cooling
rates than in equilibrium. This is because the electron density is decreasing as the
gas cools, but it takes a finite time for the electrons to recombine with ions. Thus,
if the recombination time is long compared to the cooling time, there will be a
recombination lag that results in a higher electron density at a given temperature
than we would expect in equilibrium, which is what we see in the bottom right
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Figure 2.8: The ratio of the non-equilibrium cooling rate of gas cooling isochorically from
chemical equilibrium at 104 K, ΛNE, to the cooling rate in chemical equilibrium, ΛEq, plotted
against temperature and density. These were calculated for a solar metallicity gas in the
presence of the redshift zero Haardt & Madau (2001) extragalactic UV background. Blue
regions indicate where non-equilibrium effects suppress the cooling rate, while red and
yellow regions indicate where they enhance the cooling rate. The black region indicates
where there is net heating in chemical equilibrium. The white curve shows the minimum
temperature to which the isochorically cooling gas is able to cool to before there is net
heating in the non-equilibrium cooling function. This is generally below the thermal equi-
librium temperature. The non-equilibrium and equilibrium rates differ by up to an order of
magnitude.
panel of figure 2.7. This recombination lag enhances the radiative cooling rate,
which is typically driven by electron-ion collisions. Furthermore, the photoheating
rate depends on the neutral fraction, so the recombination lag will also suppress
the photoheating of the gas.
One exception to the above trend can be seen in isochorically cooling gas at
a density nH = 102 cm−3 (the blue dashed curves in figure 2.7). In this example
the cooling rate around a temperature T ∼ 4000 K is slightly lower than in equilib-
rium. At this temperature the contribution to the equilibrium net cooling rate from
molecular hydrogen is comparable to that from SiII and FeII, the other dominant
coolants. However, the formation time for molecular hydrogen is long compared
to the cooling time-scale here, which results in a lower H2 abundance, as can be
seen in the top right panel. Hence its contribution to the cooling rate is suppressed
in the non-equilibrium cooling function.
The non-equilibrium cooling functions are generally able to cool to lower tem-
peratures than their corresponding equilibrium cooling functions. For example, in
the isochoric cooling functions at a density nH = 1 cm−3 (blue solid curves in the
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top left panel of figure 2.7), the equilibrium net cooling rate becomes negative
(net heating) at T ∼ 850 K, whereas the isochorically cooling gas cools to T ∼ 700
K. Thus non-equilibrium effects enable an isochorically or isobarically cooling gas
to cool below the thermal equilibrium temperature, before heating back up to-
wards its final thermal and chemical equilibrium. In figure 2.7 we only plot the
non-equilibrium rates and abundances down to the temperature at which the gas
begins to heat up again.
Furthermore, for some species, such as CII, the abundances in the examples
presented here tend to remain close to equilibrium. For other species, such as H2,
the abundances in isochorically or isobarically cooling gas can differ by up to an
order of magnitude from their equilibrium values.
To illustrate the density dependence of the non-equilibrium effects on the cool-
ing rate, we show in figure 2.8 the ratio of the non-equilibrium cooling rate of
gas cooling isochorically from chemical equilibrium at 104 K to the cooling rate in
chemical equilibrium, plotted against temperature and density. These were cal-
culated for solar metallicity in the presence of the redshift zero Haardt & Madau
(2001) extragalactic UV background (more examples can be found on our web-
site). Blue regions in this plot indicate where the non-equilibrium effects suppress
the cooling rate, while red and yellow regions indicate where they enhance the
cooling rate. The black region shows where the equilibrium net cooling rate is
negative (i.e. there is net heating). The white curve shows the minimum tem-
perature to which the isochorically cooling gas is able to cool before there is net
heating in the non-equilibrium cooling function. We see that the gas is generally
able to cool below the thermal equilibrium temperature.
For most densities in figure 2.8, the enhancement of the cooling rate in non-
equilibrium compared to the equilibrium cooling rate increases smoothly from
the initial temperature of 104 K down to the thermal equilibrium temperature.
This enhancement can reach up to a factor ∼ 10. However, at high densities
(nH & 102 cm−3), the cooling rate in non-equilibrium is suppressed at tempera-
tures around a few thousand Kelvin. This corresponds to the region where molec-
ular hydrogen dominates the cooling rate. This figure highlights in which regions
of the density-temperature plane these two opposing non-equilibrium effects are
important.
2.5.2 Cooling from T = 106 K
In the top left panel of figure 2.9 we compare the non-equilibrium cooling func-
tions starting from T = 106 K to their corresponding equilibrium cooling functions,
while the abundances of H2, CII and electrons are shown in the remaining pan-
els. At high temperatures (> 104 K) we find that non-equilibrium effects tend
to decrease the net cooling rates. This agrees with what Oppenheimer & Schaye
(2013a) found for gas typical of the intergalactic medium, and is caused by the
recombination lag allowing species in higher ionisation states to persist down to
lower temperatures. The electronic transitions in these high ionisation states are
more energetic compared to those in the lower ionisation states, and thus they
are more difficult to excite at these lower temperatures. Hence the cooling rates
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Figure 2.9: As figure 2.7, but for gas cooling from 106 K. Note that for the isobaric cooling
curves, the densities given in the legend are valid at T = 104 K.
from these more highly ionised species are smaller, and thus the net cooling rate
is suppressed with respect to the cooling rate in chemical equilibrium.
Once the gas temperature drops below 104 K, the non-equilibrium cooling rates
generally become higher than the equilibrium cooling functions, similar to the
trends we saw in figure 2.7. The most significant differences that we see compared
to the previous figure are for gas at a density nH = 102 cm−3. In this example the
isochoric non-equilibrium cooling curve in figure 2.9 shows significantly higher
cooling rates than in figure 2.7. This is because recombination lags induced as
the gas cooled from 106 K to 104 K still persist and thus the electron density is
even higher, as can be seen in the bottom right panel of figure 2.9, which further
enhances the metal line cooling. The isobarically cooling gas at nH = 102 cm−3 also
shows an enhanced net cooling rate just below 104 K compared to figure 2.7, for
the same reason. However, below T ∼ 2000 K the cooling rate drops below the
corresponding isobaric equilibrium cooling function. This is because the cooling is
dominated by H2 here, which is suppressed in the non-equilibrium cooling curve
due to the long formation time-scale of molecular hydrogen, as can be seen from
the top right panel.
In the bottom left panel of figure 2.9, the non-equilibrium abundances of CII
remain very close to their equilibrium values down to the peak at T ∼ 2 × 104 K.
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Figure 2.10: As figure 2.8, but for gas cooling isochorically from 106 K. The non-equilibrium
rate above 104 K is generally suppressed compared to the equilibrium cooling rate, whereas
below 104 K the enhancement of the cooling rate in non-equilibrium can exceed two orders
of magnitude and is thus even greater than we found for gas cooling from 104 K in figure 2.8.
However, below this temperature the CII abundance of the cooling gas tends to
fall below the equilibrium abundance, by up to an order of magnitude. We saw
in figure 2.7 that CII exhibited only a small recombination lag when the gas starts
cooling from 104 K, which indicates that it has a relatively short recombination
time compared to, for example, HII. Furthermore, the bottom right panel of fig-
ure 2.9 demonstrates that the electron abundance below 104 K is even higher in
this example than in gas that starts cooling from 104 K, due to recombination lags
of other species that persist from higher temperatures. This suggests that, as the
gas cools, the CII rapidly recombines to a lower abundance than in equilibrium
due to the enhanced electron abundance.
In figure 2.10 we show the ratio of the non-equilibrium cooling rate of gas cool-
ing isochorically from chemical equilibrium at 106 K to the cooling rate in chemical
equilibrium, plotted against temperature and density, for solar metallicity gas in
the presence of the Haardt & Madau (2001) extragalactic UV background. At tem-
peratures T > 104 K, we see that the non-equilibrium cooling rate is suppressed
compared to the equilibrium cooling rate, for the reasons discussed above. This
suppression becomes approximately independent of density for nH & 0.1 cm−3. Be-
low 104 K, the non-equilibrium cooling rate is enhanced due to the higher electron
abundance caused by recombination lags. This enhancement is even greater than
we saw in figure 2.8 for gas that starts cooling from 104 K, with an increase in the
non-equilibrium cooling rate of up to a factor ∼ 100 compared to in equilibrium.
Furthermore, this enhancement outweighs the suppression of the non-equilibrium
cooling rate at nH & 102 cm−3 and temperatures around a few thousand Kelvin that
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is caused by the long formation time-scale of molecular hydrogen.
2.6 Conclusions
We have presented a model to follow the non-equilibrium thermal and chemical
evolution of interstellar gas that is designed to be incorporated into hydrodynamic
simulations of galaxy formation. Our chemical network includes 157 species: the
molecules H2, H+2 , H
+
3 , OH, H2O, C2, O2, HCO
+, CH, CH2, CH+3 , CO, CH
+, CH+2 , OH
+,
H2O+, H3O+, CO+, HOC+ and O+2 , along with electrons and all ionisations states
of the 11 elements that dominate gas cooling (H, He, C, N, O, Ne, Mg, Si, S, Ca
and Fe). Our model includes chemical reactions on dust grains, most importantly
H2 formation, and thermal processes involving dust, such as photoelectric heating
(but not yet thermal dust emission). We also include photochemical reactions and
cosmic ray ionisations, along with their associated heating rates.
While we do not include metal depletion on dust grains in our model, as the
depletion factors of metals are highly uncertain, we show that the depletion factors
measured by Jenkins (2009) could potentially have a large effect on the cooling
function of interstellar gas (see figure 2.1).
We have compared the equilibrium ionisation balance and cooling functions
predicted by our model with the photoionisation code CLOUDY for a range of den-
sities 10−2 ≤ nH ≤ 104 cm−3, temperatures 10 K ≤ T ≤ 2 × 104 K, metallicities
0 ≤ Z ≤ Z and in the presence of four UV radiation fields: the Black (1987)
interstellar radiation field, ten times this interstellar radiation field, the Haardt
& Madau (2001) extragalactic UV background and finally in the absence of UV
radiation. These physical parameters include the typical conditions in the diffuse
ISM that we are interested in, and also extend down to colder gas. The equilib-
rium abundances and cooling functions predicted by our model generally agree
very well with those from CLOUDY (see figures 2.3, 2.4 and 2.5), and most remain-
ing differences are due to different choices for uncertain rates. Additional figures
showing all of these comparisons can be found on our website 9.
In our equilibrium cooling functions we find that the cooling rate of interstellar
gas is typically dominated by CII, SiII and FeII, with OI becoming important at
high densities (nHtot & 10
2 cm−3) and when the UV radiation field is weak (for
example the redshift zero Haardt & Madau 2001 extragalactic UV background).
We also find that at these high densities and low UV radiation intensities molecular
hydrogen dominates the cooling function, typically peaking around 1000− 2000 K.
See table 2.2 for a summary of the dominant coolants at solar metallicity. In
primordial gas, molecular hydrogen is the only significant source of cooling below
T ∼ 8000 K in our model.
We note that Glover & Jappsen (2007) also investigated which species con-
tribute significantly to the cooling rate of interstellar gas in order to determine
which ions to include in their chemical network. They looked at a similar range of
physical parameters (although only at a metallicity of 0.1Z). We generally agree




∼ 10% − 20% to the cooling rate, whereas we find that it is one of the most im-
portant coolants in several cases (see for example figure 2.3). However, Glover &
Jappsen (2007) used the elemental abundance ratios from Sembach et al. (2000),
which are based on observations of the warm neutral medium and therefore in-
clude the effects of depletion of metals onto dust grains. Since iron is strongly
affected by depletion onto dust grains (see table 2 of Sembach et al. 2000), and
we do not include this depletion in our model, this likely explains why FeII cooling
is much more important in our model than in Glover & Jappsen (2007).
We also calculate the non-equilibrium abundances and cooling functions of gas
that is cooling isochorically or isobarically. We find that non-equilibrium chemistry
tends to increase the cooling rates below 104 K compared to the cooling rates in
chemical (including ionisation) equilibrium, due to a recombination lag that re-
sults in a higher electron density at a given temperature (see figures 2.7 and 2.8).
We find enhancements in the cooling rate of up to an order of magnitude for gas
that starts cooling from 104 K. This enables the gas to cool below its thermal equi-
librium temperature, before subsequently heating back up to thermal and chemical
equilibrium.
The abundance of molecular hydrogen in isochorically or isobarically cooling
gas is lower than in equilibrium, by up to an order of magnitude, due to its rela-
tively long formation time-scale compared to the cooling time. This can reduce the
cooling rate if H2 dominates the equilibrium cooling function, i.e. for high density
(nHtot & 10
2 cm−3) gas at temperatures around a few thousand Kelvin.
Non-equilibrium effects above 104 K generally suppress the cooling rates as
higher ionisation species persist to lower temperatures. Such species have lower
cooling rates as their electronic transitions are more energetic and thus are more
difficult to excite at these lower temperatures. Furthermore, if we consider gas
that starts cooling from a temperature 106 K, the resulting recombination lag re-
sults in a higher electron density once it reaches 104 K compared to equilibrium.
Thus the enhancement of the net cooling rate below 104 K due to non-equilibrium
effects will be greater if the gas starts cooling from T  104 K than if we start in
equilibrium at ∼ 104 K. For gas cooling from 106 K, we find enhancements of up to
two orders of magnitude (see figure 2.10).
Throughout this paper we have focussed on photoionised gas in the optically
thin regime, although we also considered a case without any UV radiation. How-
ever, gas that is in the cold phase of the ISM, in particular molecular clouds, will
become shielded from the UV radiation field, both by dust and by the gas itself,
and hence the radiation field will vary with the depth into the cloud. In paper II we
shall describe the methods that we use to calculate the attenuated photochemical
rates in shielded gas and present the resulting chemistry and cooling properties
under such conditions.
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2.7 Appendix A: Dust temperature
Figure 2.11: Rate coefficient for the formation of molecular hydrogen on dust grains, calcu-
lated from equation 2.12, plotted against dust temperature for different gas temperatures.
The rate of formation of molecular hydrogen on dust grains depends on the
temperature of the dust as well as the gas, so we need to make an assumption
about the grain temperature. Glover & Clark (2012) calculate the dust tempera-
ture by assuming that it is in thermal equilibrium and hence solving the thermal
balance equation (their equation A2), but this adds to the computational cost of
the model. To investigate the impact that dust temperature has on the molecular
hydrogen abundance in our model we plot in figure 2.11 the rate coefficient kdust
(obtained by dividing equation 2.12 by nHI) as a function of the dust temperature
for different gas temperatures in the regime relevant to the diffuse ISM (102 K to
104 K). Below Tdust ≈ 6 K the rate falls very rapidly, but we would not expect to
find such low dust temperatures in the diffuse ISM. At higher dust temperatures
the rate of molecular hydrogen formation on dust grains remains fairly constant
up to 50 K, at which point it begins to decrease again, falling by a factor of just
over 2 by Tdust = 100 K. In figure 2.12 we compare the range of dust temperatures
calculated by CLOUDY using ten grain size bins (from 0.005 to 0.25µm, assuming
the power-law size distribution of Mathis et al. 1977) as a function of the gas
temperature, in the presence of different radiation fields. These were calculated
for carbonaceous grains, but we found that the temperatures of silicate grains are
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Figure 2.12: The range of (carbonaceous) dust grain temperatures calculated by CLOUDY
across the 10 grain size bins, plotted against gas temperature in the presence of the Black
(1987) interstellar radiation field (red), the redshift zero Haardt & Madau (2001) extra-
galactic UV background (yellow) and in the absence of UV radiation (blue).
Figure 2.13: Equilibrium molecular hydrogen fractions as a function of gas temperature,
calculated from our model using a constant dust temperature Tdust = 10 K (solid lines) and
Tdust = 50 K (dashed lines), either in the presence of the redshift zero Haardt & Madau
(2001) extragalactic UV background (UVB) or in the absence of UV (NoUV).
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similar. Even in the presence of the interstellar radiation field of Black (1987) the
highest dust temperatures in CLOUDY only just reach 50 K, and even this temper-
ature is only reached for gas temperatures near 104K, where molecular hydrogen
becomes unimportant. We therefore would not expect the rate of molecular hydro-
gen formation on dust grains to be significantly affected by variations in the dust
temperature in the range of physical conditions that we are interested in here, i.e.
those relevant to the diffuse ISM.
To confirm the insensitivity to the dust temperature, we compare the molecular
hydrogen fractions calculated using our model assuming different fixed dust tem-
peratures. These are shown in figure 2.13. We find that the change in molecular
hydrogen fraction as we increase the dust temperature from 10 K to 50 K is indeed
negligible. We therefore choose to fix the dust temperature at a constant 10 K in
our model.
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2.8 Appendix B: Chemical reactions
Reaction No.a Reaction Refb Reaction No.a Reaction Refb
1 H + e− → H− + γ 1 26 He+ + H→ He + H+ 17
2 H− + H→ H2 + e− 2 27 He + H+ → He+ + H 18
3 H + H+ → H+2 + γ 3 51 H
− + γ → H + e− 19, 20
4 H + H+2 → H2 + H
+ 4 52 H+2 + γ → H + H
+ 21
5 H− + H+ → H + H 5 53 H2 + γ → H + H This work
6 H+2 + e
− → H + H 6 54 H2 + γ → H+2 + e
− 22, 23
7 H2 + H+ → H+2 + H 7 60 H + H
−→
dust H2 24
8 H2 + e− → H + H + e− 8 61 H+ + e− −→dust H 25
9 H2 + H→ H + H + H 9, 10 63 He+ + e− −→dust He 25
10 H2 + H2 → H2 + H + H 11 67 H + cr→ H+ + e− 26, 27
11 H + e− → H+ + e− + e− 12 69 He + cr→ He+ + e− 27, 28
13c H+ + e− → H + γ 13 70 H2 + cr→ H+2 + e
− 28
15 H− + e− → H + e− + e− 12 83 H+2 + H
− → H + H + H 29
16 H− + H→ H + H + e− 12 84 H2 + e− → H− + H 30
17 H− + H+ → H+2 + e
− 14 85 H2 + He+ → He + H + H+ 31
24 He + e− → He+ + e− + e− 12 86 H2 + He+ → H+2 + He 31
25c He+ + e− → He + γ 15, 16 87 H+2 + H
− → H2 + H 29
aThe reaction numbers match those used in the code.
b1 - Wishart (1979); 2 - Bruhns et al. (2010); 3 - Ramaker & Peek (1976); 4 - Karpas et al. (1979);
5 - Moseley et al. (1970); 6 - Schneider et al. (1994); 7 - Savin et al. (2004); 8 - Trevisan & Tennyson
(2002); 9 - Mac Low & Shull (1986); 10 - Lepp & Shull (1983); 11 - Martin et al. (1998); 12 - Janev
et al. (1987); 13 - Ferland et al. (1992); 14 - Poulaert et al. (1978); 15 - Hummer & Storey (1998); 16
- Aldrovandi & Péquignot (1973); 17 - Zygelman et al. (1989); 18 - Kimura et al. (1993); 19 - de Jong
(1972); 20 - Shapiro & Kang (1987); 21 - van Dishoeck (1988); 22 - Yan et al. (1998); 23 - Wilms
et al. (2000); 24 - Cazaux & Tielens (2002); 25 - Weingartner & Draine (2001b); 26 - Williams et al.
(1998); 27 - Furlanetto & Stoever (2010); 28 - Le Teuff et al. (2000); 29 - Dalgarno & Lepp (1987); 30
- Schulz & Asundi (1967); 31 - Barlow (1984); 32 - Dove et al. (1987); 33 - Linder et al. (1995); 34 -
Kim et al. (1975); 35 - Petuchowski et al. (1989); 36 - Data from McCall et al. (2004), fit by Woodall
et al. (2007); 37 - Geppert et al. (2005); 38 - Prasad & Huntress (1980); 39 - Nelson & Langer (1999);
40 - Sidhu et al. (1992); 41 - Gerlich & Horning (1992); 42 - Dalgarno et al. (1990); 43 - Singh et
al. (1999); 44 - Smith et al. (2002); 45 - Wagner-Redeker et al. (1985); 46 - Dean et al. (1991); 47
- Harding et al. (1993); 48 - Smith et al. (2004); 49 - Baulch et al. (1992); 50 - Murrell & Rodriguez
(1986); 51 - Warnatz (1984); 52 - Frank (1986); 53 - Data from Frank & Just (1984) and Frank et
al. (1988), fit by Le Teuff et al. (2000); 54 - Mitchell & Deveau (1983); 55 - Fairbairn (1969); 56 -
Glover et al. (2010); 57 - Natarajan & Roth (1987); 58 - Tsang & Hampson (1986); 59 - Oldenborg
et al. (1992); 60 - Carty et al. (2006); 61 - Cohen & Westberg (1979); 62 - Azatyan et al. (1975); 63
- Adams et al. (1984); 64 - McEwan et al. (1999); 65 - Viggiano et al. (1980); 66 - Smith & Adams
(1977a,b); 67 - Fehsenfeld (1976); 68 - Smith et al. (1978); 69 - Adams et al. (1980); 70 - Milligan &
McEwan (2000); 71 - Dubernet et al. (1992); 72 - Jones et al. (1981); 73 - Raksit & Warneck (1980);
74 - Kim et al. (1974); 75 - Anicich et al. (1976); 76 - Adams et al. (1978); 77 - Smith et al. (1992);
78 - Mauclaire et al. (1978a,b); 79 - Adams & Smith (1976a,b); 80 - Federer et al. (1984); 81 - Peart
& Hayton (1994); 82 - Mitchell (1990); 83 - Larson et al. (1998); 84 - Rosén et al. (2000); 85 - Jensen
et al. (2000); 86 - Alge et al. (1983); 87 - Rosén et al. (1998); 88 - Stancil & Dalgarno (1998); 89 -
Andreazza & Singh (1997); 90 - Barinovs & van Hemert (2006); 91 - Herbst (1985); 92 - Field et al.
(1980); 93 - Orel (1987); 94 - Abel et al. (2002); 95 - Cohen & Westberg (1983); 96 - Walkauskas &
Kaufman (1975); 97 - Data from Fairbairn (1969) and Slack (1976), fit by Le Teuff et al. (2000); 98
- MacGregor & Berry (1973); 99 - van Dishoeck (1987); 100 - van Dishoeck et al. (2006); 101 - van
Dishoeck & Dalgarno (1984); 102 - Lee (1984); 103 - Sternberg & Dalgarno (1995); 104 - Visser et al.
(2009); 105 - Gredel et al. (1989); 106 - Maloney et al. (1996); 107 - Tielens & Hollenbach (1985);
108 - Oppenheimer & Schaye (2013a); 109 - Verner & Yakovlev (1995); 110 - Verner et al. (1996);
111 - Kaastra & Mewe (1993); 112 - Lotz (1967); 113 - Langer (1978); 114 - Scott et al. (1997)
cWe switch from the case A to case B recombination rates for hydrogen and helium when τHI > 1
and τHeI > 1 respectively.
Table 2.3: Summary of chemical reactions.
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88 H2 + He→ H + H + He 32 168 CO + H+3 → HOC
+ + H2 34
97 H+2 + H2 → H
+
3 + H 33 169 HCO
+ + C→ CO + CH+ 28
100 CO + H+3 → HCO
+ + H2 34 170 HCO+ + H2O→ CO + H3O+ 76
101 He+ + CO→ C+ + O + He 35 171 CH + H+ → CH+ + H 28
106 H+3 + e
− → H2 + H 36 172 CH2 + H+ → CH+2 + H 28
107 HCO+ + e− → CO + H 37 173 CH2 + He+ → C+ + He + H2 28
108 H+3 + Fe→ Fe
+ + H2 + H 38 174 C2 + He+ → C+ + C + He 28
111 HCO+ + γ → CO + H+ 39 175 OH + H+ → OH+ + H 28
112 H+3 + H→ H
+
2 + H2 40 176 OH + He
+ → O+ + He + H 28
113 CO + He+ → C + O+ + He 35 177 H2O + H+ → H2O+ + H 77
114 H+3 + e
− → H + H + H 36 178 H2O + He+ → OH + He + H+ 78
115 H2 + H+ → H+3 + γ 41 179 H2O + He
+ → OH+ + He + H 78
116 C + O→ CO + γ 42, 43 180 H2O + He+ → H2O+ + He 78
117 OH + H→ O + H + H 28 181 O2 + H+ → O+2 + H 77
118 HOC+ + H2 → HCO+ + H2 44 182 O2 + He+ → O+2 + He 79
119 HOC+ + CO→ HCO+ + CO 45 183 O2 + He+ → O+ + O + He 79
120 C + H2 → CH + H 46 184 O+2 + C→ O2 + C
+ 28
121 CH + H→ C + H2 47 185 CO+ + H→ CO + H+ 80
122 CH + H2 → CH2 + H 28 186 C− + H+ → C + H 28
123 CH + C→ C2 + H 48 187 O− + H+ → O + H 28
124 CH + O→ CO + H 49, 50 188 He+ + H− → He + H 81
125 CH2 + H→ CH + H2 51 189 CH+ + e− → C + H 82
126 CH2 + O→ CO + H + H 52 190 CH+2 + e
− → CH + H 83
127 CH2 + O→ CO + H2 53 191 CH+2 + e
− → C + H + H 83
128 C2 + O→ CO + C 54, 55, 56 192 CH+2 + e
− → C + H2 83
129 O + H2 → OH + H 57 193 CH+3 + e
− → CH2 + H 82
130 OH + H→ O + H2 58 194 CH+3 + e
− → CH + H2 82
131 OH + H2 → H2O + H 59 195 CH+3 + e
− → CH + H + H 28
132 OH + C→ CO + H 48 196 OH+ + e− → O + H 82
133 OH + O→ O2 + H 28, 56, 60 197 H2O+ + e− → O + H + H 84
134 OH + OH→ H2O + O 48 198 H2O+ + e− → O + H2 84
135 H2O + H→ H2 + OH 61 199 H2O+ + e− → OH + H 84
136 O2 + H→ OH + O 28 200 H3O+ + e− → H + H2O 85
137 O2 + H2 → OH + OH 62 201 H3O+ + e− → OH + H2 85
138 O2 + C→ CO + O 28, 48 202 H3O+ + e− → OH + H + H 85
139 CO + H→ C + OH 28 203 H3O+ + e− → O + H + H2 85
140 C + H+2 → CH
+ + H 28 204 O+2 + e
− → O + O 86
141 C + H+3 → CH
+ + H2 28 205 CO+ + e− → C + O 87
142 C+ + H2 → CH+ + H 63 206 HCO+ + e− → OH + C 37
143 CH+ + H→ C+ + H2 64 207 HOC+ + e− → CO + H 28
144 CH+ + H2 → CH+2 + H 64 208 H
− + C→ CH + e− 28
145 CH+ + O→ CO+ + H 65 209 H− + O→OH + e− 28
146 CH2 + H+ → CH+ + H2 28 210 H− + OH→ H2O + e− 28
147 CH+2 + H→ CH
+ + H2 28 211 C− + H→ CH + e− 28
148 CH+2 + H2 → CH
+
3 + H 66 212 C
− + H2 → CH2 + e− 28
149 CH+2 + O→ HCO
+ + H 28 213 C− + O→ CO + e− 28
150 CH+3 + H→ CH
+
2 + H2 28 214 O
− + H→ OH + e− 28
151 CH+3 + O→ HCO
+ + H2 67 215 O− + H2 → H2O + e− 28
152 C2 + O+ → CO+ + C 28 216 O− + C→ CO + e− 28
153 O+ + H2 → OH+ + H 68, 69 217 C + e− → C− + γ 88
154 O + H+2 → OH
+ + H 28 218 C + H→ CH + γ 38
155 O + H+3 → OH
+ + H2 70 219 C + H2 → CH2 + γ 38
156 OH + H+3 → H2O
+ + H2 28 220 C + C→ C2 + γ 89
157 OH + C+ → CO+ + H 71 221 C+ + H→ CH+ + γ 90
283 OH + C+ → CO + H+ 71 222 C+ + H2 → CH+2 + γ 91
158 OH+ + H2 → H2O+ + H 72 223 C+ + O→ CO+ + γ 42
159 H2O+ + H2 → H3O+ + H 73 224 O + e− → O− + γ 28
160 H2O + H+3 → H3O
+ + H2 74 225 O + H→ OH + γ 28
161 H2O + C+ → HCO+ + H 75 226 O + O→ O2 + γ 38
162 H2O + C+ → HOC+ + H 75 227 OH + H→ H2O + γ 92
163 H3O+ + C→ HCO+ + H2 28 228 H + H + H→ H2 + H 93, 94
164 O2 + C+ → CO+ + O 66 229 H + H + H2 → H2 + H2 95
165 O2 + C+ → CO + O+ 66 230 H + H + He→ H2 + He 96
166 O2 + CH+2 → HCO
+ + OH 66 231 C + C + He→ C2 + He 56, 97
167 O+2 + C→ CO




233 C+ + O + He→ CO+ + He 35 273 CH+ + γcr → C+ + H 105
234 C + O+ + He→ CO+ + He 35 274 CH2 + γcr → CH+2 + e
− 28
235 O + H + He→ OH + He 58 275 CH2 + γcr → CH + H 28
236 OH + H + He→ H2O + He 49 276 C2 + γcr → C + C 105
237 O + O + He→ O2 + He 51 277 OH + γcr → O + H 105
238 O + CH→ HCO+ + e− 98 278 H2O + γcr → OH + H 105
239 H+3 + γ → H2 + H
+ 99 279 O2 + γcr → O + O 105
240 H+3 + γ → H
+




241 C− + γ → C + e− 28 281 CO + γcr → C + O 106
242 CH + γ → C + H 100 303 CO+ + H2 → HCO+ + H 114
243 CH + γ → CH+ + e− 21 304 CO+ + H2 → HOC+ + H 114
244 CH+ + γ → C + H+ 100 44 C+ + Si→ C + Si+ 38
245 CH2 + γ → CH + H 100 79 Fe + C+ → Fe+ + C 38
246 CH2 + γ → CH+2 + e
− 28 80 Fe + Si+ → Fe+ + Si 107
247 CH+2 + γ → CH
+ + H 100 294 C+ + Mg→ C + Mg+ 38
248 CH+3 + γ → CH
+
2 + H 28 295 N
+ + Mg→ N + Mg+ 38
249 CH+3 + γ → CH
+ + H2 28 296 Si+ + Mg→ Si + Mg+ 38
250 C2 + γ → C + C 100 297 S+ + Mg→ S + Mg+ 38
251 O− + γ → O + e− 28 64 C+ + e− −→dust C 25
252 OH + γ → O + H 101 65 O+ + e− −→dust O 25
253 OH + γ → OH+ + e− 28 66 Si+ + e− −→dust Si 25
254 OH+ + γ → O + H+ 100 77 Fe+ + e− −→dust Fe 25
255 H2O + γ → OH + H 102 290 Mg+ + e− −→dust Mg 25
256 H2O + γ → H2O+ + e− 21 291 S+ + e− −→dust S 25
257 H2O+ + γ → H+2 + O 103 292 Ca
+ + e− −→dust Ca 25
258 H2O+ + γ → H+ + OH 103 293 Ca++ + e− −→dust Ca+ 25
259 H2O+ + γ → O+ + H2 103 298 He+ + e− → He++ + e− + e− 108
260 H2O+ + γ → OH+ + H 103 299 He+ + γ → He++ + e− 108
261 H3O+ + γ → H+ + H2O 103 300 He++ + e− → He+ 108
262 H3O+ + γ → H+2 + OH 103 301 He
++ + H→ He+ + H+ 108
263 H3O+ + γ → H2O+ + H 103 302 He+ + cr→ He++ + e− 112, 113
264 H3O+ + γ → OH+ + H2 103 CollisIonab A+i + e− → A+i+1 + e− + e− 108
265 O2 + γ → O+2 + e
− 100 Recomb.c A+i+1 + e− → A+i + γ 108
266 O2 + γ → O + O 100 PhotoIon A+i + γ → A+i+1 + e− 109, 110
267 CO + γ → C + O 104 Auger A+i + γ → A+i+n + ne− 109, 110, 11
268 H2 + cr→ H+ + H + e− 28 CTHion A+i + H+ → A+i+1 + H 108
269 H2 + cr→ H+ + H− 28 CTHrec A+i+1 + H→ A+i + H+ 108
89 H2 + cr→ H + H 28 CTHeion A+i + He+ → A+i+1 + He 108
270 CO + cr→ CO+ + e− 28 CTHerec A+i+1 + He→ A+i + He+ 108
272 CH + γcr → C + H 105 CosmicRays A+i + cr→ A+i+1 + e− 28, 112, 113
aElements A include C, N, O, Ne, Mg, Si, S, Ca & Fe.
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COOLING IN THE DIFFUSE INTERSTELLAR
MEDIUM - II. SHIELDED GAS
We extend the non-equilibrium model for the chemical and thermal evolution of
diffuse interstellar gas presented in Richings et al. (2014) to account for shielding
from the UV radiation field. We attenuate the photochemical rates by dust and
by gas, including absorption by HI, H2, HeI, HeII and CO where appropriate. We
then use this model to investigate the dominant cooling and heating processes in
interstellar gas as it becomes shielded from the UV radiation. We consider a one-
dimensional plane-parallel slab of gas irradiated by the interstellar radiation field,
either at constant density and temperature or in thermal and pressure equilibrium.
The dominant thermal processes tend to form three distinct regions in the clouds.
At low column densities cooling is dominated by ionised metals such as SiII, FeII,
FeIII and CII, which are balanced by photoheating, primarily from HI. Once the
hydrogen-ionising radiation becomes attenuated by neutral hydrogen, photoelec-
tric dust heating dominates, while CII becomes dominant for cooling. Finally, dust
shielding triggers the formation of CO and suppresses photoelectric heating. The
dominant coolants in this fully shielded region are H2 and CO. The column density
of the HI-H2 transition predicted by our model is lower at higher density (or at
higher pressure for gas clouds in pressure equilibrium) and at higher metallicity,
in agreement with previous PDR models. We also compare the HI-H2 transition in
our model to two prescriptions for molecular hydrogen formation that have been
implemented in hydrodynamic simulations.
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3.1 Introduction
The thermal evolution of gas is an important component of hydrodynamic sim-
ulations of galaxy formation as it determines how quickly the gas can cool and
collapse to form dense structures, and ultimately stars. The star formation in such
simulations can be limited to the cold phase of the interstellar medium (ISM) if
we have sufficient resolution to resolve the Jeans mass (MJ ∝ ρ−1/2T 3/2) in the
cold gas. It is desirable to include a multi-phase treatment of the ISM, as this will
produce a more realistic description of the distribution of star formation within
the galaxy, along with the resulting impact of stellar feedback on the ISM and
the galaxy as a whole (e.g. Ceverino & Klypin 2009; Governato et al. 2010; Halle
& Combes 2013; Hopkins et al. 2014). Therefore, it is important that we cor-
rectly follow the thermal evolution of gas between the warm (T ∼ 104 K) and cold
(T . 100 K) phases of the ISM in these simulations.
The radiative cooling rate depends on the chemical abundances in the gas,
including the ionisation balance, and hence on its chemical evolution. However,
following the full non-equilibrium chemistry of the ISM within a hydrodynamic
simulation can be computationally expensive, as it requires us to integrate a sys-
tem of stiff differential equations that involves hundreds of species and thousands
of reactions. Therefore, many existing cosmological hydrodynamic simulations
use tabulated cooling rates assuming chemical (including ionisation) equilibrium,
meaning that the abundances of individual ions and molecules have reached an
equilibrium or steady state. For example, the cosmological simulations that were
run as part of the OverWhelmingly Large Simulations project (OWLS; Schaye
et al. 2010) use the pre-computed cooling functions of Wiersma et al. (2009),
which were calculated using CLOUDY1 (Ferland et al. 1998, 2013) as a function
of temperature, density and abundances of individual elements assuming ionisa-
tion equilibrium in the presence of the Haardt & Madau (2001) extragalactic UV
background. However, this assumption of ionisation equilibrium may not remain
valid if the cooling or dynamical time-scale becomes short compared to the chemi-
cal time-scale (e.g. Kafatos 1973; Gnat & Sternberg 2007; Oppenheimer & Schaye
2013a; Vasiliev 2013) or if the UV radiation field is varying in time (e.g. Oppen-
heimer & Schaye 2013b).
In the first paper of this series (Richings et al. 2014; hereafter paper I) we
presented a chemical network to follow the non-equilibrium thermal and chemical
evolution of interstellar gas. Using this model we investigated the chemistry and
cooling properties of optically thin interstellar gas in the ISM and identified the
dominant coolants for gas exposed to various UV radiation fields. We also looked
at the impact that non-equilibrium chemistry can have on the cooling rates and
chemical abundances of such gas.
In this paper we extend our thermochemical model to account for gas that
is shielded from the incident UV radiation field by some known column density.
We focus on physical conditions with densities 10−2 cm−3 . nHtot . 10
4 cm−3 and




from the warm phase to the cold phase of the ISM. We apply our model to a
one-dimensional plane-parallel slab of gas that is irradiated by the Black (1987)
interstellar radiation field to investigate how the chemistry and cooling proper-
ties of the gas change as it becomes shielded from the UV radiation, both by dust
and by the gas itself. The spectral shape of the radiation field will change with
the depth into the cloud as high energy photons are able to penetrate deeper.
Hence, the major coolants and heating processes will vary with column density.
Such one-dimensional models are commonly used to model photodissociation re-
gions (PDRs) and diffuse and dense clouds (e.g. Tielens & Hollenbach 1985; van
Dishoeck & Black 1986, 1988; Le Petit et al. 2006; Visser et al. 2009; Wolfire et al.
2010).
It has been suggested recently that the star formation rate of galaxies may be
more strongly correlated to the molecular gas content than to atomic hydrogen
(Wong & Blitz 2002; Schaye 2004; Kennicutt et al. 2007; Leroy et al. 2008; Bigiel
et al. 2008, 2010), although the more fundamental and physically relevant cor-
relation may be with the cold gas content (Schaye 2004; Krumholz et al. 2011;
Glover & Clark 2012). Motivated by this link between molecular hydrogen and
star formation, a number of studies have implemented simple methods to follow
the abundance of H2 in numerical simulations of galaxies (e.g. Pelupessy et al.
2006; Gnedin et al. 2009; McKee & Krumholz 2010; Christensen et al. 2012). We
compare the H2 fractions predicted by some of these methods to those calculated
using our model to investigate the physical processes that determine the HI-H2
transition and to explore in which physical regimes these various prescriptions
remain valid.
This paper is organised as follows. In section 3.2 we summarise the thermo-
chemical model presented in paper I, and in section 3.3 we describe how the pho-
tochemical rates are attenuated by dust and gas. We look at the photoionisation
rates in section 3.3.1, the photodissociation of molecular species in section 3.3.2
and the photoheating rates in section 3.3.3. In section 3.4 we apply this model
to a one-dimensional plane-parallel slab of gas to investigate the chemistry and
cooling properties of the gas as it becomes shielded from the UV radiation field,
and we compare these results with CLOUDY. In section 3.5 we compare the time-
dependent molecular H2 fractions predicted by our model with two prescriptions
for H2 formation taken from the literature that have been implemented in hydro-
dynamic simulations. Finally, we discuss our results and conclusions in section 3.6.
3.2 Thermochemical Model
In this section we give a brief overview of the chemical and thermal processes that
are included in our model. These are described in more detail in paper I.
We follow the evolution of 157 chemical species, including 20 molecules (H2,
H+2 , H
+
3 , OH, H2O, C2, O2, HCO
+, CH, CH2, CH+3 , CO, CH
+, CH+2 , OH
+, H2O+,
H3O+, CO+, HOC+ and O+2 ) along with electrons and all ionisation states of the
11 elements that dominate the cooling rate (H, He, C, N, O, Ne, Si, Mg, S, Ca
and Fe). The rate equations of these species and the equation for the temperature
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evolution give us a system of 158 differential equations that we integrate from
the initial conditions with CVODE (a part of the SUNDIALS2 suite of non-linear
differential/algebraic equation solvers), using the backward difference formula
method and Newton iteration.
3.2.1 Chemistry
Our chemical network contains 907 reactions, including:
Collisional reactions. We include the collisional ionisation, radiative and di-electronic
recombination and charge transfer reactions of all ionisation states of the 11
elements in our network. The rate coefficients of these reactions were tabu-
lated as a function of temperature by Oppenheimer & Schaye (2013a) using
CLOUDY (they use version 10.00, but they have since produced updated ver-
sions of these tables using version 13.01 of CLOUDY3). We also include re-
actions for the formation and destruction of molecular hydrogen taken from
Glover & Jappsen (2007); Glover & Abel (2008) and others, and the CO net-
work from Glover et al. (2010) with some small modifications (see section
2.5 of paper I).
Photochemical reactions. We compute the optically thin photoionisation rates us-
ing the grey approximation cross sections of each atom and ion species for
a given UV spectrum, which we calculate using the frequency dependent
cross sections from Verner & Yakovlev (1995) and Verner et al. (1996). We
also include Auger ionisation, where photoionisation of inner shell electrons
can lead to the ejection of multiple electrons by a single photon. For these
we use the electron vacancy distribution probabilities from Kaastra & Mewe
(1993). We assume that the optically thin photodissociation rate of molec-
ular hydrogen scales linearly with the number density of photons in the en-
ergy band 12.24 eV < hν < 13.51 eV, normalised to the photodissociation
rate in the presence of the Black (1987) interstellar radiation field calcu-
lated by CLOUDY (see section 2.2.2 of paper I). For the remaining molecular
species, we use the photoionisation and photodissociation rates given by van
Dishoeck et al. (2006) and Visser et al. (2009) where available, or Glover et
al. (2010) otherwise. In paper I we only considered optically thin gas. In
section 3.3 we describe how we modify these optically thin rates for shielded
gas.
Cosmic ray ionisation. The primary ionisation rate of HI due to cosmic rays, ζHI,
is a free parameter in our model. We use a default value of ζHI = 2.5×10−17 s−1
(Williams et al. 1998), although recent observations suggest that this could
be an order of magnitude larger (e.g. Indriolo & McCall 2012). In paper I we
consider the impact that increasing or decreasing our default value of ζHI by
a factor of ten can have on the abundances in fully shielded gas (see figure
6 in paper I).
2https://computation.llnl.gov/casc/sundials/main.html
3These updated tables are available on the website: http://noneq.strw.leidenuniv.nl
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The cosmic ray ionisation rates of the other species are then scaled linearly
with ζHI. The ratio of the ionisation rate of each species with respect to HI is
assumed to be equal to the ratio of these ionisation rates given in the UMIST
database4 (Le Teuff et al. 2000) where available. For species that do not
appear in this database, we calculate their cosmic ray ionisation rate with
respect to ζHI using Lotz (1967), Silk (1970) and Langer (1978). For the
molecular species, we use the cosmic ray ionisation and dissociation rates
from table B3 of Glover et al. (2010), again scaled with ζHI.
Dust grain reactions. The formation rate of molecular hydrogen on dust grains
is calculated using equation 18 from Cazaux & Tielens (2002). We take
a constant dust temperature Tdust = 10 K, which we find has a negligible
impact on our results, and we assume that the abundance of dust scales
linearly with metallicity. We also include a small number of recombination
reactions on dust grains, taken from Weingartner & Draine (2001a).
3.2.2 Thermal processes
For a complete list of cooling and heating processes in our model, see table 1 of
paper I. Below we summarise some of the cooling and heating mechanisms that
are most important in the diffuse ISM.
Metal-line cooling. Oppenheimer & Schaye (2013a) tabulate the radiative cool-
ing rates of all ionisation states of the 11 elements in our chemical network
as a function of temperature, calculated using CLOUDY (as for the rate co-
efficients, they use version 10.00, but they have since produced updated
versions of these tables using version 13.01 of CLOUDY3). We use these cool-
ing rates for most metal species in our model. However, these rates as-
sume that the radiative cooling is dominated by electron-ion collisions. For
a small number of species this assumption can break down at low tempera-
tures (T . 103 K). We therefore found it necessary to calculate the cooling
rates of OI and CI as a function of temperature and of HI, HII and electron
densities, using the same method as Glover & Jappsen (2007). This enables
us to follow the radiative cooling rates of these species in regimes that are
dominated by collisions with HI or HII, as well as when electron-ion colli-
sions dominate. We also tabulated the cooling rates of CII, NII, SiII and FeII
as functions of temperature and electron density using version 7.1 of the
CHIANTI database5 (Dere et al 1997; Landi et al 2013).
H2 rovibrational cooling. We use the H2 cooling function from Glover & Abel
(2008), assuming an ortho- to para- ratio of 3:1. This includes collisional
excitation of the rovibrational levels of molecular hydrogen by HI, HII, H2,
HeI and electrons.
Photoheating. We calculate the average excess energy of ionising photons for
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cross sections from Verner & Yakovlev (1995) and Verner et al. (1996). We
then multiply these by the corresponding photoionisation rate to obtain the
photoheating rate for each species. See section 3.3.3 for a description of
how we modify these optically thin photoheating rates for shielded gas.
Photoelectric heating. The absorption of UV photons by dust grains can release
electrons, and the excess energy that is absorbed by the electrons is quickly
thermalised, which heats the gas. We calculate the photoelectric heating rate
from dust grains using equations 1 and 2 from Wolfire et al. (1995).
3.3 Shielding processes
In paper I we considered only optically thin gas. However, for shielded gas we
need to consider how both the intensity and the shape of the UV spectrum change
as the radiation field becomes attenuated by both dust and the gas itself. The
photochemical rates presented in paper I involve integrals over photon frequency,
but these are expensive to compute. For the optically thin rates we use the grey
approximation to obtain the average cross section of each species, weighted by the
frequency dependent radiation field, so that these integrals do not need to be re-
evaluated at every timestep in the chemistry solver. However, this approximation
becomes invalid if the shape of the UV spectrum is no longer invariant.
In the following sections we describe how we modify the optically thin rates
of photoionisation, photodissociation and photoheating for gas that is shielded by
a known column density. To implement these methods in a hydrodynamic simu-
lation, we would need to estimate this column density for each gas particle/cell.
This is typically done by assuming that shielding occurs locally over some charac-
teristic length scale L, so that the column density Ni of a gas cell with density ni
can be estimated from local quantities as:
Ni = niL. (3.1)
If the macroscopic velocity gradient dv/dr is large with respect to local varia-
tions in the thermal line broadening, for example in turbulent molecular clouds,
we can use the Sobolev length (Sobolev 1957), which gives the length scale over
which the Doppler shift of a line due to the velocity gradient is equal to the thermal





where vth is the thermal velocity. This method is applicable to the shielding of
individual lines, for example in the self-shielding of molecular hydrogen. Gnedin
et al. (2009) use a Sobolev-like approximation to estimate the column density







By integrating column densities along random lines of sight in their cosmolog-
ical simulations, in which they are able to resolve individual giant molecular
complexes, Gnedin et al. (2009) confirm that this approximation reproduces the
true column density with a scatter of a factor ∼ 2 in the range 3 × 1020 cm−2 <
NHI + 2NH2 < 3 × 10
23 cm−2 (see their figure 1).
An alternative approach is to assume that shielding occurs locally on scales
of the Jeans length, LJeans (Schaye 2001a,b; Rahmati et al. 2013). For example,
Hopkins et al. (2014) integrate the density out to LJeans for each particle to obtain
its shielding column density, which they use to attenuate the UV background.
Wolcott-Green et al. (2011) use these three methods to estimate the self-
shielding of molecular hydrogen and compare them to their calculations of the
radiative transfer of Lyman Werner radiation through simulated haloes at redshift
z ∼ 10. They find that using the Sobolev length (equation 3.2) is the most accu-
rate method based only on local properties, compared to their radiative transfer
calculations.
Our chemical model could also be coupled to a full 3D radiative transfer sim-
ulation, in which the shielding of the UV radiation is computed by the radiative
transfer solver rather than using the methods that we describe below. However, to
include the impact of shielding on the shape of the UV spectrum, we require mul-
tiple frequency bins, as the spectral shape is assumed to remain constant within
individual frequency bins. Such a calculation is likely to be computationally ex-
pensive. In a future work we shall compare our methods described below, with
different approximations for the column density, to radiative transfer calculations
to investigate in which physical conditions these various approximations can be
applied in hydrodynamic simulations.
3.3.1 Photoionisation
The incident UV radiation field is attenuated by both dust and gas. The factor by
which dust reduces the photoionisation rate of a species can be written as:




−4.0 × 10−22γidNHtot Z/Z
)
, (3.4)
where we can express this factor in terms of the visual extinction Av or the total
intervening hydrogen column density NHtot = NHI +NHII +2NH2 . Following Krumholz
et al. (2011), we use Av/NHtot = 4.0 × 10
−22Z/Zmag cm2, which is intermediate
between the values from the models of Weingartner & Draine (2001b) for the
Milky Way (with a visual extinction to reddening ratio Rv = 3.1 or 5.5), the Large
Magellanic Cloud and the Small Magellanic Cloud, and assumes that the dust
content of the gas scales linearly with its metallicity. The factor γid is a constant
that is different for each species and depends on the range of photon energies
that ionise that species. This factor accounts for the fact that the absorbing cross
section of dust grains varies with photon energy, so the effective dust column
density depends on which energy range we are interested in. We use the values
for γid calculated for the Draine (1978) interstellar radiation field from table 3
of van Dishoeck et al. (2006) where available, or from table B2 of Glover et al.
(2010) otherwise. Since CaI and CaII were not included in either reference, we
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Figure 3.1: The effect of dust and gas shielding on the radiation spectrum. The incident
spectrum of the Black (1987) interstellar radiation field is shown by the black curve, and the
coloured curves show the resulting spectrum after it has passed through a total hydrogen
column density NHtot = 1.6 × 10
21 cm−2 at solar metallicity, as calculated by CLOUDY, and the
spectrum attenuated only by HI, by HI and HeI, and by HI, HeI and dust.
simply use the value of γid from species that have similar ionisation energies (MgI
and CI respectively).
While dust is the dominant source of absorption of UV radiation below 13.6
eV, above this limit UV radiation is strongly absorbed by neutral hydrogen, since
photons at these energies are able to ionise hydrogen, which has a much higher
cross sectional area σH (∼ 10−17cm2 at 1 Ryd) than the dust. Neutral helium can
also significantly attenuate the UV radiation at energies above 24.6 eV.
To illustrate how different components impact the spectrum at different en-
ergies, we show in figure 3.1 the Black (1987) interstellar radiation field and
the resulting spectrum after it has passed through a total hydrogen column den-
sity NHtot = 1.6 × 10
21 cm−2 at solar metallicity, including an HI column density
NHI = 1.2 × 1020 cm−2 and a HeI column density NHeI = 1.6 × 1020 cm−2, as calcu-
lated by CLOUDY. We then compare these to a spectrum attenuated by only HI, by
HI and HeI, and by HI, HeI and dust, calculated using the frequency dependent
cross sections of Verner et al. (1996) and the dust opacities from Martin & Whittet
(1990). We see that at energies just below 1 Ryd the UV radiation is suppressed by
dust absorption, while the strong break above 1 Ryd is caused by neutral hydro-
gen. Comparing the green curve to the blue and yellow curves, we also see that
absorption by neutral helium is important at higher energies, from a few Rydbergs
up to 100 Ryd, while dust absorption is relatively unimportant at these higher en-
ergies. Note that the attenuated spectrum calculated by CLOUDY (the red curve)
includes thermal emission from dust grains, which is why it is slightly higher than
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the incident spectrum at low energies E < 10−4 Ryd.
Throughout this paper we use the Black (1987) interstellar radiation field,
which consists of the background radiation field from IR to UV of Mathis et al.
(1983), the soft X-ray background from Bregman & Harrington (1985) and a
blackbody with a temperature of 2.7 K. However, several of the photoionisation
and photodissociation rates that we use for molecular species were calculated us-
ing the Draine (1978) interstellar radiation field (e.g. van Dishoeck et al. 2006;
Visser et al. 2009). We normalise these rates by the radiation field strength in the
energy band 6 eV < hν < 13.6 eV, but the shape of these UV spectra are different.
This will introduce an additional uncertainty in our results.
While the column densities considered in the above example are typical of
cold, atomic interstellar gas, there are certain regimes in which we also need to
include the attenuation by additional species. For example, once the gas becomes
molecular, the H2 column density can be greater than the neutral hydrogen column
density. Furthermore, at the high temperatures and low densities that are typical
of the circumgalactic medium (for example T ∼ 105 K, nHtot ∼ 10
−4 cm−3), helium is
singly ionised and shielding of radiation above 54.4 eV by HeII can be important.
Therefore, to calculate the shielded photoionisation rates of species with ionisation
energies above 13.6 eV, we need to account for the attenuation by four species:
HI, H2, HeI and HeII. For an incident spectrum with intensity Jν per unit solid








− NHeIσν,HeI − NHeIIσν,HeII)σν,idν , (3.5)
where σν,i and ν0,i are respectively the frequency dependent cross section and the
ionisation threshold frequency of species i.
Calculating these integrals at every timestep in the chemistry solver would
be too computationally expensive, so instead we need to pre-compute them and
tabulate the results. However, this would require us to tabulate the optically thick
rates in four dimensions, one for each of the attenuating column densities, for
every species. Such tables would require too much memory to be feasible. To




3.00σν,HI hν > 15.4 eV = hν0,H2
0 otherwise. (3.6)
Similarly, the HeII cross section can be approximated as:
σν,HeII ≈
{
0.75σν,HeI hν > 54.4 eV = hν0,HeII
0 otherwise. (3.7)
We use the H2 cross section from Yan et al. (1998) and Wilms et al. (2000), and
the HI, HeI and HeII cross sections from Verner & Yakovlev (1995) and Verner et
al. (1996).
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Using these approximations, we can divide the shielded photoionisation rates
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where the effective hydrogen and helium column densities are:
NeffH = NHI + 3.00NH2 (3.9)
NeffHe = NHeI + 0.75NHeII. (3.10)
These effective column densities also account for the attenuation by H2 and HeII
respectively. Note that equation 3.8 is valid for species with an ionisation threshold
frequency ν0,i < ν0,H2 . If ν0,i ≥ ν0,H2 , the first integral will be zero. Similarly, the
second integral in equation 3.8 will also be zero if ν0,i ≥ ν0,HeII.
By using these approximations, we only need to create tables of S gas,{1,2,3} in
up to two dimensions, which greatly reduces the memory that they require. This
approach is not exact, but we find that it introduces errors in Γi,thick of at most a
few tens of per cent, and typically much less than this. In Appendix A we show
the relative errors in the photoionisation rates of each species that are introduced
by these approximations. For each species i we use equation 3.8 to tabulate the










He) as a function of the given
column densities from 1015 to 1024 cm−2 in intervals of 0.1 dex. Added together,
these integrals give the ratio of the optically thick to the optically thin photoioni-
sation rate of species i, S igas(NHI,NH2 ,NHeI,NHeII).
3.3.2 Photodissociation
The photodissociation rates of molecular species are attenuated by dust accord-
ing to equation 3.4, where we take the values of γid calculated for the Draine
(1978) interstellar radiation field from table 2 of van Dishoeck et al. (2006) where
available, or from table B2 of Glover et al. (2010) otherwise. In addition to
dust shielding, the absorption of Lyman Werner radiation (i.e. photon energies
11.2 eV < hν < 13.6 eV) by molecular hydrogen allows H2 to become self-shielded.
An accurate treatment of this effect would require us to solve the radiative trans-
fer of the Lyman Werner radiation and to follow the level populations of the rovi-
brational states of the H2 molecule, which would be computationally expensive.
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However, we can approximate the self-shielding of H2 as a function of H2 col-
umn density. For example, the following analytic fitting function from Draine &
Bertoldi (1996) is commonly used in hydrodynamic simulations of galaxies and
molecular clouds (e.g. Glover & Jappsen 2007; Glover et al. 2010; Gnedin et al.







exp(−8.5 × 10−4(1 + x)1/2), (3.11)
where x ≡ NH2/(5 × 10
14cm−2), ωH2 and α are adjustable parameters (Draine &
Bertoldi 1996 use ωH2 = 0.035 and α = 2), b5 ≡ b/(10
5cm s−1) and b is the Doppler
broadening parameter. This function was introduced by Draine & Bertoldi (1996)
and was motivated by their detailed radiative transfer and photodissociation calcu-
lations. The suppression factor S H2self initially declines rapidly (indicating increased
shielding) with NH2 as individual Lyman Werner lines shield themselves. However,
once these lines become saturated, the shielding is determined by the wings of the
lines, leading to a shallow power law dependence ∼ N−1/2H2 . Finally, at high column
densities the lines overlap, creating an exponential cut off in the self-shielding
function.
Some authors have used equation 3.11 with different values for some of the
parameters. For example, Gnedin et al. (2009) and Christensen et al. (2012)
adopt a value ωH2 = 0.2, as this gives better agreement between their model for
H2 formation and observations of atomic and molecular gas fractions in nearby
galaxies.
Wolcott-Green et al. (2011) also investigate the validity of equation 3.11 and
compare it to their detailed radiative transfer calculations of Lyman Werner ra-
diation through simulated haloes at high redshift (z ∼ 10). They find that equa-
tion 3.11, with ωH2 = 0.035 and α = 2, as used by Draine & Bertoldi (1996),
underestimates the value of S H2self (i.e. it predicts too strong self-shielding) by up
to an order of magnitude in warm gas (with T & 500 K). They argue that this
discrepancy arises because the assumptions made in Draine & Bertoldi (1996) are
only accurate for cold gas in which only the lowest rotational states of H2 are
populated. However, they obtain better agreement with their calculations (within
∼ 15 per cent) if they use equation 3.11 with α = 1.1.
We have compared the H2 self-shielding function of Draine & Bertoldi (1996)
and the modification to this function suggested by Wolcott-Green et al. (2011),
with α = 1.1, to the ratio of the optically thick to optically thin H2 photodissocia-
tion rates predicted by CLOUDY in primordial gas. Details of this comparison can
be found in Appendix B. We find that neither function produces satisfactory agree-
ment with CLOUDY. For example, both overestimate S H2self compared to CLOUDY
by a factor ∼ 3 at H2 column densities NH2 & 10
17 cm−2 in gas with a tempera-
ture T = 100 K (see figure 3.7). We also find that the temperature dependence
of S H2self predicted by CLOUDY is not accurately reproduced by the modified self-
shielding function from Wolcott-Green et al. (2011). Furthermore, Wolcott-Green
et al. (2011) only consider gas in which the Doppler broadening is purely thermal.
However, if it is dominated by turbulence then the Doppler broadening will be
independent of temperature. The H2 self-shielding function will still depend on
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temperature in this case because the level populations of the H2 molecule, which
affect the shielding, will depend on temperature.
To obtain a better fit to the H2 self-shielding predicted by CLOUDY (with its ‘big
H2’ model), we modified equation 3.11 as follows:
S H2self =
1 − ωH2 (T )
(1 + x′/b5)α(T )
exp(−5 × 10−7(1 + x′))+
ωH2 (T )
(1 + x′)1/2
exp(−8.5 × 10−4(1 + x′)1/2), (3.12)
where x′ = NH2/Ncrit(T ). To reproduce the temperature dependence of S
H2
self that we
see in CLOUDY, we fit the parameters ωH2 (T ), α(T ) and Ncrit(T ) as functions of the
temperature T . We obtain the best agreement with CLOUDY using:
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3000 ≤ T < 4000 K
2.0 T ≥ 4000 K.
(3.15)
We fit this self-shielding function to the results from CLOUDY at a density of
nH = 100 cm−3. There will also be an additional density dependence, because the
level populations of the H2 molecule will depend on density, but we do not attempt
to model this density dependence here. The H2 self-shielding factor that we obtain
with equations 3.12 to 3.15 agrees with CLOUDY to within 30 per cent at 100 K
for NH2 < 10
21 cm−2, and to within 60 per cent at 5000 K for NH2 < 10
20 cm−2 (see
Appendix B).
Doppler broadening of the Lyman Werner lines suppresses self-shielding. In
a hydrodynamic simulation there are a number of ways we can estimate b (see
Glover & Jappsen (2007) for a more detailed discussion of some of the approx-
imations that have been used in the literature). In this paper we shall include
turbulence with a constant velocity dispersion of 5 km s−1 (unless stated other-
wise), which corresponds to a turbulent Doppler broadening parameter of bturb =
7.1 km s−1, as used by Krumholz (2012). We also include thermal Doppler broad-















In our model we only include shielding of H2 by itself and by dust. However,
neutral hydrogen has absorption lines in the Lyman-Werner bands, so HI can also
shield H2. Draine & Bertoldi (1996) show the HI shielding of H2 is unimportant in
typical molecular clouds, but Wolcott-Green & Haiman (2011) demonstrate that it
can be important at low metallicity. We will address this issue in future work.
CO has a dissociation energy of 11.1 eV, which is very close to the lower energy
of the Lyman Werner band. Therefore, photons in the Lyman Werner band are
also able to dissociate CO. CO is photodissociated via absorptions in discrete lines
(dissociation via continuum absorption is negligible for CO), so it can become
self-shielded once these lines are saturated, but it can also be shielded by H2, as its
lines also lie in the Lyman Werner band. The shielding factor of CO due to H2 and
CO (S COself,H2) has been tabulated in two dimensions as a function of NH2 and NCO by
Visser et al. (2009) for different values of the Doppler broadening and excitation
temperatures of CO and H2. High resolution versions of these tables can be found
on their website6. We use their table calculated for Doppler widths of CO and H2
of 0.3 km s−1 and 3.0 km s−1 respectively, and excitation temperatures of CO and H2
of 50.0 K and 353.6 K respectively, with the elemental isotope ratios of Carbon
and Oxygen from Wilson (1999) for the local ISM.
Additionally, dust can shield CO, where the dust shielding factor is given by
equation 3.4 (with γCOd = 3.53).






ΓCO,thick = ΓCO,thinS COd (NHtot ,Z)S
CO
self,H2 (NCO,NH2 ), (3.19)
while the photoionisation and photodissociation rates of the remaining species
are:
Γi,thick = ΓiS i, (3.20)




To calculate the optically thick rates, we thus need to specify the column den-
sities of HI, HeI, HeII, H2, Htot and CO, and the metallicity.
3.3.3 Photoheating
The photoheating rate of a species is the photoionisation rate Γi multiplied by the
average excess energy of the ionising photons 〈εi〉 (see equations 3.5 and 3.6 from
paper I). As the gas becomes shielded, the shape of the UV spectrum changes,
as more energetic photons are able to penetrate deeper into the gas, thus 〈εi〉
6home.strw.leidenuniv.nl/~ewine/photo
75
ISM chemistry & cooling - II. Shielded gas
increases. In particular, species that have an ionisation energy above 13.6 eV may
be strongly affected by absorption by HI, H2, HeI and HeII (see section 3.3.1). For
UV radiation attenuated by column densities NHI, NH2 , NHeI and NHeII, the average













exp(−NHIσν,HI − NH2σν,H2 − NHeIσν,HeI − NHeIIσν,HeII)σν,idν
]
. (3.21)
To pre-compute these integrals, we would require four dimensional tables.
However, as described in section 3.3.1, we can use the approximations in equa-





































where the effective hydrogen and helium column densities, NeffH and N
eff
He, are given
in equations 3.9 and 3.10, and account for the attenuation by H2 and HeII respec-
tively.
For each species with an ionisation energy above 13.6 eV, we tabulate the six
integrals in equation 3.22 as a function of the given column densities from 1015 to
1024 cm−2 in intervals of 0.1 dex.
3.4 Chemistry and cooling in shielded gas
In this section we look at gas that is illuminated by a radiation field that is atten-
uated by some column density. We consider a one-dimensional plane-parallel slab
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of gas with solar metallicity that is illuminated from one side by the Black (1987)
interstellar radiation field. Throughout this paper we use the default solar abun-
dances assumed by CLOUDY, version 13.01 (see for example table 1 in Wiersma et
al. 2009). In particular, we take the solar metallicity to be Z = 0.0129. The slab
is divided into cells such that the total hydrogen column density from the illumi-
nated face of the slab increases from 1014 cm−2 to 1024 cm−2 in increments of 0.01
dex. Using the methods described in section 3.3, we then use the resulting col-
umn densities to calculate the attenuated photoionisation, photodissociation and
photoheating rates and hence to solve for the chemical and thermal evolution in
each cell.
The thermochemical evolution of a cell will depend on the chemical state of
all cells between it and the illuminated face of the slab, since HI, HeI, HeII, H2
and CO contribute to the shielding of certain species. We therefore integrate the
thermochemistry over a timestep that is determined such that the relative change
in the column densities of HI, HeI, HeII, H2 and CO in each cell will be below some
tolerance ε (which we take to be 0.1), as estimated based on their change over the





where Ni is the column density of species i and ∆N
prev
i is the change in Ni over the
previous timestep ∆tprev. We take the minimum over the five species that contribute
to shielding and over all gas cells. ψ is a small number that is introduced to prevent
division by zero - we take ψ = 10−40. At the end of each timestep we then update
the column densities of these five species for each cell.
3.4.1 Comparison with CLOUDY
We use CLOUDY version 13.01 to calculate the abundances and the cooling and
heating rates in chemical equilibrium as a function of the total hydrogen column
density, NHtot , and compare them to the results from our model. These were calcu-
lated for a number of temperatures and densities, which were held fixed across the
entire gas slab for this comparison. We add turbulence to the CLOUDY models with
a Doppler broadening parameter bturb = 7.1 km s−1, in agreement with the default
value that we use.
CLOUDY has two possible models for the microphysics of molecular hydrogen.
Their ‘big H2’ model follows the level populations of 1893 rovibrational states
of molecular hydrogen, and the photodissociation rates from the various elec-
tronic and rovibrational transitions via the Solomon process are calculated self-
consistently. However, as this is computationally expensive, CLOUDY also has a
‘small H2’ model in which the ground electronic state of molecular hydrogen is
split between two vibrational states, a ground state and a single vibrationally ex-
cited state, following the approach of Tielens & Hollenbach (1985). These two
states are then treated as separate species in the chemical network. The photodis-
sociation rates of H2 in the small H2 model are taken from Elwert et al. (2005)
by default (although there are options to use alternative dissociation rates). We
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Figure 3.2: Chemistry and cooling properties of a one-dimensional plane-parallel slab of
gas illuminated by the Black (1987) interstellar radiation field, plotted as a function of the
total hydrogen column density into the gas cloud, assuming solar metallicity with constant
density nH = 100 cm−3 and constant temperature T = 300 K. The corresponding dust extinc-
tion is marked on the top x-axis, where we have used Av/NHtot = 4×10
−22 mag cm2 for a solar
metallicity gas (see section 3.3.1). We compare our model (solid lines) to CLOUDY using its
big H2 model (dashed lines) and its small H2 model (dot-dot-dashed lines; top panel only) in
chemical equilibrium. Top panel: equilibrium molecular fractions (2nH2/nHtot , nCO/nCtot and
nOH/nOtot ); second panel: equilibrium ionisation fractions; third panel: equilibrium cool-
ing rates; bottom panel: equilibrium heating rates. The small discontinuity in the electron
abundance at NHtot ∼ 3× 10
17 cm−2 is due to the recombination of hydrogen, which switches
from case A to case B when the HI optical depth is unity.
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primarily focus on the big H2 model for this comparison, as it includes a more com-
plete treatment of the microphysics involved, although we also show the molecular
abundances from the small H2 model to illustrate the differences between these
two CLOUDY models.
The comparison with CLOUDY is shown in figure 3.2 for gas at solar metallic-
ity with a constant density nH = 100 cm−3 and a temperature T = 300 K. More
examples at other densities and temperatures can be found on our website7. In
the top two panels we compare some of the equilibrium molecular and ionisation
fractions. Compared to the big H2 model in CLOUDY, the HI-H2 transition occurs
at a somewhat lower column density in our model, with a molecular hydrogen
fraction xH2 = 0.5 at NHtot ≈ 8.1 × 10
19 cm−2, compared to NHtot ≈ 2.8 × 10
20 cm−2 in
CLOUDY. Below this transition the molecular hydrogen fraction tends towards a
value xH2 ≈ 5 × 10
−5 in our model. This fraction is sufficiently high for the H2 to
shield itself from the Lyman Werner radiation before dust shielding becomes im-
portant (with S H2d ∼ 0.1 at Av ≈ 0.6), as the self-shielding is significant at relatively
low H2 column densities (with S
H2
self ∼ 0.1 at NH2 ≈ 6 × 10
15 cm−2, as defined in
equation 3.12). The H2 fraction in the photodissociated region is xH2 ≈ 3×10
−5 for
CLOUDY’s big H2 model, which is slightly lower than in our model. This explains
why the gas becomes self-shielded at a somewhat higher total column density in
CLOUDY than in our model. This discrepancy occurs because we use a different
photodissociation rate. As discussed in paper I, the dissociation rate of H2 via the
Solomon process depends on the level populations of the rovibrational states of
H2. This is calculated self-consistently in the big H2 model of CLOUDY, whereas
we must use an approximation to the photodissociation rate, as we do not follow
the rovibrational levels of H2. We therefore miss, for example, the dependence of
the photodissociation rate on density, which affects the rovibrational level popula-
tions.
For comparison, we also show the molecular hydrogen abundance predicted by
the small H2 model of CLOUDY in the top panel of figure 3.2 (black dot-dot-dashed
line). The HI-H2 transition in the small H2 model is closer to our model than the
big H2 model, with xH2 = 0.5 at NHtot ≈ 1.1 × 10
20 cm−2. However, the transition in
our model is somewhat steeper than in CLOUDY’s small H2 model.
While the HI-H2 transition in this example, with constant temperature and
density, is caused by H2 self-shielding, we would not expect temperatures as low
as 300 K in the photodissociated region, nor would we expect densities as high
as 100 cm−3. This example therefore overestimates the importance of H2 self-
shielding. In section 3.4.3 we address this issue by considering a cloud that is in
thermal and pressure equilibrium.
After the HI-H2 transition the neutral hydrogen abundance xHI tends to xHI ≈
0.01 at NHtot & 10
22 cm−2 in our model, compared to xHI ≈ 0.05 in CLOUDY. This
difference arises because the cosmic ray dissociation rate af H2 that we use in our
model, which is based on the rates in the UMIST database, is an order of magnitude
lower than that used in CLOUDY.
The onset of the HI-H2 transition leads to a rise in the CO abundance, although
7http://noneqism.strw.leidenuniv.nl
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most carbon is still in CII at this transition. At higher column densities the dust is
able to shield the photodissociation of CO, which becomes fully shielded at NHtot &
1022 cm−2. This second transition also corresponds to a drop in the abundances of
singly ionised metals with ionisation energies lower than 1 Ryd, such as CII and
SiII, whose photoionisation rates are attenuated by dust rather than by neutral
hydrogen and helium. These species become shielded at a slightly higher column
density in our model than in CLOUDY (for example, CII has an ionisation fraction
xCII = 0.1 at NHtot ≈ 7 × 10
21 cm−2 in our model, compared to NHtot ≈ 4 × 10
21 cm−2
in CLOUDY).
Previous models of photodissociation regions have demonstrated that molecules
such as H2O will freeze out at large depths, with visual extinction Av & 10 (e.g.
Hollenbach et al. 2009, 2012). However, we do not include the freeze out of
molecules in our model (and we also exclude molecule freeze out in CLOUDY for
comparison with our model). This will affect the gas phase chemistry, so the
abundances predicted by our model in figure 3.2 are likely to be unrealistic at the
highest depths shown here (Av & 10).
In the bottom two panels of figure 3.2 we show the total cooling and heat-
ing rates for this example, along with the contributions from selected individual
species. Before the HI-H2 transition the cooling is dominated by SiII, FeII and CII,
with heating coming primarily from photoionisation of neutral hydrogen. After
this transition the photoheating rates drop rapidly, with the main heating mech-
anism being photoelectric dust heating, while the total cooling rates are lower
and are primarily from molecular hydrogen. Once dust shielding begins to sig-
nificantly attenuate the UV radiation field below 13.6 eV at a column density
NHtot ∼ 10
21 cm−2, the photoelectric heating rate falls sharply. For NHtot & 10
22 cm−2
the heating rates are dominated by cosmic rays. In our model this is primarily from
cosmic ray ionisation heating of H2. However, CLOUDY only includes cosmic ray
heating of HI, hence the total heating rates in our model are higher than CLOUDY
in this region. The most important coolants in the fully shielded gas are molecular
hydrogen and CO.
We have also compared our abundances and cooling and heating rates with
CLOUDY at densities of 1 cm−3 and 104 cm−3, and a temperature of 100 K. These
results can be found on our website. We generally find good agreement with
CLOUDY, although we sometimes find that the abundances of singly ionised metals
with low ionisation energies, such as SiII and FeII, are in poor agreement in fully
shielded gas, once carbon becomes fully molecular. This occurs at the highest
densities that we consider, although we begin to see such discrepancies in the SiII
abundance in figure 3.2. In this regime the ionisation of these species is typically
dominated by charge transfer reactions between metal species, the rates of which
tend to be uncertain. Moreover, a significant fraction of Si is found in SiO in the
CLOUDY models and, because our simplified molecular network does not include
silicon molecules, we are unable to reproduce the correct silicon abundances in
fully shielded gas. Since the abundances of other low ionisation energy ions such
as FeII and MgII are dependent on SiII due to charge transfer reactions in this
regime, these species will also be uncertain in fully shielded gas. However, the
predicted abundances of molecules such as H2 and CO are in good agreement
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Figure 3.3: Comparison of the chemical properties of a one-dimensional plane-parallel slab
of gas for three different Doppler broadening parameters, corresponding to different levels
of turbulence in the gas, with b = 1.6 km s−1 corresponding to pure thermal broadening.
Top panel: equilibrium molecular fractions (2nH2/nHtot , nCO/nCtot and nOH/nOtot ); bottom
panel: equilibrium ionisation fractions. These were calculated at solar metallicity, a con-
stant density nH = 100 cm−3 and a constant temperature T = 300 K. The strongest turbulence
shown here (b = 14.3 km s−1) increases the column density at which the hydrogen starts to
become molecular by more than an order of magnitude compared to pure thermal Doppler
broadening, although its impact on the transition column density at which xH2 = 0.5 is less
significant.
with CLOUDY in this regime.
3.4.2 Importance of turbulence for H2 self-shielding
In the previous section we found that the small H2 abundance in the photodisso-
ciated region can be sufficient to begin attenuating the photodissociation rate of
molecular hydrogen via self-shielding before dust extinction becomes significant.
However, the presence of turbulence in the gas can suppress self-shielding due to
Doppler broadening of the Lyman Werner lines. In this section we investigate the
impact that turbulence can have on the HI-H2 transition by repeating the above
calculations for three different values of the turbulent Doppler broadening param-
eter: bturb = 0 km s−1, bturb = 7.1 km s−1 (our default value) and bturb = 14.2 km s−1.
The thermal Doppler broadening parameter at 300 K is btherm = 1.6 km s−1, thus the
total Doppler broadening parameters are b = 1.6 km s−1, 7.3 km s−1 and 14.3 km s−1.
In figure 3.3 we show the molecular and ionisation fractions for these three
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Doppler broadening parameters at a constant density nHtot = 100 cm
−3 and a con-
stant temperature T = 300 K. We find that, while the ion fractions are hardly af-
fected, increasing the turbulent Doppler broadening parameter from 0 to 14.2 km
s−1 increases the column density at which the hydrogen starts to become molecular
by more than an order of magnitude, as it suppresses H2 self-shielding. However,
the transition also becomes sharper for higher values of b, so the change in the
column density at which half of the hydrogen is molecular is less significant, in-
creasing from NHtot ≈ 3.3 × 10
19 cm−2 to NHtot ≈ 1.4 × 10
20 cm−2. The transition to
molecular hydrogen is still caused by H2 self-shielding in these examples, even for
the highest value of b that we consider here.
3.4.3 Atomic to molecular transition in thermal and pressure
equilibrium
The previous sections considered gas at a constant temperature of 300 K, but fig-
ure 3.2 showed that the heating and cooling rates vary strongly with the column
density into the cloud. Furthermore, we assumed a constant density throughout
the cloud, which is unrealistic as gas at low column densities will be strongly
photoheated and will thus typically have lower densities. It would therefore be
more realistic to consider a cloud that is in thermal and pressure equilibrium. To
achieve this, we first ran a series of models with different constant densities that
were allowed to evolve to thermal equilibrium, from which we obtained the ther-
mal equilibrium temperature on a two-dimensional grid of density and column
density. Then, for each column density bin, we used this grid to determine the
density that will give the assumed pressure. Finally, we imposed this isobaric den-
sity profile on the one-dimensional plane-parallel slab of gas and evolved it until
it reached thermal and chemical equilibrium. This scenario is more typical of the
two-phase ISM, in which gas is photoheated to higher temperatures, with lower
densities, at low column densities, and then cools to a much colder and denser
phase once the ionising photons have been attenuated and molecular cooling be-
comes important.
In figure 3.4 we show the results for a cloud with a constant pressure P/kB =
103 cm−3 K, assuming solar metallicity. The equilibrium molecular and ionisation
fractions of some species are shown in the top two panels of figure 3.4 as a function
of the total column density NHtot , the equilibrium gas temperature and density are
shown in the middle panel, and the equilibrium cooling and heating rates are
shown in the bottom two panels.
We see that gas is more strongly ionised in the photodissociated region com-
pared to the constant temperature and density run in figure 3.2. This is due to
both the higher temperature and the lower density. Furthermore, the molecu-
lar hydrogen fraction is much lower in this region, and the H2 self-shielding is
thus weaker. Hence, the HI-H2 transition occurs at a higher column density com-
pared to figure 3.2 (xH2 = 0.5 at NHtot ≈ 1.5 × 10
21 cm−2 in figure 3.4, compared to
NHtot ≈ 8.1×10
19 cm−2 in figure 3.2). The H2 fraction first rises at NHtot ∼ 2×10
20 cm−2
due to a corresponding rise in the HI abundance, which is required to form H2.
The HI abundance increases because it is able to shield itself against ionising radi-
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Figure 3.4: Chemistry and cooling properties of a one-dimensional plane-parallel slab of
gas that is in thermal and pressure equilibrium with a pressure P/kB = 103 cm−3 K, plotted as
a function of the total hydrogen column density into the gas cloud, assuming solar metallic-
ity in the presence of the Black (1987) interstellar radiation field. Top panel: equilibrium
molecular fractions (2nH2/nHtot , nCO/nCtot and nOH/nOtot ); second panel: equilibrium ionisa-
tion fractions; third panel: equilibrium gas temperature and density; fourth panel: equi-
librium cooling rates; bottom panel: equilibrium heating rates. The vertical dashed line in
the third panel indicates the column density at which the gas becomes Jeans unstable. To
the right of this dashed line we would expect the gas cloud to become self-gravitating, and
the density profile that we have imposed assuming pressure equilibrium will underestimate
the typical densities corresponding to these column densities. At low column densities, the
total cooling rate in the fourth panel is dominated by OIII and SIII (not shown here).
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ation above 1 Ryd (the HI column density here is ∼ 1017 cm−2). However, the H2
fraction still remains low after this initial increase (xH2 ≈ 10
−7). The HI-H2 transi-
tion at NHtot ≈ 1.5 × 10
21 cm−2 is initially triggered by the increasing density, which
enhances the formation rate of H2 on dust grains with respect to the photodissoci-
ation rate. However, H2 self-shielding then becomes significant and is responsible
for the final transition to a fully molecular gas. When we repeat this model with-
out H2 self-shielding, we find that the HI-H2 transition occurs at a factor ∼5 higher
column density, with xH2 = 0.5 at NHtot ≈ 7.2 × 10
21 cm−2.
In figure 3.4, CO becomes fully shielded from dissociating radiation at NHtot &
1022 cm−2. Like in the constant density run in figure 3.2, this transition is de-
termined by dust shielding. However, the fraction of carbon in CO in the fully
shielded region is . 5 per cent in figure 3.4, compared to ∼ 40 per cent in fig-
ure 3.2, with most of the remaining carbon in CI (not shown in the figures). This
lower abundance of CO in the isobaric run is due to the lower density, which is a
factor of ∼ 10 lower than the constant density run in the fully shielded region.
Observations of diffuse clouds at low column densities find abundances of CH+
that are several orders of magnitude higher than can be explained using stan-
dard chemical models (e.g. Federman et al. 1996; Sheffer et al. 2008; Visser et
al. 2009). This also leads to predicted CO abundances that are lower than ob-
served in such regions, as CH+ is an important formation channel for CO. Vari-
ous non-thermal production mechanisms for CH+ have been proposed to alleviate
this discrepancy. For example, Federman et al. (1996) suggest that Alfvén waves
that enter the cloud can produce non-thermal motions between ions and neutral
species, thus increasing the rates of ion-neutral reactions.
To see what effect such suprathermal chemistry has on our chemical network,
we repeated the models in figures 3.2 and 3.4 with the kinetic temperature of
all ion-neutral reactions replaced by an effective temperature that is enhanced
by Alfvén waves, as given by the prescription of Federman et al. (1996) with
an Alfvén speed of 3.3 km s−1. Following Sheffer et al. (2008) and Visser et al.
(2009), we only include this enhancement of the ion-neutral reactions at low
column densities, NH2 < 4 × 10
20 cm−2. In the model with a constant density
nHtot = 100 cm
−3 and constant temperature T = 300 K, we find that the CH+ abun-
dance is increased by up to four orders of magnitude at intermediate column den-
sities 5 × 1019 cm−2 . NHtot . 10
21 cm−2, which is consistent with previous studies
(e.g. Federman et al. 1996). However, the CO abundance is only enhanced by up
to a factor of 6 in this same region, which is less than the enhancements in CO
abundance seen in e.g. Sheffer et al. (2008), who find that the CO abundance
increases by a factor ∼ 100 for an Alfvén speed of 3.3 km s−1. We see similar en-
hancements in the model with a constant pressure P/kB = 103 cm−3 K, but only at
column densities 1021 cm−2 . NHtot . 3 × 10
21 cm−2, as the temperature at lower
column densities is much higher than in the constant density model (T > 1000 K).
At low column densities the cooling rate in figure 3.4 is determined by several
ionised species including SiII, FeII, FeIII and CII, along with NIII, OIII, NeIII and
SIII (not shown in figure 3.4). Heating at low column densities is primarily from
dust heating and photoionisation of HI and HeI. At NHtot ∼ 2×10
20 cm−2 the cooling
rates from SiII and FeII peak as SiIII and FeIII recombine, creating a small dip in
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the temperature profile. The photoheating rate then drops sharply as the ionising
radiation above 1 Ryd becomes shielded by HI, and the total heating rate becomes
dominated by the dust photoelectric effect. The thermal equilibrium temperature
reaches a minimum of 30 K at NHtot ∼ 4×10
21 cm−2 as the dust photoelectric heating
becomes suppressed by dust shielding, leaving heating primarily from cosmic ray
ionisation of H2. However, after this point the carbon forms CO and the cooling
becomes dominated by molecules (CO and H2). These species are less efficient
at cooling than CII, so the thermal equilibrium temperature increases to 60 K.
Hence, the temperature in the fully molecular region is higher than the minimum
at NHtot ∼ 4 × 10
21 cm−2.
We note that the assumption of pressure equilibrium in these examples will be
unrealistic at high column densities, where the gas becomes self-gravitating. The
vertical dashed line in the middle panel of figure 3.4 indicates the column density
at which the size of the system, NHtot/nHtot , becomes larger than the local Jeans
length, at NHtot ≈ 2 × 10
21 cm−2. Thus, we would expect the fully molecular region
in these examples to have a higher density than we have used here.
We also considered a gas cloud with a pressure that is a factor 100 larger than
is shown in figure 3.4. This results in higher densities in the fully shielded region
that are more typical of molecular clouds (nHtot ∼ 10
3 cm−3), although the densities
in the photodissociated region are then higher than we would expect for the warm
ISM. The cumulative H2 fractions for the two pressures are shown in figure 3.5
(see section 3.5). The top panels are at the lower pressure (P/kB = 103 cm−3 K),
and the bottom panels are at the higher pressure (P/kB = 105 cm−3 K). In the left
panels we use a metallicity 0.1Z, and in the right panels we use solar metallicity.
We find that in all of these examples H2 self-shielding is again important for the
final transition to fully molecular hydrogen, reducing the column density of this
transition by up to two orders of magnitude compared to the same model without
H2 self-shielding.
We thus find that the effect of H2 self-shielding can be weaker in a cloud that
is in thermal and pressure equilibrium due to the lower densities at low column
densities compared to a model with a constant density and temperature. However,
H2 self-shielding still determines the final transition to fully molecular hydrogen.
Furthermore, H2 self-shielding will be even more important if the pressure (and
hence densities) are higher. This trend with density agrees with previous models of
photodissociation regions and molecular clouds (e.g. Black & van Dishoeck 1987;
Krumholz et al. 2009).
Figure 3.5 also demonstrates the dependence of the transition column density
on pressure and metallicity. The HI-H2 transition occurs at a lower column density
for higher pressure and higher metallicity. Both of these trends are driven by
H2 self-shielding because the H2 fraction in the dissociated region is higher at
higher pressure (due to the increased density) and at higher metallicity (due to
the increased formation of H2 on dust grains, and also due to the increased cooling
from metals, which results in a lower temperature and a higher density at a given
pressure). These trends with pressure (or density) and metallicity have also been
seen in previous studies of the H2 transition in photodissociation regions (e.g.
Wolfire et al. 2010).
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We also see the time evolution of the molecular hydrogen fraction, starting
from neutral, atomic gas, in figure 3.5. In the low pressure run at a metallicity
0.1Z (top left panel) the H2 abundance in the fully shielded region takes ∼ 1 Gyr
to reach equilibrium. This time-scale is shorter in the high pressure runs and at
higher metallicity. At the high pressure and solar metallicity (bottom right panel),
the H2 abundance already reaches equilibrium after ∼ 1 Myr.
3.5 Comparison with published approximations for
H2 formation
The connection between gas surface density and star formation rate density is
well established observationally, both averaged over galactic scales (e.g. Kennicutt
1989, 1998) and also in observations that are spatially resolved on ∼kpc scales
(Wong & Blitz 2002; Heyer et al. 2004; Schuster et al. 2007), although at smaller
scales, comparable to giant molecular clouds (. 100 pc), this relation breaks down
(e.g. Onodera et al. 2010). It has emerged more recently that star formation cor-
relates more strongly with the molecular than with the atomic or total gas content
(e.g. Kennicutt et al. 2007; Leroy et al. 2008; Bigiel et al. 2008, 2010), although
the more fundamental correlation may in fact be with the cold gas content (Schaye
2004; Krumholz et al. 2011; Glover & Clark 2012).
This important observational link between molecular gas and star formation
has motivated several new models and prescriptions for following the H2 fraction
of gas in hydrodynamic simulations. These studies aim to use a more physical
prescription for star formation and to investigate its consequence for galactic envi-
ronments that are not covered by current observations, such as very low metallic-
ity environments at high redshifts. Some of these prescriptions utilise very simple
chemical models that include the formation of molecular hydrogen on dust grains
and its photodissociation by Lyman Werner radiation to follow the non-equilibrium
H2 fraction (e.g. Gnedin et al. 2009; Christensen et al. 2012). Others use approx-
imate analytic models to predict the H2 content of a cloud from its physical pa-
rameters such as the dust optical depth and incident photodissociating radiation
field (e.g. Krumholz et al. 2008, 2009; McKee & Krumholz 2010), which can then
be applied to gas particles/cells in hydrodynamic simulations (e.g. Krumholz &
Gnedin 2011; Halle & Combes 2013).
In this section we compare the molecular hydrogen fractions predicted by some
of these models with our chemical network. We begin by introducing the molec-
ular hydrogen models from the literature that we will compare our chemical net-
work to, and then we present our results.
3.5.1 Gnedin09 model
Gnedin et al. (2009) present a simple prescription to follow the non-equilibrium
evolution of the molecular hydrogen fraction in hydrodynamic simulations, which
has been implemented in cosmological Adaptive Mesh Refinement (AMR) simu-
lations (Gnedin & Kravtsov 2010), and was also adapted by Christensen et al.
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(2012) for cosmological Smoothed Particle Hydrodynamics (SPH) simulations.
This model includes the formation of H2 on dust grains, photodissociation by Ly-
man Werner radiation, shielding by both dust and H2, and a small number of gas
phase reactions that become important in the dust-free regime (we use the five gas
phase reactions suggested by Christensen et al. 2012; see below). The evolution of
the neutral and molecular hydrogen fractions, xHI and xH2 , can then be described
by the following rate equations:
ẋHI = R(T )nexHII − S dxHIΓHI −CHIxHIne − 2ẋH2 , (3.24)








Following Christensen et al. (2012), we have also included the collisional ionisa-
tion of HI, CHI, in the above equations, even though it was omitted by Gnedin et
al. (2009). R(T ) is the recombination rate of HII, ΓHI is the photoionisation rate of
HI and ΓLWH2 is the photodissociation rate of H2 by Lyman Werner radiation. For the
gas phase reactions, ẋgpH2 , we include the five reactions suggested by Christensen et
al. (2012): the formation of H2 via H− and its collisional dissociation via H2, HI,
HII and e−, with the abundance of H− assumed to be in chemical equilibrium, as
given by equation (27) of Abel et al. (1997).
Gnedin et al. (2009) use the H2 self-shielding factor S
H2
self from Draine & Bertoldi
(1996), albeit with different parameters. They find that using ωH2 = 0.2 and a
constant Doppler broadening parameter of b = 1 km s−1 in equation 3.11, along
with the original value of α = 2, produces better agreement between their model
and observations. This choice of parameters results in weaker H2 self-shielding
compared to our temperature-dependent self-shielding function (equations 3.12
to 3.15) for the same value of b. However, in our fiducial model we include a
turbulent Doppler broadening parameter of bturb = 7.1 km s−1, which makes the
self-shielding weaker in our model than in the Gnedin09 model at intermediate
H2 column densities (1014 cm−2 . NH2 . 10
16 cm−2).
The dust shielding factor S d is given in equation 3.4, except that Gnedin et
al. (2009) use an effective dust area per hydrogen atom of σd,eff = γ
H2
d Av/NHtot =
4× 10−21 cm2. This is a factor of 2.7 larger than the value that we use. Also, unlike
us, they use the same dust shielding factor for both H2 and HI.
For the rate of formation of H2 on dust grains (Rd), Gnedin et al. (2009) use
a rate that was derived from observations by Wolfire et al. (2008), scaled linearly
with the metallicity and multiplied by a clumping factor Cρ that accounts for the
fact that there may be structure within the gas below the resolution limit, and that
molecular hydrogen will preferentially form in the higher density regions:
Rd = 3.5 × 10−17Z/ZCρ cm3s−1. (3.26)
Gnedin et al. (2009) use a clumping factor Cρ = 30, but in our comparisons we
consider spatially resolved, one-dimensional simulations of an illuminated slab of
gas. Therefore, for these comparisons we shall take Cρ = 1. For gas temperatures
10 K < T < 103 K, the rate in equation 3.26 is within a factor ∼ 2 of the value
used in our model, taken from Cazaux & Tielens (2002) with a dust temperature
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of 10 K. However, above 103 K the H2 formation rate on dust grains in our model
decreases. This temperature dependence is not included in the Gnedin09 model.
Finally, the abundances of electrons and HII can be calculated from constraint
equations.
Gnedin & Kravtsov (2011) expand the Gnedin09 model to include the Helium
chemistry. There are also other examples in the literature of methods that follow
the non-equilibrium evolution of H2 using simplified chemical models. For exam-
ple, Bergin et al. (2004) present a model for the evolution of molecular hydrogen
that includes the formation of H2 on dust grains and its dissociation by Lyman
Werner radiation and cosmic rays, although they do not include the gas phase re-
actions (see their equation A1). The model of Bergin et al. (2004) has been used
to investigate the formation of molecular clouds in galactic discs (e.g. Dobbs &
Bonnell 2008; Khoperskov et al. 2013). We only consider the Gnedin09 chemical
model in this section.
3.5.2 KMT model
Krumholz et al. (2008, 2009) and McKee & Krumholz (2010) develop a sim-
ple analytic model that considers a spherical gas cloud that is immersed in an
isotropic radiation field. By solving approximately the radiative transfer equation
with shielding of the Lyman Werner radiation by dust and H2 to obtain the ra-
dial dependence of the radiation field, and then balancing the photodissociation
of molecular hydrogen against its formation on dust grains, they derive simple an-
alytic estimates for the size of the fully molecular region of the cloud, and hence
for its molecular fraction in chemical equilibrium.
We use equation (93) of McKee & Krumholz (2010) to calculate the mean
equilibrium H2 fraction, fH2 , of a gas cloud:








where s is given by their equation (91):
s =
ln(1 + 0.6χ + 0.01χ2)
0.6τc
, (3.28)
where χ and τc are dimensionless parameters of their model, which represent a
measure of the incident Lyman Werner radiation field and the dust optical depth



















= σdNHtot , (3.30)
where σd,−21 = σd/10−21 cm2, σd is the cross-sectional area of dust grains available
to absorb photons (Krumholz et al. 2009 use σd = 10−21Z/Z cm2), and Rd,−16.5 =
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Rd/10−16.5cm3 s−1, where Rd is the rate coefficient for H2 formation on dust grains.
For the latter, McKee & Krumholz (2010) use an observationally determined value
from Draine & Bertoldi (1996), multiplied by the metallicity: Rd,−16.5 = Z/Z.
Krumholz & Gnedin (2011) also boost Rd,−16.5 by the clumping factor Cρ, whereas
Krumholz (2013) multiply τc by the clumping factor, but we take Cρ = 1. G
′
0 is the
number density of dissociating photons in the Lyman Werner band, normalised to
the value from Draine (1978) for the Milky Way. For the Black (1987) interstellar
radiation field that we consider here, G
′
0 = 0.803. nH is the total hydrogen number
density, µH is the mean mass per hydrogen nucleus, Σ is the average surface den-
sity of the spherical cloud and NHtot is the total hydrogen column density from the
edge of the cloud to its centre.
Krumholz et al. (2009) and Krumholz (2013) demonstrate that the molecular
gas content predicted by this model is in agreement with various extragalactic ob-
servations and with observations of molecular clouds within the Milky Way, for
particular values of the clumping factor Cρ and assumptions about the radiation
field and/or density. For example, Krumholz et al. (2009) assume that the ratio of
the radiation field to the density, G
′
0/nH, is set by the minimum density of the cold
neutral medium required for the ISM to be in two-phase equilibrium. As shown
in their equation 7, the ratio G
′
0/nH then depends only on metallicity under this
assumption. Krumholz (2013) extends the approach of Krumholz et al. (2009)
by assuming that, as G
′
0 → 0, the density nH reaches a minimum floor, which is
required to ensure that the thermal pressure of the ISM is able to maintain hy-
drostatic equilibrium in the disc. This becomes important in the molecule-poor
regime. In contrast, the runs that we present below use a constant incident radia-
tion field (the Black 1987 interstellar radiation field) and assume a density profile
such that the gas pressure is constant throughout the cloud.
Krumholz & Gnedin (2011) implement this model in cosmological AMR simu-
lations to estimate the equilibrium H2 fraction of each gas cell. Halle & Combes
(2013) also implement the KMT model in SPH simulations of isolated disc galax-
ies to investigate the role that the cold molecular phase of the ISM plays in star
formation and as a gas reservoir in the outer disc.
3.5.3 Results
In Figure 3.5 we compare the molecular abundances from our model (coloured
solid curves) with the simpler Gnedin09 (coloured dashed curves) and KMT (black
solid curves) models described above. These were calculated using temperature
and density profiles that are in thermal and pressure equilibrium. We use two
different pressures, P/kB = 103 cm−3 K (top row) and P/kB = 105 cm−3 K (bottom
row), and two metallicities, Z = 0.1Z (left column) and Z (right column). The
colour encodes the time evolution in our model and the Gnedin09 model, starting
from fully neutral, atomic gas (KMT is an equilibrium model). In figures 3.2-3.4
we showed the abundances in each gas cell, but figure 3.5 shows the cumulative
molecular fraction, i.e. the fraction of all hydrogen atoms that is in H2 up to a given
column density. This allows us to compare our results to the KMT model, in which
the specified column density is measured to the centre of a spherical cloud, and
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Figure 3.5: Comparison of the cumulative molecular hydrogen fraction, plotted as a func-
tion of total hydrogen column density, as predicted by our chemical model (solid coloured
curves), the Gnedin09 model (dashed coloured curves) and the equilibrium KMT model (solid
black curve). The coloured lines show the non-equilibrium evolution measured at logarith-
mic time intervals, as indicated by the colour bars, until the simulation reaches chemical
equilibrium (red curves). Each run was calculated with a density and temperature pro-
file in pressure and thermal equilibrium, with a pressure P/kB = 103 cm−3 K (top row) and
P/kB = 105 cm−3 K (bottom row). We used a metallicity 0.1Z (left column) and Z (right
column). At low pressure the agreement between the different models is good, except that
in the low metallicity run (top left panel), cosmic ray dissociation of H2, which was not
included in the KMT and Gnedin09 models, reduces the equilibrium H2 fraction by a factor
of two in the fully shielded region. At high pressure the differences between the models are
substantial.
then the H2 fraction, fH2 , is the fraction of gas in the entire cloud that is molecular,
rather than the fraction of molecular gas at that column density. However, this is
still not entirely equivalent to our model as we assume a plane-parallel geometry,
whereas the KMT model assumes a spherical geometry.
In the low pressure runs, the final molecular fractions predicted by our model
generally agree well with both the Gnedin09 and the KMT models. The time
evolution of the H2 fraction in our model and the Gnedin09 model are also in
good agreement. The largest discrepancy in the equilibrium abundance is in the
fully shielded region at low metallicity (top left panel of figure 3.5), where the
equilibrium H2 fraction in our model is a factor of two lower than that predicted by
the Gnedin09 and KMT models. This is due to cosmic ray dissociation of H2, which
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lowers the H2 abundance but is not included in the Gnedin09 or KMT models.
In the high pressure runs the HI-H2 transition occurs at a slightly lower column
density than in the KMT model. For example, at solar metallicity (bottom right
panel of figure 3.5), we predict that fH2 = 0.5 at NHtot = 2.2 × 10
19 cm−2, compared
to NHtot = 3.0 × 10
19 cm−2 for KMT. In the Gnedin09 model, the HI-H2 transition is
noticeably flatter at high pressure than in our model or in the KMT model. The H2
fraction starts to increase at a lower column density in the Gnedin09 model than
in the other two models, but the column density at which fH2 = 0.5 is higher, e.g.
NHtot = 5.6× 10
19 cm−2 at solar metallicity. This difference is due to the different H2
self-shielding function that is used in the Gnedin09 model.
Krumholz & Gnedin (2011) compare the KMT and Gnedin09 models in a hy-
drodynamic simulation of a Milky Way progenitor galaxy. For the Gnedin09 model,
they include the changes described in Gnedin & Kravtsov (2011), which adds He-
lium chemistry to the chemical network, and uses the simpler power-law H2 self-
shielding function given in equation 36 of Draine & Bertoldi (1996). They find
that the molecular fractions predicted by the two models are in excellent agree-
ment for metallicities Z > 10−2 Z, with discrepancies at lower metallicities likely
due to time-dependent effects. This is consistent with what we find in the top row
of figure 3.5 for the low pressure runs. In contrast, the high pressure runs in the
bottom row of figure 3.5 show poor agreement between the KMT and Gnedin09
models. However, this high pressure was chosen to reproduce densities typical of
molecular clouds (nHtot ∼ 10
3 cm−2) in the fully shielded region, and it produces
unusually high densities in the low column density region (nHtot ∼ 10 cm
−2). Such
regions of high density and low column density were not probed by the simulation
of Krumholz & Gnedin (2011), and are likely to be rare in realistic galactic envi-
ronments. Therefore, the discrepancies that we see in figure 3.5 do not contradict
the results of Krumholz & Gnedin (2011).
In all three models the HI-H2 transition occurs at a lower column density at
higher metallicity and at higher pressure. As described in section 3.4.3, these
trends are driven by H2 self-shielding, because the H2 fraction in the photodis-
sociated region is higher at high metallicity and at high pressure. These trends
have also been seen in previous models of photodissociation regions (e.g. Wolfire
et al. 2010). From the colour bars in each panel of figure 3.5, we also see that
the molecular fractions reach chemical equilibrium faster at higher metallicity and
higher pressure.
To confirm the impact that H2 self-shielding has on the HI-H2 transition in our
model, we repeated the above calculations with H2 self-shielding switched off.
We find that the total hydrogen column density of the HI-H2 transition, at which
fH2 = 0.5, increases significantly when H2 self-shielding is omitted, for example
by a factor of ∼ 5 and ∼ 300 in the low and high pressure runs respectively at
solar metallicity. This confirms that the HI-H2 transition is determined by H2 self
shielding in all of the examples shown in figure 3.5. The importance of H2 self-
shielding for the HI-H2 in photodissociation region models has previously been
studied by e.g. Black & van Dishoeck (1987); Draine & Bertoldi (1996); Lee et al.
(1996).
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3.6 Conclusions
We have extended the thermochemical model from paper I to account for gas
that becomes shielded from the incident UV radiation field. We attenuate the
photoionisation, photodissociation and photoheating rates by dust and by the gas
itself, including absorption by HI, H2, HeI, HeII and CO where appropriate. For
the self-shielding of H2, we use a new temperature-dependent analytic approxi-
mation that we fit to the suppression of the H2 photodissociation rate predicted by
CLOUDY as a function of H2 column density (see Appendix B). Using this model,
we investigated the impact that shielding of both the photoionising and the pho-
todissociating radiation has on the chemistry and the cooling properties of the
gas.
We have performed a series of one-dimensional calculations of a plane-parallel
slab of gas illuminated by the Black (1987) interstellar radiation field at constant
density. Comparing equilibrium abundances and cooling and heating rates as a
function of column density with CLOUDY, we generally find good agreement. At
nHtot = 100 cm
−3, solar metallicity and a constant temperature T = 300 K, we find
that the HI-H2 transition occurs at a somewhat lower column density in our model
than in CLOUDY’s big H2 model, with a molecular hydrogen fraction xH2 = 0.5 at
NHtot ≈ 8.1 × 10
19 cm−2 in our model, compared to NHtot ≈ 2.8 × 10
20 cm−2 in CLOUDY
(see figure 3.2). However, CLOUDY’s small H2 model predicts an HI-H2 transition
column density that is closer to our value, with xH2 = 0.5 at NHtot ≈ 1.1 × 10
20 cm−2.
In the examples shown here, the HI-H2 transition is determined by H2 self-
shielding in our model, as the residual molecular hydrogen fraction in the pho-
todissociated region at low column densities is sufficient for self-shielding to be-
come important before dust shielding. As the photodissociation rate is slightly
lower in our model than in the big H2 model of CLOUDY, the H2 fraction at low
column densities is slightly higher in our model. This explains why the transition
column density is somewhat lower in our model compared to the CLOUDY big H2
model. The importance of H2 self-shielding also means that the molecular hydro-
gen transition is sensitive to turbulence, which can suppress self-shielding. The
transition for carbon to form CO is primarily triggered by dust shielding and thus
occurs at a higher column density, NHtot ∼ 10
22 cm−2.
We also consider gas clouds with temperature and density profiles that are in
thermal and pressure equilibrium, which is more realistic for a two-phase ISM
than a gas cloud with constant temperature and density throughout. The effect
of H2 self-shielding is weaker in these examples due to the lower densities in the
photodissociated region (see figure 3.4). However, the HI-H2 transition is still
determined by self-shielding, which becomes more important in runs with higher
pressure (and hence higher densities). This trend with density is consistent with
previous studies that have looked at the importance of H2 self-shielding for the
HI-H2 transition(e.g. Black & van Dishoeck 1987; Draine & Bertoldi 1996; Lee et
al. 1996; Krumholz et al. 2009).
The HI-H2 transition occurs at a lower total column density for higher density
(or equivalently, for higher pressure if the cloud is in pressure equilibrium) and
for higher metallicity (see figure 3.5), in agreement with previous models of pho-
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todissociation regions (e.g. Wolfire et al. 2010). These trends are due to the H2
self-shielding, because an increase in the density and/or metallicity will increase
the H2 fraction in the photodissociated region, and hence decrease the total col-
umn density at which the H2 becomes self-shielded. The time evolution of the H2
fraction is also dependent on the density (or pressure) and the metallicity. For a
gas cloud with pressure P/kB = 103 cm−3 K and metallicity 0.1Z, the molecular hy-
drogen abundance in the fully shielded region only reaches equilibrium (starting
from neutral, atomic initial conditions) after ∼ 1 Gyr. This time-scale decreases as
the pressure and/or the metallicity increase.
We compare the dominant cooling and heating processes in our low pressure
example (P/kB = 103 cm−3 K) at solar metallicity, and we find that they form three
distinct regions (see figure 3.4). At low column densities, where the dissociating
and ionising radiation flux is still high, cooling is primarily from ionised metals
such as SiII, FeII, FeIII and CII, which are balanced by photoheating, primarily from
HI. At column densities above NHtot ∼ 2×10
20 cm−2 the hydrogen-ionising radiation
above 1 Ryd becomes significantly attenuated by neutral hydrogen. This reduces
the photoheating rates, making photoelectric dust heating the dominant heating
mechanism, while CII starts to dominate the cooling rate above NHtot ∼ 10
21 cm−2.
It is also in this region that hydrogen becomes fully molecular, driven initially by
an increase in the HI abundance and the rising density, and ultimately by self-
shielding. Finally, dust shielding attenuates the radiation flux below 1 Ryd at
column densities above NHtot ∼ 10
21 cm−2, which strongly cuts off the dust heating
rate and also allows CO to form. In this fully shielded region heating is primarily
from cosmic rays, while cooling is mostly from CO and H2.
Finally, we compare the HI-H2 transition predicted by our one-dimensional
plane-parallel slab simulations in thermal and pressure equilibrium with two other
prescriptions for molecular hydrogen formation that are already employed in hy-
drodynamic simulations: the simpler non-equilibrium model of Gnedin et al. (2009)
(Gnedin09), and the analytic equilibrium model developed in Krumholz et al.
(2008, 2009) and McKee & Krumholz (2010) (KMT) (see figure 3.5).
At low pressure (P/kB = 103 cm−3 K) the equilibrium H2 fractions predicted by
all three models generally agree well, as does the time evolution of the H2 frac-
tion predicted by our model and the Gnedin09 model. However, at low metallicity
(0.1 Z) cosmic ray dissociation of H2 reduces the H2 fraction in the fully shielded
region by a factor of two in our model, but cosmic ray dissociation is not in-
cluded in the KMT or the Gnedin09 models. At high pressure (P/kB = 105 cm−3 K)
the HI-H2 transition predicted by our model in chemical equilibrium occurs at a
slightly lower column density than in the KMT model (e.g. fH2 = 0.5 at NHtot =
2.2 × 1019 cm−2 at solar metallicity, compared to NHtot = 3.0 × 10
19 cm−2 in the KMT
model). Furthermore, the HI-H2 transition at this high pressure is flatter in the
Gnedin09 model than in our model or the KMT model, due to the different H2
self-shielding function that they use.
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3.7 Appendix A: Shielding approximations
In section 3.3 we described how we calculate the photoionisation and photoheat-
ing rates after the radiation field has been attenuated by a total column density
NHtot . To compute the attenuation of the radiation by gas, we include absorption by
HI, H2, HeI and HeII. However, to reduce the number of dimensions in which we
tabulate the attenuated rates, H2 and HeII absorption are included as follows. We
assume that the H2 cross section is three times the HI cross section above the H2
ionisation energy (15.4 eV), and similarly that the HeII cross section is 0.75 times
the HeI cross section above the HeII ionisation energy (54.4 eV). In this section we
show the errors that these approximations introduce to the photoionisation rates.
For every species included in our chemical network, we calculate the ratio
of the optically thick to optically thin photoionisation rates, S gas, from the Black
(1987) radiation field after it has been attenuated purely by H2. We calculate
this exactly using equation 3.5, then we calculate it with our approximation using
equation 3.8. In the top panel of figure 3.6 we show contours of the relative error
in S gas that is introduced by our approximation for H2 absorption, plotted against
the threshold energy of each species, Ethresh, on the x-axis, and the exact ratio
of the optically thick to optically thin rates, S exact, on the y-axis. Blue contours
indicate where our approximation underestimates the photoionisation rates and
red contours indicate where we overestimate them.
The largest errors seen in the top panel of figure 3.6 are seen in the blue
contours, which show that we underestimate the photoionisation rates of some
species by up to 60% at S exact . 10−3. However, since these errors are found at low
values of S exact, the photoionisation rates have already been suppressed and so are
unlikely to be important in the chemical network. The more significant errors in
this example are shown by the red contours in the top left corner of the top panel
of figure 3.6. These show that we overestimate the photoionisation rates of species
with Ethresh ∼ 20 eV by up to 40% at S exact ∼ 10−1.
We also calculated the relative errors in the photoionisation rates when the
radiation field is attenuated purely by HeII. These are shown in the bottom panel
of figure 3.6. For species with Ethresh < 100 eV, the errors are below 20%. Larger er-
rors are seen for species with higher threshold energies and mostly in the strongly
shielded regime (S exact . 10−3). However, species with such high ionisation ener-
gies are unlikely to be found in shielded gas.
The errors in the optically thick photoionisation rates shown in figure 3.6 were
calculated for absorption purely by H2 or HeII. However, in practice the radiation
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Figure 3.6: Contours of the relative errors in the ratio of optically thick to optically thin
photoionisation rates of all species in our chemical network introduced by our approxima-
tions for absorption by H2 and HeII, as given by equations 3.6, 3.7 and 3.8, in the presence
of the Black (1987) interstellar radiation field. These contours are plotted against the
threshold energy of each species, Ethresh, on the x-axis, and the exact ratio of the optically
thick to optically thin rates, S exact, on the y-axis. A value of log S exact = 0 corresponds to the
optically thin limit, and a value of log S exact = −∞ corresponds to the fully shielded limit.
The top panel shows the errors if the radiation is absorbed purely by H2 and the bottom
panel shows if the radiation is absorbed purely by HeII. The largest errors that we see are
∼ 60%, but these are rare and are typically found at S exact . 10−3, where the photoionisation
rate is already strongly suppressed and so the errors are less important.
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will typically be absorbed by a combination of the four species that we consider
in section 3.3, including HI and HeI, which we treat exactly. Therefore, figure 3.6
represents upper limits on the actual errors.
3.8 Appendix B: H2 self-shielding function
In this section we look at the accuracy of the H2 self-shielding function that we use,
as described in section 3.3.2, by comparing it to the ratio of the optically thick
to optically thin H2 photodissociation rates predicted by CLOUDY as a function
of H2 column density. We consider a plane-parallel slab of gas with primordial
abundances at a density of nH = 100 cm−3 that is illuminated from one side by the
Black (1987) interstellar radiation field.
Figure 3.7 shows the suppression factor of the H2 photodissociation rate due
to self-shielding, S H2self , plotted against H2 column density for five different temper-
atures in the range 100 K ≤ T ≤ 5000 K (shown in the different rows). The left
panels were calculated using purely thermal Doppler broadening, while the right
panels include turbulence with a Doppler broadening parameter bturb = 7.1 km s−1.
The black circles show the results from CLOUDY, while the coloured curves show
different analytic approximations to the H2 self-shielding function. The yellow
dot-dashed curves show the self-shielding function from Draine & Bertoldi (1996)
(DB96), as given in equation 3.11 with ωH2 = 0.035 and α = 2, and the blue dotted
curves show the suggested modification to this function given by Wolcott-Green et
al. (2011) (WG11), with α = 1.1. We see that, in the absence of turbulence, the
WG11 function gives weaker self-shielding than the DB96 function at intermediate
column densities (1015 cm−2 . NH2 . 10
17 cm−2), by up to a factor ∼ 6. However,
both of these functions underestimate the strength of the self-shielding in cold
gas compared to CLOUDY. For example, at 100 K the value of S H2self predicted by
CLOUDY is a factor of ∼ 3 lower than the DB96 and WG11 functions at column
densities NH2 & 10
17 cm−2.
To improve the agreement with CLOUDY, we modified the self-shielding func-
tion of Draine & Bertoldi (1996) as shown in equation 3.12, then we fitted the
parameters ωH2 (T ), α(T ) and Ncrit(T ) to the suppression factor S
H2
self predicted by
CLOUDY as a function of H2 column density for each temperature separately, in-
cluding only thermal broadening. To reproduce the temperature dependence of
S H2self seen in CLOUDY we then fitted analytic formulae to these three parameters as
a function of temperature. These are given in equations 3.13 to 3.15.
Our best-fitting self-shielding function is shown by the red solid curves in fig-
ure 3.7. In the absence of turbulence, this function agrees with CLOUDY to within
30 per cent at T = 100 K for column densities NH2 < 10
21 cm−2, and to within 60
per cent at T = 5000 K for NH2 < 10
20 cm−2.
To highlight the temperature dependence of S H2self , we also show our best-fitting
function using the parameters ωH2 (T ), α(T ) and Ncrit(T ) fixed at T = 100 K. These
are indicated by the green dashed curves in figure 3.7. This represents the self-
shielding function that we would get if we only fitted equation 3.12 at 100 K. Note
that the green curves in each panel of figure 3.7 are not identical as they use the
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Figure 3.7: The ratio of the optically thick to optically thin H2 photodissociation rates,
S H2self , plotted against the H2 column density, NH2 , as predicted by CLOUDY (black circles),
the self-shielding function of Draine & Bertoldi (1996) (DB96; yellow dot-dashed curves),
the self-shielding function of Wolcott-Green et al. (2011) (WG11; blue dotted curves), our
self-shielding function fitted to CLOUDY at all temperatures (as given in equations 3.12
to 3.15; red solid curves), and our self-shielding function fitted to CLOUDY at only 100
K (green dashed curves). Each row shows gas at different temperatures in the range
100 K ≤ T ≤ 5000 K. In the left column Doppler broadening is purely thermal, while the
right column includes turbulence with a Doppler broadening parameter of bturb = 7.1 km s−1.
In the absence of turbulence, the DB96 and WG11 functions overestimate S H2self by up to a
factor ∼ 3 at low temperatures, and they do not reproduce the temperature dependence of
S H2self that is seen in CLOUDY. Our best-fitting self-shielding function agrees with CLOUDY to
within 30 per cent at 100 K for NH2 < 10
21 cm−2, and at 5000 K it agrees to within 60 per
cent for NH2 < 10
20 cm−2. The agreement between our best-fitting self-shielding function
and CLOUDY is poorer when turbulence is included, as it was fitted to the purely thermal
Doppler broadening case. However, the DB96 and WG11 functions overestimate S H2self in
cold gas by a larger factor when turbulence is included.
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thermal Doppler broadening parameter for the given temperature.
Comparing the red and the green curves in figure 3.7, we see that the self-
shielding is weaker at temperatures 500 K . T . 3000 K when we use our full
temperature-dependent function (red curves), compared to the function fitted
only at 100 K (green curves). This agrees with the trend seen by Wolcott-Green
et al. (2011). However, at T = 5000 K the shape of the self-shielding function
changes, and it becomes steeper than at lower temperatures for high column den-
sities. This results in stronger self-shielding at NH2 & 10
19 cm−2 compared to the fit
at 100 K.
Our self-shielding function was fitted to the predictions from CLOUDY for gas
with purely thermal Doppler broadening. To confirm that our best-fitting self-
shielding function is also valid for turbulent gas, we repeated this comparison for
gas that includes a turbulent Doppler broadening parameter bturb = 7.1 km s−1. This
comparison is shown in the right panels of figure 3.7.
When we include turbulence, the agreement between our best-fitting self-
shielding function and CLOUDY is poorer. For example, at 100 K we overestimate
S H2self by up to 90 per cent compared to CLOUDY for 10
15 cm−2 < NH2 < 10
20 cm−2.
However, this agreement is still much better than that between CLOUDY and the
DB96 and WG11 functions. For example, in the same range of column densities
the WG11 function overestimates S H2self by up to an order of magnitude at 100 K.
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We present a series of hydrodynamic simulations of isolated galaxies with stellar
mass of 109 M. The models use a resolution of 750 M per particle and include
a treatment for the full non-equilibrium chemical evolution of ions and molecules
(157 species in total), along with gas cooling rates computed self-consistently us-
ing the non-equilibrium abundances. We compare these to simulations evolved us-
ing cooling rates calculated assuming chemical (including ionisation) equilibrium,
and we consider a wide range of metallicities and UV radiation fields, including a
local prescription for self-shielding by gas and dust. We find higher star formation
rates and stronger outflows at higher metallicity and for weaker radiation fields, as
gas can more easily cool to a cold (few hundred Kelvin) star forming phase under
such conditions. Contrary to variations in the metallicity and the radiation field,
non-equilibrium chemistry generally has no strong effect on the total star forma-
tion rates or outflow properties. However, it is important for modelling molecular
outflows. For example, the mass of H2 outflowing with velocities > 50 km s−1 is en-
hanced by a factor ∼ 20 in non-equilibrium. We also compute the observable line
emission from CII and CO. Both are stronger at higher metallicity, while CII and
CO emission are higher for stronger and weaker radiation fields respectively. We
find that CII is generally unaffected by non-equilibrium chemistry. However, emis-
sion from CO varies by a factor of ∼ 2 − 4. This has implications for the mean XCO
conversion factor between CO emission and H2 column density, which we find is
lowered by up to a factor ∼ 2.3 in non-equilibrium, and for the fraction of CO-dark
molecular gas.
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Metallicity, radiation and chemistry in galaxy simulations
4.1 Introduction
Hydrodynamic simulations of galaxy formation typically model gas cooling by tab-
ulating the cooling rate as a function of gas properties such as the density and
temperature, under certain assumptions. For example, the simplest approach, as
used in some of the first cosmological hydrodynamic simulations (e.g. Katz et al.
1992), is to assume that the gas has primordial abundances and is in collisional
ionisation equilibrium (CIE). Sutherland & Dopita (1993) also included the effects
of metal-line cooling, computing cooling curves in CIE for a range of metallicities.
Another effect that can be important for gas cooling is the presence of a pho-
toionising UV radiation field, which can change the ionisation balance and heat
the gas. Efstathiou (1992) showed that an extragalactic UV background (UVB) can
suppress the cooling rate in a primordial plasma, thereby inhibiting the formation
of dwarf galaxies. Katz et al. (1996) implemented primordial radiative cooling in
the presence of a UVB in cosmological hydrodynamic simulations.
Wiersma et al. (2009) considered the impact that a photoionising UVB has on
cooling rates in the presence of metals. They showed that photoionisation can
suppress the cooling rate by up to an order of magnitude at temperatures and
densities typical of the intergalactic medium (e.g. 104 K . T . 106 K, ρ/ 〈ρ〉 .
100). They also showed that variations in relative abundances from their solar
values can change the cooling rate by a factor of a few. Wiersma et al. (2009)
tabulated the cooling rate from 11 elements separately in the presence of the
redshift-dependent UVB of Haardt & Madau (2001), and these tables have been
used in several cosmological hydrodynamic simulations (e.g. Crain et al. 2009;
Schaye et al. 2010, 2015; Hopkins et al. 2014).
The effects of metal cooling and UV radiation are particularly important below
104 K, as cooling from atomic hydrogen becomes inefficient at such temperatures.
In primordial gas, the only major coolants are H2 and HD (e.g. Saslaw & Zipoy
1967; Flower et al. 2000; Glover & Abel 2008). However, these molecules can
easily be dissociated by Lyman-Werner radiation (11.2 eV − 13.6 eV). If metals
are present, efficient cooling can continue down to T . 100 K via fine-structure
line emission (e.g. Glover & Jappsen 2007; Richings et al. 2014a). Conversely,
the presence of UV radiation will hinder cooling to such low temperatures, as it
heats the gas via photoionisation and photoelectric heating from dust grains, the
latter of which also depends on metallicity. Metallicity and UV radiation therefore
influence the transition from the warm (∼ 104 K) to the cold (∼ 102 K) gas phase.
Wolfire et al. (2003) investigated the warm-to-cold transition by calculating
the minimum pressure, and hence the minimum density, at which a cold phase
can exist in pressure equilibrium with a warm phase, as a function of UV intensity,
metallicity, dust abundance and ionisation rate from cosmic rays and Extreme
UV (EUV)/X-ray radiation (see their equations 33-35). This minimum density
increases with decreasing metallicity and increasing UV intensity (see also Glover
& Clark 2014).
Schaye (2004) demonstrated that the critical surface density above which a
cold ISM phase can form in a galactic disc increases with decreasing metallicity
and increasing UV intensity (see his equation 23). He additionally showed that
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the formation of a cold phase can trigger gravitational instabilities, due to the
lower velocity dispersion in cold gas. Metallicity and UV radiation can thus affect
the star forming properties of galaxies, in particular the threshold surface density
below which star formation is unable to proceed. The transition from atomic to
molecular hydrogen also depends on metallicity and UV radiation (e.g. Schaye
2001; Krumholz et al. 2008; Gnedin & Kravtsov 2011; Sternberg et al. 2014).
Many of the above approaches assume that the gas is in chemical (including
ionisation) equilibrium, or in other words, that the abundances of individual ions
and molecules have reached an equilibrium or steady state. However, this as-
sumption may not be valid if the dynamical or cooling time-scale of the gas is
short compared to the chemical time-scale (e.g. Kafatos 1973; Sutherland & Do-
pita 1993; Gnat & Sternberg 2007; Oppenheimer & Schaye 2013a; Vasiliev 2013),
or if the UV radiation field is varying on time-scales shorter than the chemical
time-scale (e.g. Oppenheimer & Schaye 2013b).
Non-equilibrium chemistry has been shown to affect cooling rates in certain
idealised scenarios. For example, in collisionally ionised gas that is cooling ei-
ther isobarically or isochorically, the cooling rate computed self-consistently from
non-equilibrium abundances is suppressed at temperatures T > 104 K compared
to gas in CIE (e.g. Sutherland & Dopita 1993; Gnat & Sternberg 2007). Oppen-
heimer & Schaye (2013a) investigated non-equilibrium ionisation and cooling in
the presence of a photoionising radiation field, and they showed that the UVB re-
duces the non-equilibrium effects, although the cooling rates at T > 104 K are still
suppressed with respect to chemical equilibrium. Richings et al. (2014a) showed
that, at temperatures below 104 K, the direction of the non-equilibrium effects is
reversed and the cooling rates are enhanced, due to an increase in the electron
abundance compared to equilibrium.
These studies considered special cases of a plasma that is cooling at con-
stant density or pressure. Walch et al. (2011) compared equilibrium and non-
equilibrium chemistry and cooling in high-resolution simulations of a turbulent
medium, in a box 500 pc across. They found that non-equilibrium chemistry did
have a noticeable, albeit fairly small, effect on the gas temperature in their simu-
lations. Vasiliev (2013) applied a treatment for non-equilibrium cooling to simu-
lations of a supernova remnant, and showed that the evolution of the supernova
remnant is sensitive to non-equilibrium effects. However, it remains to be seen
whether such non-equilibrium effects will be relevant on galactic scales.
In this paper we investigate the effects of metallicity, UV radiation and non-
equilibrium chemistry on galaxy formation. We run a series of hydrodynamic sim-
ulations of isolated galaxies with stellar and total halo masses of 109 and 1011 M,
respectively. The simulations use a resolution of 750 M per particle and a grav-
itational force softening of 3.1 pc, which is sufficient to resolve the warm-to-cold
transition. We consider a range of metallicities, 0.01 Z ≤ Z ≤ Z, and a range of
UV radiation fields that span nearly three orders of magnitude in HI photoionisa-
tion rate: the local interstellar radiation field (ISRF) of Black (1987), ten per cent
of the Black (1987) ISRF and the redshift zero extragalactic UV background (UVB)
of Haardt & Madau (2001). We include a local prescription for self-shielding by
gas and dust, and we also consider a model without self-shielding for comparison.
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We first run these simulations with the temperature and chemical abundances
of the gas evolved using the non-equilibrium chemical model of Richings et al.
(2014a,b), which follows the ionisation states of 11 elements that are important
for the gas cooling rate, along with the abundances of 20 molecular species, in-
cluding H2 and CO. We then compare these to simulations evolved using cooling
rates tabulated in chemical equilibrium.
In addition to the dynamical impact on the galaxy due to the effects on the
cooling rate, non-equilibrium chemistry can also affect observable diagnostics of
individual chemical species, e.g. in the presence of a fluctuating UV field (Op-
penheimer & Schaye 2013b), or in the presence of supersonic turbulence (Gray
et al. 2015). To investigate how non-equilibrium chemistry can affect observable
emission on galactic scales, we perform radiative transfer calculations in post-
processing to compute line emission from CII and CO. We then compare the inten-
sity of line emission computed from non-equilibrium abundances to that computed
assuming chemical equilibrium.
The remainder of this paper is organised as follows. In section 4.2 we describe
the hydrodynamic methods and subgrid physics models used in our simulations.
We present our simulations in section 4.3, where we discuss the initial condi-
tions (4.3.1), morphologies and star formation rates (4.3.2), outflow properties
(4.3.3), and the phase structure of the ISM (4.3.4). We compute the observable
line emission from CII and CO in section 4.4, and we summarise our main results
in section 4.5.
4.2 Subgrid Physics Models
Our simulations were run using a modified version of the tree/Smoothed Particle
Hydrodynamics (SPH) code GADGET3 (last described in Springel 2005). The hy-
drodynamic equations were solved using the set of numerical methods known as
ANARCHY, which includes many of the latest improvements to the standard SPH
implementation. In particular, ANARCHY uses the pressure-entropy formulation of
SPH, derived by Hopkins (2013); the artificial viscosity switch of Cullen & Dehnen
(2010); a switch for artificial conduction, similar to that used in Price (2008); the
time-step limiters of Durier & Dalla Vecchia (2012); and the C2 Wendland (1995)
kernel. ANARCHY will be described in more detail in Dalla Vecchia (in preparation);
see also Appendix A of Schaye et al. (2015) for a description of the implementation
of ANARCHY in the cosmological simulations that were run for the EAGLE project,
which is identical to the ANARCHY implementation that we use here.
We use prescriptions to model physical processes that are unresolved in our
simulations, including the chemical evolution of ions and molecules, radiative
cooling, star formation and stellar feedback. These subgrid models are sum-
marised below.
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UV field G0a ΓHI (s−1)b ΓHeI (s−1)c ΓHeII (s−1)d
ISRF 1.2 4.4 × 10−11 3.7 × 10−12 1.7 × 10−14
lowISRF 0.12 4.4 × 10−12 3.7 × 10−13 1.7 × 10−15
UVB 0.014 8.4 × 10−14 2.0 × 10−14 1.5 × 10−16
aRadiation field strength in the energy range 6.0−13.6 eV, in units of
the Habing (1968) field.
bUnattenuated HI photoionisation rate.
cUnattenuated HeI photoionisation rate.
dUnattenuated HeII photoionisation rate.
Table 4.1: Properties of the UV radiation fields considered in this paper.
4.2.1 Chemistry and radiative cooling
We use the chemical model of Richings et al. (2014a,b) to evolve the chemical
abundances of 157 species, including all ionisation states of the 11 elements
that are most important for cooling1 and 20 molecular species2. The gas tem-
perature is evolved using radiative cooling and heating rates calculated from the
non-equilibrium abundances. This gives us a set of 158 differential equations
(157 chemical rate equations and the energy equation), which we integrate over
each hydrodynamic timestep for each gas particle. We integrate these differential
equations using the backward difference formula method and Newton iteration
in CVODE (from the SUNDIALS3 suite of non-linear differential/algebraic equation
solvers), using a relative tolerance of 10−4 and an absolute tolerance of 10−10.
We summarise the main chemical and thermal processes that are included in
our model below.
Chemical processes
We include collisional ionisation, radiative and di-electronic recombinations and
charge transfer reactions. The formation of molecular hydrogen occurs on dust
grains, using equation 18 of Cazaux & Tielens (2002) with a dust temperature
Tdust = 10 K, as well as via gas phase reactions. We also include cosmic ray ionisa-
tions, assuming a primary ionisation rate of atomic hydrogen due to cosmic rays
of ζHI = 2.5× 10−17s−1 (Williams et al. 1998). The primary ionisation rates of other
species due to cosmic rays are then scaled to this value using the ratios in the
UMIST database4 (McElroy et al. 2013) where available, or using the equations
from Lotz (1967), Silk (1970) and Langer (1978) otherwise. We include sec-
ondary ionisations of HI and HeI from cosmic rays using the tables of Furlanetto
& Stoever (2010), assuming a typical mean primary electron energy of E = 35 eV.
We include photoionisation of atoms and ions, including Auger ionisation, us-
ing optically thin cross sections calculated in the grey approximation for a given
1H, He, C, N, O, Ne, Mg, Si, S, Ca & Fe.
2H2, H+2 , H
+
3 , OH, H2O, C2, O2, HCO
+, CH, CH2, CH+3 , CO, CH
+, CH+2 , OH
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UV spectrum. We consider three UV spectra in this paper: the local ISRF of Black
(1987), ten per cent of the Black (1987) ISRF and the redshift zero extragalactic
UVB of Haardt & Madau (2001). The properties of these radiation fields are sum-
marised in Table 4.1. We then attenuate the optically thin rates by the gas and
dust, as a function of the column densities of HI, H2, HeI, HeII and dust, as de-
scribed in Richings et al. (2014b). To calculate these column densities, we assume
that each gas particle is shielded locally. The total hydrogen column density, NHtot ,
is then:
NHtot = nHtot L , (4.1)
where nHtot is the hydrogen number density of the gas particle and L is the shielding
length, i.e. the length scale over which the gas particle is able to shield itself. We
use a Sobolev-like approximation to estimate the shielding length based on the
gradient of the density, ρ:




Gnedin et al. (2009) use this approximation in cosmological simulations to fol-
low the formation of molecular hydrogen. They show that this approximation
accurately reproduces the true column densities in their simulations, as mea-
sured along random lines of sight, with a scatter of a factor of 2 in the range
3 × 1020 cm−2 < NHI + 2NH2 < 3 × 10
23 cm−2.
The column density of species i is then:
Ni = xiNHtot , (4.3)
where xi = ni/nHtot is the abundance of species i.
The photodissociation rates of molecular species are also attenuated using the
shielding length given in equation 4.2. The attenuation of the photodissociation
rate of species i due to dust is given by:
S id(NHtot ,Z) = exp(−γ
i
dAv), (4.4)
where S id(NHtot ,Z) is the shielding factor (i.e. the ratio of the optically thick to
optically thin photodissociation rates) due to dust, Av = 4.0 × 10−22NHtot Z/Zmag
is the visual dust extinction, Z is the metallicity and the factors γid are taken from
table 2 of van Dishoeck et al. (2006) where available, or from table B2 of Glover
et al. (2010) otherwise.
In addition to dust shielding, molecular hydrogen can also be self-shielded.
We use the temperature-dependent self-shielding function given in equations 3.12
to 3.15 of Richings et al. (2014b), which gives the shielding factor of H2 as a
function of the molecular hydrogen column density, NH2 , gas temperature, T , and
Doppler broadening parameter, b. The Doppler broadening parameter includes
thermal broadening and broadening due to turbulence. In our simulations, we
assume a constant turbulent broadening parameter bturb = 7.1 km s−1, as used by
e.g. Krumholz (2012), as this is typical for observed molecular clouds.
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CO can also be self-shielded and shielded by H2. We use the tables of the
shielding factor of CO as a function of CO and H2 column densities given by Visser
et al. (2009).
A full list of the chemical reactions that are included in our model can be found
in table B1 of Richings et al. (2014a).
Thermal processes
We use the non-equilibrium abundances from the chemical network to calculate
the net cooling rate of the gas. We include cooling from the collisional excitation
and ionisation of H and He, fine-structure line emission from metals, recombina-
tion cooling and bremsstrahlung radiation. We use the H2 cooling function from
Glover & Abel (2008) for rovibrational cooling from H2, and we include cool-
ing from CO, H2O and OH. The photoheating rate is attenuated by gas and dust,
as described by Richings et al. (2014b), using column densities calculated from
equations 4.1 and 4.2 above. We also include photoelectric heating on dust grains
(Bakes & Tielens 1994; Wolfire et al. 1995), cosmic ray heating (Goldsmith &
Langer 1978; Glover & Jappsen 2007), and heating from the photodissociation
of H2 (Black & Dalgarno 1977), UV pumping of H2 (Burton et al. 1990), and the
formation of H2 on dust grains (Hollenbach & McKee 1979) and in the gas phase
(Karpas et al. 1979; Launay et al. 1991).
Equilibrium cooling tables
One aim of this paper is to compare simulations run using the full non-equilibrium
chemical model described above to simulations evolved with cooling rates that are
calculated assuming chemical equilibrium. We therefore used our chemical model
to create tables of the cooling and heating rates and the mean molecular weight in
chemical equilibrium as a function of gas temperature, hydrogen number density
and total hydrogen column density. Note that the simulations in this paper were
run at fixed metallicity, so we do not need to include an additional dimension for
metallicity in the cooling tables. These tables were then used to evolve the gas
temperature in the equilibrium cooling runs. By computing equilibrium cooling
rates using the same chemical model as used for the non-equilibrium runs, we
ensure that any differences are due to non-equilibrium effects, and not simply due
to the use of different chemical rates in the models.
4.2.2 Star formation
We allow a gas particle to form stars if its temperature, T , and hydrogen number
density, nHtot , satisfy the following criteria:
T < Tthresh = 1000 K, (4.5)
nHtot > nHtot,thresh = 1.0 cm
−3. (4.6)
Gas particles that satisfy these criteria form stars at a rate given by:
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where ρ̇∗ is the star formation rate per unit volume, ρgas is the gas density and
tff =
√
3π/(32Gρ) is the free fall time. We use a star formation efficiency per
free fall time of εSF = 0.005. This is slightly lower than the value of εSF ∼ 0.015
that is typically observed in the Milky Way and nearby galaxies (Krumholz et al.
2012). We calibrated this parameter, along with the density and temperature
thresholds and the parameters for the stellar feedback model described in the next
section, to reproduce the observed Kennicutt-Schmidt relation in nearby galaxies
(see Fig. 4.3).
In a timestep ∆t, star forming gas particles are stochastically turned into star









Each star particle represents a stellar population, rather than an individual star.
We assume that the stellar population initially follows the Chabrier (2003) Initial
Mass Function (IMF) with masses in the range 0.1−100 M. We then calculate how
many type II supernovae will explode in each timestep for each star particle, using
the metallicity-dependent stellar lifetimes of Portinari et al. (1998) and assuming
that all stars with a mass greater than 6 M will end their lives in a supernova
(stars with masses of 6 − 8 M explode as electron capture supernovae in models
with convective overshoot, e.g. Chiosi et al. 1992).
The energetic feedback from supernovae is implemented using the stochastic
thermal feedback prescription of Dalla Vecchia & Schaye (2012), except that we
distribute the total available energy from type II supernovae from a single star
particle in time according to the stellar lifetimes of the massive stars, rather than
combine it into a single supernova event. For each star particle that has a non-zero
number of supernovae, NSNII, in timestep ∆t, we stochastically select gas particles
from the Nngb = 48 neighbours to be heated by ∆T = 107.5 K. Note that Nngb is
smaller than the number of neighbours that we use to compute the SPH kernel
(NSPHngb = 100). This reduces the computational cost of the neighbour-finding rou-
tine for star particles, and has little impact on the accuracy of the stellar feedback.
The probability p of selecting a given gas particle to be heated is:
p = min
23 ESNIINSNIIµmpkB∆T ∑Nngbi=1 mi , 1
 , (4.9)
where ESNII = 1051 erg is the energy injected per supernova, µ is the mean molecu-
lar mass of the gas particle, mp is the mass of a proton and mi is the mass of the ith
neighbouring gas particle.
By imposing a minimum heating temperature ∆T , we ensure that the cool-
ing time of the heated gas is long enough to avoid artificial radiative losses that
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would otherwise make the feedback scheme ineffective. However, note that, at
the resolution that we use in our simulations (750 M per particle), we require ap-
proximately 10 supernovae to heat a single gas particle to 107.5 K. We therefore do
not resolve individual supernovae, as each feedback event is equivalent to several
supernovae exploding simultaneously.
While we include the energetic feedback from supernovae, we do not include
the chemical enrichment from supernovae or from stellar mass loss. This allows
us to follow model galaxies at a fixed metallicity, which eases the interpretation of
our numerical experiments.
4.2.4 Jeans limiter
To ensure that we always resolve the Jeans mass, MJ, and the Jeans length, LJ, we
impose a minimum floor on the pressure that enters the hydrodynamic equations.
This is similar to the approach used by e.g. Robertson & Kravtsov (2008); Schaye
& Dalla Vecchia (2008); Hopkins et al. (2011).
There are two criteria that we can consider to determine the pressure floor.
Firstly, we can require that the Jeans mass be resolved by at least a factor NJ,m







γP/ρ is the sound speed, γ = 5/3 is the ratio of specific heats, P is the
thermal gas pressure and ρ is the gas density.
If each gas particle has mass mgas, and we use NSPHngb neighbours in the SPH
kernel, then the mass within the kernel is:
Mk = NSPHngb mgas. (4.11)










Secondly, we can require that the Jeans length be resolved by at least a factor














Since the smoothing length is defined such that the number of SPH neighbours,
NSPHngb , is constant, we can express hsml in terms of the kernel mass as:
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By combining equations 4.12, 4.14 and 4.15, we see that these two criteria are
equivalent if:
NJ, l = 2N
1/3
J,m . (4.16)
We set the pressure floor in our simulations such that we resolve MJ by at least
NJ,m = 4 kernel masses, and thus we resolve LJ by at least NJ, l = 3.2 smoothing
lengths.
Note that, while we impose this floor on the pressure that enters the hydro-
dynamic equations, the temperature is still allowed to cool below this limit. This
means that the thermal pressure will effectively be decoupled from the hydrody-
namic equations once this floor is reached. For the resolution of our simulations,
the pressure floor that we use corresponds to the thermal pressure at a temper-
ature of 240 K at the star formation threshold density nHtot,thresh = 1.0 cm
−3. We
implement the Jeans limiter as a pressure floor rather than a temperature floor
(as was used in Schaye & Dalla Vecchia 2008) so that the thermal and chemical
state of the gas will evolve towards a realistic equilibrium for the given density,
although we miss small-scale, high-density structures that are unresolved in the
simulation.
4.3 Simulations
We ran a suite of SPH simulations of isolated galaxies with a range of metallic-
ities and UV radiation fields, using a resolution of 750 M per gas particle, with
100 SPH neighbours, and a gravitational softening length of 3.1 pc. Each simu-
lation was evolved for 1 Gyr. We ran each simulation twice: once using the full
non-equilibrium chemical model summarised in section 4.2.1, and once using tab-
ulated cooling rates calculated assuming chemical equilibrium, as described in
section 4.2.1. In this section, we describe the initial conditions, and we compare
the morphologies, star formation rates, outflow properties and ISM phases in our
simulated galaxies. For each of these, we focus on the effects of metallicity, radia-
tion field and non-equilibrium chemistry.
4.3.1 Initial conditions
The initial conditions that we use are based on the model of Springel et al. (2005),
and were generated using a modified version of a code that was kindly provided to
us by Volker Springel. Each galaxy consists of an exponential disc of gas and stars
with a radial scale length of 2.0 kpc, and a central stellar bulge with a Hernquist
(1990) density profile, embedded within a dark matter halo. The stellar disc and
bulge are represented by collisionless particles with the same mass as the gas
particles (750 M per particle). The main difference between our initial conditions
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Model M200 c200 M∗, init Mgas, init fd, gas mbaryon εsoft Z UV Fielda Shielding
(M) (M) (M) (M) (pc) (Z)
ref 1011 8.0 1.4 × 109 4.8 × 108 0.3 750 3.1 0.1 ISRF yes
lowZ 1011 8.0 1.4 × 109 4.8 × 108 0.3 750 3.1 0.01 ISRF yes
hiZ 1011 8.0 1.4 × 109 4.8 × 108 0.3 750 3.1 1.0 ISRF yes
lowISRF 1011 8.0 1.4 × 109 4.8 × 108 0.3 750 3.1 0.1 lowISRF yes
UVB 1011 8.0 1.4 × 109 4.8 × 108 0.3 750 3.1 0.1 UVB yes
UVBthin 1011 8.0 1.4 × 109 4.8 × 108 0.3 750 3.1 0.1 UVB no
aSee Table 4.1
Table 4.2: Parameters and properties of the galaxies in the suite of simulations used in this
paper: total mass M200 within the radius R200,crit enclosing a mean density of 200 times the
critical density of the Universe at redshift zero, concentration c200 of the dark matter halo,
initial stellar mass M∗, init, initial gas mass Mgas, init, disc gas mass fraction fd, gas, mass per gas
or star particle mbaryon, gravitational softening length εsoft, gas metallicity Z, UV radiation
field and whether we include self-shielding.
and the model of Springel et al. (2005) is that we represent the dark matter halo
using a static potential, rather than with live dark matter particles. Using a static
potential speeds up the calculation without affecting the results.
The gas is initially isothermal, with a temperature of 104 K, and the chemical
abundances are initially in chemical equilibrium. The stellar disc is set up with a
vertical distribution that follows an isothermal profile with a scale height of ten
per cent of the radial scale length of the disc, while the vertical structure of the
gaseous disc is set to be in hydrostatic equilibrium using an iterative procedure.
The total mass of each galaxy within R200,crit (i.e. the radius enclosing a sphere
with a mean density of 200 times the critical density of the Universe at redshift
zero) is M200 = 1011 M, and the initial stellar mass is M∗ = 1.4 × 109 M. These
masses are consistent with the stellar mass-halo mass relation obtained from abun-
dance matching by Moster et al. (2013) and corrected for baryonic effects using
the prescription of Sawala et al. (2015).
A fraction f∗,B = 0.2 of the stellar mass is in the bulge, with the remainder in the
disc. We use a disc gas mass fraction fd, gas = 0.3, which gives an initial gas mass
of Mgas = 1.8 × 108 M. The dark matter density profile that we use to calculate
the static dark matter potential follows a Hernquist (1990) profile that has been
scaled to match the inner regions of a Navarro et al. (1996) (NFW) profile with a
concentration c200 = 8.0, which agrees with the redshift zero mass-concentration
relation of Duffy et al. (2008).
In our reference model (ref), we use a fixed metallicity of 0.1 Z, and for the
UV radiation field we use the ISRF of Black (1987), along with the self-shielding
prescription described in section 4.2.1. We also consider two additional metallic-
ities (0.01 Z and Z), and three additional radiation fields (ten per cent of the
Black (1987) ISRF and the redshift zero UVB of Haardt & Madau (2001), both
with self-shielding, and the redshift zero Haardt & Madau (2001) UVB without
self-shielding). The parameters and properties of the galaxies in our suite of simu-
lations are summarised in Table 4.2. We summarise the properties of the different
radiation fields used in our simulations in Table 4.1.
Throughout this paper we assume that the dust-to-gas ratio scales linearly with
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metallicity, or in other words, that the dust-to-metals ratio is constant. How-
ever, there is observational evidence that the dust-to-metals ratio decreases at
low metallicity, below ≈ 0.3 Z (e.g. Rémy-Ruyer et al. 2014). Therefore, it is pos-
sible that our runs at 0.01 Z and 0.1 Z overestimate the total dust abundance.
This would affect the formation rate of H2, shielding of the radiation field, and
photoelectric heating from dust grains.
4.3.2 Morphology and star formation
Maps of the gas surface density after 500 Myr from the simulations run with the full
non-equilibrium chemical model are shown in Fig. 4.1 for different metallicities
(top row) and different UV radiation fields (bottom row), and maps of the gas
temperature after 500 Myr are shown in Fig. 4.2. Each pair of panels in these
figures shows projections looking at the disc face-on (top) and edge-on (bottom).
Comparing the three different metallicities, we see that the morphology of
the gas is very different in these three runs. In the simulation with the lowest
metallicity (one per cent solar; top left pair of panels in Figs. 4.1 and 4.2), star
formation only occurs at the centre of the disc. However, at higher metallicities,
star formation becomes more vigorous and extends to larger radii. This leads to
more supernovae, which create more bubbles of hot gas in the disc (as seen in
Fig. 4.2), and drive more gas out of the disc in vertical fountains and outflows (as
seen in the edge-on views).
These trends with metallicity occur because, at higher metallicities, there is
more metal-line cooling, which allows the gas to cool down to a cold ISM phase
(with temperatures of a few hundred Kelvin) at lower densities. Gas needs to cool
down to the cold ISM phase before it can form stars. Therefore, in the runs at
higher metallicity, star formation can proceed in lower-density gas, and hence at
lower gas surface densities. Our models all start with the same gas density profile.
Hence, if star formation extends to lower gas surface densities, then it will extend
to larger radii.
Additionally, the increase in metal-line cooling at higher metallicities means
that gas can more easily undergo gravitational collapse to higher densities. These
two effects (star formation at lower densities and more gas collapsing to higher
densities) lead to an increase in the total star formation rate, and hence more
stellar feedback in the disc.
Furthermore, the fact that the Jeans scale is smaller at lower temperatures also
contributes to the more fragmented appearance of the gas disc at high metallici-
ties.
However, it is important to note that these runs at different metallicities all use
the same radiation field. In reality, the lower star formation rate that we find at
lower metallicity will also result in a weaker radiation field. As we show below,
this will tend to increase the star formation rate and thus will lessen the differences
in star formation rate at different metallicities.
The bottom rows of Figs. 4.1 and 4.2 show runs at ten per cent solar metallicity
with different UV radiation fields: ten per cent of the Black (1987) ISRF (‘low-
ISRF’) and the redshift zero extragalactic UVB of Haardt & Madau (2001) (‘UVB’),
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Figure 4.1: Maps of the total gas surface density after 500 Myr in the simulations run
with the full non-equilibrium chemical model. The simulations in the top row were run
with the Black (1987) ISRF at different metallicities: 0.01 Z (lowZ; left), 0.1 Z (ref; centre)
and Z (hiZ; right). The simulations in the bottom row were run at a metallicity of 0.1 Z
with different UV radiation fields: ten per cent of the Black (1987) ISRF (lowISRF; left),
the Haardt & Madau (2001) UVB at redshift zero (UVB; centre) and the Haardt & Madau
(2001) UVB without self-shielding (UVBthin; right). Each pair of panels shows projections
looking at the disc face-on (top) and edge-on (bottom). The face-on projections are 8 kpc
across, and the edge-on projections cover 4 kpc in the vertical direction.
both run with self-shielding, and the redshift zero Haardt & Madau (2001) UVB
without self-shielding (‘UVBthin’). See Table 4.1 for the properties of these ra-
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Figure 4.2: As Fig. 4.1, but for the gas temperature. Except for Z = 0.01 Z, hot bubbles of
gas driven by supernovae disrupt the otherwise smooth density distribution in the disc and
drive vertical outflows of gas.
diation fields. As we decrease the strength of the UV radiation field (from the
reference run in the top centre panels of Figs. 4.1 and 4.2, to ‘lowISRF’ to ‘UVB’),
the gas disc becomes more fragmented. A lower radiation field reduces the heat-
ing rate from photoionisation and photoelectric dust heating, which allows the
gas to cool to the cold, star forming ISM phase (with temperatures of a few hun-
dred Kelvin) at lower densities. This increases the star formation rate, leading to
more stellar feedback, and it decreases the Jeans scale in this gas. Hence the gas
becomes more fragmented, similar to the effect of increasing the metallicity.
In the run without self-shielding (‘UVBthin’; bottom right pair of panels in
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Figure 4.3: The star formation rate surface density, ΣSFR, versus surface density of neutral
(atomic plus molecular) hydrogen, ΣHI+H2 , i.e. the Kennicutt-Schmidt relation. The intensity
of the blue-green colour corresponds to two-dimensional histograms of ΣSFR and ΣHI+H2
measured in the simulations run with the full non-equilibrium chemical model at different
metallicities (top row) and for different radiation fields (bottom row; see Table 4.1). We
measure ΣSFR and ΣHI+H2 on a grid of cells, each 100 pc across, that span a square region
8 kpc across aligned such that the disc is viewed face on. We combine measurements from
all snapshot outputs from 100 Myr to 1000 Myr, at intervals of 100 Myr. We set all cells to
have a minimum ΣSFR of 10−6 M yr−1 kpc−2, so that they are visible in these plots. The cyan
curves show the median value of ΣSFR in bins of ΣHI+H2 , from simulations evolved with the
full non-equilibrium chemical model (solid) and those run with cooling rates in chemical
equilibrium (dashed). The contours show the observed Kennicutt-Schmidt relation from
various samples. The red shaded region shows the best-fit power-law relation of Kennicutt
(1998) (their equation 4), with the width of this region indicating the uncertainty in the
normalisation. The black and grey contours are taken from Bigiel et al. (2008) (the centre-
right panel of their fig. 8), measured in sub-kpc regions of nearby galaxies. Finally, the
yellow contours are take from Bolatto et al. (2011) (from their fig. 6), measured in the
Small Magellanic Cloud. We use their data at a resolution of 200 pc, rather than their full
resolution data, as this is closer to the spatial scale that we use for the measurements of ΣSFR
and ΣHI+H2 in the simulations (100 pc). We have renormalised ΣSFR from the observations
for a Chabrier (2003) IMF, as used in our simulations.
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Figs. 4.1 and 4.2), the gas is heated by photoionisation of HI even at high densities,
where it would otherwise become shielded from ionising radiation. This means
that in this run gas can only cool below 1000 K and form stars at high densities
(nH,tot & 10 cm−3). Furthermore, the high-density gas remains much warmer than
in the corresponding run with self-shielding (‘UVB’), so the Jeans scale in this gas
is larger. Hence the gas morphology is smoother when we do not include self-
shielding.
The simulations in Figs. 4.1 and 4.2 were run with the full non-equilibrium
chemical model. In the simulations evolved with cooling rates in chemical equi-
librium, we find very similar morphologies to those seen in Figs. 4.1 and 4.2.
The trends of star formation rate with metallicity and radiation field can be
understood more clearly in plots of the star formation rate surface density, ΣSFR,
versus gas surface density of neutral (atomic and molecular) hydrogen, ΣHI+H2 ,
i.e. the Kennicutt-Schmidt relation (Kennicutt 1998). These are shown in Fig. 4.3
for different metallicities (top row) and different radiation fields (bottom row).
The intensity of the blue-green colour indicates the mass-weighted distribution
of gas as a function of ΣSFR and ΣHI+H2 in simulations evolved with the full non-
equilibrium chemical model. We measure these on a grid of cells, each 100 pc
across, that span a square region 8 kpc across centred on the disc and are aligned
such that the disc is viewed face on. In each simulation we have combined mea-
surements of ΣSFR and ΣHI+H2 from all snapshot outputs from 100 Myr to 1000 Myr,
at intervals of 100 Myr. The cyan curves in Fig. 4.3 show the median value of
ΣSFR in bins of ΣHI+H2 for simulations evolved with the full non-equilibrium model
(‘NonEq’; solid curves) and with cooling rates in chemical equilibrium (‘Eqm’;
dashed curves), and the contours show the observed Kennicutt-Schmidt relations
in various samples of galaxies, as indicated in the legend.
At high gas surface densities, ΣSFR tends towards a power-law relation, with
a slope similar to (albeit slightly larger than) that measured by Kennicutt (1998)
(the red region in Fig. 4.3). At low gas surface densities, the star formation rate
drops below this power-law relation, and is cut off below a threshold gas surface
density, ΣthreshHI+H2 .
In the top right panel of Fig. 4.3, we see that the simulation at solar metallicity
agrees fairly well with the relation measured for nearby galaxies by Bigiel et al.
(2008) (black and grey contours). Note that we calibrated the parameters of
our star formation and stellar feedback models to match the normalisation of the
observed relation. The threshold ΣthreshHI+H2 below which star formation is cut off
increases with decreasing metallicity, as predicted by Schaye (2004). If we define
ΣthreshHI+H2 as the surface density at which the median ΣSFR is 1 dex below the power-
law relation of Kennicutt (1998), we find ΣthreshHI+H2 ∝ Z
−0.3. This agrees well with the
metallicity dependence derived by Schaye (2004) for the column density at which
the cold ISM phase forms (see his equation 23).
In the lowest-metallicity simulation, in the top left panel of Fig. 4.3, the gas
surface densities do not extend much above ΣthreshHI+H2 , so we cannot see whether
the relation turns over and follows a power-law relation at higher gas surface
densities.
Comparing runs at ten per cent solar metallicity for different radiation fields
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Figure 4.4: Star formation histories of simulations run with the full non-equilibrium chem-
ical model (solid curves) and run with cooling rates in chemical equilibrium (dashed curves)
at different metallicities (top panel) and for different radiation fields (bottom panel; see Ta-
ble 4.1). The black curves in the two panels are from the same simulation. We find higher
star formation rates in the simulations at higher metallicity and, to a lesser extent, in the
presence of a weaker UV radiation field.
(top centre, bottom left and bottom centre panels of Fig. 4.3), we see that, as we
decrease the strength of the UV radiation field, the threshold gas surface density,
ΣthreshHI+H2 , below which star formation is cut off decreases, as predicted by Schaye
(2004). This is similar to the effect of increasing the metallicity that we see in the
top row. We find ΣthreshHI+H2 ∝ G
0.3
0 , in good agreement with the dependence on UV
intensity derived by Schaye (2004) for the column density at which the cold ISM
phase forms (his equation 23).
The bottom right panel shows that, when we do not include self-shielding,
ΣthreshHI+H2 increases. Furthermore, at gas surface densities above Σ
thresh
HI+H2
, the star for-
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mation rate continues to rise steeply, and lies above the observed relation of Ken-
nicutt (1998). However, since we calibrated the parameters of our star formation
and stellar feedback models to reproduce the observed Kennicutt-Schmidt rela-
tion in simulations that included self-shielding, this could possibly be remedied by
re-calibrating these parameters.
The star formation histories are shown in Fig. 4.4 for different metallicities
(top panel) and different radiation fields (bottom panel). The solid and dashed
curves show simulations evolved with the full non-equilibrium chemical model
and with cooling rates in chemical equilibrium respectively. The star formation
rate initially rises rapidly as gas cools from its initial temperature of 104 K to form
a cold, star-forming ISM phase. Once stellar feedback takes effect (after ∼ 50 Myr),
the star formation rate levels off and then steadily declines over the course of the
simulation, as gas is either consumed by star formation or driven out of the disc
in outflows.
The star formation rate increases with metallicity and is about two orders
of magnitude higher for solar metallicity than for 0.01 Z. As we decrease the
strength of the radiation field, the total star formation rate increases, by a factor
of ∼ 3 for the radiation fields that we consider here. This is similar to the trend
that we see when we increase the metallicity from 0.01 Z to Z, although the size
of the effect is smaller than when we vary the metallicity over this range.
In the run without self-shielding, the total star formation rate is typically lower,
by up to an order of magnitude, than in the corresponding run with self-shielding,
although they are similar (to within a factor of two) between 400 and 600 Myr.
Comparing the solid and dashed curves in Figs. 4.3 and 4.4, we see that non-
equilibrium cooling has no noticeable systematic effect on the simulated Kennicutt-
Schmidt relation or on the total star formation rate of the simulated galaxy. How-
ever, this conclusion may be dependent on the resolution of our simulations. In
particular, our star formation prescription allows gas to form stars at densities
nH > 1.0 cm−3 and temperatures T < 1000 K. In other words, gas in our models
becomes star forming once it transitions from the Warm Neutral Medium (WNM)
to the Cold Neutral Medium (CNM). It is possible that there are still important
non-equilibrium effects on smaller scales than we resolve that could affect the star
formation rate.
4.3.3 Outflows
Stellar feedback drives gas out of the disc in our simulations. To measure the
radial mass outflow rates and velocities, we consider a spherical shell of radius
0.2R200,crit = 19 kpc and thickness ∆r = R200,crit/150 = 0.64 kpc, centred on the origin
(which is defined as the centre of the static dark matter potential). The net mass
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where mi, vi and ri are the mass, velocity and position of the ith particle respec-
tively, and we sum over the Nshell gas particles in the shell. We also calculate the
mass-weighted mean radial velocity, vout, of the outflowing particles as:
vout = 〈v〉+ =
∑Nshell+
i=1 mi (vi · ri/|ri|)+∑Nshell+
i=1 mi
, (4.18)
where the subscript ‘+’ indicates that we only consider particles with vi · ri > 0, i.e.
that are moving radially outward.
We could split the net outflow rate in equation 4.17 into separate outflow and
inflow rates, using particles that are moving radially outward or inward respec-
tively. However, we find that the inflow rates at this radius are negligible in our
simulations.
We measure the mass outflow rates and mean outflow velocities from each
simulation in snapshots output at 1 Myr intervals, using equations 4.17 and 4.18.
These are shown in Fig. 4.5 for the simulations with different metallicities (top
row), and in the presence of different UV radiation fields (bottom row). Solid and
dashed curves are from simulations run with the full non-equilibrium chemical
model and cooling rates in chemical equilibrium respectively.
We see that the mass outflow rates (left panels) generally increase during the
first 200 Myr, as there is a delay between the onset of star formation and the first
supernovae, and it takes a finite time for the gas to reach the radius of 19 kpc
where we measure the outflows (∼ 10 Myr for gas travelling at 200 km s−1). In the
simulations without self-shielding (green curves in the bottom row), this initial
increase is more gentle and extends over a longer period of time (∼ 500 Myr).
We saw in Fig. 4.4 that the star formation rates in the simulations without self-
shielding also increase more gently over this period. After the initial rise, the mass
outflow rates fluctuate around an approximately steady or gently declining value.
The outflow rates tend to be larger in simulations at higher metallicity or in the
presence of a weaker UV radiation field, due to the larger star formation rates that
we find in these cases (see Fig. 4.4). In the centre panels of Fig. 4.5 we show the
evolution of the ratio between the mass outflow rate and the star formation rate,
i.e. the mass loading factor. After 200 Myr, the mass loading factor tends towards
a value of ∼ 10, independent of the metallicity or strength of the UV radiation
field. An exception to this trend is seen in the simulations that do not include
self-shielding (green curves in the bottom row), which show a steady rise in the
mass loading factor from ∼ 1 at 200 Myr to ∼ 30 at the end of the simulation, albeit
with large fluctuations on timescales of a few Myr.
One caveat is that we do not include a gaseous halo in the initial conditions.
In a realistic galaxy, the outflowing gas may be slowed down as it interacts with
an existing gaseous halo, which could decrease the mass loading factor at R200,crit.
Alternatively, it may sweep up more material from the halo, which could increase
the mass loading factor.
In the right panels of Fig. 4.5, we show the evolution of the mean radial ve-
locity of outflowing gas. Initially, we find very large outflow velocities (vout ∼
1000 km s−1), because the fastest particles ejected from the disc are the first to
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reach the radius at which we measure the outflows. The mean outflow velocity
subsequently decreases as the slower particles reach this radius, and tends towards
a value of ∼ 65 km s−1 by the end of the simulation.
Comparing solid and dashed curves in Fig.4.5, we see that the outflows are
generally not strongly affected by the use of equilibrium cooling rates. In the runs
at solar and ten per cent solar metallicity in the presence of the Black (1987) ISRF
(red and black curves respectively in the top row of Fig. 4.5), the mass outflow
rates (left panels) rise more gently in the first 200 Myr in the simulations run with
equilibrium cooling rates (dashed curves), compared to the corresponding runs
evolved with non-equilibrium cooling rates (solid curves). However, this differ-
ence becomes less pronounced in the presence of a weaker UV radiation field (red
and blue curves in the bottom row of Fig. 4.5). Also, the mass loading factors
(centre panels) and outflow velocities (right panels) are similar whether we use
non-equilibrium or equilibrium cooling.
We also considered how the mass loading factor, β = Ṁout/Ṁ∗, depends on gas
surface density in our simulations. To do this, we measured vertical outflows close
to the disc, at a vertical height of 1 kpc above and below the mid-plane of the disc.
We positioned two thin sheets of thickness ∆z = 50 pc parallel to the disc (in the
x − y plane) at a vertical distance |z| = 1 kpc. Each sheet covered a square region
8 kpc across centred on the galaxy centre, which corresponds to the region shown
in the face-on views in Figs. 4.1 and 4.2. The vertical mass outflow rate through









where vz,i is the z-component of the velocity of the ith particle, the subscript ‘+’
indicates that we only include particles with z·v > 0 (i.e. that are moving vertically
away from the mid-plane), and we sum over the Nsheet+ gas particles with z · v > 0
in the two sheets.
To compare the mass loading factor at a vertical height of 1 kpc to the gas
surface density within the disc, we divided the two thin sheets into a grid of cells,
each 100 pc across. We then measured the mass outflow rates through the two
sheets in each cell, along with the star formation rate and gas surface density in
the disc within the cell.
In Fig. 4.6 we plot the mass loading factor as a function of gas surface density
for different metallicities (top row) and different UV radiation fields (bottom row).
We measured the mass loading factors and gas surface densities in all snapshot
outputs from each simulation, at intervals of 1 Myr, and we show the median
mass loading factor (solid curves) and the range between the tenth and ninetieth
percentiles (shaded regions) in bins of gas surface density. Simulations run with
the full non-equilibrium and equilibrium chemical models are shown in black and
red respectively.
The mass loading factor decreases with increasing gas surface density, follow-
ing approximately a power-law, with β ∝ Σ−2gas. At constant gas surface density,
the mass loading factor increases with decreasing metallicity and increasing UV
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Figure 4.6: Mass loading factor, β = Ṁout/Ṁ∗, plotted against gas surface density, Σgas, mea-
sured in regions of the disc 100 pc across at a vertical distance |z| of 1 kpc above and below
the mid-plane of the disc. We show simulations at different metallicities (top row) and for
different radiation fields (bottom row; see Table 4.1), evolved using the full non-equilibrium
chemical model (black) or using cooling rates in chemical equilibrium (red). The solid
curves show the median mass loading factor in bins of Σgas, and the shaded regions indicate
the range between the tenth and ninetieth percentiles in each bin. The mass loading factor
decreases with increasing Σgas, and this relation is unaffected by using equilibrium cooling.
radiation field. The mass loading factors in the different panels of Fig. 4.6 suggest
a scaling of β ∝ Z−0.5 and β ∝ G0.30 , although these scalings are highly uncertain, as
we only consider a small number of different metallicities and radiation fields.
Comparing black and red curves in Fig. 4.6, we see that we recover the same re-
lation between mass loading factor and gas surface density, regardless of whether
we use non-equilibrium cooling rates or cooling rates in chemical equilibrium.
Hopkins et al. (2012) explored the dependence of β on galaxy properties in
their SPH simulations of isolated galaxies. They found:
β = 10(VC(R)/100 km s−1)−1(Σgas(R)/10 M pc−2)−0.5 (4.20)
(their equation 8), where VC is the circular velocity at radius R. This has a much
weaker dependence on Σgas, with a power-law slope of −0.5, compared to ∼ −2
from our simulations. This different scaling with Σgas may be due to the different
prescription for stellar feedback that was used by Hopkins et al. (2012).
The relation betweem β and Σgas has also been explored by Creasey et al.
(2013). They used high-resolution mesh simulations of supernova-driven galactic
winds in a 1 kpc column through a galactic disc, but they did not include radiative
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cooling below 104 K. They showed that β increases with decreasing Σgas, and with
increasing gas fraction, fgas. They fit a power-law dependence of β on Σgas and
fgas in their simulations, and they found β = 13Σ−1.15gas f
0.16
gas (see equations 39-42 of
Creasey et al. 2013). This power-law scaling with Σgas is intermediate between our
value and the relation of Hopkins et al. (2012).
We find much larger mass loading factors than Creasey et al. (2013) at a given
gas surface density. For example, at Σgas = 10 M pc−2, we typically find a median
mass loading factor of ∼ 100 at |z| = 1 kpc, whereas, for a gas fraction fgas = 0.3,
the best-fit relation of Creasey et al. (2013) gives a mass loading factor of 0.8.
For comparison, the relation of Hopkins et al. (2012) gives β = 20, where VC ∼
50 km s−1 in our simulations. Creasey et al. (2013) measured the outflows from
their simulation volume closer to the mid-plane, at |z| = 500 pc. However, when
we consider outflows at |z| = 500 pc in our simulations, we still find a mass loading
factor ∼ 100 at Σgas = 10 M pc−2, and a slope ∼ −2.
There are several differences between our simulations and those of Creasey
et al. (2013) that could explain these discrepancies. Most importantly, Creasey
et al. (2013) did not include radiative cooling below 104 K, whereas gas in our
simulations can cool to 10 K. The presence of a cold phase in the ISM is likely
to affect how outflowing gas escapes the disc. Creasey et al. (2013) also did
not include rotation of the disc, or self-gravity of the gas. However, they did
use a slightly higher resolution (1.6 pc) than we have in our simulations (we use a
gravitational softening length of 3.1 pc for gas particles). Creasey et al. (2013) also
injected energy from individual supernovae, whereas our stellar feedback model
requires that we inject energy from several supernovae simultaneously in a single
feedback event, to prevent artificial radiative losses (see section 4.2.3).
Chemistry of outflowing gas
We have seen that the mass outflow rates and velocities are generally not strongly
affected by non-equilibrium cooling. However, we might expect the abundances
in outflowing gas to be out of equilibrium, since this gas is highly dynamic. This
would be important for comparing with observations of particular chemical species
in outflows. For example, molecular outflows have been observed in extragalactic
systems, including starbursting galaxies and Active Galactic Nuclei (AGN). These
have been observed in emission and absorption from a number of molecules, in-
cluding CO, H2, OH and HCO+ (e.g. Baan et al. 1989; Walter et al. 2002; Leon et
al. 2007; Sakamoto et al. 2009; Sturm et al. 2011; Emonts et al. 2014; Geach et
al. 2014).
To investigate whether the molecular abundances are out of equilibrium in
outflowing gas, we measured the total mass of H2 in particles with a vertical ve-
locity (perpendicular to the plane of the disc) greater than some velocity vz, i.e.
MH2 (> vz). We include only particles moving away from the mid-plane of the disc
(i.e. that are outflowing), with z · v > 0.
In Fig. 4.7 we plot MH2 (> vz) as a function of vz, averaged over ten snapshot
outputs for each simulation at intervals of 100 Myr. We show different metallicities
and different radiation fields in the top and bottom panels respectively. The solid
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Figure 4.7: Mass of molecular hydrogen in particles moving away from the mid-plane of
the disc with a vertical velocity > vz, plotted as a function of vz, for different metallicities
(top panel) and for different radiation fields (bottom panel; see Table 4.1). We calculate the
H2 masses from simulations run using the full chemical model using non-equilibrium abun-
dances (solid curves) and from the same simulations but with abundances set to chemical
equilibrium in post-processing (dotted curves). We average these curves over ten snapshots
for each simulation, at intervals of 100 Myr. The mass of H2 in outflowing gas (& 50 km s−1)
is generally much higher in non-equilibrium, e.g. by a factor of ∼ 20 in the ISRF run.
curves in each panel show the H2 mass computed from the simulations evolved
with the full chemical model using non-equilibrium H2 abundances, while the
dotted curves are calculated from the same non-equilibrium simulations, but using
abundances that are set to equilibrium in post-processing. The latter we label as
‘NonEq_Eqm’, to distinguish them from the ‘Eqm’ simulations that were evolved
with cooling rates in chemical equilibrium (not shown).
At low vz (below 5 km s−1) the non-equilibrium H2 masses are generally slightly
lower than in equilibrium. The H2 mass at low vz is dominated by molecular clouds
in the disc and, as we will see in section 4.3.4, H2 is underabundant in gas that
is starting to become molecular. However, at larger vz, where we include only gas
that is outflowing, we find much larger H2 masses when we use non-equilbrium
abundances than when we assume chemical equilibrium. This gas was previously
in molecular clouds, but has not yet had enough time for the H2 to be destroyed
and reach the new chemical equilibrium state since being ejected. For example, in
the simulation at 0.1 Z in the presence of the Black (1987) ISRF (black curves),
we find 600 M of molecular hydrogen outflowing at > 50 km s−1, compared to
only 30 M if we assume chemical equilibrium. Thus, non-equilibrium chemistry
enhances the mass of outflowing H2 by a factor ∼ 20 in this example. We see
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such differences in all runs with the Black (1987) ISRF and ten per cent of the
Black (1987) ISRF, but the differences due to non-equilibrium abundances are
much smaller in the presence of the Haardt & Madau (2001) UVB (blue curves
in the bottom panel). Also, in the simulation without self-shielding (green curves
in the bottom panel), the non-equilibrium and equilibrium H2 masses are almost
identical, and are much lower (by more than two orders of magnitude) than in
the corresponding run with self-shielding, because gas does not become shielded
from the dissociating radiation in this run.
Fig. 4.7 therefore demonstrates that non-equilibrium chemistry can be very
important for modelling molecular outflows, as the molecules in gas that is ejected
from the galaxy are not instantly destroyed, but instead take time to evolve to a
new chemical equilibrium.
4.3.4 Phase structure of the ISM
Fig. 4.8 shows two-dimensional histograms of the gas temperature and density
for simulations with different metallicities (top row) and radiation fields (bottom
row), evolved with the full non-equilibrium chemical model. In each panel we
stack snapshot outputs taken at intervals of 100 Myr to show the time-averaged
distribution of gas. The colour scale indicates the mass fraction of gas in each
pixel, so we see the mass-weighted distribution, rather than the volume-weighted
distribution.
Comparing different metallicities (top row), we see that increasing the metal-
licity allows more gas to cool to lower temperatures and higher densities. Reduc-
ing the strength of the radiation field (top centre, bottom left and bottom centre
panels) also increases the amount of cold gas in the simulation, due to the reduced
photoionisation heating and photoelectric dust heating. Note that, in the star for-
mation prescription that we use, gas particles are allowed to form stars if they
have a density nH > 1.0 cm−3 and a temperature T < 103 K, i.e. if they lie in the
bottom right region delineated by the vertical and horizontal dotted lines in each
panel. We thus see that there is more star forming gas in the galaxies at higher
metallicity or in the presence of a weaker UV radiation field. This explains the
higher star formation rates that we saw in section 4.3.2, and hence the stronger
supernova-driven galactic winds that we saw in section 4.3.3, at higher metallicity
and lower radiation field strength.
At densities 10−2 cm−3 . nH . 100 cm−3, the gas at low metallicity follows two
distinct tracks in the temperature-density plane, which become less distinct at
higher metallicity. We find that the high-temperature track consists of strongly
ionised gas, which experiences strong photoheating, while the low-temperature
track consists of neutral gas that has become shielded from hydrogen-ionising
radiation (see, for example, the first and third rows of Fig. 4.10, which show
temperature-density diagrams with a colour scale indicating the electron abun-
dance). At high metallicities, metal cooling reduces the thermal equilibrium tem-
perature of the ionised gas and thus brings the two tracks closer together. We also
see that the distinction between these two tracks is less clear in the presence of a
weaker UV radiation field, and that they coincide if we neglect self-shielding.
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Figure 4.8: The distribution of gas in the temperature-density plane from simulations at
different metallicities (top row) and for different radiation fields (bottom row; see Table 4.1).
These simulations were run using the full non-equilibrium chemical model. In each panel
we combine snapshot outputs taken at intervals of 100 Myr. The colour scale indicates the
mass fraction of gas in each pixel. The dotted horizontal and vertical lines indicate the
temperature and density thresholds, respectively, of our star formation prescription. Thus
gas in the bottom right region of each panel is allowed to form stars. We find more cold,
star forming gas in the simulations run at higher metallicity and in the presence of a weaker
UV radiation field.
In the bottom right panel of Fig. 4.8, we see that there is much less scatter in
the gas temperature and density when we do not include self-shielding of gas from
the radiation field, with most of the gas at densities nH > 10−1 cm−3 following a very
narrow region in the temperature-density plane. When we include self-shielding,
gas particles at a particular density and temperature can exhibit a wide range of
different shielding column densities, which explains the larger scatter that we see
in the temperature-density plane when self-shielding is included.
In the simulations evolved with equilibrium cooling rates, we generally find
similar distributions to those in Fig. 4.8 for the simulations evolved with the full
non-equilibrium chemical model. However, there are some regions in this plane
that appear different. To quantify these differences, we show the one-dimensional
probability density functions (pdfs) of gas density in Fig. 4.9 for simulations with
different metallicities (top panel) and different radiation fields (bottom panel).
Solid and dashed curves correspond to the full non-equilibrium chemical model
and cooling rates in chemical equilibrium respectively. We show here the density
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Figure 4.9: One-dimensional mass-weighted density pdf of cold gas (T < 103 K) from
simulations evolved using the full non-equilibrium chemical model (solid curves) and using
cooling rates in chemical equilibrium (dashed curves) at different metallicities (top panel)
and for different UV radiation fields (bottom panel; see Table 4.1). The vertical dotted lines
show the minimum density of the cold neutral medium predicted by the model of Wolfire
et al. (2003), as a function of metallicity and radiation field.
distributions for cold gas, with T < 103 K, which corresponds to the temperature
threshold below which gas particles can form stars in our star formation prescrip-
tion. This temperature is indicated by the dotted horizontal lines in Fig. 4.8.
At metallicities Z ≥ 0.1 Z, we see that the density distribution in the top panel
of Fig. 4.9 extends to lower densities, by ∼ 0.5 dex, when the galaxy is evolved
using the full non-equilibrium chemical model. We also see this effect when we
consider weaker UV radiation fields at 0.1 Z, shown by the red and blue curves in
the bottom panel.
For comparison, the vertical dotted lines show the minimum density of the
cold neutral medium (CNM) predicted by the model of Wolfire et al. (2003), if
the CNM is in pressure equilibrium with the warm neutral medium (WNM). To
determine this minimum density, Wolfire et al. (2003) calculate the thermal equi-
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librium temperature of the gas as a function of density, assuming that photoelectric
heating from dust grains is balanced by radiative cooling from CII and OI. Using
this temperature-density relation, they determine the minimum pressure at which
two stable ISM phases can exist in pressure equilibrium. This minimum pressure














where G0 is the strength of the UV radiation field in units of the Habing (1968)
field, Zd is the abundance of dust and polyaromatic hydrocarbons (PAHs), Zg is the
gas phase metallicity, and ζt is the ionisation rate from cosmic rays and EUV/X-ray
radiation. Primes indicate that these values have been normalised to their values
in the local solar neighbourhood, for which Wolfire et al. (2003) take G0 = 1.7 and
ζt = 10−16 s−1.
At solar metallicity, the minimum CNM density predicted by Wolfire et al.
(2003) coincides with the peak of the density distribution from our simulations,
below which the distribution declines rapidly. Since this low-density tail is more
extended in the simulations run with the full non-equilibrium chemical model, we
find more cold gas below the minimum density of the Wolfire et al. (2003) model
in this case than when we evolve the galaxy with equilibrium cooling rates. For
example, at Z = Z, 27.9 per cent of the cold gas mass has a density n < nmin
when we use non-equilibrium cooling rates, compared to 17.9 per cent when we
use cooling rates in chemical equilibrium.
Note that, in the Wolfire et al. (2003) model, the CNM has a maximum tem-
perature of 243 K, whereas we consider cold gas with T < 103 K, since this corre-
sponds to the temperature threshold that we use in our star formation prescription.
If we consider the density distribution of gas with T < 243 K in our simulations, we
find that 2.4 per cent of the gas mass has a density n < nmin in the non-equilibrium
run at solar metallicity, compared to 0.6 per cent in the equilibrium run. Thus
our simulations are not in conflict with the predictions of Wolfire et al. (2003).
We continue to use nmin as a convenient metallicity- and radiation field-dependent
reference point in our comparisons below.
At lower metallicities, the peak of the density distribution of cold gas moves
to higher densities. The minimum density predicted by Wolfire et al. (2003) also
increases as the metallicity decreases, although it does not increase as quickly as
in our simulations. We thus find less cold gas with n < nmin at lower metallicity.
For example, at Z = 0.1 Z, 14.2 per cent of the cold (T < 103 K) gas mass has
n < nmin when we use non-equilibrium cooling, compared to 6.5 per cent when we
use cooling rates in chemical equilibrium.
In the presence of a weaker UV radiation field (i.e. lower G0), the density
distribution of cold gas moves to lower densities in our simulations, as does the
minimum CNM density predicted by Wolfire et al. (2003). We also see that the
differences between non-equilibrium and equilibrium cooling become more pro-
nounced in the presence of weaker UV radiation fields. For example, in the simu-
lations run in the presence of the Haardt & Madau (2001) UVB (blue curves in the
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bottom panel of Fig. 4.9), 13.2 per cent of the cold gas mass in the simulation run
with non-equilibrium cooling has a density below nmin predicted by equation 4.21,
compared to 0.8 per cent in the corresponding simulation evolved using cooling
rates in chemical equilibrium.
To understand why non-equilibrium cooling causes these differences in the
temperature-density distribution, it is useful to explore in which regions of the
temperature-density plane the chemical abundances are out of equilibrium. In
Fig. 4.10 we show temperature-density diagrams with a colour scale indicating
the mass-weighted mean electron abundance (first and third rows) and the mass-
weighted mean ratio between the non-equilibrium electron abundance and the
abundance of electrons in chemical equilibrium (second and fourth rows). Red
and blue in the second and fourth rows indicate that the electron abundance is
enhanced and reduced respectively, with respect to equilibrium. The top two rows
and bottom two rows of Fig. 4.10 show variations in metallicity and radiation field
respectively.
At metallicities Z ≤ 0.1 Z the electron abundance is close to equilibrium through-
out most of the simulation. In the centre panel of the second row of Fig. 4.10 the
electron abundance at densities nH ∼ 102 cm−3 is enhanced by a factor of a few
compared to equilibrium, and cold gas (with T < 103 K) at densities nH ∼ 1 cm−3
shows electron abundances that are reduced by ∼ 20 − 40 per cent below equilib-
rium. The narrow region between the warm ionised and warm neutral phases at
T ∼ 104 K also shows electron abundances that are out of equilibrium, by up to an
order of magnitude.
Similar trends are also seen in the presence of a weaker radiation field, in
the left and centre panels of the bottom row of Fig. 4.10. When we neglect self-
shielding, in the right panels of the bottom two rows of Fig. 4.10, the electron
abundance is everywhere consistent with chemical equilibrium.
At solar metallicity, in the right panels of the top two rows of Fig. 4.10, there
is also a region at nH ∼ 0.1 cm−3 that extends from T ∼ 250 K to T ∼ 4000 K where
the electron abundance is enhanced by about an order of magnitude. We find that
there is no gas in this region of the temperature-density plane in the simulation
evolved with cooling rates in chemical equilibrium. In the non-equilibrium simu-
lation, the enhanced electron abundance increases the collisional excitation rate
of ions (such as CII) by electrons and thus increases the radiative cooling rate,
allowing it to cool below the thermal equilibrium temperature corresponding to
chemical equilibrium.
In Fig. 4.11 we similarly show temperature-density diagrams with a colour
scale indicating the non-equilibrium H2 abundance (first and third rows) and the
ratio between the non-equilibrium and equilibrium H2 abundances (second and
fourth rows), for different metallicities (top two rows) and different radiation
fields (bottom two rows).
At metallicities Z ≥ 0.1 Z, in the centre and right panels of the second row of
Fig. 4.11, and at lower radiation field strengths, in the left and centre panels of
the bottom row of Fig. 4.11, we see that gas with T < 103 K and nH ∼ 1 cm−3 has
a very strongly enhanced H2 abundance, by up to six orders of magnitude. We
find that these gas particles were previously in molecular clouds, with densities
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Figure 4.10: Temperature-density diagrams from simulations run with the full non-
equilibrium chemical model at different metallicities (top two rows) and for different radi-
ation fields (bottom two rows; see Table 4.1). The colour scale indicates the mass-weighted
mean non-equilibrium electron abundance (first and third rows) and the mass-weighted
mean ratio between the non-equilibrium electron abundance and the electron abundance
in equilibrium (second and fourth rows). We have averaged over snapshot outputs taken at
intervals of 100 Myr. Red regions in the second and fourth rows show where electrons are
enhanced with respect to equilibrium, and blue regions show where it is suppressed.
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Figure 4.11: As Fig. 4.10, but with the colour scale now indicating the mass-weighted
mean non-equilibrium H2 abundance (first and third rows) and the mass-weighted mean
ratio between the non-equilibrium H2 abundance and the H2 abundance in equilibrium
(second and fourth rows). We see that the H2 abundance at T < 103 K and nH ∼ 1 cm−3 is
strongly enhanced, by up to six orders of magnitude, at Z ≥ 0.1 Z. The resulting increase
in H2 cooling in this region explains why we see more cold gas at low densities in the
one-dimensional density pdfs in Fig. 4.9 when we use non-equilibrium cooling compared
to equilibrium cooling.
133
Metallicity, radiation and chemistry in galaxy simulations
∼ 10 − 100 times their current value in the previous ∼ 5 Myr. These molecular
clouds then became disrupted or destroyed, and the gas moved to lower densities.
However, since it takes a finite time for the molecular hydrogen to be destroyed
and reach a new equilibrium, they retain a high molecular fraction, resulting in a
strong overabundance of H2 with respect to equilibrium.
Similar non-equilibrium effects in the H2 fraction were also found by Dobbs et
al. (2008) in their simulations of spiral galaxies. However, it is possible that this
enhancement in the H2 abundance is sensitive to the resolution of our simulations.
For example, this low-density gas may in reality be clumpy on scales smaller than
we resolve, which would make it less well shielded from the photodissociating
radiation than in our simulations.
This region of enhanced H2 in the temperature-density plane corresponds to
the extended low-density tail that we saw in the density distributions of cold (T <
103 K) gas in Fig. 4.9. The enhanced H2 abundance increases the cooling rate from
H2, which allows this low-density gas to cool to lower temperatures. The enhanced
H2 abundances in outflowing gas that we saw in Fig. 4.7 also correspond primarily
to this region of the temperature-density plane.
At higher densities, we also see blue regions in the second row of Fig. 4.11
at all metallicities, and in the left and centre panels of the bottom row, where
the H2 abundance is reduced below its equilibrium value by up to an order of
magnitude. We find that these gas particles were previously at lower densities and
higher temperatures, and are now starting to become molecular.
Pelupessy & Papadopoulos (2009) also explored non-equilibrium H2 chemistry
in their hydrodynamic simulations of isolated galaxies, with metallicities up to Z.
They found H2 fractions that were often far out of equilibrium in their simulations,
in agreement with our results. In contrast, Krumholz & Gnedin (2011) compared
the time-dependent H2 model from Gnedin & Kravtsov (2011) to the equilibrium
H2 model of Krumholz et al. (2008, 2009) and McKee & Krumholz (2010), im-
plemented in cosmological simulations, and they found good agreement between
these two models at metallicities & 0.01 Z. They therefore concluded that their
equilibrium treatment of H2 is sufficient above one per cent solar metallicity. How-
ever, their simulations used a lower resolution than we use. For example, the max-
imum resolution in their zoom-in cosmological simulations was 65 pc, whereas our
simulations use a gravitational softening length of 3.1 pc. This difference in reso-
lution may explain why we find non-equilibrium chemistry to be more important
than Krumholz & Gnedin (2011).
4.4 Observable Line Emission
To investigate the effects of metallicity, radiation field and non-equilibrium chem-
istry on observable diagnostics, we computed line emission maps for CII and CO.
We used the publicly available Monte-Carlo radiative transfer code RADMC-3D5
(version 0.38) to compute the line emission from these species by post-processing
the output from our simulations. RADMC-3D includes thermal emission from dust
5http://www.ita.uni-heidelberg.de/~dullemond/software/radmc-3d/
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and line emission from user-specified species and transitions. We also include
anisotropic scattering of continuum and line emission by dust grains, although in
the current version of RADMC-3D scattering of line emission does not include the
corresponding doppler shift due to the relative motion of the dust, it only changes
the direction of the radiation.
We include two populations of dust grains, graphite and silicate, using opac-
ities from the calculations of Martin & Whittet (1990), who used the power-law
grain size distribution of Mathis et al. (1977). We use a dust-to-gas mass ratio of
2.4× 10−3 Z/Z and 4.0× 10−3 Z/Z for the graphite and silicate grains respectively,
which we take from the ‘ISM’ grain abundances used in the photoionisation code
CLOUDY6 version 13.01 (Ferland et al. 2013).
The line emission from a given species depends on its level populations. How-
ever, unless we assume that these level populations are in Local Thermodynamic
Equilibrium (LTE), they will also depend on the radiation field, including the emis-
sion lines themselves. A full, self-consistent non-LTE treatment can therefore be
computationally expensive, as line emission from one gas cell can influence the
level populations of its neighbours. Nevertheless, non-LTE effects can be impor-
tant. Duarte-Cabral et al. (2015) created synthetic maps of CO emission from
their hydrodynamic simulations of spiral galaxies, and they compared maps cre-
ated with and without assuming LTE. They found that, while the morphology of
the CO emission was unaffected, the CO line intensity was generally overestimated
when assuming LTE.
RADMC-3D includes a number of approximate methods to include non-LTE ef-
fects. We use the Large Velocity Gradient (LVG) method, which is also known as
the Sobolev approximation (Sobolev 1957). This method assumes that, after prop-
agating for some distance, an emission line will be sufficiently Doppler shifted,
due to motions of the gas, to propagate freely. We can thus calculate an escape
probability for emitted photons based on the velocity gradient, which allows us to
calculate the level populations from local quantities. A full description of the LVG
method as implemented in RADMC-3D can be found in Shetty et al. (2011).
With the LVG method, the non-LTE line emission from species i depends on the
density of i and the species j that can collisionally excite it, along with the gas
temperature, gas velocity and the radiation field. Apart from the radiation field,
we compute these quantities, and the densities of graphite and silicate grains, on
a 4.0 kpc × 4.0 kpc × 4.0 kpc Cartesian grid with a resolution of 10 pc per cell. We
calculate these quantities from the SPH particles in the snapshot outputs using
SPH interpolation with the same Wendland C2 kernel with 100 SPH neighbours as
was used in the simulations. We then compute the line and thermal dust emission,
viewing the disc face-on, in 80 wavelength bins centred on the line and covering
a velocity range of ±40 km s−1. Finally, we repeat this without the emission line to
create a map of the thermal dust emission only, and we subtract this from the full
map to obtain the continuum-subtracted line emission.
It is important to note that the CII and CO emission presented in this section
may be affected by the resolution of our simulations. In particular, both CII and CO
6http://nublado.org/
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Figure 4.12: CII 158 µm line emission from simulations evolved with the full non-
equilibrium chemical model at different metallicities (top row) and for different radiation
fields (bottom row; see Table 4.1). Each map shows the central region of the galaxy, 4.0 kpc
across, at 500 Myr, viewing the disc face on. CII emission increases with increasing metal-
licity and increasing radiation field.
have a critical density of ∼ 103 cm−3. However, we saw in Fig. 4.8 that structures
with such high densities are not well resolved in our simulations. Therefore, we
might underestimate the CII and CO emission from dense, unresolved structures.
Additionally, high-resolution simulations of dense clouds find that most CO is con-
centrated in compact (∼ 1 pc), high density (∼ 103 cm−3) clumps and filaments
(e.g. Glover & Clark 2012).
4.4.1 CII fine-structure line emission
The CII fine-structure line at 158 µm is an important coolant in neutral, atomic
gas (e.g. Richings et al. 2014a). This line is therefore commonly used as an ob-
servational tracer of the cooling properties and physical conditions of the neutral
phases of the ISM (e.g. Malhotra et al. 2001; Brauher et al. 2008; Gracía-Carpio
et al. 2011; Kennicutt et al. 2011; Beirão et al. 2012; Croxall et al. 2012).
We calculate the emission from the CII 158 µm line using RADMC-3D, as de-
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scribed above, with atomic data for the CII ion taken from the LAMDA database7
(Schöier et al. 2005). These include excitation rates from collisions with ortho-
and para-H2 (Lique et al. 2013; Wiesenfeld & Goldsmith 2014), for which we as-
sume an ortho-to-para ratio of 3:1, neutral HI (Barinovs et al. 2005), and electrons
(Wilson & Bell 2002).
Fig. 4.12 shows CII line emission maps of the central region of each galaxy,
4.0 kpc across, at 500 Myr, viewing the disc face on. The top row shows variations
in metallicity, while the bottom row shows different UV radiation fields. These
maps were computed from simulations evolved with the full chemical model, us-
ing the non-equilibrium abundances of CII and the collision species (H2, HI and
electrons).
Comparing the galaxies at different metallicities Z, we see that the total CII
line emission increases approximately linearly with Z. We might have expected
such a linear relationship as increasing Z will increase the amount of carbon in the
gas. However, this simple picture is complicated by the fact that the densities and
temperatures of the neutral gas are also affected by the metallicity, as we saw in
Fig. 4.8, which will affect the emissivities per CII ion. A better way to explain this
trend of CII emission with metallicity is to note that, if the neutral gas is in thermal
equilibrium, the cooling rate of the gas (which comes primarily from CII and OI
line emission) will balance the heating rate (which is mainly from photoelectric
heating from dust grains). The photoelectric heating rate (Bakes & Tielens 1994;
Wolfire et al. 1995) scales with the abundance of dust grains, which we assume
scales linearly with Z. Therefore, at higher metallicity, the photoelectric heating
rate increases, and thus we need more CII emission to achieve thermal balance.
We also see very different morphologies of CII emission at different metal-
licities. At Z ≥ 0.1 Z, we see CII emission from dense clumps that are loosely
arranged into spiral arms. In contrast, at Z = 0.01 Z we see an almost undis-
turbed disc, with CII emission peaking in the centre. This reflects the different
morphologies of the total gas distribution that we saw in Fig. 4.1, which are due
to the disruption of the disc by stellar feedback and the ability of the gas to cool
to lower temperatures and higher densities at higher metallicities, as discussed in
section 4.3.2.
Comparing galaxies with different UV radiation fields at ten per cent solar
metallicity (top centre, bottom left and bottom centre panels of Fig. 4.12), we see
that the total CII emission increases as the strength of the radiation field increases.
This can also be understood as the photoelectric heating rate is higher in the pres-
ence of a stronger UV field, and thus more CII emission is needed to balance the
heating rate. However, the photoelectric heating rate does not increase linearly
with radiation field strength, because dust grains become positively charged in the
presence of a strong UV field, which reduces the photoelectric heating efficiency.
In the run without self-shielding (bottom right panel), we find much stronger
CII emission, by nearly an order of magnitude compared to the corresponding
simulation that includes self-shielding (bottom centre panel). This is because the
dense gas is much warmer when self-shielding is ignored. For example, at nH =
7http://home.strw.leidenuniv.nl/~moldata/
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Figure 4.13: Ratio of average line intensity assuming equilibrium abundances, IEqm, to that
using non-equilibrium abundances, INonEq, plotted against time, for different metallicities
(top row) and different UV radiation fields (bottom row; see Table 4.1). We calculated IEqm
from simulations evolved with the full non-equilibrium chemical model with abundances set
to equilibrium in post-processing (NonEq_Eqm; solid curves), and from simulations evolved
in chemical equilibrium (Eqm; dashed curves). We show the CII 158 µm line (black curves)
and the CO J = 1 − 0 line (red curves).
100 cm−3, T ∼ 500 K when self-shielding is not included, compared to T ∼ 50 −
100 K when it is included (see Fig. 4.8). Another way to see this is that, without
self-shielding, the hydrogen-ionising radiation persists in the dense gas, so we have
additional heating from photoionisation of hydrogen. We therefore need more CII
emission to achieve thermal balance.
One caveat to note here is that, since we use a uniform UV radiation field, and
we do not model local sources of radiation such as young stars, our simulations do
not include HII regions and PDRs. However, these are often strong sources of CII
emission. Therefore, it is possible that we are underestimating the CII emission.
We saw in section 4.3.4 that evolving a galaxy using cooling rates in non-
equilibrium can affect the distribution of gas densities and temperatures, com-
pared to using cooling rates in chemical equilibrium. We also found that some
chemical species (particularly the free electrons and H2) can be far out of equi-
librium at certain densities and temperatures. These two effects could potentially
have an impact on the observable line emission from individual species.
To investigate the impact of non-equilibrium chemistry on the line emission
maps, we also computed these from equilibrium abundances in two ways. Firstly,
we used the simulations evolved with the full non-equilibrium chemical model
and set the chemical abundances of each gas particle to chemical equilibrium
(‘NonEq_Eqm’). This shows how non-equilibrium abundances affect the line emis-
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sion. Secondly, we used the simulations that were evolved using cooling rates
in chemical equilibrium (‘Eqm’). This shows how the different distributions of
gas density and temperature, due to using non-equilibrium cooling, affect the line
emission.
Fig. 4.13 shows the ratio of the average line intensity assuming equilibrium
abundances to that using non-equilibrium abundances, plotted against time. Solid
and dashed curves show ‘NonEq_Eqm’ and ‘Eqm’ respectively. CII line emission
is shown by the black curves, while the red curves show CO line emission, which
we will discuss in section 4.4.2. The top row shows simulations run at different
metallicities, and the bottom row shows for different UV radiation fields.
The black solid curves, for CII ‘NonEq_Eqm’, are all very close to unity in all
panels. This tells us that the abundances of CII and those species that collisionally
excite it are close to equilibrium in CII-emitting gas for the non-equilibrium runs.
The black dashed curves, from the simulations evolved in chemical equilibrium,
also remain close to unity, except in runs at ten per cent solar and solar metallicity
in the presence of the Black (1987) ISRF (top centre and top right panels), where
the equilibrium emission is ∼ 50 per cent higher.
4.4.2 CO line emission
Molecular hydrogen is difficult to observe directly in cold, molecular gas, because
the lowest rovibrational levels of the H2 molecule are difficult to excite at the
temperatures typical of molecular clouds (∼ 10 K). For example, the lowest rota-
tional transition in the ground vibrational state, 0−0 S (0), has an excitation energy
E/kB = 510 K. However, one of the next most abundant molecules after H2 is CO,
which can be observed at much lower temperatures than H2. For example, the
lowest rotational transition of CO, J = 1−0, has an excitation energy of 5.53 K. CO
emission is therefore commonly used to map cold molecular gas (e.g. Helfer et al.
2003; Kuno et al. 2007; Bolatto et al. 2008; Leroy et al. 2009). However, to de-
termine the H2 content from CO emission alone, we need to know the conversion
factor, XCO, between CO emission and H2 column density (see Bolatto et al. 2013




cm−2(K km s−1)−1, (4.22)
where NH2 is the H2 column density and ICO is the velocity-integrated intensity of
the CO J = 1 − 0 line.
In this section we present the emission from the CO J = 1 − 0 line, at a wave-
length of 2.6 mm, in our simulations, computed using RADMC-3D. We use molec-
ular CO data from the LAMDA database, including collisional excitation by ortho-
and para-H2 (Yang et al. 2010), for which we assume an ortho-to-para ratio of 3:1.
We show velocity-integrated line emission maps for the J = 1−0 line in Fig. 4.14
for different metallicities (top row) and different radiation fields (bottom row). In
the galaxy with the lowest metallicity (0.01 Z; top left panel of Fig. 4.14), and in
the run without self-shielding (bottom right panel), the CO intensity is very low,
and would not be detectable. For comparison, for the CO observations of Local
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Figure 4.14: As Fig. 4.12, but for CO J = 1 − 0 line emission at 2.6 mm. CO emission
increases with increasing metallicity and decreasing UV radiation field.
Group galaxies in Leroy et al. (2011), the 3σ CO intensity threshold for the Small
Magellanic Cloud is 0.25 K km s−1.
We see very weak CO emission in the lowest-metallicity run because there
is less carbon and oxygen available to form CO. Additionally, there is less dust
shielding at lower metallicity, which is needed to prevent the destruction of CO by
photodissociation. Similarly, in the simulations run without self-shielding, we see
little CO emission because photodestruction of CO is always efficient.
In the remaining galaxies, we see that the CO emission is concentrated in dense
clumps along the spiral arms. Comparing panels in the top row, the CO intensity
increases with increasing metallicity, while in the bottom left and bottom centre
panels, the CO intensity increases with decreasing radiation field strength.
The ratio of the average CO line intensity assuming equilibrium to that us-
ing non-equilibrium abundances is shown by the red curves in Fig. 4.13. Non-
equilibrium chemistry has a greater effect on line emission from CO than for CII.
For example, in the simulations run in the presence of ten per cent of the Black
(1987) ISRF at ten per cent solar metallicity (lowISRF, bottom left panel), the av-
erage CO line intensity computed in equilibrium is higher by a factor of ∼ 4 than
in non-equilibrium. We also see very large relative differences between equilib-
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rium and non-equilibrium CO emission at the lowest metallicity (0.01 Z; top left
panel), although we saw in Fig. 4.14 that the CO emission is very weak in this run,
and would not be detectable in typical CO surveys.
These non-equilibrium trends in CO emission are not always in the same di-
rection. For example, at solar metallicity (top right panel of Fig. 4.13), the av-
erage CO line intensity calculated by setting the abundances to equilibrium in
post-processing (‘NonEq_Eqm’, solid red curve) is lower than in non-equilibrium
by a factor of ∼ 2. This is opposite to the trend that we saw in the lowISRF run.
We find that there are two competing non-equilibrium effects that act on the CO
abundance, and hence on the CO intensity. Firstly, gas that is forming into molec-
ular clouds takes a finite time to form CO. Such gas is underabundant in CO with
respect to equilibrium. Secondly, when an existing molecular cloud is disrupted or
destroyed, it takes a finite time for the CO in this gas to be destroyed. Hence, CO
is overabundant in such gas.
Therefore, the effect of non-equilibrium chemistry on CO emission is not a
simple one, as there are two competing effects, which depend crucially on the
thermal history of the gas. Thus, non-equilibrium abundances can either increase
or decrease the CO intensity.
In Fig. 4.15 we plot the H2 column density of each pixel versus the velocity-
integrated intensity of the CO J = 1 − 0 line. Each pixel in the emission line maps
is 10 pc across, and the maps cover the central 4 kpc of the disc. We include ten
snapshot outputs from each simulation, taken at intervals of 100 Myr. Many of the
pixels have very low CO intensities that would be undetectable in a realistic survey
of CO emission in extragalactic sources. We therefore only include pixels with a
CO intensity ICO > 0.25 K km s−1, which corresponds to the 3σ intensity threshold
used by Leroy et al. (2011) for the Small Magellanic Cloud.
We show the NH2−ICO relation from simulations run with the full non-equilibrium
chemical model for different metallicities in the top row, and for different UV ra-
diation fields in the bottom row. We do not include the simulations run at one per
cent solar metallicity or run without self-shielding, as these do not show detectable
CO emission. The black line in each panel shows the linear relation between NH2
and ICO using the mean XCO factor measured in the simulation, averaged over
pixels with ICO > 0.25 K km s−1.
In Fig. 4.15, we see that the mean XCO factor increases with increasing ra-
diation field strength, G0. For comparison, measurements of the XCO factor in
molecular clouds in the Milky Way, using various different methods (Virial mass,
CO isotopologues, dust extinction or emission, diffuse gamma-ray emission), find
XCO, 20 = XCO/(1020 cm−2 (K km s−1)−1) ∼ 2 − 4 (e.g. Bolatto et al. 2013 and ref-
erences therein). This trend with G0 may arise because, in our simulations with
different radiation fields (at 0.1 Z), the dust extinction only extends up to Av ∼ 1.
CO is therefore not fully shielded from photodissociation by dust in these simu-
lations, whereas the molecular hydrogen can still become fully shielded, by self-
shielding. Therefore, as G0 increases, the CO intensity is suppressed more than
the H2 column density, and thus XCO increases.
In Fig. 4.15, there is almost no dependence of XCO on metallicity. This lack
of dependence on metallicity may seem surprising, as observations find that XCO
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Figure 4.15: Relation between H2 column density, NH2 , and velocity-integrated intensity of
the CO J = 1 − 0 line, ICO, measured in pixels 10 pc across that span the central 4 kpc of the
galaxy, viewing the disc face-on. We show simulations run with the full non-equilibrium
chemical model at different metallicities (top row) and for different radiation fields (bottom
row; see Table 4.1). We include ten snapshots from each simulation, taken at intervals of
100 Myr. Black lines show the linear NH2 − ICO relation obtained using the mean XCO factor
from the given simulation, averaged over pixels with ICO > 0.25 K km s−1. We express this
mean conversion factor as XCO, 20 = XCO/(1020 cm−2 (K km s−1)−1).
decreases with increasing metallicity (e.g. Israel 1997; Leroy et al. 2011). How-
ever, this apparent discrepancy is likely because our simulations at ten per cent
solar metallicity only probe regions with dust extinctions Av . 1, while the solar
metallicity runs extend up to Av ∼ 10.
To understand the trends of the XCO factor at different Av, we can look at the
model of Feldmann et al. (2012). They construct a model for XCO as a function
of metallicity, Z, radiation field, U, and dust extinction, Av. They use H2 and CO
abundances from small-scale MHD simulations of the turbulent ISM from Glover
& Mac Low (2011), which included a treatment for the non-equilibrium chemistry
of H2 and CO, although Feldmann et al. (2012) assume photodissociation equi-
librium to determine the dependence of the CO abundance on U, as most of the
simulations of Glover & Mac Low (2011) were run for only one radiation field.
Feldmann et al. (2012) compute the CO line emission based on an escape prob-
ability formalism, assuming that the level populations of the CO molecule are in
LTE and using an assumption for the CO line width (either a constant line width
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Figure 4.16: Best-fit power law relation between H2 column density, NH2 , and velocity-
integrated intensity of the CO J = 1 − 0 line, ICO, at different metallicities (top row) and
for different radiation fields (bottom row; see Table 4.1). We use maps of NH2 and ICO
computed from simulations evolved with the full non-equilibrium chemical model using
non-equilibrium abundances (NonEq; solid curves) and with abundances set to equilibrium
in post-processing (NonEq_Eqm; dashed curves), and from simulations evolved in chemical
equilibrium (Eqm; dot-dashed curves). Dotted curves indicate lines of constant XCO, as
indicated in the top right panel. Each relation was fit to pixels with ICO > 0.25 K km s−1.
or a virial scaling).
Feldmann et al. (2012) show the dependence of XCO on Av in their model for
various Z and U (see their fig. 2). They show that XCO reaches a minimum at Av ∼
2 − 10, which approximately corresponds to where the CO line becomes optically
thick. At Av below this minimum (where the CO line is optically thin), they show
that, at fixed Av, XCO increases with U (in agreement with our simulations), but is
independent of Z.
In our simulations at solar metallicity, we probe regions up to Av ∼ 10. How-
ever, all our simulations at lower metallicities only extend up to Av ∼ 1. Therefore,
it is likely that we do not recover the observed trends of XCO with metallicity be-
cause we do not cover a range of metallicities in the optically thick regime.
The XCO conversion factor between CO intensity and H2 column density, as de-
fined in equation 4.22, may also be affected by non-equilibrium chemistry, which
affects both the CO emission (as seen in Fig. 4.13) and the abundance of H2 (as
seen in Fig. 4.11). Fig. 4.16 compares the best-fit power-law relation between
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XCO/1020cm−2(K km s−1)−1
Simulation NonEq NonEq_Eqm Eqm
ref 10.2 23.9 23.0
hiZ 9.0 23.4 13.6
lowISRF 4.7 5.9 6.6
UVB 3.2 3.5 3.3
Table 4.3: Mean XCO factor, averaged over pixels with a velocity-integrated CO line inten-
sity ICO > 0.25 K km s−1.
NH2 and ICO from the non-equilibrium simulations (‘NonEq’; solid curves) to those
from the same simulations with abundances set to equilibrium in post-processing
(‘NonEq_Eqm’; dashed curves), and from simulations evolved in chemical equi-
librium (‘Eqm’; dot-dashed curves). Dotted curves indicate lines of constant XCO.
The top and bottom rows show different metallicities and UV radiation fields re-
spectively. Each curve was fit to pixels with ICO > 0.25 K km s−1.
The best-fit relations in Fig. 4.16 have power-law slopes of ∼ 0.4 − 0.6. This is
flatter than the linear relation that we would expect for a constant XCO factor, and
indicates that XCO decreases as ICO increases.
The NH2 − ICO relations calculated using non-equilibrium abundances (solid
curves) are lower than those calculated in equilibrium. Table 4.3 summarises
the mean XCO factors from each simulation, averaged over pixels with ICO >
0.25 K km s−1.
In the presence of the Black (1987) ISRF (ref and hiZ), we find that the
mean XCO factor decreases by a factor ∼ 2.3 when we use non-equilibrium abun-
dances. At lower radiation field strengths (lowISRF and UVB), the effect of non-
equilibrium chemistry on the mean XCO factor is much smaller (e.g. 10 per cent in
the UVB runs). Nevertheless, we saw in Fig. 4.13 that the mean CO intensity for
weaker radiation fields is lower, by a factor of ∼ 4, when we use non-equilibrium
abundances than in equilibrium. We also find fewer pixels with ICO above the
detection threshold of 0.25 K km s−1 when we use non-equilibrium abundances in
these examples.
If we find fewer pixels with detectable CO emission when we use non-equilibrium
abundances, we might also expect this to have an impact on the fraction of CO-
dark molecular gas, i.e. molecular hydrogen that is not traced by CO emission (e.g.
Tielens & Hollenbach 1985; van Dishoeck & Black 1988; Wolfire et al. 2010; Smith
et al. 2014). In the two simulations run with the lowest radiation fields (lowISRF
and UVB), we find that the mass of H2 in pixels with ICO < 0.25 K km s−1 is almost
unaffected by non-equilibrium abundances. For example, in the lowISRF run, we
find MH2 (ICO < 0.25 K km s
−1) = 1.0 × 107 M using non-equilibrium abundances,
compared to 1.1 × 107M when we set the abundances to equilibrium. However,
the total mass of H2 in all pixels is a factor ∼ 1.5 − 2 lower using non-equilibrium
abundances. We thus find that the fraction of H2 that is CO-dark is ∼ 80 per cent
in these two simulations when we use non-equilibrium abundances, compared to




We have run a series of hydrodynamic simulations of isolated galaxies with a virial
mass M200,crit = 1011 M and stellar mass 109 M. The models use a resolution of
750 M per gas particle and a gravitational force resolution of 3.1 pc, and were run
with a modified version of the SPH code GADGET3. We included a treatment for
the full non-equilibrium chemical evolution of ions and molecules (157 species
in total), along with gas cooling rates computed self-consistently from these non-
equilibrium abundances (Richings et al. 2014a,b), and we compared these to sim-
ulations evolved using cooling rates in chemical equilibrium.
Our simulations were run at a fixed metallicity and in the presence of a uniform
UV radiation field, with a local prescription for self-shielding by gas and dust. We
covered a wide range of metallicities (0.01 Z, 0.1 Z and Z), and different UV
radiation fields that span nearly three orders of magnitude in HI photoionisation
rate (the Black (1987) ISRF, ten per cent of the Black (1987) ISRF, and the redshift
zero UVB of Haardt & Madau (2001); see Table 4.1), and we also repeated the runs
with the Haardt & Madau (2001) UVB without self-shielding.
Our goal was to investigate the effects of metallicity, radiation field and non-
equilibrium chemistry, which have all been demonstrated to affect gas cooling
rates, in simulations of galaxy evolution. There are two aspects to the impact of
these effects. Firstly, how the changes in gas cooling rates affect the evolution of
the galaxy, and secondly, how observable tracers of individual chemical species are
affected.
Our main results are as follows:
(i) In simulations at higher metallicity, and for weaker UV radiation fields, gas
can more easily cool to a cold (T ∼ 100 K), star forming ISM phase, due to
increased metal-line cooling and reduced UV heating respectively. We thus
find higher star formation rates in these cases, by two orders of magnitude
and a factor ∼ 3 for the different metallicities and different radiation fields,
respectively, that we consider here (Fig. 4.4). In particular, the gas surface
density threshold below which star formation is cut off decreases with in-
creasing metallicity and decreasing UV radiation field (Fig. 4.3), as predicted
by Schaye (2004).
(ii) We find higher mass outflow rates at higher metallicity (by two orders of
magnitude) and for weaker radiation fields (by a factor ∼ 3), due to the
higher star formation rates (Fig. 4.5). However, the average mass load-
ing factor (i.e. the ratio of outflow to star formation rates), measured at
0.2R200,crit = 19 kpc, is ∼ 10, regardless of metallicity or radiation field.
(iii) The mass loading factor, β, measured 1 kpc above and below the disc de-
creases with increasing gas surface density, Σgas, following approximately a
power-law, β ∝ Σ−2gas (Fig. 4.6). At fixed Σgas, the mass loading factor increases
with decreasing metallicity and increasing radiation field strength.
(iv) Non-equilibrium cooling does not strongly affect the total star formation rate
of the galaxy (Fig. 4.4). The initial rise in mass outflow rate in the first
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∼ 200 Myr of the simulation is sometimes more gradual when we use equi-
librium cooling, compared to the non-equilibrium runs (Fig. 4.5). However,
apart from this initial difference, non-equilibrium cooling does not strongly
affect the outflow properties.
(v) Non-equilibrium chemistry does have a large effect on the chemical make-up
of outflowing gas (Fig. 4.7). For example, in our reference run (black curves
in Fig. 4.7), we find on average 600 M of H2 outflowing with a vertical veloc-
ity of > 50 km s−1 if we use non-equilibrium abundances, compared to 30 M
if we assume chemical equilibrium. Non-equilibrium chemistry therefore en-
hances the mass of outflowing H2 by a factor ∼ 20 in this example. This has
important implications for modelling molecular outflows in hydrodynamic
simulations of galaxies.
(vi) We investigated where in the temperature-density plane molecular hydrogen
is out of equilibrium (Fig. 4.11). H2 can be enhanced, by up to six orders of
magnitude, in gas that was previously in molecular clouds at higher densities
but has since been disrupted. We also find regions, around nH ∼ 10−100 cm−3,
where H2 is underabundant, by up to an order of magnitude. This is due to
gas that is starting to form molecular clouds, but has not yet had enough
time to fully form H2.
(vii) Using the publicly available Monte-Carlo radiative transfer code RADMC-3D8,
we performed radiative transfer calculations on our simulations in post-
processing to compute the line emission from CII and CO. CII emission from
the 158 µm line is stronger at higher metallicity and for stronger radiation
fields (Fig. 4.12), while CO emission from the J = 1 − 0 line is stronger at
higher metallicity and for weaker radiation fields (Fig. 4.14).
(viii) CII emission is generally unaffected by non-equilibrium chemistry, whereas
CO emission is affected by a factor of ∼ 2 − 4 (Fig. 4.13). However, the CO
emission can be either higher or lower in non-equilibrium, since, similarly
to H2, the CO abundance can be either enhanced or suppressed. This also
affects the mean XCO conversion factor between CO line intensity and H2
column density (equation 4.22) that we measure in the simulations, by up
to a factor ∼ 2.3 (Table. 4.3).
(ix) Non-equilibrium chemistry also affects the fraction of CO-dark molecular gas
(e.g. Tielens & Hollenbach 1985; van Dishoeck & Black 1988; Wolfire et al.
2010; Smith et al. 2014), i.e. the fraction of molecular hydrogen that is not
traced by observable CO emission. For example, in our ‘lowISRF’ run, we
find ∼ 80 per cent of the H2 mass in the central 4 kpc of the disc lies in pixels
with ICO < 0.25 K km s−1 if we use non-equilibrium abundances, compared to
∼ 50 per cent if we assume chemical equilibrium.
To summarise, we have demonstrated that metallicity and UV radiation affect




able signatures of individual chemical species. In contrast, non-equilibrium chem-
istry and cooling generally do not strongly affect the global properties of galaxies,
although they do affect the observable diagnostics, particularly in molecular gas.
However, there are several important caveats that we need to highlight that
may mean that we have underestimated the importance of non-equilibrium chem-
istry in these simulations. Firstly, we simulate isolated galaxies that do not in-
clude cosmological processes such as galaxy mergers and accretion of gas onto the
galaxy. We might expect that such processes could enhance the non-equilibrium
effects. For example, during and immediately after a merger, the ISM will evolve
rapidly as it re-distributes its gas in the temperature-density plane. This could po-
tentially drive chemical abundances further out of equilibrium. To investigate the
importance of such processes for the chemistry, we could repeat this study using
cosmological zoomed simulations of individual galaxy haloes.
Secondly, turbulence in the ISM can also drive chemical abundances out of
equilibrium. For example, Gray et al. (2015) recently presented a series of high-
resolution simulations of the turbulent ISM. They showed that the steady-state ion
abundances at the end of their simulations can be out of equilibrium by several
orders of magnitude at high Mach numbers. If, as expected, we do not fully resolve
such small-scale turbulence in our simulations, then we are likely to underestimate
the importance of non-equilibrium chemistry.
Thirdly, chemical abundances can also be driven out of equilibrium by a fluctu-
ating radiation field. For example, Oppenheimer & Schaye (2013b) demonstrated
that the abundances of metal ions in the circumgalactic medium can be affected
by the presence of an AGN even after the AGN has turned off, as it takes a long
time for the ions to recombine. In our simulations, we apply a local prescrip-
tion for self-shielding of the radiation field by gas and dust, which does vary with
position and time. However, we apply the self-shielding to a constant, uniform
radiation field. In reality, the UV radiation from young stars will fluctuate as new
stars are born, existing stars age and gas particles move in relation to the stars.
This may drive additional non-equilibrium effects that we do not capture in our
current simulations.
Furthermore, since we have shown that UV radiation affects the global proper-
ties of galaxies, the inclusion of a fluctuating radiation field will also influence the
galaxy directly, in addition to any non-equilibrium effects that it may drive. Like-
wise, it will also be important to include fluctuations in metallicity due to chemical
enrichment from stars, which are not included in the fixed-metallicity models that
we present here.
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CHEMICAL EVOLUTION OF GIANT
MOLECULAR CLOUDS IN SIMULATIONS
OF GALAXIES
We present an analysis of Giant Molecular Clouds (GMCs) identified in hydrody-
namic simulations of isolated disc galaxies, with a particular focus on the evo-
lution of molecular abundances and the implications for CO emission and the
XCO conversion factor in individual clouds. We define clouds either as regions
above a density threshold nH,min = 10 cm−3, or using an observationally motivated
velocity-integrated CO line intensity threshold of 0.25 K km s−1. Our simulations
include a non-equilibrium treatment for the chemistry of 157 species, including
20 molecules. We find cloud lifetimes up to ≈ 40 Myr, with a median of 13 Myr,
in agreement with observations. At ten per cent solar metallicity, young clouds
(. 10 − 15 Myr) tend to be underabundant in H2 and CO compared to chemical
equilibrium, by factors of ≈ 3 and 1 − 2 orders of magnitude, respectively. At so-
lar metallicity, GMCs reach chemical equilibrium faster (within ≈ 1 Myr), due to
a higher formation rate of H2 on dust grains. We also compute CO J = 1 − 0 line
emission from our simulated GMCs in post-processing. We find that the mean CO
intensity, ICO, is strongly suppressed at low dust extinction, Av, and possibly sat-
urates towards high Av, in agreement with observations. Our simulated ICO − Av
relation shifts towards higher Av for higher metallicities and, to a lesser extent, for
stronger UV radiation fields. At ten per cent solar metallicity, we find weaker CO
emission in young clouds (. 10 − 15 Myr), consistent with the underabundance of
CO in such clouds. This is reflected in the median XCO factor, which decreases by
an order of magnitude from 0 to 15 Myr, albeit with a large scatter.
Alexander J. Richings and Joop Schaye
To be submitted
Chemical evolution of GMCs
5.1 Introduction
Molecular hydrogen is the main constituent of Giant Molecular Clouds (GMCs),
making up most of their mass. However, cold H2 is difficult to observe in emission,
as the lowest rotational transition of the H2 molecule has an excitation energy of
E/kB = 510 K (Dabrowski 1984). It is therefore difficult to excite H2 at the cold
temperatures typical of GMCs (∼ 10 K).
CO is typically the next most abundant molecule in GMCs. It is also much
easier to excite the rotational and vibrational levels of the CO molecule at low
temperatures. For example, the lowest rotational transition of CO (J = 1 − 0) has
an excitation energy of E/kB = 5.53 K. CO emission is therefore commonly used
as a tracer of molecular gas in GMCs (e.g. Solomon et al. 1987; Dame et al. 2001;
Heyer et al. 2001). The velocity-integrated CO intensity, ICO, is then converted to




cm−2 (K km s−1)−1. (5.1)
To accurately determine the molecular content of a GMC in this way, we therefore
require a detailed understanding of the XCO factor, including how it depends on
the physical conditions in the GMC, such as its metallicity and the radiation field.
There have been many studies, both observational and theoretical, to deter-
mine the XCO factor (see Bolatto et al. 2013 for a recent review). Observational
studies use various methods to determine the total molecular content, which can
then be compared to the CO emission to determine the XCO factor. For example,
virial techniques assume that the GMC is in virial equilibrium, which allows one
to measure the total mass of a GMC from its size and velocity dispersion, which is
assumed to be the molecular mass (e.g. Scoville et al. 1987; Solomon et al. 1987).
Other studies estimate the dust content of GMCs, either by mapping the extinc-
tion towards background stars (e.g. Frerking et al. 1982; Lombardi et al. 2006;
Pineda et al. 2008), or by measuring dust emission in the far-infrared (e.g. Dame
et al. 2001; Planck Collaboration XIX 2011). This can then be converted into a
total gas column density, assuming a dust-to-gas ratio. Diffuse gamma-ray emis-
sion arising from interactions between cosmic rays and nucleons can also be used
to estimate the total gas column density (e.g. Strong & Mattox 1996; Abdo et al.
2010; Ackermann et al. 2012).
Some theoretical studies of the XCO factor use models of photodissociation
regions (PDRs), where a cloud of gas is illuminated from one side by an external
UV radiation field. Tielens & Hollenbach (1985) use PDR models to determine the
chemical and temperature structure of such clouds for various gas densities and
radiation fields. van Dishoeck & Black (1988) and Visser et al. (2009) focus on the
chemistry and photodissociation of CO in PDR models, and they use these models
to determine how the CO column density varies with dust extinction. Sternberg et
al. (2014) recently presented a detailed study of the HI-to-H2 transition in clouds,
using both analytic theory and numerical PDR models. These PDR models assume
that the abundances of molecules and atoms are in chemical equilibrium, or a
‘steady state’, and that the clouds have a constant density profile.
154
5.1 Introduction
These PDR models can then be used to study how the XCO factor depends on
the physical conditions. For example, Bell et al. (2006) use PDR models to explore
how XCO varies in different environments. They find that, at low dust extinction,
Av, XCO decreases with increasing Av, until it reaches a minimum and subsequently
increases with Av once the CO line becomes optically thick. They show that the
XCO − Av profile depends on cloud properties, including gas density, radiation field
strength, metallicity and turbulent velocity dispersion.
Other theoretical studies of the XCO factor use hydrodynamic simulations of a
turbulent interstellar medium (ISM) to study the environmental dependence of the
XCO factor, which account for more realistic cloud geometries (e.g. Glover & Mac
Low 2011; Shetty et al. 2011a,b; Clark & Glover 2015). Narayanan et al. (2011,
2012) combine hydrodynamic simulations of isolated and merging galaxies, using
a subgrid model for cold gas below 104 K, with radiative transfer calculations of
dust and molecular line emission to explore how galaxy mergers and the galactic
environment affect the XCO factor. Feldmann et al. (2012) combine the results of
sub-parsec resolution simulations from Glover & Mac Low (2011) with gas distri-
butions from the cosmological simulations of Gnedin & Kravtsov (2011) to model
the XCO factor, finding a metallicity dependence of XCO (averaged over kpc scales)
of XCO ∝ Z−γ, where γ ≈ 0.5 − 0.8.
Theoretical models of XCO need to determine the abundances of CO and H2 un-
der various conditions. The simplest approach is to assume that these abundances
are in chemical equilibrium (e.g. Narayanan et al. 2011, 2012). However, this as-
sumption may not be valid if the formation time-scale of molecules is comparable
to the lifetimes of GMCs, particularly in young clouds. Observational estimates
have suggested a wide range of GMC lifetimes, from a few Myr (e.g. Elmegreen
2000), to ≈ 20 − 40 Myr (e.g. Bash et al. 1977; Kawamura et al. 2009; Murray
2011; Miura et al. 2012), to hundreds of Myr (e.g. Scoville et al. 1979).
Bell et al. (2006) include time-dependent chemistry of H2 and CO in their PDR
models, with metallicities 0.01 ≤ Z/Z ≤ 1.0, and they consider various cloud ages.
They find significant evolution in the XCO factor at times . 1 Myr, with less evo-
lution for cloud ages 1 − 10 Myr, and no notable evolution beyond 10 Myr, even
though it takes up to 100 Myr for the chemical abundances to reach steady-state in
their models. Glover & Mac Low (2011) and Shetty et al. (2011a,b) also include
time-dependent chemistry in their simulations of a turbulent ISM, with metallic-
ities 0.03 ≤ Z/Z ≤ 1.0 and 0.1 ≤ Z/Z ≤ 1.0, respectively. However, since they
include only a region of the ISM in their simulations, and not an entire galaxy,
they may be missing some aspects of the evolution of GMCs in a galactic environ-
ment. Indeed, Dobbs & Pringle (2013) explore GMC evolution in simulations of
isolated disc galaxies, with solar metallicity, and they find complex evolutionary
histories. GMCs in their simulations often form by assembling from smaller clouds
and ambient ISM material, or by breaking off from larger clouds, while they are
dispersed by stellar feedback and shear, or are accreted onto larger clouds. It
would therefore be useful to explore the chemical evolution of GMCs within a
realistic galactic environment.
In this paper we investigate how the molecular abundances of GMCs evolve,
and under what conditions these abundances are out of chemical equilibrium. We
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consider the effects of cloud age, metallicity and the radiation field. We can then
determine how the conditions affect the XCO factor. We study clouds of dense gas
(nH > 10 cm−3) in the high-resolution Smoothed Particle Hydrodynamics (SPH)
simulations of isolated disc galaxies presented in Richings & Schaye (2015), here-
after Paper I. These simulations include a treatment for the non-equilibrium chem-
istry of 157 species, including 20 different molecules (Richings et al. 2014a,b). We
also run radiative transfer calculations on these simulations in post-processing to
determine the 12CO J = 1 − 0 line emission1 from individual GMCs, and hence
compute their XCO factors.
The remainder of this paper is organised as follows. In section 5.2 we sum-
marise the simulations and initial conditions from paper I. In section 5.3 we de-
scribe the methods that we use to analyse GMCs in these simulations, including
how we identify clouds, how we link clouds in previous and subsequent snap-
shots to identify their progenitors and descendants, and how we create maps of
CO emission from individual clouds in post-processing. In section 5.4 we investi-
gate the scaling relations of these clouds and compare them to observations. In
section 5.5 we look at the H2 and CO abundances of our simulated GMCs as a
function of cloud age to explore their chemical evolution. In section 5.6 we use
the CO J = 1 − 0 line emission from simulated clouds to investigate the XCO fac-
tor, and we summarise our main results in section 5.7. Finally, in Appendix A we
explore how our results are affected by the pressure floor that we impose in our
simulations to ensure that the Jeans mass is always well-resolved.
5.2 Simulations
We study GMCs in the suite of hydrodynamic simulations of isolated disc galaxies
that were first presented in paper I. The details of how these simulations were run,
along with properties of the galaxies such as their star formation histories, outflow
rates and velocities, can be found in paper I. Here we summarise the main features
of these simulations.
The simulations were run using a modified version of the tree/SPH code GAD-
GET3, last described in Springel (2005). The hydrodynamics solver has been re-
placed with the suite of hydrodynamical methods collectively known as ANARCHY,
which incorporates many of the latest improvements on ‘classical’ SPH methods,
including the pressure-entropy formulation of SPH, as derived by Hopkins (2013);
a switch for artificial conduction, similar to the one used by Price (2008); a switch
for artificial viscosity, from Cullen & Dehnen (2010); the time-step limiters from
Durier & Dalla Vecchia (2012); and the C2 Wendland (1995) kernel, for which we
use 100 neighbours. ANARCHY will be described in more detail in Dalla Vecchia
(in preparation); see also Appendix A of Schaye et al. (2015) for a full description
of our version of ANARCHY.
1For the remainder of this paper, we will use ‘CO’ to refer to 12CO, unless stated otherwise.
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5.2.1 Chemistry and subgrid models
We follow the chemical evolution of the abundances of ions and molecules in the
gas using the chemical model of Richings et al. (2014a,b). This model includes all
ionisation states of the 11 elements that contribute most to the cooling rate2, along
with 20 molecular species3, most importantly H2 and CO. This gives us a chemical
network of 157 species in total. The chemical species evolve via collisional ioni-
sation, radiative and di-electronic recombination, charge transfer reactions, pho-
toionisation (including Auger ionisation), cosmic ray ionisation (parameterised by
an HI cosmic ray ionisation rate of 2.5 × 10−17 s−1; Williams et al. 1998), and vari-
ous molecular reactions, including the formation of H2 on dust grains (Cazaux &
Tielens 2002) and in the gas phase.
The photoionisation, photoheating and photoelectric dust heating rates are
computed assuming a constant, uniform UV radiation field, either the local inter-
stellar radiation field (ISRF) of Black (1987), or ten per cent of this ISRF. We also
use a self-shielding prescription to account for the attenuation of photochemical
rates by dust and gas (Richings et al. 2014b). This prescription includes self-
shielding of H2 and CO, and shielding of CO by H2. We assume that the shielding
occurs locally, which allows us to express the column density of each particle as
the density, ρ, multiplied by a local shielding length, L. For the shielding length,
we use a local Sobolev-like approximation, L = ρ/|2∇ρ| (e.g. Gnedin et al. 2009).
From the chemical network we obtain a system of 158 differential equations
(157 chemical rate equations and the thermal equation for the temperature evolu-
tion), which we integrate for each gas particle over each hydrodynamic time-step
using the implicit differential equation solver CVODE, from the SUNDIALS4 suite.
This enables us to follow the non-equilibrium evolution of ion and molecule abun-
dances, and also to evolve the temperature using cooling rates computed from
these abundances, without needing to assume chemical equilibrium.
Gas particles are allowed to form stars if their hydrogen number density, nH,
exceeds a threshold of 1 cm−3 and their temperature is below 1000 K. If a particle
meets these criteria, it forms stars at a rate per unit volume given by the gas
density over the local free fall time, multiplied by an efficiency factor εSF, which we
take to be 0.005. Gas particles are then stochastically converted into star particles
according to a probability that is determined from the particle’s star formation rate
and the hydrodynamic time-step. The value of the efficiency, εSF (and the value of
the heating temperature, ∆T , used in the stellar feedback model; see below) were
chosen to reproduce the observed Kennicutt-Schmidt relation (see fig. 3 in paper
I).
We include feedback from star formation using a thermal supernova prescrip-
tion similar to that of Dalla Vecchia & Schaye (2012), with some modifications. As
each star particle is treated as a simple stellar population (rather than an individ-
ual star), we can calculate the number of supernovae that explode from each star
particle in a given time-step, using the stellar lifetimes of Portinari et al. (1998)
2H, He, C, N, O, Ne, Mg, Si, S, Ca, Fe
3H2, H+2 , H
+
3 , OH, H2O, C2, O2, HCO
+, CH, CH2, CH+3 , CO, CH
+, CH+2 , OH
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and assuming a Chabrier (2003) initial mass function (IMF). When supernovae
explode, their energy is injected into the gas thermally by stochastically selecting
neighbouring gas particles to be heated by ∆T = 107.5 K. By imposing a minimum
heating temperature, we ensure that we minimise artificial radiative losses due to
our finite resolution, which would otherwise make the stellar feedback unrealis-
tically inefficient. The difference between our stellar feedback model and that of
Dalla Vecchia & Schaye (2012) is that we distribute the total available supernova
energy from each star particle over time, according to the lifetimes of massive
stars, rather than injecting it all at 30 Myr after the birth of the star particle.
To ensure that the Jeans mass is always resolved, we impose a density-dependent
pressure floor, Pfloor, in the hydrodynamic equations, such that the Jeans mass will
always be at least a factor NJ,m times the mass within the SPH kernel. This is
similar to the methods used by e.g. Robertson & Kravtsov (2008); Schaye & Dalla
Vecchia (2008); Hopkins et al. (2011). The pressure floor is given by equation









where γ = 5/3 is the ratio of specific heats, NSPHngb is the number of SPH neighbours,
mgas is the mass per SPH particle, and ρ is the gas density. We use a conservative
fiducial value of NJ,m = 4 in our simulations, but see Appendix A for the effects
of lowering this pressure floor. We impose this Jeans limiter as a pressure floor
rather than a temperature floor (as used by Schaye & Dalla Vecchia 2008) so that
gas particles can continue to cool below the temperature corresponding to the
pressure floor, and thus will evolve towards thermal and chemical equilibrium for
the given density.
5.2.2 Initial conditions
We ran simulations of isolated disc galaxies using initial conditions based on the
model of Springel et al. (2005). These initial conditions were generated using
a modified version of a code that was kindly provided to us by Volker Springel.
Each galaxy has a total mass within R200,crit (i.e. the radius enclosing 200 times the
critical density) of M200 = 1011 M. The galaxies initially consist of a rotating disc
of gas and stars and a central stellar bulge, embedded in a dark matter halo. The
initial stellar mass is M∗ = 1.4 × 109 M, which is consistent with the abundance
matching results of Moster et al. (2013) corrected for baryonic effects according
to the prescription of Sawala et al. (2015). Twenty per cent of the initial stellar
mass is in the bulge, with the remainder in the stellar disc. We use a gas mass
fraction in the disc of 30 per cent, which gives an initial gas mass of 1.8 × 108 M.
The gas and stellar discs initially have an exponential surface density profile
with a radial scale length of 2.0 kpc. The vertical structure of the stellar disc has
an isothermal profile with a scale height of ten per cent of the radial scale length,
while the gas is initially in chemical equilibrium with a constant temperature of
104 K and a vertical structure set up in hydrostatic equilibrium using an iterative
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Model M200 c200 M∗, init Mgas, init fd, gas mbaryon εsoft Z UV Field
(M) (M) (M) (M) (pc) (Z)
ref 1011 8.0 1.4 × 109 4.8 × 108 0.3 750 3.1 0.1 ISRFa
hiZ 1011 8.0 1.4 × 109 4.8 × 108 0.3 750 3.1 1.0 ISRF
lowISRF 1011 8.0 1.4 × 109 4.8 × 108 0.3 750 3.1 0.1 10% ISRF
aISRF of Black (1987)
Table 5.1: Properties of the galaxy simulations used in this paper: total mass M200 within
the radius R200,crit enclosing a mean density of 200 times the critical density of the Universe
at redshift zero, NFW concentration c200 of the dark matter halo, initial stellar mass M∗, init,
initial gas mass Mgas, init, disc gas mass fraction fd, gas, mass per gas or star particle mbaryon,
gravitational softening length εsoft, gas metallicity Z, and UV radiation field.
procedure. At this temperature, most of the hydrogen is in HII in chemical equi-
librium. The stellar bulge has a Hernquist (1990) density profile, and the dark
matter halo follows a Hernquist (1990) profile that is scaled to match a Navarro
et al. (1996) (NFW) profile in the inner regions with a concentration c200 = 8.0,
which agrees with the redshift zero mass-concentration relation of Duffy et al.
(2008).
We use a resolution of 750 M per gas or star particle, with 100 SPH neighbours,
and a gravitational softening length of 3.1 pc, and we model the dark matter halo
using a static potential. Each simulation initially contains 6.45 × 105 gas particles
and 1.88 × 106 star particles.
We include a constant, uniform UV radiation field, along with a local self-
shielding prescription, and the gas metallicity is held fixed, with dust-to-gas mass
ratios of 2.4 × 10−3 Z/Z and 4.0 × 10−3 Z/Z for graphite and silicate grain species,
respectively. These dust-to-gas ratios were taken from the ‘ISM’ grain abundances
used by the photoionisation code CLOUDY5 version 13.01 (Ferland et al. 2013), and
we assume that they scale linearly with metallicity, Z.
In paper I, we ran six simulations with different combinations of metallicity and
UV radiation field. Each simulation was repeated twice, once with the full non-
equilibrium chemical model of Richings et al. (2014a,b), and once using cooling
rates computed assuming chemical equilibrium. In this paper, we focus on three
of these simulations: ref (ten per cent solar metallicity and the local ISRF of Black
1987), hiZ (solar metallicity and the Black 1987 ISRF), and lowISRF (ten per cent
solar metallicity and ten per cent of the Black 1987 ISRF), all evolved using the full
non-equilibrium chemical model. We focus on these as they are the most relevant
for conditions in molecular clouds in low-mass galaxies. Of the three remaining
simulations in paper I, lowZ (with one per cent solar metallicity) did not form
dense clouds, as the gas was mostly unable to cool to a cold (∼ 100 K) phase; UVB
(evolved with the redshift zero UV background of Haardt & Madau 2001) used
an extragalactic UV radiation field that is more relevant for the circum- and inter-
galactic medium than for molecular clouds; and UVBthin neglected self-shielding
of UV radiation, which is necessary for the formation of molecules. The properties
of our simulations are summarised in Table 5.1.
5http://nublado.org/
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5.3 Analysis methods
In this section we describe the methods that we use to analyse gas clouds in our
simulations, including the algorithm that we use to identify clouds (§5.3.1), how
we link clouds to their progenitors and descendants to define their mass evolution
(§5.3.2), and how we create maps of CO emission from individual clouds (§5.3.3).
5.3.1 Clump finding algorithm
Observationally, molecular clouds are typically identified as regions detected in
emission from a molecular tracer (often CO) above an intensity threshold (e.g.
Larson 1981; Solomon et al. 1987). This is approximately equivalent to selecting
regions above a molecular gas surface density threshold. However, as we are
interested in the atomic to molecular transition, we do not want to select only
clouds that are already molecular. We therefore need a criterion that is based on
the total gas content, and not just on the molecular content.
Furthermore, Dobbs et al. (2015) found that using a grid-based approach to
identify clouds above a surface density threshold in simulations can create prob-
lems for studying the cloud evolution. They found that clouds that are identified
with such a method appear to evolve on shorter time-scales than is seen in the
three-dimensional particle distribution. These errors arise due to the projection
onto a two-dimensional grid, as the gas moves relative to the grid.
We therefore base our clump finding algorithm on the particle-based approach
used by Dobbs et al. (2015). This is a Friends-of-Friends (FoF) algorithm that
acts on dense gas particles. We first select gas particles with a hydrogen number
density, nH, above a threhsold nH,min. We then link together nearby dense particles
by taking each particle in turn and identifying particles that lie within a linking
length, l.
There are two parameters in this method, nH,min and l. However, as noted
by Dobbs et al. (2015), they are degenerate, as denser particles will be closer
together. We use a density threshold of nH,min = 10 cm−3, which is comparable to
(or slightly lower than) the density at which we expect the transition from atomic
to molecular hydrogen to occur (e.g. Schaye 2001; Gnedin et al. 2009). This
ensures that we focus on clouds that are likely to become molecular. We then use
a linking length l = 10 pc, which corresponds approximately to the mean spacing
between gas particles at the density threshold, nH,min, for our resolution of 750 M
per particle.
Fig. 5.1 shows maps of the gas surface density in each of our three simulations
after 500 Myr. Each map is 8 kpc across and views the disc face-on. We also zoom
in (by a factor 13) on the six most massive clouds in each simulation. We see
that these clouds show a wide range of morphologies. Some are approximately
spherical, while others have been stretched into long, thin filaments by shear in
the rotating disc. We also see some clouds with two or more density peaks, which
suggests that they consist of multiple clumps that are in the process of merging.
Fig. 5.2 shows the cloud mass functions for each simulation. Here we have
identified clouds in snapshots at 100 Myr intervals, from 100 Myr to 900 Myr, and
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Figure 5.1: Maps of gas surface density after 500 Myr from simulations lowISRF (0.1 Z, ten
per cent of the Black (1987) ISRF; top left), ref (0.1 Z, Black (1987) ISRF; top right) and hiZ
(Z, Black (1987) ISRF; bottom). Each map is 8 kpc across and views the disc of the galaxy
face-on. We also zoom in (by a factor 13) on the most massive clouds in each simulation,
and we give the mass of dense gas (with nH ≥ 10 cm−3) in each cloud. We see a wide range
of morphologies, including nearly spherical clouds, clouds that have been sheared into long
filaments, and clouds with multiple density peaks that are indicative of cloud mergers.
combined the different snapshots into a single mass function for each simulation.
We will show in the next section that the clouds have lifetimes < 100 Myr if we de-
fine lifetimes using the particles originally in the cloud when it is identified, so we
do not double-count cloud mass by combining snapshots in this way. However, if
we follow the total mass of cloud progenitors/descendants, we find that individual
cloud structures can survive for > 100 Myr, although new gas has cycled through
them. Such long-lived cloud structures will appear multiple times in Fig. 5.2.
All three simulations show similar cloud mass functions. For the remainder of
this study, we shall focus on clouds that contain at least 50 gas particles to avoid
poorly resolved clouds in our analysis (but see Appendix A for the effects of the
pressure floor on low-mass clouds). This corresponds to a mass of 3.75 × 104 M,
shown by the vertical dotted line in Fig. 5.2.
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Figure 5.2: Cloud mass functions from simulations lowISRF (black solid curve), ref (red
dashed curve) and hiZ (blue dot-dashed curve), taken from snapshots at 100 Myr intervals
from 100 Myr to 900 Myr. The vertical dotted line shows a mass of 3.75 × 104 M, which
corresponds to the mass of a cloud containing 50 particles. We consider only clouds above
this mass for the remainder of this study. All three simulations show similar cloud mass
functions.
We also need to define the radius of each cloud, which will be important for
comparing to the observed molecular cloud scaling relations (see §5.4). We deter-
mine the radius by finding the 3-dimensional ellipsoid that approximately encloses




mk(|r|2δi j − rk, irk, j), (5.3)
where mk is the mass of the kth particle, rk is the position vector of the kth particle
in the cloud’s centre of mass frame, the summation is over the N particles in
the cloud, i and j index the Cartesian directions (i, j = 1, 2, 3 in 3d), and δi j is
the Kronecker delta function. The eigenvectors of I give the directions of the
principle axes of the cloud. We then determine the maximum extent of the particle
distribution along each principle axis to obtain the semi-major, intermediate and
minor axes, a, b and c respectively, of the ellipsoid that approximately encloses
the particles in the cloud. Finally, we define the cloud radius, Rmean, to be the
geometric mean of these three axes, i.e.:
Rmean = (abc)1/3. (5.4)
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The above cloud definition is based on a density threshold. However, obser-
vations define molecular clouds based on a CO intensity threshold. We therefore
also consider an alternative cloud definition, based on the CO emission, which we
discuss in section 5.3.3.
5.3.2 Cloud mass evolution
To follow the mass evolution of individual clouds, and hence determine their ages
and lifetimes, we first ran the clump finding algorithm described above on all snap-
shots, taken at intervals of 1 Myr. We then took each massive cloud (containing
at least 50 particles) in a given snapshot and traced back its main progenitor in
preceding snapshots, and its main descendant in subsequent snapshots.
There are a couple of different ways in which we can link a given cloud to
its progenitors and descendants. In the first method that we use, we first take
all particles in a given cloud in snapshot i. We then look for these particles in the
preceding snapshot, i−1, and we identify the cloud that contains the most of these
particles. This cloud is selected as the main progenitor. We then take all of the
particles in the main progenitor, and we look for these particles in snapshot i − 2.
We repeat this process to find the main progenitor in each preceding snapshot until
we can no longer identify a progenitor. Finally, we repeat the above procedure in
the snapshots following i to identify the main descendants.
The above method allows us to follow the evolution of the total mass of the
cloud. In this way, we can trace coherent cloud structures through time. However,
gas will cycle through individual clouds, with new gas being added to the cloud via
smooth accretion or mergers, while existing gas can break off into smaller clouds
or disperse into the ISM. Therefore, after some time, it is possible that a cloud will
no longer contain any of the material that was originally in the cloud in snapshot
i.
We therefore also considered an alternative method to link clouds with their
progenitors and descendants, in which we consider only gas particles that were
originally in the cloud in snapshot i. This is similar to how Dobbs & Pringle (2013)
trace the evolution of GMCs in their simulations of an isolated disc galaxy. We first
take the particles in the cloud in snapshot i and identify the main progenitor in
snapshot i−1 that contains the most of these particles, as before. However, we then
take only the particles in the main progenitor that were originally in the cloud in
snapshot i (and not all of the main progenitor’s particles), and we trace these back
to snapshot i− 2 to find the preceding main progenitor, and so on. We then repeat
this procedure in later snapshots to identify the main descendants. In this way we
can trace the evolution of only gas that was originally in the cloud in snapshot i.
In Fig. 5.3 we show examples of the mass evolution of individual clouds se-
lected at 500 Myr from the ref simulation. For each cloud we show the evolution of
the total cloud mass (black solid curves), using the first method described above,
and of the mass of original particles that were in the cloud at 500 Myr (blue dashed
curves), using the second method described above. The horizontal dotted line in
each panel indicates half of the mass of the cloud at 500 Myr, which we use to
define the age and lifetime of the cloud (see below).
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Figure 5.3: Mass evolution of four clouds selected at 500 Myr from the ref simulation. We
show the evolution of the total cloud mass (black solid curves) and of the mass of particles
originally in the cloud at 500 Myr (blue dashed curves). The horizontal dotted lines indicate
half of the mass of the cloud at 500 Myr, which we use to define the cloud ages and lifetimes
(see text).
For some clouds, the evolution of the total and original mass are similar (e.g.
the top right panel). These are clouds that reach their peak mass close to 500 Myr,
and have fairly simple evolutionary histories, for example with no significant cloud
mergers bringing in new material at later times.
In many other clouds, the evolution is more complex. For example, in the bot-
tom right panel, the cloud is still growing at 500 Myr. The total mass of the cloud
therefore quadruples over the following 19 Myr, after which it rapidly declines.
However, by definition, the original mass is a maximum in the original snapshot
(at 500 Myr in this example). We see that the original mass in this example remains
nearly constant over the same period.
Finally, in some clouds (e.g. the top left panel), we find that the progenitors
and descendants traced by the total mass extend over a much longer time period
than those traced only by the original particles at 500 Myr. These are clouds that
are constantly cycling through new gas, via accretion and cloud mergers, while
existing gas breaks away or is blown away and disperses. The cloud in the top left
panel is located at the centre of the galaxy. We saw in Fig. 5.1 that there is more
dense gas near the centre, with several clouds packed closely together within the
central few hundred parsecs. This explains why we see a strong cycling of gas
through individual clouds in this region.
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Figure 5.4: Cloud ages (black circles), defined as the time since the cloud’s main progenitor
had half of its current mass, and cloud lifetimes (red squares), defined as the period from
when the main progenitor had half of its current mass to when the main descendant is
reduced to half of its current mass. We define ages and lifetimes using either the total
progenitor/descendant mass (top panel), or the mass of particles that were originally part
of the cloud, i.e. at the time the cloud was identified (bottom panel). We show all clouds
with at least 50 particles, selected in snapshots at 100 Myr intervals from 100 Myr to 900 Myr,
from the ref simulation. Our other two simulations (lowISRF and hiZ; not shown) have
similar distributions of cloud ages and lifetimes.
We can now use the mass evolution of a cloud’s progenitors and descendants
to determine the age and lifetime of the cloud, based on either the total mass of
the cloud or the mass of original particles. We define the age of the cloud as the
time since the mass was half of its current value, and we define its lifetime to be
the total period over which its mass is greater than half of its current value. For
example, suppose we identify a cloud at time tnow. In the past, its main progenitor
had half of its current mass at time tpast, and in the future, its main descendant is
reduced to half of its current mass at time tfuture. The age is then tnow − tpast, and
the lifetime is tfuture − tpast. The ages and lifetimes will depend on the mass frac-
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tion that we use to define them. For example, if we use the time when the main
progenitor/descendant was a quarter of the cloud’s current mass, rather than half,
the median lifetimes are increased by ≈ 50 per cent. However, by using a fac-
tor of half, there can only be one ‘main’ progenitor/descendant in each snapshot
over the cloud’s lifetime, and we avoid ambiguities arising from multiple progeni-
tors/descendants with equal mass.
In Fig. 5.4 we plot the ages (black circles) and lifetimes (red squares) of
clouds from the ref simulation versus their current mass, using the total progeni-
tor/descendant mass (top panel) or the mass of original particles (bottom panel).
Our other two simulations (lowISRF and hiZ; not shown) have similar distribu-
tions of cloud ages and lifetimes. We show all clouds with at least 50 particles
identified in snapshots at 100 Myr intervals, from 100 Myr to 900 Myr. Note that,
while we only show clouds with at least 50 particles, we still identify clouds with
as few as 25 particles, so we can trace the clouds in Fig. 5.4 to the time when they
had, or will have, half of their current mass.
If we use the total cloud mass (top panel), we find a median cloud age of
12 Myr, and a median lifetime of 33 Myr. There is a lot of scatter in cloud ages and
lifetimes, with many having ages and lifetimes of a few hundred Myr. Note that,
since we combine snapshots at 100 Myr intervals in this figure, evolutionary tracks
will appear multiple times if they have a lifetime longer than this interval.
In the bottom panel, we see that cloud ages and lifetimes defined using only
the original particles are shorter than those defined from the total mass. Using this
definition, we find a median age of 5 Myr and a median lifetime of 13 Myr. There is
again a lot of scatter in cloud ages and lifetimes, but we find that most clouds have
an age . 30 Myr and a lifetime . 40 Myr. Observational estimates, typically based
on associated signatures of star formation such as young stellar clusters and HII
regions, find GMC lifetimes ≈ 20 − 40 Myr (e.g. Bash et al. 1977; Kawamura et al.
2009; Murray 2011; Miura et al. 2012), although Elmegreen (2000) and Scoville
et al. (1979) find lifetimes of a few Myr and hundreds of Myr, respectively. We
find no clear trend of age or lifetime with the current mass of the cloud.
Since we run each simulation for 1 Gyr, we follow the evolution of the galaxy
for many cloud lifetimes. This is important as it ensures that the evolution of
individual clouds is not strongly affected by the initial chemical state of the gas at
the beginning of the simulation, when most of the hydrogen was in HII.
For the remainder of this paper, we will use cloud ages and lifetimes defined
via the mass of original particles (i.e. the bottom panel of Fig. 5.4). This definition
gives a better indication of how long the current material has been in the cloud.
However, both age/lifetime definitions that we have considered here (using total
or original mass) involve tracing individual particles through time in the simula-
tions, which is not possible in observations. Observational estimates are typically
based on nearby signatures of star formation, such as young stellar clusters and
HII regions (e.g. Kawamura et al. 2009). It is not clear which of our definitions is
likely to correspond more closely with these observational definitions, so we need
to be careful when comparing to observed GMC lifetimes.
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5.3.3 CO emission maps
We computed CO emission from the J = 1 − 0 line in our simulations in post-
processing, using the publicly available Monte-Carlo radiative transfer code RADMC-
3D6 (version 0.38), written by Cornelis Dullemond. This code follows emission
from user-specified molecular and atomic lines, and also includes thermal emis-
sion, absorption and scattering from dust grains. We used molecular CO data from
the LAMDA database7 (Schöier et al. 2005), including collisional excitation rates
of CO by ortho- and para-H2 (Yang et al. 2010). We assumed an ortho-to-para
ratio of 3:1 for H2. We included two species of dust grains, graphite and silicate,
with dust opacities from Martin & Whittet (1990), who used the power-law size
distribution of dust grains from Mathis et al. (1977).
Line emission from CO depends on the level populations of the CO molecule.
The simplest method is to assume that the level populations are in Local Thermo-
dynamic Equilibrium (LTE). However, this assumption may not always be valid.
We therefore computed the level populations in non-LTE using the Local Velocity
Gradient (LVG) method, also known as the Sobolev (1957) approximation. This
method assumes that, due to gas motions, photons emitted from transitions in the
CO molecule will become sufficiently Doppler shifted after travelling some dis-
tance that the photon can no longer be absorbed by the same transition that pro-
duced it. This allows us to define an escape probability for these photons based
on their velocity gradient. We can then determine the level populations, including
radiative excitation by line photons, from local quantities alone. A more detailed
description of the LVG method, as implemented in RADMC-3D, can be found in
Shetty et al. (2011a).
In addition to thermal broadening of the emission line, RADMC-3D also allows
the inclusion of doppler broadening by unresolved microturbulence. In our simu-
lations, we impose a density-dependent pressure floor, Pfloor, on the gas to ensure
that the Jeans mass is resolved by at least 4 SPH kernel masses, to prevent artifi-
cial fragmentation (see section 5.2.1). While the implementation of this pressure
floor was motivated by numerical reasons, its effect on the cloud will be similar to
a pressure term from unresolved turbulence. We can attribute a one-dimensional
velocity dispersion, σfloor, 1D, to the pressure floor according to Pfloor = ρσ2floor, 1D.
Using equation 5.2 for Pfloor, with our fiducial parameters NJ,m = 4, mgas = 750 M
and NSPHngb = 100, we find:






We therefore include microturbulent broadening due to this pressure floor when
computing the CO line emission, with a velocity dispersion given by equation 5.5.
The Doppler broadening due to this microturbulence is then added to the thermal
broadening in quadrature.
For each cloud in our simulations, we extracted a region around the cloud and
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Figure 5.5: CO J = 1−0 line emission maps (top row) and gas surface density maps (bottom
row) of molecular clouds from the lowISRF (left), ref (centre) and hiZ (right) simulations.
The white ellipse in each panel indicates the boundary of the cloud, defined by gas particles
with a density above a threshold nH,min = 10 cm−3. The black contours in the top row
show ICO = 0.25 K km s−1, which corresponds to the 3σ intensity threshold for the Small
Magellanic Cloud in the observations of Leroy et al. (2011). In the examples from the ref
and hiZ simulations, only the centres of the clouds would be detectable in a typical CO
survey.
of CO and H2, onto a 3d Cartesian grid with a resolution of 1 pc, using the same C2
Wendland (1995) kernel with 100 SPH neighbours as was used in the simulations.
We used RADMC-3D to compute the total emission from the J = 1 − 0 line and
thermal dust emission in 480 wavelength bins covering a velocity range ±60 km s−1
centred on the line, which we projected onto a plane parallel to the galactic disc.
We then repeated this without line emission to create a map of the thermal dust
emission only, which we finally subtracted from the total emission to produce a
continuum-subtracted map of CO J = 1 − 0 line emission.
In Fig. 5.5 we show examples of CO emission maps from individual molecular
clouds in the lowISRF, ref and hiZ simulations (left, centre and right columns,
respectively). The top and bottom rows show maps of the CO emission and gas
surface density, respectively.
The white ellipse in each panel shows the boundary of the cloud, defined by
gas particles with a density above a threshold nH,min = 10 cm−3. This ellipse was
computed by projecting the 3d ellipsoid that approximately encloses the particles
in the cloud onto the image plane, where the 3d ellipsoid is based on the principle
axes of the moment of inertia tensor, as described in section 5.3.1. For comparison,
the black contours in the top row show ICO = 0.25 K km s−1. This corresponds to
the 3σ intensity threshold for the observations of the Small Magellanic Cloud in
Leroy et al. (2011). In the examples from the ref and hiZ simulations (centre and
right columns, respectively), only the centres of the clouds are above this detection
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threshold.
We thus see that our standard definition of a cloud, based on a fixed den-
sity threshold, includes a larger region than if we had defined clouds based on
the observable CO emission. We therefore also consider an alternative cloud def-
inition, in which we only include regions in the 2d maps of CO emission with
ICO > 0.25 K km s−1. For this alternative cloud definition, we also compute the pro-
jected cloud mass, Mproj, and size, Rproj = (A/π)1/2, from the 2d maps, rather than
from the 3d particle distribution, where Mproj and A are the total mass and area,
respectively, of pixels above the CO intensity threshold. This alternative cloud
definition provides a fairer comparison with observations.
It is important to note that these CO emission maps may be sensitive to resolu-
tion. In particular, high-resolution simulations of dense clouds find that most CO
is concentrated in compact structures, with sizes ∼ 1 pc and densities ∼ 103 cm−3
(e.g. Glover & Clark 2012). Such structures are poorly resolved in our simulations,
which may make the predicted CO emission uncertain.
5.4 Cloud scaling relations
Observations of molecular clouds find strong relations between their properties
such as size, velocity dispersion and mass, both in Milky Way GMCs (e.g. Larson
1981; Solomon et al. 1987; Heyer et al. 2009) and in extragalactic GMCs (e.g.
Bolatto et al. 2008). For example, building on the original relations identified by
Larson (1981), Solomon et al. (1987) studied a sample of GMCs in the Milky Way,
and found that the line of sight velocity dispersion, σ, follows a power law relation







By assuming that the clouds are in virial equilibrium, they estimated the cloud















which implies that the clouds in their sample have a constant mean surface density
of Σ = 170 M pc−2. Later studies have corrected this value to 200 M pc−2 to ac-
count for an updated estimate for the Sun’s galactocentric radius of 8.5 kpc, rather
than 10 kpc as originally used (see e.g. Heyer et al. 2009). The corrected mass-size
relation is then:
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The updated galactocentric radius of the Sun will also affect the size-linewidth
relation in equation 5.6. However, the correction for this relation is smaller than
the errors.
Heyer et al. (2009) re-examined the sample of Solomon et al. (1987), and
used the 13CO luminosities of the clouds to estimate their molecular hydrogen
masses. They found a median molecular surface density of 42 M pc−2, lower than
the value determined by Solomon et al. (1987) from the virial mass. Furthermore,
they found that Σ is not constant, and that σ/R0.5 varies systematically with surface
density as Σ0.5.
Roman-Duval et al. (2010) studied the properties of molecular clouds in the
BU-FCRAO Galactic Ring Survey (Jackson et al. 2006) and the UMSB survey








based on 13CO line emission.
Fig. 5.6 shows the cloud mass-size relation from the ref simulation, where the
cloud radius, Rmean, was calculated from the 3d particle distribution (see equa-
tion 5.4). Our other two simulations (lowISRF and hiZ; not shown) have very
similar cloud mass-size relations. We show all clouds with at least 50 particles
identified in snapshots at 100 Myr intervals from 100 Myr to 900 Myr. The colour
scale indicates the age of the cloud, defined from the particles originally in the
cloud in the current snapshot, as described in section 5.3.2. The black solid and
dashed lines show the observed relations of Solomon et al. (1987) and Roman-
Duval et al. (2010), respectively, i.e. equations 5.9 and 5.10.
Our simulated clouds follow a similar slope to the observed relations, but the
normalisation is a factor ≈ 4 lower than is observed. The lower normalisation is de-
termined by the density threshold that we use to define a cloud, and suggests that
our definition includes a larger region around the cloud than would be included in
a typical observational survey based on CO emission. Indeed, we saw in Fig. 5.5
that only the central regions of our simulated clouds have velocity-integrated CO
intensities above a threshold of 0.25 K km s−1. For a fairer comparison with ob-
servations, we therefore also considered an alternative cloud definition in which
we include only regions above this CO intensity threshold, and compute cloud
properties in projection, as described in section 5.3.3.
Fig. 5.7 shows the mass-size relation computed using only CO-detectable re-
gions, for the ref simulation. Compared to Fig. 5.6, for a density-based cloud
definition, the clouds lie much closer to the observed relations of Solomon et al.
(1987) and Roman-Duval et al. (2010) (black solid and dashed lines, respectively),
although the normalisation of this relation in our simulations is still a factor ≈ 2
lower than is observed (compared to a factor ≈ 4 in Fig. 5.6). However, even our
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Figure 5.6: Cloud mass, Mcloud, versus cloud radius, Rmean = (abc)1/3, for all clouds with at
least 50 particles identified in snapshots at 100 Myr intervals from 100 Myr to 900 Myr in the
ref simulation. Our other two simulations (not shown) have very similar cloud mass-size
relations. The colour scale indicates the cloud age. The black lines show the observed
relations of Solomon et al. (1987) (solid; our equation 5.9) and Roman-Duval et al. (2010)
(dashed; our equation 5.10). Our simulated clouds follow a similar slope to the observed
relations, but the normalisation, which depends on the cloud definition, is a factor ≈ 4
lower than is observed.
CO-based cloud definition is not identical to the definitions used in these two ob-
servational studies. Our criterion is based on a minimum velocity-integrated CO
intensity in the projected, two-dimensional position-position space of the CO emis-
sion maps. However, Solomon et al. (1987) define clouds as regions above a mini-
mum CO brightness temperature of 1 K in the three-dimensional position-position-
velocity space. Roman-Duval et al. (2010) use a minimum velocity-integrated in-
tensity of 4σ = 0.23
√
Nν K km s−1, where Nν is the number of velocity channels,
but for 13CO line emission, rather than 12CO as used by us. Additionally, when
measuring 13CO column densities to compute the cloud mass, they include only
velocity channels above a 13CO brightness temperature of 4σ = 1 K. Therefore,
the remaining discrepancy in the normalisation of the cloud mass-size relation is
likely due to the different CO thresholds that we use. Given that observational
studies use a range of cloud definitions, with different clump finding algorithms
and using different molecular emission lines, we keep our CO-based definition
general, rather than try to match a particular observational study.
We saw in Fig. 5.1 that the clouds in our simulations exhibit a wide range
of morphologies, from nearly spherical to highly elongated. We can use the axis
ratios of the ellipsoid enclosing the 3d particle distribution, as defined in sec-
tion 5.3.1, to study the shapes of these clouds. Fig. 5.8 shows the ratio of minor to
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Figure 5.7: As Fig. 5.6, but for cloud masses and projected sizes determined from CO-
detectable (ICO > 0.25 K km s−1) regions only. The normalisation of this relation in our
simulations is a factor ≈ 2 lower than the observed relations (Solomon et al. 1987 and
Roman-Duval et al. 2010; black solid and dashed lines respectively) when we include only
CO-detectable regions, compared to a factor of four lower than is observed when we used
a density-based cloud definition (see Fig. 5.6).
major axes, c/a, plotted against Mcloud for the ref simulation. The colour scale indi-
cates the cloud ages. There is a large scatter in cloud shapes, with 0.1 . c/a . 1.0.
The most massive clouds (Mcloud & 6×105 M) tend to be less spherical (c/a . 0.4),
which may suggest that these are merging systems, although this could also be
caused by shear. This may also be a resolution effect, as the lowest-mass clouds
in Fig. 5.8 are resolved with as few as 50 SPH particles, which will tend to make
them more spherical. However, for most clouds there is no clear trend of shape
with mass or age.
Fig. 5.9 compares the velocity dispersion-cloud size relation from the ref sim-
ulation (coloured points) to the observed relation from Solomon et al. (1987),
i.e. our equation 5.6 (black solid line), for our standard density-based cloud
definition. In the top panel of Fig. 5.9, we plot the one-dimensional velocity
dispersion, σ1D = σ3D/
√













− 〈vi〉2 for the ith component of the particle
velocities, vi, where angular brackets indicate a mass-weighted average over all
particles in the cloud. The colour scale in the top panel of Fig. 5.9 indicates the
cloud age.
We see that the relation between σ1D and Rmean is steeper than observed. In
particular, we find very low velocity dispersions, σ1D < 1 km s−1, far below the
observed relation of Solomon et al. (1987). However, these measurements of
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Figure 5.8: Minor-to-major axis ratio, c/a, plotted against cloud mass for clouds with at
least 50 particles, selected from snapshots at intervals of 100 Myr from 100 Myr to 900 Myr in
the ref simulation. Our other two simulations (not shown) have very similar distributions
of cloud shapes. The colour scale indicates the cloud age. Whilst the most massive clouds
(Mcloud & 6 × 105 M) tend to be less spherical (c/a . 0.4), for the remaining clouds there is
no clear trend of shape with mass or age.
σ1D in the simulations do not account for unresolved turbulence. As noted in
section 5.3.3, the pressure floor that we impose on the gas to ensure that the
Jeans mass is always well-resolved will have a similar effect on the cloud as a
pressure term from unresolved turbulence, with a turbulent velocity dispersion,
σfloor, 1D, given by equation 5.5. We therefore need to include the effects of this
pressure floor.
In the bottom panel of Fig. 5.9, we compute σfloor, 1D for each cloud using its
mean density, add this to σ1D in quadrature, and plot the total velocity dispersion
against cloud radius. By accounting for the pressure floor in this way, we avoid
unrealistically low velocity dispersions (the lowest value is now ≈ 2.3 km s−1). This
will be important for computing CO emission in our simulated clouds, as the CO
J = 1 − 0 line is often optically thick in molecular clouds, so the line intensity will
depend on the line width.
The observed velocity dispersions will also include a component due to the
thermal broadening of the molecular lines that are used to measure σ1D. For CO,
with a mean molecular weight µ = 28, the thermal velocity is σth, 1D =
√
kBT/µmp =
0.17 km s−1 at a temperature T = 100 K, where kB and mp are the Boltzmann con-
stant and proton mass, respectively. Thus, σth, 1D is small compared to σfloor, 1D in
our simulations, so we do not include σth, 1D in Fig. 5.9, although we do account
for thermal broadening when we compute CO line emission, as described in sec-
tion 5.3.3.
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Figure 5.9: One-dimensional velocity dispersion, measured from gas particle motions only
(σ1D; top panel), and including the contribution from the pressure floor (σfloor, 1D; bottom
panel), plotted against cloud radius. The colour scale in the top panel indicates the cloud
age, while in the bottom panel it indicates the distance of the cloud’s centre of mass from the
galaxy centre. The black lines indicate the observed relation of Solomon et al. (1987). We
show only the ref simulation here, although the relations in our other two simulations are
very similar. If we do not account for the pressure floor (top panel), we find unrealistically
low velocity dispersions (< 1 km s−1). When we include the pressure floor as an unresolved
turbulence term (bottom panel), we find velocity dispersions > 2.3 km s−1 for all clouds,
although there remains a large scatter in this relation. The clouds with the highest velocity
dispersion tend to be close to the galaxy centre.
Even accounting for the pressure floor, we still find a lot of scatter in this rela-
tion in our simulations, with some clouds showing velocity dispersions > 10 km s−1.
In the top panel of Fig. 5.9, we found no trend in this relation with the cloud age.
However, in the bottom panel, the colour scale indicates the distance of the cloud’s
centre of mass from the centre of the galaxy. We see that clouds with the highest
velocity dispersions (& 10 km s−1) are generally found within the central ≈ 1 kpc of
the galaxy. We also find that many of these high velocity dispersion clouds contain
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Figure 5.10: As Fig. 5.9, but measured from CO-detectable (ICO > 0.25 K km s−1) regions of
each cloud only. Also, we use projected sizes and compute the velocity dispersion by fitting
a single Gaussian component to the CO spectrum. We exclude all clouds that show multiple
peaks in their CO spectrum, as they cannot be fit with a single velocity component, and
likely consist of multiple clouds that are undergoing mergers. We find better agreement
with the observed relation of Solomon et al. (1987) (black line) than we saw in Fig. 5.9.
multiple density peaks that indicate substructures within the cloud. Therefore,
some of the scatter towards high velocity dispersions is likely to be caused by mo-
tions of substructures within the cloud, possibly created by ongoing cloud-cloud
mergers, which are more common in the centre of the galaxy. Interestingly, obser-
vations of molecular clouds in the centre of the Milky Way also find higher velocity
widths compared to the linewidth-size relation of nearby molecular clouds in the
Galactic disc (e.g. Oka et al. 2001).
Fig. 5.10 shows the velocity dispersion-size relation in the ref simulation using
our CO-based cloud definition, i.e. restricted to CO-detectable regions and with
cloud sizes computed in projection. The 1d velocity dispersion of each cloud was
measured by fitting a single Gaussian component to the CO spectrum extracted
from pixels above the ICO threshold. We visually inspected each spectrum and
excluded those with multiple peaks, which cannot be fit with a single velocity
component. These systems are likely multiple clouds that are undergoing merg-
ers. The velocity dispersion was then obtained from the width of the best-fitting
Gaussian. The width of the CO spectrum includes microturbulent Doppler broad-
ening by the pressure floor. By defining clouds above a CO intensity threshold,
measuring the velocity dispersion from the width of the CO spectrum rather than
motions of the gas particles, and excluding merging systems with multiple velocity
components, we find better agreement with the observed relation of Solomon et
al. (1987) than we saw in Fig. 5.9.
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Figure 5.11: Virial parameter, α, versus cloud mass for all clouds with more than 50 par-
ticles in snapshots at 100 Myr intervals from 100 Myr to 900 Myr, from the ref simulation.
Clouds in our other simulations (lowISRF and hiZ; not shown) have similar distributions of
α. The colour scale indicates the cloud age. The horizontal dotted line shows α = 1, below
which clouds are gravitationally bound. We see that all of our simulated clouds have α > 1,
i.e. they are unbound. However, the lower envelope of points is caused by the pressure
floor, so this is likely to be an effect of limited resolution.






(e.g. Bertoldi & McKee 1992; Dobbs et al. 2011), and we include the pressure floor
in the velocity dispersion, i.e. σ2 = σ21D + σ
2
floor, 1D. The numerical factor on the
right hand side depends weakly on the density profile of the cloud. The value of 5
that we use here corresponds to a cloud with constant density; for comparison, in
a cloud with a power-law density profile ρ ∝ r−2, this numerical factor would be 3.
The horizontal dotted line shows α = 1, which corresponds to virial equilib-
rium, with 2K + W = 0, where K and W are the kinetic and gravitational potential
energies, respectively. A cloud that is gravitationally bound, with K + W < 0, re-
quires α < 2. While we do find clouds with α ≈ 1− 2 in our simulations, which are
marginally bound (but not virialised), most have α > 2, and thus are unbound.
Dobbs et al. (2011) similarly found that most (but not all) GMCs in their simula-
tions of isolated disc galaxies are gravitationally unbound. They attributed this to
cloud-cloud collisions and stellar feedback, which regulate the velocity dispersion
within the clouds. However, in our simulations, the lack of clouds with low virial
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Figure 5.12: As Fig. 5.11, but measured from CO-detectable regions only, and with α
calculated from velocity dispersions measured from the simulated CO spectra. Compared
to Fig. 5.11, for a density-based cloud definition, the dependence of the lower envelope of
α on cloud mass is weaker. However, we still find that all clouds are unbound (α > 1), even
for a CO-based cloud definition.
parameters is partially due to the pressure floor, at least for masses . 3 × 105 M.
We find a lower envelope of α ∝ M−2/3 in Fig. 5.11, whereas observations find that
α is approximately constant with mass (e.g. Rosolowsky 2007). This scaling of α
with cloud mass is what we would expect when the virial parameter is determined
by the pressure floor, with σfloor, 1D ∝ ρ1/6 (equation 5.5) and Rmean ∝ M1/2 (as seen
in Fig. 5.6). It is therefore apparent that the pressure floor prevents the low-mass
clouds from becoming gravitationally bound in our simulations.
Some observational studies also suggest that molecular clouds may be gravita-
tionally unbound (e.g. Heyer et al. 2001). Dobbs et al. (2011) also demonstrated
that many of the GMCs in the sample of Heyer et al. (2009) have α > 2 (see, for
example, the centre bottom panel of fig. 1 of Dobbs et al. 2011). However, there
are still some GMCs in this sample with α < 1, which we do not see in our simula-
tions. Furthermore, other studies suggest that molecular clouds may be marginally
gravitationally bound, with α ≈ 1 (see e.g. McKee & Ostriker 2007).
To test how the pressure floor affects our results, we repeated the ref model
twice, with the pressure floor lowered by factors of 4 and 16 in terms of the Jeans
mass, corresponding to NJ,m = 1 and 0.25, respectively. We present these compar-
isons in Appendix A, but we summarise the main results here.
As we lower the pressure floor, the low-mass (. 3 × 105 M), most poorly re-
solved clouds become more compact. They extend to lower values of α and can
become strongly gravitationally bound, with α < 1, and thus they can survive for
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longer, with ages up to ≈ 50 Myr. However, clouds with higher masses than this
are unaffected by the pressure floor. This also means that the mass-size relation
becomes flatter when we lower the pressure floor, and no longer agrees with the
observed slope of this relation. It is therefore not clear whether the trend of more
compact clouds when we lower the pressure floor is physically correct, or if it is
an artifact of spurious fragmentation and collapse that may arise when we do not
fully resolve the Jeans scale (e.g. Bate & Burkert 1997; Truelove et al. 1997). To
determine which is the physically correct solution, we will need to repeat these
tests at a higher resolution.
Despite the differences that arise from lowering the pressure floor, we find that
the median relations of molecule abundances with cloud age, and of CO intensity
and XCO factor with dust extinction, which we present for our fiducial simulations
in the next two sections, are insensitive to the pressure floor, although the scatter
in these relations does increase as we lower the pressure floor.
Fig. 5.12 shows the virial parameter plotted against cloud mass for our CO-
based cloud definition, including only regions above the ICO threshold, and using
velocity dispersions measured by fitting a single Gaussian component to the sim-
ulated CO spectra, as described above. We show clouds from the ref simulation
(using our fiducial pressure floor, with NJ,m = 4), and we exclude those with multi-
ple peaks in the CO spectrum, which cannot be fit by a single Gaussian component.
Compared to Fig. 5.11 (for a density-based cloud definition), the dependence of
the lower envelope of α on cloud mass is weaker, which suggests that the impact
of the pressure floor on the virial parameter is less severe when we use a CO-
based cloud definition. However, we still find that all clouds in our simulations
are unbound, with α > 1.
5.5 Chemical evolution
We now look at the evolution of molecular abundances within the dense clouds
that we have identified in our simulations. In particular, we investigate the time-
scales over which these clouds become fully molecular, and whether they remain
close to chemical equilibrium throughout their evolution. As in the previous sec-
tion, we consider two cloud definitions: one based on a minimum density thresh-
old (nH > 10 cm−3), and one based on a minimum velocity-integrated CO intensity
threshold (ICO > 0.25 K km s−1). We consider two molecular species: H2, which is
the most prevalent molecule in interstellar gas, and CO, which is the most easily
observed molecule.
5.5.1 Molecular hydrogen
Fig. 5.13 shows the molecular hydrogen fraction, fH2 = MH2/MH, tot (where MH2 is
the mass of H2 and MH, tot is the total mass of hydrogen in the cloud), for all clouds
with at least 50 particles identified in snapshots at 100 Myr intervals from 100 Myr
to 900 Myr, using our density-based cloud definition. In the top row of Fig. 5.13
we plot fH2 against the age of the cloud, and in the bottom row we plot the ratio
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Figure 5.13: Molecular hydrogen fraction, fH2 (top row), and the ratio of the H2 fraction to
the H2 fraction in chemical equilibrium, fH2/ f
eqm
H2
(bottom row), plotted against cloud age for
all clouds with at least 50 particles identified in snapshots at 100 Myr intervals from 100 Myr
to 900 Myr in our three simulations: lowISRF (left column), ref (centre column) and hiZ
(right column). The dotted horizontal lines indicate a value of unity, and the colour scale
indicates cloud mass. We also show the median fH2 or fH2/ f
eqm
H2
in bins of age (solid curves).
We see that fH2 increases, and moves closer to chemical equilibrium, with increasing cloud




, where f eqmH2 is the molecular hydrogen fraction if all gas particles are set
to chemical equilibrium. The three columns in Fig. 5.13 correspond to our three
simulations (lowISRF, ref and hiZ), and the colour of each point indicates the mass
of the cloud. The black curve in each panel shows the median in bins of age.
The top row of Fig. 5.13 shows that the H2 fraction increases with age, while
there does not appear to be any significant trend with cloud mass. The simulation
using solar metallicity (hiZ, right column) shows the highest H2 fractions for a
given cloud age. This is as expected, as we assume that the formation rate of H2
on dust grains scales linearly with metallicity. In contrast, our reference simulation
(ref, centre column), with a metallicity of ten per cent solar, shows the lowest H2
fractions.
In run hiZ, the median cloud H2 fraction reaches fH2 = 0.5 after ≈ 3 Myr. In the
ref simulation, with a factor of ten lower metallicity than hiZ, molecular hydrogen
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Figure 5.14: As Fig. 5.13, but only for the region within each cloud with ICO > 0.25 K km s−1.
By restricting the cloud definition to CO-detectable regions, we find less scatter in the H2
fraction for the lowISRF and ref simulations, while the hiZ simulation is mostly unaffected.
takes longer to build up, and only reaches fH2 ≈ 0.2 after ≈ 30 Myr. Finally, in run
lowISRF (left column), with ten per cent solar metallicity and ten per cent of the
ISRF used in the other two simulations, the median H2 fraction is always a factor
≈ 2 higher than for ref. Thus, the time-scale for forming molecular H2 in dense
clouds is shorter at higher metallicity and (to a lesser extent) in the presence of a
weaker UV radiation field.
In the bottom row of Fig. 5.13, we see that the H2 fraction in young clouds
is below what we would expect in chemical equilibrium. The clouds in the run




already at 50 per cent after ≈ 1 Myr (which is the smallest time-scale that
we show here, as we only have snapshots at 1 Myr intervals). After ≈ 13 Myr, fH2
has reached 90 per cent of its equilibrium value.
At lower metallicity, clouds take longer to reach chemical equilibrium. For
example, clouds in the ref and lowISRF simulations reach 50 per cent of the equi-
librium H2 fraction after ≈ 16 Myr, and they reach 90 per cent after ≈ 22 Myr and
≈ 30 Myr respectively. In the ref simulation, clouds still have a low H2 fraction
( fH2 ≈ 0.2) after 30 Myr, although they have reached chemical equilibrium by this
time. In other words, these clouds are still not fully molecular, even in chemical
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equilibrium. This suggests that, in the reference simulation, the HI-to-H2 tran-
sition, which depends on both metallicity and radiation field, lies further above
the density threshold that we use to define our clouds (nH,min = 10 cm−3) than in
the other two simulations. In the ref simulation our definition of a dense cloud
therefore includes a greater proportion of the HI envelope.
In Fig. 5.14 we repeat Fig. 5.13, but for our CO-based cloud definition, i.e.
including only regions with ICO > 0.25 K km s−1. We compute fH2 by projecting
the H2 column density onto the same image grid as was used for the CO emission
maps, and selecting pixels above the ICO threshold.
In the top row of Fig. 5.14, the H2 fraction in the lowISRF and ref simulations
shows less scatter than we previously saw in Fig. 5.13, and the values of fH2 are
higher, as we exclude the outer atomic envelope of the cloud. The ratio of H2
fraction in non-equilibrium and H2 fraction in equilibrium in the bottom row of
Fig. 5.14 also shows less scatter.
The lowISRF run shows similar trends with cloud age as previously, whereas
the ref run shows weaker evolution with age, with H2 fractions closer to equilib-
rium (within a factor ≈ 2−5) in young clouds when we include only CO-detectable
regions. The ref simulation contained the most CO-faint pixels, because its com-
bination of low metallicity and high radiation field resulted in the lowest CO frac-
tions (see Fig. 5.15 in the next section). Therefore, restricting our cloud defini-
tion to CO-detectable regions has the strongest effect for the ref run. The CO-
detectable regions are located in the dense cores of the clouds, which we would
expect to reach chemical equilibrium faster, since collisional reaction rates typi-
cally scale with n2, where n is the density. This likely explains why the H2 fraction
in the ref simulation reaches equilibrium faster when we select only CO-detectable
regions.
In the hiZ simulation, the H2 fraction is mostly unaffected by restricting the
cloud definition to CO-detectable regions, with similar scatter and trends with age
as in Fig. 5.13.
One caveat to note is that these conclusions on the formation time-scale of H2
may be sensitive to resolution. In particular, small-scale turbulence makes the gas
form dense clumps, which increases the formation rate of H2 in turbulent clouds
(e.g. Glover & Mac Low 2007b; Micic et al. 2012). However, our simulations do
not resolve this small-scale turbulence, so it is likely that we underestimate the
formation rate of H2.
Krumholz & Gnedin (2011) compared the equilibrium H2 model of Krumholz
et al. (2008, 2009) and McKee & Krumholz (2010) to the non-equilibrium H2
model of Gnedin & Kravtsov (2011), applied to cosmological zoom-in simula-
tions of a Milky Way progenitor galaxy and to a simulation of a cosmological box,
25h−1 Mpc on a side, run with the Adaptive Refinement Tree (ART) code (Kravtsov
2003). They found excellent agreement at metallicities & 10−2 Z, suggesting that
non-equilibrium effects are unimportant for H2 at the metallicities that we con-
sider here. However, their simulations were run at a lower resolution than we use.
For example, their cosmological zoom-in simulations had a maximum resolution
of 65 pc, compared to a gravitational softening of 3.1 pc in our simulations.
181
Chemical evolution of GMCs
Figure 5.15: As Fig. 5.13, but for the CO fraction, fCO = (12/28)MCO/MC, tot (top row), and
the ratio of the CO fraction to the equilibrium value, fCO/ f
eqm
CO . We define fCO as the fraction,
by mass, of carbon in CO molecules (hence the factor of (12/28)). The lowISRF and ref
runs show increasing fCO and fCO/ f
eqm
CO with cloud age and mass, while the hiZ run shows
no strong trends. For lowISRF and ref the CO fraction in young clouds is typically lower
than in equilibrium, whereas for hiZ it is typically higher than in equilibrium.
5.5.2 Carbon monoxide




each cloud as a function of cloud age, where MCO and MC, tot are the CO and total
carbon masses respectively, while the bottom row shows fCO/ f
eqm
CO , where f
eqm
CO is
the CO mass fraction in chemical equilibrium. The colour scale indicates cloud
mass, the black curves show the median in bins of age, and the left, centre and
right columns show runs lowISRF, ref and hiZ respectively.
In runs lowISRF and ref, which both assume 0.1 Z, we see that fCO tends to
increase with cloud age. However, there is more scatter in fCO at fixed age than
we saw for fH2 in Fig. 5.13. A handful of clouds reach fCO ≈ 0.5 in the lowISRF
run, but many are several orders of magnitude below unity.
In the bottom left and bottom centre panels, we see that fCO in young clouds
(. 10 − 15 Myr) tends to be below equilibrium by 1 − 2 orders of magnitude in the
lowISRF and ref runs, while clouds older than this are typically closer to equilib-
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Figure 5.16: As Fig. 5.15, but only for the region within each cloud with ICO > 0.25 K km s−1.
The CO fraction in CO-detectable regions in the ref simulation is now close to equilibrium,
even in young clouds, whereas with our previous cloud definition it was an order of mag-
nitude below equilibrium in clouds younger than ≈ 10 Myr. However, for lowISRF and hiZ
the median CO fraction in young clouds remains an order of magnitude lower and higher
than in equilibrium, respectively.
rium, although for ref the median fCO/ f
eqm
CO is still only 0.2 − 0.5. However, these
non-equilibrium effects do not fully explain the very low CO fractions that we find
in the top row. These low values of fCO are partly due to the density threshold,
nH,min = 10 cm−3, that we use to define a cloud. This is close to the density of the
HI-to-H2 transition, which can occur once H2 becomes self-shielded. However, CO
forms once it becomes shielded from dissociating radiation by dust, which typically
occurs at higher densities.
The lowISRF and ref runs also show trends of fCO with cloud mass, with more
massive clouds showing higher CO fractions that are closer to equilibrium. This
is because massive clouds are more likely to contain higher density regions where
dust shielding is sufficient to form CO.
The simulation using solar metallicity (hiZ; right column) has higher CO frac-
tions than the ref simulation. This is due to the higher dust abundance at higher
metallicity, and hence stronger dust shielding from dissociating radiation. We see
no strong trend of fCO with cloud age in the hiZ simulation. In the bottom right
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panel, we see that the CO fraction is either close to equilibrium or enhanced, by up
to two orders of magnitude in some cases. The enhanced CO fractions that we see
in the hiZ run are due to fluctuations in the dust extinction seen by individual par-
ticles within the cloud. Particles with enhanced CO abundances had Av & 1 within
the previous few Myr, but Av has since declined. Since the photodissociation rate
of CO decreases exponentially with Av, a small decrease in Av can produce a large
increase in photodissociation rate. However, it takes a finite time for the CO to
be destroyed, thus we see enhanced CO abundances. We see much less enhance-
ment of CO at lower metallicity (lowISRF and ref) because, in these runs, Av rarely
exceeds unity, thus CO rarely becomes fully shielded from dissociating radiation.
Fig. 5.16 shows CO fractions of clouds using a CO-based cloud definition, i.e.
including only regions above the ICO threshold. The effects of limiting our cloud
definition to CO-detectable regions on CO fractions are similar to the effects it
had on H2 fractions that we saw in the previous section. In the lowISRF and ref
runs, CO fractions are higher and show less scatter. The trends with cloud age in
the lowISRF run are similar to those for a density-based cloud definition, while
the ref simulation shows weaker evolution and is close to equilibrium, even in
young clouds. The CO fractions in the hiZ run are mostly unaffected by the choice
of cloud definition, and hence for young clouds they remain strongly enhanced
compared to equilibrium.
5.6 CO emission and the XCO factor
Observations of molecular clouds often use CO emission as a tracer of molecular
gas. The H2 column density is then determined from the CO intensity using a
conversion factor, XCO, as given in equation 5.1 (see Bolatto et al. 2013 for a
recent review). If the abundances of H2 and CO are out of equilibrium in young
clouds, as we found to be the case in the previous section, then this may affect the
XCO factor. To investigate this, we used our maps of CO emission from the clouds
in our simulations to measure XCO.
The CO properties of a cloud are expected to depend on the dust extinction, as
dust shields the cloud from photodissociating radiation, enabling the formation of
CO (e.g. Lombardi et al. 2006; Pineda et al. 2008; Feldmann et al. 2012; Lee et al.
2015). Fig. 5.17 shows the mean velocity-integrated CO intensity (ICO; top row)
and the mean XCO factor (bottom row) in each cloud (using our density-based
cloud definition) from our three simulations (lowISRF, ref and hiZ, in the left,
centre and right columns respectively), as a function of the mean dust extinction,
Av. In each cloud, we average ICO, Av and the H2 column density, NH2 , over all
pixels within the projected ellipse containing the cloud particles, i.e. the white




/ 〈ICO〉. The horizontal
dotted line in the top row indicates ICO = 0.25 K km s−1, which corresponds to the
3σ intensity threshold for the Small Magellanic Cloud in the observations of Leroy
et al. (2011), and is the minimum ICO threshold that we use in our CO-based
cloud definition. In the bottom row, the horizontal dotted line shows a value of
XCO = 2 × 1020 cm−2 (K km s−1)−1, typical of molecular clouds in the Milky Way
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Figure 5.17: Mean velocity-integrated CO intensity, ICO (top row), and XCO factor (bottom
row), plotted against mean dust extinction, Av, for clouds from the lowISRF (left), ref (cen-
tre) and hiZ (right) simulations. We include all clouds with at least 50 particles in snapshots
from 100 Myr to 900 Myr, in 100 Myr intervals. The colour scale indicates cloud age. In the
top row, we also show the ICO − Av relations observed in the Pipe nebula (Lombardi et al.
2006; solid curves) and the Perseus cloud (Pineda et al. 2008; dot-dashed curves) in the
Milky Way. The horizontal dotted line in the top row indicates ICO = 0.25 K km s−1, which
corresponds to the 3σ intensity threshold for the Small Magellanic Cloud in the observations
of Leroy et al. (2011). In the bottom row, the horizontal dotted line indicates the typical
value measured in molecular clouds in the Milky Way, XCO = 2 × 1020 cm−2 (K km s−1)−1 (e.g.
Bolatto et al. 2013).
(Bolatto et al. 2013). The colour scale in both rows indicates cloud age.
In the top row, we see that ICO increases steeply with Av, particularly in the
lowISRF and ref simulations. For comparison, we also show the observed ICO − Av
relations seen in the Pipe nebula (Lombardi et al. 2006) and the Perseus cloud
(Pineda et al. 2008) in the Milky Way. The observations of Pineda et al. (2008)
in particular find that ICO cuts off at low Av, below a threshold Av = 0.58. This is
unsurprising, as CO typically relies on dust to become shielded from dissociating
radiation before it can form. Therefore, the steep ICO − Av relation that we find in
our simulations is likely due to this threshold effect, with most clouds lying close to
the threshold. Since Av depends on the column density, along with metallicity, this
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strong ICO−Av relation reflects the fact that it is the column density, rather than the
volume density, of a cloud that determines the molecular properties of the cloud,
as this determines whether the cloud is shielded from dissociating radiation.
At high Av, observations find that ICO becomes saturated as the CO line be-
comes optically thick (e.g. Lombardi et al. 2006; Pineda et al. 2008). The lowISRF
and ref simulations do not extend above Av ≈ 0.4 and so do not saturate, but the
hiZ run contains clouds up to Av ≈ 6. These high-Av clouds in the hiZ run do
suggest a much shallower relation than at lower Av in the same simulation, and
are consistent with the observed saturation in Pineda et al. (2008), although we
only have a few high-Av clouds, so it is not clear if this relation is truely saturated
in our simulations at high Av.
Comparing the different panels in the top row, we see that the threshold Av
below which ICO is strongly suppressed increases with metallicity (centre versus
right) and, to a lesser extent, with the intensity of the radiation field (left ver-
sus centre). The dependence on radiation field is understandable, as a stronger
radiation field requires a higher dust extinction before CO can become shielded.
However, the reason for the dependence on metallicity is more complicated.
If CO is shielded only by dust, then the dissociation rate decreases ∝ exp(−γdAv),
where γd = 3.53 (van Dishoeck et al. 2006). The threshold, Athreshv , then arises
from the exponential cut off due to shielding. The formation of CO proceeds via
a series of reactions, so the overall formation rate, Rform, will be determined by
the rate-limiting step. These reactions are typically two-body interactions, so Rform
scales with density squared. It also depends on the availability of carbon and
oxygen, with densities nC,tot and nO,tot respectively, so Rform ∝ nC,totnO,tot ∝ Z2n2H,tot,
where Z is the metallicity and nH,tot is the total hydrogen number density. However,
the rate-limiting step may depend on only Oxygen or Carbon, and not both (e.g.
if the formation of an intermediate species such as CH+2 is the slowest step), in
which case Rform ∝ Zn2H,tot. If we define A
thresh
v to be when the CO fraction is some
value, say fCO = 0.1, then exp(−γdAthreshv ) ∝ Z
in2H,tot, where i = 1 or 2, depending on
the rate-limiting step in the formation of CO. Since the clouds in all three of our
simulations follow the same mass-size relation, and have the same distribution of
cloud masses (Fig. 5.2), the average cloud surface density and volume density are




ln(Z) + constant. (5.12)
We therefore expect Athreshv to decrease weakly with increasing metallicity, if the
attenuation of CO photodissociation is due to dust shielding. However, this is
opposite to what is seen in Fig. 5.17.
The reason for this discrepancy is that, in the ref simulation, with ten per cent
solar metallicity, the shielding of CO is primarily due to H2, and not dust. H2
shielding will cut off the CO dissociation rate at a threshold H2 column density,
N threshH2 = fH2 N
thresh
H,tot , where fH2 is the H2 fraction of the cloud and N
thresh
H,tot is the to-
tal hydrogen column density at the threshold. Then Athreshv ∝ ZN
thresh
H,tot . If N
thresh
H,tot is
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mically with Z due to the increased CO formation rate, as described above, and
fH2 is generally higher in the hiZ run (Fig. 5.15). Additionally, dust shielding be-
comes more important at high metallicity, which further reduces Athreshv , and CO
self-shielding also plays a role in some clouds. We thus find a sub-linear increase
in Athreshv with Z.
Pineda et al. (2008) find that the ICO − Av relation in separate regions of the
Perseus cloud also varies, suggesting that this relation depends on the physical
conditions in the cloud. Using the Meudon PDR code (Le Petit 2006), they find
that the variations in the ICO − Av relation that they observe can be explained
by variations in physical conditions, particularly volume density and internal gas
motions. They also find that the ICO−Av relation moves to higher Av in the presence
of stronger radiation fields in their models, consistent with what we see in our
simulations. However, they do not consider variations in metallicity, which we
find to be more important. Lee et al. (2015) measure the ICO − Av relation in the
Large and Small Magellanic Clouds, and compare these to the Milky Way. They
find that, at fixed Av, ICO decreases with increasing dust temperature, suggesting
a dependence on radiation field strength that is consistent with our simulations.
However, they find that the ICO − AV relations in these three galaxies are similar,
despite their different metallicities.
The bottom row of Fig. 5.17 shows a large range in XCO, spanning from two
(lowISRF) to four (ref) orders of magnitude. We find no strong trends of XCO
with Av. However, if we look at the highest-Av clouds in the ref run (Av > 4), the
scatter in XCO is much smaller, and the clouds lie within a factor two of the Milky
Way value. We see a similar trend at high Av when we lower the pressure floor
in the ref run (see the bottom right panel of Fig. 5.24). As we discuss further in
Appendix A, when we lower the pressure floor the clouds become more compact
and extend to higher Av. In the run with the lowest pressure floor (NJ,m = 0.25),
the scatter in XCO at Av > 0.3 is reduced by a factor four compared to the whole
sample, and at Av > 0.6 the clouds are consistent with the Milky Way value of XCO.
This suggests that the large scatter arises because the clouds are diffuse, with low
Av, and the scatter is greatly reduced at high Av. However, this is based on a small
number of clouds.
Bell et al. (2006) find a strong relation between XCO and Av in their one-
dimensional PDR models. However, the XCO−Av relations that they consider show
how XCO varies with depth in a given cloud, whereas in Fig. 5.17 we show the
mean XCO and Av for individual clouds. Indeed, Bell et al. (2006) show that their
XCO − Av relation varies with cloud properties such as density and turbulent veloc-
ity. The scatter that we find in XCO in our simulations is therefore likely driven by
the wide range of cloud properties in our sample.
In the two runs at 0.1 Z (lowISRF and ref), we find a trend of increasing ICO
with cloud age. This is consistent with the trend of increasing fCO with age that
we saw in Fig. 5.15. These two runs also show a trend of decreasing XCO with
increasing cloud age. The median XCO factor in bins of age decreases by more
than an order of magnitude for 0 to 15 Myr, although there is a large scatter (two
and four orders of magnitude in lowISRF and ref, respectively) in XCO at fixed
age. The trend in XCO at ages > 15 Myr is uncertain, as there are few clouds at
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Figure 5.18: As Fig. 5.17, but for ICO, XCO and Av averaged over only pixels with ICO >
0.25 K km s−1. Note that the ranges of the y-axes are much smaller than in Fig. 5.17. There
is much less scatter in ICO and XCO at fixed Av compared to Fig.5.17, as we exclude CO-faint
pixels that would be undetectable in typical CO surveys of molecular clouds.
high ages. We see no strong trends of ICO or XCO with age at solar metallicity
(hiZ), as the time-scales to reach equilibrium are shorter at higher metallicity, as
we saw in Figs. 5.13 and 5.15.
In Fig. 5.18 we plot ICO (top row) and XCO (bottom row) versus Av for our
CO-based cloud definition, where these three quantities are now averaged over
only pixels within the cloud with ICO > 0.25 K km s−1. Note that the ranges of the
y-axes are much smaller than in Fig. 5.18. In the lowISRF and ref simulations
(left and centre columns), there is much less scatter in both ICO and XCO than we
saw in Fig. 5.17, for a density-based cloud definition. The reduction in scatter in
the hiZ simulation is more modest. We also see more clearly how the ICO − Av
relation shifts towards higher Av at higher metallicity and, to a lesser extent, at
higher radiation field strength. While most high-Av clouds in the hiZ run remain
consistent with the observed saturation of ICO, there are now two clouds that lie
a factor of ≈ 2 − 3 above the observed relation. We again find no strong trends
of XCO with Av, except that clouds with Av > 6 in the hiZ run show much less
scatter and are within a factor two of the Milky Way value. In the lowISRF run,
the trend of median XCO with cloud age is similar to that using a density-based
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cloud definition, while the trend of XCO with age in the ref run is much weaker
when we use a CO-based cloud definition.
It is important to note that the values of the XCO factor that we have presented
in this section may be sensitive to resolution. In particular, as we noted in sec-
tion 5.3.3, high-resolution simulations of dense clouds (e.g. Glover & Clark 2012)
have found that most CO is concentrated in dense (∼ 103 cm−3), compact (∼ 1 pc)
structures that are poorly resolved in our simulations. This will make the predicted
CO emission, and hence the XCO factor, uncertain.
Smith et al. (2014) studied the molecular gas and CO properties in high res-
olution simulations of Milky Way-type galaxies, run with the moving mesh code
AREPO (Springel 2010) and with time-dependent chemistry based on Glover & Mac
Low (2007a,b) and Nelson & Langer (1997). They considered four simulations of
galaxies with different surface densities and radiation field strengths, all assuming
solar metallicity. The mean XCO factor averaged over the galaxy in their four simu-
lations was 3.89−13.1×1020 cm−2 (K km s−1)−1 when all gas was included. However,
42 − 85 per cent of the molecular mass in their simulations was ‘CO-dark’, with a
CO intensity ≤ 0.1 K km s−1. When they included only gas with ICO > 0.1 K km s−1,
the mean XCO factor in their simulations was 1.48 − 2.28 × 1020 cm−2 (K km s−1)−1.
In other words, when they included only CO-bright regions, the mean XCO factor
decreased. This agrees with the trend that we find in our simulations. Further-
more, the values of the mean XCO factor found by Smith et al. (2014), averaged
over the whole galaxy, overlap with the lowest values that we find for individual
clouds, although we also find a large scatter in XCO between clouds.
5.7 Conclusions
We have presented an analysis of GMCs identified in high-resolution (750 M per
particle and a gravitational softening of 3.1 pc) SPH simulations of isolated disc
galaxies, with a particular emphasis on the evolution of molecular abundances
and the implications for CO emission and the XCO factor. Our simulations include a
treatment for the non-equilibrium chemistry of 157 species, including 20 molecules
(Richings et al. 2014a,b).
We define dense clouds in our simulations using two different methods, one
that is physically motivated and another that is observationally motivated. First,
we define clouds to be regions with a density above a threshold of nH = 10 cm−3,
which, depending on the metallicity and radiation field, is comparable to, or
slightly lower than, the density of the HI-to-H2 transition (e.g. Schaye 2001; Gnedin
et al. 2009). We group gas particles above this threshold into clouds using a
Friends-of-Friends (FoF) algorithm, with a linking length of l = 10 pc.
The observationally motivated cloud definition is based on CO emission, where
we restrict the cloud boundary to regions with a velocity-integrated CO intensity
above a threshold of 0.25 K km s−1. This allows for fairer comparison with obser-
vations, as it excludes CO-faint regions that would be undetectable in typical CO
surveys of molecular clouds.
To highlight the effects of metallicity and radiation field, we run our simula-
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tions at constant metallicity and with a uniform background UV radiation field,
along with a prescription for local self-shielding by gas and dust (Richings et al.
2014b). Our three simulations cover two metallicities (0.1 Z and Z) and two UV
radiation fields (the ISRF of Black 1987, measured in the local solar neighbour-
hood, and ten per cent of this ISRF).
Our main results are as follows:
(i) Our simulated clouds have a median lifetime of 13 Myr (Fig. 5.4), defined
by the period over which at least half of the particles originally in the cloud
when it was identified were in the main progenitor/descendant. This is con-
sistent with observational estimates (e.g. Bash et al. 1977; Kawamura et al.
2009; Murray 2011; Miura et al. 2012), although see Elmegreen (2000) and
Scoville et al. (1979) for examples of shorter and longer observational esti-
mates of GMC lifetimes, respectively. If we instead define the cloud lifetime
by tracking the total mass of its main progenitor/descendant, rather than
only the original particles, we find that clouds survive longer, with a median
lifetime of 33 Myr, as new gas cycles through the cloud.
(ii) Simulated clouds follow a mass-size relation M ∝ R2, as observed in molecu-
lar clouds (e.g. Solomon et al. 1987; Roman-Duval et al. 2010). If we define
clouds by a density threshold of nH = 10 cm−3 , then the normalisation is a
factor ≈ 4 below the observed relation (Fig. 5.6). However, if we restrict our
cloud definition to CO-detectable regions, we find better agreement with
observations, with a normalisation that is a factor ≈ 2 below the observed
relation (Fig. 5.7).
(iii) The most massive clouds (& 6×105 M) tend to be aspherical, with minor-to-
major axis ratios . 0.4 (Fig. 5.8), while clouds at lower masses show a wide
range of minor-to-major axis rations (0.1 − 1.0).
(iv) Clouds defined by a density threshold approximately follow the observed ve-
locity dispersion-size relation if we account for the contribution of the pres-
sure floor in the velocity dispersion (Fig. 5.9), although there is a large scat-
ter in the simulated relation. In particular, clouds within 1 kpc of the galactic
centre typically lie 0.5 dex above the observed relation. We find better agree-
ment with the observed relation when we use a CO-based cloud definition
(Fig. 5.10).
(v) Most clouds in our simulations are gravitationally unbound, with a virial
parameter α > 2 (Fig. 5.11). While some clouds are marginally bound, with
α ≈ 1 − 2, all clouds have α > 1, i.e. no clouds are virialised. However, this is
partially due to the pressure floor, at least in low-mass clouds (. 3×105 M).
When we repeat the ref run with a lower pressure floor, reduced by a factor
of 16 in terms of the Jeans mass, we do find some low-mass clouds with
α < 1 (Fig. 5.22).
(vi) At ten per cent solar metallicity, young GMCs (. 10 − 15 Myr) are under-
abundant in H2 and CO compared to chemical equilibrium, by factors ≈ 3
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and 1 − 2 orders of magnitude respectively (Figs. 5.13 and 5.15). These
non-equilibrium effects are less apparent at solar metallicity. The H2 fraction
at solar metallicity reaches within a factor 2 of equilibrium at 1 Myr, while
the CO fraction at solar metallicity either remains close to equilibrium or be-
comes enhanced by up to two orders of magnitude compared to equilibrium.
These non-equilibrium effects therefore depend strongly on metallicity, with
no strong dependence on radiation field.
(vii) If we restrict our analysis to CO-detectable regions (with ICO > 0.25 K km s−1),
we find higher H2 and CO fractions, as we exclude the atomic outer enve-
lope of clouds (Figs. 5.14 and 5.16). The simulation with a low metallicity
and a low UV radiation field (lowISRF) shows similar trends of fH2 and fCO
with age as for our standard cloud definition, although the simulation at low
metallicity and for a high UV radiation field (ref) shows weaker evolution of
fH2 and fCO with age.
(viii) The mean CO intensity, ICO, is strongly suppressed towards low dust extinc-
tion, Av, and may become saturated at high Av (Fig. 5.17), in agreement with
observations (e.g. Pineda et al. 2008). Our simulated ICO−Av relation moves
towards higher Av at higher metallicities and, to a lesser extent, for stronger
UV radiation fields.
(ix) There is large scatter (2 − 4 orders of magnitude) in the mean XCO factor
of individual clouds (Fig. 5.17). There are no strong trends with the mean
dust extinction of the cloud, except that clouds at high Av show much less
scatter in XCO and are within a factor of 2 of the Milky Way value (see also
Fig. 5.24).
(x) At ten per cent solar metallicity, we find weaker CO emission in young clouds,
with ages . 10 − 15 Myr (Fig. 5.17), consistent with the trends we find for
fCO. This is also reflected in the median XCO factor in bins of cloud age, which
decreases by more than an order of magnitude from 0 to 15 Myr, although
there is a large scatter in XCO at fixed age. There are no strong trends with
age at solar metallicity.
(xi) By restricting our analysis to CO-detectable regions, we find less scatter in
XCO (≈ 1 − 2 orders of magnitude; Fig. 5.18). We also find better agreement
with observed GMC scaling relations (Figs. 5.7 and 5.10).
We have therefore shown that, at ten per cent solar metallicity, clouds younger
than ≈ 10−15 Myr are likely to be underabundant in H2 and CO compared to chem-
ical equilibrium. CO is more strongly underabundant than H2 in young clouds,
which results in a trend of decreasing XCO with increasing age from 0 to 15 Myr,
albeit with a large scatter. Clouds at solar metallicity reach chemical equilibrium
faster (within ≈ 1 Myr).
However, there are several caveats that we need to consider. Firstly, our simu-
lations use a constant, uniform UV background. While we do include self-shielding
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by gas and dust, which varies both spatially and temporally, the interstellar radi-
ation field itself should also vary, due to the birth and evolution of nearby stars
and due to relative motions between the gas and the stars. If the fluctuations in
the radiation field occur on time-scales shorter than the chemical time-scale, they
can drive abundances out of equilibrium (e.g. Oppenheimer & Schaye 2013). Ad-
ditionally, radiative feedback from young, massive stars (due to photoionisation
heating and/or radiation pressure) may disrupt their natal clouds and inhibit fur-
ther formation of dense clouds (e.g. Dale et al. 2005; Krumholz & Matzner 2009;
Hopkins et al. 2012; Walch et al. 2012; Rosdahl et al. 2015). These effects are not
included in our simulations.
Secondly, the presence of turbulence can drive chemical abundances out of
equilibrium, if the time-scale associated with the turbulence is short compared to
the chemical time-scale (e.g. Gray et al. 2015). If we do not fully resolve small-
scale turbulence in our simulations, we may therefore underestimate the effects
of non-equilibrium chemistry. Conversely, the presence of unresolved turbulence
will also create small-scale regions with higher densities than we resolve. The
formation time-scales of molecules are shorter at higher densities, so they would
reach equilibrium sooner in these unresolved high-density regions. This could lead
us to overestimate the non-equilibrium chemistry.
Furthermore, our simulations include a density-dependent pressure floor to
ensure that we always resolve the Jeans mass by at least four times the kernel
mass. However, in the lowest-mass clouds (. 3 × 105 M) this pressure floor pre-
vents clouds from becoming gravitationally bound. In Appendix A we repeat our
ref model with different pressure floors, to explore how this affects our results.
As we lower the pressure floor, the lowest-mass, most poorly resolved clouds
(. 2 − 3 × 105 M) become more compact, more strongly gravitationally bound,
and can live longer (up to ≈ 50 Myr). However, at higher masses clouds are un-
affected. This also means that the run with the lowest pressure floor no longer
reproduces the observed slope of the mass-size relation. It is therefore not clear
whether using a lower pressure floor gives the physically correct solution, or if it is
the result of artificial fragmentation and collapse that may arise when we do not
fully resolve the Jeans scale (e.g. Bate & Burkert 1997; Truelove et al. 1997). To
determine which is the physically correct solution, we would need to repeat these
tests at higher resolution.
Despite these differences when we vary the pressure floor, we find that our
main results for the median relations of molecule abundances with cloud age,
and of CO intensity and XCO factor with dust extinction, are insensitive to the
pressure floor, although there is more scatter in these relations when we use a
lower pressure floor.
A final caveat to note is that these conclusions depend on how the cloud age is
defined. We have defined the cloud age from the time when half of the particles
currently in the cloud were in a cloud progenitor. However, as we discussed in
section 5.3.2, alternative definitions can result in different ages. Furthermore, our
definition requires that we trace individual gas particles back in time. This is trivial
in SPH simulations, but is not possible in observations, for which we only have a
single snapshot of the cloud at the present day. Observational estimates of GMC
192
5.8 Appendix A: Effects of the pressure floor
ages and lifetimes typically use nearby signatures of star formation, such as young
stellar clusters and HII regions (e.g. Kawamura et al. 2009). We therefore need
to be careful when comparing cloud ages from our simulations with observational
estimates, as the two definitions may not be equivalent.
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5.8 Appendix A: Effects of the pressure floor
In our simulations we impose a density-dependent pressure floor (equation 5.2)
to ensure that we always resolve the Jeans mass by at least a factor NJ,m = 4 times
the kernel mass. However, we saw in Fig. 5.11 that this pressure floor prevents the
lowest-mass clouds (. 3×105 M) from becoming gravitationally bound. While the
pressure floor could represent sources of pressure that are not explicitly included
in our models, such as unresolved turbulence, its functional form was motivated
by numerical reasons, so we may overestimate the true pressure.
Conversely, if we remove the pressure floor entirely, so that we no longer re-
solve the Jeans mass in cold, dense gas, we may experience artificial fragmenta-
tion and collapse in gas that should be Jeans-stable. Bate & Burkert (1997) con-
sidered the resolution requirements in SPH simulations that include self-gravity,
applied to the collapse and fragmentation of molecular clouds. In simulations
where the gravitational softening length, εsoft, is smaller than the SPH smoothing
length, hsml, which is the case for nearly all gas particles in our simulations (we
use εsoft = 3.1 pc), they found that, if the Jeans mass is not resolved by at least
two times the kernel mass, gas can artificially undergo collapse when it should
be Jeans-stable. The reason is that the thermal pressure is smoothed on scales of
hsml, while the gravitational force is smoothed on scales of εsoft. Therefore, once a
gas cloud becomes unresolved, the pressure force will be smoothed out before the
gravitational force. Hence it will artificially lose pressure support against gravity
and will undergo gravitational collapse.
193
Chemical evolution of GMCs
A number of approaches have been proposed in the literature to alleviate these
problems of artificial fragmentation that may occur when the Jeans scale is un-
resolved. Booth et al. (2007) developed a prescription for star formation and
feedback in disc galaxies in which unresolved molecular gas is modelled by ‘sticky
particles’ that coagulate when they collide. Narayanan et al. (2011) also use a
subgrid prescription to model the unresolved cold, molecular gas, which involves
hybrid SPH particles that include both the warm and the cold ISM phases. Robert-
son & Kravtsov (2008) imposed a pressure floor in their SPH simulations of disc
galaxies by setting a minimum internal energy (i.e. a temperature floor). They
explored a range of temperature floors, corresponding to NJ,m = 2 − 200 in our
nomenclature (see their appendix A), and they used a fiducial floor with NJ,m = 30.
Hopkins et al. (2011) used the pressure floor of Robertson & Kravtsov (2008) in
their SPH simulations of disk galaxies, with NJ,m = 10 (although they also con-
sider Nj,m = 4− 15, see their appendix A). Schaye & Dalla Vecchia (2008) imposed
a polytropic equation of state, P ∝ ργeff , in their SPH simulations of disc galaxies.
They used γeff = 4/3 so that mgas/MJ and hsml/LJ are constant, where mgas is the
SPH particle mass, hsml is the SPH smoothing length, and MJ and LJ are the Jeans
mass and length, respectively. They set the normalisation of the equation of state
such that NJ,m = 6.
However, not all simulation studies have imposed a Jeans limiter. For example,
Clark & Glover (2015) simply ended their SPH simulations of molecular clouds
once the Jeans scale became unresolved. However, they used a very high reso-
lution (0.005 M per particle and 50 SPH neighbours), so they could follow the
gravitational collapse up to a density of ∼ 106 cm−3. Walch (2015) also did not
include a Jeans limiter in their SPH simulations of supernova feedback in molec-
ular clouds. The densities in some of their simulations extended up to ∼ 106 cm−3
(see their fig. 3), but they used a lower resolution than Clark & Glover (2015),
with 0.1 M per SPH particle, so the Jeans scale will be unresolved in some of
their simulations. However, unlike the simulations of Bate & Burkert (1997) and
Clark & Glover (2015), Walch (2015) included stellar feedback, which may help
to alleviate the problem of artificial fragmentation by heating the gas before it can
collapse. There are also other studies that do not explicitly include a Jeans limiter,
for example Gnedin & Kravtsov (2011); Glover & Mac Low (2011); Shetty et al.
(2011a,b); Dobbs & Pringle (2013).
To explore how the pressure floor affects our results, we repeated the ref model
twice, with the pressure floor reduced by factors of 4 and 16 in terms of the Jeans
mass (i.e. with NJ,m = 1 and 0.25, respectively). These simulations were run
for 100 Myr, and we then compared clouds at 100 Myr in these runs with the ref
model (whereas previously we have been combining clouds from nine snapshots
at 100 Myr intervals).
Fig. 5.19 shows the cloud mass functions, which are similar for the three pres-
sure floors. In Fig. 5.20 we show the cloud age as a function of mass, where the
cloud age is defined by the time when half of the particles that were originally in
the cloud in the current snapshot (100 Myr) were in a progenitor of that cloud, i.e.
our fiducial age definition (see section 5.3.2). The left, centre and right panels
show the results for a pressure floor with NJ,m = 4, 1 and 0.25, respectively. In
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Figure 5.19: Cloud mass functions for the ref model, using a pressure floor with NJ,m = 4
(black solid curve), NJ,m = 1 (red dashed curve) and NJ,m = 0.25 (blue, dot-dashed curve),
where NJ,m is the ratio of the minimum Jeans mass to the mass within the SPH kernel. The
cloud mass function is insensitive to the pressure floor.
Figure 5.20: Cloud age versus mass for all clouds in the snapshot at 100 Myr in the ref
model with three different pressure floors: NJ,m = 4, 1 and 0.25 (left, centre and right panels,
respectively). In the run with the lowest pressure floor (right panel), low-mass clouds can
survive for longer (up to 50 Myr) than in the run with our fiducial pressure floor (left panel).
the run with the lowest pressure floor (right panel), we find clouds extending up
to higher ages (up to 50 Myr). However, the longest-lived clouds (& 30 Myr) in
this simulation are only found in the lowest-mass, most poorly resolved clouds
(Mcloud . 105 M), whereas we see no trends between cloud age and mass with
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Figure 5.21: Mass-size relation for clouds in the snapshot at 100 Myr, from the ref model
with three different pressure floors: NJ,m = 4, 1 and 0.25 (left, centre and right panels,
respectively). The colour scale indicates the cloud age. We also show the observed relations
from Solomon et al. (1987) (solid cuves) and Roman-Duval et al. (2010) (dashed curves).
In the run with NJ,m = 0.25, low-mass clouds are more compact, but this run no longer
reproduces the observed slope of this relation.
higher pressure floors.
Fig. 5.21 shows the mass-size relation for clouds with the different pressure
floors. The colour scale indicates the cloud age, and the black solid and dashed
curves show the observed relations of Solomon et al. (1987) and Roman-Duval
et al. (2010), respectively. The run with the lowest pressure floor (right panel)
shows more scatter in this relation, with clouds of the same mass generally being
more compact than in the NJ,m = 4 run. Additionally, the most compact clouds,
i.e. those that lie to the left of the relation, tend to be older (& 30 Myr). This
is understandable, as more compact objects will be more strongly gravitationally
bound, and thus can survive for longer. This explains the longer cloud ages that
we saw in Fig. 5.20 in the NJ,m = 0.25 run.
However, it is only the lowest-mass, most poorly resolved clouds that are more
compact in the NJ,m = 0.25 run than in the NJ,m = 4 run. The highest-mass clouds
(& 3 × 105 M) appear unaffected by the pressure floor. This also means that
the mass-size relation in the NJ,m = 0.25 run is flatter than is observed. While
the clouds in the NJ,m = 4 run lie further from the observed relations, they do
recover the same slope, and the difference in normalisation can be explained by
the differences in cloud definition (as seen in Figs. 5.6 and 5.7). Therefore, it is not
clear whether the more compact clouds that we find when we lower the pressure
floor are physically correct, or if they are an artifact of spurious fragmentation and
collapse that may arise when we do not fully resolve the Jeans scale. To determine
what the physically correct solution is, we would need to repeat these tests at a
higher resolution.
Fig. 5.22 shows the virial parameter, α, as a function of cloud mass, for the
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Figure 5.22: Cloud virial parameter, α, versus mass, for the ref model with three different
pressure floors: NJ,m = 4, 1 and 0.25 (left, centre and right panels, respectively). The colour
scale indicates the cloud age, and the horizontal dotted lines show a value of α = 1, below
which clouds are gravitationally bound. The lower envelope of α decreases as we lower
the pressure floor, with some low-mass clouds in the NJ,m = 0.25 run becoming strongly
gravitationally bound. However, it is not clear whether this result is physically correct, or if
it is an artifact of spurious collapse that may arise when we do not fully resolve the Jeans
scale (see text).
three pressure floors (in different panels). The horizontal dotted line indicates a
value of α = 1, below which clouds are gravitationally bound. In the left panel,
for our fiducial pressure floor, NJ,m = 4, we see a lower envelope in α that declines
with cloud mass as α ∝ M−2/3cloud. This scaling is due to the pressure floor, as discussed
in section 5.4, and means that, in the NJ,m = 4 run, the pressure floor prevents the
lowest-mass clouds from becoming gravitationally bound.
As we lower the pressure floor, the low-mass clouds extend to lower values of
α, and can become strongly gravitationally bound in the NJ,m = 0.25 run (although
there are still clouds with high values of α as well). This is consistent with the
more compact low-mass clouds that we saw in this run in Fig. 5.21. However, as
noted above, it is not clear whether this result is the physically correct one, or if
it is an artifact of spurious fragmentation and collapse. In particular, it is only the
low mass, most poorly resolved clouds that become more strongly gravitationally
bound when we lower the pressure floor. High-mass clouds (& 2 × 105 M) are
unaffected.
We now need to consider whether varying the pressure floor affects the evo-
lution of molecular abundances, the CO emission or the XCO factors of individual
clouds. Fig. 5.23 shows the H2 fraction, fH2 (top row), and the ratio of fH2 to
the equilibrium H2 fraction, f
eqm
H2
(bottom row), plotted against cloud age, for the
three pressure floors (in different columns). As we lower the pressure floor (left to
right), clouds extent to higher ages, as we saw in Fig. 5.20. However, the median
values of fH2 and fH2/ f
eqm
H2
at fixed cloud age are similar, regardless of the pressure
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Figure 5.23: H2 fraction, fH2 (top row), and the ratio of fH2 to the H2 fraction in equilibrium,
f eqmH2 , plotted against cloud age, for clouds in the snapshot at 100 Myr from the ref model
with three different pressure floors: NJ,m = 4, 1 and 0.25 (left, centre and right columns,
respectively). The colour scale indicates the cloud mass, the solid curves indicate the median
relation in bins of age, and the horizontal dotted lines indicate a value of unity. As we lower
the pressure floor, clouds extend to higher ages, but continue to follow similar median
relations of fH2 and fH2/ f
eqm
H2
with age, albeit with more scatter.
floor. Thus, by lowering the pressure floor, we simply extend the same median
relations of fH2 and fH2/ f
eqm
H2
versus cloud age to higher ages, although the scatter
also increases. In particular, in all three runs it takes ≈ 10 − 15 Myr for the median
fH2 to reach within a factor two of its equilibrium value.
When we lower the pressure floor, the CO fractions (not shown) also follow
similar median relations with cloud age as for our fiducial pressure floor, albeit
with more scatter.
Fig. 5.24 shows the mean CO intensity, ICO (top row), and the mean XCO factor
(bottom row) of each cloud for the three pressure floors as a function of mean
dust extinction, Av. As we lower the pressure floor, clouds extend to higher Av, as
they become more compact. However, they continue to follow a similar trend of
ICO with Av, although there is more scatter in this relation with a lower pressure
floor. In particular, the threshold Av below which ICO cuts off does not appear
to be strongly affected by the pressure floor, i.e. the ICO − Av relation does not
move horizontally in this plot. However, the increased scatter as we reduce the
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Figure 5.24: Mean CO intensity, ICO (top row), and XCO factor (bottom row), plotted against
mean dust extinction, Av. The colour scale indicates the cloud age. In the top row, we also
show the ICO −Av relations observed in the Pipe nebula (Lombardi et al. 2006; solid curves)
and the Perseus cloud (Pineda et al. 2008; dot-dashed curves). The horizontal dotted lines
in the top row indicate a value of ICO = 0.25 K km s−1, which corresponds to the 3σ intensity
threshold for the Small Magellanic Cloud in the observations of Leroy et al. (2011). In the
bottom row, the horizontal dotted lines indicate the typical value measured in the Milky
Way, XCO = 2 × 1020 cm−2 (K km s−1)−1 (e.g. Bolatto et al. 2013). As we lower the pressure
floor, clouds extend to higher Av, as they become more compact. However, for the values of
Av where the different runs overlap, the ICO − Av relations are consistent, albeit with more
scatter, particularly in ICO, and with a shallower cut-off in ICO towards low Av.
pressure floor means that we find some low-Av clouds (Av ≈ 0.06) with higher CO
intensities (ICO ≈ 0.3 K km s−1), so the cut-off in ICO at low Av is less steep than in
the NJ,m = 4 run.
The XCO factors all show similar scatter of four orders of magnitude, regardless
of pressure floor. In the NJ,m = 0.25 run, the high-Av clouds (& 0.3) show less
scatter in XCO (one order of magnitude) and suggest a trend of decreasing XCO
with increasing Av. This trend cannot be verified in the NJ,m = 4 run, because it
does not include these high-Av clouds. However, for the range of Av where these
three runs overlap, they show consistent XCO − Av relations.
To conclude, lowering the pressure floor results in low mass clouds (. 3 ×
105 M) becoming more compact, more strongly gravitationally bound, and able
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to survive for longer. However, it is not clear whether this is the physically correct
result, or if it is an artifact of spurious fragmentation and collapse that may arise
when we do not fully resolve the Jeans scale. In particular, the run with the lowest
pressure floor (NJ,m = 0.25) no longer reproduces the observed slope of the cloud
mass-size relation (Solomon et al. 1987; Roman-Duval et al. 2010). To determine
which is the physically correct solution, we would need to repeat these tests at a
higher resolution.




age, and ICO and XCO versus Av, regardless of pressure floor. Lowering the pressure
floor simply extends these relations to higher ages and Av, albeit with more scatter.
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CHAPTER 6
THESIS SUMMARY AND FUTURE
OUTLOOK
Galaxies are gravitationally bound objects consisting of stars and gas, embedded
within extended haloes of non-luminous ‘dark matter’, which interacts only via
gravity. Understanding how galaxies form and evolve is an exciting area of re-
search that has made great progress in recent decades.
In our current picture of galaxy formation, most of the matter in the Universe
is in the dark matter component, which dominates the large-scale structure. Since
dark matter interacts only via gravity, it is dissipationless, meaning that it cannot
cool and radiate away its energy. Therefore, as it collapses under the influence
of gravity, it forms extended, approximately spherical haloes. Gas, on the other
hand, is dissipative, so it can cool radiatively. As the gas cools and loses support
from thermal pressure, it falls into the gravitational potentials of the dark haloes.
At the centre of the halo, it forms a rotating disc, and, as it continues to cool, it
fragments to form molecular clouds and ultimately stars.
This simple picture of galaxy formation explains how systems of gas and stars
are assembled to form the galaxies that we see in the night sky, and it explains
the large-scale distribution of galaxies, which follow a ‘Cosmic Web’ of filamentary
structures, as observed in deep galaxy surveys. However, there are a wide range of
physical processes that complicate this simple picture. For example, as stars form
within the galaxy, they inject energy and momentum into the surrounding gas via
stellar winds, radiation and supernovae. Additionally, all massive galaxies contain
a supermassive black hole (SMBH) at their centre. As the SMBH accretes material,
it also releases energy into the surrounding gas. These feedback processes heat
and disrupt the gas, and drive outflows that deplete the galaxy’s gas reservoir.
They can therefore inhibit further star formation in the galaxy.
On the smallest scales, chemical processes deal with the reactions between
ions and molecules. This chemistry can influence galaxy formation in two ways.
Firstly, the chemical composition of the gas determines how quickly it can cool, be-
cause different chemical species radiate away energy at different rates. This affects
the dynamics of galaxy formation, such as how quickly gas cools and falls onto a
galaxy to fuel star formation. Secondly, the chemical composition determines the
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observable emission that can be seen from the emission lines of individual chem-
ical species. This is important for interpreting observations of these lines, and for
comparing our models of galaxy formation to such observations.
The various physical processes involved in galaxy formation cover a wide range
of scales, from millions of light-years down to atomic scales. This presents a signif-
icant challenge for attempts to model all of these processes self-consistently. One
approach that is often employed to model galaxy formation is to use numerical
simulations. Due to the complex interplay between the various physical processes
involved in galaxy formation across a wide range of scales, this is a computa-
tionally demanding problem. Therefore, these simulations are typically run on
supercomputers with hundreds or thousands of CPUs.
6.1 This thesis
In this thesis we used numerical simulations to explore the role that chemistry
plays in galaxy formation. Simulations of galaxies often assume chemical equi-
librium, in other words, that the chemical reactions between ions and molecules
have reached an equilibrium or steady state. However, this assumption may not be
valid if the physical conditions of the gas are evolving very rapidly. Therefore, for
this thesis we have developed a chemical model to follow the non-equilibrium evo-
lution of ions and molecules, and we incorporated this model into hydrodynamic
simulations of galaxies.
In chapter 2 we presented the chemical model that we developed for this
thesis. We then applied this model to a range of physical conditions, with different
densities, temperatures and UV radiation fields that are typical for the diffuse
interstellar medium (ISM), i.e. the diffuse gas within galaxies. To confirm the
accuracy of our model, we compared the chemical abundances and the cooling and
heating rates in chemical equilibrium to those computed using the photoionisation
code CLOUDY1. This latter code uses a much more extensive chemical network than
we use in our model, but it only computes abundances in chemical equilibrium,
i.e. it does not follow the non-equilibrium evolution. We generally found good
agreement between the two models. We also identified the chemical species that
are most important for cooling in the range of physical conditions considered here.
These include CII, SiII, FeII, OI and H2.
To explore how non-equilibrium chemistry affects the cooling rate, we then
considered idealised scenarios of gas that is cooling at constant density or constant
pressure. At high temperatures, above 104 K, non-equilibrium effects suppress the
cooling rate, whereas below 104 K the cooling rate is enhanced by up to two orders
of magnitude in non-equilibrium. These effects are driven by recombination lags,
as it takes a finite time for ions and electrons to recombine as the gas cools, thereby
leaving the gas in a more highly ionised state than in equilibrium.
In chapter 3 we extended our chemical model to account for gas that becomes
shielded from the UV radiation, due to intervening gas and dust. We applied this




Figure 6.1: Maps of the gas surface density, Σgas, after 500 million years in the simulations
of isolated disc galaxies presented in chapter 4. The top row shows galaxies with three
different metallicities: 0.01 Z (left), 0.1 Z (centre) and Z (right), run with the local inter-
stellar radiation field. The bottom row shows galaxies with a metallicity of 0.1 Z, but with
weaker radiation fields. In lowISRF (left), the radiation field was reduced by a factor of
10, while UVB (centre) used the extragalactic UV background, which is weaker by approxi-
mately another factor of 10. Finally, in UVBthin (right) we neglect self-shielding of gas. In
each pair of panels we show the disc of the galaxy face-on (top) and edge-on (bottom).
is irradiated from one side by the interstellar radiation field, and we followed the
chemical abundances throughout the cloud, as the UV radiation became absorbed.
We then used these to explore the various heating and cooling mechanisms in
different regions within the cloud. We also used these to investigate how the
transition from atomic to molecular hydrogen depends on the physical conditions
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of the cloud. We found that the column density where this transition occurs is
lower at higher density and at higher metallicity. This agrees with the results of
previous PDR models.
In chapter 4 we incorporated our chemical model into hydrodynamic simula-
tions of isolated disc galaxies, with an initial stellar mass 109 times the mass of
the Sun. We ran six simulations with different metallicities (i.e. different pro-
portions of elements heavier than helium) and different UV radiation fields using
our full non-equilibrium chemical model (starting from chemical equilibrium at
104 K, with hydrogen mostly in HII), and then we repeated these simulations as-
suming chemical equilibrium. Using this suite of simulations, we explored how
the properties of our model galaxies are influenced by metallicity, UV radiation
and non-equilibrium chemistry.
Fig. 6.1 shows the gas surface density after 500 million years in the six simula-
tions run with our full non-equilibrium chemical model, for different metallicities
(top row) and different UV radiation fields (bottom row). In each pair of panels
we show the galaxy disc face-on (top) and edge-on (bottom).
The total star formation rate is higher at higher metallicity and for weaker radi-
ation fields. If the star formation rate is higher, there will be more stellar feedback,
for example from supernovae, which heats the gas and drives gas out of the galaxy.
We thus see in Fig. 6.1 that the gaseous disc becomes more disrupted at higher
metallicity and for weaker radiation fields, as there are more supernovae creating
hot bubbles in the disc. The mass outflow rate from the galaxy also increases with
increasing metallicity and decreasing UV radiation, due to the increase in stellar
feedback.
Unlike the metallicity and radiation field, non-equilibrium chemistry does not
strongly influence the total star formation rate or outflow properties of the galaxy.
However, it does affect the abundances of individual chemical species. For ex-
ample, the mass of H2 in molecular outflows is a factor ≈ 20 higher in non-
equilibrium.
We then created maps of the observable line emission from CII and CO from
our simulations in post-processing, using the publicly available code RADMC-3D2.
We found that CII and CO emission increases with increasing and decreasing UV
radiation, respectively, and both increase with metallicity. Non-equilibrium chem-
istry generally has no strong effect on the CII emission, whereas it does change the
CO emission by a factor of ≈ 2 − 4 compared to equilibrium.
Finally, in chapter 5 we focussed on the properties of Giant Molecular Clouds
(GMCs) in our simulations. We defined clouds in two ways: firstly, as regions
above a density threshold, and secondly, as regions above a CO intensity threshold.
The latter definition is closer to how molecular clouds are defined in observations.
We found cloud lifetimes up to ≈ 40 million years, with a median of 13 million
years. This is consistent with the lifetimes of observed molecular clouds. We also
found similar cloud scaling relations, for example between cloud mass and radius,
as seen in observations, although the normalisation of our simulated mass-size





We considered the molecular fractions of our simulated clouds as a function
of cloud age to explore how long it takes for clouds to become fully molecular
and reach chemical equilibrium. At ten per cent solar metallicity, the H2 and CO
fractions of clouds reach equilibrium after ≈ 10 − 15 million years, while at solar
metallicity they reach equilibrium within one million years.
We then computed the CO emission from our simulated clouds using RADMC-
3D. The CO intensity is strongly suppressed in clouds with low dust extinction, as
there is insufficient dust to shield the CO molecule from dissociating radiation. At
high dust extinction, the CO intensity possibly saturates, as the CO line becomes
optically thick. We also used these CO emission maps to compute the conversion
factor, XCO, between CO intensity and H2 column density in our simulated clouds.
This XCO factor is commonly used by observations to infer the H2 content from CO
emission. At ten per cent solar metallicity, XCO decreases with increasing cloud
age up to 15 million years, albeit with a large scatter at fixed age, whereas there
is no strong trend between XCO and age at solar metallicity.
6.2 Future outlook
The simulations presented in this thesis include one of the most detailed treat-
ments of non-equilibrium chemistry so far used in hydrodynamic simulations on
galactic scales. However, they still contain several limitations.
Foremost among these limitations is the lack of a fluctuating UV radiation field
due to the evolution and movement of local radiation sources, such as young
stars. In our models, we consider a constant, uniform radiation field and apply a
prescription for self-shielding by gas and dust. While the shielding of the radiation
field does vary, both spatially and temporally, we do not include variations due to
the evolving distribution of local sources. If these variations are rapid, on time-
scales shorter than the chemical time-scale, then they could drive additional non-
equilibrium effects in the chemistry. Furthermore, since the radiation field is not
related to the young stars in our simulations, we also miss some feedback effects
due to the heating of gas surrounding young stars by the UV radiation emitted by
these stars. Additionally, the chemistry of the gas is not directly influenced by local
star formation in our simulations, which will have an impact on the observational
tracers of star formation. For example, we do not correctly model HII regions,
which are regions of ionised gas created by the strong radiation from nearby young
stars.
To include these effects in our simulations, we will need to model the evo-
lution of radiation from local sources. This will involve solving the radiative
transfer equation, which describes how the radiation propagates through the gas.
There are already several numerical methods that are commonly used to solve this
problem, which are broadly divided into two categories: ray-tracing methods and
moment-based methods. We can then couple the evolving radiation field to our
chemical model.
A second limitation of our simulations is that we include only a single, isolated
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galaxy. In reality, galaxies form within large-scale structures, such as filaments of
gas and dark matter, millions of light years long, that feed new material into the
galaxy. Additionally, multiple galaxies can come together and interact or merge.
These interactions and mergers disturb the gas within the galaxy, which could
potentially drive non-equilibrium effects in the chemistry.
To include these cosmological processes while still maintaining a reasonably
high resolution, we can use cosmological zoomed simulations. These start with
a low-resolution simulation of a large volume of the Universe and then zoom in
on an individual galaxy halo. This halo is then simulated at a much higher res-
olution, while still keeping the large-scale structure at a low resolution. Another
advantage of this approach is that it follows the formation of the galaxy from the
early Universe, rather than starting from an idealised model galaxy. We can then
explore how the properties of the galaxy change at different epochs throughout
the Universe’s history, and we can compare these with observations.
Another limitation of our simulations is that they may not have sufficient res-
olution to follow small-scale turbulence in the ISM. Turbulence can drive non-
equilibrium effects in the chemistry if the density and temperature are evolving
very rapidly. Therefore, if we are missing small-scale turbulence, we may under-
estimate the importance of non-equilibrium chemistry. To explore the effects of
turbulence on the chemistry, we will need to consider very high-resolution simu-
lations of small regions of the ISM.
Furthermore, the prescription that we use for supernova feedback in our simu-
lations is fairly simplistic. When a supernova explodes in our simulations, we heat
neighbouring gas particles by 107.5 K, to prevent overcooling. This is necessary at
low resolution, but at high resolution we can implement more realistic supernova
models.
Another physical process that is missing from our simulations is magnetic
fields. This can provide an additional source of pressure that may have an im-
portant impact on the evolution of molecular clouds.
Addressing the above limitations will require additional computational ex-
pense (to include radiative transfer and magnetic fields, to add large-scale struc-
ture, and to use higher resolution). However, the non-equilibrium chemistry is
already a computationally demanding task. For example, in the simulations pre-
sented in chapter 4, ≈ 90 − 95 per cent of the CPU time was spent integrating the
chemistry. Therefore, we need to consider how to speed up the chemistry solver.
One option is to reduce the size of the chemical network under certain physical
conditions. Our chemical model spans a wide range of temperatures and densi-
ties, from cold, molecular gas to hot, highly ionised gas. It therefore includes many
chemical species (157 in total). However, not all of these species will be impor-
tant at any given time. Therefore, we could limit the network to only those species
that are important given the current physical conditions. Another option is to de-
termine if the chemical abundances are in equilibrium and are likely to remain
in equilibrium as the gas cools. We can then switch off the chemistry solver and
evolve the temperature of that particular gas particle or cell in chemical equilib-
rium, which is much faster. However, both of these options involve computational
overheads. For example, for each gas particle or cell, we need to determine which
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species to include, or whether the abundances are in equilibrium. These overheads
may negate any potential speed up.
Finally, we saw in chapter 4 that the non-equilibrium chemistry has no strong
effect on the dynamics of the galaxy, such as the total star formation rate. Instead,
it is primarily important for observational diagnostics, particularly CO emission
and molecular outflows. Therefore, we could evolve most of the simulation in
equilibrium, and only use non-equilibrium chemistry for a short period of time at
the end. This would greatly reduce the computational cost while still capturing




Sterrenstelsels zijn gravitationeel gebonden objecten bestaande uit gas en sterren,
die zijn ingebed in grootschalige halo’s van ‘donkere materie’, een vorm van ma-
terie die geen licht uitzendt en alleen interactie heeft via de zwaartekracht. De
vorming en evolutie van sterrenstelsels is een interessante tak van onderzoek, die
in de afgelopen decennia grote vooruitgang heeft geboekt.
Binnen onze huidige visie op de vorming van sterrenstelsels vormt donkere
materie het grootste deel van alle materie in het Universum en bepaalt daarmee
in hoge mate hoe de materie op grote schaal gestructureerd is. Omdat donkere
materie alleen interactie heeft via de zwaartekracht, is deze dissipatieloos, wat
betekent dat deze vorm van materie niet kan afkoelen en geen energie uitstraalt.
Wanneer donkere materie onder de invloed van de zwaartekracht samentrekt,
vormt het daarom uitgestrekte, overwegend sferische, halo’s. Gas kan daarente-
gen wel energie uitstralen en is dus in staat om af te koelen. Naarmate gas afkoelt
en de thermische druk in het gas afneemt, trekt het samen onder de invloed van de
zwaartekracht die wordt uitgeoefend door de structuren van donkere materie. In
het centrum van een donkere halo vormt het gas vervolgens een roterende schijf,
waarin, naarmate het gas nog meer afkoelt, moleculaire wolken en uiteindelijke
sterren ontstaan.
Deze eenvoudige voorstelling van de vorming van sterrenstelsels verklaart hoe
uit gas en sterren de sterrenstelsels zijn gevormd die we nu aan de nachtelijk
hemel zien. Het verklaart ook de verdeling van sterrenstelsels op grote schaal,
het zogenaamde ‘kosmische web’, zoals we dat afleiden uit waarnemingen van
het nabije en verre heelal. Er zijn echter een aantal fysische processen die deze
simpele voorstelling gecompliceerder maken. Zo vindt er tijdens de evolutie van
sterren binnen een sterrenstelsel overdracht plaats van energie en impuls naar het
omringende gas. Dit gebeurt via stellaire winden, straling en supernovaexplosies.
Bovendien bevindt zich in alle massieve sterrenstelsels een supermassive zwart
gat (SMBH) in het centrum. Zwarte gaten trekken materie aan en stralen daarbij
ook energie uit naar het omringende gas. Dergelijke processen, die we feedback-
processen noemen, zorgen voor verhitting en verstoringen in het gas, waarbij ze
galactische winden kunnen veroorzaken die het gasreservoir van het sterrenstelsel
uitputten. Feedback-processen kunnen daardoor tot gevolg hebben dat een ster-
renstelsel geheel stopt met het vormen van sterren.
Op de kleinste schalen binnen sterrenstelsels vinden reacties tussen ionen en
moleculen plaats. Deze chemische processen kunnen de vorming van sterrens-
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telsels op twee manieren beïnvloeden. Ten eerste bepaalt de chemische composi-
tie van het gas hoe snel het afkoelt, doordat verschillende soorten deeltjes met
verschillende snelheden hun energie uitstralen. Dit heeft effect op de dynamica
van het gas in en rondom sterrenstelsels, bijvoorbeeld op de snelheid waarmee het
gas afkoelt en neerdaalt op het sterrenstelsel. Ten tweede bepaalt de chemische
compositie de sterkte van de verschillende emissielijnen die we van sterrenstelsels
waarnemen. Dit is een belangrijk gegeven voor zowel de interpretatie van obser-
vaties van galactische emissielijnen, als voor vergelijkende studies tussen dergeli-
jke observaties en modellen voor de vorming van sterrenstelsels.
De verschillende fysische processen die een rol spelen in de vorming van ster-
renstelsels beslaan een groot bereik aan schalen, variërend van miljoenen licht-
jaren tot de kleinste atomaire schalen. Dit betekent dat we voor een enorme
uitdaging staan om al deze processen te modelleren op een manier die ‘zelfcon-
sistent’ is. Een veelvoorkomende benadering is het gebruik van numerieke simu-
laties. Door de complexe wisselwerking tussen de verschillende fysische processen
die op uiteenlopende schalen een rol spelen, is dit echter, rekenkundige gezien,
een veeleisend probleem. Dit is de reden dat bij het draaien van deze simulaties
meestal gebruikt wordt gemaakt van supercomputers met honderden of duizen-
den CPU’s.
Dit proefschrift
In dit proefschrift maken we gebruik van numerieke simulaties om de rol van
chemie in de vorming van de sterrenstelsels te bestuderen. In simulaties van ster-
renstelsels wordt doorgaans aangenomen dat alle materie zich in een chemisch
evenwicht bevindt, wat wil zeggen dat de chemische reacties tussen ionen en
moleculen een evenwicht of rusttoestand hebben bereikt. Dit is echter niet noodza-
kelijk een geldige aanname wanneer de fysische toestand van het gas snel veran-
dert. Wij hebben daarom voor dit proefschrift een chemisch model ontwikkeld
voor de evolutie van ionen en moleculen terwijl deze zich niet in evenwicht bevin-
den, en dit geïmplementeerd in hydrodynamische simulaties van sterrenstelsels.
In hoofdstuk 2 presenteren we het chemische model dat we voor dit proef-
schrift hebben ontwikkeld. We passen het model vervolgens toe op verschei-
dende fysische condities, variërend in dichtheid, temperatuur en UV-stralingsveld,
zoals die zich voordoen in het diffuse interstellaire medium (ISM) van sterrens-
telsels. Om na te gaan hoe nauwkeurig ons model is, vergelijken we de chemis-
che abundanties en de snelheden waarmee gas afkoelt en opwarmt zoals gegeven
door ons model in de evenwichtssituatie met de waardes berekend met de foto-
ionisatiecode CLOUDY3. Deze code maakt gebruik van een chemisch netwerk dat
weliswaar omvangrijker is dan wat wij gebruiken in ons model, maar het berekent
de abundanties alleen in de evenwichtssituatie. In het algemeen komen beide
modellen in deze situatie goed overeen. We onderzoeken in dit hoofdstuk ook
welke chemische deeltjes het belangrijkst zijn voor de koeling van gas in de ver-
schillende fysische condities waarop we ons model toepassen. Dit zijn onder an-




Om te onderzoeken wat voor effect een niet-evenwichtsstoestand heeft op de
snelheid waarmee het gas afkoelt, bekijken we verschillende geïdealiseerde sce-
nario’s van gas dat afkoelt bij ofwel een constante dichtheid ofwel een constante
druk. Bij hoge temperaturen, boven de 104 K, daalt deze snelheid, terwijl bij
temperaturen onder de 104 K de snelheid juist toeneemt, tot wel twee ordes van
grootte groter dan in de evenwichtssituatie. Deze effecten worden voornamelijk
veroorzaakt doordat de recombinatie van ionen en elektronen achterblijft ten
opzichte van de koeling van het gas, waardoor het gas zich in een hogere ion-
isatietoestand bevindt dan wanneer het in evenwicht zou zijn.
In hoofdstuk 3 breiden we ons chemisch model uit om ook rekening te houden
met het gas dat wordt afgeschermd van UV-straling door tussenliggend gas en stof.
We passen dit model toe op ééndimensionale fotodissociatieregio’s (PDRs), waar-
bij een gaswolk van één kant bestraald wordt door een interstellair stralingsveld,
en we volgen hoe de chemische abundanties door de gaswolk heen veranderen
naarmate de UV-straling wordt geabsorbeerd. We gebruiken deze vervolgens om
de verschillende verhittings- en koelingsmechanismen in de verschillende regio’s
binnen de wolk te bestuderen en om te onderzoeken hoe de transitie van atom-
air naar moleculair waterstof afhangt van de fysische condities in de wolk. We
vinden dat de kolomdichtheid waarbij deze transitie plaatsvindt, lager is als de
dichtheid of de metalliciteit hoger is. Dit komt overeen met eerdere bevindingen
van PDR-modellen.
In hoofdstuk 4 implementeren we ons chemisch model in hydrodynamische
simulaties van geïsoleerde schijfstelsels met een initiële massa van 109 maal de
massa van de zon. We draaien zes simulaties met verschillende metalliciteiten
(d.w.z. verschillende massafracties van elementen zwaarder dan helium) en ver-
schillende UV-stralingsvelden, waarbij we gebruik maken van ons volledige chemis-
che model zonder de aanname van chemisch evenwicht te maken. Vervolgens
herhalen we deze simulaties waarbij we wel uitgaan van een chemisch evenwicht.
Aan de hand van deze sets van simulaties onderzoeken we hoe de eigenschap-
pen van onze modelsterrenstelsels worden beinvloed door de metalliciteit, de UV-
straling en de chemische toestand van niet-evenwicht.
Fig. 7.1 toont de oppervlaktedichtheid van het gas na 500 miljoen jaar in de
zes simulaties die we gedraaid hebben met ons chemisch model (zonder de aan-
name van chemisch evenwicht te maken), waarbij we de resultaten voor verschil-
lende metalliciteiten (bovenste rij) en verschillende UV-stralingsvelden (onderste
rij) laten zien. We laten hierbij steeds de schijf van het stelsel van voren (bovenste
paneel) en van de zijkant (onderste paneel) zien.
De snelheid waarmee sterren gevormd worden is groter bij een hogere metal-
liciteit en bij een zwakker stralingsveld. Wanneer deze snelheid groter is, is er
ook meer feedback van stervorming, bijvoorbeeld van supernova’s, waarbij het gas
wordt verhit en uit het sterrenstelsel wordt geblazen. We tonen dan ook in Fig. 7.1
dat er bij een hogere metalliciteit of een zwakker stralingsveld meer verstoringen
plaatsvinden in de gasschijf, omdat er door het toegenomen aantal supernovaex-
plosies meer hete gasbellen in de gasschijf worden geblazen. De uitstroom van
massa uit het sterrenstelsel neemt daarom ook toe bij een hogere metalliciteit of
zwakkere UV-straling als gevolg van de toename van de stellaire feedback.
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Figure 7.1: De oppervlaktedichtheid, Σgas, van het gas na 500 miljoen jaar in de simulaties
van geisoleerde schijfstelsels uit hoofdstuk 4. De bovenste rij laat sterrenstelsels met drie
verschillende metalliciteiten zien: 0.01Z (links), 0.1Z (midden) en Z (rechts). Hierbij is
steeds dezelfde waarde van het lokale interstellaire stralingsveld aangenomen. De onderste
rij laat sterrenstelsels zien met een metalliciteit van 0.1Z, waarbij de sterkte van het stral-
ingsveld wordt gevarieerd. In lowISRF (links) is de sterkte van het stralingsveld een factor
10 lager ten opzichte van de bovenste rij. In UVB (midden) is een stralingsveld aangenomen
dat gelijk is aan die van de extragalactische UV-achtergrondstraling. Deze is nogmaals een
factor 10 lager. Ten slotte is in UVBthin (rechts) aangenomen dat er geen afscherming van
de UV-straling in het gas plaatsvindt. In elke twee panelen van deze figuur laten we de
schijf van het sterrenstelsel zowel van voren (bovenste paneel) als van de zijkant (onderste
paneel) zien.
Het feit dat het gas zich chemisch gezien niet in een evenwichtstoestand bevindt
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heeft daarentegen weinig effect op de snelheid van de stervorming of de eigen-
schappen van de uitstroom van massa uit het sterrenstelsel. Het heeft echter wel
effect op de abundanties van de afzonderlijke chemische deeltjes. Zo is de massa
van H2 in moleculaire uitstromen een factor ≈ 20 hoger dan in de evenwichtstoes-
tand.
We brengen ook in kaart hoe sterk de waarneembare lijnemissie afkomstig van
CII en CO is in onze simulaties. We doen dit in ‘post-processing’ (d.w.z. na het
draaien van de simulatie) met de openbaar beschikbare code RADMC-3D4. We vin-
den dat de CII- en CO-emissie toeneemt naarmate de UV-straling respectievelijk
toe- en afneemt en beide soorten emissie nemen toe naarmate de metalliciteit
toeneemt. Het feit dat het gas niet in chemisch evenwicht verkeert heeft in het
algemeen weinig op de CII-emissie, maar zorgt aan de andere kant wel voor een
toename van de CO-emissie van een factor ≈ 2 − 4 ten opzichte van de evenwicht-
stoestand.
In hoofdstuk 5 richten we ons ten slotte op de eigenschappen van moleculaire
reuzenwolken (GMC’s) in onze simulaties. We definiëren dergelijke wolken op de
volgende twee manieren: als regio’s boven een bepaalde dichtheidsgrens en als
regio’s boven een bepaalde CO-intensiteitsgrens. De tweede definitie komt hierbij
het meest in de buurt van de definitie die gebruikt wordt in observaties.
We vinden dat de moleculaire wolken leeftijden kunnen hebben van wel ≈ 40
miljoen jaar, met een mediaan van 13 miljoen jaar. Dit komt overeen met de
leeftijden van moleculaire wolken die men doorgaans vindt in observaties. Ook
vinden we correlaties tussen de eigenschappen van deze wolken, zoals de corre-
latie tussen massa en radius, die vergelijkbaar zijn met die in de waarnemingen.
De normalisatie van de relatie tussen massa en radius verschilt echter wel een fac-
tor 2 − 4 van de waarnemingen. Dit komt doordat de gehanteerde definitie van
een moleculaire reuzenwolk enigszins verschillend is.
Om te onderzoeken hoe lang het duurt voor een wolk volledig moleculair
wordt en een toestand van chemisch evenwicht bereikt, kijken we naar de molec-
ulaire fractie van onze gesimuleerde wolken als functie van hun leeftijd. Bij een
metalliciteit die gelijk is aan 10 procent van die van de zon, bereiken de H2- en
CO-fracties na ≈ 10− 15 miljoen jaar een evenwicht, terwijl ze bij een metalliciteit
gelijk aan die van de zon binnen één miljoen jaar al een evenwicht bereiken.
Vervolgens gebruiken we RADMC-3D om de CO-emissie van onze gesimuleerde
wolken te berekenen. We vinden dat de CO-intensiteit aanzienlijk lager is in
wolken met weinig stof, doordat de CO-moleculen onvoldoende worden afgeschermd
van straling die ervoor zorgt dat de moleculen worden ontleed. Als er wel veel stof
aanwezig is, is het mogelijk dat er saturatie van de CO-emissie plaatsvindt wan-
neer de CO-emissielijn ’optisch dik’ wordt. We gebruiken de in kaart gebrachte
CO-intensiteit ook om de conversiefactor, XCO, tussen de CO-intensiteit en de H2-
kolomdichtheid in onze simulaties te bepalen. Deze XCO-factor wordt doorgaans
gebruikt in observaties om aan de hand van de waargenomen CO-emissie de ho-
eveelheid aanwezig H2 te berekenen. Bij een metalliciteit gelijk aan 10 procent




trend die doorzet tot een leeftijd van 15 miljoen jaar. De spreiding in XCO bij een
constante leeftijd is hierbij echter groot. Bij een metalliciteit gelijk aan die van de
zon bestaat er daarentegen geen sterke relatie tussen XCO en de leeftijd van de
wolk.
Vooruitzichten
De simulaties die we voor dit proefschrift gebruiken, bevatten één van de meest
gedetailleerde chemische modellen van niet-evenwicht dat tot dusver is gebruikt
in hydrodynamische simulaties van sterrenstelsels. Toch bevat ook dit model nog
enkele beperkingen.
De voornaamste beperking is het gebrek aan een fluctuerend UV-stralingsveld
als gevolg van het feit dat lokale stralingsbronnen, zoals jonge sterren, veran-
deren en zich verplaatsen. Onze modellen bevatten een constant, uniform stral-
ingsveld met daarbij een speciale aanpassing van het model wanneer het gas wordt
afgeschermd van de straling door tussenliggend gas en stof. Ondanks dat deze
afscherming van het stralingsveld varieert in zowel plaats als tijd, houden we in
onze simulaties geen rekening met de verandering in de verdeling van lokale stral-
ingsbronnen. In het geval dat de variaties plaatsvinden op tijdschalen korter dan
de chemische tijdschaal, is het mogelijk dat ze voor extra verstoringen van het
chemisch evenwicht zorgen. Bovendien is in onze simulaties het stralingsveld niet
direct gerelateerd aan jonge sterren, waardoor we wellicht de feedback-effecten
niet meenemen die worden veroorzaakt doordat jonge sterren het omringende
gas verhitten met hun UV-straling. Daarnaast heeft de lokale stervorming in onze
simulaties niet direct invloed op de chemische toestand van het gas, iets wat men
wel zou vinden in observaties. Dit betekent dat onze gesimuleerde HII-regio’s niet
volledig realistisch zijn, doordat deze regio’s in werkelijkheid ontstaan als gevolg
van de sterke straling van nabije jonge sterren.
Om dergelijke effecten wel mee te nemen in de simulaties, zullen we de verdel-
ing en evolutie van lokale stralingsbronnen moeten modelleren. Dit houdt in dat
we de vergelijking voor stralingstransport zullen moeten oplossen: deze beschrijft
hoe straling zich voortplant door een gas. Er bestaan echter al verschillende nu-
merieke methoden die een oplossing voor dit probleem bieden. Deze zijn onder
te verdelen in de volgende twee categorieën: ‘ray-tracing’ methoden en ‘impulsge-
baseerde’ methoden. Door gebruik te maken van dergelijke methoden kunnen we
het veranderende stralingsveld koppelen aan ons chemisch model.
Een tweede beperking van onze simulaties is het feit dat we alleen een enkel,
geïsoleerd sterrenstelsel beschouwen. In werkelijkheid vormen sterrenstelsels alles-
behalve geïsoleerd. Ze vormen binnen de grootschalige structuur van het kosmisch
web, bestaande uit filamenten van gas en donkere materie die zorgen voor de aan-
voer van nieuw gas naar de sterrenstelsels. Hierin is het bovendien mogelijk dat
meerdere sterrenstelsels zo dichtbij bij elkaar komen dat er interactie plaatsvindt
of dat ze samenvoegen. Dergelijke processen zorgen voor verstoringen in het gas
en zo mogelijkerwijs voor verstoringen van het chemisch evenwicht.
Om zowel de kosmologische processen te modelleren alsook voldoende hoge
resolutie in onze simulaties te behouden, kunnen we gebruik maken van kosmol-
216
Vooruitzichten
ogische ‘zoom’-simulaties. Bij het draaien van deze simulaties starten we op lage
resolutie, waarbij we een groot volume van het universum modelleren, en zoomen
we daarna in op een enkele galactische halo. Deze halo wordt vervolgens ges-
imuleerd bij een veel hogere resolutie, terwijl de structuur van het universum op
grote schaal op de lagere resolutie blijft. Een bijkomend voordeel van deze be-
nadering is dat het mogelijk is om de vorming van een sterrenstelsel al vanaf het
vroege universum te volgen in plaats van op een later tijdstip te starten met een
geïdealiseerd model van een sterrenstelsel. Dit betekent dat we de eigenschappen
van sterrenstelsels op verschillende momenten in de geschiedenis van het univer-
sum kunnen onderzoeken en deze kunnen vergelijken met de waarnemingen.
Een andere beperking van onze simulaties is het feit dat ze waarschijnlijk on-
voldoende resolutie hebben om de turbulentie in het interstellaire medium op
kleine schaal te volgen. Dergelijke turbulentie kan leiden tot verstoringen in het
chemisch evenwicht als de dichtheid en temperatuur snel veranderen. Wanneer
we deze turbulentie op kleine schaal meenemen in ons model, kan het daarom zijn
dat we het belang onderschatten van het modelleren van gas buiten de chemische
evenwichtssituatie. Om een goed beeld te krijgen van de effecten van turbulentie
op de chemische gastoestand, zullen we gebruik moeten maken van simulaties die
kleine regio’s van het interstellaire medium simuleren met een hele hoge resolutie.
Om de bovengenoemde beperkingen van de huidige simulaties aan te pakken
is meer computerkracht nodig (om het stralingstransport door te rekenen, om
de grootschalige structuur van het heelal te simuleren en om gebruik te kunnen
maken van een hogere resolutie). Het simuleren van de chemische gastoestand
buiten chemisch evenwicht is echter al een, rekenkundig gezien, veeleisend prob-
leem. Zo is voor de simulaties van hoofdstuk 4 ≈ 90 − 95 procent van de CPU-
tijd gebruikt voor het doorrekenen van de chemische gastoestand. Het is daarom
noodzakelijk om te bekijken hoe dergelijke berekeningen sneller of efficiënter kun-
nen worden gemaakt.
Een mogelijke oplossing is om het netwerk van chemische reacties onder bepaalde
fysische omstandigheden kleiner te maken. Ons chemisch model is toepasbaar op
een groot bereik aan temperaturen en dichtheden, variërend van koud, molecu-
lair gas tot heet, geïoniseerd gas. Het bevat daarom een groot aantal chemische
deeltjes (157 in het totaal). Deze deeltjes zijn echter niet altijd even belangrijk
voor de chemische toestand van het gas. Het uitsluiten van bepaalde deeltjes van
de berekeningen in bepaalde fysische omstandigheden is daarom een manier om
de grootte van het chemisch netwerk enigszins te beperken. Een andere manier
is om op een gegeven tijd te bepalen of het gas in chemisch evenwicht is en
dat waarschijnlijk, naarmate het afkoelt, ook zal blijven. Dan kunnen we vanaf
dat moment de berekeningen met het volledige chemische model in het betre-
ffende gasdeeltje of de betreffende gascel stopzetten en de verandering van de
temperatuur slechts doorrekenen aan de hand een chemisch evenwichtsmodel.
Dit zou veel sneller zijn dan de oorspronkelijke berekening. Beide opties vereisen
echter wel extra rekenkracht, waardoor de verwachte snelheidstoename van de
berekeningen kan tegenvallen. Zo moet in elk gasdeeltje of elke gascel worden
gekeken welke chemische deeltjes moeten worden meegenomen in de berekenin-
gen en of hun abundanties in chemisch evenwicht zijn of niet.
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Ten slotte laten we in hoofdstuk 4 zien dat afwijkingen van het chemisch even-
wicht weinig effect hebben op de dynamische eigenschappen van een sterrens-
telsel, zoals de snelheid waarmee sterren gevormd worden. Deze afwijkingen
zijn daarentegen wel belangrijk voor een aantal grootheden die we direct kunnen
vergelijken met de observaties, in het bijzonder de CO-emissiesterkte en molec-
ulaire uitstromen. We zouden daarom het grootste deel van de simulatie in de
evenwichtstoestand kunnen draaien en alleen voor een korte tijdsperiode aan het
einde van de simulatie de volledige chemische gastoestand kunnen doorrekenen,
zonder daarbij een chemisch evenwicht aan te nemen. Op deze manier zou zowel
de benodigde rekenkracht worden beperkt alsook de effecten van het feit dat het
gas zich niet in de evenwichtstoestand bevindt, worden doorgerekend.
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