In this paper, we have studied a multiobjective hybrid flowshop scheduling problem where n independent jobs should be executed in a hybrid assembly line. The aim of our work is to optimize the makespan and the total tardiness of the whole production. A simulation based optimization algorithm is proposed here to solve this problem. It is a combination of the simulation software ARENA and the FLC-NSGA-II optimization method. The latter uses a fuzzy logic controller to adjust the crossover and the mutation probabilities, in order to enhance the research ability of the traditional NSGA-II algorithm. This method is first compared with the industrial solutions, and then with NSGA-II. The result shows the efficiency and the feasibility of our proposed method.
Introduction
The hybrid flowshop scheduling problem consists of arranging a set of n independent jobs on a production line which is constructed by several stages of machines. Some stages may have only one machine, but at least one stage must have more than one machine in parallel. All jobs go through the stages of a machine with the same order. This sequence is not alterable. This kind of workshop is widely appeared in the manufacturing environment such as electronic and petrolic manufacturing. It has been widely studied in many works in the literature. The makespan is the most used criterion for the scheduling problem, such as in the works of [1] , [2] , [3] , [4] and [5] where authors have concerned the minimization of the makespan for the hybrid flowshop scheduling problem. In addition to the makespan, other criteria may be also considered: the total flowtime [6] , the maximum tardiness [7] , the total completion times [8] and the total tardiness [9] [10] . These works have concerned the single criterion optimization.
The real world scheduling problems are generally multiobjective optimization problems where several different criteria should be optimized simultaneously. Multiobjective optimization consists of finding a set of non-dominated solutions which optimize the two or more demanded objectives instead of only one optimal solution. This relationship is called the Pareto dominance relationship. Recently many Pareto based approaches are proposed to solve a multiobjective optimization problems such as the Multiple Objective Genetic Algorithm (MOGA) [11] , the Niched Pareto Genetic Algorithm (NPGA) [12] , the Non-dominated Sorting Genetic Algorithm (NSGA-II) [13] , the Strength Pareto Evolutionary Algorithm (SPEA-II) [14] , the Pareto Archived Evolution Strategy (PAES) [15] , the Pareto Envelope based Selection Algorithm (PESA) [16] . To solve the multiobjective hybrid flowshop scheduling problem, Behnamian and Ghomi [17] have proposed a hybrid metaheuristic in 2009, and a multi phase covering the Pareto optimal front hybrid metaheuristic in 2010 [18] . Dugardin et al. [19] have proposed a Lorenz dominance based NSGA-II (L-NSGA) to solve a reentrant hybrid flowshop scheduling problem. Khalouli et al. [20] have proposed an ant colony method. Kahraman et al. [21] have proposed a parallel greedy algorithm. Karimi et al. [22] have developed a multi phase genetic algorithm and finally, Naderi et al. [23] have proposed an improved simulated annealing algorithm.
Due to the difficulty of the parameters settings of metaheuristics in general and therefore of genetic algorithms, we have developed a fuzzy logic controller to better set the probabilities of crossover and mutation. Fuzzy logic was first proposed by Zadeh [24] for system control. In the works of [25] [26] and [27] , the fuzzy logic is used to enhance genetic algorithms to solve a single objective problems. Lau et al. [28] [29] have proposed the FL-GA, FL-NSGA2, FL-SPEA2 and FL-MICROGA to solve a VRP problem (vehicle routing problem). Yalaoui et al. [30] have developed the FLC-GA and FLC-NSGA-II for the reentrant scheduling problem. In our previous works [31] [32], we have developed FLC-NSGA-II and FLC-SPEA-II algorithms to solve a multiobjective parallel machines scheduling problem.
The development of a mathematical modeling and the evaluation for the hybrid flowshop scheduling problem is very difficult especially when several additional constraints are considered and when the system has a stochastic nature. The ARENA software is a powerful tool to model and simulate the considered problem.
In the works of [33] and [34] , the authors have developed a simulation-based-optimization technique (the NSGA-II is coupled with the ARENA software) for a printing workshop and a hybrid flowshop respectively. The main contribution of this paper is that we have proposed a new method which couple the simulation software and the advanced metaheuristic for the first time. In this work, the FLC-NSGA-II algorithm is coupled with the ARENA environment, in order to have a better research ability. To show the advantages of this method, the simulation based FLC-NSGA-II algorithm is compared with the industrial solution and the classical NSGA-II algorithm.
The rest of this paper is organized as follows. In the next section, more details about the studied problem are presented. The fuzzy logic controlled genetic algorithm (FLC-NSGA-II) and the simulation based FLC-NSGA-II are presented in section 3 and section 4 respectively. Section 5 shows the measuring criteria and the experimental results. The conclusion and the perspectives are given in section 6.
Problem description
We have studied the same problem which is presented in our previous works [35] [34] . In a hybrid flowshop scheduling problem, a set of n independent jobs should be executed in a workshop line which has f stages of machines and at least one stage must have more than one machine in parallel. We assume that no release dates of jobs are required. It means that all the customers orders arrive at time zero. Each job j consists of f parts of different operations which should be processed on f stages. The processing times of each operation of job j at stage t is defined as p t j . In addition, if job j has finished its work in the actual stage, a transfer time is required when it enters the next stage. This transfer time is decided by the distance between two machines. Some assumptions are presented as follows and they must be respected:
• All the jobs are available at time zero.
• All the machines in each stage are available at time zero.
• Each machine can execute only one job at the same time.
• Each job can be processed only once in each stage.
• Each job cannot be interrupted during its processing (The preemption is prohibited).
• Jobs are available for processing at a stage immediately after the finish at the previous stage.
In this work, two criteria are considered simultaneously to be optimized: the makespan and the total tardiness. The former presents the completion times of the whole production, and the latter presents the penalty of the production. The aim of our work is to find several non-dominated solutions which can optimize the considered objectives.
An assembly line from a real world case is considered in this work. This assembly line corresponds to a hybrid flowshop. It consists of three stages of machines. The first stage includes three parallel machines to fill the products in the bottles. The second stage has one machine for covering and labeling the bottles. Stage 3 has one machine to stock the bottles. The aim is to find several sequence solutions which enhance the production performances (the makespan and the total tardiness). This assembly line is presented in figure 1. 
Resolution methods
In this section, the classical NSGA-II and the fuzzy logic controlled NSGA-II (FLC-NSGA-II) are defined. The logic controller is applied to improve the parameters settings of the NSGA-II. Then the FLC-NSGA-II is coupled with the ARENA environment, this part is shown in the next section. The numerical results are given in section 5.
NSGA-II
The NSGA-II algorithm has been developed by Deb et al. [13] as a fast and efficient multiobjective genetic algorithm. The aim of this algorithm is to find a set of non-dominated solutions based on the Pareto dominance relationship. The main concept of the NSGA-II is the creation of an initial population, the selection of parents, the creation of children and the finding of non-dominated solutions. At the beginning, an initial population is randomly created. In each iteration, the following processes are executed: the offspring population (the population of children) is generated by the operations selection, crossover and mutation. Then, find the best solutions between the current population and offspring population to the current population of next iteration (all the solutions are ranked in different non-dominated set and a crowding distance is computed to rank the solutions in the same set). This process is repeated until the stopping criterion is satisfied. The classical one point crossover, the one point mutation and the tournament selection are applied in this work. A multidimensional chromosome is applied to encode our problem. In each gene, the elements present the index of job, the machine index and the corresponding position respectively. An example of this chromosome is presented in table 1. The initial parameters values are set based on the work of Chehade et al. [33] where a good explantation of the parameters setting is presented. These parameters are as follows:
• Size of the initial population: 20 • Number of generations: 50 • Probability of crossover: 0.9 • Probability of mutation: 0.1 
Fuzzy logic
Generally, several parameters should be set at the beginning of a genetic algorithm. However, the parameters settings is very difficult, since it is always based on the knowledge and the experience of the users. In genetic algorithms, the crossover and the mutation probabilities determine the convergence and the diversity of the results. Appropriate probabilities setting can produce better results and avoid too fast falling into local optimum. For these reasons, a fuzzy logic controller is proposed in this work to improve them throughout the iterations. In this study, the average objectives values of the solutions in the Pareto front and their diversity are considered as the input of the fuzzy logic controller. The output of the controller is the variation of the two probabilities ∆p c and ∆p m . In the works of [28] , [29] , [30] , [31] and [32] , the authors have proposed a combination of the fuzzy logic and different genetic algorithms to solve different optimization problems.
The fuzzy logic was first proposed by Zadeh [24] for system control. The fuzzy logic controller consists of three parts: fuzzification, decision making and defuzzification. Two fuzzy logic controllers are proposed in this study to enhance the crossover probability and the mutation probability respectively. The details of the three parts are presented in our previous work [31] , such as the settings of the membership functions, the linguistic terms and the decision tables.
Fuzzy logic based NSGA-II
The fuzzy logic controller is applied to change the crossover probability and the mutation probability of the NSGA-II, in order to enhance its search ability. The process is executed each ten consecutive generations, for the purpose of providing a sufficient respond time for the probabilities modifications. The average fitness values and the diversity of the solutions in the non-dominated set are taken in consideration as the input of fuzzy logic controller. Thus, the variation of probabilities are given as the output. The same parameters concerned above are used as the initial parameters. The main structure of the proposed algorithm is shown in figure 2 and algorithm 1. 
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Simulation based optimization method
First, we present the modeling and the performances evaluation of the studied assembly line with ARENA. Then, the simulation based FLC-NSGA-II that we have used coupling ARENA with FLC-NSGA-II is proposed to find the nondominated solutions.
Modeling and performances evaluations with ARENA
The model of the studied assembly line is realized with the ARENA simulation environment. ARENA is a powerful discrete event simulation software taking in consideration the diversity of its applications and the facility to be coupled with the external modules. It can be used in many area such as industrial systems and service firms (hospitals, restaurants or supermarkets for example) [33] . ARENA uses the SIMAN language where the users can create a model by placing the module (boxes of different schapes) that represent the processes or the logic functions. The main processes to simulate a model with ARENA are shown as follows: First, create the model by placing the modules; then set the parameters of the modules and the parameters of the system; finally, add some performances indicators in order to analyze the system performances and choose the final solution.
The same model of our previous work [34] is applied here. All the machines are located on a loop conveyor and each machine executes its corresponding mission. The used modules are presented in table 2, where we also show their functions. priority rule, it means that if an operation with a lower prority arrives at a non seized machine, it will be executed immediately. But these priority rules cannot ensure obtaining the optimal solutions, and it cannot correspond to the chromosome (the wanted sequence). For solving this problem, a special preemption structure shown in figure 3 is proposed in this work. In the decide module, if the arriving entity is not the one we want, it will reenter the queue until all the entities with higher priority have been passed. This special structure ensures that the treated sequence of jobs and the chromosome are the same.
Simulation based FLC-NSGA-II
In most of studies, the genetic algorithm uses a mathematical model to evaluate the objective function. However, this method has several weakness: the mathematical modeling is too professional for those who are not researchers in the field of operations research; several constraints cannot be considered such as the stochastic phenomena like machines failures; it is not obvious and easily adoptive to model. The method of mathematical model can be solved simply and quickly; the method of simulation is complex and slow, but many constraint can be considered in this method. On the other side, the general priority rules cannot ensure obtaining the optimal solutions. That is figure 4 . At the beginning, the optimization algorithm provides the initial solutions to the simulation model, thus we can obtain the system performances (the makespan and the total tardiness) of each initial solution.
Then, the simulation model sends these performances values to the optimization algorithm. The FLC-NSGA-II algorithm can compute several offspring solutions (the elitist of current solutions are always kept), and these solutions are considered as the input of the simulation model for the next iteration. At the same time, we improve the crossover probability and the mutation probability each ten consecutive iterations.
This process is repeated until the stopping criterion is satisfied. 
Experimental results
In this section, the optimization result of FLC-NSGA-II is compared with the industrial solution and the traditional NSGA-II. First, we present the measuring criteria for the comparison of the multiobjective optimization algorithms.
The stochastic nature of the model is applied in this work. The production times in the model is based on statistical laws by analyzing the real data from the assembly line. To solve this problem, the objective function is the means value of replications where the simulation is repeated several times. For considering the system parameters setting: the number of replications is the product of the number of generation numbers, the size of two populations (current population and offspring population) and 10 (the replications for each evaluation); the simulation run time for each iteration is 20 hours; the warm up period of the system is set to zero.
Measuring criteria
To reach the optimization of the non-dominated set, it is necessary to get the following performances: the convergency, the diversity and the spread results [36] . In this work, three measuring criteria are applied to compare two non-dominated fronts: the number of non-dominated solutions, the measure of Zitzler [36] and the µ d distance of Dugardin et al. [19] . In the measure of Zitzler, the value of C1 (respectively C2) measures the ratio of solutions in A (respectively B) which are dominated by at least one solution in B (respectively A). The µ d distance is based on the Riise distance [37] which computes the distance between a solution on A and its orthogonal projection on B. The original Riise distance shows that if the set A is closer to the absolute optimal solutions than set B. In addition, the µ d distance is the Riise distance divided by the the cross of the corresponding rectangle (see figure  5) , it presents the proportional improvement to the diagonal of the rectangle.(see [19] ) Figure 5 : Distance between two fronts [19] 
Numerical results
First, the proposed method is compared with the general priority rule FIFO (First In First Out) which are used in industrial production. The comparison result is given in figure 6 where 50 jobs are to be executed on the studied assembly line. In a previous work [34] , we have proved the advantage of ARENA based NSGA-II by the comparison with industrial solutions and an exact method. In this work, we compare the FLC-NSGA-II algorithm with the original NSGA-II algorithm by coupling with ARENA. In addition, we consider a stochastic case instead of the deterministic case of [34] . We test 10 instances where 50 jobs should be executed in the assembly line, all instances have different jobs data configurations. Table 4 shows the comparison results. The value of µ d distance, the value of C1 and C2, the number of non-dominated solutions are shown in this table.
Firstly, The first line of table 4 is explained. In this problem, 50 jobs should be processed on the assembly line. The value of µ d is equal to -0.020 shows that the obtained front of FLC-NSGA-II dominates the NSGA-II front. C1 = 0 and C2 = 1 show that there are none solutions in FLC-NSGA-II front that are dominated by at least one solution from NSGA-II front, and both solutions in NSGA-II are dominated by those of FLC-NSGA-II front. The FLC-NSGA-II fronts have more non-dominated solutions than NSGA-II fronts, corresponding the values of n s1 and n s2 . In second, the instance six is explained. The two Pareto fronts are very closed, the µ d distance is approximately equal to zero. But one solution on the FLC-NSGA-II front is dominated by one solution on the NSGA-II front, hence the value of C1 is equal to 0.5. The value of C2 is equal to zero means that none solution on the NSGA-II front is dominated by the FLC-NSGA-II. The results of table 4 show the advantages of FLC-NSGA-II, since the results of FLC-NSGA-II are better than those of NSGA-II in almost all cases. 
Conclusion
In this paper, we deal with a multiobjective hybrid flowshop scheduling problem where the makespan and the total tardiness are to be minimized at once. A simulation-based optimization method is proposed to solve this problem, which is a coupling of a fuzzy optimization algorithm FLC-NSGA-II and a simulation software ARENA. The computing results show the advantages of the proposed method by the comparisons with FIFO rule and the NSGA-II algorithm. It proves that the fuzzy logic controller can enhance the search ability of the genetic algorithm. The ARENA based FLC-NSGA-II is efficient to solve multiobjective optimization problems with the simulation of the production. In our future works, it is interesting to develop another hybrid metaheuristic with a faster search ability, in order to decrease the computing time. A powerful exact method is also considered, in order to compare the results for larger instances.
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