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Abstract: We compute topological entanglement entropy for a large set of lattice models
in d-dimensions. It is well known that many such quantum systems can be constructed out
of lattice gauge models. For dimensionality higher than 2 there are generalizations going
beyond gauge theories. They are called higher gauge theories and rely on higher-order gen-
eralizations of groups. Our main concern is a large class of d-dimensional quantum systems
derived from Abelian higher gauge theories. In this paper, we calculate the bipartition
entanglement entropy for this class of models. Our formalism allows us to do most of the
calculation for arbitrary dimension d. We show that the entanglement entropy SA in a
sub-region A is proportional to log(GSDA˜), where GSDA˜ is the ground state degeneracy of
a particular restriction of the full model to A. When A has the topology of a d-dimensional
ball, the GSDA˜ counts the number of edge states. In this case, SA scales with the area of
the (d − 1)-dimensional boundary of A. The precise formula for the entropy we obtain is
in agreement with entanglement calculations for known topological models.
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1 Introduction
The concept of entanglement entropy in quantum many-body systems is increasingly gaining
relevance for both the quantum information and the condensed matter theory communities.
In the latter case, the interest comes from applying ideas of quantum information that
could provide new tools for the study of quantum many-body systems and, in consequence,
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to deepen the understanding of the quantum phases these systems model. In particular,
questions about the scaling of this entropy with the system size appear to be relevant as an
indicator for quantum entanglement. Of particular interest is the scaling of entanglement
entropy for ground states of gapped systems, since they often follow an area law [1–3].
More precisely, if we consider a distinguished sub-region A of the total system, the scaling
of entanglement entropy is linear with the boundary of the region, ∂A. See [2] for a detailed
account on the occurrence of area laws for the entanglement entropy of quantum systems.
The growing interest on the study of entanglement entropy in quantum many-body
systems arises, from different points of view. The historical motivation for the study of
entanglement entropy comes from what is known as holographic principle, a conjecture that
relates the area law of a particular free scalar field to the Bekenstein-Hawking entropy of a
black hole [1, 4, 5]. Another source of interest in the scaling of entanglement entropy comes
from asking whether a quantum many-body system can be simulated by a classical com-
puter. The scaling of entanglement entropy specifies how well a given many-body quantum
state can be approximated by a matrix-product state or a PEPS [6]. At last and more
importantly for the purposes of this work, the topological entanglement entropy [3] arises
as an interesting probe for topological order [7–9] in quantum states. The entanglement
entropy calculated in the ground states of topologically ordered states follows an area law
plus a universal correction indicating the presence of long-range entanglement.
Topological phases of matter are usually characterized by exhibiting long range en-
tanglement that showcases non-local order parameters as the quantum numbers such as
the ground state degeneracy (GSD) and the topological spins. In addition, entanglement
entropy turns out to be a good measure of the presence of topological order[10, 11]. Details
about the connection between the topological entanglement entropy and topological order
are for example exposed in [9]. For two dimensional topological phases, the scaling of the
entanglement entropy presents a constant term [3, 12] that corresponds to the topological
entanglement entropy. This result is examined in detail for the Toric code in [13–16]. In
this paper, we show that this extends to Abelian higher gauge models in all dimensions.
In general, two dimensional topological phases are relatively well understood; although
the same cannot be said about higher dimensional topological phases. Two main trends
can be identified regarding the study of higher dimensional topological phases. On one
hand there is an increasing interest in lattice models that come from higher gauge theories
[17–25], approach that we also adscribe for this work. On the other hand, the discovery of
the so called fracton phases arises from a slightly different strategy for the study of higher
dimensional topological phases [26–33], more precisely, the gauging procedure allows the
construction of rather intricate lattice models with remarkable new properties [31, 34, 35].
Among these properties, in [36, 37] the topological entanglement entropy of several fracton
models is explicitly calculated, showing that they indeed appear to belong to a new class
of quantum phases.
The way the entanglement entropy is obtained, in essence, relies on the fact that the
lattice models are constructed as stabilizer codes [38]. The entropy calculation is basically
an extension of the one performed in [13, 39–42]. The goal of this work is to show that the
same strategy allows to readily extract the entanglement entropy of Abelian higher gauge
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theories (in the sense of [21]) in arbitrary dimensions. Moreover, the entanglement entropy
exhibits the topological correction term indicating the presence of topological order.
The definition of entanglement entropy is straightforward: we consider a bipartition of
the system into a sub-region A and the complement (B). Let ρ be the density matrix of a
pure state defined in the all lattice and ρA = TrB(ρ) the density matrix just defined in the
sub-region A, obtained by tracing out the contribution from region (B). The entanglement
entropy is then defined as the von Neumann entropy of the reduced density matrix, namely,
SA := −Tr (ρA log ρA) . (1.1)
In a gapped phase, the entanglement entropy is expected to satisfy an area law as the
leading term. The topological information is contained in subleading terms and, in general,
it is not easy to extract. Several prescriptions [3, 12] were constructed in order to extract
the topological correction to the entanglement entropy in two dimensional gapped systems.
These prescriptions have been generalized [43, 44] for d = 3 and, consequently, used to
successfully obtain the entanglement entropy of paradigmatic fracton models [36, 37].
In this paper, we study the entanglement entropy of n-dimensional Abelian higher
gauge theories, all at once. This can be achieved using the language of homological algebra,
in which higher gauge theories are naturally described as shown in [21]. The result achieved
for the entanglement entropy relates this quantity to the ground state degeneracy of the
model restricted in a particular way, this is written:
SA = log
(
GSDA˜
)
. (1.2)
The result seems to be in agreement with the holographic principle as area laws emerged
when calculating the quantity for specific examples. Furthermore, the entanglement entropy
naturally provides the corresponding topological correction whenever the ground states are
topologically ordered. This result holds for any higher gauge theory in the sense of [21] and
for arbitrary dimensions.
The paper is structured as follows. In section 2 we begin by reviewing Abelian higher
gauge theories in detail, this is done by giving explicit examples. Next, in section 3 we show
how these models are easily described in the language of homological algebras, as described
in detail in [21]. In section 4 the calculation of the entanglement entropy is performed. In
section 5 we apply the results of section 4 to examples in 2D and 3D. We end the paper
with some final remarks in section 6.
2 Models from Abelian Higher Gauge Theories
Before we define our class of models in full generality, it is convenient to first present some
examples in 2 and 3 dimensions; they are described in the usual way as a many-body system
defined on a lattice. The Hilbert space H consists of quantum states attached to elements of
the lattice such as vertices, links, and plaquettes. A Hamiltonian H acting on H completes
the picture: in all cases, H is made of commuting local projectors.
In section 3 we will introduce a formalism that allows us to treat all models in this class
in a unified way for all dimensions; this is made possible by employing a few constructions
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coming from homology theory. As far as the present section, we don’t need to be concerned
with all the homological details, but we will point out some of the chain complexes that
will be part of the construction presented in section 3.
2.1 1-Gauge in 2D
Let us start with the simplest example for d = 2, namely the Quantum Double Model based
on a Abelian gauge group G [45–47]. There is nothing new here, of course, but it will help
us to fix our notation in a familiar model.
We start with an oriented lattice that for simplicity we will think of as a squared lattice
representing the discretization of a surface Σ. Let K0,K1, and K2 be the set of vertices,
links, and faces respectively. In this first example there are quantum states associated with
the links only. This limitation will be lifted, and the next examples will have degrees of
freedom associated to vertices and faces as well.
For every link l ∈ K1 there is a local Hilbert space Hl generated by basis elements
{|g〉} , g ∈ G. The inner product between any two vectors |k〉 , |m〉 ∈ Hl is given by
〈k|m〉 = δ(k,m). The total Hilbert space is spanned by the tensor product over the local
ones.
H =
⊗
l∈K1
Hl (2.1)
Let us now present the Hamiltonian, it is made of two classes of projector operators:
gauge transformations Av and plaquette operators Bp, where v ∈ K0 and p ∈ K1. The
Hamiltonian is
H1 = −
∑
v∈K0
Av −
∑
p∈K2
Bp. (2.2)
All the operators in the two classes commute with each other. The holonomy operator Bp
realizes the flatness condition on the plaquette p ∈ K2, namely
Bp = δ(a+ b− c− d, 0) , (2.3)
where the group operation is written additively instead of multiplicatively since it is more
convenient for Abelian groups. Likewise, the vertex operator Av performs all possible
gauge transformations at the vertex v ∈ K0; it consists of a normalized sum of elementary
transformations Agv, namely
Av =
1
|G|
∑
g∈G
Agv, where A
g
v = . (2.4)
We are not going to discuss this particular model any further since it has been done before
[46, 48].
Instead we are going to point out the data necessary to cast this model into the general
formalism of section 3. It turns out that we need to specify a pair of chain complexes, as
will be explained on section 3. The first one is a description of the lattice: let Cn be the
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Abelian group freely generated by the finite sets Kn and the usual boundary maps between
them. In 2 dimensions, the chain complex is given by
0 ↪→ C2 ∂2−→ C1 ∂1−→ C0 → 0. (2.5)
The second chain complex we will use encodes the Abelian higher gauge group, namely
0 ↪→ G2 ∂
G
2−−→ G1 ∂
G
1−−→ G0 → 0, (2.6)
where Gk are Abelian groups, and ∂Gk are homomorphisms such that ∂
G
k+1 ◦∂Gk = 0. Notice
that we can write an ordinary group G by setting the above chain complex with G2 = 0,
G1 = G and G0 = 0. Furthermore, when the group is chosen to be G = Z2 we recover the
simplest example of a 1-gauge theory also known as the Toric Code [46].
2.2 0,1-Gauge in 2D
This model builds on the top of the previous one. Besides states localized on the links and
labeled by G1, we also have states associated with the vertices that are labeled by another
Abelian group G0. This class of models corresponds to the Abelian version of the models
constructed in [49], it is the lattice version of a scalar field coupled to a gauge field. We
have a group homomorphism ∂G1 : G1 → G0 that encodes the interaction between the two
kinds of degrees of freedom.
Let K0,K1, and K2 be as in the previous example. For each vertex v ∈ K0 we have a
Hilbert space Hv with basis {|h〉} , h ∈ G0. For each link l ∈ K1 we have a Hilbert space
Hl with basis {|g〉} , g ∈ G1. For this reason, we call this kind of model 0, 1-gauge theories
to indicate that there are quantum states associated with both sets K0 (vertices) and K1
(links). Ordinary gauge theories, as in the previous example, have degrees of freedom
localized only at elements of K1 and are called 1-gauge theories.
The degrees of freedom are assumed to be independent hence the total Hilbert space
is just the tensor product over all vertices and links.
H =
⊗
v∈K0
Hv
⊗
l∈K1
Hl (2.7)
The Hamiltonian operator resembles its 1-gauge analog given by Eq.(2.2), it is made of
mutually commuting projectors, that act locally. The novelty in the present case is a new
set of operators Bl associated with the links l ∈ K1. It is a diagonal operator analog to
Bp. We recall that Bp, one for each plaquette p ∈ K2, measures the holonomy of the gauge
configurations at the boundary of plaquette p. In the language of higher gauge models,
it is said to measure the 1-holonomy; the higher dimensional counterparts are called 2-
holonomies, 3-holonomies and so on. What we have here is actually a lower dimensional
counterpart: the Bl measures the 0-holonomy of the link l.
The Hamiltonian operator is of the form
H0,1 = −
∑
v∈K0
Av −
∑
l∈K1
Bl −
∑
p∈K2
Bp. (2.8)
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The 1-holonomy operator is identical to its 1-gauge theory analogue as given by Eq.
(2.3). The 0-holonomy operator, Bl, compares the gauge fields of adjacent vertices with the
map ∂G1 applied to the link degree of freedom, namely
Bl = δ(x− y, ∂G1 (g)) . (2.9)
Another difference from the models in 2.1 comes in the definition of the vertex operator,
which acts on the vertex as well as on the links around it,
Av =
1
|G1|
∑
g∈G1
Agv, where A
g
v = . (2.10)
We now comment on the data needed to cast this model into the formalism of Section
2.1, namely a pair of chain complexes. The first one, describing the lattice, has not changed.
The difference comes in the chain complex of Abelian groups, now we have Abelian groups
G0, G1, and a group morphism ∂G1 : G1 → G0. This data fixes the second chain complex as
0 ↪→ G2 ∂
G
2−−→ G1 ∂
G
1−−→ G0 → 0, (2.11)
where G2 = 0 and ∂G2 is the obvious map. In other words,
0 ↪→ 0 −→ G1 ∂
G
1−−→ G0 → 0. (2.12)
The chain complexes (2.5) and (2.12) are what we need to recover this model within
the formalism of section 3.
Example 2.1. G0 = Z2, G1 = Z4
Let us consider a discretization of a torus (T 2) with Z2 degrees of freedom associated
to the vertices and Z4 degrees of freedom to the links. The homomorphism between them
∂G1 : Z4 → Z2, is defined by ∂G1 (i) = −1.
We use a graphic representation of basis states. To represent the link states we can
assign a dotted line to |−1〉, an oriented dashed line for |±ı〉 and nothing for |+1〉. Yet for
the vertices, we can draw a dual gray surface for the state |−1〉.
We see that in the ground state subspace, the 1-holonomy operator forces the lines to
form loops, while the 0-holonomy condition imposes every dashed loop to be filled by a gray
surface. We show an allowed configuration for the ground state in figure 1.
This model has the same GSD of the Toric Code as shown in [21].
2.3 1,2-Gauge in 2D
This model is another generalization of an ordinary gauge theory. In addition to the states
localized on the links and labeled by G1, we also have states associated with the plaquettes
that are labeled by another Abelian group G2. This class of models corresponds to an
Abelian version of the models constructed in [19], where 2-groups were considered. We are
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Figure 1. Possible configuration for the ground state in the 0,1-gauge model with groups G0 =
Z2, G1 = Z4. The states are represented by: the links states |−1〉 with the dotted line, while the
|±ı〉 states with a dashed line; for the vertices we picture a gray dual surface for the |−1〉 states, in
2.1.
not going to discuss all the algebraic details regarding 2-groups and refer to [19, 20] for
further information. Instead, we are working with a particular case of Abelian 2-groups
where the only data we need is expressed by the group homomorphism ∂G2 : G2 → G1.
Let K0,K1, and K2 as in the previous examples. For each link l ∈ K1 we have a Hilbert
space Hl with basis {|g〉 , g ∈ G1}. For each plaquette p ∈ K2 we have a Hilbert space Hp
with basis {|α〉 , α ∈ G2}. We call this kind of model 1, 2-gauge theories to indicate that
there are quantum states associated with both sets K1 (links) and K2 (plaquettes). This
makes the total Hilbert space the tensor product over all the local Hilbert spaces, namely
H =
⊗
l∈K1
Hl
⊗
p∈K2
Hp. (2.13)
The Hamiltonian has the form
H1,2 = −
∑
v∈K0
Av −
∑
l∈K1
Al −
∑
p∈K2
Bp, (2.14)
and is composed by 1-gauge transformations, Av, labeled by vertices, 2-gauge transforma-
tions, Al, labeled by links acting at the adjacent plaquettes and 1-holonomy operators, Bp,
that can be thought of as a slight modification of Eq.(2.3). The vertex operator, Av, is the
same as in a pure 1-gauge theory defined in Eq. (2.4), with the substitution G = G1. The
new class of gauge transformations, Al, consists on the averaged sum of the elementary
transformations applied over the plaquettes adjacent to the link in question. The elemen-
tary gauge transformation Aβl acts on the adjacent plaquettes with β ∈ G2 and on the link
with (∂G2 β), so g′ = g + (∂G2 β), this is
Al =
1
|G2|
∑
β∈G1
Aβl , A
β
l = . (2.15)
The 1-holonomy is not exactly the same as in the Quantum Double models: the operator
Bp is defined by
Bp = δ
(
a+ b− c− d, ∂G2 (α)
)
. (2.16)
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Note that this operator gives eigenvalue 1 when the holonomy of the plaquette is equal to
∂G2 (α). For simplicity of notation, we will denote ∂G2 (α) simple by ∂α whenever there is no
danger of ambiguity.
The data needed to cast this model into the formalism of Section 2.1 is as follows. The
first chain complex,
0 ↪→ C2 ∂2−→ C1 ∂1−→ C0 → 0, (2.17)
is common to all 2D examples. The algebraic data is also a chain complex of the form
0 ↪→ G2 ∂
G
2−−→ G1 ∂
G
1−−→ G0 → 0, (2.18)
where G0 = 0 and ∂G1 the trivial map, in other words
0 ↪→ G2 ∂
G
2−−→ G1 −→ 0→ 0. (2.19)
Example 2.2. G1 = Z2, G2 = Z4
The groups that label the degrees of freedom are chosen to be G1 = Z2 = {±1} and
G2 = Z4 = {±1,±i}. Moreover, the homomorphism that relates both gauge fields is chosen
to be such that ∂G2 (i) = −1.
As in the previous example, we use a graphical description for the basis states by
assigning a transverse dotted line for every link holding a |−1〉 state. Plaquette degrees of
freedom are graphically represented by discs, as follows. We assign a + black disc to any
plaquette that holds a |i〉 state, likewise we assign a − black disc to any plaquette holding
a |−i〉 state. Gray discs are used at plaquettes that hold a |−1〉 state, see figure 2.
Figure 2. A possible configuration of the ground state, |GS1〉, for the 1,2-gauge model with groups
G1 = Z2, G2 = Z4. The states are pictured as: dotted lines for links with |−1〉 states, while the
plaquettes have a gray disc for states |±i〉 and black disc for |−1〉 state, see in example 2.2.
The ground state subspace of this model is degenerate and its dimension (or GSD)
contains topological information, as shown in [21]. The ground states of the model can be
understood by means of the graphical representation of states. In this setup the flatness
condition, enforced by plaquette operators Bp, favors configurations where dotted curves
either form loops or end at black discs, as depicted in Fig. 2. The ground state is two
fold degenerate in the sphere S2; both vacua consist on gauge invariant states that are
distinguished by a global operator (cf. [21]).
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The first ground state is obtained by performing all gauge transformations on the trivial
state that consists on |1〉p at every plaquette and |1〉l at every link, this is
|GS1〉 =
∏
v
Av
∏
l
Al
⊗
l∈K1
|1〉l
⊗
p∈K2
|1〉p , (2.20)
in this case we say that the state
⊗
l∈K1 |1〉l
⊗
p∈K2 |1〉p is the seed state for |GS1〉. The
second ground state is obtained from a slightly different seed state, namely
|GS−1〉 =
∏
v
Av
∏
l
Al
⊗
l∈K1
|1〉l
⊗
p 6=p′
|1〉p ⊗ |−1〉p′ , (2.21)
where the choice of the plaquette p′ that holds the |−1〉 state is arbitrary. Note that these
two ground states are indeed different since no gauge transformation can map between
them. There is no local order parameter that distinguishes between the two states signal-
ing the topological nature of the ground state subspace. Furthermore, the two states are
differentiated by the global operator that measures the global 2−holonomy. The topological
nature of these models is precisely discussed in section 3, however, the reader is refered to
[21] for further information.
2.4 1,2,3-Gauge in 3D
Our final example will be a 3D model: let K0,K1,K2,K3 be the sets of vertices, links,
plaquettes, and cubes of a square lattice. A 1, 2, 3-gauge configuration consists of assigning
G1, G2, G3-spins respectively to the links, plaquettes, and cubes. In other words, we have
local Hilbert spaces {Hl, l ∈ K1}, {Hp, p ∈ K2}, and {Hc, c ∈ K3} with basis {|g〉 , g ∈ G1},
{|α〉 , α ∈ G2}, and {|ξ〉 , ξ ∈ G3}, respectively.
Again all the degrees of freedom are considered to be independent, so we take the tensor
product of the local Hilbert spaces,
H :=
⊗
l∈K1
Hl
⊗
p∈K2
Hp
⊗
c∈K3
Hc, (2.22)
as the total Hilbert space. The Hamiltonian is composed by a sum of commuting projectors
as follows:
H1,2,3 = −
∑
v∈K0
Av −
∑
l∈K1
Al −
∑
p∈K2
Ap −
∑
p∈K2
Bp −
∑
c∈K3
Bc. (2.23)
The definition of most of the operators in H1,2,3 is analogue to the previous examples. Let
us discuss them one by one.
In particular, the 1-gauge transformations are performed by Av, labeled by vertices
v ∈ K0, they are defined as:
Av =
1
|G1|
∑
g∈G1
Agv , where: A
g
v = . (2.24)
The second kind of gauge transformations, called 2-gauge transformations, are locally
implemented by Al. Very similar to the one in Eq.(2.15), this operator acts on the link
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l ∈ K1 and all plaquettes p ∈ K2 adjacent to the link. To see this, let |a, α1, α2, α3, α4, . . .〉
be an arbitrary basis state in H, whose configuration is depicted in Fig.3. Then, the action
of the elementary 2-gauge transformation Aβl on this state is given by:
Aβl |a, α1, α2, α3, α4, . . .〉 = |(∂G2 β) + a, α1 + β, α2 + β, α3 − β, α4 − β, . . .〉 ,
which is also depicted in Fig.3.
Figure 3. The action of Aβl is shown on an initial arbitrary basis state |a〉 , a ∈ G1, involving the
link in question l ∈ K1, and the four adjacent plaquettes.
Analogously, local 3-gauge transformations are enhanced by the operator Aρp, with
ρ ∈ G3, that acts with ρ on the degrees of freedom of cubes next to p and acts on p by ∂G3 ζ,
this is
Ap =
1
|G3|
∑
β∈G3
Aρp , where: (2.25)
Aρp = . (2.26)
Regarding the two operators that enforce the flatness conditions of the theory, the 1-
holonomy operator, Bp, is equivalent to its 1-2-gauge analogue of Eq.(2.16), while the
2-holonomy operator sums the values at cube’s faces and compares it with the result of
applying ∂G3 to the cube degree of freedom, in other words
Bc = δ(
∑
j
(−1)ojαj , ∂G3 ξ) , (2.27)
where oj = {0, 1} takes into account the relative orientation of the faces with respect to
the cube, very similar to the 2D case.
Essentially, we are considering an extended version of the chain complex of diagram
(2.5), with the usual boundary maps,
0 ↪→ C3 ∂3−→ C2 ∂2−→ C1 ∂1−→ C0 → 0, (2.28)
once more we depict the lattice as being cubic, for simplicity.
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Additionally, the higher gauge group is encoded in a chain complex very much as in
diagram (2.28), where the composition of homomorphisms is trivial, ∂G3 ◦ ∂G2 = 0, this is
0 ↪→ G3 ∂
G
3−−→ G2 ∂
G
2−−→ G1 ∂
G
1−−→ G0 → 0. (2.29)
Example 2.3. G1 = G2 = G3 = Z4
Let us consider the lattice as coming from a discretization of a solid ball, S3, with
groups G1 = G2 = G3 = Z4 = {±1,±i}, while the homomorphisms between them are
defined by: ∂G3 (i) = ∂G2 (i) = −1.
We are going to adopt a convenient graphic representation of states, depicted in Fig.
4 and consisting of:
• a (±) gray dot in a cube whenever it holds a |±i〉c state, and a black dot if the volume
holds a |−1〉c,
• a dotted line through a plaquette when it holds a |−1〉p state, and an oriented dashed
line for the |±i〉p states,
• for the links we picture a gray surface orthogonal to it for |−1〉l state, and oriented
shaded surfaces for |±i〉l states.
The flat configurations of the theory (seed states) are those that are invariant under the
actions of both Bp and Bc for all plaquettes p and cubes c of the lattice. Such configurations
consist of dotted or dashed loops or open dotted lines with gray dots as endpoints, conditions
that are enforced byBc. The 1-holonomy operatorBp implies that every dashed line encloses
a gray surface.
Figure 4. Configuration in the ground state for the 1,2,3-gauge model with groups G1 = G2 =
G3 = Z4. States are depicted as: cubes with |±i〉c with gray dots, plaquettes with|±i〉p with dashed
oriented lines passing through, while |−1〉p states with dotted lines, look at 2.3.
Note that a configuration with an arbitrary cube holding |−1〉c satisfies all flatness
conditions, this makes the ground state subspace degenerate, with two ground states: one
that comes from considering all states gauge equivalent to the trivial one, where every
degree of freedom is at the identity element 1 ∈ Gn. The other ground state considers a
– 11 –
state with one cube holding a |−1〉c. The model is sensible to the global 3-holonomy.
|G1〉 =
∏
v
Av
∏
l
Al
∏
p
Ap
⊗
l
|1〉l
⊗
p
|1〉p
⊗
c
|1〉c (2.30)
|G2〉 =
∏
v
Av
∏
l
Al
∏
p
Ap
⊗
l
|1〉l
⊗
p
|1〉p
⊗
c 6=c′
|1〉c ⊗ |−1〉c′ (2.31)
Now that we are familiar with some examples of Abelian higher gauge theories, we are
ready to describe them all at once using a more general mathematical structure. The more
general framework that is going to be exhibited in the next section also allows to compute
the entanglement entropy, in the more general case, as we will show in section 4.
3 Review of Abelian Higher Gauge Theories
The models presented on section 2 are examples of what we call Abelian higher gauge the-
ories introduced in [21]. It is useful to describe them using a formalism borrowed from
Homological Algebra since it allows us to handle a large class of models of arbitrary dimen-
sions. The examples given are just a small set of such models having degrees of freedom
attached to vertices, edges, faces, volumes and so on. In this section we recall from [21]
only the basic notation and results needed to calculate the entanglement entropy for any
such model. We refer to [21] for further details. We have indicated in the last section
that the models are parametrized by two chain complexes. The first one is geometrical in
nature and accounts for the structure of the lattice. As for the second, it is a chain complex
of finite Abelian groups encoding the higher gauge group of the model. There will be one
model (Hilbert space and Hamiltonian) for any such choice of chain complexes. The choices
corresponding to each example was given in section 2.
A simplicial decomposition is a natural choice for lattices of any dimension. Although
the formalism can accommodate for any finite cell decomposition we will assume that the
lattice K is made of simplices. In other words
K = K0 ∪K1 ∪ · · · ∪Kd,
whereKn is the (finite) set of n-dimensional simplices. We would like to point out that there
are no further assumptions on K, that makes the formalism very flexible. For instance, K
may have a boundary and may not have a uniform dimension.
It is a standard procedure [50] to associate to K a chain complex
Cd
∂Cd−−→ Cd−1
∂Cd−1−−−→ · · · ∂
C
2−−→ C1 ∂
C
1−−→ C0 (3.1)
that we will denote by (C(K), ∂C). We recall that Cn is the Abelian group freely generated
by Kn. In other words, if we write the group operation as an addition operation, c ∈ Cn is
given by a formal linear combination
c =
∑
x∈Kn
n(x)x (3.2)
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with n(x) ∈ N. The homomorphisms ∂Cn : Cn → Cn−1 are the usual boundary maps.
To describe the higher gauge groups that label the degrees of freedom in the simplicial
complex we introduce a chain complex (G, ∂G) of finite Abelian groups given by
0→ Gd
∂Gd−−→ Gd−1
∂Gd−1−−−→ · · · ∂
G
2−−→ G1 ∂
G
1−−→ G0 → 0, (3.3)
where 0 denotes the trivial group and ∂Gn : Gn → Gn−1 are group homomorphisms such
that ∂Gp ◦ ∂Gp+1 = 0.
We define a gauge configuration f to be an assignment of a group element g ∈ Gn for
each element x ∈ Kn. In other words, a sequence f = {fn}n=0,1,2,...,d of functions
fn : Kn → Gn, (3.4)
x 7→ fn(x). (3.5)
Strictly speaking, we should call f a higher-gauge configuration. Only in the case when
all groups except G1 are trivial f is a proper gauge configuration as can be seen from the
examples of last section. For simplicity, we will keep using "gauge configuration" (and
gauge transformation) to mean a generic f .
Each map fn in (3.4) defines a unique group homomorphism fn : Cn → Gn, as fn is
extended by linearity. Let c ∈ Cn as in (3.2), then
fn(c) =
∑
x∈Kn
n(x)fn(x).
The set Hom(Cn, Gn) of homomorphisms is also an Abelian group if we set
(fn + f˜n)(x) = fn(x) + f˜n(x), fn, f˜n ∈ Hom(Cn, Gn).
It is useful to collect all such Abelian groups in a single direct sum. This simple fact
allows us to view a gauge configuration f as an element of the direct sum
hom(C,G)0 :=
d⊕
n=0
Hom(Cn, Gn) (3.6)
of Abelian groups. That can be represented by a map between chain complexes as depicted
by the diagram in Fig. 5.
· · · Cn+1 Cn Cn−1 · · ·
· · · Gn+1 Gn Gn−1 · · ·
∂Cn+2 ∂
C
n+1
fn+1
∂Cn
fn
∂Cn−1
fn−1
∂Gn+2 ∂
G
n+1 ∂
G
n ∂
G
n−1
Figure 5. A configuration f ∈ hom(C,G)0, consisting on a collection of maps {fn}.
We would like to point out that figure 5 is not a commuting diagram. When this
happens, f ∈ hom(C,G)0 is called a chain map.
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We are now in position to define the model by providing a Hilbert space H of states
|ψ〉 and a Hamiltonian operator H acting on H. We take H to be a Hilbert space with
orthogonal basis labeled by configurations and denoted by |f〉. In other words, a state
|ψ〉 ∈ H is written as a linear combination
|ψ〉 =
∑
f∈hom(C,G)0
ψ(f) |f〉 . (3.7)
In order to define the Hamiltonian we will need to introduce more groups other than
hom(C,G)0 given by (3.6). Let us consider the groups hom(C,G)p defined by
hom(C,G)p :=
d⊕
n=0
Hom(Cn, Gn−p). (3.8)
An element g ∈ hom(C,G)p is a sequence {gn}n=0,1,··· ,d of homomorphisms gn : Cn → Gn−p.
The example of hom(C,G)1 is shown in Fig. 6.
· · · Cn+1 Cn Cn−1 · · ·
· · · Gn+1 Gn Gn−1 · · ·
∂Cn+2 ∂
C
n+1 ∂
C
n ∂
C
n−1
∂Gn+2 ∂
G
n+1 ∂
G
n ∂
G
n−1
gn+2 gn−1 gn gn−1
Figure 6. An element g ∈ hom(C,G)(C,G)1 as a sequence {gn}n=0,1,··· ,d of skewed maps
An important observation is that the sequence of groups hom(C,G)p can be made into a
co-chain complex. That is achieved by considering maps δp : hom(C,G)p → hom(C,G)p+1,
defined by:
(δph)n = hn−1 ◦ ∂Cn − (−1)p∂Gn−p ◦ hn, (3.9)
with h ∈ hom(C,G)p. In fact, it is straightforward to verify that δp+1 ◦ δp = 0, which turns
the sequence
. . . hom(C,G)−1 δ
−1−−−−→ hom(C,G)0 δ0−−−→ hom(C,G)1 . . . (3.10)
into a co-chain complex. The expression above shows only the part of the sequence that is
relevant for the present application, please refer to [21] for a more detailed account.
To complete de description we need to define a chain complex that is the dual of (3.10).
This will be done by dualizing the groups Gn as follows. Let Hom(Gn, U(1)) be the set
of homomorphisms a : Gn → U(1). Since Gn are Abelian, this is nothing but the set of
irreducible unitary representations of Gn, denoted by Ĝn. We will give Ĝn the structure of
an Abelian group. Let a, b ∈ Ĝn and g ∈ Gn. Let us write the group operation in Ĝn as
a+ b and the inverse of a as −a. The group is defined by setting (a+ b)(g) = a(g)b(g) and
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(−a)(g) = (a(g))−1. In order to dualize (3.10) we first define the dual hom(C,G)p of (3.8)
as
hom(C,G)p :=
d⊕
n=0
Hom(Cn, Ĝn−p). (3.11)
As before, an element m ∈ hom(C,G)p is a sequence {mn}n=1,2,··· ,d with mn ∈
Hom(Cn, Ĝn−p). Each mn is completely defined by their values on the generators x ∈ Kn.
That allows us to introduce a pairing
〈·, ·〉 : hom(C,G)p × hom(C,G)p → U(1)
(f,m) 7→ 〈m, f〉 (3.12)
given by
〈m, f〉 =
d∏
n=0
∏
x∈Kn
mn(x)(fn(x)). (3.13)
Let us to define a boundary map δp : hom(C,G)p → hom(C,G)p−1 given by
〈δpm, f〉 = 〈m, δp−1f〉, (3.14)
where m ∈ hom(C,G)p and f ∈ hom(C,G)p−1. Clearly δp ◦ δp+1 = 0 is verified. The chain
complex dual to (3.10) that we will need is given by
. . . hom(C,G)−1
δ0←−−− hom(C,G)0 δ1←−−− hom(C,G)1 . . . . (3.15)
3.1 Operators and Hamiltonian
The Hamiltonians we presented as examples in section 2 have a similar structure. They are
a sum of operators that can be divided in two types. There are higher gauge transformations
and diagonal operators measuring higher gauge holonomies. In the general formalism these
two sets of operators in H come from co-chain complex (3.10) and chain complex (3.15)
respectively. The first set of operators is parametrized by hom(C,G)−1 whereas the second
by hom(C,G)1.
For t ∈ hom(C,G)−1 and m ∈ hom(C,G)1 we define:
At |f〉 := |f + δ−1t〉 , (3.16)
Bm |f〉 := 〈m, δ0f〉 |f〉 . (3.17)
The interpretation of (3.16) and (3.17) can be derived from the special case when the
chain complex (3.3) is made of trivial groups except by G1. The resulting model has the
familiar form of a gauge theory on the lattice. In this case, it follows that a configuration
f ∈ hom(C,G)0 assigns one group element of G1 for each link of the lattice, as expected in a
ordinary gauge theory. Furthermore, t ∈ hom(C,G)−1 gives a group element g(v) ∈ G1 for
each vertex v of the lattice. One can verify that At performs on each vertex v an ordinary
gauge transformation with parameter g(v). As for the general case, f and At define what we
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mean by higher gauge configurations and higher gauge transformations. As we pointed out
before, we will keep calling them gauge configurations and gauge transformations. Going
back to the special case, we need to look at the eigenvalue 〈m, δ0f〉 of Bm to see what is it
measuring. It follows from the definition that δ0f ∈ hom(C,G)1 and m ∈ hom(C,G)1, it
assigns to each face p of the lattice its holonomy hp and a unitary representation χp ∈ U(1)
respectively. Operators Bm are therefore measuring the number
∏
p χp(hp) depending on
all holonomies of the lattice.
The first thing to be noticed is that both At and Bm are not localized, they act on
the entire lattice. For the definition of the Hamiltonian, however, we need to define local
projectors. This is easily achieved by taking t and m with a local support in the lattice K
and averaging over the groups.
Definition 3.1 (Localized maps). Let x ∈ Kn, g ∈ Gn+1 and r ∈ Gˆn−1. We define the
local maps eˆ[n, x, r] ∈ hom(C,G)1 and e[n, x, g] ∈ hom(C,G)−1 by
e[n, x, g](y) :=
{
g, if y = x
0, otherwise
(3.18)
eˆ[n, x, r](f) :=r(fn(x)), (3.19)
where y ∈ K, and f ∈ hom(C,G)p.
Definition 3.2 (Local projector operators). Let x ∈ Kn, g ∈ Gn+1, r ∈ Gˆn−1. We define
local gauge projector An,x and local holonomy projector Bn,x as:
An,x =
1
|Gn+1|
∑
g∈Gn+1
Ae[n,x,g], (3.20)
Bn,x =
1
|Gn−1|
∑
r∈Gˆn−1
Beˆ[n,x,r]. (3.21)
The Hamiltonian operator H is defined as
H = −
d∑
n=0
∑
x∈Kn
An,x −
d∑
n=0
∑
x∈Kn
Bn,x. (3.22)
It is straightforward to show that An,x and Bn,x are commuting projectors. Further-
more, in the special case where the chain complex (G, ∂G) has only G1 different from the
trivial group, we recover the quantum double model with group G1. Also, by choosing
(G, ∂G) we can reproduce all examples we have discussed in the last section.
This Hamiltonian is actually frustration free since there is at least one state that gives
eigenvalue 1 for all An,x and Bn,x. Let |0〉 denotes the state labeled by the trivial element
of the group hom(C,G)0. It corresponds to a configuration that maps all elements of Kn
to 0 ∈ Gn for all n. Let us define
|0〉G =
d∏
n=0
∏
x∈Kn
An,x |0〉 .
– 16 –
One can show that |0〉G is non zero and
An,x |0〉G = |0〉G , (3.23)
Bn,x |0〉G = |0〉G , (3.24)
for all 0 ≤ n ≤ d and x ∈ Kn. Therefore a state |ψ〉 is in the ground state H0 if and only if
An,x |ψ〉 = |ψ〉 , (3.25)
Bn,x |ψ〉 = |ψ〉 , (3.26)
for all 0 ≤ n ≤ d and x ∈ Kn.
It is useful to characterize H0 in another way. Let us consider the following operators:
1. projector A0 given by
A0 = 1|hom(C,G)−1|
∑
t∈hom(C,G)−1
At, (3.27)
that maps any state |f〉 ∈ H into a normalized sum of gauge equivalent states;
2. projector B0 given by
B0 = 1|hom(C,G)1|
∑
m∈hom(C,G)1
Bm, (3.28)
which gives eigenvalue 1 for a state |f〉 ∈ H, only if satisfies f ∈ ker(δ0); in other
words, it projects onto the flat holonomy sector of H.
As stated in [21], the projector Π0 on the ground state subspace H0 can be written as
Π0 := A0B0 . (3.29)
Furthermore, the dimension of H0 is determined by the zeroth cohomology group of the
cochain complex in Eq.(3.10). It can be stated more precisely as follows.
Theorem 3.3 (Dimension of the ground state subspace). The dimension of the ground
state subspace H0 (GSD) is given by the number of flat states |ker(δ0)|, modulo the gauge
equivalence |Im(δ−1)|, this is
GSD =
|ker(δ0)|
|Im(δ−1)| .
Proof. The proof of this theorem can be found in [21] as its main result.
3.2 Examples
To see how this general framework works let us review the examples of models given in
section 2, only this time extracted from the formalism presented in §3.
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3.2.1 Abelian Quantum Double Model
The Abelian QDMs of §2.1 are obtained by considering a very short chain complex (G, ∂G),
as indicated in Figure 7, together with the maps that define gauge transformations and
measurements of holonomy.
• Classical gauge configurations on links of the lattice are labeled by maps f1 : C1 →
G1; equivalently hom(C,G)0 = Hom(C1, G1). Basis states of H are labeled by such
classical configurations.
• Generalized gauge transformations are parametrized by maps t0 ∈ hom(C,G)−1 =
Hom(C0, G1). These maps associate vertices to group elements in G1. The actual
transformation of a basis state |f1(x)〉 at a link x ∈ K1 is given by At0 |f1(x)〉 =
|f1(x) + t0 ◦ ∂C1 (x)〉.
• The notion of holonomy is the usual one, parametrized by maps m2 ∈ hom(C,G)1 =
Hom(C2, Ĝ1) that takes a plaquette y ∈ K2 and associates it to an element in Ĝ1.
We can derive the Hamiltonian operators in Eq.(2.2) from Equation (3.22).
H = −
∑
x∈K0
1
|G1|
∑
g∈G1
Ae[0,x,g] −
∑
y∈K2
1
|G1|
∑
r∈Gˆ1
Beˆ[2,y,r]
0 C2 C1 C0 0
0 G1 0
∂C2 ∂
C
1
f1 t0
Figure 7. Chain complexes and maps for the Abelian QDM, for the Toric Code G1 = Z2, in 3.2.1
3.2.2 0,1-Gauge
We now look at the data needed for the 0,1-gauge quantum model presented in 2.2. Here
the chain complex (G, ∂G) given by equation (2.12) is more interesting, with G0 and G1
non trivial. Figure 8 shows how the maps are arranged, in particular:
• Classical gauge configurations are now labeled by collections of maps f = {f0, f1},
where f0 : C0 → G0 determines vertex configurations while f1 : C1 → G1 does it for
the link configurations. In other words hom(C,G)0 = Hom(C0, G0)⊕Hom(C1, G1).
• Generalized gauge transformations are still parametrized by maps t0 ∈ Hom(C0, G1),
as in a 1-gauge theory. The action on quantum states, however, gets modified by the
inclusion of G0-spins at vertices. To see this, let v ∈ K0, l ∈ K1 and f ∈ hom(C,G)0.
The state |f〉 = |. . . , f0(v), f1(l), . . .〉 is transformed as:
At0 |f〉 = |. . . , f0(v)− ∂G1 ◦ t0(v), f1(l) + t0 ◦ ∂C1 (l). . . .〉
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• The notion of holonomy gets generalized since we now have two holonomy values:
the 1-holonomy which is measured by maps m2 ∈ Hom(C2, Gˆ1) and the 0-holonomy
measured by m1 ∈ Hom(C1, Gˆ0).
The Hamiltonian of Eq.(2.8) is then given by:
H = −
∑
x∈K0
1
|G1|
∑
g∈G1
Ae[0,x,g] −
∑
y∈K1
1
|G0|
∑
r∈Gˆ0
Beˆ[1,y,r] −
∑
y∈K2
1
|G1|
∑
r∈Gˆ1
Beˆ[2,y,r]. (3.30)
0 C2 C1 C0 0
0 G1 G0 0
∂C2 ∂
C
1
f1 f0
∂G1
t0
Figure 8. Set of maps for 0,1-gauge model, in 3.2.2.
3.2.3 1,2-Gauge
The 1,2-gauge model presented in section 2.3 comes from the chain complex (C, ∂G) given
in equation (2.19). We show the relevant maps in figure 9, in particular:
• Classical gauge configurations now consider degrees of freedom on plaquettes given
by maps f2 ∈ Hom(C2, G2), in addition to the link configurations defined by f1 ∈
Hom(C1, G1).
• The generalized notion of gauge transformations include 1-gauge transformations
given by maps t0 ∈ Hom(C0, G1) and 2-gauge transformation, from every link to
its neighbor plaquettes t1 ∈ Hom(C1, G2).
• Holonomy values are measured by maps m2 ∈ Hom(C2, Gˆ1)), such that for an arbi-
trary basis state |f〉 , f ∈ hom(C,G)0: Bm |f〉 = 〈m2, δ0f〉 |f〉, where for an arbitrary
plaquette p ∈ K2, we have:
〈m2, δ0f(p)〉 = 〈m2, f1 ◦ ∂C2 (p)− ∂G2 ◦ f2(p)〉.
So the Hamiltonian in equation (2.14) is obtained by the decomposition for the maps:
H = −
∑
x∈K0
1
|G1|
∑
g∈G1
Ae[0,x,g] −
∑
x∈K1
1
|G2|
∑
g∈G2
Ae[1,x,g] −
∑
y∈K2
1
|G1|
∑
r∈Gˆ1
Beˆ[2,y,r]. (3.31)
Now that we have familiarized with the general theory with the help of some examples,
we are ready to proceed onto the next section, where we present the result of this paper.
The calculation of the entanglement entropy for all Abelian higher gauge theories can be
carried out in general. The result obtained relates the entanglement entropy of an Abelian
higher gauge theory to the GSD of a related theory, as we will precisely see.
– 19 –
0 C2 C1 C0 0
0 G2 G1 0
∂C2
f2
∂C1
f1
∂G2
t1 t0
Figure 9. Set of maps for 1,2-gauge model, in 3.2.3.
4 Entanglement Entropy in Abelian Higher Gauge Theories
In this section we calculate the entanglement entropy for the class of models defined in [21]
and reviewed in section 3. We begin by defining the bipartition of the
(
C(K), ∂C
)
chain
complex into a subcomplex
(
C(KA), ∂
C
A
)
and its complement. We then observe that an
associated higher gauge theory can be defined in the subcomplex (C(KA), ∂CA ) which will
be useful for both the calculation and the interpretation of the results. As usual, we begin
by introducing the density matrix ρ in terms of the ground state projector of (3.29). The
reduced density matrix ρA = TrB(ρ) is then obtained and shown to be best written in terms
of the local operators of the higher gauge theory defined in the subcomplex
(
C(KA), ∂
C
A
)
.
The entanglement entropy is the von Neumann entropy of the reduced density matrix
SA := −Tr(ρA log ρA).
The result we obtain relates this quantity to a restricted gauge theory in region A. In par-
ticular, we show that the entanglement entropy of a higher gauge theory with Hamiltonian
as in (3.22) is equal to the logarithm of the ground state degeneracy GSDA˜ of a related
higher gauge theory restricted to region A, in other words
SA = log
(
GSDA˜
)
.
In the text below the definition of GSDA˜ is explained fully.
4.1 Bipartition of the Geometrical Chain Complex
We recall from Section 3 that the geometrical content of the model is given by the chain
complex (C(K), ∂C) encoding the lattice. We consider a simplicial chain complex for con-
venience. In order to calculate the entanglement entropy of the class of models defined by
the Hamiltonian (3.22) we first need to define the bipartition of the lattice. The system is
divided into two regions A and B, as in [37, 39, 40]. This means the Hilbert space splits
into H = HA ⊗HB, where A is the region we have access to.
We split the simplicial complex K =
⋃d
n=0Kn into a subcomplex KA and its com-
plement, which in general is not a simplicial complex on its own. Asking KA to be a
subcomplex is not a severe restriction. It will allow us to perform the calculation of the
entanglement entropy in the most general case using the formalism presented in Section 3.
For each 0 ≤ n ≤ d partition the sets of n-simplices in the form Kn = Kn,A ∪Kn,B where
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Kn,A is the set of n-simplices in region A and Kn,B the set of simplices in region B. We do
this in such a way that KA =
⋃d
n=0Kn,A is a subcomplex of K.
Let Cn,A be the n-chain group generated by the n-simplices, x ∈ Kn,A, of region A.
Let also ∂Cn,A : Cn,A → Cn−1,A be the restriction of the boundary map ∂Cn into the subset
Kn,A. Clearly ∂Cn,A ◦ ∂Cn+1,A = 0. This makes
(
C(KA), ∂
C
A
)
into a chain complex
Cd,A
∂Cd,A−−−→ Cd−1,A
∂Cd−1,A−−−−→ · · · ∂
C
2,A−−→ C1,A
∂C1,A−−→ C0,A. (4.1)
Let us apply the construction reviewed in Section 3 to the
(
C(KA), ∂
C
A
)
complex together
with the same chain complex of Abelian groups in (3.3), namely
0→ Gd
∂Gd−−→ Gd−1
∂Gd−1−−−→ · · · ∂
G
2−−→ G1 ∂
G
1−−→ G0 → 0. (4.2)
Homomorphisms between the two chain complexes (4.1) and (4.2) can be constructed
giving rise to the groups
hom(CA, G)p :=
⊕
n
Hom(Cn,A, Gn−p).
Elements of such groups are sequences of morphisms fn,A : Cn,A → Gn−p whose support
lies on KA. For example, a gauge configuration on region A is an assignment of a group
element g ∈ Gn for each element x ∈ Kn,A. This is, a collection of maps fA = {fn,A} for
n = 0, 1, . . . , d, where:
fn,A : Kn,A → Gn,
x 7→ fn,A(x).
Therefore, gauge configurations in A can be viewed as elements of the group
hom(CA, G)0 =
⊕
n
Hom(Cn,A, Gn).
The set of vectors {|f〉A}, labeled by group elements f ∈ hom(CA, G)0, form a basis of the
Hilbert space HA. In other words, a state |Ψ〉A ∈ HA is written as
|Ψ〉A =
∑
f∈hom(CA,G)0
Ψ(f) |f〉A .
Similarly, we have the group hom(CA, G)−1 whose elements serve as parameters for the
higher gauge transformations as well as the dual group hom(CA, G)1 that parametrizes the
higher gauge holonomy operators. More importantly, a higher gauge theory in region A can
be defined by considering a chain complex similar to the one in (3.10) as we will see in the
next section.
hom(CA, G)−1
δ−1A−−→ hom(CA, G)0
δ0A−→ hom(CA, G)1, (4.3)
where the co-boundary map δpA : hom(CA, G)
p → hom(CA, G)p−1 is defined by
(δpAf)n := fn−1,A ◦ ∂Cn,A − (−1)p∂Gn−p ◦ fn,A,
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4.2 Reduced Density Matrix
As usual, we start by introducing the density matrix ρ of the model with Hamiltonian
(3.22), given by
ρ :=
Π0
tr (Π0)
=
Π0
GSD
, (4.4)
where Π0 : H → H0 is the ground state projector of eq. (3.29) and GSD stands for the
ground state degeneracy of eq. (??).
From (3.29) we know that the ground state projector Π0 can be written in terms of the
projectors in (3.27) and (3.28) as
Π0 =
 1
|hom(C,G)−1|
∑
t∈hom(C,G)−1
At
 1
|hom(C,G)1|
∑
m∈hom(C,G)1
Bm
 . (4.5)
However, we want to re-parametrize the two sums in the above equation such that they
run over independent elements only. In other words, we want to factor the redundancies out
of the sums. This can be achieved by looking at the group structure of hom(C,G)−1 and
hom(C,G)1. Take for instance hom(C,G)−1 whose elements parametrize the higher gauge
transformations of the theory. The redundancies in the sum over t ∈ hom(C,G)−1 of (4.5)
come from elements that act trivially over quantum states (examples of such elements are
shown in Section 5). Recall that gauge transformations act on actual states by means of
the δ−1 operator. Thus, we can identify the elements of hom(C,G)−1 that act trivially on
states: they form a subgroup of hom(C,G)−1 called the kernel and given by ker(δ−1) := {t ∈
hom(C,G)−1 | δ−1(t) = 0}, where 0 ∈ hom(C,G)0 is the identity element that labels the
trivial gauge configuration. Morever, non-trivial gauge transformations are parametrized
by elements of hom(C,G)−1 that are not mapped to the identity by δ−1, they define a
subgroup of hom(C,G)0 known as image and denoted Im(δ−1). Both the kernel and the
image of the co-boundary map, δ−1, are related to each other by the first isomorphism
theorem [51] which in this case reads
hom(C,G)−1
ker(δ−1)
' Im(δ−1). (4.6)
Elements of the quotient group in the above expression are the cosets of ker(δ−1) in
hom(C,G)−1. This is:
hom(C,G)−1
ker(δ−1)
:= {[t] | t ∈ hom(C,G)−1},
where the coset [t] = {t + hi, hi ∈ ker(δ−1)} consists on all elements of hom(C,G)−1 that
differ from t by an element in ker(δ−1). This is precisely what we need to factor the sums in
(4.5). The sum over t ∈ hom(C,G)−1 can be replaced by a sum over the cosets of ker(δ−1)
in hom(C,G)−1 as follows:∑
t∈hom(C,G)−1
At =
∑
[s]∈hom(C,G)−1
ker(δ−1)
|ker(δ−1)|As,
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where s ∈ [s] is an arbitrary representative of the coset. A similar argument holds for the
sum over m ∈ hom(C,G)1 which allows to factor out the redundancies from the second
sum in (4.5). By doing this, we ensure that the sums run over independent group elements
only:
Π0 =
 1|Im(δ−1)| ∑
[t]∈hom(C,G)−1
ker(δ−1)
At

 1|Im(δ1)| ∑
[m]∈hom(C,G)1ker(δ1)
Bm
 , (4.7)
note that we have used |hom(C,G)−1| = |ker(δ−1)||Im(δ−1)| to simplify the normalization
factor of the first sum. A similar identity holds for the second sum. This leaves us with the
density matrix of (4.4) written as:
ρ =
1
GSD
1
|Im(δ−1)||Im(δ1)|
 ∑
[t]∈hom(C,G)−1
ker(δ−1)
At

 ∑
[m]∈hom(C,G)1ker(δ1)
Bm
 . (4.8)
We can now proceed to the calculation of the reduced density matrix. Let us consider
the bipartition of the geometric chain complex
(
C(K), ∂C
)
described in section 4.1. This
procedure splits the Hilbert space into two subspaces H = HA ⊗HB. Then, we obtain the
reduced density matrix by taking the partial trace over region B (usually interpreted as the
region where we have no access), this is:
ρA := TrB(ρ). (4.9)
To evaluate the partial trace we consider a basis {|fn,B〉}, where fn,B ∈ hom(CB, G)0
is the restriction of hom(C,G)0 to B. For simplicity, let us denote this basis as {|bi〉}, with
i = 1, 2 . . . ,dim(HB). The reduced density matrix is now written:
ρA =
1
GSD
1
|Im(δ−1)||Im(δ1)|
∑
i
〈bi|
∑
[t]
∑
[m]
AtBm
 |bi〉 , (4.10)
where [t] ∈ hom(C,G)−1ker(δ−1) and [m] ∈ hom(C,G)1ker(δ1) . Both At and Bm are traceless operators unless
they are equal to the identity operator, as we show in Proposition A.1 of Appendix A.
Because of this, the only terms that survive the partial trace are those for which At and
Bm act as identity in HB. In other words, the only operators that survive the partial trace
are those that act exclusively on region A. In terms of local operators this means that
all holonomy operators that lie inside region A will survive the trace. The case of gauge
transformations is more subtle since we need to discard gauge transformations that lie at
the boundary of A as well, see Appendix A.
To account for such operators we use the restricted gauge theory defined by the complex
in (4.3) with a slight modification. We are interested on further restricting such a theory
by allowing gauge transformations that act on the interior of KA only. In other words, we
want to discard the gauge transformations at the boundary ∂(A). To this intent, let us give
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a more precise notion of interior of A. Let Kn,A˜ = {x ∈ Kn,A |x ∩ ∂(A) = ∅} be the set of
all n-simplices that have no intersection with the boundary of A. Then, the interior of A
is the set A˜ :=
⋃d
n=0Kn,A˜.
Recall from section 3 that the higher gauge transformations of a higher gauge theory
are parametrized by elements of the group hom(C,G)−1. Thus, to account for gauge trans-
formations that act exclusively on the interior of A we just need to consider the subgroup
of hom(CA, G)−1 whose support is contained on A˜ only. This can be done using the notion
of interior of A as follows: consider homomorphisms whose support lie on the interior of A,
namely Hom(Cn,A˜, Gn+1). Let then:
hom(CA˜, G)
−1 :=
d⊕
n=0
Hom(Cn,A˜, Gn+1),
with elements f ∈ hom(CA˜, G)p consisting on collections of maps f = {fn}:
fn : Kn,A˜ → Gn+p, (4.11)
x 7→ fn(x), (4.12)
where x ∈ Kn,A˜ and fn(x) ∈ Gn+p.
It is straightforward to show that hom(CA˜, G)
p is a subgroup of hom(CA, G)p. More-
over, we can define the restriction of the co-coundary operator δp into the interior of A.
This is, δp
A˜
:= δp|A˜, such that the sequence
hom(CA˜, G)
−1 δ
−1
A˜−−→ hom(CA, G)0
δ0A−→ hom(CA, G)1, (4.13)
is a co-chain complex, i.e., δ0A ◦ δ−1A˜ = 0. This co-chain complex encodes an Abelian higher
gauge theory over KA whose gauge transformations are restricted to act on the interior of
A only.
We can now return to equation (4.10) and evaluate the partial trace of the density
matrix ρ, which yields
ρA =
1
GSD
1
|Im(δ−1)||Im(δ1)|
(∑
p,q
ApBq
)
TrB(1B), (4.14)
where the sums now run over independent internal gauge transformations
p ∈ hom(CA˜, G)
−1
ker(δ−1A )
, (4.15)
and non-trivial holonomy values in A
q ∈ hom(CA, G)1
ker(δ1|A) . (4.16)
Finally, observing that Tr(1B) = dim(HB) we get for the reduced density matrix:
ρA =
1
GSD
dim(HB)
|Im(δ−1)||Im(δ1)|
(∑
p,q
ApBq
)
.
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The above expression can be further simplified as follows: Observe that by applying
the first isomorphism theorem [51] on the sequence of Eq.(3.10) it is easy to show that the
dimension of the Hilbert space factors into
dim(H) = ∣∣hom(C,G)0∣∣ = ∣∣ker(δ0)∣∣ ∣∣Im(δ0)∣∣ .
Also, in Appendix B we show that
∣∣Im(δ0)∣∣ = |Im(δ1)| this allows us to write:
GSD |Im(δ−1)||Im(δ1)| = dim(H) = dim(HA) dim(HB),
which in turn yields for the reduced density matrix,
ρA =
1
dim(HA)
(∑
p,q
ApBq
)
. (4.17)
4.3 Entanglement Entropy
Having found the reduced density matrix in (4.17) we are able to calculate its Von Neumann
entropy, also known as entanglement entropy. This calculation will require us to evaluate
the logarithm of ρA at some point and this is usually done using a series expansion. In this
sense, we will start by calculating the square of ρA:
ρ2A =
1
dim(HA)2
(∑
p,q
ApBq
)∑
p′,q′
Ap′Bq′
 = |Im(δ0A)||Im(δ−1A˜ )|
dim(HA)2
(∑
p,q
ApBq
)
,
where in the last equality the factors in the numerator come from rearranging the sums
over p′ ∈ hom(CA˜,G)−1
ker(δ−1A )
and over q′ ∈ hom(CA,G)1ker(δ1|A) . This leaves for the square of the density
matrix:
ρ2A =
|Im(δ0A)||Im(δ−1A˜ )|
dim(HA) ρA = λ ρA. (4.18)
Now we can calculate the logarithm of ρA by series expansion, which yields: log(ρA) =
log(λ)
λ ρA. Finally the entanglement entropy is:
SA = −Tr(ρA log(ρA)) = −Tr(ρA log(λ)) = log(1/λ)Tr(ρA) = log(1/λ), (4.19)
where we have used Tr(ρA) = 1. Let us look at the λ factor more carefully, since it encodes
the essential information about the entanglement entropy of the model. By recalling that
dim(HA) =
∣∣hom(CA, G)0∣∣ = ∣∣ker(δ0A)∣∣ ∣∣Im(δ0A)∣∣, we are able to write:
1
λ
=
dim(HA)∣∣Im(δ0A)∣∣ ∣∣∣Im(δ−1A˜ )∣∣∣ =
∣∣ker(δ0A)∣∣∣∣∣Im(δ−1
A˜
)
∣∣∣ , (4.20)
Equation (4.20) is already very interesting since it relates 1/λ to the ground state degeneracy
(GSD) of the model restricted toHA and for which gauge transformations act in the interior
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of A only. By replacing this expression into Eq.(4.19) we are able to state our main result,
that the entanglement entropy is given by:
SA = log
 ∣∣ker(δ0A)∣∣∣∣∣Im(δ−1
A˜
)
∣∣∣
 = log (GSDA˜) . (4.21)
We want to highlight that the only requirement we asked for the bipartition is that the
simplicial complex K is divided into a subcomplex KA and its complement. Therefore, this
result is very general since it is valid for any higher gauge theory of the type described in
Sections 2, 3 and constructed in [21] and for any arbitrary dimension.
In the following section we exhibit the power of this result by calculating the entan-
glement entropy of several examples coming from higher gauge theories, which include the
familiar Quantum Double Models in their Abelian versions.
5 Examples
In this section we showcase the generality of our result by calculating the entanglement
entropy of the models shown in §2. In general terms, the expression we obtained of SA
requires us to find the number of gauge equivalent classes of basis states in HA with trivial
holonomy, |kerδ0A|, where gauge equivalence is determined by independent transformations
on the interior of A, given by |Imδ−1
A˜
|. Such counting calls for a case by case study, as we
shall see.
5.1 (2D) 1-Gauge: Z2 Toric Code
We start from the simplest example of a 1-gauge theory, the Toric Code [46]; whose en-
tanglement entropy has been calculated in [13, 52], for instance. The model consists of
Z2-spins placed at links of the lattice, plaquette operators Bp that favor flat 1-holonomy
configurations and vertex operators Av that implement gauge transformations. Considering
the partition of the lattice shown in Fig. 10, Eq.4.21 tells us that the entanglement en-
tropy is obtained by counting the number of flat configurations in A modulo internal gauge
transformations. Basis states can be represented by means of a graphical notation where
Figure 10. Region A in a 2D squared lattice is shown in dotted lines
a dual dashed line is placed at each link that holds the |−1〉 state. In this representation,
flat configurations in region A are described by dashed curves that cross plaquettes an even
number of times. Thus, it is not difficult to note that the different gauge equivalence classes
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are given by all possible flat configurations at plaquettes on the boundary of A. A priori,
there are 2|∂A| inequivalent boundary flat configurations; however, we need to mod out the
two gauge equivalent configurations shown in figure 11. This gives for the entanglement
entropy of the Toric Code:
SA = log2
 ∣∣ker(δ0A)∣∣∣∣∣Im(δ−1
A˜
)
∣∣∣
 = log2 (GSD|A˜|) = log2( 2∂A2
)
= |∂A| − 1, (5.1)
we recover the area law together with the topological correction.
Figure 11. Region A: configurations for the corner plaquette, which are gauge equivalent in the
calculation of the entanglement entropy SA for the Toric Code.
In [52], the Toric Code with open boundary conditions is considered for which GSDA˜
is obtained in detail and coincides with our result. Moreover, a calculation of entanglement
entropy is also performed in [52] giving the exact same value we obtain here.
5.2 (2D) 0,1-Gauge, Z4 → Z2
We now consider an specific example from the models exhibited in §2.2 and §3.2.2 where
the expression for the operators and the Hamiltonian can be found. In particular, we saw
in Example 2.1 that when the gauge groups are set to be G1 = Z4 and G0 = Z2 the model
exhibits topological degeneracy, very similar in nature to that of the Toric Code. This
suggests the appearance of a corresponding topological term in the entanglement entropy,
SA, as we shall see.
Again, we take a region A of the two dimensional lattice, such as the one shown in Fig.
10. Now, calculating the entanglement entropy, as given by Eq. (4.21), requires us to count
the number of flat configurations (kerδ0A) modulo internal gauge transformations (Imδ
−1
A˜
).
It is not difficult to realize that this counting reduces to identifying all non-equivalent flat
configurations at the boundary of the region in question, ∂A. From the details of the
model (see Example 2.1) note that for each plaquette, p ∈ ∂A, there are four (0,1)-flat
configurations. Making 4|∂A| the total number of such configurations. Yet there are four
configurations with internal loops which are gauged away by internal transformations, as
shown in figure 12.
This leaves for the entanglement entropy of the 0,1-gauge theory:
SA = log2
 ∣∣ker(δ0A)∣∣∣∣∣Im(δ−1
A˜
)
∣∣∣
 = log2 (GSDA˜) = log2
(
4|∂A|
4
)
∼ |∂A| − 1. (5.2)
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Figure 12. Zoom of region A in the down-left corner: four types of configurations gauge equivalent
for the corner plaquette for the entanglement entropy calculation SA in the 0,1-gauge model with
groups G0 = Z2, G1 = Z4, discussed in 5.3. The boundary ∂A is depicted with a wider line.
5.3 (2D) 0,1-Gauge, Z2 → Z2
We now show the Example 2.1 but when the gauge groups are set to be G1 = Z2 and
G0 = Z2, and the boundary map is the identity ∂ : G1 → G0. We can picture the link
in the |−1〉l state with a dotted line, while a gray dual surface for the vertex in the |−1〉v
state. The model does not present topological order. The possible configuration for the
flat holonomy are plaquettes with the identity or crossed by a dotted line enclosing a gray
surface, i.e. with a pair of link state in the |−1〉l and the vertex in |−1〉v, yet there aren’t
any gauge inequivalent configuration, therefore the calculation for the entropy become:
SA = log2
(
GSDA˜
)
= log2
 ∣∣ker(δ0A)∣∣∣∣∣Im(δ−1
A˜
)
∣∣∣
 = log2 ( 2|∂A| ) = |∂A|. (5.3)
The topological term given by a constant does not appear, as a confirmation of the non
topological nature of the model.
5.4 (2D) 1,2-Gauge, Z2 → Z2
This time we consider the case of the 1,2-gauge theory (§2.3 and §3.2.3) shown in Exam-
ple 2.2, where the gauge groups are G2 = Z4 and G1 = Z2. As already shown in Ex.
2.2 and [21], this model presents a 2-fold ground state degeneracy for any connected two
dimensional lattice, the ground states of Eqns. (2.20) and (2.21). Although this degen-
eracy seems not to have any topological origin, it is related to the second cohomology
group H2(C,H2(G)) = Hom(H2(C), H2(G)) as shown in [21]. The topological nature of
the ground state degeneracy can be reassured by finding the ground state entanglement
entropy.
Once more, we consider a special region of the lattice, A, such as the one in Fig.
10. Note, from Eq. (2.14), that the flatness condition of the model is enforced by the
plaquette operators, Bp, of Eq. (2.16). Thus, the entanglement entropy calculation reduces
to finding the number of non-equivalent flat configurations at the boundary of A. Observe
that, for each p ∈ ∂A, there are 4 boundary flat configurations of the type of Fig.(a)13,
therefore, there are 22|∂A|. Nevertheless, there is redundancy coming from the internal 1-
gauge transformations that relates pairs of boundary flat configurations, depicted in Fig.
(b)13. This leaves for the entanglement entropy:
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(a) Plaquete in the down-left corner: four
types of configurations counted in the
ker(δ0A).
(b) Gauge equivalent con-
figurations, which are mod
out.
Figure 13. Configurations for region A counted in the entropy calculation for the model 0,1-gauge
with groups Z4 → Z2. The dotted line represents a link state with |−1〉l, the gray dot represents
|±i〉p plaquette states.
SA = log2
 ∣∣ker(δ0A)∣∣∣∣∣Im(δ−1
A˜
)
∣∣∣
 = log2 (GSDA˜) = log2
(∣∣∣22|∂A|
2
∣∣∣) = 2|∂A| − 1. (5.4)
We can see from the above expression the area law term ∼ |∂A| and the topological term
−1.
5.5 (3D) 1,2,3-Gauge, Z4 → Z4 → Z4
In the three dimensional case we consider a region A as a cube of R links per side. The
model proposed is analyzed in section 2.4 and 2.3. The holonomy operators involved are
Bp, Bc, we show in figure 4 the configurations allowed in the ground state.
In region A the different configurations for the flatness condition are equal the number
of boundary plaquettes in the cube. Every boundary plaquette can present four different
ground state configurations: empty, with a dotted line exiting the cube, with a crossing
dashed curve oriented, as shown in figure 14.
On the other hand the gauge transformations in the interior of A can add a dotted
loop or dashed loops with two different orientations. So the configurations are the number
of boundary plaquettes minus 1.
SA = log2
 ∣∣ker(δ0A)∣∣∣∣∣Im(δ−1
A˜
)
∣∣∣
 = log2 (GSDA˜) = log2 ( ∣∣∣4|∂A|4 ∣∣∣ ) = |∂A| − 1 (5.5)
Figure 14. A plaquette in the boundary of region A: four types of configurations counted in the
entanglement entropy calculation SA in the 1,2,3-gauge model, with groups G1 = G2 = G3 = Z4,
presented in 5.5.
Let us consider a different region A, a square of side R, for this sublattice no gauge
transformations is fully supported in a 2D surface so we count just the different flat config-
urations for the boundary plaquettes. The entanglement entropy is then equal the number
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of plaquettes in A, its volume.
SA = log4
 ∣∣ker(δ0A)∣∣∣∣∣Im(δ−1
A˜
)
∣∣∣
 = log4 (GSDA˜) = log4 ( 4|A| ) = |A| (5.6)
This result is a general feature: the restriction of the gauge theory into region A imposes
that the gauge transformations at the boundary act just as the identity. If the boundary
between region A and B is the whole region A, in the counting for the entropy we consider
only the flat configurations in A, which scale as the volume of region A.
6 Conclusions
The paper carried out the calculation of the entanglement entropy for all Abelian higher
gauge theories in a comprehensive way. We started by making a review of the kind of
models we treated. Then we described them in very general terms, as introduced in [21].
The calculation followed from the definition of the density matrix ρ as being proportional to
the ground state projector, see (4.8). To obtain the reduced density matrix we considered
a bipartition of the simplicial complex K into a subcomplex KA and its complement. The
partial trace over the unknown region was used to obtain the reduced density matrix ρA,
which included operators that were exclusively supported in KA, see (4.17). From the Von
Neumann entropy formula we derived the entanglement entropy and showed that it could
be naturally interpreted as the ground state degeneracy of the same model but restricted
to the subcomplex KA, see (4.21). In this sense, we mapped the problem of calculating
the entanglement entropy of a higher gauge theory to a problem of counting the flat edge
states of the theory restricted to region A. The actual counting of the edge states was
model dependent as we showed in section 5. An area law was recovered when performing
the calculation for specific examples. Furthermore, the universal term known as topological
entanglement entropy was present whenever topological order is detected in the ground
states. This fact confirmed the topological nature of the models in a very clear way, showing
that entanglement entropy could be used to probe topological order in dimensions greater
than 2.
The entanglement entropy behavior was essentially related to the boundary between
the two subcomplex KA and its complement. This could be pictured using the Toric
code’s ground states on manifold with boundaries [14, 52], where the gauge inequivalent
states were the ones relegated to the boundary. When the subcomplex had the same
dimension as the manifold, the boundary followed an area law, while for a subcomplex KA
of smaller dimension a volume law was recovered by the formula in (4.21). An intuitive
explanation could consider the boundary as the measure of the communication between
the two subregions, so for example a 2D surface immersed in a 2D region B would have
a 1D boundary -area law-, although if it is immersed in a 3D region it would have a
2D boundary -volume law- (5.6). We unfolded the reasoning throughout the paper with
concrete examples of Abelian higher gauge theories to gain an intuition of the structure. The
number of configurations depended on the algebraic and geometrical information specific
of every model.
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A Trace of Local Operators
In this appendix we show how taking the partial trace of the ground state projector, or any
product of projection operators of the theory, implies in Eq.(4.14). This is, we show that
the local projectors An,x and Bn,x are traceless unless they are trivial (equal to the identity
operator).
We begin by writing the density matrix, ρ, using the local decomposition of A0 and B0
(see [21] for a detailed account on this). The local decomposition yields:
A0 =
d∏
n=0
∏
x∈Kn
An,x, and B0 =
d∏
n=0
∏
x∈Kn
Bn,x,
such that the density matrix of Eq.(4.4) can be written as:
ρ =
1
GSD
(
d∏
n=0
∏
x∈Kn
Ax
)(
d∏
n=0
∏
x∈Kn
Bx
)
,
this form is convenient for taking the partial trace as the operators are now localized at
simplices x ∈ Kn for 0 ≤ n ≤ d, this allows the identification of the operators that act
exclusively on region A from the operators that act on both ∂(A) and B, in order to get the
terms that survive the partial trace. In this sense, the reduced density matrix is written as:
ρA = TrB(ρ) = TrB
∏
n
∏
x∈Kn
An,x
∏
y∈Kn
Bn,y
 . (A.1)
Before going onto the calculation of the above partial trace, we will prove a property that
will let us evaluate the partial trace rather straightforwardly.
Proposition A.1. Let x, y ∈ Kn, be n-simplices for 0 ≤ n ≤ d. The local operators,
An,x, Bn,y : H → H, are traceless unless they act trivially (as the identity operator 1H).
Proof. Let {|f〉} be a basis of H, with f ∈ hom(C,G)0. We start by taking the trace of the
local gauge transformations:
Tr (An,x) =
∑
f
〈f |An,x |f〉 = 1|Gn+1|
∑
f
∑
g∈Gn+1
〈f |Ae[n,x,g] |f〉 .
From (3.16), the action of An,x on a basis state consists in general on a shift of basis
elements, which yields:
Tr (An,x) =
1
|Gn+1|
∑
f
∑
g∈Gn+1
〈f |f + δ−1(e[n, x, g])|f〉 .
From the last expression it is clear that the only non-null term in the sum occurs only when
g = e ∈ Gn+1, the identity element. Thus, we have:
Tr (An,x) =
Tr (1)
|Gn+1| =
dim(H)
|Gn+1| .
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Similarly, for the trace of local holonomy measurement operators, Bn,y, we have:
Tr (Bn,y) =
∑
f
〈f |Bx|f〉 = 1|Gn−1|
∑
f
∑
r∈Gˆn−1
〈f |Beˆ[n,y,r] |f〉 .
Using (3.17) the above expression can be written as:
Tr (By) =
1
|Gn−1|
∑
f
∑
r∈Gˆn−1
〈r, δ0fn(y)〉 〈f |f〉 = 1|Gn−1|
∑
f
∑
r∈Gˆn−1
〈r, δ0fn(y)〉〈eˆ, δ0fn(y)〉 〈f |f〉 ,
where in the last line we used the fact that 〈eˆ, g〉 = 1, ∀g ∈ Gn−1 and eˆ ∈ Gˆn−1, the trivial
representation. From the orthogonality relations of characters [53–56], we note that:∑
f
〈r, δ0fn(y)〉〈eˆ, δ0fn(y)〉 = δ(e, fn(y)),
which implies that the trivial representation term is the only one that has non-zero trace,
since it acts as the identity operator.
Tr (By) =
|H|
|Gn−1|
This result can naturally be extended to products of such operators to show that the
only term that survives the trace is the one that acts trivially. This allows us to express
the reduced density matrix, ρA of Eq.(A.1) in terms of operators that act only in region A.
In this case, Proposition A.1 implies that any operator (or product of several) that is
different from 1B, the identity operator in HB, will have vanishing trace. This, in turn,
tells us about the nature of the operators that survive the trace. In particular, local gauge
transformations Ax will survive the trace if and only if x ∈ Kn,A˜, where A˜ is the interior
of A 1 as in Def. 4.2. On the other hand, local holonomy measurement operators By
will survive the trace if and only if y ∈ Kn,A which corresponds to the entire region A.
Consequently, the reduced density matrix is:
ρA = TrB(1B)
∏
n
∏
x∈Kn,A˜
Ax
∏
y∈Kn,A
By.
From which we write Eq. (4.14).
B Auxiliary Isomorphism
In this appendix, we prove the equality
∣∣Im(δ0)∣∣ = |Im(δ1)| that allowed us to relate the
dimension of the Hilbert space H and the ground state degeneracy GSD through:
GSD |Im(δ−1)||Im(δ1)| = dim(H) = dim(HA) dim(HB).
1Local gauge transformations are labeled by simplices x ∈ Kn and they act on the gauge fields at the
co-boundary, ∂∗(x). In particular, gauge transformations located at x ∈ Kn,∂(A), the boundary of A, also
act on B. Thus, they do not contribute to the trace.
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However, in order to do so, we will show that there is a well defined bijection between
ker(δ1) and hom(C,G)1/Im(δ0) from which the result follows.
So, in general, consider A,B two finite Abelian groups and φ : A → B a homomor-
phism between them. Consider also Aˆ = Hom(A,U(1)) and Bˆ = Hom(B,U(1)) their
corresponding irreducible representations, let φˆ : Bˆ → Aˆ be the homomorphism between
representations induced by φ via:
φˆ(β) := β ◦ φ,
where β ∈ Bˆ is an irrep of B, and φˆ(β) ∈ Aˆ as it is expected.
Proposition B.1. The subgroups ker φˆ and BIm(φ) are isomorphic.
Proof. We will split the proof in two parts, in the first half of the proof we show that there
is a well defined map between ker φˆ and BIm(φ) and then we show that its inverse is also well
defined, which turns the maps into a bijection.
1. Note that an irreducible representation β ∈ kerφˆ, if and only if, φˆ(β) = β ◦ φ = 1 ∈
U(1) which in turn is equivalent to say that Imφ ⊂ kerβ. This allows us to construct
the following commuting diagram:
B
pi

β
// U(1)
B
Imφ
β′
==
(B.1)
where pi : B → BImφ is the canonical projection sending b ∈ B into its corresponding
equivalence class [b] ∈ BImφ Furthermore, β′ ∈ Hom( BImφ , U(1)) is unique and defined
as:
β′([b]) := β(b)
notice that β′ is well defined within equivalence classes since Imφ ⊂ kerβ. To see this,
consider b′ 6= b ∈ [b], this means that b− b′ ∈ Imφ ⊂ kerβ, therefore:
β(b− b′) = 1, ⇒ β(b)β(b′)−1 = 1,
⇒ β(b) = β(b′) = β′([b]).
This is, we have shown that given an irrep β ∈ kerφˆ then there is a unique morphism
β′ ∈ Hom( BImφ , U(1)).
We now need to show that the converse also holds, to this intent, consider β′ : BImφ →
U(1). Recall that Imφ ⊂ kerβ. Observe also that β is the only map for which the
diagram in B.1 commutes.
Thus, we have shown that given a β′ ∈ Hom( BImφ , U(1)) there is a unique β = β′ ◦pi ∈
kerφˆ.
– 33 –
2. Now we carry on showing that the map above is in fact a bijection and it defines an
isomorphism. Let ι be the map:
ι : kerφˆ −→ Hom
(
B
Imφ
,U(1)
)
,
β 7→ β′,
where β′([b]) := β(b). Let now, κ, be the map:
κ : Hom
(
B
Imφ
,U(1)
)
−→ kerφˆ,
β′ 7→ β := β′ ◦ pi,
where pi : B → BImφ is the canonical projection that sends b ∈ B into its corresponding
equivalence class [b] ∈ BImφ . Notice that κ = ι−1, since:
(κ ◦ ι) (β)(b) = κ(β′)(b) = (β′ ◦ pi)(b) = β′([b]) = β(b).
Therefore, the map ι is a bijection. To prove that it defines an isomorphism we only
need to check for its compatibility with the group operation in kerφˆ. This is, given
β1, β2 ∈ kerφˆ, we want to show that ι(β1 · β2) = ι(β1) · ι(β2).
So, consider b ∈ B and , [b] ∈ BImφ :
ι(β1 · β2)([b]) = (β1 · β2)′([b]) = (β1 · β2)(b) = β1(b) · β2(b) = ι(β1) · ι(β2).
Hence, kerφˆ ' Hom
(
B
Imφ , U(1)
)
.
In particular, as a result of the above proposition, it is true that, for A,B finite groups:∣∣∣kerφˆ∣∣∣ = ∣∣∣∣Hom( BImφ,U(1)
)∣∣∣∣ = |B||Imφ| , (B.2)
where in the last step we used the fact that all groups are Abelian. We are one step
away from our goal which can be stated as:
Proposition B.2. Let φ : A → B be a homomorphism between finite Abelian groups.
Moreover, let φˆ : Bˆ → Aˆ its dual morphism. Then,
|Imφ| =
∣∣∣Im φˆ∣∣∣ .
Proof. From Prop. B.1, we know that:
∣∣∣kerφˆ∣∣∣ = |B||Imφ| . Now, applying the First Isomor-
phism Theorem [51] on φˆ : Bˆ → Aˆ, we know that: Bˆ/kerφˆ ' Imφˆ, from which we can
write:
|Bˆ|
|kerφˆ| =
∣∣∣Im φˆ∣∣∣ ,
– 34 –
recall that |Bˆ| = |B| since we are dealing with Abelian groups. Replacing Eq. (B.2) into
the above one, we get:
|Imφ| = |Im φˆ|,
as it was to be shown.
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