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ASYMPTOTIC STABILITY OF HARMONIC MAPS ON THE HYPERBOLIC PLANE
UNDER THE SCHRO¨DINGER MAPS EVOLUTION
A. LAWRIE, J. LU¨HRMANN, S.-J. OH, AND S. SHAHSHAHANI
Abstract. We consider the Cauchy problem for the Schro¨dinger maps evolution when the domain is the
hyperbolic plane. An interesting feature of this problem compared to the more widely studied case on the
Euclidean plane is the existence of a rich new family of finite energy harmonic maps. These are stationary
solutions, and thus play an important role in the dynamics of Schro¨dinger maps. The main result of this
article is the asymptotic stability of (some of) such harmonic maps under the Schro¨dinger maps evolution.
More precisely, we prove the nonlinear asymptotic stability of a finite energy equivariant harmonic map Q
under the Schro¨dinger maps evolution with respect to non-equivariant perturbations, provided Q obeys a
suitable linearized stability condition. This condition is known to hold for all equivariant harmonic maps
with values in the hyperbolic plane and for a subset of those maps taking values in the sphere. One of the
main technical ingredients in the paper is a global-in-time local smoothing and Strichartz estimate for the
operator obtained by linearization around a harmonic map, proved in the companion paper [36].
1. Introduction
Schro¨dinger maps are a geometric generalization of wave functions (i.e., complex-valued solutions ψ to
the Schro¨dinger equation ∂tψ = i∆ψ) to Riemann-surface-valued maps. More precisely, given a Riemannian
manifold Σ and a Riemann surface1 N , a map u : R × Σ → N is called a Schro¨dinger map if it solves the
equation
∂tu = h
jkJ(u)Dj∂ku, (1.1)
where h is the metric on Σ, D is the pull-back covariant derivative on u∗TN (extended to T ∗Σ⊗ u∗TN in
the natural fashion) and J(u) denotes the complex structure on u∗TN .
In this article, we consider the Cauchy problem for the Schro¨dinger maps evolution when the domain is
the hyperbolic plane, i.e., Σ = H2. An interesting feature of this problem compared to the more widely
studied case Σ = R2 is the existence of a rich new family of finite energy (i.e., ∂u ∈ L2(Σ)) harmonic maps,
which are stationary solutions to (1.1) and thus play an important role in the dynamics of Schro¨dinger maps.
For instance, while it is well-known that no finite energy harmonic maps from R2 into H2 exist other than
the constant maps, there exist infinitely many nonconstant finite energy harmonic maps from H2 into H2,
parametrized by the “boundary data at infinity”; for more discussion on this point, we refer to [40].
The main result of the present article is the asymptotic stability of (some of) such harmonic maps under the
Schro¨dinger maps evolution. More precisely, we prove the asymptotic stability of a finite energy equivariant
harmonic map Q into S2 or H2 under the Schro¨dinger maps evolution with respect to possibly non-equivariant
perturbations, provided that Q obeys a suitable linearized stability condition. In particular, it is applicable
to any finite energy equivariant harmonic map Q when N = H2, and to maps whose image is contained in a
small enough geodesic ball when N = S2. We refer to Subsection 1.1 for a more definite formulation of the
main result (Theorem 1.7).
The present work may be thought of as the Schro¨dinger maps analogue of the work [40], which concerns
the asymptotic stability of finite energy equivariant harmonic maps from H2 to N = S2 or H2 under the
equivariant wave maps evolution, and of the works [42, 43, 46], which are on the same problem without
any symmetry assumptions when N = H2. However, analysis of the Schro¨dinger maps equation without
symmetry around a nonconstant harmonic map brings on new challenges in comparison with the previous
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1In this paper, by a Riemann surface, we mean an orientable 2-dimensional Riemannian manifold (N , g). By orientability,
there exists a Riemannian volume form ω, which in turn induces a compatible parallel complex structure J by the relation
g(X, Y ) = ω(X, JY ).
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cases, which are discussed (along with their resolutions) in Subsection 1.2 below. A more detailed discussion
of related prior works is given in Subsection 1.3.
1.1. Main result. The aim of this subsection is to provide a first statement of the main result (Theorem 1.7).
We begin with some necessary preliminaries; we will often leave the details to Section 2 below. In all of what
follows, Σ = H2 and N = S2 or H2.
Finite energy equivariant harmonic maps into N = S2 or H2. Fix a point (the origin) in Σ and N , and
consider the action of the rotation group SO(2) = {eiθ : θ ∈ R} that fixes this point (there are two possible
actions depending on the orientation, but the precise choice is inconsequential). We denote the infinitesimal
generator of the rotation (in the direction of increasing θ) on Σ and N by Ω and Ω˜, respectively. Given a
map u : Σ→ N , we define its infinitesimal equivariant rotation by
DΩu = du(Ω)− Ω˜(u).
We say that u is equivariant (or co-rotational) if DΩu = 0. Graphically, equivariance means that u is
invariant under the simultaneous rotations of the domain and the target manifolds by the same angle. In
the polar coordinates2 (r, θ) and (ρ, ϑ) on Σ and N defined with respect to the origin chosen above, an
equivariant map u takes the form
u(r, θ) = (ρ(r), θ).
In [40], all finite energy equivariant harmonic maps from Σ = H2 into N = S2 or H2 were classified.
Proposition 1.1 ( [40, Propositions 2.1 and 2.2]). The following statements hold.
(1) Consider the case N = S2. For every 0 ≤ α < π, there exists a unique finite energy equivariant
harmonic map Qλ : H
2 → S2 such that limr→∞Qλ(r, θ) = (α, θ). It takes the form
Qλ(r, θ) = (2arctan(λ tanh(r/2)), θ),
where λ is determined by the relation α = 2arctan(λ).
(2) Consider the case N = H2. For every 0 ≤ β < ∞, there exists a unique finite energy equivariant
harmonic map Pλ : H
2 → H2 such that limr→∞ Pλ(r, θ) = (β, θ). It takes the form
Pλ(r, θ) = (2arctanh(λ tanh(r/2)), θ),
where λ is determined by the relation β = 2arctanh(λ).
Linearized stability conditions. We are interested in the asymptotic stability of the harmonic maps in Propo-
sition 1.1 under the nonlinear Schro¨dinger maps evolution. The starting point for this investigation is the
formulation of suitable stability conditions for the linearized equation about such a harmonic map.
Given a harmonic map Q : Σ→ N and a section φ of Q∗TN , we introduce the operator
HQφ = −DℓDℓφ−R(Q)(φ, ∂ℓQ)∂ℓQ, (1.2)
where D is the pull-back covariant derivative on Q∗TN and R the pull-back curvature operator. Here and
below, the standard convention of raising and lowering tensorial indices on the domain Σ = H2 via the
metric h is in effect. This operator is linear and symmetric for smooth compactly supported ϕ with respect
to the natural L2-pairing for sections of Q∗TN . It arises as the linearization of the harmonic maps equation
Dℓ∂ℓu = 0 about Q. Following a common convention, we call HQ the linearized operator about Q.
To motivate the first linearized stability condition, we start with an alternative interpretation of HQ in
the context of calculus of variations. A harmonic map is a critical point (at least formally, with respect to
the L2 inner product for sections of Q∗TN ) of the energy functional
E(u) = 1
2
∫
Σ
(∂ℓu, ∂ℓu).
The linearized operator HQ is the Hessian of the energy functional at the critical point u = Q. Thus, if
Q is a local minimum of the energy functional (in a suitable class of maps), then
∫
Σ(HQφ, φ) needs to be
nonnegative. Our first linearized stability condition is a strengthening of this property:
2That is, given a point P in Σ (resp. N ), r (resp. ρ) is the geodesic distance from the origin O, and θ (resp. ϑ) is the angle
measured at the origin between the geodesic segment OP and a reference ray emanating from O.
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Definition 1.2 (Weak linearized stability). We say that Q obeys the weak linearized stability condition, or
that it is weakly linearly stable, if there exists ρQ > 0 such that, for any smooth compactly supported section
φ of Q∗TN , ∫
Σ
(HQφ, φ) ≥ ρ2Q
∫
Σ
(φ, φ). (1.3)
By the Poincare´ inequality (or equivalently, the spectral gap 14 for the Laplacian) on H
2, we note that
(1.3) holds with ρ2Q =
1
4 when Q is the constant map [12]. In fact, all harmonic maps in Proposition 1.1 are
weakly linearly stable; see Proposition 3.3 below.
The weak linearized stability condition suffices for the local rigidity of the harmonic map Q under suitably
regular and localized perturbations, as well as for the asymptotic stability of Q under the harmonic maps
heat flow evolution (see Theorem 1.5; note that the latter implies the former). However, the implication of
the weak linearized stability condition for the Schro¨dinger maps evolution is less clear. For our main result,
we require the following stronger condition, whose role is to ensure that the associated linearized Schro¨dinger
maps equation has good dispersive behaviors (see Proposition 3.9 and the related discussions):
Definition 1.3 (Strong linearized stability). We say that Q satisfies the strong linearized stability condition,
or that it is strongly linearly stable, if the following conditions hold:
• No eigenvalues below 14 . For any smooth compactly supported section φ of Q∗TN ,∫
Σ
(HQφ, φ) ≥ 1
4
∫
Σ
(φ, φ).
• No threshold resonance. There exists C0 > 0 such that, for any smooth compactly supported
section φ of Q∗TN ,
‖φ‖H1
thr
≤ C0‖(14 −HQ)φ‖H−1thr
where
‖φ‖H1
thr
:= ‖(Dr + 12 )φ‖L2 + ‖
1
sinh r
Dθφ‖L2 + ‖ 1
(1 + r2)
1
2
φ‖L2 ,
and H−1thr is the dual of H
1
thr.
For all harmonic maps in Proposition 1.1 in the case N = H2, and for those with sufficiently small λ in
the case N = S2, the strong linearized stability condition holds; see Proposition 3.4 below. However, not
all harmonic maps in Proposition 1.1 satisfy this condition. Indeed, in [40], it was shown that HQ has an
eigenvalue in the gap (0, 14 ) if N = S2 and λ is large enough; see also [37] for analogous results for harmonic
maps in higher equivariance classes.
Remark 1.4. Analogous to [40, § 1.3.1, Remark 3], the presence of a gap eigenvalue implies the existence of
a non-decaying spatially localized solution to the linearized Schro¨dinger maps equation. Hence, the asymptotic
stability of Q cannot be proved by simply relying on the dispersive properties of the underlying linear equation.
Nevertheless, on the basis of conservation of energy, local rigidity of Q and the heuristic expectation that the
Schro¨dinger map would asymptotically relax to a stationary solution, we still conjecture that all finite energy
equivariant harmonic maps into S2 must be asymptotically stable, possibly via a nonlinear mechanism as in
the work of Soffer–Weinstein [64].
Fractional Sobolev spaces for maps. We now turn to the task of defining the analogue of fractional Sobolev
spaces for maps Σ → N . While it is desirable to find an intrinsic construction, it is rather cumbersome to
carry out. Instead, we follow a commonly taken shortcut and base our definition on an auxiliary device,
namely, an isometric embedding of the relevant part of N into a Euclidean space.
In the case when N is a closed manifold (so, under our convention, N = S2), the definitions are straight-
forward. By Nash’s isometric embedding theorem, there exists an isometric embedding ι : N →֒ RN for
some N . Abusing the notation a bit, we identify N with the submanifold ι(N ) ⊆ RN . Then for any σ ∈ R,
we define the space of Hσ maps into N with the same boundary data at infinity as Q to be
HσQ(Σ;N ) = {u : Σ→ RN : u−Q ∈ Hσ and u(x) ∈ N for a.e. x ∈ Σ},
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and equip it with the distance ‖u − v‖Hσ (we refer to Subsection 2.5 below for the definition of the space
Hσ). Similarly, we define the space of H1 ∩ C0 maps into N with the same boundary data at infinity as Q
to be
(H1 ∩ C0)Q(Σ;N ) = {u : Σ→ RN : u−Q ∈ H1 ∩ C0 and u(x) ∈ N for a.e. x ∈ Σ},
and equip it with the distance ‖u − v‖H1∩L∞ . For u ∈ HσQ(Σ;N ) with σ > 1 or (H1 ∩ C0)Q(Σ;N ), we
always choose the continuous representative, so that u(x) ∈ N for all x ∈ Σ.
The isometric embedding ι : N → RN also allows us to identify sections φ of u∗TN with RN -valued
functions. We define the Lp and Hσ norms of φ by viewing it as an RN -valued function; note that the Lp
norms defined as such are equivalent to the intrinsic Lp norms defined using the induced metric on u∗TN .
Next, we consider the case when N is noncompact (so, under our convention, N = H2). Note that there
cannot exist a uniform isometric embedding of N = H2 into any Euclidean space, simply by consideration
of the growth of the length of circles. On the other hand, note that the image of all harmonic maps Q in
Proposition 1.1 are bounded. As we are interested in small perturbations of Q, it suffices for our purposes
to define distances for maps whose image is close to that of Q.
More precisely, given a bounded neighborhood N˜ of Q(Σ) in N , consider a modification N ′ of N outside
N˜ that is a closed 2-dimensional Riemann surface3. Fix an isometric embedding ι of N ′ into a Euclidean
space. Then we define the spaces HσQ(Σ; N˜ ) and (H1 ∩ C0)Q(Σ; N˜ ) of maps taking values in N˜ , as well as
the Lp and Hσ norms of sections of the pull-back tangent bundles, via this isometric embedding in the same
fashion as above.
To unify the two cases, in what follows, we always fix a bounded open set N˜ in N that contains
the image of the harmonic map Q we are interested in, and then fix an isometric embedding (as
Riemannian manifolds) of the modified closed Riemann surface N ′ →֒ RN , which agrees with N
on N˜ ⊂ N ′. All spaces of maps into N˜ and norms for sections of the pull-back tangent bundles are defined
with respect to this fixed isometric embedding.
Asymptotic stability of harmonic maps under the heat flow and caloric gauge. In order to discuss the asymp-
totic behavior of Schro¨dinger maps about Q, we need an appropriate choice of gauge, which, at the naive
level, refers to a suitable way of describing the difference between u and Q. A geometrically natural and
highly useful choice, called a caloric gauge, may be made with the help of the associated parabolic flow,
namely the harmonic map heat flow. The caloric gauge was first introduced by Tao [67, 68] in the context
of the wave maps equation on R2. We refer to Subsections 1.2 and 1.3 for further discussion on the caloric
gauge and its history. A one-parameter family of maps U(s) : H2x ×R+s → N is called a harmonic map heat
flow if
∂sU = D
ℓ∂ℓU. (1.4)
As alluded to earlier, all harmonic maps Q in Proposition 1.1 are asymptotically stable with respect to (1.4),
essentially as a consequence of the weak linearized stability condition.
Theorem 1.5. Let Q : H2 → N be a finite energy equivariant harmonic map in Proposition 1.1. Fix a
bounded neighborhood N˜ of Q(H2) in N , and consider a smooth map u from H2 into N˜ such that
‖u−Q‖H1∩L∞ ≤ ǫ0.
If ǫ0 is sufficiently small depending on Q and N˜ , then the harmonic map heat flow U(x, s) with U(x, 0) = u(x)
exists globally. For all s ∈ [0,∞), we have U(x, s) ∈ N˜ and
‖U(s)−Q‖H1∩L∞ . e− 12 ρ
2
Qs‖u−Q‖H1∩L∞ .
Therefore, given a small perturbation u of Q, the harmonic map heat flow U with U(x, 0) = u(x) gives a
natural splitting of u into Q and the remainder, namely,
uA(x) = QA(x) −
∫ ∞
0
∂sU
A(x, s) ds,
where we used the isometric embedding of N˜ into RN to write the above relation. To analyze a Schro¨dinger
map u(t) near Q, our strategy is to work with the linearized object ∂sU(t) defined as above, which captures
the difference between u(t) and Q. The gauge freedom in this approach is the choice of an orthonormal
3In our context, N˜ is contained in a disk inside H2, so the desired closed Riemann surface (which is nothing but a closed
orientable 2-dimensional Riemannian manifold) N ′ is easily constructed.
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frame e of U∗TN , with which ∂sU may be described intrinsically (i.e., without reference to any isometric
embedding N˜ →֒ RN ) as a complex-valued function ψs on H2 × (0,∞) via
ψs = (∂sU, e1) + i(∂sU, e2).
We refer to Subsection 2.4 for a more detailed discussion of this formalism.
The gauge (or the orthonormal frame) we use is specified by the following definition.
Definition 1.6. Let U : H2 × [0,∞) → H2 be a global harmonic map heat flow converging to Q as in
Theorem 1.5. We say that an orthonormal frame e of U∗TN is the caloric gauge with the Coulomb gauge
at infinity if the following conditions hold:
• Positive orientation. e2 = J(U)e1.
• Caloric gauge condition. Dse = 0 on H2 × (0,∞).
• Coulomb gauge condition at infinity. The limit e∞(x) = lims→∞ e(x, s) is a well-defined or-
thonormal frame on Q∗TN that obeys DℓDℓe∞ = 0.
We refer to Subsections 4.2 and 4.3 for more details on Theorem 1.5, and to Subsections 3.1 and 4.4 for
further properties of the gauge given in Definition 1.6 (including, of course, its existence and uniqueness up
to a global rotation).
Asymptotic stability of harmonic maps under the Schro¨dinger maps evolution. We are now ready to state
the main result.
Theorem 1.7. Let Q : H2 → N be a finite energy equivariant harmonic map as in Proposition 1.1. Assume,
in addition, that Q is strongly linearly stable. Fix any small number δ > 0 and a bounded neighborhood N˜
of Q(H2) in N . Consider a smooth map u0 from H2 into N˜ such that
‖u0 −Q‖H1+2δ + ‖DΩu0‖H1+2δ ≤ ǫ0. (1.5)
If ǫ0 is sufficiently small depending on Q and N˜ , then there exists a unique global Schro¨dinger map u(t) with
u(0) = u0. For all t ∈ R, we have u(t,H2) ⊂ N˜ and
‖u(t)−Q‖H1+2δ + ‖DΩu(t)‖H1+2δ . ‖u0 −Q‖H1+2δ + ‖DΩu0‖H1+2δ .
Moreover, u asymptotes to Q as t → ±∞ in the sense that the following uniform point-wise convergence
statement holds:
‖u(t)−Q‖L∞ → 0 as t→ ±∞. (1.6)
In fact, ψs belongs to the “dispersive space” S(R), to be defined in Subsection 3.3 below, in the caloric gauge
with the Coulomb gauge at infinity.
For a more precise statement of Theorem 1.7, see Theorem 5.4 below. We remark that (1.6) is qualitative,
in the sense that it requires the qualitative smoothness of u0. On the other hand, we will be able to obtain
a quantitative control of the S(R) norm of ψs in terms of the norm of u0 on the LHS of (1.5). The finiteness
of ‖ψs‖S(R) implies dispersive decay properties, namely the finiteness of appropriate global-in-time local
smoothing and Strichartz norms; see Subsection 3.3 for details.
As a consequence of Theorem 1.7 and Proposition 3.4, all harmonic maps in Proposition 1.1 in the case
N = H2, as well as those with sufficiently small λ in the case N = S2, are asymptotically stable under the
Schro¨dinger maps evolution in the sense of Theorem 1.7.
Remark 1.8. While the present paper only concerns the cases N = S2 and H2 for the sake of simplicity, our
approach seems applicable with minor modifications to any finite energy equivariant harmonic map Q into
any rotationally symmetric Riemann surface N (i.e., there exists an action of SO(2) by isometries) obeying
the strong linearized spectral stability condition and a suitable boundary condition at infinity. On the other
hand, removing the equivariance assumption on Q seems to require new ideas.
1.2. Main ideas for the proof of Theorem 1.7.
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The equations of motion in the caloric gauge. As alluded to in Subsection 1.1, our overall strategy for proving
Theorem 1.7 is to analyze the the linearized object ∂sU(t, x, s) in the caloric gauge (Definition 1.6). The
main equations of motion in this formalism may be summarized as follows (see Subsection 5.1 for details):
• The complex-valued function ψs = (∂sU, e1)+i(∂sU, e2) obeys the inhomogeneous linearized Schro¨dinger
maps equation about U(t, x, s),
(iDt +D
kDk)ψs − iκIm (ψkψs)ψk = i∂sw. (1.7)
This is the main equation for analyzing the time evolution of the Schro¨dinger map. Here, Dµ =
∂µ + iAµ is the induced covariant derivative with the connection 1-form Aµ = (Dµe1, e2), ψµ =
(∂µU, e1) + i(∂µU, e2) represents the differential of U expressed with respect to the frame (e1, e2)
and κ is the Gauss curvature of N ; see Subsection 2.4 for more details on the notation.
• The complex-valued function w = w(t, x, s) on the RHS of (1.7) is the Schro¨dinger tension field,
w = (∂tU − hjkJ(U)Dj∂kU, e1) + i(∂tU − hjkJ(U)Dj∂kU, e2),
which measures the failure of the Schro¨dinger map equation for U(t, x, s) with s > 0. It is estimated
in terms of ψs through the inhomogeneous linearized harmonic map heat flow about U(t, x, s) in the
s-direction,
(Ds −DkDk)w + iκIm (ψkw)ψk = iκψkψkψs, (1.8)
along with the condition w(s = 0) = 0, which is equivalent to the Schro¨dinger maps equation for
u(t, x) = U(t, x, 0).
• In the s-direction, ψs obeys the linearized harmonic map heat flow about U(t, x, s),
(Ds −DkDk)ψs + iκIm (ψkψs)ψk = 0. (1.9)
To close this system of equations, we need to relate Aµ and ψµ with ψs; this is where the caloric gauge
condition enters. First, computing [Ds,Dµ] in two different ways, it follows that ∂sAµ−∂µAs = κIm (ψsψℓ).
Moreover, the caloric gauge condition in Definition 1.6 is equivalent to As = (Dse1, e2) = 0. Hence,
Aµ(s) = −
∫ ∞
s
κIm (ψsψℓ)(s
′) ds′ +A∞µ (s),
where A∞µ = (Dµe
∞
1 , e
∞
2 ). Next, by the compatibility condition Dsψµ = Dµψs and As = 0,
ψµ(s) = −
∫ ∞
s
Dµψs(s
′) ds′ + ψ∞µ (s),
where ψ∞µ = (∂µQ, e
∞
1 ) + i(∂µQ, e
∞
2 ).
From these equations, we may observe several advantages of the caloric gauge formulation:
(1) While (1.1) appears to be quasilinear due to the presence of the coefficient J(u) in front of hjkDj∂ku,
the main t-evolution equation (1.7) is a semilinear Schro¨dinger equation in ψs (albeit with a derivative
nonlinearity, which is still challenging; see the discussion below).
(2) The formula relating Aµ with the differential of U is favorable (compared to, say, the Coulomb
gauge) in that it does not involve inversion of an elliptic operator.
(3) The key variables ψs and w are scalar, as opposed to tensorial.
(4) Even though U(t, x,∞) = Q(x) is a nontrivial map, the parts of the system (1.7), (1.8) and (1.9)
that are linear in ψs and w (over R) are diagonal. The nontrivial observation is that the potentially
non-diagonal linear terms, which are all of the form iκ(ψ∞)kψ∞k ψs or iκ(ψ
∞)kψ∞k w, vanish thanks
to the Cauchy–Riemann equation satisfied by the harmonic map Q between surfaces; see (3.2).
The first and second points were key in the proof of global regularity and scattering of small energy
Schro¨dinger maps on R2 [9]. The importance of avoiding the use of tensorial (as opposed to scalar) lin-
ear propagators, which may behave badly on a curved background such as Σ = H2, was emphasized in [41]
in the context of wave maps on Hd (d ≥ 4). The final observation is one of the key structural underpinnings
of our proof of Theorem 1.7 in the caloric gauge.
ASYMPTOTIC STABILITY OF HARMONIC MAPS ON H2 UNDER THE SCHRO¨DINGER MAPS EVOLUTION 7
Analysis of the Schro¨dinger equation for ψs. The harmonic map heat flow equation (1.4) for U allows us to
relate u(t) − Q with ψs(t, s) in the caloric gauge under the bootstrap assumption that u(t) − Q is not too
large. More precisely, provided that ‖u(t)−Q‖H1∩L∞ ≪Q 1, for any δ > 0 we have
‖m(s)s 12ψs(t)‖L2ds
s
((0,∞);L2) . ‖u(t)−Q‖H1+2δ . ‖m(s)s
1
2ψs(t)‖L2ds
s
((0,∞);L2)
where m(s) = min{sδ, 1}; see Subsections 4.5 and 4.6 for the first and second inequalities, respectively.
Accordingly, the key step of the proof of Theorem 1.7 is setting up a bootstrap argument in the caloric
gauge to control m(s)s
1
2ψs(t) in L
2
ds
s
((0,∞);L2x) for all t through the Schro¨dinger equation (1.7). The
greatest difficulty in this step comes from the contribution of the nonlinearity in (1.7) with a first-order
derivative, referred to as the magnetic interaction term. More specifically, (1.7) may be rewritten as
(i∂t −H)ψs(s) = −2iA˚k(s)∇kψs(s) + (easier terms),
where H is the expression of the linearized operator HQ with respect to the frame (e1, e2), and
A˚k(s) = Ak(s)−A∞k = −
∫ ∞
s
κIm (ψsψk)(s
′) ds′.
To handle the presence of a derivative on the RHS, we rely on the local smoothing effect for the Schro¨dinger
operator i∂t − H . The strong linearized stability condition (Definition 1.3) allows us to apply the general
theorem in the companion paper [36] to conclude that i∂t − H enjoys a global-in-time local smoothing
estimate with spatial weights depending on r (i.e., the distance to some fixed point); see Proposition 3.9.
The global-in-time local smoothing estimate allows us to gain one derivative as needed; the price we pay
is, among other things, that we need to uniformly bound r4A˚k(s) in the region {r > 1}. We obtain such a
pointwise spatial decay of A˚k by controlling its angular regularity (in the polar coordinates (r, θ) on Σ) and
applying the radial Sobolev inequality (Lemma 2.13). The control of the extra angular regularity, in turn,
is attained by commuting the Schro¨dinger maps equation with the equivariant rotation operator DΩ, which
annihilates Q thanks to its equivariance.
To make the above argument rigorous and sharp, we need to employ Littlewood–Paley projections Pσ on
H2, which we formulate using the linear heat flow (see Subsection 2.7). The most dangerous paradifferen-
tial term (i.e., “low-high” interaction in A˚k(s)∇kψs(s)) is treated using the global-in-time local smoothing
estimate as sketched above; the sharp form of the spatial weights near r = 0 in the norms LE and LE∗
(see Subsection 3.3) allows us to close the argument with an arbitrarily small δ > 0, where δ = 0 is opti-
mal4. Handling the remaining interactions in A˚k(s)∇kψs(s) requires additional tools, such as global-in-time
Strichartz estimates for i∂t−H on H2 (Lemma 3.12, also proved in [36]), Bernstein-type inequalities adapted
to the spatial weights in LE (Lemmas 3.13 and 3.14) and the decay of the expression Pσψs(s) off the diagonal
{σ ≈ s} (Lemma 6.4). We refer to Section 8 for the rigorous treatment of the magnetic interaction term.
1.3. Motivation and related works. The Schro¨dinger maps equation arises in physics as a model equation
in ferromagnetism, and is referred to there as the Heisenberg model or the Landau-Lifshitz equation; see
e.g., [35]. From a purely mathematical perspective, Schro¨dinger maps are a natural generalization of the
free Schro¨dinger equation for complex-valued fields to maps taking values in a Ka¨hler manifold. The study
of the Schro¨dinger maps equation (1.1) on Euclidean space as the domain Σ = Rd, d ≥ 1, has a long and
rich history, see [4–10,13, 20, 21, 23–26,28, 29, 33, 44, 45,48, 49, 52, 59, 60, 62, 63, 66] and references therein.
The case Σ = R2, N = S2 in (1.1) is of particular interest since it admits explicit magnetic solitons in the
form of finite energy harmonic maps. In this setting, every smooth finite energy Schro¨dinger map comes with
a topological invariant, its degree, and every harmonic map minimizes the energy amongst maps that share
its degree. The underlying symmetries of the equation turn each harmonic map of degree k into a family of
solutions. The fact that the scaling symmetry preserves the energy makes this problem energy-critical. The
coercivity of the conserved energy (and the fact that harmonic maps are minimizers in their degree class)
ensures that a solution that starts near the family generated by the ground state, stays near it. But the
asymptotic dynamics of solutions near the ground state family of harmonic maps can be quite complicated.
In fact, it was shown by Merle-Raphae¨l-Rodnianski [49] and by Perelman [59] that 1-equivariant solutions
can blow up in finite time by a concentration of energy in a dynamically rescaled harmonic map. Prior
4Of course, Theorem 1.7 is far from being optimal in terms of regularity and decay required for the initial data due to the
presence of DΩ.
8 A. LAWRIE, J. LU¨HRMANN, S.-J. OH, AND S. SHAHSHAHANI
to this, Gustafson-Kang-Tsai [24] and later Gustafson-Nakanishi-Tsai [26] proved that harmonic maps with
equivariance class k ≥ 3 are asymptotically stable under equivariant perturbations and exhibited instability
properties in the case k = 2, and Bejenaru-Tataru [10] had proved instability in the case k = 1. Note
that the stability results [24] and [26] are not expected to hold outside of equivariance, as the higher degree
harmonic maps are not global minimizers of the energy. In fact, it is quite possible that no harmonic maps
are stable under general energy class perturbations, although little is known in this fascinating direction.
In this context, the change of domain geometry considered here (Σ = H2) and Theorem 1.7 produce a
stark contrast. One appealing feature of (1.1) with Σ = H2 is that it is a geometrically natural, semilinear,
dispersive PDE that exhibits asymptotically stable finite energy static solutions. Moreover, even though
scaling is no longer a symmetry on H2, for highly localized solutions (or at high frequencies) the model
exhibits many features of an energy-critical problem.
The study of nonlinear geometric PDEs on the hyperbolic plane was initiated in a sequence of works [37,
39–41] on the related wave maps equation. There, one of the main goals was to understand the interplay
between the geometry of the domain manifold and the nonlinear structure of the wave maps equation, the
latter arising naturally from the constraints imposed by the geometry of the target. A main takeaway
from these works is that there is a dramatic difference in nonlinear dynamics as compared to the Euclidean
picture, mainly due to the presence of asymptotically stable harmonic maps. In this vein, the present work
is a natural continuation of [40] which proved asymptotic stability of the same class of harmonic maps
considered here, but in the much simpler setting of the equivariant symmetry reduced wave maps equation.
In view of the sophisticated linear machinery that is often needed for the global-in-time analysis of solutions
to geometric wave equations for small initial data, stability results for non-scattering solutions outside of
symmetry require overcoming many technical challenges.
For general, non-equivariant data the investigation of the wave maps equation on hyperbolic space Hd was
commenced in [41], where optimal regularity small data global well-posedness in the case d ≥ 4 was proved.
There it was observed that the caloric gauge surmounts difficulties associated with other classical gauges
(e.g., Coulomb gauge). The caloric gauge was first introduced by Tao [67, 68] in the context of the wave
maps equation on R2, and was crucially used in the study of the energy-critical Schro¨dinger maps equation
on R2, see [9, 21, 44, 61, 62]. A related caloric gauge construction based on the Yang-Mills heat flow is a
key ingredient of the recent proof of the threshold conjecture for the energy-critical hyperbolic Yang-Mills
equation [53–58]. Finally, the caloric gauge played a fundamental role in the proof of asymptotic stability
(in a subcritical Sobolev space) of nonconstant harmonic maps Q : H2 → H2 under the wave maps evolution
in [42, 43, 46] and for the Landau-Lifshitz flow (but not the limiting case of Schro¨dinger maps) in [47].
As we discussed in Subsection 1.2, the main linear estimates in this paper, i.e., local smoothing estimates,
or local energy decay estimates, and Strichartz estimates for the operator obtained by linearization about
a harmonic map, were established in the companion paper [36]. This local smoothing estimate is the key
technical ingredient for dealing with the loss of smoothing for Schro¨dinger equations mentioned in the
previous subsection. There is a vast literature on local smoothing and dispersive estimates on hyperbolic,
and more generally, symmetric spaces, but here we mention only a few of the most relevant ones: A global-
in-time local smoothing estimate for the unperturbed hyperbolic Laplacian H = −∆ was proved by Kaizuka
in [32], heavily using the Helgason Fourier transform. Dispersive estimates for −i∂t + ∆ were proved by
Anker-Pierfelice [1], Banica [2], Banica-Carles-Staffilani [3], and Ionescu-Staffilani [31], see also Metcalfe-
Taylor [50, 51]; by standard machinery, Strichartz estimates for −i∂t +∆ then follow. For perturbations of
the hyperbolic Laplacian, Borthwick-Marzuola [11] recently proved a dispersive estimate for exponentially
decaying, zeroth order perturbations of −∆ (and also the matrix Hamiltonian, which arises when linearizing
the NLS around a standing wave). In a series of works [15, 16] Chen-Hassell established uniform Lp bounds
for resolvents of the Laplace-Beltrami operator on non-trapped, asymptotically hyperbolic (with exponential
decay) manifolds, and in the work [14] Chen proved global-in-time Strichartz estimates for such operators.
Finally, we mention again the work of Li-Ma-Zhao [46] and Li [42, 43] in the closely related subject of
perturbations of the wave equation on hyperbolic space. In their proof of stability of harmonic maps from H2
into H2 under the wave maps evolution, they established a global-in-time local energy decay estimate (yet
with exponentially decaying weights) and L2tL
p
x-Strichartz estimates for the first and zeroth order perturba-
tions of the wave equation arising from linearization around such harmonic maps. As a technical remark we
point out that the asymptotic stability analysis for the Schro¨dinger maps equation substantially differs from
that for wave maps due to the delicate smoothing properties of Schro¨dinger equations.
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2. Geometric and analytic preliminaries
2.1. Notation and conventions. Here, we collect the notation and conventions used throughout the paper.
• We adopt the usual asymptotic notation and write A . B or A = O(B) if there exists a constant
C > 0, which may differ from line to line, such that A ≤ CB. The dependency of the implicit
constant is specified by subscripts, e.g., A .E B or A = OE(B) if A ≤ C(E)B.
• Given two normed vector spaces X and Y , X∩Y is equipped with the norm ‖·‖X∩Y = ‖·‖X+‖·‖Y ,
and X+Y is the smallest vector space containing both X and Y equipped with the norm ‖z‖X+Y =
inf(x,y):z=x+y ‖x‖X + ‖y‖Y .
• Our convention for the indices is as follows:
– Latin lower case indices beginning from i, namely i, j, k, ℓ,m, . . . ∈ {1, 2} refer to components
on the domain H2;
– Greek lower case indices µ, ν, λ, κ, . . . ∈ {0, 1, 2} refer to coordinates {x0, x1, x2} on the domain
Rt ×H2x1,x2 , with x0 = t;
– Bold greek lower case indices µ,ν,λ,κ, . . . ∈ {0, 1, 2, s} refer to coordinates on Rt × H2x1,x2 ×
[0,∞)s;
– Latin lower case indices beginning from a, namely a, b, c, d ∈ {1, 2} refer to components in the
tangent space of the target N ;
– Latin upper case indices beginning from A, namely A,B,C,D refer to components in the am-
bient space RN of the isometric embedding used in the definitions of spaces of maps, as well as
in Section 4 below.
• We adopt the usual convention of lowering and raising indices i, j, k, ℓ,m (resp. a, b, c, d) using the
Riemannian metric on the domain (resp. on the target manifold).
• For a one-form Φ on Rt × H2x1,x2 × [0,∞)s we write Φx for Φx1dx1 + Φx2dx2. If Y is a vector field
on H2, we write ΦY for the contraction of Φx with Y .
2.2. Geometry of the domain. Let R2+1 denote the (2+1)-dimensional Minkowski space with rectilinear
coordinates {y1, y2, y0} and metric m given in these coordinates by m = diag(1, 1,−1). The hyperbolic
plane H2 is defined as
H
2 := {y ∈ R2+1 : (y0)2 − (y1)2 − (y2)2 = 1 , y0 > 0}.
We equip H2 with the pullback Riemannian metric h = ι∗m, where ι : H2 →֒ R2+1 denotes the inclusion
map. Furthermore, we endow H2 with the Riemannian volume form (which determines the orientation)
dvolh = ι
∗ in(dy
0 ∧ dy1 ∧ dy2), where n = (y0∂y0 + y1∂y1 + y2∂y2) is the unit normal to H2 pointing in the
increasing y0 direction. For any coordinate system {x1, x2} on H2, we denote by hjk the components of h
and by hjk the components of the inverse matrix h−1, i.e.,
hjk := h
(
∂
∂xj
,
∂
∂xk
)
, hjk := h−1(dxj , dxk).
We denote the Christoffel symbols on H2 by
Γℓjk =
1
2
hℓm(∂jhkm + ∂khmj − ∂mhjk).
Given a vector fieldX = Xj ∂∂xj in Γ(TH
2) or a 1-form ω = ωjdx
j ∈ Γ(T ∗H2), the metric covariant derivative
∇ is defined in coordinates by
∇∂jX = (∂jXk + ΓkjℓXℓ)∂k, ∇∂jω = (∂jωk − Γℓjkωℓ)dxk
The covariant derivative extends to an arbitrary (p, q) tensor field ξ by requiring that ∇f = df for functions
and that it satisfies the Leibniz rule with respect to tensor products. The k-th iteration of the covariant
derivative, which is then a (p, q + k) tensor field, is denoted by ∇(k)ξ.
We denote the Riemann curvature tensor on H2 by R with components Rijkℓ. The Ricci tensor Rij is
defined by Rij = R
k
ikj . The curvature and Ricci tensors are explicitly given by
R(X,Y)Z = −(h(Y,Z)X − h(X,Z)Y), Rjk = −hjk.
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For any vector field X
[∇i,∇j ]Xk = RkℓijXℓ, [∇i,∇j ]Xi = RℓjXℓ = −Xj.
Analogous formulas hold for commutators of covariant derivatives applied to arbitrary (p, q) tensor fields.
When working with tensor fields defined on Rt×H2x× [0,∞)s we trivially extend the covariant derivative
∇ to the t and s variables, so that ∇s and ∇t are the regular derivatives with respect to these parameters.
Given a vector field Y on H2, we denote the Lie derivative with respect to Y by LY. For a scalar function
f on H2, LYf = Yj∂jf . For a vector field X = Xj ∂∂xj ∈ Γ(TH2) or a 1-form ω = ωjdxj ∈ Γ(T ∗H2), LY is
related to ∇Y = Y j∇j by
LYXk = Yj∇∂jXk −Xj∇∂jYk, LYωk = Yj∇∂jωk + ωj∇∂kYj .
Analogous formulas for arbitrary (p, q) tensor fields may be derived by the Leibniz rules for LY and ∇.
One useful set of coordinates on H2 is the polar coordinates. As in Subsection 1.1, fix a point o (the origin)
in H2; without loss of generality, we may take o = (0, 0, 1). Then the distance function r = dH2(o, x) and
the angle θ = tan−1(y2/y1) defines the polar coordinates with respect to o. The metric takes the form
h = dr2 + sinh2 r dθ2.
To describe tensor fields on H2, we will often use the following positively oriented frame defined using (r, θ):
e1 = ∂r, e2 =
1
sinh r
∂θ. (2.1)
Let Ω be the rotational vector field on H2 as in Subsection 1.1, which is nothing but Ω = ∂θ in the polar
coordinates. Since Ω is the infinitesimal generator of one parameter family of isometries (i.e., Ω is a Killing
vector field and LΩh = 0), LΩ commutes with ∇:
Lemma 2.1. If f is a scalar function then
LΩ∇f = ∇Ωf.
If ω is a 1-form then 5
LΩ∇µωµ −∇µLΩωµ = 0.
Similarly if X is a vector field then
LΩ∇µXµ −∇µLΩXµ = 0.
2.3. Geometry of maps into a Riemann surface N . Let M be a smooth manifold equipped with a
torsion-free connection ∇ on the tensor bundle, and assume furthermore that M is contractible. In this
subsection, we develop the differential-geometric formalism for analysis on the bundle u∗TN , where u is a
(smooth) map fromM into a Riemann surface N . Specific examples to have in mind are of courseM = H2x,
M = Rt ×H2x or M = Rt ×H2x × [0,∞)s with ∇ as in Subsection 2.2.
Let u be a smooth map from M to N , where N is a Riemann surface with metric g and complex
structure J . The pullback bundle u∗TN is the vector bundle over M whose fiber at p ∈ M is the tangent
space Tu(p)N . Its dual vector bundle is naturally given by u∗T ∗N , whose fiber at p ∈ M is the cotangent
space T ∗u(p)N . A section of u∗TN is a map φ : M → TN so that φ(p) ∈ Tu(p)N for each p ∈ M. More
generally, we call a section of (TM)⊗p ⊗ (T ∗M)⊗q ⊗ (u∗TN )⊗r ⊗ (u∗T ∗N )⊗s a u∗TN -valued (p, q; r, s)
tensor field.
Given any vector field X on M, the pushforward du(X) = Xα∂αu naturally defines a section of u∗TN .
Moreover, given any (r, s) tensor field W on N , we may define its pullback W (u), which is a u∗TN -valued
(0, 0; r, s) tensor field.
The Levi-Civita connection on TN induces the pullback covariant derivative D on u∗TN . In local
coordinates {xα} on M and {ua} on N we have
Dαφ =
(
∂αφ
a + (N )Γabc(u)φ
b∂αu
c
) ∂
∂ua
5In our notation LΩ∇µων := (LΩ∇ω)µν and ∇µLΩων := ∇µ(LΩω)ν := (∇LΩω)µν .
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where (N )Γabc are the Christoffel symbols on TN . The pullback covariant derivative Dα is naturally extended
to u∗TN -valued (p, q; r, s) tensor fields using the connection ∇α on the tensor bundle of M and the Levi-
Civita connection on N . As before, we denote by D(k) the k-fold application of the pullback covariant
derivative D.
For a section φ of u∗TN , we have
[Dα, Dβ]φ(p) = R(u)(∂αu, ∂βu)φ(p),
where R is the curvature tensor on N , which is a (1, 3) tensor field on N . Analogous formulas hold for
commutators of the pullback covariant derivatives applied to arbitrary u∗TN -valued (p, q; r, s) tensor fields.
The complex structure J on N is a (1, 1) tensor field on N such that J2 = −1, g(JX, JY ) = g(X,Y ) and
J is parallel with respect to the Levi-Civita connection. Equivalently, it is a (1, 1) tensor field that relates
the metric g and the Riemannian volume form ω by g(X,Y ) = ω(X, JY ). Denote by κ(u) the holomorphic
sectional curvature (i.e., the Gauss curvature) at u ∈ N , i.e., for any unit vector X ∈ TuN ,
κ(u) =
(
R(u)(X, JX)JX,X
)
.
Note that κ(u) is invariant under the choice of the unit vector X ∈ TuN ; thus it defines a real-valued
function on N . Observe that
κ ≡
{
−1 when N = H2,
+1 when N = S2.
2.4. Moving frame formalism. Let e = (e1, e2) be a global orthonormal frame on u
∗TN such that
e2 = Je1. Then the frame e defines a global trivialization of u
∗TN over the trivial complex line bundle
E =M× C, and we have an isomorphism
e : Γ(C)→ Γ(u∗TN ), ϕ = ϕ1 + iϕ2 7→ eϕ := e1Re (ϕ) + e2Im (ϕ).
Under this isomorphism, we denote the pushforward ∂αu of each coordinate vector field ∂α by ψα, i.e.,
∂αu = eψα.
The spatial components of ψ are denoted by Ψ, that is,
Ψ = ψx1dx
1 + ψx2dx
2.
Next, we introduce the covariant derivative Dℓ on E induced by Dℓ via the identity
Dℓeϕ = eDℓϕ.
With respect to the trivial connection ∇ on E, we may decompose
Dℓ = ∇ℓ + iAℓ
where A = Aℓ dx
ℓ is the real-valued connection 1-form given by(
(Dℓe1, e1) (Dℓe1, e2)
(Dℓe2, e1) (Dℓe2, e2)
)
=
(
0 Aℓ
−Aℓ 0
)
.
The curvature two-form associated with D, which is defined to be the commutator [Dk,Dℓ]ϕ is related
through the map u to the Riemann curvature R of the target manifold N as follows
e[Dk,Dℓ]ϕ = R(u)(∂ku, ∂ℓu)eϕ = R(u)(eψk, eψℓ)eϕ.
A direct computation reveals that, for a section ϕ ∈ Γ(u∗TN ),
[Dk,Dℓ]ϕ = iκ(u)Im (ψkψℓ)ϕ. (2.2)
On the other hand, we also note that
[Dk,Dℓ]ϕ = i(∇kAℓ −∇ℓAk)ϕ.
With respect to such a frame e = (e1, e2), the Schro¨dinger maps equation (1.1), the harmonic maps
equation Dℓ∂ℓU = 0 and the harmonic maps heat flow equation (1.4) read, respectively,
ψt = iD
ℓψℓ,
Dℓψℓ = 0,
ψs = D
ℓψℓ.
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2.5. Basic function spaces on H2. Let C∞0 (H
2) denote the space of all complex-valued smooth and
compactly supported functions on H2. For f ∈ C∞0 (H2) and 1 ≤ p <∞, its Lp norm is defined by
‖f‖Lp = ‖f‖Lpx =
(∫
H2
|f |p dvolh
) 1
p
.
The Lp(H2) space for 1 ≤ p <∞ is defined by taking the completion of C∞0 (H2) with respect to the Lp norm.
We also introduce the space C0(H2) of bounded continuous complex-valued functions on H2, equipped with
the norm
‖f‖L∞ = ‖f‖L∞x = sup
x∈H2
|f(x)|.
Mixed norms in the polar coordinates (r, θ) are sometimes used. For f ∈ C∞0 (H2), we define
‖f‖LprLqθ = ‖‖f(r, θ)‖Lqθ(0,2π)‖Lpr(0,∞).
Clearly, ‖f‖Lp = ‖f(sinh r) 1p ‖LprLpθ .
To extend the definition of Lp norms to real-, complex- or u∗TN -valued tensor fields on H2, we need to
specify the norm on the fiber, which is a finite dimensional vector space in each case. Abusing the notation
a bit, we denote by (·, ·) the inner product on these finite dimensional vector spaces, where the space being
used should be understood from the context. For instance,
(f, g) = fg for f, g ∈ C;
(u, v) =
N∑
I=1
uIvJ for u, v ∈ RN ;
(ξ, ζ) = hi1i′1 · · ·hipi′phj1j
′
1 · · ·hjq···j′qξi1···ipj1···jqζ
i′1···i
′
p
j′1···j
′
q
for ξ, ζ ∈ (TpH2)⊗p ⊗ (T ∗pH2)⊗q;
(X,Y ) = hi1i′1 · · ·hipi′phj1j
′
1 · · ·hjq···j′qga1a′1 · · · gara′rgb1b
′
1 · · · gbs···b′s
×X i1···ip a1···arj1···jq b1···bs Y
i′1···i
′
p a
′
1···a
′
r
j′1···j
′
q b
′
1···b
′
s
for ξ, ζ ∈ (TpH2)⊗p ⊗ (T ∗pH2)⊗q ⊗ Tu(p)N .
In all cases, the norm is given by | · |2 = (·, ·).
For f ∈ C∞0 (H2), 1 < p <∞ and a positive integer k, we define the W k,p norm of f by
‖f‖Wk,p =
k∑
k′=0
‖∇(k′)f‖Lp.
The space W k,p(H2) is then defined by taking the completion of C∞0 (H
2) with respect to the W k,p norm.
We define the space W−k,p(H2) to be the dual of W k,q(H2) where 1p +
1
q = 1.
To extend W σ,p(H2) to nonintegral values of σ, we note the following well-known equivalence of norms
for positive integers σ (see, for instance, [69]; see also Lemma 2.8 and Lemma 2.9 below):
‖f‖Wσ,p ≃ ‖(−∆)σf‖Lp for σ = 1, 2, . . .
In view of such an equivalence, when σ ∈ R \ Z, we define the W σ,p norm to be ‖(−∆)σf‖Lp and the space
W σ,p(H2) to be the completion of C∞0 (H
2) with respect to this norm. As usual, in the case p = 2, we write
Hσ =W σ,p.
We end this subsection with some notational conventions. Let X be a norm for functions on H2. For a
function f that depends also on t ∈ R and/or s ∈ [0,∞), we use the following notation for mixed norms:
‖f‖Lpt (I;X) = ‖‖f(t)‖X‖Lpt (I) = ‖f‖LptX(I×H2),
‖f‖Lps(J;X) = ‖‖f(s)‖X‖Lps(J), ‖f‖Lpds
s
(J;X) = ‖‖f(s)‖X‖Lpds
s
(J).
When the interval I (resp. J) is not specified, it is meant to be the whole line, i.e, I = R (resp. J = [0,∞)).
We also introduce the notation
‖〈Ω〉f‖X = ‖f‖X + ‖Ωf‖X.
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Similarly, for any integer k ≥ 0 we will use the notation
‖〈s∆〉 k2 f‖X =
k∑
k′=0
‖(s 12∇)(k′)f‖X .
For a tensor field ξ, we define
‖〈LΩ〉ξ‖X = ‖ξ‖X + ‖LΩξ‖X .
We also use the notation
‖∇(k)〈Ω〉f‖X = ‖∇(k)f‖X + ‖∇(k)Ωf‖X
with similar definitions for ‖∇(k)〈s∆〉f‖X and ‖∇(k)〈LΩ〉ξ‖X . Finally, when it is clear from the context that
k does not denote a tensorial index, we will often write ∇k = ∇(k).
2.6. Parabolic theory for the linear heat operator ∂s −∆. We collect various estimates for the linear
heat operator ∂s −∆ that are used in this paper. Unless otherwise stated, all functions in this subsection
are complex-valued.
2.6.1. L2 theory for ∂s−∆. We begin with the fundamental L2 bound for the inhomogeneous heat equation
(∂s −∆)ϕ = F .
Lemma 2.2. Consider the initial value problem
(∂s −∆)ϕ = F in H2 × J, ϕ(s = 0) = ϕ0 ∈ L2(H2),
where J is an interval of the form J = [0, s0] and F ∈ L1s(J ;L2) + L2s(J ;H−1). This problem is well-posed,
and the unique solution ϕ obeys
‖ϕ‖L∞s (J;L2) + ‖ϕ‖L2s(J;H1) + ‖∂sϕ‖L2s(J;H−1) . ‖ϕ0‖L2 + ‖F‖L1s(J;L2)+L2s(J;H−1). (2.3)
Moreover, for any k = 1, 2, . . .,
‖sk(−∆)kϕ‖L∞s (J;L2) + ‖sk(−∆)kϕ‖L2s(J;H1) + ‖sk(−∆)k∂sϕ‖L2s(J;H−1)
.k ‖ϕ0‖L2 + ‖F‖L1s(J;L2)+L2s(J;H−1) + ‖sk(−∆)kF‖L1s(J;L2)+L2s(J;H−1).
(2.4)
In what follows, we denote by es∆ the solution operator for (∂s −∆)ϕ = 0.
Proof. We first prove the a-priori estimate (2.3). With the exception of the term ‖∂sϕ‖L2(J;H−1), (2.3)
immediately follows by multiplying by ϕ, taking the real part and integrating by parts on H2 × J . To add
in ∂sϕ, use
‖∂sϕ‖L2s(J;H−1) ≤ ‖ϕ‖L2s(J;H1) + ‖(∂s −∆)ϕ‖L2s(J;H−1),
which implies ‖∂sϕ‖L2s(J;H−1) . ‖ϕ0‖L2 + ‖F‖L2s(J;H−1). In particular, ‖∂ses∆ϕ0‖L2s(J;H−1) . ‖ϕ0‖L2 . By
Duhamel’s principle, it follows that ‖∂sϕ‖L2s(J;H−1) . ‖ϕ0‖L2 + ‖F‖L1s(J;L2) as well. By linearity, (2.3)
follows.
The well-posedness assertion is a standard consequence of (2.3). To prove (2.4), we begin by noting that
(∂s −∆)(sk(−∆)kϕ) = sk(−∆)kF + ksk−1(−∆)kϕ.
We apply (2.3) and, for a small number ǫ > 0 to be chosen later, estimate the last term as follows:
‖ksk−1(−∆)kϕ‖L2(J;H−1) . k‖sk−1(−∆)k−1ϕ‖L2(J;H1)
. k‖ϕ‖ 1kL2(J;H1)‖sk(−∆)kϕ‖
k−1
k
L2(J;H1)
. ǫ−(k−1)‖ϕ‖L2(J;H1) + (k − 1)ǫ‖sk(−∆)kϕ‖L2(J;H1).
On the second line, we used a simple L2 interpolation inequality [41, Lemma 2.4]. Choosing ǫ > 0 sufficiently
small to absorb the last term into the LHS, then invoking (2.3) (applied to (∂s − ∆)ϕ = F ) to control
‖ϕ‖L2s(J;H1), (2.4) follows. 
We also need the following “Strichartz” estimate for ∂s −∆:
Lemma 2.3. Let ϕ be the solution to (∂s−∆)ϕ = F in H2×J with ϕ(s = 0) = ϕ0 ∈ L2 and F ∈ L1s(J ;L2).
Then
‖ϕ‖L2s(J;L∞) . ‖ϕ0‖L2 + ‖F‖L1s(J;L2). (2.5)
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This lemma follows, via Duhamel’s principle, from the homogeneous estimate ‖es∆f‖L2s(J;L∞) . ‖f‖L2.
As stated in [46, Lemma 2.5], the latter estimate may be proved by following [68, Paper IV, Proof of
Lemma 2.5], which only relies on the self-adjointness of es∆ and the decay estimate ‖es∆f‖L∞ . s− 12 ‖f‖L2
(see Lemma 2.5 below).
2.6.2. Lp → Lq bounds for ∂s −∆. Next, we consider Lp → Lq bounds for es∆. For small times, we rely on
the following (fairly general) heat-kernel bounds:
Lemma 2.4 (Short-time heat kernel bounds). Let pσ denote the heat kernel on H
2 (i.e., the integral kernel
for eσ∆). For 0 < σ ≤ 2 and k = 0, 1, 2, there exists Nk > 0 so that the following short-time heat kernel
estimate holds:
|∂kσpσ(x, y)| .k σ−
d
2−k
(
1 +
dH2(x, y)
2
σ
)Nk
exp
(
−dH2(x, y)
2
4σ
)
.
Lemma 2.4 in the case k = 0 follows from [19, Theorem 3.1]. Then the cases k = 1, 2 follow by standard
machinery for deducing estimates for time derivatives of the heat kernel from that of the heat kernel itself;
see [18] and [22, Theorems 1.1 and 1.2] for details.
Combining Lemma 2.4 with the long-time L2 bound and the maximum principle for the linear heat
equation, we obtain the following long-time Lp → Lq bounds for es∆.
Lemma 2.5. Let 1 < p <∞ and p ≤ q ≤ ∞. Let ρ0 satisfy
0 < ρ20 <
1
2
min{1
p
, 1− 1
p
}.
For f ∈ Lp(H2) and s > 0, we have
‖es∆f‖Lq + ‖s∆es∆f‖Lq . s−( 1p− 1q )e−ρ20s‖f‖Lp. (2.6)
Proof. For 0 < s ≤ 1, the desired estimate follows from Lemma 2.4 and Schur’s test.
To handle the case s > 1, we begin by establishing the following long-time Lp bound:
‖es∆f‖Lp ≤ e−ρ2s‖f‖Lp for all s > 0, (2.7)
where ρ2 = 12 min{ 1p , 1− 1p}. Indeed, the case p = 2 follows by integrating the differential inequality,
1
2
∂s
∫
(es∆f, es∆f) =
∫
(∆es∆f, es∆f) ≤ −1
4
∫
(es∆f, es∆f),
which in turn follows by the well-known fact that −∆ on H2 has a spectral gap of 14 [12]. The case
2 < p < ∞ then follows by interpolation of the case p = 2 and the maximum principle, which implies
‖es∆f‖L∞ ≤ ‖f‖L∞. Finally, the case 1 < p < 2 follows by duality.
By (2.7) and the short time bound,
‖es∆f‖Lq + ‖s∆es∆f‖Lq . ‖e(s−1)∆f‖Lp . e−ρ2s‖f‖Lp.
Decreasing ρ2 a bit to ρ20, the desired estimate (2.6) follows. .
We conclude with two corollaries of Lemma 2.5, which will be useful for establishing basic Lp functional
inequalities on H2 in Subsection 2.7.
Corollary 2.6. Let 1 < p <∞. For f ∈ W 2,p, we have
‖f‖Lp . ‖∆f‖Lp .
Proof. We begin by writing
f = −
∫ ∞
0
∂se
s∆f ds =
∫ ∞
0
es∆(−∆)f ds,
which is easily justified using Lemma 2.5. By (2.6) with p = q, we have
‖
∫ ∞
0
es∆(−∆)f ds‖Lp ≤
∫ ∞
0
‖es∆(−∆)f‖Lp ds .
∫ ∞
0
e−ρ
2
0s‖∆f‖Lp ds . ‖∆f‖Lp ,
which proves the corollary. 
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Corollary 2.7. Let 0 < α < 1 and 1 < p <∞. For f ∈ Lp, we have
‖sα(−∆)αes∆f‖Lp . ‖f‖Lp,
where the operator (−∆)α is defined by the spectral calculus of the self-adjoint operator −∆ on (say) H2 and
then extended by continuity.
Proof. For 0 < α < 1 and g ∈ H2, by the spectral calculus for −∆, we have
(−∆)αg = cα
∫ ∞
0
s−α(−∆)es∆g ds,
where cα =
∫∞
0
s−αe−s ds > 0. Thus, for f ∈ C∞0 we may write
sα(−∆)αes∆f = cα
∫ ∞
0
sα(s′)−α(−∆)e(s+s′)∆f ds′,
Then by Lemma 2.5,
‖sα(−∆)αes∆f‖Lp = ‖cα
∫ ∞
0
sα(s′)−α(−∆)e(s+s′)∆f ds′‖Lp
≤ cα
∫ ∞
0
sα(s′)−α(s+ s′)−1‖(s+ s′)(−∆)e(s+s′)∆f‖Lp ds′
.
(∫ ∞
0
sα(s′)−α(s+ s′)−1 ds′
)
‖f‖Lp . ‖f‖Lp.
By the density of C∞0 in L
p, the corollary follows. 
2.7. Heat-flow-based Littlewood–Paley projections and functional inequalities on H2. Here, we
state some basic functional inequalities on H2.
2.7.1. Heat-flow-based Littlewood–Paley projections. We introduce Littlewood–Paley projections onH2 based
on the linear heat equation es∆ as in [30, 38]; however, the notation we follow is from [36, § 1.1.3]. For any
s > 0, we define
P≥sf = e
s∆f, Psf = s(−∆)es∆f. (2.8)
Intuitively, Psf may be interpreted as a projection of f to frequencies comparable to s
− 12 . Indeed, this
interpretation can be justified on the Euclidean space Rd by observing that the symbol of s(−∆)es∆ is simply
s|ξ|2e−s|ξ|2 , so s(−∆)es∆f is the localization of the Fourier transform of f to the annulus {|ξ| ≃ s− 12 }.
By the fundamental theorem of calculus, it is straightforward to verify that
P≥sf =
∫ ∞
s
Ps′f
ds′
s′
for s > 0,
which explains our notation P≥s. In particular, we have
f =
∫ ∞
0
Ps′f
ds′
s′
, (2.9)
which is the basic identity that relates f with its Littlewood–Paley resolution {Psf}s∈(0,∞).
2.7.2. Lp functional inequalities. Here, we collect basic Lp functional inequalities on H2 used in the paper.
Lemma 2.8 (Poincare´ inequality). Let f ∈ C∞0 (H2). Then for any 1 < p <∞, we have
‖f‖Lp . ‖∆f‖Lp ,
‖f‖Lp . ‖∇f‖Lp . (2.10)
Proof. The first inequality was proved in Corollary 2.6. To prove the second inequality, by interpolation and
duality, it suffices to just consider the case p = 2k for each positive integer k. When k = 1, (2.10) again
follows from the fact that −∆ on H2 has a spectral gap of 14 . For k > 2, we argue as follows:
‖f‖2kL2k = ‖|f |k‖2L2 . ‖∇|f |k‖2L2 . ‖|f |2k−2|∇f |2‖L1 ≤ ‖f‖kL2k‖∇f‖kL2k .
The desired estimate follows if we divide through by ‖f‖kL2k . 
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Lemma 2.9 (Boundedness of Riesz transform). Let f ∈ C∞0 (H2). Then for 1 < p <∞ we have
‖∇f‖Lp ≃ ‖(−∆) 12 f‖Lp .
For a proof of Lemma 2.9, we refer to [65, Theorem 6.1].
Lemma 2.10 (Lp interpolation inequalities). Let f ∈ C∞0 (H2). Then for any 0 ≤ β ≤ α and 1 < p < ∞
we have
‖(−∆)βf‖Lp . ‖f‖1−
β
α
Lp ‖(−∆)αf‖
β
α
Lp . (2.11)
Moreover, for 1 < p <∞, p ≤ q ≤ ∞ and 0 < θ = 2α ( 1p − 1q ) < 1, we have
‖f‖Lq . ‖f‖1−θLp ‖(−∆)αf‖θLp. (2.12)
Proof. We begin with (2.11). By the formal property (−∆)α(−∆)β = (−∆)α+β , (2.11) can be easily reduced
to the case 0 < β < α ≤ 1. Since 0 < β < 1, as in the proof of Corollary 2.7, we have
(−∆)βf = cβ
∫ ∞
0
s−β(−∆)es∆f ds = cβ
∫ ∞
0
s−βPsf
ds
s
.
By Lemma 3.6 and Corollary 2.7, as well as the formal property (−∆)α(−∆)β = (−∆)α+β , we obtain the
following two estimates for ‖Psf‖Lp :
‖Psf‖Lp = ‖s∆es∆f‖Lp . ‖f‖Lp ,
‖Psf‖Lp = ‖s∆es∆f‖Lp = ‖sαs1−α(−∆)1−αes∆(−∆)αf‖Lp . sα‖(−∆)αf‖Lp .
Introducing an auxiliary parameter s0 > 0, to be chosen soon, it follows that
‖(−∆)βf‖Lp ≤ cβ
∫ s0
0
s−β‖Psf‖Lp ds
s
+ cβ
∫ ∞
s0
s−β‖Psf‖Lp ds
s
. sα−β0 ‖(−∆)αf‖Lp + s−β0 ‖f‖Lp.
Optimizing the choice of s0, we obtain (2.11). The proof of (2.12) is very similar. By (2.9) and Lemma 2.5,
we have
‖f‖Lq .
∫ ∞
0
s
1
2 (
2
q
− 2
p
)‖Psf‖Lp ds
s
.
Using the preceding two estimates for ‖Psf‖Lp, we obtain the desired estimate. 
Lemma 2.11 (Sobolev embedding). Let f ∈ C∞0 (H2). Then for any 1 < p < 2 and p ≤ q < ∞ with
1
q =
1
p − 12 , we have
‖f‖Lq . ‖∇f‖Lp .
For a proof, we refer to [27, Theorem 3.2].
Lemma 2.12 (Gagliardo-Nirenberg inequality). Let f ∈ C∞0 (H2). Then for any 1 < p < ∞, p ≤ q ≤ ∞
and 0 < θ < 1 such that 1q =
1
p − θ2 , we have
‖f‖Lq . ‖f‖1−θLp ‖∇f‖θLp
In particular, for any s > 0
‖f‖L∞ . ‖f‖
1
2
L4‖∇f‖
1
2
L4 . ‖f‖
1
4
L2‖∇f‖
1
2
L2‖∆f‖
1
4
L2 . s
− 12 ‖〈s∆〉f‖L2 . (2.13)
Proof. The first estimate follows from Lemma 2.9 and (2.12). The last estimate follows from two applications
of the first. 
We conclude with an improvement of (2.13) under the assumption of extra angular regularity.
Lemma 2.13 (Radial Sobolev). For any function f
‖ sinh 12 (r)f‖L∞x (H2) . ‖〈Ω〉f‖
1
2
L2x(H
2)‖∇〈Ω〉f‖
1
2
L2x(H
2) . s
− 14 ‖〈s∆〉 12 〈Ω〉f‖L2x(H2).
Similarly, for any tensor ξ
‖ sinh 12 (r)ξ‖L∞x (H2) . ‖〈LΩ〉ξ‖
1
2
L2x(H
2)‖∇〈LΩ〉ξ‖
1
2
L2x(H
2) . s
− 14 ‖〈s∆〉 12 〈LΩ〉ξ‖L2x(H2).
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In particular for ξ = ∇f we get
‖ sinh 12 (r)∇f‖L∞x . s−
1
4 ‖∇〈s∆〉 12 〈Ω〉f‖L2x .
Proof. First for a function f note that by Sobolev embedding on S1 we have
‖f‖L∞x . ‖〈Ω〉f‖L∞r L2θ ,
and with g = f or g = Ωf∫
S1
|g(r, θ)|2dθ = −2Re
∫ ∞
r
∫
S1
g(r′, θ)∂rg(r
′, θ) dθ dr′
. sinh−1(r)
( ∫ ∞
r
∫
S2
|g(r′, θ)|2 sinh(r′) dθ dr′
) 1
2
(∫ ∞
r
∫
S1
|∂rg(r′, θ)|2 sinh(r′) dθ dr′
) 1
2
. sinh−1(r)‖g‖L2x‖∇g‖L2x .
The proof for tensors is similar. Using the fact that by the diamagnetic inequality (since Ω is an isometry)
Ω|ξ| ≤ |LΩξ|
we get from the Sobolev estimate on S1 that
‖ξ‖L∞x = ‖|ξ|‖L∞x . ‖〈LΩ〉ξ‖L∞r L2θ .
The rest of the proof is as in the scalar case applied to g = |ζ| with ζ = ξ or ζ = LΩξ, and where we also
use ∂r|ζ|2 = 2Re ((∇∂rζµ)ζµ) and |∇∂rζ| ≤ |∇ζ| since ∂r has length one.
Finally, the last statement follows from the identity LΩ∇f = ∇Ωf . 
2.7.3. Fractional calculus in L2-based Sobolev spaces. Here, we prove the following results for the fractional
L2-based Sobolev spaces on H2:
Proposition 2.14 (Sobolev product rule). For σ ≥ 0, we have
‖fg‖Hσ . ‖f‖L∞‖g‖Hσ + ‖f‖Hσ‖g‖L∞.
Proposition 2.15 (Moser-type estimate in Sobolev spaces). Let σ ≥ 0. Consider a function F : R×H2 → R
satisfying F (0;x) = 0 and ‖F‖C⌊σ⌋+2 < ∞. Then for any function g ∈ Hσ ∩ L∞ such that ‖g‖L∞ ≤ A, we
have
‖F (g(x);x)‖Hσ .σ,‖F‖
C⌊σ⌋+2
,A ‖g‖Hσ .
One way to prove these results is to use the intrinsic heat-flow-based Littlewood–Paley projections Pσ as
in [36]. Instead, we rely on the following lemma to reduce these propositions to the corresponding results on
the Euclidean space:
Lemma 2.16 (Localization lemma). For any δ > 0, consider points xj ∈ H2 such that the balls Bδ(xj)
form a locally finite covering of H2. Let χj be a smooth partition of unity subordinate to {Bδ(xj)} and let
expxj : R
2 → H2 be the exponential map centered at xj . For any σ ∈ R and f ∈ Hσ(H2), we have
‖f‖2Hσ(H2) ≃
∑
j
‖χjf‖2Hσ(H2) ≃
∑
j
‖(χjf) ◦ expxj ‖2Hσ(R2)
where the implicit constant depends only on σ, δ, {xj} and {‖χj‖C⌈|σ|⌉}.
These equivalences are obvious when σ is a nonnegative integer; the general case then follows by inter-
polation (for σ ∈ (0,∞)) and duality (for σ < 0). We refer to [71, Ch. 7] for further details. Note that
this result holds in any domain manifold with bounded geometry, in which case δ > 0 should now be chosen
sufficiently small. In the applications of Lemma 2.16 below, we use arbitrary but fixed choices of δ, {xj}
and {χj}.
By Lemma 2.16, Proposition 2.14 readily reduces to the standard Sobolev product rule in R2, whose proof
can be found in, e.g., [70, Ch. 2, Prop. 1.1]. The Euclidean counterpart of Proposition 2.15 is less standard,
so we provide a proof below:
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Proof of Proposition 2.15. When σ = 0, the desired bound follows by the point-wise inequality
|F (g;x)| ≤ |∇gF (g;x)||g| .‖F‖C1 |g|.
Hence we may assume that σ > 0. By the localization lemma (Lemma 2.16), Proposition 2.15 readily reduces
to the following Euclidean counterpart:
For a function F : R× R2 → R satisfying F (0;x) = 0 and ‖F‖C⌈σ⌉+1 <∞ and g ∈ Hσ ∩ L∞(R2),
‖F (g(x);x)‖Hσ(R2) .σ,‖F‖
C⌊σ⌋+2(R×R2)
,‖g‖L∞(R2)
‖g‖Hσ(R2). (2.14)
The goal of the remainder of the proof is to prove (2.14). To simplify the notation, in what follows we
will suppress the domain R2 and simply write Hσ = Hσ(R2), etc. We fix a radial cutoff m≤0 supported
in {|ξ| < 2} that equals 1 on {|ξ| < 1}. For j ∈ R+, we denote by P≤j the Fourier multiplier m≤0(2−jD).
For j > 0, we define Pj =
d
djP≤j ; in the case j = 0, we adopt the convention P0 = P≤0. For any tempered
distribution g, we have the identity g(x) =
∫∞
0
Pjg(x) dj +P0g. Moreover, using the Fourier transform, it is
not difficult to see that
‖g‖2Hσ ≃
∫ ∞
0
(2σj‖Pjg‖L2)2 dj + ‖P0g‖2L2.
We now begin the proof in earnest by computing
F (g(x);x) =
∫ ∞
0
d
dj
F (P≤jg(x);x) dj + F (P0g(x);x)
=
∫ ∞
0
∇gF (P≤jg(x);x)Pjg(x) dj + F (P0g(x);x),
which is justified since F (g(x);x) ∈ L2. Thus, by Schur’s test and the above characterization of theHσ-norm,
the proof of (2.14) reduces to the verification of the following estimate for j, k ≥ 0 for some c = c(σ) > 0:
2σk‖Pk(∇gF (P≤jg(x);x)Pjg(x))‖L2 . 2−c|j−k|2σj‖Pjg(x)‖L2 ,
where the implicit constants may depend on σ, ‖F‖C⌊σ⌋+2 and ‖g‖L∞.
For k ≤ j + 10, we simply estimate
2σk‖Pk(∇gF (P≤jg(x);x)Pjg(x))‖L2 . 2σ(k−j)‖F‖C12σj‖Pjg(x)‖L2 ,
which is acceptable. In the case k > j + 10, note that the frequency support of ∇gF (P≤jg(x);x) may be
localized to {|ξ| ≃ 2k}. Thus,
2σk‖Pk(∇gF (P≤jg(x);x)Pjg(x)‖L2 . 2σ(k−j)2σj‖Pjg(x)‖L2
∫
|k′−k|<1
‖Pk′∇gF (P≤jg(x);x)‖L∞ dk′.
For the last factor, we use the following bound with n = ⌊σ⌋+2, which is obtained using the chain rule and
the bound ‖∇(n)P≤jg‖L∞ . 2nj‖g‖L∞:
‖Pk′∇gF (P≤jg(x);x)‖L∞ . 2−nk′‖∇(n)∇gF (P≤jg(x);x)‖L∞ .σ,‖F‖
C⌊σ⌋+2
,‖g‖L∞ 2
−n(k′−j).
In conclusion, for k > j + 10,
2σk‖Pk(∇gF (P≤jg(x);x)Pjg(x))‖L2 .σ,‖F‖
C⌊σ⌋+2
,‖g‖L∞ 2
−(n−σ)(k−j)2σj‖Pjg‖L2,
which is good since n > σ. 
Finally, we point out a simple corollary of Propositions 2.14 and 2.15 that gives a difference bound for
F (g(x);x).
Corollary 2.17. Let σ ≥ 0. Consider a function F : R×H2 → R satisfying F (0;x) = 0 and ‖F‖C⌊σ⌋+3 <∞.
Then for any functions g, h ∈ Hσ ∩ L∞ such that ‖g‖L∞ + ‖h‖L∞ ≤ A, we have
‖F (g(x);x)− F (h(x);x)‖Hσ .σ,‖F‖
C⌊σ⌋+3
,A ‖g − h‖Hσ + (‖g‖Hσ + ‖h‖Hσ)‖g − h‖L∞ .
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Proof. By the fundamental theorem of calculus, we may write
F (g(x);x) − F (h(x);x) = (g − h)(x)
∫ 1
0
∂gF (λg(x) + (1− λ)h(x);x) dλ.
Note that the L∞ norm of
∫ 1
0
∂gF (λg(x) + (1 − λ)h(x);x) dλ is O‖F‖C2 (A) by another application of the
fundamental theorem of calculus, whereas its Hσ norm is bounded by Oσ,‖F‖
C⌊σ⌋+3
,A(‖g‖Hσ + ‖h‖Hσ ) by
Proposition 2.15. Thus, by Proposition 2.14, the desired estimate follows. 
2.8. Local well-posedness of the Schro¨dinger maps equation. A basic ingredient of the proof of
Theorem 1.7 is the existence of a unique local solution with regular data, and a continuation criterion. In
the case of Schro¨dinger maps on Rd, local well-posedness was proved by McGahagan in [48], see also [20,33].
McGahagan’s proof consists of an approximation scheme by a wave map-like equation, and is carried out in
a geometric framework using covariant derivatives. As such, it easily extends to the case of the hyperbolic
domain H2. We omit the straightforward modifications and state the corresponding result without proof.
Lemma 2.18 (McGahagan [48]). Let N = H2 or N = S2 and let Q be an equivariant harmonic map as in
Proposition 1.1. Given initial data u0 : H
2 → N with the same boundary data as Q, and lying in the space
H5Q(H
2;N ), there exists a time T > 0 and a unique solution u : [0, T )× H2 → N to the Schro¨dinger map
equation (1.1) with u ∈ C0([0, T );H5Q(H2;N )) and u(0, ·) = u0(·). Moreover, if T ∗ > 0 is the maximal such
T , then either T ∗ =∞ or limt→T∗ ‖u(t, ·)−Q‖H5 =∞. Finally, any additional regularity of the initial data
is preserved by the flow. In particular, if (u0 −Q) ∈ H∞, then ∂kt u(t) ∈ H∞ for every k ∈ N.
Remark 2.19. The local well-posedness result in [48] is actually sharper, in that it only requires the data
to be in Hℓ for ℓ > 2. However, this relies on the almost optimal well-posedness result of Klainerman and
Selberg from [34] for the approximate wave-map like system mentioned above. Although no such almost
optimal well-posedness result for wave maps on hyperbolic space is available, this is not a problem in our
setting as we may restrict to smoother data and rely on the standard well-posedness theory for wave maps
given by energy methods in two space dimensions say for H4 data. Following McGahagan’s core argument
in this more restrictive (and easier) setting then yields the H5 well-posedness result given in Theorem 2.18,
and also avoids many technical difficulties confronted by McGahagan in [48]. Finally, the persistence of
regularity statement in the final two sentences of Lemma 2.18 follows from standard arguments.
3. Linearized operators and the associated parabolic/dispersive theories
The purpose of this section is to describe more precisely the linearized operator HQ about a finite en-
ergy equivariant harmonic map Q as in Proposition 1.1, as well as the associated parabolic and dispersive
theories. In Subsection 3.1, we introduce a special frame e∞ on Q∗TN (Coulomb frame) and express HQ
in the associated moving frame formalism. As a result, we arrive at a self-adjoint operator H acting on
complex-valued functions on H2. Using the expression for H , we also verify the weak and strong linearized
stability properties of Q that were claimed in Subsection 1.1 (Propositions 3.3 and 3.4). In the remaining
subsections, we collect key analytic tools for analyzing the parabolic and dispersive equations arising from the
Schro¨dinger maps evolution in the caloric gauge. More specifically, in Subsection 3.2, we prove Lp estimates
for the parabolic operator ∂s+H , and in Subsection 3.3, we describe the global-in-time local smoothing and
Strichartz estimates for the Schro¨dinger operator −i∂t +H that were established in [36].
3.1. Harmonic maps from H2 into N and the linearized operator in the Coulomb gauge. Let Q
be a finite energy harmonic map from H2 into either N = S2 or H2 as in Proposition 1.1. Let e = (e1, e2)
be a global orthonormal frame on Q∗TN that is positively oriented, i.e., e2 = Je1. We denote the linearized
operator HQ, which was introduced in (1.2), in the moving frame formalism with respect to e by H , i.e.,
HQ(eϕ) = eHϕ.
By (2.2), H takes the form
Hϕ = −DℓDℓϕ+ iκIm (ψℓϕ)ψℓ,
where eψℓ = ∂ℓQ. To simplify the RHS, we note that Q obeys the Cauchy–Riemann equation
e1Q = Je2Q, (3.1)
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where (e1, e2) is a positively oriented orthonormal frame on H
2. Indeed, using the explicit form of Q in
Proposition 1.1, (3.1) may be easily verified for the specific orthonormal frame (e1, e2) given by (2.1); the
general case then easily follows. In the moving frame formalism, (3.1) reads
ψ1 = iψ2, (3.2)
where ψ1 = e
ℓ
1ψℓ, ψ2 = e
ℓ
2ψℓ. Thus,
Hϕ = −DℓDℓϕ− κ
2
(ψ2ϕ+ ψ2ϕ)ψ2 +
κ
2
(ψ2ϕ− ψ2ϕ)ψ2 = −DℓDℓϕ− κ|ψ2|2ϕ. (3.3)
The property that the second-order harmonic maps equationDℓ∂ℓQ = 0 reduces to the first-order Cauchy–
Riemann equation (3.1) is reflected by the so-called Bogomoln’yi structure of the linearized operator. Specif-
ically, consider the first-order Bogomoln’yi operator (with respect to the frame (2.1))
Lϕ = Drϕ+
i
sinh r
Dθϕ.
Then it may be checked that H admits the splitting
L∗Lϕ = Hϕ. (3.4)
We now specify a special frame e∞ on Q∗TN , which will turn out to satisfy the Coulomb condition (3.7)
(see also Remark 3.2), with respect to which the connection 1-form A and the 0-order potential κ|ψ2|2 may
be explicitly computed in (3.3). As in Subsection 1.1, fix a point (the origin) in N = S2 or H2, and consider
the associated polar coordinates (ρ, ϑ). Define
S(ρ) =
{
sin ρ when N = S2,
sinh ρ when N = H2, S
′(ρ) =
{
cos ρ when N = S2,
cosh ρ when N = H2.
so that in both cases, the metric g takes the form g = dρ2 + S2 dϑ2. We introduce
e∞1 (r, θ) = cos θ∂ρ −
sin θ
S(Q(r))
∂ϑ, e
∞
2 = sin θ∂ρ +
cos θ
S(Q(r))
∂ϑ. (3.5)
Lemma 3.1. Under the choice (3.5) for {e∞1 , e∞2 }, the connection 1-form A∞j = (Deje∞1 , e∞2 ) and ψ∞j
(defined by eψ∞j = e
ℓ
j∂ℓQ) are given by
A∞1 := A
∞
r = 0, A
∞
2 :=
1
sinh r
A∞θ =
S′(Q)− 1
sinh r
,
ψ∞1 := ψ
∞
r =
S(Q)
sinh r
eiθ, ψ∞2 :=
1
sinh r
ψ∞θ =
S(Q)
sinh r
ei(θ+
π
2 ).
(3.6)
In particular, A∞ obeys the Coulomb gauge condition
∂ℓA∞ℓ = ∂rA
∞
r + r
−1A∞r + ∂θA
∞
θ = 0. (3.7)
Proof. Note that
Dje
∞
a
= (∂je
∞,a
a
+ (N )Γabc(Q)∂jQ
be∞,c
a
)∂a.
After a straightforward computation of (N )Γ, this yields
Dre
∞
1 = Dre
∞
2 = 0, Dθe
∞
1 = (S
′(Q)− 1)e∞2 , Dθe∞2 = −(S′(Q)− 1)e∞1 .
Next, the expressions for ψ∞r and ψ
∞
θ follow by observing that, since ∂rQ
ρ = S(Q)sinh r by (3.1),
∂rQ = ∂rQ
ρ∂ρ =
S(Q)
sinh r
(cos θe∞1 + sin θe
∞
2 ),
1
sinh r
∂θQ =
1
sinh r
∂ϑ =
S(Q)
sinh r
(− sin θe∞1 + cos θe∞1 ).
Finally, the Coulomb condition (3.7) trivially follows. 
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Remark 3.2. It is not difficult to show that, under a suitable decay condition on A, the Coulomb gauge
condition (3.7) determines the frame e up to a global constant rotation. Moreover, (3.7) is equivalent to the
harmonic condition DℓDℓe = 0 in Definition 1.6. Indeed,
i∂ℓAℓ = ∂
ℓ〈Dℓe1, e2〉 =(DℓDℓe1, e2) + (Dℓe1, Dℓe2)
=(DℓDℓe1, e2) +
1
2
(
∆(e1, e2)− (DℓDℓe1, e2)− (e1, DℓDℓe2)
)
=
1
2
(
(DℓDℓe1, e2)− (e1, DℓDℓe2)
)
.
On the other hand, DℓDℓe1 = 0 is equivalent to D
ℓDℓe2, since e2 = Je1 and DJ = 0.
Using the expressions for A∞j and ψ
∞
j , we can compute LΩA∞j and LΩψ∞j . In the polar coordinates (r, θ)
on the domain, we find that
LΩA∞j = ΩA∞j + ∂jΩℓA∞ℓ = ∂θA∞j = 0. (3.8)
Similarly,
LΩψ∞j = Ωψ∞j + (∂jΩℓ)ψ∞ℓ = ∂θψ∞j = iψ∞j . (3.9)
With the help of Lemma 3.1, we now verify that all Q in Proposition 1.1 satisfy the weak linearized
stability condition.
Proposition 3.3. Let Q be an equivariant finite energy harmonic map from H2 into N = H2 or S2, which
is given by Proposition 1.1. Then the associated linearized operator HQ obeys the weak linearized stability
condition (Definition 1.2).
Proof. Suppose, for the purpose of contradiction, that the weak linearized stability condition (1.3) is violated.
The first step of the proof is to show that there exists a nontrivial solution ϕ0 ∈ L2 to Hϕ0 = 0, where H
is given by (3.3) and (3.5). We begin by noting that, by (3.4), we have∫
(HQφ, φ) =
∫
(Hϕ,ϕ) =
∫
(Lϕ,Lϕ) ≥ 0, where eϕ = φ.
Therefore, by the contradiction hypothesis, there exists a sequence ϕn ∈ C∞0 such that
∫
(Hϕn, ϕn) → 0,
yet ‖ϕn‖L2 = 1. By the L2 elliptic theory, it follows that ‖ϕn‖H1 . 1. Hence, there exists ϕ0 ∈ H1 such
that, after passing to a subsequence, ϕn ⇀ ϕ0 in H
1 and ϕn → ϕ0 strongly in L2loc. Clearly, Hϕ0 = 0, so it
only remains to verify that ϕ0 6= 0.
To prove that ϕ0 6= 0, it suffices, by ‖ϕn‖L2 = 1 and the strong convergence in L2loc, to show that
inf
n
‖(1 + r2)−1ϕn‖L2 > 0, (3.10)
(where the exponent 1 was arbitrarily chosen). Assume the contrary; then after passing to a subsequence,
‖(1 + r2)−1ϕn‖L2 → 0. By the decay of A∞x and κ|ψ2|2 in Lemma 3.1, it follows that∫
(−∆ϕn, ϕn) =
∫
(Hϕn, ϕn) +
∫
(−2i(A∞)ℓ∂ℓϕn, ϕn) +
∫
(((A∞)ℓ(A∞)ℓ − κ|ψ2|2)ϕn, ϕn)
≤
∫
(Hϕn, ϕn) + C‖ϕn‖H1‖(1 + r2)−1ϕn‖L2 → 0 as n→∞.
Then, by the Poincare´ equality, ‖ϕn‖L2 → 0 as well, which is impossible. Hence, (3.10) holds and ϕ0 6= 0.
The remainder of the proof consists of disproving the existence of ϕ0 6= 0. By (3.4), ϕ0 must also satisfy
the Cauchy–Riemann-type equation
Lϕ0 = ∂rϕ0 +
i
sinh r
∂θϕ0 +
(
iAr − 1
sinh r
Aθ
)
ϕ0 = 0.
By Lemma 3.1, note that Ar = 0 and Aθ is radial. Thus, we may separate ϕ0 into angular Fourier modes
ϕ0;m =
1
2π
∫
S1
ϕ0e
−imθ dθeimθ. For each ϕ0;m, the ODE is obviously decoupled and solvable; then ϕ0 ∈ L2
implies that ϕ0;m = 0 for each m, which is a contradiction. 
Finally, we prove that the strong linearized stability condition is satisfied by all Q in Proposition 1.1 in
the case N = H2, and for small enough α in the case N = S2.
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Proposition 3.4. Let Q be an equivariant finite energy harmonic map from H2 into N = H2 or S2, which
is given by Proposition 1.1. Then the associated linearized operator HQ obeys the strong linearized stability
condition when (1) N = H2, or (2) N = S2 and α ≥ 0 is sufficiently small.
Proof. Let H be given by (3.3) and (3.5). Observe that the H1thr-norm for φ = e
∞ϕ is equivalent to
‖ϕ‖H1
thr
= ‖(∂r + 1
2
)ϕ‖L2 + ‖ 1
sinh r
∂θϕ‖L2 + ‖ 1
(1 + r2)
1
2
ϕ‖L2 ,
since Ar = 0 and e
rAθ ∈ L∞. Accordingly, the H−1-norm for g = e∞G is equivalent to the dual norm H−1thr
for G. It follows that Definition 1.3 is equivalent to∫
(Hϕ,ϕ) ≥ 1
4
‖ϕ‖2L2, (3.11)
‖ϕ‖H1
thr
. ‖(1
4
−H)ϕ‖H−1
thr
. (3.12)
When N = H2, so that κ = −1, (3.11) and (3.12) follow from the diamagnetic inequality and the positivity
property −κ|ψ∞2 |2 ≥ 0; see [36, Corollary 1.14] for details. When N = S2, (3.11) and (3.12) obviously
holds for α = 0, in which case H = −∆. Clearly, (3.12) holds for 0 < α ≪ 1 by treating H − (−∆) as a
perturbation (see Lemma 3.1). Next, while (3.11) itself is not stable, note that∫
((−(∇+ iA∞)ℓ(∇+ iA∞)ℓ − 1
4
)ϕ, ϕ) ≥
∫
(∇|ϕ|,∇|ϕ|) − 1
4
(ϕ, ϕ) & ‖(1 + r2)− 12ϕ‖2L2 ,
where we used the diamagnetic inequality |∇|ϕ|| ≤ |(∇ + iA∞)ϕ| (in the sense of distributions) and the
Hardy–Poincare´ inequality [36, Lemma 5.2 with w = 1]. Note that H = −(∇ + iA∞)ℓ(∇ + iA∞)ℓ − |ψ∞2 |2
where |ψ∞2 |2 = O(e−2rα2). Thus,
∫
((H− 14 )ϕ, ϕ) & ‖(1+r2)−
1
2ϕ‖2L2 for 0 < α≪ 1, which implies (3.11). 
Remark 3.5. While we utilize the explicit Coulomb frame (3.5) to simplify the arguments in this paper, we
believe that neither the precise formulas in (3.6) nor the Coulomb gauge condition (3.7) are essential in our
argument. What is important are the symmetry properties (3.8) and (3.9), as well as the smoothness and
decay properties of A∞j and ψ
∞
j (in particular, e
rA∞j , e
rψ∞j ∈ L∞).
3.2. Parabolic theory for the linear operator ∂s + H. The purpose of this subsection is to develop
the basic parabolic theory for the linear operator ∂s + H , where H was defined in (3.3). To clarify the
dependence of constants, in this subsection we work under slightly more general assumptions on H . Let H
be a linear operator on scalar functions on H2 of the form
H = −(∇ℓ + iAℓ)(∇ℓ + iAℓ) + V, where Aj and V are real-valued, (3.13)
where we assume that Ax,∇ℓAℓ, V ∈ L2 ∩ L∞. Clearly, the linearized operator H (3.3) in the Coulomb
gauge obeys this assumption (see Lemma 3.1). We will often refer to Aj and V as magnetic and electric
potentials, respectively.
Under the above conditions, it is not difficult to show that the linear parabolic equation
(∂s +H)ϕ = 0. (3.14)
is well-posed for ϕ ∈ Lp for any p ∈ [1,∞]. We denote by e−sH the solution operator for (3.14). The main
result of this subsection is the following long-time Lp bounds for e−sH :
Lemma 3.6. Let H be of the form (3.13) with Ax ∈ L2 ∩ L∞ and ∂ℓAℓ, V ∈ L2 ∩ L∞. Assume that∫
H2
(Hϕ,ϕ) ≥ ρ2
∫
H2
(ϕ, ϕ) (3.15)
for some ρ2 > 0 and for all smooth and compactly supported ϕ. Then for any p and ρ0 such that
1 < p <∞, 0 ≤ ρ20 < 2ρ2min{
1
p
, 1− 1
p
},
we have, for all f ∈ Lp and s ≥ 0,
‖sHe−sHf‖Lp + ‖e−sHf‖Lp . e−ρ20s‖f‖Lp, (3.16)
where the implicit constant depends on ‖A‖L2∩L∞, ‖V ‖L2∩L∞, p and ρ20.
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Lemma 3.6 is applicable to the linearized operator H in the Coulomb gauge introduced in Subsection 3.1
(see Lemma 3.1 and Proposition 3.3). Before we prove Lemma 3.6, we first give some corollaries.
Corollary 3.7. Let H satisfy the hypotheses of Lemma 3.6. For any 1 < p <∞, if f ∈W 2,p, then
‖f‖Lp . ‖Hf‖Lp. (3.17)
where the implicit constant depends on ‖A‖L2∩L∞, ‖V ‖L2∩L∞, p and ρ2.
The proof of Corollary 3.7 is analogous to that of Corollary 2.6, where H and Lemma 3.6 are used in lieu
of −∆ and Lemma 2.5, respectively.
Corollary 3.8. Let H satisfy the hypotheses of Lemma 3.6. For any 1 < p <∞ we have
‖e−sHf‖Lp . ‖f‖Lp
‖s 12∇e−sHf‖Lp . ‖f‖Lp
‖s∆e−sHf‖Lp . ‖f‖Lp
where the implicit constants depend on ‖A‖L2∩L∞, ‖V ‖L2∩L∞ and p.
Proof of Corollary 3.8. This is a direct consequence of Lemma 3.6 together with bound
‖∆f‖Lp . ‖Hf‖Lp,
which is a consequence of (3.17) and the Lp elliptic regularity theory for H . Note that for this purpose, it
suffices to use the assumptions Aj ∈ L∞ and ∂ℓAℓ, V ∈ L∞. 
Proof of Lemma 3.6. By density, it suffices to consider a smooth and compactly supported f , for which all
the formal manipulations below are easily justified.
Step 1. Lp bounds for H = −∆. For the free inhomogeneous equation
(∂s −∆)ϕ˜ = F˜ 0 + ∂ℓF˜ ℓ, ϕ˜(s = 0) = f˜ ,
we claim that the following Lp bounds hold for any 2 ≤ p <∞6: On any interval J of the form J = (0, s1],
‖ϕ˜‖L∞s (J;Lp) . ‖f˜‖Lp + ‖F˜ 0‖L1s(J;Lp) + ‖F˜ x‖L2s(J;Lp), (3.18)
‖ϕ˜‖L∞s (J;Lp) + ‖s∂sϕ˜‖L∞(J;Lp) . ‖f˜‖Lp + ‖(F˜ 0, s∂sF˜ 0)‖L1s(J;Lp) + ‖(F˜ x, s∂sF˜ x)‖L2s(J;Lp). (3.19)
Let us give a detailed proof of (3.19), which is more involved. Our proof is a small variant of that
of [41, Lemma 2.11]. By interpolation, it suffices to verify (3.19) for p = 2k for each positive integer k.
Computing (∂s −∆)|ϕ˜|2, we obtain
1
2
∂s|ϕ˜|2 − 1
2
∆|ϕ˜|2 + (∂ℓϕ˜, ∂ℓϕ˜) = (F˜ 0, ϕ˜) + ∂ℓ(F˜ ℓ, ϕ˜)− (F˜ ℓ, ∂ℓϕ˜). (3.20)
Similarly, computing (∂s −∆)s2|∂sϕ˜|2, and using the fact that ∂s commutes with (∂s −∆), we obtain
1
2
∂s|s∂sϕ˜|2 −∆|s∂sϕ˜|2 + (∂ℓs∂sϕ˜, ∂ℓs∂sϕ˜)− (∂sϕ˜, s∂sϕ˜)
= (s∂sF˜
0, s∂sϕ˜) + ∂ℓ(s∂sF˜
ℓ, s∂sϕ˜)− (s∂sF˜ ℓ, ∂ℓs∂sϕ˜)
We introduce Φ =
√|ϕ˜|2 + δ2|s∂sϕ˜|2, where δ > 0 is a small parameter to be fixed later. By the preceding
two identities, we obtain
1
2
∂sΦ
2 − 1
2
∆Φ2 + (∂ℓϕ˜, ∂
ℓϕ˜) + δ2(∂ℓs∂sϕ˜, ∂
ℓs∂sϕ˜)− δ(∂sϕ˜, δs∂sϕ˜)
= (F˜ 0, ϕ˜) + ∂ℓ(F˜
ℓ, ϕ˜)− (F˜ ℓ, ∂ℓϕ˜) + δ(s∂sF˜ 0, δs∂sϕ˜) + δ∂ℓ(s∂sF˜ ℓ, δs∂sϕ˜)− δ(s∂sF˜ ℓ, δ∂ℓs∂sϕ˜)
(3.21)
6Alternatively, the RHS of (3.18) may be written as ‖f˜‖Lp + ‖F‖L1s(J;Lp)+L2s(J;W−1,p)
, which is analogous to (2.3).
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We multiply (3.21) by Φ2k−2 and integrate over (s0, s1]× H2. For the first four terms on the LHS, we have∫ s1
s0
∫ (
1
2
∂sΦ
2 − 1
2
∆Φ2 + (∂ℓϕ˜, ∂
ℓϕ˜) + δ2(∂ℓs∂sϕ˜, ∂
ℓs∂sϕ˜)
)
Φ2k−2 ds
=
1
2k
(∫
Φ2k(s1)−
∫
Φ2k(s0)
)
+
k − 1
2
∫ s1
s0
∫
∂ℓΦ
2∂ℓΦ2Φ2k−4
+
∫ s1
s0
∫ (
(∂ℓϕ˜, ∂
ℓϕ˜) + δ2(∂ℓs∂sϕ˜, ∂
ℓs∂sϕ˜)
)
Φ2k−2 ds,
where we note that all terms on the RHS are nonnegative except − 12k
∫
Φ2k(s0). For the contribution of the
last term on the LHS of (3.21), by integration by parts and Cauchy–Schwarz, we have∫ s1
s0
∫
δ(∂sϕ˜, δs∂sϕ˜)Φ
2k−2 ds−
∫ s1
s0
∫
δ(F˜ 0 + ∂ℓF˜
ℓ, δs∂sϕ˜)Φ
2k−2 ds
= −
∫ s1
s0
∫
δ(∂ℓϕ˜, δ∂
ℓs∂sϕ˜)Φ
2k−2 ds− (k − 1)
∫ s1
s0
∫
δ(∂ℓϕ˜, δs∂sϕ˜)∂
ℓΦ2Φ2k−4 ds
≤ k
2
δ
∫ s1
s0
∫
(∂ℓϕ˜, ∂
ℓϕ˜)Φ2k−2 ds+
1
2
δ
∫ s1
s0
∫
δ2(∂ℓs∂sϕ˜, ∂
ℓs∂sϕ˜)Φ
2k−2 ds+
k − 1
2
δ
∫ s1
s0
∫
∂ℓΦ
2∂ℓΦ2Φ2k−4 ds,
where we used |δs∂sϕ˜| ≤ Φ on the last line. Therefore, taking δ < min{ 12 , 1k−1}, we arrive at the coercivity
bound
sup
s′∈J
∫ s′
0
∫
(LHS of (3.21))Φ2k−2 ds+
1
2k
∫
Φ2k(0)
≥ 1
2k
‖Φ‖2kL∞(J;L2k) +
k − 1
4
∫
J
∫
∂ℓΦ
2∂ℓΦ2Φ2k−4 ds
+
1
2
∫
J
∫ (
(∂ℓϕ˜, ∂
ℓϕ˜) + δ2(∂ℓs∂sϕ˜, ∂
ℓs∂sϕ˜)
)
Φ2k−2 ds
−
∣∣∣ ∫
J
∫
δ(F˜ 0 + ∂ℓF˜
ℓ, δs∂sϕ˜)Φ
2k−2 ds
∣∣∣.
(3.22)
On the other hand, for any s′ ∈ J , the contribution of the RHS of (3.21) can be controlled by the
first two terms on the RHS of (3.22) via integration by parts, Ho¨lder’s inequality and the simple bounds
|ϕ˜|, |δs∂sϕ˜| ≤ Φ:
|
∫ s′
0
∫
(F˜ 0, ϕ˜)Φ2k−2 ds| ≤ ‖F˜ 0‖L1s(J;L2k)‖Φ‖2k−1L∞(J;L2k),
|
∫ s′
0
∫
∂ℓ(F˜
ℓ, ϕ˜)Φ2k−2 ds| = (k − 1)|
∫ s′
0
∫
(F˜ ℓ, ϕ˜)∂ℓΦ
2Φ2k−4 ds|
≤ (k − 1)‖F˜ x‖L2s(J;L2k)‖Φ‖k−1L∞(J;L2k)
(∫
J
∫
∂ℓΦ
2∂ℓΦ2Φ2k−4 ds
) 1
2
,
|
∫ s′
0
∫
(F˜ ℓ, ∂ℓϕ˜)Φ
2k−2 ds| ≤ ‖F˜ x‖L2s(J;L2k)‖Φ‖k−1L∞(J;L2k)
(∫
J
∫
(∂ℓϕ˜, ∂
ℓϕ˜)Φ2k−2 ds
) 1
2
,
|
∫ s′
0
∫
δ(s∂sF˜
0, δs∂sϕ˜)Φ
2k−2 ds| ≤ δ‖F˜ 0‖L1s(J;L2k)‖Φ‖2k−1L∞(J;L2k),
|
∫ s′
0
∫
δ∂ℓ(s∂sF˜
ℓ, δs∂sϕ˜)Φ
2k−2 ds| = (k − 1)|
∫ s′
0
∫
δ(s∂sF˜
ℓ, δs∂sϕ˜)∂ℓΦ
2Φ2k−4 ds|
≤ δ(k − 1)‖s∂sF˜ x‖L2s(J;L2k)‖Φ‖k−1L∞(J;L2k)
(∫
J
∫
∂ℓΦ
2∂ℓΦ2Φ2k−4 ds
) 1
2
,
|
∫ s′
0
∫
δ(s∂sF˜
ℓ, δ∂ℓs∂sϕ˜)Φ
2k−2 ds| ≤ δ‖s∂sF˜ x‖L2s(J;L2k)‖Φ‖k−1L∞(J;L2k)
(∫
J
∫
δ2(∂ℓs∂sϕ˜, ∂
ℓϕ˜)Φ2k−2 ds
) 1
2
.
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Similarly, the last term on the RHS of (3.22) can be bounded by the first two terms there. Putting these
inequalities together, it follows that
‖Φ‖L∞(J;L2k) ≤ ‖Φ(0)‖L2k + Ck
(
‖(F˜ 0, s∂sF˜ 0)‖L1s(J;L2k) + ‖(F˜ x, s∂sF˜ x)‖L2s(J;L2k)
)
.
Since ‖Φ(s)‖L2k ≥ 12 (‖ϕ(s)‖L2k + δ‖s∂sϕ˜(s)‖L2k) and Φ2(0) = f˜2 by definition, (3.19) follows.
The case of (3.18) is similar but only simpler, so we only sketch the proof. We multiply (3.20) by |ϕ˜|2k−2,
integrate over (0, s′)×H2 and take the supremum over s′ ∈ J . Arguing as above, we arrive at
‖ϕ˜‖2kL∞(J;L2k) + 2k
∫
J
∫
(∂ℓϕ˜, ∂
ℓϕ˜)|ϕ˜|2k−2ds+ 2k(2k − 2)
∫
J
∫
(∂ℓϕ˜, ϕ˜)(∂
ℓϕ˜, ϕ˜)|ϕ˜|2k−4ds
≤
∫
|f˜ |2k + 2k‖F˜ 0‖L1(J;L2k)‖ϕ˜‖2k−1L∞(J;L2k) + k(4k − 2)‖F˜ x‖L2s(J;L2k)‖ϕ˜‖k−1L∞s (J;L2k)
(∫
J
∫
(∂ℓϕ˜, ∂
ℓϕ˜)|ϕ˜|2k−2
) 1
2
It follows that
‖ϕ˜‖L∞s (J;L2k) ≤ ‖f˜‖L2k + Ck
(
‖F˜ 0‖L1s(J;L2k) + ‖F˜ x‖L2s(J;L2k)
)
,
from which (3.18) follows.
Step 2. L2 bound for a general H. In what follows, we abbreviate ϕ(x, s) = e−sHf(x). Moreover, we
suppress the dependence of the implicit constants on ‖Ax‖L2∩L∞ , ‖∂ℓAℓ‖L2∩L∞ and ‖V ‖L2∩L∞ .
In this step, we establish the following bounds in the case p = 2:
‖ϕ(s)‖L2 ≤ e−ρ
2s‖f‖L2 for s > 0, (3.23)
‖s∂sϕ(s)‖L2 . ‖f‖L2 for 0 < s ≤ 1. (3.24)
The long time bound (3.23) follows from solving the differential inequality
1
2
∂s
∫
|ϕ|2(s) = −
∫
(Hϕ,ϕ) ≤ −ρ2
∫
|ϕ|2,
where we used the equation (∂s + H)ϕ = 0 and (3.15). To prove (3.24), we apply (3.19) with p = 2 to
(∂s −∆)ϕ = (−∆−H)ϕ. Then
‖(ϕ, s∂sϕ)‖L∞(J;L2) . ‖f‖L2 + ‖Aℓϕ‖L2s(J;L2) + ‖(−i∂ℓAℓ +AℓAℓ + V )ϕ‖L1s(J;L2).
Using the hypothesis Ax, ∂
ℓAℓ, V ∈ L∞, the last two terms may be handled by Gronwall’s inequality, so
(3.24) follows.
Step 3. Lp bound for a general H. Next, we claim that
‖ϕ(s)‖Lp . ‖f‖Lp for s > 0, (3.25)
‖s∂sϕ(s)‖Lp . ‖f‖Lp for 0 < s ≤ 1. (3.26)
First, consider the solution ϕ to (∂s + H)ϕ = F
0 + ∂ℓF
ℓ with ϕ(s = 0) = f . By applying (3.19) to
(∂s − ∆)ϕ = (−∆ − H)ϕ + F 0 + ∂ℓF ℓ and then handling the contribution of (−∆ − H)ϕ by Gronwall’s
inequality (as in the previous step), we obtain
sup
s∈(0,1]
‖ϕ(s)‖Lp . ‖f‖Lp + ‖F 0‖L1s((0,1];Lp) + ‖F x‖L2s((0,1];Lp), (3.27)
sup
s∈(0,1]
‖s∂sϕ(s)‖Lp . ‖f‖Lp + ‖(F 0, s∂sF 0)‖L1s((0,1];Lp) + ‖(F x, s∂sF x)‖L2s((0,1];Lp).
Thus, it only remains to establish (3.25) for s > 1. Write ϕ(s) = ϕ˜(s) + wnear;s(s) + wfar;s(s), where
(∂s′ +H)w
near;s(s′, x) = −1(s−1,s](s′)(−∆−H)ϕ˜(s′, x), wnear;s(s′ = 0) = 0,
(∂s′ +H)w
far;s(s′, x) = −1(0,s−1](s′)(−∆−H)ϕ˜(s′, x), wfar;s(s′ = 0) = 0,
and ϕ˜ is as in Step 1 but with zero RHS and initial data f . By (3.18), it follows that
‖ϕ˜(s′)‖Lp ≤ ‖f‖Lp for any s′ > 0. (3.28)
For wnear;sx, by (3.27) and (3.28), we have
‖wnear;s(s)‖Lp . ‖Aϕ˜‖L2
s′
((s−1,s];Lp) + ‖(−i(∂ℓAℓ) +AℓAℓ + V )ϕ˜)‖L1
s′
((s−1,s];Lp) . ‖f‖Lp.
26 A. LAWRIE, J. LU¨HRMANN, S.-J. OH, AND S. SHAHSHAHANI
where we used Ax, ∂ℓA
ℓ, V ∈ L∞. Next, to estimate wfar;s, first note that e 12H , ∇e 12H and e 12H∇ are all
bounded from L2 into L2. Indeed, the first case follows from (3.23), the second from (3.24), L2 elliptic
regularity theory for H and interpolation (note that only the assumptions Aj , ∂ℓA
ℓ, V ∈ L∞ are used), and
third by duality from the second. In particular, by the Gagliardo–Nirenberg inequality (Lemma 2.12), it
follows that ‖e 12Hg‖Lp . ‖g‖L2 for any 2 ≤ p <∞. Thus, we have
‖wfar;s(s)‖Lp .
∫ s−1
0
‖e− 12He−(s−1−s′)He− 12H(−∆−H)ϕ˜(s′)‖Lp ds′
.
∫ s−1
0
‖e−(s−1−s′)He− 12H(−∆−H)ϕ˜(s′)‖L2 ds′
.
∫ s−1
0
e−ρ
2(s−1−s′)‖e− 12H(−∆−H)ϕ˜(s′)‖L2 ds′
. sup
s′∈(0,s−1]
(
‖ − 2ie−12H∂ℓ(Aℓϕ˜(s′))‖L2 + ‖e− 12H(−i∂ℓAℓ +AℓAℓ + V )ϕ˜(s′)‖L2
)
. sup
s′∈(0,s−1]
(‖Axϕ˜(s′)‖L2 + ‖(−i∂ℓAℓ +AℓAℓ + V )ϕ˜(s′)‖L2) .
Combining the assumptions Aj , ∂
ℓAℓ, V ∈ L2 ∩ L∞ with (3.28), the last line is bounded by . ‖f‖Lp as
desired.
Step 4. Completion of proof. Let p > 2. By (3.25) and (3.26), it only remains to establish (3.16) for
s ≥ 1. For δ > 0, define q = 2(1+δ−
2
p
)
δ . Interpolating the L
2 bound and the Lq bound from Step 3,
‖ϕ(s)‖Lp . e−( 2p−δ)ρ
2s‖f‖Lp
Moreover,
‖s∂sϕ(s)‖Lp . se−( 2p−δ)ρ
2(s−1)‖∂sϕ(1)‖Lp . se−( 2p−δ)ρ
2s‖f‖Lp.
Choosing δ so that ρ20 < (
2
p − δ)ρ2, (3.16) follows for p > 2. Finally, the remaining case 1 < p < 2 follows by
duality. 
3.3. Dispersive theory for the linear Schro¨dinger operator −i∂t + H. In this section we record a
collection of linear dispersive estimates established in the companion paper [36] for solutions to the inhomo-
geneous Schro¨dinger equation
(−i∂t +H)u = F,
u(0) = u0 ∈ L2(H2).
(3.29)
where H is the linearized operator defined in (3.3) in the Coulomb gauge. We assume furthermore that
H is obtained by linearization about a harmonic map Q satisfying the strong linearized stability condition,
Definition 1.3; see Proposition 3.4.
For each ℓ ∈ Z, the dyadic spatial annulus Aℓ is defined by
Aℓ := {2ℓ ≤ r ≤ 2ℓ+1},
where o is a fixed origin in H2 and r(x) = dH2(o, x). Similarly the ball A≤ℓ and A≥ℓ are defined by
A≤ℓ := {r ≤ 2ℓ}, A≥ℓ := {r ≥ 2ℓ}.
Following [36] we then define the local smoothing space LE via the norm,
‖u‖2LE(I) :=
∫ 1
2
0
σ−
1
2 ‖Pσu‖2LEσ(I)
dσ
σ
+
∫ 4
1
8
‖P≥σu‖2LElow(I)
dσ
σ
,
where LEσ and LElow are given by
‖v‖LEσ(I) := σ−
1
4 ‖v‖L2tL2x(I×A≤−kσ ) + sup
−kσ≤ℓ<0
2−
1
2 ℓ‖v‖L2tL2x(I×Aℓ) + ‖r−2v‖L2tL2x(I×A≥0),
‖v‖LElow := ‖〈r〉−2v‖L2tL2x(I×H2).
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The Littlewood-Paley projections P≥σ and Pσ were defined in (2.8). For any heat time σ > 0 we use the
notation kσ to denote the corresponding dyadic frequency
kσ := ⌊log2(σ−
1
2 )⌋.
The norm ‖ · ‖LE∗ is given by
‖F‖2LE∗ :=
∫ 4
1
8
‖P≥σF‖2LE∗low
dσ
σ
+
∫ 1
2
0
σ
1
2 ‖PσF‖2LE∗σ
dσ
σ
.
where
‖G‖LE∗low := ‖〈r〉2G‖L2tL2x(R×H2),
‖G‖LE∗σ := σ
1
4 ‖G‖L2tL2x(R×A≤−kσ ) +
∑
−kσ≤ℓ<0
‖r 12G‖L2tL2x(R×Aℓ) + ‖r2G‖L2(R×A≥0).
Note that the norms LE,LE∗ correspond to the notation LE,LE∗ in [36].
We can now state the global-in-time local smoothing estimate.
Proposition 3.9 (Local smoothing estimate [36, Corollary 1.18]). Let u(t) denote the solution to (3.29) for
initial data u0 ∈ L2(H2). Then, for any time interval I ⊂ R,
‖u‖LE(I) . ‖u0‖L2 + ‖F‖LE∗(I) (3.30)
Proof. This is one of the main results from [36], which can be applied directly after verifying that the
linearized operator H defined in (3.3) satisfies the hypothesis of [36, Corollary 1.18]. From Proposition 3.4
we know that the harmonic maps in question satisfy the strong linearized stability condition, Definition 1.3.
Then a straightforward computation reveals that the Coulomb frame conditions in Lemma 3.1 ensure that
the norms H1thr, H
−1
thr are equivalent to H
1
thr, H
−1
thr defined in [36, Proposition 1.13] (see also the proof of
Proposition 3.4), which are used to characterize the operators H considered in [36, Corollary 1.18]. Lastly,
one must check that the magnetic and electric potentials in H have sufficient decay so that conditions [36,
equations (1.8) and (1.12)] are satisfied. However, this is manifestly clear since the results in [36] require
polynomial decay, whereas the coefficients in H as defined in (3.3) exhibit exponential decay. We thus refer
the reader to the companion paper [36] for further details. 
It is also proved in [36] that the local smoothing estimate (3.30) can be combined with Strichartz estimates
for the free Schro¨dinger equation on Hd proved in [1, 2, 31] to deduce Strichartz estimates for (3.29).
Definition 3.10. Let d ≥ 2. We say that a pair (p, q) of real numbers is S-admissible if{
(
1
p
,
1
q
) ∈ (0, 1
2
)× (0, 1
2
)
∣∣ 2
p
≥ d
2
− d
q
}
∪
{
(
1
p
,
1
q
) = (0,
1
2
)
}
,
With this notation we define the Strichartz norm:
‖v‖Str(I) := sup
(p,q) S-admissible
‖v‖Lpt (I;Lqx(Hd)).
Lemma 3.11 (Strichartz estimates). Let u(t) be the solution to (3.29) with initial data u(0) = u0 ∈ L2(H2).
Then, for any pair (p, q) that is S-admissible (with d = 2) and any time interval I, we have
‖u‖Str(I) . ‖v0‖L2 + ‖F‖Lp′t Lq′x (I×H2).
The main linear ingredient in our analysis of the Schro¨dinger maps system is the following estimate
from [36] that puts together the Strichartz estimate and the local smoothing estimate in a combined functional
framework. This is a consequence of Proposition 3.9, Lemma 3.11 and the Christ–Kiselev lemma [17].
Lemma 3.12 (Main linear estimate [36, Corollary 1.20]). Let u(t) be the solution to (3.29) with initial data
u(0) = u0 ∈ L2(H2). Then
‖u‖LE(I)∩Str(I) . ‖u(0)‖L2x + ‖F‖LE∗(I)+L 43t L
4
3
x (I)
.
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Lastly we introduce notation for the main dispersive norms used here. For some small fixed absolute
constant 0 < δ < 1 and any s > 0 we set
m(s) := max{s−δ, 1}.
Given an R+ ∋ s dependent function v(s) = v(t, x, s), and a t−time interval I ⊂ R we denote by Ss(I) the
norm
‖v(s)‖Ss(I) :=
∥∥m(s)s 12 v(s)∥∥
LE(I)∩Str(I)
+
∥∥m(s)s 12Ωv(s)∥∥
LE(I)∩Str(I)
where Ω denotes the rotational vector field defined earlier. Then we set,
‖v‖S(I) := ‖v(s)‖L∞ds
s
∩L2ds
s
(R+;Ss(I)).
3.4. Bernstein-type estimates. The aim of this subsection is to prove the following two “Bernstein-type”
estimates for the spaces LE∗σ and LE
∗
low:
Lemma 3.13. Let ξ be an arbitrary (0, 1) or (1, 0) tensor field on I ×H2. Let 1 ≤ p ≤ 2 and set αp = 2−p2p .
Then,
‖σ 14Pσ∇µξµ‖LE∗σ(I) . σ−αp‖ξ‖L2tLpx(I×A≤−kσ ) + σ−
1
4
∑
−kσ≤ℓ<0
‖r 12 ξ‖L2tL2x(I×Aℓ) + σ−
1
4 ‖r2ξ‖L2tL2x(I×A≥0).
Lemma 3.14. Let ξ be an arbitrary (0, 1) or (1, 0) tensor field on I ×H2. Let 1 ≤ p ≤ 2 and set αp = 2−p2p .
Then,
‖σ 12P≥σ∇µξµ‖LE∗low(I) . σ−
1
2+α‖ξ‖L2tLpx(I×A≤0) + ‖r2ξ‖L2tL2x(I×A≥0).
The estimates in Lemma 3.13 and Lemma 3.14 are consequences of the definitions of the spaces LE∗σ and
LE∗low together with the following “core” localized parabolic regularity estimate of the type proved in [36,
Section 4]. Let φ ∈ C∞0 be a smooth bump function such that φ(r) = 1 if 12 ≤ r ≤ 2 and suppφ(r) ⊂ [1/4, 4].
For each integer ℓ ∈ Z define
φℓ(r) := φ(r/2
ℓ).
Next, given a (r, q) tensor field ξ on H2, for k = r + q we denote by ∇(k) · ξ any contraction
∇µσ(1) · · · ∇µσ(r)∇µτ(r+1) · · ·∇µτ(r+q)ξµ1···µrµr+1···µr+q
where σ, τ are any perturbations of {1, . . . r} and {r + 1, . . . , r + q}.
Lemma 3.15. [36, Corollary 4.8 and Corollary 4.9] Let 1 ≤ p ≤ 2 and set αp = 2−p2p . Let v be an arbitrary
function on H2, and let ξ be an arbitrary (r, q) tensor field on H2. Let σ0 > 0 be fixed. Then, for each σ
with 0 < σ < σ0, each ℓ,m ∈ Z with |ℓ −m| ≥ 10 and max{2ℓ, 2m} ≥ σ 12 , and each k,N ∈ N we have
‖φℓσ k2∇(k)eσ∆(φmv)‖L2x .N,k σ−αp
(
σ
1
2 2−max{ℓ,m}
)N‖φmv‖Lpx
‖φℓeσ∆σ k2∇(k) · (φmξ)‖L2x .N,k σ−αp
(
σ
1
2 2−max{ℓ,m}
)N‖φmξ‖Lpx
where in the latter estimate we require that k = r + q.
Proof of Lemma 3.15. This follows from the exact same argument given in [36, Section 4.1, Corollary 4.8
and Corollary 4.9] with the only distinction being that here we apply Lemma 2.4 in lieu of the L2-based
parabolic regularity estimates used in [36], i.e. [36, Lemma 4.2]. 
Proof of Lemma 3.13 and Lemma 3.14. These again are consequences of the definitions of the spaces LE∗σ
and LE∗low together with Lemma 3.15. While these precise estimates are not covered in this exact form
in [36], the argument follows the same outline as [36, Proof of Lemma 4.11], using now Lemma 3.15 in lieu
of [36, Corollary 4.8 and Corollary 4.9]. We omit the proof and refer the reader to [36]. 
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4. The harmonic map heat flow and the caloric gauge
This section is devoted to the analysis of the harmonic map heat flow (1.4), which sets the stage for the
analysis of the Schro¨dinger maps evolution and thus the proof of Theorem 1.7. In particular, we prove the
asymptotic stability of weakly stable harmonic maps under (1.4) and construct the caloric gauge with the
Coulomb gauge at infinity (Definition 1.6).
In Subsection 4.1, we lay out the basic conventions for the extrinsic formulation for analyzing maps,
which will be the setting in which we develop a well-posedness theory for the (1.4). In Subsection 4.2, we
establish local well-posedness results for the harmonic map heat flow in the extrinsic formulation (4.2) and
its linearization (4.6). In Subsection 4.3, we prove the asymptotic stability of any weakly linearly stable
harmonic map Q under (4.2) (Theorem 4.8; see also Theorem 1.5). At the same time, we develop the
corresponding global theory for the linearized equation (4.6). Based on these results, in Subsection 4.4,
we construct the caloric gauge with the Coulomb gauge at infinity (Definition 1.6) for the harmonic map
heat flow development of maps close to Q. Next, in Subsection 4.5, we prove forward-in-s bounds for the
components ψs, ψj , as well as the connection 1-form Aj , in the caloric gauge constructed in Subsection 4.4.
Finally, in Subsection 4.6, we give backward-in-s bounds in the same gauge that relate ψs for s > 0 with the
map u(s = 0).
4.1. Conventions on the extrinsic formulation. To formulate the local and global well-posedness theory
for (1.4), we rely on an isometric embedding of the target manifold as in our definitions of spaces for maps.
This point of view is called the extrinsic formulation.
We recall some of the basic notation and refer the reader to Section 2 for more details. As before, we fix a
bounded open set N˜ of N that contains the image of Q, and consider a modification N ′ of N outside N˜ that
is a closed 2-dimensional Riemann surface (i.e., an oriented 2-dimensional Riemannian manifold). Then we
fix an isometric embedding (as Riemannian manifolds) ι : N ′ →֒ RN and denote its second fundamental form
by S. We identify maps into N˜ and sections of the associated pull-back tangent bundles with RN -valued
function via ι.
For the induced covariant derivative, we have the formula
Dαφ
A = ∂αφ
A + SABC(u)φ
B∂αu
C . (4.1)
We use the following index convention for the induced curvature tensor:
[Dα, Dβ]φ
C = R CAB D(u)φ
D∂αu
A∂βu
B.
For simplicity of exposition, we simply write N for N ′ in this section; this abuse of notation is
admissible since all maps under consideration would take values in N˜ . Moreover, we generally suppress
the dependence of constants on the harmonic map Q, the bounded open neighborhood N˜ and
the isometric embedding N ′ →֒ RN .
4.2. Local theory for (1.4) in the extrinsic formulation. In the extrinsic formulation, (1.4) takes the
form
∂su
A = ∆uA + SABC(u)∂
ℓuB∂ℓu
C . (4.2)
We remark that, to lighten the notation, we write u and u0 here instead of U and u as in Subsection 1.1.
The main local well-posedness result for (4.2) we use in this paper is as follows.
Proposition 4.1 (Local well-posedness of the harmonic map heat flow). Consider the initial value problem
for (4.2) with u(s = 0) = u0 ∈ (H1 ∩ C0)Q(H2;N ) and u0(x) ∈ N˜ for all x ∈ H2.
• Local well-posedness in H1 ∩ C0. There exists a unique solution u(s) ∈ (H1 ∩ C0)Q(H2;N ) for
s ∈ J = [0, s0], where s0 is any positive number for which
‖∇es∆(u0 −Q)‖L2s([0,s0];L∞) + |s0|
1
2 (4.3)
is sufficiently small compared to an upper bound for ‖u0−Q‖H1∩L∞. The solution u obeys u(x, s) ∈ N˜
for all (x, s) ∈ H2 × J , as well as the a-priori estimate
‖u−Q‖L∞s (J;H1∩L∞) + ‖u−Q‖L2s(J;H2) + ‖∂su‖L2s(J;L2) + ‖∇(u−Q)‖L2s(J;L∞) . ‖u0 −Q‖H1∩L∞ .(4.4)
The solution is unique in the function space defined by the LHS of (4.4). The solution map is smooth
from H1 ∩ L∞ to this function space.
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In what follows, we exclusively work with solutions that are given by iteration of the above state-
ment.
• Continuation criterion. If a solution u : H2 × J → N satisfies
‖∇(u−Q)‖L2s(J;L∞) + |J |
1
2 <∞, u(x, s) ∈ N˜ for all (x, s) ∈ H2 × J
then u can be extended as a solution past the future endpoint of J .
• Persistence of regularity. For any σ > 1,
‖u−Q‖L∞s (J;Hσ) + ‖u−Q‖L2s(J;Hσ+1) + ‖∂su‖L2s(J;Hσ−1) . ‖u0 −Q‖Hσ .
where the implicit constant only depends on σ and upper bounds for ‖u0 − Q‖H1∩L∞ and ‖∇(u −
Q)‖L2s(J;L∞) + |J |
1
2 .
• Parabolic smoothing. For any σ ≥ 1 and k = 1, 2, . . .,
‖s k2 (u−Q)‖L∞ds
s
(J;Hσ+k) + ‖s
k+1
2 (u−Q)‖L2ds
s
(J;Hσ+k+1) + ‖s
k+1
2 ∂su‖L2ds
s
(J;Hσ+k−1) . ‖u0 −Q‖Hσ , (4.5)
where the implicit constant only depends on σ, k and upper bounds for ‖u0−Q‖H1∩L∞ and ‖∇(u−
Q)‖L2s(J;L∞) + |J |
1
2 .
Next, given a harmonic map heat flow u : H2 × J → N˜ , we consider the associated (inhomogeneous)
linearized harmonic map heat flow for sections φ and f of u∗TN (i.e., φ(x, s), f(x, s) ∈ Tu(x,s)N for every
(x, s) ∈ H2 × J), which takes the form
Dsφ
A −DℓDℓφA −R ACD B(u)∂ℓuBφC∂ℓuD = fA. (4.6)
We remind the reader that the covariant derivative Da is given by
Daφ
A = ∂aφ
A + SABC(u)∂au
BφC .
Indeed, note that given an one-parameter family {u(λ;x, s)}λ∈(−ǫ,ǫ) of harmonic map heat flows, the differ-
ential φ(x, s) = ddλu(x, s)|λ=0 obeys (4.6) with f = 0.
Proposition 4.2 (Local theory for the linearized equation in the extrinsic formulation). Let u be a solution
to (4.2) given by Proposition 4.1 with u(s = 0) = u0 ∈ (H1 ∩ C0)Q(H2; N˜ ).
• Local theory in Hσ for 0 ≤ σ < 1. Let J = [0, T ] be a compact interval on which u exists. Then
for any φ0 ∈ u∗0TN , f ∈ u∗TN satisfying
φ0 ∈ Hσ, f ∈ L1s(J ;Hσ) + L2s(J ;Hσ−1),
there exists a unique solution φ to (4.6) with φ(s = 0) = φ0 such that φ ∈ C0s (J ;Hσ)∩L2s(J ;Hσ+1),
which obeys
‖φ‖L∞s (J;Hσ) + ‖φ‖L2s(J;Hσ+1) + ‖∂sφ‖L2s(J;Lσ−1) . ‖φ0‖Hσ + ‖f‖L1s(J;Hσ)+L2s(J;Hσ−1), (4.7)
where the constant depends on upper bounds for ‖u0 −Q‖H1∩L∞ and ‖∇(u−Q)‖L2s(J;L∞) + |J |
1
2 .
Moreover, for any k ≥ 1, we have
‖s k2 φ‖L∞s (J;Hσ+k) + ‖s
k
2 φ‖L2s(J;Hσ+k+1) + ‖s
k
2 ∂sφ‖L2s(J;Hσ+k−1)
. ‖φ0‖Hσ + ‖f‖L1s(J;Hσ)+L2s(J;Hσ−1) + ‖s
k
2 f‖L1s(J;Hσ+k)+L2s(J;Hσ+k−1),
where the constant depends on k and upper bounds for ‖u0−Q‖H1∩L∞ and ‖∇(u−Q)‖L2s(J;L∞)+|J |
1
2 .
• Local theory in H1 ∩ C0. Let J = [0, T ] be a compact interval on which u exists. Then for any
φ0 ∈ u∗0TN , f ∈ u∗TN satisfying
φ0 ∈ H1 ∩ C0, f ∈ L1s(J ;H1 ∩ C0),
there exists a unique solution φ to (4.6) with φ(s = 0) = φ0 such that φ ∈ C0s (J ;H1 ∩ C0) and
∇φ ∈ L2s(J ;H1 ∩ C0), which obeys
‖φ‖L∞s (J;H1∩L∞) + ‖φ‖L2s(J;H2) + ‖∂sφ‖L2s(J;L2) + ‖∇φ‖L2s(J;L∞) . ‖φ0‖H1∩L∞ + ‖f‖L1s(J;H1∩L∞), (4.8)
where the constant depends on upper bounds for ‖u0 −Q‖H1∩L∞ and ‖∇(u−Q)‖L2s(J;L∞) + |J |
1
2 .
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Moreover, for any k ≥ 1, we have
‖s k+12 φ‖L∞s (J;Hk+1) + ‖s
k+1
2 φ‖L2s(J;Hk+2) + ‖s
k+1
2 ∂sφ‖L2s(J;Hk−1)
. ‖φ0‖H1∩L∞ + ‖f‖L1s(J;H1∩L∞) + ‖s
k+1
2 f‖L1s(J;Hk+1)+L2s(J;Hk),
(4.9)
where the constant depends on k and upper bounds for ‖u0−Q‖H1∩L∞ and ‖∇(u−Q)‖L2s(J;L∞)+|J |
1
2 .
• Local theory in Hσ for σ > 1. If u0 − Q ∈ Hσ, φ0 ∈ Hσ and f ∈ L1s(J ;Hσ) + L2s(J ;Hσ−1),
then there exists a unique solution φ to (4.6) with φ(s = 0) = φ0 in C
0
s (J ;H
σ)∩L2s(J ;Hσ+1), which
obeys
‖φ‖L∞s (J;Hσ) + ‖φ‖L2s(J;Hσ+1) + ‖∂sφ‖L2s(J;Hσ−1) . ‖φ0‖Hσ + ‖f‖L1s(J;Hσ)+L2s(J;Hσ−1), (4.10)
where the constant depends on σ and upper bounds for ‖u0−Q‖Hσ and ‖∇(u−Q)‖L2s(J;L∞)+ |J |
1
2 .
Moreover, for any k ≥ 1, we have
‖s k+12 φ‖L∞s (J;Hσ+k) + ‖s
k+1
2 φ‖L2s(J;Hσ+k+1) + ‖s
k+1
2 ∂sφ‖L2s(J;Hσ+k−1)
. ‖φ0‖Hσ + ‖f‖L1s(J;Hσ)+L2s(J;Hσ−1) + ‖s
k+1
2 f‖L1s(J;Hσ+k)+L2s(J;Hσ+k−1),
(4.11)
where the constants depend on σ, k and upper bounds for ‖u0−Q‖Hσ and ‖∇(u−Q)‖L2s(J;L∞)+ |J |
1
2 .
Some remarks concerning the above results are in order.
Remark 4.3 (Local well-posedness in H1). To simplify the local theory for (4.2), we have elected to work
with the space H1 ∩ C0. It is possible to extend the local theory to u0 −Q ∈ H1, as we sketch now.
A key difference from the H1 ∩ C0 case is that now the image of u0 may lie outside of N˜ even if u0 −Q
is small in H1. Hence, we cannot rely on the trick of modifying N \ N˜ to work with a compact target N ′ as
in Subsection 4.1. Instead, we need to assume that the whole target manifold N is uniformly isometrically
embedded in a Euclidean space RN , in the sense that there exists a tubular neighborhood Nǫ of N in RN on
which the closest-point projection map πN is well-defined and its derivatives are uniformly bounded.
Another important difference is that while H1 ∩ C0 is an algebra, H1 is not. As a consequence, the
standard Picard iteration does not apply in the H1 case. Instead, one begins by showing:
• an H1 a-priori estimate
‖u−Q‖L∞s (J;H1) + ‖u−Q‖L2s(J;H2) + ‖∂su‖L2s(J;L2) + ‖∇(u−Q)‖L2s(J;L∞) . ‖u0 −Q‖H1 , (4.12)
where the implicit constant depends only on an upper bound for ‖∇(u−Q)‖L2s(J;L∞) + |J |
1
2 , and
• an Hσ (with σ < 1) bound (4.7) for the linearized equation (4.6), whose implicit constant depends
only on upper bounds for the LHS of (4.12) and |J | 12 .
Estimate (4.12) is essentially proved in the proof of Proposition 4.1 below, and the preceding remark con-
cerning the dependencies of the implicit constant in (4.7) may be checked by inspection; we emphasize that
the uniformity of the embedding ι : N → RN needs to be used here. Using these, one may show the existence
of a unique local solution u in the function space defined by the LHS of (4.12) on an interval J = [0, s0] on
which (4.3) holds. The solution map from u0−Q ∈ H1 in this function space can be shown to be continuous,
but it is unlikely to be any smoother (say C1), in contrast to the case of H1 ∩ C0.
Remark 4.4. By the local well-posedness statement in Proposition 4.1, note that for any fixed s-interval
J = [0, s0), there exists ǫ = ǫ(J, N˜ ) such that ‖u0 −Q‖H1∩L∞ < ǫ implies that u exists on J ,
‖∇(u−Q)‖L2s(J;L∞) + |J |
1
2 ≤ 1 and u(x, s) ∈ N˜ for all (x, s) ∈ H2 × J.
Thus, the implicit constants in all bounds in Propositions 4.1 and 4.2 are independent of u on the interval
J . This simple observation will be used often in what follows.
Remark 4.5. In the bound (4.8), we recover only one additional derivative for φ compared to f , whereas the
correct smoothing bound should gain two additional derivatives (see, e.g., (4.9)). This issue can be remedied
by working with a function space that is similar to H1 ∩C0 but behaves better under the heat equation (e.g.,
the Besov space B1,21 ⊂ H1 ∩ C0). Here we have chosen to avoid technicalities and use the simpler space
H1 ∩ C0, as the nonsharp bound (4.8) suffices for our purposes.
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Before we prove these propositions, we need to take care of one technical issue. Both (4.2) and (4.6) only
make sense for u(x, s) and φ(x, s) obeying suitable constraints, namely, u(x, s) ∈ N and φ(x, s) ∈ Tu(x,s)N .
However, to set up an iteration scheme, we need to work with extensions of these equations to more general
RN -valued functions. Then in order to return to the original equations, we need to ensure that the constraints
are preserved in the course of the evolution.
We start with (4.2). Consider a tubular neighborhood Nǫ = {x ∈ RN : dRN (x,N ) < ǫ} of N , on which
the closest-point projection πN : Nǫ → N is well-defined as a uniformly smooth map (i.e., all its derivatives
are uniformly bounded). We extend (4.2) to u : H2 × J → Nǫ by
∂su
A = ∆uA − (∂B∂CπAN )(u)∂ℓuB∂ℓuC . (4.13)
Lemma 4.6 (Propagation of constraint for (4.2)). Let u : H2 × J → Nǫ be a Cs(J ;H∞Q (H2;N )) solution to
(4.13) on J . If initially u0(x) ∈ N , then u(x, s) ∈ N for all (x, s) ∈ H2 × J .
For a proof, see [41, Proof of Lemma 3.2].
Next, we turn to (4.6). We need to extend the definition of Da and the curvature tensor R
C
AB D. For an
RN -valued function φ, we define (φ⊤)A = (∂Bπ
A
N (u))φ
B via the point-wise orthogonal projection onto TuN .
We also define φ⊥ := φ− φ⊤. For a general RN -valued function φ, we define
Daφ = ∂aφ− ∂B∂CπAN (u)∂auB(φ⊤)C + ∂B∂CπAN (u)∂auB(φ⊥)C . (4.14)
We claim that (4.14) coincides with the induced covariant derivative (4.1) for φ = φ⊤. Indeed, observe that
[(∂aφ
⊤)⊤]A = ∂a(φ
⊤)A − ∂B∂CπAN (u)∂auB(φ⊤)C , [(∂aφ⊥)⊥]A = ∂a(φ⊥)A + ∂B∂CπAN (u)∂auB(φ⊥)C ,
and recall that Daφ
⊤ = (∂aφ
⊤)⊤.
To extend the curvature tensor, we start with the formula
SABC(u) = −∂B∂CπAN (u) (4.15)
on TuN , which follows from the preceding computation and (4.1). Moreover, by the Gauss and Codazzi
formulas, we have
R CAB D(u) = ∂C′π
C
N (u)
(
∂AS
C′
BD − ∂BSC
′
AD + S
C′
AES
E
BD − SC
′
BES
E
AD
)
(u) (4.16)
on TuN . We take the RHSs of (4.15) and (4.16) as the extension of SABC(u) and R CAB D(u) to the whole
ambient tangent space RN . We emphasize, however, that the induced covariant derivative Da is extended
using (4.14), not (4.1) and (4.15).
Lemma 4.7 (Propagation of constraint for (4.6)). Let u be a Cs(J ;H
∞
Q (H
2;N )) solution to (4.2) on J , and
let φ be a Cs(J ;H
∞) solution to (4.6) extended in the above fashion. If φ0(x) ∈ Tu0(x)N for all x ∈ H2 and
f(x, s) ∈ Tu(x,s)N for all (x, s) ∈ H2 × J , then φ(x, s) ∈ Tu(x,s)N for all (x, s) ∈ H2 × J .
Proof. Note that
Dsφ = Dsφ
⊤ + (∂sφ
⊥)⊥, DℓDℓφ = D
ℓDℓφ
⊤ + (∂ℓ(∂ℓφ
⊥)⊥)⊥.
Moreover, Dsφ
⊤, DℓDℓφ
⊤, R ACD B∂ℓu
BφC∂ℓuD and f are all tangent to TuN . Thus (4.6) implies
0 = (φ⊥, ∂sφ
⊥ − ∂ℓ(∂ℓφ⊥)⊥).
Integrating over H2, it follows that
∂s
∫
|φ⊥|2 = −2
∫
((∂ℓφ⊥)⊥), (∂ℓφ
⊥)⊥) ≤ 0.
Hence if φ⊥ = 0 initially, then it stays so for s > 0. 
We are now ready to prove Propositions 4.1 and 4.2.
Proof of Proposition 4.1. We proceed in several steps.
Step 1: Reformulation of (4.2). Fix a small number ǫ > 0 so that πN is well-defined on Nǫ. Using
a smooth cutoff, extend πN to R
N so that πN = id outside N2ǫ. By the uniformity of the embedding
N →֒ RN , we may ensure that all derivatives of πN are uniformly bounded. In what follows, the dependence
of constants on πN and Q are often suppressed (we remark that for Q, only the norms of the type ‖∇Q‖Hσ
for σ ≥ 0 will be used).
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In view of Lemma 4.6, we work with (4.13). We begin by reformulating this equation in terms of vA =
uA −QA. Under the a-priori assumption that the image of v +Q lies in Nǫ, we introduce the notation
S˜ABC(v;x) = −(∂B∂CπAN )(v +Q(x)) + (∂B∂CπAN )(Q(x)),
where we note that −(∂B∂CπAN )(Q) = SABC(Q). Then we rewrite (4.13) as
∂sv
A −∆vA = −2SABC(Q)∂ℓQB∂ℓvC + S˜ABC(v;x)∂ℓQB∂ℓQC
+ 2S˜ABC(v;x)∂
ℓQB∂ℓv
C − SABC(Q)∂ℓvB∂ℓvC + S˜ABC(v;x)∂ℓvB∂ℓvC
:= FA[v].
(4.17)
We end this step with a couple of pointwise bounds for S˜ABC(v(x), x). Under the a-priori assumption that
the image of v +Q lies in Nǫ, we claim that
|S˜ABC(v(x), x)| . min{1, |v(x)|} (4.18)
|∇S˜ABC(v(x), x)| . |∇v(x)| + |v(x)| (4.19)
Indeed, if |v(x)| & 1, then (4.18) is vacuously true. If |v(x)| ≪ 1, then by the fundamental theorem of
calculus,
|S˜ABC(v(x), x)| ≤
∫ 1
0
|vD(x)(∂B∂C∂DπAN )(λv +Q(x))| dλ . |v(x)|,
which proves (4.18). Bound (4.19) is proved similarly after an application of the chain rule.
Step 2: Bounds for F[v]. Let J be an s-interval. Consider a function v : H2 × J → RN that satisfies
(v +Q)(x, s) ∈ Nǫ for (x, s) ∈ H2 × J, (4.20)
as well as
‖∇v‖L2s(J;L∞) + |J |
1
2 ≤ δ. (4.21)
We claim that the following bounds hold:
‖F[v]‖L1s(J;H1) = ‖∇F[v]‖L1s(J;L2) . δ‖∇v‖L2s(J;H1∩L∞) + δ2‖v‖L∞s (J;H1), (4.22)
‖F[v]‖L1s(J;L∞) . δ‖∇v‖L2s(J;L∞) + δ2‖v‖L∞s (J;L∞). (4.23)
We emphasize that the implicit constants may depend on πN orQ, but not on v. Moreover, if ‖v‖L∞s (J;H1∩L∞)+‖w‖L∞s (J;H1∩L∞) ≤ A, then we claim that
‖F[v]− F[w]‖L1s(J;H1∩L∞) .A δ‖∇(v − w)‖L2s(J;H1∩L∞) + δ2‖v − w‖L∞s (J;H1∩L∞), (4.24)
and for any σ ≥ 0
‖F[v]‖L1s(J;Hσ) .A δ‖v‖L2s(J;Hσ+1) + δ2‖v‖L∞s (J;Hσ). (4.25)
We first verify (4.22). For all terms in the definition of FA[v] in (4.17) except S˜ABC(v;x)∂
ℓQB∂ℓQ
C ,
the desired bound follows by the chain rule and the bounds |S˜(v(x), x)| . 1, ‖∇S˜(v(x), x)‖L2 . ‖v‖H1
and ‖∇v‖L2s(J;L∞) + ‖∇Q‖L2s(J;L∞) . δ, which in turn follow from (4.18), (4.19) (as well as the Poincare´
inequality) and (4.21), respectively. For S˜ABC(v;x)∂
ℓQB∂ℓQ
C , we directly estimate
‖∇(S˜ABC(v;x)∂ℓQB∂ℓQC)‖L2 . ‖∇S˜ABC(v;x)‖L2 + ‖S˜ABC(v;x)∇∂ℓQB∂ℓQC)‖L2
. ‖∇v‖L2 + ‖v‖L4‖∇(2)Q‖L2‖∇Q‖L4 . ‖∇v‖L2,
where we used the chain rule, the Ho¨lder inequality, (4.18), (4.19), the Poincare´ inequality and interpo-
lation. Next, bound (4.23) is immediate from the bound ‖∇v‖L2s(J;L∞) + ‖∇Q‖L2s(J;L∞) . δ and (4.18).
Finally, bounds (4.24) and (4.25) are straightforward consequences of Proposition 2.14, Proposition 2.15 and
Corollary 2.17; we leave the details to the reader.
Step 3: Completion of proof. Let v0 = u0 − Q ∈ H1 ∩ C0. Starting with v(0) = 0, we construct a
sequence v(n) of Picard iterates by:
(∂s −∆)v(n) = F[v(n−1)], v(n)(s = 0) = v0.
If it were not for the auxiliary condition (4.20), the bounds (4.22), (4.23) and (4.24), in combination with
Lemmas 2.2 and 2.3, would immediately lead to H1 ∩ C0 local well-posedness on an interval J = [0, s0]
for which ‖∇es∆v0‖L2s(J;L∞) + |J |
1
2 is sufficiently small compared to max{1, ‖v0‖H1∩C0} by the Banach
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contraction principle. On the same interval, persistence of regularity would also follow from (4.25) and
Lemma 2.2.
In reality, H1∩C0 local well-posedness may be only proved first on a shorter interval on which (4.20) holds
as well. However, approximating general initial data by H∞ initial data and appealing to Lemma 4.6 for the
H∞ solution, we may ensure that any H1 ∩ C0 well-posed solution v obeys v +Q ∈ N wherever it exists.
Hence, it is straightforward to set up a continuous induction to recover the H1 ∩C0 local well-posedness as
asserted in Proposition 4.1.
Let v be a H1∩C0 well-posed solution on H2×J . If ‖∇v‖L2s(J;L∞)+ |J |
1
2 is finite, then given any δ > 0, J
can be divided into K-many subintervals on which (4.21) holds. Taking δ sufficiently small, by (4.22), (4.23),
Lemma 2.2 and Lemma 2.3, we see that v obeys an a-priori estimate of the form (4.4) with the constant
depends exponentially on K; in particular, v may be continued past J (here, it is important that the implicit
constants in (4.22) and (4.23) are independent of v). Persistence of regularity (resp. parabolic smoothing)
on J follows similarly from (4.25) and (2.3) (resp. (2.4)) in Lemma 2.2. 
Proof of Proposition 4.2. As in the proof of Proposition 4.1, we introduce a globally defined πN that agrees
with the closest-point projection on a fixed Nǫ, and equals the identity outside N2ǫ. We extend Da and
R CAB D by the formulas (4.14) and (4.16), respectively, using the globally defined πN . Moreover, we always
write ∂(k)π(u) = (∂(k)π(v+Q)−∂(k)π(Q))+∂(k)π(Q), and use Proposition 2.15 to estimate the first term by
v, which in turn is controlled by Proposition 4.1. Then Proposition 4.2 follows by standard Picard iteration
arguments based on Lemmas 2.2 and 2.3 as in the proof of Proposition 4.1; we omit the details. 
4.3. Asymptotic stability of Q under the harmonic map heat flow. With the local theory for the
harmonic map heat flow and its linearization in our hands, we turn to the question of the asymptotic stability
of a harmonic map Q. Our main result is that a sufficient condition for a positive answer is the weak linearized
stability condition (Definition 1.2).
Theorem 4.8. Let Q be a weakly linearly stable harmonic map from H2 into N˜ and fix 0 < c0 < ρQ. There
exists ǫ∗ = ǫ∗(Q, c0) > 0 such that the following holds. If u0 ∈ (H1 ∩ C0)Q(H2; N˜ ) obeys
‖u0 −Q‖H1∩L∞ < ǫ∗, (4.26)
then the solution u to (4.2) with u(s = 0) = u0 exists globally. Moreover, for all s ≥ 0, it obeys the long time
bound
‖u(s)−Q‖H1∩L∞ . e−c
2
0s‖u0 −Q‖H1∩L∞ , (4.27)
where the implicit constant depends on Q and c0.
We also have the following corresponding result for the linearized harmonic map heat flow.
Proposition 4.9. Let Q be a weakly linearly stable harmonic map from H2 into N˜ , let 0 < c0 < ρQ and let u
be a solution to (4.2) on [0,∞) with the initial bound (4.26) that is given by Theorem 4.8. Then any solution
φ to the corresponding linearized harmonic map heat flow (4.6) with φ(s = 0) = φ0 (given by Proposition 4.2)
obeys the following long time bound for s ≥ 0:
‖φ(s)‖L2 + ‖φ‖L2s([s,s+1];H1∩L∞) . e−c
2
0s‖φ0‖L2 +
∫ s
0
e−c
2
0(s−s
′)‖f(s′)‖L2 ds′, (4.28)
‖φ(s)‖H1∩L∞ + ‖∇φ‖L2s([s,s+1];H1∩L∞) . e−c
2
0s‖φ0‖H1∩L∞ (4.29)
+
∫ s
0
e−c
2
0(s−s
′)‖f(s′)‖L2 ds′ +
∫ s
max{0,s−1}
‖f(s′)‖H1∩L∞ ds′.
The implicit constants depend on Q and c0.
Remark 4.10 (Asymptotic stability of Q in H1). With the H1 theory sketched in Remark 4.3, Theorem 4.8
may be immediately upgraded to an analogous result in H1 (i.e., with the less stringent assumption ‖u0 −
Q‖H1 ≪ 1). Indeed, if u0 − Q is sufficiently small in H1, then by (4.12) and the pigeonhole principle we
may find a good s1 ≃ 1 at which u(s1) exists and ‖u(s1) − Q‖H2 ≪ 1. Thus, we may apply Theorem 4.8
with u(s1) as the initial data.
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Before we proceed to the proofs of these results, we point out a simple corollary of Theorem 4.8 and the
local theory in the previous subsection that allows us to easily derive decay of any higher derivatives for
s ≥ 1.
Corollary 4.11. Let Q be a weakly linearly stable harmonic map from H2 into N , let 0 < c0 < ρQ and let
u be a solution to (4.2) on [0,∞) with the initial bound (4.26) that is given by Theorem 4.8.
• For any s ≥ 1 and k = 1, 2, . . ., we have
‖u(s)−Q‖Hk + ‖∂su(s)‖Hk . ‖u(s− 1)−Q‖H1∩L∞ . e−c
2
0s‖u0 −Q‖H1∩L∞ , (4.30)
where the implicit constants depend on Q, c0 and k.
• Let φ be a solution to the corresponding linearized harmonic map heat flow (4.6) (given by Proposi-
tions 4.2 and 4.9). For any s ≥ 1 and k = 1, 2, . . ., we have
‖φ(s)‖Hk+1 + ‖φ‖L2s([s,s+1];Hk+2) + ‖∂sφ‖L2s([s,s+1];Hk)
. ‖φ(s− 1)‖L2 + ‖f‖L1s([s−1,s+1];Hk+1)+L2s([s−1;s+1];Hk)
(4.31)
where the implicit constant depends on Q, c0 and k.
Proof. Estimate (4.31) is a direct consequence of (4.9), (4.27) and Remark 4.4, so we only need to consider
(4.30). By (4.27) and (4.5) applied to J = [s− 1, s+ 1], we have
‖u(s)−Q‖H1+k + ‖∂su‖L2s([s,s+1];Hk) . ‖u(s− 1)−Q‖H1∩L∞ . e−c
2
0s‖u0 −Q‖H1∩L∞ .
To obtain (4.30), it remains to upgrade the L2s([s, s + 1];H
k) control of ∂su to a point-wise bound for,
say, ‖∂su(s + 1)‖Hk . By the pigeonhole principle, there exists s′ ∈ [s, s + 1] such that ‖∂su(s′)‖Hk ≤
‖∂su‖L2s([s,s+1];Hk). Then, since ∂su solves the linearized harmonic map heat flow with f = 0, we may apply
(4.31) to conclude that ‖∂su(s+1)‖Hk . ‖∂su(s′)‖Hk . Putting all these bounds together, (4.30) follows. 
Our proofs of Theorem 4.8 and Proposition 4.9 are based on a long term analysis of the linearized
harmonic map heat flow in the moving frame formalism, which allows us to utilize the weak linearized
stability assumption. Given e on u∗TN such that e2 = Je1, note that the linearized harmonic map heat
flow (4.6) is equivalent to
Dsϕ−DℓDℓϕ+ iκIm (ψℓϕ)ψℓ = F,
where ϕ, F : H2× J → C are related to φ, f : H2× J → TuN by φ = eϕ and f = eF , see Subsection 3.1. To
use the moving frame formalism, we need the following lemma.
Lemma 4.12. There exists ǫ1 > 0 such that the following holds. For any pair u(0), u(1) of smooth maps
from H2 into N satisfying
‖u(j) −Q‖H1∩L∞ < ǫ1, (j = 0, 1),
there exists a C1-homotopy u(λ) for 0 ≤ λ ≤ 1 between the two maps such that
‖∂λu(λ)‖H1∩L∞ . ‖u(j) −Q‖H1∩L∞ for all λ ∈ [0, 1].
Proof. Let πN be the orthogonal projection to N , which is a well-defined smooth map on a tubular neigh-
borhood Nǫ of N . Without loss of generality, take ǫ1 < 1. For λ ∈ [0, 1], we introduce
u˜(λ)(x) =
(
λu(1)(x) + (1 − λ)u(0)(x)
)
.
We claim that for each x ∈ H2, u˜(λ)(x) lies in Nǫ. Then we may define
u(λ)(x) = πN u˜(λ)(x),
for which the desired conclusion can be easily checked. To verify the claim, note that
min
j=0,1
|u˜(λ)(x)− u(j)(x)| ≤ 1
2
|u(1)(x)− u(0)(x)| < |u(1)(x) −Q(x)|+ |u(0)(x)−Q(x)| . ǫ1
where we used the hypothesis for the last inequality. Since each u(j)(x) lies in N ∩ {x : |x −Q(x)| < ǫ1}, it
follows that u˜(λ) ∈ Nǫ if ǫ1 is chosen sufficiently small. 
We are now ready to establish the main results of this subsection.
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Proof of Theorem 4.8 and Proposition 4.9. The proof consists of several steps.
Step 1: Setting up the main bootstrap argument. Consider the homotopy u0 : [0, 1] × H2 → N ,
(λ;x) 7→ u0(λ;x) such that u0(0;x) = Q(x) and u0(1;x) = u0 given by Lemma 4.12. For each fixed
λ ∈ [0, 1], we extend u0(λ;x) to u(λ;x, s) for s > 0 by solving the harmonic map heat flow. Thanks to
Proposition 4.1, by taking ǫ∗ sufficiently small we may ensure that u(λ;x, s) exists on [0, s0] for s0 ≥ 10, is
smooth in (λ, x, s) ∈ [0, 1]×H2 × [0, s0] and obeys
‖∇(u(λ; s)−Q)‖L2 ≤ ǫ
1
2
∗ for s ∈ [0, s0]. (4.32)
Note that each ∂λu obeys the linearized harmonic map heat flow (4.6). Taking ǫ∗ even smaller if necessary,
we may also ensure (via Proposition 4.2) that
‖∂λu(λ; s)‖L∞ + ‖D∂λu(λ; s)‖L∞ ≤ ǫ
1
2
∗ for s ∈ [1, s0]. (4.33)
Estimates (4.32) and (4.33) are our main bootstrap assumptions. Our goal up to Step 4 is to show that
for ǫ∗ sufficiently small, the RHSs of (4.32) and (4.33) can be improved to O(e
−c20sǫ∗).
Step 2: Setting up the moving frame formalism. To pass to the moving frame formalism, we begin
with the frame for Q∗TN given in Subsection 3.1 in the case λ = 0:
e(0;x, s) = e∞(x) for u(0;x, s) = Q(x).
The exact properties of e∞ is not important for the current proof, except that the corresponding differential
and connection coefficients ψ∞ and A∞ are smooth and well-decaying.
Next, we extend the frame e(0;x, s) to e(λ;x, s) for λ ∈ [0, 1] by parallel transportation along each
constant-(x, s) curve, i.e., by requiring Dλe = 0; by smoothness of the map u(λ;x, s) on [0, 1]×H2 × [0, s0],
such a frame e is well-defined. We denote the corresponding differential and connection coefficients by
ψ(λ;x, s) and A(λ;x, s), i.e., eψa = ∂au and e(iAa) = Dae, where a = λ, x
1, x2 or s. Note that ψa(0;x, s) =
ψ∞a (x, s) and Aa(0;x, s) = A
∞
a (x, s). The parallel transport condition takes the form
Aλ = 0.
Thus, writing
ψa = ψ˚a + ψ
∞
a , Aa = A˚a +A
∞
a ,
it follows that
ψ˚ℓ(λ) = −
∫ λ
0
Dℓψλ(λ
′) dλ′, A˚ℓ(λ) =
∫ λ
0
κIm (ψλψℓ)(λ
′) dλ′.
Since |∂au| = |ψa| and |Da∂bu| = |Daψb|, our bootstrap assumption (4.33) implies
‖ψ˚x(λ; s)‖L∞ + ‖A˚x(λ; s)‖L∞ . ǫ
1
2
∗ for s ∈ [1, s0], λ ∈ [0, 1]. (4.34)
Step 3: Analysis of the linearized harmonic map heat flow. Fix λ ∈ [0, 1] and consider a solution ϕ
to the inhomogeneous linearized harmonic map heat flow equation for s ∈ [0, s0],
Dsϕ−DℓDℓϕ+ iκIm (ψℓϕ)ψℓ = F,
where Aa = Aa(λ;x, s) and ψa = ψa(λ;x, s) are as in Step 2. We denote the initial values by ϕ0 = ϕ(s = 0).
The goal of this step is to derive the following long time bounds for ϕ under the assumption (4.34): For
s ∈ [0, s0],
‖ϕ(s)‖L2 +
(∫ min{s+1,s0}
s
‖Dxϕ‖2L2 + ‖ϕ‖2L∞ ds′
) 1
2
. e−c
2
0s‖ϕ0‖L2 +
∫ min{s+1,s0}
0
e−c
2
0(s−s
′)‖F (s′)‖L2 ds′.
(4.35)
We will only need the special case (ϕ, F ) = (ψλ, 0) for the proof of Theorem 4.8 (see Step 4), but a general
choices of ϕ and F will lead to a simultaneous proof of Proposition 4.9 (see Step 5).
We rewrite the above equation as
Dsϕ− (D∞)ℓ(D∞)ℓϕ+ iκIm ((ψ∞)ℓϕ)(ψ∞)ℓ = 2iA˚ℓ(D∞)ℓϕ− A˚ℓA˚ℓϕ
− iκ
(
Im (ψ˚ℓϕ)ψℓ + Im (ψ
∞ϕ)ψ˚ℓ
)
+ F.
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Multiplying by ϕ, taking the real part, integrating on H2 and then using (4.34) to estimate the RHS, we
obtain the one-sided bound
1
2
d
ds
‖ϕ(s)‖2L2 +Re
∫
Hϕϕdx ≤ Cǫ 12∗
(‖D∞ϕ(s)‖2L2 + ‖ϕ(s)‖2L2)+ ‖F (s)‖L2‖ϕ(s)‖L2 .
for some absolute constant C > 0. Using Definition 1.2 and recalling that Re
∫
Hϕϕ dx−‖D∞ϕ‖2L2 . ‖ϕ‖2L2,
for any ρ′Q < ρQ we obtain the inequality
cρ′
Q
‖D∞ϕ‖2L2 + (ρ′Q)2‖ϕ‖2L2 ≤ Re
∫
Hϕϕdx,
for some cρ′
Q
> 0. At this point, we fix ρ′Q > c0 and write c = cρ′Q . Taking ǫ∗ sufficiently small, we arrive at
the differential inequality (with c− denoting a constant slighlty less than c)
1
2
d
ds
‖ϕ(s)‖2L2 + c20‖ϕ(s)‖2L2 + c−‖D∞ϕ‖2L2 ≤ ‖F (s)‖L2‖ϕ(s)‖L2 .
First, ignoring the nonnegative term c−‖D∞ϕ‖2L2 and solving the resulting differential inequality, we obtain,
for s ∈ [0, s0],
‖ϕ(s)‖L2 . e−c
2
0s‖ϕ0‖L2 +
∫ s
0
e−c
2
0(s−s
′)‖F (s′)‖L2 ds′.
On the other hand, ignoring instead c20‖ϕ‖2L2 and integrating the differential inequality on [s,min{s+1, s0}],
we obtain (∫ min{s+1,s0}
s
‖D∞ϕ(λ; s′)‖2L2 ds′
) 1
2
. ‖ϕ(s)‖L2 +
∫ min{s+1,s0}
s
‖F (s′)‖L2 ds′.
By (4.34), we also have(∫ min{s+1,s0}
s
‖Dϕ(λ; s′)‖2L2 ds′
) 1
2
.
(∫ min{s+1,s0}
s
‖D∞ϕ(λ; s′)‖2L2
) 1
2
ds′+ sup
s′∈[s,min{s+1,s0}]
ǫ
1
4
∗ ‖ϕ(λ; s′)‖L2 .
Thus, we have bounded all the L2x type norms on the LHS of (4.35).
It remains to bound the L2sL
∞
x norm of ϕ. We begin with the usual Bochner identity for the linearized
harmonic map heat flow,
∂s|ϕ|2 −∆|ϕ|2 + 2DℓϕDℓϕ = 2κIm (ψℓϕ)Im (ψℓϕ) + 2Re (Fϕ).
Thus, we obtain the relation
∂s|ϕ| −∆|ϕ| ≤M |ϕ|+ |F |,
where the inequality is to be interpreted in the sense of distributions. Here, M is a positive constant that
only depends on ‖ψx‖L∞ = O(‖ψ∞‖L∞ + Cǫ
1
2
∗ ). For any s
′ ∈ [0, s0] and s ∈ [s′, s0], we have
(∂s −∆)
(
e−M(s−s
′)|ϕ|
)
≤ e−M(s−s′)|F |,
so that by Duhamel’s formula and the comparison principle,
|ϕ(x, s)| ≤ eM(s−s′)e(s−s′)∆|ϕ(x, s′)|+
∫ s
s′
eM(s−s
′′)e(s−s
′′)∆|F (x, s′′)||ϕ(x, s′′)| ds′′.
Then by choosing s′ = s− 1 and applying the L2sL∞x estimate (2.5), we obtain(∫ s
s−1
‖ϕ(s′)‖2L∞ ds′
) 1
2
.M ‖ϕ(s− 1)‖L2 +
∫ s
s−1
‖F (s′)‖L2 ds′.
Combined with the previously established bound on ‖ϕ(s)‖L2 , the proof of (4.35) is complete.
Step 4: Closing the main bootstrap argument and completing the proof of Theorem 4.8. We
apply the estimates in the previous step with ϕ = ψλ and F = 0. Since |∂λu| = |ψλ| and |Dx∂λu| = |Dxψλ|,
(4.35) translates to
‖∂λu(λ; s)‖2L2 +
∫ min{s+1,s0}
s
(‖D∂λu(λ; s′)‖2L2 + ‖∂λu(λ; s′)‖2L∞) ds′ . e−2c20s‖∂λu0(λ)‖2L2 ,
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where s ∈ [1, s0] and λ ∈ [0, 1]. In particular, for every integer n such that 1 ≤ n ≤ s0 − 2, there exists
sn;λ ∈ [n, n+ 1) such that
‖D∂λuλ(λ; sn;λ)‖L2 + ‖∂λuλ(λ; sn;λ)‖L∞ . e−c
2
0n‖∂λu0(λ)‖2L2 .
By the above estimates, the formula
∂j∂λu
A = ∂λ∂ju
A = Dj∂λu
A − SABC(u)∂λuB∂juC ,
and the bootstrap assumption (4.32), it follows that
‖∂λuλ(λ; sn;λ)‖H1∩L∞ . e−c
2
0n‖∂λu0(λ)‖2L2 .
Applying Proposition 4.2 with ∂λu(λ; sn;λ) as the initial data on J = [sn;λ,min{sn;λ + 2, s0}], we obtain
‖∂λu(λ; s)‖H1∩L∞ . e−c
2
0s‖∂λu0(λ)‖L2 for s ∈ [sn;λ,min{sn;λ + 2, s0}],
‖D∂λu(λ; s)‖L∞ . e−c20s‖∂λu0(λ)‖L2 for s ∈ [sn;λ + 1,min{sn;λ + 2, s0}],
We remark that the implicit constant are made absolute here by taking ǫ∗ small enough, thanks to (4.32).
Applying the above argument for all possible n, and using Proposition 4.2 with sufficiently small ǫ∗ on
J = [0, 2], we improve the bootstrap assumption (4.33). Moreover, it follows that u − Q = ∫ 10 ∂λu(λ) dλ
satisfies
‖(u−Q)(λ; s)‖H1∩L∞ . e−c
2
0s
∫ 1
0
‖∂λu0(λ)‖L2 dλ . e−c
2
0sǫ∗,
which also improves (4.32). It is now a standard procedure to set up a continuous induction on s0 to conclude
the global existence of u and prove (4.27); we omit the obvious details.
Step 5: Completing the proof of Proposition 4.9. Finally, we prove Proposition 4.9. Bound (4.28)
follows from (4.35) with λ = 1, since the bootstrap assumptions (4.32) and (4.33) had been closed in Step 4.
Bound (4.29) follows immediately from Proposition 4.2 when s ≤ 1. When s > 1, by (4.28) and the
pigeonhole principle, there exists s0 ∈ [s− 1, s] such that
‖φ(s0)‖H1∩L∞ . e−c
2
0s‖φ0‖L2 +
∫ s
0
e−c
2
0(s−s
′)‖f(s′)‖L2 ds′.
Now (4.29) follows from an application of Proposition 4.2 with the initial data φ(s0). 
4.4. Construction of caloric gauge. Theorem 4.8 states that a map u0 that is sufficiently close to a weakly
linearly stable harmonic map Q in H1 leads to a harmonic map heat flow evolution u(s) that asymptotically
converge to Q. The goal of this subsection is to construct a caloric gauge [67] for u, which is simply the
orthonormal frame for the pullback bundle u∗TN on H2x × [0,∞)s constructed by parallel-transporting a
suitable limiting frame e∞ at s =∞. The precise definition is as follows.
Definition 4.13 (Caloric gauge). Let u(x, s) : H2 × [0,∞) → N be a harmonic map heat flow given by
Theorem 4.8, which converges to a harmonic map Q as s → ∞. Given a smooth frame e∞(x) for Q∗TN ,
we say that a smooth frame e(x, s) for u∗TN defines a caloric gauge for u with limiting frame e∞ if the
following properties hold:
(1) The frame e(x, s) satisfies the heat-temporal condition
Dse(x, s) = 0 for (x, s) ∈ H2 × [0,∞).
(2) For all x ∈ H2, we have e(x, s)→ e∞(x) as s→∞.
We call such a frame e(x, s) the caloric frame with limiting frame e∞.
The main result of this subsection is the following.
Proposition 4.14. Let u0 : H
2 → N satisfy ‖u0−Q‖H1 < ǫ∗ and u0−Q ∈ H∞. Let u(x, s) : H2× [0,∞)→
N be a harmonic map heat flow with u(x, 0) = u0(0) given by Theorem 4.8. Let e∞(x) be a Coulomb frame
for Q∗TN as in Subsection 3.1. Then the following statements hold:
(1) There exists a unique caloric frame e(x, s) with limiting frame e∞, which depends smoothly on (x, s) ∈
H2 × [0,∞).
(2) Let I ⊂ R be an interval, and let u0 : I ×H2 → N satisfy the following properties:
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• supt∈I ‖u0(t)−Q‖H1 < ǫ∗;
• ∂kt (u0(t)−Q) ∈ H∞ for every k = 0, 1, 2, . . . and t ∈ I.
Then the unique caloric frames e(t, x, s) defined for each t ∈ I depends smoothly on (t, x, s) ∈
I ×H2 × [0,∞).
Proof. In what follows, we suppress the dependence of constants on the initial map u0. We begin with
part (1), where u0 has no t-dependence. We need to solve the following system of ODEs:{
∂se
A
B + S
A
CD(u)∂su
CeDB = 0,
lim
s→∞
eAB(x, s) = (e
∞)AB(x).
(4.36)
As a consequence of Proposition 4.1 for s ≤ 1 and Corollary 4.11 for s ≥ 1, we see that, for k = 0, 1, 2, . . .
and s ≥ 0,
‖∇(k)u(s)‖L∞ . ‖u(s)−Q‖Hk+2 + ‖∇(k)Q‖L∞ . 1,
‖∇(k)∂su(s)‖L∞ . ‖∂su(s)‖Hk+2 . e−c
2
0s.
Thus, by standard ODE theory, (4.36) may be solved and part (1) follows.
To prove part (2), it suffices to establish the following additional (by no means optimal) bounds: For
n = 1, 2, . . ., k = 0, 1, 2, . . . and s ≥ 0,
‖∂nt u(s)‖Hk+4 + ‖∂nt ∂su(s)‖Hk+2 . e−c
2
0s, (4.37)
where the implicit constant depends on k, n and
∑n
n′=0 ‖∂n
′
t u0‖Hk+4 .
Bound (4.37) is proved by induction on n. As ∂tu solves (4.6) with f = 0, the base case n = 1 follows
immediately from Propositions 4.2, 4.9 and Corollary 4.11. For n > 1, ∂nt u solves
(Ds −DℓDℓ)∂nt uA −R ACD B(u)∂ℓuB∂nt uC∂ℓuD
= −[∂n−1t , Ds −DℓDℓ]∂tuA + [∂n−1t , R ACD B(u)∂ℓuB∂ℓ(∂ℓtu)φAuD](∂tu)C ,
which is (4.6) with an fA that involves u, . . . , ∂ℓ−1t u. The desired bound again follows by applying Propo-
sitions 4.2–4.9 and Corollary 4.11, where f is estimated by a suitable induction hypothesis on u, . . . , ∂ℓ−1t u.
We leave the straightforward details to the reader. 
We now employ the moving frame formalism with respect to the caloric gauge e(x, s). We define the heat
tension field
ψs = D
ℓψℓ.
We also introduce the decompositions
Aℓ(s0, t, x) = −
∫ ∞
s0
∂sAℓ ds+Aℓ|s=∞ =: A˚ℓ +A∞ℓ ,
ψℓ(s0, t, x) = −
∫ ∞
s0
Dℓψs ds+ ψℓ|s=∞ =: ψ˚ℓ + ψ∞ℓ ,
(4.38)
where we have the reconstruction formulas
A˚ℓ(s0) = −
∫ ∞
s0
∂sAℓ ds = −
∫ ∞
s0
(∂sAℓ − ∂ℓAs) ds = −κ
∫ ∞
s0
Im (ψsψℓ) ds,
ψ˚ℓ(s0) = −
∫ ∞
s0
∂sψℓ ds = −
∫ ∞
s0
Dℓψs ds = −
∫ ∞
s0
∂ℓψs ds− i
∫ ∞
s0
Aℓψs ds
= −
∫ ∞
s0
∂ℓψs ds− i
∫ ∞
s0
(∫ ∞
s
(−κ)Im (ψsψℓ) ds′ +A∞ℓ
)
ψs ds.
4.5. Forward-in-s bounds in caloric gauge. In this subsection, we suppress the dependence of constants
on Q, Ω˜, the Coulomb frame e∞ for Q∗TN and A∞ introduced in Subsection 3.1.
The primary aim of this subsection is to translate bounds for the harmonic map heat flow u in the extrinsic
coordinates to those for the components ψs, ψx in the caloric gauge constructed in Proposition 4.14. The
main result is as follows:
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Proposition 4.15. Assume that u0 obeys the smallness condition (4.26) and let 0 < δ <
1
2 . In the caloric
gauge constructed in Proposition 4.14, the following bounds hold for k = 0, 1, 2, . . .:
‖m(s)s k+12 ∇(k)ψs‖L2ds
s
∩L∞ds
s
((0,∞);L2) . ‖u0 −Q‖H1+2δ , (4.39)
‖Ψ˚‖L∞ds
s
((0,∞);L2) + ‖m(s)s
k+1
2 ∇(k+1)Ψ˚‖L2ds
s
∩L∞ds
s
((0,∞);L2) . ‖u0 −Q‖H1+2δ , (4.40)
where the implicit constants depend on k and an upper bound for ‖u0 −Q‖H1+2δ . Moreover,
‖m(s)s k+12 ∇(k)Ωψs‖L2ds
s
∩L∞ds
s
((0,∞);L2) . ‖u0 −Q‖H1+2δ + ‖DΩu0‖H1+2δ ,(4.41)
‖∇ψ˚Ω‖L∞ds
s
((0,∞);L2) + ‖m(s)s
k+1
2 ∇(k+2)ψ˚Ω‖L2ds
s
∩L∞ds
s
((0,∞);L2) . ‖u0 −Q‖H1+2δ + ‖DΩu0‖H1+2δ ,(4.42)
‖LΩΨ˚‖L∞ds
s
((0,∞);L2) + ‖m(s)s
k+1
2 ∇(k+1)LΩΨ˚‖L2ds
s
∩L∞ds
s
((0,∞);L2) . ‖u0 −Q‖H1+2δ + ‖DΩu0‖H1+2δ ,(4.43)
where the implicit constants depend on k and upper bounds for ‖u0 −Q‖H1+2δ and ‖DΩu0‖H1+2δ .
Proposition 4.15 is proved by translating bounds for the harmonic map heat flow u in the extrinsic
formulation to those for ψs, ψx in the caloric gauge. The following bounds for the connection 1-form A in
the caloric gauge, whose proof is the second goal of this subsection, play a key role in going back and forth
between the extrinsic formulation and the caloric gauge.
Proposition 4.16. Assume that u0 obeys the smallness condition (4.26) and that 0 < δ <
1
4 . In the caloric
gauge constructed in Proposition 4.14, the following bound holds for k = 0, 1, 2, . . .:
‖A˚‖L∞ds
s
((0,∞);L2) + ‖m(s)s
k+1
2 ∇(k+1)A˚‖L2
ds
s
∩L∞
ds
s
((0,∞);L2) . ‖u0 −Q‖H1+2δ , (4.44)
where the implicit constant depends on k and an upper bound for ‖u0 −Q‖H1+2δ . Moreover,
‖∇A˚Ω‖L∞ds
s
((0,∞);L2) + ‖m(s)s
k+1
2 ∇(k+2)A˚Ω‖L2ds
s
∩L∞ds
s
((0,∞);L2) . ‖u0 −Q‖H1+2δ + ‖DΩu‖H1+2δ ,(4.45)
‖LΩA˚‖L∞ds
s
((0,∞);L2) + ‖m(s)s
k+1
2 ∇(k+1)LΩA˚‖L2
ds
s
∩L∞
ds
s
((0,∞);L2) . ‖u0 −Q‖H1+2δ + ‖DΩu‖H1+2δ ,(4.46)
where the implicit constants depend on k and upper bounds for ‖u0 −Q‖H1+2δ and ‖DΩu0‖H1+2δ .
Both Propositions 4.15 and 4.16 are based on long time bounds for the harmonic map heat flow in the
extrinsic formulation, which follow from the results in Subsections 4.2 and 4.3.
Proposition 4.17. Assume that u0 obeys the smallness condition (4.26) and that 0 < δ <
1
2 . The following
bounds hold k = 0, 1, 2, . . .:
‖m(s)s k+12 D(k)∂su‖L2ds
s
∩L∞ds
s
((0,∞);L2) . ‖u0 −Q‖H1+2δ , (4.47)
‖∇(u−Q)‖L∞ds
s
((0,∞);L2) + ‖m(s)s
k+1
2 D(k+1)∇(u−Q)‖L2ds
s
∩L∞ds
s
((0,∞);L2) . ‖u0 −Q‖H1+2δ . (4.48)
where the implicit constants depend on k and an upper bound for ‖u0 −Q‖H1+2δ . Moreover,
‖m(s)s k+12 D(k)DsDΩu‖L2ds
s
∩L∞ds
s
((0,∞);L2) . ‖DΩu0‖H1+2δ , (4.49)
‖DDΩu‖L2ds
s
∩L∞ds
s
((0,∞);L2) + ‖m(s)s
k+1
2 D(k+2)DΩu‖L2ds
s
∩L∞ds
s
((0,∞);L2) . ‖DΩu0‖H1+2δ , (4.50)
where the implicit constants depend on k and an upper bound for ‖u0 −Q‖H1+2δ .
Remark 4.18 (Higher regularity). With a straightforward modification of the argument given below, one
may show that all bounds in Propositions 4.15, 4.16 and 4.17 hold with L2 and H1+2δ replaced by Hσ−1
and Hσ+2δ, respectively, where σ is any positive integer. This observation, along with Remark 4.22 below,
is used later to justify a continuous induction argument for the Schro¨dinger map evoluion.
Remark 4.19. In our proof below, we freely exploit the initial regularity u0−Q ∈ H1+2δ with δ > 0 to simplify
the argument. However, many of the the above estimates are true when δ = 0 as well. Such bounds may
be proved by working with Bochner-Weitzenbo¨ck type identities (see, for instance, [68, Paper IV, Section 4])
for s . 1 and exploiting the exponential s-decay in Theorem 4.8 and Proposition 4.9 for s & 1.
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To prove the above results, we begin with a simple lemma for relating ∇ with D or D, whose obvious
proof we omit:
Lemma 4.20. Let J be an interval and B a 1-form on H2 × J satisfying the bound
k∑
k′=0
‖s k
′+1
2 ∇(k′)B‖L∞ds
s
(J;L∞) ≤M.
Then for any function f on H2 × J and 1 ≤ p, q ≤ ∞, we have
k∑
k′=0
‖s k
′
2 ∇(k′)f‖Lqds
s
(J;Lp) ≃M
k∑
k′=0
‖s k
′
2 (∇+B)(k′)f‖Lqds
s
(J;Lp).
Now we establish Propositions 4.15, 4.16 and 4.17 in the reverse order. In what follows, we freely use the
embeddings Hσ →֒ Hσ′ for σ′ < σ and Hσ →֒ L∞ for σ > 1. Moreover, we suppress the dependence of the
implicit constants on k and ‖u0 −Q‖H1+2δ .
Proof of Proposition 4.17. We proceed in two steps.
Step 1: Non-covariant bounds. The first step is to check, using the results in Subsections 4.2 and 4.3,
that all the bounds stated in Proposition 4.17 hold when D is replaced by ∇.
• (4.48) with D replaced by ∇. We use (4.5) with σ = 1 + 2δ for s ≤ 1, then (4.27) and (4.30) for
s ≥ 1.
• (4.47) with D replaced by ∇. For the L2ds
s
([0,∞);L2) norm on the LHS, we use (4.5) with σ = 1+2δ
for s ≤ 1, then (4.27) and (4.30) for s ≥ 1, as before. To control the corresponding L∞ds
s
([0,∞);L2)
norm, note that ∂su obeys (4.6) with f = 0, so that
‖∂su(s)‖Hk .
‖∂su‖L
2
ds
s
([ s4 ,
s
2 ];H
k) when s ≤ 1,
‖∂su‖L2ds
s
([s−1,s− 12 ];H
k) when s ≥ 1,
by the pigeonhole principle (to select a good s′ for which ‖∂su(s′)‖Hk is controlled by the RHS),
(4.10), (4.27) and Remark 4.4 (note that the length of the s-interval on the RHS is kept to be O(1)).
• (4.50) with D replaced by ∇. Note that DΩu obeys (4.6) with f = 0. Thus, the desired estimate
follows from (4.11) with σ = 1 + 2δ for s ≤ 1, then (4.29) and (4.31) for s ≥ 1.
• (4.49) with D replaced by ∇. Here, we do not replace Ds by ∂s, i.e., we prove
‖m(s)s k+12 ∇(k)DsDΩu‖L2ds
s
∩L∞ds
s
((0,∞);L2) . ‖DΩu0‖H1+2δ .
Recalling that DΩu obeys (4.6) with f = 0, we see that it suffices to bound
‖m(s)s k+12 ∇(k)DℓDℓDΩu‖L2ds
s
∩L∞ds
s
((0,∞);L2), ‖m(s)s
k+1
2 ∇(k)R ACD B(u)∂ℓuBDΩuC∂ℓuD‖L2ds
s
∩L∞ds
s
((0,∞);L2)
by ‖DΩu0‖H1+2δ up to a constant depending on k and ‖u0 − Q‖H1+2δ . Recalling that DℓφA =
∂ℓφ
A + SABC(u)∂ju
BφC , the latter bounds follow from the previously proved bounds on DΩu and
∇(u−Q), as well as Propositions 2.14 and 2.15; we omit the details.
Step 2: Conversion to covariant bounds. To conclude the proof, we pass from the bounds involving
∇ proved in Step 1 to the bounds claimed in the proposition using Lemma 4.20. More precisely, we write
D = ∇+B, where
(Bj)
C
D = S
C
DE(u)∂ju
E =
(
S˜CDE(u−Q;x) + SCDE(Q)
) (
∂j(u −Q)E + ∂jQE
)
.
By Step 1, it is straightforward to show that
‖s k+12 ∇(k)B‖L∞ds
s
((0,∞);L∞) . 1.
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Then (4.47) and (4.49) follow immediately from Step 1 and Lemma 4.20. For the remaining estimates, we
need to prove, for every k ≥ 0,
‖m(s)s k+12 D∇(u −Q)‖L∞ds
s
∩L2ds
s
((0,∞);Hk) . ‖u0 −Q‖H1+2δ ,
‖m(s)s k+12 D(2)DΩu‖L2ds
s
∩L∞ds
s
((0,∞);Hk) . ‖DΩu0‖H1+2δ .
The last bound was already addressed in Step 1 (see the proof of (4.49)); the first bound follows in a similar
manner. 
Proof of Proposition 4.16. Step 1: Covariant bounds for ψ. First, we claim that the following bounds
hold for k = 0, 1, 2, . . .:
‖m(s)s k+12 D(k)ψs‖L2ds
s
∩L∞ds
s
((0,∞);L2) . ‖u0 −Q‖H1+2δ , (4.51)
‖m(s)s k+12 D(k)Ψ‖L∞ds
s
((0,∞);L∞) . 1, (4.52)
‖m(s)s k+12 D(k)DΩψs‖L2ds
s
∩L∞ds
s
((0,∞);L2) . ‖u0 −Q‖H1+2δ + ‖DΩu0‖H1+2δ , (4.53)
‖ψΩ‖L∞ds
s
((0,∞);L∞) + ‖m(s)s
k+1
2 D(k+1)ψΩ‖L∞ds
s
((0,∞);L∞) .‖DΩu0‖H1+2δ 1. (4.54)
Indeed, (4.51) and (4.52) follow rather immediately from Proposition 4.17 and the identities
eD(k)ψs = D
k∂su, eD
(k)ψj = D
k∂ju.
For (4.53) and (4.54), we begin with the identities
eD(k)DΩψs = D
(k)DsDΩu−D(k)DsΩ˜(u), eD(k)ψΩ = D(k)DΩu−D(k)Ω˜(u).
For the first terms, we directly use Proposition 4.17. For the last terms, we use the Leibniz rule and
Proposition 4.17 to bound
‖m(s)s k+12 D(k)DsΩ˜(u)‖L2ds
s
∩L∞ds
s
((0,∞);L2) . ‖m(s)s
k+1
2 D(k)(∇AΩ˜(u)∂suA)‖L2ds
s
∩L∞ds
s
((0,∞);L2) . ‖u0 −Q‖H1+2δ ,
‖m(s)2 k2D(k)Ω˜(u)‖L∞ds
s
((0,∞);L∞) . 1.
Finally, the term ‖ψΩ‖L∞ds
s
((0,∞);L∞ on the LHS of (4.54) can be handled directly using the identity eψΩ =
DΩu− Ω˜(u) and Proposition 4.17.
Step 2: Bounds for A˚. The starting point for the proofs of (4.44), (4.45) and (4.46) are, respectively, the
formulas
A˚j(s) = −
∫ ∞
s
κIm (ψsψj)(s
′) ds′,
A˚Ω(s) = −
∫ ∞
s
κIm (ψsψΩ)(s
′) ds′,
LΩA˚j(s) = −
∫ ∞
0
κIm (DΩψsψj + ψsDjψΩ)(s
′) ds′.
The first two formulas are obvious from Subsection 4.4. To verify the last formula, we start with
LΩA˚j(s) = −
∫ ∞
0
κIm (Ωψsψj + ψsLΩψj)(s′) ds′.
Then since
Ωψs = DΩψs − iAΩψs, LΩψj = Dj(ψΩ)− iAΩψj ,
the desired identity follows.
By the above formulas and Step 1, the desired bounds for ‖A˚‖L∞ds
s
((0,∞);L2), ‖∇A˚Ω‖L∞ds
s
((0,∞);L2) and
‖LωA˚‖L∞ds
s
((0,∞);L2) follow. The remainder of (4.44), (4.45) and (4.46) follows from the Leibniz rule
∂jIm (ϕ1ϕ2) = Im (Djϕ1ϕ2) + Im (ϕ1Djϕ2),
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as well as Schur’s test (with respect to L2ds
s
and L∞ds
s
) and the covariant bounds from Step 1. 
Proof of Proposition 4.15. Step 1: Bounds for ψs. By Proposition 4.16, for any k = 0, 1, 2, . . ., we have
‖s k+12 ∇(k)A‖L∞ds
s
((0,∞);L∞) ≤ ‖s
k+1
2 ∇(k)A˚‖L∞ds
s
((0,∞);L∞) + ‖s
k+1
2 ∇(k)A∞‖L∞ds
s
((0,∞);L∞) . 1.
Thus, by Lemma 4.20, the non-covariant bounds stated in Proposition 4.15 follow from their covariant
analogues. Indeed, (4.39) immediately follows from (4.51) in the preceding proof. For (4.41), note that
(4.53) and Lemma 4.20 imply
‖m(s)s k+12 ∇(k)DΩψs‖L2ds
s
∩L∞((0,∞);L2) . ‖u0 −Q‖H1+2δ + ‖DΩu0‖H1+2δ .
Since Ωψs = DΩψs − iAΩψs, (4.41) follows from the preceding bound combined with (4.39) and (4.45).
Step 2: Remaining bounds. Finally, (4.40), (4.42) and (4.43) follow, respectively, from the formulas (see
Subsection 4.4):
ψ˚j(s) = −
∫ ∞
s
(∂jψs + iAjψs)(s
′) ds′,
ψ˚Ω(s) = −
∫ ∞
s
(Ωψs + iAΩψs)(s
′) ds′,
LΩψ˚j(s) = −
∫ ∞
s
(∂j(Ωψs) + iAj(Ωψs) + i(LΩA)jψs) (s′) ds′.
Next, we bound Ψ˚ and ψ˚Ω using
∂sψj = ∂jψs + iAjψs, ∂sψΩ = Ωψs + iAΩψs
and the bounds (4.39), (4.41), (4.44), (4.45) and (4.46) for ‖ψs‖L2 , ‖Ωψs‖L2 , ‖A˚‖L∞ , ‖A˚Ω‖L∞ and ‖LΩA˚‖L∞ ,
respectively. We omit the straightforward details. 
4.6. Integration back to s = 0. As before, we suppress the dependence of constants on Q, Ω˜, the Coulomb
frame e∞ for Q∗TN and A∞ introduced in Subsection 3.1.
In this subsection, we turn around the problem considered in Subsection 4.5 and study the quantitative
relationship between the initial map u0 and the component ψs in caloric gauge of the harmonic map heat
flow development. The following result relates energy-type norms of these two objects under the assumption
that the initial map were sufficiently close to Q.
Proposition 4.21. Assume that u0 obeys the smallness condition (4.26) and that 0 < δ <
1
2 . In the caloric
gauge constructed in Proposition 4.14, we have
‖u0 −Q‖H1+2δ . ‖m(s)s
1
2ψs‖L2ds
s
((0,∞);L2), (4.55)
‖DΩu0‖H1+2δ . ‖m(s)s
1
2ψs‖L2ds
s
((0,∞);L2) + ‖m(s)s
1
2Ωψs‖L2ds
s
((0,∞);L2). (4.56)
The implicit constant in (4.56) depends on an upper bound for ‖u0 −Q‖H1+2δ + ‖DΩu0‖H1+2δ .
In our application of Proposition 4.21, there will be a bootstrap assumption that (in particular) ensures
‖u0−Q‖H1+2δ + ‖DΩu0‖H1+2δ < 1. Hence the implicit constants in (4.55) and (4.56) will be bounded by an
absolute constant.
Remark 4.22 (Higher regularity). With a straightforward modification of the argument given below, one
may show that (4.55) and (4.56) hold with L2 and H1+2δ replaced by Hσ−1 and Hσ+2δ, respectively, where σ
is any positive integer. This observation, along with Remark 4.18 above, is used later to justify a continuous
induction argument for the Schro¨dinger map evoluion.
Key to the proof of Proposition 4.21 is the following analogous result for (1.4) and (4.6) in the extrinsic
formulation:
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Lemma 4.23. Assume that u0 obeys the smallness condition (4.26) and that 0 < δ <
1
2 . Then the harmonic
map heat flow u with the initial data u(s = 0) = u0 satisfies
‖u0 −Q‖H1+2δ . ‖m(s)s
1
2 ∂su‖L2ds
s
((0,∞);L2).
Moreover, let φ be a solution to (4.6) with f = 0 and φ(s = 0) = φ0. Then
‖φ0‖H1+2δ . ‖m(s)s
1
2 ∂sφ‖L2ds
s
((0,∞);L2).
Proof. We have
‖u0 −Q‖2H1+2δ .
∫ ∞
0
∫ ∞
0
(s(−∆) 1+2δ2 ∂su(s), s′(−∆) 1+2δ2 ∂su(s′)) ds
s
ds′
s′
.
∫ ∞
0
∫ ∞
s
s
1
2m−1(s)
(s′)
1
2m−1(s′)
(m(s)s
1
2 ∂su(s),m
−1(s′)(s′)
3
2 (−∆)1+2δ∂su(s′)) ds
s
ds′
s′
. ‖m(s)s 12 ∂su‖L2ds
s
((0,∞);L2)‖m−1(s)s
3
2 ∂su‖L2ds
s
((0,∞);H2+4δ)
where we used Schur’s test on the last line and symmetry in s and s′ to pass to the second line. Next, for
the second factor on the last line, we have
‖m−1(s)s 32 ∂su‖L2ds
s
((0,∞);H2+4δ) . ‖s
3
2+δ∂su‖L2ds
s
([0,1);H2+4δ) + ‖s
3
2 ∂su‖L2ds
s
([1,∞);H2+4δ)
. ‖u0 −Q‖H1+2δ
where we used (4.5) for the first term and the combination of (4.27) and (4.30) for the second term.
For φ, we proceed similarly as follows.
‖φ0‖2H1+2δ .
∫ ∞
0
∫ ∞
0
(s(−∆) 1+2δ2 ∂sφ(s), s′(−∆) 1+2δ2 ∂sφ(s′)) ds
s
ds′
s′
.
∫ ∞
0
∫ ∞
s
s
1
2m−1(s)
(s′)
1
2m−1(s′)
(m(s)s
1
2 ∂sφ(s),m
−1(s′)(s′)
3
2 (−∆)1+2δ∂sφ(s′)) ds
s
ds′
s′
. ‖m(s)s 12 ∂sφ‖L2ds
s
((0,∞);L2)‖m−1(s)s
3
2 ∂sφ‖L2ds
s
((0,∞);H2+4δ).
Moreover,
‖m−1(s)s 32 ∂sφ‖L2
ds
s
((0,∞);H2+4δ) . ‖s
3
2+δ∂sφ‖L2
ds
s
([0,1);H2+4δ) + ‖s
3
2 ∂sφ‖L2
ds
s
([1,∞);H2+4δ)
. ‖φ0‖H1+2δ ,
where we used (4.11) for the first term and the combination of (4.29) and (4.31) for the second term. 
Proof of Proposition 4.21. To deduce the proposition from Lemma 4.23, we need to verify that
‖m(s)s 12 ∂su‖L2ds
s
((0,∞);L2) . ‖m(s)s
1
2ψs‖L2ds
s
((0,∞);L2),
‖m(s)s 12 ∂sφ‖L2ds
s
((0,∞);L2) . ‖m(s)s
1
2ψs‖L2ds
s
((0,∞);L2) + ‖m(s)s
1
2Ωψs‖L2ds
s
((0,∞);L2),
where the implicit constant in the second bound may depend on an upper bound for ‖u0 − Q‖H1+2δ +
‖DΩu0‖H1+2δ .
The first bound is obvious from the identity ∂su = eψs. For the second bound, we use
∂sDΩu = ∂s(Ωu)− ∂sΩ˜(u) = e∂sψΩ − (∂Ω˜)(u)eψs = eΩψs + eiAΩψs − (∂Ω˜)(u)eψs
By boundedness of ∂Ω˜(u) and the estimate for ‖AΩ‖L∞ from (4.45), the desired bound follows. 
ASYMPTOTIC STABILITY OF HARMONIC MAPS ON H2 UNDER THE SCHRO¨DINGER MAPS EVOLUTION 45
5. The Schro¨dinger maps evolution in the caloric gauge
In this section, we begin the analysis of the Schro¨dinger maps equation in earnest. In Subsection 5.1,
we present the caloric gauge formulation of the Schro¨dinger maps. In Subsection 5.2, we state the more
precise version of the main result of the paper (Theorem 5.4), and then reduce its proof to closing a set
of bootstrap assumptions (Propositions 5.5 and 5.6) in the caloric gauge. Finally, in Subsection 5.3, we
outline the remainder of the paper, which is devoted to the proofs of Propositions 5.5 and 5.6, and state
some conventions that will be effect in what follows.
5.1. Equations of motion. In the caloric gauge formulation of the Schro¨dinger maps system, the Schro¨dinger
map u is analyzed through the heat tension field
ψs := D
ℓψℓ. (5.1)
In order to understand the evolution fo ψs in t, we need to introduce and analyze the Schro¨dinger tension
field
w := ψt − iDℓψℓ. (5.2)
The main equations of motion in the caloric gauge are as follows:
• Parabolic equation for ψs
(Ds −DkDk)ψs + iκIm (ψkψs)ψk = 0. (5.3)
• Parabolic equation for w
(Ds −DkDk)w + iκIm (ψkw)ψk = iκψkψkψs,
w(0, t, x) = 0.
(5.4)
• Schro¨dinger equation for ψs
(iDt +D
kDk)ψs = i∂sw + iκIm (ψ
kψs)ψk. (5.5)
The overall scheme for analysis is to use (5.5) to analyze the evolution in t of ψs, while using (5.4) to estimate
w in terms of ψs. Equation (5.3) is used to gain control of higher derivatives of ψs at the price of adequate
powers of s through parabolic smoothing estimates. Moreover, (5.3) allows us to prove that Pσψs(s) exhibits
decay off of the diagonal regime {σ ≃ s}, which is useful since Pσ arises in the definitions of LE and LE∗.
Equations (5.3), (5.4), and (5.5) are easily obtained from the definitions (5.1) and (5.2) along with the
curvature formula (2.2). Indeed, to prove (5.5) we have
(iDt +D
kDk)ψs = iDsψt +D
kDsψk
= iDsψt +DsD
kψk + [D
k,Ds]ψk
= iDs(ψt − iDkψk) + iκIm (ψkψs)ψk
= i∂sw + iκIm (ψ
kψs)ψk.
The heat equation (5.3) follows from a similar computation. Lastly, to compute (5.4) we first observe that
w = ψt − iDℓψℓ = ψt − iψs. (5.6)
We then compute,
(Ds −DkDk)ψt = Dsψt −DkDtψk
= Dtψs −DtDkψk − [Dk,Dt]ψk
= Dtψs −Dtψs + κ(−i)Im (ψkψt)ψk
= −iκIm (ψkψt)ψk
= −iκIm (ψkw)ψk − iκIm (ψk(iψs))ψk.
Using (5.3) we see that
(Ds −DkDk)(−iψs) = −κ(−i)iIm (ψkψs)ψk = −κIm (ψkψs)ψk.
46 A. LAWRIE, J. LU¨HRMANN, S.-J. OH, AND S. SHAHSHAHANI
By (5.6), (Ds −DkDk)w equals the sum of the right-hand sides of the preceding two computations. Since
iIm (ψk(iψs))ψk + Im (ψ
kψs)ψk =
1
2i
(
iψk(iψs)− iψkiψs + ψkψs − ψkψs
)
ψk,= −iψkψsψk
we arrive at (5.4). Finally, the fact that w(0, t, x) = 0 follows from the fact that u(0, t, x) solves (1.1).
5.1.1. Refined structure of the dynamical equations. One key advantage of the caloric gauge formulation
compared to other ways of analyzing (1.1) (e.g., using Coulomb gauge) is that the variables ψs and w satisfy
scalar dynamical equations, as is evident in (5.3)–(5.5); we refer to [41] for further discussion on this point in
the related context of wave maps. A second key advantage of the caloric gauge formulation is that it yields
a geometrically natural linearization of the Schro¨dinger maps system (1.1). Indeed, the harmonic map heat
flow evolution of the Schro¨dinger map u(t, x) at each fixed time t converges to the unique harmonic map Q
that shares its boundary data at infinity – this was shown in Section 4. In the caloric gauge formulation this
manifests at the level of ψℓ and Aℓ which naturally decompose as
ψℓ(s) = ψ˚ℓ(s) + ψ
∞
ℓ ,
Aℓ(s) = A˚ℓ(s) +A
∞
ℓ ,
where ψ∞ and A∞ are the constant-in-s gauge components of the harmonic map Q; see (4.38). In this vein
we record the following refinements of the equations (5.3), (5.4), and (5.5), which show how the linearized
operator H defined in (3.3) arises. First recall that
Hψs = −(∇k + iA∞,k)(∇k + iA∞k )ψs − κ|ψ∞2 |2ψs. (5.7)
Lemma 5.1 (Parabolic equation for ψs). The equation (5.3) can be written in the following form:
(∂s +H)ψs = κiIm (ψsψ˚k)ψ˚k + κiIm (ψsψ˚k)ψ
∞,k + κiIm (ψsψ∞,k)ψ˚k
+ 2iA˚k∇kψs + i(∇kA˚k)ψs − A˚kA˚kψs − 2A∞k A˚kψs,
(5.8)
where H is defined as in (5.7).
Lemma 5.2 (Parabolic equation for w). The equation (5.4) can be written in the following form:
(∂s +H)w = κiIm (wψ˚k)ψ˚k + κiIm (wψ˚k)ψ
∞,k + κiIm (wψ∞,k)ψ˚k
+ 2iA˚k∇kw − 2A∞,kA˚kw + i(∇kA˚k)w − A˚kA˚kw
+ iκψ˚kψ˚kψs + 2iκψ
∞,kψ˚kψs.
(5.9)
where H is defined as in (5.7).
As discussed in Section 1.2, note in Lemma 5.2 that there are no linear terms in ψt and ψs.
Lemma 5.3 (Schro¨dinger equation for ψs). The equation (5.5) can be written in the following form:
(i∂t −H)ψs = i∂sw − 2iA˚k∇kψs + 2A∞,kA˚kψs + κiIm (ψ∞,kψs)ψ˚k + κiIm (ψ˚kψs)ψ∞k
− i(∇kA˚k)ψs + A˚kA˚kψs + κiIm (ψ˚kψs)ψ˚k +Atψs,
(5.10)
where H is defined as in (5.7).
We prove Lemma 5.3, and note that the proof of Lemmas 5.1, 5.2 are similar computations.
Proof of Lemma 5.3. First note that
iDtψs = i∂tψs −Atψs.
Next, writing A = A˚+A∞ we have
DkDkψs = (∇k + i(A˚k +A∞,k))(∇k + i(A˚k +A∞k )ψs
= (∇k + iA∞,k)(∇k + iA∞k )ψs + 2iA˚k∇kψs − 2A∞,kA˚kψs + i(∇kA˚k)ψs − A˚kA˚kψs.
Finally, writing ψ = ψ˚ + ψ∞ we expand the term iκIm (ψkψs)ψk that appears on the right-hand-side
of (5.10) to extract all terms that are truly linear in ψs, i.e., that do not contain any copies of ψ˚. As we
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observed in (3.2), (3.3), the favorable structure of the linear term is revealed by observing that the derivative
components ψ∞ of the harmonic map Q satisfy the Cauchy Riemann equations
ψ∞1 + iψ
∞
2 = 0. (5.11)
Using (5.11) and following the argument used to give (3.3) we see that
iκIm (ψkψs)ψk = iκIm ((ψ˚
k + ψk,∞)ψs)(ψ˚k + ψ
∞
k )
= −κ|ψ∞|2ψs + κiIm (ψ∞,kψs)ψ˚k + κiIm (ψ˚kψs)ψ∞k + κiIm (ψ˚kψs)ψ˚k.
This completes the proof. 
5.2. Reduction of the main theorem to the core bootstrap argument in the caloric gauge. We
begin by stating a more precise version of Theorem 1.7.
Theorem 5.4 (Refinement of the main theorem: asymptotic stability of Qν). Let N = H2 or S2. If N = H2
consider any harmonic map Q as in Proposition 1.1. If N = S2 consider any Q as in Proposition 1.1 that
satisfies the strong linearized stability condition in Defintion 1.3; see Proposition 3.4. Fix any bounded
neighborhood N˜ of Q(H2) in N .
There exists an ǫ0 > 0 with the following property. Let u0 : H
2 → N with u0(H2) ⊂ N˜ be smooth initial
data for (1.1) such that
‖u0 −Q‖H1+2δ + ‖DΩu0‖H1+2δ ≤ ǫ0 (5.12)
for any small number δ > 0. Then, there exists a unique global smooth solution u : R × H2 → H2 to (1.1)
with initial data u(t = 0) = u0 and satisfying
sup
t∈R
‖u(t)−Q‖H1+2δ + ‖DΩu(t)‖H1+2δ . ǫ0. (5.13)
In fact, Q is asymptotically stable in the following sense. Let u(t, x, s) denote the harmonic map heat
flow resolution of u(t, x) and let e(t, x, s) denote the corresponding caloric gauge with limiting frame e∞(t, x)
as defined in Section 4.4, and let ψs(t, x, s) denote the heat tension field. Then,
• A priori control of dispersive norms. ψs satisfies,
‖ψs‖S(R) . ‖m(s)s 12 〈Ω〉ψs|t=0‖(L∞ds
s
∩L2ds
s
)L2x
. ‖u0 −Q‖H1+2δ + ‖DΩu0‖H1+2δ . ǫ0. (5.14)
• Scattering. For every s > 0, ψs(t) scatters to a solution of the free Schro¨dinger equation as
t→ ±∞, i.e., there exist free Schro¨dinger waves φ±(t, s), such that
‖ψs(t)− φ±(t, s)‖L2x → 0 as t→ ±∞. (5.15)
• Uniform control of higher derivatives. Higher regularity of the initial data ψs(s, 0, x) is pre-
served by the flow. In fact, we have the following uniform estimates,
‖Hψs‖S(R) . ‖m(s)s 12 〈Ω〉ψs|t=0‖(L∞ds
s
∩L2ds
s
)H2 . ‖u0 −Q‖H3+2δ + ‖DΩu0‖H3+2δ ,
‖H2ψs‖S(R) . ‖m(s)s 12 〈Ω〉ψs|t=0‖(L∞ds
s
∩L2ds
s
)H4 . ‖u0 −Q‖H5+2δ + ‖DΩu0‖H5+2δ .
(5.16)
• Qualitative pointwise convergence to Q. Finally, we have the following pointwise convergence
to Q,
‖u(t)−Q‖L∞ → 0 as t→ ±∞. (5.17)
Theorem 5.4 will be proved via a priori estimates, which we close with a bootstrap argument. In this
section we briefly recall the standard argument used to reduce Theorem 5.4 to the following two propositions.
Proposition 5.5 (Core bootstrap argument in the caloric gauge). There exists ǫ0, C1 > 0 with the following
property. Let I ⊂ R be a time interval and assume that,
‖u(t)−Q‖H1+2δ + ‖DΩu(t)‖H1+2δ ≤ ǫ1/20 , for all t ∈ I, (5.18)
and
‖ψs‖S(I) ≤ 2C1ǫ0. (5.19)
48 A. LAWRIE, J. LU¨HRMANN, S.-J. OH, AND S. SHAHSHAHANI
Then,
‖ψs‖S(I) ≤ C1ǫ0. (5.20)
Moreover,
‖m(s)s 12 (i∂t −H)ψs‖
L∞ds
s
∩L2ds
s
(LE∗+L
4
3
t L
4
3
x )(I)
+ ‖m(s)s 12 (i∂t −H)Ωψs‖
L∞ds
s
∩L2ds
s
(LE∗+L
4
3
t L
4
3
x )(I)
. ǫ
3
2
0 , (5.21)
where the implicit constant is independent of ǫ0 and C1.
Proposition 5.6 (Auxiliary propagation of regularity in the caloric gauge). There exists ǫ1 > 0 with the
following property. Let I ⊂ R be a time interval and suppose that
‖ψs‖S(I) ≤ ǫ1,
Then,
‖Hψs‖S(I) . ‖m(s)s 12 〈Ω〉ψs|t=0‖L∞ds
s
∩L2ds
s
([0,∞);H2) . ‖u0 −Q‖H3+2δ + ‖DΩu0‖H3+2δ ,
‖H2ψs‖S(I) . ‖m(s)s 12 〈Ω〉ψs|t=0‖L∞ds
s
∩L2ds
s
([0,∞);H4) . ‖u0 −Q‖H5+2δ + ‖DΩu0‖H5+2δ .
(5.22)
The key ingredients in the reduction are the bounds in Proposition 4.21 in Section 4, which allow us to
transfer bounds for the heat flowed map u(t, x, s) and its derivatives back to the Schro¨dinger map u(t, x),
and thus close the bootstrap. We remark that Proposition 4.21 is stated for the harmonic map heat flow
evolution of the initial data u0, but a straightforward modification extends this to the following statement
for the 1-parameter family of heat flows u(t, x, s).
Proposition 5.7. Assume that ǫ0 in Proposition 5.5 satisfies ǫ
1/2
0 < ǫ∗ where ǫ∗ is defined in Theorem 4.8
and that 0 < δ < 12 . Then,
sup
t∈I
‖u(t)−Q‖H1+2δ . ‖m(s)s
1
2ψs‖L2ds
s
((0,∞);L∞t (I;L
2
x))
, (5.23)
sup
t∈I
‖DΩu(t)‖H1+2δ . ‖m(s)s
1
2 〈Ω〉ψs‖L2ds
s
((0,∞);L∞t (I;L
2
x))
, (5.24)
sup
t∈I
(
‖u(t)−Q‖H3+2δ + ‖DΩu(t)‖H3+2δ
)
. ‖m(s)s 12 〈Ω〉ψs‖L2ds
s
((0,∞);L∞t (I;H
2
x))
, (5.25)
sup
t∈I
(
‖u(t)−Q‖H5+2δ + ‖DΩu(t)‖H5+2δ
)
. ‖m(s)s 12 〈Ω〉ψs‖L2
ds
s
((0,∞);L∞t (I;H
4
x))
. (5.26)
We remark that the first two bounds above (5.23) and (5.24) follow from the same proof as Proposi-
tion 4.21. For the bounds (5.25) and (5.26) we use Remark 4.22 with σ = 3 and σ = 5; see also Remark 4.18.
Proof of Theorem 1.7 and Theorem 5.4 assuming Propositions 5.5 and 5.6 . Let u0 be smooth initial data
for (1.1) satisfying (5.12). Since u0 is smooth we may define B0 <∞ by
‖u0 −Q‖H5+2δ =: B0 <∞.
By Lemma 2.18 we can find a unique smooth solution u(t) to (1.1) defined on a maximal forward time of
existence J = [0, T ∗). Assume for contradiction that T ∗ <∞. Then, by continuation criterion in Lemma 2.18
we must have
lim
t→T∗
‖u(t)−Q‖H5+2δ =∞. (5.27)
On the other hand, let ǫ0 > 0 be as in Proposition 5.5. By continuity of the flow, the assumption (5.12)
yields a time T1 ≤ T ∗ for which both (5.18) and (5.19) are satisfied. Let T ∗1 be the maximal such time. The
combination of Proposition 5.5 and Proposition 5.7 closes the bootstrap. Indeed, from (5.23) and (5.24) we
have
sup
t∈I
(
‖u(t)−Q‖H1+2δ + ‖DΩu(t)‖H1+2δ
)
. ‖m(s)s 12 〈Ω〉ψs‖L2ds
s
([0,∞);L∞t L
2
x)
. ‖ψs‖S(I) . C1ǫ0 ≤ 1
2
ǫ
1/2
0 .
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Thus, we must have T ∗1 = T
∗. It then follows that the conclusions of Proposition 5.6 hold with I = [0, T ∗).
Using the elliptic regularity estimate
‖v‖H4 . ‖H2v‖L2 + ‖v‖L2,
we then deduce from the estimate (5.22) from Proposition 5.6 and the estimate (5.26) that
sup
t∈[0,T∗)
‖u(t)−Q‖H5+2δ . B0,
which contradicts (5.27). Hence T ∗ = +∞. A similar argument establishes well-posedness backwards in
infinite time. Thus (5.20) holds with I = R which establishes (5.13) and (5.14). Proposition 5.6 then
yields (5.16). The scattering statement (5.15) is a standard consequence of (5.21) in Proposition 5.5 with
I = R.
Finally, the proof of the pointwise estimate (5.17) begins with the observation that
|u(t, x)−Q(x)| ≤
∫ ∞
0
|∂s(u(t, x, s)−Q(x))| ds ≤
∫ ∞
0
|ψs(t, x, s)| ds
and thus (5.17) follows from the claim that
lim
t→∞
‖u(t)−Q‖L∞x ≤ limt→∞
∫ ∞
0
‖ψs(t, s)‖L∞x ds = 0.
The proof of the claimed limit requires two observations that we briefly sketch here, while referring the
reader to the detailed identical argument given in [41, Proof of (4.8)]. First, we claim that the limit in t can
be passed through the s-integral. This follows from the dominated convergence theorem after showing that
‖ψs(s)‖L∞t,x is an integrable function. This latter claim can be deduced using the a priori estimates (5.16)
(which break the scaling in s) to handle the small-s regime, along with the decay estimates (4.39) to handle
the large-s regime. Second, we claim that for each fixed s > 0,
‖ψs(t, s)‖L∞x → 0 as t→∞.
This can be proved using the global dispersive estimate (5.14) and in particular the scattering state-
ment (5.15). Again, we refer the reader to [41, Proof of (4.8)] for the precise details. 
5.3. Structure of the remainder of the paper and some conventions. From now on, the goal is to
establish Propositions 5.5 and 5.6. The remainder of the paper is organized as follows:
• In Section 6 we study the parabolic equation (5.8) under the bootstrap assumptions (5.18) and (5.19).
We show that ψs satisfies several parabolic regularity type estimates that will be used in our analysis
of the nonlinear Schro¨dinger equation (5.10) in Section 8.
• In Section 7 we continue the preliminary analysis of the terms appearing on the right-hand side
of (5.10), proving several preliminary estimates on Ψ˚, A˚. We then use the parabolic equation (5.9)
for w to establish estimates for w, ∂sw and use these to prove auxiliary bounds on ψt, At.
• Finally, in Section 8 we complete the proofs of Propositions 5.5 and 5.6 using the main linear estimate
in Lemma 3.12 to study the Schro¨dinger equation (5.10).
In the remainder of the paper, we work under the following conventions to ease the notation:
• The Gauss curvature κ = ±1 of the target manifold plays no role in the remainder of the paper.
Hence, we fix the target N = H2 and κ = −1 in equations (5.8), (5.9), and (5.10).
• We always work on the time interval I. Hence, we omit (I) in the notation for space-time
norms, e.g., L4tL
4
x = L
4
tL
4
x(I).
6. Parabolic estimates for ψs
In this section we establish Lp parabolic regularity-type estimates for ψs under the core bootstrap as-
sumptions (5.19) by directly invoking properties of the heat flow e−sH from Corollary 3.8.
Recall that ψs satisfies the nonlinear heat equation (5.8), which can be written in the form,
∂sψs = −Hψs +N (ψs,Ψ, A), (6.1)
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where
Hψs = −(∇k + iA∞,k)(∇k + iA∞k )ψs + |ψ∞2 |2ψs
= −∆ψs − 2iA∞,k∇kψs − i(∇kA∞k )ψs + (|A∞|2 + |ψ∞2 |2)ψs,
(6.2)
and
N (ψs,Ψ, A) = −iIm (ψsψ˚k)ψ˚k − iIm (ψsψ˚k)ψ∞,k − iIm (ψsψ∞,k)ψ˚k
+ 2iA˚k∇kψs + i(∇kA˚k)ψs − A˚kA˚kψs − 2A∞k A˚kψs.
(6.3)
We also will require the heat equation satisfied by Ωψs. Using Lemma 2.1, (3.8), and (3.9) we have
(∂s +H)Ωψs = ΩN (ψs,Ψ, A),
where
ΩN (ψs,Ψ, A) = +iIm (LΩψ˚kψs)ψ˚k + iIm (ψ˚kΩψs)ψ˚k + iIm (ψ˚kψs)LΩψ˚k
+ iIm (LΩψ˚kψs)ψ∞k + iIm (ψ˚kΩψs)ψ∞k
+ iIm (ψ∞,kΩψs)ψ˚k + iIm (ψ
∞,kψs)LΩψ˚k
+ iIm (iψ∞,kψs)ψ˚k + iIm (ψ˚
kψs)ψ
∞
k
+ 2i(LΩA˚k)∇kψs + 2iA˚k∇kΩψs − 2A∞,k(LΩA˚k)ψs − 2A∞,kA˚kΩψs
+ i(∇kLΩA˚k)ψs + i(∇kA˚k)Ωψs − 2(LΩA˚k)A˚kψs − A˚kA˚kΩψs.
(6.4)
6.1. Parabolic regularity theory for ψs. The goal of this section is to prove the following parabolic
regularity estimate for ψs.
Proposition 6.1. Under the bootstrap hypothesis (5.18) and (5.19) there holds
‖〈s∆〉 52 〈Ω〉m(s)s 12ψs‖
L∞
ds
s
(L∞t L
2
x∩L
4
tL
4
x∩L
8
3
t L
8
3
x )
. ‖ψs‖S , (6.5)
‖〈s∆〉 32 〈Ω〉(m(s)s 12ψs)‖L2
ds
s
L∞t L
2
x
. ‖ψs‖S , (6.6)
where the implicit constants above are independent of the constant C1 from Proposition 5.5.
The proof requires the following lemmas. The first is a direct consequence of Proposition 4.15 and
Proposition 4.16 from Section 4 and the second follows from the first and the Gagliardo-Nirenberg inequality.
Lemma 6.2. Under the bootstrap assumptions (5.18) we have
‖〈s∆〉2〈LΩ〉Ψ˚‖L∞ds
s
L∞t L
2
x
.
√
ǫ0. (6.7)
Proof. This follows from an identical proof as the proof of Proposition 4.15 where now we consider the one
parameter (in t ∈ I) family of heat flows u(t, x, s) and we use the bootstrap assumption (5.18) to bound the
right-hand sides of (4.40) and (4.43). 
Lemma 6.3. Under the bootstrap assumptions (5.18) we have
‖〈s∆〉 52 〈LΩ〉s 12 A˚‖L∞ds
s
L∞t L
∞
x
.
√
ǫ0
as well as,
‖ 〈s∆〉2 〈LΩ〉s 12 Ψ˚‖L∞ds
s
L∞t L
∞
x
.
√
ǫ0
Proof. The proof is an immediate consequence of the Proposition 4.16, Lemma 6.2 and the Gagliardo-
Nirenberg inequality, i.e., equation (2.13). The argument is identical to the one presented in [41, Proof of
Lemma 5.2], and we refer the reader to [41] for details. 
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Proof of Proposition 6.1. The proof follows a nearly identical outline as [41, Proof of Proposition 5.1] us-
ing now Corollary 3.8 as the main technical ingredient. As the arguments for each of the estimates in
Proposition 6.1 are essentially the same, we just give the proof of just one of the estimates, namely,
‖s 12 (−∆) 12 〈Ω〉m(s)s 12ψs‖L∞ds
s
L4t,x
. ‖ψs‖S . (6.8)
By the Duhamel formula and the nonlinear heat equation (6.1) we write
ψs(s) = e
− s2Hψs(s/2) +
∫ s
s
2
e−(s−s
′)HN (ψs,Ψ, A)(s′) ds′
for each s > 0. It follows that
s
1
2 (−∆) 12 〈Ω〉m(s)s 12ψs(s) = s 12 (−∆) 12 e− s2H 〈Ω〉m(s)s 12ψs(s/2)
+ sm(s)
∫ s
s
2
(−∆) 12 e−(s−s′)H 〈Ω〉N (ψs,Ψ, A)(s′) ds′.
Using the heat semigroup bound from Corollary 3.8 with p = 4 we deduce that
‖s 12 (−∆) 12 〈Ω〉m(s)s 12ψs‖L4t,x . ‖(s/2)
1
2 〈Ω〉m(s)ψs(s/2)‖L4t,x
+
∫ s
s
2
sm(s)
(s− s′) 12 (s′) 12m(s′)‖(s
′)
3
2m(s′) 〈Ω〉N (ψs,Ψ, A)(s′)‖L4t,x
ds′
s′
.
Via Schur’s test we then arrive at
‖s 12 (−∆) 12 〈Ω〉m(s)s 12ψs‖L∞ds
s
L4t,x
. ‖ψs‖S + ‖m(s)s 32 〈Ω〉N (ψs,Ψ, A)‖L∞ds
s
L4t,x
.
To prove (6.8) it then suffices to show that
‖m(s)s 32 〈Ω〉N (ψs,Ψ, A)‖L∞ds
s
L4t,x
.
√
ǫ0‖s 12∇〈Ω〉m(s)s 12ψs‖L∞ds
s
L4t,x
+ ‖ψs‖S , (6.9)
since the first term on the right above can be absorbed into the left-hand side of (6.8) as long as ǫ0 is taken
small enough.
To prove (6.9) we estimate each of the terms on the right-hand sides of (6.3) and (6.4). The main
ingredients in these estimates are Lemma 6.3 and the Lp-Poincare´ inequality (2.10). We argue as follows.
Consider the first term on the right-hand side of (6.3) along with the first term on the right-hand side of (6.4).
We have
‖m(s)s 32 Im (ψsψ˚k)ψ˚k‖L∞
ds
s
L4t,x
. ‖s 12 Ψ˚‖2L∞ds
s
L∞t,x
‖m(s)s 12ψs‖L∞
ds
s
L4t,x
. ǫ0‖ψs‖S ,
‖m(s)s 32 Im (LΩψ˚kψs)ψ˚k‖L∞ds
s
L4t,x
. ‖s 12LΩΨ˚‖L∞ds
s
L∞t,x‖s
1
2 Ψ˚‖L∞ds
s
L∞t,x‖m(s)s
1
2ψs‖L∞ds
s
L4t,x
. ǫ0‖ψs‖S ,
where in the last inequalities above we used Lemma 6.3. Next consider the second term on the right-hand
side of (6.3) and the fourth term on the right-hand side of (6.4). We have
‖m(s)s 32 Im (ψsψ˚k)ψ˚∞k ‖L∞ds
s
L4t,x
. ‖s 12 Ψ˚‖L∞ds
s
L∞t,x‖Ψ∞‖L∞‖m(s)sψs‖L∞ds
s
L4t,x
.
√
ǫ0‖s 12 (−∆) 12m(s)s 12ψs‖L∞ds
s
L4t,x
,
‖m(s)s 32 Im (LΩψ˚kψs)ψ˚∞k ‖L∞ds
s
L4t,x
. ‖s 12LΩΨ˚‖L∞ds
s
L∞t,x‖Ψ∞‖L∞‖m(s)sψs‖L∞ds
s
L4t,x
.
√
ǫ0‖s 12 (−∆) 12m(s)s 12ψs‖L∞ds
s
L4t,x
,
where in the last lines we again used Lemma 6.3 and the Lp-Poincare´ inequality to absorb the extra factor
of s
1
2 on the term involving ψs.
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Next consider the fourth term on the right-hand side of (6.3) and the tenth term on the right-hand side
of (6.4). We have
‖m(s)s 32 A˚k∇kψs‖L∞ds
s
L4t,x
. ‖s 12A‖2L∞ds
s
L∞t,x
‖m(s)s∇ψs‖L∞ds
s
L4t,x
.
√
ǫ0‖s 12 (−∆) 12m(s)s 12ψs‖L∞ds
s
L4t,x
,
‖m(s)s 32 (LΩA˚k)∇kψs‖L∞ds
s
L4t,x
. ‖s 12LΩA‖2L∞ds
s
L∞t,x
‖m(s)s∇ψs‖L∞ds
s
L4t,x
.
√
ǫ0‖s 12 (−∆) 12m(s)s 12ψs‖L∞ds
s
L4t,x
,
again using Lemma 6.3. The remaining terms on the right-hand-sides of (6.3) and (6.4) can be handled
in a similar manner to the previous three groupings of estimates. This completes the proof of (6.9). The
remaining estimates in Proposition 6.1 are proved in an identical manner, after passing each additional
derivative onto the nonlinearities (6.3) and (6.4). 
6.2. Off-diagonal decay estimates. In later sections we will use the linear heat flow to localize ψs(s) in
frequency (measured in linear heat time σ) at each fixed nonlinear heat flow time s. In this section we show
that these two heat flow frequency localizations are compatible in the sense made precise by the following
lemmas.
Lemma 6.4 (Off-Diagonal decay). Let (p, q) = (4, 4) or (p, q) = (8/3, 8/3). Fix any σ ≤ 1. Then there
exists β ∈ (0, 1) so that
‖Pσs 12ψs(s)‖LptLqx .
∫ ∞
s
( s
s′
) 1
2
(s′
σ
)β 2∑
ℓ=0
‖(s′) ℓ2 (−∆) ℓ2 (s′) 12ψs(s′)‖Strs
ds′
s′
.
The above estimate becomes useful after integration in σ ≥ s.
Corollary 6.5. Let (p, q) = (4, 4) or (p, q) = (8/3, 8/3). Then,∥∥∥∥∫ 1
s
‖Pσ(m(s)s 12ψs(s))‖LptLqx
dσ
σ
∥∥∥∥
L2ds
s
∩L∞ds
s
.
2∑
ℓ=0
‖s ℓ2 (−∆) ℓ2m(s)s 12ψs‖L2
ds
s
∩L∞
ds
s
Strs .
We require the following lemma, which again follows from the regularity theory for the harmonic map
heat flow in Section 4 and the bootstrap assumptions (5.18).
Lemma 6.6. Under the bootstrap assumptions (5.18) we have
‖s 54∇ψs‖L∞ds
s
L∞t L
4
x
+ ‖s 118 ∇ψs‖L∞ds
s
L∞t L
8
x
+ ‖s 2316∇ψs‖L∞ds
s
L∞t L
16
x
.
√
ǫ0,
‖s 14 Ψ˚‖L∞ds
s
L∞t L
4
x
+ ‖s 38 Ψ˚‖L∞ds
s
L∞t L
8
x
+ ‖s 716 Ψ˚‖L∞ds
s
L∞t L
16
x
.
√
ǫ0. (6.10)
Proof. The proof is an immediate consequence of the Gagliardo-Nirenberg inequality (Lemma 2.12) and
Proposition 4.15. The argument is identical to the one presented in [41, Proof of Lemma 5.2], to which we
refer the reader for details. 
Proof of Lemma 6.4. The proof of Lemma 6.4 is based on the fact that ψs satisfies the nonlinear heat
equation (6.1). Using (6.1) we write
ψs(s) = −
∫ ∞
s
s′∂sψs(s
′)
ds′
s′
=
∫ ∞
s
s′Hψs(s
′)
ds′
s′
−
∫ ∞
s
s′N (ψs,Ψ, A) ds
′
s′
.
To clarify the exposition we prove the lemma for (p, q) = (4, 4) – the argument is nearly identical for
(p, q) = (8/3, 8/3). We fix β = 38 .
‖Pσ(s 12ψs(s))‖L4t,x ≤ s
1
2
∫ ∞
s
‖Pσ(s′Hψs(s′))‖L4t,x
ds′
s′
+ s
1
2
∫ ∞
s
‖Pσ(s′N (ψs,Ψ, A))‖L4t,x
ds′
s′
= I + II.
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Consider the first term I on the right-hand side above. Using the expression (6.2) we obtain the bound,
I = s
1
2
∫ ∞
s
‖σ∆eσ∆(s′Hψs(s′))‖L4t,x
ds′
s′
. s
1
2
∫ ∞
s
‖σ∆eσ∆(s′(−∆)ψs(s′))‖L4t,x
ds′
s′
+ s
1
2
∫ ∞
s
‖σ∆eσ∆(s′A∞k ∇kψs(s′))‖L4t,x
ds′
s′
+ s
1
2
∫ ∞
s
‖σ∆eσ∆(s′(∇kA∞k )ψs(s′))‖L4t,x
ds′
s′
+ s
1
2
∫ ∞
s
‖σ∆eσ∆(s′(|A∞|2 + |ψ∞2 |2)ψs(s′))‖L4t,x
ds′
s′
= Ia + Ib + Ic + Id.
We estimate Ia as follows. Using L
p regularity of the linear heat flow, we have
Ia . s
1
2
∫ ∞
s
(s′
σ
) 3
8 ‖(σ)1+ 38 (−∆)1+ 38 eσ∆(s′)1− 38 (−∆)1− 38ψs(s′))‖L4t,x
ds′
s′
.
∫ ∞
s
( s
s′
) 1
2
(
s′
σ
) 3
8
‖(s′)1− 38 (−∆)1− 38 (s′) 12ψs(s′))‖L4t,x
ds′
s′
.
∫ ∞
s
( s
s′
) 1
2
(
s′
σ
) 3
8
2∑
ℓ=0
‖(s′)ℓ/2(−∆)ℓ/2(s′) 12ψs(s′))‖L4t,x
ds′
s′
,
where in the last line we used the Lp interpolation inequality from Lemma 2.10.
Next for term Ib we note that since σ ≤ 1 we have 1 ≤ σ− 38 .
Ib . s
1
2
∫ ∞
s
‖σ∆eσ∆(s′A∞k ∇kψs(s′))‖L4t,x
ds′
s′
.
∫ ∞
s
( s
s′
) 1
2
σ−
3
8 ‖s′A∞k ∇k(s′)
1
2ψs(s
′)‖L4t,x
ds′
s′
. ‖A∞‖L∞t L8x
∫ ∞
s
( s
s′
) 1
2
(s′
σ
) 3
8
(s′)1−
3
8 ‖∇((s′) 12ψs(s′))‖L4tL8x
ds′
s′
. ‖A∞‖L∞t L8x
∫ ∞
s
( s
s′
) 1
2
(s′
σ
) 3
8 ‖(s′)1− 38 (−∆) 58 (s′) 12ψs(s′)‖L4tL4x
ds′
s′
.
∫ ∞
s
( s
s′
) 1
2
(s′
σ
) 3
8
2∑
ℓ=0
‖(s′)ℓ/2(−∆)ℓ/2(s′) 12ψs(s′))‖L4t,x
ds′
s′
,
where in the third-to-last line we used Sobolev embedding.
Next, consider term Ic. Arguing as above we have
Ic . ‖∇A∞‖L∞t L8x
∫ ∞
s
( s
s′
) 1
2
(s′
σ
) 3
8 ‖(s′)1− 38 (−∆) 14 (s′) 12ψs(s′)‖L4tL4x
ds′
s′
. ‖∇A∞‖L∞t L8x
∫ ∞
s
( s
s′
) 1
2
(s′
σ
) 3
8 ‖(s′)1− 38 (−∆) 58 (s′) 12ψs(s′)‖L4tL4x
ds′
s′
.
∫ ∞
s
( s
s′
) 1
2
(s′
σ
) 3
8
2∑
ℓ=0
‖(s′)ℓ/2(−∆)ℓ/2(s′) 12ψs(s′))‖L4t,x
ds′
s′
,
where in the second line we used the Lp version of the Poincare inquality. Term Id is handled similarly.
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Next, consider the nonlinear term II. Using (6.3) we have
s
1
2
∫ ∞
s
‖Pσ(s′N (ψs,Ψ, A))‖L4t,x
ds′
s′
. s
1
2
∫ ∞
s
‖Pσ(s′Im (ψsψ˚k)ψ˚k)‖L4t,x
ds′
s′
+ s
1
2
∫ ∞
s
‖Pσ(s′Im (ψsψ˚k)ψ∞,k)‖L4t,x
ds′
s′
+ s
1
2
∫ ∞
s
‖Pσ(s′Im (ψsψ∞,k)ψ˚k)‖L4t,x
ds′
s′
+ s
1
2
∫ ∞
s
‖Pσ(s′A˚k∇kψs)‖L4t,x
ds′
s′
+ s
1
2
∫ ∞
s
‖Pσ(s′(∇kA˚k)ψs)‖L4t,x
ds′
s′
+ s
1
2
∫ ∞
s
‖Pσ(s′A˚kA˚kψs)‖L4t,x
ds′
s′
+ s
1
2
∫ ∞
s
‖Pσ(s′(A˚kA∞k ψs)‖L4t,x
ds′
s′
= IIa + IIb + · · ·+ IIg.
First, we treat IIa. Using Sobolev embedding in the last line below we have
IIa = s
1
2
∫ ∞
s
‖σ∆eσ∆(s′Im (ψsψ˚k)ψ˚k)‖L4t,x
ds′
s′
. s
1
2
∫ ∞
s
σ−
3
8 ‖σ1+ 38 (−∆)1+ 38 eσ∆(−∆)− 38 (s′Im (ψsψ˚k)ψ˚k)‖L4t,x
ds′
s′
. s
1
2
∫ ∞
s
σ−
3
8 ‖(−∆)− 38 (s′Im (ψsψ˚k)ψ˚k)‖L4t,x
ds′
s′
. s
1
2
∫ ∞
s
(s′
σ
) 3
8 ‖(s′)1− 38 Im (ψsψ˚k)ψ˚k)‖
L4tL
8
5
x
ds′
s′
.
We can deduce from the last line above that
IIa . s
1
2
∫ ∞
s
(s′
σ
) 3
8
(s′)1−
3
8 ‖Ψ˚‖2L∞t L4x‖ψs‖L4tL8x
ds′
s′
.
∫ ∞
s
( s
s′
) 1
2
(s′
σ
) 3
8 ‖(s′) 14 Ψ˚‖2L∞t L4x‖(s
′)
1
8 (−∆) 18 (s′) 12ψs‖L4tL4x
ds′
s′
.
∫ ∞
s
( s
s′
) 1
2
(s′
σ
) 3
8 ‖(s′) 14 Ψ˚‖2L∞t L4x‖(s
′)
1
8 (−∆) 18 (s′) 12ψs‖L4tL4x
ds′
s′
. ǫ2
∫ ∞
s
( s
s′
) 1
2
(s′
σ
) 3
8
2∑
ℓ=0
‖(s′) ℓ2 (−∆) ℓ2 (s′) 12ψs‖L4tL4x
ds′
s′
,
where in the last line we used (6.10) from Lemma 6.6. The remaining terms in the nonlinearity can be
handled similarly. 
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Proof of Corollary 6.5. The proof is a consequence of Lemma 6.4 and Schur’s test. Indeed, set β = 38 in
Lemma 6.4 (in fact the proof is carried out for this particular value for β). Then we have∫ 1
s
‖Pσ(m(s)s 12ψs(s))‖LptLqx
dσ
σ
.
∫ 1
s
m(s)
∫ ∞
s
( s
s′
) 1
2
(s′
σ
) 3
8
2∑
ℓ=0
‖(s′) ℓ2 (−∆) ℓ2 (s′) 12ψs(s′)‖Strs
ds′
s′
dσ
σ
.
∫ ∞
s
m(s)
m(s′)
( s
s′
) 1
2
2∑
ℓ=0
‖(s′) ℓ2 (−∆) ℓ2 (s′) 12ψs(s′)‖Strs
∫ 1
s
(s′
σ
) 3
8 dσ
σ
ds′
s′
.
∫ ∞
s
m(s)
m(s′)
( s
s′
) 1
2−
3
8
2∑
ℓ=0
‖(s′) ℓ2 (−∆) ℓ2 (s′) 12ψs(s′)‖Strs
ds′
s′
.
To conclude we use the fact that
K 3
8
(s, s′) = 1{s′>s>0}(s, s
′)
m(s)
m(s′)
( s
s′
) 1
2−
3
8
is a Schur kernel, and hence by Schur’s test we obtain∥∥∥∥ ∫ 1
s
‖Pσ(m(s)s 12ψs(s))‖LptLqx
dσ
σ
∥∥∥∥
L∞ds
s
∩L2ds
s
.
2∑
ℓ=0
‖s ℓ2 (−∆) ℓ2m(s)s 12ψs‖L2ds
s
∩L∞ds
s
Strs ,
as desired. To see that Kβ(s, s
′) is a Schur kernel for any β < 12 we note that for s ≤ 1 we have
m(s)s
1
2−β
∫ ∞
s
(s′)−
1
2+β
1
m(s′)
ds′
s′
. s
1
2−β−δ
∫ ∞
s
(s′)−
1
2+β+δ
ds′
s′
. 1,
where above we recalled that m(s) = max(s−δ, 1). If s ≥ 1 we have
m(s)s
1
2−β
∫ ∞
s
(s′)−
1
2+β
1
m(s′)
ds′
s′
. s
1
2−β
∫ ∞
s
(s′)−
1
2+β
ds′
s′
. 1.
Similarly, if s′ ≤ 1,
(s′)−
1
2+βm(s′)−1
∫ s′
0
s
1
2−βm(s)
ds
s
. (s′)−
1
2+β+δ
∫ s′
0
s
1
2−β−δ
ds
s
. 1.
Finally, if s′ ≥ 1 we have
(s′)−
1
2+βm(s′)−1
∫ s′
0
s
1
2−βm(s)
ds
s
. 1.
This completes the proof. 
7. Preparations for the analysis of the Schro¨dinger equation for ψs
Working under the bootstrap assumptions (5.18) and (5.19), we prove a number of auxiliary estimates
that will go into the analysis of the Schro¨dinger equation (5.10) for ψs. In Subsection 7.1 we prove additional
estimates on A˚ and Ψ˚ that are consequences of the previous section. Then in Subsection 7.2 we study the
parabolic equation (5.9) for w, deducing bounds for w and ∂sw. One of these will go directly in the analysis
of the Schro¨dinger equation for ψs and the other is used in Subsection 7.2 to prove auxiliary bounds on At
and ψt. Finally in Subsection 7.3 we prove a few more involved estimates on A˚.
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7.1. Basic estimates on A˚ and Ψ˚. Here we prove additional estimates on A˚ and Ψ˚. First we introduce
some notation. Recall that
ψℓ(s0) = −
∫ ∞
s0
Dℓψs(s) ds+ ψ
∞
ℓ =: ψ˚ℓ(s0) + ψ
∞
ℓ ,
Aℓ(s0) = −
∫ ∞
s0
Im (ψℓψs)(s) ds+A
∞
ℓ =: A˚ℓ(s0) +A
∞
ℓ ,
where ψ∞ℓ are the derivative components of the harmonic map Q in the Coulomb gauge and A
∞
ℓ is the
associated connection form. We further decompose A˚ℓ into linear- and quadratic-in-ψ˚ℓ components, defining
A˚L,ℓ, A˚Q,ℓ by
A˚ℓ(s0) = −
∫ ∞
s0
Im (ψℓψs) ds
= −
∫ ∞
s0
Im (ψ∞ℓ ψs) ds−
∫ ∞
s0
Im (ψ˚ℓψs) ds
=: A˚L,ℓ(s0) + A˚Q,ℓ(s0).
In addition, it follows from (3.9) that
LΩA˚kL(s) = −
∫ ∞
s
Im (ψ∞,kΩψs) ds
′ −
∫ ∞
s
Im (iψ∞,kψs) ds
′,
and
LΩA˚kQ(s) = −
∫ ∞
s
Im (LΩψ˚kψs) ds′ −
∫ ∞
s
Im (ψ˚kΩψs) ds
′.
Lemma 7.1. Under the bootstrap assumptions (5.18) and (5.19), we have that
‖〈s∆〉 12 〈LΩ〉s 12 A˚L‖L∞ds
s
L∞t L
∞
x
. ‖ψs‖S , (7.1)
‖〈s∆〉 12 〈LΩ〉s 12 A˚Q‖L∞
ds
s
L∞t L
∞
x
.
√
ǫ0‖ψs‖S . (7.2)
Proof. We begin with the proof of (7.1), where we first consider the base case without a covariant derivative
or a Lie derivative. Using the Gagliardo-Nirenberg inequality, Poincare´’s inequality, and (6.5), we find for
any s > 0 that
‖A˚L(s)‖L∞t L∞x .
∫ ∞
s
‖Ψ∞‖L∞x ‖ψs‖L∞t L∞x ds′
.
∫ ∞
s
‖〈s′∆〉(s′) 12ψs‖L∞t L2x
ds′
s′
. ‖〈s∆〉 32 s 12ψs‖L∞ds
s
L∞t L
2
x
∫ ∞
s
(s′)−
3
2 ds′
. s−
1
2 ‖ψs‖S ,
which yields the bound
‖s 12 A˚L‖L∞
ds
s
L∞t L
∞
x
. ‖ψs‖S .
The more general estimate (7.1) follows in a similar manner. Next, we turn to the proof of (7.2). Applying
the Gagliardo-Nirenberg inequality and invoking the bounds (6.7) as well as (6.5), we obtain that
‖A˚Q(s)‖L∞t L∞x .
∫ ∞
s
‖Ψ˚‖L∞t L∞x ‖ψs‖L∞t L∞x ds′
. ‖〈s∆〉Ψ˚‖L∞ds
s
L∞t L
2
x
‖〈s∆〉s 12ψs‖L∞ds
s
L∞t L
2
x
∫ ∞
s
(s′)−
3
2 ds′
. s−
1
2
√
ǫ0‖ψs‖S ,
which implies the estimate
‖s 12 A˚Q‖L∞
ds
s
L∞t L
∞
x
.
√
ǫ0‖ψs‖S .
ASYMPTOTIC STABILITY OF HARMONIC MAPS ON H2 UNDER THE SCHRO¨DINGER MAPS EVOLUTION 57
Analogously, one derives the more general bound (7.2). 
The next lemma concerns Ψ˚.
Lemma 7.2. Assuming (5.18) and (5.19), there holds
‖〈LΩ〉s 12 Ψ˚‖L∞ds
s
L∞t L
∞
x
. ‖ψs‖S , (7.3)
‖〈LΩ〉sΨ˚‖L∞
ds
s
L∞t L
∞
x
. ‖ψs‖S , (7.4)
‖〈s∆〉2〈LΩ〉Ψ˚‖
L∞ds
s
(L4tL
4
x∩L
8
3
t L
8
3
x )
. ‖ψs‖S . (7.5)
Proof. First, we recall that
Ψ˚(s) = −
∫ ∞
s
Dψs ds
′ = −
∫ ∞
s
(∇ψs + iA∞ψs + iA˚ψs) ds′.
Using the Gagliardo-Nirenberg inequality, Poincare´’s inequality, as well as the bounds (6.5) and (7.1)–(7.2),
we conclude that
‖Ψ˚(s)‖L∞t L∞x .
∫ ∞
s
‖(s′) 12∇(s′) 12ψs‖L∞t L∞x
ds′
s′
+ ‖A∞‖L∞x
∫ ∞
s
(s′)−
1
2 ‖(s′) 12ψs‖L∞t L∞x ds′
+ ‖s 12 A˚‖L∞ds
s
L∞t L
∞
x
∫ ∞
s
‖(s′) 12ψs‖L∞t L∞x
ds′
s′
.
(
(1 + ‖A∞‖L∞x )‖〈s∆〉
3
2 s
1
2ψs‖L∞ds
s
L∞t L
2
x
+ ‖s 12 A˚‖L∞
ds
s
L∞t L
∞
x
‖〈s∆〉s 12ψs‖L∞t L2x
) ∫ ∞
s
(s′)−
3
2 ds′
. s−
1
2
(
(1 + ‖A∞‖L∞x )‖ψs‖S + ‖ψs‖2S
)
.
Proceeding analogously to estimate ‖LΩΨ˚‖L∞t L∞x , we obtain the bound (7.3). The second bound (7.4)
follows in a similar manner upon applying Poincare´’s inequality once more in order to gain an additional
factor (s′)−
1
2 of decay.
Finally, we turn to the proof of (7.5). We only consider the base case without covariant derivatives or a
Lie derivative, since the other cases can be treated similarly. Then we have
‖Ψ˚‖
L∞ds
s
L4tL
4
x∩L
8
3
t L
8
3
x
.
∫ ∞
0
‖(s′) 12∇(s′) 12ψs‖
L4tL
4
x∩L
8
3
t L
8
3
x
ds′
s′
+ ‖A∞‖L∞x
∫ ∞
0
‖(s′) 12ψs‖
L4tL
4
x∩L
8
3
t L
8
3
x
(s′)−
1
2 ds′
+
∫ ∞
0
‖(s′) 12 A˚‖L∞t L∞x ‖(s′)
1
2ψs‖
L4tL
4
x∩L
8
3
t L
8
3
x
ds′
s′
.
In order to estimate the first term on the right-hand side, we use the extra regularity7 and Poincare´’s
inequality together with the bound (6.5) to find that∫ ∞
0
‖(s′) 12∇(s′) 12ψs‖
L4tL
4
x∩L
8
3
t L
8
3
x
ds′
s′
. ‖〈s∆〉 12m(s)s 12ψs‖
L∞ds
s
L4tL
4
x∩L
8
3
t L
8
3
x
∫ 1
0
(s′)−1+δ ds′
+ ‖〈s∆〉s 12ψs‖
L∞ds
s
L4tL
4
x∩L
8
3
t L
8
3
x
∫ ∞
1
(s′)−
3
2 ds′
. ‖ψs‖S .
The second-term on the right-hand side can be handled analogously by applying Poincare´’s inequality twice
to get enough decay in s′ for heat times s′ ≥ 1. For the third term on the right-hand side we can proceed in
the same manner as for the first term, only that we additionally invoke the bounds (7.1)–(7.2). 
7By “extra regularity,” we are referring to the hypothesis that the data u0 is close to Q in H1+2δ rather than just H1,
which is the energy topology. At a technical level this manifests in our inclusion of the s-weight m(s) in the norm S, which
here allows us to easily integrate in the small s regime. In the sequel we will often loosely use the phrase “extra regularity” as
justification for this same type of argument.
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We collect a few more estimates on A˚ in the following lemma.
Lemma 7.3. Assuming (5.18) and (5.19), we have that
‖〈LΩ〉A˚L‖
L∞
ds
s
L4tL
4
x∩L
8
3
t L
8
3
x
. ‖ψs‖S(I), (7.6)
‖∇〈LΩ〉A˚L‖
L∞ds
s
L4tL
4
x∩L
8
3
t L
8
3
x
. ‖ψs‖S(I), (7.7)
‖〈LΩ〉A˚Q‖
L∞ds
s
L4tL
4
x∩L
8
3
t L
8
3
x
. ‖ψs‖2S(I), (7.8)
‖∇〈LΩ〉A˚Q‖L∞ds
s
L2tL
2
x
. ‖ψs‖2S(I). (7.9)
Proof. In what follows we only prove the asserted estimates (7.6)–(7.9) without a Lie derivative. The more
general versions follow in a similar manner. We begin with (7.6). Using Poincare´’s inequality and (6.5), we
obtain from the definition of A˚L that
‖A˚L‖
L∞ds
s
L4tL
4
x∩L
8
3
t L
8
3
x
.
∫ ∞
0
‖Ψ∞‖L∞x ‖ψs‖L4tL4x∩L
8
3
t L
8
3
x
ds′
. ‖s 12ψs‖
L∞ds
s
L4tL
4
x∩L
8
3
t L
8
3
x
∫ 1
0
(s′)−
1
2 ds′ + ‖〈s∆〉s 12ψs‖
L∞ds
s
L4tL
4
x∩L
8
3
t L
8
3
x
∫ ∞
1
(s′)−
3
2 ds′
. ‖ψs‖S .
For the proof of (7.7) we note that
∇A˚L(s) = −
∫ ∞
s
Im (∇Ψ∞ψs) ds′ −
∫ ∞
s
Im (Ψ∞∇ψs) ds′.
Hence, using Poincare´’s inequality, extra regularity and the bound (6.5), we find that
‖∇A˚L‖
L∞ds
s
L4tL
4
x∩L
8
3
t L
8
3
x
.
∫ ∞
0
‖∇Ψ∞‖L∞x ‖(s′)
1
2ψs‖
L4tL
4
x∩L
8
3
t L
8
3
x
(s′)−
1
2 ds′
+
∫ ∞
0
‖Ψ∞‖L∞x ‖(s′)
1
2∇(s′) 12ψs‖
L4tL
4
x∩L
8
3
t L
8
3
x
ds′
s′
. ‖∇Ψ∞‖L∞x ‖s
1
2ψs‖
L∞ds
s
L4tL
4
x∩L
8
3
t L
8
3
x
∫ 1
0
(s′)−
1
2 ds′
+ ‖∇Ψ∞‖L∞x ‖〈s∆〉s
1
2ψs‖
L∞ds
s
L4tL
4
x∩L
8
3
t L
8
3
x
∫ ∞
1
(s′)−
3
2 ds′
+ ‖Ψ∞‖L∞x ‖〈s∆〉
1
2m(s)s
1
2ψs‖
L∞ds
s
L4tL
4
x∩L
8
3
t L
8
3
x
∫ 1
0
(s′)−1+δ ds′
+ ‖Ψ∞‖L∞x ‖〈s∆〉s
1
2ψs‖
L∞ds
s
L4tL
4
x∩L
8
3
t L
8
3
x
∫ ∞
1
(s′)−
3
2 ds′
. ‖ψs‖S ,
which furnishes the base case for (7.7). It remains to prove the estimates (7.8)–(7.9). Here we recall that
A˚Q(s) = −
∫ ∞
s
Im (Ψ˚ψs) ds
′.
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From (6.5), (7.3), and an application of Poincare´’s inequality combined with extra regularity, we infer that
‖A˚Q‖
L∞ds
s
L4tL
4
x∩L
8
3
t L
8
3
x
.
∫ ∞
0
‖Ψ˚‖L∞t L∞x ‖ψs‖L4tL4x∩L
8
3
t L
8
3
x
ds′
. ‖s 12 Ψ˚‖L∞ds
s
L∞t L
∞
x
∫ ∞
0
‖(s′) 12ψs‖
L4tL
4
x∩L
8
3
t L
8
3
x
ds′
s′
. ‖s 12 Ψ˚‖L∞ds
s
L∞t L
∞
x
‖m(s)s 12ψs‖
L∞ds
s
L4tL
4
x∩L
8
3
t L
8
3
x
∫ 1
0
(s′)−1+δ ds′
+ ‖s 12 Ψ˚‖L∞
ds
s
L∞t L
∞
x
‖〈s∆〉 12 s 12ψs‖
L∞ds
s
L4tL
4
x∩L
8
3
t L
8
3
x
∫ 1
0
(s′)−
3
2 ds′
. ‖ψs‖2S .
Finally, for the proof of (7.9) we invoke the estimates (6.5), (7.5) and argue as usual via Poincare´’s inequality
together with extra regularity to conclude that
‖∇A˚Q‖L∞ds
s
L2tL
2
x
.
∫ ∞
0
(‖∇Ψ˚‖L4tL4x‖ψs‖L4tL4x + ‖Ψ˚‖L4tL4x‖∇ψs‖L4tL4x) ds′
. ‖〈s∆〉 12 Ψ˚‖L∞ds
s
L4tL
4
x
∫ ∞
0
‖〈s∆〉 12 s 12ψs‖L4tL4x
ds′
s′
. ‖〈s∆〉 12 Ψ˚‖L∞ds
s
L4tL
4
x
‖〈s∆〉m(s)s 12ψs‖L∞ds
s
L4tL
4
x
. ‖ψs‖2S . 
7.2. Estimates on w, At, and ψt. In this subsection we start by proving two estimates on w, one in the
dual Strichartz norm L
4
3
t L
4
3
x and one in the Strichartz norm L4tL
4
x. The latter is then used to prove additional
estimates on At and ψt.
Lemma 7.4. Let w = w(t, x, s) denote the Schro¨dinger tension field as defined in (5.2). Then, assuming
(5.18) and (5.19), we have that
‖m(s)s 12 〈Ω〉∂sw‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x (I)
. ‖ψs‖2S(I) +
√
ǫ0‖ψs‖S(I), (7.10)
and
‖s 12 〈Ω〉w‖L∞ds
s
L4tL
4
x(I)
. ‖ψs‖2S(I) +
√
ǫ0‖ψs‖S(I). (7.11)
Proof. We begin by recalling that the Schro¨dinger tension field w obeys the parabolic equation (5.9), which
we record again here for convenience.
(∂s +H)w = iIm (ψ˚
kw)ψ˚k + iIm (ψ˚kw)ψ
∞,k + iIm (ψ∞,kw)ψ˚k
+ 2iA˚k∇kw − 2A∞,kA˚kw + i(∇kA˚k)w − A˚kA˚kw
− iψ˚kψ˚kψs − 2iψ∞,kψ˚kψs.
(7.12)
Applying Ω to (7.12) yields the following heat equation for Ωw
(∂s +H)Ωw = iIm (LΩψ˚kw)ψ˚k + iIm (ψ˚kΩw)ψ˚k + iIm (ψ˚kw)LΩψ˚k
+ iIm (LΩψ˚kw)ψ∞k + iIm (ψ˚kΩw)ψ∞k
+ iIm (ψ∞,kΩw)ψ˚k + iIm (ψ
∞,kw)LΩψ˚k
+ iIm (iψ∞,kw)ψ˚k + iIm (ψ˚
kw)ψ∞k
+ 2iLΩA˚k∇kw + 2iA˚k∇kΩw − 2A∞,kLΩA˚kw − 2A∞,kA˚kΩw
+ i(∇kLΩA˚k)w + i(∇kA˚k)Ωw − 2LΩA˚kA˚kw − A˚kA˚kΩw
− 2iLΩψ˚kψ˚kψs − iψ˚kψ˚kΩψs
+ 2ψ∞,kψ˚kψs − 2iψ∞,kLΩψ˚kψs − 2iψ∞,kψ˚kΩψs.
(7.13)
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In what follows the right-hand sides of (7.12) and (7.13) are denoted by G, respectively by ΩG.
We now start with the proof of (7.17). Since ∂sw = −Hw +G, it holds that
‖m(s)s 12 〈Ω〉∂sw‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖m(s)s 12 〈Ω〉Hw‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
+ ‖m(s)s 12 〈Ω〉G‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
.
We will prove that
‖m(s)s 12 〈Ω〉Hw‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖m(s)s 12 〈Ω〉G‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
+ ‖s 12∇m(s)s 12 〈Ω〉G‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. (7.14)
Then the estimate (7.10) would follow upon establishing that
‖m(s)s 12 〈Ω〉G‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
+ ‖s 12∇m(s)s 12 〈Ω〉G‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖ψs‖2S(I) +
√
ǫ0‖ψs‖S(I). (7.15)
However, in order to have more flexibility in estimating the nonlinear terms in 〈Ω〉G, we will show, concur-
rently with (7.14), that
2∑
j=0
‖m(s)s− 12 (−s∆) j2 〈Ω〉w‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖m(s)s 12 〈Ω〉G‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
+ ‖s 12∇m(s)s 12 〈Ω〉G‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
.
(7.16)
Then, provided ‖ψs‖S is sufficiently small, in order to conclude the estimate (7.10), instead of verifying (7.15),
it suffices to prove that
‖m(s)s 12 〈Ω〉G‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
+ ‖s 12∇m(s)s 12 〈Ω〉G‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. (‖ψs‖S +√ǫ0)
(
‖ψs‖S +
2∑
j=0
‖m(s)s− 12 (−s∆) j2 〈Ω〉w‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
)
.
(7.17)
Thus, before establishing the nonlinear estimates (7.17), we first have to prove (7.14) and (7.16). To this
end we note that since w(0) = 0 by definition of the Schro¨dinger tension field, the heat equation (7.12) for w
can be written in Duhamel form as
w(s) =
∫ s
0
e−(s−s
′)HG(s′) ds′.
We begin with the term with j = 0 in (7.16). We have by Schur’s test and Corollary 3.8 that
‖m(s)s− 12 〈Ω〉w‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
.
∥∥∥∥∫ s
0
m(s)s−
1
2 ‖e−(s−s′)H〈Ω〉G(s′)‖
L
4
3
t L
4
3
x
ds′
∥∥∥∥
L∞ds
s
∩L2ds
s
.
∥∥∥∥∫ s
0
m(s)
m(s′)
(s′
s
) 1
2 ‖m(s′)(s′) 12 〈Ω〉G(s′)‖
L
4
3
t L
4
3
x
ds′
s′
∥∥∥∥
L∞ds
s
∩L2ds
s
. ‖m(s)s 12 〈Ω〉G‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
,
(7.18)
where we used that m(s)m(s′) (
s′
s )
1
2χ{0≤s′≤s} is a Schur’s kernel. Next, we turn to (7.14). We find that
‖m(s)s 12H〈Ω〉w‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
.
∥∥∥∥∫ s2
0
m(s)s
1
2 ‖He−(s−s′)H〈Ω〉G(s′)‖
L
4
3
t L
4
3
x
ds′
∥∥∥∥
L∞
ds
s
∩L2
ds
s
+
∥∥∥∥∫ s
s
2
m(s)s
1
2 ‖e−(s−s′)HH〈Ω〉G(s′)‖
L
4
3
t L
4
3
x
ds′
∥∥∥∥
L∞ds
s
∩L2ds
s
,
where we used the fact that H and e−(s−s
′)H commute for the last term. To proceed, note that H =
−∆+Hl.o.t. with
Hl.o.t. = −2iA∞,k∇k − i(∇kA∞,k) +A∞k A∞,k + |ψ∞2 |2.
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The contribution of −∆ to the first term on the right-hand side can be bounded by∥∥∥∥∫ s2
0
m(s)
m(s′)
s
1
2 (s′)
1
2
s− s′ ‖(s− s
′)∆e−(s−s
′)Hm(s′)(s′)
1
2 〈Ω〉G(s′)‖
L
4
3
t L
4
3
x
ds′
s′
∥∥∥∥
L∞ds
s
∩L2ds
s
.
∥∥∥∥∫ s2
0
m(s)
m(s′)
(s′
s
) 1
2 ‖m(s′)(s′) 12 〈Ω〉G(s′)‖
L
4
3
t L
4
3
x
ds′
s′
∥∥∥∥
L∞ds
s
∩L2ds
s
. ‖m(s)s 12 〈Ω〉G‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
,
where we used Corollary 3.8 and the fact that m(s)m(s′) (
s′
s )
1
2χ{0≤s′≤ s2} is a Schur’s kernel. The contribution of
Hl.o.t. can be treated in a similar manner, by boundedness of the coefficients ofHl.o.t. and invoking Poincare´’s
inequality on occasion to manufacture a good Schur’s kernel. To treat the second term on the right-hand
side, we again split H = −∆+Hl.o.t.. The contribution of −∆ can be bounded by∥∥∥∥∫ s
s
2
m(s)
m(s′)
s
1
2
(s− s′) 12 ‖e
−(s−s′)H(s− s′) 12∇k(s′) 12∇km(s′)(s′) 12 〈Ω〉G(s′)‖
L
4
3
t L
4
3
x
ds′
s′
∥∥∥∥
L∞ds
s
∩L2ds
s
.
∥∥∥∥∫ s
s
2
m(s)
m(s′)
s
1
2
(s− s′) 12 ‖(s
′)
1
2∇m(s′)(s′) 12 〈Ω〉G(s′)‖
L
4
3
t L
4
3
x
ds′
s′
∥∥∥∥
L∞ds
s
∩L2ds
s
. ‖s 12∇m(s)s 12 〈Ω〉G‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
.
where in the first line above we have applied the following straightforward modification of the scalar estimates
in Corollary 3.8,
‖e−sHs 12∇kξk‖Lpx . ‖ξ‖Lpx
applied now to a tensor ξ. The contribution of Hl.o.t. is handled similarly, using Poincare´’s inequality in
addition. Combining the two previous bounds, (7.14) follows. Moreover, arguing similarly as in the preceding
proof, one can show that
‖m(s)s 12Hl.o.t.〈Ω〉w‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖m(s)s 12 〈Ω〉G‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
+ ‖s 12∇m(s)s 12 〈Ω〉G‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
.
(7.19)
From (7.14) and (7.19), it follows that
‖m(s)s 12∆〈Ω〉w‖
L∞
ds
s
∩L2
ds
s
L
4
3
t L
4
3
x
. ‖m(s)s 12 〈Ω〉G‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
+ ‖s 12∇m(s)s 12 〈Ω〉G‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
.
(7.20)
Interpolating between (7.18) and (7.20), we obtain the entire estimate (7.16).
It remains to prove (7.17). To this end we group the nonlinear terms in 〈Ω〉G (that is, the nonlinear terms
on the right-hand sides of the equation (7.12) for w and of (7.13) for Ωw) into the following types:
(I) Involving w:
(i) LΩA˚k∇kw
(ii) A˚k∇k〈Ω〉w
(iii) (∇kLΩA˚k)w
(iv) (∇kA˚k)〈Ω〉w
(v) A∞k LΩA˚kw
(vi) A∞k A˚
k〈Ω〉w
(vii) Im (ψ∞,kw)LΩψ˚k and permutations
(viii) Im (ψ∞,k〈Ω〉w)ψ˚k and permutations
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(ix) LΩA˚kA˚kw
(x) A˚kA˚
k〈Ω〉w
(xi) Im (LΩψ˚kw)ψ˚k and permutations
(xii) Im (ψ˚k〈Ω〉w)ψ˚k
(II) Cubic and higher:
(i) LΩψ˚kψ˚kψs
(ii) ψ˚kψ˚k〈Ω〉ψs
(III) Quadratic:
(i) ψ∞,kLΩψ˚kψs
(ii) ψ∞,kψ˚k〈Ω〉ψs
We now verify (7.17) for each term in the preceding list. For the term (I-i) we use the bounds (7.1)–(7.2) to
conclude that
‖m(s)s 12LΩA˚k∇kw‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖s 12LΩA˚‖L∞ds
s
L∞t L
∞
x
‖m(s)∇w‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖ψs‖S‖m(s)∇w‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
and similarly that
‖s 12∇(m(s)s 12LΩA˚k∇kw)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖s 12∇s 12LΩA˚‖L∞ds
s
L∞t L
∞
x
‖m(s)∇w‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
+ ‖LΩA˚‖L∞
ds
s
L∞t L
∞
x
‖m(s)s 12∆w‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖ψs‖S
2∑
j=0
‖m(s)s− 12 (−s∆) j2w‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
.
The terms (I-ii)–(I-iv) can be treated similarly to the term (I-i). For the term (I-v) we invoke the bounds (7.1)–
(7.2) and also apply Poincare´’s inequality to obtain the desired estimate
‖m(s)s 12A∞k LΩA˚kw‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖A∞‖L∞x ‖s
1
2LΩA˚‖L∞
ds
s
L∞t L
∞
x
‖m(s)w‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖ψs‖S‖m(s)∇w‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
.
Then one can bound ‖s 12∇m(s)s 12A∞k LΩA˚kw‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
similarly. The terms (I-vi)–(I-viii) can be dealt
with in a similar manner as the term (I-v). Finally, for the term (I-ix) we have by the estimates (7.1)–(7.2)
that
‖m(s)s 12LΩA˚kA˚kw‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖s 12LΩA˚‖L∞ds
s
L∞t L
∞
x
‖s 12 A˚‖L∞ds
s
L∞t L
∞
x
‖m(s)s− 12w‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖ψs‖2S‖m(s)s−
1
2w‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
and the estimate for ‖s 12∇m(s)s 12LΩA˚kA˚kw‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
proceeds similarly. The terms (I-x)–(I-xii) are
estimated analogously to the term (I-ix).
Next, we turn to the treatment of the terms of type (II). By the bounds (7.3) and (7.5), we have for the
term (II-i) that
‖m(s)s 12 |LΩΨ˚||Ψ˚||ψs|‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖LΩΨ˚‖L∞ds
s
L4tL
4
x
‖Ψ˚‖L∞ds
s
L4tL
4
x
‖m(s)s 12ψs‖L∞ds
s
∩L2ds
s
L4tL
4
x
. ‖ψs‖3S ,
which is of the desired form, and the estimate for ‖s 12∇m(s)s 12 (II-i)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
is analogous. The term
(II-ii) can be treated similarly to the term (II-i).
ASYMPTOTIC STABILITY OF HARMONIC MAPS ON H2 UNDER THE SCHRO¨DINGER MAPS EVOLUTION 63
Finally, we estimate the quadratic terms of type (III). For the term (III-i) we use the bounds (6.5) and
(7.5) to obtain that
‖m(s)s 12 |Ψ∞||LΩΨ˚||ψs|‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖Ψ∞‖L∞x ‖LΩΨ˚‖L∞ds
s
L
8
3
t L
8
3
x
‖m(s)s 12ψs‖
L∞ds
s
∩L2ds
s
L
8
3
t L
8
3
x
. ‖ψs‖2S ,
as desired, and the estimate for ‖s 12∇m(s)s 12 (III-i)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
proceeds in the same manner. Then the
term (III-ii) can be handled similarly. This finishes the proof of the estimate (7.10).
For the proof of (7.11) we note that by arguing exactly as in the proof of (7.10), provided ‖ψs‖S is
sufficiently small, it suffices to show that
‖s 12 〈Ω〉G‖L∞ds
s
∩L2ds
s
L4tL
4
x
+ ‖s 12∇s 12 〈Ω〉G‖L∞ds
s
∩L2ds
s
L4tL
4
x
. (‖ψs‖S +√ǫ0)
(
‖ψs‖S +
2∑
j=0
‖s− 12 (−s∆) j2 〈Ω〉w‖L∞ds
s
∩L2ds
s
L4tL
4
x
)
.
(7.21)
Then it remains to verify (7.21) for all nonlinear terms of type (I)–(III). We do this term by term, without
〈s∆〉 12 on G, the general case being similar.
We begin with the quadratic terms (III). Here (III-ii) is bounded by
‖Ψ∞‖L∞x ‖sΨ˚‖L∞ds
s
L∞t L
∞
x
‖〈Ω〉ms 12ψs‖L2ds
s
∩L∞ds
s
L4tL
4
x
.
√
ǫ0‖ψs‖S ,
where we use (6.7), Gagliardo-Nirenberg, and Poincare´ to bound ‖sΨ˚‖L ds
s
L∞t L
∞
x
. (III-i) is treated similarly.
Next we turn to the cubic and higher terms (II). These are treated in the same manner as the quadratic
terms (III) except that we do not need to use Poincare´. For instance, for (II-ii) we get
‖s 12 Ψ˚‖2L∞ds
s
L∞t L
∞
x
‖〈Ω〉ms 12ψs‖L2ds
s
∩L∞ds
s
L4tL
4
x
. ǫ0‖ψs‖S ,
by (6.7) and Gagliardo-Nirenberg.
Finally, the treatment of the terms (I-i)–(I-xii) involving w is identical to their treatment in the proof
of (7.17) only that L
4
3
t L
4
3
x is now replaced by L4tL
4
x. Indeed, here we always place the factor involving w in
L2ds
s
∩ L∞ds
s
L4tL
4
x and the terms involving A or Ψ in L
∞
ds
s
L∞t L
∞
x . The resulting contribution is then bounded
by
(
√
ǫ0 + ‖ψs‖S)‖〈s∆〉〈Ω〉ms 12w‖L2ds
s
∩L∞ds
s
L4tL
4
x
as desired. 
As a corollary of (7.11) we prove the following bounds on At and ψt.
Lemma 7.5. Assuming (5.18) and (5.19), we have that
‖〈Ω〉s 12ψt‖L∞ds
s
L4tL
4
x
. ‖ψs‖S , (7.22)
‖〈LΩ〉At‖L∞ds
s
L2tL
2
x
. ‖ψs‖2S . (7.23)
Proof. The first bound (7.22) follows easily by writing ψt = w + iψs and using the estimate (7.11),
‖〈Ω〉s 12ψt‖L∞ds
s
L4tL
4
x
. ‖〈Ω〉s 12w‖L∞ds
s
L4tL
4
x
+ ‖〈Ω〉s 12ψs‖L∞ds
s
L4tL
4
x
. ‖ψs‖S .
Then invoking the estimates (6.5), (7.22), and arguing as usual via Poincare´’s inequality and extra regularity,
we obtain from
At(s) = −
∫ ∞
s
Im (ψtψs) ds
′
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that
‖At‖L∞
ds
s
L2tL
2
x
.
∫ ∞
0
‖ψt‖L4tL4x‖ψs‖L4tL4x ds′
. ‖s 12ψt‖L∞ds
s
L4tL
4
x
‖m(s)s 12ψs‖L∞ds
s
L4tL
4
x
∫ 1
0
(s′)−1+δ ds′
+ ‖s 12ψt‖L∞ds
s
L4tL
4
x
‖〈s∆〉 12 s 12ψs‖L∞ds
s
L4tL
4
x
∫ ∞
1
(s′)−
3
2 ds′
. ‖ψs‖2S .
In an analogous manner, one can show that ‖LΩAt‖L∞ds
s
L2tL
2
x
. ‖ψs‖2S , which finishes the proof of (7.23). 
7.3. Refined estimates on A˚. In this final subsection we prove a number of more refined estimates on A˚
which will be used in our delicate treatment of the magnetic interaction term
−2iA˚k∇kψs
that appears on the right-hand side of the Schro¨dinger equation (5.10) for ψs. To access the local smoothing
norms LE,LE∗ needed to treat this term in Section 8, we require an auxiliary frequency localization of A˚
using the Littlewood Paley projections Pσ defined in (2.8). We write
P≥σA˚ℓ(s) := Im
∫ ∞
s
(∫ ∞
s′
∇ℓ(P≥σψs)(s′′) ds′′
)
P≥σψs(s
′) ds′
+ Im
∫ ∞
s
(∫ ∞
s′
iAℓ(s
′′)(P≥σψs)(s
′′) ds′′
)
P≥σψs(s
′) ds′
− Im
∫ ∞
s
ψ∞ℓ P≥σψs(s
′) ds′.
(7.24)
We also define
P≥σLΩA˚ℓ(s) := LΩP≥σA˚. (7.25)
Lemma 7.6. Under the bootstrap assumptions (5.18) and (5.19), for any σ′ ≤ 1, P≥σ′A˚ satisfies the following
estimates, where p ∈ (1, 2) and α ≡ α(p) := 2−p2p , and the implicit constants are independent of s > 0:
M1 := (σ
′)
1
2 ‖P≥σ′A˚‖L∞t L∞x (A≤−kσ′ ) . ‖ψs‖S , (7.26)
M2 :=
∑
−kσ′≤ℓ≤0
2ℓ‖P≥σ′A˚‖L∞t L∞x (Aℓ) . ‖ψs‖S , (7.27)
M3 := ‖r4P≥σ′A˚‖L∞t L∞x (A≥0) . ‖ψs‖S , (7.28)
M˜1 := (σ
′)
1
2 ‖∇P≥σ′A˚‖L∞t L∞x (A≤−kσ′ ) . (σ
′)−
1
2 ‖ψs‖S , (7.29)
M˜2 :=
∑
−kσ′≤ℓ≤0
2ℓ‖∇P≥σ′A˚‖L∞t L∞x (Aℓ) . (σ′)−
1
2 ‖ψs‖S , (7.30)
M˜3 := ‖r4∇P≥σ′A˚‖L∞t L∞x (A≥0) . (σ′)−
1
2 ‖ψs‖S , (7.31)
M4 := ‖P≥σ′A˚‖
L∞t L
2p
2−p
x
. (σ′)−
1
2+α‖ψs‖S , (7.32)
M5 := ‖ sinh 12 rP≥σ′ A˚‖
L∞t L
2p
2−p
x
. (σ′)−
1
4+α‖ψs‖S . (7.33)
Proof. We divide the proof into three steps corresponding to the three terms in the expansion of P≥σ′A˚ in
(7.24). Along the way we will use the estimates (6.7), (6.6), and (6.5) many times without explicit reference.
Step 1. We consider the contribution of
P≥σ′ B˚ := Im
∫ ∞
s
∫ ∞
s′
∇P≥σ′ψs(s′′)ds′′P≥σ′ψs(s′)ds′,
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and denote the corresponding terms in the left-hand side of (7.26)–(7.33) by M B˚1 , . . . ,M
B˚
5 . Here the con-
tributions of M˜ B˚1 , M˜
B˚
2 , M˜
B˚
3 to (7.29), (7.30), (7.31) are similar to those of M
B˚
1 ,M
B˚
2 ,M
B˚
3 to (7.26), (7.27),
(7.28) and are left out. First
M B˚1 .
∫ ∞
s
∫ ∞
s′
‖∇P≥σ′ψs(s′′)‖L∞t L∞x ds′′‖〈σ′∆〉P≥σ′ψs(s′)‖L∞t L2xds′
.
∫ ∞
s
∫ ∞
s′
(
s′
s′′
)
1
2 ‖〈s′′∆〉 32 (s′′) 12ψs(s′′)‖L∞t L2x
ds′′
s′′
‖(s′) 12ψs(s′)‖L∞t L2x
ds′
s′
.
∥∥∥ ∫ ∞
s′
(
s′
s′′
)
1
2 ‖〈s′′∆〉 32 (s′′) 12ψs(s′′)‖L∞t L2x
ds′′
s′′
∥∥∥
L2
ds′
s′
‖(s′) 12ψs(s′)‖L2
ds′
s′
L∞t L
2
x
. ‖ψs‖2S
by Schur’s test, proving (7.26). For M B˚2 we further divide
M B˚2 .
∫ σ′
s
∑
−kσ′≤ℓ≤0
2ℓ
∥∥∥ ∫ ∞
s′
∇P≥σ′ψs(s′′)P≥σ′ψs(s′)ds′′
∥∥∥
L∞t L
∞
x (Aℓ)
ds′
+
∫ 1
σ′
∑
−kσ′≤ℓ≤−ks′
2ℓ
∥∥∥ ∫ ∞
s′
∇P≥σ′ψs(s′′)P≥σ′ψs(s′)ds′′
∥∥∥
L∞t L
∞
x (Aℓ)
ds′
+
∫ 1
σ′
∑
−ks′≤ℓ≤0
2ℓ
∥∥∥ ∫ ∞
s′
∇P≥σ′ψs(s′′)P≥σ′ψs(s′)ds′′
∥∥∥
L∞t L
∞
x (Aℓ)
ds′
+
∫ ∞
1
∑
−kσ′≤ℓ≤0
2ℓ
∥∥∥ ∫ ∞
s′
∇P≥σ′ψs(s′′)P≥σ′ψs(s′)ds′′
∥∥∥
L∞t L
∞
x (Aℓ)
ds′
=:M B˚2,1 +M
B˚
2,2 +M
B˚
2,3 +M
B˚
2,4.
Using the radial Sobolev estimate and the fact that (σ′)−δ ≤ (s′)−δ for s′ ≤ σ′
M B˚2,1 .
∫ σ′
s
∑
−kσ′≤ℓ≤0
∫ ∞
s′
‖ sinh 12 r∇P≥σ′ψs(s′′)‖L∞t L∞x ds′′‖ sinh
1
2 rP≥σ′ψs(s
′)‖L∞t L∞x ds′
.
∫ σ′
s
∑
−kσ′≤ℓ≤0
∫ ∞
s′
(
s′
s′′
)
1
4 ‖〈s′′∆〉〈Ω〉(s′′) 12ψs(s′′)‖L∞t L2x
ds′′
s′′
‖〈s′∆〉 12 〈Ω〉(s′) 12ψs(s′)‖L∞t L2x
ds′
s′
.
∫ σ′
s
∫ ∞
s′
(
s′
s′′
)
1
4 ‖〈s′′∆〉〈Ω〉(s′′) 12ψs(s′′)‖L∞t L2x
ds′′
s′′
‖〈s′∆〉 12 〈Ω〉m(s′)(s′) 12ψs(s′)‖L∞t L2x
ds′
s′
. ‖ψs‖2S
by Cauchy-Schwarz and Schur’s test. Next, by Gagliardo-Nirenberg and adding up the spatial weights to
gain a factor of (s′)
1
2
M B˚2,2 .
∫ 1
σ′
(s′)
1
2
∫ ∞
s′
‖∇P≥σ′ψs(s′′)‖L∞t L∞x ds′′‖P≥σ′ψs(s′)‖L∞t L∞x ds′
.
∫ 1
σ′
∫ ∞
s′
(
s′
s′′
)
1
2 ‖〈s′′∆〉 32 (s′′) 12ψs(s′′)‖L∞t L2x
ds′′
s′′
‖〈s′∆〉(s′) 12ψs(s′)‖L∞t L2x
ds′
s′
. ‖ψs‖2S .
Similarly, using radial Sobolev,
M B˚2,3 .
∫ 1
σ′
(s′)−δ
∫ ∞
s′
‖ sinh 12 r|∇|P≥σ′ψs(s′′)‖L∞t L∞x ds′′‖ sinh
1
2 rP≥σ′ψs(s
′)‖L∞t L∞x ds′
.
∫ 1
σ′
∫ ∞
s′
(
s′
s′′
)
1
4 ‖〈s′′∆〉〈Ω〉(s′′) 12ψs(s′′)‖L∞t L2x
ds′′
s′′
‖〈s′∆〉 12 〈Ω〉m(s′)(s′) 12ψs(s′)‖L∞t L2x
ds′
s′
. ‖ψs‖2S .
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For M B˚2,4 we add up the spatial weights and, since s
′ ≥ 1, freely insert a factor of (s′) 12 to get
M B˚2,4 .
∫ ∞
1
(s′)
1
2
∫ ∞
s′
‖∇P≥σ′ψs(s′′)‖L∞t,xds′′‖P≥σ′ψs(s′)‖L∞t,xds′
.
∫ ∞
1
∫ ∞
s′
(
s′
s′′
)
1
2 ‖〈s′′∆〉 32 (s′′) 12ψs(s′′)‖L∞t L2x
ds′′
s′′
‖〈s′∆〉(s′) 12ψs(s′)‖∞
t L
2
x
ds′
s′
. ‖ψs‖2S .
This completes the proof of (7.27). For M B˚3 we use radial Sobolev to get
M B˚3 .
∫ ∞
s
∫ ∞
s′
‖ sinh 12 r∇P≥σ′ψs(s′′)‖L∞t,xds′′‖ sinh
1
2 rP≥σ′ψs(s
′)‖L∞t,xds′′
.
∫ ∞
s
∫ ∞
s′
(
s′
s′′
)
1
4 ‖〈s′′∆〉〈Ω〉(s′′) 12ψs(s′′)‖L∞t L2x
ds′′
s′′
‖〈s′∆〉 12 〈Ω〉(s′) 12ψs(s′)‖L∞t L2x
ds′
s′
. ‖ψs‖2S .
For M B˚4 note that by Gagliardo-Nirenberg, and with α ≡ α(p) := 2−p2p
‖P≥σ′B˚‖
L∞t L
2p
2−p
x
. ‖P≥σ′B˚‖2αL∞t L2x‖∇P≥σ′B˚‖
1−2α
L∞t L
2
x
.
Now
‖P≥σ′B˚‖L∞t L2x .
∫ ∞
s
∫ ∞
s′
‖∇P≥σ′ψs(s′′)‖L∞t,xds′′‖P≥σ′ψs(s′)‖L∞t L2xds′
.
∫ ∞
s
∫ ∞
s′
(
s′
s′′
)
1
2 ‖〈s′′∆〉 32 (s′′) 12ψs(s′′)‖L∞t L2x
ds′′
s′′
‖(s′) 12ψs(s′)‖L∞t L2x
ds′
s′
. ‖ψs‖2S .
Similarly, distributing the derivative on the factors of P≥σ′B˚ and absorbing by P≥σ′ we get
‖∇P≥σ′B˚‖L∞t L2x . (σ′)−
1
2 ‖ψs‖2S ,
which together with the previous two estimates gives (7.32). Finally by the same Gagliardo-Nirenberg
inequality combined with radial Sobolev
M B˚5 .
∫ ∞
s
∫ ∞
s′
‖ sinh 12 r∇P≥σ′ψs(s′′)‖L∞t L∞x ds′′‖P≥σ′ψs(s′)‖2αL∞t L2x‖∇P≥σ′ψs(s
′)‖1−2αL∞t L2xds
′
. (σ′)−
1
4+α
∫ ∞
s
∫ ∞
s′
(
s′
s′′
)
1
4 ‖〈s′′∆〉〈Ω〉(s′′) 12ψs(s′′)‖L∞t L2x
ds′′
s′′
‖〈s′∆〉 14(1−2α) 〈Ω〉(s′) 12ψs(s′)‖L∞t L2x
ds′
s′
. (σ′)−
1
4+α‖ψs‖2S .
Step 2. We consider the contribution of
P≥σ′C˚ := Im
∫ ∞
s
(∫ ∞
s′
A(s′′)(P≥σ′ψs)(s
′′) ds′′
)
P≥σ′ψs(s
′) ds′,
and denote the corresponding terms in the left-hand side of (7.26)–(7.33) by M C˚1 , . . . ,M
C˚
5 . We also decom-
pose A in the usual way as
A = A∞ + A˚.
Except for M˜ C˚1 , M˜
C˚
2 , M˜
C˚
3 , the contribution of A˚ can always be bounded in exactly the same way as in Step 1
by placing A˚ in L∞t L
∞
x and using that thanks to the estimates (7.1)–(7.2) we have
‖A˚(s′′)‖L∞t L∞x . (s′′)−
1
2 ‖ψs‖S .
Therefore, in the rest of the argument we consider only the contribution of A∞ as well as M˜ C˚1 , M˜
C˚
2 , M˜
C˚
3 .
Let us start by discussing the contribution of A˚ to M˜ C˚1 , M˜
C˚
2 , M˜
C˚
3 . Using the estimates (7.1)–(7.2) we have
‖∇A˚(s′′)‖L∞t L∞x . (s′′)−1‖ψs‖S .
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It follows that the contribution of A˚ to M˜ C˚1 is bounded by∫ ∞
s
∫ ∞
s′
(s′′)−1‖P≥σ′ψs(s′′)‖L∞t,xds′′‖(σ′)
1
2P≥σ′ψs(s
′)‖L∞t,xds′
. (σ′)−
1
2
∫ ∞
s
∫ ∞
s′
(
s′
s′′
)
1
2 ‖〈σ′∆〉P≥σ′ (s′′) 12ψs(s′′)‖L∞t L2x
ds′′
s′′
‖〈σ′∆〉P≥σ′ (s′) 12ψs(s′)‖L∞t L2x
ds′
s′
. (σ′)−
1
2
∫ ∞
s
∫ ∞
s′
(
s′
s′′
)
1
2 ‖(s′′) 12ψs(s′′)‖L∞t L2x
ds′′
s′′
‖(s′) 12ψs(s′)‖L∞t L2x
ds′
s′
. (σ′)−
1
2 ‖ψs‖2S .
Similarly, the contribution of A˚ to M˜ C˚2,1 is bounded by∫ σ′
s
∫ ∞
s′
(s′′)−1‖ sinh 12 rP≥σ′ψs(s′′)‖L∞t L∞x ds′′‖ sinh
1
2 rP≥σ′m(s
′)ψs(s
′)‖L∞t L∞x ds′
.
∫ σ′
s
∫ ∞
s′
(
s′
s′′
)
1
2 (σ′)−
1
4 ‖〈σ′∆〉 12 (s′′) 12P≥σ′ψs(s′′)‖L∞t L2x
ds′′
s′′
(σ′)−
1
4 ‖〈σ′∆〉P≥σ′m(s′)(s′) 12ψs(s′)‖L∞t L2x
ds′
s′
. (σ′)−
1
2
∫ σ′
s
∫ ∞
s′
(
s′
s′′
)
1
2 ‖(s′′) 12P≥σ′ψs(s′′)‖L∞t L2x
ds′′
s′′
‖m(s′)(s′) 12ψs(s′)‖L∞t L2x
ds′
s′
. (σ′)−
1
2 ‖ψs‖2S .
The contribution of A˚ to M˜ C˚2,2, M˜
C˚
2,3, M˜
C˚
2,4, and M˜
C˚
3 can be treated in similar ways.
Finally, using the bound ‖A∞‖L∞x . 1, the contribution of A∞ is bounded in exactly the same way as in
Step 1, where we simply use Poincare´ to introduce an extra derivative.
Step 3. The contribution of
Im
∫ ∞
s
Ψ∞P≥σ′ψs(s′)ds
′
is treated using similar arguments and we will be brief. For M1 we bound this contribution by∫ ∞
s
‖ψs‖L∞t L2xds′ .
∫ 1
s
‖(s′) 12ψs(s′)‖LtL2x(s′)−
1
2ds′ +
∫ ∞
1
‖(s′) 12ψs(s′)‖L∞t L2x(s′)−
1
2 ds′.
The second integral is bounded using Poincare´ and (6.5) by∫ ∞
1
‖(s′∆)(s′) 12ψs(s′)‖L∞t L2x(s′)−
1
2
ds′
s′
. ‖(s∆)s 12ψs‖L∞ds
s
L∞t L
2
x
. ‖ψs‖S .
The first integral is simply bounded by
‖s 12ψs‖L∞ds
s
L∞t L
2
x
. ‖ψs‖S .
For M2 the corresponding contribution is bounded by∫ ∞
s
‖ sinh 12 rψs‖L∞t L∞x ds′ .
∫ ∞
s
‖〈s′∆〉 12 (s′) 12ψs(s′)‖L∞t L2x(s′)−
3
4 ds′ . ‖ψs‖S ,
where we have used the bound r ≤ sinh r, radial Sobolev, Poincare´, (6.5), and the bound∑
−kσ′≤ℓ≤0
‖r 12Ψ∞‖L∞x (Aℓ) . ‖Ψ∞‖L∞x . 1.
which follows from (3.6). Using ‖r4Ψ∞‖L∞x . 1 (which is again from (3.6)) the contribution to M3 is
bounded similarly by
‖Ψ∞‖L∞x
∫ ∞
s
‖ sinh 12 rψs(s′)‖L∞t L∞x ds′ . ‖ψs‖S .
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Similarly, by Poincare´, the contribution of ∇Ψ∞ to M˜1 is bounded by∫ ∞
s
‖〈σ′∆〉P≥σ′ψs(s′)‖L∞t L2xds′ . (σ′)−
1
2
∫ ∞
s
‖〈σ′∆〉 32P≥σ′ψs(s′)‖L∞t L2xds′
. (σ′)−
1
2
∫ ∞
s
‖ψs(s′)‖L∞t L2xds′ . (σ′)−
1
2 ‖ψs‖S ,
where we have used Gagliardo-Nirenberg and Poincare´. The contribution of ∇Ψ∞ to M˜2 is bonded by∫ ∞
s
‖P≥σ′ψs(s′)‖L∞t L∞x . (σ′)−
1
2
∫ ∞
s
‖〈σ′∆〉P≥σ′ψs(s′)‖L∞t L2xds′ . (σ′)−
1
2 ‖ψs‖S ,
where we have used ∑
−kσ′≤ℓ≤0
‖r∇Ψ∞‖L∞x (Aℓ) . ‖∇Ψ∞‖L∞x . 1.
Since ‖r4∇Ψ∞‖L∞x . 1, the contribution of ∇Ψ∞ to M˜3 is also bounded by∫ ∞
s
‖P≥σ′ψs(s′)‖L∞t L∞x ds′ . (σ′)−
1
2 ‖ψs‖S .
By Gagliardo-Nirenberg the contribution of Ψ∞ to M4 is bounded by∫ ∞
s
‖P≥σ′ψs(s′)‖2αL∞t L2x‖∇P≥σ′ψs(s
′)‖1−2αL∞t L2xds
′ . (σ′)−
1
2+α
∫ ∞
s
‖ψs(s′)‖L∞t L2xds′ . (σ′)−
1
2+α‖ψs‖S .
Finally, since ‖ sinh 12 rΨ∞‖L∞x . 1, using Gagliard-Nirenberg the contribution of Ψ∞ to M5 is bounded by∫ ∞
s
‖P≥σψs(s′)‖2αL∞t L2x‖〈σ
′∆〉
1
4
−α
1−2αP≥σ′〈s′∆〉
1
4(1−2α)ψs(s
′)‖1−2αL∞t L2x(σ
′)−
1
4+α(s′)−
1
4ds′
. (σ′)−
1
4+α
∫ ∞
s
‖〈s′∆〉 14(1−2α)ψs(s′)‖L∞t L2x(s′)−
1
4 ds′ . (σ′)−
1
4+α‖ψs‖S . 
The next lemma provides bounds to deal with the contribution of P≥σ′LΩA˚ to the high frequency estimate
in treating the magnetic interaction term.
Lemma 7.7. Under the bootstrap assumptions (5.18) and (5.19), for any σ′ ≤ 1, P≥σ′A˚ satisfies the following
estimates, where p ∈ (1, 2) and α ≡ α(p) := 2−p2p , and the implicit constants are independent of s > 0:
MΩ1 := (σ
′)
1
2 ‖P≥σ′LΩA˚‖L∞t L∞x (A≤−kσ′ ) . ‖ψs‖S , (7.34)
MΩ2 :=
∑
−kσ′≤ℓ≤0
2ℓ‖P≥σ′LΩA˚‖L∞t L∞r L2θ(Aℓ) . ‖ψs‖S , (7.35)
MΩ3 := ‖r4P≥σ′LΩA˚‖L∞t L∞r L2θ(A≥0) . ‖ψs‖S , (7.36)
M˜Ω1 := (σ
′)
1
2 ‖∇P≥σ′LΩA˚‖L∞t L∞x (A≤−kσ′ ) . (σ
′)−
1
2 ‖ψs‖S , (7.37)
M˜Ω2 :=
∑
−kσ′≤ℓ≤0
2ℓ‖∇P≥σ′LΩA˚‖L∞t L∞r L2θ(Aℓ) . (σ
′)−
1
2 ‖ψs‖S , (7.38)
M˜Ω3 := ‖r4∇P≥σ′LΩA˚‖L∞t L∞r L2θ(A≥0) . (σ
′)−
1
2 ‖ψs‖S , (7.39)
MΩ4 := ‖P≥σ′LΩA˚‖
L∞t L
2p
2−p
x
. (σ′)−
1
2+α‖ψs‖S , (7.40)
MΩ5 := ‖ sinh 12 rP≥σ′LΩA˚‖
L∞t L
2p
2−p
x
. (σ′)−
1
4+α‖ψs‖S . (7.41)
Proof. The proof is very similar to that of Lemma 7.6 so we only show special cases which demonstrate the
strategy. In view of the definition (7.25) we decompose P≥σ′ A˚ as before and apply LΩ.
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Step 1. We consider the contributions of
I := Im
∫ ∞
s
∫ ∞
s′
∇P≥σ′ψs(s′′)ds′′P≥σ′Ωψs(s′)ds′,
II := Im
∫ ∞
s
∫ ∞
s′
∇P≥σ′Ωψs(s′′)ds′′P≥σ′ψs(s′)ds′.
We carry out three examples. Decomposing
MΩ2 =MΩ2,1 + · · ·+MΩ2,4
as in M2 in the proof of Lemma 7.6, the contribution of I to MΩ2,1 is bounded by∫ σ′
s
∫ ∞
s′
‖ sinh 12 r∇P≥σ′ψs(s′′)‖L∞t L∞x ds′′‖ sinh
1
2 rP≥σ′m(s
′)Ωψs(s
′)‖L∞t L∞r L2θds′
.
∫ σ′
s
∫ ∞
s′
(
s′
s′′
)
1
4 ‖〈s′′∆〉(s′′) 12 〈Ω〉ψs(s′)‖L∞t L2x
ds′′
s′′
‖〈s′∆〉 12m(s′)(s′) 12Ωψs(s′)‖L∞t L2x
ds′
s′
. ‖ψs‖2S .
Here for the L2θ term we have applied radial Sobolev embedding to a radial function, which is why we do
not pick up an extra factor of Ω. Similarly, again applying radial Sobolev embedding to a radial function,
the contribution of I to MΩ2,2 is bounded as∫ 1
σ′
∑
−kσ′≤ℓ≤−ks′
∫ ∞
s′
2
ℓ
2 ‖∇P≥σ′ψs(s′′)‖L∞t L∞x ds′′‖ sinh
1
2 rP≥σ′Ωψs(s
′)‖L∞t L∞r L2θds
′
.
∫ 1
σ′
∫ ∞
s′
(s′)
1
4 ‖∇P≥σ′ψs(s′′)‖L∞t L∞x ds′′‖ sinh
1
2 rP≥σ′Ωψs(s
′)‖L∞t L∞r L2θds′
.
∫ 1
σ′
∫ ∞
s′
(
s′
s′′
)
1
2 ‖〈s′′∆〉 32 (s′′) 12ψs(s′′)‖L∞t L2x
ds′′
s′′
‖〈s′∆〉 12 (s′) 12Ωψs(s′)‖L∞t L2x
ds′
s′
. ‖ψs‖2S .
Finally to bound the contribution of II to MΩ5 we have to argue a bit differently from before and bound
this by∫ ∞
s
∫ ∞
s′
‖∇P≥σ′Ωψs(s′′)‖2αL∞t L2x‖∆P≥σ′Ωψs(s
′′)‖1−2αL∞t L2xds
′′‖ sinh 12 rP≥σ′ψs(s′)‖L∞t L∞x ds′
. (σ′)−
1
4+α
∫ ∞
s
∫ ∞
s′
(
s′
s′′
)
1
4 ‖〈s′′∆〉 3−4α4−8α (s′′) 12Ωψs(s′′)‖L∞t L2x
ds′′
s′′
‖〈s′∆〉 12 (s′) 12 〈Ω〉ψs(s′)‖L∞t L2x
ds′
s′
. (σ′)−
1
4+α‖ψs‖2S .
Steps 2, 3. It remains to consider the contribution of LΩ applied to the last two terms in the expansion
(7.24) of P≥σ′A˚. But these can be treated using similar arguments as above in the same way as in the proof
of Lemma 7.6. 
Finally, in the next lemma we collect the estimates needed in treating parts of the magnetic interaction
term with Strichartz estimates.
Lemma 7.8. Under the bootstrap assumptions (5.18) and (5.19), for any σ′ ≤ 1, P≥σ′A˚ satisfies the following
estimates:
‖∇k(P≥σ′〈LΩ〉A˚k)(s)‖
L∞ds
s
(L2tL
2
x+L
8
3
t L
8
3
x )
. ‖ψs‖S , (7.42)
‖P≤σ′〈LΩ〉A˚‖
L∞
ds
s
(L2tL
2
x+L
8
3
t L
8
3
x )
. (σ′)
1
2 ‖ψs‖S , (7.43)
‖〈LΩ〉A˚‖
L∞ds
s
L
8
3
t L
8
3
x
. ‖ψs‖S . (7.44)
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Proof. For simplicity of notation we give the proof for A˚ only, but the treatment of LΩA˚ is identical because
we never use the radial Sobolev estimate. Let us start with (7.42) and consider the following terms separately:
I := Im
∫ ∞
s
(∫ ∞
s′
∆(P≥σ′ψs)(s
′′) ds′′
)
P≥σ′ψs(s
′) ds′,
II := Im
∫ ∞
s
(∫ ∞
s′
∇ℓ(P≥σ′ψs)(s′′) ds′′
)
∇ℓP≥σ′ψs(s′) ds′,
III := Im i
∫ ∞
s
(∫ ∞
s′
(∇ℓAℓ(s′′))(P≥σ′ψs)(s′′) ds′′
)
P≥σ′ψs(s
′) ds′,
IV := Im i
∫ ∞
s
(∫ ∞
s′
Aℓ(s
′′)∇ℓ(P≥σ′ψs)(s′′) ds′′
)
P≥σ′ψs(s
′) ds′,
V := Im i
∫ ∞
s
(∫ ∞
s′
Aℓ(s
′′)(P≥σ′ψs)(s
′′) ds′′
)
∇ℓP≥σ′ψs(s′) ds′,
V I := Im
∫ ∞
s
(∇ℓψ∞ℓ )P≥σ′ψs(s′) ds′,
V II := Im
∫ ∞
s
ψ∞ℓ ∇ℓP≥σ′ψs(s′) ds′.
We will bound I–V in L2tL
2
x and V I and V II in L
8
3
t L
8
3
x . First
‖I‖L2tL2x .
∫ ∞
s
∫ ∞
s′
(
s′
s′′
)
1
2 ‖s′′∆(s′′) 12ψs(s′′)‖L4tL4x
ds′′
s′′
‖(s′) 12ψs(s′)‖L4tL4x
ds′
s′
. ‖ψs‖2S
by Schur’s test. For II we have
‖II‖L2tL2x .
∫ ∞
s
∫ ∞
s′
‖(s′′) 12∇(s′′) 12ψs(s′′)‖L4tL4x
ds′′
s′′
‖(s′) 12∇(s′) 12ψs(s′)‖L4tL4x
ds′
s′
. ‖ψs‖2S .
Here we have used use Poincare´ and extra regularity assumption to estimate∫ ∞
0
‖s 12∇s 12ψs(s)‖L4tL4x
ds
s
.
∫ 1
0
sδ‖s 12∇s 12m(s)ψs(s)‖L4tL4x
ds
s
+
∫ ∞
1
s−
1
2 ‖s∆s 12ψs(s)‖L4tL4x
ds
s
. ‖〈s∆〉s 12m(s)s 12ψs‖L∞ds
s
L4tL
4
x
. ‖ψs‖S .
For ‖III‖L2tL2x the contribution of A∞ is bounded by
‖∇A∞‖L∞x
∫ ∞
s
∫ ∞
s′
‖(s′′) 12ψs(s′′)‖L4tL4x(s′′)−
1
2ds′′‖ψs(s′)‖L4tL4xds′ . ‖ψs‖2S
by Poincare´ and as for I. Here we used ‖∇A∞‖L∞x . 1, which follows from (3.6). Next, using the esti-
mates (7.1)–(7.2) and Schur’s test, the contribution of A˚ to ‖III‖L2tL2x is bounded by∫ ∞
s
∫ ∞
s′
(
s′
s′′
)
1
2 ‖(s′′) 12ψs(s′′)‖L4tL4x
ds′′
s′′
‖(s′) 12ψs(s′)‖L4tL4x
ds′
s′
. ‖ψs‖2S .
For ‖IV ‖L2tL2x we argue similarly. First, for A∞ we have∫ ∞
s
∫ ∞
s′
‖(s′′) 12∇(s′′) 12ψs(s′′)‖L4tL4x
ds′′
s′′
‖(s′) 12ψs(s′)‖L4tL4x(s′)−
1
2ds′ . ‖ψs‖2S
by Poincare´ and as for I. For A˚, using (7.1)–(7.2), the corresponding contribution is bounded by∫ ∞
s
∫ ∞
s′
(
s′
s′′
)
1
2 ‖(s′′) 12∇(s′′) 12ψs(s′′)‖L4tL4x
ds′′
s′′
‖(s′) 12ψs(s′)‖L4tL4x
ds′
s′
. ‖ψs‖2S .
For V the contribution of A∞ is bounded by∫ ∞
s
∫ ∞
s′
‖(s′′) 12ψs(s′′)‖L4tL4x(s′′)−
1
2ds′′‖(s′) 12∇(s′) 12ψs(s′)‖L4tL4x
ds′
s′
. ‖ψs‖2S
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by Poincare´ and extra regularity as for II. Similarly the contribution of A˚ is bounded by∫ ∞
s
∫ ∞
s′
‖(s′′) 12ψs(s′′)‖L4tL4x
ds′′
s′′
‖(s′) 12∇(s′) 12ψs(s′)‖L4tL4x . ‖ψs‖2S
by Poincare´ and extra regularity. Next,
‖V I‖
L
8
3
t L
8
3
x
.
∫ ∞
s
‖(s′) 12ψs(s′)‖
L
8
3
t L
8
3
x
(s′)−
1
2 ds′ . ‖ψs‖S
by Poincare´, and where we used ‖∇Ψ∞‖L∞x . 1. Similarly
‖V II‖
L
8
3
t L
8
3
x
.
∫ ∞
s
‖(s′) 12∇(s′) 12ψs(s′)‖
L
8
3
t L
8
3
x
ds′
s′
. ‖ψs‖S
by Poincare´ and extra regularity, and where we used ‖Ψ∞‖L∞x . 1. This completes the proof of (7.42).
Next we turn to (7.43) and consider the following terms separately:
I := Im
∫ ∞
s
∫ ∞
s′
∇P≤σ′ψs(s′′)ds′′P≥σ′ψs(s′)ds′,
II := Im
∫ ∞
s
∫ ∞
s′
∇P≥σ′ψs(s′′)ds′′P≤σ′ψs(s′)ds′,
III := Im
∫ ∞
s
∫ ∞
s′
∇P≤σ′ψs(s′′)ds′′P≤σ′ψs(s′)ds′,
IV := Im i
∫ ∞
s
∫ ∞
s′
A˚(s′′)P≤σ′ψs(s
′′)ds′′P≥σ′ψs(s′)ds
′,
V := Im i
∫ ∞
s
∫ ∞
s′
A˚(s′′)P≥σ′ψs(s
′′)ds′′P≤σ′ψs(s′)ds
′,
V I := Im i
∫ ∞
s
∫ ∞
s′
A˚(s′′)P≤σ′ψs(s
′′)ds′′P≤σ′ψs(s′)ds
′,
V II := Im
∫ ∞
s
Ψ∞P≤σ′ψs(s′)ds
′.
We bound I–V I in L2tL
2
x and V II in L
8
3
t L
8
3
x . For I first note that by writing Pσ = −σ∆eσ∆ we get
‖∇P≤σ′ψs(s′′)‖L4tL4x ≤
∫ σ′
0
‖∇Pσψs(s′′)‖L4tL4x
dσ
σ
. (σ′)
1
2 ‖∆ψs(s′′)‖L4tL4x .
It follows that
‖I‖L2tL2x . (σ′)
1
2
∫ ∞
s
∫ ∞
s′
(
s′
s′′
)
1
2 ‖s′′∆(s′′) 12ψs(s′′)‖L4tL4x
ds′′
s′′
‖(s′) 12ψs(s′)‖L4tL4x
ds′
s′
. (σ′)
1
2 ‖ψs‖2S .
Next, by a similar argument as above
‖P≤σ′ψs(s′)‖L4tL4x ≤
∫ σ′
0
‖Pσψs(s′)‖L4tL4x
dσ
σ
. (σ′)
1
2 ‖∇ψs(s′)‖L4tL4x .
It follows that, using Poincare´ and extra regularity,
‖II‖L2tL2x . (σ′)
1
2
∫ ∞
s
∫ ∞
s′
‖(s′′) 12∇(s′′) 12ψs(s′′)‖L4tL4x
ds′′
s′′
‖(s′) 12∇(s′) 12ψs(s′)‖L4tL4x
ds′
s′
. (σ′)
1
2 ‖ψs‖2S .
For III splitting Pσ as above we get
‖∇P≤σ′ψs(s′′)‖L4tL4x . (σ′)
1
4 ‖(−∆) 34ψs(s′′)‖L4tL4x , ‖P≤σ′ψs(s′)‖L4tL4x . (σ′)
1
4 ‖(−∆) 14ψs(s′)‖L4tL4x ,
so
‖III‖L2tL2x . (σ′)
1
2
∫ ∞
s
∫ ∞
s′
(
s′
s′′
)
1
4 ‖(−s′′∆) 34 (s′′) 12ψs(s′′)‖L4tL4x
ds′
s′
‖(−s′∆) 14 (s′) 12ψs(s′)‖L4tL4x
ds′
s′
. (σ′)
1
2 ‖ψs‖2S .
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For ‖IV ‖L2tL2x , ‖V ‖L2tL2x , and ‖V I‖L2tL2x note that in view of the estimates (7.1)–(7.2) these terms are bounded
similarly to ‖I‖L2tL2x , ‖II‖L2tL2x , and ‖III‖L2tL2x respectively. For V II we again split Pσ as above to conclude
that
‖P≤σ′ψs(s′)‖
L
8
3
t L
8
3
x
. (σ′)
1
2 ‖∇ψs(s′)‖
L
8
3
t L
8
3
x
,
so that
‖V II‖
L
8
3
t L
8
3
x
. (σ′)
1
2 ‖Ψ∞‖L∞x
∫ ∞
s
‖(s′) 12∇(s′) 12ψs(s′)‖
L
8
3
t L
8
3
x
ds′
s′
. (σ′)
1
2 ‖ψs‖S
using Poincare´ and extra regularity. This completes the proof of (7.43).
Finally we turn to (7.44). For A˚Q using Gagliardo-Nirenberg, (7.3), extra regularity, and Poincare´
‖A˚Q‖
L∞ds
s
L
8
3
t L
8
3
x
≤
∫ ∞
0
‖s 12 Ψ˚‖L∞t L∞x ‖s
1
2ψs‖
L
8
3
t L
8
3
x
ds
s
. ‖ψs‖2S .
Similarly, using Poincare´,
‖A˚L‖
L∞ds
s
L
8
3
t L
8
3
x
≤ ‖Ψ∞‖L∞x ‖s
1
2ψs‖
L∞ds
s
L
8
3
t L
8
3
x
∫ 1
0
s−
1
2ds
+ ‖Ψ∞‖L∞x ‖(s
1
2∇)2s 12ψs‖
L∞ds
s
∩L2ds
s
L
8
3
t L
8
3
x
∫ ∞
1
s−
3
2 ds
. ‖ψs‖S .
The treatment of LΩA˚ is identical as we never used the radial Sobolev estimate. 
8. Analysis of the Schro¨dinger equation for ψs
The purpose of this section is to prove Proposition 5.5, that is, to establish the a priori bound (5.20) on the
dispersive norm S of the heat tension field ψs, as well as the nonlinearity bound (5.21). Recall from (5.10)
that the heat tension field ψs satisfies the Schro¨dinger equation
(i∂t −H)ψs = −2iA˚k∇kψs + i∂sw + 2A∞,kA˚kψs − iIm (ψ∞,kψs)ψ˚k − iIm (ψ˚kψs)ψ∞k
− i(∇kA˚k)ψs + A˚kA˚kψs − iIm (ψ˚kψs)ψ˚k +Atψs.
(8.1)
Since A∞ and |ψ∞2 |2 are both independent of θ, the angular vector field Ω commutes with H . Correspond-
ingly, applying Ω to (8.1) yields the following equation for Ωψs
(i∂t −H)Ωψs = −2iLΩA˚k∇kψs − 2iA˚k∇kΩψs + i∂sΩw + 2A∞,kLΩA˚kψs + 2A∞,kA˚kΩψs
− iIm (ψ∞,kΩψs)ψ˚k − iIm (ψ∞,kψs)LΩψ˚k − iIm (ψ˚kΩψs)ψ∞k − iIm (LΩψ˚kψs)ψ∞k
− i(∇kLΩA˚k)ψs − i(∇kA˚k)Ωψs + 2LΩA˚kA˚kψs + A˚kA˚kΩψs
− iIm (LΩψ˚kψs)ψ˚k − iIm (ψ˚kΩψs)ψ˚k − iIm (ψ˚kψs)LΩψ˚k + LΩAtψs +AtΩψs
− iIm (iψ∞,kψs)ψ˚k + Im (ψ˚kψs)ψ∞k .
(8.2)
We denote by N := (i∂t+H)ψs the right-hand side of (8.1) and by NΩ := (i∂t+H)Ωψs the right-hand side
of (8.2), and group them into the following four types:
• Magnetic interaction terms:
(i) A˚k∇k〈Ω〉ψs
(ii) LΩA˚k∇kψs
• w term:
(i) 〈Ω〉∂sw
• Quadratic power-type terms:
(i) Im (ψ∞k 〈Ω〉ψs)ψ˚k and permutations
(ii) Im (ψ∞k ψs)LΩψ˚k and permutations
(iii) A∞k A˚
k〈Ω〉ψs
(iv) A∞k LΩA˚kψs
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(v) (∇kA˚kL)〈Ω〉ψs
(vi) (∇kLΩA˚kL)ψs
• Cubic and higher power-type terms:
(i) Im (ψ˚k〈Ω〉ψs)ψ˚k
(ii) Im (LΩψ˚kψs)ψ˚k and permutations
(iii) A˚kA˚
k〈Ω〉ψs
(iv) LΩA˚kA˚kψs
(v) At〈Ω〉ψs
(vi) LΩAtψs = ΩAtψs
(vii) (∇kA˚kQ)〈Ω〉ψs
(viii) (∇kLΩA˚kQ)ψs
In what follows, in view of (5.19), we may assume throughout that ‖ψs‖S(I) < 1. It allows us to
bound, on occasion, higher powers ‖ψs‖kS(I) of the dispersive norm of ψs just by ‖ψs‖S(I) for any integer
k ≥ 1, which simplifies the exposition. The proof of Proposition 5.5 reduces to the estimates in the following
four lemmas. The first two of these concern the magnetic interaction term:
Lemma 8.1 (Nonlinear estimates: magnetic interaction term (i)). Assuming (5.18) and (5.19), we have
that
‖A˚k∇k〈Ω〉(m(s)s 12ψs)‖
L∞ds
s
∩L2ds
s
(LE∗+L
4
3
t L
4
3
x )
. ‖ψs‖2S .
Lemma 8.2 (Nonlinear estimates: magnetic interaction term (ii)). Assuming (5.18) and (5.19), we have
that
‖LΩA˚k∇k(m(s)s 12ψs)‖
L∞ds
s
∩L2ds
s
(LE∗+L
4
3
t L
4
3
x )
. ‖ψs‖2S .
The next two lemmas provide estimates on the remaining terms in the nonlinearity, except for ∂sw which
was already treated in Lemma 7.4. For the cubic and higher order terms we have:
Lemma 8.3. (Nonlinear estimates: cubic and higher terms) Assuming (5.18) and (5.19), we have that
‖|Ψ˚|2〈Ω〉(m(s)s 12ψs)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖ψs‖2S (8.3)
‖|LΩΨ˚||Ψ˚|(m(s)s 12ψs)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖ψs‖2S (8.4)
‖A˚kA˚k〈Ω〉(m(s)s 12ψs)‖
L∞
ds
s
∩L2
ds
s
L
4
3
t L
4
3
x
. ‖ψs‖2S (8.5)
‖LΩA˚kA˚k(m(s)s 12ψs)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖ψs‖2S (8.6)
‖At〈Ω〉(m(s)s 12ψs)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖ψs‖2S (8.7)
‖LΩAt(m(s)s 12ψs)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖ψs‖2S (8.8)
‖(∇kA˚kQ)〈Ω〉(m(s)s
1
2ψs)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖ψs‖2S (8.9)
‖(∇kLΩA˚kQ)(m(s)s
1
2ψs)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖ψs‖2S (8.10)
Finally, the quadratic terms are treated in the following lemma.
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Lemma 8.4. (Nonlinear estimates: quadratic terms) Assuming (5.18) and (5.19), we have that
‖|Ψ∞||Ψ˚|〈Ω〉(m(s)s 12ψs)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖ψs‖2S (8.11)
‖|Ψ∞||LΩΨ˚|(m(s)s 12ψs)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖ψs‖2S (8.12)
‖A∞k A˚k〈Ω〉(m(s)s
1
2ψs)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖ψs‖2S (8.13)
‖A∞k LΩA˚k(m(s)s
1
2ψs)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖ψs‖2S (8.14)
‖(∇kA˚kL)〈Ω〉(m(s)s
1
2ψs)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖ψs‖2S (8.15)
‖(∇kLΩA˚kL)(m(s)s
1
2ψs)‖
L∞
ds
s
∩L2
ds
s
L
4
3
t L
4
3
x
. ‖ψs‖2S (8.16)
Lemmas 8.1, 8.2, 8.3, and 8.4 are proved in Subsections 8.1 and 8.2 below. Here we simply observe how
Proposition 5.5 follows easily from these lemmas along with Lemma 7.4.
Proof of Proposition 5.5. Under the bootstrap assumptions (5.18) and (5.19), the bound (5.20) follows by a
standard continuity argument from the estimate
‖ψs‖S(I) . ‖〈Ω〉(m(s)s 12ψs)|t=0‖L∞ds
s
∩L2ds
s
L2x
+ ‖ψs‖2S(I) +
√
ǫ0‖ψs‖S(I). (8.17)
Multiplying (8.1), respectively (8.2), by m(s)s
1
2 , invoking the main linear estimate from Lemma 3.12, and
summing up the two resulting estimates, we deduce that for all s > 0,
‖ψs(s)‖Ss(I) . ‖〈Ω〉(m(s)s
1
2ψs)|t=0‖L2x + ‖m(s)s
1
2N‖
LE∗(I)+L
4
3
t L
4
3
x (I)
+ ‖m(s)s 12NΩ‖
LE∗(I)+L
4
3
t L
4
3
x (I)
.
Taking the L∞ds
s
∩ L2ds
s
(R+;Ss(I)) norm of both sides, we find that
‖ψs‖S(I) . ‖〈Ω〉(m(s)s 12ψs)|t=0‖L∞ds
s
∩L2ds
s
L2x
+ ‖m(s)s 12N‖
L∞ds
s
∩L2ds
s
(LE∗+L
4
3
t L
4
3
x )(I)
+ ‖m(s)s 12NΩ‖
L∞ds
s
∩L2ds
s
(LE∗+L
4
3
t L
4
3
x )(I)
.
Thus, the proof of (8.17) reduces to establishing, under the assumptions (5.18) and (5.19), that
‖m(s)s 12N‖
L∞ds
s
∩L2ds
s
(LE∗+L
4
3
t L
4
3
x )(I)
+‖m(s)s 12NΩ‖
L∞ds
s
∩L2ds
s
(LE∗+L
4
3
t L
4
3
x )(I)
. ‖ψs‖2S(I)+
√
ǫ0‖ψs‖S(I). (8.18)
This is accomplished in Lemmas 7.4, 8.1, 8.2, 8.3, and 8.4. Finally, (5.21) follows from (8.18) and (5.20). 
Proof of Proposition 5.6. Once we have established the estimate
‖ψs‖S(I) . ǫ0 (8.19)
by proving Proposition 5.5, the proof of Proposition 5.6 follows from an identical argument after applying H
and H2 to both sides of the equation (8.1) and using the bound (8.19) along with Remark 4.18, where the
latter translates the higher regularity of the initial data to the s-evolution of ψs↾t=0. Crucially, H commutes
with the left-hand side of (8.1). This is standard and we omit the details. 
8.1. Estimates for the magnetic interaction terms. In this section we treat the magnetic interaction
terms. Specifically, our goal is to prove Lemmas 8.1 and 8.2.
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In the proofs of these lemmas we will use the notation P≥σA˚ and P≥σLΩA˚ introduced in (7.24) and (7.25).
For the convenience of the reader we recall that
P≥σA˚ := Im
∫ ∞
s
( ∫ ∞
s′
∇P≥σψs(s′′)ds′′
)
P≥σψs(s′) ds
′
+ Im
∫ ∞
s
(∫ ∞
s′
A(s′′)P≥σψs(s
′′)ds′′
)
P≥σψs(s′) ds
′
− Im
∫ ∞
s
Ψ∞P≥σψs(s′) ds
′,
and
P≤σA˚ := A˚− P≥σA˚.
Proof of Lemma 8.1. Using a linear heat flow Littlewood-Paley decomposition and moving around the de-
rivative, we decompose the magnetic interaction term on the right-hand side into
A˚k∇k(〈Ω〉m(s)s 12ψs) = ∇k
∫ 1
0
(P≥σ′ A˚)
kPσ′(〈Ω〉m(s)s 12ψs) dσ
′
σ′
−
∫ 1
0
∇k(P≥σ′ A˚)kPσ′(〈Ω〉m(s)s 12ψs) dσ
′
σ′
+
∫ 1
0
(P≤σ′ A˚)
k∇kPσ′(〈Ω〉m(s)s 12ψs) dσ
′
σ′
+ A˚k∇kP≥1(〈Ω〉m(s)s 12ψs)
=: I + II + III + IV. (8.20)
We will estimate the term I in the dual local smoothing space LE∗, and all other terms in the dual Strichartz
space L
4
3
t L
4
3
x . These estimates are carried out separately for each term in the proceeding steps. For simplicity
of notation we will write m(s)s
1
2ψs instead of 〈Ω〉m(s)s 12ψs, but since we never apply angular derivatives to
this term, the same exact argument works for 〈Ω〉m(s)s 12ψs.
Step 1: Term I. Here our goal is to prove the estimate
‖I‖LE∗ . ‖ψs‖2S ,
which boils down to establishing the following two estimates∥∥∥∥σ 14∥∥∥Pσ∇k ∫ 1
0
(P≥σ′ A˚
k)Pσ′ (m(s)s
1
2ψs)
dσ′
σ′
∥∥∥
LE∗σ
∥∥∥∥
L∞ds
s
∩L2ds
s
L2dσ
σ
(0, 12 )
. ‖ψs‖2S , (8.21)
∥∥∥∥∥∥∥P≥σ∇k ∫ 1
0
(P≥σ′A˚
k)Pσ′ (m(s)s
1
2ψs)
dσ′
σ′
∥∥∥
LE∗low
∥∥∥∥
L∞
ds
s
∩L2
ds
s
L2
dσ
σ
( 18 ,4)
. ‖ψs‖2S . (8.22)
Step 1a: The high-frequency estimate (8.21). We begin with the much more difficult high-frequency esti-
mate (8.21). To this end we further decompose into
σ
1
4Pσ∇k
∫ 1
0
(P≥σ′ A˚
k)Pσ′(m(s)s
1
2ψs)
dσ′
σ′
= σ
1
4Pσ∇k
∫ σ
0
(P≥σ′A˚
k)Pσ′(m(s)s
1
2ψs)
dσ′
σ′
+ σ
1
4Pσ∇k
∫ 1
σ
(P≥σ′ A˚
k)Pσ′ (m(s)s
1
2ψs)
dσ′
σ′
=: I1 + I2.
(8.23)
Starting with I2, we would like to show that∥∥∥∥∥I2∥∥LE∗σ∥∥∥L∞ds
s
∩L2ds
s
L2dσ
σ
(0, 12 )
. ‖ψs‖2S . (8.24)
To this end it is more favorable to let the derivative fall back inside the integral and consider
I2 = σ
1
4Pσ
∫ 1
σ
∇k(P≥σ′ A˚k)Pσ′ (m(s)s 12ψs) dσ
′
σ′
+ σ
1
4Pσ
∫ 1
σ
(P≥σ′ A˚
k)∇kPσ′ (m(s)s 12ψs) dσ
′
σ′
. (8.25)
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For the second term on the right-hand side above we drop the projection Pσ in LE
∗
σ, use that ‖F‖LE∗σ .‖F‖LE∗
σ′
since σ′ ≥ σ, apply Ho¨lder’s inequality, and drop ∇ in LEσ′ , to bound this term as∥∥∥σ 14Pσ ∫ 1
σ
(P≥σ′A˚
k)∇kPσ′(m(s)s 12ψs) dσ
′
σ′
∥∥∥
LE∗σ
.
∫ 1
σ
σ
1
4
∥∥(P≥σ′ A˚k)∇kPσ′ (m(s)s 12ψs)∥∥LE∗
σ′
dσ′
σ′
.
∫ 1
σ
( σ
σ′
) 1
4 (
M1 +M2 +M3
)
(σ′)−
1
4 ‖Pσ′
2
(m(s)s
1
2ψs)
∥∥
LEσ′
dσ′
σ′
,
where
M1 := (σ
′)
1
2 ‖P≥σ′A˚(s)‖L∞t L∞x (A≤−kσ′ )
M2 :=
∑
−kσ′≤ℓ<0
2ℓ‖P≥σ′A˚(s)‖L∞t L∞x (Aℓ)
M3 := ‖r4P≥σ′A˚(s)‖L∞t L∞x (A≥0).
By Schur’s test the desired bound (8.24) follows if we can establish that
Mj . ‖ψs‖S for j = 1, 2, 3,
but these estimates are proved in (7.26)–(7.28) in Lemma 7.6. The first term on the right-hand side of (8.25)
can be treated similarly where we instead use the estimates (7.29)–(7.31) in Lemma 7.6. This finishes the
treatment of the term I2 in (8.23).
Next we turn to the term I1 in (8.23) where we would like to prove that∥∥∥∥∥I1∥∥LE∗σ∥∥∥L∞ds
s
∩L2ds
s
L2dσ
σ
(0, 12 )
. ‖ψs‖2S . (8.26)
Using Lemma 3.13, for any fixed p ∈ (1, 2), and noting that −kσ ≥ −kσ′ for σ′ ≤ σ, we obtain that
‖I1‖LE∗σ .
∫ σ
0
σ−α
∥∥(P≥σ′ A˚)Pσ′ (m(s)s 12ψs)∥∥L2tLpx(A≤−kσ′ ) dσ′σ′
+
∫ σ
0
σ−α
∑
−kσ′≤ℓ<−kσ
∥∥(P≥σ′ A˚)Pσ′ (m(s)s 12ψs)∥∥L2tLpx(Aℓ) dσ′σ′
+
∫ σ
0
(σ′
σ
) 1
4
(L2 + L3)(σ
′)−
1
4 ‖Pσ′(m(s)s 12ψs)‖LEσ′
dσ′
σ′
,
(8.27)
where
L2 :=
∑
−kσ≤ℓ<0
2ℓ‖P≥σ′A˚(s)‖L∞t L∞x (Aℓ)
L3 := ‖r4P≥σ′A˚(s)‖L∞t L∞x (A≥0)
By Schur’s test the contributions of L2 and L3 to (8.26) are under control if we can show that
Lj . ‖ψs‖2S for j = 2, 3.
But note that L3 is exactly the same as M3 above, while the condition σ
′ ≤ σ implies L2 ≤ M2 so these
estimates also follow from (7.27),(7.28) in Lemma 7.6. It remains to estimate the first two terms on the
right-hand side of (8.27). For the first term on the right-hand side, by (7.32) in Lemma 7.6, and with
α = 2−p2p ,
‖P≥σ′A˚(s)‖
L∞t L
2p
2−p
x (H2)
. (σ′)−
1
2+α‖ψs‖S .
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It follows that ∫ σ
0
σ−α
∥∥(P≥σ′ A˚)Pσ′ (m(s)s 12ψs)∥∥L2tLpx(A≤−kσ′ ) dσ′σ′
.
∫ σ
0
σ−α‖P≥σ′A˚‖
L∞t L
2p
2−p
x (H2)
‖Pσ′(m(s)s 12ψs)‖L2tL2x(A≤−kσ′ )
dσ′
σ′
. ‖ψs‖S
∫ σ
0
(σ′
σ
)α
(σ′)−
1
2 ‖Pσ′(m(s)s 12ψs)‖L2tL2x(A≤−kσ′ )
dσ′
σ′
.
By Schur’s test, the last line is bounded in L2dσ
σ
(0, 12 ) by
‖ψs‖2S ‖m(s)s
1
2ψs(s)‖LE ,
which is of the desired form. For the second term on the right-hand side of (8.27), by (7.33) in Lemma 7.6
‖r 12P≥σ′ A˚‖
L∞t L
2p
2−p
x (Aℓ)
. ‖ sinh 12 (r)P≥σ′ A˚‖
L∞t L
2p
2−p
x (H2)
. (σ′)−
1
4+α‖ψs‖2S .
It follows that ∫ σ
0
σ−α
∑
−kσ′≤ℓ<kσ
∥∥(P≥σ′ A˚)Pσ′ (m(s)s 12ψs)∥∥L2tLpx(Aℓ) dσ′σ′
.
∫ σ
0
σ−α
∑
−kσ′≤ℓ<kσ
∥∥r 12P≥σ′ A˚∥∥
L∞t L
2p
2−p
x (H2)
‖r− 12Pσ′(m(s)s 12ψs)
∥∥
L2tL
2
x(Aℓ)
dσ′
σ′
. ‖ψs‖S
∫ σ
0
∑
−kσ′≤ℓ<kσ
(σ′
σ
)α
(σ′)−
1
4 ‖r− 12Pσ′ (m(s)s 12ψs)
∥∥
L2tL
2
x(Aℓ)
dσ′
σ′
. ‖ψs‖S
∫ σ
0
(σ′
σ
)−ε(σ′
σ
)α
(σ′)−
1
4 sup
−kσ′≤ℓ<0
‖r− 12Pσ′(m(s)s 12ψs)
∥∥
L2tL
2
x(Aℓ)
dσ′
σ′
. ‖ψs‖S
∫ σ
0
(σ′
σ
)α−ε
(σ′)−
1
4 ‖Pσ′(m(s)s 12ψs)
∥∥
LEσ′
dσ′
σ′
.
By Schur’s test, the last line is bounded in L2dσ
σ
(0, 12 ) by
‖ψs‖2S ‖m(s)s
1
2ψs(s)‖LE ,
as desired. This completes the treatment of the term I1 and the proof of (8.21).
Step 1b: The low-frequency estimate (8.22). Using Lemma 3.14, for any fixed p ∈ (1, 2)(∫ 4
1
8
∥∥∥P≥σ∇k ∫ 1
0
(P≥σ′A˚
k)Pσ′ (m(s)s
1
2ψs)
dσ′
σ′
∥∥∥2
LE∗low
dσ
σ
) 1
2
.
(∫ 4
1
8
σ−2+2α
dσ
σ
) 1
2
∫ 1
0
∥∥(P≥σ′ A˚)Pσ′ (m(s)s 12ψs)∥∥L2tLpx(A≤0) dσ′σ′
+
(∫ 4
1
8
σ−1
dσ
σ
) 1
2
∫ 1
0
∥∥r2(P≥σ′A˚)Pσ′ (m(s)s 12ψs)∥∥L2tL2x(A≥0) dσ′σ′
.
∫ 1
0
∥∥(P≥σ′ A˚)Pσ′ (m(s)s 12ψs)∥∥L2tLpx(A≤0) dσ′σ′
+
∫ 1
0
∥∥r2(P≥σ′ A˚)Pσ′ (m(s)s 12ψs)∥∥L2tL2x(A≥0) dσ′σ′ .
(8.28)
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We estimate the first term on the right-hand side as∫ 1
0
∥∥(P≥σ′ A˚)Pσ′ (m(s)s 12ψs)∥∥L2tLpx(A≤0) dσ′σ′ .
∫ 1
0
∥∥P≥σ′A˚∥∥
L∞t L
2p
2−p
x (H2)
‖Pσ′(m(s)s 12ψs)‖L2tL2x(A≤0)
dσ′
σ′
.
∫ 1
0
∥∥P≥σ′A˚∥∥
L∞t L
2p
2−p
x (H2)
‖Pσ′(m(s)s 12ψs)‖LEσ′
dσ′
σ′
≃
∫ 1
0
(σ′)
1
4
∥∥P≥σ′ A˚∥∥
L∞t L
2p
2−p
x (H2)
(σ′)−
1
4 ‖Pσ′(m(s)s 12ψs)‖LEσ′
dσ′
σ′
.
Here we have used the estimate (valid for σ′ ≤ 1)
‖f‖L2tL2x(A≤0) . (σ′)−
1
4 ‖f‖L2tL2x(A≤−kσ′ ) +
( 0∑
ℓ=−kσ′
2
ℓ
2
)
sup
−kσ′≤ℓ≤0
‖r− 12 f‖L2tL2x(Aℓ) . ‖f‖LEσ′ .
By (7.32) in Lemma 7.6 ∥∥P≥σ′ A˚(s)∥∥
L∞t L
2p
2−p
x (H2)
. (σ′)−
p−1
p ‖ψs‖S .
Correspondingly, choosing p ∈ (1, 43 ), by Cauchy-Schwarz∫ 1
0
∥∥(P≥σ′ A˚)Pσ′ (m(s)s 12ψs)∥∥L2tLpx(A≤0) dσ′σ′
.
∫ 1
0
(σ′)
1
4 (σ′)−
p−1
p ‖ψs‖S(σ′)− 14 ‖Pσ′(m(s)s 12ψs)‖LEσ′
dσ′
σ′
. ‖ψs‖S
(∫ 1
0
(σ′)
2
p
− 32
dσ′
σ′
) 1
2
(∫ 1
0
(σ′)−
1
2 ‖Pσ′(m(s)s 12ψs)‖2LEσ′
dσ′
σ′
) 1
2
. ‖ψs‖S ‖m(s)s 12ψs(s)‖LE,
which is of the desired form.
For the second term on the right-hand side of (8.28) we use (7.28) in Lemma 7.6 and Cauchy-Schwarz to
estimate ∫ 1
0
∥∥r2(P≥σ′ A˚)Pσ′ (m(s)s 12ψs)∥∥L2tL2x(A≥0) dσ′σ′
.
∫ 1
0
∥∥r4P≥σ′ A˚∥∥L∞t L∞x (A≥0)∥∥r−2Pσ′(m(s)s 12ψs)∥∥L2tL2x(A≥0) dσ′σ′
.
∫ 1
0
∥∥r4P≥σ′ A˚∥∥L∞t L∞x (A≥0)∥∥Pσ′(m(s)s 12ψs)∥∥LEσ′ dσ′σ′
.
∫ 1
0
(σ′)
1
4 ‖ψs‖S(σ′)− 14
∥∥Pσ′ (m(s)s 12ψs)∥∥LEσ′ dσ′σ′
. ‖ψs‖S
(∫ 1
0
(σ′)−
1
2
∥∥Pσ′(m(s)s 12ψs)∥∥2LEσ′ dσ′σ′
) 1
2
. ‖ψs‖S
∥∥m(s)s 12ψs∥∥LE .
This is again of the desired form and finishes the proof of the low-frequency estimate (8.22).
Step 2: Term II. Going back to (8.20) we intend to bound the term II in L2ds
s
∩ L∞ds
s
L
4
3
t L
4
3
x . First,
‖II‖
L
4
3
t L
4
3
x
.
∫ 1
0
‖∇k(P≥σ′ A˚k)(s)‖
L2tL
2
x+L
8
3
t L
8
3
x
‖Pσ′(m(s)s 12ψs)‖
L4tL
4
x∩L
8
3
t L
8
3
x
dσ′
σ′
. ‖ψs‖S
∫ 1
0
‖Pσ′(m(s)s 12ψs)‖
L4tL
4
x∩L
8
3
t L
8
3
x
dσ′
σ′
,
(8.29)
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where we have used (7.42) in Lemma 7.8. To control the right-hand side we argue as follows. First,∫ 1
0
‖Pσ′(m(s)s 12ψs)‖
L4tL
4
x∩L
8
3
t L
8
3
x
dσ′
σ′
=
∫ s
0
‖Pσ′(m(s)s 12ψs)‖
L4tL
4
x∩L
8
3
t L
8
3
x
dσ′
σ′
+
∫ 1
s
‖Pσ′
(
m(s)s
1
2ψs
)‖
L4tL
4
x∩L
8
3
t L
8
3
x
dσ′
σ′
.
(8.30)
The first term on the right is estimated via,∫ s
0
‖Pσ′(m(s)s 12ψs)‖
L4tL
4
x∩L
8
3
t L
8
3
x
dσ′
σ′
.
∫ s
0
σ′
s
‖s∆eσ′∆(m(s)s 12ψs)‖
L4tL
4
x∩L
8
3
t L
8
3
x
dσ′
σ′
. ‖s∆(m(s)s 12ψs)‖
L4tL
4
x∩L
8
3
t L
8
3
x
.
To estimate the second term on the right-hand-side of (8.30) we use the off-diagonal decay estimates estab-
lished in Corollary 6.5 for Pσ′ (m(s)s
1
2ψs) in L
4
tL
4
x ∩ L
8
3
t L
8
3
x . Indeed, taking L2ds
s
∩ L∞ds
s
of the second term,
Corollary 6.5 yields,∥∥∥ ∫ 1
s
‖Pσ′
(
m(s)s
1
2ψs
)‖
L4tL
4
x∩L
8
3
t L
8
3
x
∥∥∥
L2ds
s
∩L∞ds
s
.
2∑
ℓ=0
‖s ℓ2 (−∆) ℓ2m(s)s 12ψs‖L2ds
s
∩L∞ds
s
Strs . ‖ψs‖S .
Together with (8.29) this shows that
‖II‖
L2ds
s
∩L∞ds
s
L
4
3
t L
4
3
x
. ‖ψs‖2S .
Step 3: Term III. We estimate III in (8.20) in L
4
3
t L
4
3
x as∥∥∥ ∫ 1
0
(P≤σ′ A˚(s)
k)∇kPσ′m(s)s 12ψs(s)dσ
′
σ′
∥∥∥
L
4
3
t L
4
3
x
≤
∫ 1
0
‖P≤σ′A˚(s)‖
L2tL
2
x+L
8
3
t L
8
3
x
‖∇Pσ′m(s)s 12ψs(s)‖
L4tL
4
x∩L
8
3
t L
8
3
x
dσ′
σ′
.
∫ 1
0
‖P≤σ′A˚(s)‖
L2tL
2
x+L
8
3
t L
8
3
x
(σ′)−
1
2 ‖Pσ′
2
m(s)s
1
2ψs(s)‖
L4tL
4
x∩L
8
3
t L
8
3
x
dσ′
σ′
.
Applying (7.43) in Lemma 7.8 it follows that∥∥∥ ∫ 1
0
(P≤σ′ A˚(s)
k)∇kPσ′m(s)s 12ψs(s)dσ
′
σ′
∥∥∥
L
4
3
t L
4
3
x
. ‖ψs‖S
∫ 1
2
0
‖Pσ′m(s)s 12ψs(s)‖
L4tL
4
x∩L
8
3
t L
8
3
x
dσ′
σ′
.
Now we can bound the last integral using the off-diagonal decay estimates from Corollary 6.5 as in (8.30) in
Step 2 above to conclude that
‖III‖
L∞ds
s
∩L2ds
s
L
4
3
t,x
. ‖ψs‖S‖〈s∆〉m(s)s 12ψs(s)‖
L∞ds
s
∩L2ds
s
(L4tL
4
x∩L
8
3
t L
8
3
x )
. ‖ψs‖2S .
Step 4: Term IV . We place IV in (8.20) in L
4
3
t L
4
3
x and bound by
‖A˚k∇kP≥1(m(s)s 12ψs)‖
L
4
3
t L
4
3
x
. ‖A˚‖
L
8
3
t L
8
3
x
‖m(s)s 12ψs‖
L
8
3
t L
8
3
x
. ‖ψs‖S‖m(s)s 12ψs‖
L
8
3
t L
8
3
x
,
where we have used estimate (7.44) from Lemma 7.8. It follows that
‖IV ‖
L2ds
s
∩L∞ds
s
L
4
3
t L
4
3
x
. ‖ψs‖2S .

The proof of Lemma 8.2 is similar to that of Lemma 8.1. The main difference is that in our applications of
the radial Sobolev estimate from Lemma 2.13 we need to treat the radial and angular directions differently
to make sure that each term is differentiated with respect to Ω at most once.
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Proof of Lemma 8.2. Starting as in the proof of Lemma 8.1 we decompose LΩA˚k∇k(m(s)s 12ψs) as
LΩA˚k∇k(m(s)s 12ψs) = ∇k
∫ 1
0
(P≥σ′LΩA˚k)Pσ′ (m(s)s 12ψs) dσ
′
σ′
+
∫ 1
0
∇k(P≥σ′LΩA˚k)Pσ′(m(s)s 12ψs) dσ
′
σ′
+
∫ 1
0
(P≤σ′LΩA˚k)∇kPσ′(m(s)s 12ψs) dσ
′
σ′
+ LΩA˚k∇kP≥1(m(s)s 12ψs)
=: IΩ+ IIΩ + IIIΩ+ IV Ω.
The terms IIΩ–IVΩ can be estimated using just Strichartz estimates in the exact same manner as the
terms II–IV in the poof of Lemma 8.1. The reason is that we never used the radial Sobolev estimates from
Lemma 2.13 in bounding these terms, hence the presence of LΩ does not affect the proofs. To estimate the
term IΩ we proceed as in the treatment of term I in the proof of Lemma 8.1, keeping in mind to place the
term which carries LΩ in L2θ. The desired estimate is
‖IΩ‖L2ds
s
∩L∞ds
s
LE∗ . ‖ψs‖2S ,
which boils down to establishing the following two estimates:
∥∥∥∥σ 14 ∥∥∥Pσ∇k ∫ 1
0
(P≥σ′LΩA˚k)Pσ′ (m(s)s 12ψs) dσ
′
σ′
∥∥∥
LE∗σ
∥∥∥∥
L∞ds
s
∩L2ds
s
L2dσ
σ
(0, 12 )
. ‖ψs‖2S . (8.31)
∥∥∥∥∥∥∥P≥σ∇k ∫ 1
0
(P≥σ′LΩA˚k)Pσ′ (m(s)s 12ψs) dσ
′
σ′
∥∥∥
LE∗
low
∥∥∥∥
L∞ds
s
∩L2ds
s
L2dσ
σ
( 18 ,4)
. ‖ψs‖2S . (8.32)
We begin with the more difficult high-frequency estimate (8.31) and further decompose into
σ
1
4Pσ∇k
∫ 1
0
(P≥σ′LΩA˚k)Pσ′(m(s)s 12ψs) dσ
′
σ′
= σ
1
4Pσ∇k
∫ σ
0
(P≥σ′LΩA˚k)Pσ′ (m(s)s 12ψs) dσ
′
σ′
+ σ
1
4Pσ∇k
∫ 1
σ
(P≥σ′LΩA˚k)Pσ′(m(s)s 12ψs) dσ
′
σ′
=: IΩ1 + IΩ2.
(8.33)
Starting with the second term we want to show that
∥∥∥∥∥IΩ2∥∥LE∗σ∥∥∥L∞
ds
s
∩L2
ds
s
L2
dσ
σ
(0, 12 )
. ‖ψs‖2S , (8.34)
and for this it is more favorable to let the derivative fall back inside the integral and consider
IΩ2 = σ
1
4Pσ
∫ 1
σ
∇k(P≥σ′LΩA˚k)Pσ′ (m(s)s 12ψs) dσ
′
σ′
+ σ
1
4Pσ
∫ 1
σ
(P≥σ′LΩA˚k)∇kPσ′ (m(s)s 12ψs) dσ
′
σ′
.(8.35)
For the second term on the right-hand side we drop the projection Pσ in LE
∗
σ and use that ‖F‖LE∗σ . ‖F‖LE∗σ′
(since σ′ ≥ σ) to write
∥∥∥σ 14Pσ ∫ 1
σ
(P≥σ′LΩA˚k)∇kPσ′(m(s)s 12ψs) dσ
′
σ′
∥∥∥
LE∗σ
.
∫ 1
σ
σ
1
4
∥∥(P≥σ′LΩA˚k)∇kPσ′ (m(s)s 12ψs)∥∥LE∗
σ′
dσ′
σ′
.
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First we have to estimate the integrand a bit more carefully as∥∥(P≥σ′LΩA˚k)∇kPσ′ (m(s)s 12ψs)∥∥LE∗
σ′
= (σ′)
1
4
∥∥(P≥σ′LΩA˚k)∇kPσ′ (m(s)s 12ψs)∥∥L2tL2x(A≤−kσ′ )
+
∑
−kσ′≤ℓ<0
2
1
2 ℓ
∥∥(P≥σ′LΩA˚k)∇kPσ′(m(s)s 12ψs)∥∥L2tL2x(Aℓ)
+
∥∥r2(P≥σ′LΩA˚k)∇kPσ′(m(s)s 12ψs)∥∥L2tL2x(A≥0)
≤ (σ′) 12∥∥P≥σ′LΩA˚∥∥L∞t L∞x (A≤−kσ′ )(σ′)− 14∥∥∇Pσ′(m(s)s 12ψs)∥∥L2tL2x(A≤−kσ′ )
+
∑
−kσ′≤ℓ<0
2ℓ
∥∥P≥σ′LΩA˚∥∥L∞t L∞r L2θ(Aℓ)2− 12 ℓ∥∥sinh 12 (r)∇Pσ′ (m(s)s 12ψs)∥∥L2tL2rL∞θ (Aℓ)
+
∥∥r4P≥σ′LΩA˚∥∥L∞t L∞r L2θ(A≥0)∥∥sinh 12 (r) r−2∇Pσ′ (m(s)s 12ψs)∥∥L2tL2rL∞θ (A≥0).
Applying Sobolev embedding on the sphere S1 we further bound this by
. (σ′)
1
2
∥∥P≥σ′LΩA˚∥∥L∞t L∞x (A≤−kσ′ )(σ′)− 14 ∥∥∇Pσ′ (m(s)s 12ψs)∥∥L2tL2x(A≤−kσ′ )
+
( ∑
−kσ′≤ℓ<0
2ℓ
∥∥P≥σ′LΩA˚∥∥L∞t L∞r L2θ(Aℓ)
)
sup
−kσ′≤ℓ<0
2−
1
2 ℓ
∥∥sinh 12 (r)∇Pσ′ (〈Ω〉m(s)s 12ψs)∥∥L2tL2rL2θ(Aℓ)
+
∥∥r4P≥σ′LΩA˚∥∥L∞t L∞r L2θ(A≥0)∥∥sinh 12 (r) r−2∇Pσ′ (〈Ω〉m(s)s 12ψs)∥∥L2tL2rL2θ(A≥0)
.
(
(σ′)
1
2
∥∥P≥σ′LΩA˚∥∥L∞t L∞x (H2) + ∑
−kσ′≤ℓ<0
2ℓ
∥∥P≥σ′LΩA˚∥∥L∞t L∞r L2θ(Aℓ)
+
∥∥r4P≥σ′LΩA˚∥∥L∞t L∞r L2θ(A≥0)
)∥∥∇Pσ′ (〈Ω〉m(s)s 12ψs)∥∥LEσ′
.
(
MΩ1 +MΩ2 +MΩ3
)
(σ′)−
1
2
∥∥Pσ′
2
(〈Ω〉m(s)s 12ψs)
∥∥
LEσ′
,
where
MΩ1 := (σ
′)
1
2
∥∥P≥σ′LΩA˚∥∥L∞t L∞x (H2),
MΩ2 :=
∑
−kσ′≤ℓ<0
2ℓ
∥∥P≥σ′LΩA˚∥∥L∞t L∞r L2θ(Aℓ),
MΩ3 :=
∥∥r4P≥σ′LΩA˚∥∥L∞t L∞r L2θ(A≥0).
If we can show that
MΩj . ‖ψs‖S for j = 1, 2, 3,
the desired bound (8.34) follows by Schur’s test from∫ 1
σ
σ
1
4
∥∥(P≥σ′LΩA˚k)∇kPσ′ (m(s)s 12ψs)∥∥LE∗
σ′
dσ′
σ′
.
∫ 1
σ
( σ
σ′
) 1
4 (
MΩ1 +MΩ2 +MΩ3
)
(σ′)−
1
4
∥∥Pσ′
2
(m(s)s
1
2 〈Ω〉ψs)
∥∥
LEσ′
dσ′
σ′
.
Now the desired bounds onMΩj , j = 1, 2, 3, are precisely the contents of (7.34), (7.35), (7.36) in Lemma 7.7.
The treatment of the first term on the right-hand side of (8.35) is similar where we instead use estimates
(7.37), (7.38), (7.39) in Lemma 7.7. This completes the proof of (8.34).
Turning to the first term on the right-hand side of (8.33) we would like to prove∥∥∥∥∥IΩ1∥∥LE∗σ∥∥∥L∞ds
s
∩L2ds
s
L2dσ
σ
(0, 12 )
. ‖ψs‖2S . (8.36)
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To this end we use Lemma 3.13 with p ∈ (1, 2) fixed, and upon noting that −kσ ≥ −kσ′ for 0 < σ′ ≤ σ,
write∥∥IΩ1∥∥LE∗σ .
∫ σ
0
σ−α
∥∥(P≥σ′LΩA˚)Pσ′ (m(s)s 12ψs)∥∥L2tLpx(A≤−kσ′ ) dσ′σ′
+
∫ σ
0
σ−α
∑
−kσ′≤ℓ<−kσ
∥∥(P≥σ′LΩA˚)Pσ′ (m(s)s 12ψs)∥∥L2tLpx(Aℓ) dσ′σ′
+
∫ σ
0
σ−
1
4
∑
−kσ≤ℓ<0
2
1
2 ℓ
∥∥(P≥σ′LΩA˚)Pσ′ (m(s)s 12ψs)∥∥L2tL2x(Aℓ) dσ′σ′
+
∫ σ
0
σ−
1
4
∥∥r2(P≥σ′LΩA˚)Pσ′ (m(s)s 12ψs)∥∥L2tL2x(A≥0) dσ′σ′
.
∫ σ
0
σ−α
∥∥P≥σ′LΩA˚∥∥
L∞t L
2p
2−p
x (H2)
∥∥Pσ′ (m(s)s 12ψs)∥∥L2tL2x(A≤−kσ′ ) dσ′σ′
+
∫ σ
0
σ−α
∑
−kσ′≤ℓ<−kσ
2
1
2 ℓ
∥∥P≥σ′LΩA˚∥∥
L∞t L
2p
2−p
x (Aℓ)
2−
1
2 ℓ
∥∥Pσ′(m(s)s 12ψs)∥∥L2tL2x(Aℓ) dσ′σ′
+
∫ σ
0
σ−
1
4
∑
−kσ≤ℓ<0
2ℓ
∥∥P≥σ′LΩA˚∥∥L∞t L∞r L2θ(Aℓ)2− 12 ℓ∥∥sinh 12 (r)Pσ′ (m(s)s 12ψs)∥∥L2tL2rL∞θ (Aℓ) dσ′σ′
+
∫ σ
0
σ−
1
4
∥∥r4(P≥σ′LΩA˚)∥∥L∞t L∞r L2θ(A≥0)∥∥sinh 12 (r) r−2Pσ′(m(s)s 12ψs)∥∥L2tL2rL∞θ (A≥0) dσ′σ′ .
Applying L∞θ -Sobolev embedding on S
1 to bound∥∥sinh 12 (r)Pσ′ (m(s)s 12ψs)∥∥L2tL2rL∞θ (Aℓ) . ∥∥Pσ′ (〈Ω〉m(s)s 12ψs)∥∥L2tL2x(Aℓ),∥∥sinh 12 (r) r−2Pσ′(m(s)s 12ψs)∥∥L2tL2rL∞θ (A≥0) . ∥∥r−2Pσ′ (〈Ω〉m(s)s 12ψs)∥∥L2tL2x(A≥0),
the desired estimate (8.36) then follows by Schur’s test (as for the term I1 in the proof of Lemma 8.1) using
the bounds (7.35), (7.36), (7.40), and (7.41) from Lemma 7.7. This completes the proof of (8.36), and hence
of the high-frequency estimate (8.31).
The proof of the low-frequency estimate (8.32) is based on that of (8.22) in the proof of Lemma 8.1, using
similar modifications as above to separate the angular and radial directions, and where in the process we
use the estimates (7.36) and (7.40) in Lemma 7.7. We omit the details. 
8.2. Analysis of the quadratic, cubic, and higher terms. In this subsection we complete our analysis
by proving Lemmas 8.3 and 8.4.
Proof of Lemma 8.3. The proofs of the asserted estimates are all straightforward consequences of Ho¨lder’s
inequality and the previously established bounds on A˚, At, and Ψ˚ in Lemma 7.2, Lemma 7.3, and Lemma 7.5.
We begin with the proof of (8.3). From (7.5) we obtain
‖|Ψ˚|2〈Ω〉(m(s)s 12ψs)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖Ψ˚‖2L∞ds
s
L4tL
4
x
‖〈Ω〉(m(s)s 12ψs)‖L∞ds
s
∩L2ds
s
L4tL
4
x
. ‖ψs‖3S .
Analogously, using (7.5), the estimate (8.4) follows from
‖|LΩΨ˚||Ψ˚|(m(s)s 12ψs)‖
L∞
ds
s
∩L2
ds
s
L
4
3
t L
4
3
x
. ‖LΩΨ˚‖L∞ds
s
L4tL
4
x
‖Ψ˚‖L∞ds
s
L4tL
4
x
‖m(s)s 12ψs‖L∞ds
s
∩L2ds
s
L4tL
4
x
. ‖ψs‖3S .
Next, invoking the bounds (7.6) and (7.8), we infer the estimate (8.5) from
‖A˚kA˚k〈Ω〉(m(s)s 12ψs)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖A˚‖2L∞ds
s
L4tL
4
x
‖〈Ω〉(m(s)s 12ψs)‖L∞ds
s
∩L2ds
s
L4tL
4
x
. ‖ψs‖3S
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and the estimate (8.6) follows similarly from
‖LΩA˚kA˚k(m(s)s 12ψs)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖LΩA˚‖L∞ds
s
L4tL
4
x
‖A˚‖L∞ds
s
L4tL
4
x
‖〈Ω〉(m(s)s 12ψs)‖L∞ds
s
∩L2ds
s
L4tL
4
x
. ‖ψs‖3S .
Moreover, using (7.23), we conclude that
‖At〈Ω〉(m(s)s 12ψs)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖At‖L∞ds
s
L2tL
2
x
‖〈Ω〉(m(s)s 12ψs)‖L∞ds
s
∩L2ds
s
L4tL
4
x
. ‖ψs‖3S ,
which proves (8.7). In a similar manner, we can use (7.23) to deduce (8.8). Finally, the estimate (8.9) is a
consequence of (7.9) and
‖(∇kA˚kQ)〈Ω〉(m(s)s
1
2ψs)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖∇A˚Q‖L∞
ds
s
L2tL
2
x
‖〈Ω〉(m(s)s 12ψs)‖L∞
ds
s
∩L2
ds
s
L4tL
4
x
. ‖ψs‖3S .
The last estimate (8.10) follows analogously. 
Finally, we prove Lemma 8.4.
Proof of Lemma 8.4. The asserted estimates are again straightforward consequences of Ho¨lder’s inequality
and the previously established bounds on A˚ and Ψ˚. In order to prove (8.11), we use (7.5) to conclude that
‖|Ψ∞||Ψ˚|〈Ω〉(m(s)s 12ψs)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖Ψ∞‖L∞x ‖Ψ˚‖L∞ds
s
L
8
3
t L
8
3
x
‖〈Ω〉(m(s)s 12ψs)‖
L∞ds
s
∩L2ds
s
L
8
3
t L
8
3
x
. ‖ψs‖2S .
The estimate (8.12) follows analogously from (7.5). Next, we invoke (7.6) and (7.8) to deduce
‖A∞k A˚k〈Ω〉(m(s)s
1
2ψs)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖A∞‖L∞x ‖A˚‖L∞ds
s
L
8
3
t L
8
3
x
‖〈Ω〉(m(s)s 12ψs)‖
L∞ds
s
∩L2ds
s
L
8
3
t L
8
3
x
. ‖ψs‖2S ,
which establishes (8.13). The estimate (8.14) follows similarly. Finally, we use (7.7) to deduce (8.15) from
‖(∇kA˚kL)〈Ω〉(m(s)s
1
2ψs)‖
L∞ds
s
∩L2ds
s
L
4
3
t L
4
3
x
. ‖∇A˚L‖
L∞ds
s
L
8
3
t L
8
3
x
‖〈Ω〉(m(s)s 12ψs)‖
L∞ds
s
∩L2ds
s
L
8
3
t L
8
3
x
. ‖ψs‖2S .
Then (8.16) can be proven analogously. 
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