Climate Change is a hot issue in the world. Effect of climate change on yield of two varieties of Boro rice has been assessed using the CERES Rice model of the DSSAT modeling system. The yield of BR3 and BR14 Boro varieties for the years 2008, 2030, 2050 and 2070 have been simulated for 12 locations (districts) of Bangladesh, which were selected from among the major rice growing areas in different regions of Bangladesh. The CERES-Rice model uses a detailed set of crop specific genetic coefficients for predicting yield and the BR3 and BR14 were selected in the present study because "genetic coefficients" for these varieties are available in the DSSAT modeling system. Available data on soil and hydrologic characteristics of these locations, and typical crop management practice for Boro rice were used in the simulations. The weather data required for the model (daily maximum and minimum temperatures, daily solar radiation and daily precipitation) were generated for the selected years and for the selected locations using the regional climate model PRECIS. The model predicted significant reduction in yield of both varieties of Boro rice due to climate change; yield reductions of over 20% and 50% have been predicted for both rice varieties for the years 2050 and 2070, respectively. Increases in daily maximum and minimum temperatures have been found to be primarily responsible for reduction in yield. Increases in incoming solar radiation and atmospheric carbon-di-oxide concentration increases rice yield to some extent, but their effect is not significant compared to the negative effects of temperature. Variations in rainfall pattern over the growing period have also been found to affect rice yield. Increasing temperatures and solar radiation have been found to reduce the duration of physiological maturity of the rice varieties. Model results also suggest that in addition to reducing yield, climate change may also make rice yield more vulnerable to transplanting date, predicting significant reduction in yield as transplanting date is delayed, especially beyond 15 January. DSSAT modeling system could be a useful for assessing possible impacts of climate change and management practices on different varieties rice and other crops.
INTRODUCTION
This article based on empirical nexus between three climate variables and rice yield has been estimated using aggregate level time series data. However, average aggregate data at the national level does not take into account potentially large differences between different crop producing regions or districts (Chenetal. 2004; Lobelletal. 2007) . In reality, different areas are impacted heterogeneously by climate change (Mendelsohn and Williams 2004; Gbetibou and Hassan2005) . Even then, the impact of climate change varies within and between agro-ecological regions of the same country (Gbetibou and Hassan 2005; Haimetal. 2008) . This, therefore, warrants research using more disaggregated climate and rice yield data for a clearer understanding of the economic impact of climate change on rice production. Therefore, this chapter aims to estimate the economic impact of climate change on rice yields using cross-sectional time series data as well as disaggregated climate and rice yield data at the district level. These local level estimates have the potential to reflect more accurately the relationship between the variables of interest (Chen et al. 2004; Guiteras 2009 ). This estimation will address research question two. In so doing, specific additional research questions are formulated to direct our analysis further: Is there any difference in climate variables across the regions or areas? How do the changes in temperature and rainfall effect the mean and variability of yield of three different rice varieties (Aus, Aman and Boro) transversely all seven climate zones? What will be the influence of future climate change setups on rice yields? The organization of this part is as follows a brief overview of the literature, presents the methodology used for estimation purposes. Empirical findings are reported and discussed in this part.
A brief overview of the literature
One of the major determinants of fluctuations in crop yield is year-to-year changes in climatic variables (Hazell 1984; Anderson andHazell 1987) . There have been several studies measuring the effects of climate variables on crop productivity using either simulation models such as CERES-maize, CERES-rice or EPIC (Phillips et al.1996; Rosenzweig et al. 2002; Tan and Shibasaki 2003) or regression models (Mendelsohn et al. 1994; Chang 2002; Haim et al. 2008 ).
Mostly, two major methodologies were employed in these studies to assess the impact of climate on agriculture: the production function approach (also known as crop modeling or agronomic models) (Mearns et al.1997 ) and the Ricardian approach (Mendelsohn et al.1994) . The first approach, based on controlled experiments, simulates data on climate factors and crop yields in a laboratory-type setting. With careful control and randomized application of environmental conditions, this approach has its capability to forecast the potential climatic impacts on agricultural yields. However, this approach does not take into consideration farmers' attitudes toward adaptation and thus results in an over estimation of negative impacts and an underestimation of positive effects (Adam et al.1990; Mendelsohn et al. 1994; Adams et al. 1999; Haim et al. 2008) .
In contrast, the Ricardian approach estimates the relationship between land values and agro-climatic factors by making use of cross-sectional data (Mendelsohn et al. 1994; Kumar and Parikh 1998) . The main strength of this approach is that it captures farmers' Mitigations that affect land values (net revenue or farm income). Consequently, the model has been successfully applied in many countries including the USA (Mendelsohn et al. 1994; Mendelsohn and Dinar 2003) ; England and Wales (Maddison 2000) ; Kenya (KabuboScholarly J. Agric. Sci. 284 Mariara and Karanja 2007); Taiwan (Chang 2002) ; South Africa (Gbetibouo and Hassan 2005) ; Cameroon (Moula 2009); China (Wang et al. 2009); and India and Brazil (Sanghi and Mendelsohn 2008) . However, the model, in its original form, cannot be applied to most developing countries because of the absence of efficient land markets. The major weakness of a Ricardian model lies in its in ability to incorporate omitted variables such as unobservable skills of farmers and quality of soil which are also known as time independent and location specific factors (Barnwal and Kotani2010) . However, although variability in yield is found to be affected by climate variables in some studies (Chen et al. 2004; Chen and Chang 2005; Kim and Pang 2009 ), a Ricardian model is unable to assess the effect of climate change on yield variability (Mearnsetal.1997) . This has already led some economists to use a panel data approach to account for the problem of omitted variables by including district or regional dummies in the model (Chen et al. 2004; Schlenker and Roberts 2006; Deschenes and Greenstone 2007; Guiteras 2007; McCarl et al. 2008; Kim and Pang 2009; Barnwal and Kotani 2010; Cabas et al.2010) .Moreover, panel data provides more information and degrees of freedom, and can control individual heterogeneity. Furthermore, there are several other advantages in using a panel data approach such as increasing sample size considerably and it being better suited to study the dynamics of change by employing repeated cross-section observations (Gujarati2004; Baltagi2008). Previous studies carried out internationally are based on the theoretical framework of Just and Pope's (1978) stochastic production function approach. However, there have been, to the best of the researcher's knowledge, no studies applying the panel data approach in Bangladesh. There are a few regional and national level studies on the impact of climate change or of droughts on rural livelihoods and crop agriculture using descriptive statistics (Paul1998; Ali 1999; Rashid and Islam 2007) and simulation models (Karim et al.1996; Mahmood 1998; Mahmood et al. 2004; Rimi et al. 2009; Basak et al. 2010) . Therefore, there is a need to assess the effects of climate variables on mean rice yield and its variability in Bangladesh using a panel data approach. The analysis in this chapter is based on the stochastic production function approach introduced by Just and Pope (1978 and1979) . This chapter will contribute to the literature in some important ways. First, there are few empirical studies about the impact of climate change on mean crop yield and its variability (Chen et al. 2004; Isik and Devadoss 2006; Kim and Pang 2009) . Second, earlier studies using panel data have used average temperature and rainfall as the two climate variables (Chen et al. 2004; Isik and Devadoss 2006; Kim and Pang 2009) .Average temperature was constructed as an average of maximum temperature and minimum temperature. However, the inclusion of maximum and minimum temperature is Kabir 285 (Chen et al. 2004) . Therefore, variables having the properties of I(1)must be differenced before panel estimation occurs (McCarl et al. 2008) . Otherwise, using anon-stationary data set directly might yield spurious results (Chen and Chang 2005; Granger and Newbold 1974) . However, the time series properties of one variable comprising many regions in a panel data setting are hard to characterize (Chenetal.2004) . This study uses the Fisher-type test as proposed in Maddala and Wu (1999) . The Fisher test obtains more precise results and achieves higher power compared to other tests such as LLC (Barnwal and Kotani 2010) .
Empirical model specification and estimation method
In order to determine the effects of climate variables on the level of yield and its variability, the stochastic production function approach pioneered by Just and Pope (1978 and 1979 ) is applied here. The fundamental concept underpinning this approach is that the production function can be decomposed into two segments: the first segment is linked to the mean output level while the second segment is associated with the variability of that output Cabas et al. 2010; Kim and Pang 2009) . The general form of the Just and Pope production function is (Just and Pope1978):
Where y is yield, X is a set of explanatory variables. The parameter estimation of (ܺ) provides the average impact of the explanatory variables on yield while ℎ(ܺ) offers their effect on the variability of yield (Chen and Chang 2005) . Based on Saha et al. (1997) and Chen et al. (2004) the following form of production function is estimated:
where, y is rice yield (Aus, Aman and Boro), X is a set of independent variables (e.g., temperature, rainfall, location and time period) and ߳ is the exogenous production shock with ‫)߳(ܧ‬ = 0 and Var(ϵ) = δ2 With this formulation, explanatory variables affect both mean and variability of rice yield because ‫)ݕ(ܧ‬ ‫..).(‪)=ℎ‬ݑ(ݎܸܽ=)ݕ(ݎܸܽ݀݊ܽ)ݔ(݂=‬ The parameter estimation of (. ) gives the average effects of the independent variables on yield, while ℎ(. ) reveals the impacts of the covariates on the variability of yield. It is not worthy that a positive sign on any parameter of ℎ(.) implies arise in that variable, i.e., an increase of the variability of yield. A negative sign on the same function indicates a decrease of the variability indicating that weather variables are risk declining inputs.
Three functional forms of production functions (CobbDouglas, quadratic and translog) are used for the estimation of the Just and Pope Production function 
Mean function
The mean function is specified as: Cobb-Douglas form
Where ‫݆ݔ‬ ܽ݊݀ ‫݇ݔ‬ are explanatory variables that include Scholarly J. Agric. Sci. 286
weather variables, Trepresents time trend and ′ imply coefficients to be estimated. The justification of including the time trend is that it can capture technological progress over the period under consideration.
Variance function
Only the linear functional (CD) form is considered for the variability function because the variance function has a non-linear form and the inclusion of quadratic terms for explanatory variables makes the analysis more difficult. Following Just and Pope (1978, 1979) , Kumbhakar and Tveteras (2003) and Koundouri and Nauges (2005) , the variability Function ℎ(. ) is model led as a Cobb-Douglas form:
Logarithmic transformation of this function (Equation 5.6) produces the linear function as follows
Where ‫ݏ′ߚ‬ are parameters to be estimated.
Fixed effects and random effects models are usually used for a panel model (Baltagi 2005; Wooldridge 2009 ).This study has used the fixed effects model purposely for two reasons. First, it allows region or district specific characteristics to be included which are one of the motivations of using a panel model. To take into account the regional differences in the mean yield function, regional dummies are included in the model. Second, the fixed effects model is appropriate in situations where there is a possibility of correlation between repressors and time-invariant distinctiveness (Wooldridge 2009 ).In contrast, the random effects model necessitates the assumption of no correlation between unobserved time-invariant characteristics and the explanatory variables. Therefore, the fixed effects model is selected for this study and this selection is consistent with past studies (McCarl et al. 2008; Kimand Pang 2009; Barnwal and Kotani 2010; Cabas et al. 2010) . Both MLE and a three-step FGLS were prescribed in Just and Pope 1978,1979) for estimating both functional forms. However, FGLS estimation has been employed in most quantitative studies, although MLE is more efficient and unbiased than FGLS for small samples (Saha et al. 1997) . Given the large sample here, FGLS was used in this study as described in Judge et al.(1988) to estimate a form of fixed effects panel model for the above equations. Moreover, both FGLS and MLE were used in the preliminary analyses but FGLS was found to produce better results. This is another reason for the choice of 
RESULTS

Descriptive statistics for climate variability at district level
In this section, climate variability is examined for each district and for each climatic zone. variations. This rubric picture becomes more comprehensive if these are analyzed in the context of climatic zones as illustrated in Table 3 . The data reveals that variability in climate variables changes across climate zones. Annual mean maximum temperature is highest for the western zone while it is lowest for the southern part of the south zone. The zones having the highest relative variability in maximum temperature include the southeastern and the southern part of the south. In terms of minimum temperature, the southeastern, northeastern, southern part of the south and south western zones experience the highest variability. From the view point of rain fall, the southwestern zone receives the lowest annual mean total rainfall. Variability in rainfall is also higher for the southwestern and the southern part of the south zones.
Overall, there have been significant variations in climate variables across the districts and climate zones. However, the changes are more profound when seen in the context of climate zones. One important dimension of this finding is that the southwestern zone (i.e., Jessore and sathkhira district) has the highest maximum temperature and the lowest annual rainfall which has made the zone the most severely drought-prone area of Bangladesh. These findings are consistent with Islam and Neelim (2010) . This is a strong basis for separate research focusing on the south western zone(i.e., the greater Jessore district), which is the focal point of Chapters 6 and 7.
The panel unit root test
The Fisher-type test is used to examine the stationarity properties of the variables under a panel model. There are two versions of the Fisher-type test: ADF and PP. This study finds identical results from these two versions and produces the results using ADF test. Moreover, another test, Harris-Tzavalis (HT), is also used to ensure the robustness of the results. The results are reported in Table 4 .
The estimated test statistics implies that rice yields and climate variables exhibit similar results under both with and without time trend. This suggests that the null hypothesis of unit roots (i.e., non-stationary) is rejected at the 1% level of significance for all variables in the table. This implies that all variables under the model are stationary. These results are consistent with McCarl et al. (2008) , and Kim and Pang (2009) . Therefore, the threestage FGLS can be applied to analyze the data without differencing.
The Quantitative model
Estimates of the linear Cobb-Douglas and linear quadratic functions for mean yield and linear function for yield variability are made using the FGLS estimation method. Regional dummies are included to the mean yield function but not to the variability function assuming different regions have different mean yields with almost identical variances across zones. Six regional dummies for seven climate zones are included to avoid dummy variable trap (Gujrati 2004). The estimated results for the three rice varieties are now presented.
Result for Aus rice
The regressors for the Aus rice model are jointly statistically significant because the overall Wald statistic of 984.36 under the linear functional form has a P-value of 0.000 and that of the quadratic form is 788.01 has also a P-value of 0.000. The detailed results are illustrated in Kabir 289 south. Therefore, most of the regional dummies are statistically significant in both models. The trend is positively related to the mean yield and statistically significant in both models. For the yield variability function, the estimated coefficients show that increases in minimum temperature diminishes the variability of Aus rice yield. That is, minimum temperature is risk reducing whereas maximum temperature and total seasonal rainfall are risk increasing. However, only maximum temperature is individually statistically significant in the yield variability function. The trend variable is also statistically significant. This implies that crop yields increase over time due to technological progress such as improved irrigation coverage, expansion of HYVs and increased use of fertilizer. These results are also in line with the findings of Anderson and Hazell (1987) , Isik and Devadoss (2006) , Note: ***, ** and * represent levels of significance at 1%, 5% and 10%respectively,.calculated by Rashid and Kim and Pang (2009) .
Results for Aman rice
The impact of climate change on Aman rice yield is reported in Table 6 . The Wald statistics have a P-value of 0.000 both for the linear and quadratic models. This implies that the regressors under both models are statistically significant. The values of the Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) were used to select the better functional form. The linear model is marginally better because it has a higher negative value. The sign and level of significance for the impacts of climate variables for Aman rice differ between the linear and quadratic models. Maximum temperature has a positive impact on mean yields in the linear model and a negative effect in the quadratic model. Minimum temperature has a negative effect on rice yield in the linear model while a positive impact in the quadratic model. Finally, rainfall has a positive impact on rice yield though the effect is not statistically significant in either functional form. In the quadratic model, the quadratic term for minimum temperature is statistically significant with a negative effect on rice yield. The other two quadratic terms have positive impact but with no statistical significance. None of the three interaction terms are statistically significant but the interaction between maximum and minimum temperature has a positive effect on rice yield while the other two interaction terms have a negative impact. All of the regional dummies are statistically significant in both models aside from the northeastern and western zones. Moreover, most of the significant regions have positive impact on yield except the southwestern which has a negative effect. For the yield variability function, the effects of maximum temperature and rainfall on rice yield variability are positive and statistically significant. The impact of minimum temperature on rice yield is negative with statistical significance. This implies that minimum Kabir 291 Note:***,**and* represent levels of significance at 1%,5% and 10% respectively estimated by Rashid temperature is risk decreasing while maximum temperature and rainfall are risk increasing. Finally, the trend variable has a positive impact on both rice yield and variability in both models.
Results for Boro rice
Unlike Aman, Boro is an entirely irrigated rice crop. The impact of climate change on the mean and variability of Boro rice yield are illustrated in Table 7 . The P-values of the Wald statistic confirm that both functional forms have overall statistical significance. However, the values of AIC and BIC make the linear model more significant. The effects of climate variables on the mean and variability of rice yields differ between the linear and the quadratic models. The effect of minimum temperature on mean rice yield in the linear model is positive and statistically significant. The other statistically significant climate variable is the interaction term for minimum temperature and rainfall in the quadratic model. The remaining coefficients on the climate variables are not statistically significant in either model. Nevertheless, maximum temperature and rainfall have negative impacts on mean rice yield in both models. Of the regional dummies, the southeastern, northeastern and northwestern are statistically significant. However, the southeastern and northeastern have positive effects whilst the southwestern has a negative impact on mean rice yield. For the yield variability function, the effects of minimum temperature and seasonal total rainfall on rice yield variability are statistically significant. However, the effect of minimum temperature is positive while that of rainfall is negative. This indicates that the minimum temperature is risk increasing while rainfall is risk decreasing in production. Though the effects of maximum temperature on yield variability are not statistically significant, they have a negative effect. This implies that the maximum temperature is risk decreasing.
Climate elasticities of rice yields
Since the quadratic models have both quadratic and interaction terms, it is not possible to compare the signs and extent of the estimated coefficients in that model to those of the linear model. (Chen et al.2004) . These elasticities are reported in Table 8 . The estimated elasticities are different between the linear and quadratic models for mean yield while the values for elasticities are slightly different in the yield variability function. The elasticities of the maximum temperature vary from-0.0010 to 0.1984 in the mean yield function for the three varieties of rice and -0.0002 to 0.0563 in the variance functions. Since these values are less than unity, the response of mean yields and variability of all three rice varieties to the changes in the maximum temperature are, therefore, inelastic. An increase in maximum temperature level usually decreases the mean and variance of Boro rice yield while it increases the mean and variability of Aus and Aman rice. Moreover, the estimated elasticities' range is from -1.9598 to -20.2934 in the quadratic model implying mean yield changes to maximum temperature are elastic. This leads to the conclusion that the maximum temperature is yield decreasing for all rice varieties in the quadratic model. Furthermore, the estimated elasticities of maximum temperature are higher for Aman and Aus than that of Boro in both the mean yield and yield variability functions. The estimated elasticities of the minimum temperature range from -1.4788 to 4.0406 in the mean yield functions while the range is between-0.0260 and 0.0052 in the yield variability functions. The estimated elasticities of minimum temperature for mean yields in the linear function is less than unity and thus in elastic for Aus, Aman and Boro. The elasticity for mean yield for Boro rice in the quadratic model is also in elastic. However, the estimated elasticities for the mean yields of Aus and Aman are greater than 1 in the quadratic model and thus elastic. The response of yield variability of all three rice yields to changes in minimum temperature is inelastic. An increase in minimum temperature reduces the variability of Aus and Aman rice yields, while it increases the variability of Boro rice yield.
The estimated elasticities of rainfall vary from-0.6265to13.9959 in the mean yield functions and -0.7187to0.0833 in the yield variability functions. Thus, the response of mean yields of Aus, Aman and Boro to changes in rainfall is mixed. More precisely, the mean yields for Aus and Aman to changes in rainfall are inelastic in the linear model, but elastic in the quadratic model. However, the mean yield for Boro is inelastic in both linear and quadratic models. The estimated elasticities are less than 1 in the yield variability function which makes the variance of the three rice yields to changes in rainfall inelastic. The signs of the elasticities imply that rainfall is risk increasing for Aman rice whilst it is risk decreasing for Aus and Boro yields.
Effects of future climate change
The elasticity estimates are now used in order to estimate the impacts of future climate change scenarios on rice yield and its variability. In so doing, a few climate change scenarios are modeled, based on scenarios from the Ministry of Environment and Forest (MOEF2005) . This is applied to the growing periods of the three rice varieties and is shown in Tables 9 to 11. The changes in rice yields for each climate scenario are measured using the percentage changes in maximum temperature, minimum temperature and rainfall together with the elasticity estimates from Table 8 . The percentage changes in mean Aus yield and variance for the years 2030, 2050 and 2100 are presented in Table 9 .
These results imply that the mean yields for Aus rice would fall, to some extent, in response to the projected climate changes for the years 2030 and 2050. However, the percentage decrease in mean yield under the quadratic model is far greater than that of the linear model. Furthermore, mean yield for 2100 decreases in the linear model where a sit increases in the quadratic model. The variability of Aus rice yield would decline by almost the same percentage in both functional forms over the three periods. Most importantly, the decrease in variability increases overtime. The percentage changes in mean Aman yield and variance for 2030, 2050 and 2100 are presented in Table 10 . These data indicate that all three scenarios of climate change would result in an increase in mean rice yield in both the linear and quad--ratic models. However, mean yield increase in the quadratic model is well above the value for the linear model. On the other hand, future climate changes would increase Aman yield variability over the years and the variations are profound when comparing 2030 and 2100. However, the percentage variability changes are very similar in both models. The change in Boro rice yield would increase for all the three time periods and in both models as shown in Table 11 . For example, the percentage increases in mean yield are 0.10% and 1.58% for the linear and quadratic models respectively for 2030 while the values are 0.25% and 2.68% for 2100, respectively.
The variance of Boro yield would increase over the three periods. It is not worthy that mean yield and variability for rice yields however expand at decreasing rates. However, future climate change would have adverse impacts on rice yield variability which might result in production fluctuations and spiral price changes for rice (Kim and Pang, 2009 ).
CONCLUDING COMMENTS
Climate change will impact upon the mean and variability of rice crop yields (Chen et al. 2004; Isik and and Devadoss 2006; Kim and Pang 2009 ).This chapter was to assess climate variability at the district and climate zone levels. Descriptive statistics reveal that there are significant variations in climate variables across the districts and climate zones during the 1972-2009 periods. However, the changes are more profound when district level data are aggregated to climate zone. One important dimension of the findings is that the Southwestern zone (i.e. the greater jessore and Sathkhira districts) has the highest maximum temperature and the lowest annual rainfall which makes the zone the most severe drought-prone area of Bangladesh. These findings are also consistent with other studies (FAO 2006) .
The second, and main, research objective of this chapter was to evaluate the effects of climate changes on the yield and variability of three main rice varieties using disaggregated data. The Just-Pope production function was used as the theoretical frame work and a balanced panel data model was utilized to achieve this objective. The results reveal that the impacts of climate variables vary among the three rice varieties. Maximum temperature is positively related to Aus and Aman mean rice yield in the linear model while the relationship is negative in the quadratic model. The elasticity values under the variance function imply that maximum temperature is risk increasing for Aus and Aman rice while risk decreasing for Boro rice production. However, the impacts of minimum temperature on yield variability are different. An increase in minimum temperature is likely to decrease the yield variability for Aus and Aman rice production while the yield variability for Boro rice is Scholarly J. Agric. Sci. 294
increased. Therefore, minimum temperature is risk increasing for Boro rice and risk decreasing for Aus and Aman varieties. Finally, the impacts of rainfall on yield variability are positive for Aman rice and negative for Aus and Boro rice. This confirms that rainfall is risk increasing for Aman rice while risk decreasing for Aus and Aman rice. These results provide further evidence of the potential productivity losses which will occur with changes in climate. Moreover, most of the regional dummy variables are statistically significant with differential impacts on rice yield. This proves that different climate zones are impacted differently by climate change.
Therefore, the severity of climate change effects on rice yields varies among the climate zones. This cautions against national or state level adaptation policies which maybe in effective and consequently suggests region specific or climate zone specific adaptation policies. This then warrants the need for more location-focused research on climate change and agricultural production to devise local or micro level adaptation policies for reducing yield variability, ensuring food security and all aviating rural poverty in the presence of climate change. Three time scenarios (2030, 2050 and 2100) were developed to model potential climate changes on rice yield and its variability. The changes in rice yield for each of these scenarios were measured using the percentage changes in maximum temperature, minimum temperature and rainfall in an aggregate form. The results reveal that future climate change is expected to increase the variability of rice yield for Aman and Boro varieties. However, the variability will be higher for rain-fed Aman rice compared to the irrigated Boro rice crops.
Finally, a major caveat is that although the panel data model is an improvement overtime series and crosssectional data; the model does not always provide a cureall for the econometrician's problems (Gujrati 2004) . For example, how individual farmers are affected by climate change is not discernable from the panel data model results. It has been found elsewhere that the impact of climate change is more profound at the farm level (Downing 1992; Benson and Clay 1998) . Data from a survey of farmers thus can indicate the impact of climate change and climate related extreme events more explicitly
