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Abstract 
We explore an approach to developing Datalog parallelization strategies that aims at good ex- 
pected rather than worst-case performance. To illustrate, we consider a very simple parallelization 
strategy that applies to all Datalog programs. We prove that this has very good expected perfor- 
mance under equal distribution of inputs. This is done using an extension of O-l laws adapted 
to this context. The analysis is confirmed by experimental results on randomly generated data. 
1. Introduction 
The performance requirements of databases for advanced applications, and the in- 
creased availability of cheap parallel processing, have naturally lent great importance 
to the development of parallel processing techniques for databases. Much of the ex- 
isting research in this direction has focused on parallelization of Datalog queries. In 
this paper we investigate parallel processing of Datalog from a probabilistic viewpoint. 
In contrast o existing work, we propose to guide the design and evaluation of paral- 
lelization strategies by expected performance. We evaluate the expected performance of 
parallelization strategies using O-l laws, a powerful tool from logic. We illustrate this 
approach to design and analysis using a very simple pure parallelization technique, ap- 
plicable to all Datalog programs. Rather surprisingly, we show that this simple strategy 
has provably very good expected performance. This is backed up with experimental 
results. 
Most existing approaches to parallel processing of Datalog fall into a few broad 
categories. In the pure parallelization approach, the data (or rule instantiations) are 
partitioned among a fixed number of sites according to some criteria. Then the Datalog 
program is run in parallel without communication among the sites. The final result 
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consists of the union of the results at each site. Programs for which this algorithm is 
complete (i.e., computes the entire result) are called sharable [27] or, in the case of 
disjoint results at each site, decomposable. Sufficient syntactic conditions for decom- 
posability have been provided in [lo, 29,221. The property of being decomposable was 
shown undecidable in [28]. 
The alternative to the pure parallelization approach is to allow communication among 
the sites. Among methods using communication, we can identity two different ap- 
proaches. One is the so-called rule instantiation partitioning strategy [ 13,28,30], which 
is a pure bottom-up method that parallelizes the evaluation by partitioning the rule 
instantiations of a program among the sites, such that each site evaluates the same 
original program but with less data. Since communication ensures completeness, there 
is no longer a need for restricting programs to ensure decomposability, as in the pure 
parallelization approach. 
Another possibility is the so-called rule (or clause) decomposition, where the rules of 
a program are evaluated in a top-down style, employing sideways information passing 
to focus on relevant facts [25, 15], sometimes considering a pipelined strategy [5]. Such 
methods are useful primarily when the query goal contains constants. They usually 
require an initial compilation phase. In the presence of constants in the query, bottom- 
up optimization techniques, like the Magic Sets rewriting method, seem to yield better 
results [24]. A survey of these strategies can be found in [23]. 
The general paradigm in the approaches described above is to propose heuristics 
for parallelization, such that the resulting parallel algorithms are always complete. 
Completeness means that the union of the results from each site at the end of the 
algorithm provides the correct result. Much of the effort and cost in these approaches 
goes into guaranteeing completeness in all cases. As discussed above, this may include 
inter-site communication during evaluation, pre-processing, or syntactic restrictions on 
the programs. 
Here we explore a somewhat different approach. We argue that the price paid for 
guaranteeing completeness in all cases is too high and affects adversely the average 
performance. Instead, we propose approaching the issue of completeness from a prob- 
abilistic point of view. To illustrate this idea, we examine a parallelization strategy 
which is extremely straightforward, works on all programs, uses no communication, 
but which no longer guarantees completeness in all cases. In those cases where incom- 
pleteness occurs, a sequential “completion” phase at the end of the parallel processing 
phase is required. In the worst case, no gain is obtained from the parallelization, since 
the “completion” portion of the algorithm may be as costly as a purely sequential 
algorithm. The key to the approach is to show that the cases where incompleteness 
occurs are rare. Indeed, we prove that for almost all inputs (which is given a pre- 
cise probabilistic meaning), the result of the parallel phase is complete and the overall 
performance of the algorithm is much better than the monosite algorithm. 
The probabilistic results on the behavior of our parallelization algorithm are obtained 
using an elegant tool from logic! O-l laws [ 111. These establish a connection between 
logical languages and the probability that properties expressible in these languages 
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are true. Thus, the fact that a property of data is expressible in a language that has 
a O-l law provides information on the probability that the property is true. To use 
these results, we show that the “good” behavior of our parallelization algorithm is a 
property of data that can be expressed by a sentence that is asymptotically true, in 
a language having a O-l law. This yields the results on the good performance of the 
algorithm on almost all inputs. 
So far, the primary use of O-l laws in databases has been as a tool for understanding 
the expressive power of query languages. For example, this is used to show that the 
parity of a set is not expressible in languages like FO [ll], Jixpoint, and while [19]. 
The average complexity of various query languages has been investigated using O-l 
laws in [l]. This also included a probabilistic analysis of certain query optimization 
algorithms, for which heuristics were then developed in [3]. To our knowledge, the 
present work is the first to use O-l laws in the analysis of concrete parallelization 
strategies. 
The probabilistic results described above should be viewed simply as guiding infor- 
mation towards the design of parallelization algorithms. Indeed, they make the impor- 
tant assumption that no information is available about the database, so all instances are 
equally likely. For example, this means that if the input is a graph (binary relation), 
the probability that there is an edge between two nodes is i. This is clearly not true 
for many applications. Data is o&en more sparse, or has known structure. The results 
extend to some of these situations, such as some spar&y assumptions. For example, 
they remain true for edge probability l/c where c is any constant, and even when the 
probability is a small function of the number n of nodes, such as n-l/los’osn. However, 
in applications where more information is available on the structure of data, the pure 
parallelization algorithm presented here should be considered just as a starting point 
for the development of algorithms more adapted to that particular application. 
Thus, the main contribution of the present paper lies not as much in a specific al- 
gorithm, but rather in the idea of guiding the design of parallelization strategies by 
expected rather than worst-case behavior in the context of known characteristics of 
data. The algorithm and results presented here illustrate the “limit” situation where all 
inputs are considered equally likely. The experimental results provide insight into the 
actual performance of pure parallelization for various types of inputs. Several Datalog 
queries on graphs are considered. As suggested by the analytical results, in the case 
of randomly generated graphs the behavior of the algorithm is excellent. Inputs with 
pre-defined structure, such as acyclic graphs and complete binary trees, are also con- 
sidered. As expected, the behavior of the algorithm is less impressive for these cases. 
For acyclic graphs, the pure parallelization algorithm is nonetheless still faster than 
the sequential algorithm. For complete binary trees however, the pure parallelization 
algorithm performs worse than the sequential algorithm. This confirms our expectation 
that the algorithm needs to be adapted to the specific structure of data, in applications 
where such a structure is known, 
The paper is organized as follows. We begin with a preliminary section describing 
some database languages to be used, the notion of asymptotic probability, and O-l 
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laws. The following two sections present the pure parallelization algorithm and the 
analytical results on its performance; this requires developing a variation of O-l laws 
adapted to this context. After providing performance results for all Datalog programs, 
we identify a large class of programs for which extremely good performance can 
be shown. Section 6 provides our experimental results, and the last section contains 
concluding remarks. 
2. Background 
We briefly review in this section several query languages referred to in the devel- 
opment, as well as some basic definitions and results related to O-l laws. We assume 
familiarity with the basic terminology and notation of relational databases, and with the 
first-order queries, FO, expressed by the relational calculus and algebra (see [23,2]). 
2.1. Some query languages 
There are many useful queries that FO cannot express, such as the transitive closure 
of a graph. Numerous extensions of FO with recursion have been proposed. Most of 
them converge towards two central classes of queries: jxpoint and while [7,8]. These 
can be defined in various ways: by adding fixpoint operators to FO, looping constructs 
to relational algebra, or by extensions of Datalog. We briefly review here the definition 
of the language Datalog, and of jixpoint and while using looping constructs. 
While and Fixpoint. While extends FO with recursion. It provides relation variables, 
statements of the form R := cp, and a looping construct while cp do where cp is an FO 
condition. Fixpoint is the same as while except the semantics of assignment is cumu- 
lative (i.e., an assignment R := cp adds cp to the current content of R). This guarantees 
termination of jixpoint programs in PTIME, whereas while programs require PSPACE. 
Datalog. A Datalog program is a set of rules of the form 
Ao(to> +~l(tl),...A(tn), 
where each Ai is a relation, ti are tuples of variables of appropriate arities, and each 
variable in to occurs in some ti, i > 0. In a Datalog rule as above, Ao(to) is called the 
head and AI(tl), A,(&) the body of the rule. The relations occurring in heads of 
rules are the intensional (idb) relations, and the others are extensional (edb) relations. 
For example, the following Datalog program defines a binary relation T containing the 
transitive closure of a graph G: 
Z-(x, Y) + G(x, Y ), 
W, Y) +- T(x, z>, W, Y 1. 
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Here, G is extensional and T intensional. It is usually assumed that one of the inten- 
sional predicates is designated as the answer. So, a Datalog program defines a query 
from instances over its edb relations to instances of the answer idb predicate. For sim- 
plicity of exposition, we often consider in this paper programs with one binary edb 
relation G (defining the edges of a graph) and binary answer. 
The answer to a Datalog program can be computed by “firing” the rules for as 
long as new tuples can be inferred. A rule hring consists of finding all substitutions 
of variables by constants such that the body of the rule is satisfied, and adding the 
corresponding heads of the rule to the database. A stage consists of one firing of all 
the rules. 
Replacing the variables by constants in a rule yields an instantiation of the rule. If the 
body of the instantiation is satisfied then the instantiation is applicable. An instantiation 
whose head has not yet been inferred is potentially productive. An instantiation that 
is both potentially productive and applicable is called productive. If P is a Datalog 
program and I an input database, P(1) denotes the result of applying P to I. 
It is sometimes useful to consider the expansions of a Datalog program, obtained by 
unfolding the program all the way down to edb predicates, starting from the answer 
predicate, some fixed number of times. 3 Expansions are of the form 3iiy, where y is a 
conjunction of atoms of edb predicates or equality. When the program is understood, we 
denote by G, i 2 0, the set of expansions obtained by unfolding the program i times, and 
P = UiaO fi. We describe fi more precisely for binary answer predicates (this extends 
without difficulty to arbitrary arity). To do this, we need to first define expansions di, 
i 2 0, which may contain both edb and idb predicates. Then Pi consists of the expansions 
in di which contain no idb predicates. The definition we give here is closely related 
to SLD-derivations. However, we avoid introducing this more complicated notion here, 
for the sake of simplicity and to keep the paper self-contained. 
If the binary answer predicate is answer, first fix two variables x, y; the sets di are 
defined by induction as follows: 
l A0 = {answer(x, y)}. 
l For i > 0, Ai consists of all conjunctions of atoms constructed as follows. Suppose 
B1 A . . . A Bk is in Ai- and A0 + Al, . . . , A, is a rule in P with variables renamed 
so as not to use x, y, and such that for some j (1 <j <k) A0 and Bj are atoms 
over the same predicate, say Ao =R(t) and Bj =R(t’). Let 6’ be a mapping from 
variables to variables such that O(t) = O(t’) and, furthermore, O(x) =x and O(y) = y, 
or O(x) = O(y) =x (such a valuation always exists, 4 since we assume programs 
contain no constants). The mapping f3 is extended to atoms in the obvious way. 
Consider the conjunction 
3 In addition to the edb predicates, expansions may use equalities among the free variables. 
4 In logic programming terms, the mapping 0 is called a unifier. Note that 0 is not required to be a most 
general unifier. 
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If 0(x) # 8(y) then q is in di. If f!?(x) = 0(y) =x then the conjunction rl A (x = y) is 
in Ai. 
Intuitively, n and y track the free variables, defining the tuples in the answer. Now 
let c, i>O, consist of the set of sentences 
where y is in Ai and uses no idb predicates and ii are the variables of y other than 
x,y. Let r= lJibori. 
Similarly, expansions can be considered with respect to any of the idb predicates of 
the program. 
For the transitive closure program above, G(x, y) E rt, 3z( G(x, z) A G(z, y)) E rj, etc. 
A Datalog program is equivalent to the infinitary disjunction of all formulas in r. 
While Datalog provides recursion, it defines only monotonic queries. That is, if I C 
J then P(1) C P(J). Thus, FO and Datalog are incomparable. Datalog is subsumed by 
the jixpoint (and therefore while) queries. 
2.2. O-l laws 
O-l laws provide an elegant connection between logical languages and the probability 
that properties expressible in the languages are true. Consider any property cr of inputs. 
Let ~~(a) be the fraction of inputs with n constants which satisfy cr. We say that c is 
almost surely true (or holds almost everywhere) iff 
lim ~~(a) = 1. 
“--rm 
A language L is said to have a O-l law if for all properties (r expressible in L, either 
c is almost surely true or almost surely false. Surprisingly, it turns out that most of the 
commonly used query languages have a O-l law. This includes FO [ll], Datalog, the 
Jixpoint and while queries [19]. For example, take the property that a graph contains 
a cycle of length 3. Clearly, this property is expressible in FO. Thus, it is almost surely 
true or almost surely false. In this case, the property is almost surely true. For several 
languages, there are algorithms to determine whether a sentence in the language is 
almost surely true, or if it is almost surely false (e.g., see [14, 181). 
An important class of FO sentences that are almost surely true are the so-called 
extension axioms. For simplicity, we describe extension axioms for directed graphs 
(whose edges are provided by a binary relation G). This can be extended to inputs 
of arbitrary arity. Let k be fixed. The k-axy extension axioms, denoted &k, are sen- 
tences stating that any subgraph of k nodes can be extended by an additional node 
in all possible ways. More precisely, for each k, dk contains all sentences of the 
form 
VXl . ..VXk ((,,i#Xj)) * 32 (/)(Xi#Z)* connections (xl,...,9:z))), 
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where connections (XI,. . . , xk;z) is a conjunction of literals containing, for each xi, one 
of G(xi,z) or lG(xipz), and one of G(z,xi) or -G(z,xi). For example, for k=3, one 
of the 43 sentences of the form connections (x~,x~,x~;z) is 
G(xt,z) A lG(z,xl) A ~G(x~,z) A 7G(z,x2) A G(x3,z) A G(z,x3). 
Intuitively, the extension axioms in &k say that every set of distinct k vertices in G 
can be extended with another vertex in every possible way. 
There is a close connection between extension axioms and the expansions of Datalog 
programs. Let 3iiy be one expansion of a Datalog program with binary answer, and 
let x, y be its free variables. Suppose that all atoms in y contain at least one variable 
in zi (in particular, the equality (x = y) does not occur in y). Consider the sentence 
VxVySy. This sentence is implied by a finite set of extension axioms, and is therefore 
almost surely true. For example, consider the program above computing the transitive 
closure of a graph G. The sentence 
CJ = 3u3u[G(x, u) A G(u, u) A G(v, y)] 
is an expansion of the program. To see that YxVya is implied by finitely many extension 
axioms, note that for fixed, distinct x,y: 
(1) the existence of u such that G(x,u) is implied by the extension axiom in ~723 
~x1~xxzNx1#xz) + W(xl #z) A (x2 fz) A G(x1,z) A +%x1) 
A+(z,x2) A 7G(x2,~))1. 
(2) The existence of u such that G(u, v) and G(v, y) is guaranteed by the extension 
axiom in &2 
vx1vx2Nx1 #x2) --+ W(x1 #z) A (x2 #z) A G(x1~) 
A-%x1) A @,x2) A +(x2,~))1. 
The argument is similar when x and y are not distinct. 
For programs P which have expansions such as above (i.e. of the form 3u’y where 
each atom in y contains at least one variable in u’), it follows that the program produces 
the complete graph on almost all inputs. Indeed, because the sentence VxVy3iiy is 
almost surely true for some expansion 3iiy of P, every pair of nodes (x, y) satisfies 
3u’y so is almost surely in the answer to the program. This is the case for the transitive 
closure program above, and for many other programs. However, the required syntactic 
condition is essential. Programs which satisfy it are called constraint-free and are 
studied in more detail in Section 5.2. There are Datalog programs for which this 
property does not hold, because all their expansions contain some atoms involving just 
x,y (these atoms can be viewed as quantifier-free constraints on tuples in the answer). 
For example, such is the program 
W, Y) + G(x, Y ), G(v), G(Y, Y 1, 
W,Y) + W9Zh~kY). 
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Indeed, all expansions of the above program contain the atoms G(x,x) and G(y, y). 
This program does not produce the complete graph on almost all inputs. To see this, 
note that every graph G for which the program produces the complete graph satisfies 
the sentence VxG(x,x). However, this sentence is almost surely false. 
3. Pure parallelization 
Let the arity of a Datalog program P, denoted arity(P), be the maximum arity of 
a relation used in P. The input to the parallelization algorithm consists of a graph I, a 
Datalog program P of arity a, and a positive integer k, k > a. The algorithm uses C!; 
(k choose a) sites denoted SA for each A G{ 1,. . . , k}, IAJ = a, in addition to a central 
site. The algorithm consists of two phases: 
l Parallel phase. The input database I resides originally at the central site. 
(1) Distribute I among the sites as follows: first, construct an arbitrary ordering 
< of the nodes in I; then, all arcs of I between nodes x such that x = i 
modk for i E A are sent to site SA. (The mod predicate applies to the rank 
of the node in the ordering < .) 
(2) Execute P in parallel at all sites 8~. 
(3) Collect the results from all SA at the central site. 
l Completion phase. This continues the computation of P at the central site starting 
from the results collected from the SA: 
repeat until no new facts are inferred 
(1) Compute all potentially productive instantiations of rules in P (i.e., all in- 
stantiations whose heads produce facts not present in the partial result). 
(2) Add the heads of all applicable instantiations generated in (1) to the partial 
result. 
Note that many commonly arising programs, such as those for transitive closure and 
same generation queries, have arity 2. In this case, the number of sites used is C: = 
k(k - 1)/2. 
In order to evaluate the performance of the above algorithm, we use a common cost 
model that counts the number of rule instantiations generated by the algorithm (whether 
applicable/productive or not). In the analysis, we assume evaluation of the program by 
forward chaining up to a fixpoint, in both the sequential and the local evaluations at 
the sites. We assume that all instantiations are produced at each stage in the bottom up 
evaluation. Various optimizations of this algorithm could be factored in, but we do not 
focus on this aspect here. The cost of the parallel phase is the maximum of the costs 
at each site. The cost of the completion phase is the cost of computing the complete 
answer at the central site starting from the results collected from the sites. The total 
cost of the parallel algorithm with program P and input I is the sum of the costs of 
the two phases, denoted purullel-costp,k(I). For comparison purposes, we also consider 
the purely sequential algorithm which computes the result using just the central site, as 
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in the completion phase above, but with no parallel phase. The cost of the sequential 
algorithm with program P and input I is denoted sequential-cost,(I). The cost measure 
counting instantiations is a rough abstraction that ignores certain costs, such as: 
(1) distribution of edges to the sites, and pooling of the partial results to the central 
site; 
(2) the cost of computing the potentially productive instantiations in the completion 
phase of the algorithm. 
Item (1) is a communication cost, incomparable to the other costs taken into account, 
and which can be easily factored in, in the context of a particular machine or archi- 
tecture. The cost measure we use here is in line with previous investigations related to 
Datalog, such as [24,4], where the cost measure is also based on rule instantiations. 
4. An extension of O-l laws 
To evaluate probabilistically the behavior of our algorithm, we use O-l laws. Strictly 
speaking, we are interested in the asymptotic probability that a given run of our al- 
gorithm will have certain properties. Note that, if an algorithm is deterministic (there 
is only one run for each given input) then a property of runs can be viewed as 
a property of the inputs generating the runs, and we can use the usual framework of 
O-l laws. Note, however, that our parallelization algorithm is nondeterministic. The 
nondetetminism occurs in step (1 ), and consists of guessing an ordering of the nodes 
of G. For nondeterministic algorithms, there is a distinction between properties of runs 
and properties of inputs, because each input generates several runs. Among those runs, 
some may have the desired property, whereas others might not. Thus, we need a vari- 
ation in the definition of asymptotic probability that counts runs rather than structures. 
(Not to worry: we will soon reduce counting runs to counting structures.) Let d be 
a nondeterministic algorithm which generates a finite number of runs for each input. 
Let P be a property of runs, and p:(P) be the fraction of runs on inputs of size n 
that satisfy P. 
Definition 4.1. Property P is almost surely true for Algorithm d iff 
lim p:(P) = 1 
n-+cC 
and P is almost surely false iff 
lim p:(P) = 0. 
*--*cc 
Let us consider now the pure parallelization algorithm, with a graph (binary relation) 
G as input. Note that step (1) nondeterministically extends the given graph G to an 
ordered structure. Once the order is constructed, the remainder of the run is uniquely 
determined. Using this, we can reduce properties of runs of our algorithm to properties 
of structures. We use the given structure extended with an ordering. Let G be the input 
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schema and G< = (G, <) be an extension of G with a binary relation < interpreted 
as a total order on the active domain of G. Let P be a property of runs of the pure 
parallelization algorithm over G. Let PG be the property of ordered structures over G< 
defined by: I has property PG iff the run of the pure parallelization algorithm which on 
input II G produces in its first step the ordering II d , has property P. The following is 
now obvious: 
Fact. Pure parallelization has property P almost surely iff PG holds almost surely on 
ordered structures over G<. 
We will use the above to show that pure parallelization has certain desirable prop- 
erties almost surely. One way to show that pure parallelization has a property P of 
interest will be to describe property PG in a language that has a O-l law on ordered 
structures over G<. This guarantees that the behavior almost always or almost never 
occurs. Finally, it must be determined which of the two holds. 
Finding an appropriate language that allows expressing properties of interest to us 
while at the same time having a O-l law on ordered structures over G< has to be done 
with care, since it is well known that most languages which have a O-l law on arbitrary 
structures do not have a O-l law on ordered structures. We next consider this issue. 
Consider the property that the first phase of pure parallelization is complete when 
applied to some query cp. To express this property we need to use, besides the input, 
predicates stating that a node belongs to site SA. This involves the use of the module 
predicate. Given a domain ordered by < and k > 1, we use k predicates modi, 0 < i < k 
defined by: modi holds iff the rank of x wrt < is i modulo k. Stating that x is in 
SA is then written, in a language allowing disjunction, as ViEA modi( 
Let k be fixed and let L be any of the query languages discussed so far. Then 
L + mod denotes L extended with the predicates modi, 0 di < k. More precisely, let 
R< be a database schema including a binary relation < (interpreted as an order). 
A query cp over RQ in the language L + mod is a query in L using relations in Rg 
other than <, and modi, 0 <i < k. Note the following important facts: 
( 1) All queries in L + mod operate on ordered structures; and, 
(2) a query in L + mod over R< cannot use the ordering < directly; however, < is 
used indirectly via the mod predicates. 
It is easily seen that, if cp is expressible in L, then the answer to cp at site SA can be 
defined by some qA in L + mod. Since the statements of interest to us make use of the 
mod predicates, the O-l laws need to be extended to languages using these predicates 
in addition to database relations. Since all languages L discussed here are subsumed 
by while, it is sufficient to show that while + mod has a O-l law. * 
Extending the O-l laws from while to while + mod does not pose any serious 
problem, although it does require reconstructing the classical proof of the O-l laws for 
’ Although not needed here, one can show the more powerful result that infinitaq logic extended with 
mod has a O-l law. 
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FO and while (see [12]) in the presence of mod. In particular, the extension axioms 
now involve the modi unary predicates, which act much like a labeling of nodes. 
Before stating and proving the result, we define the new set of extension axioms, 
denoted sJ,,,~~, and prove that each axiom in JZ&,~ is almost surely true. The extension 
axioms in &,,,,,d involve the binary predicate G and the new predicates modi, 0 d i <k. 
An extension axiom is of the form 
+ 3y A (xi # y) A connections (XI,. . . ,x,; y) A modh(y) 
i )) 
where connections (x1 , . . . ,x,; y) is some conjunction of literals containing, for each 
xi, one of G(xi,y) or lG(xi,y), and one of G(y,xi) or lG(y,xi). For example, for 
m = 3 and k = 10, one of the 26 x 10 extension axioms is: 
h~z,X3(h fX2AX2 #x3 AX3 #Xl) 
+ 3YGl # Y AX2 # Y Ax3 # Y 
AG(~I,Y)A~G(Y,~~)A~G(x~,Y)A~G(Y,~~) 
A G(x3,~) A G(y,x3) A modT(y))). 
The following lemma provides the key technical tool for the proof of the O-l law for 
while + mod. 
Lemma 4.1. Each extension axiom in S&d is almost surely true. 
Proof. Consider some extension axiom 0, in JZ&d: 
4 3y A (xi # y) A connections (xl,. . . ,x,; y) A modh(y) . 
i )) 
Then la, is the sentence 
-+ l(connections (xl,. . . ,x,; y) A modh(y)) 
)I 
. 
We will show the following property on the probability that an instance with n constants 
does not satisfy a,,,: 
(t) p~(-am)Gn.(n- l)...: (n-m)~[l-$--(~-~)]n~m. 
222 
Since 
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lim n.(n- l)...: 
II-a, 
(n-m). [l-&(;-;)]n-m=O, 
To prove (t), observe the following: 
(1) 
(2) 
For some fixed distinct al,. . . , a,, b in { 1,. . . , n}, the number of instances I over 
G< satisfying some fixed literal in connections (al,. . . , a,,,; b) is i . N . n!. 
For some fixed distinct at,. . . , a,,,, b in { 1 , . . . , n}, the number of instances I over 
G< satisfying modh(b) is at least 
(3) For some fixed distinct al,. . . , a,,,, b in { 1 , . . . ,n}, the number of I satisfying 
connections (al,. . . ,a,; b) A modh(b) is at least 
N.n!.-&. i-i ( > 
(4) 
(since there are 2m literals in connections). 
The number of I not satisfying connections (al,. . . , a,,,; b) is therefore at most 
N-n!-N.n!*& .(i-k) =N.n!. [I-&-(;-:)]. 
(5) For some fixed al,...,a, in (1 , . . . , n}, the number of I satisfying 
Vy A (ai # y) + 3onnections (al,. . . , a,; y) 
i > 
is at most 
N.n!. [I-&. (i-!-)]nm” 
(6) 
(since there are (n - m) ways of picking b distinct from al,. . . ,a,). 
The number of I satisfying -VJ, is thus at most 
it follows that lirnnboo ~n(~om)=O, so VJ, is almost surely false, and crm is almost 
surely true. 
Let N be the number of instances over G with elements in { 1,. . .,n}. Then the 
number of instances over G< with constants in { 1,. . . , n} where d is a total order on 
these elements is N . n!. 
N.n!.n.(n-l)...: (n-m).[l-&.(~-f)]‘-m 
(from the choices of al,. . . , a,). Hence (t) is proven. Cl 
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Theorem 4.2. While + mod has a O-l law. 
Proof. The proof follows closely the classical proof that while has a O-l law: first 
show that FO has a O-l law, then extend this to while. The extension to FO + mod 
and while + mod is routine; we present here the main steps, along the lines of [2]. 
The proof that FO + mod has a O-l law goes as follows. First, one shows that &,,& 
is categorical, i.e. there exists a unique (up to isomorphism) infinite countable struc- 
ture grnod which satisfies all sentences in S&od. Next, one notes that the following 
statements are equivalent 6 for each FO + mod sentence (T: 
(a) %&d satisfies 6, 
(b) &?,,,,,d implies 0, and 
(c) 0 is almost surely true. 
The implication (a)+(b) follows immediately from the fact that &$& is categorical; 
(b) + (c) follows from compactness and the fact that all extension axioms in &?,,& are 
almost surely true (Lemma 4.1). Finally, (c) + (a) follows immediately once (a) -+ (c) 
is established by the first two implications. 
Extending the O-l law from FO + mod to while + mod requires no modifications to 
the proof in the classical case (see [12] or Theorem 17.3.8 in [2]). 0 
Note that the restriction that queries in while + mod may not use the ordering d 
is essential. Indeed, it is known that the O-l law no longer holds for any of the 
languages considered here if this restriction is removed. For example, since jxpoint 
expresses all the PTIME queries on ordered databases [16,26], it expresses in particular 
many queries (such as parity) that do not have a O-l law. 
5. Expected behavior 
We are interested in several aspects of the behavior of the pure parallelization al- 
gorithm outlined above. Clearly, its success relies crucially on the assumption that the 
first, parallel phase, generally produces almost the entire result. Therefore, it is of in- 
terest to evaluate the chances that the first phase is complete. In all cases it must be 
tested whether the parallel phase yielded the complete result, and if not the sequential 
completion phase must be applied. We are interested in the total cost of the pure 
parallelization algorithm, which includes the test of completeness and the sequential 
completion phase. We compare this cost to the cost of the purely sequential algorithm. 
5.1. Completeness of the parallelization phase 
We now return to Datalog and the pure parallelization algorithm. Consider the prop- 
erty of completeness of the parallelization phase of our algorithm, with Cg sites, where 
6 All statements are relative to structures satisfying the property that < is an ordering of the active domain 
and the modi are the i module k predicates relative to the ordering <. 
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a = arity(P). For a given Datalog query rp(x’), this can be stated as a property of data 
by the following sentence, which we denote by completek(cp): 
‘dx’ 
[ 
44x’) 4-t v (PA(?) . 
SA I 
Note that for any language L included in while, cOmpletek(q) is a sentence in the 
language while + mod. Since while + mod has a O-l law, it follows that compktek(p) 
is almost surely true or almost surely false. It turns out that compk’tek(c3) is in fact 
almost surely true for all Datalog queries cp, as shown next. 
Theorem 5.1. For each Datalog query cp, completek(~) is almost surely true. 
Proof. Let P be a Datalog program expressing the query cp. Again, we assume the only 
edb predicate is a binary relation G, augmented with a binary relation < interpreted as 
an ordering of the active domain. Let G< denote the schema (G, < ), and I, denote an 
instance over G< . We make no assumption on the arity of the answer. The monotonicity 
of Datalog implies that for each instance I< over G< 
v.? 
[ 
q(x’) + v VA(?) . 
s.4 1 
Thus, it is sufficient to show that 
V? 
[ 
cp(x’) + v CPA(Z) 
s.4 1 
is almost surely true. Informally, the idea of the proof is as follows. Let the arity of the 
answer be h and Z=(al,..., ah) be a tuple in the answer of cp(x’) on some instance I, 
over G< . Consider the set of expansions r of P (see Section 2). Recall that expansions 
are of the form 3i+(u’,,x3, where y is a conjunction of atoms of edb predicates (here 
G) or equalities among the free variables x’. Since a’ is in the answer to P on I<, there 
exists an expansion 3u’y(u’,~) of P such that 3iiy(ii, a’) is true on I,. Suppose that this 
particular expansion has the property that all atoms in y contain some variable in u’ 
(thus, P is constraint-free). Recall that for such expansions, the sentence VZ%iy(Z,x’) 
is almost surely true (because it is implied by finitely many extension axioms in d, 
each of which is almost surely true). This means that the query 3iiy(Z,x’) returns with 
high probability all tuples of arity h with values in the active domain. Now consider 
what happens when P is applied locally to some site SA. It is easy to see that the same 
expansion produces with high probability all tuples of arity h whose values are among 
those at site SA. In fact, the “witnesses” ii to the truth of 3&(&,x3 can be found among 
those satisfying the predicate modi for some arbitrarily chosen i in A. This follows 
from the fact that the sentence 
VZ3u’(modi(u’) A y(ii,.?)) 
where mod@) is the conjunction of atoms mod;(z) for z occurring in ii, is almost 
surely true. This in turn follows from the fact that the sentence is implied by finitely 
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many extension axioms in JX$,~~ (see the definition of J&od before Lemma 4.1). In 
summary, the evaluation of P on any site A that contains all values in a’ will produce 
a’ with high probability. 
The actual proof is slightly complicated by the fact that P may not be constraint-free. 
Thus, there may not exist any expansion 3~2y(zi,x’) with the property assumed above, 
namely that all atoms in y involve some variable in u’. Nonetheless, we are able to 
overcome this problem with a slight trick, which involves separating from the rest the 
atoms containing only variables in 2. Consider an arbitrary expansion Xy(ii,x’) of P and 
let a(?) be the conjunction of all atoms in y(i&,x’) whose variables are all among x’ (a(?) 
is true if there are no such atoms), and &u’,,x’) be the conjunction of the other atoms 
in y(i;,x’). Then Xy(ii,x’) is equivalent to a(,?) A 3iip(zi,x’). Clearly, there are finitely 
many nonequivalent c@ occurring in the expansions in r, say 011(Z), . . . , a,(_?). For 
each a,(_?), pick one /$(ii,,x’) such that a,(Z) A 3iip,(ii,x’) E r. Note that the expansions 
X/?,.(ii,x’) are of the kind considered earlier, and return with high probability all tuples 
of arity h over the active domain. Then we can use an approach similar to that described 
informally above. Consider the sentences 
yir =V-?X(modi(u’) A /?,(Z;,x’)), 1 <i<k, 1 <r<m, 
where modi is the conjunction of atoms modi for z occurring in zi. For a site 
A and i E A, the sentence Yir requires that the choice of ii witnessing the existential 
quantification be limited to values at site A (specifically, those of rank i modulo k). 
As noted above, each yir is almost surely true; indeed, yir is implied by a fmite set of 
extension axioms in &Z&d. So, the conjunction of the yi,. is almost surely true. Let I< 
be an instance over G< satisfying this conjunction. Clearly, it is sufficient to show that 
K? cp(x’) --) V$?4(x3 
1 SA I 
holds on I<. Suppose ZEcp&). Let Z=(ut,..., ah). Since a’ must satisfy some expan- 
sion of P, there must exist a,(?) such that I4 satisfies a,(Z). Also, there exist il, . . . , ih 
such that 1~ satisfies modi,( 1 <jQh. Let A be such that {il,. . .,ih} SA, and let 
i EA. Clearly, Is satisfies 
C+(S) A i modi, A yir. 
j=l 
This implies that Ig satisfies cp~(Z), so I, satisfies V, cp~(Z). 0 
Remark. Let P be a Datalog program of arity a, whose input is a graph and whose 
output has arity o, where o <a. The pure parallelization algorithm as described earlier 
uses C$ sites. Theorem 5.1 shows that the parallel phase of that algorithm almost surely 
yields the complete answer to the query. Moreover, it is easily seen that, in fact, the 
algorithm almost surely yields the complete result for all of the idb predicates, not 
just the one designated as answer. Suppose now that the algorithm uses just Ci sites 
instead of Cg sites. The completeness result remains true, but only with respect to the 
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idb predicates of arity at most o. For example, if P is a program whose input and 
output are both graphs, the parallel phase of the algorithm using Ci sites almost surely 
produces the complete answer, regardless of the arity of intermediate idb predicates. 
Theorem 5.1 shows that for all Datalog programs, it is almost surely true that the 
parallelization phase of the algorithm provides the complete answer to the query. How- 
ever, this fact in itself is not suthcient o guarantee the possibility of developing an 
algorithm which is efficient overall, since it must also provide the test of completeness, 
and carry out the second completion phase if the partial answer is not complete. In 
the case of Datalog this is facilitated by the monotonic&y of Datalog queries, which 
implies that 
l the parallelization phase always produces a subset of the answer, and 
l the answer can be obtained from the output of the tirst phase by continuing the firing 
of rules up to a fixpoint. 
The above does not generally hold for languages beyond Datalog, including the 
Datalog’ languages. Thus, other, possibly less efficient means, must be used in the 
completion phase for those languages. 
5.2. Cost analysis 
We next evaluate probabilistically the overall cost of the pure parallelization algo- 
rithm compared to the sequential algorithm, for Datalog queries. Recall that the costs 
of the two algorithms for program P and input I were defined earlier, and denoted 
sequential-cost,(I) and paralZel-cost,,k(I) for the sequential and parallel algorithms 
with C!g sites (a = arity(P)), respectively. For a Datalog program P and input I, let 
s+(I) be the number of stages in the sequential evaluation of P on I. We assume the 
evaluation stops when two consecutive stages yield the same result; so, in all cases 
s+(I) 22. 
Theorem 5.2. Let P be a Datalog program of arity a and v be the minimum number 
of variables in a rule of P. Then it is almost surely true that 
parallel-cost,Sk(I) 6 [(a/k)” + l/s@(I)] x sequential-costp(I). 
Proof. The core of the proof is to show that the following are almost surely true 
simultaneously: 
(1) the parallel phase produces the complete result (Theorem 5.1); and, 
(2) stp,s(I)=stp(I), where stp,s(I) is the number of stages in the evaluation of P at 
site s on input I. 
Indeed, let P be a Datalog program as in the statement, and suppose (1) A (2) is 
almost surely true. Let I be an input satisfying (1) A (2). We will show that 
parallel-costp,k(I) < [(a/k)” + l/s+(I)] x sequential-costp(I). 
We first need the following notation. Suppose P has r rules, and rule i has vi 
variables, 1 <i <r. Suppose I has n elements. Note that each site so has (a . n)/k 
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elements. For each site s, let stp,,(I) be the number of stages in the evaluation of P 
at site s on input I. The cost of the pure parallelization algorithm applied to P and I 
is then computed as follows. The cost at each site is 
stP,s(I) g ( gui .
The cost of the parallel phase is the maximum of these costs over all sites. Consider 
the cost of the completion phase. By (1 ), the parallel phase of the algorithm produces 
the complete answer. Thus, the completion phase terminates after one iteration, needed 
to verify that no additional facts can be inferred. The cost of that iteration is 
Notice that, by (2), stpJ1) = s+(I), so 
The cost sequential-cost,(I) of the sequential algorithm is 
s+(I) & n”‘. 
i=l 
Thus, 
parallel-costP,k(I) 
sequential-cost,(I) 
which proves the statement of the theorem. 
It remains to prove that (1) A (2) is almost surely true. We know from Theorem 
5.1 that (1) is almost surely true. Since sentences which are almost surely true are 
closed under conjunction, it is sufficient to show that (2) is almost surely true. This 
is shown along the same lines as the proof of Theorem 5.1. Consider a site SA, and 
an idb predicate R. Consider the set of expansions r of P relative to R (i.e., taking 
R to be the answer relation). For each 3iiy E r, let a be the conjunction of all atoms 
in y whose variables are all free (a is true if there are no such atoms), and /I the 
conjunction of the remainder of the atoms in y. Then 3u’y is equivalent to c1 A 3$. 
Clearly, there are finitely many nonequivalent a occurring in the expansions in r, say 
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al,..., u,. For each pi, let stp(cli) be the smallest j such that CQ A 3iif? is in rj for some 
p, and pick one /3i such that 
Next, let 
where x’ are the free variables of 3iipi, and 
where modi is the conjunction of atoms modj(z) for z occurring in Z. Note that 
both yi and yij are almost surely true. Thus, their finite conjunction (over all i and j) 
is almost surely true. Let I be an instance satisfying that conjunction. We will prove 
that (2) holds for I. Let R(t) be a ground literal (using elements from I), inferred at 
site SA. Since R(t) is inferred, t must satisfy at least one a of al,. . . , tl,. Let j be the 
smallest i such that t satisfies some a and stp(tl) = i. Let ah be such that t satisfies Uh 
and stp(ah) = j. We claim that R(t) is inferred (for the first time) at stage j in both 
the sequential evaluation of P and in the evaluation of P at site SA on input I. Indeed, 
R(t) is inferred at stage j at site s.4 because I satisfies ah(t) A yhj for j EA; it is not 
inferred earlier than stage j because I does not satisfy a(t) for any a A Elu’p belonging 
to rl for Z<j. Similarly, R(t) is inferred at stage j in the sequential evaluation of P 
because 1 satisfies &h(t) A Yh, and is not inferred earlier than stage j because, as before, 
I does not satisfy a(t) for any a A X/I belonging to rl for I < j. It follows that it takes 
equally many stages to reach a fixpoint in the sequential evaluation of P and in the 
evaluation of P at a given site. So, stp,S(I) =&p(I) and (2) holds. 0 
Remarks. (1) Theorem 5.2 (and the forthcoming Theorem 5.3) shows that in many 
cases, the ratio between the costs of the parallel and sequential algorithms for Datalog 
evaluation is almost surely much smaller than l/s, where s is the number of sites 
used. This may appear strange to eyes used to classical worst-case analysis of parallel 
and sequential algorithms. Indeed, it suggests that the sequential algorithm can be 
improved simply by simulating sequentially the parallel algorithm. However, this is not 
contradictory if we consider the following: (i) we never assumed that the sequential 
algorithm was optimal (indeed, it is not), and (ii) the sequential algorithm obtained by 
simulation of the parallel algorithm is almost surely better than the given one, but there 
is no improvement in the worst case (to the contrary, the worst case gets worse). The 
idea that the sequential simulation of pure parallelization can be used to improve the 
asymptotic performance of sequential algorithms is thus a valid one worth exploring. 
(2) The factor (a/k)” in Theorem 5.2 may wrongly suggest that one can artifi- 
cially introduce dummy variables in a program and speed up the parallel version to an 
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arbitrary degree. However, note that the sequential cost increases exponentially with v, 
just as the factor (cz/~)~ decreases exponentially with u. 
Note that the cost ratio in Theorem 5.2 depends critically on the value of %(I). For 
its minimum value (2), the ratio is larger than 0.5, while for high values it approaches 
the constant (a/k)“. Fortunately, there is a large class of programs, that includes most 
commonly arising ones, for which the expected ratio is precisely (a/k)‘. This represents 
a significant improvment in the case where s+(I) is small. This is indeed an important 
case: as evident from the proof of Theorem 5.2, stp(1) is constant with high probability 
for all programs. We next present a large class of programs for which we can show 
the improved ratio (a/k)“. 
Recall the notion of expansion of a Datalog program, and the notation relating to 
it (Section 2). We call a Datalog program P constraint-free if it has some expansion 
3iiy such that each atom in y is a literal containing at least one variable in u’ (in 
particular, there are no equality atoms). Recall that such programs were considered at 
the end of Section 2. Most Datalog programs considered in this paper, including the 
usual transitive closure and same-generation programs, are constraint-free. The program 
at the end of Section 2 is not (all answers T(x, y) are subject to the “constraints” 
G(x,x), G(Y, Y)). 
It turns out that it can be effectively tested if a given Datalog program P is constraint- 
free, as outlined next. 7 Let -Y- be the set of substitutions of variables in P into 
{x, y @} such that v(x) =x and v(y) = y. A valuation v is extended to atoms by 
v(R(t))=R(v(t)). Let Gp be the context-free grammar obtained from P as follows. 
There are no terminals, and its nonterminals are all literals v@(t)) where R(t) is a 
literal occurring in P and v E 9’“. (Intuitively, @ tracks the existentially quantified vari- 
ables in the expansions, and x, y track the free variables.) The start symbol is T(x, y) 
where T is the (binary) answer predicate. For each rule 
Ao(to) + Al(h 1,. . . ,AI(bz) 
in P, Gp contains all productions 
vVo(to) +A1(t1>,. . . ,~n(Gz)l 
where v E V. Finally, let GP,~ be Gp augmented with all productions R(t) + E where 
R is an edb predicate and t a tuple over {x, y,@} containing at least one occurrence 
of @. It is straightforward to show the following. 
Lemma 5.1. A Datalog program P is constraint-free 13 E E L(Gp,,). 
Note that the property of constraint-freeness of a Datalog program P can be tested 
in time polynomial in the size of Gp,,. The size of GP,~ is larger than the size of P 
by a factor of 3O where v is the maximum number of variables in a rule of P. 
7 For simplicity, we describe the construction for the case when both input and answer are binary. 
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One can now show the following: 
Theorem 5.3. Let P be a constraint-free Datalog program of arity a and v the min- 
imum number of variables in a rule of P. Then it is almost surely true that 
parallel-cost,,,(I) <(a/k)” x sequential-cost,(I). 
Proof. Let P be a constraint-free Datalog program with binary answer. Since P is 
constraint-free, there exists an expansion 3Zy where all atoms in y are literals containing 
at least one variable in i;, and x, y are free in y. Then VxVy3iiy is almost surely true. 
This means that P almost surely produces as answer the complete graph. Since in 
all cases the parallelization phase produces the complete answer, it is almost surely 
true that the parallelization phase produces the complete answer which is in turn the 
complete graph. Thus, it is almost surely true that there are no potentially productive 
instantiations at the end of the parallel phase, and the cost of the completion phase is 
zero. This yields the result from the same analysis as in the proof of Theorem 5.2. 0 
The expected speedup obtained for constraint-free programs is proportional to some 
power of the number of sites. Thus, for most programs the expected performance of the 
parallel algorithm is excellent compared to the sequential one. For example, suppose 
P is the standard transitive closure program (v = 2) and k = 10. Then the number of 
sites is 45 and it can be expected that the parallel cost is & of the sequential cost. 
Since the above is an asymptotic result, the input has to be larger than a certain 
size before the behavior comes close to that described in the theorem. It is natural to 
ask whether the behavior actually holds for sizes of practical interest. The answer is 
positive: the experimental results of Section 6 show that the behavior actually matches 
the asymptotic behavior even with relatively few nodes (e.g., 300). Furthermore, the 
experimental results are often substantially better than that forecast by the analysis, 
which suggests that the analysis is quite conservative. In the case of transitive closure, 
if we ignore the first rule 
WY) + G(x,Y) 
which is only used for initialization of T, the ratio between the parallel and sequential 
costs is I& for the same parameters as in the previous paragraph but with v = 3. This 
in fact matches closely the experimental results. 
Note that the analysis in Theorem 5.3 is dependent on the particular algorithm we use 
for the completion phase, which computes the potentially productive rule instantiations 
instead of the applicable ones. 
5.3. Extensions 
We briefly discuss two directions in which our results can be extended. The first 
involves relaxing the equal distribution assumption on inputs. The second discusses the 
extension of the results to semi-positive Datalog’. 
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The probabilistic analysis in the paper assumes that all database instances are equally 
likely. In the example of a single binary relation, this is equivalent to assuming prob- 
ability i for each edge. Consequently, the relation will almost always contain about 
half of all pairs. Relations are usually more sparse than this. Fortunately, the results 
continue to hold under a more realistic model often used in the study of random graphs 
(see [6]). The idea is that rather than assuming probability i for each edge, we use a 
probability which is a function p(n) of the input size n, which allows us to model some 
sparse graphs. Indeed, all of our calculations go through virtually unchanged for p(n) 
such that for every positive E and sufficiently large n, n-’ <p(n) < 1 - n-‘. For ex- 
ample, we could take p(n) = l/c where c>2 is a constant, or even p(n)=n-l’log’ogn, 
which decreases to 0 as n increases. Experimental results for some sparse graphs are 
also described in [20]. 
As discussed earlier, extending our results to languages beyond Datalog is prob- 
lematic. Indeed, the results are facilitated by properties of Datalog programs, which 
guarantee that: 
l the parallelization phase always produces a subset of the answer, and 
l the final answer can be obtained from the output of the first phase by continu- 
ing the firing of rules up to a fixpoint. 
The above does not generally hold for languages beyond Datalog, including the 
Datalog’ languages. However, they continue to hold for semi-positive Datalog’, which 
allows negation on edb predicates only. This is due to the fact that our parallelization 
algorithm guarantees that it can be determined at each site whether a local tuple is 
(or is not) in a given edb predicate. More precisely, negative tests of the form 4?(Z), 
where R is an edb predicate and ii uses only vertices shipped to some site SA, can be 
evaluated at that site. It is easily seen that all results carry through for semi-positive 
Datalog’. 
6. Experimental results 
In order to study the practical behavior of pure parallelization, we have implemented 
the parallel algorithm and a sequential algorithm based on semi-naive evaluation. We 
compared the performance of the parallel algorithm to that of the sequential evaluation. 
The goal of our experiments is to show the behavior of pure parallelization for several 
queries, and a variety of database inputs and also to understand the interplay of the 
main parameters: input size, spar&y of the input, and number of sites. In particular, 
we wish to compare the real performance of the algorithm to the limit behavior given 
by the theoretical results. For example, how many nodes must the input have before 
the behavior begins to approach the promised expected one? And, how is this affected 
by spar&y of the input and the number of sites? 
For the purpose of comparison, the cost measure in both parallel and sequential cases 
is that described in the previous section: we count all rule instantiations generated by the 
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algorithms. The experiments involve several parameters regarding queries, inputs, and 
processing sites. We begin with the queries. 
Three different queries are considered, mostly the same as in [4], except that here, 
all queries are unbounded. The first is the classical linear transitive closure query: 
c-21: Mx, Y) + tic, G(z, ~1, 
Mx, VI + W, v>. 
The second query is the nonlinear (quadratic) version of transitive closure, which uses 
double recursion: 
Q2: Qtc(x, Y) +-- Q+,z), Qtc(z, v), 
Q% v) + G(x, Y ). 
Finally, the third and last query chosen represents the “same-generation” query: 
Q3: Sg(x,~)+G(w,x),Sg(w,z),G(z,y), 
Sg(x,x) c Nodes of G(x), 
where the binary relational predicate G corresponds to the input for all Qi, Q2 and Q3 
queries and Nodes of G, used on the exit rule of Qs, is a relational table of nodes 
(constants) present in G. 
The database inputs used in the experiments are randomly generated binary relations, 
with various degrees of structure: 
a no restriction, 
a acyclic, and 
l complete binary trees. 
In the first two cases, we considered inputs ranging from highly connected to sparse 
ones. Specifically, we generated graphs with 200 and 300 nodes and edge probabilities 
ranging from i to & for each edge. These yield input binary relations G ranging from 
about 300 through 18 000 tuples, with up to 90 000 tuples in the answer. 
With respect to the parallel architecture, we simulated a shared-nothing scheme (there 
is no shared access to the partitioned data), with a variable number of processing nodes. 
In our case, this is fixed by the chosen partitioning strategy that distributes tuples among 
the sites, defined by the value of k. Recall that the number of sites is C:. We have 
chosen k = 4,7,10 and 14, which yields 6, 2 1, 45 and 91 parallel sites, respectively. 
In the following figures, information is provided with respect to 
l the percentage of the complete answer produced by the parallel phase, and, 
l the ratio of the total cost of the parallel algorithm and the cost of the sequential 
algorithm. 
The input graphs are represented with their number of nodes and edge probability 
rate. For example, consider Fig. 1, which give the results on completeness obtained 
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Fig. 1. Percentage of the complete answer produced by the parallel phase for random graphs, (a) and (b) 
for linear and quadratic transitive closure queries and (c) and (d) for same generation queries. 
for random graphs and all three queries mentioned above. It should be noted that 
the percentage of correct answer produced by the parallel phase for the linear and 
nonlinear transitive closure programs are, of course, the same, as they compute the same 
query * . 
It can be observed that, except for small edge probabilities (& ), the first phase 
produces close to 100% of the complete solution, sometimes reaching exactly this 
rate. When the number of sites increase, the behavior is still good for f and & edge 
probabilities but not as good for & ones, which stays below 60%, for 200 nodes graphs 
and around 80% for 300 nodes graphs. 
A slighty better behavior is shown for input graphs with more nodes. Indeed, this 
can be clearly seen when comparing the results obtained for 45 sites in Figs. l(b) 
and (d) against Figs. l(a) and (c). In general, the 100% of the complete result was 
*However, the ratios of parallel and sequential cost are generally different, since these depend also on 
the programs. 
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obtained for all inputs with i edge probabilities, independently of the query, even for 
91 parallel sites (k = 14), which implies a highly fragmented input. 
When the parallel cost is compared with the sequential cost for the same random 
graphs, as shown in Figs. 2 (a)-(c), very good results are obtained. For input graphs 
with i and & edge probabilities, all parallel costs are below one-tenth of the sequen- 
tial costs. In particular, note that the theoretical expected performance is sometimes 
reached, even with the relatively few nodes considered here. For example, see nonlin- 
ear transitive closure with 300 nodes and edge probability f in Fig. 2(b). The parallel 
cost with 45 sites obatined was 0.008 of the sequential one, i.e. exactly the & ratio 
given by the theoretical result (Theorem 5.3). Recall that the total cost of the paral- 
lel algorithm includes not only the parallel phase, but also the sequential completion 
phase. 
It should be noted that, even if the fraction of the correct answer produced in the 
parallel phase is very good, this does not necessarily imply that the ratio of the cost of 
the parallel algorithm and the cost of the sequential algorithm is as good. This is due 
to the completion phase. In some cases, however, one can stop before the completion 
phase; one such case is when the query asks whether (a,b) is in the transitive closure, 
and (a,b) has already been obtained in the partial answer from the parallel phase. 
Let us interpret the results obtained. We generally observe the common-sense inter- 
play between the parameters: 
l the more nodes, the better the behavior (i.e. the closer to the asymptotic behavior 
stated by Theorem 5.3); 
l the sparser the graph the worst the behavior; 
l large numbers of sites result in data fragmentation; so, good behavior emerges start- 
ing with larger numbers of nodes and denser graphs than if fewer sites are used. 
On the other hand, the improvement is eventually more dramatic (since, by Theo- 
rem 5.3, the speedup obtained is asymptotically proportional to some power of the 
number of sites). 
Overall, the results show that the behavior of pure parallelization for randomly 
generated graphs is excellent. As more assumptions are imposed on the input structure, 
the behavior of pure parallelization degrades. For acyclic graphs it remains nonetheless 
very good, but far less so than for arbitrary graphs, as shown in Fig. 2(d)-(f) and 
Fig. 3. For instance, the best behavior obtained is a speed-up by a factor of about 2 
and the parallel algorithm behaves worse than the sequential one in a few cases (e.g, 
sparse graphs with edge probability &,). 
Things get worse for highly structured inputs. Fig. 4 shows the behavior of the 
algorithm on complete binary trees. Here, the only parameter of the input is the height 
of the tree, ranging from height 8 (5 11 nodes) to 12 (8 191 nodes). 
As seen in Fig. 4, pure parallelization behaves worse than the sequential algorithm in 
most of the cases considered. Indeed, the parallel phase produces only a small fraction 
of the result, and the completion phase in these cases is as costly as the sequential 
evaluation. 
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Fig. 2. Ratio of the total cost of the parallel algorithm and the cost of the sequential algorithm, for (a) and 
(d) linear transitive closure queries, (b) and (e) quadratic transitive closure queries, (c) and (f) for same 
generation queries, (a), (b) and (c) for random graphs, (d), (e) and (f) for acyclic graphs. 
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Fig. 3. Percentage of the complete answer produced by the parallel phase for random acyclic graphs, (a) 
and (b) for linear and quadratic transitive closure queries and (c) and (d) for same generation queries. 
These results only confhm our expectations at the outset: pure parallelization repre- 
sents just a skeleton, which works very well in the limit situation of arbitrary inputs. 
But, it must be tailored to specific applications when information on the structure of 
data is available. There are many ways to tune pure parallelization to specific situa- 
tions, such as complete binary trees. Developing such specific algorithms is beyond the 
scope of this paper. 
The implementation supporting the above experiments was done over a network of 
SUN-SPARC workstations using RDL//C [9], a parallel rule-based language on top of a 
relational DBMS (SABRINA v7.2), an extension of RDL/C [17], which supports both 
declarative production rules and procedural programming based on C code. Relations 
are transferred from each of the parallel sites to a central site (that can be one of the 
parallel sites) by dumping relations onto files using a common file system managed by 
the network. This can be easily done since there is no interprocessor communications 
during the computations. 
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Fig. 4. Percentage of the complete answer produced by the parallel phase, for (a) linear and quadratic 
transitive closure queries and (b) same generation queries; and ratio of the total cost of the parallel algorithm 
and the cost of the sequential algorithm, for (c) linear transitive closure queries, (d) quadratic transitive 
closure queries and (e) same generation queries, all on complete binary trees. 
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7. Conclusion 
We investigated certain aspects of parallelization strategies for Datalog queries, from 
a probabilistic viewpoint. The novel ideas of the paper are: 
l guiding the design and evaluation of parallelization strategies by expected perfor- 
mance, and, 
l the use of a powerful tool from logic, O-l laws, in the evaluation of the expected 
behavior of parallelization strategies. 
To illustrate the points above, we considered pure parallelization, a particularly sim- 
ple algorithm that works very well in the limit situation when no information is known 
a priori about the input. The pure parallelization algorithm has the advantage of working 
for all Datalog programs. Using O-l laws, we showed that the expected performance 
of pure parallelization is excellent on arbitrary, random inputs. This was backed up 
by the experimental results on randomly generated data, provided in Section 6. As 
more assumptions are imposed on input structure, the behavior of pure parallelization 
degrades. For acyclic graphs it remains nonetheless very good, but far less so than for 
arbitrary graphs. For highly structured data, like complete binary trees, there is little or 
no gain from the parallelization. As expected, in such cases pure parallelization needs 
to be tailored further to the specific situation in order to be practical. 
The results of the paper apply to the language Datalog. As discussed in Section 5.3, 
they can be easily extended to semi-positive Datalog’, which allows negation applied 
to edb predicates. Extending the results to more powerful languages, such as stratified 
Datalog’, seems to raise nontrivial obstacles and is an interesting subject for future 
work. 
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