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1. INTRODUCTION 
The Michaelis Menten Mechanism has been well known in the field of 
biochemistry since it was developed in the beginning of this century by 
L. Michaelis and IV[. I. Menten [1]. The fundamental ssumption of the theory 
is that art enzyme E and a substrate S react initially to form a complex A. 
The complex A subsequently breaks down to form the free enzyme E plus one 
or more products P. The reactions are represented schematically as follows: 
E+S~A 
k2 
A%E4-p--. 
(P,~) 
Here E, S, A and P also stand for the concentrations of enzyme, substrate, 
complex and product, respectively. The law of mass action applied to the 
reactions (R1) leads directly to a non-linear differential equation system 
dS 
dt 
- -  k l (E  * - -  A)  S + k2A 
dA 
at = k l (e ,  - -  -4) 8 - -  (k~ + k~) A (R~) 
dP 
dt = k~A 
Here kl ,  k2, k a are reaction rates, E~ is the total enzyme and is assumed as 
constant. 
This work is part of the author's doctoral thesis prepared under the direction of 
Professor S. P. Hastings at the state University of New York at Buffalo. 
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There are no periodic solutions for (R2). However, the presence of auto- 
catalysis, product inhibition or other feedback mechanisms in chemical reactions 
far from equilibrium may, for given boundary conditions, give rise to a variety 
of oscillatory temporary behavior [6]. In particular, Hahn, Ortoleva nd Ross [2] 
considered reactions across a permeable membrane. 
In the present paper we analyze isothermal chemical reactions occuring in a 
volume bounded by a membrane and immersed in a reservoir of reactants and 
products at fixed concentrations. The premeability of the membrane to a given 
species is taken to be a function of the concentration of that species or of another 
species. This coupling between reaction and permeation provides feedback 
for the Michaelis Menten Mechanism, and shows some interesting phenomena. 
In particular, we are interested in the existence of limit cycles. System (R2), 
after considering the permeabilities of the membrane, can be written as follows: 
dS .~ __kl(E t __ A)  S -Jr- k2A @ hs(p)(S* -- S) 
dt 
dA 
at - kl(E~ - -  A )  S - -  (k2 + h3) A (R3) 
dP 
dt -- kaA + h~(P* -- P) 
Here h~ and h~ are the membrane permeabilities. We assume that h~ is a function 
of P having the form h~(0)/(1 @ (P/rr)n). Also, we assume that h~ is constant. 
S* and P* are constants, independent of time. 
A numerical solution for system (R3) have been obtained in [2] and it shows 
the existence of a limit cycle. The numerical accuracy is good to 10 -6. The values 
of the parameters are as follows: 
hi = 0.2, k 2 ~ 0.01, k~ ~ 0.1, Et = 0.1, 
S* ~ 10, P* ----- 0, zr ---- 0.3, 
h~ ---- 10-~[1 q- (P/Tr)l°°] -1 (in arbitrary units) 
It is our purpose in this paper to give a rigorous proof of the existence of 
periodic solutions. We will apply the Brouwer Fixed Point Theorem to obtain 
the periodic solution. As one knows, the method depends heavily upon the 
analysis of the phase space of the system (R~). However, such a proof has its 
merit in showing that essentially every solution must oscillate. 
To prove the uniqueness and global asymptotic stability of periodic solutions 
for a non-linear System in 3-dimensional space is very hard, as one can see in 
S. Hastings's paper [3]. Fortunately, in the present paper, we are able to treat 
the uniqueness and global asymptotic stability of periodic solution for small 
values of parameters. This is possible because there are some results and techni- 
ques developed in [3] which we can use. 
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2. LINEARIZATION AND STABIL ITY .  
Let 
S k3A 
x = S;  / y = h7  
t = (kiEt) -x r u - -  h~rKz  
EtS*klka 
h~ h~rr 
w = - -  a = - -  b=- -  
k3S* kaE t 
P 
v - -  (k2 + ka) h~,~" 
klkaEtS* 
h~(O) d= h~, 
klE~ klEt 
Equations (Ra) becomes the dimensionless vector equation 
dr 
d--~ = 7 = F(7, a, b, d, u, v, w, p) 
r = (x, y, z). 
which in coordinate form is 
dx b 
= - -x  + axy + uy + ~ ( 1  - -  x) 
ay 
w-d-~r = x - -  axy --  vy 
dz 
= d(y  - -  z) 
(1) 
Henceforth, we shall assume that p ) 1, v > u, a < % and e 0 is a fixed small 
positive number. 
To show the existence of periodic solution for system (1), we must obtain 
some conditions for those parameters. The critieal point (or equilibrium point) 
(xc, Yc ,  ze) of the system (1) can be obtained as follows: 
b 
--x~ + axcy ~ -1- uy~ + 1 + z~ ~ (1 - -  x~) = 0 (2) 
xe - -  ax~y¢ - -  vy~ = 0 (3) 
yo - -  z, = 0 (4) 
From (2) and (3) we have 
b 
= - - -  (1 --  x~) (5) (v - -  u)y~ 1 + z~ 
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and by (3)we have 
"oy e X e or Yo -- (6) x~ -- 1 - -  ay~ v + axe 
Eliminating xe, Ye from (2), (3) and (4), we have 
aZ~ + z"~ -- + a(v --  u) z,  + a(v - -  u) ~- 0 (7) 
The first lemma gives the conditions for (x,, y , ,  zc) to he uniquely determined 
in a certain region. 
L~MMA 1. If 
t 1 - a (a  - u ) (v  - u)~ 
b > max ~211 -- (a~v)  ] (v - -u ) ,  (a + u)(a + ~ (C.1) 
and v > u then there exists a unique positive zc between 0 and 1/(a + u) such 
that (7) is satisfied and 1 < z, < 1/(a + u) for p sufficiently large. 
Proof. (see [7]) This is a routine algebraical calculation. We omit it here. 
Now we can linearize system (1) around the point (x o , y~, z~) and, by (3), 
(4) and (5), the linearized matrix is 
M = vy, --(axo + v) 0 
goX e gO 
0 d --d 
The stability of the critical point (x,, Yc, z,) can be decided by studying the 
characteristic equation 
90) ----- det(M-- M) = 0 
q~O) = A3 -{-- //A2 -~- BA + (7 
where 
1 (ax~+u)>O A =d+ vyc b +w 
-~-]~+ 1 +z~ 
B=d[(wy~ + b ) 1 (ax ,+v) ]  + (w- -u ) (vyo]  
axc + v ( b ) + > 0 
dpvyc(v -- u) z~ ~ d b > 0 
C= wxo(l + z, ~) + d(v - u) + ~ (ax~ + v) l + z*. 
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It is known that necessary and sufficient conditions for all the solutions of 9(A) 
to have negative real parts are 
A > o, c > o, AB - c > o. (s) 
The conditions A > 0, C > 0 are already satisfied. Therefore, the equilibrium 
point is stable or unstable according as AB -- C is positive or negative. 
For convenience, we let 
Then 
1 (~xe + u) ~Y° + ~ + w  D x~ 1 4- z~ ~ 
E = vyc + b ~_ 1 (axe 4- v) 
x~ 1 4- z, ~ w 
(ax~ + v) b 
F = (v -- u) \( wxcVYe/~ + w(1 4- zd)  
G = vpye(v -- u) ze ~ 
wxe(1 + zd)  
AB  C = (,t + D)(dE + F) -- d(G 4- F) 
= d2E @ d(DE -- G) + EF. 
AB  - -  C < 0 if and only if 
- -DE 4- G 
2E 
<d< 
1 [(DE -- G) ~ -- 4DEF] 1/2 
2E 
--DE2E 4- G + 2-E1 [(DE -- G)2 -- 4DEF] ~/2. 
In order to have d positive, we must require that 
and 
(11) is true if and only if 
- -DE+ G >0 
(DE -- D) ~ -- 4DEF ~ 0 
[(G --  DE) -- 2(DEF)I/2][(G -- DE) + 2(DEF)I/2] >~ 0 
or equivalently either 
(9) 
(lO) 
(11) 
a ~ DE + 2(DEF)~/~ (12) 
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or  
G ~ DE -- 2(DEF) 1/~ (13) 
Since we also need (10) to be true, we delete (13) and show that (12) is true. 
LEMMA 2. Let a, b, u, v, w satisfy condition (C.1) in Lemma 1 and let 
Po = (a + u)(v + 1)[a + v + (1 --  a)(1 + 2v --  2u)]/v(v -- u) u. 
Also, suppose that p > Po, then G >/DE + 2(DEF)I/~. 
We omit the proof. 
From Lemma 2, we see that (10) and (11) are true. Thus, if we choose p 
sufficiently large and d satisfying (9), then AB -- C < O. This implies that the 
equilibrium point (x, ,  y , ,  z,) is unstable. 
The value of ( - -DE + G)/2E -- 1~2El(DE -- G) 2 -- 4DEF] tends to zero 
as p tends to infinity. For later use, however, we must choose d in such a way 
that d > E. 
3. INVARIANT Box 
Now we consider the system of differential equation (1). First, we choose 
parameters a, b, u, v fixed and satisfying condition (C.1). Next, we choose p 
sufficiently large, d and w satisfying (9), (14). Recall that D, E, F, G are inde- 
pendent of d. Then, from Lemma 1 and Lemma 2, we know that (x~, ye, z~) 
is a unique unstable equilibrium point in a certain region. Now, each of the 
following equations determines a surface in R 3 
h 
= --x + axy @ uy + ~ (1- -  x) = 0 
)=x- -axy- -vy~O 
~-y - -z  ~0 
Specifically, 3) -- 0 is a cylinder in R 3 passing through the g-axis. ~ ~ 0 is just 
a plane in R 3 passing through the x-axis (Ref. Fig. 1). We see that in the positive 
quadrant R+ ~, the cylinder 3~ = 0 divides R+ 3 into two regions, i.e., 3) > 0 
and 3~ < 0. Similarly, the plane ~ = 0 divides R+ 3 into two regions, i.e., ~ > 0 
and ~ < 0. Also, 2 = 0 is a surface asymptotic to the cylinder h(x, y, z) 
- -x+axy+uy=:O and passing through the line x-~l ,  y=l / (a+u)  
(Ref. Fig. l). The surface ~ = 0 divides R+ 3 into two regions, namely, ~ > 0 
and ~ < 0. 
505/3 ~/3-8 
398 LO SHENG DAI 
J 
X 
Z 
- ~ f B7 , J  
- - i - '  r2-  - - " I " -  J / , l ' "  l 
I t B 
I ' ,t1~ J t  3 I 
' / ~/ ' t  / "1' 
' - k -  ~-~ / . . . . .  
A=O 
F Io .  1. The  invar iant  subspace ;  the  box  B .  
Define a "box" B in R+ ~ as follows 
B= (x,y,z) lO~x~l ,O~y~-~,O~z<~ ~-  ~ 
We shall show that B is positively invariant, i.e., if (x(0),y(0), z (0) )~ B, then 
(x(t), y(t), z(t)) ~ B, t >/0.  By Lemma 1 the box B contains (xe ,yc ,  z~). I t  is 
easy to see that the three faces x = 0, y --= 0, z = 0 are the boundaries through 
which trajectories can not leave B. 
On the face 
1 1 
z - -  O~x~<l ,  O~y<~a+ u, G- I -U  ~ 
we have 
On the face 
1 
~=Y a÷u ~0 
1 1 
=-  O~<x~<l ,  O~<z~- - ,  Y a+u'  a÷u 
- -  x - -  < 0 since v 
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On the face 
1 1 
- -  O <~ z <~- -  x=l ,  O<~Y~a+ u,  a+u 
~e = - - l  + (a + u) y ~ O 
Let y be a trajectory starting at a point in B. Suppose y intersects the edge 
z=l / (a+u) ,  y=l / (a+u) ,  0<x<l .  Then ~<0,  3~<0,  but ~=0.  
After intersecting this edge, since 5 = ~ < 0, we have ~ < 0, i.e., 7 does not 
leave the box B. Similiarly, we could show that if ~ intersects the edge x = 1, 
y -- 1/(a-4- u),O ~ z ~ 1/(a + u) orx = 1, z = 1/(a + u),O ~y ~ 1/(a + u), 
then ), does not leave the box B. 
Thus, we have obtained an invariant box which contains an unique equi- 
librium point (xc, y~, Zc). Any solution starting in this box can never leave 
this box. By Lemma 2 (xc, yo, zc) is an unstable quilibrium point. Let Ax, A~, 
A~ be the three eigenvalues of the characteristic equation. Then A~AaA, = - -C  < 0. 
This means, when (x~,y, ,  z~) is unstable, one of the eigenvalues must be 
negative and the other two are complex conjugate, i.e., A~ = a + i%, 
A~ = a -  i% and a > 0. Hence, by the stable manifold theorem, there is a 
one-dimensional manifold S such that any solution of (1) intersecting S will 
tend to the equilibrium point as t--~ ~.  
4. EXISTENCE OF OSCILLATING SOLUTIONS 
Let us subdivide the box B into eight small boxes using the planes x = x~, 
Y : Yc, z = ze • These eight small boxes are as follows (Fig. 1): 
1 
BI: x c ~ x ~ 1 yc ~ y ~ - - -  O ~ z ~ z~ a@u 
1 
B~: O ~ x ~ x~ Y~ ~ Y ~ a 4:- u 
B3: O ~ x ~ x~ O ~ y ~ y~ O ~ z ~ z~ 
B4: x~x~l  O~y~y~ O~z~z~ 
Bs: x~ ~ x ~ 1 O ~ y ~ y~ z~ ~ z ~ - -  
1 
B6: xc~x~l  Y~Y~a+u 
1 
BT: O ~ x ~ x~ y~ ~ y ~ - -  Zc ~ z ~ - -  a@u 
Bs: 0 ~ x ~.~ x c 0 ~ y ~ yc z c ~ z ~ - -  
1 
a+u 
1 
a@u 
1 
a+u 
1 
a@u 
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Now we want to discuss the passage of a trajectory 7 for the system (1) from 
box to box. We want to show that any eigenvector corresponding to A1 < 0 
points into B e or B 2 . 
LEMMA 3. I f  (x, y, z) is an eigenvector corresponding to the eigenvalue ~ < 0 
then (x, y, z) must point into B5 or B2 • 
We omit the proof. 
L~aMA 4. No solution can stay in the box B 5 or B2, except a solution which 
intersects the stable manifold. One trajectory tends to the equilibrium point from B 5 , 
the other from B2 • Furthermore, no solution can enter either B5 or B~from inside B. 
Proof. Denote by Fi~. the face between B i and By. The trajectory Y with 
initial condition in B~ -- {(xc, Yc, z~)} can leave B 5 only through one of the 
following faces: 
F~4: z ~ z~ x~ < x < t 0 < y < yc 
1 
Fs~: y = y~ x~ < x < 1 z~ < z < a .+---u 
1 
F~s: x =x~ 0 <y <ye z~ <z  <- - - -  a@u 
I f  y intersects one of the above faces, then y must leave the box B 5 across this 
face. 
On the face Fsa , ~-- - -y -  z < 0 because z > y. Thus y passes into B a . 
On the face F56,3) = x(1 - -  aye) -- vy~ > 0. It  follows that y passes into B 6 . 
On the face Fas,  we want to show that ~ < 0. 
Let 
b 
f (x ,  y, z) = - -x q- axy + uy ~- ~-~-~ (1 - -  x). 
Because 
and 
we have 
Of~y ~=~o ~ ax~ -1- u > 0 
O ff3z ~=o~o -- (lPbZ~'-lq- z~)2(I - -  xc) < 0 
,f(x~,y,z~) <0 if 0 <y  <y~ 
1 
f (x~,yc ,z )  <0 if zc <z< a@u 
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But this implies that f (x , ,  y, z) < 0 for 
1 
O<y<y~,  z~<z<- - -  a+u i.e., 2 < 0 on the face Fss.  
I f  7 intersects any one of the following segments, 
S l={0~<y<yc,x - -x0 ,z=z~} 
1 ' I $2 = z~ < Z <~a@--~,x= x~,y  -=y~ 
S 3 ={x~ <x~< 1,y=yc ,z=z~} 
we must show that 7 leaves the box B 5 . Assume 7 intersects the segment S1 . 
We have 
~<0,  p>0,  ~<0.  
Hence the trajectory 7 passes into the box B 3 . I f  7 intersects the segment $2,  
then we have 
~<0;  ~<0,  p=0 
So, the trajectory ~ leaves the box B 5 . I f  7 intersects the segment S3 , then we 
have 
< 0, p > 0, ~ = 0 
So, the trajectory 7 leaves the box B 5 . 
To complete the proof, we assume that the trajectory 7 stays in the box B~ 
for large time. Since, in the interior of B 5 , we have ~ < 0, :9 > 0 and ~ < 0, 
it follows that as t tends to infinity, 7 must approach a single equilibrium point, 
i.e,, the equil ibrium point (xo, yo,  zo). We see that, if a trajectory 7 starts at a 
point in B5 and if 7 does not stay in B 5 for all large time, then 7 must intersect 
one of the faces F54, Fso and F58 and, hence, leave the box B 5 . Similar arguments 
can be applied to the box B~. Q.E.D. 
Before continuing to trace the trajectory, we must analyse the shape of the 
hypersurfaee ~ = 0. First we show that ~ = 0 lies in the region B 3 U B s ~3 
B 7 t3 B 4 U B a U B 6 . Then we show that the surface ~ = 0 intersects the plane 
x = x o at the curve shown in Fig. 6 and the plane y = Yc at the curve showrL 
in Fig. 7. 
Choosing 0 ~ z 1 ~ 1/(a -}- u), we consider the intersection of z = z 1 and 
= 0. On the plane z = 0, this is the curve: 
- -x  -}- axy -}- uy q- b(1 - -  x) = 0 
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Because z~ > 0, the curve L on each plane z = z 1 is 
L(x ,y )  = - -x  + axy + uy + b 1 + zF  (1 - x) = 0 
Case I. 0 < z 1 < z e . The graph is a sketched in Fig. 3. 
Case II. z, < z 1 < 1/(a + u). The graph is a sketched in Fig. 4. 
Case I I I .  zl = z , .  The graph is a sketched in Fig. 5. 
Hence, as zl increased from zero to zc,  Ya increases to Yc and x 1 decreases 
to x~. But as z 1 decreases from 1/(a + u) to zc,  Yl decreases toy~ and x 1 increases 
to x~, where Yl is the intersection point of L(x, y)  ~ 0 with x ~ x c , and x 1 is 
the intersection point of L(x, y) = 0 with y = Yc. This shows that the hyper- 
surface ~ ~ 0 lies in the set B 3 k3 B s k) B 7 w B 4 w B 1 u B 6. Since B 5 lies in 
z >/ze and B~ lies in z ~ ze,  it is clear that ~ = 0 has no intersection with B 5 
or Ba except the equilibrium point (xc, Yc,  zc). The intersection of x = xc 
with ~ ~ 0 is a curve PR. 
b 
PR: - -x  c + axcy + uy + ~ ( 1 -  x¢) =0 
Since Xe/(ax ~ + u) > (xe + b(xc --  1)~(axe + u), the curve starting from 
y ~- (x~ + b(x c --  1)/(ax c + u) rises, passing through (y~, ze) , then goes up to 
approach the asymptotic line y = Xc/(ax c + u) sketched in Fig. 6. 
The intersection ofy = Yc with a? = 0 is a curve 
b 
MN:  - -x  + axy, + uy, + ~ ( 1 - -  x) = O 
with asymptotic line x ~- uyc/(1 - -  aye). This is the same type as in Fig. 6 but 
(b @ Uye)/(1 + b - -  aye) > b/(1 --  aye) because uy d(1 - -  aye) = uxdv < u/v < 1, 
The curve starting from x = (b + uyc)/(1 + b - -  aye) rises as x decreases and 
passes through the point (xo, Yo, ze), then goes up to approach the asymptotic 
line 
uY c 
X - -  
1 --  aye 
which is lying in the face Fs7 u F23 as shown in Fig. 7. From the above observa- 
tion, we see that x 1 is also the first coordinate for a point on curve MN and Yl 
is the second coordinate for a point on curve PR. Therefore, from these geometric 
considerations, we may conclude that there are two regions bounded by the 
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FIG. 2. 
box Bz • 
z 
°=0 
%1 / • 
/ 
The intersections of the hypersurfaces ~ = 0, # = 0 and ~ = 0 with the 
(0,0) Y=Y y 
(xc,Y c) 
~i % (x l ' y )  
x I is the point when L intersects Y=Yc 
and Yl is the point when L intersects x,tx c 
FIG. 3. The intersection curve of the hypersurface ~ = 0 with z = zl plane as 
z l |<  z , .  xl is the point when L intersects y = Yc and Yl is the point when L intersects 
x = x c . 
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FIG. 4. 
~1 ~ ~¢- 
(0,0) Y=Ye Y 
I 
(~e,ye) I -- - -  
i \ 
I 
~(x,y)=O 
1 
x Z=z I plane 
The intersection curve of the hypersurface ~ = 0 with z = zl plane as 
(o,o) Y 
i \ 
I (Xc,Yc) 
I . . . .  
x z=z c plane (i, I )  
FIG. 5. The  intersect ion curve  of  the hypersur face  ~ = 0 wi th  z = zc plane. 
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x=x c plane 
F58 
F43 
Q R 
F67 
A 
(0,0) P S Y 
PR is the cut curve of 3=0 with x = x e 
A = (xc,yc,ze) 
• I 
Q = (xe,Yc,?~) 
S = (Xc ,Yc ,0 )  
FIG. 6. The intersection curve of the hypersurface ~= 0 with x = x~ plane. PR is 
the cut curve of ~ = 0 with x = xc plane. 
plane x = xe,  y = ye and the hypersurface ~= 0 which can be defined as 
follows: 
R l is defined by 1 ~x)xe ,  y~yc ,  2 )0  and 0~z~z~ 
1 
R~isdef inedby  x <~ x, , Y ) Yc , ~ ~ 0 and z~Z~a+~.  
We note that R 1 is contained in the box B 4 and R 2 is contained in the box B~. 
To see the behavior of a trajectory in the box B~ (or B6), we have to analyze 
the different regions which are separated by the hypersurface • ~ 0, j )~  0 
and xt -~ 0. By symmetry we need only consider the situation either in the box 
B 8 or the box B 6 . 
In  the box B z there are six small regions which are defined as follows (with 
reference to Fig. 2) 
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~7 
1:23 
N Q 
l 
(0,0) S M 
NM is the cut curve of ~=0 with Y=Yc 
A = (Xc,Yc,Z c) 
1 
q ~ (Xc,Yc,~-~-) 
S = (Xc,Yc,O) 
FIG. 7. The  in tersect ion  curve  of  the  hypersur face  2 = 0 w i th  y = y ,  p lane .  NM is 
the  cut  curve  of  & = 0 w i th  y = y~ p lane .  
R31 is defined by 2 ~ 0, ~ ) 0, x ~ x,,  z ) 0 
R32 is defined by ~ ) 0, ~ ) 0, x ~ xc, y /> 0, 
Ra3 is defined by 2 ) 0, /9 ~ 0, y ~ y~, x >~ 0, 
R~4 is defined by 2 ~ 0, ~ ~ 0, y ) 0, x ~ x, ,  
Ra5 is defined by 2 >~ 0, ~ ~ 0, 3) ) 0, y >~ 0, 
R~ is defined by 3) ~ 0, 2 ~ 0, x /> 0, z ~ z c 
z>~0 
z~>0 
Z ~Ze 
Here Ral, R32, R~3 are under the plane ~ = 0 in the box B 3 . Ra4, R35, R36 
are above the plane ~ = 0 in the box B~. 
Similiarly in B e 
1 
R61is defined by 2>/0 ,  ~ ~<0, x>/xc ,  z ~<a+~ 
1 
R~ is defined by *~0,  ~0,  3) ~0,  x>x~,  z ~a~+~ 
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R63 is defined by -9~0,  ~ ~<0, y />y~,  x~< 1, 
R64 is defined by :e~<0, ~>0,  -9>~0, x ~ 1, 
R~ is defined by -9 ~0,  ~/>0,  x ~ 1, z />ze  
1 
R~ is defined by ~?>/0, ~0,  x~x~,  Y~a+-~-u 
1 
a+u 
1 
a+u 
Here R6t, Rn2, Rn3 are above the plane ~ ----- 0 in the box B 6 . R64, R6~, R66 
are under the plane ~ =0 in the box B 6 . 
The following Lemma is crucial. 
LEMMA 5. All trajectories in B 3 (or B6) must enter into the region Ra,a (or R,.~) 
then leave Raz (or R62 ) through the sector APS (or AQR) and pass into R t (or R2) 
(Ref. Fig. 2 and 6). 
Proof. 
Step 1. We consider a trajectory Y starting in Ra2, if ~ goes up to cross 
= 0, then ~? = d-9 > 0 which means that after crossing ~ = 0, we have 
> 0. But ~ is negative in this region, and so we have a contradiction. However, 
if y intersects the curve ~ = 0, p = 0 then z - -  dfi = d~(1 - -  ay) > O. This 
implies ~ > 0 from which in turn ~ > 0. It  follows that y can't cross ~ = 0. 
I f  y intersects p = 0, then ~9 - -  2(1 - -  ay) ~ O. This implies p > 0 after inter- 
secting .p - 0. But this contradicts the fact :9 < 0, so y cannot cross -9 = 0 to 
leave Raz. 
I f  y intersects ~ = 0, then the situation is more complicated. Since 
- - (ax-k  u)p--pbz~-t~/(1 + zv)Z(1 -  x), it is not easy to decide the 
sign of 5~. However, we see immediately that y can't cross the curve ~ = 0, 
= 0 into the region Ra4 or Ra~. This is because ~ = (ax -[- u).9 > 0 and this 
implies ~ > 0, contradicting ~ < 0 in Ra4 or Ra5. But 7 might cross ~ - -  0 to 
enter into Rat.  
Step 2. We show all trajectories in other regions must enter into Ra2. 
This can be done by looking at the behavior of the trajectory in each region. 
Suppose y starts in Rat.  We know y cannot cross ~ = 0. Furthermore, 
since ~ < 0, y cannot go backward to cross x = x~ once it passes through 
x =-x~. Therefore, y must eventually enter into Ra2 , otherwise, y would 
oscillate below ~ = 0. But this would imply that z(t) has a limit point for large 
time because ~(t) > 0 under the plane ~ = 0. And, furthermore, since .9 > 0, 
we can show that y tends to a limit point in B a . However, this contradicts 
Lemma 4. From this argument, we know that y cannot oscillate between Rat 
and Ra= infinitely often. This shows that a trajectory  in Ra2 has only one way 
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to leave. Furthermore, on the sector APS, ~? > 0. Hence, 7 must eventually 
leave Ra2 through the sector APS into the region R 1 . 
Starting at a point in R34,7  either enters into R31 through 2 = 0 or into Ra5 
through 2 = 0. Suppose 7 cannot cross 29 ~ 0 to enter Ra6. First, we notice 
that 7 cannot cross ..9 ~-0  to enter Ran. Because 2P = 0 implies that 
29 ~ ~(1 - -  ay) > 0, i.e., 2P > 0 after meeting 29 = 0. However, 3) < 0 in Ran. 
Furthermore, if 7 intersects ~ = 0 from R85, we have 2 -= (ax + u)2 -  
pbz~-12(1 -- x)/(1 + zP) 2 > 0, because 2 < 0 but this implies that ~ > 0 
after meeting ~ = 0. However, 2 < 0 in Ra4 which is a contradiction. Therefore, 
it follows that y must go downward through # ~ 0 and enter into R~2. 
Suppose 7 belongs to Ran. Then 7' may either cross :9 ~ 0 to enter Ra5 or 
cross 2 -~ 0 to enter Raa. However, if 7 enters into R3a, since 7 cannot either 
go upward through %: = 0 or cross the faceFag, to enter B2, then 7 will eventually 
enter into Ra2. We summarize these deductions by stating that trajectories in 
the box Ba have the following possible paths: 
R34 -+ R35 --~ Ra2 
Ra4 --~ Raa --~ R~ 
R3n -~R35 ~ R3~ 
R~n --+ R~a -+ R32 
Raa ~ Ra2 --~ R1 
Similiar arguments can be applied to the box B6, and we obtain the following 
possible paths for the trajectories in B 6 : 
R65 --+ R63 ~ R62 
R6~ -~ R64 -+ RG2 
Rn6 -+ Rnl --~ R62 
Rn6 -" Rn~ -~ R6~ 
Rnl ~ Rn2 -+ R 2 
This completes the proof of Lemma 5. 
The behavior of a trajectory 7 in the box B1 or B 8 is quite simple. However, 
there are still four subregions eparated by ~ = 0 and :9 ~ 0 in the box B 1 
(or Bs). The plane ~ ~- 0 doesn't intersect B 1 (or B8), i.e., either ~ > 0 or ~ < 0. 
But this implies that 7 must go upward from B 1 to B 6 or go downward from 
B 8 to B 3 . Finally, we come to the last two boxes B 4 and B~. There are three 
regions separated by ~ ~ 0, ~ = 0. In particular, we know that R 1 is contained 
in B4 and R 2 is contained in B 7 . We can use the same argument as before to 
prove the following Lemma. 
LEMM~, 6. All trajectories in R1 (or R2) must eventually leave R 1 (or R~) and 
cross y = Yc into the box B1 (or B8). 
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Now, combining the previous Lemmas, we can trace the trajectory from 
box to box and find that all the solutions except those two comprising the 
stable manifold eventually settle into the following sequence (15) 
B3.~ R3~__> R1C B4----~ B1---~ B~--~ R6~-~ R2 C Bv--~ Bs---~ (15) 
~ _ _  ) t ) 
and since 7 cannot oscillate on the small loops an infinite number of times, 
the solution must repeatedly cross the face F16. This completes the proof that 
the solutions of system (I) are oscillatory. 
5. PROOF THAT AT LEAST ONE SOLUTION IS PERIODIC 
A solution 7(~-) is periodic if for some T > 0, 7(r + T) = 7(T) for all ~-. 
Since the system (1) is autonomous, a solution is periodic if there is a T > 0 
such that 7(T) = 7(0). 
The method which we are about to employ has wide application for 
some other third order systems [4, 5], so it is quite standard. With 
7(7) -- (x(z), y(~'), z(z)) we study solutions such that z(0) = z c , xe ~ x(0) ~ 1 
and Yc ~ y(O) ~ 1/(a + u). Thus, 7(0) lies in the face F = F16 which separates 
B e and B 1 . From the results of Section 4, it follows that there is a T > 0 with 
7(T) in F, and if 7(0) :/= 7c, then there is a smallest such T = T(7(O)). The 
function P defined by 
P(7(0)) • 7(T) if 7(0) ¢- 7c = (xc ,y~,  z~) 
is a continuous mapping o f f  into itself. To check this, we see that T is defined 
by 
z( T, 70) = zc 
and furthermore, 2(T) > 0 except on the edge y = y~, z = z c , x, % x ~ 1. 
However, on this edge we know 5 > 0, so z > zo before intersecting this 
edge, and such solution must come from the box B 5 . But solutions starting 
on F cannot enter B 5 . Hence, the  poincar6 mapping does not meet the edge 
Y ~Yc ,  z = zc, x c <x  ~ 1, i.e., the flow is not tangent to F at z(T, 7o ). 
Thus, the implicit function theorem shows that T(70) is a continuous function. 
The point 7o is a fixed point of P. Any other fixed point of P corresponds to a 
periodic solution of (1). 
To prove that P has another fixed point, we must show that there is a simple 
smooth curve h in F with the following properties: 
(a) h does not contain 7, 
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(b) h lies in the interior of F except for its endpoints which lie on the 
sides x = xc and y = Yc 
(c) The region R of F which is separated from yc by h is mapped into 
itself by P. 
The existence of a periodic solution then follows immediately by the well 
known Brouwer fixed point theorem. We will not give the details for the 
remaining part of the proof [see 4, 7]. 
6. STRUCTURAL ~TABILIT¥ AND UNIQUENESS 
There are few examples in three dimensional space which allow a proof of 
global stability and uniqueness of a periodic solution. However, it is very 
important to have these properties for systems modeling biological or bio- 
chemical problems. 
We are lucky to be able to discuss these properties in this model, because 
there are some pertinent heorems and techniques developed in [3]. 
We have seen that in the system (1), the parameters a and u are very small. 
Therefore, we let a ----- u = 0 to see what changes in the geometric picture occur. 
This leads us to consider the following system 
= - -x  q- b(1 --  x)/1 q- z p 
w~ = x - vy  ( s )  
where p is positive integer. 
We want to show system (S) exhibits a phase space with dynamical propertie s 
similar to those of system (1), i.e., system (S) does have a unique structually 
stable periodic solution. Then, a classical theorem asserts that system (1) also 
has a unique asymptotically stable periodic solution for a, u very small. 
The proof of the existence of a periodic solution of system (S) is similar to 
the corresponding proof for system (1). In fact, we can render more details 
for this system (S) then we did for system (1). Furthermore, suppose we can 
show that for system (S), there is a unique structually stable periodic solution, 
then for a, u very small, system (1) will also have the same properties. But it is 
interesting to prove the existence of periodic solution for system (1) directly, 
as this applies to larger a, u. 
We will just state some Lemmas and theorems without proofs, because the 
proofs, can be found in [3, 7]. 
LEMMA 7. I f  b > 2v/(1 --  v) "'" (C.2) then there exists a unique equilibrium 
point in the following box B for all p >~ 1. 
B= (x,y,z)  jO~x~l ,O~y~,  
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LEMMA 8. If p is sufficiently large, then the equilibrium point of system (S) is 
unstable. 
Using the box B, we can show that system (S) exhibits a periodic s01ution. 
To show system (S) has a unique structually stable periodic solution, we consider 
the following system (D) 
= --x + b(1 -- x) H(1 -- z) 
w~ = x - vy  (D)  
~- d(y -- z) 
Here H(w) is the Heavside function. 
System (D) is a discontinuous system with two parts. By substituting y ~ wy, 
= (w/d)z,  ~ ~ x into system (D) separately, then dropping " - - "  for con- 
venience, we obtain the following two systems 
~ - -X  
V 
3~- -x - - - -y  z~ 1 (D.1) 
W 
=y- -dz  
~:b(1  l +bx)b 
V 
=x- - - -y  0 <z  < 1 (D.2) 
W 
-- y - -dz  
Except for different notation, we can immediately have the following theorems 
as in [3]. 
THEOREM 1. / f  bw/(dv(l + b)) > 1, then every trajectory of system (D) in 
the positive octant tends either (I) to some periodic orbit or (II) to (dv/w, d, 1). 
THEOREM 2. Suppose that b*, d*, v*, w* are positive, with d* ~ b*w*/2v*. 
Then system (D) has a unique periodic solution in R+ L Also there are two trajectories 
which tend to the point (dv/w, d, 1) and, in fact, arrive at this point in finite time. 
Any solution in R+ 3 which does not lie on one of the trajectories tends to the periodic 
solution (orbitally) as t tends to infinity. 
With parameters a in Theorem 1 and 2, we shall prove Theorem 3 as follows: 
THEOREM 3. Let V be a sufficiently small open neighborhood in R+ ~ of 
(dv/w, d, 1). Then there are p* and E ~ 0 such that if  p ~ p* and I b -- b* I + 
[ d -  d* ] + Iv -- v* ] + I w -- w* j < e, then system (S) has a unique periodic 
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solution in R+ 3 --  V, and every trajectory of (S) starting in R+ 3 -- V and not on 
the stable manifold of (S) at the equilibrium point tends to the periodic orbit as t 
approaches infinity. 
To apply Theorem 3 to our original system (1), we need a classical theorem 
which can be found in any textbook of Ordinary Differential Equations. So 
we state the results as follows: 
T~tEOREM 4 [See 11, J. Hale, p. 222]. Consider the system 2 ~f (x )  +F(x ,  e) 
where f(x), F(x, ~) ~ C1, and F(x, O) -~ O. Xf ~ = f(x) has a periodic solution 
whose n -- 1 floquet exponents are less than 1, then there exists e o > 0 such that 
for all e, 0 ~ e <~ E o , the above system has a unique asymptotically orbitally 
stable periodic solution with asymptotic phase. 
Theorem 5 follows immediately from Theorem 4. 
THEOREM 5. Suppose the parameters of system (1) satisfy the following 
conditions: (C.1) in Lemma 1, (C.2) in Lemma 7 and E < d < bw/(v(1 + v)) 
where E is defined in Lemma 2. Suppose furthermore, p, b, d, v, w satisfying the 
conditions in Theorem 3 and a, u are sufficiently small. Then system (1) exhibits 
an isolated asymptotically orbitally stable periodic solution in the positive octant. 
7. SKETCH OF THE PROOFS OF THEOREM 1, 2, 3 
Since system (D) is similar to a non-linear third order system appearing 
in [3J, we only need to check the essential portions of the proofs. It is not 
necessary to prove Theorem 1 because the systems are different in parameters 
notation only. The condition ford*, b*, v*, w* in Theorem 2 must be calculated 
in the beginning. Then the uniqueness and structural stability follows imme- 
diately. The only thing we have to verify is that system (S) approaches to 
system (D) in the Cl-perturbation sense, because system (S) is different from 
the continuous system in [3]. 
We see that it is a routine calculation to obtain the special conditions con- 
cerning the parameters b, d, v, w with d = bw/2v which will give the uniqueness 
of periodic solution. Therefore we omit this computation [3, 7]. 
To show that the assertions in Theorems 1and 2 are also true for system (S), 
we can follow the proofs in [3]. The treatment proceeds by considering certain 
poincar6 maps defined by the vector flows of system (S) and system (D). 
The phase portrait of system (S) is known. [See Fig. 9]. It is convenient to 
give the general picture of system (D) as in [3]. Every trajectory in the positive 
octant eventually enters, and remains in, the region 0 < x < 1, 0 <y  < 1/v, 
0 < z < 1/v if bw/(dv(1 -~ b)) > 1. If z(0) > 1, then the trajectory follows 
an orbit of (D.1), and eventually intersects z = Z, in the region 0 < y < 1. 
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FIG. 8. The switch points on the plane z = 1 for the system (D). 
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FIc. 9. The phase space of the system (S). 
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Unless x = v andy = 1 at this point, in which case the solution can be continued 
no further, it then switches to an orbit of (D.2) and again intersects z = 1, this 
time in the region v ~ x ~ 1, 1 ~ y ~ x/v. 
A sequence of successive switch points is shown in Fig. 8. Except possibly 
for the first one, the switch points alternate between the regions {y ~ x ~ 1, 
1 < y < x/v} and {0 ~ x < v, x/v < y % 1}. Only two trajectories , one 
starting in z > 1 and the other starting in z < 1, fail to alternate ventually 
in this fashion. 
A previous result from Theorem 1 shows that any sequence {P2~} of "even" 
switch points must tend to a limit P* in the region 0 ~ x ~ 1, 0 ~y  ~ 1Iv. 
I f  P* :/= (dv/w, d, 1), then P* clearly is a switch point of a periodic solution. 
Now let q = I/p, and for each q > 0, let 
U~(q) --- (x~(q), y¢(q), z~(q)) 
be the unique critical point of system (S) in the positive octant. Then z¢(q) 
satisfies the equation 
b 
z~+l + (1 -t- b) z -= - 
V 
It  is easy to prove the following results. 
LZMMA 8. z,(q) --> 1 as q ~ O. " 
COROLLARY. Yc(q) "-> 1, xo(q) --> v as q --~ O. 
Remark. In the transformed coordinates of system (D), the above corollary 
is equivalent o y~(q) --~ d, xc(q) --> dv/w, as q --~ 0. For q ~ l, the trajectories 
of system (8) have high curvature near the plane z ~ zc(q) as in a "corner 
layer". For this reason, it seems more convenient to study a different poincar6 
map from that discussed earlier in connection with system (D). Thus, solutions 
are thought of as starting on and returning to the plane x = xc(q). To be precise, 
let/~q denote the rectangle 
1 
x = xXq), zo(q) <~ z < ~,  Y°(q) <" Y "~ v 
(y,  z) 4= (yo(q), z~(q)) 
We have shown that for small q, every trajectory of system (S) in the positive 
octant except hose on the (one-dimensional) stable manifold at Uc(q) eventually 
intersects /~q non-tangentially. These trajectories define a diffeomorphism/~q 
of/~q into itself as follows: 
I f  U(t) = U(t, Yo, Zo) is the solution of system (S) with U(0) = (xc(q), Yo, Zo), 
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and U(O) ~ ~q, then there is a first Tq = Tq(yo, %) > 0 such that U(Tq) ~ ~a. 
Let 
flq(xo(q), Yo , %) = U(To(yo , %), Y0, Zo) 
Let R q be the usual projection of/?q onto the (y, z) plane and let H q be the 
mapping of Rq into itself induced by/~q. It will be useful to write H q as the 
composition of four mappings, defined in an obvious way by following trajec- 
tories of system (S) from the rectangle/~q first to the plane z -~ ze(q), then to 
the rectangle 
,~a: x = xe(q), 0 < y ~ Yc(q), 0 ~ z ~ zc(q) 
(y, z) :~ (y~(q), z~(q)) 
then again to the plane z ~- ze(q) , and finally back to the rectangle _~a. Thus 
Ha = II4a o I I fo  H f  o 17fl where Hf l  maps R a into the set 0 ~ x ~ xc(q), 
0 ~ y ~ Yc(q), etc. All of these definitions of sets and mappings have obvious 
extensions to the ease q = 0, where they are done with reference to the 
system (D). 
We let IIq denote the poincar6 mapping with respect to system (S)./7 0 denote 
the poincar6 mapping with respect to system (D). Observe that a map considered 
previously, starting in the region 
z = 1, (x ,y )~M = v < x < 1 +---b' 1 <y  < 
and returning to this set is the restriction of 
p - / /30  o//20° ~o o 1-/4 °
to M. It has been shown that if d=d* ,  b=b* ,  v=v* ,  w=w* with 
d* = b*w*/2v* then 
(a) P has a unique fixed point, (x*, y*), and 
(b) For any (x o ,Yo) E{v < x o < b/(1 + b), 1 <Yo < 1/v} 
Lim P~(xo , Yo) = (x*, Y *o ) 
n-~oo 
Remark. Properties (a) and (b) are the basic proofs for Theorems 1 and 2. 
The complete proof can be found in [3]. This implies that/-/0 also has a unique 
fixed point (Yo, %) and Limn_,,(HO) ~ (y, z) = (Yo*, Zo*) for any (y, z) ~ R °. 
It must be shown that V is a given open neighborhood of (1, 1) then IIq and H ° 
have essentially these properties also, if (y, z) and (Yo*, Zo*) are restricted to 
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R a -  V, and if q>O and Jb - -b* J+ ld - -d* J@/v - -v* l@/w- -w*]  
are sufficiently small. This is equivalent to show that 
H~(y, z) -+ ~0(y, ~) 
Drip(y, ~) ~ Dno(y, z) 
as q --+ 0, uniformly in R ° - -  V. 
This is elementary and the proof can be found in [3, 7]. We will omit the 
proof here. This completes the sketch of the proofs for Theorems 1, 2 and 3. 
8. DISCUSSION 
It  would be interesting to take into account diffusion terms for system (1). 
In fact, there are considerable experiments and results [8, 9, 12] showing that 
in certain cases it is reasonable to consider the diffusion terms. Then system (1) 
becomes a system of partial differential equations which exhibit a periodic 
plane wave solution by making use of Theorem 4 and a well known theorem 
in [10]. The qualitative properties of the solution with respect o the system 
of partial differential equations are still incompletely known. 
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