Abstract. In achieving higher instruction level parallelism, software pipelining increases the register pressure in the loop. The usefulness of the generated schedule may be restricted to cases where the register pressure is less than the available number of registers. Spill instructions need to be introduced otherwise. But scheduling these spill instructions in the compact schedule is a difficult task. Several heuristics have been proposed to schedule spill code. These heuristics may generate more spill code than necessary, and scheduling them may necessitate increasing the initiation interval.
Introduction
Software pipelining [14] is the most commonly used loop scheduling technique for exploiting higher instruction level parallelism. In a software pipelined loop, instructions from multiple iterations are executed in an overlapped manner. Several heuristic methods [2, 19] have been proposed to construct a software pipelined schedule. In addition a number of methods [10] have also been proposed to find an optimal schedule considering resource constraints. A schedule is said to be optimal if the initiation interval (II) of the schedule is not greater than that of any other schedule for the loop with the given resource constraints.
Software pipelining, like other instruction scheduling techniques, increases the register pressure. A number of heuristic approaches to reduce the register pressure of the software pipelined schedule have been proposed [11] . Also, approaches to minimize the register pressure of the software pipelined schedule using linear [16] and integer linear program formulation have been reported in literature. However, these methods do not guarantee that the register requirements of the constructed schedule is less than the available registers. If the register need of the constructed schedule is greater than the available number of registers, either spill code needs to be introduced or the initiation interval needs to be increased [21] . In order to determine whether the constructed schedule is feasible for the given number of registers, register allocation must be performed with necessary spill code generation. Further the spill code must be scheduled in the compact schedule, without violating any resource or dependence constraints. Currently heuristic approaches [21] have been proposed for the introduction of spill code. Unfortunately, introduction of spill code can saturate the memory units and thereby force an increase in the initiation interval.
In this paper, we are interested in addressing the following problem: Given a modulo scheduled loop L, a machine architecture M and an initiation interval II, is it possible to perform register allocation with the given registers and optimally generate and schedule necessary spill code such that the register requirement of the schedule is lesser than or equal to the available number of registers? We propose a 0-1 integer linear programming formulation for register allocation, optimal spill code generation and spill code placement in software pipelined loops. The proposed approach is guaranteed to identify a schedule with necessary spill code, whenever such a schedule exists, without increasing the initiation interval. Further the proposed approach generates minimal spill code, thereby improving the code quality. The proposed formulation takes into account both the compactness of the schedule and memory unit usage. Further the formulation incorporates live range splitting [4] which allows a live range to be assigned to a register at specific time instances and be resident in memory in rest of the time instances. To the best of our knowledge, this is the first integrated formulation for register allocation, optimal spill code generation and scheduling for software pipelined loops. The formulation is useful in evaluating various heuristics and one can generate a better quality code with a moderate increase in compilation time. We have implemented the solution method on loops from Perfect Club and SPEC2000 benchmarks. On an average, we prevent an increase in the initiation interval in 11.11% of the 90 loops on an architecture with 32 registers and in 12% of the 157 loops on an architecture with 16 registers when compared to the heuristic approach [21] . We also generate roughly 18.48% less spill code compared to the heuristic solution.
The paper is organized as follows: Section 2 provides a brief motivation for optimal spill code generation and scheduling. In Section 3, we explain our integer linear programming formulation. Section 4 presents the simplified formulation. Section 5 presents the experimental methodology and results. In Section 6, we discuss the related work and concluding remarks are provided in Section 7.
Motivation
Traditionally, the process of adding spill code is done iteratively [21] for architectures with no rotating registers. First, the loop is modulo scheduled, then register allocation is performed. If the register pressure of the schedule is greater than the available number of registers, then spill candidates are chosen. Subsequently spill code is added and the loop is rescheduled. In the process above, since the selection of spill candidates is based on a certain heuristic, it may result either in the addition of extra spill code or the introduction of spill code at a time step where no memory unit is available. These, in turn, may increase the memory unit usage necessitating an increase in the initiation interval. Various heuristics have been proposed for generating spill code and scheduling spill code [1] .
Critical cycle is one of the key characteristics used by heuristics to decide on the spill candidates. A time step t is said to be a Critical cycle in the kernel if the number of live ranges at that instant is greater than the number of available registers. In Figure 1 (a), we show the live ranges of a software pipelined schedule with II = 6 and assume there are four registers available. For this schedule, cycle 2 is the critical cycle. To perform register allocation with the available four registers for the given schedule, one of the live ranges must be spilled. A commonly used heuristic gives priority to the spill candidate with longest live range [21] . Unfortunately, it is possible that the longest live range does not span through critical cycle. Hence, spilling the longest live range may not necessarily reduce the register pressure. A refined heuristic considering the above prioritizes the spill candidate which is live at the critical cycle and has the longest lifetime among the the spill candidates [21] . The heuristics may not be able to capture all the scenarios. Consider the kernel shown in Figure 1(a) . In this example, we have assumed a load and a store latency of 1 cycle and the presence of a single memory unit and 4 registers. The memory unit usage in the kernel is indicated in the figure. The kernel is obtained for an initiation interval of 6. The register need of the schedule is 5. So we need to insert spills in order to reduce register need. Figure 1(b) shows the kernel after the spill code has been scheduled. Among the spill candidates, variables D and E have the longest live range and pass through the critical cycle 2. In the kernel in Figure 1(b) , though the spill store for E is scheduled at cycle 0, the value in the register continues and ends only at cycle 1. If we had chosen D as the spill candidate, we would not have been able to spill and hence reduce the register pressure at cycle 2. This is because of the use of D in cycle 2. As a result, it is not only necessary to select the right spill candidate but also to schedule the spill loads and stores so that the register need of the loop is reduced without unnecessarily requiring an increase in the initiation interval.
The recent work in spill code generation [21] addresses the iterative process of adding spill code by selecting a finite number of candidates for spilling based on a quantity factor which is determined experimentally. By adopting the notion of quantity factor, we are making the decision of selecting the spill candidate and scheduling them incrementally, considering a few candidates. It is possible that the greedy approach can fail. In our experimentation, the quantity factor of 0.5 resulted in an increase in the initiation interval in 12% of the loops that had sufficent register pressure and needed the addition of spill code.
Moreover, there are a plethora of factors that need to be considered while choosing the right spill candidate which can be suitably scheduled with a minimal amount of spill code. An injudicious selection and subsequent scheduling can result in an unnecessary increase in the initiation interval, which can be attributed to addition of otherwise superfluous spill code saturating the memory usage.
ILP Formulation for Spill Code Minimization and Scheduling
In this section, we explain our 0-1 integer linear programming formulation for register allocation and spill code scheduling in software pipelined loops assuming a load-store architecture with no rotating registers. A solution to the ILP formulation would represent a valid schedule with spill code suitably scheduled satisfying the register and functional resource constraints. Given a software pipelined loop with modulo variable expansion [14] carried out, our efficient register allocation and spill code scheduling formulation involves the association of decision variables to the live range, formulation of relationship between the decision variables that need to be satisfied, solving the integer linear program and rewriting the original code.
Generation of Decision Variables
Given a data dependence graph and a periodic schedule, we model a live range with a set of decision variables. To determine where to introduce spill stores and loads in the schedule, we introduce two kinds of spill decision variables namely store decision and load decision variables. 
We illustrate the introduction of live range and spill decision variables with a specific example in Figure 2 . An instruction which defines the value of a temporary variable T N 1 is scheduled at time 0. The last use of T N 1 is scheduled at time 9. The liveness, spill load and store decision variables introduced corresponding to register R0 are shown in Figure 2 . In this example, the latency of the instruction producing the live range T N 1 is 1, and that of store or load is 2. To represent whether the live range T N 1 is live in register R0 at various time steps during its live range, we use decision variables T N 1,0,0 , . . . T N 1,0,9 . The store decision variables are defined for time steps [1, 5] . We do not define the store decision variable at time instant 0 since it is the definition time. Similarly the store decision variable is not defined for time steps [6, 9] as splitting the live range beyond time step 5 does not result in a meaningful spill load to be scheduled before the last use of T N 1 . Similarly we do not create spill load decision variables at time steps [0, 2], since spill store would not have completed by that time, and at time steps [8, 9] , as the spill load would not complete before the last use at 9. 
Constraints
Having discussed the liveness, spill store and spill load decision variables corresponding to each time instant and register, we now explain how register allocation and spill code scheduling can be formulated using a set of constraints. Satisfaction of these constraints results in a schedule with valid register allocation and appropriate spill code placement.
Must-Allocate Definition Constraint:
The Must-Allocate Definition Constraints ensure that a register is allocated to a live range when the live range is defined. That is, for each instruction that produces a value, a register must be allocated to the live range. If I is the set of instructions that produce a result value and T N i be the temporary variable corresponding to instruction i ∈ I, the following must-allocate definition constraint must be satisfied. 
There are exactly |I| constraints produced by the above equation. For the example shown in Figure 2 , corresponding to T N 1 , the following must-allocate definition constraint must be satisfied. 
where t ∈ (t lat load , t]. There are exactly i∈I |use(T N i )| constraints corresponding to the above equation. We refer to these as must-allocate use constraints.
For the example shown in Figure 2 , corresponding to T N 1 , the following mustallocate use constraints must be satisfied. lat load lat store )]. As the objective minimizes the spill loads and stores, this constraint is redundant. However, this constraint reduced the solution time taken by the ILP solver.
Store Before Load Constraints:
A spill load can be scheduled for a live range provided there is an earlier spill store for that temporary name. At every time instant where a spill load is possible, there must be a store which has been scheduled earlier. For every spill load corresponding to live range T N i , the following constraints must be satisfied.
where t is in the range [(
There are exactly |loadset(i)| such constraints for each T N i
In Figure 2 , each of the spill loads corresponding to time steps [3, 7] must satisfy the following constraints. We have assumed a store latency of 2. Spill Load Store Constraints: In order to schedule spill code in the compact schedule, we have introduced store and load decision variables at multiple time instants. The following set of constraints ensure that there are no unnecessary spill code instructions and formulation generated schedule is valid.
At each time instant t for any live range, if t ∈ loadset(i) and t ∈ storeset(i), then the store before load and at-most only one store constraints ensure that both load and store cannot be scheduled at t. For each store decision variable at time t corresponding to live range T N i , a store can actually take place at that instant only if the variable is in the register.
ST N i,r,t ≤ T N i,r,t ∀r ∈ R and ∀t ∈ storeset(i)
In Figure 2 , the following constraints corresponding to store of live range T N 1 in register 0, at time steps [1, 5] After a spill store, the live range in a register may continue to exist or cease to exist. But if there is a load in the subsequent time instant, then the load constraints can bring the live range back into existence in the register. If a spill store is possible for live range T N i at time instant t and spill load is not possible at time instant t + 1, then the following constraints need to be satisfied.
T N i,r,t⊕1 ≤ T N i,r,t ∀r ∈ R, f or all t ∈ storeset(i) and t⊕ 1 / ∈ loadset(i) (6)
In Figure 2 , the following constraints must be satisfied corresponding to the live range T N 1 at time instant 1
The spill load brings back the live range into the register. There is no necessity of a spill load for any live range T N i corresponding to register r if the live range is already in the register r. Further, a temporary name is live in a register r at time t either if it was live at time step t 1 or if a spill load is scheduled in time step t. For a spill load at time instant t, the following constraints need to be satisfied.
T N i,r,t ≤ T N i,r,t 1 + LT N i,r,t
∀r ∈ R, ∀t ∈ loadset(i)
In Figure 2 , the spill loads at time steps [3, 7] in register 0 must satisfy the following constraints. If a spill load is not possible at time instant t, i.e t / ∈ loadset(i) and a spill store is not possible at time instant t 1, i.e t 1 / ∈ storeset(i), then the following continuation constraints must be satisfied.
T N
In Figure 2 , the continuation constraints corresponding to time instants 1, 8 and 9 for register 0 and live range T N i are
Interference Constraints: It is important to ensure that the same register is not allocated to multiple live ranges. Interference constraints ensure that at any instant of time, a register holds a single live range. It is sufficient to ensure that after each live range definition, the register holds a single live range. At time instant t which is the definition time of live range T N i , the following constraints must be satisfied for each register r j T N j,r,t ≤ 1 ( 9 ) where T N j,r,
].
Functional Unit Constraints:
The spill loads and store generated require memory functional units. Thus a spill load or a store can be scheduled at a particular instant t provided there is a free memory unit available. Hence for scheduling spill loads or stores, the following memory unit constraints need to be satisfied for each time slot t' ∈ [0, II-1].
T N i is the live range with t ∈ loadset(i) and T N j is the live range with t ∈ storeset(j). M is the number of memory units available for spill loads and stores after the memory requirements of instructions that are scheduled at time instant t in the kernel are satisfied. The above constraint ensures that sum of all spill loads and stores scheduled at any time instant t in the kernel is lesser than or equal to the number of free memory units available.
Objective Function
The objective function is to minimize the number of spill loads and stores.
M inimize :
Simplified Formulation
The previous formulation can be simplified by omitting the r indices from the spill load and store decision variables. In this formulation, we decide whether a spill load or a store is necessary at a given time step without considering which register the store or load should use. The constraints are suitably modified to reflect the same. The register used by the spill store and loads can be easily inferred from the T N i,r,t variables as a post-processing step. The simplified formulation is given below:
Equation 17 ensures that each spill load loads the live range in at-most one register.
Experimental Evaluation

Experimental Methodology
We have used the SUIF [12] as the compiler front end for the benchmarks. For the compiler back end, we have used Trimaran [13] compilation and simulation environment for VLIW architectures. The data dependence graphs are generated using the Trimaran's back end . The initial modulo schedule is obtained using an integer linear program formulation [10] . The machine architecture used in the formulation is a load-store architecture with 3 memory units, 3 integer units and 4 floating point units. For the constructed schedule, modulo variable expansion [14] is performed to ensure that no live range is longer than II. We then generate the formulation proposed in this paper to perform register allocation and necessary spill code generation and scheduling. We have considered architectures with 16 and 32 registers. The integer linear programming formulation is solved using the CPLEX 9.0 solver [5] running on a Pentium 4, operating at 3.06 GHz with 4 GB RAM. A CPU-time limit of 600 seconds is used for solving our integer linear program. The loops in which the integer linear program timed out are not considered for evaluation.
Results
We compare our approach with the best performing heuristic [21] , viz spilling uses, with a quantity factor of 0.5 and a traffic factor of 0.3. The quantity factor is used for deciding the number of spill candidates and traffic factor is used for the selection of spill candidates. We refer to the above heuristic as SU and our formulation as ILP .
Spill Code. The amount of spill code introduced impacts the code quality of the schedule. We evaluated the amount of spill code generated by ILP and SU . In this result, we do not consider amount of spill code generated with the loops requiring an increase in II with SU as it is not fair to compare schedules with Initiation Interval. The throughput of a software pipelined loop is measured in terms of the initiation interval. Table 1 and Table 2 report the number of loops requiring an increase in the initiation interval in SU and do not require an increase in II while using ILP . ILP eliminates the need for an increase in II when compared to SU in 6.67% to 14.29% of the loops in various benchmarks.
On an average, ILP eliminates an increase in II in 11% of the loops for an architecture with 32 registers and 12% of the loops for 16 registers. In summary, we observe that our ILP approach is able to reduce the amount of spill code by 18.48% and eliminate an increase in II by 11.11% on average among 90 loops on an architecture with 32 registers.
Solution Time. In Figure 3 (a) and Figure 3(b) , we report the time taken by the ILP, where the X-axis represents the time taken and Y-axis, the number of loops for which the solution can be found with the given time. For example, for the case of 16 registers, 136 out of 268 loops take less than one second each. The arithmetic mean of the time taken by ILP for each loop is 18.44 seconds in the case of 16 registers and is 77.79 seconds in the case of 32 registers.
Related Work
Software pipelining has been extensively studied and few of the contributions in this area are in [6, 7, 14, 17, 19] . A comprehensive survey is available in [2] . A considerable amount of work has been done to minimize the register requirements of the the software pipeline schedule. Among these, Huff [11] uses slack scheduling and tries to minimize the combined register pressure. In [8] , ILP formulation for generating the schedule has been proposed and minimization of the number of buffers required in such a scenario is addressed in [10] . A number of modulo scheduling heuristics that reduce the register pressure and generate schedules with smallest number of registers have been proposed in [15] . All these do not consider the dual problem of scheduling with a given number of registers.
Register allocation for software pipelined loops was proposed by Rau et al. [18] . They consider an architecture that incorporates rotating registers. However spill code generation and scheduling was not considered. Ning et al. [16] have proposed an algorithmic framework for concurrent scheduling and register allocation. Their approach estimates the register requirement with the help of buffers. Zalamea et al. [21] have described methods for generating spill code when the register pressure is greater than the number of registers. But they did not consider register allocation and introduction of spill code was based on heuristics.
Goodwin et al. [9] have proposed a 0-1 integer linear programming formulation for global register allocation. Our model inherits certain ideas from their approach. They do not consider register allocation for software pipelined loops and hence does not deal with the problem of spill code scheduling in a cyclic schedule. Methods for generating spill code on-the-fly using heuristics have been proposed in [1] . Since the generation of spill code is based on heuristics, solution may not always be optimal.
Integer linear programming formulations for instruction scheduling have been proposed by Chang [3] and Wilken [20] . In [3] , the authors consider instruction scheduling and spill code generation. However, they do not perform register allocation and their technique does not guarantee optimal spill code. They also do not address the problem of scheduling the generated spill code in a compact cyclic schedule. Our work, for the first time proposes an integrated formulation for register allocation, optimal spill code generation and scheduling in software pipelined schedules.
Conclusions
The paper presents an optimal method for integrated register allocation and spill code scheduling in software pipelined loops, using a 0-1 integer linear programming formulation. We formulate it as an integer linear program because the selection of a spill candidate based on a certain heuristic can generate extraneous spill code, which in turn may necessitate an increase in the initiation interval. The formulation serves as a framework with which various heuristics can be evaluated. Experiments show that our formulation outperforms the best performing heuristic proposed in [21] -By eliminating an increase in the initiation interval in 11.11% of the 90 loops that had sufficient register pressure for an architecture with 32 registers and in 12% of the cases with 157 loops on a machine with 16 registers. -By generating on an average, 18.48% less spill code for an architecture with 32 registers and 12.85 % less spill code for an architecture with 16 registers.
