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RESUMEN
El objetivo de la presente Tesis Doctoral es la aportacio´n de nuevas te´cnicas y metodolog´ıas
estad´ısticas para el estudio de la fiabilidad de materiales sometidos a esfuerzos te´rmicos y de
fatiga meca´nica. Concretamente se han introducido dos procedimientos de aplicacio´n inmediata
en las a´reas de f´ısica aplicada e ingenier´ıa de materiales. El primero consiste en una alternativa
para realizar estudios de superposicio´n tiempo/temperatura (TTS), mientras que el segundo
representa un nuevo me´todo flexible para la estimacio´n de la distribucio´n de tiempos de vida
de materiales (principalmente metales) sometidos a fatiga meca´nica. Ambas metodolog´ıas re-
presentan aportaciones u´tiles y competitivas en la resolucio´n de problemas de caracterizacio´n
de materiales y prediccio´n de sus propiedades f´ısicas durante su vida u´til, siempre a partir de
la modelizacio´n de datos de degradacio´n obtenidos por te´cnicas de ana´lisis te´rmico y meca´nico.
En las siguientes l´ıneas se describen brevemente los dos procedimientos propuestos.
a) Procedimiento TTS basado en el desplazamiento de las funciones derivadas:
Se ha introducido una nueva metodolog´ıa para estimar las propiedades viscoela´sticas (co-
mo es el caso del mo´dulo ela´stico E′) de materiales polime´ricos en funcio´n del tiempo
y la temperatura. Concretamente, el me´todo propuesto proporciona la estimacio´n y pre-
diccio´n de las propiedades viscoela´sticas de pol´ımeros amorfos a una temperatura dada
y en tiempos de observacio´n fuera del rango experimental, partiendo de un conjunto de
curvas experimentales E′(t) tomadas, cada una, a una temperatura diferente mediante
la aplicacio´n de te´cnicas de Ana´lisis Meca´nico Dina´mico (DMA). El procedimiento que
aqu´ı se introduce, se fundamenta en el principio TTS, al igual que los ya existentes mode-
los parame´tricos de Arrhenius y Willian-Landel-Ferry (WLF), y se puede resumir en los
siguientes pasos: (1) Primeramente se elige la temperatura de referencia a la que se quieren
estimar las propiedades viscoela´sticas de un material en un rango amplio de tiempo, para
lo que se obtiene su curva experimental, en este caso E′(t), en un rango de tiempos de
frecuencias mucho ma´s estrecho, e´sta sera´ la base de la llamada curva maestra. (2) Se ob-
tienen ma´s curvas del mo´dulo de almacenamiento, E′(t), en funcio´n del tiempo, cada una
a distinta temperatura (mayores y menores que la correspondiente a la curva maestra). (3)
Se realizan interpolaciones con splines a las curvas experimentales para obtener funciones
suaves y diferenciables. (4) Se calcula la primera derivada de cada una de las curvas ex-
perimentales mediante funciones que utilizan procedimientos con splines. (5) Siguiendo el
principio f´ısico TTS, se aplican desplazamientos horizontales a las curvas derivadas (una
de las principales innovaciones con respecto a otros me´todos, de esta forma no se requieren
desplazamientos verticales) con el objeto de superponerlas con la curva a la temperatura
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de referencia, formando la curva maestra. En este punto, es importante subrayar que otra
innovacio´n que aporta la presente tesis doctoral es el criterio para obtener los denomina-
dos factores de desplazamiento o´ptimos, que se calculan mediante la distancia L1 entre las
curvas derivadas del mo´dulo E′. (6) Se obtiene una estimacio´n suave de la curva maestra
ajustando una base B-spline a las curvas desplazadas, con sus correspondientes intervalos
de confianza puntuales bootstrap, de forma que se puede estimar el mo´dulo de almace-
namiento ma´s alla´ del intervalo experimental. (7) Finalmente se compara el ajuste de la
curva maestra con el obtenido ajustando los modelos parame´tricos de WLF y Arrhenius.
Haciendo uso de remuestreo bootstrap, error cuadra´tico medio y el estudio de simulacio´n
del principio TTS, se evalu´a la precisio´n de las estimaciones.
b) Estimacio´n de la distribucio´n de tiempos de vida a fatiga:
La principal causa (en el 90 % de los casos) de la degradacio´n y posterior fallo de materiales
estructurales es el feno´meno de fatiga meca´nica (Dowling, 2013). Este estudio presenta un
nuevo me´todo para estimar de forma precisa la distribucio´n de tiempos de fallo producido
debido a esfuerzos de fatiga meca´nica, en la pra´ctica independientemente del tiempo de cen-
sura. La metodolog´ıa propuesta permite ajustar simulta´neamente las curvas de crecimiento
de grieta, correspondientes a diferentes probetas, en materiales sometidos a esfuerzos de fa-
tiga meca´nica utilizando modelos lineales de efectos mixtos (lme) con suavizado B-splines
y, posteriormente, el modelo de Paris-Erdogan linealizado. Una vez definido el fallo a una
longitud de grieta determinada, se estima la funcio´n de distribucio´n de tiempos de fallo a
fatiga del material mediante la aplicacio´n de te´cnicas no parame´tricas de estimacio´n de la
funcio´n de distribucio´n, en particular kernel estimator of the distribution function (kde).
El procedimiento propuesto se ha evaluado usando datos reales y en diversos escenarios de
simulacio´n para los que se han obtenido curvas de crecimiento de grieta por Monte Carlo,
atendiendo a diferentes valores de los para´metros C y m de la ecuacio´n de Paris. Adema´s,
se han comparado los resultados del nuevo me´todo no parame´trico propuesto (SEP-lme)
con los obtenidos mediante el me´todo propuesto por Pinheiro y Bates basado en regresio´n
no lineal de efectos mixtos (nlme), utilizando te´cnicas de ana´lisis de datos funcionales,
obteniendo siempre una equivalente o mejor estimacio´n de la funcio´n de distribucio´n de
tiempos de fallo usando SEP-lme. Finalmente, mediante la aplicacio´n de disen˜os de expe-
rimentos factoriales, se ha evaluado la influencia del ajuste a varios tipos de materiales y
otros para´metros importantes del modelo.
Es importante destacar que uno de los objetivos de la presente tesis es proporcionar a
los profesionales y usuarios de la academia e industria el fa´cil acceso, automatizacio´n y
Vaplicacio´n de las metodolog´ıas y herramientas aqu´ı presentadas. Por ello se han desarrolla-
do dos librer´ıas en el software estad´ıstico R, TTS y FCGR, que actualmente representan
dos alternativas totalmente accesibles para la estimacio´n de tiempos de vida de materiales
debido a esfuerzos, meca´nicos y te´rmicos.
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RESUMO
O obxectivo da presente Tese de Doutoramento e´ a achega de novas te´cnicas e metodolox´ıas
estat´ısticas para o estudio da fiabilidade de materiais sometidos a esforzos te´rmicos e de fatiga
meca´nica. Concretamente introduc´ıronse dous procedementos de aplicacio´n inmediata nas a´reas
da f´ısica aplicada e enxen˜ar´ıa de materiais. O primeiro consiste nunha alternativa para realizar
estudos de superposicio´n Tempo Temperatura (TTS) mentres que o segundo representa un novo
enfoque flexible para a estimacio´n da distribucio´n de tempos de vida de materiais sometidos a
fatiga meca´nica. Ambas metodolox´ıas representan achegas u´tiles e competitivas para a resolucio´n
de problemas de caracterizacio´n de materiais e predicio´n das su´as propiedades f´ısicas durante a
su´a vida u´til, sempre q partir da modelizacio´n de datos de degradacio´n obtidos por te´cnicas de
ana´lise te´rmico e meca´nico. Nas seguintes lin˜as descr´ıbense brevemente os dous procedementos
propostos.
a) Procedemento TTS basado no desprazamento de funcio´n derivadas:
Introduciuse una nova metodolox´ıa para estimar as propiedades viscoela´sticas de materiais
polime´ricos en funcio´n do tempo e a temperatura. Concretamente, o me´todo proposto pro-
porciona unha estimacio´n e predicio´n das propiedades viscoela´sticas de pol´ımeros amorfas
a unha temperatura dada e en tempos de observacio´n fora do rango experimental, partindo
dun conxunto de curvas experimentais de modulo ela´stico E0(t), tomadas, cada unha, a
unha temperatura diferente mediante a aplicacio´n de te´cnicas de Ana´lise Meca´nico Dina´mi-
co (DMA). O procedemento que aqu´ı se introduce fundame´ntase no principio TTS, igual
que os xa existentes modelos parame´tricos de Arrhenius e Willian-Landel-Ferry (WLF),
pode´ndose resumir nos seguintes pasos: (1) Primeiramente el´ıxese una temperatura de
referencia a´ que se queren estimar as propiedades viscoela´sticas dun material nun rango
amplo de tempo/frecuencias, para o que se obte´n a su´a curva experimental, neste caso
E0(t), nun rango de tempos frecuencias moito ma´is estreito, esta sera´ a base da chamada
curva mestra. (2) Obte´n˜ense ma´is curvas de mo´dulo en funcio´n do tempo, cada unha a
unha a unha temperatura diferente (maiores ou menores que a correspondente a´ curva
mestra). (3) Real´ızanse interpolacio´ns con splines a´s curvas experimentais para obter fun-
cio´ns suaves e diferenciables. (4) Calcu´lase a primeira derivada de cada unha das curvas
experimentais mediante funcio´ns que usan procedementos splines. (5) Seguindo o principio
f´ısico TTS, apl´ıcanse desprazamentos horizontais a´s curvas derivadas co obxecto de super-
pon˜elas coa curva a´ temperatura de referencia, constru´ındo a a curva mestra. Neste punto,
e´ importante salientar que outra innovacio´n que achega a presente tese de doutoramento
e´ o criterio para ober os denominados factores de desprazamentos o´ptimos, que se calculan
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medianta a distancia L1 entre as curvas derivadas do modulo E0. Obtense a estimacio´n
suave da curva mestra axustando unha base B-spline a´s curvas desprazadas, cos seus co-
rrespondentes intervalos de confianza puntuais bootstrap, de forma que se pode estimar o
mo´dulo de almacenamento ma´is alo´ do rango experimental. (7) Finalmente se compara o
axuste da curva mestra co obtido axustando os modelos parame´tricos de WLF e Arrhe-
nius. Facendo uso da remostraxe bootstrap, erro cadra´tica medio e estudo de simulacio´n
do principio TTS, aval´ıase a precisio´n das estimacio´ns.
b) Estimacio´n da distribucio´n de tempo de vida a fatiga:
A principal causa (o 90 % dos casos) de degradacio´n e posterior fallo de materiais estru-
turais e´ o feno´meno de fatiga meca´nica (Dowling, 2013). Este estudo presenta un novo
me´todo para estimar de forma precisa da distribucio´n de tempos de fallo producido debido
a esforzos de fatiga meca´nica, na pra´ctica independentemente do tempo de censura.
A metodolox´ıa proposta permite axustar simultaneamente as curvas de crecemento de
fendas, correspondentes a diferentes probetas, en materiais sometidos a esforzos de fatiga
meca´nica usando modelos lineais de efectos mixtos (lme) con suavizado B-splines e, pos-
teriormente, o modelo de Paris-Erdogan linear. Unha vez definido o fallo a unha lonxitude
de fenda determinada, est´ımase a funcio´n de distribucio´n de tempos de fallo a fatiga do
material mediante a aplicacio´n de te´cnicas non parame´tricas de estimacio´n da funcio´n de
distribucio´n, en particular kernel estimator of the distribution function (kda). O procede-
mento proposto foi avaliado usando datos reais e en diversos escenarios de simulacio´n para
os que se obtiveron curvas de crecemento de fenda por Monte Carlo, atendendo a diferentes
valores dos para´metros C e m da ecuacio´n de Par´ıs. Ademais, compara´ronse os resultados
no novo me´todo non parame´trico proposto (SEP-lme) cos obtidos co me´todo proposto por
Meeker e Escobar, por un lado, e Pinheiro e Bates, baseado en regresio´n non linear de efec-
tos mixtos (nlme), utilizando te´cnicas de ana´lise de datos funcionais, obtendo sempre unha
estimacio´n da funcio´n de distribucio´n de tempos de fallo equivalente ou mellor mediante
o me´todo SEP-lme. Finalmente, coa aplicacio´n de desen˜o de experimentos factoriais, ava-
liouse a influencia do axuste da varios tipos de materiais e outros para´metros importantes
do modelo. E´ importante salientar que un dos obxectivos da presente tese e´ proporcionar o´s
profesionais e usuarios da academia e industria o fa´cil acceso, automatizacio´n e aplicacio´n
das metodolox´ıas e ferramentas aqu´ı presentadas. Por iso se desenvolveron du´as librer´ıas
no software estat´ıstico R, TTS e FCGR, que actualmente representan du´as alternativas
totalmente accesibles para a estimacio´n de tempos de vida de materiais debido a esforzos
meca´nicos e te´rmicos.
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SUMMARY
The aim of this PhD thesis is the contribution of new techniques and statistical methodo-
logies for the study of the reliability of materials subjected to thermal efforts and mechanical
fatigue. Specifically two procedures have been introduced for immediate application in the fields
of applied physics and material engineering. The first is an alternative to conduct studies of Time
Temperature Superposition (TTS) while the second is a new flexible approach for estimating
the distribution of lifetimes of materials subjected to mechanical fatigue. Both methodologies
represent useful and competitive contributions for the resolution of problems of materials cha-
racterization and prediction of their physical properties during its lifetime, from the point of
view of statistical modeling of degradation data obtained by thermal analysis and mechanical
techniques. In the following lines the two proposed procedures are briefly described.
a) TTS procedure based on the shifting of first derivative curves:
A new methodology for estimating the viscoelastic properties of polymeric materials as a
function of time and temperature has been introduced. Specifically, the proposed method
provides an estimation and predictions of the viscoelastic properties of amorphous polymer
at a given temperature and time of observation outside the experimental range, starting
from a set of experimental curves of elastic modulus E0(t), taken each one at different
temperatures and obtained by Dynamic Mechanical Analysis (DMA). The procedure in-
troduced here is based on the TTS principle, like the existing parametric models Arrhenius
and William-Landel-Ferry (WLF), and it can be summarized in the following steps: (1)
First, we choose a reference temperature at which we want to estimate the viscoelastic
properties of a material in a wide range of time/frequency for which gets its experimental
curve, in this case E0(t), in a range of times/frequencies much narrower. This will be the
basis of the curve called master. (2) New curves of time dependent viscoelastic properties
are obtained, each one at a different temperature (higher or lower than the corresponding
to the master curve). (3) The experimental curves are interpolated using spline curves
to make then smooth and differentiable. (4) First derivative of each experimental curve
is calculated using spline procedures. (5) Following the TTS physical principle, we apply
horizontal displacements to derived curves in order to overlap them at the reference tem-
perature, and thus building the required master curve. At this point, it is important to
note that another innovation that provides this PhD thesis is the criterion for obtaining
the so called optimum displacement factors, which are calculated through the distance
L1 between the first derivative curves of viscoelastic property. The estimates of master
curve are obtained by adjusting a B-spline basis to the shifted curves, with corresponding
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bootstrap pointwise confidence intervals. So you can estimate the, e.g. storage module,
beyond the experimental range of times. (7) Finally, the master curve obtained using non
parametric method is compared with those obtained by adjusting the parametric models
WLF and Arrhenius. Making use of the bootstrap resampling, medium quadratic error
and simulation study of TTS principle, the accuracy of the estimates have been evaluated.
b) Estimation of the lifetime distribution under mechanical fatigue:
The main cause (90 % of cases) of degradation and subsequent failure of structural mate-
rials is the phenomenon of mechanical fatigue (Dowling, 2013). This study presents a new
method to accurately estimate the time of failure distribution occurred due to mechanical
fatigue efforts, in practice regardless of the time of censorship. The proposed methodology
allows you to adjust both crack growth curves corresponding to different specimens, ma-
terials subjected to efforts of mechanical fatigue, using mixed effects linear models (lme)
with smoothing B-splines and subsequently the linearized model of Paris-Erdogan. Once
defined the failure to a determined crack length, the fatigue lifetime distribution function
of an specific material is estimated by applying nonparametric techniques, in particular
kernel estimator of the distribution function (kda). The proposed procedure was evaluated
using real data and different simulation scenarios for which were obtained crack growth
curves using Monte Carlo method, according to different values of the Paris C and m pa-
rameters. In addition, the results of the new nonparametric method (SEP-lme) have been
compared with those obtained by the method proposed by Meeker and Escobar, on the
one hand, and Pinheiro and Bates, based on mixed effects nonlinear regression (nlme), also
using techniques of functional data analysis. Estimates of the lifetime distribution function
equivalent or better are obtained using the SEP-lm method. Finally, the influence of the
adjustment of various types of materials and other important parameters of the model has
been evaluated. Importantly, one of the objectives of this thesis is to provide to professio-
nals, users from academia and industry, easy access, the automation and implementation
of methodologies and tools presented here. Therefore, two R packages have been develo-
ped, TTS and FCGR. The currently represent two alternatives fully accessible to estimate
the lifetime of materials due to thermal and mechanical stresses.
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1
Introduccio´n y objetivos
1.1 Introduccio´n
La Industria necesita de nuevos desarrollos tecnolo´gicos y cient´ıficos para la creacio´n de
nuevos materiales con propiedades que cumplan satisfactoriamente los esta´ndares de calidad y
fiabilidad. Esta tesis se enmarca dentro del campo de la fiabilidad de materiales, entendida la fia-
bilidad como la calidad en el tiempo (quality over time, Condra, 1992). La presente memoria se
desarrolla en 6 cap´ıtulos que tienen como objetivo comu´n proporcionar a la comunidad cient´ıfica
nuevas aportaciones metodolo´gicas para la modelizacio´n y tratamiento estad´ıstico de los datos
que caracterizan la degradacio´n de materiales. En consecuencia, dado el profundo cara´cter apli-
cado de los trabajos que aqu´ı se presentan, otro de los objetivos fundamentales ha sido poner a
disposicio´n de los investigadores, profesionales, ingenieros y usuarios en general las herramien-
tas informa´ticas pertinentes para aplicar dichos procedimientos (elaboracio´n de librer´ıas en el
software estad´ıstico R). En concreto, se proponen dos metodolog´ıas diferenciadas, de aplicacio´n
a diferentes tipos de materiales y caracter´ısticas cr´ıticas indicadoras de su nivel de fiabilidad.
Por un lado, se proporciona un nuevo me´todo para realizar estimaciones y predicciones ma´s
alla´ del rango experimental de las propiedades viscoela´sticas de materiales polime´ricos amorfos,
basado en el principio de Superposicio´n Tiempo/Temperatura (TTS), suavizado no parame´trico
de curvas, el desplazamiento de funciones derivadas y el ajuste B-spline como estimacio´n de
la curva maestra (indicadora de las propiedades meca´nicas del pol´ımero a cierta temperatura).
De definirse el fallo del material a un valor particular de la variable (por ejemplo, mo´dulo de
almacenamiento, E′(t)) la metodolog´ıa propuesta permitir´ıa estimar sus tiempos de fallo. Por
otro lado, se aporta un nuevo procedimiento para obtener estimaciones de la distribucio´n de
tiempos de vida de materiales sometidos a esfuerzos de fatiga meca´nica. Adema´s, es importan-
te subrayar que se han desarrollado y programado dos nuevos paquetes o librer´ıas dentro del
software estad´ıstico R, ya accesibles para la comunidad cient´ıfica y usuarios en general, para
automatizar las dos aportaciones anteriormente mencionadas.
Seguidamente se hace una breve descripcio´n de los cap´ıtulos que componen esta Tesis Doctoral.
Los cap´ıtulos 2 y 3 esta´n relacionados con las dos metodolog´ıas propuestas para el tratamiento
de datos de degradacio´n, mientras que el cap´ıtulo 4 presenta el desarrollo de herramientas in-
forma´ticas para su aplicacio´n, incluidas en dos nuevas librer´ıas en R (TTS y FCGR).
El cap´ıtulo 2 muestra una nueva metodolog´ıa flexible para la estimacio´n de las propiedades
2meca´nicas de materiales viscoela´sticos, basada en el principio f´ısico TTS y en el ajuste no pa-
rame´trico de curvas. El principio TTS se usa habitualmente en f´ısica, qu´ımica e ingenier´ıa de
materiales para determinar las propiedades meca´nicas, dependientes del tiempo, de materiales
viscoela´sticos lineales a una temperatura de referencia, ma´s alla´ del rango de tiempos/frecuencias
experimental. Es por tanto un procedimiento relacionado con la fiabilidad de materiales. Esta´ ba-
sado en el hecho experimental de que las curvas de propiedades meca´nicas (mo´dulo de almacena-
miento, mo´dulo de pe´rdidas, etc.) de los materiales viscoela´sticos lineales tomadas a diferentes
temperaturas tienen aparentemente la misma forma, siguen el mismo modelo, aunque aparecen
desplazadas unas con respecto a las otras. Por lo tanto, el desplazamiento de un nu´mero deter-
minado de curvas tomadas, cada una, a diferente temperatura, sobre la curva de propiedades
meca´nicas correspondiente a una temperatura de referencia, permite predecir los valores de di-
cha propiedad ma´s alla´ del rango experimental. Este procedimiento proporciona estimaciones de,
por ejemplo, el mo´dulo de elasticidad o almacenamiento de un material a cualquier temperatura
en un tiempo de experimentacio´n mucho menor, mediante el desplazamiento de curvas tomadas
a temperaturas mayores y/o menores. La aplicacio´n del principio TTS para la estimacio´n de
propiedades meca´nicas se caracteriza, en general, por los siguientes pasos: primero la obtencio´n
de las propiedades meca´nicas (mo´dulo) en funcio´n del tiempo/frecuencia (en un pequen˜o rango)
de un material viscoela´stico lineal, mediante un aparato de ensayos te´rmico-meca´nico-dina´micos
(DMTA) a diferentes temperaturas, mediante ensayos isotermos; segundo el ca´lculo de los facto-
res de desplazamiento que en s´ı contienen la relacio´n de dependencia entre temperatura y rango
de frecuencias/tiempos. En este punto es importante destacar que hoy en d´ıa existen varias em-
presas dedicadas a la fabricacio´n y distribucio´n de aparatos experimentales para la realizacio´n
de ana´lisis te´rmico y reolo´gico de materiales que emplean software comercial que calcula los fac-
tores de desplazamiento sin indicar exhaustivamente cua´l es el procedimiento computacional que
usan; tercero finalmente se aplican estos factores de desplazamiento para estimar la propiedad
meca´nica elegida (mo´dulo) a una temperatura dada en un rango de frecuencias/tiempo mucho
ma´s amplio que el experimental, el resultado es la estimacio´n de la curva maestra.
Existen me´todos parame´tricos que relacionan los desplazamientos horizontales y verticales de
las curvas a otra de referencia, el modelo de Arrhenius (Sworn and Kasapis, 1998) y el propuesto
por Williams, Landel and Ferry en 1955 (WLF). El primero es aplicable a temperaturas menores
que la de transicio´n v´ıtrea (Tg) mientras que el segundo se puede aplicar a temperaturas mayores
o iguales a la Tg. Ambos modelos dan una estimacio´n suave de la curva maestra (a partir de los
desplazamientos iniciales obtenidos por procedimientos de optimizacio´n). La metodolog´ıa pro-
puesta en esta tesis doctoral representa una alternativa con las siguientes ventajas: proporciona
3una estimacio´n suave de la curva maestra por un procedimiento flexible basado en el suavizado
no parame´trico, sin tener la restriccio´n de trabajar por encima o debajo de la Tg, adema´s de
calcular de un modo ma´s simple los desplazamientos de las curvas, mediante el desplazamiento
u´nicamente horizontal de curvas derivadas.
Adema´s, en el cap´ıtulo 2 se muestra la comparacio´n de tres me´todos diferentes de estimacio´n de
la curva maestra (dos me´todos cla´sicos y el propuesto en la presente Tesis Doctoral) basados en
el principio TTS, siendo esta una de las te´cnicas de extrapolacio´n ma´s u´tiles en f´ısica aplicada
con una amplia gama de aplicaciones en materiales polime´ricos amorfos. Se propone un nuevo
me´todo, con la novedad de que los factores se calculan trasladando horizontalmente las derivadas
de las curvas del mo´dulo una vez suavizadas con B-splines, por este motivo se denomina me´todo
de las derivadas, el cual resulta una alternativa que mejora significativamente a los dos me´to-
dos esta´ndares anteriores. Las traslaciones verticales en los tres me´todos se realizan aplicando
distancias L1 sobre el dominio comu´n de frecuencias. Finalmente a las curvas experimentales
trasladadas se aplica un ajuste con modelo de suavizado B-splines obteniendo la estimacio´n de
la curva maestra suavizada e intervalos de confianza puntuales bootstrap al 95 % de confianza.
Todo lo expuesto en esta parte es aplicado al pol´ımero policarbonato (PC).
En el cap´ıtulo 3, se desarrollan dos me´todos para estimar la distribucio´n de tiempos de vida a
fatiga. La ecuacio´n de Paris, es un modelo muy utilizado para reproducir longitudes de grieta en
ensayo por fatiga de materiales, y resulta ser el objeto de estudio en la simulacio´n de las longi-
tudes de grietas citadas (Paris and Erdogan, 1963). Estas grietas son censuradas por el tiempo
tc (tiempo especificado en pruebas de ensayo por fatiga de materiales ) y por la longitud cr´ıtica
de grieta ac (fallo del material). Las grietas censuradas se ajustan con dos me´todos: el me´todo
parame´trico esta´ndar (PB-nlme) y un nuevo me´todo no parame´trico (SEP-lme). El objetivo de
estos dos ajustes es estimar los para´metros del modelo de Paris, el primero con aplicacio´n de
modelos no lineales mixtos (nlme) sobre la solucio´n del modelo de Paris, y el segundo con apli-
cacio´n de modelos lineales mixtos (lme) sobre la linealizacio´n de la ecuacio´n de Paris. Con estos
para´metros estimados, la solucio´n del modelo de Paris simula curvas de longitudes de grietas que
son intersecadas gra´ficamente en la recta horizontal. Estos puntos de interseccio´n son tiempos
donde se produce el fallo del material. La distribucio´n de estos tiempos de fallo es estimada por
Monte Carlo en PB-nlme, mientras en SEP-lme es estimada mediante kde (kernel estimator of
the distribution function). Lo expuesto anteriormente es aplicado en ocho escenarios de simula-
cio´n de longitudes de grietas, resultando el me´todo propuesto SEP-lme mejor o igual al me´todo
esta´ndar PB-nlme. Por u´ltimo tambie´n estos me´todos se aplican a datos reales de una aleacio´n
de aluminio.
4En el cap´ıtulo 4, se presentan dos nuevas librer´ıas en R para automatizar me´todos desarrollados
en los cap´ıtulos 2 y 3:
• La librer´ıa TTS (Temperature, Time Superposition) calcula la curva maestra por superpo-
sicio´n tiempo/temperatura, con respecto a una temperatura de referencia. Se presentan tres
me´todos diferentes para determinar los factores de desplazamientos de las curvas (mo´du-
lo vs frecuencia): el me´todo nuevo basado en las Derivadas, el de Williams-Landel-Ferry
y el me´todo cla´sico basado en el modelo de Arrhenius. Como herramientas estad´ısticas se
usan para la estimacio´n de la curva maestra suavizadores de B-splines. Como salidas del
programa se dan estimaciones y gra´ficas de base de datos, desplazamientos horizontales
y verticales, datos TTS, TTS ajustados con B-splines e intervalos de confianza puntuales
bootstrap (Meneses, et al., 2015).
• La librer´ıa FCGR (Fatigue Crack Growth in Reliability) tiene como objetivo estimar la dis-
tribucio´n de tiempos de fallo producido debido a esfuerzos de fatiga meca´nica. Esta librer´ıa
se basa en ajuste simulta´neo de curvas de crecimiento de grietas correspondientes a dife-
rentes probetas, en materiales sometidos a esfuerzos de fatiga meca´nica utilizando modelos
lineales de efectos mixtos (lme) con suavizado B-splines y, posteriormente, el modelo de
Paris-Erdogan linealizado. Una vez definido el fallo a una longitud de grieta determinada,
se obtiene la funcio´n de distribucio´n de tiempos de fallo a fatiga del material mediante la
aplicacio´n de te´cnicas no parame´tricas, en particular con las funciones binned kernel density
estimate (bkde) y kernel estimator of the distribution function (kde). Adema´s se usan los
me´todos de Pinheiro y Bates basado en regresio´n no lineal de efectos mixtos (Meeker and
Escobar, 1998). Para la automatizacio´n de resultados de estas dos metodolog´ıas, el paquete
contiene las funciones: crack.growth, PLOT.cg, IB.F, y la base de datos Alea.A (Meneses,
et al., 2015).
1.2 Objetivos
1.2.1 Objetivo general
El objetivo de este estudio es aportar nueva metodolog´ıa estad´ıstica para dar solucio´n
a problemas abiertos dentro de la ciencia e ingenier´ıa de materiales. Concretamente se
propondra´n nuevos me´todos para estimar el crecimiento de grieta por fatiga y co´mo esti-
mar los para´metros ba´sicos de los modelos TTS. Adema´s se aportara´n nuevos programas
5(librer´ıas) que permitira´n la aplicacio´n de estas metodolog´ıas mediante un Software libre
como el R.
1.2.2 Objetivos espec´ıficos
Para conseguir los objetivos generales se propondra´n los siguientes objetivos espec´ıficos:
• Desarrollar nuevas metodolog´ıas para la construccio´n de la curva maestra usando
modelos de superposicio´n tiempo/temperatura (TTS) en pol´ımeros amorfos lineales.
• Aplicacio´n de me´todos de suavizacio´n basados en B-splines para estimar la curva
maestra.
• Mediante te´cnicas bootstrap, comparar la construccio´n de las curvas maestras del
nuevo me´todo propuesto en este trabajo de investigacio´n frente a los dos me´todos
esta´ndar.
• Desarrollar la librer´ıa TTS en R para la estimacio´n de la curva maestra mediante
modelos de superposicio´n tiempo/temperatura, aplicando tres me´todos: el nuevo
me´todo propuesto de las derivadas y dos me´todos esta´ndar, Arrhenius y Williams-
Landel-Ferry.
• Desarrollar un nuevo me´todo no parame´trico, SEP-lme, junto con un me´todo esta´ndar
parame´trico, PB-nlme, para la estimacio´n de coeficientes del modelo de Paris-Erdogan,
con el cual se realiza el ajuste y estimacio´n de tiempos de fallo, de curvas de creci-
miento de grietas con respecto a la frecuencia o tiempo en materiales sometidos a
fatiga.
• Estimar la distribucio´n de tiempos de fallo, mediante la funcio´n kernel estimator of
the distribution function (kde) para el me´todo nuevo propuesto SEP-lme, y para el
me´todo esta´ndar PB-nlme mediante Monte Carlo.
• Mediante disen˜o de experimentos factoriales y te´cnicas bootstrap de datos funciona-
les, comparar las estimaciones de las funciones de distribucio´n de tiempos de fallo,
del me´todo propuesto SEP-lme frente a la del me´todo esta´ndar PB-nlme.
• Desarrollar la librer´ıa FCGR en R para la estimacio´n de la distribucio´n de tiempos
de vida de materiales sometidos a fatiga, mediante la aplicacio´n de te´cnicas no pa-
rame´tricas, en particular con las funciones binned kernel density estimate (bkde) y
kernel estimator of the distribution function (kde) para el me´todo propuesto SEP-
lme, y para el me´todo PB-nlme mediante Monte Carlo.
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Propuesta de un nuevo me´todo flexible para la estimacio´n de
propiedades meca´nicas de materiales basado en el principio TTS
Resumen
La prediccio´n, a corto y largo plazo, de las propiedades de los pol´ımeros y otros materiales
viscoela´sticos se ha podido venir llevando a cabo gracias a la aplicacio´n de los modelos basados en
el principio de Superposicio´n Tiempo/Temperatura (TTS). El TTS es un principio f´ısico aplicado
para estimar las propiedades meca´nicas de materiales viscoela´sticos lineales, a una temperatura
dada y ma´s alla´ del rango experimental de tiempos/frecuencias, a partir de curvas de propiedades
meca´nicas obtenidas a diferentes temperaturas. Para su correcta aplicacio´n se asume que, para
todas las temperaturas, existe una misma forma y variacio´n del tiempo caracter´ıstico. Como
resultado de su aplicacio´n, se obtiene la llamada curva maestra, que es un para´metro poblacional
(media de una espec´ıfica propiedad viscoela´stica del material a una temperatura dada, variable
aleatoria funcional) que debemos estimar a una temperatura dada mediante el desplazamiento
vertical y horizontal de las curvas obtenidas experimentalmente a otras temperaturas (muestra).
La curva maestra as´ı estimada proporciona, a su vez, estimaciones de las propiedades de los
materiales en rangos de tiempo/frecuencia ma´s amplios que los experimentales.
Aunque el principio TTS se ha estado aplicando durante de´cadas, todav´ıa no existe una me-
todolog´ıa esta´ndar para la estimacio´n de las curvas maestras (Maiti, A. Rheol Acta, 2016). Como
pauta general, se establece que, en ausencia de datos a largo plazo fiables, se apliquen te´cnicas
que minimicen la discrepancia entre las curvas desplazadas. Tanto ma´s fiables sera´n las predic-
ciones cuanto menor sea la discrepancia obtenida despue´s del desplazamiento. En este sentido,
el presente cap´ıtulo aporta un procedimiento para la obtencio´n de factores de desplazamiento
o´ptimos a partir de la minimizacio´n de la distancia entre las curvas derivadas con respecto a la
curva correspondiente a la temperatura de referencia (y a la cual se pretende estimar la curva
maestra). El presente trabajo propone la aplicacio´n de modelos de regresio´n no parame´tricos
basados en el ajuste B-spline, con intervalos de confianza puntuales bootstrap. El procedimiento
flexible propuesto proporciona curvas maestras ma´s suaves y estimaciones ma´s precisas que los
modelos parame´tricos TTS habituales, Arrhenius y Williams-Landel-Ferry (WLF). Adema´s, no
presenta las restricciones de aplicabilidad de los modelos parame´tricos. Es tambie´n importante
destacar que el me´todo de desplazamiento de curvas derivadas propuesto permite proporcionar
una buena solucio´n inicial para estimar los desplazamientos de los me´todos parame´tricos WLF y
7Arrhenius, ayudando a que proporcionen buenas estimaciones de las propiedades viscoela´sticas
de los materiales estudiados.
Se presentan en este cap´ıtulo, entre otros los resultados obtenidos correspondientes al art´ıcu-
lo “New method for estimating shift factors in time–temperature superposition models” (Naya
et al., 2013), siendo uno de los autores el propio autor de la presente tesis. Tambie´n se desarrolla
el estudio de los tres me´todos del principio TTS mediante datos simulados.
2.1 Introduccio´n
En el presente cap´ıtulo, se aportan soluciones metodolo´gicas para la aplicacio´n del princi-
pio de Superposicio´n Tiempo/Temperatura (TTS). Este principio f´ısico permite la estimacio´n
de propiedades meca´nicas de materiales viscoela´sticos, entre los que se encuentran los pol´ıme-
ros, ma´s alla´ del rango experimental de toma de datos. La aplicacio´n del principio TTS es de
gran utilidad para estimar las propiedades meca´nicas (mo´dulo, deformacio´n, etc.) de este tipo
de materiales en su rango de aplicacio´n real, a tiempos o frecuencias en las que la obtencio´n
de datos experimentales es costosa o te´cnicamente dif´ıcil. La importancia de este principio y,
por extensio´n, de todas las te´cnicas que lo implementan, es en parte debida al gran desarrollo
experimentado por la tecnolog´ıa de pol´ımeros y su actual importancia en la industria qu´ımica,
farmace´utica, me´dica y meca´nica, entre otras.
Es importante destacar que la aplicacio´n de te´cnicas que implementen el principio TTS se
puede encuadrar dentro del a´rea de la fiabilidad y, en este marco, en el a´mbito de los ensayos
con pruebas aceleradas. De hecho, el principio TTS se basa en la equivalencia del efecto de la
temperatura y el tiempo con el objeto de obtener, a una temperatura dada, estimaciones de las
propiedades meca´nicas para materiales viscoela´sticos a tiempos/frecuencias mayores o menores
que el experimental, realiza´ndose pruebas a menores o mayores temperaturas.
En este marco de test acelerados, se propone un nuevo me´todo para estimar las propiedades
meca´nicas de materiales a una temperatura dada. Este me´todo se puede extender (previa defini-
cio´n del nivel de fallo) para predecir el tiempo de fallo de un material o para estimar su camino
de degradacio´n a una temperatura dada. El me´todo propuesto aporta un nuevo procedimiento
para superponer los efectos de tiempo y temperatura en las propiedades meca´nicas de materiales
viscoela´sticos, a partir del desplazamiento de curvas experimentales obtenidas por te´cnicas de
Ana´lisis Meca´nico Dina´mico (DMA). Combina la proposicio´n de una nueva alternativa para el
desplazamiento de curvas de propiedades meca´nicas basado en el desplazamiento de su primera
8derivada y la aplicacio´n de modelos de regresio´n no parame´tricos B-spline. Supone una mejora de
los me´todos cla´sicos propuestos por Williams, Landel y Ferry (WLF), por un lado, y Arrhenius,
que son las alternativas parame´tricas usadas comu´nmente en este contexto de pruebas aceleradas
tiempo/temperatura. En resumen, el objetivo del desarrollo del procedimiento TTS propuesto
es el de obtener estimaciones ma´s precisas de las propiedades meca´nicas de estos materiales
y, en consecuencia, estimaciones ma´s fiables de su camino de degradacio´n y tiempo de fallo,
que no dependan de modelos parame´tricos que son va´lidos so´lo en casos determinados, como
se comentara´ en este cap´ıtulo. Por ello, la motivacio´n de su desarrollo obedece a necesidades
reales de mejora de los resultados aportados por otros modelos y metodolog´ıas, haciendo que
este cap´ıtulo tenga un marcado cara´cter aplicado.
Dado el cara´cter aplicado de la presente tesis, enfocado en la resolucio´n de problemas en
ciencia e ingenier´ıa de materiales, se ha incluido en el ape´ndice A una breve introduccio´n del
concepto de pol´ımero, su estructura y tipos, adema´s de otros conceptos relacionados con su es-
tudio. Por ello, se refiere al lector su consulta si se desea obtener una mayor informacio´n acerca
de los materiales (pol´ımeros) y procedimientos experimentales estudiados (DMA).
La presente metodolog´ıa TTS, su motivacio´n, modelo estad´ıstico, partes, desarrollo y resul-
tados, se mostrara´ a trave´s de aplicaciones a datos reales. De este modo, en este cap´ıtulo se
ilustra el caso pra´ctico, estimacio´n del mo´dulo de almacenamiento en funcio´n de la frecuencia,
a diferentes temperaturas, del policarbonato, pol´ımero termopla´stico de uso comu´n en la indus-
tria. Adema´s, se ha desarrollado un estudio de simulacio´n con el objeto de evaluar el desempen˜o
de la metodolog´ıa de obtencio´n de desplazamientos y, adema´s, comparar las estimaciones de la
curva maestra obtenidas con modelos parame´tricos (tradicionales) y no parame´trico (propuesto).
Este cap´ıtulo se estructura segu´n las siguientes secciones: En la seccio´n 2.1, se hace una
breve descripcio´n de los ensayos con pruebas aceleradas, que sirven de marco para los estudios
TTS. En la seccio´n 2.2 se hace una introduccio´n del modelo estad´ıstico del principio TTS, de
las te´cnicas para aplicarlo y los diversos modelos utilizados. En el apartado 2.3, se presenta el
nuevo enfoque propuesto para la estimacio´n de las propiedades meca´nicas de materiales vis-
coela´sticos a partir de la aplicacio´n del principio TTS, basado en el uso de te´cnicas estad´ısticas
flexibles. Seguidamente, se ilustra la aplicacio´n del presente enfoque TTS para estimar el mo´dulo
de almacenamiento del policarbonato, pol´ımero termopla´stico, en el apartado 2.4. En la seccio´n
2.5, se realiza un estudio para comparar las estimaciones proporcionadas por la metodolog´ıa de
desplazamientos propuesta combinada con la aplicacio´n de los modelos TTS, mediante datos
9simulados en 6 escenarios. Finalmente, en la seccio´n 2.6 se presentan las principales conclusiones
del estudio correspondiente a este cap´ıtulo.
2.1.1 Breve introduccio´n a las pruebas aceleradas y relacio´n con los estudios TTS
Siendo quiza´ la forma ma´s generalizada del conjunto de pruebas de fiabilidad de materiales,
se entiende como pruebas aceleradas aquellos tests en los cuales se somete a los productos a un
sobreesfuerzo para observar su fallo en intervalos de tiempo ma´s cortos.
Las pruebas aceleradas que so´lo dan informacio´n del fallo, se conocen comu´nmente como
“Pruebas de Tortura”, “Pruebas de Elefante”, “Pruebas Cualitativas”, entre otros nombres. Las
pruebas de vida acelerada, a diferencia de las pruebas de tortura, esta´n disen˜adas para propor-
cionar informacio´n de la fiabilidad del producto, componente o sistema siendo el objetivo de la
misma estimar el tiempo hasta el fallo. En este contexto de fiabilidad, el tiempo hasta el fallo,
puede presentarse en unidades muy diversas: horas, d´ıas, ciclos, actuaciones, etc.
Una prueba de tortura bien definida es aquella que produce los mismos fallos y en la mis-
ma proporcio´n que tendra´n lugar en servicio del producto estudiado. Una de las labores ma´s
importantes en este tipo de ana´lisis es el disen˜ar la prueba para que reproduzca fielmente las
condiciones a las que el producto se va a ver sometido durante su vida u´til. Sera´ tanto ma´s
dif´ıcil definir estas condiciones cuanto ma´s nuevo sea el disen˜o del producto (que origina a su
vez nuevos modos de fallo).
El propo´sito principal del proceso de una prueba acelerada es alcanzar la mejora de la fiabi-
lidad tan pronto como sea posible. Ya que no se conoce la naturaleza precisa de las debilidades
futuras de un producto, se debe recurrir a la aplicacio´n de un surtido variado de tipos y niveles de
esfuerzo. La suposicio´n ba´sica es que, sometiendo un producto a esfuerzo elevado, provocara´ que
los fallos ocurran ma´s ra´pidamente. Estos fallos sera´n observables durante el procedimiento ex-
perimental, pudie´ndose establecer relaciones entre tiempo de fallo y nivel y tipo de esfuerzo
aplicado. En cierto sentido, las pruebas aceleradas pueden considerarse como una herramienta
de productividad. Se induce la aparicio´n de un nu´mero considerable de fallos que ocurrira´n en
intervalos de tiempo significativamente ma´s cortos que los intervalos de tiempo bajo condiciones
normales de uso. Como ejemplo de lo comentado en el pa´rrafo anterior de pruebas aceleradas es
aquel en el que, en una reaccio´n qu´ımica, su tasa de reaccio´n o conversio´n de reactivos a pro-
ductos, se incrementa exponencialmente en funcio´n de la temperatura. El modelo exponencial
que explica esta relacio´n esta´ basado en la conocida expresio´n de Arrhenius (Meecker y Escobar,
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1998; Turi, 1997).
Las pruebas o tests acelerados se suelen dividir en dos tipos: las llamadas “Pruebas de Vida
Acelerada (ALT)”, que son aquellas en las que se obtiene la informacio´n sobre el tiempo de fallo
para unidades que fallaron y l´ımites inferiores para el tiempo de fallo de las unidades que no
fallaron; y las Pruebas de Degradacio´n Acelerada (ADT), que son aquellas donde se observa el
nivel de degradacio´n, para cada una de las unidades, en uno o ma´s puntos en el tiempo.
En lo referente a los me´todos de aceleracio´n aplicados en este tipo de pruebas, existen diferen-
tes alternativas para provocar la aceleracio´n de la vida de un material. As´ı, se pueden distinguir
los siguientes:
Incremento de tasa de uso del producto. Por ejemplo, supo´ngase una puerta de automo´vil,
que esta´ disen˜ada para un tiempo mediano de vida entorno a 20 an˜os, asumiendo una
tasa de uso de 2 veces por d´ıa. Si, en su lugar, se prueba la puerta 365 veces al d´ıa, se
puede reducir la mediana del tiempo de vida a alrededor de 40 d´ıas.
Incrementando la tasa de envejecimiento del producto. Por ejemplo, incrementando el
nivel de variables experimentales como la temperatura o la humedad, se puede acelerar
el proceso qu´ımico que gobierna ciertos mecanismos de fallo, tales como degradacio´n
qu´ımica.
Incremento del nivel de esfuerzo. Un caso cla´sico es aumentar el ciclo de temperatura,
voltaje o presio´n de un material. Un material cuya caracter´ıstica de calidad dependa de la
temperatura, cuanto mayor sea el nivel de temperatura, fallara´ en un intervalo de tiempo
ma´s corto.
Combinaciones de varios me´todos de aceleracio´n. Un uso frecuente en pruebas aceleradas
es la modificacio´n del nivel de varias variables como son el voltaje o ciclo de temperatu-
ra. En tales situaciones, cuando el efecto de una variable aceleradora es complejo, puede
no existir suficiente conocimiento f´ısico para proporcionar un modelo f´ısico parame´trico
adecuado para estimar la relacio´n de aceleracio´n.
Entre todos los modelos de aceleracio´n que han sido desarrollados para estimar la relacio´n
entre el nivel de las variables aceleradoras y el tiempo de fallo, a continuacio´n se presentan
aque´llos que han demostrado su utilidad a lo largo del tiempo en mu´ltiples aplicaciones, es-
tando actualmente incluidos en numerosos esta´ndares y normas internacionales como la MIL-
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STANDARD-217:
• Arrhenius.
• Eyring.
• Paris.
• Regla de Potencia Inversa para Voltaje.
• Modelo exponencial de Voltaje.
• Modelos de Dos: Temperatura/Voltaje o Temperatura/Humedad.
• Modelo de Electromigracio´n (Temperatura y Densidad).
• Modelos de tres esfuerzos (Temperatura, Voltaje y Humedad).
• Modelo Coffin-Manson de Crecimiento de Fracturas Meca´nicas.
• Modelo Superposicio´n Tiempo/Temperatura (Arrhenius, WLF).
En este cap´ıtulo se aborda el problema de la estimacio´n de las propiedades meca´nicas de
materiales viscoela´sticos como son los pol´ımeros a partir de la aplicacio´n de modelos de Superpo-
sicio´n Tiempo/Temperatura, que se pueden enmarcar en el a´mbito de la fiabilidad y las pruebas
aceleradas. El presente estudio aporta una nueva metodolog´ıa estad´ıstica flexible basada en la
aplicacio´n de modelos de regresio´n no parame´tricos cuyo estudio se ilustrara´ a continuacio´n en
los siguientes ep´ıgrafes.
2.2 Modelo estad´ıstico para el principio de Superposicio´n Tiempo/Temperatura.
Curva maestra
Una de las tareas ma´s importantes en la ciencia e ingenier´ıa de pol´ımeros es la caracteriza-
cio´n de su comportamiento durante su servicio y, particularmente, su tiempo de vida. De hecho,
la estimacio´n de sus propiedades o comportamiento a largo plazo a partir de sus propiedades
medidas a corto es tambie´n una de las tareas ma´s complejas. La prediccio´n a largo plazo de
las propiedades de los pol´ımeros se puede abordar basa´ndose en la teor´ıa de la viscoelasticidad,
que caracteriza su comportamiento meca´nico. En particular, estas estimaciones pueden hacerse
a partir de la aplicacio´n del principio de Superposicio´n Tiempo/Temperatura (TTS, del ingle´s
Time-Temperature Superposition).
El principio TTS es una de las te´cnicas de extrapolacio´n ma´s u´tiles y con mayor nu´mero de
aplicaciones en la tecnolog´ıa de pol´ımeros. De hecho, se ha aplicado en la pra´ctica totalidad de
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los pol´ımeros viscoela´sticos lineales, amorfos o semicristalinos (Williams, 1964).
Este principio, propuesto por Leaderman (1943), establece que, para materiales viscoela´sticos
(pol´ımeros) termorreolo´gicamente simples, el tiempo y la temperatura esta´n relacionados segu´n
una superposicio´n tiempo/temperatura, que implica que los efectos del tiempo y la temperatu-
ra sobre las propiedades meca´nicas de los pol´ımeros (mo´dulo) son, generalmente, equivalentes
(Zou, 2011). El principio TTS se basa en la observacio´n de que las curvas que representan las
propiedades viscoela´sticas de un material, determinadas a temperaturas diferentes, son similares
en forma cuando se representan frente al logaritmo del tiempo o logaritmo de la frecuencia. El
principio TTS establece que las curvas pueden ser superpuestas, movie´ndolas horizontalmente a
lo largo del eje del logaritmo del tiempo o del logaritmo de frecuencia (Cho, 2009).
El principio TTS ha sido aplicado tradicionalmente para analizar las propiedades viscoela´sti-
cas y reolo´gicas de pol´ımeros y composites (termorreolo´gicamente simples), tales como la vis-
cosidad, la deformacio´n, la complianza, el mo´dulo de almacenamiento E′ (relacionado con la
deformacio´n ela´stica del material) y el mo´dulo de pe´rdidas (relacionado con la deformacio´n
pla´stica, no recuperable). En el espacio definido por la frecuencia (alternativamente podr´ıa ser
el tiempo) y la temperatura, el principio se puede definir segu´n la siguiente expresio´n:
f (w, T ) = bT f (aTw, T0) (2.1)
donde f denota la propiedad viscoela´stica de intere´s en funcio´n de la frecuencia, w, y de la
temperatura. T es la temperatura a la que se obtiene una propiedad meca´nica dada, T0 es la
temperatura de referencia a la que se quieren obtener estimaciones de las propiedades meca´nicas
en un rango mayor al experimental, mientras que aT y bT son los desplazamientos horizontales
y verticales, respectivamente, que se deben aplicar a la curva f(w, T0) para obtener la curva f a
una temperatura T . Los aT y bT dependen de la temperatura (como se indicara´ en la siguiente
seccio´n). En otras palabras, siempre y cuando bT = 1, el principio TTS establece que el cambio
de temperatura de T a T0 es equivalente a multiplicar la escala de frecuencia (o tiempo) por un
factor constante aT que es funcio´n de la temperatura. El aT esta´ relacionado con el tiempo de
relajacio´n de cada pol´ımero a cada temperatura, mientras que el bT se corresponde con cambios
en la densidad de la muestra tambie´n con respecto a la temperatura (Ferry, 1950). La curva re-
sultante, formada por superposicio´n de varias curvas viscoela´sticas para una temperatura dada
T0, se denomina curva maestra. La curva maestra muestra las distintas regiones viscoela´sticas
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o estados f´ısicos con respecto al eje de los tiempos o frecuencias (Figura 2.1, para ma´s detalles
ver ape´ndice A).
Figura 2.1: Curva maestra, regiones viscoela´sticas o estados f´ısicos del cuerpo.
En el proceso de superposicio´n, las propiedades viscoela´sticas de los pol´ımeros dependen ma´s
fuertemente de la temperatura que del tiempo, con variaciones de varios o´rdenes de magnitud
en mo´dulo y otras propiedades, dentro de un rango moderado de temperaturas. Este hecho sub-
raya la utilidad del principio TTS en fiabilidad de materiales. El principio TTS indica co´mo
utilizar datos obtenidos a diferentes temperaturas dentro de un rango determinado de tiempos
o frecuencias para estimar propiedades viscoela´sticas en un rango de tiempos ma´s extendido.
Conociendo los factores de escala apropiados, permite la estimacio´n de las curvas de propiedades
meca´nicas de materiales viscoela´sticos a varias temperaturas.
2.2.1 Modelo estad´ıstico para el principio TTS
Partiendo de la expresio´n (2.1) en la que se formula el principio TTS, supo´ngase que se toma
de una temperatura T0 y se pretende determinar la expresio´n para la curva maestra a partir de
las curvas de la propiedad viscoela´stica f(x, T ) obtenidas cada una a una distinta temperatura
denotada por T y definidas para distintos valores de x, con x ∈ [a, b], siendo x = logw, donde
w es la frecuencia (o el tiempo). El modelo se puede parametrizar del siguiente modo:
ψ(x, T ) = log f(w, T )
= log(bT ) + log f(aTw, T0)
= log(bT ) + ψ(log(aT ) + logw, T0)
= B(T ) + ψ(A(T ) + x, T0)
(2.2)
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donde A(T0) = B(T0) = 0 y A(T ) = log(aT ) y B(T ) = log(bT ) son para´metros desconocidos.
Posteriormente abordaremos su estimacio´n mediante el me´todo no parame´trico propuesto y dos
me´todos comu´nmente usados en este a´mbito, Arrhenius y WLF, que se detallara´n ma´s adelante.
El modelo parametrizado (2.2) debe cumplir con dos propiedades importantes (ver las demos-
traciones en el ape´ndice B):
1. Identificabilidad del modelo, es decir A(T ) y B(T ) son u´nicas.
2. Toda funcio´n ψ(x, T ) que cumpla la propiedad de identificabilidad ha de ser de la forma
ψ(x, T ) = B(T ) + l(A(T ) + x, T0) para cierta funcio´n l(x). Adema´s, rec´ıprocamente, si
l(x) es una funcio´n arbitraria y A(T ) y B(T ) son funciones cualesquiera que cumplan
A(T0) = 0 = B(T0), entonces la funcio´n definida por ψ(x, T ) = B(T ) + l(A(T ) + x, T0)
cumple la ecuacio´n (2.2).
Entonces en te´rminos generales, el modelo estad´ıstico se puede formalizar como la media
de la variable Y en funcio´n de x, a una temperatura T dada. Se tratar´ıa, pues, de la funcio´n
siguiente:
ψ(x, T ) = E(Y (x, T )) para cada posible valor x y una temperatura T dada.
Por tanto, podemos descomponer la variable respuesta en funcio´n de su media ma´s un error de
media cero:
Y (x, T ) = ψ(x, T ) + ε(x) (2.3)
donde
x es la variable de disen˜o fijo, normalmente el tiempo o la frecuencia, en escala logar´ıtmica,
comprendida entre dos extremos del intervalo [a, b]. En la pra´ctica estara´ definida para
unos valores espec´ıficos elegidos por el analista de laboratorio.
Y es la variable funcional que se corresponde con una propiedad viscoela´stica del material
estudiado (pol´ımero) a una temperatura T dada.
ψ es la media de la variable Y (desconocida).
ε es la variable aleatoria funcional, error o discrepancia entre Y y ψ, no observable, del
mismo rango de definicio´n que ψ. Adema´s se supone que la media de esta variable es cero.
T es la variable de disen˜o fijo que se corresponde a la temperatura a la que se realiza
cada experimento. Para cada experimentacio´n tomara´ un valor fijo y distinto. Se denota
en mayu´scula siguiendo la notacio´n tradicional en f´ısica y qu´ımica.
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Una vez definida la poblacio´n y el modelo, se puede definir la muestra. El modelo poblacional
(2.3) se puede particularizar para cada experimento que se analizase de un mismo material, as´ı si
tenemos n espec´ımenes de material de los que se obtienen n curvas o realizaciones (muestra)
de una determinada propiedad viscoela´stica, siendo cada muestra de material ensayada a una
temperatura diferente, a un nu´mero m de tiempos o frecuencias determinadas (iguales para todas
las muestras), x = ξ1, ξ2, . . . , ξm. Entonces a partir de las expresiones (2.2) y (2.3) se obtiene la
siguiente expresio´n:
Yi(ξj , Ti) = ψ(ξj , Ti) + εi(ξj)
= Bi + ψ(Ai + ξj , T0) + εi(ξj), i = 1, 2, . . . , n ; j = 1, 2, . . . ,m
(2.4)
donde Ai = h(Ti) y Bi = g(Ti) esta´n relacionados con los desplazamientos horizontales y verti-
cales en el principio TTS, adema´s en cada i, εi(ξj), es independiente para cada j y tiene media
cero, siendo las temperaturas experimentales T1 < T2 < · · · < Tn.
Con lo expuesto y deducido anteriormente, se puede dar la definicio´n de la curva maestra
desde el punto de vista estad´ıstico y en el a´mbito del principio TTS. Se define la curva maestra
como la media de la variable respuesta Y (propiedad viscoela´stica a una temperatura T0) definida
en funcio´n de x (frecuencia o tiempo). Se tratar´ıa, pues, de la funcio´n siguiente:
ψ(x, T0) = E(Y (x, T0)) para cada posible valor x perteneciente al intervalo [a, b]. (2.5)
2.2.2 Me´todos para estimar los desplazamientos horizontales A(T ) del modelo es-
tad´ıstico para el principio TTS
Actualmente, aunque no se recoge ninguna ley gene´rica por las que se relacione la depen-
dencia del tiempo y la temperatura dentro de la teor´ıa de la viscoelasticidad lineal, s´ı existen
diversos modelos emp´ıricos y semiemp´ıricos (se han de estimar sus para´metros) que s´ı relacio-
nan los desplazamientos horizontales con la temperatura (Sperling, 1992; Turi, 1997). Los ma´s
importantes son los basados en las funciones de Arrhenius (Chartoff et al, 2009; Turi, 1997) y
Williams, Landel y Ferry, WLF (Chartoff et al, 2009; Williams et al., 1955). El l´ımite de apli-
cacio´n de los dos me´todos lo marca la temperatura de transicio´n v´ıtrea del material estudiado,
que es la temperatura a la cual un material amorfo (cuya estructura no esta´ ordenada) pasa del
comportamiento v´ıtreo (glassy) al comportamiento gomoso o blando (rubbery). As´ı, el modelo
de Arrhenius se verifica cuando la temperatura de referencia a la cual se pretende estimar la
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curva maestra esta´ por debajo de la temperatura de transicio´n v´ıtrea. Sin embargo, si la tempe-
ratura de referencia es del orden de la temperatura de transicio´n v´ıtrea o mayor, se recomienda
la aplicacio´n del modelo WLF (Artiaga et al., 2005; Chartoff et al., 2009).
La ecuacio´n del modelo WLF se basa en la teor´ıa del volumen libre, que pretende explicar
el feno´meno de la transicio´n cristalina a nivel molecular. Considera que para que se produzca
un movimiento de un segmento polime´rico hacia un sector adyacente se necesita que exista un
volumen mı´nimo de huecos. El modelo de Doolittle (Chartoff et al., 2009) es una de las primeras
ecuaciones que relacionan el volumen libre con la viscosidad, η = H exp
(
Kν
νf
)
donde η es la
viscosidad, mientras que ν y νf son los volu´menes ocupados y libre, respectivamente (H y K
son constantes). Esta ecuacio´n da sustento teo´rico al modelo WLF (Williams et al., 1955), que
presenta la siguiente forma:
A(T ) = − C1(T − Tg)
C2 + (T − Tg) (2.6)
donde C1 y C2 son para´metros del sistema y A(T ) es el desplazamiento horizontal, relacionado
con el cambio en la viscosidad o en el tiempo de relajacio´n con respecto a la temperatura de
transicio´n v´ıtrea Tg. Su ca´lculo, no siempre necesario, complica en gran medida la obtencio´n
de una curva maestra suave. Los para´metros C1 y C2 se consideran como para´metros emp´ıricos
ajustables que se pueden determinar mediante el ajuste de datos experimentales de A(T ). Por
otro lado, la Tg puede sustituirse por la temperatura de referencia que interese en cada aplica-
cio´n, Tr o T0. En resumen, la ecuacio´n WLF, que parte de la hipo´tesis de una relacio´n entre los
desplazamientos horizontales y la temperatura, es va´lida u´nicamente en el rango (Tg, Tg+100K),
como apunta Ferry (1980), siendo extensible a otros intervalos u´nicamente en casos puntuales.
Este hecho justifica la propuesta de un modelo flexible alternativo como el que se propone en
este cap´ıtulo.
Alternativamente, cuando la temperatura de referencia T0 se encuentra por debajo de la Tg
del material estudiado, el modelo TTS ma´s utilizado es el basado en la ecuacio´n de Arrhenius:
ln(aT ) = EaR
(
1
T − 1T0
)
Transformando el ln(aT ) a logaritmo de base diez mediante la relacio´n ln(aT ) = log(aT )log(e) , y
reemplazando en la expresio´n anterior se tiene:
log(aT )
log(e) =
Ea
R
(
1
T − 1T0
)
de donde,
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log(aT ) = EaR
(
1
T − 1T0
)
log(e)
como log(aT ) = A(T ), la expresio´n de Arrhenius viene dada por:
A(T ) = Ea
R
( 1
T
− 1
T0
)
log(e) (2.7)
en la que Ea es la energ´ıa de activacio´n de la reaccio´n qu´ımica, R es la constante universal de
los gases y e es la constante de Neper.
Como ya se ha mencionado, los modelos TTS son aplicables (los datos “verifican TTS”) cuan-
do se obtiene una coincidencia exacta o casi exacta entre las formas de las curvas de propiedades
viscoela´sticas (dependientes de la frecuencia/tiempo) adyacentes, y la relacio´n de dependencia
entre los desplazamientos A(T ) y la temperatura sigue la expresio´n de Arrhenius o WLF (Tajvidi
et al., 2005; Ward, 1971; Van Gurp y Palmen, 1998).
Es importante destacar que la metodolog´ıa que se propondra´ en la seccio´n siguiente, aparte
de proporcionar un nuevo me´todo para obtener los A(T ) basado en el desplazamiento de curvas
derivadas, tambie´n propone el ajuste B-spline con intervalos de confianza puntuales bootstrap
para la curva maestra, en lugar del ajuste de los modelos parame´tricos de Arrhenius y WLF.
Esta alternativa flexible hace que el presente me´todo TTS tenga un rango de aplicabilidad (en
te´rminos de temperatura) mucho ma´s amplio que las alternativas parame´tricas (de hecho, no
supone una relacio´n parame´trica de los desplazamientos con respecto a la temperatura), por lo
que supone una innovacio´n en el campo de la tecnolog´ıa de pol´ımeros. Adema´s, las estimaciones
de las curvas maestras son ma´s suaves y precisas.
En gran parte de los estudios, se calculan los factores de desplazamiento horizontal, utilizan-
do los reo´metros y software DMA (Sworn, 1998; Van, 2007; Udyarajan, 2007; Lo´pez-Paz, 2012).
En algunos trabajos, estos factores se obtienen manualmente (Jiajia, 2012), mientras que, por
otro lado se tiene algunas referencias, donde los autores proponen nuevos me´todos basados en
procesos iterativos (Cho, 2009).
En cuanto a los procedimientos existentes hoy en d´ıa para estimar los desplazamientos ho-
rizontales y verticales, pueden ser: (a) me´todos manuales (los desplazamientos se hacen segu´n
la experiencia del analista) como proponen Jiajia et al. (2013), (b) me´todo parame´trico a partir
de la fo´rmula WLF, con las constantes C1 = 17.44 y C2 = 51.6, que no suele proporcionar cur-
vas maestras suaves, y (c) me´todos nume´ricos, entre los que se encuentra la presente propuesta
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(Naya et al., 2013; Cho, 2009; Honerkamp, 1993). Adema´s, existen diversas alternativas pro-
porcionadas por software comercial que no describen el procedimiento seguido para obtener los
desplazamientos (Sworn, 1998; Van, 2007; Udyarajan, 2007; Lo´pez-Paz, 2012), si bien se supone
el empleo de te´cnicas de optimizacio´n y regresio´n.
Los modelos TTS han sido generalmente aplicados a partir de los datos que proporcionan
te´cnicas experimentales como el Ana´lisis Meca´nico Dina´mico (DMA), el Ana´lisis Termomeca´nico
(TMA), y el ana´lisis reolo´gico, entre otros. La estimacio´n del mo´dulo de elasticidad en un ensayo
dina´mico dependiente de la frecuencia o el tiempo, y la estimacio´n de la deformacio´n debidos al
feno´meno f´ısico del creep, son dos de las aplicaciones ma´s importantes en este tipo de ana´lisis.
En el cap´ıtulo 4 de la presente tesis se describe la nueva librer´ıa TTS, desarrollada en el
software R para proporcionar a los usuarios una herramienta que, por lo comu´n, so´lo se dispensa
mediante software de pago.
2.3 Metodolog´ıa del nuevo enfoque para estimar los desplazamientos horizontales
A(T ) y verticales B(T ) del modelo estad´ıstico para el principio TTS
El nuevo enfoque propuesto en este trabajo tiene como objetivo proporcionar una metodo-
log´ıa u´til para resolver problemas de caracterizacio´n de materiales viscoela´sticos y estimar sus
propiedades f´ısicas durante su servicio, a partir del tratamiento y modelizacio´n estad´ıstica de
datos te´rmicos y meca´nicos. De acuerdo con esto, se estiman las propiedades de los materiales
polime´ricos en funcio´n del tiempo/frecuencia y de la temperatura. Brevemente, el me´todo pro-
puesto proporciona estimaciones y predicciones de las propiedades viscoela´sticas de pol´ımeros
amorfos, a una temperatura determinada, y a tiempos/frecuencias ma´s alla´ del rango experimen-
tal observado. Es por ello que su aplicacio´n resulta de gran utilidad en el a´mbito de los estudios
de fiabilidad de materiales. Para la implementacio´n de este nuevo enfoque se requiere la previa
adquisicio´n de una base de datos formada por las curvas (propiedades viscoela´sticas en funcio´n
del tiempo/frecuencia) obtenidas a diferentes temperaturas por medio de te´cnicas experimen-
tales como el DMA (u otras te´cnicas reolo´gicas). El procedimiento propuesto esta´ basado en el
principio f´ısico TTS, incorporando me´todos estad´ısticos y de optimizacio´n para la resolucio´n del
problema. Adicionalmente, tambie´n se implementan los modelos de WLF y Arrhenius, incorpo-
rando la nueva metodolog´ıa para la obtencio´n de desplazamientos horizontales, permitiendo su
aplicabilidad y mejorando en gran medida su comportamiento.
A continuacio´n se muestran las etapas de las que se compone la nueva propuesta:
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1. Se obtienen experimentalmente las curvas Yi(x, Ti), con i = 1, 2, . . . , n, mediante te´cnicas
DMA, reolo´gicas o similares, estas curvas experimentales con informacio´n de las propiedades
viscoela´sticas de los materiales a estudiar, en funcio´n ya sea de la frecuencia de ensayo o
del tiempo (x = ξ1, ξ2, . . . , ξm). Entre las propiedades meca´nicas medibles, se encuentran el
mo´dulo de almacenamiento, E′, el mo´dulo de pe´rdidas, E′′, los mo´dulos de almacenamiento
y pe´rdidas para esfuerzos a cizalla (G′ y G′′), y la complianza J , entre otras. Cada curva
dependiente del tiempo/frecuencia, se obtiene a una temperatura diferente (por ejemplo,
E′(x, T )), con el objeto de, luego, al desplazar una sobre otras, se pueda obtener la curva
maestra.
2. Se calcula la primera derivada de cada curva:
d
dx
(Yi(x, Ti)) =
d
dx
(Bi + ψ(Ai + x, T0) + εi(x))
= d
dx
(Bi) +
d
dx
(ψ(Ai + x, T0)) +
d
dx
(εi(x))
= d
dx
(ψ(Ai + x, T0)) +
d
dx
(εi(x))
≈ d
dx
(ψ(Ai + x, T0))
= ψ1(Ai + x, T0), x = ξ1, ξ2, . . . , ξm
(2.8)
ya que ddx(Bi) = 0 y ψ1(Ai + x, T0) =
d
dx(ψ(Ai + x, T0)). De esta manera, despreciando la
magnitud de la derivada del error experimental, εi(x), se ve claramente que las derivadas
de cada curva Yi observada no es ma´s que una traslacio´n horizontal de magnitud Ai rea-
lizada sobre la curva ψ1(x, T0), siendo ψ1 la derivada parcial primera de ψ respecto de su
primer argumento. En la aplicacio´n a curvas experimentales se estima la primera derivada
de cada curva utilizando me´todos de tipo spline implementados en el paquete sfsmisc. Las
estimaciones de estas derivadas se pueden obtener lo ma´s suaves posibles, es decir, es po-
sible definir cada derivada en una rejilla tiempos/frecuencias tan fina como el usuario o la
aplicacio´n requiera para aproximar ddx(εi(x)) a 0. De este modo, se supera en gran medida el
problema de trabajar con datos discretos (propiedades tomadas en una rejilla de tiempos o
frecuencias). Por lo tanto, se denota con Si(z, Ti) la funcio´n suavizada de Yi(x, Ti) mediante
splines usando para ello la funcio´n spline de R, y S′i(z, Ti) co´mo su derivada suavizada
en una rejilla muy fina de frecuencias, zj , contenidas en el intervalo [ξ1, ξm], mediante la
expresio´n:
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S′i(z, Ti) = ddz (Si(z, Ti)), z = z1, z2, . . . , zm′ , m′ > m
siendo z1 = ξ1 y zm′ = ξm. Las derivadas se obtienen utilizando me´todos de tipo spline
implementados en el paquete sfsmisc.
3. Se elige la temperatura de referencia T0 a la que se pretende estimar la curva maestra. Por
ejemplo, en la aplicacio´n a los datos del policarbonato que se describira´ en la siguiente sec-
cio´n, se define la T0 = 150◦C como temperatura de referencia.
4. El procedimiento para obtener los desplazamientos Ai(Ti), teniendo en cuenta que van a
coincidir con aquellos desplazamientos horizontales de las curvas derivadas de la ecuacio´n
(2.8) es el siguiente: primeramente, se calculan los desplazamientos horizontales correspon-
dientes a curvas derivadas consecutivas S′j(z, Tj), S′j+1(z, Tj+1) mediante el cociente de la
distancia L1 y el nu´mero de observaciones (s) en el rango comu´n que comparten las dos
curvas derivadas suavizadas.
ej =
1
s
s∑
k=1
(
x′k − xk
)
(2.9)
donde xk y x′k son las frecuencias de la curva S′j y de la S′j+1 respectivamente, en las que
las derivadas son iguales. En la aplicacio´n a curvas experimentales, por ejemplo para las
curvas de E′(z), las s observaciones del rango comu´n que comparten las derivadas definidas
en un intervalo compuesto por 3000 frecuencias equiespaciadas se obtienen de la siguiente
forma: primero, x1 toma el mı´nimo valor del intervalo de frecuencias (z1) y x′1 se calcula de
d
dz (E′(z, Tj))|z=x1 = ddz (E′(z, Tj+1))|z=x′1 , segundo, x′s toma el ma´ximo valor del intervalo
de frecuencias (zm′) y xs se calcula de ddz (E′(z, Tj))|z=xs = ddz (E′(z, Tj+1))|z=x′s . Enton-
ces ddz (E′(z, Tj))|z=xk = ddz (E′(z, Tj+1))|z=x′k para k = 1, 2, . . . , s. En el caso ma´s general,
S′j(z, Tj)|z=xk = S′j+1(z, Tj+1)|z=x′k para k = 1, 2, . . . , s, con lo que la expresio´n (2.9) queda
claramente determinada.
Luego, se calculan los desplazamientos horizontales estimados de Ai(Ti) con respecto a la
curva correspondiente a T0 = Tr para cierto ı´ndice r de la siguiente manera: si se tienen
curvas experimentales Yi con i = 1, 2, ..., n,
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Aˆ1 = −er−1 − er−2 − · · · − e1
· · ·
Aˆr−2 = −er−1 − er−2
Aˆr−1 = −er−1
Aˆr = 0
Aˆr+1 = er
Aˆr+2 = er + er+1
· · ·
Aˆn = er + er+1 + · · ·+ en−1
(2.10)
donde los Aˆi son los desplazamientos horizontales estimados de los Ai(Ti) y Aˆr = A(T0) = 0.
5. Una vez estimados los desplazamientos horizontales en el paso 4, la funcio´n Yi(x, Ti) de
la expresio´n (2.4) queda completamente determinada luego de obtener los desplazamientos
verticales estimados de Bi(Ti) del siguiente modo: primeramente, se calculan los despla-
zamientos horizontales correspondientes a curvas consecutivas desplazadas horizontalmente
Sj(Aˆj+z, Tj), Sj+1(Aˆj+1 +z, Tj+1), luego mediante el cociente de la distancia L1 y el nu´me-
ro de observaciones (s) en el dominio de las frecuencias comu´n que comparten las dos curvas
se obtiene:
vj =
1
s
s∑
k=1
(
Sj+1(Aˆj+1 + x′k, Tj+1)− Sj(Aˆj + xk, Tj)
)
(2.11)
donde x′k y xk se obtienen nuevamente en base a la aplicacio´n a curvas experimentales sua-
vizadas en una rejilla de tiempos o frecuencias, z1, z2, . . . , zm′ , esto es: para x′1 se toma el
valor de z1 y x1 = Aˆj+1 − Aˆj + z1, para xs se toma el valor de zm′ y x1, x2, . . . , xs quedan
claramente definidos, adema´s con x′s = −Aˆj+1 + Aˆj + zm′ , los valores x′1, x′2, . . . , x′s quedan
tambie´n determinados.
En los items 4 y 5 se ha utilizado la misma simbolog´ıa (x′k, xk y s), no´tese que corresponden
a ana´lisis distintos.
Con la expresio´n (2.11), se calculan los desplazamientos verticales Bi(Ti) con respecto a la
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curva correspondiente a T0 = Tr para algu´n ı´ndice r de la siguiente manera: si se tienen
curvas experimentales Yi con i = 1, 2, ..., n,
Bˆ1 = −vr−1 − vr−2 − · · · − v1
· · ·
Bˆr−2 = −vr−1 − vr−2
Bˆr−1 = −vr−1
Bˆr = 0
Bˆr+1 = vr
Bˆr+2 = vr + vr+1
· · ·
Bˆn = vr + vr+1 + · · ·+ vn−1
(2.12)
donde los Bˆi son los desplazamientos verticales estimados de los Bi(Ti) y Bˆr = B(T0) = 0.
6. La aplicacio´n del principio TTS a la muestra de curvas experimentales mediante despla-
zamientos horizontales y verticales de las curvas correspondientes de una propiedad vis-
coela´stica con respecto a la curva de T0 = Tr se representa mediante las siguientes m × n
relaciones de puntos:
ξ1 − Aˆ1 → Y1(ξ1, T1)− Bˆ1 · · · ξ1 − Aˆn → Yn(ξ1, Tn)− Bˆn
ξ2 − Aˆ1 → Y1(ξ2, T1)− Bˆ1 · · · ξ2 − Aˆn → Yn(ξ2, Tn)− Bˆn
· · · · · ·
ξm − Aˆ1 → Y1(ξm, T1)− Bˆ1 · · · ξm − Aˆn → Yn(ξm, Tn)− Bˆn
(2.13)
7. Siguiendo el contexto del modelo estad´ıstico del principio TTS de la expresio´n (2.3) para
T = T0, las m × n relaciones de puntos representados en la expresio´n (2.13), primero se
denota en forma de parejas de puntos:
{
(
ξj − Aˆi , Yi(ξj , Ti)− Bˆi
)
; j = 1, 2, . . . ,m ; i = 1, 2, . . . , n}
Luego, a estas m×n parejas de puntos se realiza el ajuste mediante un modelo de regresio´n
por B-splines:
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Y (x, T0) = ψˆ(x, T0) + ε(x) (2.14)
donde,
x es la variable de disen˜o fijo, normalmente el tiempo o frecuencia, que en este caso
esta compuesta por los m× n valores correspondientes de la expresio´n (2.13).
x = ξ1 − Aˆ1, ξ1 − Aˆ2, . . . , ξ1 − Aˆn,
ξ2 − Aˆ1, ξ2 − Aˆ2, . . . , ξ2 − Aˆn
. . .
ξm − Aˆ1, ξm − Aˆ2, . . . , ξm − Aˆn
(2.15)
Y es la variable respuesta que se corresponde con una propiedad viscoela´stica del
material estudiado (pol´ımero) a una temperatura T0 dada.
ψˆ(x, T0) es la media estimada de la variable respuesta Y , y resulta ser una estimacio´n
de la curva maestra, ψ(x, T0), definida por la expresio´n (2.5).
ε es una variable aleatoria con media cero.
La funcio´n ψˆ(x, T0) es desconocida, pero se puede obtener por el me´todo de regresio´n por
B-splines, en la aplicacio´n a curvas experimentales correspondientes a una propiedad vis-
coela´stica, por ejemplo del mo´dulo ela´stico E′ del policarbonato. La curva ψˆ(x, T0), desde
un punto de vista computacional, se obtiene a partir del modelo de regresio´n B-splines cal-
culado con la funcio´n gam de la librer´ıa mgcv. Esta curva representa la estimacio´n de la
curva maestra del material (pol´ımero) a una temperatura de referencia T0. En el caso del
policarbonato que se presenta a continuacio´n, T0 = 150◦C.
Siguiendo el me´todo de regresio´n B-splines, el spline ψˆ(x, T0) se obtiene de la combinacio´n
lineal en funcio´n de x (de la expresio´n (2.15)),
ψˆ(x, T0) = a0B0(x) + · · ·+ apBp(x) + ap+1Bp+1(x) + · · ·+ ap+MBp+M (x)
donde las funciones B0(x) = 1, B1(x) = x, ..., Bp(x) = xp y Bp+1(x) = (x − C1)p+,...,
Bp+M (x) = (x − CM )p+ forman una base de funciones polino´micas de grado p = 3 (base
B-splines; Boor, 1978).
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Para determinar la funcio´n ψˆ(x, T0) que mejor ajusta a los datos se introduce un para´metro
de suavizado λ, que se incluye en el criterio de minimizacio´n. No so´lo se minimiza la suma
de los cuadrados de los errores, sino que tambie´n se incluye a la curvatura de la funcio´n:
min∑mj=1∑ni=1 |ψˆ(ξj − Aˆi, T0)− [Yi(ξj , T0)− Bˆi]|2 + λ ∫ 10 ( d2dx2 ψˆ(x, T0))2dx
donde
∫ 1
0 ( d
2
dx2 ψˆ(x, T0))
2dx mide el grado de curvatura de ψˆ. De la minimizacio´n de las suma-
torias se estiman los coeficientes a0, . . . , ap+M , adema´s, el nu´mero y posicio´n de los nodos
C1, . . . , CM y λ se obtienen por validacio´n cruzada generalizada, GCV (Wood, 2006). Estas
estimaciones entre otras son calculadas automa´ticamente con la funcio´n gam de mgcv (ver
ape´ndice B).
La presente metodolog´ıa proporciona tres alternativas implementadas en el paquete TTS,
desarrollado por el autor de esta tesis doctoral. De entre todas, se recomienda aplicar la alter-
nativa que consiste en la aplicacio´n de un modelo no parame´trico B-spline para obtener una
estimacio´n suave de la curva maestra que proporcione estimaciones ma´s fiables. Las dos alterna-
tivas restantes consisten en la aplicacio´n de los conocidos modelos TTS parame´tricos: Arrhenius,
A(T ) = EaR
(
1
T − 1To
)
log(e) (recordando que Ea es la energ´ıa de activacio´n, R = 8.314J/mol,
T la temperatura absoluta, y T0 la temperatura de referencia) y WLF, A(T ) = − C1(T−To)C2+(T−To) ,
donde C1 y C2 son los para´metros a ser estimados, mientras que T es la temperatura a la que se
obtiene cada curva. Los para´metros que definen los modelos parame´tricos arriba mencionados se
estiman mediante un proceso iterativo, siendo necesaria la introduccio´n de una solucio´n inicial
para los A(T ), que se obtiene de los desplazamientos horizontales obtenidos mediante el me´todo
de desplazamiento de curvas derivadas propuesto. De esta manera, se observa que el enfoque
para el desplazamiento de curvas propuesto puede mejorar significativamente las estimaciones
de la curva maestra obtenidas mediante los modelos de Arrhenius y WLF.
El autor de esta tesis doctoral ha desarrollado un paquete en R (ver cap´ıtulo 4), la librer´ıa
TTS, que implementa todas las herramientas arriba descritas y que forman parte de la metodo-
log´ıa propuesta. La motivacio´n de su creacio´n y desarrollo es el hacer accesible a los usuarios las
te´cnicas TTS aqu´ı descritas, que incorporan alternativas novedosas y enfoques tradicionales. El
desarrollo de una librer´ıa en R para el ana´lisis TTS viene a llenar el vac´ıo de herramientas de
software libre en este a´mbito de la f´ısica y qu´ımica anal´ıtica.
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2.3.1 Aplicacio´n del remuestreo bootstrap para la obtencio´n de intervalos de con-
fianza puntuales de la curva maestra.
El me´todo bootstrap es un me´todo de remuestreo desarrollado por Efron (1979). En pocas
palabras, el bootstrap es un procedimiento estad´ıstico que sirve para aproximar la distribucio´n
en el muestreo (normalmente de un estad´ıstico). Para ello procede mediante remuestreo, es decir,
obteniendo muestras mediante algu´n procedimiento aleatorio que utilice la muestra original. Se
distinguen tres tipos de me´todos: parame´trico, emp´ırico y Wild.
A continuacio´n se disen˜a un plan de remuestreo del tipo bootstrap parame´trico para calcular
los intervalos de confianza puntuales de la curva maestra que se utilizara´ ma´s adelante en este
cap´ıtulo para los me´todos de las derivadas, WLF y Arrhenius.
Cabe sen˜alar que para el plan de remuestreo que se va ha desarrollar a continuacio´n, la
funcio´n ψˆ(x, T0) de la expresio´n (2.14) se obtiene del ajuste de un modelo de regresio´n B-splines
calculado por la funcio´n gam del paquete mgcv sobre las m× n parejas de puntos tomados de la
expresio´n (2.13).
Plan de remuestreo para calcular los intervalos de confianza puntuales de la curva
maestra:
1. Calcular la varianza de los errores definidos entre los valores estimados de la curva maes-
tra, ψˆ(ξj − Aˆi, T0), y los valores obtenidos de la aplicacio´n del principio TTS a la muestra
de curvas experimentales (expresio´n (2.13)), Yi(ξj , T0)− Bˆi.
Primero se calcula la media de los m× n residuos,
εi,j = Yi(ξj , T0)− Bˆi − ψˆ(ξj − Aˆi, T0) ; i = 1, 2, . . . , n ; j = 1, 2, . . . ,m
ε¯ =
∑n
i=1
∑m
j=1 εi,j
m×n
Luego se procede a calcular la varianza de los residuos,
σˆ2ε =
∑n
i=1
∑m
j=1(εi,j−ε¯)
2
m×n−1
2. Calcular B (1000) muestras bootstrap ana´logas a la muestra dem×n parejas observadas de
la aplicacio´n del principio TTS a curvas experimentales (expresio´n (2.13)). Cada remuestra
tambie´n contiene m× n parejas de la forma:
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{
(
ξj − Aˆi , ψˆ(ξj − Aˆi, T0) + ε∗i,j
)
; i = 1, 2, . . . , n ; j = 1, 2, . . . ,m}
donde los m× n ε∗i,j son generados de la distribucio´n N(ε¯, σˆ2ε) para cada remuestra.
3. Para cada x de la expresio´n (2.15) calcular el estimador bootstrap R∗x
R
∗(k)
x = ψˆ∗(k)(x, T0)− ψˆ(x, T0) ; k = 1, 2, ..., B
donde cada funcio´n ψˆ∗(k) es estimada mediante B-splines en cada remuestra del paso 2 y
ψˆ(x, T0) es la estimacio´n de la curva maestra.
4. Ordenar de forma creciente los valores del estimador bootstrap R∗x para cada x
R
∗(1)
x ≤ R∗(2)x ≤ · · · ≤ R∗(B)x
de aqu´ı se calculan R∗([B(
α
2 )])
x y R
∗([B(1−α2 )])
x , donde [B(α2 )] y [B(1− α2 )] son la parte entera
de B(α2 ) y de B(1− α2 ) respectivamente, y α es el nivel de significancia.
5. Calcular los intervalos de confianza puntuales para la curva maestra, ψ(x, T0), de acuerdo
a la siguiente expresio´n:
[
ψˆ(x, T0)−R∗([B(1−
α
2 )])
x , ψˆ(x, T0)−R∗([B(
α
2 )])
x
]
2.4 Aplicacio´n del nuevo enfoque TTS para la caracterizacio´n meca´nica del policar-
bonato
En este ep´ıgrafe se muestra el caso de estudio de la caracterizacio´n viscoela´stica del poli-
carbonato, pol´ımero termopla´stico de uso generalizado en la industria (usados en embalajes,
cajas duras y transparentes, compact discs, etc.). Suponiendo una determinada aplicacio´n de
este pol´ımero a temperaturas entorno a 150 ◦C se muestra el ana´lisis necesario, aplicando el
principio TTS, para estimar su mo´dulo de almacenamiento (relacionado con la deformacio´n
ela´stica) en funcio´n de la frecuencia de aplicacio´n de esfuerzo (inversa del tiempo). Se observa
co´mo se estima la curva maestra por la metodolog´ıa propuesta, obtenie´ndose predicciones del E′
a frecuencias menores (tiempos mayores) y mayores (tiempos menores) que las correspondientes
al rango experimental.
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2.4.1 Estudio experimental: obtencio´n de datos
2.4.1.1 Ana´lisis Te´rmico Dina´mico Meca´nico
Para realizar las pruebas en laboratorio y poder modificar los materiales mediante cambios
de temperatura es preciso el uso de te´cnicas y aparatos de ana´lisis meca´nico espec´ıfico como los
que se describen a continuacio´n.
Se ha empleado el Ana´lisis Te´rmico Dina´mico Meca´nico para obtener las caracter´ısticas
meca´nicas de las muestras de policarbonato. Los equipos para el ana´lisis DMA registran las
deformaciones en funcio´n de las tensiones dina´micas aplicadas y a partir de estas y el a´ngulo
de desfase se determinan los mo´dulos de almacenamiento y de pe´rdida. Los equipos constan de
un cabezal portamuestras donde se puede someter a la probeta a diferentes estados tensionales
(Figura 2.2).
En funcio´n de las caracter´ısticas de la muestra se utilizara´ uno u otro sistema, as´ı por ejemplo:
Figura 2.2: Formas de trabajo en DMA (Balart et al., 2003)
Los equipos para DMA (Figura 2.3) disponen de un sistema para ejercer una fuerza de
cara´cter c´ıclico y un sistema para captar las deformaciones de la muestra. En funcio´n de la fuerza
aplicada y las deformaciones, se determinan el mo´dulo de pe´rdidas y el de almacenamiento, y
con estos valores la tan(δ) (ver ape´ndice A).
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Figura 2.3: Esquema de un equipo para DMA (Balart et al., 2003)
El material objeto del estudio, puede trabajar, como se ha descrito anteriormente, de di-
ferentes formas: a flexio´n de tres puntos (lo ma´s habitual), como una viga en voladizo, como
una viga biempotrada, a cortadura, a traccio´n y a compresio´n. Si la pieza trabaja a traccio´n,
compresio´n o flexio´n se representa el mo´dulo de Young (E′ y E”), mientras que si el material
trabaja a cortadura (cizalla en estado l´ıquido) se representa el mo´dulo de cortadura (G′ y G′′)
(ver ape´ndice A). La informacio´n que se puede obtener en ana´lisis meca´nico dina´mico es la va-
riacio´n de los mo´dulos en funcio´n de la temperatura. Esta informacio´n es muy u´til para saber si
el material presenta un comportamiento duro/ela´stico o blando/viscoso.
2.4.1.2 Caracter´ısticas del estudio experimental
En este estudio se ha analizado un tipo concreto de pol´ımero: el policarbonato (PC), cuyas
propiedades lo hacen un material adecuado para el ana´lisis propuesto (cumple los requerimientos
para aplicar el principio TTS). Los experimentos de DMA se llevaron a cabo en el Laboratorio
de Propiedades Te´rmicas y Reolo´gicas de Materiales (PROTERM), de la Escola Superior Po-
lite´cnica de Ferrol (Figura 2.4).
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Figura 2.4: Equipo DMA
Las dimensiones de los espec´ımenes utilizados son 17.5 x 12 x 1.6 mm. La fuerza, el despla-
zamiento y el a´ngulo de fase fueron calibrados de acuerdo a las recomendaciones del fabricante.
El instrumento DMA fue operado en modo dina´mico, utilizando una geometr´ıa en voladizo in-
dividual. Se realizo´ un experimento en barrido de deformacio´n dina´mica a las temperaturas ma´s
altas y ma´s bajas para identificar la amplitud en la regio´n de deformacio´n viscoela´stica lineal.
Los experimentos consistieron en medidas isote´rmicas donde se aplico´ un barrido de frecuencias
de 0.3142 a 62.83 rad/s, con un tiempo de estabilizacio´n de 10 min previo a cada barrido de
frecuencias. Se ensayaron las muestras a siete temperaturas diferentes comprendidas entre 147 y
153oC. Se obtuvieron las propiedades viscoela´sticas del material en una rejilla de siete frecuen-
cias diferentes por temperatura ensayada (Naya et al., 2013).
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log(frec.) -0.5028 -0.2018 0.09934 0.79817 1.09934 1.49721 1.79817 T (◦C)
log(E′)
8.83715 8.96118 9.03463 9.15503 9.18356 9.20978 9.22324 147
8.66361 8.84991 8.94734 9.11328 9.15290 9.18893 9.20737 148
8.43120 8.68151 8.82066 9.05461 9.10992 9.15957 9.18498 149
8.13290 8.46030 8.65089 8.97589 9.05115 9.12025 9.15503 150
7.82295 8.18667 8.44514 8.86552 8.97151 9.06782 9.11594 151
7.61700 7.84603 8.22220 8.73695 8.86362 8.99743 9.06408 152
7.44700 7.56526 7.92412 8.54382 8.72041 8.90390 8.99594 153
Tabla 2.1: Temperatura T , logaritmo en base 10 de las frecuencias y del mo´dulo de elasticidad (E′) del
policarbonato (PC).
Gra´fico exploratorio del Policarbonato (PC):
En el gra´fico exploratorio de los datos obtenidos del Policarbonato (PC), se tienen 7
curvas del mo´dulo de almacenamiento o tambie´n llamado mo´dulo ela´stico (E’), medi-
do en pascales (Pa = N
m2 ), cada una de las cuales esta´n definidas sobre un dominio
de frecuencias en rad/s sobre el intervalo
[
10−0.5, 101.75
]
y a temperaturas diferentes
empezando en este caso desde los 147oC hasta los 153oC, con incrementos de 1oC.
El software R y sus librer´ıas son utilizadas para realizar todos los ca´lculos y ana´lisis
siguientes (Shaffer, 2008).
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Figura 2.5: Curvas E′ del policarbonato correspondientes a siete temperaturas diferentes, cada una
evaluada en siete valores fijos de frecuencia.
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2.4.2 Estimacio´n de la curva maestra por el nuevo me´todo de desplazamiento de
derivadas
En esta seccio´n se propone un nuevo me´todo para estimar las propiedades viscoela´sticas del
policarbonato a una temperatura de referencia basado en las derivadas de las curvas del mo´dulo
ela´stico (Naya et al., 2013). Es decir, se aporta un nuevo procedimiento para construir una
estimacio´n de la curva maestra y, por consiguiente, poder predecir el comportamiento meca´nico
del material en condiciones de uso. El me´todo propuesto consta de las siguientes etapas:
1. Primeramente se interpolan cada una de las siete curvas utilizando splines cu´bicos median-
te el uso de la funcio´n spline de la librer´ıa stats del software R. Tambie´n es importante
destacar que, actualmente, la funcio´n gam de la librer´ıa mgcv esta´ integrada en el nuevo
paquete TTS, desarrollado por el autor de la presente tesis, a partir del cual se pueden
realizar todos los ana´lisis que incluye este cap´ıtulo.
2. Se lleva a cabo la interpolacio´n de las curvas de mo´dulo, E′, aplicando splines cu´bicos. Se
realizan interpolaciones con cada uno de los siete modelos interpolantes en una rejilla de
3000 puntos equiespaciados en el intervalo de las frecuencias (dominio de las curvas).
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Figura 2.6: Interpolacio´n de las curvas del mo´dulo ela´stico E’
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3. Aprovechando que el suavizado aplicado en la anterior etapa elimina en gran medida
el ruido experimental t´ıpico de este tipo de experimentos, a continuacio´n se deriva ca-
da funcio´n del paso anterior, utilizando para ello la funcio´n D1ss del paquete sfsmisc.
Dicha funcio´n, ya implementada en el paquete TTS, utiliza me´todos de tipo spline pa-
ra llevar a cabo la derivacio´n. Como resultado, se obtiene curvas derivadas suaves. Esta
es una condicio´n fundamental para obtener, posteriormente, buenas estimaciones de los
desplazamientos horizontales y verticales de las curvas.
 Derivada del módulo elástico
Frecuencia (rad/s)
D
er
iv
ad
a 
de
 E
'(P
a)
10−0.5 10−0.25 100 100.25 100.5 100.75 101 101.25 101.5 101.75
100
100.5
101
101.5
l
l
l
l
l
l
l
147  °C
148  °C
149  °C
150  °C
151  °C
152  °C
153  °C
TemperaturaTemperatura de referencia  150°C
Desplazamientos horizontales 
Desplazamientos horizontales
Figura 2.7: Curvas correspondientes a la primera derivada del mo´dulo de almacenamiento E′ del poli-
carbonato
4. El siguiente paso consiste en obtener los desplazamientos horizontales con respecto a la
curva correspondiente a la temperatura de referencia, T0. Los desplazamientos horizonta-
les obtenidos para las curvas derivadas se corresponden con los de las curvas sin derivar.
La principal ventaja del desplazamiento de derivadas radica en que la forma de las curvas
es muy similar y no existen desplazamientos relativos tan acusados en la componente ver-
tical. Como consecuencia, no es necesario aplicar desplazamientos verticales, con lo que
se gana en eficiencia.
Una vez definida T0 = 150oC como la temperatura de referencia a la que se pretende
estimar el mo´dulo a frecuencias ma´s alla´ de las experimentales, se procede a calcular los
desplazamientos necesarios. Los desplazamientos horizontales de las derivadas hacia la
curva correspondiente a T0 = 150oC (Figura 2.7, curva azul), son calculados de forma
que su distancia horizontal entre los puntos que las conforman sea la mı´nima posible.
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Se comienza el proceso de ca´lculo con la distancia horizontal entre la curva derivada de
151oC (adyacente a 150oC) y la curva derivada de referencia. Acto seguido, entre la curva
derivada de 151oC desplazada anteriormente y la curva derivada de 152oC, y as´ı suce-
sivamente hasta desplazar la curva derivada de 153oC. A continuacio´n se observan las
curvas que se obtuvieron a temperaturas menores que T0 = 150oC, calcula´ndose la dis-
tancia horizontal entre la curva derivada de 149oC y la curva derivada de referencia.
Una vez obtenida, se aplica el mismo procedimiento para calcular la distancia entre la
curva derivada de 149oC, desplazada anteriormente, y la curva derivada de 148oC para,
finalmente, desplazar del mismo modo la curva derivada de 147oC. Estos desplazamientos
de las curvas derivadas constituyen los coeficientes de desplazamiento de las curvas del
mo´dulo ela´stico, si se atiende a razones anal´ıticas y geome´tricas. De hecho, si las deriva-
das de dos curvas son iguales, las curvas coinciden al desplazar horizontal y verticalmente.
El me´todo se basa fundamentalmente en que los desplazamientos horizontales de las cur-
vas coinciden con los desplazamientos horizontales de sus derivadas. El procedimiento
comienza a partir de las curvas de derivadas de los mo´dulos E′1 y E′2 correspondientes
a las temperaturas T1 = 147oC y T2 = 148oC respectivamente, para luego continuar de
acuerdo al procedimiento de la seccio´n 2.3.
Desplazamientos horizontales de las derivadas de los mo´dulos:
e1 = 1n1
∑n1
k=1 |xk − x′k| = 0.2854143
donde: n1 es el nu´mero de observaciones en el rango comu´n que comparten las dos curvas
derivadas de E′1 y E′2, ddz (E′1(z, T1))|z=xk = ddz (E′2(z, T2))|z=x′k , k = 1, ..., n1, T1 = 147oC y
T2 = 148oC. Esta cantidad n1 se calcula a partir de los valores que toman x1 y x′1, as´ı por
ejemplo: x1 = −0.5028 es la frecuencia menor, mientras que x′1 es fa´cil calcular a partir de
d
dz (E′1(z, T1))|z=x1 = ddz (E′2(z, T2))|z=x′1 mediante el software R, una vez determinado x′1
en la rejilla formada por 3000 puntos equiespaciados en el intervalo de frecuencias [-0.5028
, 1.7982] ya se puede determinar la cantidad de puntos en esta rejilla donde las derivadas
van ha coincidir, es decir, n1 es la cantidad de frecuencias mayores o iguales a x′1 hasta
la frecuencia mayor, 1.7982, ubicada en el puesto 3000 dentro de la rejilla.
Ana´logamente se calculan los siguientes desplazamientos:
e2 = 1n2
∑n2
k=1 |xk − x′k| = 0.2999919
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e3 = 1n3
∑n3
k=1 |xk − x′k| = 0.2884832
e4 = 1n4
∑n4
k=1 |xk − x′k| = 0.2716039
e5 = 1n5
∑n5
k=1 |xk − x′k| = 0.2600953
e6 = 1n6
∑n6
k=1 |xk − x′k| = 0.2984574
De donde se calculan:
A1 = e3 + e2 + e1; A2 = e3 + e2; A3 = e3; A4 = 0
A5 = −e4; A6 = −(e4 + e5); A7 = −(e4 + e5 + e6)
Aˆi, i = 1, ..., 7 0.87389 0.58848 0.28848 0.00000 -0.27160 -0.53170 -0.83016
Temperatura (oC) 147 148 149 150 151 152 153
Tabla 2.2: Factores de desplazamientos horizontales obtenidos por el me´todo de desplazamiento de las
derivadas, y temperaturas en oC
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●
●
Temperatura (°C)
1 0
A
( T
)
147 148 149 150 151 152 153
10−1
10−0.5
100
100.5
101
Figura 2.8: Factores de desplazamientos horizontales A(T ) = {Aˆi, i = 1, ..., 7} obtenidos mediante el
me´todo de desplazamiento de las derivadas versus las temperaturas correspondientes
5. En la Figura 2.9, se observa el resultado de la aplicacio´n de los desplazamientos horizon-
tales calculados en la etapa anterior. Las curvas del mo´dulo de almacenamiento E′ se han
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desplazado horizontalmente como resultado del desplazamiento horizontal de las curvas
derivadas del mo´dulo.
Método de derivadas : Superposición Tiempo/Temperatura 
 TTS: Policarbonato a 150°C
10A(T) Frecuencia (rad/s)
E '
( P
a )
10−2 10−1 100 101 102 103
107
108
109
Figura 2.9: Desplazamiento horizontal de las curvas del mo´dulo ela´stico E′ utilizando los factores de
desplazamientos horizontales de las derivadas.
6. Aunque se ha conseguido desplazar las curvas de un modo eficiente a trave´s del me´todo
de desplazamiento de derivadas, en la Figura 2.9 se intuye la necesidad de la aplicacio´n de
desplazamientos verticales de las curvas con el objeto de obtener una curva maestra lo ma´s
suave y libre de discontinuidades. Los desplazamientos verticales se calculan, de nuevo, a
partir de la distancia L1 entre las curvas, dividiendo por el nu´mero de observaciones en
el dominio comu´n que comparten las dos curvas, para luego obtener los desplazamientos
Bˆ(T ) (ver seccio´n 2.3):
Bˆi, i = 1, ..., 7 -0.02281 -0.01684 -0.00974 0.00000 0.01251 0.01767 0.01385
Temperatura (oC) 147 148 149 150 151 152 153
Tabla 2.3: Factores de desplazamientos verticales obtenidos por el me´todo de desplazamiento de deri-
vadas, y temperaturas en oC
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Método de derivadas : Superposición Tiempo/Temperatura 
 TTS: Policarbonato a 150°C
10A(T) Frecuencia (rad/s)
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Figura 2.10: Desplazamiento horizontal y vertical de las curvas del mo´dulo ela´stico E′
7. Estimacio´n de la curva maestra mediante el me´todo de desplazamiento de derivadas.
Se ajusta un modelo B-spline como estimacio´n de la curva maestra resultante del des-
plazamiento horizontal y vertical de las curvas E′. Se obtienen las medidas de bondad
de ajuste, en este caso el coeficiente de determinacio´n ajustado, R2, siendo pro´ximo a 1,
indicador de que el procedimiento TTS propuesto hace posible un excelente ajuste. El
modelo ajustado se detalla en la Tabla 2.4.
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Resumen del modelo:
Formula: log.PC ∼ s(FD) ( FD: frecuencias y log.PC: log(E′) )
Parametric coeffi-
cients:
Estimate Std. Error t value Pr(> |t|)
(Intercept) 8.758936 0.002379 3681 <2e-16
Approximate signi-
ficance of smooth
terms:
edf Ref.df F p-values(FD)
8.757 8.983 4490 <2e-16
R-sq.(adj) 0.999 Deviance explained 99.9 %
GCV score 0.00034636 Scale est. 0.00027739 n = 49
Tabla 2.4: Ajuste con la funcio´n gam de mgcv de la curva maestra
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Método de derivadas : Superposición Tiempo/Temperatura 
 TTS: Policarbonato a 150°C
10A(T) Frecuencia (rad s)
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Curva maestra estimada
Intervalos de confianza puntuales 
 bootstrap (95%)
Figura 2.11: Ajuste B-splines de la curva maestra obtenido por el me´todo de las derivadas e intervalos
de confianza puntuales bootstrap al 95 % de confianza.
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8. Diagnosis del modelo ajustado por B-splines
Una vez obtenido el modelo para la curva maestra, se realiza la diagnosis del mismo.
Al aplicar el test t a los residuos se verifica con el p − valor pro´ximo a 1, que la media
residual es cero al 95 % de confianza. Sin embargo, el test de Levene con p− valor pro´xi-
mo a 0, rechaza la hipo´tesis de homocedasticidad a un 95 % de confianza. En el gra´fico
izquierdo de la Figura 2.16 se observa que al inicio la variabilidad es grande y al final
resulta pequen˜a. Este feno´meno es debido a que el calor´ımetro utilizado en la obtencio´n
de datos, a bajas frecuencias presenta mayor variabilidad en las medidas (debido a la
precisio´n del aparato, disminuyendo a medida que aumenta el valor de las frecuencias).
Si se contrasta la hipo´tesis de normalidad, el correspondiente QQ plot, adema´s de los test
de Shapiro-Wilk y Lilliefors con p− valores < 0.05 dan como resultado su rechazo, a un
nivel de confianza del 95 %.
Figura 2.12: Gra´fico residual y QQ de residuos de la estimacio´n B-splines de la curva maestra por el
me´todo de derivadas.
En vista a la falta de normalidad de los residuos, se propone el uso de intervalos de confianza
puntuales bootstrap al 95 % de confianza en lugar de los asinto´ticos (Figura 2.11).
A continuacio´n se comparara´n los resultados obtenidos por el nuevo enfoque flexible con
aquellos que se obtienen mediante la aplicacio´n de los me´todos parame´tricos cla´sicos, WLF y
Arrhenius, que a su vez han sido mejorados incluyendo las estimaciones de los A(T ) obtenidos
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por el me´todo de desplazamiento de derivadas.
2.4.3 Estimacio´n de la curva maestra por me´todos parame´tricos tradicionales.
Me´todo de Williams, Landel y Ferry (WLF)
La ecuacio´n de Williams, Landel y Ferry (2.6) es una relacio´n logar´ıtmica entre el tiempo o
frecuencia y la temperatura que proporciona el factor de superposicio´n de curvas experimentales.
Pasos para la estimacio´n de la curva maestra:
1. Estimar las constantes C1 y C2 de la ecuacio´n de WLF.
El me´todo que se utiliza para la estimacio´n de las constantes del modelo WLF es lineali-
zando su ecuacio´n:
A(T ) = − C1(T − 150)
C2 + (T − 150) (2.16)
de donde:
1
A(T ) = −
1
C1
− C2
C1(T − 150) (2.17)
Los valores de A(T ) = {Aˆi, i = 1, 2, 3, 5, 6, 7} son los desplazamientos horizontales es-
timados por el me´todo de las derivadas de la Tabla 2.2, sin tomar en cuenta el valor
de cero, es decir, donde T = 150. Entonces se realiza un ajuste lineal de la ecuacio´n
(2.17) utilizando 1A(T ) = { 1Aˆi , i = 1, 2, 3, 5, 6, 7} como variable dependiente y
1
(T−150) =
{−13 ,−12 ,−1, 1, 12 , 13} como variable independiente, de este ajuste lineal se obtienen los
coeficientes C1 = 13.12437 y C2 = 46.86801 de la ecuacio´n de WLF.
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Figura 2.13: Ajuste lineal de la ecuacio´n (2.17)
Es importante destacar que el procedimiento utiliza los A(T ) obtenidos mediante el me´to-
do de desplazamiento de derivadas. Este hecho hace que el me´todo sea ma´s flexible y fa´cil
de ajustar a situaciones reales. Al reemplazar los valores de las constantes C1 = 13.12437
y C2 = 46.86801 se obtiene:
A(T ) = − 13.12437(T − 150)46.86801 + (T − 150)
de donde:
A(T ) 0.89754 0.58502 0.28613 0.00000 -0.27418 -0.53713 -0.78954
Temperatura (oC) 147 148 149 150 151 152 153
Tabla 2.5: Factores de desplazamientos horizontales obtenidos por el modelo WLF, y temperaturas en
oC
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Figura 2.14: Factor de desplazamiento horizontal de WLF versus temperatura correspondiente
2. Desplazar horizontalmente las curvas del mo´dulo de almacenamiento o mo´dulo ela´stico
E′ mediante los factores A(T ) de la Tabla 2.5.
Método de WLF : Superposición Tiempo/Temperatura 
 TTS: Policarbonato a 150°C
10A(T) Frecuencia (rad/s)
E'
(P
a)
10−2 10−1 100 101 102 103
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108
109
Figura 2.15: WLF, desplazamiento horizontal de las curvas del mo´dulo ela´stico E′
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3. Calcular los desplazamientos verticales B(T ) de las curvas de E′ desplazadas horizontal-
mente en el paso anterior y con respecto a la curva de referencia (curva a 150◦C).
B(T ) -0.01947 -0.01829 -0.01082 0.00000 0.01143 0.01516 0.04482
Temperatura (oC) 147 148 149 150 151 152 153
Tabla 2.6: Factores de desplazamiento vertical de las curvas E′ obtenidos para WLF
Los desplazamientos verticales B(T ) de la Tabla 2.6 se obtienen por analog´ıa a los des-
plazamientos verticales del me´todo de derivadas (ver seccio´n 2.3).
Método de WLF : Superposición Tiempo/Temperatura 
 TTS: Policarbonato a 150°C
10A(T) Frecuencia (rad/s)
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Figura 2.16: WLF, desplazamiento horizontal y vertical de las curvas del mo´dulo ela´stico E′
4. Estimacio´n de la curva maestra por el me´todo Williams, Landel y Ferry.
La necesidad de obtener una estimacio´n lo ma´s suave y precisa de la curva maestra ha
conducido a la aplicacio´n de un ajuste con B-splines a partir de la curva obtenida por
superposicio´n. Esta estimacio´n de la curva maestra suavizada proporciona, con mayor
detalle, las propiedades tanto geome´tricas como anal´ıticas del mo´dulo ela´stico del Poli-
carbonato (PC). Se obtiene un excelente ajuste (con un R2 ajustado pro´ximo a 1 ) del
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modelo de B-splines a la curva maestra. El modelo ajustado se detalla en la Tabla 2.7.
Resumen del modelo:
Formula: log.WLF ∼ s(FD) ( FD: frecuencias y log.WLF: log(E′) )
Parametric coeffi-
cients:
Estimate Std. Error t value Pr(> |t|)
(Intercept) 8.760350 0.002617 3348 <2e-16
Approximate signi-
ficance of smooth
terms:
edf Ref.df F p-values(FD)
8.704 8.975 3723 <2e-16
R-sq.(adj) 0.999 Deviance explained 99.9 %
GCV score 0.00041834 Scale est. 0.00033549 n = 49
Tabla 2.7: Ajuste con la funcio´n gam de mgcv de la curva maestra
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Método de WLF : Superposición Tiempo/Temperatura 
 TTS: Policarbonato a 150°C
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Figura 2.17: Ajuste B-splines de la curva maestra obtenido por el me´todo WLF e intervalos de confianza
puntuales bootstrap al 95 % de confianza.
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5. Ana´lisis residual del modelo B-splines ajustado
Al aplicar el test t a los residuos se acepta que la media es cero al 95 % de confianza con p−
valor pro´ximo a 1. El test de Levene rechaza la homocedasticidad al 95 % de confianza con
p−valor pro´ximo a 0. En el panel izquierdo de la Figura 2.18 se observa que a frecuencias
pequen˜as la variabilidad es grande y a frecuencias grandes resulta pequen˜a. Teniendo en
cuenta la experiencia del personal te´cnico del laboratorio de ana´lisis te´rmico, esta falta
de homocedasticidad tiene su causa en el calor´ımetro utilizado, que a bajas frecuencias
presenta mayor variabilidad (es un problema de precisio´n del aparato de medida). En
cuanto a la hipo´tesis de normalidad, esta se acepta al 95 % de confianza, teniendo en
cuenta los resultados del gra´fico QQ y principalmente los test de Shapiro-Wilk y Lilliefors
con p− valor = 0.1029 > 0.05 y p− valor = 0.3226 > 0.05 respectivamente.
Figura 2.18: Gra´fico residual y QQ de residuos de la estimacio´n B-splines de la curva maestra por el
me´todo WLF.
Au´n cumplie´ndose la hipo´tesis de normalidad de los residuos, la conveniencia de obtener
intervalos de confianza puntuales ma´s robustos y comparables a los obtenidos por los otros mo-
delos alternativos TTS, se aconseja calcular los intervalos de confianza puntuales bootstrap del
95 % de confianza para la curva maestra (Figura 2.17).
Me´todo de Arrhenius
La ecuacio´n de Arrhenius (2.7), es una funcio´n no lineal que, asumiendo que las temperaturas
estudiadas esta´n por debajo de la Tg, se utiliza para definir la relacio´n de los A(T ) con respecto
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a la temperatura a la que acontece la reaccio´n qu´ımica y su energ´ıa de activacio´n.
Para estimar la curva maestra se realizan los pasos siguientes:
1. Estimar la constante Ea de la ecuacio´n de Arrhenius.
El me´todo utilizado para la estimacio´n de Ea es linealizando la ecuacio´n de Arrhenius de
la siguiente manera:
A(T ) = Ea
R
log(e)
( 1
T
− 1
T0
)
(2.18)
los valores de A(T ) son los desplazamientos horizontales calculados por el me´todo de
las derivadas. La ecuacio´n linealizada es de la forma: v = D · u, donde u = 1T − 1T0 ,
v = A(T ) y D = EaR log(e) es la constante por determinar del ajuste lineal (pendiente de
la recta). Luego se realiza un ajuste lineal para obtener la pendiente de la recta, de donde
la Ea = 968660.7
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Figura 2.19: Ajuste lineal del modelo de Arrhenius
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Reemplazando en la ecuacio´n (2.7) los valores de las temperaturas T , R = 8.314, T0 =
(150 + 273.15) y el valor estimado de la energ´ıa de activacio´n, Ea = 968660.7, se obtienen
los desplazamientos A(T ) de la Tabla 2.8.
A(T ) 0.85382 0.56786 0.28326 0.00000 -0.28192 -0.56252 -0.84180
Temperatura (oC) 147 148 149 150 151 152 153
Tabla 2.8: Factores de desplazamiento horizontal de Arrhenius y temperaturas en oC
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Figura 2.20: Factor de desplazamiento horizontal de Arrhenius versus temperatura correspondiente
2. Desplazamiento horizontal de las curvas del mo´dulo de almacenamiento o mo´dulo ela´stico,
donde se observa la necesidad del desplazamiento vertical de las curvas.
Método de Arrhenius : Superposición Tiempo/Temperatura 
 TTS: Policarbonato a 150°C
10A(T) Frecuencia (rad/s)
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Figura 2.21: Arrhenius, desplazamiento horizontal de las curvas del mo´dulo ela´stico E’
47
3. Calcular los desplazamientos verticales B(T ) de las curvas E’ :
Los desplazamientos verticales, B(T ), se calculan de forma ana´loga a los desplazamientos
del me´todo de derivadas (ver seccio´n 2.3).
B(T ) -0.02873 -0.02276 -0.01162 0.00000 0.00783 0.00058 0.01051
Temperatura (oC) 147 148 149 150 151 152 153
Tabla 2.9: Factores de desplazamiento vertical del modelo Arrhenius
Método de Arrhenius : Superposición Tiempo/Temperatura 
 TTS: Policarbonato a 150°C
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Figura 2.22: Arrhenius, desplazamiento horizontal y vertical de las curvas del mo´dulo ela´stico E’
4. Ajuste B-splines de la curva maestra del me´todo de Arrhenius.
El ajuste con B-splines de la curva maestra, proporciona con mayor detalle las propiedades
tanto geome´tricas como anal´ıticas del mo´dulo ela´stico del Policarbonato (PC). Con R2
(ajustado) = 0.998 y una desviacio´n explicada = 99.8 %, el modelo B-splines, presenta un
excelente ajuste de la curva maestra. El modelo ajustado se detalla en la Tabla 2.10.
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Resumen del modelo:
Formula: log.A ∼ s(FD) ( FD: frecuencias y log.A: log(E′) )
Parametric coeffi-
cients:
Estimate Std. Error t value Pr(> |t|)
(Intercept) 8.759885 0.002933 2986 <2e-16
Approximate signi-
ficance of smooth
terms:
edf Ref.df F p-values(FD)
8.225 8.838 2983 <2e-16
R-sq.(adj) 0.998 Deviance explained 99.8 %
GCV score 0.00051944 Scale est. 0.00042165 n = 49
Tabla 2.10: Ajuste con la funcio´n gam de mgcv de la curva maestra
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Método de Arrhenius : Superposición Tiempo/Temperatura 
 TTS: Policarbonato a 150°C
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Figura 2.23: Ajuste B-splines de la curva maestra obtenido por el me´todo Arrhenius e intervalos de
confianza puntuales bootstrap al 95 % de confianza.
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5. Ana´lisis residual del modelo ajustado:
Al aplicar el test t a los residuos del modelo, la media se acepta que es cero al 95 % de
confianza con p−valor pro´ximo a 1 . El test de Levene rechaza la hipo´tesis de homocedas-
ticidad al 95 % de confianza con p− valor pro´ximo a 0. En el gra´fico de la izquierda de la
Figura 2.24 se observa que al inicio la variabilidad es grande y al final resulta pequen˜a. Al
igual que en los casos anteriores esto se debe a un problema de la precisio´n del calor´ımetro
a frecuencias pequen˜as.
Figura 2.24: Gra´fico residual y QQ de residuos de la estimacio´n B-splines de la curva maestra por el
me´todo Arrhenius.
El cumplimiento de la hipo´tesis de normalidad de los residuos no esta´ clara. Depende del
test que se aplique: el test de Shapiro-Wilk rechaza la normalidad, y el test de Lilliefors
acepta, al 95 % de confianza con p− valor < 0.01 y p− valor = 0.08 respectivamente. Se
opta por construir intervalos de confianza puntuales bootstrap al 95 % de confianza.
2.5 Estudio de los me´todos del principio TTS mediante datos simulados.
Para complementar el estudio comparativo de los tres me´todos del principio TTS, desarrolla-
dos en las secciones anteriores de este cap´ıtulo, y para evaluar el desempen˜o de la presente nueva
metodolog´ıa de obtencio´n de desplazamientos (independientemente de cua´l sea el modelo TTS
aplicado), se realiza la aplicacio´n de estos me´todos en datos simulados mediante el modelo Kohl-
rausch–Williams–Watts (KWW). Introducido por el f´ısico alema´n Rudolf Kohlrausch en 1854,
para describir la descarga de un condensador, es tambie´n conocido como la funcio´n exponencial
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estirada o distribucio´n acumulativa complementaria de Weibull (Matsuoka, 1992). En f´ısica, es-
ta funcio´n es aplicada para modelar la variacio´n del mo´dulo de almacenamiento de materiales
viscoela´sticos en funcio´n del tiempo/frecuencia, la deformacio´n ela´stica y viscosa en funcio´n del
tiempo que sufre un material al aplicar un esfuerzo constante (creep o fluencia) y, en general,
para modelar la relajacio´n de esfuerzos (Matsuoka, 1992). La funcio´n KWW esta´ definida de la
siguiente manera:
m(t) = AKWW
[
exp
(
−
(
t
τKWW
)βKWW)]
(2.19)
donde, en el caso de que el objetivo sea modelar el efecto de creep meca´nico, m es la deforma-
cio´n (variable respuesta), t el tiempo, AKWW es la deformacio´n inicial o instanta´nea, τKWW es el
tiempo medio de creep, mientras que el para´metro βKWW indica la anchura de la distribucio´n de
tiempos de creep. En el caso de que se ajusten curvas de mo´dulo con respecto a la frecuencia, el
τKWW es el tiempo de relajacio´n caracter´ıstico o tiempo medio de relajacio´n, el βKWW indica la
anchura de la distribucio´n de tiempos de relajacio´n (si es 1 indicar´ıa que so´lo hay un tiempo de
relajacio´n), AKWW es el mo´dulo inicial, t podr´ıa ser tiempo o frecuencia y m(t) ser´ıa en realidad
el mo´dulo, E′(t).
La expresio´n (2.19), entre otras aplicaciones, ha sido utilizada para explicar la deformacio´n
de siliconas cuando son usadas como o´rtesis en ortopedia o incluso para describir procesos de
deformacio´n y relajacio´n de biopol´ımeros sometidos al efecto de un campo magne´tico (Janeiro-
Arocas et al., 2016; Tarr´ıo-Saavedra et al.; 2017). El hecho de ser una curva asime´trica y que
los para´metros que la definen tengan un significado f´ısico relacionado con las propiedades de los
materiales, son razones que ponen de manifiesto el e´xito de la aplicacio´n de esta funcio´n para
explicar la variacio´n de las diversas propiedades viscoela´sticas en funcio´n del tiempo/frecuencia.
Esquema de simulacio´n:
El presente estudio de simulacio´n se realiza en 6 escenarios, cada uno con datos simulados
mediante modelos KWW (expresio´n (2.19)), al hacer variar sus para´metros en rangos de valores
de acuerdo a datos experimentales y an˜adiendo al modelo error mediante la variable aleatoria
normal de media 0 y dos niveles de varianza. Se ha supuesto el caso ma´s simple que se puede
dar en la realidad (Honerkamp, 1993), en el que los errores an˜adidos son independientes. Es im-
portante sen˜alar que estos errores, dependiendo de la ma´quina de ensayo, el modo en el que se
ensaya cada muestra experimentalmente, si e´sta esta´ bien ajustada en las mordazas, el operario,
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etc. los errores pueden presentar distintos tipos de dependencia. El estudio de dichos escenarios
representa una l´ınea futura de investigacio´n derivada de la presente Tesis.
Estos escenarios de simulacio´n se dividen de acuerdo a dos factores. El primer factor se corres-
ponde con la forma de la curva (de una propiedad viscoela´stica particular) que se simula, definida
por el valor de los tres para´metros que definen el modelo KWW. Se han definido dos niveles, que
se corresponden con dos curvas totalmente diferentes, a partir de resultados de ana´lisis con datos
reales. De hecho, el primer nivel esta´ definido por los tres para´metros del modelo KWW ajustado
a la deformacio´n en funcio´n del tiempo correspondiente a una silicona de uso podolo´gico que
hab´ıa sido sometida a un ensayo de creep (AKWW = 0.0709, τKWW = 0.0008, βKWW = −0.2219).
El segundo nivel se corresponde con los tres para´metros de ajuste del modelo KWW que de-
finen la variacio´n del mo´dulo de almacenamiento, E′, de una muestra de polietilentereftala-
to (PET) en funcio´n de la frecuencia (AKWW = 4.26522 · 103, τKWW = 1.917774 · 10−3 ,
βKWW = −1.394049 · 10−1). El segundo factor hace referencia al grado de suavidad de la curva
de la que se parte para evaluar la metodolog´ıa TTS. Da informacio´n acerca de la variabilidad
de los datos experimentales de partida debida al aparato de medida (analizador DMA), de su
precisio´n. Los diferentes niveles de suavidad de las curvas se obtienen sumando un error normal
de media cero, con dos niveles diferentes de varianza para cada modelo, basados en estudios de
simulacio´n correspondientes a otros trabajos (Honerkamp, 1993). Por tanto, se definen 6 escena-
rios de simulacio´n, dos correspondientes a las dos curvas simuladas mediante el modelo KWW
y otros 4 construidos sumando a cada modelo KWW simulado una variable de error aleatorio
normal de media cero y desviacio´n t´ıpica 5 · 10−4, 9 · 10−5, 5 · 10−1 y 9 · 10−2.
Los tres primeros escenarios se obtienen a partir de la curva simulada mediante el modelo
KWW cuyos para´metros se corresponden con el ajuste a datos reales de la deformacio´n de una
silicona en funcio´n del tiempo durante un ensayo de creep:
Primer factor: curva simulada mediante el modelo KWW correspondiente a ensayos de creep
con ausencia de error aleatorio an˜adido.
Para´metros: AKWW = 0.0709 τKWW = 0.0008 βKWW = −0.2219
m(t) = 0.0709
[
exp
(
−
(
t
0.0008
)−0.2219)]
(2.20)
Escenario 1: el estudio de simulacio´n se realiza con los pasos siguientes:
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1. La curva formada por la deformacio´n m(t) esta´ definida en una rejilla de 80 tiempos equies-
paciados en el intervalo [10 , 200], adema´s se particiona en 8 curvas D1, D2, . . . D8, que
han sido trasladadas horizontalmente (Ai) hacia el lado derecho y verticalmente (Bi) hacia
abajo. Ver la Tabla 2.11 y la Figura 2.25.
Ai, i = 1, 2, . . . , 8 0.00 -12.03 -24.05 -36.08 -48.10 -60.13 -72.15 -84.18
Bi, i = 1, 2, . . . , 8 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07
Tabla 2.11: Factores de desplazamiento horizontal y vertical de las curvas m(t)
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Figura 2.25: El modelo KWW (curva poblacional a estimar) y su particio´n en curvas D1, D2, . . . D8.
Se ha elegido una particio´n de 8 curvas teniendo en cuenta otros estudios con datos reales
(Naya et al., 2013). Cada una de las curvas representar´ıa los datos experimentales de la
deformacio´n obtenidos a una temperatura diferente. Los desplazamientos horizontales y
verticales han sido realizados simulando un estudio TTS usual, sin tener en cuenta una
relacio´n parame´trica con la temperatura y siguiendo la pauta marcada por otros estudios
anteriores (Honerkamp, 1993).
2. Se aplica el me´todo propuesto de obtencio´n de desplazamientos a partir de las curvas deri-
vadas, que no supone una relacio´n parame´trica entre los desplazamientos y la temperatura.
Acto seguido, partiendo de la solucio´n inicial correspondiente a los desplazamientos de cur-
vas derivadas, se aplican los modelos parame´tricos de WLF y Arrhenius. Se obtienen las
curvas maestras de la deformacio´n en funcio´n del tiempo, m(t), para la curva D1 (asociada
a una temperatura dada), mediante cada uno de los tres modelos mencionados en la Figura
2.26.
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Figura 2.26: Modelo KWW (curva tomada como la poblacional) y curvas maestras estimadas mediante
los me´todos de las derivadas, WLF y Arrhenius.
En la Figura 2.26 se observa que las curvas maestras estimadas por los tres me´todos esta´n
muy pro´ximas a la curva del modelo de deformacio´n, la curva que en este caso representa
la poblacio´n que se quiere estimar mediante las curvas maestras, siendo las diferencias muy
pequen˜as. La metodolog´ıa de obtencio´n de desplazamientos propuesta proporciona curvas
maestras que reproducen fielmente la curva de deformacio´n poblacional.
3. Calcular el error cuadra´tico medio MSE:
MSE = 180
80∑
i=1
(mˆi(t)−mi(t))2 (2.21)
donde mˆ(t) es la curva estimada por los tres me´todos y 80 es la cantidad de puntos que
contiene la curva m(t).
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Me´todo MSE
Derivadas 5.11 · 10−8
WLF 1.73 · 10−7
Arrhenius 4.61 · 10−7
Tabla 2.12: Errores cuadra´ticos medios entre la curva del modelo KWW y las curvas maestras estimadas
por los me´todos de las derivadas, WLF y Arrhenius
En la Tabla 2.12 se observa que el me´todo de las derivadas tiene el MSE ligeramente ma´s
pequen˜o, es decir la curva maestra estimada por este me´todo esta´ ma´s pro´xima a la curva
del modelo KWW con respecto a las curvas de los otros dos me´todos.
Segundo factor: curva simulada mediante el modelo KWW correspondiente a ensayos de creep
con error aleatorio an˜adido, ε ∼ N(0, 9 · 10−5) para el escenario 2 y ε ∼ N(0, 5 · 10−4) para el
escenario 3.
Escenario 2: El estudio de simulacio´n consta de los siguientes pasos:
1. El modelo KWW (expresio´n (2.20)), que representa la curva poblacional a estimar, se divide
en 8 curvas D1, D2, . . . D8 que se trasladan horizontalmente hacia el lado derecho y vertical-
mente hacia abajo (factores de traslacio´n de la Tabla 2.11), luego se perturba ligeramente
a cada una de estas 8 curvas con variables normales independientes (distintas para cada
curva) de media 0 y desviacio´n t´ıpica 9 · 10−5, ver Figura 2.27.
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Figura 2.27: Modelo KWW con perturbacio´n normal y particionado en curvas D1, D2, . . . D8.
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Como se hab´ıa comentado en el escenario 1, la curva original de deformacio´n con respecto
al tiempo se divide en 8 curvas, cada una correspondiente a una temperatura fija diferente,
atendiendo al disen˜o experimental habitual en estudios TTS (Naya et al., 2013). Los despla-
zamientos horizontales y verticales han sido realizados simulando un estudio TTS usual, sin
tener en cuenta una relacio´n parame´trica con la temperatura y siguiendo la pauta marcada
por otros estudios anteriores (Honerkamp, 1993).
2. Aplicar los me´todos de las derivadas, WLF y Arrhenius para estimar la curva maestra que
este caso es de la deformacio´n m(t) perturbada normalmente. En la Figura 2.28 se observa
que las curvas maestras estimadas por los tres me´todos esta´n muy pro´ximas a la curva del
modelo de deformacio´n, con unas muy ligeras diferencias. La metodolog´ıa de obtencio´n de
desplazamientos propuesta proporciona curvas maestras que reproducen fielmente la cur-
va de deformacio´n poblacional, tanto la alternativa no parame´trica como las parame´tricas
(desarrolladas a partir de una solucio´n inicial constituida por los desplazamientos horizon-
tales obtenidos mediante la metodolog´ıa de desplazamiento de derivadas).
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Figura 2.28: Modelo KWW y curvas maestras estimadas mediante los me´todos de las derivadas, WLF
y Arrhenius.
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3. Calcular el error cuadra´tico medio MSE con la expresio´n (2.21).
Me´todo MSE
Derivadas 6.27 · 10−8
WLF 1.11 · 10−6
Arrhenius 8.17 · 10−7
Tabla 2.13: Errores cuadra´ticos medios entre la curva del modelo KWW y las curvas maestras estimadas
por los me´todos de las derivadas, WLF y Arrhenius
En la Tabla 2.13 se observa que el me´todo de las derivadas tiene el MSE ligeramente ma´s
pequen˜o, es decir la curva maestra estimada por este me´todo esta´ ma´s pro´xima a la curva
del modelo KWW con respecto a las curvas de los otros dos me´todos.
Escenario 3: el estudio de simulacio´n se realiza con los pasos siguientes:
1. Al modelo KWW (expresio´n (2.20)), que representa la curva poblacional a estimar, se divide
en 8 curvas D1, D2, . . . D8 que se trasladan horizontalmente hacia el lado derecho y vertical-
mente hacia abajo (factores de traslacio´n de la Tabla 2.11), luego se perturba ligeramente
a cada una de estas 8 curvas con variables normales independientes (distintas para cada
curva) de media 0 y desviacio´n t´ıpica 5 · 10−4, ver Figura 2.29.
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Figura 2.29: Modelo KWW con perturbacio´n normal y particionado en curvas D1, D2, . . . D8.
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Como se hab´ıa comentado en los escenarios 1 y 2, la curva original de deformacio´n con
respecto al tiempo se divide en 8 curvas, cada una correspondiente a una temperatura fija
diferente, atendiendo al disen˜o experimental habitual en estudios TTS (Naya et al., 2013).
Los desplazamientos horizontales y verticales han sido realizados simulando un estudio TTS
usual, sin tener en cuenta una relacio´n parame´trica con la temperatura y siguiendo la pauta
marcada por otros estudios anteriores (Honerkamp, 1993).
2. Aplicar los me´todos de las derivadas, WLF y Arrhenius para estimar la curva maestra que
en este caso es la deformacio´n m(t). En la Figura 2.30 se observa que las curvas maestras
estimadas por los tres me´todos esta´n muy pro´ximas a la curva del modelo de deformacio´n,
aunque en este caso, como era de esperar, los MSE obtenidos, aunque pequen˜os, son mayores
que los obtenidos en los escenarios 1 y 2, caracterizados por una menor varianza. Puede
decirse, tambie´n en este escenario, que la metodolog´ıa de obtencio´n de desplazamientos
propuesta proporciona curvas maestras que reproducen fielmente la curva de deformacio´n
poblacional, tanto la alternativa no parame´trica como las parame´tricas (desarrolladas a
partir de una solucio´n inicial constituida por los desplazamientos horizontales obtenidos
mediante la metodolog´ıa de desplazamiento de derivadas).
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Figura 2.30: Modelo KWW y curvas maestras estimadas mediante los me´todos de las derivadas, WLF
y Arrhenius.
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3. Calcular el error cuadra´tico medio MSE con la expresio´n (2.21).
Me´todo MSE
Derivadas 1.49 · 10−6
WLF 1.40 · 10−5
Arrhenius 1.97 · 10−6
Tabla 2.14: Errores cuadra´ticos medios entre la curva del modelo KWW y las curvas maestras estimadas
por los me´todos de las derivadas, WLF y Arrhenius
En la Tabla 2.14 se observa que el me´todo de las derivadas tiene el MSE ligeramente ma´s
pequen˜o, es decir la curva maestra estimada por este me´todo esta´ ma´s pro´xima a la curva
del modelo KWW con respecto a las curvas de los otros dos me´todos.
Los tres escenarios siguientes se realizan con el modelo KWW basado en el ajuste de E′(t) del
pol´ımero industrial que tiene por nombre polietile´ntereftalato (PET), expresado de la siguiente
manera:
Primer factor: curva simulada mediante el modelo KWW correspondiente a ensayos de E′,
con ausencia de error aleatorio an˜adido (escenario 4).
Para´metros: AKWW = 4.26522·103 τKWW = 1.917774·10−3 βKWW = −1.394049·10−1
E′(t) = 4.26522 · 103
[
exp
(
−
(
t
1.917774 · 10−3
)−1.394049·10−1)]
(2.22)
Se asume que la curva poblacional a estimar es E′(t).
Escenario 4: el estudio de simulacio´n se realiza con los pasos siguientes:
1. La curva formada por la expresio´n (2.22) esta´ definida en una rejilla de 80 tiempos equies-
paciados en el intervalo [10 , 200], adema´s se particiona en 8 curvas D1, D2, . . . D8, que
han sido trasladadas horizontalmente (Ai) hacia el lado derecho y verticalmente (Bi) hacia
abajo. Ver la Tabla 2.15 y la Figura 2.31.
Ai, i = 1, 2, . . . , 8 0.00 -12.03 -24.05 -36.08 -48.10 -60.13 -72.15 -84.18
Bi, i = 1, 2, . . . , 8 0.00 10 20 30 40 50 60 70
Tabla 2.15: Factores de desplazamiento horizontal y vertical de las curvas E′(t)
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Figura 2.31: Modelo KWW con su particio´n en curvas D1, D2, . . . D8.
Se ha elegido una particio´n de 8 curvas teniendo en cuenta otros estudios con datos reales
(Naya et al., 2013). Cada una de las curvas representar´ıa los datos experimentales de E′(t)
obtenidos a una temperatura diferente. Los desplazamientos horizontales y verticales han
sido realizados simulando un estudio TTS usual, sin tener en cuenta una relacio´n parame´trica
con la temperatura y siguiendo la pauta marcada por otros estudios anteriores (Honerkamp,
1993).
2. Se aplica el me´todo propuesto de obtencio´n de desplazamientos a partir de las curvas deri-
vadas, que no supone una relacio´n parame´trica entre los desplazamientos y la temperatura.
Acto seguido, partiendo de la solucio´n inicial correspondiente a los desplazamientos de cur-
vas derivadas, se aplican los modelos parame´tricos de WLF y Arrhenius. Se obtienen las
curvas maestras de E′(t) en funcio´n del tiempo, para la curva D1 (asociada a una tempera-
tura dada), mediante cada uno de los tres modelos mencionados:
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Figura 2.32: Modelo KWW y curvas maestras estimadas mediante los me´todos de las derivadas, WLF
y Arrhenius.
En la Figura 2.32 se observa que las curvas maestras estimadas por los tres me´todos esta´n
muy pro´ximas a la curva del modelo de E′, la curva que en este caso representa la pobla-
cio´n de la que se desea estimar la curva maestra, siendo las diferencias muy pequen˜as. La
metodolog´ıa de obtencio´n de desplazamientos propuesta proporciona una estimacio´n de la
curva maestra que reproduce fielmente la curva de E′ poblacional.
3. Calcular el error cuadra´tico medio MSE:
MSE = 180
80∑
i=1
(
Eˆ′i(t)− E′i(t)
)2
(2.23)
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donde Eˆ′(t) es la curva estimada por los tres me´todos.
Me´todo MSE
Derivadas 0.0469
WLF 0.1561
Arrhenius 0.4112
Tabla 2.16: Errores cuadra´ticos medios entre la curva del modelo KWW y las curvas maestras estimadas
por los me´todos de derivadas, WLF y Arrhenius
En la Tabla 2.16 se observa que el me´todo de las derivadas tiene el MSE ma´s pequen˜o, es
decir la curva maestra estimada por este me´todo esta´ ma´s pro´xima a la curva del modelo
del mo´dulo de almacenamiento E′ con respecto a las curvas de los otros dos me´todos.
Segundo factor: curva simulada mediante el modelo KWW correspondiente a ensayos de E′(t)
con error aleatorio an˜adido, ε ∼ N(0, 9 · 10−2) para el escenario 5 y ε ∼ N(0, 5 · 10−1) para el
escenario 6.
Escenario 5: el estudio de simulacio´n se realiza con los pasos siguientes:
1. El modelo KWW (expresio´n (2.22)), que representa la curva poblacional a estimar, se divide
en 8 curvas D1, D2, . . . D8 que se trasladan horizontalmente hacia el lado derecho y vertical-
mente hacia abajo (factores de traslacio´n de la Tabla 2.15), luego se perturba ligeramente
a cada una de estas 8 curvas con variables normales independientes (distintas para cada
curva) de media 0 y desviacio´n t´ıpica 9 · 10−2, ver Figura 2.33.
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Figura 2.33: Modelo KWW con perturbacio´n normal y particionado en curvas D1, D2, . . . D8.
Como se hab´ıa comentado en el escenario 4, la curva original de E′(t) con respecto al tiempo
se divide en 8 curvas, cada una correspondiente a una temperatura fija diferente, atendiendo
al disen˜o experimental habitual en estudios TTS (Naya et al., 2013). Los desplazamientos
horizontales y verticales han sido realizados simulando un estudio TTS usual, sin tener en
cuenta una relacio´n parame´trica con la temperatura y siguiendo la pauta marcada por otros
estudios anteriores (Honerkamp, 1993).
2. Aplicar los me´todos de las derivadas, WLF y Arrhenius para estimar la curva maestra que
este caso es de E′(t), ver Figura 2.34.
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Figura 2.34: Modelo KWW y curvas maestras estimadas mediantes los me´todos de las derivadas, WLF
y Arrhenius.
En la Figura (2.34) se observa que las curvas maestras estimadas por los tres me´todos esta´n
muy pro´ximas a la curva del modelo KWW de E′, con unas muy ligeras diferencias. La
metodolog´ıa de obtencio´n de desplazamientos propuesta proporciona curvas maestras que
reproducen fielmente la curva de E′(t) poblacional, tanto la alternativa no parame´trica como
las parame´tricas (desarrolladas a partir de una solucio´n inicial constituida por los desplaza-
mientos horizontales obtenidos mediante la metodolog´ıa de desplazamiento de derivadas).
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3. Calcular el error cuadra´tico medio MSE con la expresio´n (2.23).
Me´todo MSE
Derivadas 0.0491
WLF 1.0008
Arrhenius 0.5179
Tabla 2.17: Errores cuadra´ticos medios entre la curva del modelo KWW y las curvas maestras estimadas
por los me´todos de derivadas, WLF y Arrhenius
En la Tabla 2.17 se observa que el me´todo de las derivadas tiene el MSE ma´s pequen˜o, es
decir la curva maestra estimada por este me´todo esta´ ma´s pro´xima a la curva del modelo del
mo´dulo de almacenamiento E′ que las curvas maestras obtenidas por los otros dos modelos
de los otros dos me´todos.
Escenario 6: el estudio de simulacio´n se realiza con los pasos siguientes:
1. El modelo KWW (expresio´n (2.22)), que representa la curva poblacional a estimar, se divide
en 8 curvas al igual que se hab´ıa hecho en los escenarios 4 y 5, atendiendo a disen˜os experi-
mentales para estudios TTS reales, D1, D2, . . . D8 que se trasladan horizontalmente hacia
el lado derecho y verticalmente hacia abajo (factores de traslacio´n de la Tabla 2.15), luego
se perturba ligeramente a cada una de estas 8 curvas con variables normales independientes
(distintas para cada curva) de media 0 y desviacio´n t´ıpica 5 · 10−1, ver Figura 2.35.
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Figura 2.35: Modelo KWW con perturbacio´n normal y particionado en curvas D1, D2, . . . D8.
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Como se hab´ıa comentado en los escenarios 4 y 5, la curva original de E′(t) con respecto
al tiempo se divide en 8 curvas, cada una correspondiente a una temperatura fija diferente,
atendiendo al disen˜o experimental habitual en estudios TTS (Naya et al., 2013). Los despla-
zamientos horizontales y verticales han sido realizados simulando un estudio TTS usual, sin
tener en cuenta una relacio´n parame´trica con la temperatura y siguiendo la pauta marcada
por otros estudios anteriores (Honerkamp, 1993).
2. Aplicar los me´todos de las derivadas, WLF y Arrhenius para estimar la curva maestra que
este caso es de E′(t), ver Figura 2.36.
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Figura 2.36: Modelo KWW y curvas maestras estimadas mediantes los me´todos de las derivadas, WLF
y Arrhenius.
En la Figura 2.36 se observa que las curvas maestras estimadas por los tres me´todos esta´n
muy pro´ximas a la curva del modelo KWW de E′, aunque en este caso, como era de esperar,
los MSE obtenidos, aunque pequen˜os, son mayores que los obtenidos en los escenarios 4 y
5, caracterizados por una menor varianza. Puede decirse, tambie´n en este escenario, que
la metodolog´ıa de obtencio´n de desplazamientos propuesta proporciona curvas maestras
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que reproducen fielmente la curva del mo´dulo E′(t) poblacional, tanto la alternativa no
parame´trica como las parame´tricas (desarrolladas a partir de una solucio´n inicial constituida
por los desplazamientos horizontales obtenidos mediante la metodolog´ıa de desplazamiento
de derivadas).
3. Calcular el error cuadra´tico medio MSE con la expresio´n (2.23).
Me´todo MSE
Derivadas 1.7194
WLF 15.6761
Arrhenius 2.2178
Tabla 2.18: Errores cuadra´ticos medios entre la curva del modelo KWW y las curvas maestras estimadas
por los me´todos de derivadas, WLF y Arrhenius
En la Tabla 2.18 se observa que el me´todo de las derivadas tiene el MSE ma´s pequen˜o, es
decir la curva maestra estimada por este me´todo esta´ ma´s pro´xima a la curva del modelo
del mo´dulo de almacenamiento E′ con respecto a las curvas de los otros dos me´todos.
2.6 Conclusiones
En el marco de los estudios TTS, se ha propuesto un nuevo me´todo basado en el despla-
zamiento de curvas derivadas y la estimacio´n no parame´trica de la funcio´n de regresio´n para
estimar los factores de desplazamiento horizontales y verticales, con el objeto de estimar de
forma ma´s precisa la curva maestra (correspondiente a una determinada propiedad meca´nica
del material). El me´todo propuesto proporciona estimaciones de las propiedades meca´nicas de
pol´ımeros y materiales amorfos ma´s alla´ del rango experimental de tiempos/frecuencias a trave´s
de la estimacio´n de curvas maestras ma´s suaves y precisas que las proporcionadas por los mode-
los tradicionales de Arrhenius y WLF (parame´tricos), hecho que se verifica mediante el ca´lculo
del MSE de los estimadores en el estudio de simulacio´n.
El uso de los modelos de regresio´n B-splines proporciona curvas de propiedades meca´nicas (E′)
suaves, au´n estando evaluadas en un pequen˜o nu´mero de frecuencias. Adema´s, la aplicacio´n de
modelos B-splines y te´cnicas de derivacio´n basada en los cubic smoothing splines, proporciona
curvas derivadas suaves (y por tanto ma´s fa´ciles de desplazar) a partir de las curvas de pro-
piedades viscoela´sticas. Esta es una muy importante condicio´n para el correcto desplazamiento
horizontal y vertical de las curvas.
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El me´todo de desplazamiento de derivadas permite estimar la curva maestra sin tener que rea-
lizar desplazamientos verticales de las dema´s curvas: un desplazamiento horizontal de la curva
derivada equivale a los desplazamientos horizontal y vertical en la funcio´n. Por lo tanto, es ma´s
sencillo obtener los A(T ) cuando se traslada la primera derivada de cada curva siguiendo como
criterio la distancia L1.
Los modelos parame´tricos (Arrhenius y WLF) que estiman los desplazamientos de las curvas
de propiedades viscoela´sticas para construir las curvas maestras so´lo son aplicables en unos in-
tervalos de temperatura dados: Arrhenius por debajo de la Tg y WLF a temperaturas mayores.
Una de las principales ventajas de la metodolog´ıa flexible propuesta es que se puede aplicar
indistintamente sea cual sea el rango de temperaturas.
Se puede observar tambie´n que, al igual que suced´ıa en el escenario 3, cuando se aumenta la
varianza del error an˜adido, el MSE correspondiente al me´todo WLF es mucho mayor que para
los otros dos me´todos.
El estudio de simulacio´n realizado muestra que la metodolog´ıa propuesta de obtencio´n de
desplazamientos y aplicacio´n del principio TTS proporciona buenas estimaciones de la curva
maestra, ya sea aplicando la alternativa no parame´trica como las dos parame´tricas (Arrhenius
y WLF). Sin embargo es la alternativa no parame´trica propuesta la que proporciona mejores
estimaciones en todos los escenarios, atendiendo al criterio del MSE.
3
Propuesta de un nuevo me´todo flexible para la degradacio´n de
materiales por crecimiento de grietas a fatiga. Estudio de simulacio´n y
distribuciones de tiempo de fallo
Resumen
El objetivo de este trabajo es el desarrollo de un nuevo me´todo para modelizar la degrada-
cio´n y estimar la distribucio´n del tiempo de vida/fallo en materiales sujetos a esfuerzos de fatiga
meca´nica. La metodolog´ıa propuesta se basa en la aplicacio´n de te´cnicas de regresio´n parame´tri-
ca, regresio´n B-splines y estimacio´n de la funcio´n de distribucio´n de dicho tiempo. Teniendo en
cuenta que los fallos a fatiga en materiales de uso industrial se deben principalmente a la for-
macio´n y a la subsecuente induccio´n de crecimiento de grietas, se ha propuesto la aplicacio´n de
modelos de regresio´n de efectos mixtos lineales con splines de suavizado (basados en la funcio´n
linealizada de Paris-Erdogan) para estimar la longitud de grieta en funcio´n del tiempo o del
nu´mero de ciclos de esfuerzos a fatiga. Este me´todo permite la estimacio´n de la relacio´n de de-
pendencia entre la longitud de grieta y el nu´mero de ciclos, de forma simulta´nea, para el nu´mero
variable de probetas del material estudiado que suelen conformar cada muestra de estudio en
el a´mbito de ciencia de materiales. Por tanto, el me´todo propuesto proporciona una alternativa
para modelizar el camino de degradacio´n de materiales sometidos a fatiga meca´nica. Siempre y
cuando se conozca la longitud de grieta particular a partir de la cual se origina el fallo, se puede
estimar el tiempo de vida de cada probeta del material a partir de la interseccio´n entre el valor
de la longitud de grieta l´ımite y las estimaciones de longitud de grieta proporcionadas por el
modelo propuesto. En este cap´ıtulo, la estimacio´n de la funcio´n de distribucio´n del tiempo de
vida del material se realiza mediante te´cnicas tipo nu´cleo. Adema´s, los resultados obtenidos se
comparan con los que proporciona la metodolog´ıa propuesta por Meeker y Escobar (Meeker y
Escobar, 1998), uno de los me´todos de referencia en la materia, basada en la regresio´n de efectos
mixtos no lineales.
Para evaluar el desempen˜o del modelo propuesto en la estimacio´n de la distribucio´n de tiempos
de fallo y, adema´s, compararlo con otras metodolog´ıas competidoras (Meeker y Escobar, 1998),
se ha realizado un estudio de simulacio´n de curvas de crecimiento de grieta con respecto a tiem-
po/nu´mero de ciclos. Los diferentes escenarios de simulacio´n han sido disen˜ados con el objeto de
medir el desempen˜o del modelo para diferentes tipos de material y diferentes grados de hetero-
geneidad en su estructura. Por otro lado, tambie´n se han utilizado datos reales correspondientes
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a una aleacio´n de aluminio con el fin de comparar la eficiencia de la metodolog´ıa propuesta con
el me´todo de referencia de Meeker y Escobar. La comparacio´n de ambos me´todos es efectuada
mediante la aplicacio´n de te´cnicas de ana´lisis de datos funcionales (FDA) y el error cuadra´tico
medio (MSE).
La metodolog´ıa propuesta proporciona estimaciones ma´s precisas y exactas de la distribucio´n
del tiempo de vida de materiales meta´licos sometidos a fatiga meca´nica, todo ello en un amplio
rango de escenarios definidos atendiendo a las caracter´ısticas del material y su heterogeneidad.
Los resultados obtenidos han sido publicados en Springer Proceedings in Mathematics and Sta-
tistics (Meneses et al., 2016). Adema´s, con el fin de proporcionar a los usuarios una herramienta
computacional para aplicar la metodolog´ıa propuesta a otros casos de estudio, se ha desarrollado
la librer´ıa FCGR de R, cuyas caracter´ısticas se explican en el cap´ıtulo 4 de la presente tesis doctoral.
3.1 Introduccio´n
En este cap´ıtulo se propone un nuevo me´todo enmarcado en la fiabilidad de materiales y,
en particular, en la modelizacio´n de datos de degradacio´n. Esta propuesta va encaminada a
la estimacio´n del avance de la degradacio´n y al estudio del tiempo de vida de un material al
someterlo a una prueba de fatiga. En este tipo de ana´lisis, la respuesta es el crecimiento de las
grietas en las probetas ensayadas, muchas veces aplicando pruebas aceleradas. A continuacio´n se
describen con detalle los estudios de fatiga meca´nica y los modelos para estimar la degradacio´n
y el fallo de materiales usados en estructuras y mecanismos, principalmente metales.
La estimacio´n del tiempo de fallo de elementos estructurales o mecanismos es esencial para
asegurar su apropiado funcionamiento, de acuerdo con los requisitos de cada pieza. En todo ca-
so, estas estimaciones dependen de la definicio´n de fallo, que difiere segu´n la pieza y aplicacio´n.
Generalmente, el fallo se define como el no cumplimiento de los requisitos de disen˜o de la pieza
o material. Por lo tanto, el tiempo de vida de cada pieza, construida a partir de un material
espec´ıfico, se define como el intervalo de tiempo comprendido entre la puesta en funcionamiento
y el fallo. De entre todas las causas que pueden originar el fallo, los esfuerzos de fatiga meca´nica
sobre los materiales estructurales y mecanismos, son unas de las ma´s importantes por el gran
nu´mero de casos donde se dan y por originar fallos a tensiones por debajo de la resistencia
esta´tica a fractura. Es por ello que los esfuerzos a fatiga condicionan en gran medida el disen˜o
de las diferentes partes de los elementos estructurales, de hecho, se estima que el 90 % de los
fallos de elementos estructurales se deben a esfuerzos de fatiga meca´nica (Callister, 2010). La
modelizacio´n de la degradacio´n que inducen este tipo de esfuerzos es vital para estimar de forma
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fiable el tiempo de vida y as´ı garantizar el correcto funcionamiento de materiales y piezas.
La degradacio´n y posterior fallo producidos por fatiga meca´nica se caracteriza por la apa-
ricio´n de grietas y su propagacio´n debido a la aplicacio´n de esfuerzos c´ıclicos. El estudio de
crecimiento de grietas en un material es de fundamental importancia en elementos estructurales.
En un primer instante el material esta´ en equilibrio, es decir, es estable dimensionalmente y
es u´til para su funcio´n. Sin embargo, se encuentra sometido a esfuerzos constantes o c´ıclicos
(fatiga) que provocan en e´l la aparicio´n de una grieta, por lo que entra en un proceso de de-
gradacio´n irreversible hasta el colapso o la inutilidad (Callister, 2010). La longitud de grieta
debida a fatiga en funcio´n del tiempo define una curva convexa (Meeker y Escobar, 1998) que
caracteriza la degradacio´n del material sometido a fatiga. La regio´n de seguridad frente al fallo
se define mediante el denominado l´ımite a fatiga, que es el mayor valor de esfuerzo aplicado
c´ıclicamente que no causara´ el fallo para un nu´mero de ciclos tendiente a infinito. Fuera de esta
regio´n, la evolucio´n de la degradacio´n del material sujeto a fatiga meca´nica se caracteriza por
tres principales patrones, que se corresponden con las tres etapas o regiones del crecimiento de
grietas dentro del material (ver Figura 3.1).
En la regio´n I se produce la aparicio´n de grietas, sin tener lugar todav´ıa su propagacio´n.
Las grietas se producen debido a la aplicacio´n repetida de esfuerzos que pueden generar una de-
formacio´n pla´stica localizada en la superficie del material y que seguidamente evoluciona a una
discontinuidad abrupta, con un a´ngulo muy pequen˜o (Callister, 2010). Las grietas preexistentes
no crecen con las cargas c´ıclicas por debajo de un determinado umbral del factor de concentracio´n
de esfuerzos (∆K) pero, a partir de e´ste, la velocidad de crecimiento aumenta muy ra´pidamente.
La regio´n II esta´ definida por la relacio´n de dependencia lineal entre el logaritmo de la derivada
de la longitud de grieta con respecto al tiempo o al nu´mero de ciclos, da/dt, y el logaritmo
de ∆K (Montes, et al., 2014). La regio´n III se caracteriza por gran incremento no lineal en
la tasa de propagacio´n, por lo tanto, su contribucio´n a la vida del material es sensiblemente
ma´s pequen˜a en las dos etapas anteriores. Refleja la proximidad de la propagacio´n inestable
de la grieta cuando el valor de la ma´xima concentracio´n de esfuerzos (Kmax) alcanza el valor
de resistencia a la fractura, Kc (Meggiolaro y De Castro, 1997). Cuando esto acontece, la ve-
locidad de crecimiento de grieta da/dt, aumenta exponencialmente y el material colapsa y rompe.
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Figura 3.1: Etapas de crecimiento de grieta
Para estimar el fallo por fatiga, es necesario conocer co´mo crecen las grietas en funcio´n de
tensiones c´ıclicas. Con el fin de estimar esta relacio´n, se ha asumido ciertas simplificaciones co-
munes en los estudios de fatiga meca´nica: (1) el tiempo de vida a fatiga de un material espec´ıfico
depende de la evolucio´n de la grieta ma´s grande, (2) la velocidad de crecimiento de grieta con
respecto al tiempo o nu´mero de ciclos, da/dN , depende del rango del factor de intensidad de es-
fuerzos en la grieta, ∆K, adema´s, (3) tambie´n depende de la relacio´n de esfuerzos, R = σm/σM ,
donde σm y σM son, respectivamente, el esfuerzo mı´nimo y ma´ximo aplicado al material.
La mayor parte de los modelos o fo´rmulas usadas para definir el crecimiento de grieta en
materiales esta´n basadas en la ley de Paris o modelo de Paris-Erdogan (Paris y Erdogan, 1963;
Shariff, 2009). El hecho de que la funcio´n de Paris sea el modelo ma´s usado para el estudio
de la propagacio´n de grietas a fatiga se debe a su simplicidad matema´tica y, sobre todo, a las
buenas estimaciones que ha proporcionado en multitud de casos pra´cticos (Dong et al., 2015).
Es importante destacar que la ley de Paris es aplicable para modelar el crecimiento de grieta con
respecto al nu´mero de ciclos u´nicamente en la regio´n II (Dong et al., 2015; Callister, 2010). Sin
embargo, partiendo del hecho de que la mayor contribucio´n al dan˜o del material se produce en
la regio´n II, el modelo de Paris representa una herramienta u´til y fiable para estimar el camino
de degradacio´n de los materiales sometidos a fatiga y, como resultado, realizar predicciones de
su tiempo de vida. El modelo de Paris presenta la siguiente expresio´n:
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da(t)
dt
= C [∆K(a)]m (3.1)
donde C y m son para´metros reales positivos del modelo relacionados con el tipo de material.
El para´metro m puede tomar valores de 1 hasta 6 (Callister, 2010), siendo los valores m > 4
los que caracterizan a materiales muy poco du´ctiles. Adema´s, el modelo supone que el factor
de concentracio´n de esfuerzos, K, es dependiente del taman˜o de grieta, a (Dowling, 2012; Mon-
tes, 2014). Tambie´n es importante destacar que, si se toman logaritmos en la ecuacio´n (3.1), se
obtiene la versio´n linealizada de la ley de Paris, en la cual log(da/dt) = log(C) + m log(∆K).
De esta forma, se observa que el modelo de Paris puede ajustar esta relacio´n en la regio´n II
de crecimiento de grieta (Figura 3.1). La utilidad del modelo de Paris radica en que, al poder
modelar la relacio´n entre log(da/dt) y log(∆K) en la regio´n II, explica el crecimiento de grieta
y, por tanto, la degradacio´n del material, en el rango de longitudes donde se produce el fallo de
los materiales usados como elementos estructurales. De hecho, para que un material se considere
no apto no hay que esperar a que colapse (rompa) por completo, en realidad pierde mucho antes
las propiedades meca´nicas requeridas para las que fue disen˜ado.
Como ya se ha mencionado, la ley de Paris proporciona buenas aproximaciones para la ve-
locidad de crecimiento de grieta en la regio´n II, pero tiende a sobreestimar da/dt en la regio´n I,
y a infraestimar en la regio´n III. Por esto mismo, se han llevado a cabo diversas modificaciones
del modelo de Paris con el fin de mejorar su aplicabilidad en las regiones I y III. Por ejemplo,
se pueden mencionar el modelo de Forman et al (1967) para la regio´n III (ecuacio´n (3.2)) y el
modelo de Donahue et al (1972) para la regio´n I (ecuacio´n (3.3)).
da
dN
= C [∆K]
m
(1−R)KIc −∆K) , (3.2)
da
dN
= C (∆K −∆Kth)m . (3.3)
Por otro lado, en la directiva Fracture Mechanics Proof of Strength for Engineering Com-
ponents, FKM-Guideline (2004) se proporciona un amplio resumen de los diversos me´todos que
actualmente se aplican para ajustar esta dependencia. Entre otros, se consideran los modelos en
los que se incluyen para´metros como el cierre de grieta y la fractura ela´stico-pla´stica. La relacio´n
entre da/dN y ∆K tambie´n puede ser estimada por ana´lisis nume´rico, sin asumir ninguna ley
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de potencia dependiente de para´metros relacionados con la meca´nica de la fractura. Este es el
caso del me´todo denominado Moving Least Squares (Atluri et. al, 2004; Dong et al., 2015). Sin
embargo, en el a´mbito de la fatiga meca´nica, el uso de herramientas estad´ısticas ma´s avanzadas
es mucho menos frecuente, con la excepcio´n de estudios como el de Castillo y Ferna´ndez (2009).
La aplicacio´n de te´cnicas de modelizacio´n estad´ıstica esta´ plenamente justificada debido a la
variabilidad inherente del problema; de hecho, en un ensayo de fatiga en laboratorio, siempre
se obtienen curvas diferentes, au´n ensayando probetas de un mismo material, y con las mismas
condiciones experimentales. Por lo tanto, la implementacio´n de modelos de regresio´n de efectos
mixtos, en lugar de los ma´s usuales de efectos fijos, esta´ plenamente justificada. Este tipo de
modelos (Pinheiro y Bates, 1995) se suelen aplicar frecuentemente en aquellos casos donde se
requiere tener en cuenta la variabilidad entre re´plicas de un mismo experimento y su efecto en
los para´metros del modelo. En este sentido, Pinheiro y Bates (Pinheiro y Bates, 1995, 2000,
2014) propusieron un me´todo de ma´xima verosimilitud aproximada para la estimacio´n de los
para´metros de un modelo de degradacio´n general, adema´s de proporcionar un me´todo nume´rico
para su ca´lculo a trave´s de la librer´ıa nlme del software estad´ıstico R. Aprovechando el traba-
jo de Pinheiro y Bates (2000) y a trave´s de la aplicacio´n del me´todo de simulacio´n de Monte
Carlo, Meeker y Escobar (1998) propusieron una metodolog´ıa para estimar la distribucio´n del
tiempo de fallo en un problema de crecimiento de grietas a fatiga. Este me´todo se basa en el
ajuste simulta´neo de las curvas a −N correspondientes a diferentes probetas del mismo mate-
rial, ensayadas en las mismas condiciones mediante un modelo de regresio´n no lineal de efectos
mixtos basado en la ecuacio´n de Paris. Este ajuste simulta´neo proporciona estimaciones de la
distribucio´n conjunta de los para´metros C y m, que se asume como normal bivariante; por tanto,
permite la estimacio´n de la funcio´n de distribucio´n de los tiempos de fallo por los anteriormente
mencionados me´todos de ma´xima verosimilitud. El objetivo principal del me´todo propuesto por
Meeker y Escobar (1998) es estimar la distribucio´n del tiempo de fallo a fatiga meca´nica de un
material, desde un enfoque parame´trico, suponiendo que los para´metros siguen una distribucio´n
normal.
Aparte del uso de modelos de regresio´n de efectos mixtos, las caracter´ısticas de los datos
obtenidos en ensayos de fatiga requieren de la aplicacio´n de otras te´cnicas estad´ısticas. Un caso
particular es el de las te´cnicas de suavizacio´n. As´ı, como se menciona en Dong et al. (2015), los
errores causados por la derivacio´n nume´rica de las discretas y en gran medida ruidosas curvas de
longitud de grieta pueden ser atenuados mediante el uso de te´cnicas de regresio´n spline, como
es el caso de los B-splines (Ramsey, 2013; Wood, 2006). Sin embargo, estas herramientas no han
sido suficientemente estudiadas en el contexto de la fatiga. Por otro lado, es importante destacar
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que el estudio de la funcio´n de distribucio´n de los tiempos de vida no es muy comu´n en el a´mbi-
to de los trabajos de ingenier´ıa. La aplicacio´n de te´cnicas tipo nu´cleo para la estimacio´n de la
funcio´n de distribucio´n (Quintela y Este´vez, 2012) es aconsejable con el fin de obtener ma´s infor-
macio´n (posicio´n, variabilidad, probabilidad de fallo) sobre el tiempo de vida a fatiga meca´nica
en condiciones de operacio´n. Por consiguiente, en el presente cap´ıtulo se propone una nueva
metodolog´ıa flexible que consiste en los siguientes pasos: (a) Estimacio´n mediante B-splines de
da/dN o da/dt correspondiente a un grupo de pruebas experimentales, que como, resultado
generan un cierto nu´mero de curvas experimentales. (b) Ajuste de los datos correspondientes
a da/dN o da/dt suavizados mediante la aplicacio´n de modelos de regresio´n de efectos mixtos
lineales, basados en la ecuacio´n de Paris linealizada. (c) Estimacio´n de los tiempos de vida a
fatiga con los modelos anteriormente obtenidos y particulariza´ndolos para la longitud de grieta
cr´ıtica. (d) Estimar la funcio´n de distribucio´n de los tiempos de vida a fatiga mediante me´todos
tipo Kernel. La combinacio´n del modelo de Paris (y tambie´n otras alternativas parame´tricas),
ajuste B-splines, modelos de regresio´n con efectos mixtos y estimacio´n Kernel de la funcio´n de
distribucio´n, podr´ıa mejorar el conocimiento y la estimacio´n de la tolerancia al dan˜o y tiempo
de vida de muchos elementos de mecanismos y piezas estructurales sometidas a esfuerzos de
fatiga en la industria de la automocio´n, ingenier´ıa civil e industria aerona´utica. Resumiendo, el
objetivo del presente trabajo es el desarrollo de metodolog´ıas flexibles alternativas para estimar
el camino de degradacio´n y la distribucio´n del tiempo de vida de piezas sometidas a fatiga de
una forma ma´s exacta y precisa.
Teniendo en cuenta que los modelos basados en la ecuacio´n de Paris son modelos de de-
gradacio´n, se hace necesario describir, en el marco de la fiabilidad, las caracter´ısticas de los
datos de degradacio´n y su modelizacio´n estad´ıstica. Por tanto, en la seccio´n 3.2 se incluye una
introduccio´n a este tipo especial de datos, al que pertenecen la monitorizacio´n de la longitud
de grieta. En el apartado 3.3 se describira´ la metodolog´ıa propuesta para la estimacio´n de la
distribucio´n de tiempo de fallo. Adema´s, se describira´ el procedimiento propuesto por Meeker
y Escobar, que sirve de referencia para evaluar el desempen˜o de la metodolog´ıa propuesta. El
estudio de simulacio´n de crecimiento de grietas a fatiga meca´nica, emulando distintos tipos de
materiales y grados de heterogeneidad, se incluye en la seccio´n 3.4. En esta seccio´n tambie´n se
analiza el desempen˜o del me´todo propuesto en este cap´ıtulo y se compara con el correspondiente
al me´todo de Meeker y Escobar, basado en los resultados de Pinheiro y Bates. En el apartado
3.5 se muestra la aplicacio´n de la presente metodolog´ıa a datos reales obtenidos a partir de una
aleacio´n de aluminio, ya utilizados por Meeker y Escobar, con el objeto de comparar los dos
modelos. Finalmente, en la seccio´n 3.6 se muestran las principales conclusiones de este trabajo.
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3.2 Modelos de degradacio´n
En ciencia de materiales, es comu´n tener acceso a datos que proporcionan informacio´n acerca
del nivel de degradacio´n f´ısica de las muestras ensayadas en funcio´n del tiempo. En fiabilidad,
este tipo de datos reciben el nombre de datos de degradacio´n. La literatura especializada dispone
de un gran nu´mero de modelos que dan cuenta de curvas de degradacio´n. Dichos modelos han
sido desarrollados por ingenieros y f´ısicos, basados en los principios que describen los procesos
de degradacio´n. Usualmente dichos modelos empiezan con una descripcio´n determinista de los
procesos de degradacio´n en forma de ecuaciones diferenciales (modelo de Paris) o sistemas de
ecuaciones diferenciales.
A muchos mecanismos de fallo se les puede dar seguimiento a trave´s de un proceso fun-
damental de degradacio´n. La degradacio´n finalmente produce una debilidad que puede causar
el fallo. Cuando es posible medir esta degradacio´n, con frecuencia tales medidas proporcionan
ma´s informacio´n que la que dar´ıa u´nicamente el estudio de los tiempos de fallo, ya fuera con
el propo´sito de evaluar o incluso de mejorar la fiabilidad del producto. En algunos estudios de
fiabilidad, es posible medir la degradacio´n f´ısica como una funcio´n del tiempo. Por ejemplo,
desgaste de una llanta, la intensidad lumı´nica de una la´mpara o, lo que es sin duda ma´s impor-
tante en este estudio, la longitud de las grietas en un material que se ve sometido a esfuerzos de
fatiga. En otras aplicaciones, la degradacio´n f´ısica real no se puede observar directamente, pero
se pueden tener medidas disponibles de la degradacio´n del producto (por ejemplo, potencia de
salida).
Entre los distintos modelos de degradacio´n esta´n los llamados de degradacio´n convexa, cuya
tasa de degradacio´n se incrementa con el nivel de degradacio´n como el caso de la degradacio´n
por crecimiento de grietas por fatiga.
El crecimiento de grieta de una unidad particular sobre el tiempo, se denota por D(t); t > 0.
Los valores de D(t) son muestreados en puntos discretos en el tiempo t1, t2, . . . . Entonces el
modelo de degradacio´n en la muestra i en el instante tj se define por:
yij = Dij + ij con i = 1, . . . , n y j = 1, . . . ,mi (3.4)
donde Dij = D(tij , β1i, . . . , βki) es el valor de la longitud de grieta de la unidad i en el instante
tij (los tiempos no necesariamente son los mismos para todas las unidades) y ij ∼ N(0, σ) es
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el error para la unidad i en el instante tj . El nu´mero total de inspecciones sobre una unidad
se denota por mi. El tiempo t puede ser tiempo real, tiempo de operacio´n o alguna otra me-
dida apropiada de uso como el nu´mero de ciclos en pruebas de fatiga. Para la i-e´sima unidad,
β1i, . . . , βki es un vector de k para´metros desconocidos, algunos de los cuales pueden ser consi-
derados aleatorios y otros fijos. Generalmente las trayectorias muestrales tienen k = 1, 2, 3 o´ 4.
Las escalas de y y t pueden ser escogidas como sugieran la teor´ıa f´ısica y los datos para
simplificar la forma de D(tij , β1i, . . . , βki). Los modelos de degradacio´n requieren no so´lo la es-
pecificacio´n de la forma de la funcio´n D(tij , β1i, . . . , βki), sino tambie´n la especificacio´n de cuales
de los β1i, . . . , βki son aleatorios (diferentes de unidad a unidad) y cuales son fijos (comunes para
todas las unidades). Por conveniencia se modela la variabilidad unidad a unidad en β1i, . . . , βki
con una distribucio´n normal multivariada con vector de medias µβ y matriz de covarianza Σβ.
Generalmente se asume que los para´metros aleatorios β1i, . . . , βki son independientes de ij .
Otra suposicio´n comu´n es que σ es constante; sin embargo en algunas ocasiones es necesario
modelarla para cada nivel de la variable de uso, con el fin de tener en cuenta una posible hete-
rocedasticidad.
Aunque los valores de β1i, . . . , βki para las unidades individuales puede ser de intere´s en
algunas aplicaciones (para predecir la degradacio´n futura de una unidad particular, basada en
unas pocas observaciones iniciales), el uso ma´s comu´n es concentrarse en los datos de degrada-
cio´n para hacer inferencias acerca de la poblacio´n, proceso o predicciones sobre unidades futuras.
En este caso, los para´metros principales del modelo son µβ y Σβ, as´ı como la desviacio´n
t´ıpica del error σ. Para sintetizar y denotar los para´metros globales de la poblacio´n, se usa
θβ = (µβ,Σβ). La estimacio´n de los para´metros en un modelo de degradacio´n se puede hacer
mediante la funcio´n de ma´xima verosimilitud:
L (θβ, σ/y, t) =
n∏
i=1
∫ ∞
−∞
...
∫ ∞
−∞
mi∏
j=1
1
σ
φnorm (ξij)
 · fβ (β1i, . . . , βki; θβ) dβ1i, . . . , dβki (3.5)
donde y, t son los valores de la base de datos de la degradacio´n a fatiga del material, ξij =
(yij−D(tij , β1i, . . . , βki))/σ, fβ (β1i, . . . , βki; θβ) representa la funcio´n de densidad de la distribu-
cio´n normal multivariada, N(µβ,Σβ), evaluada en (β1i, . . . , βki) y φnorm (ξij) =
1√
2pi
exp(−ξ2ij/2)
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Cada evaluacio´n de la expresio´n anterior requiere, en general, la aproximacio´n nume´rica de
n integrales de dimensio´n k (donde n es el nu´mero de caminos muestrales y k es el nu´mero de
para´metros aleatorios en cada camino).
La maximizacio´n directa de esta funcio´n con respecto a θβ = (µβ,Σβ) y σ, au´n con las
capacidades actuales de ca´lculo, es extremadamente dif´ıcil a menos que D(t) sea una funcio´n
lineal. Pinheiro y Bates (2000), describen y comparan esquemas de estimacio´n que proporcionan
estimaciones aproximadas de ma´xima verosimilitud de θβ = (µβ,Σβ) y σ, as´ı como los com-
ponentes espec´ıficos unitarios en β1i, . . . , βki , i = 1, . . . , n. Este me´todo esta´ implementado en
nlme del software R.
Una vez estimados los para´metros, el siguiente paso consiste en calcular la distribucio´n de
tiempos de fallo. En general, esta distribucio´n puede escribirse como una funcio´n de los para´me-
tros del modelo de degradacio´n. Supo´ngase que una unidad falla en el instante t si el nivel de
degradacio´n alcanza Df . Entonces:
P (T ≤ t) = F (t) = F (t; θβ) = P [D(t, β1i, . . . , βki) ≥ Df ] (3.6)
Se puede estimar la distribucio´n del tiempo de fallo F (t) al reemplazar los para´metros reales
por los estimados en la ecuacio´n anterior. Aunque en muchos casos sera´ necesario acudir a me´to-
dos nume´ricos (Meeker y Escobar, 1998).
3.3 Descripcio´n de la metodolog´ıa para estimar la distribucio´n del tiempo de fallo
a fatiga
En esta seccio´n, se describe el procedimiento para estimar el tiempo de vida de un material
sometido a fatiga meca´nica, desde un enfoque computacional. Primeramente, se describen de
forma general las hipo´tesis relacionadas con la meca´nica de la fractura que se han incluido en la
metodolog´ıa propuesta. Acto seguido, se introduce y describe el me´todo desarrollado por Meeker
y Escobar (1998), basado en el me´todo de estimacio´n de ma´xima verosimilitud en modelos de
regresio´n no lineales de efectos mixtos propuesto por Pinheiro y Bates (1995). En tercer lugar, se
muestra la metodolog´ıa flexible alternativa propuesta en la presente tesis doctoral y basada en
la aplicacio´n de te´cnicas no parame´tricas para el suavizado y estimacio´n, modelos de regresio´n
lineales de efectos mixtos y estimacio´n Kernel de la funcio´n de distribucio´n.
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Se han asumido dos hipo´tesis relacionadas con la teor´ıa meca´nica de la fractura que afectan
a la metodolog´ıa propuesta y, por extensio´n al estudio de simulacio´n. Primero, el a´rea de defor-
macio´n pla´stica de la grieta se asume pequen˜a con respecto al a´rea correspondiente a la grieta.
Por lo tanto, se puede asumir que se cumplen los supuestos de la meca´nica lineal de la fractura,
definida por la siguiente expresio´n para ∆K(a):
∆K = F∆S
√
pia (3.7)
donde a es la longitud de grieta, ∆S = ∆σ es la amplitud de esfuerzos, σmax − σmin, y F es un
para´metro que depende de la grieta y la geometr´ıa de la probeta. F se ha definido como:
F =
√
2
µα
tan piα2
[
0.923 + 0.199
(
1− sin piα2
)4
cos piα2
]
(3.8)
donde α = a/B, con B el ancho de la probeta, y µ = 1, suponiendo ensayos de fatiga en modo
de apertura, como se puede observar en la Figura 3.2 (Dowling, 2012).
La segunda suposicio´n de este estudio es que se ha considerado que las grietas esta´n dentro
de una gran pieza de material sometido a esfuerzos c´ıclicos remotos (Figura 3.2).
Asumiendo estas hipo´tesis, la longitud de grieta para cada tiempo t o alternativamente para
cada nu´mero de ciclos N , se obtiene mediante la expresio´n correspondiente a la solucio´n de la
ecuacio´n de Paris (Meeker y Escobar, 1998);
a (t) =
[
a
(1−m2 )
0 +
(
1− m2
)
C
(
FS
√
pi
)m
t
] 2
2−m
, para m 6= 2. (3.9)
En la seccio´n 3.4 se volvera´n a abordar estos supuestos de forma ma´s exhaustiva con el fin
de desarrollar el estudio de simulacio´n.
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Figura 3.2: Modo de ensayo a fatiga utilizado en este estudio: modo de apertura.
3.3.1 Regresio´n no lineal de efectos mixtos para estimar el nivel de degradacio´n y
la distribucio´n del tiempo de vida a fatiga
Los para´metros C y m de la ecuacio´n de Paris, que definen el camino de degradacio´n debido
al efecto de la fatiga meca´nica, se pueden estimar mediante el me´todo parame´trico introducido
por Meeker y Escobar (1998). Este procedimiento esta´ basado, a su vez, en la estimacio´n de
para´metros de un modelo de regresio´n no lineal de efectos mixtos por medio de la aplicacio´n del
me´todo de ma´xima verosimilitud aproximada, desarrollado por Pinheiro y Bates (1995, 2000,
2014). Los ca´lculos computacionales requeridos se han realizado mediante la aplicacio´n de las
herramientas disponibles en el paquete nlme (Pinheiro y Bates, 2014). El procedimiento se denota
por PB-nlme y, dependiendo de si se aplica a los datos simulados (seccio´n 3.4) o reales (seccio´n
3.5), consta de los siguientes pasos para su aplicacio´n:
1. Se simulan 1001 curvas mediante los para´metros poblacionales dados µC , µm y ΣCm en
cada escenario, luego se calcula la distribucio´n de tiempos de fallo “poblacional” (distri-
bucio´n teo´rica, ver seccio´n 3.4). De forma ana´loga, y con el propo´sito de comparar con
la funcio´n de distribucio´n estimada con el me´todo PB-nlme, en este trabajo se simula 15
curvas a− t. Se eligen 15 curvas con el fin de tener un nu´mero de curvas simuladas equiva-
lente al nu´mero de ensayos reales que se suelen llevar a cabo en este tipo de experimentos
(Meeker y Escobar, 1998). Estas 15 curvas han sido censuradas para un tiempo o nu´mero
de ciclos determinado, lo que conlleva que, para muchas de ellas, el fallo no sea observable.
Esta situacio´n es habitual en los ensayos reales de materiales a fatiga, de hecho, dada su
prolongada duracio´n, muchas veces, para un nu´mero importante de muestras testadas, no
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llega a observarse el fallo en el rango de ciclos/tiempo prefijado. Es importante destacar
que estas 15 curvas han sido simuladas aparte de las 1001 curvas utilizadas para obtener
la funcio´n de distribucio´n “poblacional” de tiempos de fallo, evitando cualquier tipo de
dependencia en la estimacio´n.
2. Se aplican modelos de regresio´n no lineales de efectos mixtos usando la funcio´n dada por
la solucio´n de Paris (3.9), y se estiman los para´metros C y m por ma´xima verosimilitud
segu´n las directrices de Pinheiro y Bates (1995, 2000) y Meeker y Escobar (1998), siempre
bajo la hipo´tesis de que C y m se distribuyen segu´n una normal multivariante..
3. Asumiendo que C y m siguen una distribucio´n normal bivariante, se simulan mediante el
me´todo de Monte Carlo 1001 pares (C,m), sustituyendo la poblacio´n de para´metros por
sus estimadores obtenidos a partir de la muestra:
µˆ =
 µˆC
µˆm
, ΣˆCm =
 σ2C σCm
σCm σ
2
m

donde µˆC , µˆm son las medias de los para´metros C, m y ΣˆCm es su matriz de varianzas-
covarianzas.
Los tiempos de vida a fatiga del material se obtienen mediante el mencionado proceso de
Monte Carlo (detallado en el pa´rrafo siguiente), a partir de los puntos de corte entre las curvas
de longitud de grieta estimadas y la longitud de grieta cr´ıtica, ac, a partir de la cual se define
el fallo del material. Dichos puntos de corte proporcionan el tiempo en alcanzar el fallo corres-
pondientes a cada muestra de material (definida por su curva de degradacio´n a− t). En el caso
de los escenarios de simulacio´n que se detallara´n ma´s adelante, los pasos previos se repiten 100
veces para estimar la funcio´n de distribucio´n media.
Proceso de Monte Carlo para estimar la distribucio´n de tiempos de fallo:
En el caso de la aplicacio´n del me´todo PB-nlme, a datos reales, la estimacio´n de la distribu-
cio´n de los tiempos de fallo difiere ligeramente del caso del estudio de simulacio´n. De hecho, el
primer paso consiste en generar N pares (C ′,m′) simulados suponiendo que siguen una distri-
bucio´n normal bivariante con media el vector (µˆC , µˆm) y matriz de varianza-covarianzas ΣˆCm,
estimados mediante modelos de regresio´n no lineal de efectos mixtos y estimacio´n de ma´xima
verosimilitud. Acto seguido, los N pares simulados se sustituyen en la ecuacio´n de la solucio´n de
Paris (3.9), obteniendo N curvas que se cruzan con la longitud cr´ıtica de fallo (fijada segu´n sea
el material y su aplicacio´n). Los puntos de corte se corresponden con tiempos de fallo, a partir
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de los que se obtiene la distribucio´n de tiempos de vida, F (t),
F (t) ≈ Nu´mero de tiempos de fallo 6 t
N
.
3.3.2 Metodolog´ıa del nuevo me´todo flexible propuesto para estimar la distribucio´n
del tiempo de vida a fatiga
La nueva metodolog´ıa propuesta en la presente tesis incluye la aplicacio´n de me´todos de
ajuste no parame´trico (B-splines), modelos parame´tricos, modelos de regresio´n lineal de efectos
mixtos, aplicando la funcio´n lme del paquete nlme (Pinheiro y Bates 2014; Verbeke y Molen-
berghs, 2009; Faraway, 2006) y modelos de estimacio´n tipo nu´cleo: estimacio´n Kernel de la
funcio´n de distribucio´n mediante la funcio´n kde (Quintela-del-R´ıo y Este´vez-Pe´rez, 2012). En
te´rminos generales, el procedimiento propuesto estima los para´metros C y m a partir de la ecua-
cio´n de Paris linealizada (3.10). Los valores da/dt se estiman mediante el ajuste de una base
B-splines a las curvas a− t a trave´s del paquete R smooth.Pspline (Ramsey, 2013).
log
(
da
dt
)
= log (C) +m log (∆K (a)) (3.10)
El proceso de simulacio´n con el me´todo flexible (denotado por SEP-lme) consiste en los si-
guientes pasos:
1. Se simulan 1001 curvas mediante los para´metros poblacionales dados µC , µm y ΣCm en
cada escenario, luego se calcula la distribucio´n de tiempos de fallo “poblacional” (distri-
bucio´n “teo´rica”, ver seccio´n 3.4). De forma ana´loga, y con el propo´sito de comparar con
la funcio´n de distribucio´n estimada con el me´todo propuesto, en este trabajo se simula 15
curvas a− t, Se eligen 15 curvas con el fin de tener un nu´mero de curvas simuladas equiva-
lente al nu´mero de ensayos reales que se suelen llevar a cabo en este tipo de experimentos
(Meeker y Escobar, 1998). Estas 15 curvas han sido censuradas para un tiempo o nu´mero
de ciclos determinado, lo que conlleva que, para muchas de ellas, el fallo no sea observable.
Esta situacio´n es habitual en los ensayos reales de materiales a fatiga, de hecho, dada su
prolongada duracio´n, muchas veces, para un nu´mero importante de muestras testadas, no
llega a observarse el fallo en el rango de ciclos/tiempo prefijado. Es importante destacar
que estas 15 curvas han sido simuladas aparte de las 1001 curvas utilizadas para obtener
la funcio´n de distribucio´n “poblacional” de tiempos de fallo, evitando cualquier tipo de
dependencia en la estimacio´n.
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2. Las 15 curvas son trasladadas al origen de coordenadas y ajustadas mediante la aplicacio´n
de una base B-splines (Pinheiro y Bates, 2014; Ramsey, 2013).
3. Se obtienen las nuevas estimaciones para da/dt a partir de la estimacio´n B-splines. Segui-
damente se toman logaritmos para linealizar el modelo de Paris.
4. Se aplica un modelo de regresio´n lineal de efectos mixtos, lme (Pinheiro y Bates, 2000;
Verbeke y Molenberghs, 2009; Faraway, 2006), basado en la expresio´n (3.10), mediante
el cual se obtienen las estimaciones de los diversos pares (C, m) correspondientes a cada
curva estimada. Es importante destacar que los efectos aleatorios del modelo se incluyen
para estimar la varianza debida a la realizacio´n de mu´ltiples re´plicas (una por probeta
ensayada) de un mismo experimento de fatiga meca´nica.
5. Las estimaciones de los pares (C, m) se sustituyen en la ecuacio´n (3.10), obteniendo las
estimaciones correspondientes a las 15 curvas a− t. Estas curvas se utilizan para predecir
el tiempo de vida correspondiente a la longitud cr´ıtica de grieta, ac, a la que se define el
fallo, con la ventaja de hacerse independientemente del valor del tiempo de censura.
6. Se obtienen los 15 tiempos de vida a partir de los cuales se obtiene la funcio´n de dis-
tribucio´n. La estimacio´n de la distribucio´n de los tiempos de vida se realiza mediante la
aplicacio´n de te´cnicas tipo nu´cleo. Se proporciona la estimacio´n tipo nu´cleo de la funcio´n
de distribucio´n implementada en el paquete kerdiest (Quintela-del-R´ıo y Este´vez-Pe´rez,
2012). En este caso, la expresio´n Fˆh (x) = n−1Σnj=1H
(
x−xj
h
)
, donde H (x) =
∫ x
−∞K (t) dt,
K es el nu´cleo y h el ancho de banda, representa la estimacio´n de la funcio´n de distri-
bucio´n. Si se opta por la utilizacio´n de este me´todo, se aplica por defecto el nu´cleo de
Epanechnikov con ancho de banda obtenido por me´todos plug-in (Polansky y Baker, 2000;
Quintela-del-R´ıo y Este´vez-Pe´rez, 2012).
7. Todas las etapas previas se repiten 100 veces, por lo tanto se obtienen 100 funciones de
distribucio´n diferentes a partir de las cuales se calcula la media.
En el caso de aplicacio´n a datos reales el modo de proceder es similar. Para ma´s informa-
cio´n consu´ltese la seccio´n 3.5.
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3.3.3 Estimacio´n de la exactitud y precisio´n de las estimaciones: distancia L2 y error
cuadra´tico medio (MSE).
La distancia L2 se usa para medir la exactitud de las distribuciones de tiempos de vida
obtenidas por los dos me´todos SEP-lme y PB-nlme con respecto a la distribucio´n “teo´rica” (en
el estudio de simulacio´n). Es decir la comparacio´n de los me´todos SEP-lme y PB-nlme se lleva a
cabo mediante el ca´lculo de esta distancia, a menor distancia, mayor exactitud en las estimacio-
nes. Adema´s, se ha aplicado el me´todo del error cuadra´tico medio para medir la precisio´n de las
distribuciones obtenidas por cada me´todo. El paquete de R, fda.usc (Febrero y Oviedo, 2012)
proporciona herramientas para calcular las distancias L2 entre las funciones de distribucio´n es-
timada por los dos me´todos y la distribucio´n “teo´rica” (teo´rica, en el estudio de simulacio´n).
3.4 Estudio de simulacio´n del crecimiento de grietas por fatiga. Aplicacio´n y eva-
luacio´n de la metodolog´ıa propuesta
En esta seccio´n, se ha realizado un completo estudio de simulacio´n compuesto de varios
escenarios, emulando distintos materiales y diferentes heterogeneidades, para evaluar el desem-
pen˜o de la metodolog´ıa propuesta, y para comparar la exactitud y precisio´n obtenida con la
correspondiente a los me´todos de referencia, como en este caso es la metodolog´ıa PB-nlme. Los
procedimientos SEP-lme y PB-nlme se describen nuevamente de forma ma´s extensa e intuitiva,
en el marco de los datos simulados.
La simulacio´n desempen˜a una funcio´n decisiva y cada vez ma´s importante en el desarrollo
de materiales. Dado que cada generacio´n de un material supera a la anterior en te´rminos de
complejidad y optimizacio´n, para la ingenier´ıa es cada vez ma´s importante adquirir un cono-
cimiento ma´s detallado de los feno´menos f´ısicos que limitan el rendimiento. Este conocimiento
detallado no puede adquirirse so´lo mediante ensayos por fatiga, sobre todo a la vista de las
limitaciones de tiempo y dinero que impone el mercado. Adema´s, la simulacio´n del crecimiento
de grietas en materiales da la posibilidad de comparar nuevas variantes de un disen˜o, explorar
varios supuestos y contar con una solucio´n o´ptima.
Con el fin de obtener datos simulados de acuerdo con los principios de la meca´nica de la
fractura, se realizan dos suposiciones de partida, como ya se ha comentado en la anterior seccio´n:
1. La zona de deformacio´n pla´stica en la grieta ha de ser pequen˜a comparada con el taman˜o
de la grieta, as´ı se puede operar dentro de la meca´nica de la fractura ela´stica lineal y, por
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tanto, se puede obtener ∆K como:
∆K = F ·∆S · √pia (3.11)
donde F viene dada por la expresio´n (3.8) y ∆S es la amplitud de esfuerzos.
La Figura 3.2 ilustra el ensayo a fatiga que se esta´ simulando. Se supone un ensayo tipo I en
modo apertura, con la configuracio´n de esfuerzos y medidas indicadas en la Figura 3.2. En
esta disposicio´n a coincide con la longitud de grieta y es siempre menor que B. En la ecua-
cio´n (3.11), K es un para´metro del material que caracteriza la intensidad de los esfuerzos
en los aledan˜os de la grieta, F es un para´metro relacionado con la geometr´ıa de la grieta,
y el ∆S es la variacio´n entre el esfuerzo ma´ximo y el mı´nimo (Figura 3.3, parte izquierda).
En la simulacio´n de curvas se ha tomado un ∆S = 1.
Figura 3.3: Incremento de esfuerzo e incremento de intensidad
A continuacio´n se explica el significado de cada uno de los para´metros mostrados en la
Figura 3.3:
σˇ = Esfuerzo mı´nimo, σˆ = Esfuerzo ma´ximo.
Kˇ = Intensidad de esfuerzo mı´nimo, Kˆ = Intensidad de esfuerzo ma´ximo, ∆K = variacio´n
entre intensidad de esfuerzo ma´ximo y mı´nimo.
Kc= Resistencia a la fractura.
Adema´s los para´metros Kˇ y Kˆ crecen con el taman˜o de grieta de la siguiente manera:
Kˇ = σˇ · F · √pia ; Kˆ = σˆ · F · √pia
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En este caso, dado que la grieta es pequen˜a en comparacio´n con el taman˜o de la pieza, F
se define como en la expresio´n (3.8).
2. Se considera una grieta inmersa en una plancha grande y sometida a esfuerzos remotos que
se suceden c´ıclicamente.
3.4.1 Simulacio´n de longitudes de grieta segu´n el modelo de Paris
Con el objeto de obtener las curvas de longitudes de grieta con respecto al nu´mero de ciclos
o tiempo, partiendo del uso de la solucio´n de la ecuacio´n de Paris, se han simulado 32 escenarios
para evaluar la metodolog´ıa propuesta en diferentes materiales simulados con diferentes propie-
dades y grado de variacio´n en sus caracter´ısticas. Los pasos de los que se compone el proceso de
simulacio´n se muestran a continuacio´n.
Primero, se obtiene la solucio´n de la ecuacio´n de Paris para todos los casos posibles del
para´metro m (expresio´n (3.12)), mediante la integracio´n por separacio´n de variables. A partir
de esta expresio´n se podra´n obtener las curvas simuladas como se apunto´ en la seccio´n 3.3.
a(t) =

a
(
1−
m
2
)
0 +
(
1− m2
)
C (FS
√
pi)m t

( 2
2−m
)
, para m 6= 2
a0 exp
[
C (FS
√
pi)2 t
]
, para m = 2
(3.12)
Donde S = 1 y F viene dada de la expresio´n (3.8).
En segundo lugar, se definen los diferentes escenarios de simulacio´n segu´n un disen˜o de ex-
perimentos factorial a dos niveles por factor. Este disen˜o permite discernir si el desempen˜o de
la metodolog´ıa var´ıa significativamente dependiendo de las propiedades y heterogeneidad del
material.
Los disen˜os factoriales son ampliamente utilizados en experimentos que incluyen varios facto-
res (en este caso son los para´metros del modelo), cuando es necesario estudiar el efecto conjunto
de los factores sobre una respuesta, o los para´metros ma´s influyentes en la bondad de ajuste de
un modelo (Montgomery, 2011).
Para evaluar la metodolog´ıa propuesta, se ha simulado 32 escenarios definidos por diferentes
valores medios de los para´metros C, m (en adelante se denotara´n como C y m) y su matriz
de varianzas-covarianzas ΣCm. Los valores medios C y m se escogen atendiendo al rango real
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de valores que suelen tomar en ensayos reales de fatiga. Se asume que C y m se distribuyen
normalmente. Tambie´n es importante destacar que C y m esta´n relacionados con el tipo de
material, su grado de ductilidad, etc. Por consiguiente, se evalu´a la exactitud de las predicciones
de la presente a diferentes propiedades, niveles de heterogeneidad y grado de dependencia entre
para´metros. Los diferentes escenarios simulados esta´n definidos por los siguientes valores:
C = 6, 5 ; m = 4, 3 ; ΣCm =
 σ2C σCm
σCm σ
2
m

donde σ2C = 0.5, 0.1 ; σ2m = 0.5, 0.1 y σCm = −0.02, −0.09
Se han obtenido 1001 curvas de a vs. t en cada uno de los 25 = 32 escenarios simulados,
obtenidos a partir de las combinaciones posibles de los 5 para´metros. Estas curvas se evalu´an
en un rango de tiempos comprendido entre 0 y 1, medidos en unidades arbitrarias (u.a.). La
longitud de grieta tambie´n se mide en u.a. El fallo se define a una longitud de grieta espec´ıfica, la
longitud de grieta cr´ıtica (ac), para, a continuacio´n, obtener el tiempo de vida para cada probeta
simulada. Por tanto, la distribucio´n “teo´rica” del tiempo de vida se obtiene tambie´n a partir de
esos 1001 valores de tiempo de vida sin tiempo de censura, esta distribucio´n “teo´rica” se puede
comparar a continuacio´n con la distribucio´n estimada de la metodolog´ıa propuesta, SEP-lme.
Es importante destacar que la variable respuesta del presente disen˜o es la distancia L2 entre
la distribucio´n “teo´rica” y las funciones de distribucio´n estimadas por los me´todos SEP-lme y
PB-nlme.
Se propone usar un disen˜o 2k que requiere 2k experimentos, donde k es el nu´mero de factores
(para´metros), cada uno con so´lo dos niveles. Una sola re´plica completa de e´ste disen˜o requiere
2k observaciones, para k = 5 requiere 32 observaciones. En la pra´ctica son u´tiles los experimen-
tos con menor nu´mero posible de observaciones, por cuestiones de tiempo u otras causas que
imposibiliten la realizacio´n de todas. Los disen˜os fraccionales son una alternativa muy u´til para
obtener resultados fiables con un menor nu´mero de observaciones. De hecho, la pe´rdida de infor-
macio´n que habitualmente suponen con respecto al modelo factorial completo esta´ relacionada
con interacciones de nivel superior (3, 4, etc.) cuyo estudio no suele aportar informacio´n valiosa.
En el presente estudio se utiliza el disen˜o factorial con fraccio´n 1/4 de 25 con resolucio´n III,
denotado por 25−2III , con 8 combinaciones para los 5 factores (para´metros) de las 32 en total. Con
este disen˜o se contrasta la influencia de los para´metros del modelo de Paris (las propiedades del
material) en la exactitud de la estimacio´n del tiempo de vida, medida a trave´s de la distancia
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L2 entre la funcio´n de distribucio´n estimada ya sea por el me´todo SEP-lme o PB-nlme y la
distribucio´n teo´rica.
COMBINACIONES C m σ2C σ2m σCm
1 5 4 0.1 0.5 -0.02
2 5 4 0.5 0.1 -0.09
3 5 3 0.5 0.1 -0.02
4 5 3 0.1 0.5 -0.09
5 6 4 0.5 0.5 -0.02
6 6 4 0.1 0.1 -0.09
7 6 3 0.5 0.5 -0.09
8 6 3 0.1 0.1 -0.02
Tabla 3.1: Combinaciones del disen˜o fraccionario 25−2III .
Las combinaciones de la Tabla 3.1 se utilizan para el estudio de simulacio´n del crecimiento
de grietas.
Combinacio´n 1: C = 5 m = 4 σ2C = 0.1 σ2m = 0.5 σCm = -0.02
Con estos para´metros se simulan 1001 pares (C,m) de la distribucio´n normal bivariada, ha-
ciendo uso de la funcio´n mvrnorm de la librer´ıa MASS del software R, de forma aleatoria debido a
que, un mismo material y unas mismas condiciones de ensayo dan curvas distintas con tiempos
de fallo distintos. Cada par de para´metros se corresponde con una curva de longitud de grieta
para los tiempos en el intervalo [0,1] (ver Figura 3.4), obtenida mediante la ecuacio´n (3.12) para
m diferente de 2, y longitud inicial de grieta a0 = 0.1.
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Figura 3.4: Simulacio´n de grietas mediante el modelo de Paris, tiempos de fallo (en rojo)
En la Figura 3.4 se presentan 1001 curvas, adema´s, mediante una l´ınea horizontal segmentada
se indica que el fallo del material se define para una longitud de grieta igual a 0.5 (tomando
unidades arbitrarias, u.a.). Los puntos de color rojo indican los tiempos de fallo del material,
la curva azul es la funcio´n de distribucio´n de los tiempos de fallo y se denomina distribucio´n
“teo´rica” de Paris, calculada mediante el me´todo de Monte Carlo (como se explico´ en el apartado
3.3).
Condiciones iniciales sobre las grietas simuladas por Paris:
Una vez obtenida la evolucio´n del taman˜o de grieta con respecto al tiempo para cada una
de las 1001 probetas, las condiciones iniciales para la aplicacio´n de los me´todos PB-nlme
y SEP-lme que ma´s adelante se detallan, son:
1. las curvas simuladas son censuradas por un tiempo determinado en tc = 0.15 y
tambie´n por la longitud de grieta o FALLO = 0.5 (ver seccio´n 3.3).
2. Tiempo ma´ximo donde puede producir el fallo, tfinal = 3
3. El nu´mero de probetas simuladas es 15.
Debe tenerse en cuenta que las condiciones iniciales para los dos me´todos son arbitrarias,
su funcio´n es servir de base para la comparacio´n entre las estimaciones de sus distribu-
ciones de tiempos de fallo con la distribucio´n “teo´rica” de Paris.
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3.4.2 Me´todo propuesto: Ajuste con modelo no parame´trico SEP-lme
Uno de los objetivos de esta tesis es la propuesta de un me´todo alternativo al PB-nlme.
La idea principal para desarrollar este me´todo es la linealizacio´n del logaritmo de la ecuacio´n
de Paris, y estimar los para´metros C y m mediante un modelo lineal. Las estimaciones de las
longitudes de grieta se hacen mediante modelos lineales de efectos mixtos (lme) de forma no
parame´trica con B-splines, para luego calcular la derivada con suavizacio´n Pspline. Con fines de
obtener la distribucio´n de tiempos de fallo se utiliza kernel estimator of the distribution function
(kde), con ancho de banda obtenido por me´todos plug-in (Polansky y Baker, 2000; Quintela-del-
R´ıo y Este´vez-Pe´rez, 2012).
El me´todo propuesto se describe mediante el siguiente algoritmo:
1. Con las condiciones iniciales sobre las grietas de Paris, y las 15 probetas o curvas si-
muladas, una vez trasladadas verticalmente al origen, las curvas de taman˜o de grieta
resultantes se ajustan mediante la funcio´n lme sobre las B-splines de los tiempos, y se
obtienen curvas por prediccio´n.
2. Se realiza una linealizacio´n en el modelo de Paris, para calcular los para´metros C y m,
de la siguiente manera:
Se toma logaritmo a la ecuacio´n de Paris,
log
(
da
dt
)
= log (C [∆K(a)]m) (3.13)
Se linealiza para calcular C y m,
log
(
da
dt
)
= log(C) +m log [∆K(a)] (3.14)
Utilizando las predicciones del paso 1, se calculan las derivadas con respecto al tiempo
mediante las herramientas de suavizacio´n proporcionadas por las funciones de Pspline y
predict (funciones de pspline del software R). Con el logaritmo de e´stas derivadas y el
log [∆K(a)] se realiza el ajuste del modelo lineal con la funcio´n lm.
Los nuevos 15 pares (C,m) se obtienen de exponenciales de los primeros coeficientes (para
los C) y los segundos coeficientes (para los m), con los modelos lm ajustados, segu´n la
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expresio´n (3.14).
3. Con los 15 pares (C,m) del paso 2, se calculan las curvas de la solucio´n de Paris (expresio´n
(3.9)) para luego ser intersecadas por la recta horizontal definida a la altura del fallo
(ac = 0.5), obteniendo de esta manera los tiempos de fallo. Mediante la funcio´n kde de
kerdiest aplicada a estos tiempos de fallo se estima la funcio´n de distribucio´n.
4. Con los pasos 1, 2 y 3 se realizan 100 simulaciones, obteniendo 100 funciones de distri-
bucio´n de tiempos de fallo. La curva media de e´stas es la que representa la distribucio´n
estimada por SEP-lme, y se observa, que esta se encuentra casi en su totalidad confundida
con la distribucio´n “teo´rica” de Paris (ver Figura 3.5):
l l
l l
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
l l
l l
l l
l l
l l
l l
0.08 0.10 0.12 0.14 0.16 0.18 0.20
0.0
0.2
0.4
0.6
0.8
1.0
Tiempo (u.a.)
Distribución Teórica
Distribución con SEP−lme
Pr
ob
ab
ilid
ad
l l
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
l
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
l
l
l l
ll
l l
l
l l
l l
Figura 3.5: Me´todo SEP-lme, distribuciones de tiempos de fallo
5. La funcio´n de distribucio´n de SEP-lme, es estimada en el paso 4, considerando el nu´mero
y posicio´n de los nodos (knots) en la funcio´n lme para la base B-splines en el eje de los
tiempos (ver ape´ndice B).
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3.4.3 Me´todo esta´ndar parame´trico PB-nlme
Se propone el empleo de un me´todo esta´ndar parame´trico de Pinheiro y Bates, denotado
por PB-nlme, que se compone de la aplicacio´n de modelos no lineales de efectos mixtos y la
estimacio´n de la distribucio´n de tiempos de fallo de forma parame´trica, a trave´s del me´todo de
ma´xima verosimilitud aproximado. Este me´todo consta de los siguientes pasos con el objetivo
estimar la distribucio´n de tiempos de fallo:
1. Con las condiciones iniciales de las grietas del modelo Paris, las 15 probetas o curvas son
simuladas (norma BS ISO, 12107-2003) y sobre las cuales la funcio´n nlme (Pinheiro et
al., 2014), realiza el ajuste, y estima los valores (µˆC , µˆm) y ΣˆCm mediante el me´todo de
ma´xima verosimilitud.
2. Con los nuevos valores estimados en el paso 1, la normal bivariada modela 1001 pares
(C ′,m′), y a su vez, mediante la solucio´n de la ecuacio´n de Paris (expresio´n (3.9)), se
simulan la misma cantidad de curvas. Como en el procedimiento flexible, se supone que
el material falla cuando el taman˜o de grieta se corresponde con el valor 0.5. Teniendo en
cuenta este valor, se estima la distribucio´n de tiempos de fallo mediante el me´todo de
Monte Carlo, obtenie´ndose resultados como los obtenidos en la Figura 3.6.
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Figura 3.6: Simulacio´n de grietas por PB-nlme, tiempos de fallo. Los puntos rojos indican el corte de
cada una de las curvas a− t con el valor del taman˜o de grieta cr´ıtico al que se produce el
fallo. La componente en el eje de abscisas de cada punto se corresponde con un tiempo de
fallo.
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3. Con los pasos 1 y 2 se realizan 100 simulaciones de las que se obtienen 100 distribuciones
de tiempos de fallo. Se estima la distribucio´n de tiempos de fallo (estimacio´n PB-nlme)
mediante la curva media obtenida a partir de las 100 distribuciones obtenidas anterior-
mente, una por cada simulacio´n.
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Figura 3.7: Me´todo PB-nlme, distribuciones de tiempos de fallo
En la Figura 3.7, correspondiente al mismo escenario que la figura 3.6, se observa que la
funcio´n de distribucio´n estimada esta´ relativamente alejada de la distribucio´n “teo´rica”
de tiempos de fallo, ma´s si cabe si se compara con la estimacio´n obtenida por el me´todo
flexible propuesto (Figura 3.8).
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Figura 3.8: Comparacio´n de distribuciones de tiempos de fallo
3.4.4 Resultados y discusio´n
En la Figura 3.8 muestra las tendencias de las funciones de distribucio´n estimadas por los dos
me´todos desarrollados y su relacio´n con la funcio´n de distribucio´n estimada del tiempo de fallo
(distribucio´n teo´rica). Se observa que la distribucio´n estimada por el me´todo flexible propuesto
SEP-lme esta´ ma´s pro´xima a la “teo´rica” comparada con la distribucio´n estimada mediante el
me´todo PB-nlme.
A continuacio´n se presenta el estudio de simulacio´n para las combinaciones comprendidas
entre la 2 y la 8, definidas en la Tabla 3.1:
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Combinacio´n 2: C = 5 m = 4 σ2C = 0.5 σ2m = 0.1 σCm = -0.09
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Figura 3.9: Simulacio´n del taman˜o de grieta y distribuciones de tiempos de fallo obtenidas por los
me´todos PB-nlme y SEP-lme correspondientes a la combinacio´n 2.
La Figura 3.9 muestra las tendencias de las funciones de distribucio´n estimadas por los dos
me´todos desarrollados y su relacio´n con la funcio´n de distribucio´n del tiempo de fallo (distribu-
cio´n teo´rica). Se observa que la distribucio´n estimada por el me´todo flexible propuesto SEP-lme
esta´ ma´s pro´xima a la “teo´rica” que la estimacio´n obtenida mediante el me´todo PB-nlme. La
estimacio´n SEP-lme pra´cticamente se solapa con la distribucio´n teo´rica. Por otro lado, la esti-
macio´n PB-nlme sobreestima a tiempos de fallo largos. Los resultados mostrados en la Figura
3.9 esta´n de acuerdo con las distancias L2 mostradas en la Tabla 3.2, de hecho la distancia entre
la estimacio´n SEP-lme y la distribucio´n “teo´rica” es sensiblemente menor, considera´ndose dicha
estimacio´n ma´s exacta que la PB-nlme.
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Combinacio´n 3: C = 5 m = 3 σ2C = 0.5 σ2m = 0.1 σCm = -0.02
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Figura 3.10: Simulacio´n del taman˜o de grieta y distribuciones de tiempos de fallo obtenidas por los
me´todos PB-nlme y SEP-lme correspondientes a la combinacio´n 3.
La Figura 3.10 muestra las tendencias de las funciones de distribucio´n estimadas por los dos
me´todos desarrollados y su relacio´n con la funcio´n de distribucio´n del tiempo de fallo (distribu-
cio´n teo´rica). Se observa que la distribucio´n estimada por el me´todo flexible propuesto SEP-lme
esta´ ma´s pro´xima a la “teo´rica” que la estimacio´n obtenida mediante el me´todo PB-nlme. La
estimacio´n SEP-lme pra´ct came t se solapa con la distribucio´n teo´rica. Por otro lado, la estima-
cio´n PB-nlme tambie´n aporta una buena estimacio´n, reproduciendo la tendencia de la funcio´n
de distribucio´n teo´rica. Los resultados mostrados en la Figura 3.10 esta´n de acuerdo con las
distancias L2 mostradas en la Tabla 3.2, de hecho la distancia entre la estimacio´n SEP-lme y
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la distribucio´n “teo´rica” es menor, por tanto dicha estimacio´n SEP-lme estima mejor que la
PB-nlme.
Combinacio´n 4: C = 5 m = 3 σ2C = 0.1 σ2m = 0.5 σCm = -0.09
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Figura 3.11: Simulacio´n del taman˜o de grieta y distribuciones de tiempos de fallo obtenidas por los
me´todos PB-nlme y SEP-lme correspondientes a la combinacio´n 4.
La Figura 3.11 muestra las tendencias de las funciones de distribucio´n estimadas por los dos
me´todos desarrollados y su relacio´n con la funcio´n de distribucio´n del tiempo de fallo (distribu-
cio´n teo´rica). Se observa que la distribucio´n estimada por el me´todo flexible propuesto SEP-lme
esta´ ma´s pro´xima a la “teo´rica” que la estimacio´n obtenida mediante el me´todo PB-nlme. La
estimacio´n SEP-lme pra´cticamente se solapa con la distribucio´n teo´rica. Por otro lado, la esti-
macio´n PB-nlme infraestima a tiempos de fallo largos y sobreestima a tiempos de fallo cortos.
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Se ve claramente que no ajusta la tendencia de la distribucio´n teo´rica. Los resultados mostrados
en la Figura 3.11 esta´n de acuerdo con las distancias L2 mostradas en la Tabla 3.2, de hecho
la distancia entre la estimacio´n SEP-lme y la distribucio´n “teo´rica” es sensiblemente menor,
considera´ndose dicha estimacio´n es mejor que la PB-nlme.
Combinacio´n 5: C = 6 m = 4 σ2C = 0.5 σ2m = 0.5 σCm = -0.02
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Figura 3.12: Simulacio´n del taman˜o de grieta y distribuciones de tiempos de fallo obtenidas por los
me´todos PB-nlme y SEP-lme correspondientes a la comb nacio´n 5.
La Figura 3.12 muestra las tendencias de las funciones de distribucio´n estimadas por los dos
me´todos desarrollados y su relacio´n con la funcio´n de distribucio´n del tiempo de fallo (distribu-
cio´n teo´rica). Se observa que la distribucio´n estimada por el me´todo flexible propuesto SEP-lme
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esta´ ma´s pro´xima a la “teo´rica” que la estimacio´n obtenida mediante el me´todo PB-nlme.
Combinacio´n 6: C = 6 m = 4 σ2C = 0.1 σ2m = 0.1 σCm = -0.09
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Figura 3.13: Simulacio´n del taman˜o de grieta y distribuciones de tiempos de fallo obtenidas por los
me´todos PB-nlme y SEP-lme correspondientes a la combinacio´n 6.
La Figura 3.13 muestra las tendencias de las funciones de distribucio´n estimadas por los
dos me´todos desarrollados y su relacio´n con la funcio´n de distribucio´n del tiempo de fallo (dis-
tribucio´n teo´rica). Se observa que las distribuciones obtenidas por los dos me´todos coinciden
pra´cticamente con la distribucio´n teo´rica, no observa´ndose diferencias apreciables entre las dos
estimaciones.
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Combinacio´n 7: C = 6 m = 3 σ2C = 0.5 σ2m = 0.5 σCm = -0.09
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Figura 3.14: Simulacio´n del taman˜o de grieta y distribuciones de tiempos de fallo obtenidas por los
me´todos PB-nlme y SEP-lme correspondientes a la combinacio´n 7.
La Figura 3.14 muestra las tendencias de las funciones de distribucio´n estimadas por los dos
me´todos desarrollados y su relacio´n con la funcio´n de distribucio´n del tiempo de fallo (distribu-
cio´n teo´rica). Se observa que la distribucio´n estimada por el me´todo flexible propuesto SEP-lme
ha resultado estar ma´s pro´xima a la “teo´rica” que la estimacio´n obtenida mediante el me´todo
PB-nlme. La estimacio´n SEP-lme pra´cticamente coincide con la distribucio´n teo´rica. Sin embar-
go, la estimacio´n PB-nlme sobreestima a tiempos cortos de fallo e infraestima a tiempos largos.
Se ve claramente que no ajusta la tendencia de la distribucio´n teo´rica. Los resultados mostrados
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en la Figura 3.14 esta´n de acuerdo con las distancias L2 mostradas en la Tabla 3.2, de hecho
la distancia entre la curva SEP-lme y la “teo´rica” es menor, considera´ndose la estimacio´n ma´s
exacta.
Combinacio´n 8: C = 6 m = 3 σ2C = 0.1 σ2m = 0.1 σCm = -0.02
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Figura 3.15: Simulacio´n del taman˜o de grieta y distribuciones de tiempos de fallo obtenidas por los
me´todos PB-nlme y SEP-lme correspondientes a la combinacio´n 8.
En la Figura 3.15 muestra las tendencias de las funciones de distribucio´n estimada por los
dos me´todos desarrollados y su relacio´n con la funcio´n de distribucio´n del tiempo de fallo (dis-
tribucio´n teo´rica). Se observa que la distribucio´n estimada por el me´todo flexible propuesto
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SEP-lme esta´ ma´s pro´xima a la “teo´rica” que la estimacio´n obtenida mediante el me´todo PB-
nlme. La estimacio´n SEP-lme pra´cticamente se solapa con la distribucio´n teo´rica. Sin embargo,
la estimacio´n PB-nlme infraestima a tiempos largos. Se ve claramente que no ajusta la tendencia
de la distribucio´n teo´rica. Los resultados mostrados en la Figura 3.15 esta´n de acuerdo con las
distancias L2 mostradas en la Tabla 3.2, de hecho la distancia entre la estimacio´n SEP-lme y la
distribucio´n “teo´rica” es menor, considera´ndose dicha estimacio´n ma´s exacta que la PB-nlme.
Como comentarios generales, se puede observar que el me´todo SEP-lme propuesto propor-
ciona estimaciones ma´s exactas que el me´todo tradicional de referencia PB-nlme en la mayor´ıa
de los escenarios de simulacio´n estudiados. Incluso en aquellos donde la estimacio´n PB-nlme es
ligeramente ma´s exacta, cuando el para´metro m = 3, las estimaciones de la distribucio´n de tiem-
pos de fallo proporcionada por el me´todo SEP-lme coinciden pra´cticamente con la distribucio´n
teo´rica. De hecho, la Figura 3.16 muestra que la distancia L2 entre estimacio´n y distribucio´n
“teo´rica” tiende a ser menor cuando se utiliza el me´todo flexible propuesto SEP-lme. Por tanto,
se demuestra que la metodolog´ıa SEP-lme proporcionar´ıa buenas estimaciones independiente-
mente de las propiedades y heterogeneidad del material de estudio (definidas por los para´metros
C,m y sus varianzas). Es tambie´n importante observar que las estimaciones correspondientes
a los escenarios con un m mayor son ma´s exactas, es decir, se obtienen mejores estimaciones
cuanto menos du´ctil sea el material.
1. Comparacio´n de las estimaciones PB-nlme y SEP-lme en funcio´n de las dis-
tancias a la distribucio´n “teo´rica” (T) de tiempo de fallo.
COMBINACIONES L2(T,PB–nlme) L2(T,SEP–lme)
1 0.0053 0.0033
2 0.0068 0.0051
3 0.0049 0.0038
4 0.0056 0.0034
5 0.0026 0.0037
6 0.0009 0.0017
7 0.0036 0.0033
8 0.0015 0.0012
Tabla 3.2: Distancias L2 entre las distribuciones de tiempos de fallo
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Figura 3.16: Boxplot de distancias L2 entre las distribuciones: distribucio´n “teo´rica” con PB-nlme y
distribucio´n “teo´rica” con SEP-lme
Observando las Figuras 3.8-3.15, en casi la totalidad de los escenarios estudiados, la
estimacio´n de la distribucio´n de tiempos de fallo a partir del me´todo flexible propues-
to, SEP-lme, ha proporcionado estimaciones ma´s exactas de la funcio´n de distribucio´n
“teo´rica” que el me´todo cla´sico PB-nlme, y no so´lo eso, sino que las estimaciones son de
gran exactitud en te´rminos absolutos y en una gran variedad de escenarios. La obtencio´n
de las distancias L2 teniendo en cuenta la distancia o norma L2 (ver Tabla 3.2 y Figura
3.16) apoya el ana´lisis realizado a trave´s de las gra´ficas.
2. Estimacio´n de la precisio´n de las distribuciones obtenidas por los me´todos
PB-nlme y SEP-lme con la distribucio´n “teo´rica” (T) mediante Mean Squa-
red Error (MSE).
Se propone comparar la precisio´n de las estimaciones de las funciones de distribucio´n
estimadas por los me´todos PB-nlme y SEP-lme, con respecto a la distribucio´n teo´rica,
desde un enfoque de ana´lisis, mediante el ca´lculo del error cuadra´tico medio (MSE):
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MSE = 1
n
n∑
i=1
(
Fˆi − Fi
)
(3.15)
donde Fˆ es la distribucio´n estimada, ya sea por el me´todo SEP-lme o por PB-nlme y F
la funcio´n de distribucio´n teo´rica, cada una evaluada en n puntos o tiempos.
En la Tabla 3.3 y en la Figura 3.17, se observa que las distribuciones obtenidas por el
me´todo SEP-lme son ma´s precisas (MSE pra´cticamente cero) en te´rminos de MSE con
respecto a las distribuciones estimadas por PB-nlme, en una gran variedad de escenarios,
donde T es la distribucio´n “teo´rica” o “poblacional”.
COMBINACIONES MSE (T,PB–nlme) MSE (T,SEP–lme)
1 3.2·10−5 1.6·10−5
2 9.1·10−5 4.6·10−5
3 4.2·10−5 2.5·10−5
4 3.4·10−5 3.3·10−6
5 3.8·10−6 3.6·10−6
6 1.4·10−6 4.6·10−6
7 1.1·10−6 4.1·10−6
8 2.4·10−6 1.5·10−7
Tabla 3.3: MSE entre las distribuciones de tiempos de fallo
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Figura 3.17: Boxplot de SE entre las distribuciones: Distribucio´n “teo´rica” con PB-nlme y distribucio´n
“teo´rica” con SEP-lme
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3. Resultados obtenidos a partir del disen˜o de experimentos.
Los resultados del disen˜o factorial fraccionado, definiendo los para´metros C, m, σ2C , σ2m y
σCm como factores y como variable respuesta la distancia L2 entre la distribucio´n “teo´ri-
ca” y la estimacio´n por el me´todo SEP-lme, se muestran en la Tabla 3.4. La ecuacio´n
de Paris viene determinada por los coeficientes C y m, los cuales se simulan con una
distribucio´n normal bivariada que tiene de para´metros un vector de medias y una matriz
de varianzas-covarianzas. El ana´lisis del disen˜o fraccionado de experimentos 25−2III propor-
ciona la informacio´n del factor o factores significativos y sus niveles que minimizan las
distancias L2.
COMBINACIONES C m σ2C σ2m σCm L2(T,SEP–lme)
1 5 4 0.1 0.5 -0.02 0.0033
2 5 4 0.5 0.1 -0.09 0.0051
3 5 3 0.5 0.1 -0.02 0.0038
4 5 3 0.1 0.5 -0.09 0.0034
5 6 4 0.5 0.5 -0.02 0.0037
6 6 4 0.1 0.1 -0.09 0.0017
7 6 3 0.5 0.5 -0.09 0.0033
8 6 3 0.1 0.1 -0.02 0.0012
Tabla 3.4: Matriz del disen˜o factorial 25−2III con respuesta L2(T,SEP–lme)
Para identificar los efectos principales significativos y la interaccio´n entre dos de ellos se
utiliza la gra´fica normal de efectos al 95 % de confianza (Figura 3.18).
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Figura 3.18: Gra´fica semi normal de efectos con nivel de confianza del 95 %.
La gra´fica semi normal de efectos tiene en el eje Y los cuantiles no negativos de la dis-
tribucio´n normal, y en el eje X los valores absolutos de coeficientes de los efectos. Con
puntos de color rojo se identifica el efecto principal significativo al 95 %, var.C y C como
efectos positivos. Esto significa que el me´todo SEP-lme estima de forma exacta y relativa-
mente precisa la funcio´n de distribucio´n de los tiempos de fallo para un amplio rango de
diferentes materiales con diferentes propiedades meca´nicas (ma´s o menos du´ctiles, fra´gi-
les, resistentes, etc.). Los u´nicos factores que afectan negativamente a la estimacio´n de la
funcio´n de distribucio´n por el me´todo SEP-lme son: el para´metro C (dependiente de las
propiedades del material) y el incremento de la heterogeneidad del material, representado
por la varianza del para´metro C.
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Figura 3.19: Gra´fica de efectos principales
En la gra´fica de efectos principales, tambie´n se aprecia que los factores identificados como
influyentes en este ep´ıgrafe, C y var.C, tienen la longitud de sus segmentos correspondien-
tes mayor que los correspondientes a los dema´s (efectos significativos). Adema´s se observa
que, para obtener la menor distancia L2 entre la distribucio´n “teo´rica” y la estimacio´n
SEP-lme de la distribucio´n de tiempos de fallo, los factores m, var.C y var.m deben tener
valores mı´nimos, mientras que los factores C y cov.Cm deben tener valores ma´ximos. Es
decir, mı´nima heterogeneidad y materiales menos du´ctiles.
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4. Efecto del tiempo de censura en la exactitud de las estimaciones.
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Figura 3.20: Distribuciones de tiempos de fallo en 1 y variacio´n de tiempos de censura en 0.10, 0.12,
0.15, 0.17, 0.19 y 0.21.
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En este apartado, el objetivo es medir la influencia del tiempo de censura en la exactitud
de las estimaciones. Para ello se escoge un escenario definido por los para´metros C =
5, m = 4, σ2C = 0.5, σ2m = 0.1, σCm = −0.09. Se completa el estudio de simulacio´n del
crecimiento de grietas, por el que se evalu´a el modelo SEP-lme, mediante la realizacio´n
de 6 simulaciones variando los tiempos de censura en 0.10, 0.12, 0.15, 0.17, 0.19, 0.21 y
permaneciendo constante el fallo en 1 u.a. El motivo de escoger el fallo en 1 se debe a
que las pendientes de las longitudes de grietas con respecto al tiempo empiezan a crecer
infinitamente (se corre el riesgo de que no se cumpla la ley de Paris), siendo este un caso
extremo, desfavorable para la estimacio´n. En este escenario se estudia el comportamiento
de los dos me´todos de estimacio´n.
Fallo Censura MSE(T,SEP–lme) MSE(T,PB–nlme) L2(T,SEP–lme) L2(T,PB–nlme)
1 0.10 5.13·10−5 0.0001 0.0054 0.0097
1 0.12 5.11·10−5 8.28·10−5 0.0055 0.0080
1 0.15 4.95·10−5 0.0001 0.0053 0.0079
1 0.17 4.82·10−5 0.0001 0.0052 0.0085
1 0.19 5.02·10−5 0.0001 0.0053 0.0082
1 0.21 5.19·10−5 0.0001 0.0054 0.0085
Tabla 3.5: MSE y L2 entre las distribuciones teo´ricas (T) y las obtenidas por los me´todos SEP-lme y
PB-nlme, en 6 escenarios de longitudes de grieta simuladas con fallo 1 y variacio´n de tiempos
de censura en 0.10, 0.12, 0.15, 0.17, 0.19 y 0.21.
A partir de la observacio´n de las gra´ficas de la Figura 3.20 y los resultados en la Tabla
3.5, se puede concluir que, en todos los casos, la estimacio´n por el me´todo SEP-lme,
propuesto en el presente cap´ıtulo, es ma´s exacta y precisa que la proporcionada por el
me´todo cla´sico PB-nlme. La estimacio´n es adema´s exacta en te´rminos absolutos, incluso
para los tiempos de censura ma´s desfavorables. Este resultado justifica el uso del me´todo
flexible SEP-lme para la estimacio´n de la distribucio´n de tiempos de fallo debido a la
aplicacio´n de esfuerzos de fatiga meca´nica.
5. Ana´lisis comparativo de los me´todos parame´trico y flexible en el disen˜o fac-
torial completo 25, con variable respuesta las distancias L2.
Para complementar el estudio de simulacio´n que evalu´a el me´todo flexible propuesto, se
calculan las distancias L2 de las distribuciones de tiempos de fallo en las 32 combinaciones
y los nodos o´ptimos empleados en el ajuste B-spline mediante la funcio´n lme de R (Tabla
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3.6). Con las respuestas L2 del disen˜o completo se realizan contrastes de especificacio´n
para las diferencias, y se obtienen los siguientes resultados: Del contraste de Shapiro-Wilk
con p-valor > 0.05, se acepta que los datos de las distancias L2 entre las dos distribuciones
provienen de distribuciones normales con un nivel de confianza del 95 %. Luego, mediante
la aplicacio´n de los contrastes t-Student (a una cola), Wilcoxon (a una cola), con p-valores
menores que 0.05 se acepta que, la media y la distribucio´n de las distancias L2(T,SEP–lme)
son menores que las de L2(T,PB–nlme), con un nivel de confianza del 95 % . En la gra´fica
Boxplot se observa que la mediana de las distancias de la “teo´rica” (T) con SEP-lme es
menor que la mediana de las distancias de la “teo´rica” (T) con PB-nlme.
Comb. C m σ2C σ2m σCm L2(T,SEP–lme) L2(T,PB–nlme) Nodos lme
1 5 4 0.5 0.5 -0.02 0.0041 - (0.2,0.5)
2 5 4 0.5 0.5 -0.09 0.0053 - (0.2,0.7)
3 5 4 0.5 0.1 -0.02 0.0043 0.0060 (0.25,0.45)
4 5 4 0.5 0.1 -0.09 0.0044 0.0067 (0.5,0.7)
5 5 4 0.1 0.5 -0.02 0.0025 0.0053 (0.3,0.5)
6 5 4 0.1 0.5 -0.09 0.0031 0.0053 (0.3,0.5)
7 5 4 0.1 0.1 -0.02 0.0011 0.0009 0.1
8 5 4 0.1 0.1 -0.09 0.0017 0.0016 0.25
9 5 3 0.5 0.5 -0.02 0.0032 0.0024 (0.65,0.7,0.95)
10 5 3 0.5 0.5 -0.09 0.0039 0.0027 (0.65,0.7,0.9)
11 5 3 0.5 0.1 -0.02 0.0035 0.0049 (0.2,0.95)
12 5 3 0.5 0.1 -0.09 0.0037 0.0048 (0.2,0.95)
13 5 3 0.1 0.5 -0.02 0.0020 0.0053 (0.45,0.7,0.9)
14 5 3 0.1 0.5 -0.09 0.0024 0.0056 0.05
15 5 3 0.1 0.1 -0.02 0.0008 0.0020 (0.2,0.9)
16 5 3 0.1 0.1 -0.09 0.0012 0.0021 (0.1,0.9)
17 6 4 0.5 0.5 -0.02 0.0038 0.0026 (0.5,0.7,0.9)
18 6 4 0.5 0.5 -0.09 0.0041 0.0027 (0.5,0.65)
19 6 4 0.5 0.1 -0.02 0.0024 - (0.35,0.7)
20 6 4 0.5 0.1 -0.09 0.0027 - (0.35,0.6)
21 6 4 0.1 0.5 -0.02 0.0018 0.0046 (0.35,0.5)
22 6 4 0.1 0.5 -0.09 0.0024 - (0.4,0.55)
23 6 4 0.1 0.1 -0.02 0.0008 0.0009 (0.4,0.75)
24 6 4 0.1 0.1 -0.09 0.0013 0.0009 (0.4,0.7)
25 6 3 0.5 0.5 -0.02 0.0025 0.0036 (0.4,0.9)
26 6 3 0.5 0.5 -0.09 0.0026 0.0036 (0.05,0.95)
27 6 3 0.5 0.1 -0.02 0.0021 0.0025 (0.25,0.85,0.95)
28 6 3 0.5 0.1 -0.09 0.0019 0.0027 (0.2,0.95)
29 6 3 0.1 0.5 -0.02 0.0014 0.0051 (0.1,0.85)
30 6 3 0.1 0.5 -0.09 0.0017 0.0052 (0.25,0.85)
31 6 3 0.1 0.1 -0.02 0.0007 0.0015 (0.35,0.9)
32 6 3 0.1 0.1 -0.09 0.0009 0.0017 (0.3,0.85)
Tabla 3.6: Matriz del disen˜o factorial completo 25 con respuestas L2 y nodos o´ptimos de lme
110
PB−nlme SEP−lme
0.
00
1
0.
00
2
0.
00
3
0.
00
4
0.
00
5
0.
00
6
0.
00
7
L 2
Figura 3.21: Boxplot de distancias L2 entre distribuciones, “teo´rica” con PB-nlme y “teo´rica” con
SEP-lme
3.5 Aplicacio´n a datos reales
Una vez analizado el desempen˜o del modelo SEP-lme mediante el estudio de simulacio´n, es
absolutamente necesario observar el resultado de aplicarlo a bases de datos reales, ma´s discreti-
zados, con ma´s ruido, en los que pueden existir fuentes de variacio´n no incluidas en el estudio de
simulacio´n. Por tanto, se comparara´ el desempen˜o de los me´todos SEP-lme y PB-nlme a partir
del ana´lisis de una base de datos correspondiente a un material meta´lico.
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Base de datos para la aplicacio´n.
La aplicacio´n de la simulacio´n del crecimiento de grietas con el modelo de Paris, se realiza a
partir de los datos descritos en Hudak et al. (1978). Se corresponden con el crecimiento de
grietas en funcio´n del nu´mero de ciclos en una aleacio´n de aluminio denominada aleacio´n-
A. Las longitudes de grieta observadas (medidas en pulgadas) en funcio´n del nu´mero de
ciclos de fatiga (en millones de ciclos) se pueden observar en la Tabla 3.7, obtenida a partir
de la tabla C.14, pa´gina 639 de la monograf´ıa de Meeker y Escobar (1998).
MILLONES DE CICLOS
PROBETA 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10 0.11 0.12
1 0.90 0.95 1.00 1.05 1.12 1.19 1.27 1.35 1.48 1.64
2 0.90 0.94 0.98 1.03 1.08 1.14 1.21 1.28 1.37 1.47 1.60
3 0.90 0.94 0.98 1.03 1.08 1.13 1.19 1.26 1.35 1.46 1.58 1.77
4 0.90 0.94 0.98 1.03 1.07 1.12 1.19 1.25 1.34 1.43 1.55 1.73
5 0.90 0.94 0.98 1.03 1.07 1.12 1.19 1.24 1.34 1.43 1.55 1.71
6 0.90 0.94 0.98 1.03 1.07 1.12 1.18 1.23 1.33 1.41 1.51 1.68
7 0.90 0.94 0.98 1.02 1.07 1.11 1.17 1.23 1.32 1.41 1.52 1.66
8 0.90 0.93 0.97 1.00 1.06 1.11 1.17 1.23 1.30 1.39 1.49 1.62
9 0.90 0.92 0.97 1.01 1.05 1.09 1.15 1.21 1.28 1.36 1.44 1.55 1.72
10 0.90 0.92 0.96 1.00 1.04 1.08 1.13 1.19 1.26 1.34 1.42 1.52 1.67
11 0.90 0.93 0.96 1.00 1.04 1.08 1.13 1.18 1.24 1.31 1.39 1.49 1.65
12 0.90 0.93 0.97 1.00 1.03 1.07 1.10 1.16 1.22 1.29 1.37 1.48 1.64
13 0.90 0.92 0.97 0.99 1.03 1.06 1.10 1.14 1.20 1.26 1.31 1.40 1.52
14 0.90 0.93 0.96 1.00 1.03 1.07 1.12 1.16 1.20 1.26 1.30 1.37 1.45
15 0.90 0.92 0.96 0.99 1.03 1.06 1.10 1.16 1.21 1.27 1.33 1.40 1.49
16 0.90 0.92 0.95 0.97 1.00 1.03 1.07 1.11 1.16 1.22 1.26 1.33 1.40
17 0.90 0.93 0.96 0.97 1.00 1.05 1.08 1.11 1.16 1.20 1.24 1.32 1.38
18 0.90 0.92 0.94 0.97 1.01 1.04 1.07 1.09 1.14 1.19 1.23 1.28 1.35
19 0.90 0.92 0.94 0.97 0.99 1.02 1.05 1.08 1.12 1.16 1.20 1.25 1.31
20 0.90 0.92 0.94 0.97 0.99 1.02 1.05 1.08 1.12 1.16 1.19 1.24 1.29
21 0.90 0.92 0.94 0.97 0.99 1.02 1.04 1.07 1.11 1.14 1.18 1.22 1.27
Tabla 3.7: Base de datos aleacio´n-A (longitud de grietas en pulgadas)
Ana´lisis exploratorio de aleacio´n-A.
En la Tabla 3.7 y en la Figura 3.22 se muestran los datos de crecimiento de grieta por
fatiga de 21 probetas de una aleacio´n de aluminio. Se puede apreciar que el camino de
degradacio´n que forma el crecimiento de grieta es convexo, aumenta el nivel de degradacio´n
continuamente la pieza al ser sometida a esfuerzos c´ıclicos. Las mediciones del crecimiento
de grieta se hicieron cada 10000 ciclos. En la figura se puede observar que la ac=1.6 y el
tiempo de censura 0.12 millones de ciclos. Se observan datos censurados.
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Figura 3.22: Crecimiento de grieta de aleacio´n-A, 2 ejes de censura: ciclos y grieta cr´ıtica (FALLO).
Aleacio´n-A, ajuste y prediccio´n con el modelo esta´ndar parame´trico PB-nlme.
El modelo de Paris es un caso particular de un modelo de degradacio´n en forma de ecuacio´n
diferencial (ver apartado 3.1). De la solucio´n de esta ecuacio´n, se ajusta el modelo de la
expresio´n (3.4) (trayectoria general del modelo de degradacio´n) con Dij = a(t), a0 = 0.9,
F=1 y S = 1. Los coeficientes C y m son modelados con una distribucio´n normal bivariada.
La funcio´n nlme estima los 21 pares de coeficientes (C,m) por ma´xima verosimilitud (ver
ape´ndice B). Estos 21 pares de coeficientes (C,m) se sustituyen en la expresio´n de la solucio´n
del modelo de Paris, obteniendo curvas de prediccio´n hasta cortar el eje horizontal de fallo o
grieta cr´ıtica en 1.6. Los 21 puntos de corte se denominan tiempos de fallo del material. En
la Figura 3.23 se observa que 9 curvas esta´n censuradas por el tiempo de 0.12 millones ciclos
y las 12 curvas restantes alcanzan el fallo en 1.60 pulgadas. Los puntos que cortan a la recta
113
horizontal de fallo 1.6, de las curvas censuradas por el tiempo se denominan pseudotiempos
de fallo.
(C,m) (0.3439 , 4.7557) (0.3230 , 4.6512) (0.2291 , 5.1773) (0.2428 , 5.0452)
(0.2439 , 5.0054) (0.2371 , 5.0407) (0.2268 , 5.1612) (0.2399 , 4.9843)
(0.1985 , 5.2235) (0.1717 , 5.4108) (0.1444 , 5.6542) (0.0993 , 6.2332)
(0.1306 , 5.6792) (0.2090 , 4.9105) (0.3637 , 3.9554) (0.1116 , 5.7817)
(0.1395 , 5.3803) (0.1259 , 5.4845) (0.0976 , 5.8140) (0.1102 , 5.5779)
(0.1027 , 5.6385)
Matriz de varianzas-covarianzas
ΣCm =
[
0.0067 −0.0377
−0.0377 0.2446
]
Tabla 3.8: Coeficientes (C,m) y matriz de varianzas-covarianzas del ajuste de regresio´n no lineal de
efectos mixtos con la funcio´n nlme.
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Figura 3.23: Ajuste PB-nlme con prediccio´n, tiempos de fallo (puntos color rojo)
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El objetivo de este apartado es estimar la distribucio´n de tiempos de fallo mediante los
pares de coeficientes (C,m), estimados mediante el ajuste de regresio´n no lineal de efectos
mixtos y el me´todo de ma´xima verosimilitud con la funcio´n nlme, y la matriz de varianza-
covarianzas, ΣCm. La estimacio´n de la funcio´n de distribucio´n de los tiempos de fallo se
obtiene mediante la aplicacio´n del me´todo de Monte Carlo segu´n el siguiente algoritmo:
1. Generar N pares (C ′,m′) simulados desde una normal bivariada con media el vector
(C,m) estimado por la funcio´n nlme y la matriz de varianza-covarianzas, ΣCm:
N = 10 000, C = 0.1948229, m = 5.264979 y
ΣCm =
 0.0067 −0.0377
−0.0377 0.2446

2. Con los N pares simulados se aplica en la expresio´n de la solucio´n de Paris, obteniendo
N curvas que se cruzan con el eje horizontal de fallo, 1.6. Los puntos de corte son los
tiempos de fallo.
3. Para valores considerados de t, se usa:
F (t) ≈ Nu´mero de tiempos de fallo 6 t
N
donde F (t) es la distribucio´n de los tiempos de fallo estimada por el me´todo de Monte
Carlo, usando los para´metros ajustados por PB-nlme.
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Figura 3.24: Estimacio´n de la distribucio´n de tiempos de fallo con el me´todo PB-nlme y bandas de
confianza bootstrap al 95 %.
Las bandas de confianza bootstrap del 95 % de confianza se calculan siguiendo los pasos
del algoritmo en el ape´ndice B.
Me´todo propuesto no parame´trico SEP-lme.
Para culminar con la propuesta del nuevo me´todo, se aplican los pasos planteados en el
apartado 3.3.2 de la simulacio´n de crecimiento de grietas para el ajuste del modelo no
parame´trico SEP-lme.
Los criterios AIC y BIC sirven de apoyo para encontrar el mejor ajuste, al hacer variar los
nodos en la funcio´n lme (ver ape´ndice B). La Tabla 3.9 muestra los valores mı´nimos para
AIC, BIC y la posicio´n del nodo.
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AIC BIC NODOS
-1602.936 -1602.936 O.1
-1607.816 -1554.521 0.2
-1628.996 -1575.702 0.4
-1659.09 -1605.796 0.6
-1703.054 -1649.76 0.75
-1641.291 -1587.997 0.9
Tabla 3.9: AIC, BIC y nodos del ajuste con la funcio´n lme sobre las funciones de la base B-splines
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Figura 3.25: Ajuste del crecimiento de grietas con SEP-lme.
Las curvas de las longitudes de grietas de la Figura 3.25, son estimadas aplicando a la
solucio´n de Paris (con F = 1, S = 1 y a0 = 0.9) los 21 pares de coeficientes ajustados con la
funcio´n lme sobre las funciones de la base B-splines (con nodo 0.75, Tabla 3.9), trasladando
al origen las grietas de aleacio´n-A, y luego linealizando con logaritmos la ecuacio´n de Paris,
se aplican modelos lineales (lm del software R) y se obtienen los coeficientes C y m (C son
los exponentes de los primeros coeficientes y m los segundos coeficientes de los modelos lm):
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(C,m) (0.3832 , 4.5598) (0.3246 , 4.6337) (0.1951 , 5.4105) (0.1880 , 5.4382)
(0.1996 , 5.3391) (0.1891 , 5.3895) (0.1915 , 5.3663) (0.2217 , 5.1154)
(0.1788 , 5.3966) (0.1630 , 5.5049) (0.1214 , 5.9295) (0.0762 , 6.6365)
(0.0970 , 6.1595) (0.2728 , 4.4350) (0.1963 , 5.0229) (0.1154 , 5.7331)
(0.1208 , 5.6211) (0.1285 , 5.4590) (0.0908 , 5.9407) (0.1449 , 5.1162)
(0.1216 , 5.3508)
Matriz de varianzas-covarianzas
ΣCm =
[
0.0059 −0.0344
−0.0344 0.2694
]
Tabla 3.10: Coeficientes (C,m) y matriz de varianzas-covarianzas del ajuste con la funcio´n lme.
Los 21 pares (C,m) son usados en la solucio´n de Par´ıs, obteniendo curvas de prediccio´n hasta
cortar el eje horizontal de fallo o grieta cr´ıtica en 1.6. Los 21 puntos de corte se denominan
tiempos de fallo del material (ver Figura 3.26).
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Figura 3.26: Ajuste con SEP-lme y prediccio´n, tiempos de fallo (puntos color rojo)
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La funcio´n de distribucio´n de los tiempos de fallo es obtenida mediante kernel estimator of
the distribution function (kde), con ancho de banda obtenido por me´todos plug-in (Polansky
y Baker, 2000; Quintela-del-Rio y Estevez-Perez, 2012).
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Figura 3.27: Estimacio´n de la distribucio´n de tiempos de fallo con el me´todo SEP-lme, y bandas de
confianza bootstrap al 95 % de confianza.
En la Figura 3.27 se ve que la funcio´n de distribucio´n estimada con SEP-lme esta´ pro´xima
a los puntos de la distribucio´n emp´ırica de Paris obtenida del me´todo SEP-lme, y adema´s
las bandas de confianza bootstrap al 95 % de confianza los contienen.
Criterios de ajuste AIC y BIC para PB-nlme y me´todo propuesto SEP-lme.
Criterios de ajuste PB-nlme SEP-lme
AIC -1633.487 -1703.054
BIC -1612.076 -1649.76
Tabla 3.11: Criterios AIC y BIC de los ajuste con las funciones nlme y lme
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Los valores AIC y BIC de SEP-lme son menores que los de PB-nlme, por tanto, el ajuste
del me´todo propuesto SEP-lme es mejor de acuerdo a estos criterios.
La siguiente gra´fica muestran que las distribuciones emp´ıricas de los dos me´todos son muy
similares, la distribucio´n del me´todo esta´ndar parame´trico PB-nlme sigue de cerca la tra-
yectoria que dirige los puntos de la distribucio´n emp´ırica para tiempos antes de la censura,
luego toma otra direccio´n diferente. La distribucio´n del me´todo flexible propuesto SEP-lme
sigue la misma direccio´n de la trayectoria que dirige la distribucio´n emp´ırica para los tiempos
antes y despue´s del tiempo de censura. Esto prueba que SEP-lme es un me´todo alternativo
que mejora al me´todo PB-nlme, en la estimacio´n de la distribucio´n de tiempos de fallo por
fatiga del material (Meneses, et al., 2016).
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Figura 3.28: Comparacio´n de las funciones de distribucio´n de PB-nlme y SEP-lme
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3.6 Conclusiones
Se ha propuesto una nueva metodolog´ıa flexible para la estimacio´n del nivel de degradacio´n
y la distribucio´n del tiempo de fallo a fatiga, basada en el ajuste B-splines, la aplicacio´n de
modelos de regresio´n lineal de efectos mixtos (incorporando P-splines) a partir de la funcio´n de
Paris y la estimacio´n tipo nu´cleo de la funcio´n de distribucio´n.
Se ha realizado un completo estudio de simulacio´n del crecimiento de grietas a fatiga para
un amplio rango de posibles propiedades meca´nicas de los materiales (de materiales du´ctiles
a fra´giles) a trave´s de la variacio´n de los para´metros C y m de Paris dentro de un disen˜o de
experimentos factorial. Tambie´n se ha incluido la influencia de la heterogeneidad del material
a trave´s de la variacio´n de las varianzas de C y m. Por medio de este estudio se ha observado
que las estimaciones del modelo propuesto son en gran medida exactas y relativamente precisas.
Es importante destacar que, en la pra´ctica totalidad de los escenarios el me´todo SEP-lme ha
proporcionado estimaciones ma´s exactas e igual de precisas que el me´todo cla´sico de referencia
propuesto por Meeker y Escobar. Estas conclusiones se apoyan en el estudio de simulacio´n, la
comparacio´n de las distancias L2 a la distribucio´n teo´rica, el ana´lisis de significacio´n de factores
en un disen˜o de experimentos y la obtencio´n del error cuadra´tico medio (MSE) para medir la
precisio´n de las estimaciones.
La aplicacio´n de te´cnicas para el ana´lisis de disen˜os de experimentos factoriales muestra que
las estimaciones del me´todo SEP-lme no dependen de las propiedades del material, u´nicamen-
te se ve afectado de forma negativa por C y cuando aumenta la heterogeneidad del materia (σ2C).
Tambie´n es importante destacar que las estimaciones del me´todo SEP-lme, en cierta medida,
no se ven afectadas por el tiempo de censura.
La aplicacio´n de los me´todos SEP-lme y PB-nlme a datos reales obtenidos a partir de una
aleacio´n meta´lica de aluminio han proporcionado los mismos resultados que el estudio de simu-
lacio´n.
4
Software para fiabilidad de materiales
4.1 Introduccio´n
En los cap´ıtulos anteriores se han estudiado problemas encuadrados dentro de los test acele-
rados, concretamente en el cap´ıtulo 2 se estudian me´todos para estimar el tiempo de degradacio´n
de materiales relacionando con la temperatura a la que se somete el material. En el tercer cap´ıtulo
se estudian me´todos para estimar tiempos de vida de materiales sometidos a esfuerzos de fatiga
meca´nica. En estos cap´ıtulos se proponen nueva metodolog´ıa que suponen mejoras a los me´todos
cla´sicos propuestos dentro de cada contexto. Sin embargo es necesario complementar el estu-
dio de los me´todos de test acelerados, dotando de herramientas informa´ticas en el entorno del
software R. En las secciones de este cap´ıtulo se estudia el problema de automatizar los me´todos
desarrollados en los dos cap´ıtulos anteriormente mencionados.
En la seccio´n 4.2, se presenta una nueva librer´ıa TTS, que estima la curva maestra median-
te el me´todo basado en la Superposicio´n Tiempo/Temperatura. El objetivo que se persigue es
dotar de una herramienta informa´tica para un problema de fiabilidad, como es la prediccio´n de
las propiedades viscoela´sticas de materiales (pol´ımeros) a partir de datos obtenidos mediante el
ana´lisis meca´nico dina´mico (DMA). Este paquete incorpora, dos me´todos cla´sicos parame´tricos
Arrhenius y Williams-Landel-Ferry, y un nuevo me´todo propuesto en esta tesis basado en el
ca´lculo y desplazamiento de las funciones derivadas. Las curvas maestras son obtenidas para ca-
da temperatura con los me´todos mencionados y suavizadas mediante la aplicacio´n de B-splines
con el fin de predecir sus propiedades fuera del rango experimental. Con la finalidad de presentar
convenientemente los resultados, se han incorporado las posibilidades de crear gra´ficos de las
curvas maestras y gra´ficos que presentan los factores horizontales y verticales.
En la seccio´n 4.3, se describe la librer´ıa FCGR, que permite realizar estimaciones de la dis-
tribucio´n de tiempos de fallo producido debido a esfuerzos de fatiga meca´nica. Nuestra nueva
propuesta, permite realizar el ajuste simulta´neo de curvas de crecimiento de grietas correspon-
dientes a diferentes probetas, en materiales sometidos a esfuerzos de fatiga meca´nica utilizando
modelos lineales de efectos mixtos (lme) con suavizado B-splines y, posteriormente el modelo
de Paris-Erdogan linealizado. Esta librer´ıa permite la estimacio´n de la funcio´n de distribucio´n
de tiempos de fallo a fatiga del material mediante la aplicacio´n de te´cnicas no parame´tricas de
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estimacio´n de la funcio´n de distribucio´n, usando kernel estimator of the distribution function
(kde). Adema´s se presentan resultados del me´todo propuesto por Pinheiro y Bates basado en
regresio´n no lineal de efectos mixtos (nlme). Para presentar los resultados de estas metodolog´ıas,
el paquete contiene las funciones: crack.growth, PLOT.cg, IB.F, y la base de datos Alea.A.
4.2 Librer´ıa TTS en R para la estimacio´n de la curva maestra mediante superposicio´n
tiempo/temperatura
En el cap´ıtulo 2 se hace mencio´n de te´rminos como superposicio´n tiempo/temperatura y
curva maestra, en esta seccio´n tambie´n se hace referencia a estos te´rminos mediante conceptos
generales, debido a que, el objeto principal del paquete TTS es la construccio´n de la curva maes-
tra, por modelos de superposicio´n tiempo/temperatura.
La Superposicio´n Tiempo/Temperatura (TTS) es una de las te´cnicas de extrapolacio´n ma´s
u´tiles con una amplia gama de aplicaciones. La te´cnica TTS es va´lida para pol´ımeros termo-
reolo´gicos simples, donde el tiempo y la temperatura son generalmente equivalentes en su efecto
sobre el mo´dulo de almacenamiento (E′) de pol´ımeros. La superposicio´n de tiempo/temperatura
se implementa mediante factores de desplazamientos horizontales y verticales, y siempre con res-
pecto a una temperatura de referencia.
La obtencio´n de una curva maestra, definida a una temperatura dada, es una funcio´n entre
una de las propiedades viscoela´sticas de un pol´ımero y la frecuencia-tiempo.
Para construir la curva maestra se siguen los siguientes pasos (para los que se han creado los
objetos de la librer´ıa TTS en el software R necesarios)
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Figura 4.1: Componentes de la curva maestra
Figura 4.2: Pasos para la construccio´n de la curva maestra
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En acuerdo a los pasos de la Figura 4.2, primero, se desplazan horizontalmente las curvas
experimentales con respecto a T0, para esto se calculan los desplazamientos horizontales A(T ) de
las curvas por dos me´todos parame´tricos tradicionales, de Arrhenius y Williams-Landel-Ferry,
mediante las ecuaciones:
Arrhenius: A(T ) = Ea
R
( 1
T
− 1
T0
)
· 0.434 (4.1)
WLF : A(T ) = − C1(T − T0)
C2 + (T − T0) (4.2)
donde T es la temperatura, T0 es la temperatura de refrencia, log(e) = 0.434, R es la cons-
tante universal de gases, y, Ea (energ´ıa de activacio´n), C1, C2 son para´metros nume´ricos por
determinar.
Otro me´todo propuesto para calcular los desplazamientos horizontales, es mediante el tras-
lado horizontal de las curvas derivadas, como se muestra en la Figura 4.3:
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Figura 4.3: Traslacio´n horizontal de derivadas
La ventaja de este me´todo es que las derivadas solo dependen de la traslacio´n horizontal h
(parte derecha de la Figura 4.3). Una vez trasladadas horizontalmente tanto con los dos me´todos
tradicionales y este me´todo propuesto, a continuacio´n se realizan las traslaciones verticales, y
finalmente se obtienen las curvas maestras.
En esta parte se realiza la funcionalidad del paquete TTS en el entorno de R. La base de
datos del pol´ımero poliestireno (PS) se utiliza para calcular la curva maestra (ver detalles en el
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ape´ndice C).
Las funciones de este paquete permiten calcular y analizar todas las componentes necesarias
hasta obtener la curva maestra, mediante los tres me´todos. Por defecto se estima la curva maestra
del poliestireno por el me´todo propuesto de las derivadas siguiendo los pasos:
1. En la Figura 4.4 se pueden observar las curvas obtenidas mediante la aplicacio´n del paquete
TTS a los datos del poliestireno. En el eje X se presenta el logaritmo de la frecuencia y en
el eje Y el logaritmo del mo´dulo de almacenamiento E′.
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Figura 4.4: Datos experimentales del poliestireno (PS)
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Figura 4.5: Factores de desplazamientos horizontales en funcio´n de temperatura
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Figura 4.6: Factores de desplazamientos verticales en funcio´n de temperatura
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2. En la Figura 4.5, se observan los desplazamientos horizontales (A(T ), en funcio´n de la
temperatura) del logaritmo del mo´dulo E′, estos son calculados al desplazar horizontalmente
las derivadas del logaritmo del mo´dulo E′. Mientras que en la Figura 4.6, se observan
los desplazamientos verticales, B(T ), del logaritmo del mo´dulo E′ calculados mediante la
aplicacio´n de la distancia L1 (ver detalles en el cap´ıtulo 2).
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Figura 4.7: Estimacio´n de la curva maestra del poliestireno (PS) a temperatura de 160oC
3. En la Figura 4.7 se tiene la estimacio´n de la curva maestra del poliestireno a 160 oC, obte-
nida de las traslaciones horizontales y verticales del logaritmo del mo´dulo E′ con respecto
a la curva E′ a 160 oC.
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Figura 4.8: Curva maestra suavizada con B-splines del poliestireno (PS)
4. En la Figura 4.8 se observa el modelo suavizado de la estimacio´n de la curva maestra me-
diante B-splines, acompan˜ado de los intervalos de confianza puntuales bootstrap al 95 % de
confianza.
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Figura 4.9: Residuos estandarizados en funcio´n del ajuste con B-splines
5. En la Figura 4.9 se observa el gra´fico residual de residuos estandarizados versus los valores
ajustados del modelo B-splines de la estimacio´n de la curva maestra del poliestireno (PS).
El ana´lisis anterior tambie´n se puede realizar con los dos me´todos Arrhenius y WLF (ver
detalles en el ape´ndice C).
4.3 Librer´ıa FCGR en R para estimacio´n de la distribucio´n de tiempos de vida de
materiales sometidos a fatiga
El paquete FCGR (Fatigue Crack Growth in Reliability) estima la distribucio´n de tiempos de
vida de materiales a fatiga mediante los me´todos de PB-nlme y SEP-lme desarrollados en el
cap´ıtulo 3. Refirie´ndose a la fatiga de materiales como un feno´meno por el cual la rotura de los
materiales bajo cargas dina´micas c´ıclicas se produce ma´s fa´cilmente que con cargas esta´ticas; y
tiempos de vida a fatiga como el fallo debido a estas cargas dina´micas c´ıclicas que incluye la
iniciacio´n y propagacio´n de una grieta o conjunto de grietas hasta el fallo final por fractura.
En este apartado se presenta los detalles del paquete FCGR que se ha creado para poder
desarrollar con R los me´todos propuestos del cap´ıtulo 3. La base de datos de aleacio´n-A se
utiliza para estimar la distribucio´n de tiempos de fallo. Las funciones de este paquete permiten
estimar y analizar todas las componentes necesarias hasta obtener la distribucio´n de los tiempos
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de fallo, mediante los tres me´todos, SEP-lme bkde, SEP-lme kde, PB-nlme. Donde el segundo
y tercer me´todo se analiza de forma detallada en el cap´ıtulo 3, mientras que el primer me´todo
SEP-lme bkde es tambie´n un me´todo propuesto similar al segundo que difiere u´nicamente en
aplicar la funcio´n bkde para la estimacio´n de la distribucio´n de los tiempos de fallo, en lugar de
kde (ver detales en el ape´ndice C). A continuacio´n se aplican paso a paso las funciones de este
paquete con el me´todo SEP-lme kde hasta obtener la estimacio´n de la distribucio´n de tiempos
de fallo de aleacio´n-A:
1. En la Figura 4.10 se presenta los datos de crecimiento de grieta a fatiga. En el eje X se
representan los valores de millones de ciclos, desde 10000 a 120000 ciclos de un material
(aleacio´n-A), se han incluido tambie´n los valores de censura por fallo y por ciclos. Como se
observa de las 21 muestras de material analizadas, solo hay 12 que fallen dentro del tiempo
previsto, siendo estimados los dema´s tiempos.
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Figura 4.10: Exploratorio de la base de datos aleacio´n-A
2. En la Figura 4.11 se observa, primero las curvas de crecimiento de grietas a fatiga ajustadas
mediante modelos lineales de efectos mixtos (ver me´todo SEP-lme del cap´ıtulo 3). Luego con
estos ajustes se hacen predicciones de crecimiento de grietas hasta obtener el fallo (puntos
que representan los tiempos de fallo).
131
l
l
l
l
l
l
l
l
l
l
0.00 0.05 0.10 0.15
1.0
1.2
1.4
1.6
1.8
Plot: crecimiento de grietas, estimación y predicción,
 tiempos de fallo (color rojo)
Millones de ciclos
Lo
ng
itu
d 
de
 g
rie
ta
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l lllllll ll lll ll
Fallo
Tiempo de censura −>
Figura 4.11: Estimacio´n y prediccio´n de tiempos de fallo
3. La Figura 4.12 presenta las distribuciones emp´ırica y estimada mediante la funcio´n kde de la
librer´ıa kerdiest del software R. Adema´s la Figura 4.14 presenta 1000 bandas de confianza
bootstrap de la distribucio´n de tiempos de fallo de aleacio´n-A
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Figura 4.12: Distribuciones emp´ırica y estimada de tiempos de fallo a fatiga
4. En la Figura 4.13 se observa el gra´fico de residuos versus el ajuste del crecimiento de grietas
mediante el modelo lme.
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Figura 4.13: Residuos del modelo lme ajustado (me´todo SEP-lme kde)
5. La Figura 4.14 presenta 1000 bandas de confianza bootstrap de la distribucio´n de tiempos
de fallo de aleacio´n-A
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Figura 4.14: Bandas de confianza de remuestras bootstrap
El ana´lisis gra´fico anterior se puede realizar tambie´n con los dos me´todos SEP-lme bkde y
PB-nlme (ver detalles pasa a paso en el ape´ndice C).
5
Conclusiones y l´ıneas futuras de investigacio´n
5.1 Conclusiones
En el a´mbito de la fiabilidad de materiales, en esta tesis doctoral se han propuesto, construido,
aplicado (tanto a datos reales como simulados) e implementado con herramientas informa´ticas
dos nuevas metodolog´ıas para la estimacio´n de propiedades meca´nicas, el nivel de degradacio´n
y la distribucio´n del tiempo de fallo de materiales (pol´ımeros, metales).
Nueva propuesta flexible para la aplicacio´n del principio TTS y estimacio´n de la
curva maestra:
En el marco de los estudios TTS, se ha propuesto un nuevo me´todo basado en el desplaza-
miento de curvas derivadas y la regresio´n no parame´trica para estimar los factores de despla-
zamiento horizontales y verticales, con el objeto de estimar de forma ma´s exacta y precisa la
curva maestra (correspondiente a una determinada propiedad meca´nica del material). El me´to-
do propuesto proporciona estimaciones de las propiedades meca´nicas de pol´ımeros y materiales
amorfos ma´s alla´ del rango experimental de tiempos/frecuencias a trave´s de la estimacio´n de
curvas maestras ma´s suaves y precisas que las proporcionadas por los modelos tradicionales
de Arrhenius y WLF (parame´tricos), hecho que se verifica mediante el remuestreo bootstrap
y mediante el estudio de simulacio´n con modelos relacionados a propiedades de deformacio´n y
mo´dulo de almacenamiento de Pol´ımeros.
El uso de los modelos de regresio´n B-splines proporciona curvas de propiedades meca´nicas
(E′) suaves, au´n estando evaluadas en un pequen˜o nu´mero de frecuencias. Adema´s, la aplicacio´n
de modelos B-splines y te´cnicas de derivacio´n basada en los cubic smoothing splines, propor-
ciona curvas derivadas suaves (y por tanto ma´s fa´ciles de desplazar) a partir de las curvas de
propiedades viscoela´sticas. Esta es una condicio´n importante para el correcto desplazamiento
horizontal y vertical de las curvas.
El me´todo de desplazamiento de derivadas permite obtener la curva maestra sin tener que
depender de los desplazamientos verticales de las dema´s curvas: un desplazamiento horizontal
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de la curva derivada equivale al desplazamiento horizontal en la funcio´n. Por lo tanto, es ma´s
sencillo obtener los A(T ) cuando se traslada la primera derivada de cada curva siguiendo como
criterio la distancia L1.
Tambie´n se han propuesto e implementado en R me´todos que permiten estimar las curvas
maestras mediante modelos parame´tricos (Arrhenius y WLF) los que so´lo son aplicables en unos
intervalos de temperatura dados: Arrhenius por debajo de la Tg y WLF a temperaturas mayo-
res. Una de las principales ventajas de la metodolog´ıa flexible propuesta es que se puede aplicar
indistintamente sea cual sea el rango de temperaturas.
Es muy importante destacar que, con el objeto de hacer accesible el me´todo propuesto a los
posibles usuarios, se ha creado la librer´ıa TTS en el software estad´ıstico R. El paquete permite la
estimacio´n de la curva maestra mediante el modelo TTS propuesto basado en los desplazamien-
tos de curvas derivadas y la regresio´n con B-splines. Tambie´n se han implementado los modelos
parame´tricos tradicionales WLF y Arrhenius, siendo la primera vez que esta´n disponibles en R
y en software libre.
Me´todo para la estimacio´n del nivel de degradacio´n y la distribucio´n de tiempo de
fallo por fatiga meca´nica:
Se ha propuesto una nueva metodolog´ıa flexible para la estimacio´n del nivel de degradacio´n
y la distribucio´n del tiempo de fallo a fatiga, basada en el ajuste B-splines, la aplicacio´n de
modelos de regresio´n lineal de efectos mixtos (incorporando P-splines) a partir de la funcio´n de
Paris y la estimacio´n tipo nu´cleo de la funcio´n de distribucio´n.
Se ha realizado un completo estudio de simulacio´n del crecimiento de grietas a fatiga para
un amplio rango de posibles propiedades meca´nicas de los materiales (de materiales du´ctiles
a fra´giles) a trave´s de la variacio´n de los para´metros C y m de Paris dentro de un disen˜o de
experimentos factorial. Tambie´n se ha incluido la influencia de la heterogeneidad del material a
trave´s de la variacio´n de las varianzas de C y m. Por medio de este estudio se ha observado que
las estimaciones del modelo propuesto son en gran medida exactas y relativamente precisas. Es
importante destacar que, en la totalidad de los escenarios el me´todo SEP-lme ha proporcionado
estimaciones ma´s exactas e igual de precisas que el me´todo cla´sico de referencia propuesto por
Meeker y Escobar. Estas conclusiones se apoyan en el estudio de simulacio´n, la comparacio´n de
las distancias L2 a la distribucio´n teo´rica, el ana´lisis de significacio´n de factores en un disen˜o de
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experimentos y la obtencio´n del error cuadra´tico medio (MSE) para medir la precisio´n de las
estimaciones.
La aplicacio´n de te´cnicas para el ana´lisis de disen˜os de experimentos factoriales muestra que
las estimaciones del me´todo SEP-lme no dependen de las propiedades del material, u´nicamen-
te se ve afectado de forma negativa por C y cuando aumenta la heterogeneidad del materia (σ2C).
Tambie´n es importante destacar que las estimaciones del me´todo SEP-lme, en cierta medida,
no se ven afectadas por el tiempo de censura.
La aplicacio´n de los me´todos SEP-lme y PB-nlme a datos reales obtenidos a partir de una
aleacio´n meta´lica de aluminio han proporcionado los mismos resultados que el estudio de simu-
lacio´n.
Finalmente, dentro del estudio de fatiga, se ha creado y desarrollado la librer´ıa FCGR dentro
del software estad´ıstico R, para la estimacio´n del nivel de degradacio´n y de la distribucio´n de
tiempos de vida de materiales sometidos a fatiga, mediante la aplicacio´n de te´cnicas de suavizado
B-spline, regresio´n lineal y no lineal de efectos mixtos, te´cnicas no parame´tricas de estimacio´n de
la funcio´n de distribucio´n (en particular Kernel estimator of the distribution function y binned
kernel density estimate) y herramientas para la estimacio´n de ma´xima verosimilitud y simula-
cio´n de Monte Carlo.
5.2 L´ıneas futuras de investigacio´n
Una de las l´ıneas de investigacio´n abiertas es la colaboracio´n con la empresa TA Instruments,
multinacional l´ıder en el desarrollo y venta de equipos experimentales de laboratorio. Se han
mostrado interesados en la implementacio´n de las utilidades del paquete TTS en el software que
utilizan sus reo´metros y analizadores meca´nico dina´micos (DMA).
Crear y desarrollar un paquete en R que sirva de referencia en software libre para la aplica-
cio´n de modelos cine´ticos (para la estimacio´n de tiempos de vida, curado, cristalizacio´n, etc.) en
ciencia de los materiales, qu´ımica anal´ıtica y f´ısica aplicada.
Extensio´n del uso del modelo TTS propuesto para la estimacio´n de la deformacio´n de ma-
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teriales sometidos a esfuerzos constantes (creep) y para la estimacio´n del tiempo de vida por
envejecimiento te´rmico aplicado a pol´ımeros naturales.
Creacio´n de un grupo de trabajo ecuatoriano-espan˜ol enfocado a la aplicacio´n de te´cnicas
estad´ısticas para la caracterizacio´n y estudio de la fiabilidad de materiales.
6
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A
Ingenier´ıa de pol´ımeros
A.1 Introduccio´n
La ingenier´ıa de los materiales se interesa principalmente por el empleo del conocimiento fun-
damental y aplicado acerca de los materiales, de modo que e´stos puedan ser convertidos en los
productos que la sociedad necesita o desea. En el desarrollo de la tesis se han usado materiales
de distintas categor´ıas.
Un pol´ımero es un material muy usado en la industria cuyo nombre viene del Griego, poly:
muchos y mero: parte, segmento; los pol´ımeros son macromole´culas (generalmente orga´nicas)
formadas por la unio´n de mole´culas ma´s pequen˜as llamadas mono´meros.1 Un pol´ımero no es
ma´s que una sustancia formada por una cantidad finita de mole´culas que le confieren un alto
peso molecular que es una caracter´ıstica representativa de esta familia de compuestos orga´nicos.
El almido´n, la celulosa, la seda y el ADN son ejemplos de pol´ımeros naturales, entre los ma´s
comunes de estos, y entre los pol´ımeros sinte´ticos encontramos el nailon, polietileno, baquelita y
el poliestireno. El desarrollo de los pol´ımeros fue inducido a trave´s de modificaciones, con el fin
de mejorar sus propiedades f´ısicas en pro del auge de las aplicaciones de los mismos. En 1839,
Charles Goodyear modifico el hule a trave´s del calentamiento con azufre (vulcanizacio´n), ya que
este por lo general era fra´gil en temperaturas bajas, y pegajoso en altas temperaturas. Mediante
la vulcanizacio´n el hule se convirtio´ en una sustancia resistente a un amplio margen de tempe-
raturas. Los pol´ımeros naturales, por ejemplo la lana, la seda, la celulosa, etc., se han empleado
profundamente y han tenido mucha importancia a lo largo de la historia. Sin embargo, a finales
del siglo XIX aparecieron los primeros pol´ımeros sinte´ticos, como por ejemplo el celuloide. El
primer pol´ımero totalmente sinte´tico se obtuvo en 1907, cuando el qu´ımico belga Leo Hendrik
Baekeland fabrica la baquelita a partir de formaldehido y fenol. Otros pol´ımeros importantes se
sintetizaron en an˜os siguientes, por ejemplo el poliestireno (PS) en 1911, el policloruro de vinilo
(PVC) en 1912, y el policarbonato (PC) en el an˜o de 1953 con fines industriales.1
A.2 Estructura y propiedades meca´nicas
Los pol´ımeros lineales se forman por cadenas polime´ricas dispuestas en forma de ovillo con unio-
nes de cara´cter de´bil entre ellas (Balart et al., 2003), experimentan cambios importantes en su
1 http://es.wikipedia.org/wiki/Pol%C3%ADmero, 16-04-2012, 09:33.
144
comportamiento por efecto de la temperatura (son materiales de naturaleza termopla´stica, es
decir, la temperatura los hace fluir de forma pla´stica). Mientras que los pol´ımeros reticulares son
termoestables, con estructura de redes tridimensionales, no son tan sensibles a la temperatura
y en consecuencia mantienen sus propiedades en amplios rangos de temperatura (Balart et al.,
2003).
Los primeros pol´ımeros sinte´ticos aparecieron a finales del siglo XIX, como por ejemplo los
celuloides lineales, tambie´n denominados termopla´sticos, engloban a un grupo de materiales po-
lime´ricos cuya estructura esta´ constituida por un gran nu´mero de cadenas polime´ricas formando
un ovillo, donde las cadenas se mantienen unidas entre si por medio de las propias fuerzas de
enmaran˜amiento que aparecen en la estructura en forma de ovillo, as´ı como por uniones de
cara´cter de´bil (enlaces secundarios) entre las cadenas polime´ricas. El comportamiento te´rmico
de estos materiales, esta´ fuertemente ligado a la estructura. Estos pol´ımeros son muy sensibles
a los cambios de temperatura, provocando cambios en la estructura que modifican su compor-
tamiento.
Figura A.1: Esquema de estructura de un pol´ımero lineal, policloruro de vinilo (Balart et al., 2003).
Los pol´ımeros semicristalinos, en estado so´lido esta´n formados por una matriz amorfa (con
cadenas desordenadas) en la que se encuentran dispersas las zonas cristalinas (con alto grado de
empaquetamiento). Mientras en el pol´ımero amorfo, las cadenas no mantienen ningu´n tipo de
145
orden y no presentan un alto grado de empaquetamiento, en el semicristalino, se pueden apreciar
una matriz formada por cadenas desordenadas (zonas amorfas) en la que se encuentran dispersas
numerosas zonas con las cadenas perfectamente ordenadas, y en consecuencia empaquetadas, se
trata de las zonas cristalinas (Figura A.2).
Figura A.2: Diferencias en la estructura de un termopla´stico amorfo y uno semicristalino (Balart et al.,
2003).
La Figura A.3, muestra una representacio´n de co´mo var´ıa la estructura durante el proceso de
enfriamiento desde el estado l´ıquido.
Figura A.3: Esquema del proceso de enfriamiento de un pol´ımero amorfo y uno semicristalino y cambios
dimensionales asociados a cambios estructurales (Balart et al., 2003).
El policarbonato (PC) es un pol´ımero lineal termopla´stico de estructura amorfa; qu´ımicamente
es un polie´ster con estructura repetitiva de mole´culas de Bisfenol A, ligada a otros grupos
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carbonatos (-O-CO-O-) en una mole´cula larga. Toma su nombre de Policarbonato por los grupos
carbonatos en su cadena principal.
Figura A.4: Policarbonato (PC)-Fo´rmula condensada
Las propiedades meca´nicas de los pol´ımeros son una consecuencia directa de su composicio´n
as´ı como de la estructura molecular tanto a nivel molecular como supermolecular. Actualmente
las propiedades meca´nicas de intere´s son las de los materiales pol´ımeros y estas son mejoradas
mediante la modificacio´n de la composicio´n o morfolog´ıa, por ejemplo, cambiar la temperatura a
la que los pol´ımeros se ablandan y recuperan el estado so´lido ela´stico o tambie´n el grado global
del orden tridimensional.
Durante mucho tiempo los ensayos han sido realizados para comprender el comportamiento
meca´nico de los materiales pla´sticos a trave´s de la deformacio´n de la red de pol´ımeros reticula-
dos y cadenas moleculares enredadas, pero los esfuerzos para describir la deformacio´n de otros
pol´ımeros so´lidos en te´rminos de procesos operando a escala molecular son ma´s recientes. Por
lo tanto, se considerara´n los diferentes tipos de respuestas mostrados por los pol´ımeros so´lidos
a diferentes niveles de tensio´n; elasticidad, viscoelasticidad, flujo pla´stico y fractura. El estado
de un pol´ımero depende de la temperatura y del tiempo de duracio´n del experimento realizado
a bajas temperaturas, los pol´ımeros amorfos se presentan duros y cristalinos (estado v´ıtreo),
pero al calentarlos se ablandan en un rango de temperaturas conocido como regio´n de transicio´n
du´ctil-fra´gil. Esta transicio´n es uno de los para´metros ma´s importantes que permiten decidir la
aplicacio´n de un determinado pol´ımero.
La reolog´ıa de los pol´ımeros es por definicio´n la ciencia que estudia la deformacio´n y el flujo
de la materia. El comportamiento reolo´gico de los pol´ımeros implica varios feno´menos muy di-
versos que pueden relacionarse en algu´n grado con diferentes mecanismos moleculares. Mientras
que el ana´lisis meca´nico dina´mico (DMA), conocido por sus siglas en ingle´s como DMA. Es un
ana´lisis utilizado en estudios de procesos de relajacio´n y en reolog´ıa, para estudiar y caracterizar
147
el comportamiento de materiales viscoela´sticos como pol´ımeros y sus respuestas ante impulsos,
estre´s, deformacio´n en tiempo y frecuencia.
Este estudio es importante para la comprensio´n de la meca´nica de materiales polime´ricos utiliza-
dos como hules, fibras textiles, empaques, pla´sticos, espumas y diferentes compuestos. El DMA
utiliza el principio de est´ımulo-respuesta, para ello una fuerza oscilante es aplicada a la muestra
y el desplazamiento resultante es medido, la rigidez de la muestra puede ser determinada y el
mo´dulo de la muestra puede ser calculado. Por medio de la medicio´n del lapso entre el desplaza-
miento y la fuerza aplicada es posible determinar las propiedades de deformacio´n del material.
Los so´lidos ideales trabajan de acuerdo con la ley de Hooke:
% = E · ς (A.1)
donde % es la tensio´n normal aplicada y ς = L− L0
L0
la deformacio´n unitaria, L y L0 las longitudes
del so´lido final (al estirar) y longitud inicial (sin estiramiento) respectivamente.
f = G · s (A.2)
siendo f el esfuerzo cortante aplicado y s la deformacio´n transversal. E y G son, respectiva-
mente, los mo´dulos de elasticidad longitudinal y transversal (cambio de forma). Por otra parte,
se define el mo´dulo de Poisson como una constante ela´stica que proporciona una medida del
estrechamiento de seccio´n de un prisma de material ela´stico lineal e iso´tropo cuando se estira
longitudinalmente y se adelgaza en las direcciones perpendiculares a la de estiramiento. En la
Figura A.5 se observa el ensanchamiento por efecto Poisson del plano longitudinal medio de un
prisma comprimido a lo largo de su eje, el grado de ensanchamiento depende del coeficiente de
Poisson, en este caso se ha usado v ≈ 0.50.
148
Figura A.5: Efecto Poisson.
De hecho la fo´rmula usual para el coeficiente de Poisson esta´ dada por:
v = −d ln(y)d ln(x) (A.3)
Siendo la relacio´n entre E, G y v:
E = 2.(1 + v) ·G (A.4)
Los l´ıquidos viscosos ideales tienen un comportamiento regido por la ley de Newton:
τ = η · dsdt (A.5)
Es decir, el esfuerzo aplicado τ es directamente proporcional a la velocidad de deformacio´n. En
mayor o menor medida, todos los cuerpos reales se apartan de estos comportamientos ideales
segu´n sus condiciones de trabajo, mostrando un comportamiento viscoela´stico que en el caso
de los pol´ımeros es especialmente significativo. Los mo´dulos E y G definidos anteriormente se
refieren a mediciones cuasi esta´ticas. Para ciclos de tensiones y deformaciones repetitivas (caso
del DMA) se utiliza un mo´dulo complejo:
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E∗ = E′ + iE′′ (A.6)
Donde E′ es el mo´dulo de almacenamiento, que mide la parte de la energ´ıa que se almacena
ela´sticamente, y E′′ es el mo´dulo de disipacio´n, indicador de la energ´ıa perdida en forma de
calor. Se define el a´ngulo de desfase δ como:
tan(δ) = E
′′
E′
(A.7)
El comportamiento viscoela´stico es una combinacio´n de comportamientos ela´stico y viscoso. La
mayor´ıa de las sustancias son viscoela´sticas en mayor o menor grado, y en particular los pol´ıme-
ros. La viscoelasticidad se suele referir a la dependencia del comportamiento meca´nico tanto con
el tiempo como con la temperatura.
Existen varias regiones segu´n el comportamiento del cuerpo, como se indica en la Figura A.6:
Figura A.6: Regiones de comportamiento del cuerpo.
1. Regio´n cristalina: comportamiento fra´gil, cuerpo duro.
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2. Regio´n de transicio´n cristalina: variaciones pequen˜as de temperatura pueden provocar va-
riaciones grandes de comportamiento. Para medidas cuasiesta´ticas, la temperatura de tran-
sicio´n Tg suele tomarse como la correspondiente a la ma´xima pendiente de variacio´n del
mo´dulo, en el codo superior de la curva.
3. Regio´n de placa ela´stica: el mo´dulo E’ se mantiene aproximadamente constante, y el pol´ıme-
ro posee una gran elasticidad.
4. Regio´n de flujo ela´stico: el material tiene un comportamiento ela´stico o de fluencia, segu´n
la escala de tiempos o frecuencias del experimento. So´lo se da en pol´ımeros lineales.
5. Regio´n de fluencia l´ıquida: a mayores temperaturas se alcanza un estado l´ıquido.
El significado de algunos te´rminos que se utilizan en el contexto anterior se detalla a continuacio´n:
Transicio´n, es un cambio de estado inducido por un cambio de presio´n o de temperatura.
Relajacio´n, es el tiempo requerido para responder a un cambio de presio´n o de temperatura.
Dispersio´n, es la emisio´n o absorcio´n de energ´ıa durante una transicio´n.
En medidas dina´micas, el comportamiento de E′ , G′ es similar al descrito para E y G. No as´ı E′′
y G′′ ; los ma´ximos de E′′ , tan(δ) se suelen usar para definir Tg.
Tg (Temperatura de transicio´n v´ıtrea), depende fuertemente de la escala de tiempos del experi-
mento, disminuyendo a medida que la experimentacio´n discurre ma´s lenta.
La teor´ıa de la viscoelasticidad fue desarrollada principalmente para aproximar las principales
caracter´ısticas del comportamiento de los pol´ımeros amorfos sometidos a un historial de tensiones
o deformaciones.
B
Conceptos estad´ısticos y computacionales
B.1 Identificabilidad del modelo estad´ıstico para el principio TTS
En ingenier´ıa, el uso de modelos matema´ticos rigurosos para realizar tareas de fiabilidad,
optimizacio´n y control, es necesario que estos cumplan entre otras la propiedad de identificabi-
lidad de para´metros.
Propiedad 1:
Supongamos que la funcio´n ψ verifica,
ψ(x, T ) = B(T ) + ψ(A(T ) + x, T0) (B.1)
para ciertas funciones A(T ) y B(T ), entonces esas funciones son u´nicas siempre que la funcio´n:
x→ ψ1 (x, T0)
sea invertible, siendo ψ1 (x, T ) := ∂ψ(x,T )∂x
Demostracio´n:
Aplicando la expresio´n (B.1) para un x concreto, por ejemplo para x = 0, se tiene
B(T ) = ψ (0, T )− ψ (A(T ), T0) (B.2)
Observacio´n 1: si el valor x = 0 no tuviese sentido, podr´ıamos fijar x = x0, para otro x0, y obte-
ner B(T ) = ψ (x0, T )− ψ (A(T ) + x0, T0). La expresio´n (B.2) permite afirmar que si la funcio´n
A(T ) es u´nica, entonces tambie´n lo ha de ser la B(T ).
Para demostrar la unicidad de la funcio´n A(T ), se deriva parcialmente la expresio´n (B.1) con
respecto a x:
ψ1(x, T ) = ψ1(A(T ) + x, T0) (B.3)
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Apliquemos ahora la expresio´n (B.3) en x = 0 (sino tiene sentido el valor x = 0, tomemos otro
x = x0):
ψ1(0, T ) = ψ1(A(T ), T0) (B.4)
Por la hipo´tesis del enunciado sabemos que la funcio´n g(x) = ψ1(x, T0) es invertible, lo cual
significa que,
x = g−1 (ψ1(x, T0)) (B.5)
Aplicando ahora (B.5) con x = A(T ) y usando (B.4) se tiene que:
A(T ) = g−1 (ψ1(A(T ), T0)) = g−1 (ψ1(0, T )) (B.6)
con lo cual llegamos a una expresio´n para A(T ) que garantiza que hay una u´nica funcio´n A(T ).
Observacio´n 2:
Dada la funcio´n ψ(x, T ) y supuesto que g(x) = ψ1(x, T0) es invertible, la expresio´n (B.6) permite
obtener la funcio´n A(T ) y a partir de ella y de la funcio´n ψ(x, T ), la expresio´n (B.2) permite
obtener la funcio´n B(T ).
Observacio´n 3:
Una funcio´n del tipo ψ(x, T ) = λx+µ cumple la expresio´n (B.1) pero hay infinitas posibilidades
para A(T ) y B(T ). En efecto, tomando cualquier funcio´n A(T ) y definiendo B(T ) = −λA(T ),
se tiene:
ψ(x, T ) = λx+ µ = −λA(T ) + λ(x+A(T )) + µ = B(T ) + ψ(x+A(T ), T0)
Observacio´n 4:
Bajo las mismas condiciones de la propiedad 1, y si tiene sentido considerar el valor x = 0
entonces A(T0) = 0 y B(T0) = 0. Si, por el contrario, no tiene sentido x = 0 pero si lo tiene
x = x0 (para otro x0) entonces la expresio´n (B.2) pasa a ser:
B(T ) = ψ (x0, T )− ψ (A(T ) + x0, T0) (B.7)
y la expresio´n (B.4) resulta:
ψ1 (x0, T ) = ψ1 (A(T ) + x0, T0) (B.8)
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Aplicando (B.8) en T = T0 obtenemos
ψ1 (x0, T0) = ψ1 (A(T0) + x0, T0)
que, por la invertibilidad de g implica x0 = A(T0) + x0, es decir A(T0) = 0. Aplicando ahora
(B.7) en T = T0 obtenemos:
B(T0) = ψ (x0, T0)− ψ (A(T0) + x0, T0) = ψ (x0, T0)− ψ (x0, T0) = 0
Propiedad 2:
Toda funcio´n ψ (x, T ) que cumpla la condicio´n (B.1), ha de ser de la forma ψ (x, T ) = B(T ) +
h(A(T ) + x) para cierta funcio´n h(x). Adema´s, rec´ıprocamente si h(x) es una funcio´n arbitraria
y A(T ) y B(T ) son funciones cualesquiera que cumplen A(T0) = 0 = B(T0), entonces la funcio´n
definida por ψ (x, T ) = B(T ) + h(A(T ) + x) cumple la condicio´n (B.1).
Demostracio´n:
Para demostrar la primera parte hasta tomar
h(x) = ψ (x, T0)
Para demostrar la segunda parte, si tenemos funciones arbitrarias h(x), A(T ) y B(T ) que cum-
plen A(T0) = 0 = B(T0) y definimos ψ (x, T ) = B(T ) + h(A(T ) + x) entonces,
ψ (x, T0) = B(T0) + h(A(T0) + x) = 0 + h(0 + x) = h(x)
y por lo tanto, ψ (x, T ) = B(T ) + ψ(A(T ) + x, T0), con lo cual ψ (x, T ), cumple la condicio´n
(B.1).
B.2 Me´trica o distancia L1 de funciones reales
Se ha aplicado la me´trica L1 para medir la discrepancia entre curvas y, a partir de esta
medida, obtener los desplazamientos horizontales A(T ) (cap´ıtulo 2) necesarios para estimar la
curva maestra.
Sean f y g dos funciones integrables sobre el intervalo [a, b]. Entonces se define la distancia
o me´trica L1 entre f y g mediante la integral:
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dL1(f, g) =
∫ b
a
|f(x)− g(x)| dx (B.9)
Geome´tricamente representa el a´rea entre f y g, y dL1 (f,g)b−a representa la discrepancia media
entre las dos curvas.
Figura B.1: Distancia L1 entre f y g
B.3 Desplazamiento de curvas mediante el nuevo enfoque de traslacio´n de derivadas.
La traslacio´n de las curvas f(x) y f(x − h) + v, donde h es distancia horizontal y v es la
distancia vertical, se realiza calculando las derivadas f ′(x) y f ′(x − h), para obtener el factor
h horizontal. Si es necesario, el factor vertical v se puede obtener a continuacio´n trasladando
verticalmente hacia la curva inicial. Geome´tricamente se tiene:
  
 
Figura B.2: Traslacio´n horizontal y vertical de curvas y traslacio´n horizontal de derivadas
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B.4 Suavizado y estimacio´n de curvas mediante regresio´n B-splines
Los modelos de regresio´n permiten establecer una relacio´n entre una variable dependiente o
respuesta Z y una o varias variables independientes o regresoras x de disen˜o fijo con valores en
el intervalo [a, b]:
Z = m(x) + ε, (B.10)
donde ε es el error que recoge todos aquellos factores de la realidad no controlables u observables
y que, por tanto, se asocian con el azar. Tiene valor esperado 0 y varianza constante.
En el contexto de splines la funcio´n m sigue la siguiente estructura:
m(x) = a1B1(x) + · · ·+ akBk(x) (B.11)
donde k indica el nu´mero de elementos de la base, los ai con i = 1, 2, . . . , k son para´metros
desconocidos, y Bi con i = 1, 2, . . . , k son funciones conocidas que dependen u´nicamente de la
posicio´n de los llamados nodos.
Por lo tanto, en la regresio´n spline se reduce un problema de regresio´n no parame´trica a un
problema parame´trico, donde u´nicamente sera´ necesario estimar los coeficientes a1, . . . , ak ajus-
tando un modelo de regresio´n lineal.
Dependiendo del tipo de bases se obtienen distintos tipos de regresio´n. Normalmente se consi-
deran Natural Splines o B-splines. En los dos tipos de bases sera´ necesario seleccionar M nodos
interiores C1, ..., CM de forma que:
x1 < C1 < · · · < CM ≤ xn (B.12)
donde x1 = a y xn = b. En la regresio´n basada en natural splines de orden p se considera la
estructura:
m(x) = α0 + α1x+ · · ·+ αpxp + β1(x− C1)p+ + · · ·+ βM (x− CM )p+ (B.13)
donde α0, ..., αp y β1, ..., βM son coeficientes a determinar, y
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(x− t)p+ =
(x− t)
p si t ≤ x
0 si t > x
(B.14)
es la llamada funcio´n potencia truncada de orden p.
Entonces el spline m(x) se puede obtener como la combinacio´n lineal:
m(x) = a0B0(x) + · · ·+ apBp(x) + ap+1Bp+1(x) + · · ·+ ap+MBp+M (x) (B.15)
donde las funciones B0(x) = 1, B1(x) = x, ..., Bp(x) = xp y Bp+1(x) = (x−C1)p+,..., Bp+M (x) =
(x− CM )p+ forman una base de funciones polino´micas del spline.
De este modo, un modelo de regresio´n no parame´trico se convierte en un modelo de regresio´n
parame´trico, y los coeficientes a0, . . . , ap+M+1 se obtienen utilizando mı´nimos cuadrados.
Las funciones ns() de la librer´ıa splines de R calculan las bases de funciones para los splines
naturales. En la configuracio´n por defecto los nodos son tomados como los cuantiles:
1. Si hay 1 so´lo nodo e´ste ser´ıa la mediana.
2. Si hay 2 nodos entonces estos son los percentiles 33 % y 66 %.
3. Si hay 3 nodos estos son los cuartiles, y as´ı sucesivamente.
El grado de la parte polino´mica se toma, p = 3.
Figura B.3: Seis funciones de una base de Natural Splines
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Las bases de natural splines tienden a crear problemas de multicolinealidad, por lo que es re-
comendable la utilizacio´n de otro tipo de bases. Una alternativa a los natural splines son los
B-splines cuya base de funciones es calculada recursivamente.
En R se puede calcular fa´cilmente estas bases utilizando la funcio´n bs(). La configuracio´n
por defecto de esta funcio´n es la misma que la utilizada para la funcio´n ns().
Figura B.4: Seis funciones de una base de B-splines
Los coeficientes a = a0, . . . , aM son estimados minimizando la siguiente suma de residuos al
cuadrado penalizada:
n∑
i=1
(Zi − xia)2 + λ
∫
(m′′(x))2dx (B.16)
donde
∫
(m′′(x))2dx, mide el grado de curvatura de m. La penalizacio´n por los valores de λ
como para´metro de suavizado se da de la siguiente manera:
1. Valores de λ→∞, hacen que m′′ → 0, y llevan a estimar m como una recta.
2. En cambio, valores de λ = 0, hacen que m′′ →∞, dan lugar a una estimacio´n no penalizada
y por lo tanto a la interpolacio´n de los datos.
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Esta´ claro que las estimaciones resultantes dependen fuertemente de los grados de libertad uti-
lizados en la estimacio´n del modelo:
1. Si se aumentan los grados de libertad disminuye el sesgo de la estimacio´n, pero aumenta la
varianza.
2. Inversamente, disminuir los grados de libertad hace decrecer la varianza pero entonces el
sesgo tiende a aumentar.
Por tanto, debe ser aplicado algu´n criterio automa´tico, basado en la minimizacio´n del error, para
equilibrar el sesgo frente a la varianza. La rutina gam de la librer´ıa de R mgcv elige de forma
automa´tica los grados de libertad usando, el criterio de validacio´n cruzada generalizada (GCV),
o el criterio Un-Biased Risk Estimator (UBRE).
Por lo expuesto anteriormente, el modelo de regresio´n por B-splines se le conoce como modelo
semi-parame´trico.
B.5 Censura en fatiga de materiales
El concepto de censura surge en la fatiga cuando no se rompe el material al final del experi-
mento. Se conocen dos tipos:
Tipo I, donde se ponen a prueba n componentes y se observa su funcionamiento hasta un
tiempo predeterminado de censura tc. Si han fallado m componentes, e´stos nos proporcionan los
tiempos t1, t2, . . . , tm, y el resto nos proporcionan n–m tiempos mayores que tc.
Tipo II, donde se ponen a prueba n componentes y se observa su funcionamiento hasta que
se produce el fallo de una determinada proporcio´n de la muestra fijada a priori, esto es hasta
que falle el componente m-e´simo. El resultado tambie´n son m observaciones completas y n–m
observaciones censuradas.
Tambie´n existe la censura aleatoria donde algu´n componente falla por causas ajenas al ex-
perimento, por ejemplo se observa un grupo de pacientes con un nuevo tratamiento que mejora
su supervivencia a cierta enfermedad. Un paciente muere en accidente de tra´fico por lo que es
una observacio´n censurada.
Los datos censurados tambie´n se clasifican en dos formas, primero, datos censurados por la
derecha donde una observacio´n esta´ censurada por la derecha en tc cuando se conoce su valor que
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es mayor o igual que tc pero no se sabe su valor exacto de fallo. Y, segundo, datos censurados
por la izquierda donde una observacio´n esta´ censurada por la izquierda en tc cuando so´lo se
puede saber que tiene un valor menor o igual que tc pero no se sabe su valor exacto de fallo.
B.6 Modelo de Paris: solucio´n de la ecuacio´n diferencial
El modelo de Paris se usa para ajustar los datos de un experimento a fatiga. Su expresio´n
es la siguiente:
da(t)
dt = C[∆K(a)]m, con ∆K(a) = S
√
pia
es una ecuacio´n diferencial que se soluciona con el me´todo de variables separables:
Caso I: m 6= 2
da
a
m
2
= C[S · √pi]mdt⇒ ∫ aa0 da˜a˜m2 = ∫ t0 C[S · √pi]mdt˜
a(1−
m
2 ) = a(
1−m2 )
0 +
(
1− m2
) · C · [S · √pi]m · t
a(t) =
[
a
(1−m2 )
0 +
(
1− m2
) · C · [S · √pi]m · t] 22−m
Caso II: m = 2
da
dt = C[S ·
√
pia]2
da
a = C[S ·
√
pi]2dt⇒ ∫ aa0 da˜a˜ = ∫ t0 C[S · √pi]2dt˜
ln
(
a
a0
)
= C[S · √pi]2t⇒ a(t) = a0 · exp
[
C(S · √pi)2t]
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B.7 Modelos de efectos mixtos
B.7.1 Modelos lineales de efectos mixtos
Para un nivel, los modelos lineales de efectos mixtos, expresan el vector ni-dimensional
de respuesta yi para el i-e´simo grupo como:
Yi = Xiβ + Zibi + i, i = 1, ...,M, bi ∼ N (0,∑) , i ∼ N (0, σ2I)
donde β es el vector p-dimensional de efectos fijos, bi es el vector q-dimensional de
efectos aleatorios, Xi (de dimensio´n ni x p) y Zi (de dimensio´n ni x q) son matrices
de regresio´n conocidas de los efectos fijos y los efectos aleatorios respectivamente, y i
es el error grupal ni-dimensional con distribucio´n normal. Suponemos adema´s que los
errores grupales i y los efectos aleatorios bi son independientes para diferentes grupos
y son independientes del otro en cada grupo.
Los efectos aleatorios bi se suponen con media 0 y por lo tanto toda media distinta de
0 para un te´rmino en los efectos aleatorios debe expresarse como parte de los te´rminos
de efectos fijos. De aqu´ı tenemos que las columnas de Zi son usualmente subconjuntos
de las columnas de Xi. Como los efectos aleatorios no observables bi, i = 1, . . . ,M
son parte del modelo, se debe integrar la densidad condicional de los datos dados los
efectos aleatorios, esto con respecto a la densidad marginal de los efectos aleatorios, para
as´ı obtener la densidad marginal para los datos. Entonces la funcio´n de verosimilitud se
define por:
L
(
β, θ, σ2|y) = ∏Mi=1 ∫ f(yi|bi, θ, σ2) ∗ g(bi|θ, σ2)dbi
donde f(yi|bi, θ, σ2) son normales multivariadas. La funcio´n lme del paquete nlme de
R, por defecto utiliza la funcio´n de verosimilitud restringida para la estimacio´n de los
para´metros:
LR
(
θ, σ2|y) = ∫ L (β, θ, σ2|y) dβ
Para los casos de la simulacio´n de grietas y la parte aplicada sobre los datos de la
aleacio´n-A, en el modelo lineal de efectos mixtos, y = a(t), las matrices X e Z son
funciones de la base B-splines determinadas sobre los tiempos con nu´mero y posicio´n de
nodos o´ptimos y los para´metros son estimados por el me´todo de ma´xima verosimilitud
restringida.
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B.7.2 Modelos no lineales de efectos mixtos
Se denota por nlme (nonlinear mixed effects), son modelos de efectos mixtos en los cuales
algunos, o todos, de los efectos fijos y aleatorios suceden no linealmente en la funcio´n
del modelo. Las aplicaciones de estos modelos son en datos con medidas repetidas. El
modelo de efectos mixtos no lineal para medidas repetidas propuesto por Lindstrom y
Bates (1990) en un nivel de la j-e´sima observacio´n del i-e´simo grupo, se puede expresar
de la siguiente forma:
yij = f(φij , vij) + ij , i = 1, 2, ..., n; j = 1, 2, ...,mi
donde n es el nu´mero de grupos (probetas), mi es el nu´mero de observaciones del i-e´simo
grupo, f es una funcio´n diferencial general real evaluada en un vector de para´metros φij
espec´ıfico del grupo, y en un vector de covariables vij ; y por u´ltimo ij es un te´rmino
de error dentro del grupo distribuido como normal. La funcio´n f es no lineal en por lo
menos un componente del vector de para´metros φij , el cual se modela como:
φij = Aijβ +Bijbi, con bi ∼ N(0,∑)
donde β es un vector p-dimensional de efectos fijos y bi es un vector q-dimensional de
efectos aleatorios asociado con el i-e´simo grupo (que no var´ıa con j) con una matriz
de varianzas-covarianzas ∑. Las matrices Aij y Bij son de dimensiones apropiadas y
dependen del grupo, y posiblemente de los valores de algunas de las covariables en la
j-e´sima observacio´n. Se asume que las observaciones correspondientes a los diferentes
grupos son independientes y que los errores ij dentro de los grupos esta´n independien-
temente distribuidos como N(0, σ2) e independientemente de bi. En el uso del paquete
nlme los argumentos fijo y aleatorio se usan para especificar las matrices Aij y Bij
respectivamente.
Se han propuesto distintos me´todos para estimar los para´metros en el modelo nlme descrito
anteriormente. Dado que los efectos aleatorios son cantidades no observadas, la estimacio´n por
ma´xima verosimilitud en modelos de efectos mixtos se basa en la densidad marginal de las
variables respuesta y, las cuales para el modelo con Q niveles de anidamiento se calcula como:
P
(
y|β, σ2,Σ1, ...,ΣQ
)
=
∫
P
(
y|b, β, σ2) .P r (b|Σ1, ...,ΣQ) db
donde P
(
y|β, σ2,Σ1, ...,ΣQ
)
es la densidad marginal de y, Pr
(
y|b, β, σ2) es la densidad
condicional de y dados los efectos aleatorios b, y la distribucio´n marginal de b es P (b|Σ1, ...,ΣQ).
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Para convertir en un problema resoluble la optimizacio´n nume´rica de la funcio´n de verosimilitud,
se proponen diversas aproximaciones, una de las cuales es la utilizada por Jose´ Pinheiro y Douglas
Bates (2000) en el paquete nlme del software R. Ahora para el modelo no lineal de efectos mixtos:
yij = Dij + ij con i = 1, ..., n y j = 1, ...,mi, se tiene la funcio´n de verosimilitud dada por:
L (θβ, σ/dat) =
∏n
i=1
∫+∞
−∞ ...
∫+∞
−∞
[∏mi
j=1
1
σ
φnor (ξij)
]
∗ fβ (β1i, ..., βki; θβ) dβ1i, ..., dβki
donde fβ (β1i, ..., βki; θβ) es la funcio´n de densidad normal multivariada y β1i, ..., βki se modela
como Aijβ +Bijbi con las condiciones anteriormente mencionadas.
En el modelo de Paris, y = a(t), y la funcio´n nlme se aplica a la solucio´n:
a(t) =
[
a
(1−m2 )
0 +
(
1− m2
) · C · [F · S · √pi]m · t] 22−m para m 6= 2
donde C y m se modelan con Aijβ + Bijbi = 1 , S = 1 y F constante que depende de la
geometr´ıa de la muestra.
B.8 Estimacio´n tipo nu´cleo de la funcio´n de densidad
Se define la funcio´n de densidad tipo nu´cleo de la siguiente manera: dada la muestra de n
observaciones reales X1, . . . , Xn la expresio´n siguiente,
fh(x) = 1nh
∑n
i=1K
(
x−Xi
h
)
donde K(x) es una funcio´n denominada funcio´n kernel, funcio´n nu´cleo o funcio´n peso, satis-
face ciertas condiciones de regularidad, generalmente es una funcio´n de densidad sime´trica, y h
es conocida como ancho de ventana, para´metro de suavizacio´n o bandwith. En la siguiente tabla
se muestran algunas de las funciones nu´cleo univariantes ma´s comunes:
Nu´cleo K(t) Rango
Epanechnikov 34
(
1− t2) |t| < 1
Gauss 1√2pie
−( 12)t2 |t| <∞
Triangular 1− |t| |t| < 1
Rectangular 12 |t| < 1
Biweight 1516
(
1− t2)2 |t| < 1
Triweight 3532
(
1− t2)3 |t| < 1
Arco coseno pi4 cos
pi
2 t |t| < 1
Tabla B.1: Funciones tipo nu´cleo
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B.9 Ana´lisis previo a la estimacio´n de la distribucio´n de tiempos de fallo del me´todo
no parame´trico SEP-lme
Figura B.5: Resumen del estudio para la obtencio´n de nodos y ventanas o´ptimas de las combinaciones
del disen˜o de experimentos (25)
164
Previo a la estimacio´n de la distribucio´n de tiempos de fallo del me´todo no parame´trico
por medio de bkde, se realiza varios estudios de simulacio´n con el objetivo de obtener el ancho
o´ptimo de ventana, a continuacio´n se detalla las simulaciones realizadas: Las 15 probetas del
modelo de Paris, censuradas en tc = 0.15 se trasladan al origen de coordenadas y luego ajus-
tadas por lme con posicio´n y nu´mero de nodos de bases B-splines, las estimaciones se derivan
en funcio´n del tiempo, y con el logaritmo del modelo de Paris. Los 15 pares (C,m) se estiman,
y la solucio´n de Paris simula la misma cantidad de curvas. Con los 15 tiempos de fallo, bkde
simula 16 distribuciones con 16 anchos de ventanas, que var´ıan desde 0.001 hasta 0.0385 con
incremento de 0.0025. Este procedimiento se repite 100 veces, y se obtienen 100 distribuciones
por cada ancho de ventana. El menor ISE (error cuadra´tico integrado) entre las 16 funciones
medias y la distribucio´n teo´rica de Paris, determina la distribucio´n de tiempos de fallo para este
me´todo no parame´trico, el ancho h de ventana o´ptimo, posicio´n y nu´mero de nodos de las bases
B-splines (Figura B.5).
Una vez realizado el estudio de simulacio´n la distribucio´n de tiempos de fallo del me´todo
no parame´trico se estima de forma automa´tica mediante la funcio´n kde de la librer´ıa kerdiest
con ancho de ventana de Polansky y Baker (2000) y nu´cleo de Epanechnikov, para elegir la
posicio´n y nu´mero de nodos de las funciones de la base B-splines para la funcio´n lme se toma
en consideracio´n el estudio antes mencionado y resumido en la Figura B.5.
B.10 Estudio de residuos de los ajustes de aleacio´n-A con las funciones nlme y lme
En los siguientes gra´ficos de residuos estandarizados versus los valores ajustados por las fun-
ciones nlme y lme sobre los datos de aleacio´n-A, se observan que no existen puntos at´ıpicos, los
residuos estandarizados esta´n entre -3 y 3, no hay heterocedasticidad, y adema´s no presentan
falta de ajuste. Por otro lado la falta de normalidad de los residuos se observan en los gra´ficos
Q-Q (Figura B.6).
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Figura B.6: Ana´lisis de residuos de los ajustes con las funciones nlme y lme.
B.11 Algoritmo para calcular bandas de confianza bootstrap para la funcio´n de
distribucio´n de tiempos de fallo
Las bandas de confianza bootstrap de la distribucio´n de tiempos de fallo de la aleacio´n-A
por los me´todos SEP-lme y PB-nlme se calculan utilizando el siguiente algoritmo (Meeker y
Escobar, 1998):
1. Utilizar los datos de aleacio´n-A para estimar los para´metros C, m y σˆ2 .
2. Con los para´metros estimados, simular la distribucio´n de tiempos de fallo Fˆ (t).
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3. Generar un nu´mero B (ejemplo, B=1000) muestras bootstrap que imitan la muestra ori-
ginal (datos aleacio´n-A) y simular las correspondientes estimaciones bootstrap Fˆ ∗(t) de
acuerdo a los siguientes pasos:
a) Generar, desde los para´metros C, m y la matriz de varianzas-covarianzas ΣCm , 21
pares (C∗,m∗).
b) Evaluar estos 21 pares en la solucio´n del modelo de Paris, obteniendo la misma can-
tidad de curvas de crecimiento de grietas bootstrap.
a∗(t) =
[
a
(
1−m∗2
)
o +
(
1− m∗2
)
.C∗. (F.S.
√
pi)m
∗
.t
] 2
2−m∗
+ ∗
Donde ∗ es simulado de una distribucio´n normal de media 0 y varianza σˆ2 .
c) Con estas 21 curvas bootstrap, estimar 21 pares bootstrap (C∗,m∗)B.
d) Utilizar el me´todo parame´trico o no parame´trico con los 21 pares bootstrap, y estimar
la funcio´n de distribucio´n bootstrap Fˆ ∗(t).
4. Para t, las bandas de confianza bootstrap de F (t) son calculadas con los siguientes pasos:
a) Las B estimaciones bootstrap, Fˆ ∗(t)1, ..., Fˆ ∗(t)B ordenar de forma creciente, Fˆ ∗(t)(b),
b = 1, . . . , B (por ejemplo en cuantiles: q=(0, 0.01, 0.02,... ,1)).
b) Determinar los cuantiles 0.025 y 0.975, de los valores de t en las distribuciones boots-
trap Fˆ ∗(t)b (en cada valor de q). Las curvas formadas por los cuantiles 0.025 y 0.975
a la altura de q, son las bandas de confianza bootstrap de F (t).
B.12 Co´digo en R de los programas utilizados para el desarrollo del cap´ıtulo 2 y 3
Una vez instalado los paquetes TTS y FCGR en el software R, se puede visualizar el co´digo de
todas las funciones de estos paquetes, u´nicamente editando la funciones, como por ejemplo el
co´digo de la funcio´n principal TTS se edita con edit(TTS).
C
Instalación y uso de las librerías TTS y FCGR
En el desarrollo de este apéndice se realizan los pasos necesarios para instalar dos nuevas
librerías TTS y FCGR en la consola de R. Además se documentan cada función y cada base de
datos de estas librerías junto con sus argumentos.
C.1 Instalación y aplicación de la librería TTS en R
Como es bien conocido el lenguaje R se ha convertido en la “lingua franca” del software
estadístico de libre distribución en internet. Es suministrado con una licencia que permite su
uso de forma absolutamente gratuita. Además de ser un entorno para manipular datos, efectuar
análisis estadísticos y producir gráficos, es un completo lenguaje de programación, lo que hace
que sea un programa tremendamente flexible. Para obtener el programa hay que acceder a
la página de internet https://www.r-project.org/ y elegir el CRAN mirror más próximo para
descargarlo de la forma más rápida. En la misma página web se obtiene la información necesaria
para instalar el programa.
Existen varias maneras de instalar librerías en R. Pero se elige la instalación de la nueva
librería TTS sobre el entorno de windows:
Para instalar una librería nueva, como TTS, se utiliza la opción de menú, Paquetes → Se-
leccionar espejo CRAN. Aparece una ventana en la que se debe elegir el servidor o repositorio
desde el que se quiere hacer la descarga, por ejemplo Spain (A Coruña); se suele elegir el más
próximo, y en general todos ellos funcionan correctamente. A continuación, nuevamente se uti-
liza el menú, Paquetes → Instalar paquetes. Una nueva ventana indica en orden alfabético los
paquetes disponibles, se elige TTS y se instalará normalmente. También instala automáticamente
otras librerías, por lo que se espera hasta que termine. En ese momento debe aparecer de nuevo
el símbolo “ > ” en la consola, indicando que ha finalizado y está disponible para utilizar esta
nueva librería escribiendo library(TTS).
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Componentes de la librería TTS
Figura C.1: Componentes de la librería TTS en R
Librería TTS Esta librería contiene una base de datos PC, y dos funciones TTS y PLOT.TTS.
Descripción Calcula la curva maestra por Superposición Tiempo/Temperatura, con res-
pecto a una temperatura de referencia. Tres métodos para determinar fac-
tores de desplazamientos de curvas (módulo vs frecuencia) son implemen-
tados: Derivadas, Williams-Landel-Ferry y Arrhenius. La estimación de la
curva maestra realiza con suavizadores de B-splines. Gráficas de: datos
experimentales, desplazamientos horizontales y verticales, datos TTS, TTS
ajustados con B-splines e intervalos de confianza puntuales bootstrap, son
desplegados.
Autores Antonio Meneses antoniomenesesfreire@hotmail.com, Salvador Naya
salva@udc.es, Javier Tarrío-Saavedra jtarrio@udc.es
Tabla C.1: Librería TTS en R
169
Función TTS Estimación de la curva maestra mediante superposición tiem-
po/temperatura
Descripción Calcula la curva maestra por Superposición Tiempo/Temperatura, con res-
pecto a una temperatura de referencia. Tres métodos para determinar fac-
tores de desplazamientos de curvas (módulo vs frecuencia) son implemen-
tados: Derivadas, Williams-Landel-Ferry y Arrhenius. La estimación de la
curva maestra realiza con suavizadores de B-splines.
Uso TTS(x, reference.temperature=150, n=100, nB=100, method =
c(“derived”, “WLF”, “Arrhenius”))
Argumentos x: Matriz numérica o un data frame, que contenga tres columnas: primera,
vector numérico de frecuencias (escala logarítmica de base 10), segunda,
vector numérico de módulos (escala logarítmica de base 10) y tercera, vector
numérico de temperaturas (oC).
reference.temperature: Valor numérico de la temperatura de referencia,
por defecto es 150.
n: Número entero positivo de particiones en el dominio de frecuencias, por
defecto es 100.
nB: Número de réplicas bootstrap de los intervalos de confianza puntuales
de la curva maestra, Por defecto es 100.
method : Un vector tipo caracter, que contiene: “derived”, “WLF” y
“Arrhenius”, por defecto utiliza el primero.
Detalles El New method for estimating shift factors in time/temperatura superpo-
sition models (Naya et al., 2013), abre la posibilidad de realizar la función
TTS. Los factores de desplazamientos horizontales aT son calculados en
los tres métodos de la siguiente manera: Derivadas, basado en los despla-
zamientos horizontales de derivadas de las curvas (módulo vs frecuencia):
(E′)′(x+ aT )⇒ (E′)′(x), W-L-F, basado en la ecuación paramétrica:
WLF: log(aT ) = − C1(T − T0)
C2 + (T − T0) (C.1)
Donde C1 y C2 son constantes, T es la temperatura en oC y T0 en oC es la
temperatura de referencia.
Tabla C.2: Función TTS en R
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Arrhenius, basado en la ecuación paramétrica:
Arrhenius: log(aT ) =
Ea
R
( 1
T
− 1
T0
)
∗ 0.434 (C.2)
donde Ea es la energía de activación, R = 8.314 j/mol es la constante
universal de los gases, T es la temperatura absoluta en ◦K, y T0 en ◦K es
la temperatura de referencia.
En los tres métodos, los factores de desplazamientos verticales bT son calcu-
lados mediante la distancia vertical entre las curvas (módulo vs frecuencia).
Valores Retorna una lista que contiene:
data: Data frame de datos de ingreso con las tres columnas
(log10.frequency, log10.module y temperatura).
aT: Vector numérico de desplazamientos horizontales de las curvas (modulo
vs frecuencia).
bT: Vector numérico de desplazamientos verticales de las curvas (modulo
vs frecuencia).
TTS.data: Data frame de valores de la Curva Maestra, con tres columnas
(log10.frequency, log10.module y temperatura).
ref.temp: Valor numérico de temperatura de referencia.
TTS.gam: Data frame de las estimación gam de la Curva Maestra, contiene
dos Columnas (frequency and Prediction).
I.lower: Vector numérico del límite inferior de los intervalos de confianza
puntuales bootstrap (95%) de la estimación gam de la curva maestra.
I.upper: Vector numérico de límite superior de los intervalos de confianza
puntuales bootstrap (95%) de la estimación gam de la curva maestra.
Residuals: Vector numérico de residuos del ajuste gam de la curva maestra.
Tabla C.3: Función TTS en R
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Función
PLOT.TTS
Realiza gráficas de Superposición Tiempo/Temperatura.
Descripción Grafica: datos experimentales, desplazamientos horizontales y verticales,
datos TTS, TTS ajustados con B-splines e intervalos de confianza puntuales
bootstrap.
Uso PLOT.TTS (x)
Argumentos x: Objeto tipo TTS
Detalles De los resultados del objeto TTS: data, aT, bT, TTS.data, TTS.gam y
residuals, realiza gráficas acorde a propiedades viscoelásticas de los ma-
teriales, necesarias en el análisis mecánico dinámico (DMA).
Valores Retorna una lista que contiene:
PLOT.data(): Función genérica que grafica los puntos experimentales, por
defecto log10.module vs log10.frequency.
PLOT.aT(): Función genérica que grafica los desplazamientos horizontales
de las curvas (log10.module vs log10.frequency) en función de las tempera-
turas
PLOT.bT(): Función genérica que grafica los desplazamientos verticales de
las curvas (log10.module vs log10.frequency) en función de las temperatu-
ras.
PLOT.TTS.data(): Función genérica que grafica los puntos experimentales,
desplazados horizontalmente y verticalmente con respecto a una tempera-
tura de referencia.
PLOT.TTS.gam(): Función genérica que grafica la estimación gam de la
curva maestra e intervalos de confianza puntuales bootstrap al 95%.
PLOT.res(): Función genérica de gráficos residuales de la estimación gam
de la curva maestra.
Tabla C.4: Función PLOT.TTS en R
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PC Es una base de datos de Análisis Mecánico Dinámico (DMA) del policar-
bonato (PC).
Descripción Es un data frame que contiene 3 variables
Formato Este data frame contiene las siguientes variables:
log10.frequency: Contiene siete diferentes frecuencias (rad/s) en escala lo-
garítmica de base 10, por cada temperatura (total 49).
Log10.module: Contiene siete valores de módulos elásticos E′(Pa) en escala
logarítmica de base 10, por cada temperatura (total 49).
Temperatura: Contiene siete temperaturas, 147 148 149 150 151 152 153
medidas en oC, cada una con siete valores de las frecuencias y módulos
elásticos (total 49).
Detalles Los datos de las propiedades viscoelásticas de especímenes de policarbonato
(PC) se obtienen del DMA en un TA Instruments Q800 (Naya et al., 2013).
Tabla C.5: Base de datos del policarbonato (PC) en R
C.2 Instalación y aplicación de la librería FCGR en R
Los pasos para instalar la librería FCGR en la consola de R son análogos a los de la librería
del apartado C.1.
Componentes de la librería FCGR
Figura C.2: Componentes de la librería FCGR en R
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Librería FCGR Esta librería contiene las funciones, crack.growth, PLOT.cg, IB.F, y la
base de datos Alea.A.
Descripción Esta librería estima la distribución de tiempos de fallo producido debido
a esfuerzos de fatiga mecánica. La metodología de cálculo de la librería
contiene: Ajuste simultáneo de curvas de crecimiento de grietas correspon-
dientes a diferentes probetas, en materiales sometidos a esfuerzos de fatiga
mecánica utilizando modelos lineales de efectos mixtos (lme) con suavizado
B-splines y, posteriormente, el modelo de Paris-Erdogan linealizado. Una
vez definido el fallo a una longitud de grieta determinada, se obtiene la
función de distribución de tiempos de fallo a fatiga del material mediante
la aplicación de técnicas no paramétricas de estimación de la función de
densidad, en particular binned kernel density estimate (bkde) y kernel es-
timator of the distribution function (kde). Además presenta resultados del
método propuesto por Pinheiro y Bates basado en regresión no lineal de
efectos mixtos (nlme).
Autores Antonio Meneses antoniomenesesfreire@hotmail.com, Salvador Naya
salva@udc.es, Javier Tarrío-Saavedra jtarrio@udc.es, Ignacio López-
Ullibarri ilu@udc.es
Tabla C.6: Librería FCGR en R
Alea.A Crecimiento de grietas a fatiga de aleación-A
Descripción Es un data frame que contiene 3 variables
Formato Este data frame contiene las siguientes variables:
cycles: 21 vectores de ciclos o tiempos, cada uno referente a cada muestra
o probeta (en total 262 ciclos).
cracks: 21 vectores de longitudes de grietas, cada uno referente a cada
muestra o probeta (en total 262 longitudes de grietas).
sample: 21 probetas o muestras numeradas desde la 1 a la 21, cada una
repetida la cantidad de elementos de cada vector de cycles o cracks (en
total 262 elementos).
Tabla C.7: Base de datos de la aleación-A
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Detalles Esta base de datos Alea.A contiene, crecimiento de longitudes de grieta
y número de ciclos, de 21 probetas. Originalmente es detallada de forma
amplia por Hudak, Saxena, Bucci, and Malcolm, 1978. La base de datos de
esta librería se obtiene de la tabla C.14 de Meeker and Escobar, 1998.
Tabla C.8: Base de datos de la aleación-A
cracks.growth Crecimiento de grietas por fatiga de materiales, estimación, predicción y
distribución de tiempos de fallo.
Descripción Estima y predice longitudes de crecimiento de grietas por fatiga de mate-
riales, hasta alcanzar la longitud de grieta crítica establecida y a la par los
tiempos de fallo. Tres métodos son desplegados para estimar la distribu-
ción de tiempos de fallo, SEP-lme_bkde, SEP-lme_kde, PB-nlme, los dos
primeros son noparamétricos y el tercero paramétrico.
Uso cracks.growth (x, aF, T_c, method = c(“SEP-lme_bkde",
“SEP-lme_kde", “PB-nlme"), nBKDE = 5000, nKDE = 5000, nMC =
5000)
Argumentos x: Matriz numérica o un data frame, que contenga tres columnas, la pri-
mera, un vector numérico de tiempos o ciclos, segunda, un vector numérico
de longitudes de grietas y tercera, un vector numérico correspondiente al
número de probeta o muestra.
aF: Longitud de grieta crítica o fallo del material.
T_c: Tiempo de censura.
method : Un vector tipo caracter que contiene 3 componentes,
“SEP-lme_bkde”, “SEP-lme_kde” y “PB-nlme”, por defecto se utiliza el
primero.
nBKDE: Número de estimaciones para la función bkde en el método
SEP-lme_bkde, por defecto es 5000.
nKDE: Número de estimaciones para la función kde en el método
SEP-lme_kde, por defecto es 5000.
nMC: Número de estimaciones de la función de distribución de tiempos para
Monte Carlo del método PB-nlme, por defecto es 5000.
Tabla C.9: Función cracks.growth en R
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Detalles Esta función calcula: Ajuste y predicción simultáneo de curvas de crecimien-
to de grietas correspondientes a diferentes probetas, en materiales sometidos
a esfuerzos de fatiga mecánica utilizando modelos lineales de efectos mixtos
(lme) con suavizado B-splines y, posteriormente, el modelo de Paris-Erdogan
linealizado. Una vez definido el fallo a una longitud de grieta determinada,
se obtiene la función de distribución de tiempos de fallo a fatiga del mate-
rial mediante la aplicación de técnicas no paramétricas de estimación de la
función de densidad, en particular binned kernel density estimate (bkde) y
kernel estimator of the distribution function (kde). Además presenta resul-
tados del método propuesto por Pinheiro y Bates basado en regresión no
lineal de efectos mixtos (nlme).
Valores Retorna una lista que contiene:
data: Data frame de datos de ingreso con las tres columnas: cycles, cracks,
sample.
a.F: Valor numérico de longitud de grieta crítica o fallo del material.
Tc: Valor numérico del tiempo de censura.
param: Data frame de valores de los coeficientes estimados del modelo de
Paris-Erdogan, con dos variables: C,m
crack.est: Data frame de estimaciones de las longitudes de grietas, contiene
3 variables: time, growt.est, sample.
sigma: Valor numérico de la desviación típica residual de ajuste del modelo
(nlme o lme).
residuals: Vector numérico de residuos del ajuste de las longitudes de grie-
tas del modelo (nlme o lme).
crack.pred: Data frame de predicciones de las longitudes de grietas, con-
tiene 3 variables: time, growt.pred, sample.
F.emp: Data frame de la distribución empírica de tiempos de fallo, contiene
dos variables: time, Fe
bw: Valor numérico de ancho de ventana para las funciones de densidad bkde
y kde de los métodos SEP-lme_bkde y SEP-lme_kde respectivamente.
F.est: Data frame de la distribución estimada de tiempos de fallo, contiene
dos variables: time, F
nBKDE: Valor numérico del número de estimaciones de la función bkde.
nKDE: Valor numérico del número de estimaciones de la función de densidad
bkde.
nMC: Valor numérico del número de estimaciones de la función de distribución
con Monte Carlo.
Tabla C.10: Función cracks.growth en R
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PLOT.cg Gráficas de, crecimiento de grietas por fatiga de materiales, estima-
ción, predicción y distribución de tiempos de fallo.
Descripción Las gráficas: Exploratorio de la base de datos, estimación y predicción
de longitudes de crecimiento de grietas por fatiga de materiales, resi-
duos, distribuciones empíricas y estimadas de los tiempos de fallo, son
desplegados mediante tres métodos, SEP-lme_bkde, SEP-lme_kde,
PB-nlme.
Uso PLOT.cg(x)
Argumentos x: Objeto tipo cracks.growth
Detalles Esta función realiza el gráfico exploratorio de la base de datos, grá-
ficas de ajuste y predicción simultáneo de curvas de crecimiento de
grietas correspondientes a diferentes probetas, y además de residuos
de estos ajustes. Realiza también gráficas de la distribución de tiem-
pos de fallo mediante la aplicación de dos técnicas no paramétricas y
una paramétrica (ver detalles de cracks.growth).
Valores Retorna una lista que contiene:
plot.data: Gráfico exploratorio de la base de datos.
plot.pred: Gráfica de, estimación, predicción y tiempos de fallo.
plot.F: Gráfica de las funciones de distribución empírica y estimada.
plot.resid: Gráfica de los residuos de la estimación de las longitudes
de grietas.
Tabla C.11: Función PLOT.cg en R
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IB.F Bandas de confianza bootstrap de distribución de tiempos de fallo.
Descripción La matriz de tiempos de fallo es calculada por remuestreo bootstrap adop-
tado de las metodologías presentadas por tres métodos (ver detalles de
cracks.growth). Mientras que las bandas de confianza bootstrap son cal-
culadas por el método de cuantiles.
Uso IB.F(z, nB, alpha = 0.05, method = c(“SEP-lme_bkde”,
“SEP-lme_kde”, “PB-nlme”))
Argumentos z: Objeto tipo cracks.growth.
nB: Número de remuestras bootstrap.
Alpha: Nivel de significancia, por defecto 0.05
method : Vector tipo carácter que contiene, “SEP-lme_bkde”,
“SEP-lme_kde” y “PB-nlme”, por defecto se utiliza el primero.
Detalles Esta función utiliza tres metodologías diferentes para calcular la matriz
bootstrap de tiempos de fallo estimados, SEP-lme_bkde, SEP-lme_kde son
noparamétricas con anchos de ventana óptimos y PB-nlme paramétrica con
Monte Carlo (ver detalles de cracks.growth) . Las bandas de confianza
bootstrap son calculadas por el método de cuantiles aplicado a la traspuesta
de la matriz bootstrap.
Valores Retorna una lista que contiene:
Mat.F.B: Matriz bootstrap numérica de tiempos de fallo.
I.Bootstrap: Data frame de bandas de confianza bootstrap, por defecto
al 95%, con dos columnas, low, up.
Tabla C.12: Función IB.F en R
D
Resumen de notación
% Tensión normal aplicada
ς Deformación unitaria
f esfuerzo cortante
s deformación transversal
E Módulo de elasticidad longitudinal
G Módulo de elasticidad transversal
v Coeficiente de Poisson
τ Esfuerzo aplicado de la ley de Newton
E′ Módulo de almacenamiento o elasticidad
E” Módulo de disipación
δ Ángulo de desfase
G′ Módulo de almacenamiento o módulo elástico en medidas dinámicas
G” Módulo de disipación en medidas dinámicas
Tg Temperatura de transición
aT Coeficiente de desplazamiento horizontal
T0 Temperatura de referencia
bT Coeficiente de desplazamiento vertical
GCV Criterio de validación cruzada generalizado
UBRE Criterio Un-Biased Risk Estimator
WLF Williams, Landel y Ferry
PC Policarbonato
a longitud de grieta
da(t)
dt
velocidad de crecimiento de grieta con respecto al tiempo
PB-nlme método paramétrico propuesto por Pinheiro y Bates
SEP-lme nuevo método no paramétrico propuesto
C,m coeficientes del modelo de Paris-Erdogan
∆K factor de concentración de esfuerzos
∆S variación entre el esfuerzo máximo y mínimo a fatiga
F factor dependiente de la geometría y probeta ensayada
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var.C, σ2C varianza de C
var.m, σ2m varianza de m
cov.Cm, σ2Cm covarianza de C y m
mvrnorm función de la distribución normal multivariada
tc tiempo de censura
lme función de regresión con modelos de efectos mixtos lineales
nlme función de regresión con modelos de efectos mixtos no lineales
bkde binned kernel density estimate, función para estimar la densidad
kde kernel estimator of the distribution function, función para estimar la dis-
tribución
L1 distancia de funciones módulo integrables
L2 distancia de funciones cuadrado integrables
25−2III diseño de experimentos fraccionado
AIC Criterio de Información de Akaike
BIC Criterio de Información Bayesiano
