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GLOBAL LORENTZ ESTIMATES FOR NONLINEAR PARABOLIC
EQUATIONS ON NONSMOOTH DOMAINS
THE ANH BUI AND XUAN THINH DUONG
Abstract. Consider the nonlinear parabolic equation in the form
ut − diva(Du, x, t) = div (|F |
p−2
F ) in Ω× (0, T ),
where T > 0 and Ω is a Reifenberg domain. We suppose that the nonlinearity a(ξ, x, t) has a
small BMO norm with respect to x and is merely measurable and bounded with respect to the
time variable t. In this paper, we prove the global Caldero´n-Zygmund estimates for the weak
solution to this parabolic problem in the setting of Lorentz spaces which includes the estimates
in Lebesgue spaces. Our global Caldero´n-Zygmund estimates extend certain previous results
to equations with less regularity assumptions on the nonlinearity a(ξ, x, t) and to more general
setting of Lorentz spaces.
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1. Introduction
Let Ω be a bounded open domain in Rn. For 2nn+2 < p < ∞, we consider the following
parabolic equation
(1)
{
ut − diva(Du, x, t) = div (|F |
p−2F ) in ΩT ,
u = 0 on ∂pΩT ,
where T > 0 is a given positive constant, ΩT = Ω × (0, T ), ∂pΩT = (∂Ω × (0, T )) ∪ (Ω × {0}),
and F = (F1, . . . , Fn) ∈ L
p(ΩT ,R
n) is a given vector-valued function. Throughout the paper,
we denote ut =
∂u
∂t and Du = Dxu = (Dx1u, . . . ,Dxnu).
In this paper, we assume that the nonlinearity a = (a1, . . . ,an) : Rn × Rn × R → Rn in (1)
is measurable in (x, t) for every ξ and continuous in ξ for a.e. (x, t), and satisfies the following
conditions: there exist Λ1,Λ2 > 0 so that
(2) |a(ξ, x, t)| + |ξ||Dξa(ξ, x, t)| ≤ Λ1|ξ|
p−1,
and
(3) 〈a(ξ, x, t) − a(η, x, t), ξ − η〉 ≥ Λ2
{
|ξ − η|p, p ≥ 2,
(|ξ|+ |η|)p−2|ξ − η|2, 2nn+2 < p < 2.
for a.e ξ, η ∈ Rn and a.e. (x, t) ∈ Rn × R.
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Note that an example of such a nonlinearity a(ξ, x, t) satisfying these conditions is the standard
p-Laplacian ∆pu = div(|Du|
p−2u) = diva(ξ, x, t) corresponding to a(ξ, x, t) = |ξ|p−2ξ.
A function u ∈ C(0, T ;L2(Ω))∩Lp(0, T ;W 1,p0 (Ω)) is said to be a weak solution to the problem
(1) if the following holds true
(4)
ˆ
ΩT
uϕtdxdt−
ˆ
ΩT
〈a(Du, x, t),Dϕ〉dxdt =
ˆ
ΩT
〈|F |p−2F,Dϕ〉dxdt,
for every test function ϕ ∈ C∞0 (ΩT ).
Due to the lack of regularity with respect to the time variable, the weak solution u to the
problem (1) could not be chosen as a test function in the formula (30). In order to overcome this
trouble, we make use of the Steklov averages, and take the test function ϕ = u which is possible
modulo Steklov averages. For further details on the Stelkov averages and their applications to
parabolic equations, we refer to [14].
It is well-known that if |F | ∈ Lp(ΩT ), then the equation (1) has a unique weak solution u
satisfying the following Caldero´n-Zygmund estimate
(5) sup
0<t<T
‖u(·, t)‖L2(Ω) + ‖Du‖Lp(ΩT ) ≤ C‖F‖Lp(ΩT ).
Hence, it is natural to raise the question on extending the Caldero´n-Zygmund estimate (5) to
various functions spaces.
The Caldero´n-Zygmund theory for the weak solution to the partial differential equations
including both elliptic and parabolic equations has been received a great deal of attention by
many mathematicians. See for example [2, 1, 15, 10, 11, 16, 19, 20, 21, 22, 23, 24, 25, 27, 26,
29, 28, 32, 33, 40, 41] and the references therein. The main aim of this paper is to study the
regularity problem regarding to the parabolic equation (1). We now list some of works related
to the research direction.
(a) In [19], the authors proved the regularity (higher integrability) of the weak solutions to the
following second order parabolic system in the following general form including the system
of p-Laplacian type
ut = divAi(Du, x, t) +Bi(Du, x, t), i = 1, . . . , N,
where the nonlinearities Ai and Bi satisfy growth conditions and some other conditions.
The regularity of very weak solutions to this systems was obtained in [20]. We refer to [20,
Section 2] for the definition of a very weak solution.
(b) In [2], the authors considered the parabolic equation in the form
(6) ut − div (a(x, t)|Du|
p−2Du) = div (|F |p−2F ), p >
2n
n+ 2
,
in the cylindrical domain ΩT = Ω× (0, T ), where Ω is a bounded open subset in R
n, and the
coefficient a(x, t) belongs to VMO spaces and satisfies 0 < ν ≤ a(x, t) ≤ L <∞. Then they
proved the local W 1,q regularity for the weak solution to this problem. More precisely, it
was shown that if |F |p ∈ Lqloc(ΩT ) for q > 1 then |Du|
p ∈ Lqloc(ΩT ). It is important to note
that they introduced a new technique based on their own results in [1]. This technique is
an effective tool in studying regularity problems of partial differential equations. Moreover,
the Caldero´n–Zygmund estimates with measurable dependence with respect to time was
obtained in [13].
(c) In [9], the global Caldero´n-Zygmund theory for the weak solution to the problem (1) was
investigated. It was proved that if |F |p ∈ Lq(ΩT ) for q > 1 then |Du|
p ∈ Lq(ΩT ). This
result extends those in [8]. Note that in [9], the assumptions only require the nonlinearity
a to have a small BMO norms with respect to both x and t, and the domain Ω is flat in
Reifenberg’s sense.
It is worth noticing that although the estimates for the gradient of the weak solutions to the
parabolic problems on Lebesgue spaces Lp have been well-known, the global estimates for the
GLOBAL LORENTZ ESTIMATES FOR PARABOLIC EQUATIONS 3
gradient of the weak solutions on the Lorentz spaces for the case p 6= 2 are less well-known, and
even have not been established so far.
Recently, in [4], the author adapted the technique in [2, 1] to extend the result in [2] to
prove the local Lorentz estimates for the gradient of weak solutions to the problem (6). More
precisely, assume that the coefficient a(x, t) satisfies a VMO condition with respect to x and
satisfies 0 < ν ≤ a(x, t) ≤ L <∞. It was prove that if |F | ∈ Lq,r(Q2R(z0)) for q > p, 0 < r ≤ ∞
and Q2R(z0) ⊂ ΩT then |Du| ∈ L
q,r(QR(z0), where L
q,r is a Lorentz space. See Definition 1.5.
The main aim of this paper is to prove the global Cadero´n-Zygmund type estimates for
the weak solution to the parabolic equation (1) on the Lorentz spaces. We now set up the
assumptions and then state the main result of the paper.
In what follows, for a measurable function f on a measurable subset E in Rn (or, in Rn ×
(0,∞)) we define
fE =
 
E
f =
1
|E|
ˆ
E
f.
We set
Θ(a, Br(y))(x, t) = sup
ξ∈Rn\{0}
|a(ξ, x, t) − aBr(y)(ξ, t)|
|ξ|p−1
where
aBr(y)(ξ, t) =
 
Br(y)
a(ξ, x, t)dx.
Throughout this paper we always assume that the nonlinearity a satisfy (2) and (3). Addition-
ally, we also require the small BMO semi-norm conditions on the nonlinearity a.
Definition 1.1. Let R0, δ > 0. The nonlinearity a satisfies the small (δ,R0)-BMO semi-norm
condition if
(7) [a]2,R0 := sup
y∈Rn
sup
0<r≤R0,0<τ<r2
 
Q(r,τ)(y)
|Θ(a, Br(y))(x, t)|
2dxdt ≤ δ2.
Remark 1.2. (a) The nonlinearity a as in (7) is assumed to be merely measurable only in
the time variable t and belong to the class BMO (functions with bounded mean oscillations) as
functions of the spatial variables x. To see this, we now consider the following example. If
a(ξ, x, t) = b(ξ, x)c(t), then (7) requires small BMO norm regularity for b(ξ, ·), whereas c(·) is
just needed to be bounded and measurable. This contrast to those used in [9, 8] in which the
nonlinearity a is required to belong to the class BMO in both variables t and x. Note that the
condition (7) is similar to that used in [22] to study the parabolic and elliptic equations with
VMO coefficients. We refer to [38] for the definition of VMO functions.
(b) Under the conditions (2), (3) and (7), it is easy to see that for any γ ∈ [1,∞) there exists
ǫ > 0 so that
[a]γ,R0 := sup
y∈Rn
sup
0<r≤R0,0<τ<r2
 
Q(r,τ)(y)
|Θ(a, Br(y))(x, t)|
γdxdt . δǫ.
Concerning the underlying domain Ω, we do not assume any smoothness condition on Ω, but
the following flatness condition.
Definition 1.3. Let δ,R0 > 0. The domain Ω is said to be a (δ,R0) Reifenberg flat domain if
for every x ∈ ∂Ω and 0 < r ≤ R0, then there exists a coordinate system depending on x and r,
whose variables are denoted by y = (y1, . . . , yn) such that in this new coordinate system x is the
origin and
(8) Br ∩ {y : yn > δr} ⊂ Br ∩ Ω ⊂ {y : yn > −δr}.
Remark 1.4. (a) The condition of (δ,R0)-Reifenberg flatness condition was first introduced in
[37]. This condition does not require any smoothness on the boundary of Ω, but sufficiently flat
in the Reifenberg’s sense. The Reifenberg flat domain includes domains with rough boundaries
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of fractal nature, and Lipschitz domains with small Lipschitz constants. For further discussions
about the Reifenberg domain, we refer to [37, 12, 42, 35] and the references therein.
(b) If Ω is a (δ,R0) Reifenberg domain, then for any x0 ∈ ∂Ω and 0 < ρ < R0(1 − δ) there
exists a coordinate systems, whose variables are denoted by y = (y1, . . . , yn) such that in this
coordinate systems the origin is some interior point of Ω and x0 = (0, . . . , 0,−
δρ
1−δ ) and
B+ρ ⊂ Bρ ∩ Ω ⊂ Bρ ∩
{
y : yn > −
2δρ
1− δ
}
.
From now on, we always assume that 0 < δ < 1/10.
(c) For x ∈ Ω and 0 < r < R0, we have
(9)
|Br(x)|
|Br(x) ∩ Ω|
≤
( 2
1− δ
)n
≤ 4n.
We recall the definition of the Lorentz spaces.
Definition 1.5. Let 0 < q < ∞ and 0 < r ≤ ∞, and let U be an open subset in ΩT . The
Lorentz space Lq,r(U) is defined as the set of all measurable functions f on U such that
‖f‖Lq,r(U) :=


{
q
´∞
0 [t
q|{z ∈ U : |f(z)| > t}|]r/q dtt
}1/r
<∞, r <∞,
supt>0 t|{z ∈ U : |f(z)| > t}|
1/q, r =∞.
In the particular case q = r, the weighted Lorentz spaces Lq,q(U) coincide with the Lq(U)
spaces. We have the inclusion Lp(U) ⊂ Lq,r(U) for all q > p, 0 < r ≤ ∞.
Our main result is the following theorem.
Theorem 1.6. Let q ∈ (p,∞) and 0 < r ≤ ∞. Then there exists a positive constant δ such that
the following holds. If |F | ∈ Lq,r(ΩT ), the domain Ω is a (δ,R0)-Reifenberg flat domain, and
the nonlinearity a satisfies (2), (3) and (7), then the problem (1) has a unique weak solution u
satisfying the estimate:
(10) ‖ |Du| ‖Lq,r(ΩT ) .
[
‖ |F | ‖Lq,r(ΩT ) + 1
]d
,
where
d =
{
p
2 , p ≥ 2
2p
2p+np−2n ,
2n
n+2 < p < 2.
,
We note that the presence of the exponent d on the right hand side of (10) is reasonable due
to the scaling deficit of the problem (1). See for example [2].
Some comments in the borderline q = p are in order. In the case r = p this is not difficult
as it comes directly from testing the equation. In the other cases this is not easy and requires
to tilt the estimates around the natural growth exponent. For instance this was done in [3] for
nonlinear elliptic equations which made use of estimates below the natural growth exponent and
Hodge decompositions. In the parabolic case such tools can be replaced by the methods in [5]
and might be done in future work.
We now point out the technique used in this paper. In most of papers on the global Lorentz
estimates for the gradient of the weak solutions to elliptic and parabolic equations, the Hardy-
Littlewood maximal function technique is often employed, see for example [8, 34, 30, 31]. In
particular case of the parabolic equation in the form (1) and some of its specific cases, the
maximal function technique works well only in the case p = 2, see for example [8, 34]. However,
the case p 6= 2 rules out the homogeneity of the parabolic equations. This is a main reason
why the maximal function technique may not be applicable in Lorentz settings. To overcome
this trouble, we adapt the free maximal function technique in [2, 1, 4, 9] which make use of the
approximation method in [10] and the Vitali covering lemma. However, we would like to point
out that the priori regularity assumption approach as in [2, 1, 9] seems not to be suitable to our
setting. This requires some improvements and signification modifications in our approach.
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We would like to comment on the main contributions of this paper in comparison with some
known results.
(a) The assumption (7) we imposed on the nonlinearity a is weaker than that in [9]. Precisely, the
assumption (7) on the nonlinearity a is assumed to be merely measurable in the time variable
t and having a small BMO semi-norm as functions of the spatial variables x. Meanwhile,
in [9] the nonlinearity a is required to belong to the class BMO in both variables t and x.
Moreover, our paper treats the global estimates in Lorentz settings which extends the global
Lp estimates in [9].
(b) The parabolic problem of the form (6) studied in [2, 4] is a particular case of our equation (1)
corresponding to a(ξ, x, t) = a(x, t)|ξ|p−2ξ. Moreover, our small BMO semi-norm condition
(7) with respect to x is weaker than the VMO condition in [4] and the regularity condition
in [2]. More importantly, in this paper, we prove the global estimates for the weak solu-
tion rather than the local estimates as in [2, 4]. This difference requires some challenging
comparison estimates near the boundary. See Section 2.2.
(c) The global weighted Lorentz estimates for the gradient of the weak solution to the problem
(1) corresponding to p = 2 was obtained in [34] by using the maximal function technique.
As mentioned earlier, this technique is not applicable to our settings due to the lack of ho-
mogeneity, and in the particular case p = 2, we recover the results in [34] for the unweighted
Lorentz estimates by a different approach.
The organization of the paper is as follows. In Section 2, we prove some interior and boundary
estimates for the weak solution to the problem (1). The proof of Theorem 1.6 will be represented
in Section 3.
Throughout the paper, we always use C and c to denote positive constants that are indepen-
dent of the main parameters involved but whose values may differ from line to line. We will
write A . B if there is a universal constant C so that A ≤ CB and A ∼ B if A . B and B . A.
We will end this section with some notations which will be used in the paper.
• Br = {y : |y| < r}, B
+
r = Br ∩ {y = (y1, . . . , yn) : yn > 0}.
• Br(x) = x+Br, B
+
r (x) = x+B
+
r .
• Qr,τ = Br× (−τ, τ), Qr = Qr,r2 , Q
+
r,τ = Qr,τ ∩{z = (x
′, xn, t) : xn > 0}, and Q
+
r = Q
+
r,r2
.
• For z = (x, t), Qr,τ (z) = z +Qr,τ , and Q
+
r,τ (z) = z +Q
+
r,τ .
• For z = (x, t), Qr,τ (z) = z +Qr,τ , and Q
+
r,τ (z) = z +Q
+
r,τ .
• Kr,τ (z) = Qr,τ (z) ∩ ΩT ,Kr = Qr ∩ ΩT .
• ∂wKr = Qr ∩ (∂Ω× R).
2. Interior and boundary estimates for the weak solutions
In this section, we always assume that the nonlinearity a satisfies (2), (3) and the small BMO
semi-norm condition (7), and the underlying domain is a (δ,R0) Reifenberg domain with R0 = 6
and small δ ∈ (0, 1/10) which will be determined later.
2.1. Interior estimates. For z0 = (x0, t0) ∈ Ω × (0, T ) such that B5 ≡ B5(z0) ⊂ Ω. For
simplicity we may assume that x0 = 0 and Q5(z0) ≡ Q5 ⊂ ΩT .
We have the following higher integrability result. See for example [19].
Proposition 2.1. Let u be a weak solution to the problem
ut − div a(Du, x, t) = div(|H|
p−2H) in Q5
with H ∈ Lp+σ¯(Q5) for some σ¯ > 0. Then there exists ǫ0 ∈ (0, σ¯] and σ > 0 so that |Du| ∈
Lp+ǫ0(Q4) and  
Q4
|Du|p+ǫ0dxdt .
(  
Q5
|Du|pdxdt
)σ
+
 
Q5
|H|p+ǫ0dxdt+ 1.
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Let u be a weak solution to (1). We now consider the unique weak solution w ∈ C(t0−5
2, t0+
52;L2(Ω)) ∩ Lp(t0 − 5
2, t0 + 5
2;W 1,p0 (Ω)) to the following equation
(11)
{
wt − div a(Dw,x, t) = 0 in Q5,
w = u on ∂pQ5.
We now prove the following useful result.
Lemma 2.2. Let w be a weak solution to the problem (11). Then for each ǫ > 0 there exists
C > 0 so that
(12)
 
Q5
|D(u− w)|pdxdt ≤ ǫ
 
Q5
|Du|pdxdt+ C
 
Q5
|F |pdxdt.
Proof. The proof of this lemma is standard. However, for the sake of completeness, we provide
it here.
Case 1: 2nn+2 < p < 2. Observe that
|D(u− w)|p = (|Du|+ |Dw|)−
p(p−2)
2 (|Du|+ |Dw|)
p(p−2)
2 |D(u− w)|p.
Hence, for τ > 0, using Young’s inequality we obtain
(13) 
Q5
|D(u− w)|pdxdt ≤ τ
 
Q5
(|Du|+ |Dw|)pdxdt+ c(τ)
 
Q5
(|Du|+ |Dw|)p−2|D(u− w)|2dxdt
≤ c(p)τ
[  
Q5
|D(u− w)|pdxdt+
 
Q5
|Du|pdxdt
]
+ c(τ)
 
Q5
(|Du|+ |Dw|)p−2|D(u− w)|2dxdt.
Note that, by (3), we have
(14)
 
Q5
(|Du|+ |Dw|)p−2|D(u− w)|2dxdt ≤ C
 
Q5
〈a(Du, x, t)− a(Dw,x, t),Du −Dw〉dxdt.
Taking u− w as a test function, we can verify that 
Q5
〈a(Du, x, t) − a(Dw,x, t),Du −Dw〉dxdt = −
 
Q5
〈|F |p−2F,Du−Dw〉dxdt.
This along with Young’s inequality again implies υ
(15)
 
Q5
〈a(Du, x, t)− a(Dw,x, t),Du −Dw〉dxdt ≤ τ
 
Q5
|D(u− w)|pdxdt+ C
 
Q5
|F |pdxdt.
Taking (13), (14) and (15) into account, we obtain 
Q5
|D(u− w)|pdxdt ≤ (c(p) + 1)τ
 
Q5
|D(u− w)|pdxdt+ c(p)τ
 
Q5
|Du|pdxdt+C
 
Q5
|F |pdxdt.
By taking τ to be sufficiently small, this follows the desired estimate.
Case 2: p ≥ 2. This case can be done in the same manner and we omit details. 
Let w be a weak solution to (11). We now consider the following problem
(16)
{
vt − div aB4(Dv, t) = 0 in Q4,
v = w on ∂pQ4.
We then obtain the following estimate.
Lemma 2.3. Let v solve (16). Then for any ǫ > 0 there exists C > 0 and σ1 (which is
independent of ǫ) so that
(17)
 
Q4
|D(w − v)|pdxdt ≤ ǫ
 
Q4
|Dw|pdxdt+ C[a]σ12,R0
(  
Q5
|Dw|pdxdt
) σ(p+ǫ0)
p
.
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Proof. Arguing similarly to (13) and (14), for τ > 0, we obtain that 
Q4
|D(w − v)|pdxdt ≤ τ1
 
Q4
|Dw|pdxdt+ C
 
Q4
〈aB4(Dw, t) − aB4(Dv, t),Dw −Dv〉dxdt.
Taking w − v as a test function, it can be verified that 
Q4
〈aB4(Dw, t) − aB4(Dv, t),Dw −Dv〉dxdt =
 
Q4
〈aB4(Dw, t) − aB4(Dw,x, t),Dw −Dv〉dxdt.
These two estimates imply
(18) 
Q4
|D(w − v)|pdxdt ≤ τ1
 
Q4
|Dw|pdxdt+ C
 
Q4
〈aB4(Dw, t) − aB4(Dw,x, t),Dw −Dv〉dxdt
≤ τ1
 
Q4
|Dw|pdxdt+ C
 
Q4
Θ(a, B4)|Dw|
p−1|D(w − v)|dxdt.
Applying Young’s inequality and Proposition 2.1, we have
(19)
 
Q4
Θ(a, B4)|Dw|
p−1|D(w − v)|dxdt
≤ τ2
 
Q4
|D(w − v)|p + C
 
Q4
Θ(a, B4)
p
p−1 |Dw|pdxdt
≤ τ2
 
Q4
|D(w − v)|p + C
( 
Q4
Θ(a, B4)
p(p+ǫ0)
(p−1)ǫ0 dxdt
) ǫ0
p+ǫ0
(  
Q4
|Dw|p+ǫ0dxdt
) p
p+ǫ0
≤ τ2
 
Q4
|D(w − v)|p + [a]σ12,R0
(  
Q5
|Dw|pdxdt
) σ(p+ǫ0)
p
.
From (18) and (19), by taking τ1 and τ2 to be sufficiently small, we obtain the desired estimate.

We now state the standard Ho¨lder regularity result. See for example [14, Chapter 8].
Proposition 2.4. Let v solve the equation (16). Then we have
‖Dv‖L∞(Q3) ≤ C
( 
Q4
|Dv|pdxdt+ 1
)1/p
.
We have the following approximation result.
Proposition 2.5. For each ǫ > 0 there exists δ > 0 so that the following holds true. Assume
that u is a weak solution to the problem (1) satisfying
(20)
 
Q5
|Du|pdxdt ≤ 1,
under the condition
(21)
 
Q5
|F |pdxdt ≤ δp.
Then there exists a weak solution v to the problem (16) satisfying
(22) ‖Dv‖L∞(Q3) . 1,
and
(23)
 
Q3
|D(u− v)|pdxdt ≤ ǫp.
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Proof. The inequality (23) follows immediately from Lemma 2.2 and 2.3 and the following esti-
mate  
Q3
|D(u− v)|pdxdt .
 
Q3
|D(u− w)|pdxdt+
 
Q3
|D(w − v)|pdxdt.
From Proposition 2.4, we have
‖Dv‖pL∞(Q3) ≤ C
 
Q4
|Dv|pdxdt+ C ≤ C
 
Q4
|Du|pdxdt+ C
 
Q4
|D(u− v)|pdxdt+ C.
This along with (20) and (23) yields (22).

2.2. Boundary estimates. We now consider the boundary case. Fix t0 ∈ (0, T ) and z0 =
(x0, t0) ∈ ΩT . We may assume that x0 = 0. Without loss of generality we may assume that
(24) B+5 ⊂ Ω5 ⊂ Ω5 ∩ {x : xn > −12δ}.
Without loss of geneality we may assume that (t0 − 5
2, t0 + 5
2) ⊂ (0, T ).
Similarly to Proposition 2.1, the higher integrability result still holds true near the boudary
of the domain Ω. See for example [35, 36, 6].
Proposition 2.6. Let u be a weak solution to the problem{
ut − div a(Du, x, t) = div(|H|
p−2H) in K5(z0),
u = 0 on ∂wK5(z0).
with H ∈ Lp+σ¯(K5(z0)) for some σ¯ > 0. Then there exists ǫ0 ∈ (0, σ¯] and σ > 0 so that
|Du| ∈ Lp+ǫ0(K4(z0)) and 
K4(z0)
|Du|p+ǫ0dxdt .
(  
K5(z0)
|Du|pdxdt
)σ
+
 
K5(z0)
|H|p+ǫ0dxdt+ 1.
Let u be a weak solution to the problem (1). We consider the unique weak solution
w ∈ C(t0 − 5
2, t0 + 5
2;L2(Ω ∩B5)) ∩ L
p(t0 − 5
2, t0 + 5
2;W 1,p0 (Ω ∩B5))
to the following equation
(25)
{
wt − div a(Dw,x, t) = 0 in K5(z0),
w = u on ∂pK5(z0).
Similarly to Lemma 2.2, we can prove the following result.
Lemma 2.7. Let w be a weak solution to the problem (25). Then for each ǫ > 0 there exists
C > 0 so that
(26)
 
K5(z0)
|D(u− w)|pdxdt ≤ ǫ
 
K5(z0)
|Du|pdxdt+C
 
K5(z0)
|F |pdxdt.
Let w be a weak solution to (25). We now consider the following problem
(27)
{
ht − div aB4(Dh, t) = 0 in K4(z0),
h = w on ∂pK4(z0).
Using the argument as in the proof of Lemma 2.3 we obtain the following estimate.
Lemma 2.8. Let h solve (27). Then for any ǫ > 0 there exists C > 0 and σ1 (which is
independent to ǫ) so that
(28)
 
K4(z0)
|D(w − h)|pdxdt ≤ ǫ
 
K4(z0)
|Dw|pdxdt+ C[a]σ12,R0
( 
K5(z0)
|Dw|pdxdt
) σ(p+ǫ0)
p
.
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However, the main trouble is that the L∞-norm of the weak solution h may not be bounded
near the boundary due to the lack of the smoothness of the domain Ω. To overcome this trouble,
we now consider its reference problem
(29)
{
vt − div aB4(Dv, t) = 0 in Q
+
4 (z0),
v = 0 on Q4(z0) ∩ {z = (x
′, xn, t) : xn = 0}.
Definition 2.9. A weak solution v to the problems (29) is understood in the following sense:
the zero extension v¯ of v is in C(t0 − 4
2, t0 + 4
2;L2(B4)) ∩ L
p(t0 − 4
2, t0 + 4
2;W 1,p0 (B4)) and
satisfies the following
(30)
ˆ
Q+4 (z0)
hϕtdxdt−
ˆ
Q+4 (z0)
〈a(Dh, x, t),Dϕ〉dxdt = 0,
for every test function ϕ ∈ C∞0 (Q
+
4 (z0)).
Proposition 2.10. For every ǫ > 0, there exists δ such that the following holds. If h is a weak
solution to the problem (27) along with (24) and
(31)
 
K4(z0)
|Dh|p . 1,
then there exists v solving the problem (29) with
(32)
 
Q+4 (z0)
|Dv|p . 1
such that
(33)
 
Q+4 (z0)
|h− v|p ≤ ǫp.
Proof. We first note that if h is a weak solution to (27), then it also solves
(34)
{
ht − div aB4(Dh, t) = 0 in K4(z0),
h = 0 on ∂wK4(z0).
We will argue by contradiction as in [7, 9]. Assume, to the contrary, that there exist an ǫ > 0,
a sequence of domains {Ωk} such that
(35) B+5 ⊂ Ω
k
5 ⊂ {x ∈ B5 : xn > −
12
k
},
and a sequence of functions {hk} which solves the problem
(36)
{
hkt − div aB4(Dh
k, t) = 0 in Kk4 (z0) := (Ω
k ∩B4)× (t0 − 4
2, t0 + 4
2)
hk = 0 on ∂wK
k
4 (z0).
satisfying
(37)
 
Kk4 (z0)
|Dhk|p . 1.
But, we have
(38)
 
Q+4 (z0)
|hk − v|p > ǫ,
where v is any weak solution to the problem (29) with
(39)
 
B+4
|Dv|p . 1.
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From (35), (37) and Poincare´ inequality, we have 
Q+4 (z0)
|Dhk|pdxdt ≤
 
Kk4 (z0)
|Dhk|pdxdt ≤
 
Kk4 (z0)
|Dhk|pdxdt . 1,
and
‖hkt ‖Lp′ (t0−42,t0+42;W−1,p′(B+4 ))
= ‖div aB4(Dh
k, t)‖Lp′ (t0−42,t0+42;W−1,p′(B+4 ))
≤ ‖aB4(Dh
k, t)‖Lp′ (t0−42,t0+42;Lp′(B+4 ))
≤ ‖(Dhk)p−1‖Lp′ (t0−42,t0+42;Lp′(B+4 ))
.
(ˆ
Kk4 (z0)
|Dhk|p
) p−1
p
. 1.
Therefore, by Aubin-Lions Lemma in [39, Chapter 3], there exists h0 with h0 ∈ Lp(t0 − 4
2, t0 +
42;W 1,p(B+4 )) and h
0
t ∈ L
p′(t0 − 4
2, t0 + 4
2;W−1,p
′
(B+4 )) such that there exists a subsequence
of {hk}, which is still denoted by {hk}, satisfying
hk → h0, strongly in Lp(t0 − 4
2, t0 + 4
2;Lp(B+4 )),
Dhk → Dh0, weakly in Lp(t0 − 4
2, t0 + 4
2;Lp(B+4 )),
and
hkt → h
0
t , weakly in L
p′(t0 − 4
2, t0 + 4
2;W−1,p
′
(B+4 )).
As a direct consequence, we haveˆ
Q+4 (z0)
|Dh0|pdxdt . lim inf
k
ˆ
Q+4 (z0)
|Dhk|pdxdt . 1.
At this stage, using the method of Browder-Minty as in [8], we can verify that h0 solves{
h0t − div aB4(Dh
0, t) = 0 in Q+4 (z0),
h0 = 0 on Q4 ∩ {x : xn = 0} × (t0 − 4
2, t0 + 4
2).
This contradicts to (38) by taking v = h0 and k sufficiently large. 
Proposition 2.11. For every ǫ > 0, there exists δ such that the following holds. If h is a weak
solution to the problem (34) along with (24) and
(40)
 
K4(z0)
|Dh|p . 1,
then there exists v solving the problem (27) with
(41) ‖Dv‖p
L∞(Q+3 (z0))
. 1
such that
(42)
 
K3(z0)
|D(h− v¯)|p ≤ ǫp,
where v¯ is a zero extension of v to Q4.
Proof. Let v¯ be a zero extension of v to Q4(z0). Then it can be verified that v¯ solves
v¯t − div aB4(Dv¯, t) = Dxn
[
anB4(Dv¯(x
′, 0, t))χ{x:xn<0}
]
in Q4(z0),
where x = (x′, xn) and a = (a
1, . . . ,an).
Therefore, h− v¯ solve
(h− v¯)t − div aB4(D(h− v¯), t) = −Dxn
[
anB4(Dv¯(x
′, 0, t))χ{x:xn<0}
]
in K4(z0).
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By a standard argument and (2), we can show that 
K3(z0)
|D(h− v¯)|pdxdt
≤ C
 
K4(z0)
|h− v¯|pdxdt+ C
 
K4(z0)
|h− v¯|2dxdt+ C
 
K4(z0)
|Dv¯(x′, 0, t)χ{x:xn<0}|
pdxdt.
Using a similar argument in [9, pp.4304-4305] we obtain that 
K4(z0)
|h− v¯|2dxdt . O(ǫ).
Using (24) and (33), we discover that 
K4(z0)
|h− v¯|pdxdt ≤ C
 
Q+4 (z0)
|h− v¯|pdxdt+
 
K4(z0)\Q
+
4 (z0)
|h|pdxdt ≤ C(ǫ1 +O(δ)).
By (24), we have 
K4(z0)
|Dv¯(x′, 0, t)χ{x:xn<0}|
pdxdt ≤
 
K4(z0)∩{x:−12δ<xn≤0}×(t0−42,t0)
|Dv¯(x′, 0, t)|pdxdt
≤ O(δ).
These three estimates imply (42).
The assertion (41) follows immediately from (32) and the Ho¨lder estimate of v near the flat
boundary in [29]:
‖v‖p
L∞(Q+3 (z0))
≤ C
 
Q+4 (z0)
|Dv|p ≤ C.
This completes our proof. 
From estimates above, we have the following corollary.
Corollary 2.12. For each ǫ > 0 there exists δ > 0 so that the following holds true. Assume
that u is a weak solution to the problem (1) satisfying
(43)
 
K5(z0)
|Du|pdxdt ≤ 1,
under the condition
(44)
 
K5(z0)
|F |pdxdt ≤ δp.
Then there exists a weak weak solution v to the problem (27) with
(45) ‖Dv‖p
L∞(Q+3 (z0))
. 1
such that
(46)
 
K3(z0)
|D(u− v¯)|p ≤ ǫp,
where v¯ is a zero extension of v to Q4.
Proof. Let w and h be, respectively, weak solutions to the problems (25) and (27). From (26),
(28), (43) and (44), we obtain that  
K4(z0)
|Dh|p . 1.
Hence, by Proposition (2.11), we get (45). The estimate (46) follows immediately from (26),
(28), (42) and the following estimate 
K3(z0)
|D(u− v¯)|p .
 
K3(z0)
|D(u− w)|p +
 
K3
|D(w − h)|p +
 
K3(z0)
|D(h− v¯)|p.
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
3. The main result
This section is devoted to prove Theorem 1.6.
Let F ∈ Lq,r(ΩT ) with q > p, 0 < r ≤ ∞ and let u be a unique weak solution to the equation
(1).
Fix 1 ≤ s1 < s2 ≤ 2 and R < min{R0, 1}. Fix z0 ∈ ΩT .
Without loss of generality, we may assume that η = p + ǫ0 < q where ǫ0 is a constant
in Propositions 2.1 and (2.6). Since F ∈ Lq,r(ΩT ) ⊂ L
η(ΩT ) ⊂ L
p(ΩT ), from (5) we have
|Du| ∈ Lp(ΩT ). We set
λ0 :=
( 
K2R(z0)
|Du|pdxdt
) d
p
+
( 1
δη
 
K2R(z0)
(|F |η + 1)dxdt
) d
η
<∞.
For λ > 0, we now define the level set
Es1(λ) = {z ∈ Ks1R(z0) : |Du(z)| > λ}.
For r > 0, λ > 1 and z ∈ Ks1R(z0) we define
Qλr (z) =
{
Qr,λ2−pr2(z), p ≥ 2
Q
λ
p−2
2 r,r2
(z), 2nn+2 < p < 2,
and Kλr (z) = Q
λ
r (z) ∩ ΩT .
For z ∈ Es1(λ), we now define
Gz(r) =
( 
Kλr (z)
|Du|pdxdt
) 1
p
+
( 1
δη
 
Kλr (z)
|F |ηdxdt
) 1
η
.
By Lebesgue’s differential theorem, we have
(47) lim
r→0
Gz(r) = |Du(z)| +
1
δ
|F (z)| > λ.
Then for (s2−s1)R100 < r ≤ (s2 − s1)R and λ > 1 we have
Gz(r) =
( 
Kλr (z)
|Du|pdxdt
) 1
p
+
( 1
δη
 
Kλr (z)
|F |ηdxdt
) 1
η
≤
[
|K2R(z0)|
|Kλr (z)|
] 1
p (  
K2R(z0)
|Du|pdxdt
) 1
p
+
[
|K2R(z0)|
|Kλr (z)|
] 1
η ( 1
δη
 
K2R(z0)
|F |ηdxdt
) 1
η
≤
[
|K2R(z0)|
|Kλr (z)|
] 1
p
λ
1
d
0
≤
[
(2R)n+2
|Kλr (z)|
] 1
p
λ
1
d
0
We note that for 0 < r < (s2 − s1)R and z ∈ Es1(λ), we have K
λ
r (z) ⊂ K2R(z0).
If p ≥ 2, from (9) we have
(48) (Gz(r))
p ≤
4n(2R)n+2
rn+2λ2−p
λ
p
d
0 ≤ 4
n
(2R
r
)n+2
λp−2λ
p
d
0 ≤ 4
n
(2× 106
s2 − s1
)n+2
λp−2λ
p
d
0 .
If 2nn+2 < p < 2, similarly we have
(49) (Gz(r))
p ≤ 4n
(2× 106
s2 − s1
)n+2
λ−
(p−2)n
2 λ
p
d
0 .
We now fix
λ >
[
4n
(2× 106
s2 − s1
)n+2]d/p
λ0 = C˜0λ0.
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Then from (48) and (49), by a simple calculation we obtain
Gz(r) < λ, for all r ∈ [10
−6(s2 − s1)R, (s2 − s1)R].
This together with (47) implies that for each z ∈ E(λ,KR) there exists 0 < rz < 10
−6(s2− s1)R
so that
Gz(rz) = λ, and Gz(r) < λ for all r ∈ (rz, (s2 − s1)R).
We now apply Vitali’s covering lemma to obtain the following result directly.
Lemma 3.1. There exists a disjoint family {Kλri(zi)}
∞
i=1 with ri < 10
−6(s2 − s1)R and zi =
(xi, ti) ∈ ΩT such that:
(a) Es1(λ) ⊂
⋃
iK
λ
5ri
(zi);
(b) Gzi(ri) = λ, and Gzi(r) < λ for all r ∈ (ri, (s2 − s1)R).
Proposition 3.2. For each i we have
(50) |Kλri(zi)| . |K
λ
ri(zi) ∩ Es2(λ/4)| +
c
(δλ)η
ˆ ∞
δλ
tη|{z ∈ Kλri(zi) : |F (z)| > t}|
dt
t
.
Proof. From Lemma 3.1 we have either 
Kλri(zi)
|Du|pdxdt ≥
λp
2p
, or
1
δη
 
Kλri(zi)
|F |ηdxdt ≥
λη
2η
Case 1. If
1
δη
 
Kλri(zi)
|F |ηdxdt ≥
λη
2η
,
then we have
|Kλri(zi)| ≤
η2η
δηλη
ˆ ∞
0
tη|{z ∈ Kλri(zi) : |F (z)| > t}|
dt
t
≤
ˆ δλ/4
0
. . .+
ˆ ∞
δλ/4
. . .
≤
|Kλri(zi)|
δη2η
+
η2η
δηλη
ˆ ∞
δλ/4
tη|{z ∈ Kλri(zi) : |F (z)| > t}|
dt
t
.
This implies (50).
Case 2. If  
Kλri(zi)
|Du|pdxdt ≥
λp
2p
,
then
|Kλri(zi)| ≤
2p
λp
ˆ
Kλri(zi)
|Du|pdxdt,
then due to Kλri(zi) ⊂ Ks2R(z0), we have
|Kλri(zi)| ≤
2p
λp
ˆ
Kλri(zi)\Es2 (λ/4)
|Du|pdxdt+
2p
λp
ˆ
Kλri(zi)∩Es2 (λ/4)
|Du|pdxdt
≤
|Kλri(zi)|
4p
+
1
λp
ˆ
Kλri(zi)∩Es2 (λ/4)
|Du|pdxdt.
This implies
(51) |Kλri(zi)| .
1
λp
ˆ
Kλri(zi)∩Es2 (λ/4)
|Du|pdxdt.
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By Holder’s inequality, we have(ˆ
Kλri(zi)∩Es2 (λ/4)
|Du|pdxdt
)
≤
(  
Kλri(zi)∩Es2 (λ/4)
|Du|p(1+ǫ0)dxdt
) 1
1+ǫ0 |Kλri(zi)|
( |Kλri(zi) ∩ Es2(λ/4)|
|Kλri(zi)|
)1− 1
1+ǫ0 ,
where ǫ0 is a constant in Propositions 2.1 and 2.6.
By Propositions 2.1 and 2.6, the scaled mappings (54), (55), (58) and Lemma 3.1, we obtain
(  
Kλri(zi)∩Es2 (λ/4)
|Du|p(1+ǫ0)dxdt
) 1
1+ǫ0 ≤
( 
Kλri(zi)
|Du|p(1+ǫ0)dxdt
) 1
1+ǫ0
. λp.
Inserting these two estimates into (51) we get that
|Kλri(zi)| . |K
λ
ri(zi)|
( |Kλri(zi) ∩ Es2(λ/4)|
|Kλri(zi)|
)1− 1
1+ǫ0 .
This implies
|Kλri(zi)| . |K
λ
ri(zi) ∩ Es2(λ/4)|.
This completes our proof. 
Lemma 3.3. For each ǫ > 0, there exist δ and A1 so that the following holds true. For each
i ∈ I, there exists vi defined in K
λ
6ri
(zi) satisfying
(52) ‖Dv¯i‖L∞(Kλ6ri (zi))
≤ A1λ
p,
and
(53)
 
Kλ6ri
(zi)
|D(u− v¯i)|
pdxdt ≤ ǫpλp.
Proof. For r > 0, λ > 1 and x ∈ Ω we define
Bλr (x) =
{
Br(x), p ≥ 2
B
λ
p−2
2 r
(z), 2nn+2 < p < 2.
For each i, We now consider two cases Bλ10ri(zi) ∩ ∂Ω 6= ∅ and B
λ
10ri
(zi) ⊂ Ω.
We now consider the first case Bλ10ri(zi)∩∂Ω 6= ∅. We now consider the following the standard
scaled mappings
(54)


u¯i(x, t) =
u(xi + 2ri(x− xi), ti + λ
2−p(2ri)
2(t− ti))
2riλ
,
F¯i(x, t) =
F (xi + 2ri(x− xi), ti + λ
2−p(2ri)
2(t− ti))
λ
,
a¯i(ξ, x, t) =
a(λξ, xi + 2ri(x− xi), ti + λ
2−p(2ri)
2(t− ti))
λp−1
,
Ω˜ =
{
xi +
x− xi
2ri
: x ∈ Ω
}
,
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as p ≥ 2, and
(55)


u¯i(x, t) =
u(xi + 2λ
p−2
2 ri(x− xi), ti + (2ri)
2(t− ti))
2riλp/2
,
F¯i(x, t) =
F (xi + 2λ
p−2
2 ri(x− xi), ti + (2ri)
2(t− ti))
λ
,
a¯i(ξ, x, t) =
a(λξ, xi + 2λ
p−2
2 ri(x− xi), ti + (2ri)
2(t− ti))
λp−1
,
Ω˜ =
{
xi +
x− xi
2λ
p−2
2 ri
: x ∈ Ω
}
,
as 2nn+2 < p < 2, where zi = (yi, ti).
By a simple calculation, it can be verified that u¯i solves
(u¯i)t − div a¯i(Du¯i, x, t) = div (|F¯i|
p−2F¯i) in K5(zi).
Sine B5(xi) ∩ ∂Ω˜ 6= ∅, there is a point x
i
0 ∈ B5(xi) ∩ ∂Ω˜. From the definition of the (δ,R0)
Reifenberg flat domain, it can be seen that there exists a coordinate system, whose variables are
still denoted by x = (x1, . . . , xn) with origin at some interior point of Ω such that in this new
coordinate system xi0 = (0, . . . , 0,−
10δ
1−δ ) and we have
(56) B+15 ⊂ Ω ∩B15 ⊂ B15 ∩ {x : xn > −180δ}.
If we choose δ < 11000 , then we have
(57) K5(zi) ⊂ K15(0, ti) ⊂ K20(zi).
This along with Lemma 3.1 implies that 
K15(0,ti)
|Du¯|pdz . λ, and
 
Kλ15(0,ti)
|F¯ |pdz . δλ.
Therefore, by Corollary 2.12 there exists δ so that we can find v¯i defined in K9(0, ti) satisfying
‖v¯i‖L∞(K9(0,ti)) . 1,
and  
K9(0,ti)
|D(u¯i − v¯i)|
pdxdt ≤ ǫp.
On the other hand, we have K3(zi) ⊂ K9(0, ti) ⊂ K15(zi), we imply that there exist δ and A1
so that
‖v¯i‖L∞(K3(zi)) ≤ A1,
and  
K3(zi)
|D(u¯i − v¯i)|
pdxdt ≤ ǫp.
We now consider the following rescaled map:
(58) vi(x, t) =


2riλv¯i
(
xi +
x− xi
2ri
, ti +
t− ti
λ2−p(2ri)2
)
, p ≥ 2,
2riλ
p/2v¯i
(
xi +
x− xi
2λ
p−2
2 ri
, ti +
t− ti
(2ri)2
)
,
2n
n+ 2
< p < 2.
Then it is easy to see that vi is defined in K
λ
6ri
(zi) and satisfies (52) and (53).
The case Bλ10ri(zi) ⊂ Ω can be done in the same manner with making use of Corollary 2.12
instead of Proposition 2.5. Hence, we omit details. 
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Proposition 3.4. There exists N0 > 1 so that for any λ > C˜0λ0 we have
(59) |Es1(N0λ)| ≤ǫ
p
[
|Es2(λ/4)| +
1
(δλ)η
ˆ ∞
δλ/4
tη|{z ∈ Ks2R(z0) : |F (z)| > t}|
dt
t
]
.
Proof. Since Es1(N0λ) ⊂ E(λ), we have
Es1(N0λ) = {z ∈ E(λ) : |Du(z)| > N0λ}.
This along with Lemma 3.1 implies
|Es1(N0λ)| ≤
∑
i
|{z ∈ Kλ6ri(zi) : |Du(z)| > N0λ}|.
Taking N0 = (2A1)
1/p, from Lemma 3.3 we have∑
i
|{z ∈ Kλ6ri(zi) : |Du(z)| > N0λ}|
≤
∑
i
[∣∣∣{z ∈ Kλ6ri(zi) : |D(u− vi)(z)| > N0λ2
}∣∣∣+ ∣∣∣{z ∈ Kλ6ri(zi) : |Dvi(z)| > N0λ2
}∣∣∣]
=
∑
i
∣∣∣{z ∈ Kλ6ri(zi) : |D(u− vi)(z)| > N0λ2
}∣∣∣
≤
∑
i
2p
(N0λ)p
ˆ
Kλ6ri
(zi)
|D(u− vi)|
pdxdt
≤ cǫp
∑
i
|Kλ6ri(zi)|
≤ cǫp
∑
i
|Kλri(zi)|.
This, Proposition 3.3 and the disjointness of the family {Kλri(zi)} imply the estimate (59) as
desired. 
We now recall the following auxiliary lemma in [17, Lemma 4.3].
Lemma 3.5. Let f be a bounded nonnegative function on [a1, a2] with 0 < a1 < a2. Assume
that for any a1 ≤ x1 ≤ x2 ≤ a2 we have
f(x1) ≤ θ1f(x2) +
A1
(x2 − x1)θ2
+A2,
where A1, A2 > 0, 0 < θ1 < 1 and θ2 > 0. Then, there exists c = c(θ1, θ2) so that
f(x1) ≤ c
[ A1
(x2 − x1)θ2
+A2
]
.
We now ready to give the proof of Theorem 1.6.
Proof of Theorem 1.6: Since ΩT is a bounded domain. It suffices to prove that there exists a
constant C > 0 independing of u and x0 so that
‖|Du|‖Lq,r(KR(z0)) ≤ C
[
‖F‖Lq,r(ΩT ) + ‖F‖
d
Lq,r(ΩT )
]
.
For each k > 0 we define |Du|k = min{k, |Du|}. Then |Du|k ∈ L
q,r(ΩT ) for all q > p, 0 < r ≤
∞. We set Eks (λ) = {z ∈ KsR(z0) : |Du(z)|k > λ} for s > 0.
From (59), it follows immediately that there exists C independing of k so that
(60) |Eks1(N0λ)| ≤ Cǫ
p
[
|Eks2(λ/4)| +
1
(δλ)η
ˆ ∞
δλ/4
tη|{z ∈ Ks2R(z0) : |F (z)| > t}|
dt
t
]
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Case 1: 0 < r <∞. We have
‖|Du|k‖
r
Lq,r(Ks1R(z0))
= C
ˆ ∞
0
[λq|{z ∈ Ks1R(z0) : |Du(z)|k > N0λ}|]
r/q dλ
λ
=
ˆ C˜0λ0
0
. . . +
ˆ ∞
C˜0λ0
. . . := I1 + I2.
It is easy to see that
I1 ≤ C|ΩT |
r/q(C˜0λ0)
r = C(s2 − s1)
− (n+2)dr
p
[(  
K2R(z0)
|Du|pdxdt
) dr
p
+
( 1
δη
 
K2R(z0)
(|F |η + 1)dxdt
) dr
η
]
≤ C(s2 − s1)
−
(n+2)dr
p
(ˆ
ΩT
|F |ηdxdt
) rd
η
≤ C(s2 − s1)
−
(n+2)dr
p ‖F‖rdLq,r(ΩT ).
To take care of the second term I2, we apply (3.4) to write
I2 ≤Cǫ
pr/q
ˆ ∞
C0
[λq|{z ∈ Ks2R(z0) : |Du(z)|k > λ/4}|]
r/q dλ
λ
+ Cǫpr/q
ˆ ∞
C˜0λ0
λ(q−η)r/q
[ˆ ∞
δλ/4
tη|{z ∈ ΩT : |F (z)| > t}|
dt
t
]r/q
dλ
λ
= I21 + I22.
Obviously, I21 ≤ C1ǫ
pr/q‖|Du|k‖
r
Lq,r(Ks1R(z0))
. In order to take case of the second term, we
consider three cases.
Subcase 1.1: q < r <∞. Applying Hardy’s inequality (see for example [18, Theorem 330]),
we obtain
I22 ≤ C(δ)ǫ
pr/q
ˆ ∞
0
λ(q−η)r/qληr/q|{z ∈ ΩT : |F (z)| > λ}|
r/q dλ
λ
= C(δ)ǫpr/q
ˆ ∞
0
λr|{z ∈ ΩT : |F (z)| > λ}|
r/q dλ
λ
= C‖F‖rLq,r(ΩT ).
Hence,
‖|Du|k‖
r
Lq,r(Ks1R(z0))
≤C1ǫ
pr/q‖|Du|k‖
r
Lq,r((Ks2R(z0))
+ C(‖F‖rLq,r(ΩT ) + (s2 − s1)
− (n+2)dr
p ‖F‖rdLq,r(ΩT )).
By choosing ǫ so that C1ǫ
pr/q < 1 and then and applying Lemma 3.5 for f(s) = ‖|Du|k‖Lq,r(KsR(z0)),
a1 = 1, a2 = 2, A1 = ‖F‖
d
Lq,r(ΩT )
and A2 = ‖F‖Lq,r(ΩT ) we deduce that there exists C indepen-
dent of k so that
‖|Du|k‖Lq,r(Ks1R(z0)) . ‖F‖Lq,r(ΩT ) + (s2 − s1)
−
(n+2)d
p ‖F‖dLq,r(ΩT ).
This implies
‖|Du|k‖Lq,r(KR(z0)) . ‖F‖Lq,r(ΩT ) + ‖F‖
d
Lq,r(ΩT )
.
Letting k →∞, we obtain
‖|Du|‖Lq,r(KR(z0)) . ‖F‖Lq,r(ΩT ) + ‖F‖
d
Lq,r(ΩT )
.
Subcase 1.2: 0 < r ≤ q. In order to deal with this case, we need the following variant of
reverse-Ho¨lder’s inequality in [4, Lemma 3.5]
18 THE ANH BUI AND XUAN THINH DUONG
Lemma 3.6. Let h : [0,∞)→ [0,∞) be a non-decreasing, measurable functions and let 1 ≤ α ≤
∞ and r > 0. Then there exists C > 0 so that for any λ > 0 we have[ˆ ∞
λ
(trh(t))α
dt
t
]1/α
≤ λrh(λ) +C
ˆ ∞
λ
trh(t)
dt
t
, α <∞,
and
sup
t>λ
trh(t) ≤ Cλrh(λ) + C
ˆ ∞
λ
trh(t)
dt
t
, α =∞.
We now apply Lemma 3.6 to obtain[ˆ ∞
δλ/4
tη|{z ∈ Ks2R(z0) : |F (z)| > t}|
dt
t
]r/q
=
{ˆ ∞
δλ/4
[
tηr/q|{z ∈ Ks2R(z0) : |F (z)| > t}|
r/q
]q/r dt
t
}r/q
≤ Cληr/q|{z ∈ ΩT : |F (z)| > δλ/4}|
r/q
+ C
ˆ ∞
δλ/4
tηr/q|{z ∈ ΩT : |F (z)| > t}|
r/q dt
t
.
Inserting this into the expression of I21, we get that
I22 ≤ Cǫ
pr/q
ˆ ∞
0
λ(q−η)r/qληr/q|{z ∈ ΩT : |F (z)| > δλ/4}|
r/q dλ
λ
+ Cǫpr/q
ˆ ∞
0
λ(q−η)r/q
ˆ ∞
δλ/4
tηr/q|{z ∈ Ks2R(z0) : |F (z)| > t}|
r/q dt
t
dλ
λ
:= I122 + I
2
22.
Obviously,
I222 ≤ Cǫ
pr/q
ˆ ∞
0
λ(q−η)r/qληr/q|{z ∈ ΩT : |F (z)| > δλ}|
r/q dλ
λ
∼ ‖F‖rLq,r(ΩT ).
Using Fubini’s theorem, we can dominate the term I221 by
I222 ≤ Cǫ
pr/q
ˆ ∞
0
λ(q−η)r/q
ˆ ∞
λ/4
tηr/q|{z ∈ ΩT : |F (z)| > t}|
r/q dt
t
dλ
λ
= Cǫpr/q
ˆ ∞
0
tηr/q|{z ∈ ΩT : |F (z)| > t}|
r/q
ˆ t
4δ
0
λ(q−η)r/q
dλ
λ
dt
t
= C
ˆ ∞
0
tr|{z ∈ ΩT : |F (z)| > t}|
r/q dt
t
= C‖F‖rLq,r(ΩT ).
Taking these teo estimates I122 and I
2
22 into account, we imply that
I22 ≤ C‖F‖
r
Lq,r(ΩT )
.
Therefore,
‖|Du|k‖
r
Lq,r(Ks1R(z0))
≤ C2ǫ
pr/q‖|Du|k‖
r
Lq,r(Ks2R(z0))
+C(‖F‖rLq,r(ΩT )+(s2−s1)
−
(n+2)dr
p ‖F‖rdLq,r(ΩT )).
By choosing ǫ so that C2ǫ
pr/q < 1, and arguing similarly to the Subcase 1.1, we obtain
‖|Du|‖Lq,r(KR(z0)) . ‖F‖Lq,r(ΩT ) + ‖F‖
d
Lq,r(ΩT )
.
Case 2: r =∞. In this situation, we have
‖|Du|k‖Lq,∞(Ks1R(z0))
≤ C sup
λ>0
λ|{z ∈ ΩT : |Du(z)|k > N0λ}|
1/q
= sup
0<λ≤C˜0λ0
. . . + sup
λ>C˜0λ0
. . . = J1 + J2.
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Obviously, we have
J1 ≤ C|ΩT |
1/qC˜0λ0 = C(s2 − s1)
−
(n+2)d
qp
(ˆ
ΩT
|F |p + |Du|pdxdt
) d
p
. C(s2 − s1)
− (n+2)d
qp
(ˆ
ΩT
|F |pdxdt
) d
p
. C(s2 − s1)
−
(n+2)d
qp ‖F‖dLq,∞(ΩT ).
For the second term, applying (60) we obtain
J2 ≤ sup
λ>C˜0λ0
λ
{
cǫp|{z ∈ Ks2R(z0) : |Du(z)|k > t}|+
cǫp
(δλ)η
ˆ ∞
δλ/4
tη|{z ∈ ΩT : |F (z)| > t}|
dt
t
]}1/q
≤ cǫp/q‖|Du|k‖Lq,∞(Ks2R(z0)) +
cǫp/q
δη/q
[
λq−η
ˆ ∞
δλ/4
tη−qtq|{z ∈ ΩT : |F (z)| > t}|
dt
t
]1/q
≤ cǫp/q‖|Du|k‖Lq,∞(Ks2R(z0)) +
cǫp/q
δη/q
[
λq−η
ˆ ∞
δλ/4
tη−q‖F‖qLq,∞(ΩT )
dt
t
]1/q
≤ C3ǫ
p/q‖|Du|k‖Lq,∞(Ks2R(z0)) + C‖F‖Lq,∞(ΩT ).
Taking ǫ so that C3ǫ
p/q < 1 and and arguing similarly to the Subcase 1.1, we obtain
‖|Du|‖Lq,∞(KR(z0)) . ‖F‖Lq,∞(ΩT ) + ‖F‖
d
Lq,∞(ΩT )
.
This completes our proof. 
Acknowledgement. The authors would like to thank the referee for useful comments and
suggestions to improve the paper. The first named author was supported by the research grant
ARC DP140100649 from the Australian Research Council and Vietnam’s National Foundation
for Science and Technology Development (NAFOSTED) under Project 101.02–2016.25. The
second named author was supported by the research grant ARC DP140100649.
References
[1] E. Acerbi and G. Mingione, Gradient estimates for the p(x)-Laplacean system, J. Reine Angew. Math. 584
(2005) 117–148.
[2] E. Acerbi and G. Mingione, Gradient estimates for a class of parabolic systems, Duke Math. J. 136 (2007),
285–320.
[3] K. Adimurthi and N. C. Phuc, Global Lorentz and Lorentz-Morrey estimates below the natural exponent
for quasilinear equations, Calc. Var. Partial Differential Equations 54 (2015), no. 3, 3107–3139.
[4] P. Baroni, Lorentz estimates for degenerate and singular evolutionary systems, Journal of Differential Equa-
tions 255 (2013), 2927–2951.
[5] V. Bo¨gelein, F. Duzaar and G. Mingione, The regularity of general parabolic systems with degenerate
diffusion. Mem. Amer. Math. Soc. 221 (2013), no. 1041, vi+143.
[6] V. Bo¨gelein and M. Parviainen, Self-improving property of nonlinear higher order parabolic systems near
the boundary, NoDEA Nonlinear Differential Equations Appl. 17 (2010), no. 1, 21–54.
[7] S-S. Byun and L. Wang, Elliptic equations with BMO coefficients in Reifenberg domains, Comm. Pure
Appl. Math. 57 (10) (2004), 1283–1310.
[8] S-S. Byun and L. Wang, Parabolic equations in time dependent Reifenberg domains, Adv. Math. 212 (2007),
797–818.
[9] S-S. Byun, J. Ok and S. Ryu, Global gradient estimates for general nonlinear parabolic equations in non-
smooth domains, J. Differential Equations 254 (2013), no. 11, 4290–4326.
[10] L. A. Caffarelli and I. Peral, On W 1,p estimates for elliptic equations in divergence form, Commun. Pure
Appl. Math. 51 (1998), 1–21.
[11] A. P. Caldero´n and A. Zygmund, On the existence of certain singular integrals, Acta Math. 88 (1952)
85–139.
[12] G. David and T. Toro, A generalization of Reifenbergs theorem in R3, Geom. Funct. Anal. 18 (4) (2008),
1168–1235.
20 THE ANH BUI AND XUAN THINH DUONG
[13] F. Duzaar, G. Mingione and K. Steffen, Parabolic systems with polynomial growth and regularity. Mem.
Amer. Math. Soc. 214 (2011), no. 1005, x+118 pp.
[14] E. DiBenedetto, Degenerate Parabolic Equations. Universitext. Springer, New York, 1993.
[15] E. DiBenedetto and A. Friedman, Ho¨lder estimates for non-linear degenerate parabolic systems, J. Reine
Angew. Math. 357 (1985), 1–22.
[16] G. Di Fazio, Lp estimates for divergence form elliptic equations with discontinuous coefficients, Boll. Unione
Mat. Ital. VII. Ser. A (1996), 409–420.
[17] Q. Han and F. Lin, Elliptic partial differential equation. Courant Institute of Mathematical Sciences/New
York University, New York (1997).
[18] G. H. Hardy, J. E. Littlewood and G. Polya, Inequalities. Cambridge Univ. Press, Cambridge, 1952.
[19] J. Kinnunen and J. L. Lewis, Higher integrability for parabolic systems of p–Laplacian type, Duke Math.
J. 102 (2000), 253–271.
[20] J. Kinnunen and J. L. Lewis, Very weak solutions of parabolic systems of p-Laplacian type, Ark. Mat. 40
(1) (2002), 105–132.
[21] J. Kinnunen and S. Zhou, A local estimate for nonlinear equations with discontinuous coefficients, Comm.
Partial Differential Equations 24 (1999), 2043–2068.
[22] N. V. Krylov, Parabolic and elliptic equations with VMO coefficients, Comm. Partial Differential Equations
32 (2007), no. 1-3, 4530–475.
[23] M. Giaquinta, Multiple integrals in the calculus of variations and nonlinear elliptic systems, Annals of
Mathematics Studies, 105. Princeton University Press, Princeton, NJ, 1983.
[24] M. Giaquinta and G. Modica, Regularity results for some classes of higher order nonlinear elliptic systems,
J. Reine Angew. Math. 311/312 (1979), 145–169.
[25] E. Giusti, Regolarita` parziale delle soluzioni di sistemi ellittici quasi-lineari di ordine arbitrario, Ann. Scuola
Norm. Sup. Pisa (3) 23 1969, 115–141.
[26] T. Iwaniec and C. Sbordone, Weak minima of variational integrals, J. Reine Angew. Math. 454 (1994),
143–161.
[27] D. Jerison and C. Kenig, The inhomogeneous Dirichlet problem in Lipschitz domains, J. Funct. Anal. 130
(1995), 161–219.
[28] O. A. Ladyzhenskaja, V. A. Solonnikov and N. N. Uralceva, Linear and quasilinear equations of para-
bolic type, translated from the Russian by S. Smith, Transl. Math. Monogr., vol. 23, Amer. Math. Soc.,
Providence, RI, 1967.
[29] G. M. Lieberman, Boundary regularity for solutions of degenerate parabolic equations, Nonlinear Anal. 14
(1990), no. 6, 501–524.
[30] T. Mengesha and N. C. Phuc, Global estimates for quasilinear elliptic equations on Reifenberg flat domains,
Arch. Ration. Mech. Anal. 203 (2012), no. 1, 189–216.
[31] T. Mengesha and N. C. Phuc, Weighted and regularity estimates for nonlinear equations on Reifenberg flat
domains, J. Differ. Equa. 250 (2011), 2485–2507.
[32] N. Meyers, An Lp estimate for the gradient of solutions of second order elliptic divergence equations, Ann.
Sc. Norm. Super. Pisa, Sci. Fis. Mat. III. Ser. 17 (1963), 189–206.
[33] C. B. Morrey, Multiple Integrals in the Calculus of Variations, Grundlehren Math. Wiss., vol. 130, Springer,
New York, 1966.
[34] Q-H. Nguyen, Global estimates for quasilinear parabolic equations on Reifenberg flat domains and its
applications to Riccati type parabolic equations with distributional data, Calc. Var. Partial Differential
Equations 54 (2015), no. 4, 3927–3948.
[35] M. Parviainen, Global higher integrability for parabolic quasiminimizers in nonsmooth domains, Calc. Var.
Partial Differ. Equ. 31 (2008), 75–98.
[36] M. Parviainen, Reverse Ho¨lder inequalities for singular parabolic equations near the boundary, J. Differential
Equations 246 (2009), no. 2, 512–540.
[37] E. Reifenberg, Solutions of the plateau problem for m-dimensional surfaces of varying topological type, Acta
Math (1960), 1–92.
[38] D. Sarason, Functions of vanishing mean oscillation, Trans. Amer. Math. Soc. 207 (1975), 391–405.
[39] R. E. Showalter, Monotone Operators in Banach Space and Nonlinear Partial Differential Equations, Math.
Surveys Monogr., vol. 49, American Mathematical Society, Providence, RI, 1997, xiv+278 pp.
[40] C. G. Simader, On Dirichlet Boundary Value Problem. An Lp Theory Based on a Generalization of Gardings
Inequality, Lecture Notes in Math., vol. 268, Springer, Berlin, 1972.
[41] P. Tolksdorf, Regularity for a more general class of quasilinear elliptic quations, J. Differential Equations
51 (1984),126–150.
[42] T. Toro, Doubling and flatness: geometry of measures, Notices Amer. Math. Soc. 44 (1997), 1087–1094.
GLOBAL LORENTZ ESTIMATES FOR PARABOLIC EQUATIONS 21
Department of Mathematics, Macquarie University, NSW 2109, Australia
E-mail address: the.bui@mq.edu.au, bt anh80@yahoo.com
Department of Mathematics, Macquarie University, NSW 2109, Australia
E-mail address: xuan.duong@mq.edu.au
