I. INTRODUCTION

I
N VIDEO broadcasting, video data are compressed and transmitted to homes over satellite, cable, or terrestrial delivery channels. Because modern video compression schemes use entropy coding and inter-frame coding, a single transmission error can lead to error propagation that may affect several frames. To protect the transmitted data against transmission errors, video broadcasting systems typically use forward error correction (FEC). However, FEC cannot guarantee perfect recovery of the transmitted data. In mobile applications, for example, the error rate after FEC may be significant under realistic conditions [1] . For this reason, FEC is often used in conjunction with error concealment at the decoder, which aims at masking the effect of residual transmission errors.
In our paper we study error concealment in the context of multiview plus depth (MVD) [2] video. As in [3] - [5] , the multiview texture and depth videos are compressed independently of each other using the multiview video coding (MVC) standard [6] with a typical prediction structure (Fig. 1) . The texture data and depth maps are encapsulated into separate packets and broadcast over an error-prone channel. Due to the high compression efficiency of MVC, it is possible to compress and encapsulate a complete frame of a low-resolution sequence into a single packet. Thus, the loss of a single packet can result in the loss of a complete frame. Even when a single frame is encapsulated into multiple packets, whole frame loss is still highly probable for the following two reasons.
1) Burst losses causing the loss of multiple successive packets are very common in video broadcast [7] , [8] and are likely to corrupt all the packets of one frame. 2) Many decoders discard the full video frame even if a single packet containing parts of the video frame data is lost [9] .
Hence, we assume that transmission errors lead to the loss of complete frames, such that efficient error concealment techniques are required to reduce their effect on the decoded video quality.
For multiview video, it is important for the concealment technique to not only reconstruct the individual frames with high fidelity but also preserve the consistency between neighboring frames, i.e., corresponding pixels in neighboring frames (of the same view as well as the neighboring views) should have consistent color information. In most 3-D applications, frames are not viewed independently. Consequently, inconsistent frames can lead to an inconsistent reconstruction of 3-D scenes, which may negatively affect the viewing experience. However, the consistency requirement is ignored in the existing error concealment methods [10] - [15] .
We address this fundamental problem by proposing a scene-consistent error concealment method for MVD videos. We first introduce a novel metric for consistent 3-D video reconstruction. We then exploit inter-and intra-view correlations, as well as the geometry of MVD frames to build a set of candidate blocks for error concealment. Next, we use our consistency-based metric to select the best candidate blocks for concealment. Experimental results show that, compared with the previous approaches, including [12] and [13] , and a baseline technique based on the boundary matching algorithm (BMA) [16] , our method can reconstruct the lost frames with higher fidelity while maintaining a high level of consistency between frames of the same view (temporal consistency) and those of the neighboring views (inter-view consistency). In particular, our method can reduce flickering artifacts in 3-D videos, which are often caused by inconsistencies in video frames.
The remainder of our paper is organized as follows. In Section II, we review the existing error concealment techniques for 2-D and 3-D videos. In Section III, we introduce our metric and our scene-consistent error concealment method. In Section IV, we present the simulation results using the JMVC 8.5 reference software [17] for MVC. Finally, Section V gives the conclusion and future work.
II. RELATED WORK
In this section, we review the existing error concealment methods for 3-D video. We also briefly overview the error concealment methods for 2-D video as many error concealment methods for 3-D video are the extensions of 2-D ones.
For 2-D video based on H.264/Advanced Video Coding [18] , a motion vector extrapolation (MVE)-based [19] hybrid MVE method is proposed in [20] . This method considers extrapolated motion vectors (MVs) at both pixel and block levels and discards inaccurate MVs on the basis of their Euclidean distances from other MVs in the selected set of candidate MVs. Ji et al. [21] and Guo et al. [22] propose error concealment methods for scalable video coding [23] . The method proposed in [21] is based on the temporal direct mode, which is usually used in regions with slow or no motion. Thus, for content with fast motion or complex texture, it might not be as efficient. Guo et al. [22] propose intra-and inter-layer concealment methods. The intra-layer methods use the information of the same spatial or quality layer to conceal a lost frame while the inter-layer methods use the information of the base layer to conceal a lost frame from one of the enhancement layers. While these methods may be extended to recover lost MVD frames, they do not address the issue of inconsistencies in the recovered frames.
Song et al. [10] propose three error concealment methods for MVC: 1) temporal bilateral error concealment; 2) interview bilateral error concealment; and 3) multihypothesis bilateral error concealment. The first method uses spatiotemporal correlations in each view, the second uses inter-view correlation, while the third recovers the motion and disparity vectors of the lost block using the block matching principle [24] . For block losses in video plus depth format, Liu et al. [11] jointly consider the depth and neighboring spatial and temporal information to recover the lost MVs for the corrupted blocks. The application of these methods is limited to the scenario of block losses since they depend on the availability of correctly decoded neighboring macroblocks (MBs) from the same frame as that of the lost MBs.
Among the methods proposed for whole-frame loss concealment in 3-D video, inter-view MV correlation of MVC is exploited in [12] . This method first estimates the overall disparity between the corresponding frames from neighboring views. If a frame in one view is lost, its corresponding MBs are identified in a neighboring view using the overall average disparity. The MVs of the corresponding MBs are then used to reconstruct the lost frame. This method assumes that global disparity is a good approximation of local disparities. This may not always be true, and hence the efficiency of the method generally decreases as the difference between global and local disparities increases. For frame losses in stereo plus depth format, Chung et al. [13] use a 3-D image warping technique to determine matching pixels between neighboring views and do the reconstruction based on the similarities of the MVs and the intensity differences of matching pixels. Hewage et al. [14] propose to share MVs between the texture and depth videos if a frame from either of them is lost. This method might not be very efficient when a frame contains objects with different textures placed at the same depth. Similarly, for frame losses in V+D format, Yan and Zhou [15] propose to use depth differences as a measure of the reliability of the MVs in a set of candidate MVs.
In general, all the above methods involve the following two steps: 1) extract several candidates for error concealment and 2) use evaluation criteria to discard less likely candidates and select the final candidate. The first step is nontrivial in both block and frame loss methods. The second step is even more complicated. Block-based methods usually use some extension of BMA [16] , which finds the difference between the outer boundary pixels of the available neighboring blocks and the inner boundary pixels of the concealed block, while frame loss methods are usually based on simple heuristics such as the maximum overlap method [20] in the case of MVE. Flowchart of the proposed scene-consistent error concealment algorithm, which uses our consistency metric (ICF) to choose between candidate blocks to reconstruct blocks of the lost frame. In each frame, the macroblocks and the 4 × 4 blocks are scanned in raster order.
In such methods, the MVs extrapolated from the pixels in the previous frame may not be accurate, i.e., some MVs are likely to be wrongly extrapolated, especially in large motion scenes. Another problem with these methods is that they only aim to recover the content of the lost frame without taking into consideration the effect on the consistency between the frames. Consequently, the consistency between spatiotemporally neighboring frames that represent the 3-D scene might be affected. Scene consistency in 3-D video has been studied in the context of seam carving [25] , image segmentation [26] , feature points detection [27] , and view synthesis [28] , [29] . To the best of the authors' knowledge, it has not been applied to the error concealment problem. For whole frame losses in 3-D video, it is desirable to have a cost function for selecting candidate data that can efficiently conceal the lost frames by recovering the content of the lost frames with high consistency between their inter-view and temporal neighbors and hence provide a consistent viewing experience to the users.
III. SCENE CONSISTENT ERROR CONCEALMENT
In this section, we propose a new scene consistent error concealment technique, which uses the inter-view, temporal, and geometric information of the neighboring texture as well as depth frames to recover the lost frames with high consistency in MVD sequences.
A. Preliminaries
A typical MVD setup is shown in Fig. 2 
Using 3-D warping [30] , we can associate to (i, j ) pixels (i 1 , j 1 ) and (i 2 , j 2 ) in frames F v − ,t and F v + ,t , respectively.
3-D warping uses the depth value D v,t (i, j ) corresponding to (i, j ), the intrinsic matrices A(v), A(v + ), and A(v − ) and the translation vectors T (v), T (v + ), and T (v −
of views v, v + , and v − , respectively, and the rotation matrix R(v) of view v. The intrinsic matrix A(u) for view u represents the transformation from the camera coordinate system of view u to its image coordinate system, while a translation vector T (u) and a rotation matrix R(u) describe the displacement of the camera from the origin and the direction of the camera, respectively [31] . Using these quantities, pixel
Next, the world coordinates are mapped onto the target coordinates [i , j , k ] of the frame in a target view, v , via
Finally, to obtain pixel the target coordinates are converted to an homogeneous form, i.e., (i , j ) = (i /k , j /k ). Collectively, we call the intrinsic, translation, and rotation matrices camera parameters. The warping method described in this section is normally used for view synthesis. In our paper, we exploit it to define an inter-view inconsistency (IVI) metric [see the role played by (i 1 , j 1 ) and (i 2 , j 2 ) in Section III-B].
B. Scene Consistency Model
In this section, we introduce our consistency model and use it for error concealment. Our model consists of two parts: 1) inter-view consistency and 2) temporal consistency. We define the IVI at position (i, j ) of F v,t as Fig. 7 . Comparison of temporal consistency. Top: the method in [13] . Middle: our method. Bottom: zoomed-in difference images. The top two rows show (from left to right) frame F v,t − , the difference of the reconstructed frame F v,t and frame F v,t − , the reconstructed frame F v,t , the difference of the reconstructed frame F v,t and frame F v,t + , and frame F v,t + , respectively. The bottom row shows the zoomed-in portions of the difference images in the top two rows. Errors were obtained by dropping one frame in V 1 . The zoomed-in portions of the difference images show higher temporal consistency (represented by a smaller magnitude of the white color) of our method compared with that of [13] . where positions (i 1 , j 1 ) and (i 2 , j 2 ) in frames F v − ,t and F v + ,t , respectively, are obtained using the 3-D warping method explained in the previous section. In order to obtain high inter-view consistency, the intensity values
Similarly, we define the temporal inconsistency (TI) at Fig. 8 . Comparison of inter-view consistency for the Ballet sequence. Left: the method in [13] . Middle: our method. Right: zoomed-in difference images. The first two columns show (from top to bottom) the frame F v − ,t , the difference of the warped frame from F v,t to F v − ,t and frame F v − ,t , the reconstructed frame F v,t , the difference of the warped frame from F v,t to F v + ,t and frame F v + ,t , and frame F v + ,t , respectively. The third column shows the zoomed-in difference images from the first two rows. Errors were obtained by dropping one frame in V 1 . The zoomed-in parts of the difference images show higher inter-view consistency (smaller magnitude of the white color) of our method compared with that of [13] .
where positions (i 3 , j 3 ) and (i 4 , j 4 ) in frames F v,t − and F v,t + , respectively, are obtained using the MV associated with the block in F v,t , which contains pixel (i, j ) (Fig. 2) , i.e., (i 3 , j 3 ) = (i + MV x, j + MV y) and (i 4 , j 4 ) = (i − MV x, j − MV y). Objects usually move with a regular motion. Therefore, if an MV can be used to trace an object in a past frame, the same MV can be used to trace the object in a future frame as well [12] . In order to have high temporal consistency, the intensity values j 3 ) , and F v,t + (i 4 , j 4 ) should be similar. Finally, we combine IVI and TI into a cost function, which we call the inconsistency cost function (ICF) and define as
where α ∈ [0, 1] is a weighting factor. This cost function is used to select the best blocks in the concealment method in order to maximize consistency.
To reconstruct an MB in a lost frame, the receiver first defines a set C of MBs from the available frames (Section III-C). Then each 4 × 4 block in an MB of the lost frame is reconstructed as the 4 × 4 block B at the same location in an MB of C that minimizes i, j ∈B ICF(i, j ). That is, our concealment technique picks among the candidates the most consistent one.
A flowchart of the algorithm is shown in Fig. 3 .
C. Candidate MBs for Reconstruction
Our concealment method considers a set C of four candidate macroblocks defined as follows. Fig. 9 . Comparison of inter-view consistency for the Breakdancer sequence. Left: the method in [13] . Middle: proposed method. Right: zoomed-in difference images. The first two columns show (from top to bottom) the frame F v − ,t , the difference of the warped frame from F v,t to F v − ,t and frame F v − ,t , the reconstructed frame F v,t , the difference of the warped frame from F v,t to F v + ,t and frame F v + ,t , and frame F v + ,t , respectively. The third column shows the zoomed-in difference images from the first two rows. Errors were obtained by dropping one frame in V 1 . The zoomed-in parts of the difference images show higher inter-view consistency (smaller magnitude of the white color) of the proposed method compared with that of [13] .
The first candidate, MB r 1 , is built using the MVs of the collocated MB in the corresponding depth frame D v,t , as in [14] . We call this method depth MV sharing (DMS) (Fig. 4) . The next two candidates MB r 2 and MB r 3 are obtained as in [12] using the MVs of the MBs in frames F v − ,t and F v + ,t identified using the global disparity [32] between the current view and the respective left and right views (Fig. 5) .
The last candidate, MB r 4 , is constructed with view synthesis [30] . We first create a synthesized version of the lost MB using the left reference frame F v − ,t and its corresponding depth frame D v − ,t . We then create a second synthesized version of the lost MB using the right reference frame F v + ,t and its corresponding depth frame D v + ,t . Finally, we merge the two synthesized versions such that the holes in one version are filled using the texture from the other. This fills up most of the large holes. To fill the remaining small holes, we use the morphological close operation. We call this method view synthesis concealment (VSC) (Fig. 6 ).
IV. SIMULATION RESULTS
In this section, we present the simulation results for our method and for three other 3-D concealment techniques for whole frame loss: 1) the method in [12] ; 2) the method in [13] (both described in Section II); and 3) boundary matching concealment (BMC), which we describe in the following. The goal of the experiments is to compare the effectiveness of the methods in the reconstruction of whole frames lost from V 1 . Fig. 10 . Frame reconstruction. From left to right: no frame loss, reconstructed using [12] , reconstructed using [13] , and reconstructed using our method. For each sequence, the top row shows the full frame while the bottom row highlights parts of the frames. The lost frame is from V 1 . (a) Seventh frame of Breakdancer sequence. (b) Fourth frame of Poznan_Hall2 sequence.
We focus on the middle view since frames from the other two views can be recovered with conventional 2-D concealment techniques [19] , [20] .
In our method, the weighting factor α in (5) was set to 0.5. Moreover, the inter-view consistency function IVI(i, j ) was only partially computed if either F v − ,t or F v + ,t was lost and not used if both F v − ,t and F v + ,t or D v,t were lost. An alternative would have been to exploit conventional 2-D concealment algorithms to recover any lost frame needed for the computation of IVI(i, j ).
Like our method, BMC uses 4×4 blocks from MB r 1 , MB r 2 , MB r 3 , and MB r 4 as candidate blocks but selects one of them with a slightly modified version of BMA [16] . BMA uses the difference between the boundary pixels of the lost and a concealment block to evaluate the quality of concealment. It is commonly used for recovering a lost block for which spatially neighboring left, right, top, and bottom blocks are available. In the frame loss scenario considered in our paper, these blocks are not available, so we create the first row and the first column of blocks of the lost frame using DMS. Each of the remaining blocks is recovered by finding the difference between the outer boundary pixels of its left and top blocks and the inner boundary pixels of each of the candidate reconstructed blocks. The candidate reconstructed block for which such a difference is the smallest is chosen for concealment of the current block.
We used the JMVC 8.5 reference software [17] to encode three texture views and their associated depth maps of four standard video sequences (1024 × 768 Ballet [33] , 1024 × 768 Breakdancers [33] , 1920 × 1088 Poznan_Street [34] , and 1920 × 1088 Poznan_Hall2 [34] ). Hundred frames of each texture and depth view of the test sequences were used. For all sequences, each frame consisted of one slice, the frame rate was 25 frames/s, and the group of pictures size was 12. The quantization parameter was set to 28 for the texture and 20 for the depth maps.
In the first experiment, we use a simple frame loss scenario where one frame from V 1 is lost to validate the consistency model.
To evaluate temporal consistency, we study the difference between the reconstructed frame and its temporal left and right neighbors. Fig. 7 shows that our method achieves better temporal consistency compared with the method in [13] . In particular, the latter method is not efficient when it faces a complex texture or object boundaries (e.g., the outlines of the subjects in Fig. 7 ).
To evaluate inter-view consistency, we study the difference between the projection of the reconstructed frame in its viewneighboring left and right frames and the view-neighboring left and right frames, respectively. Figs. 8 and 9 show that our method achieves better view consistency compared with the method in [13] . Fig. 10 compares the reconstruction quality of our method to that of the approaches in [12] and [13] . The zoomed-in parts of the frames highlight the gains of our method. The gains are particularly visible for the Poznan_Hall2 sequence, which has a smaller baseline distance between the cameras.
In the second experiment, we compare the PSNR performance of our method to that of the three benchmark techniques when frames (both texture and depth) from all three views are lost according to an independent identically distributed process. We consider: 1) the average peak signalto-noise ratio (PSNR) of the reconstructed frames (Table I) ; 2) the average PSNR of all frames (Table II) ; and 3) the average PSNR of the reconstructed frames and the frames that depend on them (Table III) . In addition to average PSNR results, we also show the PSNR as a function of the frame number (Fig. 11) . The transmission order was V 0 , V 2 , and V 1 . Texture frames were transmitted before depth frames. The simulations were repeated 50 times. If a frame in V 0 or V 2 is lost, it is not exploited for the concealment of frames in V 1 . Similarly, if the required motion information is not available, a zero MV is used in the concealment algorithm.
The results show that our method can reconstruct lost frames with higher fidelity than the other approaches. In particular: 1) our method has the highest average PSNR; 2) as the frame loss rate (FLR) increases, so does the gain of our approach; and 3) as the distance between the cameras decreases (from 20 cm for Breakdancer and Ballet sequences to 13.5 cm for Poznan_Street and Poznan_Hall2 sequences), the gain of our approach increases. The improved PSNR performance of our approach compared with BMC can be mainly attributed to the fact that BMC always relies on the decoded left and top blocks. In regions with consistent texture, these blocks are sufficient to recover the lost blocks due to high spatial correlation between neighboring blocks. However, at the object boundaries, this correlation decreases and the spatially neighboring top and left blocks are not as useful. This limitation is largely overcome by our approach, which can accurately track blocks at object boundaries in a neighboring view. Compared with the method in [13] , our method uses two frames from V 0 and V 2 , respectively, while the method in [13] looks for matching pixels in a single reference view. Moreover, unlike the method in [13] , our method checks different candidates before using one for concealment. The method in [12] uses motion information of a corresponding MB identified with the help of the global disparity between the current frame and a neighboring view. It assumes a fixed disparity between two neighboring frames from different views, which may not always be true. Our method gives better concealment results by including a candidate (MB r 4 ) constructed with the help of camera parameters and depth information, which can accurately track pixels in a neighboring view (see column P−P(w/o MB_r4) in the tables).
The increased gains for camera arrangements with short baseline distances can be attributed to the higher interview correlations in such settings. This does not only show that our method efficiently recovers the lost frames but that it also limits error propagation to other frames (see, in particular, Table III) .
To analyze the time complexity of our method, we split it into two main steps as follows.
Step 1: For each macroblock of a lost frame, compute a set C of four candidate macroblocks (MB r 1 , MB r 2 , MB r 3 , and MB r 4 ).
Step 2: For each 4 × 4 sub-block of the macroblock, select the best 4 × 4 sub-block from the set C according to the ICF metric. In Step 1, only the computation of MB r 4 via view synthesis requires nontrivial operations. In Step 2, the selection process is very fast as only four candidates are considered. Similarly, the computation of the ICF metric, which is repeated 16 times for a given sub-block, is straightforward, with only the computation of positions (i 1 , j 1 ) and (i 2 , j 2 ) through the warping method requiring some efforts.
While our method is slower than the methods in [12] and [13] , running time measurements indicate that it is suitable for broadcasting applications. For example, on a laptop with an Intel Core i5 Duo 2.67-GHz processor and 4-GB RAM, our method decodes the 100-frame Breakdancer sequence in 81.23 s compared with 52.08 and 65.32 s for the methods in [12] and [13] , respectively (for FLR = 5%).
V. CONCLUSION
We proposed a scene-consistent error concealment method to recover lost frames when a compressed MVD video is broadcast over an error-prone delivery channel. Our method uses a cost function that combines temporal and view consistency criteria to reconstruct lost blocks from a set of candidate blocks. Simulation results show that our method does not only outperform conventional error concealment approaches in reconstruction fidelity but also gives more consistent frames. The proposed consistent error concealment method can significantly improve the quality of the MVD-based 3-D video that has been corrupted by transmission errors.
Our method is generic and flexible in the choice of the underlying error concealment methods that are used to generate candidate blocks. The choice of the methods to create candidate blocks for reconstruction in Section III-C is motivated by the idea that MBs reconstructed using view synthesis are expected to have better inter-view consistency while those obtained using motion compensation are expected to have better temporal consistency. Hence, an appropriate selective combination of these methods based on overall inconsistency evaluation criteria would result in frames that are consistent in both the inter-view and temporal directions. Another motivation is to make a diverse set of candidate blocks available such that the concealment process is not dependent on the availability of a particular frame.
In our simulations, the value of the weighting factor α in (5) gives the same importance to TI and IVI, which is not necessarily the best choice. Similarly, using the same α for all 4 × 4 blocks gives the same importance to blocks with occluded regions as to those without. Adapting α according to the scene or requirements may lead to better results and is left as future work. For example, our method could be extended to detect occluded pixels in the 4 × 4 blocks and use a smaller weighting factor for blocks with fewer occluded pixels.
Another direction for future work is to consider cases where whole-frame loss is not assumed. In this context, applying the proposed approach in conjunction with spatial error concealment techniques [11] , [24] for recovering block losses may prove to be very effective.
