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GENERATION OF FINITE GROUPS WITH CYCLIC SYLOW SUBGROUPS
HEIKO DIETRICH AND DARREN LOW
ABSTRACT. Slattery (2007) described computational methods to enumerate, construct, and iden-
tify finite groups of squarefree order. We generalise Slattery’s result to the class of finite groups that
have cyclic Sylow subgroups and provide an implementation for the computer algebra system GAP.
1. INTRODUCTION
A finite group is squarefree if its order is not divisible by any prime-square. Hölder [5] clas-
sified and enumerated these groups at the end of the 19th century. More than 100 years later,
Slattery [12] devised powerful algorithms for constructing and identifying groups of squarefree
order. By describing a canonical ordering for the (isomorphism types of) groups of squarefree
order n, Slattery’s methods allow the direct computation of the i-th group of order n, and, for a
given squarefree group of order n, the determination of its position in that ordered list, both tasks
without the need to compute the full list of groups. Slattery’s algorithms are implemented for the
computer algebra system Magma [2]; the SmallGroups Library (based on [1]) of the computer
algebra system GAP [4] contains alternative implementations for squarefree groups. Clearly, a
group of squarefree order has cyclic Sylow subgroups. The aim of this note is to generalise [12]
to the class of C-groups, that is, to finite groups having cyclic Sylow subgroups.
1.1. Main results. For a positive integer n denote by Cpnq the number of (isomorphism types)
of C-groups of order n; a formula for Cpnq has been determined by Murty & Murty [10], see
Section 2. Our first main result is a complete generalisation of the results in [12] to C-groups;
specifically, for a positive integer n we describe algorithms for the following:
(A) Construct a sorted list Cn of all (isomorphism types of) C-groups of order n.
(B) For i P t1, . . . , Cpnqu construct the i-th group in Cn without creating the whole list.
(C) For a C-group of order n, determine its position i in Cn without creating the whole list.
This functionality furnishes every C-group with a unique ID pn, iq, meaning that it is isomorphic
to the i-th group in Cn, and this ID is an isomorphism invariant. This has two advantages. Firstly,
it allows us to efficiently reduce a given list of C-groups up to isomorphism, by simply computing
and comparing IDs. Secondly, it provides a dynamic database of C-groups that allows a direct
construction of groups without the necessity to store all groups. Our second main result is an
implementation for GAP. Even though our implementation started out as a proof of concept, it is
remarkably efficient: restricted to squarefree groups, our implementations seem on average faster
than what is provided by GAP’s SmallGroups Library: we even found squarefree group orders
for which our code runs more than 800 times faster than the latter, see Table 4.2. We proceed as
follows: In Section 2 we discuss relevant results for C-groups. In Section 3 we describe the theory
for (A), (B), and (C). In Section 4 we illustrate the capabilities of our GAP implementation.
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2. C-GROUPS
We present some known and some preliminary results for C-groups. To the best of our knowl-
edge, the term C-group was coined by Murty & Murty [10]; some authors call them Z-groups,
referencing Zassenhaus’ classification.
2.1. Structure results. All groups are finite and, throughout, Ck denotes a cyclic group of size k.
Results of Hölder, Burnside, and Zassenhaus [11, (10.1.10)] show that every C-group G of order
n is metacyclic with odd-order derived subgroup G1 – Cd and cyclic quotient G{G
1 of order
e “ n{d; specifically, G is isomorphic to
Ge,d,r “ xx, y | x
e, yd, yx “ yry(2.1)
for some 0 ď r ă d with re ” 1 mod d and gcdpepr ´ 1q, dq “ 1. Conversely, every such Ge,d,r
is a C-group of order ed with derived subgroup isomorphic to Cd; note that Ge,d,r is abelian if and
only if d “ 1 and r “ 0. Murty & Murty have shown in [10, Theorem 1.1] that the number (of
isomorphism types) of C-groups of order n is
Cpnq “
ÿ
n“de
gcdpd,eq“1
ź
pα||d
p prime
˜ÿα
j“1
ppνpp
j ,eq ´ pνpp
j´1,eq
pj´1pp´ 1q
¸
(2.2)
where
pνpp
j ,eq “
ź
q|e
q prime
gcdppj , q ´ 1q
and pα||d denotes the largest p-power dividing d, which we also write as dp “ p
α.
Lemma 2.1. We have Ge,d,r – Ge1,d1,r1 if and only if e “ e
1, d “ d1, and r and r1 have the same
order modulo d.
PROOF. If G – Ge,d,r, then |G
1| “ d and |G{G1| “ e, so d and e are uniquely determined by the
isomorphism type of G. Now [10, Lemma 3.6] proves the claim, see also [3, Lemma 4.14b]. 
Remark 2.2. The description in [11, (10.1.10)] and Lemma 2.1 allow, in principle, a brute-force
construction of all C-groups of order n up to isomorphism and, for a given C-group G, a determi-
nation of parameters e, d, r such that G – Ge,d,r. However, from the perspective of complexity
theory, these are difficult tasks, and this is reflected in the practical performance of the brute-force
approach. In general, Iliopulous [7] demonstrated that even for abelian (black-box) groups most
problems are at least as hard as the discrete logarithm problem and integer factorisation (neither of
those problems seems to have an efficient deterministic or randomised solution); this includes the
problem of finding a cyclic generator of a cyclic group given by some generating set, see [7, Propo-
sition 2.5], which is relevant when determining the parameter d for G – Ge,d,r. Even if a group
is given by a polycyclic presentation, which is the standard way in computational group theory to
describe finite solvable groups, proving that its group multiplication has a favourable complexity
is already difficult because of the challenges involving collection, see [9].
For the reasons given in Remark 2.2, we ignore complexity issues here, and we refer to [3]
for a recent discussion of the complexity of (black-box) isomorphisms tests. Instead, as in [12],
we assume that we can factorise integers and perform basic computations with groups, such as
constructing group orders, Sylow subgroups, quotient groups, cyclic generators, etc; we refer to
the Handbook of Computational Group Theory [6] for details on how to compute with groups.
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Analogous to [12], our approach to construct and identify C-groups with |G1| “ d and |G{G1| “ e
is to iterate over the prime-power divisors of d and e; in practice, this improves significantly over
the brute-force approach (Remark 2.2), cf. the computational evidence in Section 4.
2.2. Permissible sets and clusters. The next two definitions and following lemma generalise [12,
Definitions 4 and 7, Lemma 5] and is motivated by [10, p. 302]
Definition 2.3. Let G be a C-group and let q ą p be prime divisors of |G|. We say p acts on q (in
G with exponent e) if a Sylow p-subgroup of G acts via conjugation on a Sylow q-subgroup of G,
and this action describes an automorphism of order pe ‰ 1.
Remark 2.4. Let q ą 2 be a prime and m ě 1 an integer, so that the automorphism group of
Q “ xyy – Cqm is cyclic of order q
m´1pq´ 1q, generated by an automorphism y ÞÑ yr, where r is
a primitive root modulo qm. For every divisor a of the automorphism group order, we now describe
a canonical ordering of the automorphisms ofQ of order a. For this we choose r P t2, . . . , qm´1u
as small as possible and for k ě 1 define αk : QÑ Q, y ÞÑ y
tk , where tk “ r
kqm´1pq´1q{a mod qm.
The automorphisms ofQ of order a can now be ordered as tαk : k P t1, . . . , a´1u coprime to au.
If a group A acts on a group B via ϕ : AÑ AutpBq, then A˙ϕ B denotes the corresponding
split extension with underlying set A ˆ B and multiplication pa, bqpu, vq “ pau, bϕpuqvq. We also
write A ˙B if the action is not specified or understood from the context.
Lemma 2.5. Every C-group G decomposes as G “ pA ˙ Dq ˆ C where A ˆ C – G{G1 and
D – G1; the groups A,C,D are cyclic of coprime orders, and p divides |A| if and only if p acts
on some q in G with exponent e; in this case, pe divides q ´ 1, and q divides |D|.
PROOF. The classification (2.1) shows that G “ U ˙D where U – G{G1 and D – G1 are cyclic
of coprime orders. Write U “ AˆC where A is the direct product of those Sylow p-subgroups of
U that have p acting on some q inG, and C is the direct product of the remaining Sylow subgroups
of U . By construction, C ď ZpGq and A ˙ D is a complement to C in G. Let P be a Sylow p-
subgroup acting on a Sylow q-subgroup Q of G with exponent e. If Q has order qm, then AutpQq
is abelian of order qm´1pq´ 1q; since P acts with exponent e, we have pe | q´ 1. If p divides |D|,
then P ď D, because the orders of A, C, and D are coprime and D ✂ G. In particular, P is the
unique Sylow p-subgroup of D ✂ G, and hence P and Q normalise each other. This implies that
x´1y´1xy P P X Q “ t1u for all x P P and y P Q, so P centralises Q, a contradiction. Hence p
divides |U |. Since C ď ZpGq and P acts nontrivially on Q, we have p | |A| and q | |D|. 
Definition 2.6. Let G “ pA˙DqˆC be a C-group as in Lemma 2.5. Its acting divisor is |A|; its
cluster is the set CpGq of all triples pp, q, eq such that p acts on q in G with exponent e. The acting
group of G is the cyclic subgroup of AutpDq generated by the A-action on D. A permissible set
for a group order n ą 1 is a set P of triples pp, q, eq such that q ą p are primes dividing n, pe ‰ 1
divides q ´ 1, and if pp, q, eq P P , then pq, ˚, ˚q, p˚, p, ˚q, pp, q, cq R P for all c ‰ e.
We conclude with a few remarks
Remark 2.7. a) If G is a C-group, then CpGq is a permissible set for |G| by Lemma 2.5. The
acting divisor of G is the product of all |G|p where p runs over tp : pp, ˚, ˚q P CpGqu; every such
p divides the size of the acting group of G. Conversely, if P is a permissible set for a group order
n ą 1, then there exists a C-groupGwith CpGq “ P: let n “ pa1
1
. . . pakk q
b1
1
. . . qbℓℓ r
c1
1
. . . rcmm be the
4 H. DIETRICH AND D. LOW
prime power factorisation of n and assume, without loss of generality, that pp, ˚, ˚q, p˚, q, ˚q P P if
and only if p P tp1, . . . , pku and q P tq1, . . . , qℓu. A group of order n with cluster P is
G “ pCpa11 ˆ . . .ˆ Cp
ak
k
q ˙ pCq1b1 ˆ . . .ˆ Cqℓbℓ q ˆ Crc11 ...r
cm
m
where Cpiai acts on Cqjbj via an automorphism of order p
ei,j
i if and only if ppi, qj , ei,jq P P .
b) Two C-groups G and G˜ are isomorphic if and only if they have the same order, clusters, and
acting groups; equal orders and clusters imply that we can identify the decomposition sets in
Lemma 2.5, hence the acting groups of G and G˜ are both subgroups of AutpDq “ AutpD˜q.
c) If G is a C-group with largest prime divisor q, then the Sylow q-subgroup Q of G is normal,
and G “ H ˙ Q for some C-group H ă G by the Schur-Zassenhaus theorem [11, (9.1.2)]. By
induction, G is an iterated split extension of Sylow subgroups of increasing primes, that is, G has
a split Sylow tower.
2.3. Isomorphic split extensions. Motivated by Remark 2.7c), we require the following.
Lemma 2.8. Let H and Q be groups of coprime order. Let σ, ω : H Ñ AutpQq be two group
actions and suppose that Q and AutpQq are abelian. Then H ˙σ Q and H ˙ω Q are isomorphic
if and only if there exists α P AutpHq with ω “ σα where σαphq “ σphα
´1
q for h P H .
PROOF. Write E1 “ H ˙σ Q and E2 “ H ˙ω Q and recall that E1 and E2 share the same under-
lying set H ˆ Q. First, suppose ω “ σα, that is, ωphαq “ σphq for all h P H . A straightforward
calculation shows that E1 Ñ E2, ph, nq ÞÑ ph
α, nq, is an isomorphism. Conversely, suppose
β : E1 Ñ E2 is an isomorphism. Since Q is a characteristic Sylow q-subgroup in both E1 and
E2, there is a map τ : H Ñ Q such that β has the form ph, nq
β “ phα, hτnβq, where α “ β|E1{Q
is the induced automorphism of H . Since β is an isomorphism, a small calculation shows that
pghqτ “ gτωph
αqhτ and nσphqβ “ nβωph
αq for all n P Q and g, h P H . Since AutpQq is abelian,
σphq “ ωphαq for all h P H , as claimed. 
Remark 2.9. We apply Lemma 2.8 to the set-up of Remark 2.7c), that is, H is a C-group and
Q is a cyclic group. In order to describe all split extensions H ˙ Q up to isomorphism, one
has to compute the AutpHq-orbits on HompH,AutpQqq. Since AutpQq is abelian, every such
homomorphism has H 1 in its kernel, and we can identify
HompH,AutpQqq “ HompH{H 1,AutpQqq “
àℓ
j“1
HompSj,AutpQqq,
where S1, . . . , Sℓ are the Sylow subgroups ofH{H
1. Note that each HompSj,AutpQqq is fixed by
AutpHq. It follows that if σ, ω P HompH,AutpQqq are in the same AutpHq-orbit, then for each j
the induced actions σj , ωj P HompSj,AutpQqq are in the same AutpHq-orbit.
3. CONSTRUCTION OF C-GROUPS
We describe how to construct, up to isomorphism, all C-groups of order n ą 1; recall from (2.2)
that there are Cpnq such groups. This construction will be canonical, that is, every C-group G of
order n has a unique, isomorphism-invariant ID pn, iq, meaning that G is isomorphic to the i-th
group in that list. In Section 3.4 we describe the direct construction of the group with ID pn, iq; in
Section 3.5 we describe the converse and determine the ID of a given C-group. To facilitate these
constructions, we first comment on a canonical ordering of permissible sets.
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3.1. Murty’s counting formulas. Let n “ pa1
1
. . . pakk be the prime-power factorisation of n with
p1 ă . . . ă pk. Let Dpnq be the set of possible acting divisors of C-groups of order n; these are
the 2k´1 numbers p
ai1
i1
. . . p
aim
im
where ti1, . . . , imu runs over all subsets of t1, . . . , k ´ 1u. We sort
them as d1 ă . . . ă d2k´1 . For d P Dpnq denote by Cdpnq the number of (isomorphism types) of
C-groups of order n with acting divisor d; by (2.2) and [10, pp. 303–304], we have
Cdpnq “
ź
pα||d
p prime
˜ÿα
j“1
ppνpp
j ,n{dq ´ pνpp
j´1,n{dq
pj´1pp´ 1q
¸
.
Moreover, let Cd,mpnq be the number of (isomorphism types) of C-groups of order n with acting
divisor d and acting group orderm; then [10, p. 303] shows that
Cd,mpnq “
ź
pj ||m
p prime
˜
ppνpp
j ,n{dq ´ pνpp
j´1,n{dq
pj´1pp´ 1q
¸
.
Recall that if d is the acting divisor and m is the size of the acting group, then m | d and, if p | d
is a prime, then p | m. This restricts the orders of possible acting groups.
3.2. Ordering of permissible sets. A permissible set P is a cluster for a C-group of order n with
acting divisor d and acting group orderm, if and only if for every pj ||m there exists pp, ˚, jq P P ,
but pp, ˚, iq R P when i ą j. For every such pp, ˚, jq we note which prime divisors q of n{d may
be acted upon by p with maximal exponent e, that is, pe “ gcdppj, q ´ 1q ‰ 1. Having done this,
we are able to sort such permissible sets lexicographically, with four tiers of ordering:
(1) compare the acting primes;
(2) for a fixed acting prime p, compare the first prime qmax it acts on with maximal exponent;
(3) for a fixed acting prime p and qmax, compare the other primes p acts on;
(4) for a fixed acting prime p acting on q ‰ qmax, compare the exponents of that action.
Example 3.1. We sort the permissible sets for n “ 22.3.5.13with d “ m “ 4. Only 2 can act and,
asm “ 4, it has to act at least once with exponent 2. Clusters containing p2, 5, 2q (case “qmax “ 5”)
come before those containing p2, 13, 2q but not p2, 5, 2q (“qmax “ 13”). We obtain the fol-
lowing sorted list: tp2, 5, 2qu, tp2, 5, 2q, p2, 13, 1qu, tp2, 5, 2q, p2, 13, 2qu, tp2, 3, 1q, p2, 5, 2qu,
tp2, 3, 1q, p2, 5, 2q, p2, 13, 1qu, tp2, 3, 1q, p2, 5, 2q, p2, 13, 2qu, tp2, 13, 2qu, tp2, 3, 1q, p2, 13, 2qu,
tp2, 5, 1q, p2, 13, 2qu, tp2, 3, 1q, p2, 5, 1q, p2, 13, 2qu. The triples within a fixed permissible set are
simply arranged first by the primes which act, then by the primes which are acted on.
3.3. Generating groups with a given cluster. Now that we have imposed a canonical ordering
on the set of all permissible sets of a given group order, it remains to canonically sort the (isomor-
phism types of) groups that correspond to such data. We describe this process in the following.
Throughout, let P be a permissible set for a group order n, with acting divisor d and acting group
orderm. We factorise n “ pa1
1
. . . pakk with p1 ă . . . ă pk.
We use the extension procedure described in Remark 2.7c) to construct all C-groups G of
order nwith CpGq “ P . Recall that any suchG has a split Sylow tower T1˙. . .˙Tk, where each Ti
is a Sylow pi-subgroup. By induction, we can assume that we have constructed all (isomorphism
types) of C-groups H of order pa1
1
. . . p
av´1
v´1 with cluster CpHq “ tpp, q, cq P P : p, q ă pvu; the
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induction start being H “ T1 “ Cpa11 . We now have to consider all split extensions H ˙ Q with
Q – Cpavv whose cluster is induced by P . This requires a case distinction involving
A “ tp : pp, pv, ˚q P Pu,
the set of primes p P tp1, . . . , pv´1u that act on pv in P .
If A “ H, then the only split extension we have to consider is the direct product H ˆ Q.
Now supposeA “ tpi1 , . . . , piau ‰ H, that is, P contains triples ppij , pv, ejq for each j. For each
j, let Pj “ xxjy be a Sylow pij -subgroup of H; note that Pj ę H
1 since Pj acts nontrivially,
see Lemma 2.5. We need to consider actions σ : H Ñ AutpQq that map each xj to an automor-
phism of Q of order p
ej
ij
. To construct all corresponding extensions H ˙σ Q up to isomorphism,
Remark 2.9 shows that one has to determine canonical AutpHq-orbit representatives of suitable
Pj-actions on Q, for each j; here “canonical” refers to the description in Remark 2.4. Note that
in order to have a well-defined AutpHq-action, here we consider Pj – PjH
1{H 1 as a Sylow pij -
subgroup of H{H 1, see Remark 2.9. The description below shows that the AutpHq-action on
group actions H Ñ AutpQq can be considered separately for each prime in A.
Thus, in the following let p P A, say pp, pv, eq P P , and let P “ xxy be a Sylow p-subgroup
of H . Note that since p acts in P , it is not acted upon in P . We need another case distinction.
If pv is the smallest prime that p acts on in P , then p does not act in H , hence P ď H is
central, and soH “ U ˆP for some complement U . In particular, AutpHq “ AutpUqˆAutpP q,
so AutpHq acts as AutpP q on P . Since AutpP q acts transitively on the generators of P , it follows
that there is a unique AutpHq-orbit of nontrivial P -actions on Q with exponent e.
If pv is not the smallest prime that p acts on in P , then p acts on some prime pw in H , say
with exponent cw. Let S “ xyy be the Sylow pw-subgroup of H; recall that S ✂ H
1 and so S is
characteristic in H . For any β P AutpHq, we have that xβ acts like xt for some t coprime to p;
specifically, t is determined by pxH 1qβ “ xtH 1. Furthermore, β induces an automorphism of S
that commutes with x because AutpSq is abelian. Thus, we have
pyβqx “ pyxqβ “ pyβqx
β
“ pyβqx
t
;
since y ÞÑ yx has order pcw , it follows that t ” 1 mod pcw , and so AutpHq acts trivially on
HompP,AutpSqq. This holds for all primes that p acts on in H , so t ” 1 mod pc, where c is the
largest exponent among those p-actions. We make a case distinction on the exponent in pp, pv, eq.
By what is shown in the previous paragraph, if e ď c, then any action σ : H Ñ AutpQq with
p acting with exponent e satisfies
σβ
´1
pxq “ σpxβq “ σpxtq “ σpxqt “ σpxq,
and so the AutpHq-action on HompP,AutpQqq is trivial. Thus, there are pe´1pp ´ 1q orbits of
AutpHq on actions P Ñ AutpQq with exponent e.
It remains to consider e ą c. If σ : P Ñ AutpQq with σpxq of order pe and β P AutpHq
with βpxH 1q “ xtH 1 as above, then σβ
´1
pxq “ σpxβq “ σpxtq “ σpxqt mod p
e
. Thus, every
P -action on Q in the same AutpHq-orbit as σ has the form σs for some s P t1, . . . , pe ´ 1u with
s ” 1 mod pc. Let S “ P1, S2, . . . , Sv´1 be Sylow subgroups ofH corresponding to p1, . . . , pv´1.
We claim that for each such value s there is an automorphism γ of H that takes x to xs and fixes
S2, . . . , Sv´1. Note that H is generated by S1, . . . , Sv´1, so to define γ it suffices to describe how
it acts on the cyclic generators x, z2, . . . , zv´1 of these subgroups. By von Dyck’s Theorem [6,
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Theorem 2.53], the map γ : px, z2, . . . , zv´1q ÞÑ px
s, z2, . . . , zv´1q extends to an automorphism of
H if and only if the conjugacy relations for these generators are preserved by γ. This is trivially
true for all conjugacy relations between generators zi and zj ; likewise, if zi commutes with x,
then γpzfqγpxq “ γpxqγpzf q. Lastly, suppose x acts non-trivially on zi, say zix “ xz
j
i . Because
p acts at most with exponent c in H and because s ” 1 mod pc, we have zx
s
f “ z
x
f , and so
γpzjqγpxq “ zjx
s “ xszx
s
j “ x
szxj “ x
sz
j
j “ γpxqγpzjq
j , as required. This proves that γ extends
to an automorphism ofH that maps x to xs and that fixes the other Sylow subgroups S2, . . . , Sv´1.
As there are pe´c such numbers s, the AutpHq-orbit of the above σ : P Ñ AutpQq has size pe´c.
Note that there are pe´1pp ´ 1q elements in AutpQq of order pe, thus in the case discussed in this
paragraph (e ą c) the number of distinct AutpHq-orbits of actions of P on Q with exponent e is
pe´1pp´ 1q{pe´c “ pc´1pp´ 1q.
In conclusion, we can determine the canonical actions σ : H Ñ AutpQq by considering each
prime p P A separately; this describes a partial converse to the last statement in Remark 2.9.
As a corollary, our description also leads to an immediate counting procedure for the number of
isomorphism types of groups of order n that have cluster P .
3.4. C-groups by ID. We sort the C-groups of order n ą 1 first by their acting divisors (in
increasing order), then by the size of their acting groups (in increasing order). Thus, to construct
the C-group G with ID pn, iq, we proceed as follows. First, we determine j ě 0 such that
Cd1pnq ` . . .` Cdj´1pnq ă i ď Cd1pnq ` . . .` Cdj pnq,
so G must have acting divisor d “ dj . Now it remains to construct the t-th group with acting
divisor d, where t “ i ´ Cd1pnq ´ . . . ´ Cdj´1pnq. If we have prime-power factorisations d “
pa1
1
. . . pauu and n{d “ q
b1
1
. . . qbvv , then every acting group order m is divisible by p1 . . . pu and
divides gcdpd, pq1´ 1q . . . pqv ´ 1qq. Letm1 ă . . . ă mr be all those possible acting group orders
and determine j ě 1 such that
Cd,m1pnq ` . . .` Cd,mj´1pnq ă t ď Cd,m1pnq ` . . .` Cd,mj pnq,
soGmust have an acting group of orderm “ mj . Now it remains to construct the ℓ-th group with
acting divisor d and acting group of order m, where ℓ “ t ´ Cd,m1pnq ´ . . . ´ Cd,mj´1pnq. Let
P1, . . . ,Pw be all the possible clusters for a C-group of size n, with acting divisor d and acting
group of order m, sorted as described in Section 3.2, and let CPcpnq denote the number of C-
groups of order n with cluster Pc; as described in Section 3.3, this number can be calculated from
Pc. We determine j ě 1 such that
CP1pnq ` . . .` CPj´1pnq ă ℓ ď CP1pnq ` . . .` CPj pnq,
so G must have cluster P “ Pj . Now it remains to construct the s-th group of order n with this
cluster, where s “ ℓ ´ CP1pnq ´ . . . ´ CPj´1pn ´ 1q. For each triple in P , the description in
Section 3.3 tells us how many non-isomorphic choices of actions there are for p acting on q with
exponent e. Thus, with P sorted first by the acting primes then by the primes which are acted on,
we can determine the corresponding action for each triple; the description in Remark 2.4 makes
this canonical, hence the group with ID pn, iq is determined.
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3.5. Identification of C-groups. For a given C-group G of order n, we determine its ID pn, iq
such that G is isomorphic to the group with ID pn, iq as constructed in Section 3.4. For this, we
compute the Sylow subgroups ofG, and from those determine the cluster CpGq. This also provides
the decomposition G “ pA ˙ Dq ˆ C as in Lemma 2.5, the acting divisor d “ |A|, the acting
group K ď AutpDq and its order m “ |K|. If d1 ă . . . ă dj “ d are the possible acting divisors
less-equal d, andm1 ă . . . ă mr “ m are the possible acting group orders (of a C-group of order
n with acting divisor d) less-equalm, then the ID pn, iq ofG satisfies C ă i ď C`Cd,mpnqwhere
C “ Cd1pnq ` . . .` Cdj´1pnq ` Cd,m1pnq ` . . .` Cd,mr´1pnq.
It remains to determine the position of G within the clusters for Cd,mpnq; those clusters are sorted
(Section 3.2) and for each cluster we know how many isomorphism types of group exist (Sec-
tion 3.3). The ID of G is now determined by reversing the normalisation process in Section 3.3.
4. PRACTICAL PERFORMANCE
AGAP implementation of our algorithms is available under github.com/heikodietrich/cgroups
and provides functions AllCGroups, CGroupById, and IdCGroup; we comment on the
performance below. All computations have been carried out with GAP 4.10.0 on an Intel(R)
Core(TM) i5-7500 CPU@3.40GHz with 16GB RAM. We checked the correctness against GAP’s
SmallGroups Database and a brute-force implementation based on Remark 2.2
4.1. Squarefree groups. Since every group of squarefree order is a C-group, we first compare our
implementation against the inbuilt GAP functions AllSmallGroups and IdSmallGroup.
Up to order 250000 there are 566801 isomorphism types of groups of squarefree order. Our
implementation of AllCGroups constructed these groups in 201 seconds; AllSmallGroups
required 2844 seconds. Table 4.2 lists some runtimes for some selected squarefree orders that
involve larger prime factors (some greater than 105 and 106). Overall, our experiments indicate
that AllCGroups is often by a factor ten faster than GAP’s AllSmallGroups.
AllCGroups and AllSmallGroups constructed the 208014 groups of squarefree order
at most 100000 in 75 seconds and in 536 seconds, respectively. Taking GAP’s list of those groups,
our IdCGroup needed 161 seconds to compute all their IDs, whereas GAP’s IdSmallGroup
required 267 seconds to compute the IDs of our groups.1 Table 4.2 lists some further runtimes.
In general, the performance of IdCGroup seems comparable with GAP’s IdSmallGroup;
for both functions, when group orders with large prime divisors are involved, a main bottleneck
seems to be GAP’s functionality to compute Sylow subgroups. We have not included runtimes in
Table 4.2 when the impact of the latter dominated the ID computation, but rather wrote ’syl’.
4.2. General orders. There are 576093 isomorphism types of C-groups of order at most 100000.
It took 247 seconds to construct all these groups with AllCGroups. Applying IdCGroup
to (isomorphic copies of) these groups took 846 seconds, that is, on average 0.0015 seconds
per group. In Table 1 we list runtimes for constructing all C-groups of larger orders, and for
determining their IDs; the average runtime for IdCGroup was at most 0.013 seconds per group.
1NB: Due to different orderings of groups, our ID is not the same as the ID in the SmallGroups Library.
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squarefree group order # groups All
CGr
oup
s
All
Sma
llG
rou
ps
IdC
Gro
up
IdS
mal
lGr
oup
4140806021907601450474046095 126 0.1 1.4 51.8 61.3
1054578325689038795758113 299 0.1 1.6 121 156
18246294181628283634185 1678 0.6 2.7 80.3 95.2
288580601323668153539638920527445 110 0.06 6.5 syl syl
4100698523844820373769891971054 1024 0.55 15.6 syl syl
24898143467617960290 384 0.2 175.7 syl syl
2533036924228662499419966 3840 1.9 49.8 syl syl
TABLE 1. Some squarefree orders with large prime factors: we list the time (in
seconds) required to compute and recognise all groups of the given order.
factorised group order # groups All
CGr
oup
s
IdC
Gro
up
5
5
.7
5
.11
5
.13
5
.197
7
.251
4
.677
8
.727
4 225 0.9 9.9
2
2
.31
2
.113
3
.227
4
.293
4
.373 276 0.3 1.9
2
5
.3
5
.101
3
.103.313
2
.367
5 840 1.3 8.5
2
3
.173
2
.233
4
.241
2
.307
2
.337
2 1168 1.1 10.0
3
3
.5
3
.7
2
.11
3
.23
2
.43
2
.101
2
.127
2 1305 0.9 6.3
2
4
.5
4
.73.101
2
.113
3
.349
3 2720 2.1 17.5
2
2
.3
5
.5.61
2
.73
5
.349
4 4128 5.1 38.2
3
3
.5
2
.7
3
.29
3
.59
2
.233
3
.43
3
.173
3
.431
2 6006 4.6 73.9
TABLE 2. Some non-squarefree orders: we list the time (in seconds) required to
compute all C-groups of the given order and to recognise all those groups.
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