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Abstract
A quadratic discrete time probabilistic model, for optimal portfolio se-
lection in (re-)insurance is studied. For positive values of underwriting
levels, the expected value of the accumulated result is optimized, un-
der constraints on its variance and on annual ROE’s. Existence of a
unique solution is proved and a Lagrangian formalism is given. An ef-
fective method for solving the Euler-Lagrange equations is developed.
The approximate determination of the multipliers is discussed. This
basic model is an important building block for more complete models.
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1 Introduction
Optimal equity allocation and portfolio selection, for a reinsurance company
with several portfolios (or subsidiaries) leads, in the presence of constraints
on non-solvency probabilities, market-shares and ROE’s, to highly non-linear
problems. This general situation is studied in a forthcoming reference [6]. In
certain situations it is possible to replace the non-solvency probabilities by
stronger quadratic constraints (see [6]). This gives a new simplified quadratic
stochastic optimization problem, which solutions (if any) respect the con-
straints and are approximate solutions of the original problem. The purpose
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of the present paper is the resolution of the constraint quadratic optimiza-
tion problem in its most basic setting: Optimization of the expected utility
(i.e. the final accumulated result) of one single portfolio, under constraints
on the variance of the utility, on the annual ROE’s and on the sign of the
underwriting levels, which should be positive. This case covers the most basic
applications and is an important building block in more general situations
[6]. The portfolio in this paper is an extension of Markowitz portfolio [3]
to a multiperiod stochastic portfolio, as suggested by [2] (c.f. also [1]). We
here construct the portfolio such that future results of contracts written at
different times are distinguishable, which easily allows to consider different
maturity times.
We consider a portfolio η of N different types of insurance contracts
concluded at times 0, . . . , T¯ , where T¯ ≥ 1. The amount of the contract of type
i, where 1 ≤ i ≤ N, being concluded at time t, where 0 ≤ t ≤ T¯ , is denoted
ηi(t). In other words, ηi(t) is the number of unit contracts (e.g. the unit is set
to one FF) of type i. We suppose that the portfolio η does not generate any
financial flows at and after a certain time T¯ + T. Let (∆U)(t + 1, η) be the
result of the portfolio η for the period [t, t+1[, let the utility of η, at time t,
U(t, η) =
∑
1≤s≤t(∆U)(s, η), (U(0, η) = 0), be the accumulated result for the
period [0, t[, and let the final utility of the portfolio η, U(∞, η) = U(T¯ +T, η)
be the accumulated result until no more financial flows are generated. (For
the precise definition of U see formula (2.1).) For 1 ≤ i ≤ N and 0 ≤ t ≤ T¯ ,
ηi(t) and (∆U)(t+1, η) are random variables. In the case under consideration
the equity K(t) = K(0) + U(t, η), where K(0) ≥ 0 is the initial equity at
t = 0. Let Ft be the events which are possible up to time t. The number of
unit-contracts ηi(t) to conclude at time t, shall be known with certainty at
time t. This means that ηi(t) is Ft–measurable. We impose that the random
variable ηi(t) has finite variance, for 1 ≤ i ≤ N and 0 ≤ t ≤ T¯ . We now
introduce the following constraints on the variable η, (E is the expectation
operator):
• C3) E((∆U)(t + 1, η)) ≥ c(t)E(K(t)), where c(t) ∈ R
+ is given (con-
straint on profitability)
• C4) E((U(∞, η)−E(U(∞, η)))
2) ≤ σ2, where σ2 > 0 is given ( accept-
able level of the variance of the final utility)
• C6) 0 ≤ ηi(t), where 1 ≤ i ≤ N (only positive underwriting levels)
Let C0 be the set of portfolios η, such that η satisfies constraints (C3), (C4)
and (C6) and such that ηi(t) is Ft–measurable and has finite second order
moment, for 1 ≤ i ≤ N and 0 ≤ t ≤ T¯ . We consider the problem of
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optimizing the expected accumulated result, i.e. to find all ηˆ ∈ C0, such
that
E(U(∞, ηˆ)) = sup
η∈C0
E(U(∞, η)). (1.1)
We establish (Corollary 2.6) under certain mild conditions, (H1), (H2) and
(H3) of §2, on the result processes for the unit-contracts, that the optimiza-
tion problem (1.1) has a unique solution, if C0 is non empty. Moreover the
solution, is derived from a Lagrangian formalism (2.13), and is given by for-
mula (2.17). Condition (H1) says that the final utility (sum of all results)
of a unit contract, written at time k, is independent of events occurred be-
fore k. In practice, this is generally not true, among other things, because of
feed-forward phenomena in the prizing. Condition (H2) is equivalent to the
statement that no non-trivial linear combinations of final utilities, of con-
tracts written at a certain time, is a certain random-variable. This can also
be coined, in more financial terms: a underwriting portfolio η(t), constituted
at time t, can not be risk-free. Condition (H3) says that the final utility of
unit contracts, written at different times are independent. The conditions
(H1), (H2) and (H3), which excludes many interesting situations, like cyclic
markets, have only been chosen for simplicity. They can largely be weak-
ened, without altering the results of this paper. An important point is that
no particular distributions (statistical laws) are required.
To determine, practically, the solution ηˆ given by formula (2.17), we shall
give, in Appendix A, an effective method to calculate the inverse of the lin-
ear operator representing the quadratic form in constraint (C4). We also
establish that this operator has a finite spectrum. In Appendix B, the de-
termination of Lagrange multipliers in the solution (2.17) is studied and a
simple approximation method is proposed. The proofs of the mathematical
results, of § 2, Appendix A and Appendix B, are given in Appendix C. This
paper, which is self contained, is a formalized version of the report [5].
Acknowledgement: The author would like to thank Jean-Marie Nessi,
CEO of AXA-Re´, and his collaborators for the many interesting discussions,
which were the starting point of this work.
2 The model and main results
We define the portfolio in a probabilistic context, given by a probability space
(Ω, P,F) and a filtration A = {Ft}t∈N, of sub σ-algebras of the σ-algebra F ,
i.e. F0 = {Ω, ∅} and Fs ⊂ Ft ⊂ F for 0 ≤ s ≤ t. The portfolio is composed by
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N ≥ 1 types of insurance contracts. The utility ui(t, t
′), at t′ ∈ N of the unit
contract i, 1 ≤ i ≤ N, concluded at time t ∈ {0, . . . , T¯} is by definition the
accumulated result in the time interval [t, t′[ for t′ > t, and ui(t, t
′) = 0, for
0 ≤ t′ ≤ t. We suppose that ui(t, t
′) is Ft′-measurable and that (u(t, t
′))t′≥0
is an element in the space1 E(RN), of processes, with finite moments at all
orders. Since, for given t ∈ {0, . . . , T¯}, the process (ui(t, t
′))t′≥0 isA-adapted,
it follows that (u(t, t′))t′≥0 ∈ E(R
N ,A). The final utility of the unit contract
i, u∞i (t) = ui(t, s
′) (= ui(t,∞)), when the contract does not generate a flow
after the time s′, s′ ≥ 0, is Fs′ measurable. By hypothesis (see §1) there
exists here s′, such that 0 ≤ s′ ≤ T¯ + T. We define the utility U(t, η) of a
portfolio η at time t ∈ N, where ηi(s) is Fs-measurable for 1 ≤ i ≤ N and
s ∈ {0, . . . , T¯}, by2
U(t, η) =
∑
k≤t
η(k) · u(k, t). (2.1)
The result of η for the period [t, t + 1[, introduced in §1, is then given by
(∆U)(t + 1, η) = U(t + 1, η) − U(t, η). The final utility U(∞, η) and the
equity K(t) are given as in §1. Let E q
T¯
(RN ,A), 1 ≤ q (resp. ET¯ (R
N ,A)) be
the subspace of elements ξ ∈ E q(RN ,A) (resp. E(RN ,A)), with ξ(t) = 0 for
t > T¯ . In optimization problem (1.1) it is imposed that the portfolio has
finite variance, so it is an element of the Hilbert space H = E2
T¯
(RN ,A), with
scalar product given by (η, η′)H =
∑
0≤t≤T¯
∫
Ω
((η(t))(ω) · (η′(t))(ω))dP (ω).
The set C0 is well-defined, although the variance of the final utility U(∞, η)
is not finite in general, for the (unit-) utility processes (u(t, t′))t′≥0 ∈ E(R
N ,A).
In fact the quadratic form
η 7→ a(η) = E((U(∞, η))2), (2.2)
inH, has a maximal domainD(a), since for each η ∈ H, the stochastic process
(U(t, η))t≥0 is an element of the space E
p(R,A), for 1 ≤ p < 2 (which follows
directly from Schwarz inequality). The solution of optimization problem (1.1)
is largely based on the study of the quadratic form
η 7→ b(η) = E((U(∞, η)− E(U(∞, η)))2), (2.3)
in H, with (maximal) domain D(b) = D(a).
1Let 1 ≤ q < ∞. Then (Xi)0≤i ∈ Eq(RN ) if and only if Xi : Ω→ RN is F measurable
and ‖Xi‖Lq(Ω,RN ) = (
∫
Ω |Xi(ω)|
q
RN
dP (ω))1/q < ∞ for i ≥ 0, where | |RN is the norm in
R
N . Let Eq(RN ,A) the sub-space of A adapted processes in Eq(RN ). We define E(RN ) =
∩q≥1Eq(RN ) and E(RN ,A) = ∩q≥1Eq(RN ,A).
2The scalar product in RN is x · y =
∑
1≤i≤N xiyi.
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We shall introduce another optimization problem, having only piece-vice
linear constraints and which we will prove, to be equivalent to (1.1), in a
precise way. Since K(0) ≥ 0, it follows from the formula (see §1) for the
equity K(t) and constraint C3 that E(U(∞, ηˆ)) ≥ 0, if the solution ηˆ ex-
ists. Moreover, if a ≥ 1 and constraint C3 (resp. C6) is satisfied, then it
is also satisfied with η replaced by aη. Therefore, if the solution ηˆ exists,
then E((U(∞, ηˆ) − E(U(∞, ηˆ)))2) = σ2. With this observation in mind, we
introduce the optimization problem, which is to find all ηˆ ∈ C1 such that
b(ηˆ) = inf
η∈C1
b(η), (2.4)
where C1 is the set of all η ∈ H such that the following constraints are
satisfied:
• C ′3) E((∆U)(t + 1, η)) ≥ c(t)E(K(t)), where c(t) ∈ R
+ is given (con-
straint on profitability)
• C ′4) E(U(∞, η)) ≥ e, where e ≥ 0 is given (acceptable level of the
expected final utility)
• C ′6) ηi(t) ≥ 0, where 1 ≤ i ≤ N (only positive underwriting levels).
C1 is a closed convex subset of H. In fact, the constraint functions in C
′
3
and C ′4 are strongly continuous, so it is the intersection of the three closed
convex cones defined by C ′3, C
′
4 and C
′
6. As we will see, the advantage of this
formulation is that it is easy to prove an existence result.
We also introduce the auxiliary optimization problem, which consists of
finding all ηˆ ∈ C2 such that
a(ηˆ) = inf
η∈C2
a(η), (2.5)
where C2 is the set of all η ∈ H such that the following constraints are
satisfied:
• C ′′3 ) E((∆U)(t + 1, η)) ≥ c(t)E(K(t)), where c(t) ∈ R
+ is given (con-
straint on profitability)
• C ′′4 ) E(U(∞, η)) = e, where e ≥ 0 is given (acceptable level of the
expected final utility)
• C ′′6 ) ηi(t) ≥ 0, where 1 ≤ i ≤ N (only positive underwriting levels).
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C2 is a closed convex subset of H.
To solve the optimization problems (2.4) and (2.5), we first establish prop-
erties of the positive quadratic forms b and a. Let b0 and a0 be the restriction
of b and a, respectively, to the domain D(b0) = D(a0) = ET¯ (R
N ,A), where
ET¯ (R
N ,A) = H ∩ E(RN ,A). The corresponding bilinear form is denoted by
the same symbol b, a, b0 and a0, respectively, i.e.
b(ξ, η) = E((U(∞, ξ)−E(U(∞, ξ)))(U(∞, η)− E(U(∞, η)))), (2.6)
where ξ, η ∈ D(b), etc.
Lemma 2.1 b0(η), with domain D(b0) = ET¯ (R
N ,A) (resp. a0, with domain
D(a0) = ET¯ (R
N ,A)) is a densely defined closeable symmetric quadratic form
in H.
We make certain (technical) hypotheses on the claim processes:
• H1) u
∞(k) is independent of Fk for k ∈ N
• H2) for k ∈ N the N ×N (positive) matrix c(k) with elements cij(k) =
E((u∞i (k)− E(u
∞
i (k))(u
∞
j (k)−E(u
∞
j (k))) is strictly positive
• H3) u
∞
i (k) and u
∞
j (l) are independent for k 6= l
The first hypothesis implies boundedness of the quadratic forms.
Lemma 2.2 If the hypothesis (H1) is satisfied, then D(b) = D(a) = H and
the quadratic forms b and a are bounded, i.e. there exists C2 > 0 such that,
b(η) ≤ C2‖η‖2H and a(η) ≤ C
2‖η‖2H, (2.7)
for η ∈ H.
This lemma and the next crucial result show that (the square root of) each
one of the quadratic forms b and a is equivalent to the norm in H.
Theorem 2.3 If the hypotheses (H1), (H2) and (H3) are satisfied, then the
quadratic forms b and a are bounded from below by strictly positive numbers
c21 respectively c
2
2, where c
2
1 ≥ c
2
2 > 0, i.e.
b(η) ≥ c22‖η‖
2
H and a(η) ≥ c
2
1‖η‖
2
H, (2.8)
for η ∈ H.
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Let B (resp. A) be the operator in H, associated with b (resp. a), (by the
representation theorem), i.e.
b(ξ, η) = (ξ, Bη)H (resp. a(ξ, η) = (ξ, Aη)H), (2.9)
for ξ ∈ H and η ∈ H. B and A are strictly positive, bounded, self-adjoint,
onto H and invertible. The inverse operators B−1 : H → H and A−1 :
H → H are bounded self-adjoint operators. There exist c ∈ R, such that
0 < cI ≤ B ≤ A, where I is the identity operator. It follows from formula
(2.9), that an explicit expression of A is given by
(Aη)(k) = E(U(∞, η)u∞(k)|Fk) (2.10)
and that an explicit expression of B is given by
(Bη)(k) = E((U(∞, η)−E(U(∞, η)))u∞(k)|Fk), (2.11)
for η ∈ H, where 0 ≤ k ≤ T¯ .
Theorem 2.4 Let the hypotheses (H1), (H2) and (H3) be satisfied. If C1
(resp. C2) is nonempty, then there exists a unique solution ηˆ ∈ C1 (resp. C2)
of the optimization problem for b (resp. a)
b(ηˆ) = inf
η∈C1
b(η) (resp. a(ηˆ) = inf
η∈C2
a(η)). (2.12)
Lemma 2.2 shows that (the square root of) the function in constraint (C4) is
strongly continuous in H and convex. So C0 is a closed convex subset of H.
Lemma 2.5 Let the hypotheses (H1), (H2) and (H3) be satisfied. Solutions
of optimization problems (1.1) and (2.4) then have the following properties:
(i) If ηˆ is a solution of equation (1.1), then ηˆ is also a solution of equation
(2.4), with E(U(∞, ηˆ)) = e, (ii) If ηˆ is a solution of equation (2.4), then ηˆ
is also a solution of equation (1.1), with σ2 = E((U(∞, ηˆ)−E(U(∞, ηˆ)))2).
This solves the original problem of §1:
Corollary 2.6 Let hypotheses (H1), (H2) and (H3) be satisfied. If C0 is
non-empty, then optimization problem (1.1) has unique solution ηˆ ∈ C0.
To construct the solution of the optimization problem (2.12), in the case
of b (resp. a), we shall consider a Lagrangian hbλ,µ,ν (resp. h
a
λ,µ,ν), with
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multipliers. Let λ0, λ1, . . . λT¯+T−1, and µ be real numbers and let ν ∈ H.
These are the multipliers. A Lagrangian is defined by
hcλ,µ,ν(η)
=
1
2
c(η)−
∑
0≤t≤T¯+T−1
λt(E((∆U)(t + 1, η))− c(t)E(K(t)))
− µ(E(U(∞, η))− e)− (ν, η)H,
(2.13)
where η ∈ H, with c = b (resp. a). We now have to find the critical points in
H, for fixed λ, µ and ν and determine the multipliers such that the critical
point in fact is an element of C1 (resp. C2). The multipliers shall satisfy
µ ≥ 0, µ(E(U(∞, ηˆ))− e) = 0 (resp. µ ∈ R), (2.14)
λt ≥ 0, λt(E((∆U)(t + 1, ηˆ))− c(t)E(K(t, ηˆ))) = 0, (2.15)
for 0 ≤ t ≤ T¯ + T − 1 and
νi(k) ≥ 0, (νi(k))(ω) = 0 a.e. for ω ∈ supp ηˆi(k), (2.16)
0 ≤ k ≤ T¯ and 1 ≤ i ≤ N. Let C1 (resp. C2) be non-empty.
Theorem 2.7 There are multipliers, satisfying (2.14), (2.15) and (2.16),
such that the solution ηˆ, of the optimization problem (2.12) is given by the
unique solution ηˆ of the equation (Dhbλ,µ,ν)(η) = 0 (resp. (Dh
a
λ,µ,ν)(η) = 0).
Moreover,
ηˆ = C−1(µm+
∑
0≤t≤T¯+T−1
λtlt + ν), (2.17)
where C = B (resp. C = A) and where in this formula m ∈ H is given by
the linear functional (m, η)H = E(U(∞, η)) and lt ∈ H is given by the linear
functional (lt, η)H = E((∆U)(t+1, η))−c(t)E(U(t, η)), for 0 ≤ t ≤ T¯+T−1.
Uniqueness of the multipliers is assured if, for example, m, l0, . . . , lT¯+T−1
are linearly independent and c(t) > 0, for 0 ≤ t ≤ T¯ + T − 1. An explicit
expression of m is given by m(k) = E(u∞(k)|Fk). Hypothesis (H1) then give
m(k) = E(u∞(k)), (2.18)
where 0 ≤ k ≤ T¯ . An explicit expression of lt, 0 ≤ t ≤ T¯ + T − 1, is given by
lt(k) = E(u(k, t+ 1)− (1 + c(t))u(k, t)|Fk), (2.19)
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if 0 ≤ k ≤ t and by lt(k) = 0, if t < k, where in both cases 0 ≤ k ≤ T¯ . We
note that, if it is supposed in formula (2.19), that u(k, t) and u(k, t+ 1) are
independent of Fk, then lt(k) = E(u(k, t + 1) − (1 + c(t))u(k, t)). So when
this hypothesis, in addition to hypothesis (H1), is satisfied, then lt(k) is just
a vector in RN .
To determine, practically, the solution ηˆ given by formula (2.17), the
operator C−1 is needed. We shall give, in Appendix A, an effective method
to calculate the inverse operator C−1 of C, reminding that C = A (resp.
C = B) is defined by formula (2.10) (resp. (2.11)) in the case of a (resp. b).
A Appendix: The operator C
In this appendix we study the spectral properties of the operator C, defined
by (2.10) (resp. (2.11)) when C = A (resp. C = B). We also give an
algorithm, which determines C−1.
The Hilbert space H has a canonical decomposition into a direct sum
H = ⊕0≤k≤T¯Hk, where Hk is the quotient space of H and the subspace of
elements η ∈ H, having η(k) = 0. To obtain the corresponding decomposition
of the operators A and B, we introduce the notation
A(k, l)η(l) = E(u∞(k)(u∞(l) · η(l))|Fk) (A.1)
and
B(k, l)η(l) = E(u∞(k)(u∞(l) · η(l)− E(u∞(l) · η(l)))|Fk), (A.2)
where η ∈ H, 0 ≤ k ≤ T¯ and 0 ≤ l ≤ T¯ . Formula (2.10) (resp. (2.11)) then
gives that (Aη)(k) =
∑
0≤l≤T¯ A(k, l)η(l) (resp. (Bη)(k) =
∑
0≤l≤T¯ B(k, l)
η(l)). The continuity of the operators A and B in H shows that A(k, l) and
B(k, l) are continuous operators from Hl to Hk.
We also introduce the N × N real symmetric strictly positive matrices
Ma(k) and Mb(k), for 0 ≤ k ≤ T¯ . Here Maij(k) = E(u
∞
i (k)u
∞
j (k)) and
Mb(k) have the same elements as the matrix c(k) in hypothesis (H2), i.e.
Mbij(k) = E((u
∞
i (k) − E(u
∞
i (k))(u
∞
j (k) − E(u
∞
j (k))), for 0 ≤ k ≤ N and
0 ≤ l ≤ N. According to hypothesis (H1), it follows that
A(k, k)η(k) = Ma(k)η(k), (A.3)
for 0 ≤ k ≤ T¯ . The spectrum σ(Ma(k)) (resp. σ(Mb(k))) of the matrix
Ma(k) (resp. Mb(k)) is a finite set of strictly positive real numbers, according
to hypothesis (H2). Let λ ∈ R be in the resolvent set of M
a(k). The inverse
(A(k, k)− λ)−1 is then simply obtained by inverting the matrix Ma(k)− λ.
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Proposition A.1 Let λ ∈ R be in the resolvent sets of Ma(k) and Mb(k).
Then the inverse (B(k, k) − λ)−1 of the operator B(k, k) − λ exists and is
given by
(B(k, k)− λ)−1η(k) = (Ma(k)− λ)−1(η(k)− E(η(k)))
+(Mb(k)− λ)−1E(η(k)),
(A.4)
for 0 ≤ k ≤ T¯ .
Let C(k, l) = A(k, l) (resp. B(k, l)), for C = A (resp. B). To solve the
equation Cη = ξ, where ξ ∈ H is given, we shall study the system of equations
∑
0≤l≤T¯
C(k, l)η(l) = ξ(k), 0 ≤ k ≤ T¯ . (A.5)
The operator C(k, l) is continuous from Hl to Hk. Although, the operators
C(k, l) are integral operators in general, the system (A.5) can be solved in
a finite number of steps only involving linear algebra in RN and evaluation
of expectation values. To study also the spectral properties of the operator
C in H, we give this algorithm for a more general equation in H, namely
Cη − λη = ξ, i.e.
∑
0≤l≤T¯
(C(k, l)− δklλ)η(l) = ξ(k), ξ(k) ∈ Hk 0 ≤ k ≤ T¯ , (A.6)
when λ is in a certain subset, to be determined, of the resolventset R−σ(C),
of the operator C.
The first part of the algorithm consists of transforming the system (A.6)
into an equivalent lower triangular system. For a given real number λ outside
a certain finite set (of poles), we shall define operators Cn(k, l) and elements
ξn ∈ H, where k, l, n ∈ {0, . . . , T¯}. The definition will be specified by an finite
iteration, beginning with n = T¯ and ending with n = 0. Let us introduce the
N ×N real symmetric matrices Nan(k) and N
b
n(k) and DT¯ (k)) by
(Nan(k))ij = E(E(u
∞
i (k)|Fn)E(u
∞
j (k)|Fn)) (A.7)
and
(Nbn(k))ij = E((E(u
∞
i (k)|Fn)−E(u
∞
i (k)))(E(u
∞
j (k)|Fn)−E(u
∞
j (k)))),
(A.8)
for 0 ≤ i, j ≤ N, 0 ≤ k ≤ T¯ and 0 ≤ n ≤ T¯ . Symmetric matrices
DT¯ (k), 0 ≤ k ≤ T¯ and real numbers fT¯ , gT¯ , and dT¯ are given by
DT¯ (k) =M
a(k)− λ, fT¯ = 1, gT¯ = 0, (A.9)
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and
dT¯ = E(u
∞(T¯ )) · ((DT¯ (T¯ ))
−1E(u∞(T¯ ))), (A.10)
for λ ∈ R − σ(Ma(k)). For given integer n, where 0 < n ≤ T¯ , given real
numbers fn, gn and given N × N real symmetric matrices Dn(k), where
0 ≤ k ≤ n and where Dn(n) is invertible, we define real numbers fn−1, gn−1,
dn and N ×N real symmetric matrices Dn−1(k) :
dn = E(u
∞(n)) · ((Dn(n))
−1E(u∞(n))), (A.11)
fn−1 = fn(1− dnfn), gn−1 = gn + dnf
2
n, (A.12)
and
Dn−1(k) = Dn(k)− dnf
2
nN
a
n(k), 0 ≤ k ≤ n− 1. (A.13)
Let d0 be given by formula (A.11), with n = 0. The elements fn, gn and dn of
the sequences f0, . . . , fT¯ , g0, . . . , gT¯ and d0, . . . , dT¯ are real valued rational
functions of λ in R. Similarly, each matrix element of the matrix Dn(n), of
the sequences D0(0), . . . , DT¯ (T¯ ), is a real valued rational function of λ in R.
We can now introduce the linear continuous operators Cn(k, l) : Hl → Hk,
for k, l, n ∈ {0, . . . , T¯}. We define C T¯ (k, l) by
C T¯ (k, l) = C(k, l), k 6= l (A.14)
and
C T¯ (k, k) = C(k, k)− λI, (A.15)
(where I is the identity operator on Hk), for k, l ∈ {0, . . . , T¯} and λ ∈ R.
For given integer n, where 0 < n ≤ T¯ , and given linear continuous operators
Cn(k, l) : Hl → Hk, where k, l ∈ {0, . . . , T¯} we define operators C
n−1(k, l) :
Hl →Hk. If λ ∈ R is such that, Dn(n) is invertible, then we define
Cn−1(k, l) = Cn(k, l), n ≤ k ≤ T¯ , 0 ≤ l ≤ T¯ , (A.16)
Cn−1(k, l) = 0, 0 ≤ k < n, n ≤ l ≤ T¯ , (A.17)
Cn−1(k, l) = fn−1C(k, l), k 6= l, 0 ≤ k < n, 0 ≤ l < n, (A.18)
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An−1(k, k)η(k) = Dn−1(k)η(k), 0 ≤ k < n, η(k) ∈ Hk (A.19)
and
Bn−1(k, k)η(k) = Dn−1(k)η(k)
− (1− gn−1)E(u
∞(k))(E(u∞(k)) · E(η(k))),
0 ≤ k < n, η(k) ∈ Hk.
(A.20)
If C = A (resp. B), then Cn−1(k, k) = An−1(k, k) (resp. Cn−1(k, k) =
Bn−1(k, k)), for 0 ≤ k < n.
According to (A.19), the operator An(k, k), in Hk, has a bounded inverse,
if λ is such that, Dn(k) is invertible:
(An(k, k))−1η(k) = (Dn(k))
−1η(k), 0 ≤ k ≤ n, η(k) ∈ Hk. (A.21)
As in the case of (B(k, k)− λ)−1, (see formula (A.4)), an explicit expression
for the inverse of Bn(k, k) can be given.
Proposition A.2 Let λ be in the resolventset of the two operators M c(k)−∑
n+1≤r≤T¯ drf
2
rN
c
r(k), for c = a and c = b. Then
(Bn(k, k))−1η(k)
= (Ma(k)−
∑
n+1≤r≤T¯
drf
2
rN
a
r (k)− λ)
−1(η(k)− E(η(k)))
+ (Mb(k)−
∑
n+1≤r≤T¯
drf
2
rN
b
r (k)− λ)
−1E(η(k)),
(A.22)
where 0 ≤ k ≤ n ≤ T¯ .
For reference we note that
Dn(k) =M
a(k)−
∑
n+1≤r≤T¯
drf
2
rN
a
r (k)− λ,
according to (C.14), of Appendix C.
Next we define ξn−1 ∈ H. For given ξ ∈ H, let ξT¯ = ξ. For given integer
n, 0 < n ≤ T¯ , for given linear continuous operators Cn(k, l) : Hl → Hk,
k, l ∈ {0, . . . , T¯}, where Cn(n, n) has a bounded inverse, and for given ξn,
we define
ξn−1(k) = ξn(k), n ≤ k ≤ T¯ . (A.23)
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and
ξn−1(k) = ξn(k)− Cn(k, n)(Cn(n, n))−1ξn(n), 0 ≤ k < n. (A.24)
To give spectral properties of the operator C, we introduce notations for
unions of spectra of certain matrices. We recall that, if X is a linear operator
in a Hilbert space, then σ(X) denotes here its spectrum. For commodity we
first introduce σa
T¯+1
= σb
T¯+1
= ∅, the empty set. For 0 ≤ n ≤ T¯ , let
σan = σ
a
n+1 ∪ σ(M
a(n)−
∑
n+1≤r≤T¯
drf
2
rN
a
r (n)) (A.25)
and let
σbn = σ
a
n ∪ σ(M
b(n)−
∑
n+1≤r≤T¯
drf
2
rN
b
r (n)). (A.26)
We note that σcn ⊂ σ
c
n−1, for c = a and for c = b.
Proposition A.3 If λ /∈ σcn+1, then C
T¯ , . . . , Cn and ξT¯ , . . . , ξn, given by
(A.9)-(A.24) are sequences of linear continuous operators in H and elements
of H, respectively and the system (A.6) has the same solutions η ∈ H as the
system
∑
0≤l≤T¯
Cn(k, l)η(l) = ξn(k), 0 ≤ k ≤ T¯ . (A.27)
For n = 0, the system (A.27) is lower triangular and reads
∑
0≤l≤k
C0(k, l)η(l) = ξ0(k), 0 ≤ k ≤ T¯ , (A.28)
where we remind that C0 and ξ0 are dependent of λ /∈ σc1.
The second part of the algorithm consists of solving the system (A.28)
by successive substitutions.
Proposition A.4 If λ /∈ σa0 (resp. λ /∈ σ
b
0), when C = A (resp. C = B),
then η(0), . . . , η(T¯ ), are successively given by
η(k) = (Ck(k, k))−1(ξ0(k)−
∑
0≤l≤k−1
C0(k, l)η(l)), 0 ≤ k ≤ T¯ , (A.29)
where we note that the sum is absent for k = 0.
We remind that the operator (Ck(k, k))−1, 0 ≤ k ≤ T¯ , is explicitly given by
(A.21) (resp. (A.22)), when C = A (resp. C = B).
To sum up, if λ /∈ σa0 (resp. λ /∈ σ
b
0), then η, given by formula (A.29),
is the unique solution, in H, of equation (A.6), in the case of C = A (resp.
C = B). Consequently σ(A) ⊂ σa0 and σ(B) ⊂ σ
b
0 . In particular the spectrum
σ(C) is a finite set of strictly positive real numbers.
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B The Lagrange multipliers
We have already established that there exists multipliers µ, λ0, . . . , λT¯+T−1 ∈
R and ν ∈ H, such that the unique solution ηˆ of the optimization problem
(2.12) is given by formula (2.17). In this appendix, we derive equations of
which the multipliers are solutions. These equations are taken as a starting
point for the derivation of algorithms permitting to calculate approxima-
tions of the multipliers. Starting with the zeroth approximation as being
the value of the multipliers corresponding to the solution of the determinis-
tic approximation of the optimization problem (2.12), we derive an explicit
first approximation of the multipliers in the stochastic case. More precise
approximations is a subject of future studies.
A basic building block in our equations for the multipliers, is the solution
of a certain finite dimensional optimization problem. (The dimension will
mostly be N or T¯ + T, i.e. the number of types of contracts or number of
constraints in (C ′3) and (C
′
4) of § 2 respectively). For z ∈ R
n, let z ≥ 0 be
defined by zi ≥ 0 for 1 ≤ i ≤ n. Let m be a strictly positive symmetric
operator in Rn. For given x ∈ Rn, let F+m(x) ≥ 0 be the unique solution of
the optimization problem
1
2
F+m(x) · (mF
+
m(x))− x · F
+
m(x)) = inf
y≥0
(
1
2
y · (my)− x · y). (B.1)
The solution F+m(x) of (B.1) is also the unique critical point of the Lagrangian
Lx :
Lx(y) =
1
2
y · (my)− x · y − F−m(x) · y, (B.2)
where (F−m(x))i, 1 ≤ i ≤ n, are the multipliers corresponding to the constraint
y ≥ 0. We have
F+m(x) = m
−1(x+ F−m(x)), (B.3)
where
F+m(x) ≥ 0, F
−
m(x) ≥ 0, F
+
m(x) · F
−
m(x) = 0. (B.4)
We note that there exists, for given m, a function x 7→ Px of R
n to linear
projections on Rn, (i.e. Px = P
2
x ), taking a finite number (2
n) of values, such
that F+m(x) = m
−1Pxx.
We shall here consider the solution ηˆ (given by (2.17)) only in the case
of C = B. The case C = A, is similar but simpler. Let λT¯+T = µ and let
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lT¯+T = m. We define Θ
ǫ(k) by
Θǫ(k) = F ǫMa(k)(
∑
0≤t≤T¯+T
λtlt(k) + (M
a(k)−Mb(k))E(ηˆ(k)))−
∑
l 6=k
B(k, l)ηˆ(l)),
(B.5)
for 0 ≤ k ≤ T¯ and ǫ = ±. It follows that
ηˆ(k) = Θ+(k) and ν(k) = Θ−(k), (B.6)
for 0 ≤ k ≤ T¯ .
For simplicity we suppose in the sequel of this paragraph that the subset
{E(l0), . . . , E(lT¯+T )} of H is linearly independent. This ensures that the
multipliers are unique in the deterministic case as well as in the stochastic
case. Expressions (B.5) and (B.6) are satisfied by the multipliers and the
solution ηˆ given by formula (2.17). To obtain another such equation let L
be the strictly positive symmetric operator in RT¯+T defined by (L−1)ts =
(lt, B
−1ls) and let r(ν) ∈ R
T¯+T be given by (r(ν))t = (lt, B
−1ν). Then the
multiplier λ satisfies:
λ = F−L (L(r(ν)− e)). (B.7)
Equations (B.5), (B.6) and (B.7) form a closed system for the solution ηˆ
and the multipliers λ and ν, (reminding that λT¯+T = µ). Alternatively,
expression (2.17) of ηˆ, formula (B.5) with ǫ = −, the expression of ν in (B.6)
and expression (B.7) of λ, also form a closed system of equations, for ηˆ, λ
and ν.
We shall next give a crude approximation of the multipliers λ and ν. To
construct the zeroth approximation, we consider the deterministic approxi-
mation of the optimization problem (2.12). Let CD be the subset of elements
η ∈ C1, such that η(k) is F0 measurable for 0 ≤ k ≤ T¯ . The deterministic
approximation, of the optimization problem, is then to find all ηˆD ∈ CD such
that
b(ηˆD) = inf
η∈CD
b(η). (B.8)
If CD is non-empty, then there exists a unique solution ηˆD given by
ηˆD(k) = (M
a(k))−1(
∑
0≤t≤T¯+T
λDt l
D
t (k) + ν
D(k)), (B.9)
where (lDt (k))i = E((lt(k))i) and where the multipliers λ
D
t , 0 ≤ t ≤ T¯ + T
and νDi (k), 0 ≤ k ≤ T¯ , 1 ≤ i ≤ N are real numbers such that
λDt ≥ 0, (l
D
t , ηˆD)H − et ≥ 0, λ
D
t ((l
D
t , ηˆD)H − et) = 0, (B.10)
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for 0 ≤ t ≤ T¯ + T and
νD ≥ 0, ηˆD ≥ 0, ν
D
i (k)(ηˆD(k))i = 0, (B.11)
for 0 ≤ k ≤ T¯ and 1 ≤ i ≤ N. The value of the multipliers λD and νD can
be determined using the functions Fm.
Next we determine a first approximation λ(1) and ν(1) of the multipliers.
Let
λ(1) = F−L (L(r(ν
D)− e)), (B.12)
let
η¯(1) = B−1(
∑
0≤t≤T¯+T
λ
(1)
t lt + ν
D), (B.13)
and let
ν(1)(k) = F−Ma(k)(
∑
0≤t≤T¯+T
λ
(1)
t lt(k)
+ (Ma(k)−Mb(k))E(η¯(1)(k)))−
∑
l 6=k
B(k, l)η¯(1)(l)),
(B.14)
for 0 ≤ k ≤ T¯ . The corresponding first approximation ηˆ(1) of the solution ηˆ
is then defined by
ηˆ(1)(k) = F+Ma(k)(
∑
0≤t≤T¯+T
λ
(1)
t lt(k)
+ (Ma(k)−Mb(k))E(η¯(1)(k)))−
∑
l 6=k
B(k, l)η¯(1)(l)),
(B.15)
for 0 ≤ k ≤ T¯ . Formula (B.15) ensures that ηˆ(1) ≥ 0. The approximation
method defined by formulas (B.13), (B.14) and (B.15) can in an obvious way
be generalized to higher order approximations. However the convergence of
the method must be established.
C Proofs
We first give the proofs of the results of §2 and then those of Appendix A.
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C.1 Proofs of results in §2
Proof of Lemma 2.1 Schwarz inequality shows that η 7→ E(U(∞, η)) is a
bounded linear map from H to L2 = L2(Ω,R), so it is enough to prove the
statement in the case of a. Since a is maximal, we only have to prove that the
operatorD(a) ∋ η 7→ U(∞, η) ∈ L2 inH, is a closeable, where L2 = L2(Ω,R).
Let {sn}n≥1 be a sequence in D(a), such that ‖sn‖H → 0 and ‖U(∞, sn) −
v‖L2 → 0, when n → ∞ for some v ∈ L
2. For a ∈ R, let ga be the char-
acteristic function of the set {ω ∈ Ω|(
∑
0≤k≤T¯ |(u
∞(k))(ω)|2)1/2 ≤ a}. Then
E((gaU(∞, sn))
2) ≤ E(a2
∑
0≤k≤T¯ |sn(k)|
2) = a2‖sn‖
2
H. Hence gaU(∞, sn)
converges to 0 in L2, when n → ∞ for every a ∈ R. This gives that v = 0,
which proves the statement.
Proof of Lemma 2.2 We prove that (H1) implies that a0 is bounded.
Let Xk = η(k) · u
∞(k), for 0 ≤ k ≤ T¯ . Then U(∞, η) =
∑
0≤k≤T¯ Xk,
so (E((U(∞, η))2))1/2 ≤
∑
0≤k≤T¯ (E((Xk)
2))1/2. Since η(k) is Fk measur-
able, since E(|u∞i (k)|
2|Fk) = E(|u
∞
i (k)|
2) according to hypothesis (H1) and
since (Xk)
2) ≤ |u∞(k)|2|η(k)|2 it follows that E((Xk)
2) = E(E((Xk)
2|Fk)) ≤
E(|u∞(k)|2)E(|η(k)|2). This shows that a0(η) = E((U(∞, η))
2) ≤ C2‖η‖2H,
where C2 = max0≤k≤T¯ E(|u
∞(k)|2). This proves the statement for a0. Since
0 ≤ b0(η) = E((U(∞, η))
2) −(E(U(∞, η)))2 ≤ a0(η), it also follows that b0
is bounded.
Proof of Theorem 2.3 We first prove the statement for a. Because of
continuity of a, which follows from Schwarz inequality and inequalities (2.7),
it is enough to prove inequality (2.8) for η ∈ D(a0) = ET¯ (R
N ,A). In this proof
we use the notation Xk = η(k) · u
∞(k), and Yk =
∑
0≤l≤kXl, for 0 ≤ k ≤ T¯ .
By the definition of a0 (see before (2.6)) and by the definition of YT¯ , it follows
that a0(η) = E(Y
2
T¯
). We shall first prove that
a0(η) ≥ CE(
∑
0≤k≤T¯
X2k), (C.1)
for some C > 0. Let 1 ≤ k ≤ T¯ . For 0 ≤ l ≤ k− 1 we obtain, using that η(l)
and η(k) are Fk measurable, using the independence of u
∞(l) and u∞(k) and
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using the Fk measurability of E(Xk|Fk) that
E(XlXk) = E(E((η(l) · u
∞(l))(η(k) · u∞(k))|Fk))
=
∑
i,j
E(ηi(l)ηj(k)E(u
∞
i (l)u
∞
j (k)|Fk))
=
∑
i,j
E(ηi(l)ηj(k)E(u
∞
i (l)|Fk)E(u
∞
j (k)|Fk))
= E(E(η(l) · u∞(l)|Fk)E(η(k) · u
∞(k)|Fk))
= E(E(η(l) · u∞(l)E(η(k) · u∞(k)|Fk)|Fk))
= E(E(η(l) · u∞(l)E(η(k) · u∞(k)|Fk)).
(C.2)
This proves that if 0 ≤ l ≤ k − 1 then
E(XlXk) = E(XlE(Xk|Fk)). (C.3)
If 1 ≤ k ≤ T¯ then E(Y 2k ) = E((Yk−1 + Xk)
2) = E(Y 2k−1 + 2Yk−1Xk + X
2
k).
Formulas (C.3) and E(X2k) = E(E(X
2
k |Fk)) now give that
E(Y 2k ) = E(Y
2
k−1 + 2Yk−1E(Xk|Fk) + E(X
2
k |Fk)), (C.4)
for 1 ≤ k ≤ T¯ . Let a ∈ RN , a 6= 0. Then
|
∑
i
aiE(u
∞
i (k)|Fk)| = |E(a · u
∞(k))|
< (E(|a · u∞(k)|2))1/2 = (E(|a · u∞(k)|2|Fk)
1/2,
(C.5)
where the conditional expectation and the expectation are interchangeable
because of hypothesis (H1) and where there is strict inequality since a ·u
∞(k)
is a nontrivial random variable according to hypothesis(H2). Let
α(k) = max
|a|=1
|E(a · u∞(k))|/(E(|a · u∞(k)|2)1/2. (C.6)
Then 0 ≤ α(k) < 1. Inequality (C.5) and definition (C.6) give that
|E(Xk|Fk)| ≤ α(k)(E(|Xk|
2)1/2. (C.7)
It follows from formula (C.4) and inequality (C.7) that
E(Y 2k ) ≥ E(Y
2
k−1 − 2|Yk−1|(E(|Xk|
2|Fk))
1/2 + E(X2k |Fk))
= (1− α(k))E(Y 2k−1 − 2|Yk−1|(E(|Xk|
2 + E(X2k |Fk))
+ α(k)E((|Yk−1| − (E(|Xk|
2|Fk))
1/2)2)
≥ (1− α(k))E(Y 2k−1 + E(X
2
k |Fk)).
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This proves that there exists Ck > 0, (independent of η) such that
E(Y 2k ) ≥ CkE(Y
2
k−1 +X
2
k), (C.8)
for 1 ≤ k ≤ T¯ . A finite iteration from k = T¯ to k = 1 of this inequality and
using that Y0 = X0, then proves inequality (C.1).
Since ηj(k) is Fk measurable it follows that
E(
∑
0≤k≤T¯
X2k) =
∑
0≤k≤T¯
∑
i,j
E(ηi(k)ηj(k)E(u
∞
i (k)u
∞
j (k)|Fk))
≥
∑
0≤k≤T¯
∑
i,j
E(ηi(k)ηj(k)E((u
∞
i (k)− E(u
∞
i (k)))(u
∞
j (k)− E(u
∞
i (k)))|Fk)),
where we have used hypothesis (H1) to deduce the inequality. Then, accord-
ing to (H2):
E(
∑
0≤k≤T¯
X2k) ≥
∑
k≥0
E(
∑
i,j
cij(k)ηi(k)ηj(k)). (C.9)
This inequality and (C.1) prove that a0(η) ≥
∑
k≥0 c(k)
2E(|η(k)|2) ≥ c2‖η‖2,
where c(k)2 and c2 are some strictly positive numbers. This proves the in-
equality for a0(η) in (2.8).
To prove the statement for b, in (2.8), we first show that if η ∈ H and
η 6= 0 then the random variable U(∞, η) is not constant (a.e.). Given η 6= 0,
let M be the largest integer such that 0 ≤M ≤ T¯ and η(M) 6= 0. If M = 0,
let G = F0. If M > 0, let G be the smallest σ–algebra, such that FM ⊂ G
and such that u∞(k) is G–measurable for 0 ≤ k ≤ M − 1. By hypotheses
(H1) and (H3), G and u
∞(M) are independent, and Xk is G–measurable for
0 ≤ k ≤M − 1. We remind that, if an absolutely integrable random-variable
Z is independent of G, then E(Z|G) = E(Z). Using hypothesis (H1), (H2)
and (H3) it then follows for the conditional variance that
E((U(∞, η)−E(U(∞, η)|G))2|G) = E((XM − E(XM |G))
2|G)
=
∑
i,j
ηi(M)ηj(M)E((u
∞
i (M)−E(u
∞
i (M)|G))(u
∞
j (M)− E(u
∞
i (M)|G))|G)
=
∑
i,j
ηi(M)ηj(M)E((u
∞
i (M)−E(u
∞
i (M)))(u
∞
j (M)− E(u
∞
i (M))))
=
∑
i,j
ηi(M)ηj(M)cij ≥ c
2|η(M)|2,
(C.10)
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where c2 > 0. If U(∞, η) is a constant, then E((U(∞, η)−E(U(∞, η)|G))2|G)
= 0, which is in contradiction with inequality (C.10). This proves that
U(∞, η) is not constant, if η 6= 0.
Since U(∞, η) is not constant, if η 6= 0, it follows that E((U(∞, η) −
E(U(∞, η)))2) > 0, if η 6= 0. This proves that b(η) > 0, if η 6= 0.
Let c = infa(η)=1 b(η). Suppose that c = 0. Let {η
n}n≥1 be a sequence such
that a(ηn) = 1 and limn→∞ b(η
n) = 0. Since b(η) = a(η)− (E(U(∞, η)))2, it
follows that (E(U(∞, ηn)))2 → 1. There is no restriction to suppose that 1 is
an accumulation point of {E(U(∞, ηn))}, since the set {η ∈ H | a(η) = 1} is
invariant under the transformation η → −η. By selecting a subsequence and
changing the enumeration, we can suppose that E(U(∞, ηn)) → 1. Let Ha,
be the Hilbert space defined on H, as a linear space, by the scalar product
( , )a, where (η, ξ)a = (η, Aξ)H. The norms a and ‖ ‖
2
H are equivalent,
due to inequalities (2.7) and (2.8) for a0 and a, so H and Ha are identical
as TVS’s. Since the unit ball of Ha is weakly compact, (H is reflexive and
Banach-Alaoglu theorem, c.f. [4]), it follows that {ηn}n≥1 has a weakly con-
vergent subsequence. Once more, by selecting this subsequence and changing
the enumeration, we can suppose that {ηn}n≥1 is weakly convergent to an
element ξ ∈ H. By the definition of weak convergence it then follows that
1 = limn→E(U(∞, η
n)) = E(U(∞, ξ)). This proves that ξ 6= 0. Moreover,
since ξ is an element of the unit ball of Ha and since (E(U(∞, ξ)))
2 ≤ a(ξ),
it follows that a(ξ) = 1. Therefore b(ξ) = 0, which is in contradiction with
the already proved fact that b(ξ) > 0, for ξ 6= 0 and ξ ∈ H. This proves that
c > 0. Consequently b(η) ≥ ca(η), for η ∈ H. The statement for b in (2.8)
now follows from the statement for a in (2.8).
Proof of Theorem 2.4 Let c = b (resp.a) and C = C1 (resp. C2). C is then
closed and convex in H. Due to Lemma 2.2 and Theorem 2.3, the norm in
H is equivalent to the norm given by (c)1/2. Let Hc be the Hilbertspace with
scalar product c. Then C is closed and convex also in Hc. The set C therefore
has a unique point ηˆ, minimizing its distance (in Hc) to the the origin (c.f.
Theorem 12.3 of [4]).
Proof of Lemma 2.5 To prove statement (i), let ηˆ ∈ C0 be a solution of
equation (1.1) and let E(U(∞, ηˆ)) = e. Then E((U(∞, ηˆ)−E(U(∞, ηˆ)))2) =
σ2, as noted in the paragraph before equation (2.4). Let infη∈C1 E((U(∞, η)
−E(U(∞, η)))2) = Σ2. Obviously, according to (2.4), Σ2 ≤ σ2, since ηˆ ∈
C1. Let Σ
2 < σ2. Then there exists η′ ∈ C1, such that E((U(∞, η
′) −
E(U(∞, η′)))2) = (Σ′)2, where (Σ′)2 < σ2. Then η′′ = (σ/Σ′)η′ ∈ C0 and
E(U(∞, η′′)) = (σ/Σ′)e > e, which is a contradiction since ηˆ is a solution of
equation (1.1). Therefore σ = Σ and ηˆ ∈ C1 is a solution of E((U(∞, ηˆ) −
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E(U(∞, ηˆ)))2) = Σ2. To prove statement (ii), let ηˆ ∈ C1 be a solution of
equation (2.4). Let σ2 = E((U(∞, ηˆ)− E(U(∞, ηˆ)))2), let m = E(U(∞, ηˆ))
and let M = supη∈C0 E(U(∞, η)). Obviously m ≤ M according to (1.1),
since ηˆ ∈ C0. Let m < M. Then there exists η
′ ∈ C0, such that σ
2 =
E((U(∞, η′)−E(U(∞, η′)))2) and E(U(∞, η′)) = M ′, where m < M ′. Since
e ≤ m < M ′ it follows that η′ ∈ C1. This shows that equation (2.4) has
at least two distinct solutions ηˆ and η′. This is in contradiction, with the
fact that the solution of equation (2.4) is unique, according to Theorem 2.4.
Therefore m = M, which proves that ηˆ is a solution of (1.1).
Proof of Theorem 2.7 Since the two cases are so similar, we only prove the
statements in case of a. Let C2 be non-empty and let ηˆ be the unique solution
of equation (2.12). If η ∈ C2, t > 0 and η 6= ηˆ, then a(ηˆ+ t(η− ηˆ))−a(ηˆ) > 0,
since ηˆ is unique and C2 is convex. This gives that (Da)(ηˆ; ǫ) = (Aηˆ, ǫ) ≥ 0,
for ǫ ∈ TC2(ηˆ), where TC2(ηˆ) is the closed tangent cone of the convex set C2 at
ηˆ. Let J+(ηˆ) be the set of all ǫ ∈ H, such that ǫi(k) ≥ 0 and (ǫi(k))(ω) = 0
a.e. ω ∈ supp ηˆi(k), for 0 ≤ k ≤ T¯ and 1 ≤ i ≤ N. Let H(ηˆ) be the closed
subspace (of H) of elements η ∈ H, such that supp ηi(k) ⊂ supp ηˆi(k), for
0 ≤ k ≤ T¯ and 1 ≤ i ≤ N. Then H(ηˆ) = (J+(ηˆ))
⊥, the subset of vectors inH,
orthogonal to every vector in J+(ηˆ). Let J(ηˆ) be the set of all vectors ǫ ∈ H,
such that (ǫ, η)H ≥ 0, for all η ∈ J+(ηˆ). Then J(ηˆ) = J+(ηˆ) +H(ηˆ). A vector
ǫ ∈ TC2(ηˆ), if and only if ǫ ∈ J(ηˆ), (m, ǫ)H = 0, and (lt, ǫ)H ≥ 0, for t ∈ L,
where L = {t ∈ N | 0 ≤ t ≤ T¯+T−1, E((∆U)(t+1, ηˆ))−c(t)E(K(t, ηˆ)) = 0}.
Hence
TC2(ηˆ) =
⋂
η∈I(ηˆ)
{ǫ ∈ H | (η, ǫ)H ≥ 0}, (C.11)
where I(ηˆ) = J+(ηˆ) ∪{m,−m} ∪ {lt | t ∈ L}. This is equivalent to
TC2(ηˆ) =
⋂
η∈V+(ηˆ)
{ǫ ∈ H | (η, ǫ)H ≥ 0}, (C.12)
where V+(ηˆ) is the closed convex cone generated by I(ηˆ). This shows that
TC2(ηˆ) = (V+(ηˆ))
◦, the (positive) polar of V+(ηˆ). Since (Aηˆ, ǫ) ≥ 0, for all
ǫ ∈ TC2(ηˆ), it follows by definition, that Aηˆ ∈ (TC2(ηˆ))
◦, the (positive) polar of
TC2(ηˆ). But ((V+(ηˆ))
◦)◦ = V+(ηˆ), because V+(ηˆ) is a closed convex cone. This
proves that Aηˆ ∈ V+(ηˆ), so there are µ ∈ R, λt ≥ 0, for t ∈ L, and ν ∈ J+(ηˆ),
such that Aηˆ = µm +
∑
t∈L λtlt +ν. Setting λt = 0, for 0 ≤ t ≤ T¯ + T − 1
and t /∈ L, we obtain formula (2.17), since A has an inverse defined on H.
Moreover conditions (2.14), (2.15) and (2.16) are also satisfied.
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C.2 Proofs of results in Appendix A
Proof of Proposition A.1 The equation (B(k, k)−λ)η(k) = ξ(k) give, ac-
cording to formula (A.2), formula (A.1), formula (A.3) and hypothesis (H1),
that (B(k, k)−λ)η(k) = (Ma(k)−λ)η(k)−E(u∞(k))(E(u∞(k)) ·E(η(k))) =
ξ(k), for 0 ≤ k ≤ N. Since Mbij(k) =M
a
ij(k)−E(u
∞
i (k))E(u
∞
j (k)), it follows
that (Ma(k)− λ)(η(k)−E(η(k))) + (Mb(k)− λ)E(η(k)) = ξ(k). Taking the
expectation of the two members of this expression, we first obtain that
(Mb(k)− λ)E(η(k)) = E(ξ(k))
and then that
(Ma(k)− λ)(η(k)− E(η(k))) = ξ(k)− E(ξ(k)).
The matrices Ma(k) − λ and Mb(k)− λ are invertible according to the hy-
pothesis that λ /∈ σ(Ma(k)) and λ /∈ σ(Mb(k)). The expression (A.4) of
(B(k, k)− λ)−1 now follows.
Proof of Proposition A.2 Using formula (A.12) it follows that
gn =
∑
n+1≤r≤T¯
drf
2
r (C.13)
and using formulas (A.9) and (A.13) it follows that
Dn(k) =M
a(k)−
∑
n+1≤r≤T¯
drf
2
rN
a
r (k)− λ, (C.14)
where 0 ≤ k ≤ n ≤ T¯ .
If n = T¯ , then formula (A.22) follows from (A.4). Let 0 ≤ n < T¯ and let
ξ(k) ∈ Hk. The equation B
n(k, k)η(k) = ξ(k) and formula (A.20) give that
Dn(k)η(k) = ξ(k) + (1− gn)E(u
∞(k))(E(u∞(k)) ·E(η(k))), (C.15)
where η(k) ∈ Hk is unknown and 0 ≤ k ≤ n. Taking the expectation on both
sides we obtain
Dn(k)E(η(k)) = E(ξ(k)) + (1− gn)E(u
∞(k))(E(u∞(k)) · E(η(k))),
where 0 ≤ k ≤ n. Substitution of (C.13) and (C.14) into this expression gives
that
(Ma(k)− λ)E(η(k))−E(u∞(k))(E(u∞(k)) ·E(η(k)))
−
∑
n+1≤r≤T¯
drf
2
r (N
a
r (k)E(η(k))− E(u
∞(k))(E(u∞(k)) · E(η(k))))
=E(ξ(k)),
(C.16)
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for 0 ≤ k ≤ n. It follows from (A.8) that
(Nbn(k))ij = (N
a
n(k))ij − E(u
∞
i (k))E(u
∞
j (k)),
which together with (C.16) and the definition of Mb(k) (see below formula
(A.2)) give that
(Mb(k)−
∑
n+1≤r≤T¯
drf
2
rN
b
r (k)− λ)E(η(k)) = E(ξ(k)), (C.17)
for 0 ≤ k ≤ n. According to hypothesis, λ is in the resolventset of Mb(k)−∑
n+1≤r≤T¯ drf
2
rN
b
r (k), which proves that
E(η(k)) = (Mb(k)−
∑
n+1≤r≤T¯
drf
2
rN
b
r (k)− λ)
−1E(ξ(k)), (C.18)
for 0 ≤ k ≤ n.
Equation (C.15) and the following equation give that
Dn(k)(η(k)− E(η(k))) = ξ(k)− E(ξ(k)).
Since λ is also in the resolventset ofMa(k)−
∑
n+1≤r≤T¯ drf
2
rN
a
r (k), according
to hypothesis, it follows by expression (C.14) of Dn(k) that
η(k)− E(η(k)) = (Ma(k)−
∑
n+1≤r≤T¯
drf
2
rN
a
r (k)− λ)
−1(ξ(k)−E(ξ(k))),
(C.19)
for 0 ≤ k ≤ n. Formulas (C.18) and (C.19) prove expression (A.22).
Proof of Proposition A.3 We shall first find a simplified expression of
certain products, of operators A(k, l) : Hl → Hk given by (A.1). Let M be a
real symmetric N ×N matrix and let
In(k, l) = A(k, n)MA(n, l), (C.20)
for 0 ≤ k < n, 0 ≤ l < n, and 0 ≤ n ≤ T¯ . The operator In(k, l) : Hl → Hk
is linear and continuous. Definition (A.1) and formula (A.3) give that
In(k, l)η(l) = E(u∞(k)(u∞(n) · (MA(n, l)η(l)))|Fk)
= E(u∞(k)(u∞(n) · E(Mu∞(n)(u∞(l) · η(l))|Fn))|Fk),
(C.21)
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for η(l) ∈ Hl. Since η(l) is Fn-measurable, it follows from hypotheses (H1)
and (H3) that
In(k, l)η(l)
= E(u∞(k)(u∞(n) · E(Mu∞(n)))(E(u∞(l)|Fn) · η(l))|Fk)
=
∑
i
E(E(u∞(k)(u∞(n) · E(Mu∞(n)))E(u∞i (l)|Fn)ηi(l)|Fk)
=
∑
i
(E(u∞(n)) · E(Mu∞(n)))
E(E(u∞(k)E(u∞i (l)|Fn)|Fn)ηi(l)|Fk)
= (E(u∞(n)) · E(Mu∞(n)))
∑
i
E(E(u∞(k)|Fn)E(u
∞
i (l)|Fn)ηi(l)|Fk),
(C.22)
for 0 ≤ k < n, 0 ≤ l < n, and 0 ≤ n ≤ T¯ .
Let k 6= l. The hypothesis (H3) and the first and last member of equality
(C.22) give that
In(k, l)η(l) = (E(u∞(n)) ·E(Mu∞(n)))
∑
i
E(E(u∞(k)u∞i (l)|Fn)ηi(l)|Fk), k 6= l.
(C.23)
Since ηi(l) is Fn-measurable and n > k, it follows that
In(k, l)η(l) = (E(u∞(n)) · E(Mu∞(n)))A(k, l)η(l), k 6= l, (C.24)
where 0 ≤ k < n and 0 ≤ l < n.
Let k = l. The first and last member of equality (C.22), the Fk-measura-
bility of η(k) and hypothesis (H1) give that
In(k, k)η(k) = (E(u∞(n)) · E(Mu∞(n)))
∑
i
E(E(u∞(k)|Fn)E(u
∞
i (k)|Fn))ηi(k),
(C.25)
where 0 ≤ k < n. With the notation (A.7), formula (C.25) reads
In(k, k)η(k) = (E(u∞(n)) ·E(Mu∞(n)))Nan(k)η(k), (C.26)
where 0 ≤ k < n.
Next we shall consider products as in (C.20), but for operators B(k, l).
Let P be a linear continuous operator in Hn, such that, if η(k) ∈ Hn and
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E(η(n)) = 0, then Pη(n) = Mη(n). We introduce a linear and continuous
operator Jn(k, l) : Hl →Hk by
Jn(k, l) = B(k, n)PB(n, l), (C.27)
for 0 ≤ k < n, 0 ≤ l < n and 0 ≤ n ≤ T¯ . We note that
E(B(n, l)η(l)) = 0, 0 ≤ l < n. (C.28)
In fact, since η(l) is Fl-measurable, it follows from hypotheses (H1) and (H3),
that
E(u∞(l) · η(l)) = E(u∞(l)) ·E(η(l)), (C.29)
and then that
E(B(n, l)η(l)) = E(E(u∞(n)(u∞(l) · η(l)−E(u∞(l)) · E(η(l)))|Fn))
=
∑
i
E(E(u∞(n)u∞i (l)|Fl)ηi(l))− E(u
∞(n))(E(u∞(l)) ·E(η(l)))
=
∑
i
E(u∞(n))E(u∞i (l))E(ηi(l))− E(u
∞(n))(E(u∞(l)) · E(η(l)))
= 0.
(C.30)
If E(η(n)) = 0, then B(k, n)η(n) = A(k, n)η(n), according to (A.1), (A.2),
(C.29) and hypothesis (H1). This gives together with formulas (C.27) and
(C.28) that
Jn(k, l) = A(k, n)MB(n, l), (C.31)
for 0 ≤ k < n, 0 ≤ l < n, and 0 ≤ n ≤ T¯ . Since definition (A.1) of B(k, l)
and (C.29) give that
B(r, s)η(s) = A(r, s)η(s)− E(u∞(r))E(u∞(s) · η(s)), (C.32)
for 0 ≤ r ≤ T¯ and 0 ≤ r ≤ T¯ , it follows from formulas (C.20) and (C.31)
that
Jn(k, l)η(l) = In(k, l)η(l)− A(k, n)ME(u∞(n))E(u∞(l) · η(l)), (C.33)
for 0 ≤ k < n, 0 ≤ l < n and 0 ≤ n ≤ T¯ . Noting that (use (H1) and (H3))
A(k, n)ME(u∞(n)) = E(u∞(k)(u∞(n) · (ME(u∞(n))))|Fk)
= E(u∞(k))(E(u∞(n)) · (ME(u∞(n)))),
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for 0 ≤ k < n, it follows from (C.33) that
Jn(k, l)η(l) = In(k, l)η(l)
−E(u∞(k))(E(u∞(n)) · (ME(u∞(n))))(E(u∞(l)) · E(η(l))),
(C.34)
for 0 ≤ k < n, 0 ≤ l < n, 0 ≤ n ≤ T¯ and η(l) ∈ Hl. Formulas (C.23) and
(C.34) give that
Jn(k, l)η(l) = (E(u∞(n)) · (ME(u∞(n))))
(A(k, l)η(l)− E(u∞(k))(E(u∞(l)) ·E(η(l)))), k 6= l.
Definition (A.1) of B(k, l) and and formula (C.32) then give that
Jn(k, l)η(l) = (E(u∞(n)) · (ME(u∞(n))))B(k, l)η(l), k 6= l, (C.35)
where 0 ≤ k < n, 0 ≤ l < n, 0 ≤ n ≤ T¯ and η(l) ∈ Hl. Formulas (C.26) and
(C.34) give that
Jn(k, k)η(k) = (E(u∞(n)) · (ME(u∞(n))))
(Nan(k)η(k)−E(u
∞(k))(E(u∞(k)) · E(η(k)))),
(C.36)
where 0 ≤ k < n, 0 ≤ n ≤ T¯ and η(k) ∈ Hk.
Having established (C.24) (resp. (C.35)) and (C.26) (resp. (C.36)) in the
case of C = A (resp. B), we now turn to the main part of the proof.
For 0 ≤ n ≤ T¯ , let P (n) be the statement that the following points (i),
(ii) and (iii) are true:
• i) fT¯ , . . . , fn, gT¯ , . . . , gn and the matrix elements of Ds(k), where 0 ≤
k ≤ s and n ≤ s ≤ T¯ , are real valued rational functions of λ in R,
without singularity in R− σan+1.
If n < T¯ , then DT¯ (T¯ ), . . . , Dn+1(n + 1) are invertible matrices, for
λ ∈ R− σan+1, and d0, . . . , d ¯n+1 are real valued rational functions of λ
in R, without singularity in R− σan+1.
(We remind that these functions are defined by (A.7) and (A.9)-(A.13)
and that σan+1 is defined by (A.25))
• ii) If λ ∈ R − σcn+1, then C
s(k, l), where n ≤ s ≤ T¯ , 0 ≤ k ≤ T¯ and
0 ≤ l ≤ T¯ , given by (A.14)-(A.20), are continuous linear operators
from Hl to Hk. If moreover n < T¯ , then the operator C
s(s, s), where
n + 1 ≤ s ≤ T¯ , have a continuous inverse in Hs.
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• iii) To formulate this part of P (n), we introduce linear continuous oper-
ators ST¯ , . . . , Sn inH, defined by ST¯η = η and, if n < T¯ and n ≤ s < T¯ ,
by
(Ssη(k)) = η(k), s+ 1 ≤ k ≤ T¯ (C.37)
and
(Ssη(k)) = η(k)− C
s+1(k, s+ 1)(Cs+1(s+ 1, s+ 1))−1η(s+ 1),
(C.38)
for 0 ≤ k < s + 1. (It follows from statement (ii) of P (n), that the
operator Ss : H → H is well defined.)
Let λ ∈ R − σcn+1. Then Ss : H → H is continuous with continuous
inverse, for n ≤ s ≤ T¯ , and
Cs = UsC (C.39)
ξs = Usξ, (C.40)
for n ≤ s ≤ T¯ , where Us = SsSs+1 · · ·ST¯ .
We prove, by finite induction, that P (T¯ ), . . . , P (0) are true. The state-
ment P (T¯ ) is trivially true. In fact R − σa
T¯+1
= R − σa
T¯+1
= R (see above
(A.25)) and fT¯ , gT¯ , DT¯ (k), where 0 ≤ k ≤ T¯ , given by (A.9), are well defined
for λ ∈ R. Statement (i) is then true. Since C : H → H is continuous, it
follows that C T¯ (k, l) : Hl → Hk, 0 ≤ k ≤ T¯ , 0 ≤ l ≤ T¯ , given by (A.14) and
(A.15) are continuous. Thus, statement (ii) is true. Statement (iii) is also
true, since UT¯ = ST¯ = I, where I is the identity in H.
Let 0 < n ≤ T¯ . We shall prove that, if P (T¯ ), . . . , P (n) are true, then
P (n− 1) is true. We remind that σcn+1 ⊂ σ
c
n, (see below (A.26)).
We first prove that (i) of P (n − 1) is true. If n = T¯ , then DT¯ (T¯ ), given
by (A.9), is invertible for λ ∈ R−σa
T¯
. If n < T¯ , then DT¯ (T¯ ), . . . , Dn+1(n+1)
are, according to (i) of P (n), invertible matrices, for λ ∈ R − σan ⊂ R −
σan+1 and Dn(n) is, according to expression (C.14) of Dn(n) and definition
(A.25) of σan, also invertible for λ ∈ R − σ
a
n. Thus, DT¯ (T¯ ), . . . , Dn(n) are
invertible matrices, for λ ∈ R − σan. The matrix elements of the matrices
DT¯ (T¯ ), . . . , Dn(n) are, according to (i) of P (n), rational functions (of λ),
without singularities in R − σan (⊂ R − σ
a
n+1). Formulas (A.10) and (A.11)
then show that dT¯ , . . . , dn are rational functions, without singularities in
R−σan. This proves that the second part of statement (i) of P (n−1) is true.
Erik Taflin, AXA
Version 99.07.22
27 Equity Allocation and Portfolio
Selection in Insurance: A simplified . . .
According to statement (i) of P (n), it follows that fT¯ , . . . , fn, gT¯ , . . . , gn
and the matrix elements of Ds(k), where 0 ≤ k ≤ s and n ≤ s ≤ T¯ ,
are real valued rational functions of λ in R, without singularity in R− σan ⊂
R−σan+1. Since we already have proved, that dn is a rational function without
singularity in R− σan, it follows from (A.12) and (A.13), that fn−1, gn−1 and
the matrix elements of Dn−1(k), where 0 ≤ k ≤ n− 1, are rational functions
of λ in R, without singularity in R−σan. This completes the proof of statement
(i) of P (n− 1).
Next we prove statement (ii) of P (n − 1). According to (i) of P (n −
1), which we already have proved, Dn(n), is invertible, fn−1, gn−1, are real
numbers and Dn−1(k), where 0 ≤ k ≤ n − 1, are real matrices, for λ ∈
R − σcn (⊂ R − σ
a
n+1). Let λ ∈ R − σ
c
n. According to (ii) of P (n), C
s(k, l),
where n ≤ s ≤ T¯ , 0 ≤ k ≤ T¯ and 0 ≤ l ≤ T¯ , are continuous linear operators
fromHl toHk. Now it follows from (A.16)-(A.20), that C
n−1(k, l) : Hl →Hk,
where 0 ≤ k ≤ T¯ and 0 ≤ l ≤ T¯ , are continuous linear operators. This proves
the first part of statement (ii) of P (n− 1).
Let λ ∈ R− σcn, where c = a (resp. b), when C = A (resp. B). If n = T¯ ,
then σa
T¯
= σ(Ma(T¯ )) (resp. σ(Ma(T¯ )) ∪ σ(Mb(T¯ ))) according to (A.25)
(resp. (A.26)). We remind that DT¯ (T¯ ) = M
a(T¯ )−λ, (see (A.9)). According
to the inversion formula (A.21) (resp. (A.22)) of AT¯ (T¯ , T¯ ) (resp.BT¯ (T¯ , T¯ ))
and its hypothesis, it follows that AT¯ (T¯ , T¯ ) (resp.BT¯ (T¯ , T¯ )) has a continuous
inverse in HT¯ . If n < T¯ , then (ii) of P (n) gives that C
s(s, s) has a continuous
inverse in Hs, for n+ 1 ≤ s ≤ T¯ . Since λ ∈ R− σ
c
n, it follows, in the case of
C = A from expression (C.14) of Dn(n) and formula (A.21) and in the case
of C = B from formula (A.22), that Cn(n, n) has a continuous inverse in Hn.
This completes the proof of statement (ii) of P (n− 1).
Finally we prove statement (iii) of P (n− 1). Let λ ∈ R − σcn. Then λ ∈
R−σcn+1, so it follows from statement (iii) of P (n), that Ss is continuous with
continuous inverse in H, for n ≤ s ≤ T¯ . The operators Cn(k, l) : Hl → Hk,
0 ≤ k ≤ T¯ and 0 ≤ l ≤ T¯ and the inverse of Cn(n, n) are continuous
according to (the already proved) statement (ii) of P (n−1). Therefore, Sn−1
given by (C.37) and (C.38) is a continuous operator in H. It is invertible,
because its inverse is obtained by formulas (C.37) and (C.38) (in the case of
P (n − 1)) with the sign changed, of the second term of the right hand side
of (C.38). This proves, that the operators Ss : H → H, n − 1 ≤ s ≤ T¯ , are
continuous with continuous inverse.
The operator Cs : H → H, satisfy (C.39), for n ≤ s ≤ T¯ , according
to statement (iii) of P (n). To establish (C.39) for s = n − 1, it is therefore
enough to prove that Cn−1 = Sn−1C
n. Let C ′ = Sn−1C
n. It follows from
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(C.37) and (C.38) that
C ′(k, l) = Cn(k, l), n ≤ k ≤ T¯ , 0 ≤ l ≤ T¯ , (C.41)
and
C ′(k, l) = Cn(k, l)− Cn(k, n)(Cn(n, n))−1Cn(n, l), (C.42)
for 0 ≤ k < n and 0 ≤ l ≤ T¯ . To prove that C ′(k, l) = Cn−1(k, l), for
0 ≤ k ≤ T¯ and 0 ≤ l ≤ T¯ , we shall consider (k, l) chosen according to a
certain disjoint partition of the set {(k, l) ∈ N× N | 0 ≤ k ≤ T¯ , 0 ≤ l ≤ T¯}.
Formulas (A.16) and (C.41) show that C ′(k, l) = Cn−1(k, l), for n ≤ k ≤
T¯ and 0 ≤ l ≤ T¯ .
Let 0 ≤ k < n and 0 ≤ l ≤ T¯ . Formula (C.42) gives that C ′(k, n) = 0.
If l > n, then statement (iii) of P (n) gives that formula (A.17), with n + 1
instead of n, is satisfied, so Cn(r, s) = 0 for 0 ≤ r < n + 1, n + 1 ≤ s ≤ T¯ .
In particular, for the above chosen k and l, Cn(k, l) = 0 and Cn(n, l) = 0, so
C ′(k, l) = 0 according to (C.42). Formula (A.17) now gives that C ′(k, l) =
Cn−1(k, l), for 0 ≤ k < n and 0 ≤ l ≤ T¯ .
Since statement (iii) of P (n) is true, it follows from the expression of
Cn(r, s) obtained, by expression (A.14) in the case when n = T¯ and by
expression (A.18), with n replaced by n+ 1, in the case when n < T¯ , that
Cn(r, s) = fnC(r, s), (C.43)
where r 6= s, 0 ≤ r ≤ n and 0 ≤ s ≤ n. Formulas (C.42) and (C.43) give that
C ′(k, l) = Cn(k, l)− f 2nC(k, n)(C
n(n, n))−1C(n, l), (C.44)
for 0 ≤ k < n and 0 ≤ l < n. Since λ ∈ R − σcn, it follows , in the case of
C = A (resp. B), from formula (A.21) (resp. (A.22)) and its hypothesis that
(Cn(n, n))−1 exists and that (Cn(n, n))−1η(n) = (Dn(n))
−1η(n), if η(n) ∈ Hn
(resp. η(n) ∈ Hn and E(η(n)) = 0). The product C(k, n)(C
n(n, n))−1C(n, l)
in (C.44) can therefore be simplified, in the case of C = A (resp. B), by
using the already derived expressions (C.24) (resp. (C.35)) and (C.26) (resp.
(C.36)) of In(k, l) (resp. Jn(k, l)), defined by (C.20) (resp. (C.27)), with
M = (Dn(n))
−1 (resp. P = (Bn(n, n))−1 and M = (Dn(n))
−1).
Let k 6= l, 0 ≤ k < n and 0 ≤ l < n. Formulas (C.44), (C.24) (resp.
(C.35)) and expressions (A.10) and (A.11) of dn, give that
C ′(k, l) = Cn(k, l)− f 2ndnC(k, l).
Formula (C.43) gives that
C ′(k, l) = fn(1− fndn)C(k, l).
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Expression (A.12) of fn−1 and expression (A.18) now show that C
′(k, l) =
Cn−1(k, l), for k 6= l, 0 ≤ k < n and 0 ≤ l < n.
Let k = l and 0 ≤ k < n. Since P (n) is true, it follows that Cn(k, k) is
given by (A.19) (resp. (A.20)), with n+1 instead of n, for C = A (resp. B).
We first consider the case of C = A. Formulas (C.44), (A.19) and (C.26) and
formulas (A.10) and (A.11) of dn, give that
A′(k, k) = Dn(k)− f
2
ndnN
a
n(k)).
Definitions (A.13) ofDn−1(k) and (A.19) of A
n−1(k, k) now show that A′(k, k)
= An−1(k, k). Next we consider the case of C = B. Formulas (C.44), (A.20)
and (C.36) and formulas (A.10) and (A.11) of dn, give that
B′(k, k)η(k) = (Dn(k)− f
2
ndnN
a
n(k))η(k)
− (1− gn − f
2
ndn)E(u
∞(k))(E(u∞(k)) · E(η(k))),
for η(k) ∈ Hk. Definitions (A.12) of gn−1, (A.13) of Dn−1(k) and (A.20) of
Bn−1(k, k) now show that B′(k, k) = Bn−1(k, k). This completes the proof of
formula (C.39), for n− 1 ≤ s ≤ T¯ .
The elements ξs ∈ H satisfy (C.39), for n ≤ s ≤ T¯ , according to statement
(iii) of P (n). To establish (C.39) for s = n−1, it is therefore enough to prove
that ξn−1 = Sn−1ξ
n. Let ξ′ = Sn−1ξ
n. We remind that (Cn(n, n))−1 exists
(see below formula (C.44)). The definition of Sn−1, by formulas (C.37) and
(C.38), (with n− 1 instead of n) gives that
ξ′(k) = ξn(k), n ≤ k ≤ T¯
and
ξ′(k) = ξn(k)− Cn(k, n)(Cn(n, n))−1ξn(n), 0 ≤ k < n.
Formulas (A.23) and (A.24) defining ξn−1, now show that ξ′ = ξn−1. This
completes the proof of statement (iii) of P (n− 1), so P (n− 1) is true.
The equation C T¯η = ξ, ξ ∈ H (i.e. equation (A.6)) is, according to
P (n), (formulas (C.39) and (C.40) of statement (iii) of P (n)) equivalent to
Cnη = ξn, 0 ≤ n ≤ T¯ , i.e. equation (A.27). This completes the proof.
Proof of Proposition A.4 Let λ ∈ R − σc0 and let 0 ≤ n ≤ T¯ . According
to the definition of σcn (see (A.25) and (A.26)), it follows that λ ∈ R − σ
c
n.
Expression (C.14) of Dn(n), formula (A.21) and the definition of σ
a
n, show
that An(n, n) has a bounded inverse. Formula (A.22) and the definition of
σbn, show that B
n(n, n) has a bounded inverse. Successive use of (A.16), give
that C0(k, k) = Ck(k, k), for 0 ≤ k ≤ T¯ . Expression (A.29) now follows from
(A.28). This completes the proof.
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