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Abstract
The adjacency by Monjardet (2009) is weakened to a flip between two adjacently
ranked blocks and called block-adjacency. The connectedness defined accordingly, block-
connectedness, covers some interesting unconnected domains. An ordinal mechanism on a
block-connected domain is block-adjacent sd-strategy-proof if reporting the true preference
always leads to a lottery that stochastically dominates the lottery delivered by reporting any
preference block-adjacent to the sincere one.
A condition on a block-connected domain called path-nestedness is proposed and shown
sufficient for the equivalence between sd-strategy-proofness and block-adjacent sd-strategy-
proofness. The sequentially dichotomous domain by Liu (2017) is an application. In addi-
tion, we systematically search for the path-nested domains and found a particular class of
unions of sequentially dichotomous domains called braided unions.
Keywords: ordinal mechanisms; block-adjacency; block-connected domains; local sd-strategy-
proofness, sd-strategy-proofness;
JEL Classification: C78, D71.
1 Introduction
Randomization is widely adopted to expand the scope of designing a satisfactory mecha-
nism. In the voting literature, after the celebrated impossibility by Gibbard (1973) and Satterth-
waite (1975), randomization is adopted in order to avoid impossibility. In assignment problems
(Svensson (1999)), the nature of the problem, i.e., objects are indivisible, constrains the design-
ing scope. Specifically, due to indivisibility, two agents reporting the same lottery are to be
assigned two different objects. So one agent must envy the other. In order to achieve some level
of fairness, randomization is adopted.
The adoption of randomization itself imposes an additional problem: we don’t know agents’
evaluation of lotteries. And requiring them to report their preferences on lotteries is widely
∗I thank Shurojit Chatterji, Huaxia Zeng, and William Thomson for their patient reviews and detailed sugges-
tions.
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believed to be too demanding and informatively infeasible. To cope with such complexity,
stochastic dominance extension (Gale (1987)) is used to compare lotteries given an ordinal
preference. Stochastic dominance extension (or sd-extension) declares that a lottery is at least
as good as another if the former (first-order) stochastically dominates the latter according to
the given ordinal preference on objects. Under the assumption that agents be expected utility
maximizers, the sd-extension is equivalent to that an agent prefers a lottery to another if the
former delivers an expected utility that is at least as high as the amount delivered by the latter
with whichever the Bernoulli utility that represents the agent’s preference on objects. In this
sense, sd-extension can be seen as a cautious approach, which is a major reason for its wide
acceptance. With sd-extension, a mechanism requires agents to report only ordinal preferences
and hence is called an ordinal mechanism (Cho (2016a)).
The central property we want an ordinal mechanism to satisfy is sd-strategy-proofness,
which requires that reporting the true preference leads to a lottery that is as good as the lot-
tery delivered by any misrepresentation. This property is difficult to verify since its verification
requires the comparison between two lotteries resulting from two reported preferences, given
an arbitrary combination of the other agents’ preferences. Sato (2013) and Carroll (2012) in-
dependently gave an excellent way to dramatically simplify the verification. Two preferences
are called adjacent (due to Monjardet (2009)) if they are different only in a flip between two
adjacently ranked objects. A domain is called connected if between any pair of admissible pref-
erences there is path connecting them such that every preference along the path is adjacent to its
previous one. Sato (2013) focused on the deterministic voting environment and proposed a suf-
ficiency condition for the equivalence between strategy-proofness and local strategy-proofness
on a connected domain and both the universal domain and the single-peaked domain satisfy
this condition. Carroll (2012) investigated many other environments and proposed several suf-
ficient results for various environments. These results are very useful since, when there are m
objects, to check strategy-proofness we need to check m! − 1 possible deviations but to check
local strategy-proofness requires us to check only m − 1 possible deviations. For the ordinal
mechanisms where sd-extension is adopted to compare lotteries, Cho (2016a) followed the same
idea and gave a sufficient condition for the equivalence between sd-strategy-proofness and local
sd-strategy-proofness on a connected domain.
However, the prerequisite of using these conditions is that the domain is connected. But
there are many interesting domains that are not connected. A similar equivalence result on un-
connected domains is needed in order to facilitate verification of sd-strategy-proofness on these
domains. In random assignment, such a need is more urgent since Liu and Zeng (2016) found
that, on almost all connected domains, their exists no mechanism satisfying sd-strategy-proof,
sd-efficiency, and equal treatment of equals, which are the basic requirements on a desirable
mechanism.1
Facing such a need, this paper provides an angle to analyze the equivalence between local
and global sd-strategy-proofness on a larger class of domains, including both connected ones
1The exact result in Liu and Zeng (2016) is that if a connected domain admits an sd-strategy-proof, sd-efficient
and equal-treatment-of-equals random assignment mechanism, it is a restricted tier domain. However, a restricted
domain requires all the admissible preferences to respect a tier structure such that each tier contains at most two
objects.
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and many unconnected ones. We weaken the adjacency to a flip between two adjacently ranked
blocks rather than two objects. In this way our adjacency notion is strictly weaker, and called
block-adjacency. Accordingly, block-connected domains are defined. Due to the fact that the
block-adjacency is weaker, the class of weakly connected domains is strictly larger than the
connected domains.
On a block-connected domain, the local sd-strategy-proofness is called block-adjacent sd-
strategy-proofness. We then propose a sufficient condition for the equivalence between block-
adjacent sd-strategy-proofness and sd-strategy-proofness. This condition is called path-nestedness
and states that there is a particular path from one admissible preference to another. Recall that
between two preferences along the path, two adjacently ranked blocks are flipped. Let A1 and
A2 be a pair of blocks flipped earlier along the path and B1 and B2 a pair flipped later. Path-
nestedness requires that either these two pairs are disjoint or that the later pair combined is
contained in either one of the earlier flipped blocks, i.e., B1 ∪B2 ⊂ A1 or B1 ∪B2 ⊂ A2.
The sequentially dichotomous domain by Liu (2017) is a path-nested domain and hence the
block-adjacent sd-strategy-proofness is equivalent to sd-strategy-proofness. Hence the possibil-
ity result in that paper can be seen as an application of the sufficiency result in the current one.
To facilitates the usage of this sufficiency result, we systematically search for the path-nested
domains. The first observation is that a pattern goes against the path-nestedness. We call a
domain irregular if it exhibits such a patter, i.e., there are four objects abcd and two preferences
that give a  b  c  d and b  d  a  c (or c  a  d  b). Such a pattern is also
important in some computer science study, see for example Rossin and Bouvel (2006).
We then consider the unions of sequentially dichotomous domains and find a class of special
unions, called braided unions, which are path-nested. Given that a sequentially dichotomous
domain is defined with respect to a dichotomous partition path2, to find path-nested unions is
essentially to find ”good” collections of partition paths. Our finding suggests that the partition
paths included should not differ too much. Particularly, a braided union refers to a collection
of partition paths such that, between any pair, whenever they differ in one partition along the
path, they agree with the next. A braided union of sequentially dichotomous domain has quite a
large size, for example when there are four objects such a union has 12 preferences, half of the
universal domain.
The sequel is organized as follows. The next section gives some preliminary definitions
and notations. Section 3 formally defines the block-connected domains. Section 4 presents the
path-nestedness and section 5 presents the search for path-nested domains. The last section
comments by giving two questions for further study.
2 Preliminaries and Notations
Let A be a finite set of alternatives with |A| = m. Let P be the collection of all linear orders
on A, i.e., complete, transitive, and antisymmetric binary relations on A. We call these linear
orders (strict) preferences and call P the universal domain. In addition, a preference such that
2For the formal definition and detailed discussion on these domains, please refer to the original paper. We here
omit them.
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a P0 b, b P0 c, and c P0 d is sometimes denoted simply as abcd. For a mechanism design
problem, the set of admissible preferences is a subset of universal domain and is denoted as
D ⊂ P. Given3 P0 ∈ D and a ∈ A, let rk(P0), k = 1, . . . , n, denote the k-th ranked object
according to P0. A preference profile P ≡ (P1, . . . , Pn) ∈ Dn is an n-tuple of admissible
preferences.
A mechanism is a mapping ϕ : Dn → 4(A), where 4(A) denotes the collection of all
lotteries on A. In random assignment problems4, a mechanism needs to specify a lottery for
each agent. However, in this paper we discuss only strategy-proofness of a mechanism, by
treating the resulting lottery as for the agent who unilaterally deviates, the model discussed here
applies also to the random assignment problems.
Since agents report only their ordinal preferences on alternatives, to evaluate the lottery
specified by a rule we need to extend preferences on alternatives to preferences on lotteries.
Given P0 ∈ D and lotteries λ, λ′ ∈ ∆(A), λ stochastically dominates λ′ according to P0,
denoted λ P sd0 λ
′, if
∑k
l=1 λrl(P0) >
∑k
l=1 λ
′
rl(P0)
for all 1 6 k 6 n. Analogously, given P ∈
Dn, we say an assignment L stochastically dominates L′ according to P , denoted L P sd L′, if
Li P
sd
i L
′
i for all i ∈ I .
A mechanism is sd-strategy-proof if for every agent, her lottery under truth-telling always
stochastically dominates her lottery induced by any misrepresentation, according to her true
preference. Formally, a rule ϕ : Dn → L is sd-strategy-proof (sd-SP) if for all i ∈ I , Pi, P ′i ∈
D, and P−i ∈ Dn−1, ϕ(Pi, P−i) P sdi ϕ(P ′i , P−i).
3 Block-connected domains
We start from the formal definition of block-adjacency.
Definition 1. Two preferences P0, P˜0 ∈ D are block-adjacent if there are two nonempty and
disjoint subsets A1, A2 ⊂ A such that
1. a P˜0 b if and only if b P0 a, for all a ∈ A1 and b ∈ A2
2. a P˜0 b if and only if a P0 b, for all a, b ∈ A either a 6∈ A1 or b 6∈ A2
3. 6 ∃ a ∈ A1 b ∈ A2 c ∈ A\{A1, A2} such that a P0 c P0 b or b P0 c P0 a.
For any two preferences, it’s either that they are not block-adjacent or that they are block-
adjacent with respect to a unique pair of nonempty and disjoint subsets A1, A2 ⊂ A. We
denote for two block-adjacent preferences, P0, P˜0, the corresponding pair of object subsets as
FB1(P0, P˜0) and FB2(P0, P˜0), where FB represents ”flipped block.”
Given the notion of block-adjacency, we define block-connected domains. A domain is
block-connected if between any two admissible preferences a sequence of admissible pref-
erences can be arranged such that any two contiguous preferences along the path are block-
adjacent. Formally:
3A preference attached to no particular agent is denoted with the lower script 0. I adopt this notation from Cho
(2016b).
4See Abdulkadirog˘lu and So¨nmez (1998), Bogomolnaia and Moulin (2001), etc.
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Definition 2. A preference domain D is block-connected if for any two admissible preferences
P0, P˜0 ∈ D, there is a sequence of admissible preferences P1, · · · , PM ∈ D such that (i) P1 =
P0, (ii) PM = P˜0, and (iii) for each m = 1, · · · ,M − 1, Pm and Pm+1 are block-adjacent.
For a pair of preferences P0, P˜0 admissible to a block-connected domain, we call a sequence
in the above definition a path from P0 to P˜0. Particularly, when we say a path P1, · · · , PM is
from P0 to P˜0, P0 is the start and P˜0 is the end, i.e., P1 = P0 and PM = P˜0.
On a block-connected domain, a mechanism is called block-adjacent sd-strategy-proof if
reporting true preference always leads to a lottery that stochastically dominates the lottery de-
livered by reporting a preference that is block-adjacent to the sincere one.
Definition 3. A rule defined on a block-connected domain ϕ : Dn → L satisfies block-adjacent
sd-strategy-proofness (BA-sd-SP) if for all i ∈ I , Pi, P˜i ∈ D, and P−i ∈ Dn−1, such that P˜i
and Pi are block-adjacent, ϕ(Pi, P−i) P sdi ϕ(P˜i, P−i).
The incentive compatibility defined above is a local notion. Since block-adjacency is weaker
than the adjacency notion in Cho (2016a), BA-sd-SP is stronger than the ”local sd-strategy-
proofness” defined by Cho (2016a). Example 3 illustrates this point.
4 The equivalence between sd-SP and BA-sd-SP
In this section, we introduce a condition on a block-connected domain that is sufficient to
guarantee the equivalence between BA-sd-SP and sd-SP. However, some preliminary definitions
are needed.
Given two pairs of nonempty and pairwise disjoint subsets of objects, we say one pair is
nested in or disjoint with the other pair if either the union of the former pair is a subset of either
one of the latter pair or the unions of these two pairs are disjoint; formally
Definition 4. LetA1, A2 andA3, A4 be two pairs of nonempty and pair-wisely disjoint subsets of
objects, i.e., ∅ 6= A1, A2, A3, A4 ⊂ A, A1∩A2 = ∅, and A3∩A4 = ∅. We say A1, A2 are nested
in or disjoint with A3, A4, denoted {A1, A2} v {A3, A4}, if either (A1 ∪A2) ∩ (A3 ∪A4) = ∅
or A1 ∪ A2 ⊂ A3 or A1 ∪ A2 ⊂ A4.
Recall that a path is a sequence of preferences, along which adjacent preferences are differ-
ent only in a flip between two adjacent blocks. We now define a special class of paths which
guarantees the equivalence between BA-sd-SP and sd-SP. Particularly, we call a path nested if
along the path, the blocks flipped latter are nested in or disjoint with the blocks flipped earlier.
Definition 5. A path P1, · · · , PM is nested if for all 1 6 m′ < m 6M − 1
{FB1(Pm, Pm+1), FB2(Pm, Pm+1)} v {FB1(Pm′ , Pm′+1), FB2(Pm′ , Pm′+1)}.
A domain is called path-nested if between any two preferences, there is a nested path con-
necting them; formally:
Definition 6. A domain D is path-nested if for all distinct P0, P˜0 ∈ D, there is a nested path
P1, · · · , PM ∈ D such that P1 = P0 and PM = P˜0.
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By definition, a path-nested domain needs first to be block-connected. The following are
two weakly connected domains, one is path-nested and the other is not.
Example 1. Figure 1 depicts a block-connected domain which is path-nested. Boldface se-
quences of letters denote the preferences, for example, abcd refers to the preference a  b 
c  d. A dotted line denotes a block-adjacency relation and the two blocks connected with a
hyphen denote the associated flipped pair of blocks.
A nested path from cadb to bdac is highlighted by red and thick lines: from cadb to bcad
{a, c, d} is flipped with {b}; then from bcad to bdca {a, c} is flipped with {d}; finally from
bdca to bdac {a} is flipped with {c}. It can be checked easily that from an arbitrary preference
to another, there is a nested path.
acdb
cadb
dcab
dacb bcad
bacd
bdca
bdac
d-ac
a-c
a-c
d-ac
d-ac
a-c
a-c
d-ac
b-acd
b-acd
b-acd
b-acd
Figure 1: A Path-Nested Domain.
Example 2. Figure 2 depicts a block-connected domain that is not path-nested. From abcd
to cadb, there are two paths, one through cdab and the other through acdb. It is evident that
neither one of them is nested.
abcd cdab cadb
acdb
ab-cd a-d
b-cd a-c
Figure 2: A Block-Connected Domain that is not Path-Nested
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Theorem 1 shows that path-nestedness is sufficient to guarantee the equivalence between
BA-sd-SP and sd-SP.
Theorem 1. Block-adjacent sd-strategy-proofness is equivalent to sd-strategy-proofness on a
path-nested domain.
The following is a sketch of the proof. Consider the path-nested domain depicted in Fig-
ure 1. Let the unilateral deviation be from acdb to bdca. Consider the nested path connecting
them as follows.
P1 : a c d b
↓ (b− acd) L1 P sd1 L2 + L2 P sd1 L3 + L3 P sd1 L4 ⇒ L1 P sd1 L4
P2 : b a c d ⇑ ⇑
↓ (ac− d) L2 P sd2 L3 L3 P sd2 L4
P3 : b d a c ⇑
↓ (a− c) L3 P sd3 L4
P4 : b d c a
The lotteries L1, L2, L3, L4 denote the deviating agent’s lottery when she reports respec-
tively P1, P2, P3, P4. To verify sd-strategy-proofness, it suffices to establish L1 P sd1 L4. By
BA-sd-SP, L1 P sd1 L2, L2 P
sd
2 L3, and L3 P
sd
3 L4. According to L2 P
sd
2 L3 and the fact that b is
not involved in this local deviation, L2b = L3b. Then since the ranking of a, c, d is the same in
P1 and P2, L2 P sd2 L3 implies L2 P
sd
1 L3. Similarly L3 P
sd
3 L4 implies L3 P
sd
2 L4, which then
implies L3 P sd1 L4. Finally the transitivity of P
sd
1 establishes L1 P
sd
1 L4.
The proof follows the above logic. It is in Appendix A.
Theorem 1 is useful either when the domain of interest is block-connected but not connected,
or when it is connected but violates non-restoration, the sufficient condition on a connected
domain to guarantee the equivalence between local and global sd-strategy-proofness in Cho
(2016a). As to the former, Liu (2017) is an application, which shows that the PS rule is sd-SP
on a sequentially dichotomous domain, by showing that such a domain is path-nested and that
the PS rule is BA-sd-SP on such a domain. This will be mentioned in the next section where we
discuss in details the path-nested domains. As to the latter, the following is an example.
Example 3. Consider a domain that consisting of the following five preferences.5 Among
these preferences, the adjacency relations are illustrated by solid lines. It is easy to see that this
domain is connected but it does not satisfy non-restoration. Specifically, from xyvwz to xyzvw,
there is only one path which involves two flips between x and y. Hence we can not invoke the
result in Cho (2016a) to simplify the verification of sd-strategy-proofness.
However, if we start from sd-SP, we can draw two more links, illustrated by dotted lines. It
is easy to check path-nestedness of this domain. Then invoking Theorem 1, we have sd-SP on
this domain whenever sd-SP is satisfied.
5The preferences in this example come from Table 1 in Sato (2013).
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xyvwz yxvwz yxvzw yxzvw xyzvwx-y z-w z-v x-y
z-vw
z-vw
Figure 3: A Connected Domain that Violates non-Restoration
4.1 Non-Necessity of path-nestedness
In this subsection we discuss the necessity of path-nestedness. We show first that when-
ever block-adjacent sd-strategy-proofness is equivalent to sd-strategy-proofness, the domain is
block-connected.
Proposition 1. If block-adjacent sd-strategy-proofness is equivalent to sd-strategy-proofness,
then the domain is block-connected.
Proof. Let D be a domain which is not block-connected.6 Let P0 ∈ D and D ⊂ D be the block-
connected sub-domain that contains P0. By definition, D exists but may be singleton. Since D
is not block-adjacent, D\D 6= ∅. Let x = r1(P0) and y ∈ A\{x}. Define
ϕ(P ) =
{
δy, if P1 ∈ D
δx, otherwise
where δy denotes the degenerated lottery that gives full probability to y. It is evident that ϕ is
BA-sd-SP but not sd-SP.
With the domain illustrated in Figure 2, we show that path-nestedness is not necessary to
the equivalence between block-adjacent sd-strategy-proofness and sd-strategy-proofness.
Lemma 1. There is a block-connected but not path-nested domain on which block-adjacent
sd-strategy-proofness is equivalent to sd-strategy-proofness.
Proof. Consider the domain illustrated in Figure 2, i.e., D ≡ {abcd, cdab, cadb, acdb}. It is
easy to see that this domain is block-connected but not path-nested. We will show that on this
domain, a BA-sd-SP rule is sd-SP.
a b c d
abcd la + δ1 + δ2 lb + δ3 lc − δ2 − δ4 ld − δ1 − (δ3 − δ4)
cdab la lb lc ld
cadb la + δ1 lb lc ld − δ1
acdb la + δ1 + δ2 lb lc − δ2 ld − δ1
Consider an arbitrary fixed preference profile and an arbitrary agent who unilaterally de-
viates. We need only to specify the lottery for the unilateral deviator, hence we denote his
lottery as ϕ(Pi) where Pi is this agent’s reported preference. Without loss of generality, let
6This proof is inspired by the proof of Proposition 3.1 in Sato (2013).
8
(la, lb, lc, ld) ≡ ϕ(cdab). The block-adjacent sd-strategy-proofness implies non-manipulability
between cdab and cadb, which is equivalent to the existence of δ1 ∈ [0, ld] such that ϕ(cadb) =
(la+δ1, lb, lc, ld−δ1). Similarly, the block-adjacent sd-strategy-proofness implies non-manipulability
between cadb and acdb, which is equivalent to the existence of δ2 ∈ [0, lc] such that ϕ(cadb) =
(la + δ1 + δ2, lb, lc − δ2, ld − δ1). Last, the block-adjacent sd-strategy-proofness implies non-
manipulability between acdb and abcd, which is equivalent to the existence of δ4 ∈ [0, lc − δ2]
and δ3 such that δ3− δ4 ∈ [0, ld− δ1] such that ϕ(abcd) = (la + δ1 + δ2, lb + δ3, lc− δ2− δ4, ld−
δ1 − (δ3 − δ4)).
To check sd-strategy-proofness, we need only to check non-manipulability between abcd
and cadb and between cdab and acdb. This is easily verified for any δ1, δ2, δ3, δ4 given above.
5 Path-Nested Domains
Theorem 1 can be useful when we want to know whether a particular ordinal mechanism
is sd-SP on a particular domain. However before we invoke the theorem, we need to verify
path-nestedness, which is generally not a easy task. To facilitate the usage of the theorem, we
provide a class of domains that satisfy path-nestedness. This class of domains is quite large and
flexible, varying from relatively small ones to much larger ones.
The provision of such a class is especially useful for domain characterization problems, i.e.,
what we have is a particularly interesting ordinal mechanism and we want to know the maximal
domains on which this mechanism is sd-SP. To identify the possible domains, one can try to
verify BA-sd-SP on the domains in the class provided, from smaller ones to larger ones.
This class of path-nested domains are constructed based on a class of domains, called se-
quentially dichotomous domains due to Liu (2017). The remaining of the section is divided
into two parts. The first part presents several general observations on path-nested domains. The
second part introduces the class of path-nested domains.
5.1 General Observations
We start with an important observation. Let B ⊂ A be an arbitrary subset of objects, a
dichotomous partition is a pair B1, B2 ⊂ B such that B1 ∪B2 = B and B1 ∩B2 = ∅.
Observation 1. Let B ⊂ A be an arbitrary subset of objects and P0, P˜0 two strict preferences
on B, exactly one of the following three happens:
1. there is a dichotomous partition B1, B2 ⊂ B such that b1 P0 b2 and b1 P˜0 b2 for all
b1 ∈ B1 and b2 ∈ B2,
2. there is a dichotomous partition B1, B2 ⊂ B such that b1 P0 b2 and b2 P˜0 b1 for all
b1 ∈ B1 and b2 ∈ B2,
3. there are distinct a, b, c, d ∈ B such that a P0 b P0 c P0 d and b P˜0 d P˜0 a P˜0 c or
c P˜0 a P˜0 d P˜0 b.
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Notice that the third case above implicitly requires |B| > 4, which is actually implied by
the negation of both case 1 and 2. If |B| = 2 (the case with |B| = 1 is of no interest), it’s either
case 1 or 2 that happens. If |B| = 3, without loss of generality we write P0 : xyz, then P˜0 can
be one of the following five: xzy, yxz, yzx, zxy, and zyx. It’s easy to check one by one that
it’s still either case 1 or 2 that happens.
Recall that to construct a nested path from one preference to another, it’s essentially to do a
series of block flips, which are essentially the cases 1 and 2 above. In other words, the structure
illustrated in the third case is an essential piece that goes against the possibility of constructing
a nested path and hence verifying the domain to be path-nested.
We formally define such a structure and show that the negation of it is a necessary condition
for a domain to be path-nested.
Definition 7. A domain D is irregular if there are distinct a, b, c, d ∈ A and P0, P˜0 ∈ D such
that a P0 b P0 c P0 d and b P˜0 d P˜0 a P˜0 c or c P˜0 a P˜0 d P˜0 b. A domain is regular if it is not
irregular.
Whenever a domain is regular, all of its sub-domains are regular. In addition, whenever a
domain is irregular, all of its super-domains are irregular.
Proposition 2. A path-nested domain is regular.
Proof. We show the contrapositive statement. Let P0 and P˜0 be two admissible preferences
such that a P0 b P0 c P0 d and b P˜0 d P˜0 a P˜0 c. If there is a nested path P1, · · · , PM
from P0 to P˜0, then there is m ∈ {1, · · · ,M − 1} such that {a, b, c, d} ⊂ FB1(Pm, Pm+1) and
{a, b, c, d} ⊂ FB2(Pm, Pm+1), which is an obvious contradiction.
The domain illustrated in Figure 1 is regular. An illustration of irregular domain is in Fig-
ure 2. The converse of the proposition is generally not true since path-nestedness requires some
sort of richness which is not provided by regularity. For example, consider the domain resulted
from removing bcad from the domain illustrated by Figure 1. This domain is regular but there
is not nested path from cadb to bdca. However if the regular domain given is also maximal, i.e.,
whenever one additional preference is added it becomes irregular, it is path-nested.
Proposition 3. A maximal regular domain is path-nested.
The proposition can be easily implied by the Observation 1 so the proof is omitted.
5.2 Braided Unions of Sequentially Dichotomous Domains
For illustration purpose, we first briefly introduce the sequentially dichotomous domains.
For detailed discussions and examples, please refer to Liu (2017).
A partitionA′ is a dichotomous refinement of another partitionA, if there are blocksAk ∈
A and A′i, A
′
j ∈ A′ such that Ak = A\A′ and {A′i, A′j} = A′\A. We define a dichotomous
path as a sequence (At)nt=1 of partitions such that A1 = {A}, AT = {{a} : a ∈ A}, and At+1
is a dichotomous refinement of At for every t = 1, · · · , n− 1. Fix a dichotomous path (At)nt=1.
For each t ∈ {1, · · · , n−1}, let At∗ ≡ At\At+1 be the block inAt that breaks into two smaller
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blocks. For each t ∈ {2, · · · , n}, let {At1, At2} ≡ At\At−1 be the two blocks whose union is
a block in At−1.
We say a preference P0 ∈ P respects a partition A if, for each pair Aj, Ak ∈ A, either
a P0 b for all a ∈ Aj and b ∈ Ak or b P0 a for all a ∈ Aj and b ∈ Ak. Then a preference
domain D ⊂ P is a sequentially dichotomous domain if there is a partition path (At)nt=1 such
that P0 ∈ D if and only if P0 observes At for all t = 1, · · · , n, i.e., D =
⋂n
t=1DAt .
It’s easy to see that the domain illustrated in Figure 1 is a sequentially dichotomous do-
main. According to the definition of path-nestedness, the domain illustrated in the figure is
path-nested. It turns out that a sequentially dichotomous domain is always path-nested, as the
following proposition.
Proposition 4. A sequentially dichotomous domain is path-nested.
Proof. LetD be a sequentially dichotomous domain and (At)nt=1 a partition path with respect to
which D is defined. Let P0, P˜0 ∈ D be two admissible preferences, there must be a subsequence
(tl)
L
l=1 ⊂ {1, · · · , n} such that PAtl0 6= P˜Atl0 for l = 1, · · · , L. We construct a nested path
P1, · · · , PL+1 from P0 from P˜0.
Let P1 = P0. For each l = 1, · · · , L, let Pl+1 be as follows: a Pl+1 b if and only if b Pl a
for all a ∈ Atl1 and b ∈ Atl2, and a Pl+1 b if and only if a Pl b for all other a, b ∈ A. It’s easy to
see that this path is nested. In addition, by definition of the sequentially dichotomous domain,
P
Atl
l+1 = P˜
Atl
0 for all l = 1, · · · , L which implies PL+1 = P˜0.
We now consider the unions of several sequentially dichotomous domains and ask what kind
of unions are path-nested. Logically we should expect that the partition paths with respect to
which sequentially dichotomous domains are defined should not differ too much.
We consider as the starting point a union of only two sequentially dichotomous domains,
what is found is that, along the two partition paths, whenever a divergence happens two paths
agree in the next step. Figure 5.2 depicts such a pair of partition paths. The upper scripts denote
the partition paths and the lower scripts denote the partitions along the paths.
a b c
d e f
a b c
d e f
a b c
d e f
a b c
d e f
a b c
d e f
a b c
d e f
a b c
d e f
a b c
d e f
A11
A21
A12
A22
A13
A23
A14
A24
A15
A25
A16
A26
Figure 4: Two Braided Dichotomous Paths
We say two partition paths are braided if they are as illustrated above and show that this is
necessary and sufficient to guarantee path-nestedness of the union of two sequentially dichoto-
mous domains.
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Definition 8. Two partition paths (A1t )
n
t=1 and (A
2
t )
n
t=1 are braided if A
1
t 6= A2t ⇒ A1t+1 =
A2t+1 for all t = 1, · · · , n. In addition, we say two sequentially dichotomous domains, SDD1
and SDD2, are braided if there are two braided partition paths with respect to which SDD1 and
SDD2 are respectively defined.
Theorem 2. Let D be the union of K sequentially dichotomous domains, i.e., D ≡ ⋃Kk=1 SDDk.
The domain D is path-nested if SDDk and SDDk′ are braided for all k, k′ = 1, · · · , K.
Proof. Let D ≡ SDDk ∪ SDDk′ be the union of arbitrary two admissible sequentially dichoto-
mous domains. Let in addition
(
Akt
)n
t=1
,
(
Ak
′
t
)n
t=1
two braided partition paths with respect to
which SDDk and SDDk′ are defined respectively. It suffices to show that D is path-nested.
Let P0, P˜0 ∈ D be two arbitrary preferences, we show a nested path from P0 to P˜0. If either
P0, P˜0 ∈ SDDk or P0, P˜0 ∈ SDDk′ , Proposition 4 implies what we want. In the following, we
study the situation where P0 ∈ SDDk and P˜0 ∈ SDDk′ .
Let t ∈ {1, · · · , n} be such that Akt 6= Ak′t . Since
(
Akt
)n
t=1
and
(
Ak
′
t
)n
t=1
are braided,
Akt−1 = A
k′
t−1 and A
k
t+1 = A
k′
t+1. It’s easy to see that as long as we construct a preference
contained in SDDk′ which results from an adjacent flipping according to P0, we can construct a
nested partition path from P0 to P˜0. We consider the following two cases.
Case 1: Ak(t−1)∗ = A
k′
(t−1)∗. It must be that A
k
t1 $ Ak
′
t1, A
k
t2 % Ak
′
t2. In addition, from A
k
t
to Akt+1, A
k
t2 breaks in to A
k′
t1\Akt1 and Ak′t2 and from Ak′t to Ak′t+1, Ak′t1 breaks in to Akt1 and
Ak
′
t1\Akt1. This case is illustrated by A11,A12,A13 and A21,A22,A23 in Figure 5.2. If Ak′t1\Akt1 and
Ak
′
t2 are ranked next to each other according to P0, P0 observes A
k′
t . If not, by either flipping
Ak
′
t1\Akt1 and Ak′t2 or flipping Akt1 and Ak′t2, we can construct a preference contained in SDDk′
which results from P0 by an adjacent flipping.
Case 2: Ak(t−1)∗ 6= Ak
′
(t−1)∗. Then from A
k
t−1 to A
k
t , A
k
(t−1)∗ breaks in to A
k
t1 and A
k
t2 and
from Ak′t−1 to A
k′
t , A
k′
(t−1)∗ breaks in to A
k′
t1 and A
k′
t2. In addition, from A
k
t to A
k
t+1, A
k′
(t−1)∗
breaks in to Ak′t1 and A
k′
t2 and from A
k′
t to A
k′
t+1, A
k
(t−1)∗ breaks in to A
k
t1 and A
k
t2. This case is
illustrated by A13,A
1
4,A
1
5 and A
2
3,A
2
4,A
2
5 in Figure 5.2. Then by flipping A
k′
t1 and A
k′
t2, we can
construct a preference contained in SDDk′ which results from P0 by an adjacent flipping.
The following is an example of a union of pair-wisely braided sequentially dichotomous
domains.
Example 4. Let D be the collection of the following preferences.
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12
c c c c a a b d a a b d
a a b d b d d b c c d b
b d d b d b a a b d c c
d b a a c c c c d b a a
Let in addition
D1 ≡ {P1, P2, P3, P4, P5, P6, P7, P8}
D2 ≡ {P3, P4, P5, P6, P9, P10, P11, P12}
D3 ≡ {P1, P2, P7, P8, P9, P10, P11, P12}
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It is easy to see thatD = D1∪D2∪D3 andD1, D2, D3 are sequentially dichotomous domains
with respect to the following three dichotomous paths: Since these paths are pair-wisely braided,
abcd cbd|a a|c|bd a|b|c|d
abd|c
ac|bd
D is path-nested according to Theorem 2.
6 Final Remarks
We finish the discussion by presenting two examples which show that, let a domain be the
union of two sequentially dichotomous domains that are not braided, it is sometimes path-nested
and sometimes not.
Consider first the following two paths:
abcd
abc|d ab|c|d
abd|c a|bd|c
a|b|c|d
They are not braided and the union of two associated sequentially dichotomous domains is
irregular: dcab in one of them and cbda in the other.
Consider in addition the follow two paths:
abcde abc|de
a|bc|de a|bc|d|e
ab|c|de ab|c|d|e
a|b|c|d|e
They are not braided. However, the union of the sequentially dichotomous domains defined
according to them is path-nested.7 These two examples propose an interesting question for
further study: let a domain be the union of two non-braided sequentially dichotomous domains,
when will it be path-nested?
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Appendix
A Proof of Theorem 1
The necessity part is evident by definition. We prove the sufficiency part.
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Let D be a path-nested domain and ϕ : Dn → L a BA-sd-SP rule. Let P ∈ Dn and
P ′i ∈ D\{Pi}. In addition, let L ≡ ϕ(P ) and L′ ≡ ϕ(P ′i , P−i).
Fix a nested path from Pi to P ′i and denote it as (Pm)
M
m=1 where P1 = Pi, PM = P
′
i , and for
all 1 6 m′ < m 6M − 1, either
1. FB1(Pm, Pm+1) ∪ FB2(Pm, Pm+1) ⊂ FB1(Pm′ , Pm′+1), or
2. FB1(Pm, Pm+1) ∪ FB2(Pm, Pm+1) ⊂ FB2(Pm′ , Pm′+1), or
3. [FB1(Pm, Pm+1) ∪ FB2(Pm, Pm+1)] ∩ [FB1(Pm′ , Pm′+1) ∪ FB2(Pm′ , Pm′+1)] = ∅.
Let Lm ≡ ϕ(Pm, P−i) for all m = 1, · · · ,M . To prove the theorem, it suffices to show
L1i P
sd
1 L
M
i . In the following, we show L
m
i P
sd
1 L
m+1
i for each m ∈ {1, · · · ,M − 1}. Then the
transitivity of P sd1 implies what is desired.
Fix m ∈ {2, · · · ,M − 1}, we show Lmi P sd1 Lm+1i by the following induction.
Initial statement: Lmi P sdm L
m+1
i by block-adjacent sd-strategy-proofness.
Induction statement: Lmi P sdα L
m+1
i implies L
m
i P
sd
α−1 L
m+1
i for each 2 6 α 6 m.
Proof: Either one of the following three cases happens.
Case 1: FB1(Pα, Pα+1) ∪ FB2(Pα, Pα+1) ⊂ FB1(Pα−1, Pα).
We illustrate the situation as follows.
Pα−1 : · · · · · ·  · · ·  FB1(Pα, Pα+1)  FB2(Pα, Pα+1)  · · ·︸ ︷︷ ︸
FB1(Pα−1,Pα)
 FB2(Pα−1, Pα)  · · · · · ·
Pα : · · · · · ·  FB2(Pα−1, Pα)  · · ·  FB1(Pα, Pα+1)  FB2(Pα, Pα+1)  · · ·︸ ︷︷ ︸
FB1(Pα−1,Pα)
 · · · · · ·
By Lmi P
sd
α L
m+1
i , L
m
ia = L
m+1
ia for all a ∈ \ [FB1(Pα, Pα+1) ∪ FB2(Pα, Pα+1)], and∑
a∈Bk(Pα,FB1(Pα,Pα+1)∪FB2(Pα,Pα+1)) L
m
ia >
∑
a∈Bk(Pα,FB1(Pα,Pα+1)∪FB2(Pα,Pα+1)) L
m+1
ia for all k =
1, · · · , |FB1(Pα, Pα+1) ∪ FB2(Pα, Pα+1)|.8 Then it is easy to check Lmi P sdα−1 Lm+1i .
The same logic applies to both the remaining two cases. However, for a better understand-
ing, these two cases are illustrated as follows.
Case 2: FB1(Pα, Pα+1) ∪ FB2(Pα, Pα+1) ⊂ FB2(Pα−1, Pα).
Pα−1 : · · · · · ·  FB1(Pα−1, Pα)  · · ·  FB1(Pα, Pα+1)  FB2(Pα, Pα+1)  · · ·︸ ︷︷ ︸
FB2(Pα−1,Pα)
 · · · · · ·
Pα : · · · · · ·  · · ·  FB1(Pα, Pα+1)  FB2(Pα, Pα+1)  · · ·︸ ︷︷ ︸
FB2(Pα−1,Pα)
 FB1(Pα−1, Pα)  · · · · · ·
Case 3:
[FB1(Pα, Pα+1) ∪ FB2(Pα, Pα+1)] ∩ [FB1(Pα−1, Pα) ∪ FB2(Pα−1, Pα)] = ∅.
Pα−1 : · · ·  FB1(Pα, Pα+1)  FB2(Pα, Pα+1)  · · ·  FB1(Pα−1, Pα)  FB2(Pα−1, Pα)  · · ·
Pα : · · ·  FB1(Pα, Pα+1)  FB2(Pα, Pα+1)  · · ·  FB2(Pα−1, Pα)  FB1(Pα−1, Pα)  · · ·
By verifying the induction statement, we prove the theorem.
8Note that for arbitrary P0 ∈ P and subset of objects A¯ ⊂ A, Bk(P0, A¯) denotes the collection of the top
ranked k objects in A¯ according to P0.
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B Sequentially Dichotomous Domains w.r.t. the Paths in 6
The sequentially dichotomous domain w.r.t. the first path included the following prefer-
ences.
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16
a a b c a a b c d d d d e e e e
b c c b b c c b e e e e d d d d
c b a a c b a a a a b c a a b c
d d d d e e e e b c c b b c c b
e e e e d d d d c b a a c b a a
The sequentially dichotomous domain w.r.t. the second path included the following prefer-
ences.
P¯1 P¯2 P¯3 P¯4 P¯5 P¯6 P¯7 P¯8 P¯9 P¯10 P¯11 P¯12 P¯13 P¯14 P¯15 P¯16
a b c c a b c c d d d d e e e e
b a a b b a a b e e e e d d d d
c c b a c c b a a b c c a b c c
d d d d e e e e b a a b b a a b
e e e e d d d d c c b a c c b a
It is easy to check that from a preference in one domain to a preference in the other domain,
there is a path-nested path. Hence the union of the above preferences is a path-nested domain.
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