A new approach to the problem of impulsive-noise reduction for color images is introduced. The major advantage of the technique is that it filters out the noise component while adapting itself to the local image structures. In this way the algorithm is able to eliminate strong impulsive noise while preserving edges and fine image details. As the algorithm is a fuzzy modification of the commonly used vector median operator, it is very fast and easy to implement. Our results show that the proposed method outperforms all standard algorithms for the reduction of impulsive noise in color images.
Introduction
The processing of color image data has received much attention in recent years. The amount of research published to date indicates increasing interest in the area. It is widely accepted that color conveys very important information about the scene objects and this information can be used to further refine the performance of an imaging system.
The most common image-processing tasks are noise filtering and image enhancement. These tasks are an essential part of any image processor, whether the final image is utilized for visual interpretation or for automatic analysis. 1 As it has been generally recognized that the nonlinear vector processing of color images is the most effective way to filter out noise and to enhance the images, the new filtering technique presented in this paper is also nonlinear and utilizes the correlation of a color image among the channels. 2, 3 This paper is divided into four main parts. In Sec. 2, a brief overview of the standard noise reduction operations for color images is presented. Section 3 shows the construction of the new algorithm of image enhancement. In Sec. 4 we focus on the computational complexity of the proposed filter, and Sec. 5 depicts the results of noise attenuation achieved using the proposed algorithm in comparison with the standard noise suppression techniques.
Standard Noise Reduction Filters
A number of nonlinear multichannel filters, which utilize correlation among multivariate vectors using various distance measures, have been proposed to date. [4] [5] [6] The most popular nonlinear multichannel filters are based on the ordering of vectors in a predefined moving window. The output of these filters is defined as the lowest-ranked vector according to a specific ordering technique.
Let F(x)
: Z p
→Z
p represent a multichannel image, and let WZ p be a window of finite size n ͑filter length͒. The noisy image vectors inside the window W are denoted as F j , jϭ1,2, . . . ,n. If the distance between two vectors F i ,F j is denoted as d(F i ,F j ), then the scalar quantity
is the distance associated with the noisy vector F i inside the processing window. An ordering of the D i 's, D (1) рD (2) р¯рD (n) , ͑2͒
implies the same ordering to the corresponding vectors F j ,
Nonlinear ranked-type multichannel estimators define the vector F (1) as the filter output. This selection is due to the fact that vectors that diverge greatly from the data population usually appear in higher-indexed locations in the ordered sequence. However, the concept of input ordering, initially applied to scalar quantities, is not easily extended to multichannel data, since there is no universal way to define ordering in vector spaces.
To overcome the problem, distance functions are often utilized to order vectors. As an example, the vector median filter ͑VMF͒ uses the L 1 or L 2 norm in Eq. ͑1͒ to order vectors according to their relative magnitude differences. 4, 7 The orientation difference between two color vectors can also be used as their distance measure. This so-called vector angle criterion is used by vector directional filters ͑VDFs͒ to remove vectors with atypical directions. 5, 8 The type of the distance metric used to order the color input vectors greatly affects the performance of the filter. For this reason, different kinds of vector distances are applied to increase the efficiency of the multichannel noise reduction algorithms.
The basic vector directional filter ͑BVDF͒ is a rankedorder, nonlinear filter that parallelizes the VMF operation. However, a distance criterion different from the L 1 ,L 2 norm used in VMF is utilized to rank the input vectors. The angular distance criterion used in BVDF is defined as a scalar measure
͑4͒
as the distance associated with the noisy vector F i inside the processing window of length n. The output of the BVDF is that vector from the input set that minimizes the sum of the angles with the other vectors. In other words, the BVDF chooses the vector most centrally located without considering the magnitudes of the input vectors.
To improve the efficiency of the directional filters, a new method called the directional-distance filter ͑DDF͒ was proposed. 5 This filter retains the structure of the BVDF, but utilizes a new distance criterion to order the vectors inside the processing window.
To enhance the rank-ordered operations, a technique called the hybrid directional filter was proposed. 9 This filter operates on the direction and the magnitude of the color vectors independently and then combines them to produce a unique final output. This hybrid filter, which can be viewed as a nonlinear combination of the VMF and BVDF filters, produces an output according to the following rule:
where F BVDF is the output of the BVDF filter, F VMF is the output of the VMF, and ʈ•ʈ denotes the magnitude of the vector. Another, more complex hybrid filter, which involves the utilization of an arithmetic ͑linear͒ mean filter ͑AMF͒, has also been proposed. 9 A different approach in the development of directional filters was taken with the introduction of a new class of adaptive directional filters. 10, 11 The adaptive filters proposed there utilize data-dependent coefficients to adapt to local image characteristics. The weights of the adaptive filters are determined by fuzzy transformations based on features from local data.
The general form of the adaptive directional filters is given as a nonlinear transformation of a weighted average of input vectors inside the window W:
In the adaptive design, the weights provide the degree to which an input vector contributes to the output of the filter.
The weights of the filter are determined adaptively, using fuzzy transformations of a distance criterion at each image position.
New Approach to Impulsive Noise Reduction
The output of the vector median of pixels belonging to a filter window W is a value that minimizes the appropriate cost function
where ʈ•ʈ is the vector norm. This basic idea can be reformulated using the concept of a fuzzy similarity function, which describes the relation between neighboring pixels. Let the similarity between vectors F i and F j be defined as
where ␤ is a filter coefficient. Then let the total similarity function be defined as
and
The new filter is constructed in such a way that the center pixel F 0 is replaced by
is the maximal value (kϭ1,2, . . . ,nϪ1). In other words, the center pixel is replaced by the one that maximizes the sum of similarities between the new central pixel and its neighbors. An actual replacement happens only when the center pixel is noisy, and that is just what gives our filter the property of preserving ''good'' image pixels. The performance of the procedure was evaluated using the similarity function defined by Eq. ͑8͒; however, we expect that good results can be obtained with other monotonically decreasing convex functions.
The constraint regarding the total similarity measure introduced here is very important, as for very small ␤ we have R(F 0 )Ϸ4 and R(F i )Ϸ3, iϭ1, . . . ,4, in the example illustrated by Fig. 1 . This means that for small ␤ all image pixels will be preserved; changes will occur only for large enough ␤. Without this constraint on the similarity measure, for small ␤ the output of the filter would be the same as that of the median, and a lot of pixels would be unnecessarily replaced by their neighbors.
Computational Complexity of the New Filter
Apart from the numerical behavior of any proposed algorithm, its computational complexity is a realistic measure of its practicality and usefulness, since it determines the required computing power and processing ͑execution͒ time.
In this section a comparison, in terms of computational complexity, between the proposed filter and the two standard methods, namely the vector median filter and the vector directional filter, is presented. A general framework to evaluate the computational requirements of image-filtering algorithms is given in Refs. 12 and 13. The framework of that analysis, originally introduced for filters utilizing a predefined moving window, is used here to evaluate the computational requirements of the algorithms.
The requirement of this approach is that the filter window W be symmetric (nϫn) and contains n 2 vector samples of order p (Z p ). In most image-processing applications a value nϭ3 is considered.
The computational complexity of a specific filter is assumed to be a total time to complete an operation:
͑11͒
where OPER is the number of operations of type OPER that are required, and w OPER is the weight of that type. In our analysis the following operations are used: ADD ͑ad-ditions͒, MULT ͑multiplications͒, DIV ͑divisions͒, SQRT ͑square roots͒, COMP ͑comparisons͒, ARCCOS ͑arc-cosines͒, and EXP ͑exponentiations͒. The weights used in the calculations do not pertain to any particular machine. Rather, they can be considered mean values of those coefficients commonly encountered. All qualitative results presented in the following hold even if the weighting coefficients in the above formula are different for a specific computing platform. Usually w ADD is assumed to be 1, while other w OPER values depend on the computing platform and are out of our interest. In this way the computational complexity of the presented filter can be determined step by step as follows:
1. Filtration of one pixel requires computation of n 2 total similarity measures R(F j ) and selection of their maximum n 2 Ϫ1 comparisons.
2. Computation of one particular measure R(F i ) requires n 2 Ϫ2 additions and n 2 Ϫ1 calculations of Combining these steps, we conclude that the computational complexity of the presented method is
In the same way we can obtain computational complexities for VMF and BVDF. Table 1 summarizes the results. As can be seen, the proposed filter has the same rank of complexity, O(n 4 ), as VMF and BVDF and is a little slower than VMF, but as fast as BVDF.
It must be stressed that all results were obtained by straightforward application of the described algorithms and are not optimal. For instance, in Ref. 12 a way to reduce the complexity of VMF to O(n 3 ) is described. Similar improvements might be applied to the presented filter as well.
Results
The performance of the new algorithm was compared with the standard procedures of noise reduction used in color image processing ͑Table 2͒. Two RGB color images were selected for our tests. The color images ''Lena'' and ''Peppers'' were contaminated by 4% of impulsive noise. The mean absolute error ͑MAE͒, the root of the mean squared error ͑RMSE͒, the signal-to-noise ratio ͑SNR͒, the peak signal-to-noise ratio ͑PSNR͒, the normalized mean squared Fig. 1 Illustration of the construction of the new filtering technique (for the sake of simplicity the 4-neighborhood was chosen). If the value of the center pixel F 0 (a) is replaced by the value of its neighbor F 2 , then the F 2 pixel is not taken into consideration while calculating the total similarity measure between the pixels (b). error ͑NMSE͒, and the normalized color difference ͑NCD͒ were used as quantitative measures for evaluation purposes. They are computed as
where N 1 , N 2 are the image dimensions, and F(i, j) and F (i, j) denote the original image vector and the estimate at pixel (i, j), respectively. Tables 3 and 4 summarize the results obtained for the test images for a 3ϫ3 filter window and 8-neighborhood system. We have used the L 1 norm, and the ␤ value in Eq. ͑8͒ was 0.75. As the MAE, RMS, NMSE, SNR, and PSNR do not take into account the perceptual characteristics of the human eye, they are not accurate measures of the manner in which the images are perceived by a human. The normalized color difference ͑NCD͒ is the mean squared in the Commission Internationale de l'Eclairage L*u*v* space, which is approximately uniform with respect to human visual perception. 16 In the L*u*v* space, the L* component defines the lightness, and the u* and v* components together define the chromaticity. In such a space, the perceptual color error between two color vectors is defined as
where ⌬E uv is the color error and ⌬L*, ⌬u*, and ⌬v* are the differences in the L*, u*, and v* components, respectively, between the two color vectors under consideration. Once the ⌬E uv for each pixel of the images under consideration is computed, the NCD is estimated according to the formula
where E uv * ϭ͓(L*) Figure 2 depicts the results of image filtering using the new method in comparison with VMF, AHDF, and DDF. For the comparisons, the standard test image ''Lena'' was used and the RGB channels were distorted by 4% impulsive noise. Figure 3 shows the performance of the new filter using the standard ''Peppers'' image, distorted with impulsive noise of the same intensity. Figure 3͑e͒ and ͑f͒ illustrate the difference between the original undistorted image and the results of the filtering with VMF and the new method. In order to better visualize the changes introduced by both filters, the absolute differences of the RGB values were multiplied by 10 to get ͑e, f͒. As can be seen, the majority of the image pixels were changed by the VMF. As compared with VMF, using the new filtering technique, only a small fraction of the pixels was changed. This confirms the good results depicted in Tables 3 and 4 .
Another important feature of the proposed filter is that it can be used in an iterative way and the number of iterations does not play an important role. Our experiments show that with each iteration the number of pixels that change their values decreases rapidly, so that after a few iterations the filter reaches its root and further iterations do not introduce any new pixel values into the filtered image. Figure 4 and Table 5 show that the new filter is capable of reducing even strong random noise. The ''Lena'' image was distorted by xϭ10%, 20%, 40%, and 70% random color noise ͑to x% of the image pixels random RGB values from the range ͓0,255͔ were assigned͒. As can be seen, the filter is capable of reducing even strong random noise while preserving the image details. Figure 5 shows how the new filter copes with 70% random noise. Although only 30% of the image pixels retained their original values and the information on the rest of the image pixels was totally lost, by using the new method of noise reduction it was possible to restore the original image with much better accuracy than when using the standard VMF approach.
Conclusions
The new algorithm presented in this paper can be seen as a modification and improvement of the commonly used filters, which are based on the median or vector median. Although there exist a lot of different kinds of filters that seek to overcome the drawbacks of the median and vector median, the new approach is interesting in that the filter is not invasive, in the sense that it does not destroy the structure of the image unnecessarily as the median does. The comparison shows that the new filter outperforms all standard procedures used in color image processing when impulse noise is to be eliminated. 
