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Multi-agent (or multi-robot) systems have many advantages over single agent systems,
which include greater robustness, reliability, scalability and economy. Having multiple
agents allow the use of simple agents. The lack of sophistication and capabilities of indi-
vidual agents is more than made up for by numbers. Together, working in coordination
and cooperation, multi-agent systems can solve problems that are difficult or impossible
for an individual agent. Multiplicity also adds a layer of redundancy to the system.
While it has its advantages, there are many challenges to making the agents work in
coordination and cooperation to achieve an effective multi-agent system. One of these
challenges is task allocation or how each agent should select and execute its task to
maximize overall effectiveness of the whole multi-agent system.
Here, we propose a general framework, making use of the idea of Voronoi Tessella-
tions, for multi-agents to distributively perform task selection. Agents make decisions
based only on local information. Agents dynamically determine their mutually exclusive
local Region of Influence before task selection in their region. As such, the proposed
framework is applicable to a dynamic environment. A Utility Function, based on the
heterogeneity of the multi-agent system, task replicability, and agent specialization, is
developed as a task performance measure for agents to use during task selection.
The general framework was applied to two common problems - exploration and pa-
trolling. While exploration requires a single instance of information discovery, patrolling
is the continuous process of information update. An example of the former is a search
and rescue mission to locate all persons in distress while the mission of detecting intrud-
ers in a strategic area will require a round-the-clock patrolling of that area.
A proposed Local Voronoi Decomposition (LVD) Algorithm, adapted from the pro-
posed general framework, was implemented for the exploration of an unknown environ-
ment. Agents are able to perform online distributive task selection based purely on local
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information. The Voronoi regions eliminate the occurrence of agents selecting the same
area for exploration at the same time. The results show an interesting emergence of co-
operative behaviours, such as an overall systematic exploration of the free space by the
multiple agents, thereby minimizing exploration path overlaps. As the LVD Algorithm
does not require a pre-processing of the map, it is able to work well in a dynamically
changing map with changing number of agents. Benchmarked against two other well-
known algorithms, the Ants Algorithm and the Brick&Mortar Algorithm, on various test
maps, the performance of LVD is clearly superior and is close to the theoretical best.
A proposed Probabilistic Ants (PAnts) Algorithm, based on the proposed general
framework, was implemented in the patrolling of an unknown environment. The pro-
posed strategy makes use of virtual pheromone traces, which act as potential fields, to
guide agents toward regions which have not been visited for a long time. Decision mak-
ing is done distributively in a probabilistic manner based on an agent’s local pheromone
information. Benchmarked against the traditional Ant Algorithm as well as our proposed
variant of this for various test maps, PAnts showed a clearly better performance.
Keywords: Multi-Agent System, Task Allocation, Task Selection, Local Voronoi De-
composition, Utility Function, Exploration, Patrolling.
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Chapter 1
Systems with Multiple Robots
There is a shifting of paradigms within the robotics community towards distributed
robotic systems. Multiple robots are increasingly being preferred over their single robot
counterparts in performing various tasks, such as exploration [1–5], patrolling [6–9],
homeland security and rescue [10–14], geographic information systems [15–18], target
tracking [19–23], and cleaning [24, 25].
Multiple robots, or multi-agent systems with robots as individual agents1, interacting
in an environment provide greater robustness, reliability, scalability and economy. Most
things that single robots are able to do, multiple robots will also be able to do, perhaps
even more easily and readily. Multi-robot systems can be used to solve problems that
are difficult or impossible for an individual robot to solve. A great advantage of having
multiple robots in performing a task is that each individual robot does not need to have
the same high level of sophistication and capability of a robot that is required to singly
perform the same task. If only a single robot is used, it will also need to be self-contained
and self-reliant. Having multiple robots gives an added flexibility in the sense that the
required task can still be performed even if some of the robots were to malfunction.
Of course, having multiple robots also give rise to other sets of problems which
must be addressed and taken into consideration. These include communications [26–28],
heterogeneity [13,29,30], coordination [13,27,28,31,32], task allocation and execution
[13, 31, 33–36], and dynamic reconfigurability [37, 38].
Multiple robots operating together to accomplish a mission is part of what is com-
monly referred to as multi-agent systems, defined as a system comprising multiple in-
1The terms agent and robot will be used interchangeably in this thesis.
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telligent agents interacting within an environment. The basic principles for attaining
self-organization among multi-agent systems can be used for various applications where
the physical form of the agents are different. The ideal multi-agent system is one in
which decision making is completely distributed, i.e., the proper functioning of the sys-
tem is not dependent on a centralised command center giving instructions to each agent
what it should do and when this should be done. The ideal multi-agent system should
also be able to have the tasks performed in a highly coordinated manner with minimal
reliance on communications.
1.1 Challenges of Multi-Agent Systems
While the use of multi-agents has many advantages over their single agent counterpart,
managing and coordinating a whole team of robots to execute tasks efficiently, effec-
tively and successfully can be very challenging as there are many factors and variables
which need to be considered. Here, some of the challenges that any multi-agent ar-
chitecture need to consider are discussed. If these are not properly addressed, having
multiple agents may make the whole system not only cumbersome and less efficient but
also, at worse, fail in the overall mission by not getting all the required tasks completed
successfully. A study of the challenges facing multi-agent systems can help to identify
critical and desirable features of an architecture which will work well in managing and
coordinating multiple agents so that, working together, they become a team and get the
tasks completed in the most efficient manner.
1.1.1 Communications
Agents in multi-agent systems are autonomous entities that need to interact, coordi-
nate and cooperate so as to perform their tasks. These coordination and cooperation
tasks require the transfer of information and/or instructions which can only be done
through communication. Such communication can be amongst agents, through a central
command-control center, or using both modes. The more complete the information each
agent has, the better the agent will be able to coordinate and cooperate leading to an
overall effective and efficient system.
If a central command-control center, or an appointed agent-leader, is used through
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which all communications are done and decisions made, then there would be the chal-
lenge of ensuring that the proper and timely information sensed or otherwise obtained
by each agent gets relayed to the central unit. As well, timely information/instructions
need to be efficiently and reliably relayed back to the agents. The increase in the size
of the network of agents will then inevitably increase the amount of the information
traffic which may in turn cause the central command-control center to become a bottle-
neck, causing unacceptable delays in the information/instruction transfer and possibly
risk some vital information/instructions not reaching their intended destination.
Decision making can also be completely distributed to the individual agent level so
that each agent makes its own decision on the next action it has to take. In such a system
architecture, information is still required by the agents in order for them to make proper
decisions. Such information can be achieved through direct communications between
agents, in which case the challenge would be to determine the amount of information
each agent needs in order to make appropriate decisions.
Whatever the architecture a multi-agent system adopts, the amount of communica-
tion should ideally be kept to the minimum necessary to make good decisions. Otherwise
the volume of communication could increase exponentially with increase in size of the
network of agents. There is also the attendant risk of eavesdropping, interception of
communication, and reliability problems when the physical extent of the environment
becomes large. In any case, particularly for a large environment with a large number of
agents, decision making at the individual agent level will, in most instances, not require
information other than those relevant to the localised environment.
1.1.2 Heterogeneity vs. Homogeneity
A multi-agent system can either be homogeneous (all agents are the same in every as-
pect) or heterogeneous (a variety of agents exist with varying functions and capabilities).
A homogeneous multi-agent system is generally easier to manage and to be catered for
because it is easier to model such a system. In practical cases, multi-agent systems are
rarely homogeneous especially in environments where the tasks that are required to be
performed are different. In such environments, having agents all identical to one another
would mean that each agent needs to be designed and built to have the capabilities of
performing all the possible tasks required, either singly or in coordination if more than
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one agent is required for any task. This makes the system unnecessarily expensive as
compared to a heterogenous system in which each agent is less capable or has fewer
capabilities but, as a whole and working together they can perform all the tasks that are
required.
Even if the robots used are of the same model and batch, mechanical variations
among them are bound to surface due to frequent usage as time goes on. Furthermore,
when the network of agents needs to be enlarged and additional agents need to be intro-
duced, it is much more economical for these additional newer agents, which are likely to
be more efficient, capable and reliable, coexist with existing robots in the environment
than to have a complete overhaul by replacing all existing robots with the newer models
just to maintain homogeneity.
1.1.3 Coordination and Cooperation
Optimum coordination and cooperation can be achieved in a multi-agent system using
a central command-control center to make all decisions accompanied with the presence
of perfect communication so that all decisions are made with complete and accurate
information on the environment. However, with the removal of the central command-
control center and the minimization of communication amongst agents, achieving good
coordination and cooperation then becomes a challenge. When left to the individual
agent to coordinate with other agents performing the required tasks in the environment,
the agent has to have the capabilities and intelligence to make good decisions on what it
has to do taking into consideration how the other agents react or are likely to react based
primarily on the information it has on its local environment. How intelligent each agent
is and how how well the agents make their decision will determine how well the agents
in the multi-agent system coordinate and cooperate with one another and, in turn, how
efficient, effective and successful the multi-agent system is in accomplishing its mission.
1.1.4 Task Allocation and Execution
While a multi-agent system has its many advantages, one of the main challenges is in
task allocation. In other words, ”with various tasks that are required to be done, which
one should an agent pick so as to optimise the overall performance of the multi-agent
system?” A task can be defined as a subgoal of the overall mission of the multi-agent
4
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system in the environment. In a heterogeneous multi-agent system, some agents may
be more well suited for certain tasks. Thus, identifying which agent does which task is
important.
Task allocation would be less challenging if there were only one entity having com-
plete and accurate information and making all the decisions and and issuing the or-
ders. Such is the case with a multi-agent system architecture comprising a centralized
command-control center or with an leader appointed from amongst the agents them-
selves. But in the case where decision-making, and thus task allocation, is totally dis-
tributed (i.e. where each agent has to make its own decision), each agent must be able to
determine what needs to be done and what role it needs to assume given its current state
and the limited available information it has.
1.1.5 Dynamic Reconfigurability
If a multi-agent strategy used is dependent on the current map of the environment as well
as the current number and make-up of agents available, a large amount of computation
time may be required in modifying the parameters of this strategy every time there is a
change in dynamics of the environment such as a change in the physical layout of the
map or the introduction, removal or malfunctioning of any agent. A good multi-agent
architecture should have dynamic reconfigurability, one which is either easily reconfig-
urable or does not need any reconfiguration, to adapt to these changes.
1.2 Applications of Multi-Agent Systems
Multi-agent systems can be applied to various real world applications. Here, we shall
closely examine two applications: the Exploration Problem and the Patrolling Problem.
1.2.1 The Exploration Problem
The task of exploration is to completely cover a given map for the purpose of gaining
new information and building a database of spatial and other relevant information within
the boundaries of the map. A good exploration strategy is one which is able to do this in
a minimum amount of time and effort. The main challenge of the exploration problem
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is in determining the exploration strategy of the agents in a multi-agent system or, for
each individual agent, where it should move to next such that the overall time needed
to completely explore the entire map is minimized. Put in another way, the challenge is
to get all the agents to move in such a way as to minimise the total amount of overlaps
in their exploration paths, or to minimise the overlaps in the exploration regions. If a
strategy can result in all the agents being able to explore the entire map without any
overlap of their paths or explored regions, then such a strategy would be optimal and
ensures the minimum amount of exploration time.
1.2.2 The Patrolling Problem
The challenges of the Patrolling Problem are in many ways similar to those in the Explo-
ration Problem except here the task is to continuously cover a given map for the purpose
of updating relevant information. The challenge is to have a strategy in which the au-
tonomous agents in the multi-agent system continuously move in a coordinate fashion so
as to cover the entire map with the minimum overlaps in their paths. In addition, a good
patrolling strategy must be capable of minimising the time delay between successive
visits by agents to all pre-defined key or critical locations in the map.
A problem which is very similar to the Patrolling problem is the Watchman Route
Problem (WRP). However, whereas the WRP is only concerned for a single tour of the
map, the Patrolling Problem involves an infinite number of tours of the map. TheWRP is
essentially an optimization problem in computational geometry for which the objective
is to compute the shortest route that a watchman would have to take in a given map with
obstacles to ensure that he covers the whole area in a single tour. Intuitively, if one can
solve the WRP, one only needs to repeat the same tour an infinite number of times to
solve for the Patrolling Problem. However, this only holds true for the case where the
topology of the map is time-invariant and the number of active agents also remains the
same. For a dynamically changing environment, the challenges are far greater.
1.3 Scope of the Thesis
There are many challenges involved in making an effective and efficient multi-agent
system, as listed out in detail in Section 1.1 . This thesis focuses on and addresses one
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of these challenges, namely that of task allocation. Task allocation is a fundamental
issue in every multi-agent system and significantly affects the overall effectiveness of
the system. Many task allocation strategies are mission specific. One strategy may work
well in a specific case, but not so in others. This thesis thus focuses on developing a
general framework for multi-agent task allocation which is not mission specific. This
general framework uses a Local Voronoi Decomposition approach.
Task allocation becomes even more challenging where decision making is done dis-
tributively. While the term ”task allocation” has often been used to describe the notion
of ”which agent to perform which task”, lines are blurred with regards to the specific
entity making the decision of ”which agent to perform which task”. In some cases, ”task
allocation” can refer to a supervisor or some authority having the final say on all agents’
allocated tasks. In other cases, ”task allocation” can refer to the individual agent’s cog-
nition of self-allocation of tasks. This thesis focuses on the case where the decision
making for task allocation is carried out distributively, i.e., each agent determines for it-
self which task it should perform next. To avoid any ambiguity, the term ”task selection”
is preferred in our work over the term ”task allocation”.
An agent’s task selection process is usually driven by some form of performance
measure or utility function, in order to gauge the desirability of an available task. This
thesis focuses on developing a utility function for the purpose of an agent performing
task selection.
To ascertain the generality of the proposed framework for multi-agent task selection,
two different applications (the Exploration Problem and the Patrolling Problem) are se-
lected to test its applicability and performance. The Exploration Problem is an example
of a single-cycle mission while the Patrolling Problem is an example of a continuous-
cycle mission. This thesis explores how the proposed general framework can be used
and adapted in these two cases. In both cases, only local information is used by the
agents.
The Exploration Problem has many varying scenarios. The flavour of the Explo-
ration Problem considered here is one where every traversable part of the map must be
visited for the map to be deemed as completely explored. A Local Voronoi Decomposi-




The Patrolling Problem too has many different scenarios. The specific scenario of the
Patrolling Problem that is considered here involves the need to patrol every traversable
part of the map, where the objective is to continuously minimise the idle time between
consecutive visits of every traversable part of the map. A Probabilistic Ants approach,
showing how the general framework has been adapted, is used for the Patrolling Prob-
lem.
1.4 Contributions
A general framework, utilising the concept of Local Voronoi Decomposition (LVD) and
a Utility Function, has been developed for multi-agent task selection. This framework
allows agents to make decisions on task selection, based on local information, in a com-
pletely distributed manner. This framework is robust to changes and adaptable to a
dynamically changing map and a dynamically changing number of agents.
A Utility Function has been developed as a performance measure to facilitate task
selection. Five factors, with acronym TRAP-F, characterise the Utility Function. This
Utility Function takes into account the heterogeneity, task replicability, and agent spe-
cialization in determining the utility value of a task. The Utility Function and its sub-
components have been designed to take on a value in the range of [0; 1] for ease of future
modifications, or adaptation to other methods.
The Local Voronoi Decomposition (LVD) Algorithm has been developed for the
Multi-Agent Exploration Problem. This algorithm utilises Voronoi tessellations which
is computed online without any pre-processing of the map. The LVD Algorithm ex-
hibits an interesting emergent cooperative behaviour with which the agents explore in a
very systematic, and coordinated manner. To test its performance, the LVD Algorithm
is benchmarked against two other well-known algorithms for exploration. Experimental
results over various test maps show that the LVD Algorithm not only outperforms the
benchmarked algorithms, its performance is also very close to the theoretical ideal.
A Probabilistic Ants (PAnts) Algorithm has been developed for the Multi-Agent Pa-
trolling Problem. This algorithm utilises the laying of virtual pheromone traces, similar
to real ants. Agents probabilistically determine their next move based on the weights
of the surrounding pheromone levels, and have a tendency to be drawn towards regions
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of low pheromone levels. The PAnts algorithm is benchmarked against two other algo-
rithms for patrolling and the results show significant improvements achieved by PAnts
over these other algorithms.
1.5 Thesis Outline
In this thesis, a general framework for task allocation and execution, based on a Dynamic
Local Voronoi Decomposition approach, is developed for a generic multi-agent system.
This framework is then applied on the Exploration Problem and the Patrolling Problem
to test its applicability and performance.
After this Introductory Chapter, Chapter 2 presents a review of previous work done
on architectures for multi-agent systems in task allocation, the Exploration Problem, and
the Patrolling Problem. This is followed by the presentation and discussion of the general
framework based on Dynamic Local Voronoi Decomposition in Chapter 3. Chapter 4 and
5, respectively, discuss the application of this general framework on the Exploration and
the Patrolling Problem. The effectiveness of this framework when applied to these two
problems are also discussed with the results and performance compared with some other





In recent years, much efforts have been been channeled into studying the use of multi-
agent systems for the solution of large problems. This chapter provides a broad overview
of past efforts done in this area of research. These past efforts have produced a wealth of
literature and have produced great advancements in many areas. At the same time, many
interesting challenges have also arisen out of these works. Some of these challenges
which multi-agent systems may face were discussed in the preceding chapter together
with a discussion on desirable features and characteristics that such systems should have.
A discussion on commonly used approaches for the management of multi-agent sys-
tems, particularly on task allocation and execution, is to be found in Section 2.2. As the
general framework developed for task allocation and execution in multi-agent systems
will be tested in applications to the Exploration and the Patrolling Problem, a review of
past works on these two problems are detailed in Sections 2.3 and 2.4.
2.1 Self-Organization
Heylighen [39] defined self-organization as the spontaneous creation of a globally co-
herent pattern out of local interactions. Ashby, in his ”Principles of the self-organization
system” [40], suggested that the artificial generation of dynamic systems is unavoidable
when there is ”life” and ”intelligence” within the system and proposed that the achieving
of appropriate selection in a self-organising system is absolutely dependent on the pro-
cessing of at least some minimum quantity of information. He noted that a dynamical
system, independent of its type or composition, always tend to evolve towards a state of
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equilibrium. The uncertainty of the system’s state would hence be reduced, and likewise
so would the system’s statistical entropy level.
Foerster [41] presented the principle of ”order from noise”. He noted that, paradoxi-
cally, the larger the random perturbations (or noise) which affect a particular system, the
quicker it will self-organize (or produce order). A system that may already be at its local
minima, can transit to a new state with lower entropy levels (if such a state exists) with
the aid of random noise, and thus providing self-organization.
As each agent would be autonomously making its own decisions, a coherent emer-
gent behaviour, with coordination and cooperation among agents, is important if the ef-
fectiveness of the whole system is to be greater than the sum of individual parts. Because
of its distributed structure, Low et.al. proposed that a good self-organizational structure
should be able to exhibit the following characteristics in an autonomous system [34]:
Self-Configuring The multi-agent system must be able to adapt to the dynamically
changing environment. Each agent should be able to decide on which role it should
assume as the nature of the environment changes.
Self-Optimizing The multi-agent system must aim to maximize coverage, efficiency
and effectiveness, as well as to minimize internal robot interference both in movement
as well as task execution.
Self-Healing The multi-agent system must also be robust enough to cater to robot fail-
ures, change in the constitution of the robots, as well as intermittent robot unavailability.
Self-Protecting The multi-agent system must also be able to continue with their tasks
while negotiating unforeseen complex obstacles.
2.2 Multi-Agent Task Selection
A task can be defined as a subgoal which is required to ba achieved to accomplish the
overall mission required in the environment. To have good self-organisation in a multi-
agent system, ensuring efficient task selection by individual agents becomes a challeng-
ing problem in a distributed setting because of the dynamic nature of the environment
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and possible inconsistencies in information among different agents. This is made more
complicated by differences in characteristics of the agents in a heterogenous multi-agent
system, where some agents will be more well suited to perform certain tasks than others.
Some researchers make a distinction between task allocation and role allocation,
taking these as separate and distinct problems. Campbell and Wu suggested that roles,
unlike tasks, describe the part of character that an agent ”plays” within the team [42].
The role an agent assumes will define what set of tasks the agent will perform. On the
other hand, Gerkey and Mataric use the terms ”role” and ”task” interchangeably [43,44].
In our research, we will take the position that there is no distinction between the two
terms and that the term ”task” can encapsulate the idea of a ”role”, as ultimately, it boils
down to the agent performing tasks. A ”role” can be seen as a collection of subtasks.
2.2.1 Negotiation
Most multi-agent systems make use of intentional cooperation [45] where multi-agents
cooperate explicitly through communication and negotiation [46].
In the centralised multi-agent negotiation approach for collaborative air traffic re-
source management planning proposed by Jarvis et el., a centralised planner, or the Air
Traffic Service Provider (ATSP), provides agents with an initial proposal. Agents then
individually develop and rank a number of more beneficial allocations based on their
own points of view. These are passed back to the ATSP which then decides the most
beneficial solution.
In situations where there may be tasks which is impossible for a single agent to
perform or where tasks may be more efficiently performed by groups of agents, Shehory
and Kraus suggested several possible distributed agent schemes to form agent coalitions
to best perform these tasks [33].
In [47, 48], Laengle et el. described the application of the Karlsruhe Multi-Agent
Robot Architecture (KAMARA), a distributed control architecture for autonomous mo-
bile robots which makes use of the Blackboard architecture [49, 50] with Contract Net
Protocol (CNP) [51], where agents bid in response to a task posted by a centralized
mediator. This centralized mediator then evaluates all bids and decides which agent is
to be awarded the task. Matric et.el. [52] and and Ostergaard et el. [53] also proposed
multi-agent architectures which make use of the Blackboard in uncertain and dynamic
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environments where all acquired information ends up in a centralized Blackboard. The
work in [53] assumes that all agents are able to evaluate other agents’ utility functions
and hence able to identify which agent will perform the available tasks. The work in [52]
makes use of an auctioning mechanism to determine task allocation.
Many auction-based schemes make use of the Blackboard architecture and the CNP.
According to Msoteo and Montano [54], the first robot implementation of the auction-
based scheme was MURDOCH [55]. MURDOCH has been demonstrated in a loosely
coupled task allocation scenario where all available tasks can be performed by single
agents, as well as in a coordinated box-pushing scenario. The Cooperative Assignment
of Simultaneous Tasks (CAST) auction is a distributed algorithm for matching agents
with tasks via a cooperative bidding approach [56]. Although bidding is done in CAST, it
is done in a non-competitive manner. A synchronized psuedo-random number generator
is used to determine the agents’ bid (or task selection) order.
In 2003, Dias and Stenz proposed TraderBots, a market-based approach with a dis-
tributed structure which can form centralized sub-groups to improve efficiency, and thus
optimality [57, 58]. Each agent of a team is modeled as a self-interested agent with the
team of robots representing the economy. The goal of the team is to complete tasks which
maximise revenue while minimising overall costs. The TraderBots architecture was im-
proved by Zlot and Stents in 2006 by utilising Hierarchical Task Networks (HTN) [59]
to distribute planning and to manage the combinatorial auctions [60]. A comprehensive
survey and analysis of market-based approaches for multi-agent coordination has been
done by Dias et.el. and can be found in [61].
2.2.2 Swarm Intelligence
Swarm Intelligence is the resultant collective behaviour of decentralised multi-agent sys-
tems which exhibit self-organization. Swarm Intelligence finds its theoretical roots from
nature, e.g., ants and bees [62]. Swarm systems usually comprise of relatively simple,
but large numbers of, agents. Individual agents have limited sensing, communication,
and computational abilities. Swarm agents follow very simple rules which are sometimes
probabilistic in nature. Such agents fulfil local goals, are usually unaware of the global
goals, and are ungoverned by any centralized control structure. The unique characteristic
is the resultant emergent ”intelligent” global behaviour exhibited by the swarm [63–66].
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Swarm systems are adaptive to dynamic environments, and are able to function just as
well if the environment changes or if the number of agents changes. One example of such
emergent behaviour is the example of cooperative box-pushing described by Kube and
Zhang [67]. Another example is in the case of stick-pulling, where non-communicating,
reactive agents exhibit collaborative behaviour in tasks which cannot be performed by
a single agent [68–70]. From their experiments with 2 to 6 Khepera robots and We-
bots, Ijspeert et al. [69] found that different behavioral dynamics emerge depending on
factors such as the number of agents present, the ratio of number of tasks to number of
agents, and also the time an agent waits for another agent to come to achieve a successful
collaboration. The results obtained led them to conclude that there is a ”super-linear”
increase in the collaboration rate with the number of agents and that the best collabora-
tion and performance is obtained with heterogenous groups and specialisation, with the
emergence of a self-organised system with the agents selecting tasks which better suits
their specializations. This phenomenon was confirmed by Li et al. [70] who investi-
gated team diversity (homogenous and heterogenous agents) and concluded that policies
which allow teammates to specialise, in general, achieve similar or better performances
than policies which forces homogeneity. Furthermore, Ijspeert et al. also found that col-
laboration rate can be significantly increased if local signalling between agents exists.
The Ant Colony Optimization (ACO), described by Dorigo and DiCaro in [71], is
a class of optimization algorithms based on the way ant colonies function in nature.
The agents, or ants, find optimal paths to goals by traversing through the domain that
represents all possible solutions. ACO has been used in task allocation and path planning
by Kulatunga et el. for autonomous ground vehicles in material handling [72], by Yin
and Wang in nonlinear resource allocation [73], and by Zhenhua et el. in task allocation
and motion planning for UAVs which intrinsically take into account collision checks
[74].
A recent work by Dornhaus et el. combines the honeybee’s task selection model
(where agent specialization for different tasks is randomly determined based on the indi-
vidual’s threshold) with the ACO’s optimization [75]. In the Ant Task Allocation (ATA)
algorithm proposed by Du et el. [76], agents probabilistically determine their tasks and
update their thresholds upon task completion. Unlike ACO, ATA allows for dynamic
task allocation where new tasks may arise and agents using ATA keeps its own response
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threshold records as opposed to ACO using a central database.
2.2.3 Machine Learning
Machine learning has been used to improve the performance of multi-agent systems.
Martinson and Arkin used reinforcement learning (Q-learning) to solve the role allo-
cation problem in a foraging scenario where agents have to find objects, collect them,
and return them [77]. In [78], Prasad et el. used supervised learning for a heterogeneous
agent system is used to learn organizational roles with application to an automated steam
condenser domain.
The combination of two fundamental forms of adaptation - artificial evolution and
artificial neural networks, have also been applied in controllers for small, homogeneous
teams of autonomous mobile robots in performing coordinated movement, and also in
video games where a player is able to train a team of agents through a series of cus-
tomized scenarios [79–81].
A very good summary on the current state of cooperative multi-agent learning archi-
tectures can be found in [82]. In this survey, Panait and Luke also gave a good summary
and the issues involved in team learning (where a single learner discovers joint solutions
to multi-agent problems) and concurrent learning (where multiple agents are learning
simultaneously).
2.3 The Exploration Problem
Exploration of an environment or given region is a common task which requires that
the given map is completely covered, or explored, for the purpose of gaining new and
complete information on the environment. The primary goal in any exploration strategy
is to successfully complete the task in a minimum amount of time. In the case of explor-
ing a known map, the problem is still NP-hard, as it is similar to solving the Traveling
Salesman Problem (TSP) which is the problem of finding the shortest possible route that
visits all the nodes in a graph.
There are generally three different types of formulation of the exploration problem,
depending on the nature of the problem itself. The three different ways of formulating
the problem is dependent on the extent of the coverage provided by the agent’s sensors:
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1. Unlimited Coverage
2. Limited Coverage
3. Extremely Limited Coverage
In the case of unlimited coverage, the extent of the coverage of the agent sensor is un-
limited, e.g., camera, long-range laser sensor. In these cases, exploration can be done via
the agent’s Field of View (FoV), as illustrated in Figure 2.1(a). Examples of cases with
unlimited coverage are in the Watchman Route Problem [83, 84], and in the visibility-
based exploration study presented by Bandyopadhyay [85]. Another example is given
by Arkin and Dias in [86] where there is a constrain requiring the agents to maintain
line-of-sight communications with one another during exploration.
An example of a case of limited coverage would be an agent with sonar sensors for
detecting obstacles and these sensors have a limited range. In this case, exploration is
done within the agent’s FoV but limited by the range of the sensors it uses, as shown
in Figure 2.1(b). Examples of these agents with limited sensor coverage are in map
building mission [16, 18, 87], in reconnaissance [88], and in search-and-rescue [11–13]
missions.
Mine clearing would be an example of an agent with extremely limited coverage.
In this case, the area of coverage is essentially the footprint of the agent on the ground.
In such a case, the exploration task will require the agent to traverse through every part
of the map in such a way its footprint covers every traversable part of the map. This is
illustrated in Figure 2.1(c), which shows the agent travelling east then north, with the
effective area covered indicated by the darker shaded path. Of the three cases, this is
the most thorough form of exploration. Examples of agents needing to traverse every
part of the map would include cleaning [24, 25, 32, 89], lawn mowing [90], and mine
clearing [91]. An extensive survey, which can be found in [92], was done by Choset for
similar problems.
Much work has been done studying the exploration problem for the case of a sin-
gle agent [93–98], with more recent work focusing on the multi-agent variant [1, 3, 16,
85, 99–103]. The main challenge that arises for the multi-agent approach is for indi-
vidual agents to choose actions which are not only different from other agents, but also
ones which enhances coordination and cooperation and which can contribute most to an
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(a) Unlimited Coverage (b) Limited Coverage (c) Extremely Limited Coverage
Figure 2.1: Three general types of agent coverage. Darker grey regions denote explored
regions. Lighter grey regions denote the agent’s field of view. (a) and (b) show the
instantaneous areas which the agent has explored. (c) shows the agent’s exploration
history as it initially moves east then north.
overall efficient behaviour of the multi-agent system.
2.3.1 Frontier-Based Approach
Yamauchi described a Frontier-Based approach for the single agent exploration problem
in 1997 [104], and of the multi-agent case in 1998 [105]. In his approach, agents move
to the closest frontier which separates explored and unexplored regions. Agents moving
to these frontiers will allow further exploration of the unknown map, maximising infor-
mation in a greedy fashion which was further investigated by Koenig et el. [106]. As
the agents reach the frontier and teh exploration process proceeds, the explored regions
grow. At the same time, the boundary between explored and unexplored regions get
pushed back, till the whole map is explored.
A utility function, based on the trade-off between the distance to a target point and
the information to be gained at the target point, has been used to allow agents to better
assess the desirability of moving to a frontier cell [16, 87, 101]. The work by Burgard
et el. [1] employed the same methods for teams of heterogeneous robots with limited
communication range.
The Sensor-based Random Tree (SRT) method, described by Oriola et el. in [107]
represents a roadmap of the free configuration space of an agent with each node of this
tree representing previously explored locations with some collision-free configuration.
Subsequently, Freda and Oriolo made a frontier-based modification the SRT method by
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biasing the randomized generation of configurations towards the frontiers [108]. This
modification resulted in probabilistically pushing the agents towards the unexplored ar-
eas. This approach was further improved Franchi et el. with the inclusion of a decentral-
ized cooperation and coordination mechanism [109].
2.3.2 Potential Field Approach
Potential fields have been widely used for path planning with inherent obstacle avoidance
in manipulators and mobile robots [110, 111]. Using such fields, obstacles and other
agents behave as repulsers and the goal acts as an attractor. An artificial potential field
is thus created where the summation of ”virtual forces” an individual agent experiences
is proportional to its distance to the surrounding objects. In such a system the agent
is made to always move towards a field of lower potential. The resultant behaviour is
reactive and emergent.
Despite its popularity due to its simplicity and inherent obstacle avoidance prop-
erties, this method is not spared from falling into local minima trap, apart from other
shortcomings as detailed by Koren and Borenstein in [112]. To address its shortcomings
modifications have been proposed to the potential field approach. A modified Newton’s
method was proposed by Ren et el. to overcome the inherent oscillation problems that
arise from certain configurations [113]. To eliminate any local minima, Kim and Khosla
used harmonic functions to build the potential field [114]. This was demonstrated to
work well in a cluttered environment.
Potential fields have also been applied to the multi-agent exploration problem. Nu-
merical Potential Fields was used by Simonin et el. [115] to a foraging problem and by
Barraquand et el. [116] to a robot path planning problem. They have also shown that the
resulting potential field converges to optimal paths. To overcome the local minima trap,
Renzaglia and Martinelli introduced leaders, which use different control laws for their
decision making [100]. In [11], local group of agents share information on common
potential field regions rather than sharing agent trajectories.
2.3.3 Ants
Mimicking ants in nature, agents lay pheromone traces as they explore a map [72, 117–
119]. In [119], Svennrbring and Koenig had the pheromone traces incremented by one
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upon an agent’s visit. These pheromone traces evaporate over time [117] and thus is
an indication of when an area has last been visited by any agent. Decision making are
decentralised to individual ant agents and they make use of the pheromone traces in the
map to direct them to regions of lower pheromone traces, i.e., regions which have not
been recently visited or regions which have not been visited at all. It has been shown by
Svennrbring and Koenig that the ant agents will eventually cover the entire map as long
as the free space within the map is continuous [119]. They also provide a description in
building physical ant robots for terrain coverage [120].
2.4 The Patrolling Problem
Patrolling is the task of continuously covering a given map for the purpose of updating
information. In many patrolling applications, the requirement is to cover a number of
key or critical locations within a given map. The performance measure of a patrolling
strategy is how well it is able to minimise the time delay between successive visits of all
key points in the map. Much work has been done in analysing the Patrolling Problem,
with most not directly, by indirectly, addressing the problem.
A related problem is what is commonly referred to as the Watchman Route Problem
(WRP). The WRP is similar to the Patrolling Problem in the sense that the WRP is
concerned only with a single tour of the graph or map whereas the Patrolling Problem
requires a continuous repeated tour of the graph. The WRP is essentially an optimization
problem in computational geometry where the objective is to compute the shortest route
that a watchman can take in a given map with obstacles such that he covers the required
area, or key locations, in a single tour. Intuitively, if one can solve the WRP, one only
needs to repeat the same tour an infinite number of times to solve for the Patrolling
Problem. However, This, however, will hold only for the case where the topology of the
map is time-invariant and the number of active agents also remains unchanged.
Useful ideas and insights can always be gained from the study of the WRP. Most
approaches addressing the WRP usually break it down into two sub-problems [83, 84,
121–123]:
1. The Art Gallery Problem (AGP) or the Museum Problem, followed by
2. The Travelling Salesman Problem (TSP)
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2.4.1 Watchman Route Problem (WRP)
The Watchman Route Problem is to find the shortest route in a given map such that ev-
ery point in the map is visible from this route. Chin and Ntafos showed the problem to
be NP-hard in polygons with holes [83]. In their work, they provided an O(n log log n)
time algorithm for finding shortest watchman routes in simple rectilinear polygons. In
the case where a starting point s on the polygon boundary is specified, it was shown
by Tan et el. [122] that the problem can be solved in O(n4) time by introducing a dy-
namic programming approach to their earlier proposed incremental watchman route al-
gorithm [121]. And for the case where there is no specified starting point, an O(n5) time
algorithm was demonstrated by Tan [84]. Tan also presented an O(n) time algorithm for
computing a watchman route of length at most
p
2 times that of the shortest watchman
route [123].
There are other problems which are similar to the WRP. Ntafos and Program inves-
tigated a variation of the WRP and referred to this as the Robber Route Problem or the
fS; Tg Route Problem [124]. The problem here is to solve for the shortest route such
that every point in the map can be visible from this route except for a particular set of
points (or threats). Yet further variations of the Robber Route Problem have been pro-
posed, the Zoo-Keeper Route Problem by Wei-Pang and Ntafos [125], and the Safari
Route Problem by Tan and Hirata [126]. The Zoo-Keeper Route Problem describes the
scenario where given a polygon P and a collection of P 0 convex polygons inside P . The
problem is to find the shortest route that visits (without entering) the P 0 polygons inside
P . The general Zoo-Keeper’s Route Problem has been shown to be NP-hard [125] and
an O(n2) time algorithm was presented for the case where P is a simple polygon and
the polygons in P 0 are attached to the boundary of P [125]. Based on the data structure
called the floodlight tree, Bespamyatnikh presented an O(n log n) time algorithm for
the Zoo-Keeper’s Route Problem [127]. Tan also developed an O(n) time algorithm for
computing a zookeeper’s route of length at most 2 times that of the shortest zookeeper’s
route [128]. Yet another variation of the Zoo-Keeper’s Route Problem is the Aquarium-
Keeper’s Problem described by Czyzowicz et el. in [129].
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Art Gallery Problem (AGP)
The Art Gallery Problem (AGP) or Museum Problem for a polygon P is to find the
minimum set of points (or cameras) G in P such that every point of P is visible from
some point in G. This problem was originally posed by Victor Klee in 1973 [130]. It
is an optimization problem looking for the minimum number of cameras to monitor the
whole interior of an art gallery.
Chvatal’s art gallery theorem states that bn
3
c guards are always sufficient and oc-
casionally necessary to guard a gallery represented by a simple polygon with n ver-
tices [131]. We will now briefly illustrate how this can be done. Any simple polygon
without holes can be triangulated (or divided up into triangles). After triangulation of
a simple polygon, we simply number all the nodes in the graph from 1 to 3. The only
constraint is that each of the three vertices in each triangle must bear the numbers 1, 2
and 3. Figure 2.2 illustrates this algorithm for the AGP. From this illustration, we can




There has been much research into the triangulation problem. Many solutions exist
but some are difficult to implement. The best algorithms run in O(n) time [132,133].
The art gallery problem and all of its standard variations has been proven to be NP-
hard [134, 135]. Chazelle has proposed an optimal linear-time algorithm which can be
used to solve the AGP in simple polygon [133]. In the case of a rectilinear polygon
(which may be more useful in the case of a building layout), it has been shown by Kahn
et el. that bn
4
c guards are sufficient and occasionally necessary [136].
For a polygon with n vertices and h holes, Bjorling-Sachs et el. proved that bn+h
3
c
guards are sufficient and occasionally necessary to guard this given polygon. They also
presented anO(n2) time algorithm to determine the positions of these bn+h
3
c guards [137].
For the case there the visibility of the sensors used is limited, a randomised incre-
mental algorithm described by Danner and Kavraki [138] which is based on the method
proposed by Gonzalez-Banos and Latombe [139] was implemented by Kulich for solv-
ing the AGP [13]. This algorithm is illustrated by the pseudo-code in Algorithm 1.
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Algorithm 1: Randomised incremental algorithm for the AGP
1 begin
2 Denote A the area to be guarded
3 A random point p lying on the border of area A is chosen
4 A polygon Vp is found, which consists of points visible from the point p (this
is equivalent to the polygon from which p is visible). Taking note of the
limited visibility of the sensors used
5 k random samples of pk are placed into the polygon Vp
6 foreach point pk do
7 a visibility polygon (a polygon from which pk is visible) is determined
8 end
9 The guard that can see the most still unguarded area (i.e., the point for which
jA  Vpk j is smallest) is chosen as the next guard
10 Set A = A  Vpk
11 if A is not empty (there exist a point which is not guarded) then
12 go to step 3
13 end
14 end
Travelling Salesman Problem (TSP)
The Travelling Salesman Problem (TSP) is the problem of determining the the shortest
route to visit a number of cities and return to the starting point. It is a problem in graph
theory with no known general method of solution. The solution can only be determined
and verified by trying all possible elementary paths, i.e., using the brute force approach.
The problem, along with all its variations, is classified as NP-hard.
The brute force approach involves finding all possible permutations of possible routes
and find, from amongst all these, the one which is the shortest. This method becomes too
computationally expensive as the number of cities grows and is not useable for anything
but a small number of cities. For example, if there are 10 cities of which all are connected
with one another, the number of possible routes will be 10! = 3628800. This grows
exponentially and becomes 2:4 1018 for only 20 cities and 2:6 1032 for 30 cities!
One approach for finding a possible route is the single tour optimization approach
proposed by Kulich et el. [140]. This approach aims at optimising a single agent’s
tour by building on optimal local tours. This algorithm, however, does not guarantee
finding an optimal tour through the given set of cities. The algorithm for the single tour
optimization approach generating the tour through the cities is illustrated by the pseudo-
codes in Algorithm 2.
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Algorithm 2: Single Tour Optimization for the TSP
1 begin
2 Sort the cities according to their distance from the start point in ascending
order and store them into an array C. Let the start point be C1.
3 Take the first two cities which are nearest to the start point and make a tour
C1   C2   C3
4 Set the counter of used cities to k = 3
5 Calculate the length of the partial tour C1   C2   C3
6 if k = n then
7 end
8 end
9 Take the next unused city nextcity = Ck+1
10 forall the links (Ci; Cj) present in the partial tour do
11 calculate the added value
12 AV = length(Ci; nextcity) + length(Cj; nextcity)  length(Ci; Cj)
13 end
14 Insert the city nextcity into the tour in between cities Ci and Cj for which the
added value, AV , is minimal.
15 Increment the counter k
16 Go to step 8
17 end
It can be seen from the single tour optimization algorithm that there is a possibility,
but not a certainty, of a even shorter tour existing. There is no known way to verify if the
tour obtained is the shortest unless an even shorter tour is found. In [140], Kulich also
provided a Longest Tour Shortening algorithm which can improve on the tour obtained.
This pseudo-codes for this is illustrated in 3).
From the Longest Tour Shortening algorithm, it can again be seen that the tour can be
shortened by examining each city in the tour one at a time. Even though this algorithm
can determine a shorter tour, once again there is no way of determining if the shortened
tour produced by this algorithm is indeed the shortest possible tour.
There are many other methods in approaching the TSP. The Nearest Neighbour algo-
rithm [141] is a fast algorithm which starts from a chosen city. At any point in developing
the tour, the next city is chosen simply based on the nearest distance to the current city.
This process is repeated until there no city is left unvisited at which point the complete
tour is determined. Solutions given by this algorithm often contain crossing edges. As
this algorithm selects the next city in the tour based on the nearest distance to the current
city, the edge connecting the last city and the first usually end up being quite long and
often times the longest edge in the whole tour. Furthermore, the length of the resulting
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Algorithm 3: Longest Tour Shortening for the TSP
1 begin
2 Randomly pick out a city, C, and remove the city from the tour.
3 forall the links (Ci; Cj) present in the partial tour do
4 calculate the added value
5 AV = length(Ci; nextcity) + length(Cj; nextcity)  length(Ci; Cj)
6 end
7 Insert this city, C, into the tour in between cities Ci and Cj for which the
added value, AV , is minimal.
8 Pick out the next city in line
9 if all the cities have been picked out then
10 STOP
11 else
12 go to step 3
13 end
14 end
tour depends on the chosen starting point.
Another method commonly used is the 2-opt method proposed by Croes [142]. It
returns local minima in polynomial time and improves the tour by reconnecting and
reversing the order of sub-tours with a crossover operator. Every pair of crossing edges
(for example ab and cd) is checked if an improvement is possible, i.e., ac+bd < ab+cd.
The procedure is repeated until no further improvement can be made. The whole idea of
this is to remove the crossing of edges.
A hybrid method which combines the use of Genetic Algorithms (GA) and the 2-opt
method wss proposed by Sengoku and Yoshihara [143]. In their proposed GA approach,
the 2-opt method provides the mutations. As the 2-opt method may end up falling in a
local minima, the GAs crossover operator provides the capability of jumping out from
the local minima.
2.4.2 Cyclic Strategies
Chevaleyre performed a detailed analysis on how cycles and closed-paths can be used to
create efficient single-agent patrolling strategies [144]. An extension to the multi-agent
case was also proposed, building on top of the single-agent strategy.
Elor and Bruckstein proposed a leader and follower approach in which a single agent,
or the leader, is tasked to find a short cycle path which covers the graph. The other agents
then use a different algorithm to evenly distribute themselves along this path [145].
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Patrolling with a Single Agent
In graph theory terminology, a cycle is a path starting from and ending at the same
node and covering each edge at most once. This is basically the TSP. There are some
map configurations, especially those with bottle-neck situations, in which requiring a
cycle where all nodes on the map are visited only once is too restrictive. A closed-path,
however, may visit the nodes more than once in a single tour. Single agent strategies
which consist of the agent travelling along a closed-path indefinitely are referred to as
single-agent cyclic strategies.
How should this closed-path be chosen for this single-agent cyclic strategy? The time
taken for a single agent traversing a closed-path to visit the same node twice, meaning
leaving from and returning to this node, will be equal to the length of this closed-path.
Therefore, for a single agent patrolling around a closed-path s, the worst idleness for a
given node would be equal to the length of s. Thus, obtaining the shortest closed-path
encompassing all nodes will result in the best possible strategy among all single-agent
cyclic strategies. Chevaleyre showed that this problem is related to the TSP and that for
a single agent, the optimal strategy in terms of worst idleness is the cyclic-based strategy
based on STSP , STSP being the optimal closed-path solution to the TSP) [144].
An algorithm was presented by Christofides which generates a closed-path cycle that
is less than 1.5 times the length of the shortest cycle inO(n3) time [146]. In the following
section, Schr is used to denote the closed-path obtained by Christofides’ algorithm.
Extending to the Multi-Agent Patrolling
The single-agent cyclic strategy can be extended to a multi-agent case by simply arrang-
ing the agents on the same closed-loop path such that when they start moving along
through the path, they are all moving in the same direction and are all at equal distance
from the agent in front of and behind them [144]. In [144], Chevaleyre also showed that




+maxijfcijg  3  opt+ 4 maxijfcijg (2.1)
where WIchr is the worst idleness using the multi-agent cyclic strategy and c(Schr)
is the length of the closed-path, both obtained using Christofides’ algorithm. r is the
25
2.4. The Patrolling Problem
number of agents, maxijfcijg the maximum edge length in the closed-path, and opt is
the worst idleness of the optimal strategy, STSP . As maxijfcijg is a factor in the equation,
the worst idleness of the multi-agent cyclic strategy can increase very significantly for
graphs with very long edges.
The usefulness of this strategy is that only a particular agent strategy needs to be
determined and the same path can be used for the rest of the agents.
2.4.3 Partition-Based Strategies
Apart from letting every agent share the same tour, another strategy would be to partition
the graph into different regions for each agent to patrol. Each agent would then only have
to be concerned in patrolling their own particular region. This is useful for graphs with
long edges as they can be partitioned away [144].
The difficulty of this strategy is in determining how the graph can be optimally di-
vided into sub-regions. And even after the graph has been sub-divided, there are other
methods in checking if these sub-graphs are optimal.
In [9], Carli et al. describes three different approaches (depending on the adopted
communication protocol) for a finite number of patrolling cameras to partition a one-
dimensional environment of finite length as described in [7].
Elor and Bruckstein proposed a Balloon Depth First Search (BDFS) algorithm, which
was inspired by the behaviour of gas-filled balloons, for dynamically partitioning the
graph as the agents patrol [147]. They showed that the worst idleness of BDFS is about
2jGj
k
, where jGj is the number of nodes of the graph G and k is the number of patrolling
agents.
2.4.4 Reinforcement Learning
Reinforcement learning [148] is an area of machine learning that is largely based on
Markov Decision Processes (MDP). Agents learn to make optimal decisions based on
some reward function. Santana et al. showed that reinforcement learning can be applied
to the Multi-Agent Patrolling problem [8]. The function of the instantaneous reward they
used was the idleness of the node that an agent visited.
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2.4.5 Heuristic Agents
Heuristic agents were successfully used by Almeida et al. to perform path-planning
based on a utility function [149]. In their implementation, the utility function took into
account the cost(distance) and reward(idleness) of intermediate nodes when planning a
path to a goal node on a graph.
2.4.6 Ant Colony Optimization
The Ant Colony Optimization (ACO) algorithm is a probabilistic optimization tool that
utilises simple agents to obtain good paths through graphs. First proposed by Colorni et
al., ACO makes use of virtual ant colonies to lay virtual pheromone traces to search for
shortest paths in a graph. This requires an a priori information of the map [150]. The
ants in ACO exchange information by depositing pheromone traces along edges as they
seek out a solution to the graph. The solution is modified with the ants moving through
the graph again in a probabilistic manner with edges on the graph with higher pheromone
traces having higher weights. There is pheromone level decay with each simulation run.
This allows poor paths to have a lower likelihood to be used in subsequent runs. The
ACO uses a central memory for storing actions that have been performed and pheromone
levels on the graph. The ACO has been applied to the TSP problem [150–153].
The ACO has also been adapted and applied by Lauri and Charpillet to the Multi-
Agent Patrolling Problem [154], in which several ant colonies are deployed to compete
in finding the best multi-agent patrolling strategy.
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(a) A simple polygon (b) Triangulation
(c) Graph nodes labelled from 1 to 3 (d) One possible placement of guards
Figure 2.2: Illustration of the upper bound of bn
3
c for the AGP. (a) A simple polygon
(b) undergoes triangulation. (c) The vertices of the graph are the nodes and are labelled
from 1 to 3, such that the vertices of each triangle have the three numbers (1, 2 and
3). The numbers show the possible choices of placing the guards. As there are three
numbers, thus there are three possible choices of placing the guards. (d) The bottom right
figure shows one possibility (i.e. selecting all nodes with the number 2) of selecting the
positions of the guards to be placed in the map. Assuming the guards have omni-vision,
as there are three possible locations where the guards can be placed using this method,





Dynamic Local Voronoi Decomposition
for Multi-Agent Task Selection
Multi-agent systems are used in many different scenarios. Generally, these systems pro-
vide greater efficiency (e.g., in the sense of time taken for overall task completion)
over their single agent counterparts. An environment may have a single task (e.g.,
mapping [16], exploration [5]) or multiple tasks (e.g., foraging [155], search and res-
cue [11,12]) where multi-agents are deployed. In some of these, a single agent could be
capable to single-handedly fulfil the task(s). Having multiple agents, however, will allow
the overall task to be completed faster. An environment may also have a single task (e.g.,
stick pulling [69,70], transporting a large object [156,157]) or tasks which require more
than one agent to accomplish (e.g., multiple target tracking [19, 23], robot soccer [158],
factory assembly [159,160]). There are also scenarios where multiple single-agent tasks
have to be performed synchronously which will require several or more agents, e.g., in
tracking of multiple targets in an area with obstacles and the targets may move away
from one another.
This chapter focuses on tackling the issue of task allocation and execution of a
generic multi-agent system. Rather than employing an overall supervisor or scheme
which allocates tasks out to the individual agents, we devise a scheme where each agent
will be able to perform its own task selection given a range of available tasks. While
most literature use the term ”task allocation”, which can mean either an overarching
controller allocating tasks to the agents or the agents using some strategy which intrinsi-
cally allocates tasks, the term ”task selection” is preferred in this writing to make a clear
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distinction that each agent is making the intelligent decision of selecting its own task to
perform, as opposed to being allocated a task to do. Each agent will select its own task
and this is done in a way where there will be no overlapping of task execution. This will
reduce any inefficiency which may arise from agents performing overlapping tasks. The
task selection of an individual agent is based on the merger of two ideas - (1) Voronoi
Decomposition, and (2) Utility Functions.
In our work, tasks are divided spatially over a physical space. (It is also possible that
the proposed general framework can be extended to environments with no physical space,
like the Internet. In such cases, the use of Utility Functions will play a key role.) Voronoi
decomposition (or Voronoi tessellation) is a way of sub-dividing a given physical space
based on the Euclidean distance to certain key points. This is a good way for multi-
agents to decompose the task areas if the key points were simply exploration or patrolling
way points, i.e. each agent only needs to explore the areas closest to itself. A generic
task, however, will have many more factors that need to be considered during an agent’s
task selection apart from its physical distance to the agent. As such, we will use a
more relaxed idea of the Voronoi decomposition which is based on Utility Values (as
determined by the Utility Function to be described in Section 3.3) of tasks in the problem
environment. Tasks will have dynamic Utility Values as seen by an individual agent.
These Utility Values will be used to determine the local Voronoi tessellation for each
agent. By decomposing the number of available tasks using these Utility Values, agents
need only to take into consideration those in their Voronoi space when performing task
selection, as opposed to having to consider all available tasks in the environment.
3.1 Problem Formulation
Most multi-agent problems can be broadly defined with the following question:
Given an environment with a connected topology and with tasks distributed
over the environment, is there a strategy (or strategies) which the agents can em-
ploy such that all identified tasks are completed?
A good strategy would be one which is able to complete all tasks in the most efficient
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manner. An efficient strategy is one which is able to minimise certain criteria upon over-
all task completion, e.g., time taken for overall task completion, agent losses, amount of
resources and energy consumed, and surviving adversaries.
Russell and Norvig introduced a nice way to fully specify a task environment - us-
ing the PEAS description [161]. PEAS is an acronym for Performance, Environment,
Actuators, Sensors.
The performance measure is a measure of how well an agent is doing its job. This
is the most important factor of any multi-agent system. The performance measure must
accurately describe what the goal of the overall task is. All agents must either have
a common performance measure, or individual performance measure that contribute to
the overall performance measure of the multi-agent system. In the multi-agent schema
that will be later described, the performance measure that will be used will be further
described in Section 3.3 - the Utility Function. The Utility Function will be the perfor-
mance measure that all agents will try to maximise.
The environment will describe the nature in which the agents are to operate and
what restrictions and constraints there are. All assumptions to the environment will be
described in Section 3.1.1. Actuators and Sensors are the ”hands and legs” and ”eyes
and ears” respectively of the agents. We will collectively describe all assumptions of the
agents in Section 3.1.2.
3.1.1 The Task Environment
The environment consists of three main components:
1. The Environment represented by the map
2. The Tasks
3. The Agents
We consider an environment, E, which has a connected topology, i.e., there is no part
of the environment which cannot be reached from any other part of the environment.
This environment, E, can be represented by a finite, undirected, and connected graph
G = (V;E). V is the set of vertices (nodes) which represent locations of interest,
e.g., where tasks may be located at. E is the set of edges (links)which represent the
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connecting routes between vertices. These edges may vary in length or and thus affect
the time taken to travel from one vertex to another.
We make further assumptions to the environment:
1. Partially Observable - there is no a priori knowledge of the environment at the
start and the agents will not have access to the complete state of the whole envi-
ronment. Agents only discover tasks within their field of view.
2. Sequential - each action performed by an agent can affect future decisions
3. Known - there is complete knowledge to the type of tasks that are required to be
performed in the environment
4. Dynamic - the environment can be subjected to change while an agent is making
a decision
We let G represent the set of all required tasks in the environment, i.e., the Global
Overall Task List as further explained in Section 3.2.5. There are m number of tasks,
j where j = 1; 2;    ;m , that are required to be performed in the environment. There
could be varying types of tasks in the environment, e.g., lifting, opening a door, assem-
bling an item, and neutralizing an intruder. Each task has a physical location, j;(x;y),
within the environment, i.e., j;(x;y) 2 V or each task is located at one of the graph
vertices.
3.1.2 The Agents
The agents considered are fully autonomous. Decision making are to be carried out by
the agents in a completely decentralized manner. The decision making process of each
agent is similar.
Agents do not have the capabilities of communicating directly with one another.
However, an assumption is that each agent has communication access to a central database
- a global notice board, similar to that of a Blackboard Architecture [49,50]. This global
notice board primarily serves as an ”information dump centre”. It does not do any pro-
cessing of the data, and neither does it act as a global supervisor to tell the agents what
to do next based on the data it receives. The global notice board keeps track on the status
of tasks that have been discovered as the agents explore and perform their tasks in the
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environment. The notice board’s key function is to provide the agents information on the
status of all discovered tasks and when all tasks have been completed, thus serving as a
stopping criterion for a multi-agent system. The global notice board is further detailed
in Section 3.2.5.
Agents have limited Field of View (FoV) as determined by their sensors. The nature
of the environment and the tasks to be performed would determine the types of sensors
used. These sensors can range from those used for distance measurement and image
capturing, to those for odour detection, data reading, and luminance detection. Agents
are able to
 identify obstacles as well as free space within its own FoV;
 identify the different tasks as well as other agents within its FoV;
 determine the distance between itself and obstacles, task locations, and other
agents within its FoV;
 accurately localize itself with respect to its starting point;
 move around the map with perfect holonomic control; and
 perform at least one type of task that is required in the environment, whether alone
or in cooperation with other agents.
We letA represent the set of all existing agents that are part of the multi-agent system.
There are n number of agents, i, where i = 1; 2;    ; n , in the environment which are
part of the same multi-agent system.
3.2 The General Framework
With the problem formally defined in the previous section, we now introduce the general
framework in which any multi-agent system can utilise. We use a Divide and Conquer
approach. The map is dynamically divided into each agent’s Region of Influence (RoI)
based on the local information available to each agent. Within each divided region, the
agent only has to consider tasks within its own RoI when deciding which task to perform
next, i.e., the conquer part of the strategy.
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Divide Each agent has its own Region of Influence (RoI). An agent only has to con-
sider its next action based on the current information in its RoI. This is a simple way of
dividing the large environment into smaller regions where each agent only has to focus
on its RoI. The RoI of each agent is determined dynamically, i.e., it is recalculated at a
suitable rate when the agent is in motion.
Agents will be able to perceive certain tasks within their Field of View (FoV). This
is the most basic method of our Divide strategy where the agent’s FoV will demarcate
its RoI1. Depending on the agents’ spatial configurations, there can be tasks which fall
in more than one agent’s FoV. As agents perform local task selection based on what
is available to them in their FoV, there has to be a mechanism to ensure that no two
agents end up selecting the same task to perform. This is where we upgrade each agent’s
divided region of influence from that of its FoV to that which is based on its Voronoi
Tessellation. Agents perform Local Voronoi Decomposition (LVD), based on distance,
to determine which tasks belong to its local region. Using Voronoi Tessellations will
ensure that there is no overlap in spatial regions, thus no overlap in task selection.
Voronoi decompositions only make use of spatial information. There are other im-
portant factors, apart from the distance to task, which agents should consider when per-
forming task selection, e.g., the agent’s current resources, the agent’s task specialization,
the task priority. We show how this decomposition can be done using the tasks’ Util-
ity Values as perceived by each agent. The Local Voronoi Decomposition using Utility
Values (LVDU) provides a richer and more efficient means of segregating tasks among
agents. Thus, the FoV, the LVD, and the LVDU, are different methods of determining an
agent’s RoI, which will be further explained in Section 3.2.3.
Conquer Once agents have determined their own RoI, the next step is for the agents
to select which task to perform. In the most basic case, it would be based on the time
taken to perform the task. In an exploration scenario, a possible task would be to move
to one of the points on the frontier [102,104,105,108] - the boundary between explored
and unexplored spaces.
A richer criterion to determine which task to perform next would encompass more
1The Field of View (FoV) always refer to the region within an agent’s sensor limits. The Region of
Influence (RoI), on the other hand, always refer to the region in which an agent will use for consideration
during task selection.
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Figure 3.1: Divide And Conquer Strategy for Task Selection. Each column presents the
possible variations of the overall strategy.











Figure 3.2: Voronoi Decomposition of 10 random points
factors apart from the time taken to complete the task. This would be the Utility Value
of the task as previously mentioned.
Figure 3.1 summarises the different sub-strategies involved in the overarchingDivide
and Conquer approach. In each column of Figure 3.1, the lower sub-strategies involve
richer task selection properties. The final strategy presented will be that of LVDU +
Utility.
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3.2.1 Voronoi Tessellations
LetX define a map space on an Euclidean plane. Let P = fp1; p2;    ; png be a set of n
distinct points (sites) found on this Euclidean plane, where pi 2 X and i  n. Each site,
pi, has a corresponding Voronoi region, Ri. Ri is the set of all points in X such that the
distance of these points to pi is shorter than their distance to all other sites in P . In other
words, if d(x; pi) denotes the Euclidean distance between a point x and the site pi, then
the Voronoi region of a site pi is
Ri = fx 2 Xjd(x; pi)  d(x; pj) 8j : j 6= ig (3.1)
Simply put, if a point on a map is nearer to the site pi than to any other site, it belongs
to the corresponding Voronoi region of Ri. Figure 3.2 shows a visual illustration of a
Voronoi diagram for ten random sites.
In our application, the current position of each agent is a site and the agents’ Voronoi
regions change as the agents traverse the environment. The Voronoi regions are thus re-
computed dynamically, with the information within each region updated continuously,
at a computationally achievable update rate.
3.2.2 The Agent Architecture
Each agent follows the same architecture for its decision-making process. This archi-
tecture focusses on the decision making in task selection and does not include the algo-
rithms in the actual task execution. The underlying assumption is that each agent will be
able to execute the task if it has been designed to do so. This allows for easy scalability
as there is no need for unique agents, e.g., leaders, etc. This also allows for ease of
implementation as agents can use the same software architecture.
We now examine a simple agent performing task selection. An agent uses a set of
preconditioned rules (or if-then-else rules) to determine its next action based on its cur-
rent percept of the environment. An agent’s current state is dependent on what the agent
perceives in its field of view (FoV). Together with this set of preconditioned rules, an
agent will be able to determine which task to next select based on its current state. Fig-
ure 3.3 shows a version of a simple agent, which is modified from the ”reflex” agent
in [161]. In the diagrammatic schema of the agent’s decision making process, rectan-
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Figure 3.3: General architecture of an agent.
gles denote the process of decision making while ellipses denote any other underlying
precondition necessary in the instance of decision making.
Although the environment hasm tasks and n agents, an agent’s FoV will only allow
it to see a fragment of this. Thus the current state of an agent of notable concern should
break down to the tasks and agents within its FoV. For an agent to accurately perform
task selection, it will have to take into account the tasks available in its FoV. Taking into
account the presence of other agents within its vicinity will allow the agent to select a
task such that it does not overlap with another agent’s selected task. An agent’s current
resources is also an important factor of the agent’s current state. It not only determines
whether an agent is able to perform a task, it is also a gauge on how many more times
the same task can be performed given its limited resources. For example, the task of
replacing worn out bolts of car tyre rims require 5 new ones. An agent carrying 23 bolts
will be able to perform such a task 4 times. The range of tasks which an agent can select
from is also limited by the agent’s task capabilities. Most agents may not be designed to
do all possible tasks.
The agent architecture in Figure 3.3 is modified to include these important factors
which an agent must consider when performing task selection and this is shown in Fig-
ure 3.4. The most important addition is that of the Utility Function. This acts as the
performance measure for the agent.
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Figure 3.4: Architecture of a utility-based agent.
We digress slightly to make a comment on the rationality of an agent. Russell and
Norvig in [161] succinctly describes the rationality of an agent:
For each possible percept sequence, a rational agent should select an action
that is expected to maximise its performance measure, given the evidence
provided by the percept sequence and whatever built-in knowledge the agent
has.
We thus focus on the part where the rational agent has to maximise its performance
measure. In the agent architecture in Figure 3.4, the performance measure is our Utility
Function. With the help of the Utility Function, the agent would be able to determine
which of the available tasks within its FoV would result in the most Utility, and hence
the most desirable task for the agent to perform. The Utility Function is described in
detail in Section 3.3.
3.2.3 Region of Influence
Agents’ Region of Influence can either be determined by their:
 Field of View (FoV),
 Local Voronoi Decomposition (LVD), or
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 Local Voronoi Decomposition using Utility Values (LVDU).
Determining an agent’s RoI is important as it will identify which tasks the agent
needs to consider during task selection. Using the FoV simply considers every task
in sight. The LVD approach ensures that no two agent will consider overlapping tasks.
However this approach is based purely on distance of agent to task. The LVDU approach
relaxes the notion of Voronoi regions by considering agents’ task Utility Values, which
also factors in an agents’ distance to task, in determining an agent’s RoI. This approach
also ensures that no two agents will have overlapping tasks in their RoI, unless the Utility
Values are exactly the same, in which case a tie-breaker is used, e.g., the agents are
arranged in a priority list based on their ID.
Example Figure 3.5 shows how the RoI of agents differ using the three different ap-
proaches, with each row illustrating a different approach. The agents’ RoI will determine
their corresponding Local Task Lists, which will be further explained in Section 3.2.5.
The Figures in the left and the right columns depict the agents before and after, respec-
tively, performing a selected task. Two agents, 1 and 2, have their RoI indicated by
dashed lines in the first (FoV) and the second (LVD) rows. As the RoI of the agents using
the LVDU approach (third row) need not correspond to actual spatial Voronoi regions,
dashed lines from tasks to agents indicate the tasks belonging to their respective agents’
RoI, i.e., a task will have a dashed line to an agent if the task provides a higher Utility
Value to that agent as compared to all other agents within its FoV. In this example, the
two agents are heterogeneous. Agent 1 has a wider FoV, as indicated by the larger solid
white portion. It also carries more resources than agent 2. All tasks (1; 2;    ) in this
example require the same amount of resources and time to complete. As agent 1 is
able to perform more tasks by virtue of it carrying more resources, agent 1 has more
options in task selection than agent 2. This is reflected in the RoI of agents 1 and 2
in Figures 3.5(e) and 3.5(f), which is based on the Utility Values of the tasks as seen by
each agent. Task selection, as indicated by solid arrows in Figures 3.5(a) and 3.5(c), is
based on the time taken to complete the task, which mainly differs in the time taken to
travel to the task. Task selection in Figure 3.5(e) is based on the Utility Value of the task.
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(a) RoI based on FoV - Before (b) RoI based on FoV - After
(c) RoI based on LVD - Before (d) RoI based on LVD - After
(e) RoI based on LVDU - Before (f) RoI based on LVDU - After
Figure 3.5: Agents 1 and 2 with their corresponding Local Known Task lists, LK1 and
LK2 as indicated by their Regions of Influence. Each row presents a different method in
determining the RoI of the agents. The figures in the left and right columns depict the
agents before and after performing a selected task, as indicated by the solid arrows in the
left column. Tasks are shaded upon completion. The RoI of the agents are indicated by
the regions with dashed lines. The solid white areas represent the agents’ FoV.
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3.2.4 Defining Tasks
In an environment with an unknown number of tasks, determining when all the tasks
have been discovered and completed is not trivial, or simply put ”how does an agent
know when to stop?” In a search and rescue scenario, where the overall task is to locate
and evacuate 7 persons, agents will know that their overall task is completed when they
have found 7 persons in total. It is not as straightforward if there is an unknown number
of persons to be found. In such a case, the additional task of exploration is essential.
Exploration of the environment, though not the primary goal, is necessary to ascertain
if there are any more persons to be rescued. Only when the environment is completely
explored, can the agents conclude with certainty that there are no more persons left to be
rescued.
Unless there is prior knowledge of the exact number of tasks in the environment or
that tasks are placed in a manner such that there is direct line-of-sight (or perception)
between each task, the task of exploration becomes essential despite not being a primary
goal. Hence, it is important how tasks are defined as it affects the agents’ ability to know
when all tasks are completed and stop.
We have previously defined that the environment, E, can be represented by a finite
undirected connected graph G = (V;E). There are m number of tasks with each task
being located on a vertex in V . Any exploration strategy that is able to cover all vertices
in V would thus ensure that all tasks in the environment are discovered, and hence a
stopping option for the multi-agent system would be available. The Frontier-Based ap-
proach [104] to the exploration problem is one way to ensure that all the vertices in G
are explored.
There are scenarios where the environment involves tasks which are dynamic, i.e.,
1. changing task locations,
2. recurring tasks, or
3. new tasks being introduced into the environment.
Patrolling, as opposed to a single-cycle exploration, in such scenarios will allow a
continual identification of available tasks in the environment. The patrolling task can
be seen as a continuous exploration task where the goal would be to minimise the time
spent between successive visits on all vertices of a graph.
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3.2.5 Task Lists
In an environment with m tasks, there has to be a clear method of keeping track of
which tasks have been discovered, completed, and left undone. This is essential as the
way the tasks are being recorded will affect an agent’s task selection process. A proper
housekeeping of task lists will also play a part in the agents knowing when to stop, i.e.,
when all tasks are completed. The task for the multi-robot system must be properly
framed so that the stopping condition can be properly formulated. Although details of
the tasks may not be known a priori, the general objective must be known. For example,
an objective of searching injured victims in a building must include exploration in the
task list, although not explicitly stated in the problem of finding injured people or targets,
wherein the number of targets are not known a priori.
Being able to determine what constitutes as a task is important as this will greatly
affect how the agents will know when to stop.
We use two general types of task lists:
 Global Task List - all agents have read/write access to this via the Global Notice
Board
 Local Task List - individual agent’s list based on agent’s Region of Influence
(RoI)
G represents the set of all existing tasks in the environment. This includes both tasks
that have already been discovered and tasks which have yet to be discovered. Agents
have access to a Global Notice Board where the Global Known Task List, GK is
stored and updated. The Global Known Task List is made up of the Global Discovered
Task List and the Global Completed Task List. The Global Discovered Task List, GD
is populated by agents as they discover new tasks which need to be completed. The
Global Completed Task List, GC keeps track of tasks which agents have completed.
When a task is completed, it is moved from GD to GC . Figure 3.6 illustrates this.
The Global Undiscovered Task List, GU represents the set of tasks in the environ-
ment which have yet to be discovered. This list is conceptual and cannot be stored on
the Global Notice Board unless the tasks are known a priori. We now have the following
relations:
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Figure 3.6: When a new task, n, is discovered, the task is added to the Global Discov-
ered Task List. When an already discovered task, c, is completed, it is removed from
the Global Discovered Task List and added to the Global Completed Task List.
G = GK [GU (3.2)
= GD [GC [GU (3.3)
GU = GK = GD [GC (3.4)
Figure 3.7 illustrates the relationships in Equations 3.2 to 3.4 in a Venn diagram.
For a single agent, i, its corresponding local task lists are:
 Local Known Task List, LKi - list (or set) of both uncompleted (but discovered)
and completed tasks within the agent’s RoI
 Local Discovered Task List, LDi - list of uncompleted (but discovered) tasks
within the agent’s RoI
 Local Completed Task List, LCi - list of completed tasks within the agent’s RoI
Figure 3.7: Venn Diagram of the relationship between G, GK , GD, GC , and GU .
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We thus have the following relations:
LKi = f 2 G j 8  within RoI ofig
LKi = LDi [ LCi (3.5)
When an agent traverses the environment, its Local Task Lists change according to
its RoI. Because of this, the Global Discovered Task List is further subdivided into the
Global Discovered Task List within view, GDV , and theGlobal Discovered Task List
out of view, GDV , i.e.,
GD = GDV [GDV (3.6)
Also, the Global Completed Task List is likewise subdivided into the Global Com-
pleted Task List within view, GCV , and the Global Completed Task List out of view,
GCV , i.e.,
GC = GCV [GCV (3.7)
For a multi-agent system with n agents, the Global Discovered Task List within view
is the union of all agents’ Local Discovered Task Lists, i.e.
GDV = LD1 [ LD2 [    [ LDn  GD (3.8)
Also, the Global Completed Task List within view is likewise the union of all agents’
Local Completed Task Lists, i.e.
GCV = LC1 [ LC2 [    [ LCn  GC (3.9)
Figure 3.8 is a visual representation of the different task lists as previously mentioned
and how they relate to one another. All information pertaining to the Global Known Task
List, GK , will be written to the Global Notice Board. When an agent discovers a new
task, it is updated to the Global Discovered Task List, GD. When an agent completes a
task, it is moved from the Global Discovered Task List, GD, to the Global Completed
Task List,GC . As the Global Known Task List keeps track of all encountered tasks (com-
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Figure 3.8: Visual representations of the Global Task List and an agent’s Local Task List.
The Global Discovered Task List contains a list of uncompleted tasks and it is updated
with an agent’s Local Discovered Task List. The Global Completed Task List is updated
with an agent’s Local Completed Task List
pleted and uncompleted), only a subset of it is within the agents’ view, as determined by
their collective FoV.
Example Figure 3.5 illustrates how the task lists are used as agents discover new tasks
and perform them. Figures 3.5(a), 3.5(c) and 3.5(e) show 2 agents (1 and 2) at the
beginning with a total of 5 tasks within their FoV. 3 different approaches for defining
the agents’ RoI are used - FoV (Figure 3.5(a)), LVD (Figure 3.5(c)), and LVDU (Fig-
ure 3.5(e)). After the task selection process, Agents 1 and 2 will head towards the
tasks indicated by the solid arrows. At this point (before task execution), we have the
following tasks lists indicated in Table 3.1.
Task List FoV LVD LVDU
LK1 f1; 2; 5; 6g f2; 5; 6g f1; 2; 4; 5; 6g
LK2 f1; 3; 4; 5g f1; 3; 4g f3g
GDV = LK1 [ LK2 f1; 2; 3; 4; 5; 6g f1; 2; 3; 4; 5; 6g f1; 2; 3; 4; 5; 6g
GDV ? ? ?
GD = GDV [GDV f1; 2; 3; 4; 5; 6g f1; 2; 3; 4; 5; 6g f1; 2; 3; 4; 5; 6g
GC ? ? ?
GK = GD [GC f1; 2; 3; 4; 5; 6g f1; 2; 3; 4; 5; 6g f1; 2; 3; 4; 5; 6g
Table 3.1: Various Task Lists before task execution in Figures 3.5(a), 3.5(c), and 3.5(e).
Figures 3.5(b), 3.5(d) and 3.5(f) show the same two agents just after completing their
tasks for FoV, LVD and LVDU respectively. The completed tasks are indicated by the
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shaded boxes in the figures. There is a change of tasks within their RoI as the agents
move. At this point, we have the updated task lists as indicated in Table 3.2.
Task List FoV LVD LVDU
LK1 f1; 4; 5; 7; 8g f1; 5; 8g f1; 4; 5; 7; 8g
LD1 f1; 7; 8g f1; 8g f1; 4; 7; 8g
LC1 f4; 5g f5g f5g
LK2 f1; 4; 5; 7g f4; 7g f3; 9; 10g
LD2 f1; 7g f7g f9; 10g
LC2 f4; 5g f4g f3g
GDV = LD1 [ LD2 f1; 7; 8g f1; 7; 8g f1; 4; 7; 8; 9; 10g
GDV f2; 6g f2; 6g f2; 6g
GD = GDV [GDV f1; 2; 3; f1; 2; 3; f1; 2; 4; 6;
6; 7; 8g 6; 7; 8g 7; 8; 9; 10g
GC f4; 5g f4; 5g f3; 5g
GK = GD [GC f1; 2; 3; 4; f1; 2; 3; 4; f1; 2; 3; 4; 5;
5; 6; 7; 8g 5; 6; 7; 8g 6; 7; 8; 9; 10g
Table 3.2: Various Task Lists after task execution in Figures 3.5(b), 3.5(d), and 3.5(f).
3.2.6 Local Voronoi Decomposition Algorithm
Our strategy uses the Divide and Conquer approach. Agents make use of local informa-




Get Region The agent has to first determine its Region of Influence, as previously
described in Section 3.2.3. This step identifies all the uncompleted tasks within its Field
of View (FoV), and determines which subset of that to next consider for task selection.
The most simplistic form of determining the RoI is by using the agent’s FoV. To ensure
that there are no overlapping RoI among agents, Local Voronoi Decomposition (LVD)
is used to determine the agent’s RoI in the Get Region phase. The RoI is determined
based on the distance to the tasks within an agent’s FoV. The Global Discovered Task
List, GD, is updated with the tasks in the agent’s RoI.
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Task Selection The agent then selects tasks within its RoI based on the tasks’ Utility
Values. If there is only one task in its RoI, that task is selected. If there is more than one
task, the task with the highest Utility Value is selected. Tasks which are completed are
updated in the Global Notice Board, i.e., they are removed from the Global Discovered
Task List, GD, and added to the Global Completed Task List, GC . If there are no tasks
within an agent’s RoI, it then goes into search mode to determine what it should do next.
Figure 3.9 illustrates our algorithm in a flowchart. Dashed lines in the figure rep-
resent direction of information flow. Details of a sample pseudocode are provided in
Algorithm 4.
Figure 3.9: General Framework of a Single Agent
The alternate approach of determining the RoI is by using the tasks’ Utility Values.
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Algorithm 4: Local Voronoi Decomposition with Task Selection using Utility Val-
ues
1 begin
2 Initialise: GD = ?, GC = ?
3 In local Field of View, identify tasks and other agents
4 Get Region Step // populate Local Discovered Task List,
LDi
5 foreach uncompleted task, j , within FoV do
6 if task is nearer to itself as compared to all other agents within FoV then
7 Add j to LDi // mark task as within region
8 end
9 end
10 GD  GD [ LDi // Global Discovered Task List updated
11 Task Selection Step
12 switch jLDij do // number of uncompleted tasks in region
13 case 1
14 PERFORM the only uncompleted task
15 Remove task from GD // Update Global Discovered
Task List
16 Add task to GC // Update Global Completed Task List
17 case  1
18 PERFORM the uncompleted task with highest Utility Value
19 (randomly break ties in cases of ties)
20 Remove task from GD




25 go to 3
26 end
This takes many more factors into account on top of the distance to the tasks, as further
described in Section 3.3. A sample pseudocode for determining the RoI with Local
Voronoi Decomposition using Utility Values (LVDU) is shown in Algorithm 5.
Search Mode It is possible for agents to have completed all tasks within their RoI but
there may still be uncompleted tasks elsewhere in the environment, out of the agents’
FoV. This is where the use of the Global Notice Board comes into play. The Global No-
tices Board keeps track of all uncompleted (but discovered) and completed tasks. If an
agent does not have any uncompleted tasks within its RoI, it then performs a task in the
Global Discovered Task List, GD, with the highest Utility Value. When the Global Dis-
covered Task List becomes empty, it implies that all tasks in the environment have been
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Algorithm 5: Get Region - Local Voronoi Decomposition using Utility Values
(LVDU)
1 begin
2 Get Region Step
3 foreach uncompleted task, j , within FoV do
4 if no other agent (in FoV) achieves a higher Utility Value (U(j; i)) to
perform the task then




completed, and signals to the agents to stop. The Global Discovered Task List includes
unexplored regions (as tasks) on the frontier. Thus, when this list is empty, it implies
that the region has been completely explored and that there are no more undiscovered
tasks (Section 3.2.4). The exception is when the overall goal is to continually perform
all tasks, e.g., the patrolling problem [162], the cleaning problem [24], and at the same
time minimise the time delay between successive completion of the same tasks. In such
a case, there is a continuous cycle for all agents and no stopping condition, in contrast
to the case where the agents have to cycle through all tasks once and stop when all tasks
are completed. In a continuous cycle, agents will perform the oldest completed task in
the Global Completed Task List, GC , when there are no other uncompleted tasks in its
RoI. The pseudocode for the Search Mode is in Algorithm 6.
For implementation purposes, the algorithm can be modified to minimise certain
computation steps. Rather than computing all other agents’ task Utility Values while
determining an agent’s RoI, it can be combined in the task selection process. As such,
the algorithm can be modified to Algorithm 7.
3.3 Utility Function
There may be many possible tasks a single agent can perform at any given time. Certain
tasks are more desirable as compared to other tasks, e.g., an agent designed specifically
to polish the floor would prefer the task of polishing over the task of map exploration.
TheUtility Function U(j; i) expresses the desirability of an agent (i) performing
the task (j), where U(j; i) 2 [0; 1] with x 2 [0; 1]  x 2 Rj0  x  1j. A Utility
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Algorithm 6: Search Mode
1 begin
2 Search Mode
3 if GD = ? then
4 if Continuous Cycle then
5 if LCi = ? then
6 PERFORM oldest completed task in the Global Completed Task
List, GC
7 else







14 PERFORM a task from GD with the highest Utility Value
15 Remove task from GD
16 Add task to GC
17 end
18 end
Value of 0 would mean that a particular task is really not worth doing or impossible
for the agent to perform and a utility value of 1 would mean that the task is the most
desired one to be performed. The Utility Value is not intrinsic to the task but is specific
to the agent, i.e., the same task may result in different Utility Values for different agents.
There are several factors that affect the utility value of performing a certain task and we
have broadly identified five utility factors to characterise the utility function. We call it
TRAP-F:
1. Time, t - the total amount of time taken to completely perform the task
2. Resources, r - the amount of resources the agent will be left with to perform other
tasks
3. Appropriateness, a - the suitability of the agent to properly handle and execute
the task, taking into account agent specialization and heterogeneity
4. Priority, p - the importance of the task
5. Feasibility, f - the feasibility of the agent being able to perform the task
50
3.3. Utility Function
Algorithm 7: Local Voronoi Decomposition using Utility Values with Task Selec-
tion using Utility Values (LVDU + Utility)
1 begin
2 Initialise: GD = ?, GC = ?
3 In local Field of View, identify tasks and other agents
4 Arrange tasks in descending order of Utility Value and populate the Local
Discovered Task List, LDi
5 GD  GD [ LDi // global discovered task list updated
6 %% Stopping Criteria %%
7 if LDi = ? then
8 if GD = ? then
9 if Continuous Cycle then
10 if LCi = ? then
11 PERFORM oldest completed task in the Global Completed
Task List, GC
12 else







19 PERFORM a task from GD with the highest Utility Value
20 end
21 else
22 foreach task, j , in LDi do // based on order of utility
values as computed in 4
23 COMPUTE other agents utility values within FoV, i.e., U(j; i)
24 if no other agent (in FoV) requires a greater Utility Value then
25 PERFORM task, j
26 go to 3
27 end
28 end
29 PERFORM a task from GD which is not in LDi with the highest Utility
Value
30 end




The Utility Function would thus be a function of the above five utility factors, i.e.,
U(j; i) = f(t; r; a; p; f). The Utility Function is constrained within the range of
[0; 1] to allow ease of modification to the Utility Function as well as ease of adapta-
tion to other methods or algorithms, e.g., probabilistic methods can make use of the
Utility Function since it is already in the range of [0; 1]. As we want the Utility Function
to be constrained within the range [0; 1], the values of the individual utility factors will
also be within the range of [0; 1] and normalised when necessary for this to be so, i.e.,
U(j; i) = f(t^; r^; a^; p^; f^).
To constrain the Utility Value to be within the range of [0; 1], the Utility Function
takes the following form.
U(j; i) = [wt(1  t^) + wrr^ + waa^+ wpp^]f^ (3.10)
where the utility factors, t^; r^; a^; p^; f^ 2 [0; 1]
and their corresponding utility weights have the following relation
wt + wr + wa + wp = 1 (3.11)
The hat ( ^ ) symbol is used to denote the respective normalised values.
The five utility factors are selected to best describe the relationships between a) the
task, b) the agent, and c) the other agents. It is also noteworthy that constraining the indi-
vidual factors to the range of [0; 1] allows for ease of adding and/or removing individual
factors if needed, while maintaining the summation of the remaining utility weights to
be unity in Equation 3.11.
High values of the resources factor (r^), the appropriateness factor (a^), and the priority
factor (p^) will result in high values of the Utility Function. The time factor (t^) is an
exception. It is more desirable for a task with a shorter completion time to yield a higher
utility value. Thus the time factor appears as (1   t^) in Equation 3.10. The feasibility
factor (f^ ) is a simple binary indication of whether the agent can carry out the task or not,
and thus appears as a multiplication to the other factors. f^ = 0 represents a non-feasible
task, and so the utility value of such a task will therefore be zero.
The principle of Maximum Expected Utility [163] states that an agent acting ratio-
nally will choose actions such that the agent’s expected utility is maximised. And in
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this case, the agent will select a task that will maximise its utility value given the Utility
Function, i.e.,
Selected Task = argmax
82LDi
U(j; i) (3.12)
where LDi represents the set of available tasks within the Region of Interest (RoI) of
agent i.
3.3.1 Time, t^
We let the notation itj represent the time taken for agent i to complete task j . This is
the sum of the following:
1. Time taken to reach task location, it!j
The time it!j taken for agent i to reach the location of task j is dependent on
various things, e.g., the heuristic used to compute the shortest path to the task
location, the motion model of the agent, the terrain of the map, and whether or not
there is any traffic or obstacles involved. This is the amount of time which will be
spent before the actual task can be started.
2. Time taken to complete task, it"j
The time it"j taken for agent i to complete task j is defined as only the time taken
to perform the task and does not include the time taken by the agent to reach the
task location. This time may itself involve motion, e.g., exploration, transporting
of goods, and military escort.
Thus, the total time taken to complete task j comprises the time taken to reach the
location where the task is to be performed and the time taken to complete the task.
itj =
i t!j +i t"j (3.13)
We let LDi represent the set of available tasks which are within an agent’s (i) RoI
or the set of tasks which the agent is taking into consideration to decide its next action.
jLDij represents the cardinality of the setLDi, i.e., the number of members ofLDi. tmax
represents the task within LDi (or available tasks within the agent’s RoI) which requires
the longest total time, represented by itmax, to complete. Likewise, tmin represents the
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Figure 3.10: 3 tasks (1; 3; 5) are in the FoV of agent 1. Their total completion time
are 10s, 20s, and 50s respectively. This figure shows how the normalised task times for
the 3 tasks are obtained.
task which requires the shortest total time for completion, with the corresponding time
represented by itmin.
tmax ; tmin 2 LDi
The time factor of the Utility Function, or the total time taken for an agent (i) to
perform task (j) is normalised to within the range [0,1] using:
it^j =
8><>:1 if jLDij = 1itj itmin
itmax itmin if jLDij > 1
(3.14)
Example An agent has tasks #1, #3, and #5, within its RoI, i.e., LD1 = f1; 3; 5g.
Each of the tasks has a corresponding completion time of f1t1 = 10s;1 t3 = 20s;1 t5 =
50sg. Figure 3.10 shows how the normalised task times are computed to be f0; 0:25; 1g
by using Equation 3.14.
If there is only one task in the agent’s RoI, the normalised time will always be 1.
Likewise, if there are two tasks in the agent’s RoI, the normalised times of the tasks will




The term resources refers to the amount of resources an agent will be left with after per-
forming a task. This will determine how many more tasks the agent is able to perform in
the future once the current task is completed. This factor is a measure of the agent’s fu-
ture usefulness based on the amount of resources consumed if the agent were to perform
a particular task. The resources factor is dependent on
1. the amount of resources used to perform the task, and
2. the amount of available resources the agent currently has.
Different tasks require differing amounts of resources. For example, crushing a soda
can will consume a certain amount of the agent’s battery power while Traveling to the
nearest frontier as an exploration task will consume even more of the agent’s battery
power. Engaging and neutralising an enemy intruder may require a minimal amount of
ammunition on top of battery power. Painting a wall will require a certain amount of
paint for the job.
In a multi-agent system comprising various agent-types, agents will have varying
battery capacity as well as other available resources to perform tasks. An agent with
insufficient resources to complete a task will find such a task undesirable, i.e., to this
agent, the task will have a utility value of 0. A task that requires little resources or leaves
the agent with a lot of ”leftover” resources would be more desirable and thus yield a
higher utility for that agent. If we were to think about it, every possible task would
consume some amount of resources, even if negligible.
We model the resources factor of the utility function as how replicable 2 the same
task is given the agent’s current resources. The replicability of a task is dependent on
the amount of resources required to perform the task, as well as the amount of resources
available to the agent. In the most generic case, a task requires n different types of
resources. As the Utility Function is used by an agent to compare the different Utility
Values of itself and other agents within its FoV performing the same task, it is thus
needful for the agent to know the amount of available resources other agents within its
FoV have as well. Thus, agents will update the Global Notice Board with the amount of
available resources they have.
2Replicability in this work refers to how many times the same task can be executed, given the current
resources of the agent.
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We define the following:
Demand Dj = fd1; d2;    ; dng denotes the set of the amount of resources required for
the task j to be performed.
Supply iYj = fy1; y2;    ; yng denotes the set of the current amount of resources the
agent i has available, which are needed to perform the task j3.
We now have the following relations:
jDjj = jiYjj = n
dk = yk ; k = 1; 2;   n
where dk = yk indicates that the elements in the respective resource sets have a 1-to-1
correspondence. jDjj and jiYjj represent their respective cardinalities.
If rk represents the number of times the task can be performed by an agent when
considering the kth required resource, then rk is given by
rk =
8><>:byk=dkc if yk  dk0 if yk < dk (3.15)
where
byk=dkc = floor(yk=dk)
The replicability of a task is limited by the type of resource required which has the
lowest rk value, or rmin given by
rmin = min
k
rk ; k = 1; 2;   n (3.16)
This value can theoretically be in the range of [0;1]. To keep its value within the




3Note that the set iYj contains only the types of resources required for the particular task j . The agent
may have more types of resources available to it than those contained in iYj .
56
3.3. Utility Function
Example A particular task (5) of engaging and neutralising an enemy intruder re-
quires the following resources,D5 = f1AH; 30 5.56mm ammunition; 1 flashbangg.
An agent (2) has the required resources in supply to perform the task, i.e.,
2Y5 = f150AH; 100  5.56mm ammunition; 2  flashbangsg. For all three different
types of resources, yk  dk. From Equation 3.15, we calculate the values for rk as
r1 = 150
r2 = 3
r3 = 2 min value
Giving







The appropriateness utility factor broadly refers to how well a match it would be for an
agent to perform a particular task. This depends on
1. the agent’s specialization, and
2. the agent’s success rate.
Agent Specialization, as
The agent specialization factor refers to the repertoire of tasks the agent is capable of
performing, e.g., exploration, engage and neutralise enemy intruders, and bomb disposal.
In an environment with multiple task types, an agent which is capable of performing a
wide variety of tasks is certainly more useful than one which is capable of performing
only a few or just a single task. Such an agent, with multiple specializations, should
preferably be kept free as much as possible, so that it is available to perform subsequent
tasks which other agents may not be able to perform.
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Figure 3.11: Agents 1 and 2 have the specializations sets of S1 and S2 respectively. As
agent 1 is able to perform 2 other tasks, it is more desirable for agent 2 (as indicated
by the star) to perform the task 1.
We let Si denote the set of specialized tasks that an agent i is capable of performing.
When a task comes within the field of view of two agents both of which are have the
capability of performing the task, it is more desirable for the agent which is capable of
performing a wider range of tasks to remain free. This increases the probability of the
next discovered task to be performed.
Example In Figure 3.11, the task 1 appears in the FoV of two agents, 1 and 2. The
agents have the specializations sets of S1 = f1; 2; 3g and S2 = f1g respectively. As
agent 1 is able to perform 2 other tasks, it is more desirable for agent 2 to perform
the task 1 in this situation. This allows agent 1 to be free to perform the next available
task, which could possibly be tasks 2 or 3.
The desirability of an agent performing a task is dependent on the size of the agent’s
range of tasks, i.e., Si. The agent specialization factor of the Utility Function, for an





where jSij is the cardinality of the set Si, or the number of tasks which the agent is spe-
cialised in.
Different tasks may have different occurrences in a given environment. This is known
based on (1) the prior knowledge of the known, or estimated, frequency of occurrences
of the tasks in the environment, or (2) the estimated task frequency as the environment is
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Figure 3.12: Agents 1 and 2 have the specializations sets of S1 and S2 respectively.
Task 3 appears in both agents’ FoV. It is more desirable for agent 2 to perform task 3
as compared to agent 1.
being explored and tasks are discovered. Agents can only perform tasks which are part
of their specialization set, Si, and tasks within their RoI. As such, it is more desirable for
an agent to perform a task which is still more abundantly available in the environment
as opposed to one which is the only one left or which have only a few others of the
same type left in the environment. Doing this leaves a wider variety of tasks in the
environment, and thus a higher probability for other agents to perform. This probability
can be estimated based on a priori knowledge of the environment or from the frequency
of discovered tasks during the exploration process.






where Nj is the known, or estimated, number of tasks j remaining to be done in the
environment.
Example Figure 3.12 shows a snapshot of an environment at a particular instance.
Agents, 1 and 2, have specializations sets of S1 = f1; 3g and S2 = f3; 4g respec-
tively. The value of Nj indicates the total number of task j which have been discovered
in the environment. There are a total of 22 available tasks to be performed. Currently,
task 3 appears in the FoV of both agents. From Equation 3.20, we calculate the values
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There are few tasks which agent 2 can perform in the environment, i.e., a total of
two. Agent 1, on the other hand, can perform 11 of the possible tasks in the environ-
ment. Assuming ceteris paribus, it is more desirable for agent 2 to perform task 3 over
agent 1. Agent 1 would have the option to perform task 1 which agent 2 is unable
to do, and which occur more often as compared to task 3.
Agent Success Rate, ar
The agent success rate is the probability that the agent will be successful when allo-
cated a type of task. The range of values ar can take is (0; 1], excluding the value of
zero. A value of zero indicates that the agent is definitely incapable of performing the
task which will then be reflected in the feasibility value (to be discussed later in Sec-
tion 3.3.5). If more than one agent is required to perform the task, this would reflect the
joint probability in successfully performing the task.
i
jar = P (Successful Execution of Task) (3.21)
Agent Task Performance, am
Given that the agent(s) is successful in performing a task, the agent task performance
is a measure of how well the task is executed. It could be a measure of how clean a
tile is given a cleaning task [24], or how well-polished an aircraft canopy is given a
polishing task [164, 165], or how much information is gained from object tracking in
video-surveillance [166].
How well the agent is matched to the task and the expected performance will depend
on both the agent(s) involved and the task. We thus have
i




f(i; j) 2 (0; 1]
For some categories of tasks, the task performance value may not take on a range
of values but always take the value of 1. For example, in the task of neutralising an
intruder, successful completion depends only on the Agent Success Rate, ijam, for the
task, or the probability of the agent in successfully neutralising the intruder. In terms of
task performance, given that the agent is successful in performing the task, the intruder
will be neutralised and the agent performance value will be 1. Likewise, in the example
of turning a lever, for which the outcome is either a success or a failure, the probability
of success will be taken care of in the Agent Success Rate. The Agent Task Performance
value in such a case will also be 1.
The Agent Task Performance value provides richness to the Appropriateness utility
factor when applicable, otherwise it will take on the value of 1 and Appropriateness will
depend only of the Agent Success Rate.
Appropriateness Utility Factor, a^
The normalised appropriateness factor of the Utility Function, for an agent (i) perform-
ing a task (j), is given by
ia^j =
i
j as ij ar ij am (3.23)
3.3.4 Priority, p^
Different tasks will have differing priorities. Exploration and patrolling are necessary
tasks but when there is an enemy intruder or a fire outbreak, dealing with the enemy
or putting out the fire will take higher priority over exploration and patrolling. In a
patrolling task, areas which have been recently visited by an agent will be of lower
priority for an immediate visit as compared to areas which have not been visited for
some time. The priority utility factor can be user-defined or learnt from experience, and
is normalised to within the range of [0; 1]. For an agent i performing a task j , the
Priority utility factor is written as
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ip^j 2 [0; 1] (3.24)
3.3.5 Feasibility, f^
The feasibility of a task being performed is largely dependent on
1. the number of agents needed to perform the task, and
2. fulfilment of all task pre-requisites.
Minimum Number Some tasks require at least a minimum number, greater than one,
of agents before they can be performed. For example, the task of competing in a football4
match will require eleven agents. The task of engaging the enemy in battle, if adhering
to the conventional balance of the 3:1 Rule [167], will require a minimum of 3 agents
for every enemy. The task of evacuating a single casualty may require the cooperation of
two or more agents. In such cases, if the minimum number of agents are not available,
then it becomes not feasible to perform the task.
Task Pre-requisites There are some tasks which are dependent upon other tasks, the
pre-requisites, being completed before they can be performed. For example, the depen-
dent task of transporting food back to base cannot be performed until the pre-requisite
task of finding a source of food is first completed. There could be more than one pre-
requisite and all pre-requisites must first be completed before a dependent task become
feasible. Information on task dependencies are made available on the Global Notice
Board.
In terms of feasibility, it can only be either feasible, or not feasible, for an agent
(i) to perform task (j). It thus takes the value of 1 if the minimum number of agents
required for the task to be performed are available and if all the pre-requisite tasks are
completed. Otherwise it takes the value of 0.
if^j =
8><>:1 if task is feasible0 if task is not feasible (3.25)




We have developed a general framework where agents can perform task selection in a
multi-agent system. Agents can be heterogenous and decision-making is done in a de-
centralised manner. In an environment where the total number of tasks does not change,
a Global Notice Board is required to keep track of which tasks have been completed and
which tasks are left undone. Agents will then rely on this information for their stopping
condition. In an environment with dynamic tasks, a Global Notice Board is required
to keep track of how recent discovered tasks have been performed. As tasks have to
be continually performed, there is no need for a stopping condition. Agents’ decisions
are done based on local information. The main feature of this framework is how agents
determine their Region of Influence based on local information. Local Voronoi Decom-
position (LVD) is used to dynamically determine an agent’s Region of Influence. Agents
thus have a smaller sub-space of the environment to ”work on”. A Utility Function is
developed to provide a richer performance measure for agents to determine which tasks
to include into its own Region of Influence. The Utility Function is a way for each agent
to determine how much more desirable it is for the agent to perform the task as com-
pared to all other agents within its Field of View. The LVD framework can be modified
to include the Utility Function. This is the Local Voronoi Decomposition using Utility
Values (LVDU) framework.
This general framework can be used in the scenarios where (1) tasks only need to be
completed once, or (2) tasks need to be completed multiple times, or (3) a combination
of both. The next two chapters describe how this general framework can be applied in the
first two cases. Chapter 4 explores how this general framework applies to the Exploration
problem - one which all tasks need to be completed once. Chapter 5 explores how this
general framework applies to the Patrolling problem - one which all tasks need to be
repeated. In both the Exploration and the Patrolling problems, we are considering the
case of the agents having extremely limited coverage, as depicted in Figure 2.1(c).
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Chapter 4
Local Voronoi Decomposition for
Multi-Agent Exploration
Exploration is the task of traversing an initially unknown environment for the purpose
of gaining new information. Applications under this task range from lawn mowing [90,
168], cleaning [24,25,32,89], and fault identification [169] to map building [17], search
and rescue operations [11–13], mine clearing [91], and intrusion detection [6]. In some
of these cases, it is desirable if not essential to complete the task in the shortest time
possible. As mentioned in Section 3.2.4, the task of exploring an unknown environment
is essential if there is no prior knowledge to the nature (type, frequency, and location)
of the environment and the tasks therein. The basic task of exploration allows a multi-
agent system to discover what other tasks there are in the environment that needs to be
done. Under such circumstances where there is no prior knowledge of the environment,
strategies which rely on a pre-processing of the map will not prove useful.
When multiple agents are used to perform large scale tasks, the biggest challenge is
for each agent to be able to decide which smaller tasks to do so as to achieve an overall
efficient global behavior. There are many issues which may arise and affect the overall
performance of any multi-agent exploration strategy, e.g., agents heading towards the
same unexplored region, agents exploring unknown regions in a non-systematic manner
(or even randomly), the possibility of agents crossing each other’s paths which may result
in collision or blockage, and inefficient behaviors where agents explore areas which have
already been previously explored by other agents.
The strategy proposed in this work, the Local Voronoi Decomposition (LVD) Algo-
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rithm, makes use of the general framework as described in Chapter 3. The Region of
Influence (RoI) is obtained by decomposing the agent’s viewable space into Voronoi re-
gions [170]. By making use of Voronoi regions in dynamic task allocation, the above
stated problem issues can be overcome. Each agent will be able to determine its own
Voronoi region based on the local information available to it on the environment and on
other agents which are within its sight. This results in efficient region allocation for the
exploration task and eliminates the possibility of cross paths since each agent will not en-
ter into another agent’s Voronoi region. Simple agent avoidance results as a by-product
of this Voronoi decomposition leading to the avoidance of duplication, and thus waste,
of efforts. In the application of the LVD Algorithm, the assumption is made that each
agent is able to self-localise (via methods like SLAM [171] or particle filtering [172])
and to remember where it has been before. The main focus of this algorithm is the task
allocation portion among multi-agents.
The performance of the LVD Algorithm is compared with two other well-known
distributed strategies: the Ants algorithm [117–119] and the Brick&Mortar algorithm
[173]. The advantages and limitations of these algorithms are highlighted and discussed.
The results obtained from simulation experiments show the better performance of the
LVD Algorithm. All three approaches are also benchmarked against a theoretical best
for a better feel of how they performed.
4.1 Problem Formulation
In this section, the nature of the problem and any assumptions made are presented and
discussed. The task being considered is the exploration of an unknown map by a group
of autonomous agents. Each agent is assumed to
 be capable of perfect holonomic motion;
 be able to accurately localize itself with respect to its starting point;
 be equipped with memory to remember where it has been before;
 be equipped with sensors that are able to distinguish between obstacles and other
agents;
 be accurately localize itself with respect to its starting point;
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 be able to determine the distance between itself and the obstacles as well as other
agents; and
 have extremely limited coverage, as depicted in Figure 2.1(c).
The overall map will be divided into square cells with each cell holding one of the
following three states:
 Wall: This cell is an obstacle. It could either be found within or on the perimeter
of the map. A walled cell is not traversable by any agent.
 Unexplored: This is a cell in free space which has not been visited by any agent.
 Explored: This is a cell in free space which has been traversed at least once by
any of the agents.
The goal, or task at hand, is to have all cells in the whole map traversed at least
once by any of the agents. To keep track of which cells in the map have been traversed,
or discovered, both the Ants and the Brick&Mortar approaches leave markers in the
environment. The assumption is that a marker is left in a cell when an agent traverses
it as an indication of it being explored. Leaving markers in the environment may not be
practical as markers may be physically displaced by external factors during exploration
and the required number of markers may not be enough for very large maps. These
problems can be avoided by, alternatively, leaving virtual markers in a central memory
(a Global Notice Board) rather than physical markers in the environment. One additional
assumption is that each agent are equipped so that they can communicate at all times with
the base station which houses this central memory or Global Notice Board.
An advantage of keeping track of explored and unexplored cells virtually via a central
memory is that agents can be added or removed during the exploration process with no
change to the existing algorithm. Decision making is still done in a distributive fashion.
The map can also be dynamically changing and exploration can still be completed using
the same algorithm.
All the agents begin from one corner of the map. This mimics a practical situation
where agents enter an unknown area from a single entry point. Each agent is able to
move in one of four directions - North, East, South or West. As they traverse the map,
they will leave markers in cells they visit. Each agent will thus be able to identify if any




Two algorithms, the Ants and the Brick&Mortar, have been selected for comparison
with our proposed Local Voronoi Decomposition (LVD) algorithm which share the same
assumptions. Exploration is done on an unknown map and thus there is no need for any
pre-processing of the map. Decision making is done by the individual agents based on
information obtained on their local environment, or the region within their sight. The
algorithms are also robust enough in that agents can be added or removed during the
process of exploration.
4.2.1 Ants
The Ants algorithm [117–119] is one of distributed decision-making which stems from
the mimicking of how ants move around in nature. Ants leave pheromone traces as
they move around which provides an indication of how often a particular location, or
cell, has been traversed. As more ants move over a cell, the pheromone trace of the cell
accumulates and increases. All cells are initialized to 0 at the start indicating that all cells
are unexplored. At each step, an agent will move to the neighboring cell with the lowest
pheromone level. If more than one cell have the lowest pheromone levels, then one of
those cells is picked at random. Before the agent moves, it simply updates its current
cell’s pheromone level, i.e., incrementing the pheromone level by one. Svennebring and
Koenig [119] show that the agents will eventually cover the entire map as long as the
free space is continuous.
The advantage of Ants is its simplicity. The computational cost of determining the
next step is very low and thus the computational complexity of each agent can be mini-
mal. As agents make their decisions based on the pheromone levels in the environment,
this strategy is unaffected by any change in the number of agents, or of the agents, dur-
ing the exploration process and likewise for a dynamically changing map (with mobile
obstacles).
The main limitation of Ants is its sub-optimal decision-making process due to the
agents’ partially randomized movements. This algorithm is inefficient in situations
where there are many rooms or where bottlenecks occur. In such situations, agents will




The Brick&Mortar algorithm [173] allows for the exploration of an unknown map in a
very systematic manner. The main advantage of this is its ability for each agent to know
when the map has been fully explored and thus stop. Although a good feature, our main
focus is on analyzing the efficiency of an algorithm in which a given map is first fully
explored.
The Brick&Mortar is novel in the sense it works by ’growing’ the obstacles of the
map as each agent traverses it. During the exploration phase, a cell can either be marked
as visited, explored or unexplored. All cells are marked as unexplored from the start.
When a cell is labeled as visited, an agent will treat it as an obstacle in the future so
that the cell will not be moved to again. A cell is labeled as explored if the cell blocks
the path between any two neighboring explored or unexplored cells. An explored cell
indicates that at least one agent has traversed it before but it still might be used by other
agents to access other unexplored cells. The map will eventually be covered with visited
cells and a path of explored cells which link unexplored areas to other key areas. The
paths of explored cells act like edges on a graph and these paths may not be the shortest
when agents are required to move across the map. This exploration algorithm will stop
when each agent is surrounded by visited cells. This only happens when the whole map
is filled with visited cells.
Brick&Mortar works well on maps with little or no holes. More loops are formed
when there are more holes in the map. Although Brick&Mortar has a method to solve
for loop closure, it is observed that it is more difficult for the loops to be closed when
the number of agents increases, resulting in more agents repeatedly traversing the loops.
Another limitation is that additional agents cannot be randomly added in during the
exploration process. If an agent is added into a cell which is surrounded by only neigh-
boring visited cells, it will conclude that the exploration task is complete and remain
idle.
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4.3 Local Voronoi Decomposition (LVD) Algorithm for
Multi-Agent Exploration
Our strategy employs the general framework as described in Chapter 3, where the Region
of Influence (RoI) is based on an agent’s Voronoi tessellation and the criteria used for
task selection is based on the time (or distance) taken to reach the task. In the exploration
problem, tasks in the environment would be to explore each unexplored cell in the map,
i.e., moving to an unexplored cell is a task. The time taken to perform the task would be
the time taken to reach the task destination, i.e., the unexplored cell. As the overall task
is the exploration of the whole environment, the overall exploration task is completed
when all sub-tasks in the environment are completed.
Our strategy [5] is basically that of Divide and Conquer in which the main emphasis
is on the Divide part of the strategy. Simulation experiments show that a simplistic
Conquer strategy will yield remarkably good results. The main purpose is to show that
it is possible to achieve a rather good overall exploration strategy by using this Divide
strategy together with a rather simplistic Conquer strategy.
Each agent’s Voronoi region can be easily computed online given the positions of
other agents as well as obstacles within its Field of View (FoV). On a macro view of the
whole environment, the entire free space is sub-divided into each agent’s Voronoi region.
This is the Divide part of the strategy. Each agent then plans its next move based only
on its local Voronoi region and does not need to bother about the other agent’s Voronoi
regions.
4.3.1 Local Voronoi Decomposition (LVD)
The LVD algorithm follows the general framework as described in Figure 3.9. The
Global Notice Board contains the Global Discovered Task List, GD, and the Global
Completed Task List, GC . At the start, GD and GC are initialised to ?. During explo-
ration, GD is populated by a list of discovered unexplored cells. This list would also
represent the boundary of the explored regions. During exploration, GC is populated by
a list of explored cells - cells which agents have visited. The overall task of exploration
is done when GD is empty.
The LVD algorithm is broken down into two steps:
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Get Region Step (the Divide part of the strategy): The LVD algorithm makes use
of Voronoi regions based on Field of Vies (FoV) as a means for each agent to identify
which area it has to be concerned of, i.e., the agent’s Region of Influence (RoI). For
all points within view of a particular agent, a point will be considered to be part of its
Voronoi region if and only if there are no other agent nearer to that point, as illustrated in
Figure 4.1. As the Voronoi regions are dependent on the presence of other agents within
the FoV, it is possible for overlapping Voronoi regions of different agents to occur. This
occurs when agents are out of one another’s FoV when their individual Voronoi regions
are determined. Once an agent’s region has been identified, it will then determine where
to move next based on the nature of its own region. It will not consider areas outside its
Voronoi region as those areas are either not within its FoV or belong to another agents.
Figure 4.1: The Voronoi regions of 3 agents during exploration. The agents are indicated
by the darkened single cells. For a given agent, if a point on the map is within view and
the closest as compared to other agents within view, that point will be part of its Voronoi
region.
Navigation Step (the Conquer part of the strategy): This is the task selection part
of the algorithm. The agent will choose which cell (or task) to go to, given the avail-
able cells within the agent’s Voronoi region. Our algorithm employs a simplistic greedy
method in obtaining the next location to move to. Once an agent’s Voronoi region has
been identified, it simply picks the nearest unexplored cell as its target cell to move to.
If there are more than one such candidate cells, it basically chooses from a list of pref-
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erence, e.g., North, East, South, then West. It is possible that more than one agent may
move to the same unexplored areas due to overlapping Voronoi regions. This appar-
ent clash in tasks will be intrinsically resolved as illustrated in Section 4.3.4 (Emergent
Cooperative Behaviour).
As an agent visits a cell, it marks it as explored. Thus any cell will have either of two
states - explored or unexplored. This information is stored in the Global Notice Board,
where all agents are assumed to have read/write access to.
Details of the pseudocode are provided in Algorithm 8. The Global Notice Board is
initialised at the start: GD = ?, GC = ?.
Algorithm 8: Local Voronoi Decomposition for Multi-Agent Exploration
1 begin
2 In local Field of View, identify free cells and other agents
3 Get Region Step // Divide part of the strategy
4 foreach unexplored cell within view do
5 if the cell is nearer to itself as compared to all other agents within view
then
6 mark the cell as within region // Populating the Local
Discovered Task List, LDi
7 end
8 end
9 GD  GD [ LDi // Global Discovered Task List updated
10 Navigation Step // Conquer part of the strategy
11 if there is just one nearest unexplored cell that is within region then
12 move to it
13 else if there are more than one nearest unexplored cell then




18 go to 3
19 end
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4.3.2 The Search Mode
The simple version of LVDworks well for open maps and for smaller numbers of agents.
The main problem is when an agent’s current Voronoi region is completely explored but
not the map. A quick option is for the agent to simply remain idle. Remaining idle,
in most cases, is not a very efficient behavior of an agent, especially if its main task is
to search and rescue. In cleaning applications, agents should continually move towards
cells which are more dirty (or cells that have not been recently visited).
To improve on the navigation step, agents should move such that there is a higher
probability where their changing Voronoi regions include unexplored areas. Hence, we
have an additional assumption: each agent is able to identify key points in a map, namely
the occlusion points [85] formed by the corners of the map or obstacles. These occlusion
points should make a difference in visibility when an agent swings around them and
unexplored regions are unveiled. These occlusion points can be thought of as the camera
positions when solving an Art Gallery Problem [131]. These occlusion points can also
be thought of as skeletal nodes which run through the map, or forming a visibility graph
using these occlusion points as the nodes on the graph.
The search mode used here differs slightly from that described in Algorithm 6 in
which the agent does not consider available tasks in the Global Discovered Task List,
GD, for task selection. Tasks in GD are not in the agent’s Region of Influence (RoI),
which means that they are either not in the agent’s FoV or they belong to another
agent’s RoI. Moving to unvisited cells inGD but not in the agent’s RoI will require path-
planning. Agents make use of the occlusion points within their RoI during the search
mode to expand the RoI, thus increasing the likelihood of discovering and moving into
unexplored regions.
When in search mode (Algorithm 9), the agent’s goal is to move towards unexplored
regions of the map. This is done by moving towards the nearest and least recently visited
occlusion point within its RoI (its Voronoi region).
If an agent’s RoI is such that there are no occlusion points or if the only occlusion
point in its region has just been visited, the agent’s next strategy would be to move in a
way so as to expand its own Voronoi region. The agent will do this by moving towards
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the nearest Voronoi boundary which is not made with obstacles or map perimeter.
Algorithm 9: Search Mode
1 begin
2 Search Mode if GD = ? then
3 STOP
4 end
5 Consider all occlusion points within RoI. An occlusion point is any corner
formed by obstacles or the perimeter of the map, such that visibility changes
when the agent swings around this corner.
6 if at any time an unexplored cell appears within region then
7 exit Search Mode and go back to Algorithm 8
8 end
9 if there is at least one occlusion point which has not been visited during the
Search Mode then
10 move to the nearest occlusion point which has not been visited
11 else if all occlusion points have already been visited then
12 move to the least recently visited occlusion point
13 else if there are no occlusion points or if the only occlusion point has just been
visited then





As our LVD algorithm is an online method, agents are robust to robot failure. As in-
trinsic knowledge of the environment is not necessary, agents are able to continue with
their tasks even in a dynamically changing environment and changing number of agents.
Agents will still be able to identify its own local Voronoi regions even when agents are
removed or added (as illustrated in Figure 4.2) during exploration.
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(a) 3 agents (b) 2 agents
Figure 4.2: Voronoi regions dynamically adapt when agents are removed or added.
4.3.4 Emergent Cooperative Behaviour
An interesting emergent cooperative behavior occurs during exploration. LVD provides
instantaneous separation of task space for each agent, but an overall systematic explo-
ration of the free space is performed, as seen in Figure 4.4(a).
LVD provides just-in-time information for each agent in its task allocation. As each
agent makes its decision based on its current local Voronoi region, there will be occasions
when the agents’ Voronoi regions may instantaneously overlap if the agents do not have
all other agents within its field-of-view. This may result in agents having the same
destination. However, this problem is automatically resolved when they come within
view of one another, as can be seen in the situation illustrated in Figure 4.3.
4.4 Experimental Results
MATLAB was used to perform the simulation experiments. A user GUI (Graphics User
Interface) was created for running all three algorithms to created maps as well as for
easy debugging. The GUI also allowed for varying the number of exploration agents
from 1 to 5. Five maps, as shown in Figure 4.4) were created to illustrate some different
possible scenarios of exploration. For each simulation run, the agents start from the
bottom left cell of the given map. Figures 4.5 to 4.9 show the results for the environments
in Figures 4.4(a) to 4.4(e), respectively. Displaying the results of the case of one agent
will give a comparison on how the Conquer part of our proposed strategy fairs with the
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(a) Two agents out of sight of each
other
(b) Two agents within sight of each
other
Figure 4.3: (a) Two agents which are out of each other’s view. They move towards the
unexplored region as indicated in their own local Voronoi region which so happen to
be overlapping regions. (b) The two agents now come into view of each other. A local
Voronoi boundary now forms between the two and both agents will continue moving
without crossing this boundary.
other two algorithms.
The simulations show that all three algorithms are able to solve all the five different
scenarios shown in Figures 4.4(a) to 4.4(e). The performance measure used for compar-
ison is the exploration time, or the total time taken for all cells in the given map to be
traversed at least once by any of the agents. Every agent is assumed to take the same
amount of time to complete a single step moving from one cell to an adjacent cell. The
time taken for completion of the exploration task is thus taken as the number of steps
taken to have all cells in the map visited at least once by any of the agents.
For a map with m cells, the shortest theoretical time which n agents will take to
completely explore it (assuming complete a priori knowledge of the map and an agent
can ”jump” from its current location to any other cell in the map in one step) would be
m=n steps. The shortest theoretical number of steps, or simulation cycles as each agent
takes a step for each simulation cycle), m=n, are also indicated in each of the graphs
(Figures 4.5 to 4.9) to allow the performance of the three algorithms to be benchmarked
against these.
Figure 4.5 shows the results for the case of a simplistic map. Both the Brick&Mortar
and the LVD algorithms show results very close to that theoretically possible. As the
LVD approach focuses mainly on the instantaneous area allocation for each agent (the
Divide part of the strategy), the overall results prove to be very efficient even when each
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(a) Open Map (2500) (b) Grided Map (1600)
(c) Two Bridges (1446) (d) Simple Bottle Neck (1690)
(e) Buildings (1821)
Figure 4.4: Maps used for simulations. The bracketed numbers represent the total num-
ber of open cells present in that particular map. Each map is 50 by 50 cells. (a) A basic
open map without any obstacles. (b) This map has a total of 25 obstacles (or holes)
placed in an ordered manner. This arrangement allows each part of the map to have an
equal likelihood of being reached. (c) This map is split into two portions (top and bot-
tom) with two corridors linking the map portions. (d) This is an alteration of the Open
Map. There are no obstacles (or holes) within the map. (e) This is an alteration of the
Grided Map where the layout of the obstacles (or holes) are not in any ordered manner.
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Figure 4.5: Open Map - 2500 Open Grids





























Figure 4.6: Grided Map - 1600 Open Grids
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Figure 4.7: Two Bridges - 1446 Open Grids
































Figure 4.8: Simple Bottle Neck - 1690 Open Grids
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Figure 4.9: Buildings - 1821 Open Grids
agent deploys a simplistic coverage strategy (the Conquer part of the strategy) within
their Voronoi regions. The Ants Algorithm performed rather poorly, taking about twice
as long to complete the exploration due to the randomness involved.
Figures 4.6 and 4.9 show the results for the maps with scattered obstacles. One of
the weaknesses of the Brick&Mortar algorithm is in the way it deals with obstacles in
a map. When there is an increase in number of obstacles in the map, more loops are
created and time is taken to identify and close these loops. The LVD algorithm, on the
other hand, still work very well despite the presence of obstacles. As can be clearly seen
from the figures, the times taken for exploration for these cases are very close to that
theoretically possible. It seems clear that the LVD algorithm lowers the possibility of
agents traversing over already explored areas.
Figure 4.7 shows the results for a map with ’islands’. The curve labeled with ’Brick&Mortar’
shows slight fluctuations as more agents are introduced. The results for the LVD algo-
rithm are once again very close to that theoretically possible.
Figure 4.8 shows the results for a map with no obstacles (or holes). It should be
noted here that although there are four large patches of black in the figure, all these
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are not obstacles or ”holes”. All four are not contained entirely within the perimeter of
the map but are part of the perimeter. Their presences only makes the boundary, and
size, of the map smaller. Brick&Mortar performs best in such maps. The absence of
obstacles eliminates the occurrence of loops. Hence, there is no longer a need to detect
and close them. Although the LVD algorithm did not fare as well as Brick&Mortar, its
performance is still not far from the theoretical ideal.
In all the different scenarios for the exploration tasks that were investigated, the
performance of the LVD algorithm has been very good, quite close to the ideal perfor-
mance that is theoretically possible and generally far better than that for the Ants or the
Brick&Mortar algorithms. The slight deterioration of the performance in the LVD algo-
rithm from the ideal is due to the agents’ overlapping movement, which is an indication
of how resources (or agents) are inefficiently used. Table 4.1 shows the percentage of
the cells of each map which have been traversed more than once while using the LVD
algorithm for each of the five exploration scenarios. The percentages of such overlapped
cells (especially for the Open map) are low, which reaffirms the efficiency of the LVD
algorithm. As the LVD algorithm uses local information, reduced local information will
affect its overall performance. The Grided and Bottle Neck maps are examples of envi-
ronments with more blind spots which in turn reduces the amount of local information
that the agents, thereby degrading its overall performance.
Simple
Map: Open Grided Two Bottle Buildings
Bridges Neck
Overlap (%): 1.72 24.81 12.03 20.12 13.67
Table 4.1: Percentage of Overlapped cells using the LVD algorithm
4.5 Summary
The proposed Local Voronoi Decomposition (LVD) algorithm has been demonstrated
to be applicable and effective for multi-agent task selection. Through simulation ex-
periments with five different scenarios, it has been shown to give very good results in
applications to the exploration problem. When using a Divide and Conquer strategy,
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LVD serves as a very good Divide part of the strategy and, even with a simplistic Con-
quer strategy, the overall algorithm exhibits good utilization of agents, where overlap-
ping exploration is kept to a minimal level. The experimental results showed that the
LVD algorithm generally performed far better than two other well-known algorithms for
exploration, the Ants and the Brick&Mortar algorithms. In all five different exploration
scenarios investigated experimentally, the time taken to completely explored the maps
using the LVD algorithm is very close to the ideal that is theoretically possible.
81
Chapter 5
Dynamic Local Voronoi Decomposition
for Multi-Agent Patrolling
Patrolling is the task of traversing an environment repeatedly for the continual pur-
pose of information updating. Applications for this include surveillance [174], inspec-
tion [175], security [10, 10], intrusion detection [6] and cleaning [24]. As mentioned in
Section 3.2.4, the task of patrolling an environment is essential if tasks that need to be
performed in the environment are dynamic in nature, e.g., tasks that are required to be
performed multiple times, and tasks which may be introduced into the environment. The
basic task of patrolling enables the multi-agent system to continually perform location
specific tasks and to seek out any new tasks that may be introduced. For cases where the
topology of the environment may be dynamically changing, a preprocessing of the map
would prove impractical.
A good patrolling strategy is one which minimizes the time delay between two suc-
cessive visits to every important location throughout the map. These ”important loca-
tions” may be just certain key features on a map or every traversable part of the map. If
a security guard on patrol has to ensure the security of just five rooms in a building, then
his patrolling strategy should be such that he needs only to check the doors to the five
rooms rather than checking the whole building. Likewise if he were to ensure the secu-
rity of all items in a museum, then his patrolling strategy would be one that covers the
whole building. Our study focuses on the case where the patrolling has to cover every
traversable part of the map, as in the case in which cleaning robots have to continually
cover every segment of an office space as dust accumulates.
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The Multi-Agent Patrolling Problem [144] is an interesting area of research which
has surprisingly not received much attention from the robotics research community. The
closest problem which can be used for analysis is the Watchman Route Problem [83]. A
good comparison of several strategies can be found in [176]. However, one of the main
assumptions that most researchers who are working on the Patrolling Problem and its
similarly related counterparts is that the number of agents as well as the environment in
question remains unchanged. There are some strategies which are adaptive to the group
size, the environment size and type [8, 177].
Most employed strategies which require a complete knowledge of the topology of
a given map. These strategies are unable to adapt to an unknown or a dynamically
changing map as well as to a dynamically changing number of active agents. And the
few strategies which are adaptive require real-time information on how the map and
the agent number vary. Many of these strategies are complicated and computationally
expensive with the solution having to be constantly recalculated in the case of a varying
map.
We have proposed and developed a Probabilistic Ants (PAnts) algorithm [162] which
adapts the general framework as described in Chapter 3. The PAnts algorithm utilizes
the laying of virtual pheromone trails as an indication of how an unknown map has
been traversed by a group of agents [117, 178–180]. Each agent plans its next move in
a probabilistic manner based purely on its local virtual pheromone information. This
local virtual pheromone information determines the agent’s Region of Influence (RoI).
The behavior of the conventional Ants algorithm produces a rather inefficient coverage
strategy with a high overlapping of tasks of the agents. A variant of the Ants algorithm
(with biased motion) is also introduced here for comparison. This variant exhibits a more
’pack-like’ motion of the agents. Our Probabilistic Ants (PAnts) algorithm is a balance
between both. Through simulation experiments, the performance of PAnts is compared
with both that of the conventional Ants algorithm and of the introduced variant of it. All




In this section, the nature of the problem and the assumptions made are presented. The
task being considered is the continual patrolling of an unknown map. For this patrolling
task, the following requirements, conditions and assumptions are made:
 Agents are assumed to have extremely limited coverage, as depicted in Figure 2.1(c).
As such, each cell of the map is considered patrolled only when an agent traverses
it and not just when it is within sight, or the FoV, of the agent;
 Every agent is capable of perfect holonomic motion;
 All agents start patrolling from the same corner of the map;
 Each agent is able to accurately localize itself with respect to its starting point;
 Each agent is only able to sense its neighboring cells and their respective pheromone
levels;
 A central memory (a Global Notice Board) is used to keep track of the pheromone
levels in the environment rather than depositing actual chemical pheromone traces;
and
 Every agent has access to the Global Notice Board.
The first thing which needs to be identified in a patrolling task is the areas of the map
that are needed to be visited. It could be every traversable part of the map, or it could
just be selected portions of the map. The whole search space can always be replaced by
a graph representing the possible routes. Voronoi diagrams, visibility graphs and C-cells
can be used to generate such a graph [181]. Once a given map is represented by such
a graph with nodes and edges, any algorithm developed to solve the Patrolling Problem
can be used on similar problems which can be represented by such a graph with nodes
and edges.
Once a graphical representation of the problem has been established, the patrolling
task then becomes one of finding an optimal strategy for the continuous visiting of all
nodes on the graph such that the time delay between two consecutive visits to each node
is minimized. In such a representation, the nodes can represent the important points
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which have to be visited and the edges will then correspond to the cost (in this case,
the length of the edges or the distance between two adjacent nodes), or time taken of
traveling from one node to the other. As we are interested in covering every traversable
part of the map, every cell of the map can also be considered as a node. We assume
that any map can be divided into square cells and a cell is considered traversed when an
agent moves into it.
For multi-agent patrolling, the goal is thus to have all the agents (as a whole) con-
tinually traversing all the cells of the map such that the idle time for all cells within the
map is kept to a minimum. We adopt from [181] a common benchmark and evaluation
criteria for strategies to the Patrolling Problem.
With every cell of the map as a node which needs to be visited, the length of edges
connecting any two adjacent nodes will be the same, as will the time taken by any agent
to travel between two nodes. This time is taken as the time for a single cycle of execution
of the patrolling algorithm. As such, the instantaneous node idleness will be the number
of cycles that a node has remained unvisited. Thus, as long as a node remains unvisited
by any agent, the value of its instantaneous node idleness will keep increasing with each
cycle of the algorithm. The moment the node is visited by an agent, its instantaneous
node idleness value will drop to zero and start to increase again with each subsequent
cycle that it remains unvisited.
At any given cycle, the instantaneous graph idleness is the average instantaneous
idleness of all the nodes throughout the graph. Intuitively, the objective in a Patrolling
Problem would be to ensure that, with time, the instantaneous graph idleness does not
escalate without bounds but instead reaches a steady state. An effective algorithms would
be one which is able to keep the instantaneous graph idleness at steady state to a low
value, optimally at a minimum.
The average graph idleness is the average instantaneous graph idleness over an n-
cycle simulation. This is the most generally used criterion in measuring the effectiveness
of multi-agent patrolling algorithms.
The worst idleness is another measure of the effectiveness of multi-agent patrolling
and is the largest value of instantaneous node idleness which occurred throughout the
whole n-cycle simulation. This is also an important criterion to be considered as there
are situations in the Patrolling Problem in which some key locations cannot be left unat-
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tended for too long even though the overall graph idleness is low. An example is a
situation in which it is necessary to check and to ensure that the temperatures in a num-
ber of boiler rooms do not exceed some threshold value.
The goal in a Patrolling Problem is thus to minimize both the average graph idleness
and the worst idleness of any given map.
5.2 Limitations of Currently Used Strategies
Few algorithms in the published literature directly address this problem. A similar prob-
lem which can be analyzed is the Watchman Route Problem (WRP). The WRP is con-
cerned with only a single tour of the graph whereas the Patrolling Problem involves an
infinite, or continuing, tour of the graph. The WRP is essentially an optimization prob-
lem in computational geometry where the objective is to find the shortest route that a
watchman can take in a given map with obstacles which will cover the whole area in
a single tour. Intuitively, if one can solve the WRP, one only needs to keep repeating
the same tour to solve the Patrolling Problem. However, this will only hold for the case
where the topology of the map is known and time-invariant and the number of active
agents also remains time-invariant. Most approaches which have been proposed for the
WRP break it down into two sub-problems [13,182]: (1) the Art Gallery Problem (AGP)
or Museum Problem - to find a set of locations such that all points on the map can be
viewed from these locations, followed by (2) the Traveling Salesman Problem (TSP) -
to find the optimum path which connects all the locations found after solving the AGP.
Most of the solutions currently being used for the Patrolling Problem or similar other
problems (e.g. TSP) are not only complicated but also computationally expensive. Many
solutions also require some form of learning and, as such, the map needs to undergo
some form of pre-processing to obtain an optimal solution [8, 154]. Furthermore, an
optimal solution for theWRPmay not be the optimal solution for the Patrolling Problem.
For cases where the map is known and not dynamic, having a solution which requires
extensive computation is acceptable as the computation needs to be done only once,
and off-line. The agents on patrol then simply execute the same computed strategy
repeatedly. However, if the nature of the map is dynamically changing and the number of
available agents is also dynamic, a strategy which is simple and not so computationally
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expensive would be preferred. This strategy must also be robust enough to be able to
deal with the case where complete information of the environment is not known. This is
one of the main motivations for the PAnts strategy that is proposed here.
5.3 Existing Algorithms
Two algorithms have been selected for comparison with our proposed Probabilistic Ants
(PAnts) algorithm, namely the conventional Ants algorithm and the Biased Ants algo-
rithm (a modified variant of Ants which we have used). These algorithms share the same
assumptions. In these algorithms, decision making is done distributively based only on
local information. Thus, there is no need of any pre-processing of the map. As the deci-
sion making is based only on local information, it is also assumed that these algorithms
will be able to cater to a dynamically changing map with changing number of agents.
5.3.1 Ants
The Ants algorithm involves ants leaving pheromone traces as they move around an
unknown map. These pheromone traces are indications of how often cells have been
traversed. The ants are constantly drawn towards cells with lower pheromone levels. If
more than one cell have the same amount of pheromone level, the agent simply chooses
the cell at random. It has been shown in [119] that the agents will eventually cover the
whole map as long as the free space is continuous. This would also imply that the agents
can continuously perform the patrolling task.
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Details of the pseudocode for the Ants algorithm are provided in Algorithm 10.
Algorithm 10: Ants Algorithm for Exploration
1 begin
2 increase current cell pheromone level by 1
3 Move to adjacent cell with the lowest pheromone level
4 if there is more than one cell sharing the lowest pheromone level then
5 randomly pick one of the cell to move to
6 end
7 go to 2
8 end
As only local information is used, each agent’s complexity is kept to a minimal,
resulting in robustness and adaptability. Since a priori knowledge of the map is not
required, this strategy solves any given continuous map. However, due to the presence
of randomness in the algorithm, decision-making is sub-optimal. This algorithm does
not work well on maps with bottlenecks or with many rooms as agents will take a while
to reach the more secluded parts of the map.
5.3.2 Biased Ants
This is a variant of the Ants algorithm. The only difference is the absence of the ran-
domness involved. Random motion in patrolling often creates non-uniformity in the
pheromone distribution, creating pockets of local minima. Removing the randomness
offers more predictability in the algorithm. The disadvantage is its inherent inefficiency
in certain maps.
The only difference of the Biased Ants algorithm from the conventional Ants al-
gorithm is in the case where there are more than one adjacent cell with the lowest
pheromone level. Instead of moving to a random cell with the lowest pheromone level
(Step 6 of Algorithm 10), the agent would simply move to a cell in an ordered preference
list, i.e., North, East, South, then West.
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Figure 5.1: Patrolling Framework of a Single Agent
5.4 Probabilistic Ants (PAnts) Algorithm for the Multi-
Agent Patrolling Problem
PAnts adapts the general framework as described in Chapter 3. Here, the Region of
Influence (RoI) is based on the agent’s immediate proximity, i.e., its immediate cells.
The general algorithm has been adapted from Figure 3.9, and modified into Figure 5.1.
The function of the search mode in Figure 3.9 is to seek out uncompleted tasks in the
Global Discovered Task List, GD, when there are no more available tasks in an agent’s
Local Discovered Task List, LD, and eventually provide for a stopping condition once
GD becomes an empty set. As the overall patrolling task is a continuous task, there is
no need for a stopping criteria. The agents’ neighbouring cells, even though previously
visited, will always be possible candidates for the agents to move into in the patrolling
scenario. Hence, there is no need to refer to the full list of the Global Completed Task
List, GC , which is a super set of LD. The exception is when an agent is completely
surrounded by non-free space, like obstacles of other agents. Even so, the agent is unable
to move and thus does not need to refer toGC . As such, there is no need for the algorithm
to move into search mode in this patrolling scenario.
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Our strategy [162] utilizes the concept of pheromone traces with pheromone decay.
No prior knowledge of the map is required. However, a central virtual memory (a Global
Notice Board) is required to track the global pheromone levels. Pheromone traces are
updated into the Global Notice Board. The Global Completed Task List,GC , keeps track
of this. Decision making is done in a weighted probabilistic manner, which makes the
algorithm adaptable to various maps, minimizing the effects of any local minima formed
in the pheromone distribution. As each agent’s decision making is based purely on local
pheromone levels, this strategy can cater to a changing map with changing number of
agents. Results from simulation experiments show the better performance of PAnts when
compared to Ants and to Biased Ants.
5.4.1 Pheromone Deposit and Decay
The conventional Ants algorithm increments a cell’s pheromone level by one when an
agent visits it. The pheromone level does not accurately reflect the cell’s idleness, which
is the main objective function that a patrolling strategy should minimize. We thus in-
troduce pheromone decay in every cell. This would indicate how often and how recent
a cell has been visited. As such, the pheromone deposit during an agent’s visit to a
cell has to be much larger for the cell’s pheromone level to have any significance after
a substantial period of decay. The pheromone deposit during an agent’s visit to a cell
should depend on the map size and the number of agents. For simplicity, we take the
pheromone deposit, Phd, to be mn , where m is the number of open cells within the map
and n is number of agents. When an agent visits a cell, the pheromone level is updated
onto the Global Notice Board as
Phx;y(t) = Phx;y(t  1) + Phd (5.1)
where Phx;y(t) is the pheromone level of the cell at coordinate (x; y) at time t.
Pheromone decay occurs at each simulation cycle and each cell in the map would
have its pheromone level updated by
Phx;y(t) =  Phx;y(t  1) (5.2)
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where  is the user-selected pheromone decay rate.
The combination of pheromone deposits by the agents as well as pheromone decay
over time will eventually build a continuous potential field [183] across the map where
agents are pulled towards areas of lower pheromone levels or areas of higher idleness.
5.4.2 Probabilistic Decision Making
When the whole map eventually gets traversed, it will be covered with pheromone de-
marcating where the agents have last been. At any given time t, an agent has four choices
(north, south, east or west) in deciding what its next move should be. It would also make
its decision based on the pheromone levels which act as weights in its probabilistic de-
cision making. Cells with lower pheromone levels would have higher weights and thus
have a higher probability of being selected as the next cell to move to. To place an even
higher weight on cells with lower pheromone levels, an exponential distribution is used.
The weight of a cell would thus be updated by
Wx;y(t) = e
 Phx;y(t) (5.3)
whereWx;y(t) is the weight of the cell.
5.4.3 The PAnts Algorithm
When an agent first traverse the map, it adopts the strategy of the Biased Ants, i.e.,
cells are chosen from an ordered list [North, East, South, then West] when there are
neighbouring cells with zero pheromone levels. This is a quick way for the agent to
traverse the map and deposit the first round of pheromone traces. After this, when the
agent is presented with neighboring cells none of which has a zero pheromone level, it
will commence with the probabilistic-decision making.
The PAnts algorithm is broken down into three parts:
Agent Get Region Step: Each agent’s Region of Influence will be the neighbouring
four cells. In this step, the agent identifies its immediate free cells which are unob-
91
5.4. Probabilistic Ants (PAnts) Algorithm for the Multi-Agent Patrolling Problem
structed and unoccupied by any other agent.
Agent Navigation Step: Each agent deposits pheromone traces by Phd as it moves
around the map. This is communicated to the Global Notice Board. Each agent also has
access to the pheromone levels of the entire map vis this notice board. The agent then
probabilistically decides which cell to move to based on the weights of the neighboring
cells.
Details of the pseudocode for the above two steps are provided in Algorithm 11. At
92
5.4. Probabilistic Ants (PAnts) Algorithm for the Multi-Agent Patrolling Problem
the beginning, GC is initialised to ?.
Algorithm 11: Probabilistic Ants (PAnts)
1 begin
2 Increase current cell pheromone level by Phd and update GC
3 In adjacent cells, identify free cells and other agents
4 Get Region Step
5 foreach adjacent cell do
6 if the cell is unoccupied or unobstructed then
7 mark the cell as within region // Populating the Local




11 if there is at least one adjacent cell with zero pheromone level within region
then
12 move to the cell with zero pheromone level based on an ordered list, i.e.
[North, East, South, West]
13 else
14 foreach cell within region do
15 Wx;y(t) = e
 Phx;y(t)
16 end
17 randomlymove to a cell based on its weights
18 end
19 go to 2
20 end
Map Update: Pheromone levels of all cells decay based on Equation 5.2 and the in-
formation is updated to the Global Notice Board at each simulation cycle. Algorithm 12
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2 forall the explored cells in map with non-zero value do
3 Update cell value with:
4 Phx;y(t) =  Phx;y(t  1)
5 end
6 end
5.4.4 Selection of Parameters
The presence of pheromone decay in every cell over a long period may result in an
inaccurate decision making process due to the nature of the exponential distribution of
weights. If the pheromone decay causes the cells’ pheromone levels to drop too low
(near zero), the weights,Wx;y(t) = e Phx;y(t), would in turn tend to 1. If a few cells have
the resulting probabilistic weights of 1, they would then have equal chances of being
selected, which implies that they have equal idleness. This should be avoided.
A cell’s pheromone level is affected by:
1. the pheromone decay rate, ,
2. the amount of pheromone which an agent deposits, Phd, and
3. the duration the cell is left idle.
The duration of a cell being left idle depends on the size of the map and the number
of agents. Thus, we approximate the cell’s idleness to be (m
n
  1), wherem is the size of
the map and n is the number of agents used for patrolling. The reason for the subtraction
of 1 is that the agent is now next to the cell, rather than returning to that cell.
A cell’s pheromone level after an idle time of (m
n
  1) would be Phd  (mn  1). If












The essential parameters must thus be selected in order for the probabilistic decision
process to be effective.
A cell with a calculated probabilistic weight of e 0:01 = 0:990 is acceptable. We thus
set the threshold of the pheromone level at 0.01 for the purpose of our simulations. The
largest map used for testing is of size 2500. The minimum number of agents used is 5.
In our simulations, we have set the pheromone deposit to be Phd = mn . The constraint
of the pheromone decay is thus calculated to be
0:9786 <  < 1 (5.6)
5.4.5 Robustness and Adaptability
The PAnts algorithm is an online method which relies on only local information during
decision making. As an agent’s decision making is independent of the decisions made
by other agents as well as the topology of the map, PAnts is able to dynamically adapt to
any given map or if the topology of the map changes in real-time. This also holds true if
the number of agents dynamically changes.
5.5 Experimental Results
A GUI in MATLAB was created to run the algorithms and to provide a platform to vary
the agent number (5, 10, 15 and 20) and the map type. Six maps, shown in Figure 5.2,
were created to illustrate six possible scenarios for patrolling.
Three different values for the pheromone decay rate were used for the PAnts algo-
rithm. Since 0:9786 <  < 1 (from Equation 5.6), the values of 0.98 and 0.995 were
used. The value of 0.97 was also used to investigate how the algorithm would perform
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if the  value was chosen just below the constraint. To differentiate the performance of
PAnts for each of the three values of the pheromone decay rate , the results for these are
labeled as PAnts-97, Pants-98 and PAnts-995, with the appended number corresponding
to their  values.
For the simulation experiments, all agents start from a clustered position at the bot-
tom left of each map. For each simulation run, the agents patrolled for 5000 cycles.
Both the average graph idleness (AGI) and the worst idleness (WI) for each run were
recorded. These two values were only monitored after the agents have collectively cov-
ered the map once. As we are interested in the performance of the strategies in patrolling
rather than exploring, data relating to the explorative phase was not considered. Ten sim-
ulation runs were done for each possible permutation and the overall AGI and the overall
average WI were recorded. Figures 5.3 to 5.8 and Figures 5.9 to 5.14 show the AGI and
the average WI respectively when using the three different algorithms for the six differ-
ent maps.
The lowest theoretical, or ideal, values of AGI and WI are also included in the re-
spective figures. For a map with m open cells, the lowest theoretical WI (assuming
agents still take 1 step to teleport from one cell to another) for n patrolling agents would
simply be (m
n
  1) steps. The lowest theoretical AGI, AGIT , would be
AGIT = [0 + 1 + 2 + :::+ (
m
n











With PAnts, the worst idleness , although still being lower than that for Ants and
Biased Ants, appears to be rather high. This is due to the probabilistic nature of the
PAnts algorithm and also due to the fact that only the worst idleness for each simulation
run was recorded.
PAnts-995 outperformed all the other algorithms, including PAnts-98 and PAnts-97.
PAnts-995 exhibits the lowest AGI and WI for all six maps. The difference in the AGI
and WI values between PAnts-995 and the theoretical ideal diminishes with increasing
numbers of agents, clearly indicating the ability of PAnts to foster coordination and
cooperation among the agents with increasing agent numbers.
96
5.5. Experimental Results
(a) Grided Map(1600) (b) Two Bridges(1446)
(c) Simple. Bottle Neck(1690) (d) Buildings(1821)
(e) Rooms Map(2500)
Figure 5.2: Maps used for simulations. The bracketed numbers represent the total num-
ber of open cells in the map. Each map is 50 by 50 cells. A 50 by 50 open map was also
used but not reflected here. (a) This map has a total of 25 obstacles (or holes) placed
in an ordered manner. This arrangement allows each part of the map to have an equal
likelihood of being reached. (b) This map is split into two portions (top and bottom)
with two corridors linking the map portions. (c) This is an alteration of the Open Map.
There are no obstacles (or holes) within the map. (d) This is an alteration of the Grided
Map where the layout of the obstacles (or holes) are not in any ordered manner. (e) This
map features 9 inter-connecting rooms where the only way to move from the room in the
bottom-left corner to the room in the top-right corner is through the other 7 rooms.
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Figure 5.3: Average Graph Idleness for the Open Map






























Figure 5.4: Average Graph Idleness for the Grided Map
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Figure 5.5: Average Graph Idleness for the Two Bridges Map































Figure 5.6: Average Graph Idleness for the Simple Bottle Neck Map
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Figure 5.7: Average Graph Idleness for the Buildings Map


































Figure 5.8: Average Graph Idleness for the Rooms Map
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Figure 5.9: Worst Graph Idleness for the Open Map





























Figure 5.10: Worst Graph Idleness for the Grided Map
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Figure 5.11: Worst Graph Idleness for the Two Bridges Map





























Figure 5.12: Worst Graph Idleness for the Simple Bottle Neck Map
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Figure 5.13: Worst Graph Idleness for the Buildings Map





























Figure 5.14: Worst Graph Idleness for the Rooms Map
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It is also interesting to note that even though the  value of PAnts-97 does not fulfil
the constraint in Equation 5.6, it still performed well in terms of AGI as can be seen
from Figures 5.3 to 5.8. From these figures, is interesting to note that when the number
of agents is 10 or more, the performance of PAnts-97 improved very significantly, con-
firming the innate ability of the PAnts algorithm to induce cooperation among agents.
It is only when measured using WI that PAnts-97 performed poorly as compared with
PAnts-995.
5.6 Summary
The PAnts algorithm, developed based on the general framework for task selection in
multi-agent systems, has been demonstrated to be a very efficient and effective algo-
rithm for the Multi-Agent Patrolling Problem. Through simulation experiments, the
performance of PAnts, with three different values for the pheromone decay rate, was
tested against two other algorithms, Ants and Biased Ants, across six different maps.
Using both the average graph idleness and the worst idleness measure of performance,
the simulation results clearly show that PAnts outperformed these other algorithms. The
results showed clearly too PAnts’ ability to foster coordination and cooperation among
agents with significantly improved performance which comes close to the ideal when the
number of agents is large.
As the algorithm is robust and relies only on local information, it can work effec-
tively for a dynamically changing map as well as changing agent numbers. The PAnts
algorithm is simple and is not computationally demanding. The simulation experiments
done also showed that the probabilistic approach used by PAnts for task selection al-
lowed it to work well for different types of maps, including even those with choke points
and bottlenecks for which the conventional Ants algorithm performed rather poorly.
The use of virtual pheromone by PAnts is non-intrusive to the environment. This is
very practical as compared to many other multi-agent strategies which manipulates the




There is a general trend in deploying multi-agent systems in a whole range of applica-
tions. Multi-agent systems are generally preferred over their single agent counterparts.
While single agents have to be very sophisticated and very resilient to failure, multi-
agent systems have the luxury of using less sophisticated agents to perform the same
task with greater ease and effectiveness. Multi-agent systems provide greater robustness,
scalability, economy, and have the feature of build-in redundancy, which allow simple
agents to be resilient to failure by virtue of agent quantity. An ideal multi-agent sys-
tem would be one of complete decentralization, and yet still exhibit an overall coherent
emergent behaviour with self-organizational properties, namely that of self-configuring,
self-optimizing, self-healing, and self-protecting.
Deploying multi-agent systems over single agents come with a new set of challenges
which must be properly addressed to ensure the multi-agent systems’ effectiveness are
not compromised. One of the challenges is that of multi-agent task allocation. Having
more agents will give rise to the possibility of lowered efficiency when each agent is not
selecting the right task to achieve overall efficiency.
In this work, we developed a general framework for task selection in a multi-agent
system (Chapter 3). This general framework adapts the concept of Voronoi tessellations
in determining an agent’s local, and mutually exclusive Region of Influence (RoI). A
Utility Function is developed for the use in this general framework. It determines the
performance measure for an agent in performing a particular task which is used in task
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selection. Although examples used are for tasks in physical space, this general frame-
work can be extended to virtual space, e.g., the Internet, with the use of the Utility
Function.
Two typical applications were selected to test the application and performance of this
general framework - the Exploration Problem (Chapter 4), and the Patrolling Problem
(Chapter 5). These two applications were selected based on the fact that one is a single-
cycle problem while the other is a continuous cycle problem. Although similar, these
two problems generally require different approaches to produce good solutions.
6.1 Contributions
General Framework for Multi-Agent Task Selection
A general framework has been developed for multi-agent task selection, which makes
use of Local Voronoi Decomposition (LVD) and a Utility Function, and executed in
a completely decentralised manner with each individual agent making its own decision
on task selection. Task selection is primarily based on local information. The general
framework follows that of a Divide and Conquer strategy. Each agent defines its own
local and mutually exclusive Region of Influence (RoI) based on tasks and other agents
within its locality (Section 3.2.3). This is the Divide part of the strategy. Determining
the RoI is mission specific and can be based on
1. Field of View (FoV),
2. Local Voronoi Decomposition (LVD), or
3. Local Voronoi Decomposition using Utility Values (LVDU).
As determining an agent’s RoI is based only on local information, the proposed frame-
work will work well in a dynamic environment. The framework is robust to changes
and can adapt to a dynamically changing number of agents since all decision making is
based on the instantaneous local information as determined by the agent’s RoI.
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A Utility Function (Section 3.3) has been developed to provide a richer means of
determining the performance measure (as opposed to simply using the time taken to
complete a task) of an agent executing a task. The Utility Function can be used for de-
termining the RoI as well as identifying the most desirable task an agent should perform
within its RoI, i.e., the Conquer part of the strategy. The Utility Function takes into






One of the key features is that the Utility Function takes into account heterogeneity,
task replicability, and agent specialization. The values for the overall Utility Function
and that of its sub-components have been designed to be in the range of [0; 1]. This
allows for ease of modification to the Utility Function as well as ease of adaptation to
other methods or algorithms. For example, the Utility Function can be easily adapted to
probabilistic methods since its values are already in the range of [0; 1].
General Framework applied to the Exploration Problem
The Local Voronoi Decomposition (LVD) Algorithm, as detailed in Section 4.3, fea-
tures how the general framework can be applied to a multi-agent system for the ex-
ploration problem. The Region of Influence (RoI) in this case is based on an agent’s
local Voronoi tessellation. The dynamic nature of the LVD Algorithm allows for a very
systematic exploration of a map with minimal overlapping of exploration paths. Hav-
ing minimal overlapping of exploration paths implies a shorter overall exploration time,
which is confirmed when the LVD Algorithm is benchmarked against two other lead-
ing algorithms on several test maps. Furthermore, results from simulation experiments
reveal that the LVD Algorithm’s performance is very close to the theoretical best.
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The LVD Algorithm consists of a very simple rule - you take care of your area, and
I’ll take care of mine. An interesting emergence of cooperative behaviours resulted from
this simple rule. In the simulation experiments, agents are seen to perform the explo-
ration task in a very systematic, and coordinated fashion. This is one of the main factors
that resulted in the total amount of overlapping exploration regions being minimal. The
LVD Algorithm involves simple rules and is easy to implement. It is also not computa-
tionally expensive.
The use of occlusion points as way points, when an agent’s RoI is fully explored, is a
good way to guide the agent to other parts of the map, and thus increasing the likelihood
of discovering and moving into unexplored regions.
General Framework applied to the Patrolling Problem
The Probabilistic Ants (PAnts) Algorithm, as detailed in Section 5.4, showcases how
the general framework can be tailored to a multi-agent system for the patrolling problem.
Unlike the exploration problem where the goal is to minimise the overall exploration
time, the goal for the patrolling problem is to minimise the Average Graph Idleness
(AGI) and the Worst Idleness (WI). The Region of Influence (RoI) for this algorithm is
based on the immediate cells. Virtual pheromone traces with pheromone decay are used
as an indication of how recent a cell has been visited. As agents deposit pheromone
traces while moving around the map, a virtual potential field is created. Agents have a
preference to move to areas of lower pheromone levels which represent areas with high
idleness time, or areas which have not been recently visited by any agent.
As decision making is done in a weighted probabilistic manner, the algorithm is
adaptable to various maps, and the effect of any local minima formed is minimised.
As decision-making is also based only on local pheromone information, the algorithm
works effectively for a changing map topology with varying agent number during the pa-
trolling process. The PAnts algorithm is simple to implement and is not computationally
demanding.
The effectiveness of this strategy is largely dependent on (1) the pheromone decay
rate, , (2) the amount of pheromone an agent deposits, Phd, and (3) the duration the
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cell is left idle, which is dependent on the map size and the number of patrolling agents.
The first two parameters and the number of agents used are user defined. We have shown





n  1 in Equation 5.5
to maintain the effectiveness of this algorithm. Experimental results have shown the
accuracy of these theoretical constraints.
The PAnts Algorithm was benchmarked against the traditional Ants Algorithm as
well as a proposed variation of it on several test maps. The results show significant
improvements achieved by PAnts over the other methods, especially in environments
with many choke points and bottlenecks which can give rise to local minima. One such
case is the Rooms Map, in Figure 5.2(e), which is actually a long corridor with a series
of intermediate choke points.
6.2 Limitations
The proposed methods make use of local information in optimizing task selection. While
this is easily implementable and does not rely on communications between agents, the
resulting actions do not guarantee a global optimal set of actions. Without complete
knowledge of the entire global state and all its available tasks, agents are planning for
the near horizon, as opposed to planning for a whole optimal chain of tasks to be per-
formed from the start to the end of the mission. This is the usual tradeoff between local
optimization and global optimization.
The proposed methods require the use of a Global Notice Board to keep track of past
events. This is necessary to determine if all tasks are completed and thus allow the agents
to know when to stop. While this is a straightforward solution to a stopping criteria, the
Global Notice Board will require the agents to be able to communicate with it, which
may add additional communication related issues during implementation. As the main
purpose of the Global Notice Board is to provide the agents with a stopping criteria,
not having the Global Notice Board would require each agent to individually explore
the whole environment and ascertain for itself whether all tasks have been completed.
While this would minimally affect the time taken for all tasks to be completed, it would
affect all agents knowing when all tasks have actually been completed. In other words,
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without a Global Notice Board, agents would take a much longer time to come to the
realization that all tasks in the environment have been completed than the time taken
for the agents to actually complete the tasks. Not having a Global Notice Board would
not affect the overall completion of the global mission, but simply the time taken for all
agents to know when to stop.
The proposed Utility Function general framework for multi-agent task selection re-
quires agents to have their available resources updated to the Global Notice Board for
the resources factor of the Utility Function to be properly determined. The alternative to
this is for agents to communicate this information to one another. Either way, some form
of communication is necessary for the inclusion of the resources factor into the Utility
Function. If a Global Notice Board were not to be used, the Utility Function would have
to be modified to exclude taking into account the resources factor, and rely on the re-
maining four factors instead. While this may affect the efficiency of the overall strategy,
not having a Global Notice Board would not affect the completion of the overall mission.
6.3 Future Work
Implementing on large maps with numerous agents
The general framework has been tested for both multi-agent exploration and multi-agent
patrolling. The proposed general framework has been shown to lead to a general trend
towards coordination and cooperation among agents, and an increasing overall effective-
ness when more agents are used. While this should theoretically hold when the number
of agents increase even further, it would be useful to investigate the effects of really large
agent numbers, especially when agent numbers run into the hundreds or even thousands.
In most literature, comparisons are usually made for varying agent numbers in the same
map. It would be interesting to see how a given strategy’s effectiveness would behave if
the ratio of map size to agent number were to be kept constant, i.e., keeping the value








Implementing the general framework with the Utility Function
Currently, the general framework has only been implemented on the cases of exploration
and patrolling in which the Utility Function was not utilised. It would be useful to find
a scenario with multiple tasks and for which the full features of the Utility Function can
be utilised. One possible scenario is that of Homeland Security, where agents belong to
a heterogeneous system and there are numerous different tasks in the environment, e.g.,
patrolling, engaging enemy forces, repairing of structures, evacuating of agent casual-
ties. Such a scenario would involve single-cycle tasks as well as continuous tasks.
Better Representation of the information on the Global Notice Board
When the map size and the number of agents increases, so does the amount of informa-
tion on the Global Notice Board. This may result in slower rates of information retrieval.
It would be interesting to investigate how this information can be compressed or filtered
without compromising on the information quality. Another way to rephrase is this: the
Global Notice Board contains a collection of uncompleted tasks. How can this list be
better arranged or filtered for the next agent to quickly pick out the most appropriate task
to perform it its local Region of Influence does not contain any available tasks?
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