We study a class of Linear Feedback Shift Registers (LFSRs) with characteristic polynomial f (x) = p(x) q(x) where p(x) and q(x) are distinct irreducible polynomials in F2[x]. Important properties of the LFSRs, such as the cycle structure and the adjacency graph, are derived. A method to determine a state belonging to each cycle and a generic algorithm to find conjugate pairs shared by any pair of cycles are given. The process explicitly determines the edges and their labels in the adjacency graph. The results are then combined with the cycle joining method to efficiently construct a new class of de Bruijn sequences. An estimate of the number of resulting sequences is given. In some cases, using cyclotomic numbers, we can determine the number exactly.
I. INTRODUCTION
A binary de Bruijn sequence of order n is a binary sequence with period N = 2 n in which each n-tuple occurs exactly once in one period of the sequence. There are 2 2 n−1 −n such sequences [2] .
De Bruijn sequences have been studied for a long time using diverse mathematical tools and often show up in multiple disguises [22] . They have many applications in communication systems, coding theory, and cryptography due to their attractive characteristics, such as having long period and large linear complexity, and being balanced [3] , [9] . Fredricksen's survey [8] discusses their various properties and constructions.
A well-known construction approach called the cycle joining (CJ) method (see e.g., [8] and [9] ) joins all cycles produced by a given Feedback Shift Register (FSR) into a single cycle.
Since the cycle structure of a Linear FSR (LFSR) has been well-studied, it is natural to construct de Bruijn sequences by applying the cycle joining method to LFSRs. Some LFSRs with simple cycle structure, such as the maximal length LFSRs, pure cycling registers, and pure summing registers, have been used to generate de Bruijn sequences using the said method in [6] - [8] .
Hauge and Helleseth established a connection between the cycles generated by LFSRs and irreducible cyclic codes in [11] . The number of de Bruijn sequences obtained from these LFSRs is related to cyclotomic numbers. The cycle structure and the adjacency graph of LFSRs with simple reducible polynomials are then studied and several classes of de Bruijn sequences are constructed from these LFSRs.
More recently, some classes of de Bruijn sequences are studied by C. Li et al.. In [14] and [15] , respectively, the sequences are derived from LFSRs with characteristic polynomials (1 + x) 3 p(x) and (1 + x 3 )p(x), where p(x) is a primitive polynomial of degree n > 2. The results have been generalized in [16] to include products of primitive polynomials whose degrees are pairwise coprime, leading to coprime periods of the sequences forming the cycle structure. This generalization, however, falls rather short. Although the set up leads to a structure that can be nicely studied and described, this construction yields a very small number of de Bruijn sequences as an example in Sect. VII will demonstrate.
A preprint [5] investigates how to quickly construct some de Bruijn sequences with large n by determining just enough number of conjugate pairs between cycles.
In this paper, we construct new de Bruijn sequences based on LFSRs with characteristic polynomials f (x) = p(x) q(x), where both p(x) and q(x) are distinct irreducible polynomials. We study the corresponding cycle structure and construct the adjacency graph. We propose a method to find a state belonging to a particular cycle and design an algorithm to find conjugate pairs shared by any two cycles. Deploying the cycle joining method, we construct the de Bruijn sequences and estimate their number. In some instances, the estimates are made exact.
This work contributes to the large literature on de Bruijn sequences on several fronts. We generalize the choices of characteristic polynomials to products of irreducible polynomials, instead of those of primitive polynomials. The structure of the resulting LFSRs is thoroughly studied. Our step-bystep construction of de Bruijn sequences from the LFSRs is efficient to perform and yields a large number of sequences, which is beneficial for at least several important applications. Above all, the methods and results in this paper can be easily generalized to LFSRs with arbitrary characteristic polynomial.
The paper is organized as follows. After this introduction come preliminary notions and known results in Sect. II. Sect. III presents the cycle structure. The main results are presented in Sect. IV in four parts. They are the adjacency graph, a method to find a state belonging to a given cycle, an algorithm to find a conjugate pair between any two cycles, and an estimate of the number of constructed de Bruijn sequences. Sect. V examines three special cases. A detailed example in Sect. VI showcases how the theoretical results fit together nicely in practice. Sect. VII briefly treats a more general case where the characteristic polynomial is the product of more than two irreducible polynomials. The last section contains a brief conclusion and some future directions.
II. PRELIMINARIES
We use [10, Ch. 4] as a main reference for this section. An n-stage shift register is a circuit consisting of n consecutive storage units, each containing a bit, regulated by a clock. As the clock pulses, the bit in each storage unit is shifted to the next stage in line.
A shift register becomes a binary code generator when one adds a feedback loop which outputs a new bit s n based on the n bits s 0 = (s 0 , . . . , s n−1 ) called an initial state of the register. The corresponding feedback function f (x 0 , . . . , x n−1 ) is the Boolean function that outputs s n on input s 0 .
A feedback shift register (FSR) outputs a binary sequence s = s 0 , s 1 , . . . , s n , . . . satisfying the recursive relation
For N ∈ N, if s i+N = s i for all i ≥ 0, then s is N -periodic or with period N and one writes s = (s 0 , s 1 , s 2 , . . . , s N −1 ). We call s i = (s i , s i+1 , . . . , s i+n−1 ) the i-th state of s and states s i−1 and s i+1 the predecessor and successor of s i , respectively.
Given two sequences u = u 0 , u 1 , . . . and v = v 0 , v 1 , . . ., the sum u + v and the scalar multiple cu are u + v = u 0 + v 0 , u 1 + v 1 , . . . and cu = cu 0 , cu 1 , . . .. The period of the sum is the lcm of the periods of the given sequences.
For an FSR, distinct initial states generate distinct sequences. We collect all these sequences to form a set Ω(f ) of cardinality 2 n . All sequences in Ω(f ) are periodic if and only if the feedback function f is nonsingular, i.e., f can be written as f (x 0 , x 1 , . . . , x n−1 ) = x 0 + g(x 1 , . . . , x n−1 ), where g(x 1 , . . . , x n−1 ) is some Boolean function with domain F n−1 2 [9, p. 116]. In this paper, the feedback functions are all nonsingular.
An FSR is called linear or an LFSR if its feedback function is linear, and nonlinear or an NLFSR otherwise.
The characteristic polynomial of an n-stage LFSR with feedback function f (x 0 , x 1 , . . . ,
. Sequence s may have many characteristic polynomials. We call the monic characteristic polynomial with the lowest degree the minimal polynomial of s. It represents the LFSR of shortest length that generates s. For more properties of the minimal polynomial, we refer the reader to [10, Sects. 4.2 and 4.3] . For an LFSR with characteristic polynomial f (x), the set Ω(f ) is also denoted by Ω(f (x)).
Example 1.
A 3-stage NLFSR with initial state (110) and feedback function f (x 0 , x 1 , x 2 ) = x 0 + x 1 x 2 + x 2 + 1 outputs (1100 0101), a de Bruijn sequence with period 8.
For a sequence s, the (left) shift operator L is given by Ls = L(s 0 , s 1 , . . . , s N −1 ) = (s 1 , s 2 , . . . , s N −1 , s 0 ) with the convention that L 0 s = s. The set
[s] := {s, Ls, L 2 s, . . . , L N −1 s} is a shift equivalent class or a cycle in Ω(f ). The set of sequences in Ω(f ) can be partitioned into cycles.
If Ω(f (x)) consists of exactly r cycles [s 1 ], [s 2 ], . . . , [s r ] for some r ∈ N, then the cycle structure of Ω(f (x)) is
When r = 1, the corresponding FSR is of maximal length and its output sequences are de Bruijn sequences of order n. A nonzero output sequence of a maximal length n-stage LFSR is said to be an m-sequence of order n or a maximal length sequence (MLS).
A state v = (v 0 , v 1 , . . . , v n−1 ) and its conjugate v = (v 0 + 1, v 1 , . . . , v n−1 ) form a conjugate pair. Cycles C 1 and C 2 are adjacent if they are disjoint and there exists v in C 1 whose conjugate v is in C 2 .
Adjacent cycles C 1 and C 2 with the same feedback function g(x 0 , x 1 , . . . , x n−1 ) can be joined into a single cycle by interchanging the successors of v and v. The corresponding feedback function of the resulting cycle is
We can provide the feedback functions of the new de Bruijn sequences by finding the corresponding conjugate pairs. This is the basic idea of the CJ method. Determining the conjugate pairs between cycles is, therefore, a crucial step in constructing de Bruijn sequences. Definition 1. [12] For an FSR with feedback function f , its adjacency graph G is an undirected multigraph whose vertices correspond to the cycles in Ω(f ). There exists an edge between two vertices if and only if they share a conjugate pair. The number of shared conjugate pairs labels the edge.
There is a one-to-one correspondence between the spanning trees of the adjacency graph G and the de Bruijn sequences constructed by the CJ method. The details can be found in [11] and [12] . The following result, a variant of the BEST (de Bruijn, Ehrenfest, Smith, and Tutte) Theorem adapted from [1, Sect. 7] , provides the counting formula. The cofactor of the entry m i,j in M is (−1) i+j times the determinant of the matrix obtained by deleting the i-th row and j-th column of M.
Relevant concepts and results on finite fields, such as the definitions and properties of minimal, irreducible, and primitive polynomials, can be found in [17] .
With the preparatory notions in place, we proceed to determining the cycle structure.
III. THE CYCLE STRUCTURE OF Ω(f (x))
This section studies the cycle structure of Ω(f (x)) with f (x) the product of two distinct irreducible polynomials. We start by recalling some useful properties and results.
Let α be a primitive (2 n − 1)-th root of unity in F 2 n . Using the Zech logarithmic representation (see. e.g., [10, p. 39 ]), we can write
where τ n (ℓ) is the Zech logarithm relative to α that induces a permutation on {1, 2, . . . , 2 n − 2}. Let e · t = 2 n − 1, e > t, and β = α t . Let g(x) be the minimal polynomial of β. It is clear that deg(g(x)) = n. The cyclotomic classes C i ⊆ F 2 n for 0 ≤ i < t are
(1) The cyclotomic numbers (i, j) t , for 0 ≤ i, j < t are given by
Requiring ξ ∈ C i and ξ + 1 ∈ C j is equivalent to requiring that there exist s and s ′ with 0 ≤ s, s ′ < e such that
Thus, an equivalent expression to (2) is
Remark 1. In general, it is hard to determine the cyclotomic numbers for all parameter sets. They are known for small parameters or under certain conditions. Some useful facts can be found in [24] and [4, Ch. 1.4] . The cyclotomic numbers used in this paper are all known.
Using {1, β, . . . , β n−1 } as a basis for F 2 n as an F 2 -vector space, for 0 ≤ j < 2 n − 1, one can uniquely express α j as
Define the mapping ϕ : F 2 n → F n 2 by ϕ(0) = 0, ϕ(α j ) = (a j,0 , a j+t,0 , . . . , a j+(n−1)t,0 ), where the subscripts are reduced modulo 2 n − 1. Let u i = (a i,0 , a i+t,0 , . . . , a i+(e−1)t,0 ).
It is shown in [11, Th. 3] that, under the mapping ϕ, the cyclotomic class C i corresponds to the cycle [u i ]. In other words, u i and the sequence of states of u i , namely
, where, for 0 ≤ j < e, (u i ) j = (a i+jt,0 , a i+(j+1)t,0 , . . . , a i+(j+n−1)t,0 ) = ϕ(α i β j ), are equivalent. Hence, u i ←→ C i . The theory of LFSRs in [10, Ch. 4] tells us that
If g(x) is a primitive polynomial, then e = 2 n − 1 and there exists only one cyclotomic class. Hence,
where u is the m-sequence with period 2 n − 1. The sequence u has the following shift-and-add property. Lemma 1. [10, Th. 5.3] Let u be the maximal length sequence constructed based on (4) . Then, for 0 ≤ i < 2 n −1, there exists 0 ≤ j < 2 n − 1 such that u + L i u = L j u with j = τ n (i).
When g(x) is not primitive, the situation is more involved.
be an irreducible polynomial of degree n and order e (making t = (2 n − 1) /e) with Ω(g(x)) as presented in (5) . Then, for each triple (i, j, k) with 0 ≤ i, j, k < t, we have
Proof: Using the correspondence
For each occasion,
Note that the corresponding sequences are shifts of u k and the proof is now complete. 
2)
Let Ω(g(x)) + Ω(h(x)) denote the set of sequences
Then Ω(g(x)) + Ω(h(x)) = Ω(lcm(g(x), h(x))).
Let f (x) = p(x) q(x) where p(x) and q(x) are two distinct irreducible polynomials in F 2 [x] of degree m and n and order e 1 and e 2 , respectively. Let t 1 = 2 m −1 e1 and t 2 = 2 n −1 e2 . Based on (5), we have
Proof: By Lem. 3 , Ω(f (x)) contains Ω(p(x)) and Ω(q(x)) as subsets. Hence,
The minimal polynomial of all other sequences in Ω(f (x)) must be f (x). The period of these sequences is the order of f (x), which is lcm(e 1 , e 2 ). The sequences are of the form
for some i, j, k, and ℓ, where k − ℓ is computed modulo e 1 . They can be partitioned into
shift-inequivalent classes. Next, we show that L k u i + s j and L k+t·gcd(e1,e2) u i + s j are shift-equivalent for 0 ≤ k < gcd(e 1 , e 2 ) and 0 < t < e1 /gcd(e1, e2). Since e1 /gcd(e1, e2) and e2 /gcd(e1, e2) are coprime,
Since the periods of u i and s j are, respectively, e 1 and e 2 ,
for which the period of each sequence is lcm(e 1 , e 2 ). Combined with (8), we conclude that there are exactly t 1 · t 2 · gcd(e 1 , e 2 ) shift-inequivalent classes and
IV. THE MAIN RESULTS
This section contains the most technical parts and is divided into four subsections. The first one discusses the adjacency graph of Ω(f (x)). The second one explains a method to find a state belonging to a particular cycle. The results are then used to design an algorithm to find conjugate pairs shared by any two cycles in the third subsection. The last subsection gives an estimate of the number of de Bruijn sequences constructed.
A. The Adjacency Graph of Ω(f (x))
Suppose that the special state S := (1, 0, . . . , 0) ∈ F m+n 2 is in a given cycle [a]. Cycles [b] and [c] share a conjugate pair if and only if, for some i, j, k ∈ Z,
This is the basic rule of finding the conjugate pairs shared by the cycles in Ω(f (x)).
Because the degrees of the minimal polynomials of u i and s j are all < m + n, neither u i nor s j can contain m + n − 1 consecutive 0s. Thus, for all i and j, S / Next, we find the number of conjugate pairs between
Consider, for 0 ≤ t < e 1 and 0 ≤ ℓ < gcd(e 1 , e 2 ), the equation
By Lem. 2, for a given ℓ, as t runs through {0, 1, . . . ,
Recall that, under the mapping ϕ, the cyclotomic classes correspond to the cycles. This fact helps us determine k v . Lem. 2 tells us that the intersection of the set
and C a contains (i − j, a − j) t1 elements, which we label
Thus, k 0 , k 1 , . . . , k (i−j,a−j)t 1 −1 are our k v 's. More generally, by computing u j + L t u i , for 0 ≤ t < e 1 , we can find all the corresponding
Combining the analysis, we arrive at the following result.
2) The sum of the numbers of conjugate pairs between
3) The exact number of conjugate pairs between [u i ] and
[L ℓ u j + s b ] is given by (9) .
For 0 ≤ i, j < t 2 , we now determine the number of conjugate pairs between [s i ] and [L ℓ u k +s j ]. Since none exists when k = a, let k = a. Consider, for 0 ≤ ℓ < gcd(e 1 , e 2 ) and 0 ≤ t < e 2 , the equation
Lem. 2 says that there are (i − j, b − j) t2 many t's such that s j + L t s i is a shift of s b . By choosing an appropriate ℓ, we ensure that L ℓ u a + (s j + L t s i ) is a shift of L c u a + s b . Thus, the sum of the numbers of conjugate pairs between [s i ] and [L ℓ u a +s j ] from ℓ = 0 to ℓ = gcd(e 1 , e 2 )−1 is the cyclotomic
3) The exact number of conjugate pairs between [s i ] and
[L ℓ u a + s j ] is given by (10) .
Finally, we determine the number of conjugate pairs be-
Letting 0 ≤ ℓ < lcm(e 1 , e 2 ), consider
Lem. 2 allows us to do the following:
To guarantee that the sequence in (11) is a shift of L c u a + s b , ℓ must satisfy the system of congruences
By the Chinese Remainder Theorem [19, Th. 2.9], the system has a unique solution if and only if, modulo gcd(e 1 , e 2 ),
If ℓ 1 and ℓ 2 satisfy (13) and ℓ satisfies (12), then (11) can be expressed as
Computing modulo gcd(e 1 , e 2 ) and taking
we verify that the sequence in (14) is the required shift of L c u a +s b . Thus, we get a conjugate pair between
It is important to note that when considering the conjugate pairs between a cycle and itself, every pair (v, v) is double counted. To get the correct number we halve the count.
We summarize our analysis into a proposition.
1) The sum of the numbers of conjugate pairs between two distinct cycles [L ℓ1 u i1 + s j1 ] and [L ℓ2 u i2 + s j2 ] over all possible ℓ 1 and ℓ 2 is
2) The exact number of conjugate pairs between [L ℓ1 u i1 + s j1 ] and [L ℓ2 u i2 + s j2 ] can be computed based on (15) .
3) The number of conjugate pairs between [L ℓ u i + s j ] and itself is half the number found upon computing with (15) .
We now have a characterization of the adjacency graph.
Theorem 2. The adjacency graph of Ω(f (x)) can be constructed based on the results in Props. 1 to 5.
In the earlier process of computing the number of conjugate pairs, we emphasize the ordering of the cycles by specifying the parameters i, j and ℓ in [L ℓ u i + s j ]. The main reason is to benefit from the notions of cyclotomic classes and numbers. We also require S = (1, 0, . .
In practice, however, the order of the cycles does not matter. For two distinct orderings of the cycles, the corresponding matrices constructed based on Th. 1 can be obtained from each other by properly permuting the rows and columns. This procedure does not affect the cofactor.
B. Finding a State belonging to each Cycle
Recall the definition of s i and its successor s i+1 of an nstage FSR sequence s with feedback function f (x 0 , . . . , x n−1 ) from Sect. II. A state operator T turns s i into s i+1 with s i+n = f (s i , . . . , s i+n−1 ). Hence, if the state s i belongs to cycle [s], then all the states of [s] are s i , T s i , T 2 s i , . . .. If e is the period of s, then the distinct states are
Our task is, thus, reduced to finding one state in a given cycle.
Again, let g(x) ∈ F 2 [x] be an irreducible polynomial of degree n and order e, and let t = 2 n −1 e . Ω(g(x)) is given in (5) . For each [u i ] with 0 ≤ i < t, there are several ways to find one of its e distinct states: 1) Through exhaustive search. 2) By the definitions of cycles and cyclotomic classes.
3) By borrowing the method described in [5, mainly Sects.
3 and 4] to find the conjugate pairs between the cycle generated by S and any other cycle whose characteristic polynomial is irreducible. Using any of the above methods, we can obtain at least one state in each cycle. With some additional computation or verification, we can even obtain the initial state, which, for our purposes, is not necessary. Now, consider the states of the cycles in Ω(f (x)) defined in Lem. 4. Let [L ℓ u i + s j ] with i, j, ℓ ∈ Z be a cycle in Ω(f (x)). If u i = u 0 , u 1 , u 2 , . . . and s j = s 0 , s 1 , s 2 , . . ., then we have
. . , u ℓ+k+m+n−1 + s k+m+n−1 ) = (u ℓ+k , . . . , u ℓ+k+m+n−1 ) + (s k , . . . , s k+m+n−1 ). (16) Note that (u ℓ+k , . . . , u ℓ+k+m+n−1 ) and (s k , . . . , s k+m+n−1 ) are uniquely and linearly determined by, respectively, (u ℓ+k , . . . , u ℓ+k+m−1 ) and (s k , . . . , s k+n−1 ). These last two are, respectively, the m-stage (ℓ + k)-th state of u i and the n-stage k-th state of s j . Thus, once the states of u i and s j are known, we can determine the corresponding state in
Now, let v k be known. Since (u ℓ+k , . . . , u ℓ+k+m+n−1 ) and (s k , . . . , s k+m+n−1 ) are uniquely and linearly determined by (u ℓ+k , . . . , u ℓ+k+m−1 ) and (s k , . . . , s k+n−1 ), respectively, one can use (16) to construct nonhomogeneous linear equations whose unique solution is (u ℓ+k , . . . , u ℓ+k+m−1 , s k , . . . , s k+n−1 ) by the properties of LFSR. Thus, from v k , the m-stage (ℓ + k)-th state of u i and the n-stage k-th state of s j can be uniquely determined.
Let v ∈ F m+n 2 , a ∈ F m 2 , and b ∈ F n 2 be, respectively, the initial (m + n)-, m-, and n-stage states of
There is a one-to-one correspondence between v and (T ℓ a, b) through the given mapping P
Notice that if v is the (m + n)-stage state of [u i ], then P v = (a, 0) and, if v is the (m + n)-stage state of [s j ], then P v = (0, b). Clearly,
One can view (T ℓ a, b) as a state of [L ℓ u i + s j ]. Let a 0 , a 1 , . . . , a t1−1 be the arbitrary m-stage states of
Since the exact value of ℓ does not affect the final result, we let ℓ be any integer. In particular, when convenient, we set ℓ = 0. Thus, we obtain one state of each cycle.
C. Finding Conjugate Pairs
This section proposes a generic algorithm to find one or all conjugate pairs between any two cycles.
For cycles C 1 and C 2 in Ω(f (x)), let v 1 = P −1 (a 1 , b 1 ) be a state of C 1 and v 2 = P −1 (a 2 , b 2 ) a state of C 2 . Algorithm 1 outputs a conjugate pair between C 1 and C 2 . Repeating this algorithm up to lcm(e 1 , e 2 ) times enables us to find all conjugate pairs. Let e 1 and e 2 be the respective period of the sequences containing states a 2 and b 2 . If a 2 = 0, then e 1 = 1, and if b 2 = 0, then e 2 = 1. Recall that S ∈ F m+n 2 .
Algorithm 1: Finding Conjugate Pair
Input: v 1 = P −1 (a 1 , b 1 ) and v 2 = P −1 (a 2 , b 2 ). Output: a conjugate pair between C 1 and C 2 . 1 Step 1: Compute (a ′ , b ′ ) = P (v 1 + S) = P (v 1 ) + P (S). 2 Step 2: For 0 ≤ i < e 1 , check if there exists some i satisfying T i a ′ = a 2 . If yes, then go to Step 3. Otherwise, let v 1 = T v 1 . If P v 1 = (a 1 , b 1 ), then go back to Step 1. Otherwise, break. 3 Step 3: For 0 ≤ j < e 2 , check if there exists some j satisfying T j b ′ = b 2 . If yes, then go to Step 4.
, then go back to Step 1. Otherwise, break. 4 Step 4: If i − j ≡ 0 (mod gcd(e 1 , e 2 )) is true, then (v 1 , v 1 ) is a conjugate pair and break. Otherwise, let v 1 = T v 1 . If P v 1 = (a 1 , b 1 ), then go back to Step 1.
Otherwise, break.
Theorem 3. Algorithm 1 is correct.
Proof: Given the input, there exists a conjugate pair between C 1 and C 2 if and only if, for some k ∈ Z, T k v 1 + S is a state of C 2 or equivalently, if and only if there exists an integer 0 ≤ ℓ < lcm(e 1 , e 2 ) such that
. This condition is equivalent to the existence of integers 0 ≤ i < e 1 and 0 ≤ j < e 2 satisfying the following conditions simultaneously: 1) T i a ′ = a 2 , which is verified in Step 2.
2) T j b ′ = b 2 , which is checked in Step 3.
3) The system ℓ ≡ i (mod e 1 ) and ℓ ≡ j (mod e 2 ) has at least one solution. By the Chinese Remainder Theorem, a unique solution is guaranteed if and only if i ≡ j (mod gcd(e 1 , e 2 )), which is done in Step 4. Thus, if C 1 and C 2 share some conjugate pairs, Algorithm 1 will find one such pair. If needed, it can be run repeatedly to get all conjugate pairs.
D. Counting the Number of Constructed Sequences
Let G be the adjacency graph of Ω(p(x)q(x)). The number of de Bruijn sequences constructed by our method is the cofactor of any entry of the matrix M, as mentioned in Th. 1. We use the product of the entries in its main diagonal to approximate the number.
The entry 1 occurs once, e 1 appears t 1 times, e 2 appears t 2 times, and there are χ := (2 n −1)(2 m −1) lcm(e1,e2) = t 1 · t 2 · gcd(e 1 , e 2 ) other entries, each is approximately lcm(e 1 , e 2 ). The product of these χ entries is E ≈ (lcm(e 1 , e 2 )) χ = e 1 · e 2 gcd(e 1 , e 2 ) 7 For the real-valued function F (x) := 2 m+n x x with x > 0,
Thus, F (x) is monotonically increasing in (0, 2 m+n /e).
It is shown in [18] that, for any n-stage LFSR, the number of cycles in the cycle structure is upper bounded by
where φ is Euler's phi function. Hence, χ is less than the number of cycles in Ω(f (x)), which is less than Z(m + n) and far less than 2 m+n /e. We can then infer that the number of de Bruijn sequences constructed is approximately O 2 χ(m+n) , where χ is the number of cycles with the largest period. In general, χ is far more than m + n. Thus, the number of de Bruijn sequences constructed by our method is indeed very large.
V. SOME SPECIAL CASES
We see from Th. 2 that, for general irreducible polynomials p(x) and q(x), determining the number of conjugate pairs between two cycles can be quite complicated. This section highlights three special cases for which the process is simpler.
A. The orders of p(x) and q(x) are relatively prime
If gcd(e 1 , e 2 ) = 1, then by Lem. 4 ,
Directly applying Props. 1 to 5 leads to the next result. 
The number of conjugate pairs between [u i + s j ] and itself is 1 2 (0, a − i) t1 · (0, b − j) t2 . The adjacency graph of Ω(f (x)) can then be constructed by following the distribution.
B. Both p(x) and q(x) are primitive polynomials Let p(x) and q(x) be two distinct primitive polynomials of respective degree m and n. Then, t 1 = t 2 = 1 and gcd(e 1 , e 2 ) = gcd(2 m − 1, 2 n − 1) = 2 gcd(m,n) − 1 = r.
Consulting (7), 
k ≡ 0 (mod e 1 ), and k ≡ j − i (mod e 2 ). (21)
If i = j, we halve the count in (21) . The adjacency graph of Ω(f (x)) can then be constructed. Thus, (23) has e2 /r − 1 solutions for i = a and e2 /r solutions for i = a.
For the last assertion, we count the number of conjugate pairs between [L i u + s] and [L j u + s] for 0 ≤ i, j < r. By Lem. 1, for 0 ≤ k < lcm(e 1 , e 2 ), a (mod r) . Equivalently, the condition can be written as
Thus, if i = j, the number of conjugate pairs is indeed given by (21) , and we halve the number when i = j.
In the special case where gcd(e 1 , e 2 ) = 1, Item 4 in Prop. 7 takes a simpler form. · |{0 ≤ k < e 1 e 2 | k ≡ 0 (mod e 1 ); k ≡ 0 (mod e 2 )}| = 1 /2 · (e 1 − 1)(e 2 − 1).
If e 1 | e 2 (that is when gcd(e 1 , e 2 ) = e 1 ), we can derive an explicit formula. 
If i = j, we halve the count in (25).
Proof: Since gcd(e 1 , e 2 ) = e 1 , rewrite (21) as
and τ n (k) ≡ τ m (k + i − j) + j − a (mod e 1 ).
More explicitly, we compute for
Based on the equivalence of (2) and (3), we confirm that (27) and (25) are the same.
C. De Bruijn Sequences of order n + 2
We consider the construction of de Bruijn sequences from LFSRs with characteristic polynomial (x 2 +x+1) p(x), where p(x) is a primitive polynomial of degree n > 2. The exact number of de Bruijn sequences constructed can be determined.
It is clear that Ω(p(x)) = [0] ∪ [s] and Ω(
, where s and u are maximal length sequences with period 2 n − 1 and 3, respectively. In fact, u must be a shift of (110). By Lem. 4 and the fact that gcd(3, 2 n − 1) is 1 if n is odd and is 3 if n is even,
Next, we determine the number of conjugate pairs between two cycles in Ω(f (x)) based on the parity of n. The following assertion is derived from Prop. 7 and Cor. 1. Fig. 1 shows the adjacency graph.
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[s]
[u + s] When n is even, we use some results on cyclotomic numbers to compute values needed in the proof of Prop. 9 below. [24] or [11, Sect. 4 
Lemma 5. (See

]) Let n be even. Then
A : = (0, 0) 3 = 1 9 · 2 n + (−2) The adjacency graph is shown in Fig. 2 with Z = 2 n −1 3 .
[0]
[u + s]
The adjacency graph of Ω((x 2 + x + 1) p(x)) for even n ≥ 4.
Proof: The first five items follow directly from Prop. 7. The last item is deduced from (25) using τ 2 (1) = 2 and τ 2 (2) = 1.
Similarly, N (0, 1) = N (1, 0) = (0, τ 2 (0−1)+1) 3 +(2, τ 2 (2− 1) + 1) 3 = (0, 2) 3 + (2, 0) 3 = 2B.
For brevity, we omit the verification for the other values.
Theorem 4. The number of de Bruijn sequences constructed is
Proof: We count the number of spanning trees in the adjacency graph. 
The cofactor M(3, 3) is 3 · 2 n − 4. 
By [13, Th. 5] , applying the cycle joining method to two distinct LFSRs results in distinct de Bruijn sequences. Since there are φ(2 n − 1) /n choices for the primitive polynomial p(x) (see e.g. [10, p. 70]), the desired conclusion follows. Select the conjugate pairs defined by X 1 , X 2 , and X 3 to arrive at the sequence (00000111 11011100 10110101 00110001) with feedback function Using all of the above pairs we get the sequence (11001000 00011011 10100011 11110110 00010101 00101101 01111000 10011001) whose corresponding feedback function is
VI. A DETAILED EXAMPLE
This section demonstrates how the techniques developed above fit together nicely by way of an example. Knowing the corresponding cyclotomic numbers helps us to complete the task. If the numbers are not known, however, we can still deduce the desired results efficiently. 
The ordering of the 20 cycles in use is
We work on the adjacency graph of Ω(f (x)) and construct the associated matrix M 1 . Although we can compute the number of conjugate pairs between any two cycles by the method described in Subsect. IV-A, here we use the results regarding the state representation in Subsect. IV-B and Alg. 1 for efficiency. The 4-stage states of u 0 , u 1 , u 2 , and s are, respectively, a 0 = (1000), a 1 = (0111), a 2 = (0010), and b = (1000). The cycles in Ω(f (x)) can be represented by their 8-stage states in the following forms Similarly, we have T 1 (a 0 , 0) + (T 3 a 1 , T 9 b) = T 9 (T 0 a 0 , b), For i ∈ {1, 2}, the numbers can be similarly computed. The results are incorporated into the matrix M 1 in (29).
Step As ℓ runs through {0, 1, . . . , 14} \ {9}, there are 2 solutions to 4 − τ 4 (ℓ − 9) ≡ 4 (mod 5) and 3 solutions to 4 − τ 4 (ℓ − 9) ≡ k (mod 5) with k ∈ {0, 1, 2, 3}.
Step 4: Consider the number of conjugate pairs between [L j u i + s] and any other cycle.
First, let i = j = 0. When ℓ = 9, we have T 9 (a 0 , b) + (T 3 a 1 
From [10, p. 39] , the values of τ 4 (ℓ) for 1 ≤ ℓ < 15 are Computing for all values of k, we arrive at In a similar manner, we determine the number of conjugate pairs between all of the other pairs of cycles to complete the entries in the matrix M 1 in (29).
An easy last step is to compute the cofactor of any of its entries. There are 2, 003, 859, 941, 621, 760, 000 de Bruijn sequences constructed by our approach. This number lies between 2 60 and 2 61 . Our approximation in (18) gives 2 61 < ( 2 8 /15) 15 < 2 62 .
VII. MORE GENERAL CHARACTERISTIC POLYNOMIALS
This section briefly touches upon the construction of de Bruijn sequences based on LFSRs with characteristic polynomials other than those discussed above.
When the characteristic polynomial takes a certain form, the adjacency graph contains no loops (see, e.g., [15, Prop. 2]).
The same holds for a much larger class of polynomials. Since [15, Prop. 2] is subsumed by the next result.
are pairwise distinct irreducible polynomials. No cycles in Ω(f (x)) contain a conjugate pair.
Proof: Note that the minimal polynomial of a cycle which contains a conjugate pair must be f (x). Hence, it must have the form [1 + L i1 u 1 + . . .+ L is−1 u s−1 + u s ] for some integers i 1 , i 2 , . . . , i s−1 with p i (x) being the minimal polynomial of u i for 1 ≤ i ≤ s. Thus, for some ℓ ∈ Z,
where the characteristic polynomial of u ′ i is p i (x). Now, the degree of the minimal polynomial of the resulting sequence must be < deg(f (x)). Thus, it cannot contain S.
Consider the characteristic polynomial h(x) = (1 + x) f (x) with f (x) as defined in Sect. III. The only nonzero sequence having 1 + x as its characteristic polynomial is 1. The cycle structure of Ω(h(x)) follows directly from Lems. 3 and 4. Lemma 6. The cycle structure of Ω(h(x)) is
Any cycle in Ω(h(x)) can be described as [a 0 1 + a 1 L k u i + a 2 s j ] with i, j, k ∈ Z and a 0 , a 1 , a 2 ∈ F 2 . Lem. 6 leads us directly to the next result.
Proposition 11. If there is at least a conjugate pair between
, then a 0 + a ′ 0 = 1 and, for i ∈ {1, 2}, a i and a ′ i must never be simultaneously 0.
Combining the main results in Sect. IV with Props. 10 and 11, the adjacency graph of Ω(h(x)) can be constructed, from which de Bruijn sequences can be explicitly derived. Proposition 12. Ω(h(x)) has the following properties.
1) None of the cycles in Ω(h(x)) contains a conjugate pair.
2) 
is a shift of 1 + L c u a + s b for some ℓ or, equivalently,
is a shift of (0, 1) ∈ L c u a + s b with 1 of length m + n.
4) The number of conjugate pairs between any two cycles
in Ω(h(x)) are completely determined by the numbers of conjugate pairs between any two cycles in Ω(f (x)).
Based on how the conjugate pairs are shared, we can proceed to determining the states in a given cycle, finding conjugate pairs between any two cycles, and estimating the number of de Bruijn sequences constructed following the steps analogous to those discussed in Sect. IV. In fact, the non existence of conjugate pairs between any cycle and itself presents an added advantage in constructing de Bruijn sequences based on such LFSRs.
To conclude this section, we show some advantages of our more general approach of using product of irreducible polynomials over that of [16] which is limited to using primitive polynomials.
Let I 2 (n) and P 2 (n) denote, respectively, the number of irreducible and primitive polynomials of degree n in F 2 [x]. We know that P 2 (n) = φ(2 n − 1) /n. Let µ be the Möbius function. From Gauss' general formula [17, Th. 3 .25] we get Let N n = I 2 (n) − P 2 (n). Consulting Sequences A001037 and A011260 in [20] that list down I 2 (n) and P 2 (n), respectively, one gets . N n = 0 if and only if 2 n −1 is a (Mersenne) prime. As n grows larger, primes of the form 2 n − 1 appear to grow increasingly sparse. Hence, for most n, our method draws polynomials from a larger pool of choices than the one used in [16] .
Another advantage is that we get more de Bruijn sequences by using irreducible but non-primitive polynomial. The three irreducible polynomials of degree 4 in VIII. CONCLUSION AND FUTURE DIRECTIONS This paper constructs new de Bruijn sequences by the cycle joining method using products of two distinct irreducible polynomials as characteristic polynomials. We present results on the cycle structure, provide the corresponding adjacency graph, and exhibit a connection between relevant cyclotomic numbers and the new de Bruijn sequences.
The results naturally extend to the case where f (x) = p 1 (x) · · · p s (x), where p i (x) ∈ F 2 [x] are pairwise distinct irreducible polynomials for 1 ≤ i ≤ s. A more detailed discussion is in the pipeline.
Possible applications of de Bruijn sequences merit deeper investigation. The large number of de Bruijn sequences that can be efficiently constructed based on specific choices of polynomials may be beneficial for implementations in spread spectrum, more specifically in the design of control systems for autonomous vehicles. Crucial aspects to look at in this direction are the auto and cross correlation properties of the sequences as discussed in [23] . Various modifications of de Bruijn sequences have been known to result in powerful tools in DNA analysis [21] and DNA-based data storage systems. We intend to broaden our future studies to include these exciting applications.
