Abstract An emerging trend in social media is for users to create and publish "stories", or curated lists of Web resources, with the purpose of creating a particular narrative of interest to the user. While some stories on the Web are automatically generated, such as Facebook's "Year in Review", one of the most popular storytelling services is "Storify", which provides users with curation tools to select, arrange, and annotate stories with content from social media and the Web at large. We would like to use tools, such as Storify, to present (semi-)automatically created summaries of archival collections. To support automatic story creation, we need to better understand as a baseline the structural characteristics of popular (i.e., receiving the most views) human-generated stories. We investigated 14,568 stories from Storify, comprising 1,251,160 individual resources, and found that popular stories (i.e., top 25 % of views normalized by time available on the Web) have the following characteristics: 2/28/1950 elements (min/median/max), a median of 12 multimedia resources (e.g., images, video), 38 % receive continuing edits, and 11 % of their elements are missing from the live Web. We also checked the population of Archive-It collections (3109 collections comprising 305,522 seed URIs) for better understanding the characteristics of the collections that we intend to summarize. We found that the resources in human-generated stories are different from the resources in Archive-It collections. In summarizing a collection, we can
Introduction
Storify is a social networking service launched in 2010 that allows users to create a "story" of their own choosing, consisting of manually chosen Web resources, arranged with a visually attractive interface, and clustered together with a single URI and suitable for sharing. It provides a graphical interface for selecting uniform resource identifiers (URIs) of Web resources and arranging the resulting snippets and previews (see Fig. 1 ), with a special emphasis on social media (e.g., Twitter, Facebook, YouTube, and Instagram). We call these previews of Web resources "Web elements", and we call the annotations Storify allows on these previews "text elements".
We would like to use Storify to present the (semi-) automatically created summaries of collections of archived Web pages in a social media interface that is more familiar to users (as opposed to custom interfaces for summaries, e.g., [26] ). Since the stories in Storify are created by humans, we model the structural characteristics of these stories, with particular emphasis on "popular" stories (i.e., the top 25 % of views, normalized by time available on the Web). Based on this paper's analysis of the structural characteristics of "good" stories, we have been able to automatically construct summarizing stories of Archive-It collections that are indis- Fig. 1 Example of creating a story on Storify shows the Storify-defined categories for resources of the stories tinguishable from those created by human subject domain experts, while at the same time, both kinds of stories (automatic and human) are easily distinguished from randomly generated stories [2] .
In our previous work [4] and extended in this paper, we build a baseline for what human-generated stories look like and specify the characteristics of the popular stories. We answered the following questions: what is the length of the human-generated stories? What are the types of resources used in these stories? What are the most frequently used domains in the stories? What is the editing time of the stories? Is there a relationship between the editing time and features of the story? Is there a relationship between the popularity of the stories and the number of elements? Is there a relationship between the popularity and the number of subscribers of the authors? What differentiates the popular stories? How many of the resources in these stories disappear every year? Can we find these missing resources in the archives?
To answer these questions, we analyzed 14,568 stories from Storify comprising 1,251,160 elements. We found that popular stories have a min/median/max values of 2/28/1950 elements, with the unpopular stories having 2/21/2216 elements. Popular stories have a median of 12 multimedia resources (the unpopular stories have a median of 7), 38 % receiving continuing edits (as opposed to 35 %), and only 11 % of Web elements are missing on the live Web (as opposed to 13 %). The authors of popular stories have min/median/max values of 0/16/1,726,143 subscribers, while the authors of unpopular stories have 0/2/2469 subscribers. We found that there is a nearly linear relationship between the editing time of the story and the number of Web elements. We found that twitter.com dominates the Web resources of Storify stories. We also found that only 11 % of the missing resources could be found in public Web archives.
Since archived collections will be our source for creating stories, we want to understand the characteristics of these collections and what are the most used resources in these collections. In this paper, we extend our analysis to build a baseline of what is inside the archived collections then compare and contrast human-generated stories with curated archived collections of Web resources from ArchiveIt. 1 Based on the analysis of 3109 collections with 305,522 seed URIs, we found that the resources of archived collections are mostly dissimilar to the resources in Storify stories. Governmental and educational domains dominate the most frequent domains in the collections.
Background

Related Work
There have been many studies on how social media are being used in social curation [9, 25, 27, 36, 37] . Seitzinger defined social curation as "the discovery, selection, collection and sharing of digital artifacts by an individual for a social purpose such as learning, collaboration, identity expression or community participation [31] . " Duh et al. [9] studied how Togetter, a popular curation service in Japan, was being used for the social curation of microblogs, such as tweets. They studied the motivation of the curator by defining the topics being curated. They found that there is a diverse number of topics and a variety of social purposes for content curation, such as summarizing an event and discussing TV shows.
Many studies have been conducted to study data curation using data sets from Pinterest [11, 30, 37] . Zhong et al. [37] studied why and how people curate using data sets from Pinterest in January 2013 and the month of December 2012 from Last.fm. They found that curation tends to focus on items that may not be highly ranked in popularity and search rankings, which slightly contradicts our finding in Sect. 4.4. They also found that curation tends to be a personal activity more than being social.
Storify has been used in many studies by journalists [32] and also to explore how curation works in the classroom [17, 21] . Cohen et al. believe that Storify can be used to encourage students to become empowered storytellers and researchers [8] . Laire et al. [17] used Storify to study the effect of social media on teaching practices and writing activities.
Stanoevska-Slabeva et al. [32] sampled 450 stories from Storify about the Arab Spring from December 2010 to the end of August 2011. They found that social media curation is done by professionals as well as amateurs. They also found that the longer coverage stories use more resources. They also found that the stories created by both professionals and amateurs presented the primary gatewatching characteristics.
Kieu et al. [12] proposed a method for predicting the popularity of social curation content based on a data set from Storify. They specify the popularity of social curation using the number of views of the content. They used a machine learning approach based on curator and curation features (for example, the number of followers, the number of stories for the users, and the time that the user started using Storify) from stories. They found that combining the curator features (social features) and the curation features (content features) improves the performance of predicting the popularity.
In this paper, we also investigate if the number of views affects the features of the story, such as the number of elements. We consider the popularity of the story as a function of the number of views normalized by its time of existence on the live Web. Based on the popularity, we differentiate the characteristics of popular and unpopular stories in Storify.
Resources on the Web are known to disappear quickly [13] [14] [15] 29] , and the mean lifetime of a page is short (between 44 and 190 days) [7, 18, 20] . In a previous study, we found that most people come to the Web archives, because they did not find the pages on the live Web [3] . In this paper, we check the existence of the URIs in social networks and the seed URIs from Archive-It collections on the live Web. We also check the decay rate in Storify stories.
Memento terminology
In this section, we explain the terminology that we adopt in the rest of the paper. Memento [35] is an HTTP protocol extension which enables time travel on the Web by linking the current resources with their prior state. Memento defines the following terms:
-URI-R identifies the original resource. It is the resource, as it used to appear on the live Web. A URI-R may have 0 or more mementos (URI-Ms). -URI-M identifies an archived snapshot, or a "memento", of the URI-R at a specific datetime, which is called Memento Datetime, e.g., URI-M i = URI-R@t i . -URI-T identifies a TimeMap, a resource that provides a list of mementos (URI-Ms) for a URI-R with their Memento-Datetimes
Constructing the data set of storify stories
We created the data set by querying the Storify Search API 2 with the 1000 most frequent English keywords issued to Yahoo. 3 This set of available search keywords allowed us to gather sets of stories about many different topics. This was especially useful, since we do not know the ranking algorithm used by Storify search. We retrieved 400 results for each keyword, resulting in a total of 145,682 stories downloaded in the JavaScript Object Notation (JSON) format [33] . We created the data set in February 2015 and only considered stories authored in 2014 or earlier, resulting in 37,486 stories. We eliminated stories with zero or one elements or Figure 2 contains the distribution of the number of views of the stories, the number of Web elements, the number of text elements, and the number of subscribers. We notice that around 48 % of the stories do not have any text elements. This indicates that only about half of the stories are annotated with descriptive text.
Characteristics of human-generated stories
For a closer look at the features of the stories, we present the distribution percentiles along with means of story views, Web and text elements, and number of subscribers for the story authors in Table 1 . We show the distribution percentiles along with means because the distribution of the data is longtailed. The editing time is the time interval (in h), in which users edit their stories and is calculated by taking the difference between the story creation date and the last-modified date. The median for all stories is 23 Web elements and 1 text element, and 44 % of the stories have no text elements at all. Due to the large range of values, we believe median is a better indicator of "typical values".
What kinds of resources are in stories?
Using the Storify-defined categories reflected in the Storify user interface (Fig. 1) 
What domains are used in stories?
The Web elements in Storify stories represent 91.95 % (1,150,399 out of 1,251,160) of all the resources. To analyze the distribution of domains in stories, we canonicalized the domains (e.g., www.cnn.com → cnn.com) and dereferenced all shortened URIs (e.g., t.co, bit.ly) to the URIs of the final locations. This resulted in 25,947 unique domains in the 14,568 unique stories. Figure 3 shows the relationship between the frequency of the domains and the number of stories they appeared in. For example, the rightmost dot at the top of the graph represents the most frequent domain in the stories (twitter.com), which also appeared in the largest number of stories. This domain appears almost 1,000,000 times in over 10,000 dif- Although the top 25 list of domains appearing in the stories is dominated by globally popular Web sites (e.g., Twitter, Instagram, YouTube, and Facebook), the long-tailed distribution results in the presence of many globally lesser known 4 http://www.alexa.com/.
sites. In Sect. 4.4, we investigate the correlation between Alexa global rank and rank within Storify.
We also presented the list of top domains based on the count of stories in which they were used (Table 3) . We notice that the two lists are similar. We also can see from Table 3 that storify.com appeared in the highly ranked domains across the stories, which means that many stories refer to other stories in Storify.
The embedded resources of twitter.com
Since Twitter is the most popular domain (>82 % of Web elements), we investigate if the tweets have embedded resources of their own. For example, Fig. 4 shows a tweet in a Storify story that contains an image from Twitter. Furthermore, other tweets may contain links or videos. This captures the behavior of users, including tweets in the stories, because the tweets are surrogates for embedded content. We randomly sampled 5 % of the Twitter resources (47,512 URIs). Of the sampled tweets in the stories, 32 % (15,217) have embedded resources, of which there are 14,616 unique URIs. Of 15,217, The percentage of stories is out of 14, 568 46 % are photos from twitter.com (hosted at twimg.com). Table 4 contains the ten most frequent domains for the embedded resources, which represent 61.6 % of all the URIs embedded in tweets. Again, we see that some Storify stories (0.49 %) point to other stories in Storify. 
Classification of resources based on the TLD
Correlation of global and storify popularity
We calculate Kendall's Tau correlation (τ s f ) between the top n domains in Storify stories based on their frequency (for example, the list of the top 25 domains in Table 2 ) and their Alexa global rank. We also checked Kendall's Tau correlation (τ sc ) between the top n domains used in the most number of stories (for example, the list of top 25 domains in Table 3 ) and their Alexa global rank. The results are shown in Table 6 . Statistically significant ( p ≤ 0.05) correlations are bolded. The highest correlation that we found between Alexa global rank and top domains based on frequency was 0.45 for the top 15 domains. The highest correlation between Alexa global rank and top domains based on the number of stories was 0.46 for the top 100 domains. From the results, we notice that most of the time, the highly ranked real-world resources, such as twitter.com, are correspondingly the most used in humangenerated stories. This is interestingly in contrast with Zhong et al. [37] , which found that the most frequent sites on Pinterest had low Alexa global ranks. This is possibly due to the different natures of the usage of both sites. In Pinterest, users pin photos or videos of interest to create theme-based image/video collections, such as hobbies, fashion, and events. The most Table 7 shows the percentage of the stories with editing times in various time intervals. The table also shows the corresponding features of the stories, divided by their editing time.
We normalized the number of views by the age of the story (dataset collection date − story creation date). The first two intervals (<1 h) represent stories that were created, modified, and then published with no continuing edits. We see that the majority of the stories in the data set were created and edited in the span of one day. There are 14 % of stories that have been updated over a long period of time, The percentage is out of 15,568 stories with the longest editing time in our data set covering more than four years and with more than 13,000 views. Curiously, this story had only 33 Web elements and 51 total elements. Although the story with the longest editing time did not have the largest number of elements, from Table 7 , we can see that based on the median number of elements in each interval, there is a nearly linear relation between the editing time length of the story and the number of elements.
Decay of Web elements
In this section, we investigate how many resources in the stories are missing from the live Web and how many are available in public Web archives. We used Memento to check the existence in the archives. 
Existence on the live Web
We checked the existence of the 253,978 unique URIs on the live Web. We also checked the pages that give "soft 404s", which return HTTP 200, but do not actually exist [6] . The left two columns of 
Existence on the live Web as a function of time
We measured the decay of the resources of Storify stories in time by measuring the percentage of the missing resources in the stories over time. For this experiment, we used the 249,964 (all the URIs excluding twitter embedded resources) resources in 14,513 stories to check the rate of the decay in the stories. We found that 40.8 % of the stories contain missing resources with a mean value of 10.3 % of the elements missing per story. Figure 5 contains the distribution of the creation date of stories in our data set in each year and the percentage of the missing resources in each corresponding year. From the graph, we can infer a nearly linear decay rate of resources through time: the resources disappear at the rate of 30 % for the first year, 20 % for the second year, and then, the rate decreases steadily for the last three years until it reaches 9.6 % for the last year. This finding is close to the findings by SalahEldeen and Nelson [28] , in which they found that there is a nearly linear relationship between time of sharing the resources and the percentage of resources lost from the live Web, with a rate of 11 % the first year and 7 % for each following year. 
Existence in the archives
We checked the 253,978 resources for existence in general Web archives in March 2015. The existence in the Web archives was tested by querying a Memento Aggregator. 5 The right-most columns of Table 8 contain the percentage of the URIs found in the Web archives out of the missing and the available URIs on the live Web. In total, 12.6 % of the URIs were found in the public Web archives. Of the missing resources (29,964), 11 % were found in public Web archives. In their study, Ainsworth et al. [1] estimated the coverage of Web resources in Web archives using 4000 URIs from the Open Directory Project (DMOZ), Delicious, Bitly, and search engines and measured their coverage in the public Web archives and the number and frequency of archived versions. They found that 35-90 % of the Web has at least one archived copy in the Web archives. Moreover, they found that DMOZ and Delicious samples had existence in the archives more than the samples of the Bitly and search engine. From Table 8 , we notice that social media are not as well-archived as the regular Web. Facebook uses robots.txt to block Web archiving by the Internet Archive, 6 but the other sites do not have this restriction.
What does a popular story look like?
In this section, we establish structural features for what differentiates popular stories from normal stories for building a baseline for the stories that we will automatically create from the archives. We divided the stories into popular and unpopular stories based on their number of views, normalized by the amount of time that they were available on the Web. We consider as popular the top 25 % of stories (3642 stories) based on the number of views (over 377 views/year).
Features of the stories
We considered the distributions of several features of the stories: number of Web elements, the number of text elements, and the editing time. We also check if there is a relationship between the popular stories and the relative number of subscribers. Furthermore, we test if popular stories are different from the unpopular stories using the Kruskal-Wallis test [16] , which allows comparing two or more samples that are independent and have different sample sizes.
We found that at the p ≤ 0.05 significance level, the popular and the unpopular stories are different in terms of the following features: number of Web elements, text elements, editing time, and subscribers. Figure 6a shows that popular stories tend to have more Web elements (medians of 28 vs. 21) and a longer editing time (5 vs. 2 h) than the unpopular stories. The number of elements in the popular stories is between 2 and 1950 Web elements with median = 28 and mode = 10, and the number of text elements ranges from 0 to 559 with median = 1 and mode = 0. The popular stories tend to have longer editing time intervals than the unpopular stories. For the popular stories, 38 % have an editing time of at least one day, while only 35 % of the unpopular stories have this feature. The maximum editing time in the popular stories is 4.1 years, while it is 3.5 years for unpopular stories.
There is a large difference between the number of subscribers for the authors of popular stories than for those of unpopular stories. The authors of popular stories have min/median/max values of 0/16/1,726,143 subscribers, while the authors of unpopular stories have 0/2/2469 subscribers. Figure 6b shows the distributions for the popular and unpopular stories for each element type. The popular stories tend to have more images than the unpopular stories. The median number of images in popular stories is 10, while it is 5 in the unpopular stories. For videos, the median is 2 for both popular and unpopular. We found that the median number of the links in popular stories (20 links) is higher than the unpopular stories (16 links). We also test if the types of elements used in popular stories are different from the unpopular sto- 
The type of elements
Do popular stories have a lower decay rate?
We checked the decay rate of the popular and the unpopular stories to investigate if there is a relationship between popularity and lower decay rate. We found that for the popular stories, 11.0 % of the resources were missing, while 12.8 % of the resources were missing for unpopular stories. Figure 6 contains the distribution of the percentage of missing resources per story in popular and unpopular stories. It shows that the resources of the popular stories have lower decay than the resources of the unpopular. A reason could be that the popular stories are edited, and edits could be fixing broken links. The 75th percentile of the decay rate per popular story is 10 % of the resources, while it is 15 % in the unpopular stories.
Characteristics of archived collections
As the Web has become an integral part of our lives, shaping how we get news, shop, and communicate, preserving the resources of the Web is essential to facilitate research in history, sociology, political science, media, literature, and other related disciplines [24] .
Web archives are institutions that preserve much of the cultural discourse by archiving the Web [19] , such as the Internet Archive 7 (IA) and the UK Web Archive. 8 The Internet Archive is the most popular Web archive and it aims to maintain an archive of the entire Web by taking periodic snapshots of pages then providing an access to these snapshots via the Wayback Machine [23, 34] .
Archive-It is a collection development service operated by the Internet Archive since 2006. As of November 2015, Archive-It allows users to create, maintain, and view digital collections of Web resources hosted at Archive-It. This is done by the user manually specifying a set of seeds URIs that should be crawled periodically (the frequency is tunable by the user), and to what depth (e.g., follow the pages linked to from the seeds two levels out). The Heritrix [22] crawler at Archive-It crawls/recrawls that these seeds based on the predefined frequency and depth to build a collection of archived Web pages that the curator believes best exemplifies the topic of the collection. In a previous work [5] , we presented multiple approaches for assisting the curator in identifying off-topic mementos in archived collections based on a data set from Archive-It as a first step for generating stories from archived collections. Archive-It provides a listing of all URIs in the collection along with the number of times and dates over which each site was archived, as well as a full-text search of archived sites. Figure 7 shows the current interfaces for a typical collection. 9 Figure 7a shows brief metadata about the collection. Figure 7b shows the ArchiveIt interface, which consists mainly of a list of seed URIs in alphabetical order in which the crawl information of each URI is available. Figure 7c shows a list of the times when a single URI was archived, which is called a TimeMap.
Archive-It collections
As of November 2015, we obtained the IDs of the whole population of Archive-It collections from the front-end interface of Archive-It. We excluded the collections that we knew were created automatically (the seed URIs have been extracted automatically from the Web), and also collections with no data. We kept collections with one URI, because they have mementos. The number of remaining collections is 3109, comprising 305,522 seed URIs. The total number of mementos for all the collections is 2,385,397. We downloaded the 9 https://archive-it.org/collections/1068/. For each seed URI, we obtained its first crawling date, last crawling date, and number of mementos. Table 9 shows the characteristics of Archive-It collections in terms of the number of seed URIs, the mean number of the mementos per seed, and timespan, which is the range of time period over which the Web pages have been archived. The mean number of seed URIs in Archive-It collections is 98 URIs, and the median is 5 URIs. The mean number of mementos is 17 mementos per seed URI, and the mean timespan is 21 months. Figure 8 contains the distribution of the number of seed URIs and the mean number of mementos per seed in each collection. The largest collection in terms of the number of seed URIs is the "Government of Canada Publications" 10 collection that archives Canadian governmental pages, created by the Canadian Government Information PLN Web Archive. 11 It contains 123,647 URIs with a span of 2 years (2013-2015) and a mean of 2 mementos for each URI. The largest timespan in the collections is 19 years (from 1996 until 2015) for only 21 seed URIs. The start date of crawling for multiple collections is before the existence of Archive-It in 2006. This is possible, because some organizations imported previously archived pages to initialize their collections.
General characteristics
What domains are used in collections?
Canonicalizing the domains of 305,522 URIs resulted in 57,640 unique domains in the 3109 collections. Figure 9 shows the relationship between the frequency of domains 10 https://archive-it.org/collections/3572/.
11 https://archive-it.org/organizations/700/. and the number of collections that they appeared in. For example, the dot at the top of the graph represents the most frequent domain, which appears over 100,000 times in only four different collections. We notice that multiple domains in Archive-It collections have a high frequency, but appear in only a few collections. This is because some collections are devoted to archiving specific domains. Table 10 contains the top 25 domains of the resources ordered by their frequency. The list of top 25 domains represents 66.1 % of all the resources. The table also contains the global rank of the domains according to Alexa as of March 2015. We also added our manual categorization for the domains. We notice that the most used domain is publications.gc.ca from the "Government of Canada Publications" collection, which contains the largest number of URI-Rs. We added the collection counts to the table to reflect the global rank of the domains across the collections. We notice that the first ranked domain based on the frequency of the domains appeared in only four collections. The table also shows that most of domains in the top list are for government and education Web sites. There are also blogs and social media Web sites, such as facebook.com and twitter.com. The percentage is the frequency of the domain out of 305,522 The percentage is the number of collections the domain appeared in out of 3109 is ranked 12th based on its frequency and appeared in four collections. Table 11 shows the top 25 domains based on the number of collections that they appeared in. It is clear from the table that the top list of domains based on the number of collections that they appeared in is different from the top domains based on the frequency. Note that sites.google.com has rank one, because Alexa does not differentiate sites.google.com from google.com. In Sect. 6.5, we investigate the correlation between the rank of the domains within Archive-It collections and their Alexa global rank. Table 12 presents the distribution of TLDs for the seed URIs in Archive-It collections (only the top ten are shown). The top ten list represents 97.8 % of the TLDs in the collections. It can be noticed that most of the URIs are for the .ca, .com, .edu, .org, .gov, .net, .us, .uk, and .de domains. The .ca comes from the publications.gc.ca, which dominates the top 25 most frequent domains. We notice that there are many governmental, organizational, and educational sites in the collections. list of the 100 domains. This may be due to the nature of the collections and the purpose for which they are created. Most of the collections are explicitly centered around topics. Furthermore, some collections archive specific domains (e.g., publications.gc.ca). Many of these domains are not high ranked globally, but the collections that they appeared in have a large number of seed URIs, which results in high frequency for these domains. Although the frequency of domains does not correlate with the globally high-ranked domains, the top list of the domains based on the number of collections that they appeared in highly correlates with the global rank of these domains. For most of the top n domains across Archive-It collections, τ ac > 0.4. The highest correlation is 0.49 for the list of 15 domains. Table 14 shows the percentage of the collections that have been crawled in each time interval. The table also shows the corresponding features of the collection in terms of the number of seed URIs and the mean number of mementos per seed. Note that the timespan of the collection is different from the editing time of Storify stories.
Classification of the seed URIs based on the TLD
Correlation of global and Archive-It popularity
What is the mean timespan for digital collections?
The first row contains collections with 0 mementos as of November 2015. About 20 % of these collections have been created recently, and their crawling date started after we captured the metadata of the collections. Among these collections, the collection with the largest number of URIs in this category ("Cal Poly University Web Archive" 12 ) has 412 seed URIs.
We see that the majority of the collections have a long timespan, meaning that they have been crawled over the span of years. There are 17 % of the collections with a span of more than 4 years. The collection with the longest timespan of 19 years has URIs that were crawled before Archive-It existed.
From Table 14 , we notice that there is a linear relationship between the mean number of mementos per seed in the collection and the timespan of the collection. The mean number of mementos per seed URIs increases with an increase in the timespan of the collection. The mean number of mementos in the span of 4 years (or more) is 60 mementos per seed, and 12 https://archive-it.org/collections/6191/. goes down 70 % to be 17 mementos per seed in the span of 1-4 years.
The decay rate in Archive-It collections
We extracted 293,883 unique seed URIs from Archive-It collections and checked their existence on the live Web. We found that 8.3 % (24,521 out of 293,883) of the seed URIs in Archive-It collections are missing from the live Web. Missing represents the requests that return HTTP 4xx, HTTP 5xx, and HTTP 3xx to others except 200, timeouts, and soft 404s. Note that 42 % of the seed URIs belong to the "Government of Canada Publications" collection, which is devoted to archiving governmental publication documents that are well preserved by the Canadian government. We measured the loss for this collection and found that only 0.1 % (102 URIs out of 122,948 unique URIs) of the documents are missing. For these kinds of collections, we expect that if the domain is lost or unavailable for any reason [6, 20] , all the 122,948 URIs might disappear. Excluding the "Government of Canada Publications" collection, the decay rate for the rest of the collections is 14.3 % (24,419 out of 170,935 unique URIs).
We also found that 58.7 % (1825 out of 3109) of the collections contain seed URIs that had disappeared from the live Web. Of these, 22.5 % (410 out of 1825) have 100 % loss of their seed URIs from the live Web.
Storify stories versus Archive-It collections
In this section, we contrast the general characteristics of human-generated stories from Storify and human-curated collections from Archive-It. For example, the most frequent domain in Storify (twitter.com), which is represented in Fig.  3 by the right-most dot, appeared almost 1,000,000 times in the largest number of stories (over 10,000 stories). On the other hand, the most frequent domain in Archive-It collections (publications.gc.ca), which is represented by the dot on the top left of Fig. 9 , appeared over 100,000 times in only four collections. The difference in the nature of the domains could be due to the difference of who is creating the collection: regular users (Storify), or librarians employed by government, museums, etc. (Archive-It).
In addition, the most frequent domains in the stories have a higher correlation with the Alexa global rank than the most frequent domains in the archived collection, as shown in Tables 6 and 13 . For most of the n values in Table 6 , there is a high correlation between the most frequent n domains in the stories and their Alexa global Rank (τ s f ). The τ s f at n = 15 is 0.45, while in Archive-It collections, the list of the most frequent 15 domains and their Alexa global rank (τ a f ) are statistically independent ( Table 13 ). The largest value of τ a f is 0.17 at n = 100. In addition, Tables 5 and 12 show that the list of TLDs in Storify is dominated by .com, which represents 96.5 % of the resources, while it represents only 23% in Archive-It collections. The list of TLDs in Archive-It collections contains a significant existence for .gov and .edu domains. That is because many collections are devoted to archiving governmental pages (e.g., all Web pages published by the state of California) and memory organizations, such as libraries and museums, but many of the collections are explicitly centered around topics in arts and humanities, politics, spontaneous events, and blogs and social media.
For the decay rate, 11.8 % of Storify resources do not exist on the live Web, while 8.3 % of Archive-It URIs are missing. Although the decay rate in Storify stories is larger than the decay rate of Archive-It collections, the percentage of the affected collections (58.7 %) is larger than the percentage of the affected stories (40.8 %). Furthermore, the mean value of the missing elements per story is 10.3 %, although the mean value of the missing seed URIs per collection is 42 %.
To conclude, the resources that are used in Storify stories are different from the resources in Archive-It collections. In summarizing a collection, we can only choose from what is archived. Therefore, if there are no tweets in the collection, twitter.com will not be the most common domain in the generated stories. Although some content in Storify stories will not be applicable (e.g., twitter.com is popular in Storify, but mostly missing in Archive-It collections), some other characteristics will be applicable, such as the number of resources. Accordingly, our choices of what to select from the collection needs to be informed by what constitutes a "popular" story.
Future work and conclusions
In this paper, we presented the structural characteristics of human-generated stories on Storify, with particular emphasis on "popular" stories (i.e., the top 25 % of views, normalized by time available on the Web). Upon analyzing 14,568 stories, the popular stories have a median value of 28 elements, while the unpopular stories have 21. The median value of multimedia elements in popular stories is 12, with only 7 in unpopular stories. Of the popular stories, 38 % receive continuing edits (as opposed to 35 %), and only 11% of Web elements are missing on the live Web (as opposed to 13 %). We found that there is nearly a linear relationship between the timespan of the story and the number of Web elements. There were 11.8 % of the resources missing from the live Web, in which 11 % were found in the archives. The percentage of the missing resources is proportional with the age of the stories.
Studying human-generated stories in Storify helped us to profile different kinds of stories by examining the typical length (in terms of the number of resources included), time frames covered, structural metadata (e.g., PageRank, images and video, social media vs. news), and other features. We model the structural characteristics of these stories, with particular emphasis on "popular" stories. For example, we generate stories (semi-)automatically from archived collections with a typical length close to 28 (more or less based on the collection size). Based on the analysis in this paper of the structural characteristics of "good" stories, we have been able to automatically construct summarizing stories of Archive-It collections that are indistinguishable from those created by human subject domain experts, while at the same time, both kinds of stories (automatic and human) are easily distinguished from randomly generated stories [2] .
We checked the characteristics of archived collections using data set from Archive-It for specifying what can be applied in our intended framework of generating stories from these collections. We found that some characteristics of human-generated stories may not be possible to apply, because the nature of the resources in the stories is different from what compose the collections. For example, we found that twitter.com is popular in Storify, but mostly is missing in Archive-It. Some other structural characteristics of human-generated stories, such as the number of elements and the distribution of domains, will provide us with a template with which to evaluate our automatically generated stories. Future work also will include investigating if the structural characteristics of stories hold for other social media storytelling services, such as Paper.li, Scoop.it!, and Pinterest.
