The loop measure is associated with a Markov generator. We compute the variation of the loop measure induced by an infinitesimal variation of the generator affecting the killing rates or the jumping rates.
Background on loop measures
We begin by introducing loop measures for Borel right processes (such as Feller processes) on a rather general state space S, which we assume to be locally compact with a countable base. Let X = (Ω, F t , X t , θ t , P x ) be a transient Borel right process [12] with cadlag paths (such as a standard Markov process [1] ) with state space S and jointly measurable transition densities p t (x, y) with respect to some σ-finite measure m on S. We assume that the potential densities u(x, y) = ∞ 0 p t (x, y) dt are finite off the diagonal, but allow them to be infinite on the diagonal. We do not require that p t (x, y) is symmetric. We assume furthermore that 0 < p t (x, y) < ∞ for all 0 < t < ∞ and x, y ∈ S, and that there exists another Borel right process X in duality with X (Cf [1] ), relative to the measure m, so that its transition probabilities P t (x, dy) = p t (y, x) m(dy). These conditions allow us to use material on bridge measures in [6] . In particular, for all 0 < t < ∞ and x, y ∈ S, there exists a finite measure Q x,y t on F t − , of total mass p t (x, y), such that Q x,y t 1 {ζ>s} F s = P x (F s p t−s (X s , y)) , (2.1) for all F s ∈ F s with s < t. (We use the letter Q for measures which are not necessarily of mass 1, and reserve the letter P for probability measures.) Q x,y t should be thought of as a measure for paths which begin at x and end at y at time t. When normalized, this gives the bridge measure P
x,y t of [6] . We use the canonical representation of X in which Ω is the set of cadlag paths ω in S ∆ = S ∪ ∆ with ∆ / ∈ S, and is such that ω(t) = ∆ for all t ≥ ζ = inf{t > 0 |ω(t) = ∆}. Set X t (ω) = ω(t). We define a σ-finite measure µ on (Ω, F) by
for all F measurable functions F on Ω. Here k t is the killing operator defined by k t ω(s) = ω(s) if s < t and k t ω(s) = ∆ if s ≥ t, so that k −1 t F ⊂ F t − . As usual, if F is a function, we often write µ(F ) for F dµ. µ is σ-finite as any set of loops in a compact set with lifetime bounded away from zero and infinity has finite measure.
We call µ the loop measure of X because, when X has continuous paths, µ is concentrated on the set of continuous loops with a distinguished starting point (since Q x,x t is carried by loops starting at x). Moreover, it is shift invariant. More precisely let ρ u denote the loop rotation defined by ρ u ω(s) = ω(s + u mod ζ(ω)), if 0 ≤ s < ζ(ω) ∆, otherwise.
Here, for two positive numbers a, b we define a mod b = a − mb as the unique positive integer m such that 0 ≤ a − mb < b . µ is invariant under ρ u , for any u. We let F ρ denote the σ-algebra of F measurable functions F on Ω which are invariant under ρ, that is F • ρ u = F for all u ≥ 0. Loop functionals of interest are mostly F ρ -measurable. Recall that Poisson processes of intensity µ appear naturally as produced by loop erasure in the construction of random spanning trees through the Wilson algorithm (see chapter 8 in [9] ). Although the definition of µ in (2.2), especially the 1 t , may look forbidding, µ often has a nice form when applied to specific functions in F ρ . A particular function in F ρ is given by
where f is any measurable function on S. If f j , j = 1, . . . , k ≥ 2 are nonnegative functions on S, then by [11, Lemma 2.1]
where P k denotes the set of permutations of [1, k] on the circle. (For example,  (1, 3 , 2), (2, 1, 3) and (3, 2, 1) are considered to be one permutation π ∈ P 3 .) We note however that in general when u is infinite on the diagonal
For k ≥ 2, the integral (2.4) can be finite if the f i satisfy certain integrability conditions: see the beginning of section 3. Consider more generally the multiple integral
where T k denotes the set of translations π of [1, k] which are cyclic mod k, that is, for some i, π(j) = j + i, mod k, for all j = 1, . . . , k.
Finite sums of multiple integrals such as these form an algebra (see exercise 11, p.21 in [9] ) which generates F ρ , [3] .
Finally, let a(x) be a bounded, strictly positive function on S. Define the time changed process Y t = X τ (t) where τ (t) = t 0 a(Y s ) ds is the inverse of the CAF A t = t 0 1/a(X s ) ds. It satisfies the duality assumption relative to the measure a · m. It then follows as in [5, section 7.3] that if u X (x, y), u Y (x, y) denote the potential densities of X, Y respectively with respect to m, a · m respectively, then
It follows that µ Y is the image of µ X by the time change.
Multiple CAF's and perturbation of loop measures
Let M(S) be the set of finite signed Radon measures on B(S). We say that a norm · on M(S) is a proper norm with respect to a kernel u if for all n ≥ 2 and
(with x n+1 = x 1 ) for some universal constant C < ∞. In Section 6 of [10] we present several examples of proper norms which depend upon various hypotheses about the kernel u.
In particular, the following norm is related to the square root of the generator of X, which defines the Dirichlet space in the m-symmetric case:
where
To see that ν w is a proper norm we first note that
(It is interesting to note that w is the potential density of the process X Tt where T t is the stable subordinator of index 1/2. In operator notation (3.4) says that W 2 = U where W and U are operators with kernels w and u respectively.) Using (3.4)
in which z n+1 = z 1 and λ 0 = λ n . It follows from this that
where, for the first inequality, we use repeatedly the Cauchy-Schwarz inequality. Lastly, set
Since ν w is the L 2 norm of M ν , and M ν+ν = M ν + M ν , we see that ν w is a norm. (This can also be viewed as the Hilbert-Schmidt norm of the operator defined by the kernel M ν ).
We denote by R + the set of positive bounded Revuz measures ν on S that are associated with X. This is explained in detail in Section 2.1 of [10] . We use L ν t to denote the CAF with Revuz measure ν. Let · be a proper norm on M(S) with respect to the kernel u. Set
and
Let M · and R · denote the set of measures of the form ν = ν 1 − ν 2 with ν 1 , ν 2 ∈ M + · or R + · respectively. We often omit saying that both R · and · depend on the kernel u.
Let · be a proper norm for u. For ν j ∈ R · , j = 1, . . . , k, let
We refer to M ν 1 ,...,ν k t as a multiple CAF. Let
We have the following analogue of [9, Proposition 5] and [10, Lemma 2.1].
Lemma 3.1 For any measures
with y k+1 = y 1 .
The proof of (3.12) follows that of [10, Lemma 2.1], noticing that the crucial step [10, (2.23)-(2.28)] used the fact that the set of permutations of [1, k] is invariant under translation mod k. Since T k is invariant under translation mod k, the same proof will work here. The proof of (3.13), which is much easier, follows that of [10, Lemma 4.2] . The first equality in (3.14) follows from (3.12) and the fact that
which is easily verified using
The second equality in (3.14) then follows by comparing with (3.13).
Let now X ( ) , ≥ 0, X (0) = X, be a family of Markov processes with potential densities u ( ) (x, y), and let µ ( ) denote the loop measure for X ( ) . Assume that we can use the same proper norm · for all u ( ) . Let
and assume that · is also a proper norm for u (0) . Then using the last Lemma we have formally, that is, assuming we can justify interchanging derivative and integral in the second equality,
where we have set y k+1 = y 1 . Assume now that for some distribution F on S × S we have
Let A · denote the space spanned by the multiple CAF's with ν j ∈ R · . Note it is an algebra. Then comparing (3.17) and (3.13) we would obtain
In the following sections we present specific examples where this heuristic approach is made rigorous.
Perturbation of Lévy processes
Let X be a transient Lévy process in R d with characteristic exponent ψ so that, as distributions
In [10] we showed that · ψ,2 is a proper norm for u where
Let κ be a Lévy characteristic exponent, so that the same is true for ψ + κ, and let X ( ) be the Lévy process with characteristic exponent ψ + κ. We let u ( ) (x, y) denote the potential of X ( ) so that, as distributions
If we assume that
for some C < ∞, then for > 0 sufficiently small
for some C < ∞. Thus · ψ,2 is a proper norm for u ( ) . Let F be the distribution given by 6) and let Q λ 1 ,λ 2 (A) denote the Fourier transform of Q x,y (A) in x, y. 
Proof of Theorem 4.1: It suffices to show that for any
with y k+1 = y 1 . Using (4.3) we see that
where λ 0 = λ n . We take the Fourier transforms of the {ν j } to see that
We have
Substituting this into (4.11) we can write the result as
and K( ) is the sum of all remaining terms. We now show that J is precisely the right hand side of (4.8), and that
14)
which will complete the proof of our Proposition. For the first point, using the relation between Fourier transforms and convolutions we have
Using this in the right hand side of (4.8) and proceeding as in (4.9)-(4.10) we indeed obtain J. As for (4.14), K( ) is the sum many terms each of which has a factor of m for some m ≥ 2. We need only show that the corresponding integrals are bounded uniformly in . For example, consider the term which arises when using the last term in (4.11) for all j. This term is 2k times
By our assumption (4.4), for sufficiently small
by repeated use of the Cauchy-Schwarz inequality, as in our proof in [10] that · ψ,2 is a proper norm for u.
Perturbation by multiplicative functionals
Let m t be a continuous decreasing multiplicative functional of X, with m t ≤ 1 for all t and m ζ = 0. By [12, Theorem 61.5] , there is a right process X t with transition semigroup
where Q
x,y t are the bridge measures (2.1) for our original process X and the second equality is [6, (2.8) ]. Thus X has transition densities 
which shows that Y is dual to X. We now show that if Q x,y t are the bridge measures for X, then
To see this, using the fact that m t is continuous and decreasing, we have for
which proves (5.4). If A t is a CAF, then m t = e −At is a continuous decreasing multiplicative functional of X. Let X ( ) denote the Markov process X with m t = e − L ν t . If µ ( ) denotes the loop measure for X ( ) , and µ the loop measure for X, it now follows from (2.2) and (5.4) that
(5.6)
for all A ∈ A · .
Proof: It suffices to prove this for A of the form M
A is bounded by our assumption about the proper norm · , so the first equality in (5.7) follows. The second equality is (3.14).
It follows from (5.2) that X ( ) has potential densities
Then, using [6, Lemma 1]
In view of this, Theorem 5.1 is another example of our heuristic formula (3.19), where the distribution F on S × S of (3.18) is δ(x − y) dν(x). For use in the next section we now recast Theorem 5.1.
) by (3.12), it follows from Theorem 5.1 and (3.14) that
In the next section we will also use the following observation. If m t = e − t 0 c(s) ds then m t = m t • r t = m t . Hence if X is the dual process for X as described in Section 2, it follows from (5.3) that Y , the dual process to X ( ) , is the process ( X) ( ) obtained by perturbing X by the same multiplicative functional m t . In particular
(5.13)
Perturbation by addition of jumps
Let j(x, y) be a nonnegative m ⊗ m-integrable function on S × S. We will assume that c(x) =: j(x, y)m(dy) = j(y, x)m(dy).
c(x) is integrable and we will assume moreover that it is bounded and strictly positive. Then
is a probability kernel on S × B(S). c(x) will govern the rate at which we will add jumps to the process, which may depend on the position x of the process, and G(x, dy) will describe the distribution of the jumps from position x. In more detail, define the CAF
and let τ t be the right continuous inverse of A t . Let λ be an independent mean 1 exponential. We define a new process Y t to be equal to X t for t < τ λ , and then re-birthed at a random point independent of λ, distributed according to G(X τ λ , dy), with this process being iterated. We use U c,G to denote the potential operator of Y . Let
where |ν| is the total variation of the measure ν. This is a proper norm for u, see [10, (3.25) ]. We use µ ( ) to denote the loop measure associated to Y , where we have replaced c by c. Then µ ( ) is well defined for small enough and
Before proving this theorem, we first show that U c,G has densities u c,G (x, y) for sufficiently small. Note first that by (6.1)-(6.2) c(z)G(z, dy) dm(z) = j(z, y) dm(y) dm(z) = c(y) dm(y), (6.7)
and since we assumed that c is bounded it follows from (6.5) that
Let λ 1 , λ 2 , . . . be a sequence of independent mean 1 exponentials, and set
Hence setting 11) and writing Gh(x) = S G(z, dy)h(y) for any nonnegative or bounded function h, we have shown that
Using once again the fact that τ t+u = τ t +τ u •θ τt and the Markov property, we see that for any h
Using the change of variables formula, [4, Chapter 6, (55.1)], and the fact that X − t = X t for a.e. t, we see that
Thus we can write (6.13) as
Iterating this we obtain
where the last step used (6.14). Applying this to (6.12) we have that
It follows from (5.9) that V c has a density which we write as v c (x, y), and therefore W c,G,n has the density
By (6.5) it follows from (5.9) that
and thus by (6.18) that
Replacing c by c we have shown that for sufficiently small
for all bounded measurable f . Hence U c,G has a density
We can also write this as
Similar expansions can be given for the semigroup which has therefore a density:
where q t denotes the kernel of the semigroup associated with the process killed at rate c.
To see this let
Using the fact that τ t+u = τ t + τ u • θ τt we have
Conditional on τ (T n ) we have
Hence setting
we have shown that
Using once again the fact that τ t+u = τ t + τ u • θ τt and the strong Markov property, we see that for any h
Using the change of variables formula, [4, Chapter 6, (55.1)], and the fact that X − t = X t for a.e. t, we see that conditionally on τ (T n−1 )
Combining this with (6.31) we have
Iterating this we obtain, conditionally on τ (T n−1 ), then τ (T n−2 ), · · ·
where the last step used (6.32). Applying this to (6.30) we have that By (6.1),Ĝ(x, dy) is a probability kernel on S × B(S). We now add jumps to the dual process X, where c(x) will again govern the rate of jumps but we usê G(x, dy) to describe the distribution of the jumps from position x. Performing the same calculation as before, but with the dual process and using (6.24) and (5.13), we see that the two processes obtained by adding jumps have dual potential kernels:û c,Ĝ (x, y) = u c,G (y, x) (6.37)
The same will be true for the associated resolvents and semigroups. The duality assumptions are verified and we can therefore define a loop measure associated with these processes. We use µ ( ) to denote the loop measure associated to Y , where we have replaced c by c.
The next Lemma is needed for the proof of Theorem 6.1.
Lemma 6.1 Assume (6.5) (which implies (6.8)). Then for any positive measure ν and sufficiently small. 
Hence for small enough
Using (6.8) it follows that for small enough
It follows from [10, Lemma 3.3] that ν u 2 ,∞ is a proper norm for u c,G,n . Theorem 6.1 follows from the next Lemma.
Lemma 6.2 Under the assumptions of Lemma 6.1, for any ν 1 , . . . , ν k ∈ R
Proof of Lemma 6.2: Set
We can write (6.22) as
with operator notation. We substitute this in (6.45) and collect terms to obtain
where However every term in K( ) comes with a pre-factor of m for some m ≥ 2, so we need only bound the integrals uniformly in . For this we will use Lemma 6.1. We illustrate this with the most complicated term, which has the pre-factor 2k : c(x j ) dm(x j ) < ∞ (6.59) since c(x) is integrable. The other terms of K( ) can be bounded similarly.
