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Abstract
In this paper we determine the complex generic representation theory
of the Juyumaya algebra. We show that a certain specialization of this
algebra is isomorphic to the small ramified partition algebra, introduced
by P. Martin.
1 Introduction
The main result of this paper is a determination of the complex generic represen-
tation theory of a family of finite dimensional algebras {En(x) : n ∈ N, x ∈ C}.
These algebras were introduced by Juyumaya in [5] and studied further by
Aicardi and Juyumaya [1] and by Ryom-Hansen [11].
The Juyumaya algebras En(x) are a generalisation of the Iwahori-Hecke al-
gebras [10]. The complex generic representation theory of the Iwahori-Hecke
algebras is reasonably well known (see e.g. [10] for a review). Like the Iwahori-
Hecke algebras it turns out, as we shall show, that the Juyumaya algebras
are generically semisimple. In contrast to the Iwahori-Hecke case however, the
generic representation theory of the Juyumaya algebras over the field of complex
numbers was only known for the cases n = 1, 2, 3 [1], [11]. Here we determine
the result for all n.
Our method is to establish, for each n, an isomorphism of En(1) (over C)
with an algebra, the small ramified partition algebra P⋉n [8], of known complex
representation theory and then use general arguments of Cline, Parshall and
Scott [3].
The paper is organized as follows: we start (in section 2) by reviewing the
small ramified partition algebra P⋉n . In section 3, we recall the definition of the
algebras En(x). In section 4, we prove that, for each n, the algebra En(1) and
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P⋉n are isomorphic as C-algebras. We use this result as well as other results
including arguments in [3] to show that En(x) is semisimple (of given structure)
over C for generic choices of x in section 5.
2 The Small Ramified Partition Algebras
In order to define the small ramified partition algebra, it will be helpful to recall
the definition of the ramified partition algebra, given in [9], from which this
algebra can be constructed. We assume familiarity with the ordinary partition
algebra [6].
2.1 Some definitions and notation
For n ∈ N, we define n = {1, 2, . . . , n} and n′ = {1′, 2′, . . . , n′}. Let Sn denote
the symmetric group on n and σi,i+1 the transposition (i, i + 1) ∈ Sn. When
we write d for a poset, we mean {1, 2, . . . , d} equipped with the natural partial
order ≤ (although we will often concentrate on the case 2 = ({1, 2}, 1 ≤ 2) in
this paper). For a set X , we write PX for the set of partitions of X.
For example,
P2∪2′ = {{{1}, {2}, {1
′}, {2′}}, {{1, 2, 1′, 2′}}, {{1, 2, 1′}, {2′}},
{{1, 2, 2′}, {1′}}, {{1, 1′, 2′}, {2}}, {{2, 1′, 2′}, {1}}, {{1, 2}, {1′, 2′}},
{{1, 1′}, {2, 2′}}, {{1, 2′}, {1′, 2}}, {{1, 2}, {1′}, {2′}},
{{1, 1′}, {2}, {2′}}, {{1, 2′}, {1′}, {2}}, {{1′, 2}, {1}, {2′}},
{{2, 2′}, {1}, {1′}}, {{1′, 2′}, {1}, {2}}}.
In an element of Pn∪n′ we call the individual subsets of the set of objects
parts. For instance, {1, 2} is a part of the partition {{1, 2}, {1′}, {2′}} in P2∪2′ .
For X ′ ⊂ X and c ∈ PX we define c|X′ as the collection of the sets of the form
ci ∩X
′ where ci are elements of the partition c.
Definition 2.1. For a set X , we define the refinement partial order on PX as
follows. For p, q ∈ PX , we say p is a refinement of q, denoted p ≤ q, if each
part of q is a union of one or more parts of p.
Proposition 2.2 (See [9, Prop. 1]). Let p, q ∈ PX and Y ⊆ X. Then p ≤ q
implies p|Y ≤ q|Y .
Remark 2.3. For F a field, n ∈ N, δ′ ∈ F, the set Pn∪n′ is a basis for
the partition algebra [6] which we denote by Pn(δ
′). The dimension of Pn(δ
′)
is therefore the Bell number B2n (see [2]). The group algebra FSn of the
symmetric group Sn is embedded in Pn(δ
′) as the span of the partitions with
every part having exactly two elements, one primed and the other unprimed, of
n ∪ n′.
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2.2 Ramified partition algebra
The ramified partition algebra was introduced by Martin [9] as a generalisation
of the ordinary partition algebra Pn(δ
′).
Definition 2.4. Let (T,≤) be a finite poset. For a set X, we define PTX to
be the subset of the Cartesian product
∏
T PX consisting of those elements
q = (qi : i ∈ T ) such that qi ≤ qj whenever i ≤ j. Any such element q ∈ P
T
X will
be referred to as a T-ramified partition.
For example, some elements of P
2
2∪2′ are listed below:
pi1 = ({{1}, {2}, {1
′}, {2′}}, {{1}, {2}, {1′}, {2′}})
pi2 = ({{1, 2}, {1
′}, {2′}}, {{1, 2, 1′}, {2′}})
pi3 = ({{1, 2
′}, {2, 1′}}, {{1, 2, 1′, 2′}}),
and so on.
We now recall from [9] the diagrammatic realization of an element of PTn∪n′ .
We shall only need the case T = 2 in this paper. We first look at an example
therein. The diagram
represents ({{1, 2, 3}, {1′, 2′}, {3′}, {4, 5′}, {5, 4′}}, {{1, 2, 3, 1′, 2′}, {3′}, {4, 5′},
{5, 4′}}). For T = 1 case, the diagram coincides with a partition algebra diagram
(cf. [4], [7], or [9]). Thus, a diagram of a 2-ramified partition can be thought of
as an enhanced partition algebra diagram in which every connected component
lies inside an “island”, and the union of components in the island is the less
refined part. Note that islands can cross (as illustrated in the diagram above),
but it is not hard to draw them unambiguously.
A diagram representing a T-ramified partition is not unique. We say two
diagrams are equivalent if they give rise to the same T-ramified partition.
The term ramified partition diagram (or sometimes ramified 2n-partition
diagram to indicate the number of vertices) will be used to mean the equivalence
class of the given diagram.
We refer to the interior line-segments in the underlying partition algebra
diagram of a ramified partition diagram as bones.
The composition of ramified 2n-partition diagrams is as follows. First iden-
tify the bottom of one ramified 2n-partition diagram with the top of the other.
Then replace bone (resp. island) connected components that are isolated from
the boundaries in composition by a factor δ1 (resp. δ2) as shown in Figure 1.
3
= δ1δ2
Figure 1: The composition of diagrams in P
(2)
4 (δ)
Throughout this paper, we shall identify a ramified partition with its ramified
partition diagram and speak of them interchangeably.
Proposition 2.5 (See [9, Prop. 2]). For any d-tuple δ = (δ1, . . . , δd) ∈ F
d, the
set PTn∪n′ forms a basis for a subalgebra of
⊗
t∈T Pn(δt).
Proof. The proof can be found in [9], but is in essence the observation that
bones continue to lie within islands under composition.
For δ = (δ1, δ2, . . . , δd) ∈ F
d, we define the T-ramified partition algebra
P
(T )
n (δ) over F as the finite dimensional algebra with basis PTn∪n′ and the above
composition.
A bone connecting a vertex in the northern boundary to a vertex in the
southern boundary of the frame will be called a propagating line.
The complex generic representation theory of P
(T )
n (δ) has been determined in
the case T = 2 in [9]. It was shown that there are many choices of δ such
that P
(2)
n (δ) is not semisimple for sufficiently large n, but that it is generically
semisimple for all n.
2.3 Small Ramified Partition Algebra P⋉
n
In this section we recall the definition of the small ramified partition algebra.
To define this algebra we require the following definitions.
Definition 2.6. We define diag − Pn to be the subset of Pn∪n′ such that i, i
′
are in the same part for all i ∈ N.
For example, recall from [6] the special elements in Pn∪n′ as follows.
1 = {{1, 1′}, {2, 2′}, . . . {i, i′}, . . . {n, n′}}
Ai,j = {{1, 1′}, {2, 2′}, . . . {i, i′, j, j′}, . . . {n, n′}}
σi,j = {{1, 1
′}, {2, 2′}, . . . {i, j′}, {j, i′} . . . {n, n′}}
ei = {{1, 1
′}, {2, 2′}, . . . {i}, {i′}, . . . {n, n′}}.
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Here, 1 and Ai,j are in diag− Pn.
Definition 2.7. For any δ′ ∈ F, we define ∆n as the subalgebra of Pn(δ
′)
generated by
〈Sn, A
i,j(i, j = 1, 2, . . . , n)〉.
Proposition 2.8. The map
⋉ : Sn × diag− Pn → Sn × Pn∪n′
given by
(a, b) 7→ (a, ba)
defines an injective map.
Proof. The well-definedness of ⋉ is clear. To prove that ⋉ is an injective map,
it suffices to show that if (a, ba) is equal to (c, dc) in Sn × Pn∪n′ , then (a, b) is
equal to (c, d) in Sn × diag − Pn. Assume that (a, ba) = (c, dc). Since a = c,
then bc = dc. But c is invertible, thus, b = d.
Note that ⋉ is not a surjective map.
Definition 2.9. We define Pn∪n′ to be the subset of the Cartesian product
Sn×Pn∪n′ given by the elements q = (q1, q2) such that q1 is a refinement of q2.
Corollary 2.10. The set of ⋉(Sn × diag−Pn) lies in Pn∪n′ and forms a basis
for a subalgebra of FSn ⊗F ∆n.
Definition 2.11. The associative algebra P⋉n over F is the free F -module with
the set of ⋉(Sn × diag − Pn) as basis and multiplication inherited from the
multiplication on P
(2)
n (δ). This is the small ramified partition algebra [8].
It is easy to check that
Lemma 2.12. The multiplication on P⋉n is well-defined up to equivalence.
There is a diagram representation of the set of ⋉(Sn × diag− Pn) since its
elements are 2-ramified partitions (see [8]).
Example 2.13. The map defined in Proposition 2.8 is illustrated by the fol-
lowing pictures.
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In particular, these pictures describe the diagrammatic realization of some basis
elements in P⋉4 .
Corollary 2.14 (See [8, §3.4]). The dimension of P⋉n is given by n!Bn, where
Bn is the Bell number.
Remark 2.15. Notice that, P⋉n is spanned by diagrams with n propagating
lines (See Example 2.13). This means that, unlike the ramified partition alge-
bras, the small ramified partition algebras do not depend on parameter δ.
Definition 2.16. For any δ′ ∈ F, we define Γn as the subalgebra of Pn(δ
′)
generated by
〈Ai,j(i, j = 1, 2, . . . , n)〉.
Note that the natural injection of Γn into P
⋉
n is given by
Ai,j 7→ (1, Ai,j)
and there exists a natural injection of FSn into P
⋉
n given by
σi,i+1 7→ (σi,i+1, σi,i+1).
Proposition 2.17 (See [8, Prop. 2]). The algebra P⋉n is generated by (1, A
i,i+1)
and (σi,i+1, σi,i+1) (i = 1, 2, . . . , n− 1).
3 The Juyumaya algebra of braids and ties
Following [11], we recall the Juyumaya algebra over the ring C[u, u−1].
Definition 3.1 (See [11, §2]). Let u be an indeterminate over C and A be the
principal ideal domain C[u, u−1]. The algebra EAn (u) overA is the unital associa-
tiveA-algebra generated by the elements T1, T2, . . . , Tn−1 and E1, E2, . . . , En−1,
which satisfy the defining relations
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(A1) TiTj = TjTi if |i− j| > 1
(A2) EiEj = EjEi ∀ i, j
(A3) E2i = Ei
(A4) EiTi = TiEi
(A5) EiTj = TjEi if |i− j| > 1
(A6) TiTjTi = TjTiTj if |i− j| = 1
(A7) EjTiTj = TiTjEi if |i− j| = 1
(A8) EiEjTj = EiTjEi = TjEiEj if |i− j| = 1
(A9) T 2i = 1 + (u − 1)Ei(1 − Ti)
Let C(u) be the field of rational function. We define E0n(u) as
E0n(u) := E
A
n (u)⊗A C(u)
where C(u) is made into an A-module through inclusion.
Corollary 3.2 (See [11, Corollary 3]). The dimension of E0n(u) is given by
n!Bn, where Bn is the Bell number.
The Bell number making appearance in Corollary 3.2 indicates that there
might be a connection between the Juyumaya algebra and the (small ramified)
partition algebra. In section 4 we present this connection.
From the presentation of EAn (u), relations (A1), (A6), (A9) form a defor-
mation of the Coxeter relations (see [10, §1]) of the symmetric group Sn. It is
straightforward to verify the following result.
Proposition 3.3. There exists a homomorphism from EAn (u) to the group ring
ASn of the symmetric group given by
X : EAn (u) → ASn
Ti 7→ σi,i+1
Ei 7→ 0.
In particular, ASn is isomorphic to a quotient of E
A
n (u) when u = 1.
4 Relationship of the Juyumaya algebra to P⋉n
In response to a remark of Ryom-Hansen in [11], we present new results that
establish a connection between the Juyumaya algebra and the partition algebra,
via the small ramified partition algebra.
Let C be the field of complex numbers which is a C[u, u−1]-algebra (that is,
with u specified to a complex number x). Denote the C-algebra EAn (u)⊗AC by
En(x). Here, we shall only need the case x = 1.
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Proposition 4.1. The map ρ : En(1)→ CSn ⊗C ∆n given by
Ei 7→ (1, A
i,i+1)
Ti 7→ (σi,i+1, σi,i+1)
defines a C-algebra homomorphism.
Proof. First, it is easy to see that the tensor product CSn ⊗C ∆n makes sense.
To show that this map is an algebra homomorphism we check that the relations
(A1)–(A9) hold when (1, Ai,i+1) is put in place of Ei and (σi,i+1, σi,i+1) is put
in place of Ti as follows.
(A1) ρ(TiTj) = (σi,i+1, σi,i+1) (σj,j+1, σj,j+1) = (σi,i+1σj,j+1, σi,i+1σj,j+1) and
ρ(TjTi) = (σj,j+1, σj,j+1) (σi,i+1, σi,i+1) = (σj,j+1σi,i+1, σj,j+1σi,i+1).
Since |i− j| > 1, σi,i+1σj,j+1 = σj,j+1σi,i+1. Thus,
(σi,i+1σj,j+1, σi,i+1σj,j+1) = (σj,j+1σi,i+1, σj,j+1σi,i+1) as required.
Diagrammatically, this may be represented as follows.
(A2) ρ(EiEj) = (1, A
i,i+1) (1, Aj,j+1) = (1, Ai,i+1Aj,j+1) = (1, Aj,j+1Ai,i+1)
= (1, Aj,j+1) (1, Ai,i+1) = ρ(EjEi).
The second equality follows from the definition of the tensor product of
algebras, the third equality is a consequence of commutativity of Ak,k+1s
and the fourth equality follows again from the definition of the tensor
product of algebras.
(A3) ρ(E2i ) = (1, A
i,i+1) (1, Ai,i+1) = (1, Ai,i+1Ai,i+1) = (1, Ai,i+1) = ρ(Ei).
(A4) Similar to the proof of relation (A2), ρ(EiTi) = (1, A
i,i+1) (σi,i+1, σi,i+1)
= (1σi,i+1, A
i,i+1σi,i+1) = (σi,i+11, σi,i+1A
i,i+1)
= (σi,i+1, σi,i+1) (1, A
i,i+1) = ρ(TiEi).
(A5) ρ(EiTj) = (1, A
i,i+1) (σj,j+1, σj,j+1) = (1σj,j+1, A
i,i+1σj,j+1) and
ρ(TjEi) = (σj,j+1, σj,j+1) (1, A
i,i+1) = (σj,j+11, σj,j+1A
i,i+1).
Since |i− j| > 1, Ai,i+1σj,j+1 = σj,j+1A
i,i+1. Thus,
(σj,j+1, A
i,i+1σj,j+1) = (σj,j+1, σj,j+1A
i,i+1) as required.
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(A6) TiTjTi corresponds to (σi,i+1, σi,i+1) (σj,j+1, σj,j+1) (σi,i+1, σi,i+1) =
(σi,i+1σj,j+1σi,i+1, σi,i+1σj,j+1σi,i+1) and
TjTiTj corresponds to (σj,j+1, σj,j+1) (σi,i+1, σi,i+1) (σj,j+1, σj,j+1) =
(σj,j+1σi,i+1σj,j+1, σj,j+1σi,i+1σj,j+1).
Since |i− j| = 1, σi,i+1σj,j+1σi,i+1 = σj,j+1σi,i+1σj,j+1.
Thus, (σi,i+1σj,j+1σi,i+1, σi,i+1σj,j+1σi,i+1) =
(σj,j+1σi,i+1σj,j+1, σj,j+1σi,i+1σj,j+1) as required.
(A7) The element EjTiTj is mapped to (1, A
j,j+1)(σi,i+1, σi,i+1)(σj,j+1, σj,j+1)
= (1σi,i+1σj,j+1, A
j,j+1σi,i+1σj,j+1) and
the element TiTjEi is mapped to (σi,i+1, σi,i+1)(σj,j+1, σj,j+1)(1, A
i,i+1)
= (σi,i+1σj,j+11, σi,i+1σj,j+1A
i,i+1).
Since |i − j| = 1, Aj,j+1σi,i+1σj,j+1 = σi,i+1σj,j+1A
i,i+1 and the result
follows.
Proving relation (A7) using diagrams:
(A8) The relation EiEjTj corresponds to (1, A
i,i+1)(1, Aj,j+1)(σj,j+1, σj,j+1)
= (11σj,j+1, A
i,i+1Aj,j+1σj,j+1),
the relation EiTjEi corresponds to (1, A
i,i+1)(σj,j+1, σj,j+1)(1, A
i,i+1) =
(1σj,j+11, A
i,i+1σj,j+1A
i,i+1), and
the relation TjEiEj corresponds to (σj,j+1, σj,j+1)(1, A
i,i+1)(1, Aj,j+1) =
(σj,j+111, σj,j+1A
i,i+1Aj,j+1).
Ai,i+1Aj,j+1σj,j+1 = A
i,i+1σj,j+1A
i,i+1 = σj,j+1A
i,i+1Aj,j+1 since |i −
j| = 1 as required.
Relation (A8) may be described using diagrams as follows.
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(A9) Since u is fixed to 1, it follows that T 2i = 1 and the relation corresponds
to (σi,i+1, σi,i+1) (σi,i+1, σi,i+1) = (σi,i+1σi,i+1, σi,i+1σi,i+1) = (1, 1) as
required.
We leave it as an exercise to use diagrams to check relations (A2) – (A6)
and (A9). Next we show that
Theorem 4.2. The map φ : En(1)→ P
⋉
n given by
Ei 7→ (1, A
i,i+1)
Ti 7→ (σi,i+1, σi,i+1)
defines a C-algebra isomorphism.
Proof. The map φ is well-defined since by Proposition 2.17 (1, Ai,i+1) and
(σi,i+1, σi,i+1) generates precisely P
⋉
n .
In order to check that φ is an algebra homomorphism, we need to verify
that the defining relations of En(1) are satisfied in P
⋉
n and this has already
been shown in Proposition 4.1. All that remains is to show that the map is an
isomorphism. By Corollary 3.2 and by Corollary 2.14, the dimensions of En(1)
and P⋉n are equal. Moreover, the map φ is surjective since the images of the
generators generate P⋉n .
Thus, the preceding facts together imply that φ is an isomorphism.
5 Representation theory
Generic irreducible representations of the Juyumaya algebra are constructed for
the cases n = 2, 3 in [1], [11]. Here we do all other cases, by reference to [8].
In the previous section we established, for each n ∈ N, an isomorphism be-
tween the algebras En(1) and P
⋉
n .With this result we have implicitly determined
the complex representation theory of En(1) since the representation theory of
P⋉n over C is already known (cf. [8]) and
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Theorem 5.1 (See [8, Theorem 4]). For all n, the algebra P⋉n over C is split
semisimple.
We can now prove that
Theorem 5.2. For all n, the algebra En(x) is generically semisimple.
(By generically we mean in a Zariski open subset of the complex space)
Proof. By Theorem 4.2, En(1) is isomorphic to the algebra P
⋉
n and by Theorem
5.1 P⋉n is split semisimple over C. This implies that En(1) is split semisimple
over C. Split semisimplicity is a generic property according to Parshall, Cline
and Scott [3, §1]. That is, the split semisimplicity property holds (in our case)
on a Zariski open subset (see [12]) of complex space. Therefore, En(x) is split
semisimple for generic choices of x ∈ C. But En(x) is semisimple if and only if
it is split semisimple since we are working over an algebraically closed field of
characteristic zero.
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