We prove spacetime weighted-L 2 estimates for the Schrödinger and wave equation with an inverse-square potential. We then deduce Strichartz estimates for these equations.
Introduction
Consider the following linear equations i∂ t u + ∆u − a |x| 2 u = 0, u(0, x) = f (x) (1) − ∂ 2 t u + ∆u − a |x| 2 u = 0, u(0, x) = f (x), ∂ t u(0, x) = g(x) (2) where ∆ is the n dimensional Laplacian and a is a real number. The interest in these equations comes from the potential term being homogeneous of degree -2 and therefore scaling the same way as the differential operator. This implies that perturbation methods alone cannot be used in studying the effect of this potential. We refer to [11] for a historical background and more explanation on why such a potential appears to be of interest.
In [11] we showed for the wave equation (2) that in the radial case, i.e. when the data -and thus the solution -are radially symmetric, the solution to (2) satisfies generalized spacetime Strichartz estimates as long as a > −(n − 2) 2 /4.
The corresponding Strichartz estimates would hold for the Schrödinger equation (1) as well, since our proof was based on estimates for the elliptic operator P a := −∆ + a |x| 2 .
Here we intend to remove the assumption on the data being radially symmetric. As explained in [11, 10] , one cannot hope to get any kind of dispersive (be it at fixed t or spacetime) estimate if (3) is not satisfied. We also note that when a < 0, the classical L 1 − L ∞ estimate for the wave equation does not hold [10] , and thus one cannot obtain Strichartz estimates by interpolation between this dispersive estimate and the energy estimate (see also the remark at the end of Subsection 3.1).
This paper is divided into several parts. In Section 2, we obtain weighted-L 2 estimates for (1) and (2) . Such estimates are known for the free Schrödinger equation, and are often referred to as local smoothing estimates ( [1] and references therein). In Section 3 we deduce Strichartz estimates for solutions of the Schrödinger equation (1) through Duhamel's formula, combining the smoothing estimate (6) for (1) with Strichartz estimates for the free Schrödinger equation. Such a strategy was successfully applied in [6] for rapidly decaying potentials. One can shorten that argument ( [4] ), using only the Kato-Jensen decay estimate [5] (see Proposition 2) . This line of work was recently extended to potentials V (x) such that V (x) ∼ 1 (1+|x| 2+ε ) in [12] . While our potential falls out of the scope of this result, we are able to take advantage of its special form to extend the approach in [12] to our setting. We then do the same for the wave equation. Finally, in Section 4 we obtain the frequency-localized version of the above estimates and use them to obtain the generalized Strichartz estimates (with derivatives) for these equations.
Notations
In this paper we will be using the following notations. For integer n ≥ 2 Let λ(n) := n − 2 2 .
For integer d ≥ 0 and real number a ≥ −λ 2 (n) let ν d (n, a) = (λ(n) + d) 2 + a
We will suppress the arguments of the above functions whenever doing so does not cause confusion. We also define multiplication operators Ω s by (Ω s φ)(x) = |x| s φ(x).
Abusing notation we use the same symbol for the operators which are pointwise equal to these for all times,
(Ω s φ)(t, x) = |x| s φ(t, x).
For |s| < n/2 and integer d ≥ 0 letḢ s ≥d denote the subspace of the homogeneous Sobolev spaceḢ s (R n ) consisting of functions that are orthogonal to all spherical harmonics of degree less than d, and letḢ s <d denote the orthogonal complement of this space. Finally, let d 0 (n) := 1 n = 2 0 n ≥ 3.
2 Weighted-L 2 estimates for the Schrödinger and wave equations 2.1 Local smoothing for the Schrödinger equation
Except for the case n = 2 the following theorem is well-known when a = 0. See [13] for the sharp constants and the references therein for the history. In this paper we need only the case α = 1/4.
and let u be the unique solution of (1). There exists a constant C > 0, depending on n, a, d and α, such that for all f ∈ L 2 ≥d (R n ),
Proof of Theorem 1: We begin by noting that, by rotational symmetry and the L 2 orthogonality of the various spherical harmonic spaces, it suffices to prove the estimate (6) for f belonging to the l'th harmonic subspace, where l ≥ 0 if λ 2 + a > 0 and l > 0 if λ 2 + a = 0. This, of course, requires the constants to be uniformly bounded in l, but this will be clear from the explicit form of the constants given below. On the l'th spherical harmonic subspace
where
By our assumptions ν > 0. The above considerations allow us to restate the problem as follows. We are to prove the estimate
where S ν f is the unique solution of the initial value problem
In this we are allowed to assume that f belongs to the l'th spherical harmonic subspace, but in fact we have no further use for this assumption. We define the Hankel transform of order ν in the usual way:
where J ν is the Bessel function of the first kind of order ν. By abuse of notation we use the same symbol H ν to denote the operator on functions on R n+1 which is just the Hankel transform of order ν pointwise for all times:
The Hankel transform has the following properties:
The first of these is an immediate consequence of properties of the Fourier-Bessel integral defining H ν , but a proof may be found in [11] along with a proof of the fourth. The second is obvious from the definition, and the third follows from the first and second. We define fractional powers of A ν using the fourth property above:
An integral kernel for A σ/2 ν is given in [11] ,
Here F is the hypergeometric function
The integral in (9) may be interpreted in the usual Lebesgue sense for σ < 0. See [11] for the correct interpretation when σ ≥ 0. Hankel transforming both sides of the estimate we are trying to prove, we see that we are reduced to proving
But the solution to this initial value problem is just
Let F t denote the Fourier transform in the t variable,
It is an isometry of L 2 (R n+1 ) and it commutes with both A −1/4−α ν
and Ω 1/2−2α , since these are defined pointwise in t. Thus
From the calculation of the last paragraph we see that
We now compute the square of the L 2 (R n+1 ) norm of this quantity. We square the absolute value and integrate over R n+1 , replacing the Cartesian coordinates ξ with spherical coordinates ρ, θ to obtain
We apply this with r = t = ω and s = ρ to evaluate the integral over ρ, since k(r, s) = k(s, r), obtaining,
or, using the explicit formula for k σ ν,ν given above and Gauss's formula for the value of the hypergeometric function at z = 1,
The double integral is just the square of the L 2 (R n ) norm of H ν f and therefore of f . Thus we see that
As promised, one can see immediately from this formula that C ν,α is finite if 0 < α < 1 4 + ν 2 , and that it is a decreasing function of ν and hence of l. Thus to finish the proof of the Theorem, we expand f in spherical harmonics, f = ∞ l=d f l , use the triangle inequality on the left and the L 2 -orthogonality of spherical harmonic subspaces on the right, to obtain (6), with the constant C = min l≥d C ν l ,α = C ν d ,α . 2
Generalized Morawetz estimate for the wave equation
In this section we will obtain a weighted-L 2 estimate for the wave equation (2) which is analogous to the one obtained above for the Schrödinger equation. In contrast to the Schrödinger equation, even for the free case a = 0 this estimate does not seem to have surfaced elsewhere in this exact form. The Morawetz estimate, which is the estimate for the free wave equation obtainable from the Morawetz radial identity [8] is a special case of our estimate below (see Corollary 1.) We note that the simple proof of (6) from [1] applies as well for the free wave equation.
THEOREM 2 Let n ≥ 2 and d ≥ d 0 (n) be integers, let 0 < α < 1 4 + 1 2 ν d and let u be the solution to (2) . There exists a constant C > 0 depending on n, a, d, α such that for all f ∈Ḣ
Proof: Once again, we can work one spherical harmonic at a time, and thus we are solving
with ν > 0 as before. Applying the Hankel transform (and suppressing the l subscripts) we obtain the solution as
and Fourier-transforming in time we have
so that
Thus for τ > 0,
and for τ < 0 we change τ to −τ and h − to h + in the right hand side above. By the same calculation as in the Schrödinger case performed in the previous section we then have
with C ν,α as in (11) .
In light of (13) we have the desired estimate provided we can show that the Sobolev norms based on (small) powers of the operator P a are equivalent to standard Sobolev norms based on the Laplacian. This can be accomplished in several ways. Here we will give a simple proof of a such a result based on Hardy's inequality. (The range of s here is not optimal, one could improve on it by using the more sophisticated machinery developed in Section 4).
There exists constants C 1 , C 2 > 0 depending on n, a, s such that
for all f ∈Ḣ s (R n ). For n = 2 the same result holds for functions f ∈Ḣ s ≥1 . Proof: We use the following version of Hardy's inequality: For n ≥ 3,
A similar inequality is easy to obtain for n = 2 and f orthogonal to radial functions: Let f (r, θ) = n =0 f n (r)e inθ be the Fourier series expansion of such an f . Then
and thus
which establishes the Hardy inequality in 2 dimensions, with constant = 1. Denoting now the L 2 (R n ) inner product by , , we have
Thus for a > 0 by (15),
while for a < 0 we have the same as above with the two inequality signs reversed. Thus we obtain (14) for n ≥ 3 and s = 1 with C 1 = min{ν 0 /λ, 1} and C 2 = max{ν 0 /λ, 1}. For n = 2 we have C 1 = 1 and C 2 = 1 + a. By duality, we obtain (14) for s = −1 as well, and interpolating between the two endpoints establishes the claim. 2 3 Strichartz estimates
The Schrödinger equation
Here we prove that the solution to (1) satisfies the same set of estimates as that of the free Schrödinger equation, for n ≥ 2:
Let u be the unique solution of (1) . Then, provided a + λ 2 > 0, there exists a constant C > 0 depending on n, p, a, such that
We will follow the strategy from [12] (notice however that using the endpoint allows to shorten the argument for n ≥ 3, as well as to recover said end-point). We consider the potential term as a source term,
and integrate using S(t), the free evolution, to get
The first term can be ignored, and we focus on the Duhamel term. We postpone the n = 2 case, and assume n ≥ 3. Then, for the free evolution, one has Strichartz estimates up to the end-point, namely the pair (p, q) = (2, 2n n−2 ). We recall that these Strichartz estimates hold in a slightly relaxed
where L α,β are Lorentz spaces. We also note that the estimate (17) for general (p, q) satisfying (16) follows by interpolating between the above endpoint estimate and the well-known estimate p = ∞, q = 2 corresponding to the conservation of charge for the Schrödinger equation.
Hence to prove our estimate, all we need to check is F = Ω −2 u ∈
). We have from Theorem 1 with d = 0, α = 1/4 that
where we have made use of the generalized Hölder inequality [9] . This ends the proof for large dimensions.
In the 2D case, one needs to follow [12] more closely, and resort to the following lemma, proved in [2] .
Using this lemma, one may forget about the t 0 in the Duhamel formula (19), and replace it with an integral over all times. Thus we define, for
Consider now the estimate dual to (6), with d = 1, a = 0 and α = 1/4. It reads
Combining this with the Strichartz estimate for the free Schrödinger group S(t), we see that T : L 2 (R, L 2 ) → L p (R, L q ) with p, q as in the statement of the Theorem. Since p > 2, by the above Lemma 3.1, the operatorT is bounded on the same spaces. On the other hand, from (19) we have that, for u the solution to (1),
We now use (6) again with α = 1/4, to conclude
Since we are in two space dimensions, we need to assume that the data f is orthogonal to radial functions, in order for (6) to hold in the case a = 0, α = 1/4. On the other hand, Strichartz estimates for (1) in the case of radial data are obtainable from the case a = 0 using the conjugation procedure presented in [11] . For future reference, we state a more general result here:
Then there is a constant C > 0 (depending on n, d, p, s) such that u, the solution to (1) satisfies
for all (p, q) as in (16) and all s such that
be the corresponding decomposition of the solution u. On the l'th harmonic subspace, −∆ = A µ and −∆+a|x| −2 = A ν , with µ = λ+l, ν = ν l (n, a). We thus have
In [11] it was shown that the operator K 0 µ,ν := H µ H ν is a conjugation operator between A µ and A ν , i.e. A µ K 0 µ,ν = K 0 µ,ν A ν . Thus, to obtain the estimate (21) for each u l by conjugation from the corresponding estimate in the case a = 0, all we need to know are the continuity properties of K 0 µ,ν on appropriate Sobolev spaces. In particular, for the above estimate (21) we need continuity of K 0 µ,ν onḢ s for the right-hand side and continuity of K 0 ν,µ onḢ s q for the left. It was shown in [11] 
Applying this in the two cases we need here gives the restriction on s in the statement of the theorem. We thus obtain the desired Strichartz estimate on each spherical harmonic subspace. These need to be added up, which can be done since there is only a finite number of them, and finally f l Ḣs ≤ C l,s f Ḣs where C l,s is the norm of the projection operator onto the l'th spherical harmonic subspace. 2 To conclude the proof of Theorem 3, we use Theorem 4 with n = 2, s = 0 and d = 1 to obtain the estimate for the radial part of the data.
2
Remark 1 We end this section by some comments on dispersive estimates and their relationship to Strichartz estimates. The main goal in [6] was to obtain the L ∞ − L 1 dispersive estimate, and they deduced Strichartz estimates as a corollary, applying the usual duality argument from the free case. However, it required considerably more work to obtain such a dispersive estimate in the presence of a potential, and it imposed the assumption of rapid decay on this potential. The arguments from [12] bypass the dispersive estimate to prove Strichartz directly. In our setting, this type of approach is required since the L ∞ − L 1 dispersive estimate is known to fail ( [10] ), at least for negative a. However, to perform the duality argument referred to in the above, one only needs an L p ′ − L p dispersive estimate, for p ∼ 2n/(n − 2). Hence, one may wonder whether such a restricted dispersive estimate holds true. Estimates of this type have been obtained in [3] for the wave equation with a potential decaying strictly faster than |x| −2 . In the remaining part of this section we will sketch how such estimates can be obtained for (1), without trying to get the best possible range. The same argument would apply to the wave equation.
We will prove the following result PROPOSITION 2 Let n ≥ 5. Let u be the unique solution of (1). There exists a constant C depending on n, a, such that
It should be clear from the proof that the restriction on n and the particular choice of exponents have been made to simplify the exposition and are by no means mandatory. We proceed with a nice observation we learned from J. Ginibre ([4] ). Let us assume momentarily that we have obtained a weighted L 2 dispersive estimate of Kato-Jensen type ([5]),
for α ≤ 1. This estimate will play the role assigned to (6) in our proof of Strichartz. Recall (19),
and write also the reversed Duhamel formula, where S a (t) = exp(−itP a ) plays the role of the free group, u = S a (t)f :
Replace u(s) in the first Duhamel formula by its expression coming from the second, we get
Recall the dispersive estimate (with Lorentz spaces) for the free group:
We will use p = 2n/(n − 1), for which the decay is exactly t −1/2 . The first term from (24) is simply the free evolution, and the second can be treated like the third one (in fact, is easier). So we focus on the third term. Freezing the time variables, we have
where we have successively used free dispersion, generalized Hölder, weighted L 2 dispersion (with α = 1/2), generalized Hölder again, and finally free dispersion. Integrating twice over τ, s yields the desired t −1/2 decay. Provided we have the stated weighted L 2 estimate (with α ∼ 1), the same proof would yield the usual decay, for n ≥ 2 and p < 2n/(n − 2). We are left to prove (23). In [10] we obtained some dispersive estimates in the radial case, but the argument would equally apply to any spherical harmonic with uniform constants. Thus, one could deduce (23) from these estimates, using generalized Hölder in the radial variable. However, we choose to give a simple proof here, based on the following observation, which was pointed out to us by I. Rodnianski: introduce L = x/2 + it∇ the pseudoconformal vectorfield. L commutes with the free evolution, but not with the potential term. Introduce C = L 2 + at 2 Ω −2 . Then a simple sequence of computations gives
Due to the special form of the potential, 2Ω −2 +x·∇Ω −2 = 0, and C commutes with the equation. Therefore, by conservation of charge,
Let us consider the modulation operator 
Interpolating this with L 2 conservation for u gives the desired estimate. 2
Remark 2
We note that such a weighted L 2 dispersive estimate (with a decay greater than t −1 ) is all which is required to run the perturbative argument from [12] , with the free evolution replaced by S a (t). In fact, all the other estimates which are required are contained in Theorem 1. Hence, one could in principle obtain Strichartz estimates for perturbations of the inverse square potential which decay ε faster.
The wave equation
In this section we will obtain Strichartz estimates for the operator 2 a = ∂ 2 t + P a from the generalized Morawetz estimate (12) as we did for the Schrödinger equation. We present two different results: the first one is in some sense the true equivalent of Theorem 1; it uses Lemma 3.1 to bypass issues related to the varying degrees of smoothness in Strichartz estimates for the wave equation. The second result shows one can in fact recover the end-point Strichartz estimate if needed. These two results will merge into a theorem on generalized Strichartz estimates with derivatives, in the last section.
THEOREM 5 Let u be the solution to (2) with Cauchy data (f, g) ∈Ḣ 1 2 × H − 1 2 . Let p ≥ 2, and q be such that 2 p + n−1 q = n−1 2 (p > 2 if n = 3 and p > 4 if n = 2). Then, provided a + λ 2 > 0,
where σ = 1 p + n q − n−1 2 (gap condition). One could of course replace the norm on the left with the appropriate Besov norm.
Proof: We write the solution to the wave equation with a potential (2) as the sum of the linear solution to the free wave equatioṅ
where F is the Fourier transform in the space variable x, plus a Duhamel term
Since W (t − s) = −Ẇ (t)W (s) + W (t)Ẇ (s), we obtain two terms in the above. We will deal with the first one, the treatment of the second term being similar. We are going to use Lemma 3.1, thus we set
Once again, using the Strichartz estimate for the free wave equation, combined with the dual to estimate (12) (for n ≥ 2, d = d 0 (n), a = 0 and α = 1/4),
with p, q and σ as in the statement of the Theorem. By Lemma 3.1, the corresponding operatorT satisfies the same estimate as T (with a different constant). On the other hand, the solution to (2) is
thus using (12) one more time we obtain the desired result. For n = 2 we need to assume that the data f, g are orthogonal to radial functions, for (12) to hold in the a = 0, α = 1/4 case. On the other hand, Strichartz estimates for the wave equation (2) in case of radial data were proven in [11] using the conjugation method. For future reference we quote a more general result here. We note that the restriction on γ and hence on σ, which is the number of derivatives that can be taken, comes from the requirement of the continuity of the conjugation operator K 0 µ,ν on the spaces involved (see [11] for details).
THEOREM 6 Let n ≥ 2, 2 ≤ q < ∞ and let p, γ, σ be such that
For integer d ≥ 1 let f ∈Ḣ γ <d and g ∈Ḣ γ−1 <d . Then there exists a constant C > 0 depending on n, q, p, γ, d such that the solution to (2) satisfies
To complete the proof of Theorem 5, we use the above estimate with n = 2, d = 1, and γ = 1/2 for the radial part of the data.
2 We now turn to an endpoint estimate:
and let u be the solution to (2) . Then, provided a + λ 2 > 0,
The exponents here are chosen so as to postpone until Section 4 the unpleasant issues related to commuting the free Laplacian with its counterpart with potential. Proof of Theorem 7: We start with a simple corollary of Theorem 2. Using the fact that P a commutes with the solution, and the equivalence (14), we have COROLLARY 1 Let n, d, α, u be as in Theorem 2. Then
We note that the case a = 0, α = 1 2 is the Morawetz estimate u 2 /|x| 3 dxdt ≤ C n E(f, g).
Using the above estimate (31), one can proceed as we did for Schrödinger on the Duhamel term (26). Take 2α = n−3 2(n−1) , then
From this, writing
, the generalized Hölder inequality for Lorentz spaces yields
We can then finish the proof by applying the usual end-point to end-point Strichartz estimate,
.
(32) 2
Estimates with derivatives
When dealing with nonlinear applications for say, the Schrödinger equation, the f ∈ L 2 estimate (17) might not be enough, and one wants to be able to consider fractional derivatives. For the wave equation, we already saw when trying to prove Strichartz estimates that derivatives are an issue. In the free case, frequency localizations commute with the flow, hence one may immediately deduce estimates for f ∈Ḣ s from an L 2 orḢ 1 2 estimate, through Littlewood-Paley. In our setting, this is no longer true however, and one needs to replace frequency localizations φ( √ −∆) by those based on the operator P a . At the same time we need the final estimate to be phrased in terms of standard Sobolev spaces, based on powers of −∆, otherwise the estimate would be useless in nonlinear applications unless one studies carefully the multiplication properties of spaces based on the operator P a . At issue is therefore the lack of commutation between the two localizations, which we are now going to address:
Let ∆ j be the usual dyadic frequency localization at |ξ| ∼ 2 j , and let Π k be the localization with respect to √ P a . More precisely, let β 0 ∈ C ∞ 0 (R + ) denote the standard bump function supported in [ 1 2 , 2], with the property that j (β 0 (2 −j x)) 2 = 1 for all x ∈ R + . and let β j (ξ) := β 0 (2 −j |ξ|). Let H ν denote the Hankel transform of order ν. Let ∆ l j and Π l k denote the restrictions to L 2 l , the l-th spherical harmonic subspace of L 2 , of the above projections ∆ j and Π k respectively. It was shown in [10] that
where µ = λ + l, λ = n−2 2 , and ν = µ 2 + a. Let us define the following operators:
We are going to need estimates on the operators J jk , M kl , N lm , in weighted-L 2 spaces. These will be provided in the next three Lemmas. The estimate needed for N lm is the almost orthogonality lemma for the projectors, the radial version of which was given in [10] :
For all positive
there exists a constants C > 0 such that for all j, k ∈ Z and f ∈ L 2 ≥d (R n ),
Since the Hankel transforms appearing at the extremes are L 2 -isometries, the problem reduces to showing that the operator L jk := β j K 0 µ,ν β k is bounded on L 2 l , with a norm that is bounded independent of l. For j close to k this is obviously true by the boundedness of each factor. We note that here as well as in the Proposition that follows, only the support properties of β j are used, and not that their squares form a partition of unity. Now for j = k,
We recall the formula for the integral kernel k 0 µ,ν obtained in [11] :
Here F is the hypergeometric function defined by (10) . The above formula for k 0 µ,ν is valid for s < r. For s > r one needs to switch s and r, and switch µ and ν in the formula. Turning now to L jk for |j − k| ≥ 3, we see that in (34) we have s ∼ 2 j and r ∼ 2 k , thus we either have s ≤ r/2 or s ≥ 2r. Therefore the last argument of the hypergeometric function in (35) will always be in [0, 1 2 ]. It is then easy to see from (10) that |F | ≤ C independent of l. Moreover, ν = µ + O( 1 l ) for large l, and from Stirling's formula,
By the procedure outlined in [11, §3.1], the resulting pointwise bound for k 0 µ,ν
gives the desired L 2 bound, namely,
. for any δ < δ l := min{µ, ν} + 1. Summing over l and using orthogonality of spherical harmonics in L 2 , we obtain (33), with
Next we obtain a weighted-L 2 estimate for M kl . First we need the following general result: PROPOSITION 3 Let n ≥ 2 and d ≥ d 0 (n) be fixed integers. There exists a constant C > 0 (depending on n and d) such that for all f ∈ L 2 ≥d (R n ),
Proof: Let us first assume |m| ≥ 3. Let K(x) denote the Newtonian potential, and let T d (x; y) be the Taylor polynomial of degree d − 1 in y for K(x − y). For example, for n ≥ 3, we have that up to a constant factor,
Let K d (x, y) := max{T d (x; y), T d (y; x)} It is easy to see that K d ∈ L 2 <d and thus for f ∈ L 2 ≥d we may write
We have |x| ∼ 1 and |y| ∼ 2 m . Since |m| ≥ 3 we have that either |y| ≤ 1 2 |x| or |y| ≥ 2|x|. We can then check easily that
We then have
which establishes the claim, for |m| ≥ 3. For |m| ≤ 2 we simply observe that if we letK(x, y) : ) ,
for any ǫ 2 < min{λ + d, ν d } + 1 − η.
Proof:
We can obtain this estimate by interpolating between (33) and the following estimate
for some appropriate γ > 0. To prove this estimate, or equivalently, its dual estimate, we note that on L 2 l ,
where the A's are as in (8) . Once again, the Hankel transforms at the two extremes being L 2 -isometries, the above reduces to proving an estimate for the operator L jk defined above, namely,
We have estimated V already. For the other four, first note that since what we want to prove, namely (37), is scale-invariant, in estimating any of the pieces I-IV we can set either j or k equal to zero. Thus for I it is enough to show
is bounded independently of j and has the same support as β j . Using that k β 2 k = 1 and that β j β k = 0 for |j − k| > 2, we havẽ
since by our assumptions λ + d > 1, and thus
Estimating II and III is entirely analogous to the above, and for IV we need to use the explicit form of the kernel (35). Using the fact that r and s are well-separated, the series (10) can be differentiated term-by-term, thus obtaining corresponding decay rates for the derivative kernel, which in turn give the desired estimate for IV by the same procedure as above.
We thus have the estimate (37), with γ as in the above. Now, interpolating between (33) and (37) gives the desired estimate (36).
2 Finally, we need to estimate J jk on weighted-L 2 as well:
There exist a constant C > 0 such that for all f ∈ L 2 ≥d (R n ) and j, k ∈ Z,
Proof: After taking the Fourier transform, the estimate to prove is
where −∆ ξ = i ∂ 2 /∂ξ 2 i is the Laplacian in the Fourier variable. We will prove this by interpolation: Let T jk := β j ∆ −1 ξ β k . We then need to show that T jk maps L 2 into the homogeneous Sobolev spaceḢ 2 , and that it mapsḢ −2 into L 2 . Also note that T jk = T * kj . Thus it is enough to show that
for some constant C jk , in order to obtain via interpolation that
The desired estimate would then follow by setting g = ∆ 1−ζ/2 ξf . To prove (40) we again note that by scaling we can set j = 0, and estimate
We have
The first term on the right is easy to estimate since β 0 β k ≡ 0 if |k| ≥ 2. For the third term, we use Proposition 3, which gives
Similar argument applies to the middle term in (41), and we thus obtain (40) with
and we have the desired estimate for |j − k| ≥ 3. For j close to k, on the other hand, we can estimate the two factors that make up J jk separately, i.e. it is enough to show that ∆ 1/2 ξ β j ∆ −1/2 ξ is bounded on L 2 independent of j. By interpolation, this further reduces to proving that ∆ ξ β j ∆ −1 ξ is bounded on L 2 , or equivalently, that multiplication by β j is bounded onḢ 2 , which is easily seen to be the case. 
The Schrödinger equation
To obtain a frequency-localized version of (17), we recall that the solution to (1) can be expressed as
where S a (s) = e −isPa is the Schrödinger group associated to P a . We begin by applying ∆ j to both sides of the above, using that it commutes with S(t).
We then insert resolutions of identity based on the Π's and the ∆'s before and after the S a (s) factor, to obtain
By the endpoint Strichartz estimate for the free group S(t), and generalized Hölder inequality we then have, for n ≥ 3,
while for n = 2 we again proceed as before, utilizing Lemma 3.1, Strichartz estimate for the free Schrödinger equation, and the dual to the weighted-L 2 estimate 6 (with a = 0, d = 1, α = 1/4) to obtain
Thus in either case we need to apply Lemma 4.3 with ζ = 1, Lemma 4.2 with η = 1, Lemma 4.1 (all three Lemmas with d = d 0 (n) + 1), and estimate 6 with α = 1/4 to conclude that
for ǫ = min 3 i=1 ǫ i < min{n/2+d 0 (n), ν d 0 (n)+1 }, which is the desired frequencylocalized version of the endpoint Strichartz estimate, valid for data f ∈ L 2 ≥d 0 (n)+1 (R n ). Here (p, q) = (2, 2n/(n − 2)) if n ≥ 3 and (p, q) are as in (16) if n = 2.
The above estimate can now be used to obtain generalized Strichartz estimates in Sobolev, or more generally, Besov spaces, as follows: Let (p, q) be as in the above and f ∈ L 2 ≥1+d 0 (n) . We then have
In other words, combining this with Theorem 4 for d = d 0 (n) + 1 we have proved
where (p, q) are as in (16). Then there exists a constant C > 0 depending on n, p, s, a such that the unique solution u of (1) satisfies
Proof: When n ≥ 3 and p = 2 this estimate is a simple consequence of the definition of Besov spaces and (43). Interpolating with the energy estimate gives the full range of p. 2
The wave equation
We will proceed exactly as in the previous subsection. We write
where W a (s) is the propagator corresponding to ∂ 2 t + P a , i.e. on the l-th spherical harmonic subspace W a (s) = H ν sin(s|ξ|) |ξ| H ν .
For simplicity, let us assume f ≡ 0. Again, by the endpoint Strichartz estimate 32, we then have, for n ≥ 4, Now, we use Lemma 4.3 with ζ = n n−1 , Lemma 4.2 with η = n−2 n−1 , Lemma 4.1 (all three with d = d 0 (n) + 1), and Corollary 1 with α = n−3 4(n−1) to conclude
for ǫ = min 3 i=1 ǫ i < min{n/2, ν 1 } − 1 n−1 , which is the desired frequencylocalized version of the endpoint Strichartz estimate.
The above can be used to obtain an endpoint Strichartz estimate with derivatives, as follows: Multiply both sides of (46) by 2 j(γ− n−3 2(n−1) ) , then square both sides, sum over j, and change the order of summation on the right, to get j 2 2σj ∆ j u 2 where σ = γ − n+1 2(n−1) . This holds provided |γ − n−3 2(n−1) | < ǫ. For the cases n = 2, 3, once again appealing to Lemma 3.1, we use Strichartz estimate for the free wave equation to obtain and from here the proof proceeds as in the case n ≥ 4 and we obtain
Multiplying by 2 j(γ− 1 2 ) and carrying on as above we get
where σ ′ = γ + 1 p − n( 1 2 − 1 q ). This holds as long as |γ − 1 2 | < ǫ. As before, combining the above with Theorem 6 we can deduce generalized Strichartz estimates for the wave equation (2): THEOREM 9 For n ≥ 2 let (p, q, γ, σ) be as in (27) . There exists a constant C > 0 depending on n, a, p, q, γ such that the solution u of (2) satisfies (−∆) σ/2 u L p L q ≤ C( f Ḣγ + g Ḣγ−1 ) provided − min{ n − 1 2 , ν 1 − 1 2 , 1 + ν 0 } < γ < min{ n + 1 2 , ν 1 + 1 2 , 1 + ν 0 − 1 p } if n = 2, 3 and − min{ n 2 − n + 3 2(n − 1)
, ν 1 − n + 3 2(n − 1)
,
