• accuracy of discharge monitored with range limited velocity profilers theoretically explained
Introduction
In theory, river discharge can be monitored more accurately when the flow velocity of the water is directly measured, instead of being inferred from the water level. As the cost and effort required to deploy a velocity meter greatly exceed those of a simple water level gauge, velocity meters are usually deployed only at locations where there is no simple relation between water level and flow velocity. These locations include water bodies influenced by tides [Bradley, 1999; Hoitink et al., 2009; Sassi et al., 2011] and backwater [Hidayat et al., 2011; Jackson et al., 2012] . It is important to assess if a deployment achieves the quality required by the water management [Muste and Hoitink , 2017] .
For continuous monitoring of river flow, horizontal acoustic Doppler current profilers (HADCPs) are increasingly being deployed. ADCPs are acoustic instruments that determine the flow velocity from the reflection of sound by suspended particles moving with the flow [Gordon, 1989] . With increasing distance from the instrument the signal is attenuated and reflections from the bottom and water surface interfere with the signal. Both effects limit the range over which an HADCP can measure, so that wide channels cannot be covered by a single instrument.
In addition, HADCPs measure only at a single depth.
If the velocity is only measured across part of the channel, then the cross-section averaged velocity has to be inferred with an appropriate method. The relation between local and cross-section-averaged velocity is determined by the spatial velocity distribution within the cross-section. The velocity distribution depends on channel geometry, curvature and water level. It is highly sensitive to perturbations near the river bed and the embankment. The spatio-temporal variation of the velocity distribution limits the accuracy of the discharge prediction, as it is not entirely predictable. The accuracy that can be achieved depends on the location, orientation and profiling range of the instrument. Flow velocity meters also require a rigid deployment, a free line of sight, and an external power supply, which makes them prone to malfunction. The deployments of flow meters therefore require careful site specific planning and calibration. This process could benefit from a comprehensive theory that allows to evaluate the performance of HADCPs for discharge monitoring. However, such a theory is not yet available. This paper develops a statistical method to determine the accuracy of discharge monitored with HADCPs depending on the deployment specific conditions (section 2). In particular, it elaborates on the sensitivity of the predicted discharge with respect to variation of the vertical and the transverse profile of the streamwise velocity.
We apply this method in section 5 at two field sites located along the Kapuas River, Indonesia. Complex variation of the velocity profile and relatively short profiling ranges limit the accuracy of the discharge monitored at both
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stations. We find that the HADCP measurements are essential to monitor the discharge at the downstream gauging station, which is affected by tides and backwater from the sea. However, at the upstream station, where the discharge is well predicted by a rating curve, the HADCP measurements have little added value. We discuss physical processes that affect the velocity distribution at both field sites, and give recommendations for future HADCP deployments and discharge prediction.
Theory of discharge predicted from range limited velocity profiles
Section 2.1 explains the principle of determining discharge from a velocity measurement. Based on this principle, sections 2.2 and 2.3 develop error estimates for discharge determined from point and range-averaged velocity measurements. Section 4.3 describes the principle of determining discharge with rating curves.
Determining discharge from velocity measurements
Discharge Q is the product of the cross-section area A and the average velocity component U that is perpendicular to the cross-section,
(1)
U cannot be directly measured, but can be estimated by measuring the local velocity u at sufficiently many points in the cross-section and averaging it. If the flow velocity is only measured in a small part of the cross section, then the spatial distribution of the velocity has to be known, to determine the cross sectionally averaged velocity U .
At any vertical across the channel, the depth-averaged velocityū is determined by the form function f t :
Likewise, the velocity u is determined by the form function f v for any point along a vertical:
The shape of f v can vary over the cross-section.
Thus, if the values of the normalized velocity profiles f t and f v at the point of measurement are known, then the discharge Q can be determined as
for any point where the water is not stagnant. This article is protected by copyright. All rights reserved.
Mean squared error of the predicted discharge
In general, the quantities entering equation (4) are not known exactly, and instead of determining the discharge Q exactly, it is only possible to estimate it asQ =Â 1 ft 1 fvû , whereû is the measured velocity,Â the predicted crosssection area andf t andf v are coefficients based on the modelled velocity profile. As for continuous measurements with a rigidly deployed instrument the monitoring locations are fixed, the values off t andf v represent calibration coefficients. The value of these coefficients can vary depending on the flow situation. Any error in the measured and modelled quantities contributes to the error εQ of the discharge estimate, which is the difference between the predicted and measured discharge (εQ =Q − Q). The prediction error can only be determined for moments in time when a reference measurement is available. However, the mean-squared-error can be estimated for any moment in time. To do this, we consider the function Q that predicts the dischargeQ. The sensitivity of this function with respect to the individual quantities is given by series expansion as:
where ε t =f t − f t and ε v =f v − f v are the errors of the modelled transverse and vertical profile coefficients. The quantities ε A =Â − A and ε u =û − u are the errors of the predicted cross-section area and of the measured flow velocity. The evaluation of the partial derivatives of Q yieldŝ
Hereafter, the analysis only considers the relative error in the coefficientsf v andf t , as these are the most important sources of error in the discharge estimate. The error in the area is neglected, because it can be reliably predicted as long as the cross-section is morphologically stable. The error in the measured flow velocity is neglected, as in a fixed deployment the noise can be reduced by averaging the measurement over time.
The error variance σ
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on how large the magnitude of the measured velocity with respect to the cross-section average is, because any error in the measurement or model is scaled up by the reciprocal of the velocity profile. This reduces the accuracy of predicted discharge, if the velocity is measured at a point where the velocity is low. This is the case near the banks and near the bed.
2.3. Discharge prediction and error estimate for measurements along a range
The discharge prediction can be improved by measuring the velocity at several points in the cross-section. Velocity profilers in particular measure at several points that lie on one line. As most rivers are much wider than they are deep, velocity profilers are typically deployed so that their line of measurement spans horizontally across the river. The measurement points of HADCPs are spaced in discrete intervals, which makes the processing straightforward. In a first step, the dischargeQ i can be predicted for each individual measurement point. In a second step, the values of Q i can be arithmetically averaged into a single valueQ a :
where i is the index within the measured velocity profile and M is the number of points at which the velocity is measured. Similar to the error of the discharge predicted from a single value (Eq. (7)), the error variance of the arithmetic average is:
The prediction error of the range-average is affected by the spatial correlation of the errors in the point estimates,
and by the finite width of the cross-section. The spatial correlation reduces the accuracy of the average of nearby samples. The finite width of the cross-section increases the accuracy. In particular, if the velocity were measured across the entire cross-section, then the uncertainty due to the transverse profile of the velocity would vanish.
The actual number of measurement points along the range does not matter, as long as the distance between the points is small compared to the correlation length of the error.
To further simplify the error estimate for σQ a , we assume that the error variance of the predicted velocity profiles is constant across the profiling range, and that the correlation of the error decreases exponentially with increasing distance between two points. With this simplification, the error model is described by a first order spatial autoregressive process (AR1):
where L t is the correlation length, w the cross-section width, l the distance between two points, and ξ = N/w the normalised distance from the cross-section centre. If the velocity is measured in finite intervals ∆n = ∆ξ · w along the cross-section, then the correlation length is related to the correlation coefficient as ρ t = exp (−∆n/L t ).
The velocity profile coefficientsf t andf v vary relatively little across the inner region of a cross-section. In this region the error variance of the range average is approximately
The factors g v , g t and g v,t account for the effects of spatial correlation and finite cross-section width. The equations of these factors are given in appendix B1. The error estimate of equation (11) is strongly simplified, but it contains the most important factors that influence the predicted discharge.
The error of the discharge predicted from a single point is large at locations where the flow velocity is low. A single point measured close to the bank can thus deteriorate the arithmetic average over the entire profile. This can be avoided by predicting the discharge as Q h , the product of the harmonic mean of the reciprocal velocity profile and the arithmetic mean of the measured velocity:
This estimate is identical to the index velocity method (IVM) with a variable coefficient. The sensitivity of the harmonic mean with respect to the transverse profile it is
Q h and with respect to the vertical profile it is
Q h . The discharge predicted with the harmonic means is not sensitive to measurements close to the bank, as long as the profiling range reaches into the inner region of the cross-section, where the profile coefficientsf t,j andf v,j are above unity. If the velocity profile is constant along the profiling range, which approximately holds in the inner region of the cross-section, then the prediction of the harmonic mean is identical to the arithmetic mean, and the error estimate Eq. (11) applies.
Shape of the velocity profiles and sensitivity to perturbations
Both the transverse and vertical profiles of the velocity can be approximated by simplifying the equations of fluid motion. This gives insight into how sensitive the velocity profiles are to changes in the flow conditions.
The transverse profile of the streamwise velocity can be predicted with a simplified form of the momentum equation [Shiono and Knight, 1989] . When along-channel and across-channel slopes of the bed are gentle, then the depth-averaged velocity is approximatelyū = C √ h · S at a local point in the cross-section. Where h is the local depth, C is the Chézy coefficient and S the water surface slope. This is similar to Chézy's equation, which
gives the cross-section averaged velocity as:
where R h is the hydraulic radius. The transverse profile is consequently
The relative sensitivity of the transverse profile with respect to changes in the water level z s is
At places where the bed is not gently sloping, f t is more sensitive to changes in the water level than given by the linearization (Eq. (14)). In practice, the cross-section geometry varies along the channel, and the bed level does not slope gently across the section, so that it cannot be determined from a simple equation. The transverse profile of the velocity is therefore often empirically determined by measurements with boat mounted vertical ADCPs .
The vertical profile of the streamwise velocity is close to logarithmic in open channels where the geometry gradually varies. The vertical profile of the velocity can be expressed by the log-law:
where κ is the Kármán constant, z 0 is the roughness length, u * the shear velocity, and h the water depth and η = z/h the normalised distance above the bed. W is the wake function that corrects for the systematic deviation of the velocity profile from a logarithmic shape [Coles, 1956] . A rearrangement of the log-law and normalisation by the depth-averaged velocity, obtained by integration of Eq. (16), gives the vertical profile:
The roughness length is a model parameter that can be determined from reference measurements. The influence of the wake W is small in wide channels with low along-channel water level gradients. When the wake is negligible, the sensitivity with respect to changes in the water level is:
This is identical to the well known quantity This article is protected by copyright. All rights reserved.
Field sites
We evaluate the performance of HADCPs at two separate discharge monitoring stations. The stations are located along the Kapuas river. The Kapuas is the largest river on the island of Borneo, with a catchment area of 9.9 · 10 4 km 2 [Hidayat et al., 2017] . The latter divert part of the discharge to minor distributaries, so that the discharge at Rasau is on average 72% of that at Sanggau. At Rasau, the cross-section has an average hydraulic radius of 16 m. The daily averaged water level ranges seasonally only by 0.8m. The tide in the Kapuas is mainly diurnal. At Rasau, the spring tide ranges up to 1.75m. Reverse flow can occur when the discharge at Sanggau falls below 5000 m 3 /s, depending on the tidal range. Reverse flow was observed during 18% of the tidal cycles over the deployment period. The tide dissipates before reaching Sanggau during high and mean flow. During low flow, the tide ranges up to 0.6 m.
This article is protected by copyright. All rights reserved. At Sanggau, the instruments were deployed in a large river bend with a radius of 1500 m. At this site, the river is 660 m wide during bankfull flow and recedes by 30 m from the top of both banks towards low flow. The river is slightly deeper in the outer bend and the bed level drops towards a pool situated further downstream ( Fig.   3a ). In the inner bend, the river bed consists of sand and is covered by dunes. In the outer bend, the river bed consists of gravel and is not covered by dunes. At Rasau, the HADCP was deployed in a straight shallow reach
This article is protected by copyright. All rights reserved.
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between two bends. At this site, the Kapuas is 450m wide and reaches a minimum bed level of 21m below sea level in the left half of the cross-section, with respect to the direction of the river flow (Fig. 3b) . The bed consists of fine sand . Dunes of considerable size develop only during periods of high river discharge, and then only in the right half.
a) b)
Figure 3. Bathymetry of the Kapuas at Sanggau (a) and bed profile of the cross-section (b), the dashed lines indicate maximum and minimum water levels, the triangle indicates the HADCP profiling range
Data acquisition
At Sanggau, a 600 MHz RDI Workhorse horizontal ADCP was deployed at a large jetty 17 m from the outer bank together with an air pressure compensated water level gauge of type Keller DCX22-AA. The profiling level is 9.4 m above the thalweg and 6.4 m below the top of the banks (Fig. 4b ). Both instruments fell dry during a low flow event in February 2014 and were redeployed to a 2.1 m lower level. The profiling axis is aligned with the shortest path between the banks. The effective profiling range is 65 m and thus spans across 1/10th of the river width (Fig. 3b) . The velocity is measured every half hour. Each measurement lasts for ten minutes during which the velocity is sampled in a one second interval and averaged. This protocol had previously been used by Hoitink et al. [2009] and Sassi et al. [2011] .
For Sanggau, five reference measurements are available. Those cover the entire seasonal variation of the hydrograph (Fig. 2) . The velocity was measured from a moving boat with a 1200 kHz RDI VADCP and the position At Rasau, the HADCP was deployed likewise at a large jetty, about 23m from the bank (Fig. 4b) . The profiling level is 4.6m below sea level. The effective profiling range is 92m, and thus spans 1/4 of the cross section. The instrument settings are the same as in Sanggau. At Rasau, seven VADCP reference measurements of varying duration are available. The measurements total to four diurnal cycles and include one complete diurnal cycle.
a) b)
Figure 4. Bathymetry of the Kapuas at Rasau (a) and bed profile of the cross-section (b), the dashed lines indicate maximum and minimum water level, the triangle indicates the HADCP profiling range, the cross-section is shallow and located in between two pools exceeding 50m depth 4. Data processing
Determination of reference discharge and profiles
We process the moving boat VADCP data with Matlab scripts using the open-source ADCP toolbox by Vermeulen et al. [2014] . In a first step we pre-process the VADCP data. We determine the specific discharge by integrating the velocity over depth. We extrapolate the parts of the vertical profile near the surface and the bottom that are not measured by the VADCP, by applying no-slip and no-shear boundary conditions, respectively.
The vertical profile is fit to a re-parametrized form of the log-law [Wilkinson, 1983] . We use a wake function as proposed by Granville [1976] :
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This allows us to determine the parameters a, b, c with ordinary least-squares regression. The physical quantities follow from the regression parameters: the shear velocity u * as κ · a, the roughness length z 0 as exp (−b/a), and the wake parameter as c/a. We define the velocity profile to be close to logarithmic if it has neither a local maximum nor an inflection point. This is the case as long as -1/6 a < c < 1/4 a. The roughness length and wake parameter can only be determined if the relative error of the shear velocity is smaller than unity. This is not the case for individual ensembles. The shear velocity therefore has to be smoothed before these two quantities are computed.
In a second step we determine the transverse profiles of all flow parameters. At Sanggau, where the flow is stationary, we mesh the cross-section into equally spaced elements of 1 m width. At Rasau, where the flow is modulated by tides, we also discretize the measurement period into equally spaced intervals of 30 min. The VADCP measurements lack data close to the bank. The measurements lasting for an entire tidal cycle have also short gaps. We bin the velocity in discrete intervals over the cross-section and extrapolate towards the banks with no slip boundary conditions. We fit the profiles of the bed level, depth-averaged flow velocity, specific discharge (h ·ū) and vertical profile parameters (a, b, c) individually. We determine discharge Q by integrating the specific discharge across the section, and the normalized velocity profile f t as the ratio of the depth-averaged velocityū and cross-section averaged flow velocity (Q/A).
In a third step we determine the reference profile coefficientsf t ,f v and ln(z 0 ). As the velocity profile is not defined for moments of slack water, the arithmetic time-average of the profile does not exist. We therefore determine the model profile as the weighted average of the reference profiles, so that the error of the estimated discharge (Eq.
(9)) is minimized:f
where, k is the index of the reference profile, and i the index of the position within the cross-section. The equations for variances and covariance are given in appendix A.
In the case of Sanggau, where the water level range is large, we predict the transverse profile of the velocity empirically with a linear polynomial:f
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Finally, we estimate the HADCP performance, by the following procedure:
1. Predict the velocity profile coefficients with a method of choice, for example empirically, as the weighted average of the reference measurements using Eq. (21) 2. Compute the residual ε t =f t,k −f t of the predicted and measured profile coefficients 3. Compute the root-mean-square error σ t of the residual using Eq. (A1) 4. Compute the autocorrelation function a t,i /a t,0 of the residual using Eq. (A2) 5. Extract the correlation coefficient ρ from the autocorrelation function; we propose a non-linear least-squares fit with weights n − i and initial values a t,1 /a t,0
6. Upscale the mean square error to account for averaging over the sampling interval 7. Estimate the error for an arbitrary profiling range using Eq. (B5)
HADCP discharge estimation
We use the index velocity method [Le Coz et al., 2008; Levesque and Oberg, 2012] to predict the discharge from the HADCP velocity:
U IV M is the index velocity, A is the cross-section area, c i are coefficients scaling the i-th power of the hydraulic radius R h and k the number of terms used.
We do not use the arithmetic average along the HADCP profiling range as the index velocity U IV M , but prescale it with the harmonic mean of the inverse velocity profile coefficients over the profiling range (Eq. (12)). At Rasau, we furthermore compensate the phase lag along the profile before averaging. We correct the phase for each species individually, as the phase lag is frequency dependent. With the pre-scaling, the theoretical values of the calibration coefficients for Eq. (23) are c 0 = 1 and c i =0 = 0.
Rating curve discharge estimate
Rating curves are functional relations between water level and discharge [Henderson, 1966] . If the flow is well represented by a kinematic wave, then the stationary discharge is given by Chézy's equation (Eq. (13)). The bed slope S is assumed equal to the water surface slope, which holds for uniform flow conditions. The water surface slope is higher during rising water level and lower during falling water level. This introduces a hysteresis into the stage discharge-relation. The hysteresis can be accounted for with Jones' formula, which corrects the velocity depending on the rate of change of the water surface level [Jones, 1916] .
Several extensions of Jones formula exist
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that correct for additional effects [Dottori et al., 2009] . Rating curves perform well when the flow is uniform, such that the kinematic wave theory applies. Rating curves are not reliable at tidally influenced gauging stations. We therefore only compare the HADCP discharge estimate with a rating curve at Sanggau, the upstream gauging station.
5. Evaluation of HADCP performance at two gauging stations 5.1. Transverse profile of the streamwise velocity
At Sanggau, the transverse profile of the streamwise velocity f t has a slight transverse gradient w U ∂u ∂n of about 15% during mid flow, so that the velocity is higher in the outer bend than in the inner bend (Fig. 5a , solid black). The velocity thus increases with the flow depth within the cross-section (compare Fig. 5a with Fig. 3 ).
The transverse gradient changes systematically with stage, so that it is larger at low flow than at high flow (Fig.   5a ). The transverse profile is well predicted by a linear function (Eq. (22)). The linear prediction has a relative error 1 ft σ t of 2.6% in the inner region of the cross-section (Fig. 5a ). The error is correlated over a distance of 7 m (Fig. 6a) . Due to the systematic change over the hydrograph, the average of the reference profiles is not a good predictor of the instantaneous profiles. It has a larger error and longer correlation length than the linearly predicted profile. Towards the banks, the velocity profile has a large transverse gradient and drops to zero, and the relative change of the velocity profile is large. This causes the relative error to become very large near the bank. The cross-section averaged velocity is reached at a distance of 55 m away from bank at high flow, but only after 95 m at low flow. The effective profiling range of the HADCP thus does not reach beyond the region of low velocity near the bank.
At Rasau, the transverse profile is nearly uniform in the central region of the cross-section and sharply drops towards either bank (Fig. 5b) . This is similar to Sanggau. It has a small transverse gradient and decreases from the bank where the HADCP is installed to the opposite bank. Thus, the velocity decreases with the flow depth (compare Fig. 5b with Fig. 4 ). The velocity profile does not systematically change between the reference measurements, which can be explained by the relatively small water level range with respect to the depth. We therefore model the profile as stationary in time. The stationary profile has a root-mean-square error of 3.9% in the inner region (Fig. 5b) . The error is correlated over a length of 47 m (Fig. 6b) . This article is protected by copyright. All rights reserved.
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Low flow
Mid flow
High flow Figure 5 . Normalized transverse profilesft of the streamwise velocity (black) at Sanggau (a) and Rasau (b); at Sanggau, the profile systematically varies between low flow (dashed) and high flow (dash-dotted). The relative prediction error of the velocity profile (red), diverges throughout the outer region towards the bank. The HADCP profiling range (vertical lines) is limited to the near-bank region at both sites, which compromises the discharge estimate.
Lag (m) a) Sanggau b) Rasau
Lag (m) Figure 6 . Auto-covariance of the prediction error of the velocity profiles in the inner region of the cross-section at Sanggau (a) and Rasau (b); the prediction error of the transverse profile (black) is larger than that of the vertical profile (red), but correlates over a shorter distance, At Sanggau, both the magnitude and the correlation of the error due to the transverse profile are much larger when the profile were modelled as stationary.
Vertical profile
At Sanggau, the vertical profile of the streamwise velocity is close to logarithmic. The profile tends to have a submerged maximum in the inner bend and an inflection point in the outer bend, but the effect of the wake is This article is protected by copyright. All rights reserved.
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overall negligible. During mean flow, the vertical profile coefficient at the profiling depthf v reaches a maximum of 1.1 at the channel centre and slightly decreases towards both sides (Fig. 7a) . This is consistent with the bed profile, which causes the instrument position to be relatively high up in the water column near the channel centre. Beyond the near-bank region, the profile value is 10% higher during low flow than during high flow. This is consistent with the relative position of the instrument within the water column which changes with the hydrograph. A prediction of the vertical profile coefficients with the log-law (Eq. (16)) has a root-mean-square error of 1.5%. The error is only correlated over a short distance L v = 6 m (Fig. 6a) . As for the transverse profile, a prediction with the average of the reference profiles has a much larger prediction error, and is also correlated over a much longer distance.
At Rasau, the vertical profile has a pronounced velocity dip, so that the maximum occurs below the surface. The wake is strongest near the bank, but does not vanish towards the centre of the cross-section. The wake parameter c/a has an average value of 0.48. The vertical profile coefficientf v is almost constant over the cross-section and has an average value of 1.1 (Fig. 7b) . The profile does not change systematically with the river discharge. This can be explained by the small variation of the water level with respect to depth. A prediction with a stationary profile has a root-mean-square error of only 1.8% (Fig. 7) . The error in the vertical profile coefficient is correlated over 74m (Fig. 6b) . A prediction of the profile coefficientf v from the water level is not better. The logarithmic shape of the velocity profile breaks down when the discharge drops below 2000 m 2 /s around slack water. Near slack water, the relative error becomes very large, however, the absolute error remains low.
The vertical profile coefficientf v does not only change with the water level, but also with the roughness length z 0 , according to the log-law (Eq. (16)). An unpredicted change of the roughness introduces an error tof v according to Eq. (19). The sensitivity is high in shallow water and above rough beds, but does not exceed a few percent in practice (Fig. 7b) . At our field sites, the sensitivity with respect to relative deviations of z 0 does not exceed 0.02 and the relative root mean square deviation σ z0 /z 0 is about 0.9, so that the error of f v does not exceed 1.8%.
At both field sites the roughness increases systematically with the discharge (Fig. 8) . The measured roughness matches well with the prediction from bed form size and bed material [van Rijn, 1984] . However, a prediction of the roughness length with stage did not considerably improve the prediction at either site. Variation of the vertical profile due to migrating bedforms and phase of the tidal cycle have to be considered to increase the accuracy of the prediction.
This article is protected by copyright. All rights reserved. Figure 7 . Coefficients of the normalized vertical profile of the streamwise velocityfv at instrument depth (black) and its relative prediction error (red); Sanggau (a); Rasau (b); at Sanggau, the profile coefficient has a higher value at the instrument depth during low flow (dashed) than during high flow (dash-dotted)
Combined effect of transverse and vertical profiles
At the two field sites the transverse profile coefficient coefficientf t is less reliably predicted than the vertical profile coefficientf v (c.f. Fig. 5 and 7) . The prediction error of the transverse profile coefficient is almost twice as large. This causes the contribution of the uncertainty in the vertical profile to the total error to be marginal, because the squares of the errors add. The cross correlation ρ tv between the error of the transverse and vertical profile coefficients is weak at both field sites, with values of 0.02 at Sanggau and -0.23 at Rasau, so that the contribution of the covariance between the profiles to the total error is also negligible. This article is protected by copyright. All rights reserved.
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a ) Sanggau b ) Rasau Figure 8 . Roughness length at Sanggau (a) and Rasau (b); at both stations, roughness increases with the river discharge. At Rasau, the bed is smoother during low and mean flow than at Sanggau. At Rasau, the roughness does slightly vary with the discharge within a single tidal cycle. Around slack water, below 2000 m 3 /s, the vertical profile is far from logarithmic, so that the roughness length is not well defined. a) Sanggau b) Rasau Figure 9 . Relative error of the discharge prediction at Sanggau (a) and Rasau (b); for Sanggau, the velocity profile coefficient is predicted from the water level, at Rasau it is kept constant over time; valid for measurements in the inner region of the cross-section where ft > 1; at both stations the error is dominated by uncertainty of the transverse profile coefficient σt, the error of vertical profile coefficient σv is only relevant when the profiling spans more than half of the cross-section
HADCP performance at Sanggau
At Sanggau, the instrument level and alignment changed during the deployment. We therefore split the time series into three periods for which the instrument position remained constant. Due to the splitting, the HADCP was not directly calibrated against VADCP reference measurements, but against the rating curve. The discharge at Sanggau is reliably predicted by a simple power-law Q RC = c r0 AR cr1 (Fig. 10) . We estimate the error by the residual ε Q = Q HADCP − Q RC . We predict the HADCP discharge several times with models of increasing complexity (Eq. (23)). For comparison, we predict the discharge solely from the cross-section area while keeping the velocity constant. This reference overestimates the discharge at low flow and underestimates it at high flow, but the root mean square error is only 7% of the peak discharge (A in Fig. 11 ). A prediction with the index velocity method with one term (c 0 · A · U IV M ) has a root-mean-square error of 3.8%. The HADCP measurements thus only explains about half the variance of the flow velocity explained by the rating curve. We introduce the term A ∂R h ∂t to the rating curve to account for the stage-discharge hysteresis. However, only a negligible fraction of the velocity variation is caused by this term. A second term (c 1 · A · U IV M · R v ) in the HADCP prediction improves the discharge estimate to an error of less than 1%. This confirms that the variation of the velocity profile with the water level indeed compromises the accuracy of the HADCP discharge prediction.
Higher order terms do not improve the prediction further. The discharge predicted with the HADCP and the rating curve are in a reasonable agreement with each other, and the difference is close to the error estimated from the VADCP profile, which is 1.5% at the full HADCP profiling range (Fig 9) .
This article is protected by copyright. All rights reserved. Figure 11. RMS-difference (a) and difference (b) between the rating curve and HADCP discharge estimates for increasingly complex HADCP discharge prediction.
HADCP performance at Rasau
Rasau is an appropriate site for an HADCP deployment, as the small water level range and the tide cause a rating curve to be unreliable. Here, we directly compare the HADCP and VADCP discharge during the reference measurements (Fig. 12) . The root-mean-square deviation between the discharge determined with both methods is 4.3% of the peak discharge, and thus in agreement with the error estimated from the VADCP velocity profile (9a).
The velocity along the HADCP profile drops exponentially towards the banks (Fig. 13a) , which is consistent with the VADCP measurement (Fig. 5a ) and expected from the theory (section 2.4). The magnitude of the velocity close to the instrument is only half as large as that of the cross-section averaged velocity. The HADCP profiles up to 150m, but the measurement is reliable only up to 92 m from the instrument. During periods of reverse flow, salinity intrusion increased the attenuation and reduced the effective profiling range further. The velocity near the bank is also leading the velocity in the channel centre by about one hour (Fig. 13b) . A phase lead near the bank is typical for tidal channels, and has been corrected for at other HADCP deployments . At Rasau, both the velocity profile and phase lead differ considerably between the individual frequency components of the tide. We therefore correct for asynchronous velocity variation over the cross-section by considering tidal species individually. The profiles of overtides vary more strongly over time and are less reliably monitored (Fig.   13c ). Species beyond the fifth-diurnal overtide cannot be reliably resolved with the deployment.
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Variation of the velocity profile for different ratios of river and tidal velocity amplitudes are probably the main reason why the root-mean-square error of the HADCP discharge at Rasau is higher than at Sanggau. In particular, the profile strongly differs between seaward and reverse flow. 6. Discussion
Sources of error and limits of accuracy
An order of magnitude analysis of the sensitivity of the velocity profiles (Eqs. (15) and (18)) reveals that the sensitivity with respect to changes in the water level is large, in particular at points in the cross section where
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the water depth is much smaller than the hydraulic radius. The velocity profile is hence much more sensitive to perturbations near the banks, where the water is shallow. Systematic changes of the velocity profile with the water level therefore have to be corrected at stations where the water level range is large. This is in agreement with the observations at our field sites. At Sanggau, the water level range is large, and both the vertical and the transverse profile coefficients differ by more than 10% between low and high flow, even in the central region of the cross section. At Rasau, the water level range is small, and the velocity profiles do not strongly vary between low and high flow. Changes of the vertical profile can be reliably predicted with the log-law, but it is more difficult to predict the transverse profile. Extrapolation beyond the HADCP profiling range is hence the main source of error in the predicted discharge. The vertical profile is much less sensitive to changes of bed roughness (Eq.
( 19)) than to changes of the water level. This is because the sensitivity is zero when the velocity is measured at a relative depth of η = 0.4, and remains small as long as the velocity is measured above this point.
The error of the discharge predicted from different measurement points across the section is correlated in space.
The effective sample size of an HADCP measurement is therefore much lower than the number of measurement points along its range. A correction for changes of the velocity profile coefficients improves the discharge estimate twofold, both by reducing the prediction error for point measurements as well as by reducing the spatial correlation of the error (Fig. 14b) . Statistically, near-bank velocity measurements are less reliable indicators for the discharge than measurements in the inner region of the cross-section, even if the velocity profile is uniform (Fig. 14) . The profiling range of HADCPs matters, as the prediction error decreases with increasing profiling range (Fig.   14b ). In an ideal case, the profiling range reaches across the entire river width, so that the variation of the transverse profile of the velocity does not deteriorate the prediction. If the range does not reach across the entire channel, then the location of the deployment affects the performance. As the variation of the velocity profile depends on the cross-section geometry, it is advisable to deploy the instrument at a place where the variation is low. Because velocity measurements near the bank are less reliable, the profiling range should reach beyond the point where the depth-averaged velocity exceeds the cross-section average. This roughly coincides with the point in the cross-section, where the local depth equals the hydraulic radius, if the banks are sloping. The inner region retreats towards the channel centre during low flow. Instruments with a short profiling range should therefore be installed so that they monitor in the inner region of the cross-section, for example at a bridge pillar rather than on a short jetty. Bridge pillars also allow for deployments at a sufficiently low level, so that the instrument can also measure at low flow.
For range limited deployments, the variation of the vertical profile is less important, as it is usually well-predicted by the log-law. The deployment can nonetheless be optimized by placing the instrument at a distance of 0.4 times water depth above the bottom. At this location, the profile is insensitive to changes of the roughness length.
Similar to the ideal points in the transverse profile, the local velocity equals depth-averaged velocity at this point. This is also the position recommended in the literature [Boiten, 2000] for single point measurements. The absolute location depends on the water level, so that measurements at low flow are more sensitive to perturbations of the profile. In cases of very shallow cross-sections, a mechanized deployment moving the instrument along the vertical can be considered [Vougioukas et al., 2011] .
Experiences from field sites
The observations at both field sites support the idea that the variation of the transverse profile of the streamwise velocity is a major source of error for discharge monitoring with range limited HADCPs. At both field sites, the transverse profile of the velocity has a region of decreasing velocity and increasing variation towards the channel bank. At both field sites, the prediction of the transverse profile is less reliable than that of the vertical profile, although the causes of the profile variation differ between the field sites. At Sanggau, the variation of the profile depends on the water level and can be reliably predicted, whereas at Rasau, profile and phase shifts differ among the frequency components of the tide.
Discharge was previously monitored with a comparable HADCP at cross-sections of 400 m width, in the tidal rivers of the Mahakam and the Berau , as well as at a backwater affected site with a 250 m wide cross-section with large water level range in the Mahakam [Hidayat et al., 2011] . The size of these cross-sections are probably at the upper limit where an instrument with a 75 m range (600 kHz sound frequency) is useful. At a cross-section exceeding 500 m in width, an instrument with longer range, for example a 300kHz instead of a 600kHz ADCP, is a better alternative.
The velocity profile can be predicted with a numerical model. A model that neglects along channel variations of the cross-section geometry was successfully applied by Nihei and Kimizu [2008] to predict discharge from HADCP measurements. We found that the velocity profiles are more readily predicted with a simple regression model. Secondary flow in river bends is known to influence the velocity profile [Blanckaert and De Vriend , 2004; Vermeulen et al., 2015] and may explain part of the variation. At Sanggau, the transverse profile also varied considerably due to migrating bed-forms. The instantaneous geometry of bed-forms is not predictable. Profile variation by bed forms can thus only be removed by either averaging over timescales exceeding that of the dune migration, or averaging over long ranges that exceed the typical bed-form width. The bed at Sanggau has a relatively large local bed slope (≈ 10 −3 ), which is an order of magnitude larger than the surface slope. As the Kapuas is meandering, the bed slope exceeds the surface slope by one to two orders of magnitude almost everywhere . These gradients strongly influence the velocity profile [Yang et al., 2006] . At Rasau, the velocity is lower in the deeper part than in the shallower part of the cross-section. Non-uniformity and unsteadiness of the flow can therefore have a considerable influence on the velocity profile.
Comparison to rating curve discharge prediction
An HADCP deployment and calibration is expensive and labour intensive. It is therefore only justified at gauging stations where conventional methods, such as rating curves, are not sufficiently reliable. Rating curves are susceptible to rapid changes of the water level, which often occur in small rivers. For example, the relative error of discharge predicted by rating curves exceeds 26% at some places along the Po river [Di Baldassarre and Montanari , 2009] . In large rivers, the water level changes slowly in time, because precipitation does not occur simultaneously across the catchment and flood peaks diffuse. Rating curves can therefore be expected to be more reliable for reaches of large rivers that are not affected by backwater or tides.
At Sanggau, a stationary rating curve fits the reference measurements well, as there is an unambiguous relationship between flow velocity and water level (Fig. 10) . The rate of change of the water level at Sanggau is small and
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has a standard deviation of 0.2 m/d. The stage-discharge hysteresis thus introduces a relative error of less than 1% to the discharge estimate.
The short profiling range and strong variation of the velocity profile near the bank where the HADCP was deployed prevented the HADCP measurement to be reliable enough to correct for the relatively small stagedischarge hysteresis. The prediction of discharge from HADCP measurements also requires a correction for the systematic change of the velocity profile, even in steady flow conditions. Such a correction is not required for rating curves.
At low flows, the tide can intrude far and modulates the discharge even at upstream stations, as is the case in Sanggau. River-tide interaction also modulate the discharge over the spring-neap cycle Matte et al., 2014] . Velocity measurements are therefore of particular interest at low flow. However, along natural rivers it can be difficult to deploy an HADCP low enough to measure during low flows, and a rating curve may be the only feasible option to monitor the discharge during these times.
Conclusion
This paper presents a generic theory to evaluate the performance of discharge monitoring approaches based on range-limited velocity profilers, such as HADCPs. In general, the accuracy depends on how much the ratio between the flow velocity in the measured part of the cross-section and the cross-section averaged velocity vary.
This ratio can depend on the water level, even when the flow is nearly steady. The velocity profile varies strongly near the river banks. Therefore, the profiling range has to extend into the inner region of the cross-section where the depth-averaged velocity reaches the cross-section average. This requires a long profiling range wherever the banks are gently sloping and the water level range is large. Alternatively, the instrument can be deployed closer to the channel centre, for example at a bridge pillar. The accuracy of the discharge estimates is only weakly dependent on the vertical profile of the velocity, and therefore can be installed close to the bed. This allows to continue gauging during low-flow conditions.
We apply our theory to evaluate alternative approaches to gauging the discharge of the Kapuas, which is the largest river in Indonesia. The Kapuas catchment has remained ungauged so far, and we established for the first time a continuous discharge time series for a duration for 19 months. An HADCP was deployed to collect continuous velocity measurements. Mainly due to the limited profiling range, the discharge estimation method using the HADCP data did not outperform a basic rating curve. This example highlights that the range of an HADCP has to extend beyond the region influenced by the banks, covering at least part of the central section where the local flow velocity exceeds the cross-section averaged velocity.
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This formula is also valid in the special case of no correlation (ρ = 0) or a cross-section with unlimited width (N → ∞). As the profiling range increases, the sample size approaches the population size (M → N ), and the error goes to zero (Fig. 14b) . This gives the factors g t and g v in eq. (11) as the ratio of the error variance of the correlated finite process as well as of the uncorrelated innumerable process g = σ 2 m σ 2 .
The auto-covariance function at lag k is
To obtain an unbiased estimate, the covariances are normalized with 1 N −k . To calculate these factors, the population size n has to be defined. The finite width of the cross-section only affects the transverse profile of the velocity, which has a population size of w ∆n . The error estimate is independent of ∆n. As no averaging over the vertical takes place, the population size of for the vertical profile is the limit n → ∞.
B2. Cross-correlation of two spatially correlated populations
Consider now the bivariate case, to model the combined error due to variation of the transverse and vertical profile scale. Consider two processes generated by Eq. (B1) with variances σ 1 and σ 2 as well as correlations ρ 1 and ρ 2 . Let the innovations ε 1,i and ε 2,i be mutually correlated by the correlation matrix R R =    
