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ABSTRACT 
 
This thesis investigates condition monitoring (CM) of diesel engines using acoustic 
emission (AE) techniques. The AE signals recorded from a small size diesel engine 
are mixtures of multiple sources. Thus, it is difficult to interpret the information 
conveyed in the signals for CM purposes. The focus of this thesis is to develop a 
series of practical signal processing techniques to overcome this problem. 
This thesis presents various experimental studies conducted to assess the CM 
capabilities of AE analysis for diesel engines. The experiments were performed on a 
small size, four-stroke four-cylinder diesel engine. Experiments conducted under 
normal operating conditions have provided a detailed understanding of typical AE 
signals related to normal engine mechanisms. The properties of AE wave 
propagation were also investigated extensively using simulated sources generated by 
pencil lead break (PLB) test at various locations on the engine head. Abnormal 
exhaust valve lash settings were used to simulate valve related faults. The simulated 
fault tests provided the fundamental study on how the AE signals behave according 
to the condition changes of engine components.  
During the preliminary analysis, signal averaging technique was used to remove the 
background noise and signal fluctuations. Engine mechanical events alignment 
technique was also adapted to identify multiple engine sources from the recorded AE 
signals. It was found that AE analysis has a great potential in detecting the diesel 
engine faults.  
However, a key challenge facing the use of AE techniques is the nonlinear frequency 
response of AE sensors. For this reason, an effective frequency normalisation 
technique is proposed to linearise the AE signals. Thus, this technique enables 
monitoring the diesel engines using AE sensor arrays. This thesis proposes the use of 
AE RMS energy (AEE) signal for monitoring the engine condition. It was found that 
AEE signal is less affected by the complex engine structure than the raw AE signal. 
It also requires less computational resources.  
 ii 
 
Importantly, a modified semi-blind source separation (BSS) algorithm is proposed to 
separate the normalised AEE signals measured from a small size diesel engine. The 
separation is achieved using the pre-determined properties of AE wave propagation 
in the engine. The proposed semi-BSS algorithm significantly reduces the 
interference signals from adjacent cylinders and allows each cylinder to be 
monitored separately. Consequently, the proposed approach enables the detection of 
incipient faults in small multi-cylinder diesel engines using multiple AE sensors.  
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CHAPTER 1.  
 
INTRODUCTION 
 
 
 
 
 
 
A diesel engine (also known as compression-ignition engine) is an internal 
combustion engine that uses the heat from compression to ignite the injected fuel and 
convert chemical energy within the fuel into useful work. The engine was developed 
by German inventor Rudolf Diesel in 1893, and since then diesel engines have been 
and will continue to be widely used as a prime mover to provide power in a large 
range of applications, such as marine or automotive propulsion and in power 
generation.  
Diesel engines have been reported as being able to convert over 45% of fuel energy 
into mechanical energy as compare to 30% for gasoline engines [1]. Fig. 1.1 shows 
the world’s largest diesel engine made by Hyundai Heavy Industries in 2008, which 
is 13.5 meters high, 26.6 meters long and weighs over 2300 tones. It is a 14-cylinder 
Wärtsilä RT-flex96C low-speed two-stroke model developing 84420 kW output.  
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Figure 1.1: The most powerful marine diesel engines [2] 
 
According to the Australian Bureau of Statistics, 26.3% of the Queensland vehicles 
are diesel powered. The passenger diesel vehicle registration increased by 103.1% 
between the census years 2007 and 2012, while the light commercial diesel vehicle 
registration increased by 65.2% [3]. These numbers will likely to increase in the 
future since the modern diesel vehicles are cleaner, quieter and more fuel-efficient. 
Diesel engine is also a mainstay for non-road equipment that serves a variety of 
industry sectors [4], such as mining and construction.  
Nevertheless, the exhaust gas emission from diesel engines is an ongoing concern for 
the health of society and climate change. These gases include nitrogen oxides (NOx), 
carbon monoxide and particulate matter (PM). Effects of diesel exhaust exposure 
include irritation of the nose and eyes, lung function changes, respiratory changes, 
headache, fatigue and nausea [5]. Fig. 1.2 shows the European Union (EU) emission 
standards for both passenger cars and heavy-duty diesel engines. It can be seen that 
the restrictions for both NOx and PM are increasing and reflecting the concern from 
the society. Poor engine maintenance can significantly contribute to excessive gas 
emission, such as abnormal injection timing, worn component and gas leakage. 
Overall, the diesel engines have large impacts to the economy, society and 
environment (air pollution). Thus, the engine maintenance is necessary to achieve 
the optimal operating condition for all time.  
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Figure 1.2: EU emissions standards for passenger cars (left) and heavy-duty 
diesel engines (right) [6] 
 
The earliest form of engine maintenance is the breakdown maintenance which takes 
place when the engine breaks down or until an obvious fault has occurred [7]. This 
unplanned maintenance usually causes severe damage to the engines because a faulty 
component would also damage the components connected to it. As a consequence, a 
few components would need to be replaced instead of one. A later maintenance 
technique is the time-based preventive maintenance where maintenance is 
periodically performed regardless of the health status of the physical asset [7]. This 
action usually leads to the replacement of the critical components which are still in 
good condition. For these reasons, there is a demand for a more efficient condition-
based maintenance (CBM) that reduces the cost of maintenance, breakage and 
unplanned downtime for the diesel engines. CBM attempts to avoid unnecessary 
maintenance tasks by taking maintenance actions only when there is an evidence of 
abnormal behaviours [7]. CBM requires some reliable condition monitoring (CM) 
techniques which not only are able to determine current condition, but also give 
reasonable predictions of remaining useful life [8]. This would potentially save the 
industries and the society millions of dollars from unexpected failures and human 
catastrophes.  
The common CM techniques for diesel engines are based on cylinder pressure 
measurement, vibration measurement, temperature measurement and oil analysis. 
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Amongst these techniques, vibration analysis is the dominant technique and has been 
used in most manufacturing and process applications [9]. Unfortunately, vibration 
measurement is only effective when the signal-to-noise ratio (SNR) is high and 
above the background noise. This often means that the defect size is relatively large 
and may not provide sufficient lead time for remedial action. The other common 
techniques are found to offer limited information about a particular diesel engine 
fault, such as cylinder pressure measurement is only sensitive to combustion related 
fault.  
The limited CM capabilities constantly motivate researchers to search for suitable 
measurements and develop more robust, efficient, reliable and accurate CM systems. 
A potential technique is based on acoustic emission (AE) measurement. It is one of 
the non-intrusive CM methods and has been widely accepted in non-destructive 
testing (NDT) applications such as monitoring the integrity of structures and locating 
the internal cracks. AE signals can also be used to monitor the internal activities 
during engine operation, such as mechanical impacts, sliding contact and high speed 
fluid flows. Due to its high frequency nature, AE signals are insensitive to the engine 
vibration and the air-borne acoustic noises. Moreover, AE signals can indicate the 
defect size of a source and monitor the rate of degradation. AE-based techniques 
have been continually developed to improve the CM systems for diesel engines in 
recent years. The high damping rate for AE signals limits the propagating distance of 
the waves. Therefore, multiple AE sensors are often required at various locations to 
monitor the diesel engines comprehensively. 
 
1.1 Problem Statement 
• The first problem is how to minimise the signal fluctuation due to random 
property of engine operation and transform the signal from time domain into 
angular domain. By matching the signals with the engine crank angle position, it 
would enable correlation between the signals and the mechanical activities. 
• The moving components in the diesel engines can generate AE signals during 
operation. The second problem is to investigate the unknown properties of the 
wave propagation in the engine. 
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• A key challenge in AE techniques is that the outputs from different AE sensors 
cannot be compared directly and quantitatively. This is due to the different 
frequency responses of the sensors, which often attracts criticisms from 
practitioners in the field. Thus, the third problem is to develop a technique to 
overcome this challenge and allow quantitative and direct comparison of the 
outputs from multiple AE sensors.  
• During an operation of a small multi-cylinder diesel engine, a number of 
mechanical events occur within a short-time interval. These events generate AE 
signals at various locations. Importantly, the signals interfere with each other 
due to the small spatial distance between the sources. For this reason, the last 
problem is to separate the interferences and allow each source to be monitored 
separately. 
 
1.2 Research Aim and Objectives 
The overall aim of this thesis is establishing a series of signal processing techniques 
to enhance the signal clarity for monitoring the condition of small size multi-cylinder 
diesel engines. The following are the objectives to achieve the aim: 
• To convert a time domain diesel engine signals into angular domain. The signals 
will be recorded simultaneously with the measurements of shaft top dead centre 
encoder and cylinder pressure.  
• To understand the properties of AE wave propagation in a diesel engine. A 
pencil lead break (PLB) test will be conducted on the head of the test engine to 
simulate possible AE sources. A number of AE sensors will be used to acquire 
the PLB responses at different locations. 
• To normalise the AE signals from different sensors by calibrating them in 
frequency domain. This requires the analysis of the frequency responses of 
different AE sensors. 
• To understand and monitor the AE sources of the diesel engines during 
operation. A number of AE sensors will be used to acquire the signals of the 
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healthy test engine at different loads. Therefore, the changes in the signals can 
be studied and correlated with the changing loads.  
• The engine sources to be monitored separately by proposing a source separation 
algorithm based on the determined properties of AE wave propagation in the 
test engine. This algorithm will be evaluated using the recorded signals at 
different loads. 
• To evaluate the CM capabilities of the proposed source separation algorithm. A 
set of faulty signals will be used. Exhaust valve faults will be simulated, and the 
signals will be acquired at different loads. The faulty data are used to compare 
with those recorded at normal operating condition to analyse the changes. 
 
1.3 Scope of Research 
The scope of this thesis is to address the challenge of separating the AE signals 
recorded from small size diesel engines. The work presented is based on the analysis 
of AE signals recorded from a small four-cylinder four-stroke diesel engine. As such 
it may also be applicable to small size spark-ignition engines having similar 
configuration. The results presented in the following chapters may not applicable in 
the case of large diesel engines where the sources from different cylinders are farther 
apart and required further study. 
It is thought that the proposed frequency normalisation process provides a valuable 
means of using the sensor calibration charts to normalise the nonlinear frequency 
responses of different AE sensors. However, it is acknowledged that care should be 
taken when comparing AE signals from different sensors in a boarder context due to 
the affects from other factors during sensor setup.  
In proposing a modified method for semi-blind source separation (BSS), it has been 
assumed that the real engine operating related AE sources and the simulated sources 
have the same wave propagation properties. Therefore, solutions for those 
applications that do not have access to determine the wave propagation properties are 
outside the scope of this research.  
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In proposing a modified semi-BSS, a second assumption has also been made 
whereby a maximum of two AE sources is assumed to occur at each small time 
interval. For those diesel engines have shorter time interval between the sources 
would require modifications in the assumption and is outside the scope of this 
research. 
 
1.4 The Original Contribution of this Thesis 
This thesis proposes a methodology whereby signal processing approaches are 
adapted and enhanced in order to generate an effective method for AE source 
identification and incipient fault detection. In specific terms the individual 
contributions to have arisen from this research are as follows:  
• The first contribution is in modifying a series of signal processing methods to 
minimise the fluctuation in the recorded AE signals from diesel engines and 
correctly correlate the signals to engine mechanical events. 
• The second contribution is the development of a calibration procedure to 
determine the properties of AE wave propagation of the combustion and valve 
movement related sources for the experimental engine.  
• As far as the author is aware, there are no published studies that have 
considered normalising the different frequency responses for AE sensor arrays 
in diesel engine CM applications. Therefore, the third contribution is the 
introduction of a signal processing approach to calibrate the AE measurements 
from different sensors so that they can be quantitatively interpreted, analysed 
and compared.  
• It also shows that there are no studies on separating the mixtures of AE signals 
that are generated from multiple sources in small diesel engines. Therefore, 
another major contribution is the source separation algorithm proposed on the 
basis of the understandings of the engine wave propagating properties. This 
enables the condition of each engine component (e.g., valve, piston and 
injector) to be monitored separately.  
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Congress on Engineering Asset Management, 2-5th October 2011, Cincinnati, 
Ohio, USA. 
• David P. Lowe, Weiliang Wu, and Andy C. C. Tan, Acoustic Emission Based 
Diesel Engine Condition Monitoring Research at Queensland University of 
Technology – Part 1: Experimentally Simulated Fault Testing, WCAE 2011: 
World Conference on Acoustic Emission, 24-26th August 2011, Beijing, China.  
• D. P. Lowe, Weiliang Wu and Andy C. C. Tan, Experimentally Induced Diesel 
Engine Injector Faults and Some Preliminary Acoustic Emission Signal 
Observations, 6th World Congress on Engineering Asset Management, 2-5th 
October 2011, Cincinnati, Ohio, USA. 
• T.R. Lin, Weiliang Wu and Andy C. C. Tan, A signal processing approach to 
solve the non-linearity response problem of acoustic emission sensors, 
(submitted to ASME 2013 International Mechanical Engineering Congress & 
Exposition). 
 
1.6 Thesis Outline 
This thesis is divided into eight chapters. The contents of the following chapters are 
summarised below:  
Chapter 2 presents a comprehensive literature review on the current CM techniques 
based on various types of measurements for diesel engines. Both of the advantages 
and disadvantages of each type of measurements are described. The comparison 
between different types of measurements shows that the AE based techniques are 
best suit to develop CM systems for diesel engines. According to the defined 
research objective, this chapter also discusses about the AE sources and AE wave 
propagation characteristics in the diesel engines.  
Chapter 3 reviews some signal processing techniques for analysing the AE signals 
recorded from diesel engines. The techniques include signal averaging, signal 
normalisation, signal interpretation and signal separation.  
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Chapter 4 provides details of the experimental diesel engine and some important 
apparatus used throughout this research. The setups for three experiments are also 
presented including pencil lead break test, normal condition test and simulated faulty 
exhaust valve test.  
Chapter 5 provides some fundamental analysis to the recorded data from the test 
engine, such as pressure, vibration and AE measurements. It shows that AE 
measurement is informative to monitor the critical components in diesel engines. It 
also introduces the modified signal processing techniques that are developed in this 
research. These techniques would pave the way for future analysis of the AE signals. 
Chapter 6 presents a signal processing technique to normalise the nonlinear 
frequency responses of the AE sensors. It details the four-step approach to achieve 
frequency normalisation. Finally, the significance of this process is discussed after it 
is applied to the signals recorded from the test engine during operation and PLB test. 
Statistical analysis for the PLB test result suggests a novel condition monitoring 
method for the diesel engines using AE RMS energy (AEE) signals.  
Chapter 7 discusses a method of determining the system parameters to describe the 
AE wave propagation characteristics in the test engine. A proposed semi-blind 
source separation algorithm based on the pre-determined system parameters and two 
simple assumptions is then presented. This algorithm allows correct monitoring of 
individual cylinder by separating the interferences from adjacent cylinders. Finally, 
the results of the separated baseline and simulated fault data are discussed.  
Chapter 8 summarises and details the conclusions drawn from the research presented 
throughout the thesis. The main results and achievements are also presented. It also 
provides recommendations for future studies that could extend the findings of this 
thesis.  
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CHAPTER 2.  
 
REVIEW OF CONDITION MONITORING 
TECHNIQUES FOR DIESEL ENGIENS 
 
 
 
 
 
 
This chapter presents the research background and current techniques for diesel 
engines condition monitoring (CM) and fault diagnosis (FD). Section 2.1 introduces 
the common diesel engine faults. Section 2.2 reviews the current techniques for CM 
and FD of diesel engines using various types of measurements. Section 2.3 describes 
the basic knowledge of the acoustic emission (AE) generating principle and the 
possible AE sources in the diesel engines during operation. Section 2.4 summarises 
current challenges in processing the AE signals recorded from diesel engines. 
 
2.1 Common Diesel Engine Faults 
Diesel engines are complex and consist of many subsystems or auxiliary systems. 
The subsystems are all inter-related and make it difficult to identify the underlying 
causes of the faults. For empirical analysis, it is important to understand some 
common faults and the underlying mechanisms. Jones and Li [10] have done a 
comprehensive survey on the diesel engine faults, and a summary of the common 
faults and the underlying causes are listed in Table 2.1:  
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Table 2.1: Common diesel engine faults and the underlying causes [10] 
Faults Causes 
Power loss Misfire, blow-by and incorrect fuel injection timing 
Emission Changes Incorrect injector timing, valve burnt, valve stem seal cracked 
Lubricating system 
fault 
Incorrect oil pressure and oil deterioration 
Wear (piston bearing 
surfaces, bore, rings, 
grooves, valve trains, 
and bearings) 
Either corrosion or abrasion, or both 
Thermal overload Friction, piston ring-cylinder wear, leaking intake or exhaust 
valves 
 
According to the survey carried by Lowe et al. [11], these engine faults can be 
simulated in a controlled test environment to ensure the fault experiments are 
quantifiable and repeatable. These faults can cause the engine to change its physical 
properties, such as the vibration, temperature and pressure. A suitable measurement 
technique is capable of detecting these common faults. Many recent investigations 
have been attempted to detect these faults, and various CM methods has been 
proposed based on different measurements, such as cylinder pressure, vibration, 
shaft angular speed, air-borne acoustic, acoustic emission and oil analysis. These 
measurements are described in detail in the following sections. 
The primary goal of these CM methods is to provide early fault detection, and to 
monitor the development of the faults. These allow condition based maintenance 
(CBM), so that high asset reliability, long asset useful-life, reduced maintenance 
costs and reduced pollution can be achieved.  
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2.2 Conventional Engine Condition Monitoring Techniques 
CM is the process used to monitor any deterioration in the condition of machines and 
their components and for the purpose of diagnosing potential cause of the 
deterioration. The common CM methods involve measurements of pressure, 
vibration, instantaneous angular speed, air-borne acoustic, acoustic emission, 
temperature and oil analysis. The following subsections will describe the ability and 
advantages of each measurement as well as the limitation. Subsection 2.2.7 provides 
a summary of all the monitoring method and selects the most appropriate 
measurement for diesel engines.  
 
2.2.1 Pressure measurement techniques 
Pressure measurement includes cylinder pressure, fuel system pressure, oil pressure, 
intake and exhaust pressures [10]. The most commonly used pressure measurement 
for diesel engines is cylinder pressure. Cylinder pressure measurement provides the 
most direct mean of evaluating cylinder combustion processes, such as compression, 
combustion and expansion. The characteristics of combustion processes directly 
affect the power output, fuel efficiency, exhaust emissions and most importantly the 
engine reliability.  
Cylinder pressure measurements have been a key tool in engine research and 
development for many decades [12]. Information such as maximum compression 
pressure, peak firing pressure, indicated mean effective pressure, maximum rate of 
pressure change is also given by the pressure measurements [13]. This information is 
used to compare with the ideal condition to identify gradual changes of engine 
condition [13]. Many engine faults can be detected by inspecting the shape of the 
pressure traces. The knowledge of the pressure traces can be used to derive advanced 
indicators to monitor and diagnose the engines [14]. For example, a common 
abnormal combustion condition encountered in diesel engines that occurs as a 
specific phenomenon associated with high pressure rise, is called diesel knock [15]. 
A similar phenomenon also occurs in spark ignition (SI) engines. Fig. 2.1 highlights 
the effect of knocking from the cylinder pressure traces measured in a SI engine. Fig. 
2.1 also shows that the knock phenomenon causes high frequency pressure 
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fluctuations, which are evident in the pressure traces. The amplitude of the high 
frequency pressure fluctuations increases as the severity of the knock increases [16].  
 
Figure 2.1: Cylinder pressure verses crank angle (a) normal combustion; (b) 
light knock and (c) severe knock [16] 
 
Watzenig et al. [17] utilised cylinder pressure measurement and diagnose a series of 
causes related to poor engine performance, such as blow-by and compression faults. 
The engine performance analysis is an effective way of determining whether a 
machine is in normal operation [8]. Because the cylinder pressure measurement only 
contains the information about combustion processes, Watzenig et al. [17] also 
stated that the detection of multiple faults using the cylinder pressure measurements 
was still an open issue. 
Although crucial in research related fields, cylinder pressure measurements have 
been considered as intrusive and impractical in most industry due to the limitations 
and concerns associated with the required installation space, harsh operating 
conditions, reliability of installed sensors and instrumentation costs [18]. Therefore, 
Gao and Randall [19], Antoni el al. [14] have investigated about the reconstruction 
of the cylinder pressure using vibration measurement, Jacob et al. [20] using 
crankshaft angular speed measurement and El-Ghamry [21] using acoustic emission 
signals. 
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2.2.2 Vibration measurement techniques 
The vibration measurement is non-intrusive and is widely used for rotating 
machinery monitoring. Accelerometer is a popular transducer for vibration analysis 
because of its accuracy, light weight, good temperature resistance, and wide 
frequency response [10].  
The vibration signals contain the dynamic information and can be used for CM and 
FD. Numbers of methods such as statistical analysis, spectral analysis and cepstral 
analysis have shown abilities of early fault detection and diagnosis for machines [8]. 
Fast Fourier transform (FFT) is useful in identifying the harmonics in the vibration 
signal. Randall [8] demonstrated that the analyse the vibration in frequency domain, 
especially the first few harmonics of shaft speed. It is possible to detect unbalance, 
misalignment and bent shaft for reciprocating machines. The vibration signals can 
also used to detect the shaft speed of the engines [8]. However, the FFT based 
analysis removes the time information, and thus is less effective to a transient change 
in the signal caused by a fault. Lin and Qu [22] have utilised a de-noising method 
based on the wavelet analysis to diagnose the rolling bearing and gearbox. Ettefagh 
et al. [23] have demonstrated the proposed parametric modelling approach was able 
to detect the low intensity knock for SI engines, while Thomas et al. [24] were able 
to detect different knock intensities using a proposed diagnostic method based on 
pattern recognition. 
There are many successful vibration based diagnosis techniques have been published, 
techniques for use in diesel engines are very limited. This is due to the complexity of 
the engine vibration signals. Antoni et al. [25] and Goldman [26] both realised the 
signals are complicated by the impact excitations, time varying transfer properties 
and non-stationary property. The traditional frequency analysis or spectral analysis 
techniques are not useful for engine vibration signals due to both time and frequency 
overlapping of multiple sources [27]. In fact, many of these sources occur within a 
small crank angle (CA) near top dead centre (TDC) [25]. Therefore, advance signal 
processing techniques are required for analysing the engine vibration signals. Liu et 
al. [27, 28] have demonstrated the blind source separation (BSS) techniques can 
potentially separate the combustion, fuel injection, piston slap and valve operation 
from the vibration signals.  
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However, the difficulties and ambiguities of BSS techniques have been discussed by 
Antoni [29], and a more realistic goal of separating the signals into three categories 
(i.e., periodic, random stationary, and random nonstationary sources) has been 
proposed based on Wold’s decomposition theory. Similar to [29], Bonnardot et al. 
[30] extended Gardener’s seminal work on spectral coherence of second-order 
cyclostationary property and also decompose the vibration signals into three 
categories (i.e., periodic, pure second-order cyclostationary, and noise). These 
algorithms showed a promising denoising result, which give a better CM and FD 
ability.  
The main disadvantage associated with diesel engine monitoring techniques utilising 
vibation measuremetns is the low signal-to-noise ratio (SNR). Al-Ghamd and Mba 
[31], Kim et al. [18] and Douglas [32] have compared the vibration and the acoustic 
emission signals measured from defected bearings and diesel engines. They found 
that the SNR of the vibration signals was too low to be able to detect the faulty 
signals at the early stage. When there is a significant change in the vibration signals, 
the remaining useful life is usually very short and does not provides sufficient lead 
time [33]. 
 
2.2.3 Angular speed measurement techniques 
Angular speed measurement has been also used in a variety of applications in the 
area of control and CM of the rotary machinery [34]. The measurement is very 
convenient, low-cost, reliable and non-intrusive [35, 36].  
The measurement of crankshaft angular speed is useful for monitoring the internal 
conditions of an engine, because the fluctuations in angular speed directly link to the 
consequence of the cyclic nature of the crankshaft-torque waveform [10]. This is 
because the crankshaft experiences small accelerations and decelerations about the 
mean engine speed due to the rapid changes of in-cylinder pressure that occur during 
the compression and combustion processes [13].  
The instantaneous angular speed (IAS) technique has attracted the attentions of many 
researchers in recent years. Douglas et al. [37] has found that the standard deviation 
of IAS per engine cycle can be used to indicated the output power. However, Lin et 
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al. [38] found that the deviation method is limited to practical cases, such as small 
changes in the load condition. Lin et al. [38] also showed the second harmonic of the 
shaft speed has a good indication to the output power of a small size high speed 
diesel engine, as illustrated in Fig. 2.2. The good response of the second harmonic is 
due to the test engine is four strokes and contains two combustion events in each 
rotation. The amplitude of the second harmonic exponentially increases according to 
the increasing load. 
 
Figure 2.2: Power amplitude of the second component of shaft speed [38] 
 
Yang et al. [35] presented a dynamic model to generate the IAS waveforms and IAS 
fluctuation ratio (IASFR). A fault diagnosis method using the IASFR to detect a fuel 
leak in one of the high pressure fuel lines in a small four cylinder engine was 
investigated. Yang et al. [35] demonstrated fault diagnosis method was sensitive to 
faults that affect the gas pressure in the cylinders. Zweiri and Seneviratne [36] 
presented a nonlinear observer based on the dynamic engine model to measure 
engine torque indirectly. Jacobs et al. [20] trained a model using radial basis function 
(RBF) network with a wide range of IAS and load settings. Gu et al. [39] declared 
that the pressure waveform predicted by the proposed model in [20] can be used to 
accurately diagnose the engine. Tinaut et al. [40] have also demonstrated the 
detection of misfire using IAS measurements based on the energy model.  
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However, the performance of the IAS technique varies between applications and it is 
effective when the number of the cylinders is less than 10 [41], because the more 
cylinders the smaller the speed fluctuation. The angular speed measurement has 
limited information about the engine, apart from the torque and energy 
measurements [10], and is not able to identify specific component related faults. The 
fault detection ability is also limited to the condition that severe enough to affect the 
torque contributions [42].  
 
2.2.4 Air-borne acoustic measurement techniques 
The study of the engine air-borne noise has been carried out in the engine early 
development. Ricardo [43] firstly described the air-borne measurement in 
relationship to the combustion pressure rise. The parameters of first and second 
derivatives of cylinder pressure are effective in revealing the relationship between 
engine combustion and noise [44], and still play an important role in identifying the 
sources of engine noise [2].  
Priede [45] stated that one of the most fundamental noise sources of the engine is the 
combustion-induced noise. Li et al. [44] also defined that this noise occurs towards 
the end of the compression stroke and following the combustion stroke, because the 
combustion process causes a rapid pressure change in the cylinder and forms a part 
of the air-borne noise. Gu et al. [46, 47] showed that the lower frequency band 
(below 10 kHz) was distorted by the operating environment but the higher frequency 
band (above 10 kHz) had a good representation of the combustion process. 
Nonetheless, the continuous wavelets transform (CWT) was also found to be able to 
provide the information of the locations of different faults and distinguish between 
them. The other engine noise sources include the noise caused by the vibration of the 
engine components (e.g., the cylinder head, pistons, connecting rods and engine 
body), injection of fuel and the operation of inlet and exhaust valves [44]. 
Nonetheless, the occurrences of the noise source are too close together. Although the 
above noise sources have distinctive time instances based on the design of the engine, 
it is still difficult to separate them accurately [44]. A number of researchers have 
tried to resolve this problem by applying the BSS algorithms to separate the noise 
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sources. Li et al. [44] applied a sequential ICA algorithm to separate the noises 
measured from a microphone. The result was further analysed using CWT to 
perform the source identification in time-frequency domain. Li et al. [44] also 
showed that the ICA algorithm focuses only on the separation of the major 
components by reaching the maximum independence, and if a signal is far too small 
than the others, it might not be separated but mixed together with other noises. In 
another publication from Li et al. [48] simulated engine faults by increasing the 
valve lash clearances. A two-dimensional self-organising map (SOM) network was 
employed to extract the features from normal and faulty acoustic signals. Li et al. [48] 
further analysed the extracted features using both statistical and spectral methods, 
and found it was able to classify the normal and faulty conditions. A more recent 
work, Albarbar et al. [49] utilised ICA algorithm to recover the weak injector 
operation induced acoustic signals after the dominant combustion noise has been 
removed. The injection signals were analysed in the time-frequency domain using 
the Wigner-Ville distribution (WVD) technique, and showed that the algorithm was 
able to detect and diagnose a small change in injector setting.  
However, the air-borne acoustic signals due to the engine’s minor faults are buried 
by those generated from dominant noise sources such as combustion and mechanical 
movements [44, 48]. The influence of room acoustics can also distort the acoustic 
signals to some extent and makes the CM and FD of diesel engine more difficult [48]. 
 
2.2.5 Acoustic emission measurement techniques 
Acoustic emission (AE) is a transient elastic waves produced by the rapid release 
energy caused by discontinuity or surface displacement in a material. It is also 
known as structure-borne stress waves [50]. AE techniques have been used in many 
engineering applications, particularly in non-destructive testing (NDT) and CM. AE 
techniques have been successfully employed to detect crack, fracture and property 
change in engineering materials [51, 52], wear or leak of oil/gas pipelines and high 
pressure vessels [53, 54]. AE techniques were also utilised in the gearbox fault 
detection [55] and bearing defect detection [31, 56]. Al-Ghamd et al. [31] has found 
that AE techniques are not only more effective than the conventional vibration 
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techniques in the early bearing defect detection, they can also provide indications of 
the defect size and thus enable the monitoring of the degradation rate of a bearing.  
AE techniques have been also successfully employed in CM and FD of reciprocating 
machineries. AE techniques have the benefit of high SNR and limit the low 
frequency background noise associated with its high frequency contents (0.1 MHz - 
1 MHz) [57] comparing to vibration and air-borne acoustic measurements. AE 
signals are utilised to detect the mechanical events such as valve movements, fuel 
injection and combustion in multi-cylinder diesel engines. El-Ghamry et al. [58] 
compared three measurements from a four-stroke, eight-cylinder, turbocharged gas 
engine at normal running and showed in Fig. 2.3.  
 
Figure 2.3: Comparison of vibration, pressure and AE RMS measurements [58]. 
(Note: TDC indicates the top dead centre position, BDC indicates the bottom 
dead centre position, EVC/EVO denotes the exhaust valve closing/opening event, 
IVC/IVO represents the inlet valve closing/opening event) 
 
It can be seen that vibration lacks the correlation of engine activities, such as valve 
and combustion, unlike the AE RMS signal. The noticeable peaks are caused by the 
engine mechanisms. The pressure measurement is only limited to the combustion 
process.  
Vibration 
Pressure 
AE RMS 
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Furthermore, Douglas et al. [37] showed that the total AE energy can provides 
measure of cylinder to cylinder power output on two, two-stroke large diesel engines 
(10 MW 7-cylinder and 7.5 MW 4-cylinder). Fog [50] has demonstrated the 
measured AE RMS energy (AEE) signals from a 7.5 MW diesel engine contained 
much more valuable information of valve and injector condition than pressure, 
vibration and temperature signals. Fog et al. [59] have also proposed an AEE 
measurement based diagnostic system that features an automated pattern recognition 
using neural network to diagnoses the exhaust valve burn-through fault. Hojen-
Sorensen et al. [60] have proposed a particle filter model to classify the valve 
leakage fault of a marine diesel engine using AEE signals. Pontoppidan et al. [61] 
made use of mean field independent component analysis (MFICA) techniques to 
classify normal and faulty AEE signals from a 7.5 MW two-stroke diesel engine.  
Some researches on medium size diesel engine have been also studied in the last few 
decades. Gill et al. [62] have investigated a 76 kW, four-stroke, high speed direct 
injection (HSDI) diesel engine with two induced injector pressure faults. It was 
found that to examine the valve mechanisms and fuel combustion characteristics, the 
AE sensor should ideally be mounted on the camshaft side of the engine as close as 
possible to the location of combustion [62]. In another publication, Gill et al. [63] 
compared the mean and standard deviation of the AEE signals recorded from 
injection equipment faults, and they found that increasing fuel line pressure and 
opening of injector needle could be detected using AE. El-Ghamry et al. [64] have 
found that the AE signal detected from the cylinder head was generated from valve 
actions and combustion. Nivesrangsan et al. [65] used the pencil lead break (PLB) 
test also known as Hsu–Nielsen sources, to obtain the attenuations of the AE waves 
at engine block and some simpler cast iron objects. In another publication, 
Nivesrangsan et al. [66] utilised multiple AE sensors to locate the sources based on 
the geometrical relationship and given parameters (i.e., wave speed and attenuation 
factor). In Niversrangsan’s thesis, one of the findings is the main AE energy 
concentrates between 100 kHz to 350 kHz for both simulated sources and engine 
operating sources. 
Nevertheless, it is worth noting that the AE technique suffers from inherent problems 
in data acquisition and signal analysis due to the very high frequency nature of AE 
signals. Hence, expensive and highly specialised data acquisition devices are 
Chapter 2. Review of Condition Monitoring Techniques for Diesel Engines 
22 
 
normally required for high frequency AE measurements [67]. The high sampling rate 
and to avoid signal aliasing poses the problem for data transfer and storage. Lin et al. 
[67] proposed a practical peak-hold-down-sample (PHDS) algorithm to handle the 
AE data recorded for a bearing test. The algorithm was found useful in revealing the 
bearing defeat in frequency spectrum. 
The second problem is the nonlinear responses of the AE sensors which is a 
challenge for the sensor calibration in order to obtain meaningful measurements. It 
also poses a problem in AE data analysis, particularly when multiple sensors are 
needed in a single application such as in [65, 66, 68]. Under such circumstances, 
extensive expert knowledge is needed to correctly interpret the information conveyed 
in each of the AE signals. These drawbacks of AE techniques often attract criticisms 
from practitioners in the field. The accuracy of results obtained by direct comparing 
the AE signals measured from different (uncalibrated) sensors is always questionable 
since each AE sensor has the inherently unique nonlinear frequency response during 
the manufacturing process [69]. 
 
2.2.6 Other common measurements 
Other common measurement includes temperature measurement and oil analysis. 
The common temperature measurement includes oil temperature, surface 
temperature, piston temperature and exhaust gas temperature [10, 13]. The surface 
temperature shows a transient temperature caused by the scuffing between piston 
rings and cylinder liner, and the piston temperature determine the magnitude of the 
lubricating film formed [10]. The exhaust gas temperature monitoring is applicable 
to engines with a common exhaust manifold and used to analyse the temperature 
fluctuation caused by the discharge of gases from each cylinder [70]. This can 
indicate relative cylinder performance to some extent, even though it is often 
affected by the instrumentation problems [13].  
Jones and Li [10] stated that the wear of piston ring, cylinder, crankshaft, or bearing 
is one of the main faults in engines. Oil and wear particle analysis provides an 
indication of the internal wear of mechanical components, and the technique is 
applied mostly to wear-related problems of rotating machines [71]. Jiang and Yan 
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[72] highlighted the widely accepted oil analysis methods for engine monitoring 
specifically, by mentioning that oil analysis is the most widely used CM method for 
diesel engines. Jiang and Yan [72] has also classified three categories for oil analysis: 
concentration analysis, wear debris analysis and lubricant degradation analysis.  
Ferrography oil analysis is widely recognised as a useful condition monitoring 
technique and has been applied to many types of machine, because of its ability of 
identifying the wear condition and location [10]. However, a problem with oil 
analysis is that considerable time and expense involved examining the oil samples in 
the laboratories [13]. Therefore, oil analysis is usually performed in time-based 
schedule or when faults are suspected [13]. It is worth noting that online oil analysis 
based monitoring techniques are developing in recent years, such as Liu et al. [73] 
and Du et al. [74] developed CM devices using inducted coil to detect the wear 
particles. However, these devices lack the information about specific component 
related faults and engine performance.  
 
2.2.7 Comparisons between various measurement techniques 
Several kinds of diesel engine CM techniques have been described in the preceding 
subsections. A CM system for diesel engines should have a number of general 
attributes. Ideally, it must have the abilities to monitor the condition of the engines 
and their components, to detect and diagnose incipient faults, and to predict the 
remaining useful time of the components. 
The capabilities of CM and fault diagnosis (FD) using various methods are studied 
by Jones and Li [10], Douglas [13] and Fog [50]. Their findings are reproduced and 
shown in Table 2.2.  
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Table 2.2: Summary of capabilities of different measurements [10, 13, 50] 
Measurement Capabilities of CM and FD 
 
Pressure 
 
• Indicate the combustion efficiency 
• Measure the engine power 
• Detect fuel injecting system fault 
• Detect timing fault 
• Detect valve leakage 
• Detect misfire 
 
 
Vibration 
• Monitor valve opening and closing 
• Detect valve leakage 
• Detect Shaft fatigue failure  
• Knocking 
• Detect bearing wear 
 
 
Angular speed 
• Monitor engine speed 
• Evaluate power balance 
• Calculate the torque 
• Detect misfire 
 
 
Air-borne acoustic 
• Detect blow-by 
• Detect injector fault 
• Detect valve clearance fault 
 
 
Acoustic Emission 
• Monitor the fuel injection 
• Monitor valve activity 
• Monitor valve leakage 
• Indicate loading 
• Localise the sources 
• Detect misfire 
• Detect piston ring to cylinder liner wear 
 
 
Oil analysis 
• Detect lubricating system fault 
• Detect the metal wear 
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Temperature 
• Monitor thermal overload 
• Detect piston ring to cylinder liner wear 
• Detect lubricating system fault 
 
 
In general, CM relies on the selection of a measurable parameter which is sensitive 
to the change in the working condition of a machine as it changes or deteriorates [75]. 
As was pointed out in Subsection 2.2.1, cylinder pressure measurement has been 
widely classified as intrusive and the reliability is affected by the harsh operating 
condition within the combustion chamber. In Subsection 2.2.3, the crank-angle 
measurement has been considered to provide limited information about the specific 
component faults. Vibration and air-borne acoustic measurements have been found 
that the SNR is low, and minor faults are often buried by the dominant noises such as 
combustion and mechanical movements in Subsections 2.2.2 and 2.2.4, respectively. 
The off-line nature and time and expense associated with sample collection and 
examination for oil analysis technique has been discussed in Subsection 2.2.6.  
Among them, AE measurement has a great potential of monitoring most of the 
engine components and detection of the common faults due to its high SNR nature. 
To the author’s knowledge, there is an increasing trend of research and development 
for engine CM by means of AE measurement. In the next section, a deeper study of 
AE will be given to provide some fundamental knowledge of the AE phenomenon, 
AE sources associated with diesel engines and some data analysis techniques.  
 
2.3 Acoustic Emission Principles and Sources in Diesel Engines 
According to ISO 22096 standard [76], AE is used to describe the spontaneous 
elastic energy released by a process in the form of transient elastic waves. The 
release of localised stress energy within and/or on the surface of a material causes 
the surface motions. The phenomenon was initially discovered in the early 1950s by 
Dr Joseph Kaiser who observed that a material under load emits ultrasonic waves 
when the previous maximum applied stress is exceeded [77]. 
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2.3.1 Acoustic emission principle and wave propagation 
AE is sensitive to almost all physical phenomena in solids and on the surfaces, such 
as crack, dislocation slip and grain boundary sliding, friction, impact, component 
deformation [78]. AE monitoring technique is the practice of characterising and 
evaluating AE signals in order to investigate material or component behaviour [13]. 
It is also inherently a passive NDT technique [13], which means instead of supplying 
energy to the object under test, it simply “listens” for the energy released by the 
object. This is shown in Fig. 2.4. In an infinite solid medium, AE wave generated by 
an internal source will propagate spherically in all directions and causes surface 
displacement. The displacement can be detected by an AE sensor mounted on the 
surface. Some AE sensors respond with amazing sensitivity to surface motion as 
small as 10-12 inches [79]. Typically, the high frequency content of the detected AE 
signals falls within the range of 20 kHz to 1 MHz [55]. 
 
Figure 2.4: AE waves generation and detection [79] 
 
However, the AE wave suffers from amplitude attenuation effect before reaching to 
the sensor. Pollock [80] has described four reasons for this attenuation, such as 
geometric spreading of the wavefront, internal friction, dissipation of energy into 
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adjacent media and velocity dispersion. The fundamental geometric spreading arises 
from the law of energy conservation, and the amplitude of the wave decreases 
exponentially with the propagation distance. The wave is further attenuated due to 
the complex boundaries and discontinuities such as holes, cavities and cracks. 
Nivesrangsan et al. [65, 68] utilised the pencil lead break (PLB) test also known as 
Hsu–Nielsen source to obtain the attenuation factor at each part of a diesel engine 
and at various locations on the cylinder head using multiple AE sensors. 
Nivesrangsan et al. [68] reported some success to reconstitute the original AE 
signals using the acquired signals from adjacent sensors based on the assumption 
that energy exponentially attenuates in distance. This is because the AE waves are 
further complicated along the propagation path. 
In real structures various modes of AE wave can exist. The most common types are 
longitudinal wave, shear wave and surface wave [81]. Longitudinal and shear waves 
are used to describe that the particles of the medium move parallel and perpendicular 
to the direction of the wave propagation separately. The particles move in an 
elliptical orbit in surface wave. Ideally, the speed of these waves can be determined 
from basic material properties using Young’s modulus [81]. In semi-infinite media 
such as diesel engine, the mode conversion occurs during wave-boundary interaction 
process [82]. Depending on the angle of incidence and material property, the waves 
can be reflected and refracted by the boundary [80]. Summing up all the effects 
along wave propagation, the original source signals are seriously corrupted and 
intractable.  
Furthermore, there are two basic types of AE signal associated with machinery [76]. 
The first is the burst type signal, which clearly represents the ‘events’ as shown in 
Fig. 2.5(a). These events have distinctive sharp rising and close to exponential decay 
pulses [13] and significantly larger amplitude than the background noise. The second 
type is continuous signal which is typical background operational noise on rotating 
machinery [33] as shown in Fig. 2.5(b). Typically, the AE signals measured from 
machinery will be a mixture of both as shown in Fig. 2.5(c). Depending on the level 
of background noise, some burst type AE signals will be buried in the continuous 
type signal, such as the second AE event in burst signal is not obvious in the 
mixture.  
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Figure 2.5: Example of two types of AE signals and their mixture 
 
Typical AE apparatus consist of AE sensors, pre-amplifier and data acquisition 
system (DAQ). An example of AE acquisition flow diagram is shown in Fig. 2.6. 
The diagram illustrates the schematic of an AE measurement chain, from the AE 
wave up to the DAQ system.  
 
 
 
Figure 2.6: AE acquisition flow diagram 
 
Depending on characteristics of the frequency response, the AE sensor can be 
categorised into two classes, resonant and wideband. The most important factor for 
sensor selection is the prior spectral information of the detected sources [13]. If the 
information is known then resonant sensor can be selected to provide higher 
sensitivity; conversely, wideband sensor is required in research area of analysing the 
unknown sources.  
AE  
wave 
Couplant AE  
Sensor 
Pre-
amplifier 
DAQ 
system 
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It has been widely recognised that AE has significant advantages over both vibration 
and air-borne acoustic monitoring techniques due to its high frequency nature [13]. 
This is because the high SNR can be achieved for AE signals relating to the 
mechanisms and processes. On the contrary, the vibration and air-borne acoustic 
signals suffer from low frequency background noise, such as operational noise and 
machine resonances. The high frequency AE waves attenuate quicker with regards to 
both time and distance, which offers the ability of source localisation and 
identification. There are many AE sources within a complex system, such as a diesel 
engine. In the next subsection, the possible AE sources within a diesel engine will be 
described. 
 
2.3.2 Acoustic Emission Sources in Diesel Engines 
There are many AE sources within a diesel engine during operation. In general, the 
AE sensor detects any source that causes mechanical deformations, such as 
movement and creation of dislocations, twinning and grain boundary sliding in 
metals. However, the deformation process is absence in diesel engine CM 
applications. The AE sensor detects the ‘pseudo-‘ or ‘secondary’ sources including 
mechanical impact, sliding contact, turbulent fluid flow and fluid cavitations instead 
[13]. These sources are the results of underlying phenomenon such as fuel injection, 
valve opening and closing, piston-cylinder interface and gas leakage.  
Fog [50] correlated the AEE signal recorded on the valve housing of a large marine 
diesel engine to the engine mechanisms and shown in Fig. 2.7. It shows the fuel 
injection, valve activities and load dependent feature can be detected by the AE 
sensor.  
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Figure 2.7: Engine mechanisms and corresponding AEE signal [50] 
 
Gill et al. [63] also pointed out that AE sensor was sensitive to fuel injection which 
consist of impacts from needle opening and closing as well as the high-pressure 
diesel flow. Gill et al. [63] also observed the extended combustion process for 
reduced injector discharge pressure experiment, as a result of less efficient mixing of 
the fuel and air. The size of the fuel droplets increase as the discharge pressure 
decreases. Therefore, the AE sensor is also able to monitor the combustion process.  
Elamin et al. [83] discussed that valve operation is one of the significant AE sources 
in a diesel engine. The valve operation consists of impact noise which is dominated 
by the collision between valve and vale seat and aerodynamic noise which is the 
noise created by the gas passing between the valve and its seat and over the valve 
face. Elamin et al. [84] also observed the AE signals measured at cylinder head 
containing major AE events from the combustion process, fuel injection, piston slaps 
and valve impacts during normal operation of a direct-inject, turbo-charge diesel 
engine.  
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Piston and cylinder interface has been also identified as one of the critical 
component contacts in affecting the engine life [85]. Douglas et al. [86] have shown 
the piston ring-pack interface activity was detected using AE sensor from a small 
motored HSDI diesel engine. Indeed, piston slap is widely acknowledged as being a 
major source of noise in diesel engines caused by the excessive piston and cylinder 
liner clearance. Fig. 2.8 shows an example of piston slap that captured by the raw AE 
measured from a small, single-cylinder, and two-stroke engine. Two circled burst-
type events occur at precisely TDC and BDC and are arising from impacts between 
the piston and cylinder barrel due to the directional change of the piston.  
 
Figure 2.8: Piston slap detected by raw AE signal [13] 
 
Diesel engine problems such as misfire, loss of power, valve leakage and wear can 
be thought as the results of the underlying component and subsystem faults. Antoni 
et al. [14] suggested that additional AE signals related to injection pump 
malfunctions, clogging or wear of the injectors, excessive clearances in the cylinders, 
burn out of the valves are expected at engine malfunction status.  
Remind that, the high frequency AE waves suffer from great attenuate along the 
propagating distance. Therefore depending on the location of the AE sensor, 
different AE sources can be detected. For instance, it was found that the valve 
mechanisms and fuel combustion characteristics can be monitored if the AE sensor 
mounted on the camshaft side of the engine as close to the point of combustion as 
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possible [62]. Lowe et al. [11] pointed out that the if the AE sensor mounted on the 
engine head can isolate the noises from auxiliary components mounted to the block. 
The AE waves generated by these possible sources propagate through the complex 
structure and mix with each other before being recorded by the AE sensors. The 
wave in propagation also suffers from reflection, refraction and mode interchanges 
[76]. Hence, the recorded AE signals cannot be directly related to the exact 
mechanisms or the sources. However, with appropriate signal processing techniques, 
the original sources can be revealed from the recorded signals. Some signal 
processing techniques will be described in the next section.  
 
2.4 Summary 
AE plays an important role not only in NDT for examine the structure and material 
integrity but also in machinery monitoring. Recently, there is an increasing trend of 
applying AE techniques in CM and FD of diesel engines. The AE measurement has 
shown the ability of identifying the conditions of combustion process, head gasket 
leakage, exhaust valve leakage and injector faults in Subsection 2.2.5.  
However, CM applications using AE measurement are very limited in industry. This 
is due to the difficulty in processing, interpreting and classifying the AE signals. The 
AE signals generated from the sources in a diesel engine suffers from multiple 
distortions along the propagation path and mixed with each other before being 
recorded by the AE sensors. For small size diesel engines, the interferences between 
different AE sources are significant. Therefore, a number of signal processing 
techniques that are suitable for processing and analysing the AE signals will be 
reviewed in the next chapter 
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CHAPTER 3.  
 
REVIEW OF SIGNAL PROCESSING 
TECHNIQUES FOR ACOUSTIC EMISSION 
SIGNALS 
 
 
 
 
 
 
This chapter reviews some signal processing techniques can be used to process and 
analyse the acoustic emission (AE) signals measured from diesel engines. These 
techniques enable accurate condition monitoring (CM) and fault diagnosis (FD) for 
diesel engines. Section 3.1 presents a signal enhancement approach using the 
averaging technique. Section 3.2 presents a method to overcome the nonlinearity of 
AE sensors using channel equalisation process commonly applied in communication 
systems. Section 3.3 demonstrates the analysis of AE signals in crank angular 
domain for interpretation. A problem arises due to the AE signals are mixtures of 
multiple mechanical events from small size diesel engines. Section 3.4 presents some 
source separation techniques that can recover the hidden sources for dynamic 
systems. Lastly, Section 3.5 summaries the current challenges in analysing the AE 
signals and conceptual development for the research.  
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3.1 Signal Enhancement by Averaging 
Acoustic emission (AE) signals have been recognised as effective for the condition 
monitoring (CM) and fault diagnosis (FD) in diesel engines. However, the 
randomness of the combustion process [87] and associated mechanical impacts [27] 
cause cycle to cycle variation in the AE signals, even under steady operating 
conditions. Therefore, it is desirable to remove or minimise the fluctuations for 
accurate data analysis in the pre-processing step.  
The most prevalent approach is time domain averaging [88]. It can be further 
categorised into coherent and incoherent averaging based on the priori knowledge of 
the synchronising time information of each cycle [89]. The coherent averaging 
process, also known as synchronous averaging process is necessary to determine 
exactly the time interval of each cycle [90]. The fluctuations can be minimised and 
the signal-to-noise ratio (SNR) can be improved after averaging a number of cycles. 
McFadden and Howard [91] have shown that fault patterns in vibration signal 
measured from a gearbox become visible after signal averaging. Lin and Tan [92] 
have employed an event driven synchronous averaging technique to average the 
quasi-periodic AE RMS energy (AEE) signal and vibration signals measured from a 
diesel engine in time domain to eliminate or minimise the effect of engine speed and 
amplitude variations. Due to the variations in engine rotational speed, the data length 
in each cycle is different. Thus, Lin and Tan [92] proposed data padding at time 
instances where there are little mechanical activities in the signal of shorter lengths 
to overcome this problem. However, the data padding should be performed at 
random positions due to the random property of the engine operation.  
 
3.2 Channel Equalisation 
AE sensors convert the dynamic motions at the surface into electrical signals [93]. 
Each AE sensor has its unique nonlinear frequency response during the 
manufacturing process [69]. Therefore, the outputs of different AE sensors cannot be 
compared directly. This effect is similar to signal distortion in transmission through a 
channel in radio communication as shown in Fig. 3.1.  
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Figure 3.1: Illustration of channel distortion [94] 
 
Fig. 3.1 shows the signals are shaped, delayed and distorted by the frequency 
response and the attenuating characteristics of the channel [94]. This channel 
input/output relation can be expressed in frequency domain as Eq. (3.1) 
𝑌𝑌(𝑓𝑓) = 𝑋𝑋(𝑓𝑓)𝐻𝐻(𝑓𝑓)          (3.1) 
where 𝑌𝑌(𝑓𝑓),𝑋𝑋(𝑓𝑓),𝐻𝐻(𝑓𝑓) are the frequency spectra of the channel output, the channel 
input and the channel response, respectively. 
Blind equalisation is the process to restore the input signals and has a wide range of 
applications in digital telecommunications [94]. It is only feasible if some useful 
statistics of the input signals and the channel are available [94]. However, the 
equalisation problem is relatively simple when the channel response is known and 
invertible, such as shown in Fig. 3.2. If the channel output is not noisy, the 
equalisation process can be expressed in frequency domain as Eq. (3.2) 
 
Figure 3.2: Illustration of a channel distortion model followed by an equaliser 
[94] 
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𝑌𝑌(𝑓𝑓) = 𝑋𝑋(𝑓𝑓)𝐻𝐻−1(𝑓𝑓)         (3.2) 
where 𝐻𝐻−1(𝑓𝑓) is the frequency spectra of the inverse channel response 
Channel equaliser is simply the inverse of the frequency response of the channel if 
the channel is invertible. For AE applications, the frequency responses of the sensors 
are provided by the manufacturers. However, there is no existing literature has 
applied this techniques to AE applications to overcome the sensor distortions so that 
the original input signals can be compared directly. The process is treated in detail in 
Chapter 5.  
 
3.3 Acoustic Emission Signal Interpretation 
It is possible to deduce the health condition of the machinery and the severity of the 
faults by analysing the AE signals. However, the AE signals change significantly 
when propagating through the machinery structure and across different shape and 
compositional interface [69]. The AE signals also vary significantly with most 
operating variables relevant to the machinery (e.g., flow, load, temperature and 
pressure) [95]. The difficulty in processing, interpreting and classifying the 
information from the acquired signals limits the applications of using the AE 
techniques for CM of a wide range of reciprocating machinery [33].  
There are two types of AE signals used for analysing. One is raw AE signal and the 
other one is AE RMS energy (AEE) signal. The raw AE signal analysis is 
particularly useful for monitoring a single event, such as detecting a crack in a 
material and a single mechanical event in a diesel engine. The basic time-domain 
parameters include hit, ring-down count or emission count, amplitude, duration, rise 
time and sum of energy [93]. These parameters can be found intuitively in Fig. 3.3. 
The signal on the top panel is an example of raw AE signal with the indications of 
basic parameters. The signal on the second panel is the raw AE energy which is the 
area under the raw AE signal. The signal on the third panel is the RMS signal which 
is the instantaneous energy signal. The signal at the bottom shows the AE count 
which shows how many times the raw AE crossing the threshold value. 
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Figure 3.3: Time domain parameters from AE signals [13] 
 
The frequency-domain analysis technique, such as fast Fourier transform (FFT) 
which is one of the most widely used and well-established methods. Unfortunately, 
the FFT-based methods are not suitable for analysing the non-stationary signal, such 
as the AE signals recorded from diesel engines [13, 50]. Thus, further joint time-
frequency analysis techniques include short-time Fourier transform (STFT), 
continuous wavelet transform (CWT), Wigner–Ville distribution (WVD) are 
introduced to provide time–frequency representations for the signals. Peng and Chu 
[96] have compared the performance of these techniques, and concluded that CWT is 
fast, and provides good time and frequency resolution. However, the time-frequency 
analysis techniques will lead to an uncertain interpretation if the signal is made up 
from overlapping by a number of similar AE events.  
In addition, the AEE signal can be observed either from an analogue converter or 
post-processing from a raw AE signal. Comparing to the raw AE signal, the AEE 
signal is typically smaller in data size and thus, requires less computer storage space 
and offers a faster data processing time. The AEE signal has shown a potential 
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ability for fault classification by comparing the normal and faulty AEE signals and 
has been discussed in Subsection 2.2.5. It also preserves energy of raw AE signal but 
the time and frequency information is lost [97]. Nevertheless, the AEE signal 
interpretation also suffers from overlapping of multiple AE events. 
Furthermore, the most important and fundamental work is converting the time-series 
signals into engine crankshaft angular domain to interpret the signals for diesel 
engines. After the conversion, the signals are inherently tied to the engine CA 
positions. Fog [59] and Douglas [13] showed that it was able to identify the 
mechanical events from the AE signals recorded from the large marine diesel 
engines using angular domain analysis. Fig. 3.4 shows an example of converting the 
raw AE signals into angular domain, and relating the AE bursts to corresponding 
mechanical events. 
 
Figure 3.4: Example of interpreting the AE signals in angular domain for a 
four-stroke diesel engine [81] 
 
Large size diesel engines usually run in low RPM (revolution per minute). Thus, the 
time interval between any two consecutive mechanical events is large. Also, the 
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geometry distances between different AE sources are large. As a result of these, the 
AE sensors only detect the localised sources without interferences from other 
mechanical events.  
On the contrary, for small size multi-cylinder diesel engines, an AE signal produced 
by a mechanical event of a cylinder is usually both temporally and spectrally 
overlapped with AE signals coming from the mechanical events in other cylinders 
due to the short time interval between sequential events [98]. For instance, a four-
cylinder, four-stroke diesel engine operating at 1500 RPM, the time interval of 10 
degrees CA is 1 ms. Fig. 3.5 shows an example of a complete cycle of mechanical 
event plots with respect to shaft CA. It can be seen that the majority of the AE events 
occurs around combustion TDC.  
 
Figure 3.5: Illustration of one cycle of engine mechanical events in angular 
domain 
 
Although the above AE sources have distinctive CA positions based on the design of 
the engine. The interval between adjacent events is very small. The recorded AE 
signals are combinations of different mechanical events. It is difficult to analyse each 
of them separately from the recorded AE signals using angular domain analysis. 
However, some appropriate blind source separation (BSS) algorithms can achieve 
this task. The separating signals are able to enhance the signal clarity of difference 
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mechanical events for a more accurate CM and FD of the engine. In the following 
some BSS techniques will be discussed. 
 
3.4 Blind Source Separation 
Blind source separation (BSS) aims at restoring a set of source signals from a set of 
observed signals. The simplest motivating example of BSS problem is the classic 
cocktail party problem as shown in Fig. 3.6. An array of microphones records the 
mixtures of the sources and the BSS algorithm can recovers the original sources 
from the measurements only. 
 
Figure 3.6: The cocktail party problem [99] 
 
The term ‘blind’ refers to the fact that both the sources and the mixing process are 
unknown and only recordings of the mixtures are available [100]. However, it is 
impossible to uniquely estimate the original source signals without a priori 
knowledge of both sources and mixing process [101]. Antoni el al. [102] listed two 
families of methods have been used to blindly extract/separate the signals from 
dynamic systems. One is based on exploiting the non-stationarity of the sources, 
such as cyclostationary. It best suits to describe the signals measured from rotating 
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machinery [103]. The other one is exploiting the statistically independence of the 
sources, which is called Independent component analysis (ICA). ICA is a statistical 
technique, and has been widely used for solving the BSS problem. The two methods 
will be reviewed in the following subsections, and the main focus is on ICA 
algorithms.  
 
3.4.1 Introduction to cyclostationary analysis 
Many processes encountered in nature arise from periodic phenomena. These 
processes give rise to random data whose statistical characteristics vary periodically 
with time and are called cyclostationary processes [104]. Cyclostationary it is a well-
suited property that closely related to the communication signals and rotating 
machinery.  
First-order and second-order cyclostationary signals are commonly expected to occur 
in rotating machines. Antoni et al. [103] has stated the most basic cyclostationary 
signal is at first order whose first-order moment or expected value 𝑚𝑚𝑥𝑥(𝑡𝑡) is periodic 
with period 𝑇𝑇 , and defined in Eq. (3.3). They also defined the second-order 
cyclostationary in Eq. (3.4), where the autocorrelation function 𝑅𝑅2𝑥𝑥(𝑡𝑡1, 𝑡𝑡2)  is a 
periodic with period T.  
𝑚𝑚𝑥𝑥(𝑡𝑡) ≜ E{𝑥𝑥(𝑡𝑡)} = 𝑚𝑚𝑥𝑥(𝑡𝑡 + 𝑇𝑇)       (3.3) R2𝑥𝑥(𝑡𝑡1, 𝑡𝑡2) ≜ E{𝑥𝑥∗(𝑡𝑡1)𝑥𝑥(𝑡𝑡2)} = R2𝑥𝑥(𝑡𝑡1 + 𝑇𝑇, 𝑡𝑡2 + 𝑇𝑇)    (3.4) 
where E is the expected value operator, and R is the autocorrelation function. 
Nevertheless, Antoni et al. [103] have concluded that the first-order cyclostationary 
vibration signals are usually generated by imbalances, misalignments, anisotropic 
rotors, flexible coupling with possibly additive stationary random noise and the 
second-order cyclostationary signals are generated by wear, friction forces, 
impacting forces, fluid motions, turbulence, combustion forces and so on.  
Some researchers have recently proposed blind source separation algorithms by 
extracting the second-order cyclosationary vibration signals from gearbox [30], 
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bearing [105] and internal combustion engine [14]. The extracted signals can be used 
for CM and FD purposes when the background noise is high. 
However, there are infinite sources in industrial systems [29]. Most of the sources in 
diesel engine are impact type events and high speed fluid movement. These sources 
have been defined having second-order cyclostationary property. By grouping these 
signals into one category is not sufficient and also the sources are overlapping to 
each other. Hence, a stronger assumption on the statistics of the sources is made in 
the following section for separating the AE signals from a diesel engine.  
 
3.4.2 Introduction to independent component analysis  
During the past decades, ICA has shown a promising BSS capability by assuming 
the sources are statistically independent at each time instant and non-Gaussian [106]. 
Depending on the application, ICA can be divided into instantaneously mixing 
process and convolutive mixing process.  
ICA has been found to be effective in image processing [106, 107], analysis of 
biomedical signals [108, 109] and speech separation [110, 111]. ICA is more 
powerful and realistic than principal component analysis (PCA), because ICA 
assumes the sources are mutually statistically independent instead of uncorrelated 
from PCA [112]. ICA not only imposes constraints on the covariance of the sources, 
but also involves their high-order statistics (HOS) to achieve separation of the 
statistical independent sources [113]. Disciplines involved in ICA include statistics, 
neural networks, pattern recognition, information theory and system identifications, 
etc. [113]. 
However, Hyvarinen and Oja [106] and Antoni [29] have described the two main 
ambiguities of ICA: 
1. Cannot determine the energy of the sources (Scaling ambiguity) 
2. Cannot determine the order of the separated sources (Permutation ambiguity) 
To overcome the scaling ambiguity, the sources are assumed to have unit variances 
[106, 114]. A modified ICA has been proposal in [115] where an automatic gain is 
added to the separated sources. Permutation ambiguity can also be solved if the prior 
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knowledge of the direction of arrive (DOA) (e.g., microphone array [116] ) is known, 
or using with the beamforming approach [117]. However, in most applications, there 
is no prior knowledge about the DOA information. Some ICA algorithms for both 
instantaneous and convolutive mixing process are described in the following to 
provide some basic understandings. 
 
3.4.2.1 Independent component analysis algorithms for 
instantaneous mixing process 
The instantaneous ICA is firstly Introduced by Herault and Jutten [118]. The 
instantaneous and linear mixing and demixing processes are described in Eq. (3.5) 
and Eq. (3.6), respectively: 
𝑿𝑿 = 𝑨𝑨𝑨𝑨 + 𝑽𝑽                        (3.5) 
𝒀𝒀 = 𝑾𝑾𝑿𝑿                   (3.6) 
where 𝑨𝑨 (𝑀𝑀 × 𝑁𝑁) is the mixing matrix, 𝑨𝑨 (𝑁𝑁 × 𝐿𝐿) is the source matrix, 𝑿𝑿 (𝑀𝑀 × 𝐿𝐿) is 
the observation matrix, 𝑽𝑽 (𝑀𝑀 × 𝐿𝐿) is the additive white Gaussian noise matrix, 𝑾𝑾 
(𝑁𝑁 × 𝑀𝑀) is the separating matrix and 𝒀𝒀 (𝑁𝑁 × 𝐿𝐿) is the estimated source matrix. 𝑀𝑀 is 
number of observations, 𝑁𝑁 is number of signals and 𝐿𝐿 is length of the recorded 
signals.  
In ICA algorithms the number of observation signals are assumed to be equal to or 
greater than the number of sources (𝑀𝑀 ≥ 𝑁𝑁), and no additive noise [119]. The task of 
ICA is to estimate 𝑾𝑾, which is theoretically equal to the inverse of the unknown 
mixing matrix 𝑨𝑨 (i.e., 𝑾𝑾 = 𝑨𝑨−1), so that 𝒀𝒀 = 𝑿𝑿. However, neither 𝑨𝑨 nor 𝑨𝑨 is known 
in prior and only the statistically independent assumption of the sources is available.  
Hyvarinen and Oja  [106] listed three approaches that can lead to estimation of the 
hidden sources (i.e., maximising the non-Gaussian property, minimising the mutual 
information and maximising the likelihood of the estimated sources). The 
maximising of the likelihood approach requires the knowledge of the distribution of 
the sources, in order to chose the non-linear scalar function [106]. In any case, if the 
Chapter 3: Review of Signal Processing Techniques for Acoustic Emission Signals 
44 
 
information on the sources is not correct, this approach will give completely wrong 
results [106]. 
In the second approach, according to the Central Limit Theorem that mixture of a set 
of sources is closer to Gaussian distribution than any single source. Therefore, 
maximising the non-Gaussian property of the separated signals is equivalent to 
achieve separation [27, 28, 106]. Three quantitative measurements used to evaluate 
the non-Gaussian property of a random variable 𝑦𝑦 are explained in [106] and shown 
in the following with 𝑦𝑦 having zero mean. 
1. Kurtosis, or fourth-order cumulant [120] kurt(𝑦𝑦) = E(𝑦𝑦4)(E(𝑦𝑦2))2 − 3         (3.7) 
where E is the expected value operator. 
2. Negentropy [106] J(𝑦𝑦) = H�𝑦𝑦𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 � − H(𝑦𝑦)        (3.8) 
where J  is the negentropy function, H  is the entropy function and 𝑦𝑦𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔  is a 
Gaussian random variable of the same variance as 𝑦𝑦. 
3. Approximation of negentropy [121]  J(𝑦𝑦) ≈ ∑ 𝑘𝑘𝑔𝑔[E�𝐺𝐺(𝑦𝑦)� − E�𝐺𝐺(𝑣𝑣)�]2𝑝𝑝𝑔𝑔=1       (3.9) 
where 𝑘𝑘𝑔𝑔  are some positive constants, 𝐺𝐺 is some nonquadratic function given in [106] 
and 𝑣𝑣 is a Gaussian variable of zero mean and unit variance. 
Hyvarinen and Oja [106] discussed that the kurtosis measurement is both 
computational and theoretical simple, but suffering from the outliners in the data. 
The negentropy measurement has a large computational complexity. Thus, 
approximation of negentropy calculated using high-order moments is a substitution. 
Hyvarinen and Oja [107] has proposed a FastICA algorithm that is capable to 
estimate independent sources one by one (deflation approach) or simultaneously 
(symmetric approach). 
The third approach is minimising the mutual information between the estimated 
sources. This approach makes use of the information theory, also leads to finding the 
direction of non-Gaussian property [106]. Note that there is no direct estimation of 
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the mutual information, hence different contrast function based on HOS or nonlinear 
transformation have been proposed to approximate the mutual information [122]. 
Bell and Sejnowski [111] have shown that maximising the mutual information 
between the inputs and outputs and minimising the mutual information between the 
outputs have the same solution.  
Furthermore, the lesser the constraints applied to the sources and the mixing process, 
the wider the applications of ICA. However, with some prior information on the 
sources or the mixing process, simpler methods may become possible, and restricts 
the set of possible solutions. Mean Field ICA (MFICA) algorithms introduce non-
negative constraints to the sources and both sources and mixing matrices. [123]. 
MFICA also assumes the system is instantaneous mixing. The non-negative 
constraint can be found useful in AEE signals, since the AEE signals will not be 
negative. Zheng et al. [124] has proposed a non-negative ICA algorithm achieve 
source separation by minimising the mutual information between the estimated 
sources. Oja and Plumbley [114] has proposed a nonlinear contrast function, and 
proofed that achieving to the minimum of the function leads to non-negative 
independent sources.  
From the Eq. (3.5), Hojen-Sorensen et al. [125] has shown the likelihood for the 
parameters and sources can be written as: 
𝑃𝑃(𝑿𝑿|𝑨𝑨,𝜮𝜮,𝑨𝑨) = (det(2𝜋𝜋𝜮𝜮))−𝑁𝑁2 𝑒𝑒−12Tr(𝑿𝑿−𝑨𝑨𝑨𝑨)𝑇𝑇𝜮𝜮−1(𝑿𝑿−𝑨𝑨𝑨𝑨)   (3.10) 
where 𝑿𝑿 is the observation matrix, 𝑨𝑨 is the mixing matrix, 𝜮𝜮 is the noise covariance 
matrix and 𝑨𝑨 is the source matrix. 
The likelihood of the parameters is estimated by integrating out the hidden variable 𝑨𝑨 
[125]: 
𝑃𝑃(𝑿𝑿|𝑨𝑨,𝜮𝜮) = ∫𝑑𝑑𝑨𝑨P(𝑿𝑿|𝑨𝑨,𝜮𝜮,𝑨𝑨)P(𝑨𝑨)      (3.11) 
The MFICA defines eight source priori distributions (i.e., Binary, Gaussian mixture, 
Gaussian, Heavy tail, Uniform, Laplace, Positive Gaussian and Exponential). 
MFICA uses the expectation-maximisation (EM) of the posterior distribution from 
the estimated sources to achieve the separation, such as Kullaback-Leibler (KL) 
divergence theorem.  
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Hojen-Sorensen et al. [125] also stated that there are three mean-field methods to 
approximate the source posterior, such as naive mean field approach, linear response 
(LR) corrections and Thouless, Anderson and Palmer (TAP) approach. It is believed 
that LR and TAP are the more advanced approaches [125]. Making use of the KL 
divergence theorem and the assumption of source distribution, the algorithm update 
the parameters based on the source posterior mean and second-moment.  
𝐾𝐾𝐿𝐿 = ∫Q(𝑨𝑨) log Q(𝑨𝑨)P(𝑨𝑨|𝑿𝑿,𝑨𝑨,∑)𝑑𝑑𝑨𝑨       (3.12) 
where P(𝑨𝑨|𝑿𝑿,𝑨𝑨,∑) is posterior distribution and Q(𝑨𝑨) is product priori distribution.  
At the optimisation of source separation, posterior distribution equals to the priori 
distribution. The value of Eq. (3.12) equals to zero. However, the statistic of the AE 
signals associated with the mechanical events of the diesel engines has not been fully 
studied yet. If the priori information on the sources is not correct, this approach will 
lead to the wrong results. 
 
3.4.2.2 Independent component analysis algorithms for convolutive 
mixing process 
In most dynamic applications where propagation time delay and reverberation occurs, 
the mixing process is not instantaneous but convolutive. Unlike the 
electroencephalography (EEG) and magnetoencepholography (MEG) signals in 
biomedical research that satisfy the hypotheses of linearity and instantaneous mixing 
processing [108, 126], the mechanical signals are convolutive mixing [29, 102, 127, 
128]. However, BSS for convolutively mixing sources is more complex than the 
instantaneous mixing sources. Because it requires a very long finite impulse response 
(FIR) filters to achieve separation, such as for vibration [29] and AE signals. 
To recover the convolutive mixing sources, Torkkola [129] has published a simple 
BSS algorithm by assuming that the outputs are mixtures of convolved independent 
sources and no noise is present. In [129], an adaptive updating algorithm was 
proposed to estimate the weight and delay parameters for the convolution process in 
order to maximise the entropy of the separated sources. At the later work, Pedersen 
et al. [100] has done a comprehensive review of a number of work on transforming 
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the convolutive problem into the instantaneous BSS problem. Fig. 3.7 shows a 
transformation table from convolutive mixing in time domain into instantaneous 
mixing in frequency domain (e.g., z-domain and frequency domain) and the 
separation model.  
 
 
Figure 3.7: Transforming convolutive into instantaneous mixing process [100] 
 
Makino et al. [110] has discussed the convolutive BSS can be solved in three 
approaches: 
1. time-domain 
2. frequency-domain 
3. combination of time and frequency domains 
In the time-domain approaches, a number of authors have used the blind 
deconvolution technique. The aim of blind deconvolution is to find the FIR filters so 
that the estimated sources can maximise or minimise the contrast function. Liu et al. 
[27, 28] separated the vibration signal using the proposed blind least mean square 
algorithm based on maximising the sum of KL divergence between the distribution 
of each recovered source and its corresponding Gaussian distribution of the same 
mean and variance. This is equivalent to maximising the non-Gaussian property 
approach. Douglas et al. [130, 131] showed that minimising the proposed density 
matching contrast function corresponds to minimizing the mutual information of the 
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separated source signals. And Peled et al. [120] have proposed a contrast function 
based on the kurtosis measurement of the separated signals. However, the impulse 
response should has sufficient length to overcome the low damping ratio effect [120]. 
A long impulse response increases the computational time in each iteration step. 
Furthermore, separating the sources in frequency domain has less computation 
complexity and is able to handle longer filter lengths. Makino et al. [110] and Lee et 
al. [132] applied the complex-value ICA algorithm to separate the mixtures of 
speeches in frequency domain. Combination of time and frequency domain 
approaches are very time consuming due to the conversion of signals from one 
domain to the other in each iteration [110]. This approach transforms each frame of 
the signal from time domain into frequency domain. Buchner et al. [133] converted 
the convolutive mixing process into instantaneous mixing process in each narrow 
frequency bins. However, these algorithms still suffer from both scaling and 
permutation problem of the separated frequency bins of each source.  
So far, the majority of convolutive literatures focus on the speech and vibration 
separation, enhancement and recognition applications. To the state of knowledge, 
there is no work has been done on the AE signals measured from diesel engines.  
 
3.5 Summary 
Some signal processing techniques have been discussed in Chapter 3. Section 3.1 
shows that the signal averaging technique improves the SNR and minimises the 
signal fluctuation caused by the engine operation processes. A modification was 
recommended that additional data is inserted at random locations so that it is similar 
to the engine operation. Section 3.2 discusses that the channel equalisation process in 
communication applications can be adapted to overcome the nonlinear frequency 
responses of the AE sensors. It shows that no previous attempt has been made. 
Section 3.3 points out that AE signals can be correlated to the mechanical events 
after converting the signals into angular domain. Section 3.4 shows the source 
separation algorithm can be used to separate the mixtures of AE signals so that each 
engine mechanical event can be monitored separately. However, some difficulties 
are raised in separating the mixtures of AE signals:  
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• The number and the locations of the AE sources are indeterminate during engine 
running (e.g., the sources of a diesel engine are in various locations [29]).  
• The FIR for each source and sensor pair is different due to the complex engine 
structure causing the AE waves to undergo reflection, refraction and mode 
conversion and attenuation [76].  
• The statistics of the raw AE signals associated with the mechanical sources have 
not been fully studied.  
The general ICA algorithms cannot be applied to recover the original AE signals, 
because it will require as many AE sensors as the sources, and no prior knowledge of 
the source statistics. Therefore, the author suggests lessening the ambition of BSS to 
more realistic for this research. Instead of recovering all the possible sources in 
diesel engines, the author recommends grouping the sources within each cylinder as 
one source. Thus, the number of required AE sensors equals to the number of 
cylinders, and if the condition changes or fault occurs in particular cylinder can be 
identified. The source separation will be treated in detail in Chapter 7.  
The proposed signal processing techniques in this work will be examined using the 
AE signals recorded from a small size diesel engine. Three designed experiments are 
introduced in the next chapter to provide AE signals in different operational 
conditions.  
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CHAPTER 4.  
 
EXPERIMENTAL SETUPS AND APPARATUS 
 
 
 
 
 
 
This chapter describes the important apparatus and setups for the designed 
experimental work. Section 4.1 describes the test engine and the main apparatus. 
Section 4.2 presents the setups including the design methods for three experimental 
tests in this thesis including pencil lead break (PLB) test on the engine head, normal 
operation test and abnormal exhaust valve lash clearance test.  
 
4.1 Test Engine and Apparatus 
The test engine in this thesis is an inline, four-cylinder, four-stroke, 2.2 litres Perkins 
diesel engine as shown in Fig. 4.1.  
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Figure 4.1: Perkins diesel engine 
 
The specification of the test engine is given in Table 4.1. Note that, the TDC (top 
dead centre) in the table refers to the combustion TDC. It also lists the static 
measured valve timing (in crank angles) of the engine. For example, the exhaust 
valve opens at 143˚ after combustion TDC. The exact valve timing in the 
experiments can vary slightly from the static measured value caused by the 
combination of dynamic effects, valve lash setting and the change of valve condition 
during engine operation.  
 
Table 4.1: Perkins 404C-22 engine specifications 
Engine make & model Perkins 404D-22 
Layout & number of cylinders Inline, 4 Cylinders 
Engine Cycle Four Stroke 
Induction Naturally Aspirated 
Engine speed 1500 RPM (governed) 
Gross Engine Power Standby: 18 kW, Prime:16.2 kW 
Firing Sequence 4-2-1-3 
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Bore 84.0 mm 
Stroke 100 mm 
Displacement 2216 c.c. 
Compression Ratio 23.3:1 
Injection Timing – Start 15˚ before TDC 
Inlet / Exhaust valve lash 0.20 mm / 0.20mm (default) 
Exhaust valve open 143˚ after TDC 
Exhaust valve close 370˚ after TDC 
Inlet valve open 354˚ after TDC 
Inlet valve close 584˚ after TDC 
 
The main apparatus for the experiments include the AE sensor, AE preamplifier, AE 
RMS converter, TDC encoder and three data acquisition systems. Brier descriptions 
of the apparatus are shown in the following: 
 
• AE sensor 
An AE sensor measures the surface motion caused by the intrinsic sources and 
converts it into electrical signal. The AE sensors used in this work are resonant-type, 
micro-30D from Physical Acoustic Corporation (PAC), as shown in Fig. 4.2. The 
optimum operating frequency ranges from 0.1 MHz to 0.35 MHz. The maximum of 
operation temperature is 177 oC which comfortably exceeds the maximum surface 
temperatures of the engine head during operation. The selection of this resonant type 
AE sensor is due to the previous research performed by Nivesrangsan [81] during his 
study of AE wave propagation in medium size diesel engines. The findings from 
both simulated and operating AE sources showed that the noticeable AE energy 
contents concentrate between 0.1 MHz and 0.35 MHz.  
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Figure 4.2: Picture (left) and schematic drawing (right) for micro-30D AE 
sensor [134]. (Note: the unit for the schematic drawing is in inches) 
 
• AE preamplifier 
The amplitude of the output from the AE sensor is often very small. Therefore 
amplification of the raw AE signal is required. The amplification throughout this 
work were provided by PAC 2/4/6 preamplifiers as shown in Fig. 4.3. These 
supplied 20/40/60 selectable dB gain for the input signals. This type of preamplifiers 
operates with both a single-ended and differential AE sensors, which is matching to 
the selected AE sensor.  
 
Figure 4.3: Picture of AE preamplifier 
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• AE RMS converter 
AE5A from PAC is a wide bandwidth AE amplifier system and coverts AE 
frequency up to 5 MHz as shown in Fig. 4.4. It was used to convert the raw AE 
signal into root-mean-square (RMS) reading with two selectable time constants (50 
ms and 500 ms). It is capable for only one channel of AE input. Sensor 1 was used as 
a reference throughout this research, and the time constant of 50 ms was used to 
ensure the RMS reading has better time resolution. This RMS convertor also 
provides selectable gain for the input signal. 
 
Figure 4.4: Picture of wide bandwidth AE amplifier system 
 
• Shaft TDC encoder 
A Shaft encoder is an electromechanical device that can be used to monitor 
crankshaft angular position. For this research, an optical shaft TDC encoder as 
shown in Fig. 4.5 and is customised to run on the engine battery (12 V) and pre-
aligned to the TDC position of Cylinder 1. The left disc with the hold in the figure is 
attached to the engine shaft, and the right contains a optical sensor that generates an 
impulse at every 90 degrees CA. 
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Figure 4.5: Picture of a shaft TDC encoder 
 
• Data acquisition system #1 
The first described data acquisition (DAQ) system consists of a National Instruments 
(NI) DAQ card (6062E) used along with a laptop computer. This DAQ card has a 
maximum sampling frequency of 500 kHz and able to acquire data synchronously 
for up to 16 channels. A customised LabView program provides the flexibility to 
control the size of the data files and select the desirable channel of signal. This 
system was used at the initial stage of experiment in order to provide fundamental 
understanding of the engine operation. Note that the sampling frequency of system 
#1 was 30 kHz for each channel in this research work, unless stated otherwise. Each 
recorded file from this system contains approximately 200 cycles of data and can 
vary slightly depending on the engine speed.  
 
• Data acquisition system #2 
The second DAQ system is a PAC MicroDisp system, as shown in Fig. 4.6. It is 
capable of recording 4 channels of AE signals simultaneously with 2 MHz sampling 
frequency for each channel. The system requires a PAC AEwin software installed in 
the computer. This software gives a number of filter options. Bandpass filter of cut-
off frequencies at 20 kHz and 400 kHz was selected for this work. It also provides a 
Crankshaft 
holder 
Optical sensor 
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hit based trigger option that stars recording when AE signal exceeds the threshold 
value in any of the channels. Due to its limited numbers of available channels, a 
newer version of DAQ system was used in later research. Note that, the sampling 
frequency of system #2 was 1 MHz for each channel for this research work. Each 
recorded file from this system contains approximately 25 cycles (approximately 2 
seconds) of data and can vary slightly based on the engine speed and the operating 
condition. 
 
Figure 4.6: DAQ system #2 
 
• Data acquisition system #3 
The latest version of DAQ system is a PXI system from NI as shown in Fig. 4.7. It is 
capable of recording up to 8 channels of 16-bit data synchronously with 1 MHz 
sampling frequency for each channel. A customised LabView program provides the 
flexibility to control the size of the files and select the desirable channel of signal. 
Note that the sampling frequency for system #3 was 1 MHz in this work. Each 
recorded data file from this system contains approximately 25 cycles of data and 
varies slightly based on the engine speed and operating condition. 
Pre-amplifiers 
MicroDisp system 
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Figure 4.7: DAQ system #3 
 
4.2 Experimental Tests 
Three experiments were conducted in this research. The aim and setup of each 
experiment are described in detail in the following subsections, and data analysis for 
each experiment is detailed in the following chapters.  
 
4.2.1 Pencil lead break test on the engine head 
Chapter 3 summaries a number of challenges limit the AE techniques for diesel 
engine applications. The numbers and the locations of the AE sources are 
indeterminate in diesel engines during operation, the finite impulse response (FIR) 
for each source and sensor pair is different due to the complex engine structure and 
the statistics of the raw AE signals associated with the mechanical sources have not 
been fully studied. Therefore, the first designed experiment is to establish an 
understanding of the characteristic of AE wave propagation.  
Chapter 3 also discusses lessening the ambition of the blind source separation (BSS) 
techniques for diesel engine applications, and using as many AE sensors as the 
number of the cylinders. Therefore, four AE sensors were used to monitor the test 
engine in this research. 
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It has been found that most of the AE signals are generated from combustion, fuel 
injection piston slaps and valve impacts happen on engine head [84]. Thus, the 
engine head was taken off from the engine body in this experimental study. The AE 
sensors were attached at close proximity to the corresponding cylinders as shown in 
Fig. 4.8. The sensors should be not installed at the engine cover, since the 
attenuation of AE wave between the valve impact position and cover is large and 
also has to go through a number of interfaces. Screw type of sensor holders were 
used to hold the AE sensors in place on the engine head. To ensure a good 
transmission of the AE signal, a layer of vacuum silicon grease was applied between 
engine surface and the sensors. 
 
Figure 4.8: Cylinder head and locations of AE sensors 
 
This experiment involves the use of pencil lead break (PLB) test, also known as Hsu-
Nielsen source. The PLB test has been used in AE sensor calibration [93] and the 
study of AE waves [65]. The PLB test apparatus used in the experiment is shown 
Fig. 4.9. This apparatus simulates an AE event using the fracture of a brittle pencil 
lead. An AE is generated by pressing it against the surface and breaking a 0.5 mm 
diameter pencil lead approximately 3 mm from its tip. This apparatus generates 
consistent AE sources, because the white plastic ring ensures the constant breaking 
angle during each PLB test. 
AE sensors 
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Figure 4.9: PLB test apparatus used in the experiment 
 
The PLB test was performed at ten locations on each cylinder. The locations are 
shown with the crosses in Fig. 4.10. These locations were chosen because they are 
good representations of the source locations of combustion, and valve closing and 
opening related AE events during the engine operation. Four channels of raw AE 
signals were amplified by 20 dB before acquired using DAQ system #2. The DAQ 
system was set to hit based trigger streaming option that starts recording only if an 
AE event exceeding the threshold was detected in any of the channels.  
 
Figure 4.10: Pencil lead break test at ten locations 
 
The result of this experiment was used to determine the system parameters, such as 
the attenuation constant and difference of time arrival. At last, a semi-blind source 
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separation model using the determined system parameters can be found in detail in 
Chapter 7.  
 
4.2.2 Normal operation test at various engine load conditions 
The second experiment is the normal operation test at different engine load settings. 
This experiment provides the baseline data of the test engine and indicates the AE 
sources during operation. This experiment couples the output shaft of the test engine 
to an Olympian, 415 Volts, three-phase alternator as shown in Fig. 4.11(a). A three-
phase, 15kW industrial fan heater was connected to the generator set to absorb the 
power output generated by the engine in the experiment. The fan heater has three 
heat settings, which can be adjusted for various engine loads during the experiment.  
   
  (a)      (b) 
Figure 4.11: (a) Perkins test engine, generator and fan heater and (b) sensors 
setup and cylinder numbers 
 
Again, four AE sensors recorded the mixtures of AE signals simultaneously. The AE 
sensors were mounted onto the engine head close to each of the four cylinders. The 
locations of the AE sensors, pressure sensor and accelerometer are shown in Fig. 
4.11(b). The cylinder number ranges from 1 to 4 from right to left of the picture, and 
the same as the sensor number. The sensor locations were fixed throughout the 
research. Silicone grease was used as coupling material to allow maximum signal 
AE sensors Pressure Sensor 
Cylinder 1 Cylinder 4 
Engine 
Heater 
Generator 
Accelerometer 
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transfer and the sensors were tightened up with same stress to obtain the best result. 
The AE signals were pre-amplified before being recorded using DAQ systems.  
At the beginning of this research, DAQ system #1 was used to record TDC, pressure 
of Cylinder 1, vibration and AE RMS energy (AEE) signals. The DAQ system #2 
was used to record four channels of output signals of the AE sensors at the same time. 
In the final year of this research, the DAQ system #3 was introduced record four 
channels of AE signals, pressure and TDC signals simultaneously. The TDC and 
pressure signals were used together to provide identification for the combustion TDC 
of Cylinder 1. This enables converting the time domain AE signals into angular 
domain, and synchronising the signals with mechanical events of the diesel engine 
from the static measurements given in Table. 4.1, while DAQ system #2 was not 
available. However, a possible way to locate the combustion TDC positions 
automatically for the AE signals will be discussed in Section 5.5. 
The nonlinear frequency responses of the four AE sensors cause the recorded AE 
signals cannot be compared directly. Therefore, the frequency normalisation process 
for the recorded signals is detailed in Chapter 6. Nevertheless, the AE sensors not 
only record the AE signals from corresponding cylinders but also the adjacent 
cylinders due to the size of the test engine. Therefore, a semi-blind source separation 
technique based on the determined system parameters from the PLB test is detailed 
in Chapter 7. The separation technique enhances the clarity of AE signal for 
interpreting the mechanical events.  
 
4.2.3 Abnormal exhaust valve lash settings for Cylinder 1 
The diesel engines take a long time to fail and usually the faults occur in a 
uncontrollable manner. To solve this, Li et al. [135] has simulated the valve train 
fault by adjusting the valve lash clearance. It was found that the exhaust valve has 
higher failure rate than inlet valve [136]. Therefore, the fault simulation for the test 
engine was done by adjusting the exhaust valve lash clearance in Cylinder 1. This 
experiment provides the indication of how the AE signals change according to the 
abnormal valve lash settings.  
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The valve lash is the clearance between the valve and the rocker. A diagram from Li 
et al. [135] illustrates the location of the valve lash and the connection between the 
cam and the valve as shown in Fig. 4.12.  
 
Figure 4.12: Schematic diagram of the cam and valve mechanism [135] 
 
The size of valve lash has substantial impact to the engine performances and engine 
life. By adjusting the valve lash setting, it changes the opening and closing 
characteristics of the valve, such as the closing velocity and impact force. Either too 
small or too larger valve lash setting can lead to different damages to the engine.  
As highlighted in Fig. 4.13, the valve lash adjustment on the test engine was 
undertaken using a feeler gauge referring to the standard service manner [137]. The 
lash settings used in this test were 0.10 mm and 0.35 mm compare to the default 
setting of 0.20 mm. These two lash settings were chosen in order to simulate worn 
valve seat and excessive wear on the camshafts, respectively.  
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Figure 4.13: Valve lash adjustment procedure [137] 
 
Cylinder pressure, TDC and four AE signals were recorded using DAQ system #3. 
The AE signals were compared to the baseline data after normalisation and 
separation. Details of the two proposed algorithms can be found in Chapter 6 and 
Chapter 7, separately.  
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CHAPTER 5.  
 
PRELIMINARY SIGNAL PROCESSING 
TECHNIQUES AND DATA ANALYSIS 
 
 
 
 
 
 
This chapter describes some fundamental signal processing techniques used for data 
analysis throughout this research. Section 5.1 describes the notations that used to 
represent the mechanical events, followed by four elementary signal processing 
techniques. The techniques include signal conversion from time-domain to angular 
domain, signal averaging for quasi-periodic signals, AE RMS energy (AEE) signal 
conversion and AEE signal cross-correlation. Section 5.6 shows the advantage of AE 
over vibration and pressure measurements for diesel engine by comparing how the 
measurements response to the increasing engine loads. The time-frequency analysis 
of raw AE signals is presented in Section 5.7. Lastly, Section 5.8 summaries the 
findings from signal processing techniques and data analysis. 
 
5.1 Notations 
A ‘stroke’ is the explanation for the piston moves from (Top dead centre) TDC to 
bottom dead centre (BDC). The diesel engine used in this research contains four 
strokes, thus requires two revolutions (720o) of the crankshaft to complete one 
operation cycle. Fig. 5.1 illustrates the intervals and the processes of the four strokes 
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for the test engine. There are two TDCs at each complete cycle named as intake TDC 
and combustion TDC.  
 
Figure 5.1: Illustration of a complete cycle for a four-stroke engine 
 
Table 5.1 provides the static measurements of mechanical events with respect to 
crankshaft crank angle (CA) for the test diesel engine. The following are the 
explanations for the abbreviations in Table 5.1: COMB.TDC indicates the 
combustion TDC for one of the cylinders, EVC/EVO denotes the exhaust valve 
closing/opening event, IVC/IVO represents the inlet valve closing/opening event and 
INJ represents the start of fuel injection. The numerical index following each 
abbreviation represents the cylinder number. Fig. 5.2 shows a complete cycle of 
mechanical events plot using the static measurements in Table 5.1.  
Table 5.1: Mechanical events and the corresponding static CA locations 
 INJ4 COMB.TDC4 EVC4 IVC4 EVO4 IVO4 
Static 
location 
(o CA) 
705 0 370 584 143 354 
 INJ2 COMB.TDC2 EVC2 IVC2 EVO2 IVO2 
Static 
location 
(o CA) 
165 180 550 44 323 534 
 INJ1 COMB.TDC1 EVC1 IVC1 EVO1 IVO1 
Static 
location 
(o CA) 
345 360 10 224 503 714 
 INJ3 COMB.TDC3 EVC3 IVC3 EVO3 IVO3 
Static 
location 
(o CA) 
525 540 190 404 683 174 
 
0 180 360 540 720
Crank Angle
Compression
Stroke
Combustion
Stroke
Exhaust
Stroke
Intake
Stroke
Combustion TDCIntake TDC
Chapter 5. Preliminary Signal Processing Techniques and Data Analysis 
66 
 
 
Figure 5.2: A complete cycle of mechanical events 
 
The engine firing order shown in Fig. 5.2 is 4-2-1-3, such as the highlighted area 
from top to the bottom in Table. 5.1. The firing order indicates that Cylinder 4 will 
fire first, and then follow by Cylinder 2, Cylinder 1 and Cylinder 3.  
 
5.2 Converting Signal from Time Domain to Angular Domain 
In analysing the data for diesel engine, the most important step for signal 
interpretation is converting the signals from time domain into angular domain. The 
angular domain refers to the crankshaft CA position. The engine mechanical events 
have distinctive CA positions based on the design, such as the static measurements 
and the mechanical plots shown in Table 5.1 and Fig. 5.2, respectively. After the 
conversion, the signals are inherently linked to the engine CA positions and can be 
correlated to mechanical events. This process is also known as event alignment. Fig. 
5.3 shows two strokes of AE RMS energy (AEE) signal recorded from a marine 
diesel engine and synchronised to crankshaft position. It can be seen that the AEE 
bursts occur at certain CA positions and can be correlated to the engine activities 
based on the static measurements.  
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Figure 5.3: Synchronised AEE signal with crankshaft position [97] 
 
The conversion cannot be achieved without the accurate measurement of the TDC 
signals. More often, an additional pressure signal is favourable. The combination of 
the TDC and pressure signal can be used to distinguish the intake and combustion 
TDC. Fig. 5.4 shows a time series data recorded from the test engine at healthy and 
unload condition at 1500 RPM.  
 
Figure 5.4: TDC and pressure signals recorded by DAQ system #1 
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The data is recorded by DAQ system #1. It can be seen five pressure peaks which 
indicate the combustion in Cylinder 1. Therefore, the TDC in the maximum pressure 
region is the combustion TDC, and the intake TDC is 360o CA apart. The locations 
of the intake TDC of Cylinder 1 were marked to indicate the beginning of a cycle in 
the whole thesis. 
Once the beginning of each cycle is identified, those signals synchronising with the 
TDC can be truncated into cycles, such as the pressure, vibration and AEE signals. 
The rotating speed of the test engine is very high. Thus, the sampled signal in each 
cycle is assumed that distributes evenly from 0o to 720o CA despising the minor 
acceleration and deceleration caused by combustion and compression separately. In 
other words, the rotating speed in each cycle is assumed to be constant. Fig. 5.5 
shows a cycle of TDC and pressure signals in angular domain.  
 
Figure 5.5: A complete cycle of TDC and pressure signals in angular domain 
 
After converting the signal into angular domain, it is able to correlate the signal with 
mechanical events. Fig. 5.6 shows a cycle of mechanical events laid on top of the 
AEE signal recorded from Sensor 1.  
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Figure 5.6: A cycle of AEE signal from Sensor 1 aligned with mechanical events 
 
It can be seen that the peaks align well with the engine mechanical events. For 
example Cylinder 1, EVC1 closes at 10o, IVC1 closes at 224o, followed by 
compression till INJ1 operates at 340o, COMB.TDC occurs at 360o, followed by 
combustion till EVO1 opens at 503o and continues with IVO1 opens at 714o. The 
cycle repeats itself; meanwhile the other cylinders follow the same manner. After 
correlating the signal with the mechanical event, the signal can be used to monitor 
the status of the event. For example, if the IVC2 event has developed a fault or 
degradation, its corresponding AEE signal will change.  
Nevertheless, it can also be seen that fuel injection (INJ), inlet valve opening (IVO) 
and exhaust valve opening (EVO) do not generate noticeable AE energy from the 
test engine comparing to some large scale diesel engine discussed in Chapter 2. 
Thus, only valve closing and combustion related AE events are discussed in the 
following work. 
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5.3 Signals Averaging  
Section 3.1 has shown that signal averaging process can remove the background 
noise, improve the signal-to-noise ratio (SNR) and minimise the signal randomness 
caused by engine fluctuation. This subsection describes a modified technique from 
Lin and Tan [92] to average the quasi-periodic signals, such as pressure, vibration 
and AEE signals for the test engine due to engine speed variation. The averaging 
process is critical for accurate interpretation of the signal by removing the noise and 
fluctuation. The signals used for analysis in this subsection were recorded by DAQ 
system #1 from the test engine at healthy and unload condition at 1500 RPM.  
The averaging process starts by truncating the signal into cycles, which has been 
discussed in the preceding subsection. The random property of engine operation such 
as fuel combustion and amount of injected fuel, result the fluctuation of the rotating 
speed. The constant sampling rate of the DAQ system and the engine speed 
fluctuation cause the variation in cycle length even under steady operating conditions. 
Fig. 5.7 shows the data lengths of the first 100 cycles fluctuating about the mean 
value of 2321.4. The fluctuation of data length is between 2319 and 2324. The small 
difference indicates the engine is operating at a reasonable constant speed. 
Depending on the operating condition, the fluctuation can be large.  
 
Figure 5.7: Data lengths of 100 cycles and the mean data length 
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Signal averaging technique requires all cycles to have the same length and to be 
synchronised. A modified data insertion technique was proposed to average and 
synchronise those cycles with different lengths. The flow chart of this technique can 
be seen in Fig. 5.8. The signal (s) is assumed to be a vector.  
 
Figure 5.8: Flow chart of the modified averaging technique 
 
The algorithm firstly truncates the signal into N cycles based on the locations of the 
intake TDC of Cylinder 1. It then searches for the cycle that contains the longest data 
length (L), and sets that cycle as the reference (sr) for synchronisation. The algorithm 
generates some random locations for cycles that have shorter lengths for data 
insertion and pointed by (I). The locations are randomly distributed along the length 
of current signal. The number of locations (ΔL) for insertion equals to the difference 
in length between current and the longest cycle. At each generated location, an 
additional data calculated from the mean of two closest values is inserted. This 
(I) 
(II) 
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process essentially follows the randomness of the engine operation. After data 
insertion, the signal of current cycle (si) is shifted and aligned with the reference 
signal (sr) pointed by (II). The optimum amount of shifting is determined using the 
MATLAB cross-correlation (xcorr) function [138]. The function can be used to test 
the linear similarity between two signals. The averaged signal (𝒔𝒔�) is calculate by 
averaging N cycles of aligned signals. 
Fig. 5.9 shows 200 cycles of raw AEE signals and the averaged AEE signal of 
Sensor 1. The signals between 540o and 630o CA is enlarged in Fig. 5.9(a). The 
peaks of all signals match very well. Fig. 5.9(a) shows the raw AEE signals and the 
averaged AEE signal are in good correlation. The averaging process removes 
fluctuations in different cycles. It can also be seen that the background noise level is 
much smaller than mechanical event signals, such as between 90o – 180o, 270o – 
360o and 450o – 540o CA, where there is no mechanical activities. Again, this is 
because the AE measurement offers high SNR.  
 
Figure 5.9: A cycle of raw AEE signal and averaged AEE signal and (a) 
enlarged view for 540o – 630o CA 
 
The averaging algorithm has also been tested on the vibration signal. One cycle of 
raw vibration signal and averaged vibration signal are shown in Fig. 5.10. The noise 
is suppressed in the averaged vibration signal along the entire cycle. It has been 
discussed in Chapter 2 that AE measurement has higher SNR than vibration by 
minimising the low frequency background noise. Therefore, it can be seen that the 
noise level for vibration signal is comparatively larger than AEE signal.  
(a) 
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Figure 5.10: A cycle of raw vibration signal and averaged vibration signal 
 
Nevertheless, the AEE signal can be directly correlated to the engine mechanical 
events while the vibration signal is harder to interpret each individual mechanical 
event. Both Fig. 5.9 and Fig. 5.10 have shown the averaging process effectively 
removes the noise and randomness in the signal. By doing this, the averaged signal is 
more representative for further analysis.  
 
5.4 AEE Conversion 
Root mean square (RMS) signal is often used to indicate the energy variation of a 
signal. AE RMS energy (AEE) signal has the advantages of reducing the size of raw 
AE data, and results in faster processing time and smaller storage space required. 
The AEE signal can be observed either from an analogue converter or post-
processing from the raw AE signal. Due to the limitation of the analogue converter 
in this research, the post-processing method was used to convert the raw AE signal 
into AEE signal. The AEE signal can be calculated from a time series data 𝑥𝑥, of 
length 𝐿𝐿𝑟𝑟  by Eq. 5.1.  
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𝐴𝐴𝐴𝐴𝐴𝐴𝑥𝑥(𝑚𝑚) = � 1𝑁𝑁𝑤𝑤 ∑ 𝑥𝑥2(𝑔𝑔)𝑔𝑔=𝑁𝑁𝑤𝑤+(𝑚𝑚−1)𝜏𝜏𝑔𝑔=(𝑚𝑚−1)𝜏𝜏+1  , 1 ≤ 𝑚𝑚 ≤ int �𝐿𝐿𝑟𝑟𝜏𝜏 � , 1 ≤ 𝑔𝑔 ≤ 𝐿𝐿𝑟𝑟  (5.1) 
where 𝑥𝑥 is a discrete time domain signal,  𝑔𝑔 is the sample number of the raw data, 
𝑁𝑁𝑤𝑤  is the moving window size used in the conversion, 𝑚𝑚 is the sequential index of 
the moving window as well as the sample number of the AEE signal, 𝜏𝜏 = (1 − 𝑅𝑅) ×
𝑁𝑁𝑤𝑤  is the number of non-overlapping data in data integration and 𝑅𝑅 is the percentage 
of window overlapping. Note that, 𝑁𝑁𝑤𝑤  equals to 100 and 80% data overlapping were 
used in the AEE conversion to ensure a smooth data transition and a good time 
resolution. These settings were used throughout the thesis. The term “int” stands for 
integer part of a value. 
Fig. 5.11 shows a cycle of raw AE signal of Sensor 1 measured by DAQ system #3 
and its corresponding AEE signal at healthy and unload condition. Both signals have 
been converted to angular domain. The intake TDC positions of Cylinder 1 can be 
found in the same way as described in Section 5.2. It can be seen that the AEE signal 
well represents the raw AE signal. 
 
Figure. 5.11: A cycle of raw AE signal and the corresponding AEE signal 
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The AEE signal will provide a better clarity for analysis if multiple AEE signals are 
shown in one single plot for comparison, and observation of the attenuation trend. 
The detail of this is described in Chapters 6 and Chapter 7. 
 
5.5 Truncating the Raw AE Signals 
The limitation of the DAQ system #2 is that it records a maximum of four channels 
of AE signals, and no crankshaft position signal. Therefore, the AE signals cannot be 
averaged and analysed in angular domain. This section provides a practical way to 
simulate an additional TDC signal and accurately truncate the signals into cycles 
using the averaged AEE signal measured by DAQ system #1. The data used for 
analysis in this section is recorded at healthy and unload condition measured by 
DAQ system #1 and DAQ system #2. 
The signal averaging process has been described in Section 5.3 for signals recorded 
by DAQ system #1. Conversion of the raw AE to AEE signal also has been 
described in Section 5.4. The AEE signals from these two systems may sound 
confusing, therefore S1 is used to represent the averaged AEE signal for DAQ system 
#1, and S2 is used to represent the post-processed AEE signal for DAQ system #2 in 
this section only. The next step is to cross-correlates S1 with S2 at the same engine 
condition. An “xcorr” (cross-correlation) function in MATLAB is used to examine 
the linear correlation of two AEE signals. The first thing has to be considered is that 
S2 is equivalently sampled at 50 kHz (1 MHz sampling frequency with 80% 
overlapping) while S1 sampled at 30 kHz. To overcome this, S2 and S1 are down-
sampled by 5 and 3 times, respectively. After down sampling, both signals are 
equally sampled at 10 kHz and can be correlated. The result is shown in Fig. 5.12.  
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Figure 5.12: A section of cross correlation result and its local maxima 
 
A number of local maxima are shown in the Fig. 5.12 with the coordinate readings. 
These peaks indicate the positions where two signals are best aligned. It can be seen 
that there are always three smaller peaks in between the two maxima. Those peaks 
represent the alignments with the other three cylinders. Although the rotating speed 
and operational status may be irregular from cycle to cycle, the AEE signal remains 
mostly the same. Those maxima are used to position the intake TDC of Cylinder 1 
for S2, and construct an additional TDC signal.  
The amplitude of additional TDC signal equals to 6 at the intake TDC locations and 
zeros elsewhere so that it is easy to be detected. Note that, the amplitude can be any 
number. “6” was chosen because it is larger than the maximum value of the raw AE 
signals. The TDC signal is then up-sampled 100 times in order to match the 1 MHz 
sampling rate of the raw AE signals. Fig. 5.13 shows three cycles of raw AE signals 
as well as the additional TDC signal.  
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Figure 5.13: Three cycles of raw AE and TDC signals 
 
Once four channels of raw AE signals can be truncated in cycles based on the 
additional TDC information, one can analyse the signals cycle to cycle and calculate 
the averaged AEE signals. Fig. 5.14 shows a cycle of averaged AEE signals of 
Sensor 1 from DAQ system #1 and DAQ system #2.  
 
Figure 5.14: A cycle of averaged AEE signals from DAQ system #1 and DAQ 
system #2 
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These two signals match very well. The small difference can be seen in Fig. 5.15, 
which is the enlarged view between 360o – 450o CA in Fig. 5.14. Some amplitude 
variations in AEE signals are due to the averaged AEE signal from system #2 was 
averaged using 15 cycles comparing to 200 cycles from system #1. This has been 
explained in Section 4.1, the recorded files from different DAQ systems contain 
different numbers of engine cycles. Both Fig. 5.14 and Fig. 5.15 confirm that the 
additional TDC signal is very accurate. The TDC signal gives the ability to truncate 
the raw AE signal into cycles and convert the signal into angular domain to be 
correlated with the engine mechanical events. 
 
Figure 5.15: Enlarged view of 360o – 450o CA in Fig. 5.14 
 
This technique was replaced by the DAQ system #3 at the end, because the new 
system is capable of recording up to 8 channels of data simultaneously at 1 MHz 
sampling rate. The new system synchronises the TDC signal with the four channels 
of AE and pressure signals. However, this subsection provides a possible solution of 
using the data recorded in the old system and to further expand the understanding of 
the signals.  
 
5.6 Comparison between the AEE, Vibration and Pressure Signals 
Four basic signal processing algorithms have been discussed in the previous 
sections. The AEE, vibration and pressure signals for four engine load conditions are 
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compared in this section. These signals were recorded from DAQ system #1 for 
baseline experiment.  
A cycle of averaged pressure signals from Cylinder 1 for the four load conditions are 
shown in Fig. 5.16. The Fig. 5.16(a) also shows the enlarged view between 360o to 
460o CA which represent the combustion region of Cylinder 1. It can be seen that the 
area under the curve in Fig. 5.16(a) increases proportionally to the load condition 
and the maximum pressure occurs around 375o CA. The pressure signal can be used 
to calculate the work of a particular cylinder for performance analysis. The larger the 
engine load, the amplitude of pressure curve lasts longer. Although it is able to detect 
the change in performance, there is no extra information to indentify the underlying 
causes. The pressure signal was used to indicate the combustion TDC of Cylinder 1 
in this thesis. Therefore, the values of the pressure amplitudes shown in Fig. 5.16 are 
uncalibrated and shown in voltage readings. The readings can be negative and some 
fluctuations on the both ends for different loads. 
 
Figure 5.16: A cycle of averaged pressure signals from Cylinder 1 for the four 
load conditions, and (a) the enlarged area between 360o to 460o CA 
 
Fig. 5.17 shows a cycle of averaged vibration signals for the four load conditions. 
The vibration sensor was attached on the side of Cylinder1 which has been shown in 
Fig. 4.11.  
(a) 
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Figure 5.17: A cycle of averaged vibration signals for four load conditions 
 
In the combustion region of Cylinder 1 between 360o and 450o CA, the amplitude of 
the vibration signal is larger according to the increasing engine load. As the load 
increases, the quantity of fuel injected into the cylinder also increases and causes 
stronger combustion. However, the signals outside the combustion region of 
Cylinder 1 have a similar pattern. This is because only one accelerometer was 
attached on the side of Cylinder 1. The vibration signal is not sensitive to changes in 
other cylinders due to its location. The combustion region of Cylinder 1 is enlarged 
and shown in Fig. 5.18. 
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Figure 5.18: Enlarged view of 360o – 450o CA in Fig. 5.17 
 
For clearer illustration, the vibration signal has been converted to RMS signal as 
shown in Fig. 5.19.  
 
Figure 5.19: A cycle of averaged vibration RMS signals for four load conditions 
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The vibration RMS signal was calculated using the algorithm described in Section 
5.4. The window size is 30 data length and the overlapping remains as 80%. The 
signals in Fig. 5.19 are similar for different loads except the combustion region of 
Cylinder 1 (360o – 450o CA). This combustion region is enlarged and shown in Fig. 
5.20. 
 
Figure 5.20: Enlarged view of 360o – 450o CA in Fig. 5.19 
 
It can be seen that the energy increases according to the increasing load. However, it 
does not show a proportional trend. It can be seen that the amplitudes of the signals 
do not have an increasing trend comparing to pressure measurements for 5kW, 
10kW and 15kW loads. Nevertheless, due to the noise contamination the vibration 
fails to deliver more information of the mechanical components.  
Fig. 5.21 shows a cycle of averaged AEE signals from four engine load conditions. 
The signals are also correlated to the engine activities by event mapping. The 
location of the events is based on the static measurements. It shows that the signals 
peaks align well with the events.  
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Figure 5.21: A cycle of averaged AEE signals from Sensor 1 for four load 
conditions with event mapping 
 
To explore further to the AEE signal, a rectangular area which contains the 
combustion information of Cylinder 1 is enlarged and shown in Fig. 5.22. 
 
Figure 5.22: Enlarged view of AEE signals between 360o to 450o CA in Fig. 5.21 
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Due to the large geometry distance between location of EVC4 and Sensor 1, the AE 
wave is significantly attenuated before detected by Sensor 1. Thus, the AEE signals 
shown in Fig. 5.22 are assumed to contain only the information of COMB1 and the 
IVC3. The locations of the pulses correlating to the IVC3 are consistent for all the 
load conditions, and the amplitude of the 15 kW is smaller than the other. This is 
believed to be caused by the reduction of engine rotating speed at full load, and the 
impact velocity of the valve closing is slower. It can also be seen that the CA 
position of the combustion related peaks (highlighted by arrows a, b, c and d) occur 
later as the load increases. This is believed to be due the increasing amount of fuel 
and time needed for the air/fuel reaction to occur prior to combustion. Thus, the main 
combustion is delayed.  
So far, the pressure, vibration and AEE signals recorded at four load conditions have 
been compared. It shows that pressure measurement provides simple and direct 
assessment of the performance of individual cylinder. The vibration signal shows the 
energy level increases as the load increases, but no direct trend was shown. Both of 
pressure and vibration signals also lack in providing information of the mechanical 
events. On the contrary, the AEE signal is able to reveal the internal mechanism 
under different loads such as the changes in the combustion response. The AEE 
signal also can be used to monitor the mechanical events such as valve closing. In 
addition, due to the high frequency nature of AE measurement, the background noise 
level is very low.  
 
5.7 Time-Frequency Analysis for AE Signals 
Time-frequency analysis combines the spectral and time information which is 
particularly useful for analysing the non-stationary signals, such as the engine AE 
signals. Combining multiple sensors, it can also provide the ability to identify the 
source. The time-frequency analysis in Fig. 5.23 was calculated using the 
conventional short time Fourier transform (STFT) for four channels of synchronised 
raw AE signals in one cycle recorded at healthy and unload condition using DAQ 
system #2. The STFT plot was calculated using window size of 512 data (equivalent 
to 5o CA) and 50% overlapping. Fig. 5.23 also aligns the four channels of STFT 
plots with the mechanical events. The vertical locations of the red areas in STFT 
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plots match with the engine activities, such as highlighted with the rectangular boxes 
(a) and (b) indicating the EVC1 and IVC1, respectively. Note that, the red colour 
indicates higher energy contents than blue. It can be seen that both all the pulses 
covers wide frequency band range up to 400 kHz.  
 
 
Figure 5.23: Four channels of STFT plots and mechanical events plot 
 
Some additional pulses are circled in the Fig. 5.23. These pulses have similar pattern 
which is the sensor number of occurrence equals to the combustion cylinder number. 
For example the circle on the top of the figure, it indicates the combustion in 
Cylinder 1 and the responding energy of Sensor 1. The energy also decays from top 
to bottom, which indicates the energy attenuates as the source cylinder to sensor 
distance increases. These pulses are believed to be caused by the combustion relation 
mechanisms, such as the knock motion of the piston. Finally, all these pulses 
(a) (b) 
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disappear outside the combustion regions (i.e., 0o – 90o, 180o – 270o, 360o – 450o and 
540o – 630o CA). 
Another observation is highlighted with the rectangular box (b) in Fig. 5.23. This is 
an example of STFT of IVC1. It can be seen that the energies in the entire frequency 
band are highest in Sensor 1 and attenuating towards Sensor 4. Conversely, the 
energy attenuation for EVC1 highlighted with the rectangular box (a) is not obvious. 
This is believed that the occurrence of EVC is close to the main combustion region 
while IVC is close to the end of the combustion process which can be seen clearer 
from Fig. 5.23. Therefore, the combustion energy can mask the EVC energy. In 
order to accurately monitor the engine activity, some further signal processing steps 
need to be implemented to minimise the interferences between different 
mechanisms. 
 
5.8 Summary 
This chapter has shown four basic signal processing techniques for analysing the 
engine signals, and a comparison is made between pressure, vibration and AEE 
signals for four engine load conditions. It is found that AEE signal not only has the 
highest SNR, but also provides rich information about the mechanical events (e.g., 
EVC and IVC) as well as the internal combustion behaviours. The signal averaging 
technique with the modified data insertion method is found to effectively minimise 
the noise in the measurements and signal fluctuation. It is also found that the AEE 
signals of different engine load conditions are reasonably consistent from different 
cycles, and can be used to truncate the raw AE signals measured from DAQ system 
#2 into cycles. By using the event alignment technique, one can possibly correlate 
the AEE signal to its corresponding mechanical events. However, STFT analysis 
showed that the raw AE signals of two sequential events can be both temporally and 
spectrally overlapped due to the short interval between their occurrences, such as 
combustion and exhaust valve closing events. The AE signal cannot be interpreted 
directly to the sources unless the interferences from adjacent cylinders are removed.  
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CHAPTER 6.  
 
ACOUSTIC EMISSION SIGNAL FREQUENCY 
NORMALISATION 
 
 
 
 
 
 
This chapter presents a practical signal processing technique to overcome the 
nonlinear frequency response of the AE sensor. Section 6.1 provides the background 
and the introduction for signal normalisation. Section 6.2 presents the sensor setup 
and methodology for normalising the AE signal. Statistical analysis for the calibrated 
pencil lead break (PLB) test result is also shown in Section 6.2. Section 6.3 discusses 
the benefit gained from normalisation process and suggests monitor the conditions of 
diesel engines using AE RMS energy (AEE) signal.  
 
6.1 Introduction 
In order to interpret the information conveyed in the AE signals correctly, the signals 
must be analysed in a qualitative manner. The accuracy of result obtained by the 
direct comparison of AE signals from different sensors is always questionable since 
each AE sensor has its unique nonlinear frequency response during manufacturing 
process [69].  
So far, there is no work has been done to overcome this problem. The channel 
equalisation technique (refers to Section 3.2) has been adapted in this work to 
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overcome the frequency distortions of the AE sensors. The AE signals from different 
sensors are normalised in the frequency domain based on the sensor calibration 
charts provided by the manufacturer. The signal processing approach normalises the 
AE signals by linearising their responses in the frequency domain. Thus, it enables 
the comparison of AE responses in different frequency bands of the signal from the 
same sensor additional to the benefit of a quantitative analysis of AE signals from 
different sensors. This technique is particularly useful for source identification and 
separation of a complex system where multiple AE events are present and several 
AE sensors are needed.  
 
6.2 Acoustic Emission Signal Normalisation 
As discussed earlier in the introduction, the signals measured by the four AE sensors 
from the experiments need to be normalised to overcome the nonlinearity before they 
can be directly compared. Thus, a normalisation step is crucial to overcome the 
nonlinearity of the sensors for a qualitative analysis. The sensor setup and the 
normalisation steps are described in this section. 
 
6.2.1 Sensor setup 
Four AE sensors were mounted on the engine head close to each of the four 
cylinders to monitor the performance and health of the engine as shown in Fig. 6.1. 
Details of the experimental setup can be found in Subsection 4.2.2. The data that 
used for analysis and demonstration in this chapter was recorded by DAQ system #3 
at healthy and unload condition. The sampling frequency for the system was 1 MHz.  
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Figure 6.1: Illustration of the test diesel engine and locations of the AE sensors 
 
6.2.2 Methodology 
The original calibration charts (supplied by the manufacturer) of the four AE sensors 
are shown in Fig. 6.2. According to the manufacturer, each AE sensor is calibrated 
based on the surface wave calibration method developed by the US National Institute 
of Standards and Technology [139]. The dB values shown in the charts are based on 
a reference value of 1 V/µbar. The unique nonlinearity characteristic of each AE 
sensor is clearly showed in the calibration charts in Fig. 6.2. It is shown that the 
sensitivity of each AE sensor differs from one frequency band to another and drops 
substantially outside the designated resonant frequency band (0.1 MHz – 0.35 MHz). 
The sensitivities of the sensors also differ from each other. Up to now, the 
nonlinearity property of AE sensors has limited the analysis of AE signals in a 
quantitative manner. A simple algorithm is thus presented in this subsection to 
normalise the AE signals to overcome the nonlinearity problem. 
Cylinder 1 Cylinder 2 Cylinder 3 Cylinder 4 
Sensor 1 Sensor 2 Sensor 3 Sensor 4 
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Figure 6.2: The calibration charts of the four AE sensors (permission granted 
by PAC) 
 
The calibration charts shown in Fig. 6.2 are digitised to enable the signal 
normalisation process for the AE data in the digital domain. The calibration charts of 
the sensors are scanned and digitalised using MATLAB. Fig. 6.3 shows an example 
of scanned image of calibration chart for Sensor 1.  
Sensor 1 Sensor 2 
Sensor 3 Sensor 4 
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Figure 6.3: An example of digitised calibration chart for AE sensor 1 
 
Fig. 6.4 shows the enlarged area of the rectangular box in Fig. 6.3, which indicates 
the working frequency between 0.1 MHz to 0.35 MHz. The locations of pixels in the 
image can be represented in X and Y coordinates. 
 
Figure 6.4: Enlarged view of working frequency band (0.1 MHz to 0.35 MHz) 
for Sensor 1 
a 
b 
c 
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Point a (168.9, 215.8) and point b (132, 186.1) in Fig. 6.4 indicate the -80 dB 
intersecting 0.2 MHz and -70 dB intersecting 0.1 MHz in X and Y coordinates, 
respectively. A number of selected points along the frequency response are also 
shown as examples. Each of these selected points can be converted into the 
corresponding gains and frequencies using basic geometry calculation. For instance, 
point c (149.4, 196.9) can be mapped to -73.6 dB at 0.147 MHz.  
Next, a frequency interval of 0.01 MHz on the conditions that the variation of 
sensitivity values at the bounding frequencies (i.e., the lower and upper bound digital 
sampling lines) of each frequency band is less than 1 dB and there is smooth 
sensitivity value transition within the band. The frequency interval of the frequency 
band would be further refined in the digitising process if the conditions are not met. 
The average sensitivity of each frequency band (the average sensitivity value of the 
two bounding frequencies of the band) is used to represent the sensitivity of the band 
in the AE signal normalisation process. The digitised sensitivity charts of the four 
AE sensors are shown and compared in Fig. 6.5.  
 
Figure 6.5: The digitised calibration charts of the four AE sensors 
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Each of the frequency responses represents the characteristic of the signal distortion 
shown in Fig. 3.2. It can be seen clearly that the frequency responses of the four AE 
sensors are not uniform, and the each of the frequency responses is nonlinear. On the 
display, the original dB scale of the calibration charts has been converted into the 
linear scale using  
𝐵𝐵 = 10𝐴𝐴 [dB ]20    [ V
µbar ],        (6.1) 
where 𝐵𝐵 is the sensitivity of the AE sensor displayed in the linear scale and 𝐴𝐴 is the 
corresponding sensitivity displayed in dB scale based on the reference value of 
1V/µbar.  
Once the sensitivity in each narrow frequency band of a sensor is determined, the 
measured raw AE signal from the sensor can be normalised and linearised by the 
normalisation process described in Fig. 6.6.  
 
Figure 6.6: Graphical description of the signal normalisation process 
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Four simple signal processing steps are required to transform a nonlinear raw AE 
signal (𝑔𝑔(𝑔𝑔)) to a normalised and linear AE signal (?̅?𝑔(𝑔𝑔)).  
In Step 1, a time domain raw AE data is transformed into the frequency domain 
(𝑔𝑔(𝑘𝑘)) using Fast Fourier Transform (FFT). The FFT of a length-N sequences raw 
AE data is calculated from MATLAB build-in function [140] and shown in Eq. (6.2).  
𝑔𝑔(𝑘𝑘) = ∑ 𝑔𝑔(𝑔𝑔) ∙ 𝑒𝑒−𝑗𝑗2𝜋𝜋 (𝑘𝑘−1)(𝑔𝑔−1)𝑁𝑁 , 1 ≤ 𝑘𝑘 ≤ 𝑁𝑁𝑁𝑁𝑔𝑔=1     (6.2)  
where 𝑘𝑘 represents the corresponding frequency  𝑓𝑓𝑘𝑘 .  
Fig. 6.7 illustrates the meanings of coefficients 𝑔𝑔(𝑘𝑘) and 𝑘𝑘  in FFT, where ∆𝑓𝑓 = 𝑓𝑓𝑔𝑔 𝑁𝑁� ,  𝑓𝑓𝑘𝑘 = (𝑘𝑘 − 1)∆𝑓𝑓 . 
 
Figure 6.7: Graphical interpretation of FFT 
 
Note that, FFT returns a conjugate symmetric result at the Nyquist frequency (half of 
the sampling frequency, 𝑓𝑓𝑔𝑔 2⁄ ), and the first coefficient is the sum of the signal [141] 
also known as DC component. An example is shown in Fig. 6.8 from taking the FFT 
of two seconds of AE data sampled at 1 MHz. The coefficients are divided by the 
data length in the spectrum plot so that signals in different lengths can be compared 
in the future.  
𝒔𝒔(𝒌𝒌) 
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Figure 6.8: Frequency spectrum of a raw AE data 
 
A lower band (0 Hz to 0.5 MHz) and an upper band (0.5 MHz to 1 MHz) are shown 
in Fig. 6.8 and separated by the Nyquist frequency at 0.5 MHz. It can be seen that 
the upper band spectrum is symmetric to the lower band, and is redundant. 
Therefore, only the lower band will be shown and discussed in the rest of the thesis. 
The lower band spectrum except for the DC component is multiplied by 2 in order to 
conserve the signal energy.  
This is followed by the bandpass filtering process of the signal in the frequency 
domain. Since only the AE response within the designated working frequency band 
of an AE sensor is considered in this study. A rectangular window (i.e., a window 
has the value of 1 within the frequency band between 0.1 MHz and 0.35 MHz, and 0 
outside this band) is applied to the frequency spectrum to bandpass the AE signal in 
Step 2. Note that, multiplying a rectangular window filter in the frequency domain is 
equivalent to convolute its impulse response in the time domain [142]. The impulse 
response of a rectangular bandpass filter which has the cut-off frequency at 𝑓𝑓1 and 𝑓𝑓2 
is given by Eq. (6.3), 
ℎ𝐵𝐵𝑃𝑃(𝑟𝑟) = sin (𝜔𝜔𝑐𝑐2𝑟𝑟)−sin⁡(𝜔𝜔𝑐𝑐1𝑟𝑟)𝜋𝜋𝑟𝑟 ,   − ∞ < 𝑟𝑟 < ∞.    (6.3) 
where 𝜔𝜔𝑐𝑐1 = 2𝜋𝜋𝑓𝑓1/𝑓𝑓𝑔𝑔 and 𝜔𝜔𝑐𝑐2 = 2𝜋𝜋𝑓𝑓2/𝑓𝑓𝑔𝑔 
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The use of the rectangular bandpass filter in Step 2 is due to the consideration that a 
flat response of the window will not lead to any amplitude and phase distortion 
within the working frequency band. Nevertheless, it is worth noting that the flat 
rectangular bandpass filter is unrealisable in practical FIR filter design for real-time 
signal processing due to the infinite numbers of coefficients (𝑟𝑟) required to represent 
a rectangular bandpass filter [143]. Fig. 6.9 shows an example of transform pair for 
rectangular bandpass filter in this work. The cut-off frequencies 0.2π and 0.7π are 
equivalent to 0.1 MHz and 0.35 MHz, respectively. The figure on the right shows the 
impulse response of sample number between -100 to 100 for the filter. The impulse 
response is non-causal having non-zero in the negative time index and has infinite 
length.  
      
Figure 6.9: Fourier transform pair for rectangular bandpass filter 
 
In Step 3, the filtered frequency spectrum of the AE signal (?̌?𝑔(𝑘𝑘) ) is normalised in 
each narrow frequency band by dividing the corresponding sensitivity value of the 
digitised calibration chart of the sensor shown in Fig. 6.5 to obtain the normalised 
spectrum (?̅?𝑔(𝑘𝑘)). This process has been described by Eq. (3.2) in Section 3.2 to 
overcome the distortion.  
The final step of the normalisation process is to inverse the normalised frequency 
response, ?̅?𝑔(𝑘𝑘), back to the time domain signal using inverse Fast Fourier transform 
F 
Chapter 6. Acoustic Emission Signal Frequency Normalisation 
97 
 
(IFFT) to have the filtered, normalised time domain AE waveform, ?̅?𝑔(𝑔𝑔). The IFFT 
algorithm provided by MATLAB build-in function [140] is shown in Eq. (6.4).  
?̅?𝑔(𝑔𝑔) = 1
𝑁𝑁
∑ ?̅?𝑔(𝑘𝑘) ∙ 𝑒𝑒𝑗𝑗2𝜋𝜋 (𝑘𝑘−1)(𝑔𝑔−1)𝑁𝑁 , 1 ≤ 𝑔𝑔 ≤ 𝑁𝑁𝑁𝑁𝑔𝑔=1     (6.4) 
To better illustrate each step of the normalisation process and its effect on the signal, 
the technique is applied to a raw AE data of Sensor 1, and each step is shown in Fig. 
6.11(a)-(f).  
Firstly, a graphical description for the figure representations in Fig. 6.11 is shown in 
Fig. 6.10.  
 
Figure 6.10: Graphical description for figure representations in Fig. 6.11 
 
The following figures show the process of normalising an uncalibrated raw AE 
signal. Fig. 6.11(b) is the frequency spectrum of the time waveform shown in Fig. 
6.11(a) calculated by means of FFT. Fig. 6.11(c) shows the bandpass spectrum of 
Fig. 6.11(b), it can be seen that only coefficients between 0.1 MHz and 0.35 MHz 
are kept. Fig. 6.11(e) is the normalised frequency spectrum that calculated by 
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dividing the Fig. 6.11(c) to the digitised calibration chart of the corresponding AE 
sensor. It can be seen the changes in the shape of the spectrum and the unit in y-axis 
is converted to physical quantity (µbar) representing the surface pressure. The time 
series of bandpass signal is shown in Fig. 6.11(d) and the normalised AE signal is 
shown in Fig. 6.11(f).  
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Figure 6.11: The signal normalisation for an uncalibrated nonlinear AE signal; 
(a) Original signal;(b) Original frequency spectrum; (c) Bandpassed frequency 
spectrum, (d) The time waveform of the bandpassed spectrum, (e) Normalised 
frequency spectrum, and (f) Normalised time waveform 
 
Fig. 6.11 has shown the normalisation process and the change in frequency domain. 
Signal variations of four AE sensors in time domain after frequency normalisation 
are shown in Fig. 6.12.  
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Figure 6.12: Variations in four channels of averaged AEE signals before and 
after frequency normalisation process, (a) Sensor1, (b) Sensor2, (c) Sensor3 and 
(d) Sensor4 
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Four channels of raw AE signal and TDC signal were recorded using DAQ system 
#3 at unload condition. Section 4.1 has detailed the setup of DAQ system #3 and the 
data size. The variations of averaged 25 cycles of AEE signals of four AE sensors 
are shown in Fig. 6.12. The frequency normalisation process converts the original 
signal voltage into physical unit, thus the normalised and original AEE signals 
cannot be compared directly. Regardless the unit, these two signals (before and after 
normalisation) are normalised to a maximum amplitude equals to 1, respectively. 
The bandpass filter minimises the low-frequency high amplitude background noise. 
This can be seen in the quite region where no combustion and valve impact activities 
(i.e., 90o – 190o, 270o – 360o, 450o – 540o, 630o – 720o) that the amplitude of 
normalised signal is consistently lower that the original signal. However, in the 
regions where there are combustion activities (other than those regions mentioned 
above) the variation of peak amplitudes varied according to different activities and 
time of occurrence. Anyway, the normalised and the original signal have similar 
shape. The amplitude variation between the two signals is caused by the 
normalisation process in the frequency domain described in step 3 in Fig. 6.6. The 
variations of the four sensors are calculated by Eq. (6.5). 
𝜀𝜀 =  ∑��𝑆𝑆𝑔𝑔𝑛𝑛𝑚𝑚𝑔𝑔𝑛𝑛𝑔𝑔𝑔𝑔𝑒𝑒𝑑𝑑 −𝑆𝑆𝑛𝑛𝑟𝑟𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑛𝑛 ��
∑ Soriginal × 100 (%)     (6.5) 
This equation calculates the percentage of overall difference after normalisation for 
each sensor and the results are shown in Table 6.1. 
 
Table 6.1: Variation of averaged AEE signals in normalisation process for 
unload condition 
Variation in AEE reading (%) 
Sensor1 24.37 
Sensor2 31.46 
Sensor3 28.55 
Sensor4 30.99 
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Table 6.1 shows the variation of AAE signals after the normalisation process ranging 
from about 24% to 31%. The result indicates considerable changes in the signal 
energy of the four sensors for an unload condition with most of the reduction in the 
quite regions. Similar result can expected from the sensors for different engine 
conditions since the frequency normalisation modifies the spectrum in the same 
manner for each sensor. The AE sensors measure the signal from corresponding 
cylinder as well as the interference from adjacent cylinders. Therefore, it is not the 
intention to compare the variations of the outputs of different sensors.  
 
6.2.3 Statistical analysis for PLB test  
It has shown that the frequency normalising step converts the amplitude of the AE 
signal into physical quantity in the preceding subsection. This subsection provides 
the statistical analysis of the normalised raw AE and AEE responses for the pencil 
lead break (PLB) test. The results will indicate which signal is better to be selected 
for diesel engine condition monitoring (CM) application. The PLB test at points a 
and b on Cylinder 1 are indicated in Fig. 6.13. Details of PLB test can be found in 
Subsection 4.2.1.  
 
Figure 6.13: Two selected PLB test positions for statistical analysis 
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It can be seen that these two points have similar distances to the sensor. Cross-
correlation is a measure of similarity of two waveforms. It is calculated by 
convolving a waveform to another. Normalised cross-correlation [138] from 
MATLAB toolbox was used to examine the similarities of the responses at these two 
points. The normalised cross-correlation function returns the value equals to 1 at 
zero lag for autocorrelations, and otherwise the value is between -1 and 1. If the 
value equals to 1 indicating two waveforms are the same, -1 indicating they are 
inverted and 0 indicating there is no similarity. 
It has been discussed that the AE wave propagation along the path can be thought as 
a convolutive process in Chapter 2. And if the PLB sources are assumed consistent, 
the AE responses for these two sources at Sensor 1 can be expressed by Eq. (6.6) and 
Eq. (6.7).  
𝑂𝑂𝑔𝑔(𝑡𝑡) = 𝑆𝑆(𝑡𝑡) ∗ 𝐻𝐻𝑔𝑔(𝑡𝑡)        (6.6) 
𝑂𝑂𝑏𝑏(𝑡𝑡) = 𝑆𝑆(𝑡𝑡) ∗ 𝐻𝐻𝑏𝑏(𝑡𝑡)        (6.7) 
where 𝑂𝑂𝑔𝑔(𝑡𝑡) and 𝑂𝑂𝑏𝑏(𝑡𝑡) denote the raw AE responses at points a and b, respectively, 
𝑆𝑆(𝑡𝑡)  denote the simulated source signal and, 𝐻𝐻𝑔𝑔(𝑡𝑡)  and 𝐻𝐻𝑏𝑏(𝑡𝑡)  are the FIR filter 
represents the wave propagation effects from points a and b to the sensor, 
respectively.  
If the FIR filters 𝐻𝐻𝑔𝑔(𝑡𝑡) and 𝐻𝐻𝑏𝑏(𝑡𝑡) are similar, the measurements 𝑂𝑂𝑔𝑔(𝑡𝑡) and 𝑂𝑂𝑏𝑏(𝑡𝑡) 
will be highly correlated and similar. Fig. 6.14 shows the AE responses for the PLB 
sources at two locations.  
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Figure 6.14: AE responses for PLB sources at points a and b 
 
It can be seen that both AE responses are fast rising and slow decaying signals. The 
signal amplitudes and durations are similar. It is worth noting that the event trigger 
setting of DAQ system #2 for PLB test, the system starts recording only when the 
threshold is exceed in any of the channels. Therefore, these two signals do not 
contain information of wave arrival time delay (ATD) at two locations to the sensor. 
The similarity of these two signals can be revealed by the normalised cross-
correlation function, which is shown in Fig. 6.15.  
Chapter 6. Acoustic Emission Signal Frequency Normalisation 
106 
 
 
Figure 6.15: Normalised cross-correlation test for AE responses at point a and b 
 
It can be seen that the maximum value in Fig. 6.15 is below 0.2 which indicates the 
correlation between the signals are very weak. In fact, the FIR filters can be thought 
as being very weak in correlation too. AE waves undergo different combinations of 
reflection, refraction and wave mode interchanging due to the structural complexity. 
Therefore, different FIR filters are required to represent the wave effects from 
different sources to sensor pairs.  
Nevertheless, it has showed the shapes/envelope of the raw AE responses in Fig. 
6.14 were similar. Therefore, the AE responses are converted to AEE responses 
using Eq. (5.1) explained in Section 5.4. The conversion removes the frequency 
information of the analysed signal, and returns only the instantaneous energy 
information. The AEE responses for two locations are shown in Fig. 6.16. 
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Figure 6.16: AEE responses for PLB sources at points a and b 
 
It can be seen that both AEE responses follow the fast rising and slow decaying 
property as shown in Fig. 6.14. The similarity of these two responses is shown in 
Fig. 6.17 using normalised cross-correlation function.  
 
Figure 6.17: Normalised cross-correlation test for AEE responses at point a and 
b 
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The maximum value in Fig. 6.17 is close to 1 which indicates these two signals are 
almost the same, because the distances to the sensor are similar. Thus, the signal 
distortion along wave propagation is much smaller for AEE signals than raw AE 
signals.  
The statistical analysis for the PLB test has shown that the correlation between the 
AE responses at two different locations is very low. It leads to the believed that the 
engine raw AE signal is not suitable for CM purposes, because small change in 
source location, the recorded signal will be totally different. This is due to the wave 
distortion from the engine structure that contains a lot of discontinuities, voids and 
boundaries. On the contrary, the AEE signal is more consistent, and is less affected 
by the structure.   
 
6.3 Conclusion 
The benefits of the signal normalisation technique are two-folds: (1) it overcomes the 
inherent nonlinear frequency response problem of AE sensors, and (2) it normalises 
and linearies the AE response to enable a direct comparison as well as quantitatively 
analyse the AE signals measured by different sensors in the time domain. 
Furthermore, the AE signals after normalisation can be displayed directly in the true 
physical unit (e.g., μbar in Fig. 6.11(f)) rather than in arbitrary units or signal voltage 
as in the existing literatures [11, 31, 56, 61, 68, 86, 98, 144], such as the unit in y-
axis shown in Fig. 6.18.  
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Figure 6.18: Example of raw AE signals [86] 
 
As an additional result, the AE response in different frequency bands can also be 
analysed quantitatively after the normalisation. 
The frequency normalisation process has been applied to normalise the PLB test 
result. Statistic analysis suggested that using AEE signal to monitor the diesel 
engines, because the AEE signal is less affected by the structures of the engines 
comparing to raw AE signal. Due to the high correlation between the AEE signals, a 
hypothesis such that the relationship between any AEE responses of different AE 
sources can be simplified to be linear, such as attenuated and delayed. This inspires 
continuous research direction of developing an algorithm that can separate the 
mixture of AE signals from a multi-cylinder diesel engine in Chapter 7.  
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CHAPTER 7.  
 
DETERMINATION OF SYSTEM PARAMETERS 
AND ACOUSTIC EMISSION SOURCE 
SEPARATION  
 
 
 
 
 
 
The mechanical events that occurred in the adjacent cylinders can cause significant 
interferences to the AE signal measured from the monitoring cylinder for a small 
size diesel engine. This complicates the fault diagnosis of the cylinder under 
monitoring using the acquired AE signal from the corresponding sensor. Thus, a 
source separation algorithm for small size diesel engines is presented in this chapter. 
Section 7.1 introduces the need of condition monitoring (CM) for diesel engines 
using multiple AE sensors and source identification using energy comparison 
method. Section 7.2 describes the process of using pencil lead break (PLB) test to 
obtain the system parameters for the test engine, such as attenuation constant and 
arrival time delay (ATD). Section 7.3 presents the methodology of the proposed 
semi-blind source separation (BSS) algorithm for the AE RMS energy (AEE) signals 
based on the determined system parameters. The proposed separation algorithm is 
examined using AEE signals recorded at both healthy and abnormal exhaust valve 
conditions at different engine loads. Error tolerance test is also presented in Section 
7.3, and shows a small amount of error in the determined system parameters is 
acceptable. Lastly, Section 7.4 concludes the findings in this chapter. 
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7.1 Introduction 
The frequency normalisation process has been developed in Chapter 6 to overcome 
the nonlinear property of the AE sensors. Thus, it enables those applications that 
requiring multiple AE sensors to monitor the entire asset, such as diesel engines. 
Using multiple AE sensors has two benefits: (1) it has been show that AE sensor has 
good signal-to-noise ratio (SNR) that can be used to monitor the internal combustion 
mechanisms as well as the valve activities and (2) by comparing the signal energies 
received by the sensors one can locate the source. The combination of these enables 
the ability of identifying the sources. Fig. 7.1 shows an example of comparing the 
normalised AEE signals recorded by four AE sensors from the test engine at healthy 
and unload condition.  
 
Figure 7.1: Comparison of the normalised AEE signals from the diesel engine at 
the unload condition measured synchronously by four AE sensors 
 
Fig. 7.1 shows that the mechanical events occur in the combustion regions, 
highlighted in boxes a, b, c and d. Therefore, Fig. 7.2 illustrates the enlarged views 
of the combustion regions with the indications of the mechanical events.  
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Figure 7.2: Enlarged view of combustion regions in Fig. 7.1 mapping with 
mechanical events; (a) COMB4; (b) COMB2; (c) COMB1 and (d) COMB3 
 
Clear energy attenuation trend can be observed for AEE signals originated from 
Cylinders 1 and 4 such as COMB1 (Fig. 7.2(c)), IVC1 (Fig. 7.2(b)) and IVC4 (Fig. 
7.2(d)). For instance, Sensor 1 recorded the highest AE energy then followed by 
Sensor 2, Sensor 3 and Sensor 4 for COMB1 event. The signal energy decays along 
the propagation path away from the source cylinder. Thus, these sources can be 
easily identified from the observation of the energy comparison.  
On the contrary, the energy attenuation trend is not so obvious for AE sources 
originated from Cylinders 2 and 3 such as IVC2 (Fig. 7.2(a)) and IVC3 (Fig. 7.2(c)). 
For instance, Sensor 1 recorded higher energy than Sensor 2, and Sensor 3 recorded 
similar energy of Sensor 2 for IVC2 event. Therefore, source identification using 
signal energy comparison method is not suitable for the sources originated from 
Cylinders 2 and 3. This is due to the complex engine structure and the properties of 
AE wave propagation. To explore this further, a PLB test is conducted in this study 
and presented in the following section. 
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7.2 PLB Test and System Parameters Determination 
The PLB test was performed at the ten marked locations at each cylinder to simulate 
the possible AE sources and understand the properties of AE wave propagation along 
the complex engine structure. The detail description of this test can be found in 
Subsection 4.2.1. Four channels of the AE responses from the simulated AE sources 
are normalised using the method described in Chapter 6. The PLB test result can be 
used to determine the attenuation constant of AE wave propagates along the engine 
head to explain the attenuation pattern of different AE events shown in Fig. 7.2. A 
schematic drawing of the valve positions on the cylinder head and the mounting 
positions of the four AE sensors (S1, S2, S3 and S4) are shown in Fig. 7.3.  
 
Figure 7.3: Schematic drawing of the cylinder head, sensor locations and wave 
propagation paths for inlet valve of Cylinders 1 and 2 
 
Also shown in Fig. 7.3 is the schematic illustration of the direct wave propagation 
paths for the sources originated to the inlet valve of Cylinders 1 and 2 to the four AE 
sensors. It can be seen that the boundary reflects the waves and affects the signal 
detected by Sensor 1. This is believed as the main reason causing source 
identification by comparison of signal energy fail in small size diesel engines.  
Subsection 6.2.3 has shown that AEE responses can be easier to evaluate the 
properties of wave propagation on the engine head since is less affected by the 
engine structure. Therefore, the normalised AE responses are converted to AEE 
responses and averaged over the ten PLB test locations for each cylinder. The 
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conversion to AEE signal has been discussed in Section 5.4. The averaged AEE 
responses of the four sensors from the PLB test at each cylinder are shown and 
compared in Fig. 7.4. Note that, the AEE response of the corresponding sensor 
which is the closest to the PLB source is plotted in thicker line.  
For simplicity, the sensor mounted close to the “source cylinder” is termed as the 
“source sensor”; the signal of the source sensor is termed as “reference signal”; the 
other three sensors are termed as “adjacent sensors” and the signals of those sensors 
are termed as “adjacent signals” in the following text. For example in Fig. 7.4(a), 
Cylinder 1 is the source cylinder, Sensor 1 is the source sensor, AEE response of 
Sensor 1 is the reference signal, the other sensors are the adjacent sensors and their 
AEE responses are adjacent signals. 
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Figure 7.4: Averaged AEE responses of the PLB test on each cylinder; (a) 
Cylinder 1; (b) Cylinder 2; (c) Cylinder 3; and (d) Cylinder 4 
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It can be seen that when the source occurs at Cylinder 1, the AEE amplitude of 
Sensor 1 is the largest and followed by Sensors 2, 3 and 4 (Fig. 7.4(a)). This is 
symmetric to PLB test at Cylinder 4. When the source occurs at Cylinder 2 which is 
between Cylinders 1 and 3, the AEE amplitudes of Sensors 1, 2 and 3 are almost the 
same, and Sensor 4 has smallest amplitude (Fig. 7.4(b)). This is similar to PLB test 
at Cylinder 3.  
It can also be seen that the PLB test results follow similar energy attenuation trends 
of those observed from AE sources produced by the mechanical events during engine 
operation as shown in Fig. 7.2. For instance, the PLB test at Cylinders 1 and 4 (i.e., 
Figs. 7.4(a) and (d)) demonstrate a clear AE energy decaying trend as the distance 
between the sensor and source cylinder increases. This is the same as the IVC1 and 
IVC4 shown in Figs. 7.2(b) and (d). Due to the AEE response is the average of 
COMB, IVC and EVC events, the rates of attenuation for the averaged AEE 
responses and the IVC events are slightly different. The clear energy attenuation 
trend is due to the wave propagation of AE sources generated from these two 
cylinders is less affected by the wave reflection and refraction at the boundaries of 
the engine as they are the outer cylinders (see Fig. 7.3). The source sensors will 
record the highest energy for these two Cylinders, separately. The sources originated 
from Cylinders 1 and 4 show the decreasing signal energy depending on the distance 
between sensors and the source.  
However, the AE energy attenuation trend is not obvious for PLB test at Cylinders 2 
and 3 (i.e., Figs. 7.4(b) and (c)). Again, this is the same as IVC2 and IVC3 shown in 
Figs. 7.2(a) and (c). This phenomenon is caused by the sensor proximity of the 
relatively small test engine and the strong interference from the boundary reflection 
and wave refraction. Thus, the AE amplitude detected by an adjacent sensor mounted 
close to the boundary could have similar or even higher amplitude than the source 
sensor. This explains why the energy attenuation trend for AE sources originated 
from Cylinders 2 and 3 is not clear. 
Overall, it leads to the thought that the wave propagating characteristics of multiple 
AE sources produced by the engine in operation can be determined by PLB test at 
the static condition. For a better understanding of wave propagation characteristics, 
such as the attenuation constant and the ATD of an AE wave after emitting from a 
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source, the amplitude relationship between the AE signals at two different locations 
away from a source in an infinite medium given by Nivesrangsan et al. [68] is re-
visited here: Eq. (7.1) follows the law of energy conservation. 
𝐴𝐴𝑥𝑥(𝑡𝑡) = 𝛼𝛼𝑥𝑥𝑦𝑦  𝐴𝐴𝑦𝑦(𝑡𝑡)           (7.1) 
where 𝐴𝐴𝑥𝑥(𝑡𝑡) and 𝐴𝐴𝑦𝑦(𝑡𝑡) are the amplitude of the continuous AE signals at locations 𝑥𝑥 
and 𝑦𝑦, respectively. 𝛼𝛼𝑥𝑥𝑦𝑦 = �𝑒𝑒−𝑘𝑘(𝑟𝑟𝑥𝑥−𝑟𝑟𝑦𝑦 )⁡ is the attenuation constant from location 𝑦𝑦 
to 𝑥𝑥 . 𝑟𝑟𝑥𝑥  and 𝑟𝑟𝑦𝑦  are the distance away from the source for locations 𝑥𝑥  and 𝑦𝑦 , 
respectively.  
It is noted that the wave ATD between the two AE signals was omitted in the 
equation. Eq. (7.1) can be re-written to incorporate the ATD between two discrete 
AE signals at the two sensor locations as shown in Eq. (7.2):  
𝐴𝐴𝑥𝑥(𝑔𝑔) = 𝛼𝛼𝑥𝑥𝑦𝑦𝐴𝐴𝑦𝑦(𝑔𝑔 − ∆𝑔𝑔),        1 ≤ 𝑔𝑔 ≤ 𝐿𝐿′       (7.2) 
where 𝑔𝑔 is the data index of a discrete AE signal of length 𝐿𝐿′, ∆𝑔𝑔 = ∆𝑡𝑡 𝑇𝑇�  is the data 
sample difference corresponding to the arrival time different ∆𝑡𝑡 at the two sensor 
locations and  𝑇𝑇 = 1 𝑓𝑓𝑔𝑔�  is the sampling interval.  
An analogical equation to Eq. (7.2) can also be written to describe the relationship 
between the AEE signals at two sensor locations 𝑥𝑥 and 𝑦𝑦 as: 
𝐴𝐴𝑥𝑥(𝑚𝑚) = 𝛼𝛼𝑥𝑥𝑦𝑦𝐴𝐴𝑦𝑦(𝑚𝑚− 𝛽𝛽𝑥𝑥𝑦𝑦 ), 1 ≤ 𝑚𝑚 ≤ 𝐿𝐿       (7.3) 
where 𝐴𝐴𝑥𝑥(𝑚𝑚) and 𝐴𝐴𝑦𝑦(𝑚𝑚) are the digitised AEE signals of length 𝐿𝐿 calculated from 
𝐴𝐴𝑥𝑥  and  𝐴𝐴𝑦𝑦  in Eq. (7.2), respectively, 𝑚𝑚 is the data index, 𝛽𝛽𝑥𝑥𝑦𝑦 = int �∆𝑔𝑔𝜏𝜏 � represents 
the signal ATD between the two sensor locations.  
Eq. (7.3) can be used to determine the relationship between the source signal and any 
adjacent signals from the PLB test results (see Fig. 7.4). A least squares (LS) 
algorithm as described in Eq. (7.4) was further employed to optimise the parameters 
of attenuation constant (𝛼𝛼𝑥𝑥𝑦𝑦 ) and ATD ( 𝛽𝛽𝑥𝑥𝑦𝑦 ) in Eq. (7.3) to determine the 
relationship at static condition.  
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LS = ∑ �𝐴𝐴𝑥𝑥(𝑚𝑚) − 𝛼𝛼𝑥𝑥𝑦𝑦𝐴𝐴𝑦𝑦�𝑚𝑚 − 𝛽𝛽𝑥𝑥𝑦𝑦 ��2𝑚𝑚=𝐿𝐿𝑚𝑚=1  , 1 ≤ 𝑚𝑚 ≤ 𝐿𝐿     (7.4) 
where 𝐴𝐴𝑦𝑦  is the reference AEE signal, and 𝐴𝐴𝑥𝑥  is one of the adjacent AEE signals.  
Fig. 7.5 shows the result of optimising the two parameters between the reference 
AEE signals from Sensor 1 and the adjacent AEE signal from Sensor 2 as shown in 
Fig. 7.4(a).  
 
Figure 7.5: 3D plot of evaluating the optimised attenuation and ATD 
parameters for test engine 
 
The saddle point shown in the Fig. 7.5 indicates the results of the optimised 
parameters that lead to the minimum estimation error. The attenuation and ATD at 
this point is found to be 0.64 and 2, respectively. 
This process is repeated for all the averaged AEE responses from PLB tests at the 
four cylinders. A 4 × 4 attenuation constant matrix and a 4 × 4 ATD matrix can be 
obtained for the test engine as 𝜶𝜶 (Eq. (7.5a)) and 𝜷𝜷 . (Eq. (7.5b)). The diagonal 
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elements in 𝜶𝜶 and 𝜷𝜷 equal to 1 and 0, respectively. This is because of estimating the 
signal by itself, the attenuation is 1 and no arrival time delay.  
𝜶𝜶 = � 1 1 0.63 0.280.64 1 0.81 0.410.44 0.95 1 0.660.29 0.62 0.94 1 �       (7.5a) 
and 
𝜷𝜷 = � 0 2 6 112 0 1 75 0 0 213 5 1 0 �       (7.5b) 
where each element, 𝛼𝛼𝑔𝑔𝑗𝑗 , in 𝜶𝜶 represents the attenuation constant from source sensor 
j to adjacent sensor i. For example the first column of 𝜶𝜶 shows the attenuations for 
estimating the adjacent signals measured by Sensors 2, 3 and 4 using reference signal 
measured by Sensor 1 are 0.64, 0.44 and 0.29, respectively. Similarly, 𝛽𝛽𝑔𝑔𝑗𝑗  in 𝜷𝜷 is the 
ATD from the source sensor j to adjacent sensor i. For example the fourth column of 
𝜷𝜷 shows the ATD for estimating the adjacent signals measured by Sensors 1, 2 and 3 
using reference signal measured by Sensor 4 are 11, 7 and 2, respectively. 
Each pair of elements in the matrices 𝜶𝜶  and 𝜷𝜷  are substituted into Eq. (7.3) to 
estimate each of the adjacent AEE signal (𝐴𝐴�𝑥𝑥) using the reference signal (𝐴𝐴𝑦𝑦 ). The 
percentage of squared error is given by: 
𝜀𝜀 =  ∑(𝐴𝐴𝑥𝑥−𝐴𝐴�𝑥𝑥 )2
∑𝐴𝐴𝑥𝑥
2 × 100 (%) ,       (7.6) 
which then yields a 4 × 4 estimation error matrix, 
𝜺𝜺 = � 0 1.82 5.28 14.162.19 0 2.08 4.903.73 2.54 0 2.2311.14 7.64 4.01 0 �  
where each element, 𝜀𝜀𝑔𝑔𝑗𝑗 , in 𝜺𝜺 represents the estimation error from the source sensor j 
to adjacent sensor i.  
It is noted from the error matrix, 𝜺𝜺, that the estimation error increases monotonously 
as the adjacent sensor distance to the source sensor increases. For example the first 
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column in 𝜺𝜺, the estimation errors of adjacent signals at Sensors 2,3 and 4 using 
reference signal from Sensor 1 are 2.19%, 3.73% and 11.14%, respectively. It can be 
seen that the error increases proportional to the distance to source cylinder. This is 
due to the increasing interference from boundary wave reflection and refraction. The 
maximum estimation error shown in the error matrix is 14.16%.  
Fig. 7.6 compares the measured AEE signals from adjacent sensors and the estimated 
AEE signals using reference signal for the PLB test at Cylinder 1.  
 
 
 
Figure 7.6: The original and estimated AEE responses of the PLB test at 
Cylinder 1; (a) Sensor 2; (b) Sensor 3 and (c) Sensor 4 
Chapter 7. Determination of System Parameters and Acoustic Emission Source Separation 
121 
 
 
The peak amplitude decreases as the sensor location further away from the source. 
For the averaged PLB sources at Cylinder 1, the peak amplitudes measured by 
Sensors 2, 3 and 4 are 1 µbar, 0.6 µbar and 0.4 µbar, respectively. It can be seen that 
the estimated AEE responses match closely to the measured AEE responses of 
Sensors 2 and 3 not only at the rising part but also the falling part in Figs. 7.6(a) and 
(b), respectively. A larger error can be found between the estimated and the 
measured AEE responses of Sensor 4 as shown in Fig. 7.6(c). These observations 
reflect the values in the first column of the error matrix that as the sensor to source 
distances increases, the error increases monotonously.  
This section has shown that if one knows the reference AEE signal, the adjacent 
AEE signals can be estimated with small error. This inspires the proposed source 
separation technique by minimising the interferences from adjacent cylinders in the 
remaining chapter.  
 
7.3 Proposed Semi-BSS and Source Identification  
Chapter 3 has discussed that the ambition of recovering all the hidden AE sources in 
diesel engines is lessen in this work due to a number of difficulties. The proposed 
strategy is to monitor each cylinder separately by the corresponding sensor. 
Therefore, the number of required AE sensors equals to the number of cylinders. If 
the condition changes or fault occurs in any particular cylinder, it can be identified. 
The PLB test result has shown that significant interferences from the adjacent 
cylinders corrupt the measurement from the monitoring cylinder for a small size 
diesel engine. Thus, a practical semi-BSS algorithm for AEE signals is presented in 
this section to overcome this problem. This algorithm utilises the prior knowledge of 
AE wave propagating properties of the engine. 
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7.3.1 Methodology and proposed model 
Chapter 4 has shown that for the small diesel engine, only the combustion and valve 
closing activities generate noticeable AE signals to be detected. Fig. 7.7 shows the 
mechanical events with respect to crank angle (CA) position.  
 
Figure 7.7: Mechanical event plots with respect to crank angle position for the 
test engine 
 
It can be seen that the EVC events occur in the combustion regions and cause 
substantial interferences to COMB events. Therefore, the resultant AEE signals 
measured by the four sensors are mixture of the reference signal from the monitoring 
cylinder and the signal corruptions from neighbouring cylinders. If the interferences 
can be separated, the mechanical events in each cylinder can be monitored correctly 
by the source sensor which is mounted at the closest distance. Note that, all the 
possible AE sources that belong to a particular cylinder are grouped as a single 
source (e.g., COMB1, IVC1 and EVC1 are grouped as S1, Source 1).  
If the sources from multiple cylinders are present simultaneously, the separation 
process can be difficult without a prior knowledge of the mixing process and the 
statistics of the sources. Recall that, Torkkola [129] has published a BSS algorithm 
by assuming that the outputs are mixtures of convolved independent sources and no 
noise is present. In this work, the convolution process is simplified to a pure 
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attenuated and delayed process and no noise is present. The adaptive algorithm for 
updating the filter coefficients in [129] is also simplified by the pre-determined 
system parameters (i.e., attenuation constant and ATD) in the preceding section. 
Therefore, the proposed source separation technique is not totally ‘blind’, and called 
‘semi-blind’. 
The flow chart of the proposed semi-BSS is shown in Fig. 7.8. The algorithm was 
implemented in MATLAB, thus some of the terms shown in the Fig. 7.8 are 
expressed in the manner of MATLAB commands (e.g., zeros and find). Note that, 
‘zeros’ returns a zeros matrix having the same size as the input matrix and ‘find’ 
returns the corresponding row and column numbers of the input statement. 
 
 
Figure 7.8: Flow chart for the proposed semi-BSS algorithm 
 
(I) 
(II) 
(III) 
(IV) 
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The first step is pointed by (I) in Fig. 7.8. Four channels of the resultant or measured 
AEE signals matrix, 𝑬𝑬, are divided into numbers of short time intervals with a fix 
length, 𝛤𝛤. It is assumed that the maximum of two AE sources are present at each 
time interval, such as EVC and COMB in Fig. 7.7. It was found that if the length 
equals to 100 (equivalent to 20o CA), it is able to capture the entire signals of all 
valve closing events. As a result, the AEE signals matrix, 𝑼𝑼, made up from two AE 
sources at Cylinders 𝑥𝑥 and 𝑦𝑦 at each time interval are described in Eq. (7.7) and Eq. 
(7.8).  
𝑈𝑈𝑥𝑥(𝑚𝑚) = 𝛼𝛼𝑥𝑥𝑥𝑥 𝑆𝑆𝑥𝑥(𝑚𝑚− 𝛽𝛽𝑥𝑥𝑥𝑥 ) + 𝛼𝛼𝑥𝑥𝑦𝑦 𝑆𝑆𝑦𝑦�𝑚𝑚 − 𝛽𝛽𝑥𝑥𝑦𝑦 � ,       (7.7) (1 ≤ 𝑚𝑚 ≤ 𝛤𝛤, 1 ≤ 𝑥𝑥 ≤ 4, 1 ≤ 𝑦𝑦 ≤ 4, 𝑥𝑥 ≠ 𝑦𝑦) 
𝑈𝑈𝑦𝑦(𝑚𝑚) = 𝛼𝛼𝑦𝑦𝑥𝑥𝑆𝑆𝑥𝑥(𝑚𝑚− 𝛽𝛽𝑦𝑦𝑥𝑥 ) + 𝛼𝛼𝑦𝑦𝑦𝑦 𝑆𝑆𝑦𝑦(𝑚𝑚− 𝛽𝛽𝑦𝑦𝑦𝑦 )    (7.8) 
where 𝑼𝑼 is the resultant AEE signals matrix of size 4× 𝛤𝛤, 𝑨𝑨 is the reference AEE 
signals matrix of size 4× 𝛤𝛤, 𝑼𝑼𝑥𝑥  and 𝑼𝑼𝑦𝑦  are the resultant AEE signals from entire 
rows 𝑥𝑥 and 𝑦𝑦 in 𝑼𝑼 to represent the measurements of Sensors 𝑥𝑥 and 𝑦𝑦, respectively, 
𝑨𝑨𝑥𝑥  and 𝑨𝑨𝑦𝑦  are the reference AEE signals from entire rows 𝑥𝑥 and 𝑦𝑦 in 𝑨𝑨 to represent 
AE sources in Cylinders 𝑥𝑥 and 𝑦𝑦, respectively. The value 𝛼𝛼𝑥𝑥𝑦𝑦  is the element in 𝜶𝜶 
(refers to Eq. 7.5a) representing the attenuation from the source Sensor y to adjacent 
Sensor x, similar to 𝛼𝛼𝑥𝑥𝑥𝑥 , 𝛼𝛼𝑦𝑦𝑥𝑥  and 𝛼𝛼𝑦𝑦𝑦𝑦 , and 𝛽𝛽𝑥𝑥𝑦𝑦  is the element in 𝜷𝜷 (refers to Eq. 7.5b) 
representing the ATD from source Sensor y to adjacent Sensor x, similar to 𝛽𝛽𝑦𝑦𝑦𝑦 , 𝛽𝛽𝑦𝑦𝑥𝑥  
and 𝛽𝛽𝑥𝑥𝑥𝑥 . 
Chapter 3 has shown that the complex convolutive mixing process in time domain 
can be solved by converting it into instantaneous mixing process in frequency 
domain. The time signals in Eq. (7.7) and Eq. (7.8) are transformed into frequency 
domain by means of (fast Fourier Transform) FFT as: 
𝑈𝑈𝑥𝑥(𝑘𝑘) = 𝑤𝑤𝑥𝑥𝑥𝑥𝑆𝑆𝑥𝑥(𝑘𝑘) + 𝑤𝑤𝑥𝑥𝑦𝑦 𝑆𝑆𝑦𝑦(𝑘𝑘)      (7.9) 
𝑈𝑈𝑦𝑦(𝑘𝑘) = 𝑤𝑤𝑦𝑦𝑥𝑥 𝑆𝑆𝑥𝑥(𝑘𝑘) + 𝑤𝑤𝑦𝑦𝑦𝑦 𝑆𝑆𝑦𝑦(𝑘𝑘)      (7.10) 
where 𝑤𝑤𝑥𝑥𝑦𝑦 is the filter coefficient from source Sensor y to adjacent Sensor x in 
frequency domain and is a complex valve, similar to 𝑤𝑤𝑥𝑥𝑥𝑥 , 𝑤𝑤𝑦𝑦𝑥𝑥 , 𝑤𝑤𝑦𝑦𝑦𝑦 . 
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The instantaneous mixing process in frequency domain for two AE events originated 
at Cylinders x and y can be illustrated in Fig. 7.9. 
 
Figure 7.9: Instantaneous mixing process in frequency domain for two AE 
events 
 
The complex values of 𝑤𝑤𝑥𝑥𝑥𝑥 , 𝑤𝑤𝑦𝑦𝑦𝑦 , 𝑤𝑤𝑥𝑥𝑦𝑦 , and 𝑤𝑤𝑦𝑦𝑦𝑦  can be obtained if both 𝜶𝜶 and 𝜷𝜷 are 
given in the Eq. (7.7) and Eq. (7.7), and these two matrices have been determined by 
PLB test in Eq. (7.5a) and Eq. (7.5b). The solutions for reference signals are shown 
in Eq. (7.11) and Eq. (7.12).  
𝑆𝑆𝑥𝑥(𝑘𝑘) = (𝑤𝑤𝑥𝑥𝑥𝑥𝑈𝑈𝑥𝑥(𝑘𝑘) + 𝑤𝑤𝑥𝑥𝑦𝑦𝑈𝑈𝑦𝑦(𝑘𝑘))/𝐺𝐺(𝑘𝑘),      (7.11) (1 ≤ 𝑘𝑘 ≤ 𝛤𝛤, 1 ≤ 𝑥𝑥 ≤ 4, 1 ≤ 𝑦𝑦 ≤ 4, 𝑥𝑥 ≠ 𝑦𝑦), 
𝑆𝑆𝑦𝑦(𝑘𝑘) = (𝑤𝑤𝑦𝑦𝑥𝑥𝑈𝑈𝑥𝑥(𝑘𝑘) + 𝑤𝑤𝑦𝑦𝑦𝑦𝑈𝑈𝑦𝑦(𝑘𝑘))/𝐺𝐺(𝑘𝑘)     (7.12) 
where 𝐺𝐺(𝑘𝑘) = 1 − 𝛼𝛼𝑥𝑥𝑦𝑦𝛼𝛼𝑦𝑦𝑥𝑥 exp �−𝑗𝑗2𝜋𝜋𝑚𝑚𝑘𝑘 �𝛽𝛽𝑥𝑥𝑦𝑦 +𝛽𝛽𝑦𝑦𝑥𝑥 �𝛤𝛤 �−1, 𝑤𝑤𝑥𝑥𝑥𝑥 = 𝑤𝑤𝑦𝑦𝑦𝑦 = 1,  
𝑤𝑤𝑥𝑥𝑦𝑦 = −𝛼𝛼𝑥𝑥𝑦𝑦 exp �−𝑗𝑗2𝜋𝜋𝑚𝑚𝑘𝑘 𝛽𝛽𝑥𝑥𝑦𝑦𝛤𝛤 � , 𝑤𝑤𝑦𝑦𝑥𝑥 = −𝛼𝛼𝑦𝑦𝑥𝑥 exp �−𝑗𝑗2𝜋𝜋𝑚𝑚𝑘𝑘 𝛽𝛽𝑦𝑦𝑥𝑥𝛤𝛤 �, and 𝛤𝛤 is the length of 
each time interval. 
Finally, the reference signals in time domain are revealed by converting 𝑆𝑆𝑥𝑥(𝑘𝑘) and 
𝑆𝑆𝑦𝑦(𝑘𝑘) using inverse FFT (IFFT). After separating the interferences from adjacent 
cylinders, each cylinder is monitored individually by the corresponding sensor which 
is shown in Fig. 7.10.  
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Figure 7.10: Illustration of each cylinder is isolated after separating the 
interferences 
 
Fig. 7.10 shows that the proposed separation algorithm ideally separates the engine 
into four areas, and each sensor measures only the AE signals generated from the 
corresponding cylinder.  
In ‘blind’ sense, the algorithm has no information about the intrinsic AE sources at 
each time interval. Therefore, the separation for the proposed algorithm is based on 
trial and error strategy. At each time interval, the AE sources could be originated 
from one or two cylinders. There are ten possible ways that the resultant AEE signals 
are generated from: 
1. Cylinder 1 
2. Cylinder 2 
3. Cylinder 3 
4. Cylinder 4 
5. Cylinder 1&2 equivalents to Cylinder 2&1 
6. Cylinder 1&3 equivalents to Cylinder 3&1 
7. Cylinder 1&4 equivalents to Cylinder 4&1 
8. Cylinder 2&3 equivalents to Cylinder 3&2 
9. Cylinder 2&4 equivalents to Cylinder 4&2 
10. Cylinder 3&4 equivalents to Cylinder 4&3 
At each interval, the algorithm evaluates all ten possible combinations. It solves for 
the reference AEE signal(s) and estimates four channels of new AEE signals, 𝑼𝑼� , 
based on the following two assumptions, which is pointed by (II) in Fig. 7.8: 
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(1) If the source is assumed to be originated from one of the cylinders, it takes 
the AEE signal from the corresponding source sensor and estimates other three 
adjacent AEE signals given by the attenuation and ATD parameters to constitute four 
channels of AEE signals, 𝑼𝑼� .  
(2) If the sources are assumed to be originated from two cylinders, it takes the 
resultant AEE signals from the two corresponding source sensors and substitutes 
them into Eq. (7.7) and Eq. (7.8) to solve for the reference AEE signals using Eq. 
(7.11) and Eq. (7.12) in frequency domain. Each reference signal is used to estimate 
four channels of new AEE signals. The final reconstituted four channels of AEE 
signals, 𝑼𝑼� , are the sum of these two estimated signals.  
Both of the assumptions will return a new reconstituted four channels of AEE signals, 
𝑼𝑼� . It is compared to original AEE signal, 𝑼𝑼, and the squared error is calculated from 
Eq. (7.13) at each time interval. This step is pointed by (III) in Fig. 7.8.  
ε′ =  ∑ ∑ �𝑈𝑈𝑥𝑥(𝑚𝑚) − 𝑈𝑈�𝑥𝑥(𝑚𝑚)�2Γm=14𝑥𝑥=1 , 1 ≤ 𝑥𝑥 ≤ 4     (7.13) 
After ten trials, a symmetric matrix 𝛆𝛆′  of size 4×4 is constructed. Each element, 𝜀𝜀′𝑔𝑔𝑗𝑗 , 
in 𝜺𝜺′ represents the estimating error by assuming the sources from Cylinders i and j. 
The off-diagonal entries are equal in pairs, such that 𝜀𝜀′𝑔𝑔𝑗𝑗=𝜀𝜀′𝑗𝑗𝑔𝑔 . This is due to the fact 
that assumption of sources from Cylinders i and j leads to the same result as 
Cylinders j and i. 
Finally, the algorithm chooses one out of the ten combinations of sources that leads 
to minimum reconstituted error which is pointed by (IV) in Fig. 7.8. A repeat process 
of solving for the reference AEE signal(s) of the corresponding cylinder(s) is 
performed after knowing the correct combination. The AEE signals of the other 
adjacent cylinders are zero. The separation algorithm will stop and return a separated 
AEE signal matrix, 𝑼𝑼𝒏𝒏𝒏𝒏𝒏𝒏, when all the time intervals are separated.  
 
7.3.2 Result of different exhaust valve lash settings for Cylinder 1  
A complete cycle of four channels of averaged AEE signals measured at healthy and 
unload condition, and the enlarged combustion regions have been shown in Fig. 7.1 
Chapter 7. Determination of System Parameters and Acoustic Emission Source Separation 
128 
 
and Fig. 7.2, respectively. The four channels of the AEE signals were passed to the 
semi-BSS algorithm and the separated result is shown in Fig. 7.11.  
  
  
Figure 7.11: Comparison of the normalised AEE signals from the diesel engine 
at normal and unload condition and the enlarged views for each of the 
combustion regions 
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It clearly shows that the semi-BSS algorithm separates the AEE signals reasonably 
well, since all the adjacent AEE signals are eliminated and only the reference AEE 
signal(s) corresponding to the mechanical event(s) are kept. For example, Fig. 7.11(a) 
clearly shows that reference AEE signal for EVC1 at 10o CA of Sensor 1, COMB4 
starts from 0o to 40o CA of Sensor 4. More importantly, the sources originated to 
Cylinders 2 and 3 are effectively separated by the semi-BSS algorithm, such as IVC2 
at about 40o CA of Sensor 2, IVC3 starts at 400o CA of Sensor 3. Section 7.1 showed 
that these sources did not have clear energy attenuation trends, and could not be 
identified by the observation of the energy comparison. The separated result also 
clearly indicates that the maximum surface pressure generated from different 
mechanical events, such as EVC1 is 80 µbar, COMB4 is 45 µbar and IVC2 is 70 
µbar. 
However, the proposed semi-BSS algorithm did not perform well at the time 
intervals where EVC3 and COMB2 are present at the same time in Fig. 7.11(b), and 
the time intervals where EVC2 and COMB3 are present at the same time in Fig. 
7.11(d). The ideal separated AEE signals should be similar to the Figs. 7.11(a) and (c) 
that combustion and EVC events are separated to their corresponding cylinders. It is 
believed that due to spatial distance between Cylinders 2 and 3 are too small for the 
test engine (refers to Fig. 7.10), causing the AEE signals generated from these two 
cylinders are seriously corrupted. The energies of EVC3 and EVC2 are also larger 
than COMB2 and COMB3 at the first 20o CA (180o – 200o and 540o – 560o) in the 
combustion regions, respectively. Therefore, the algorithm did not make the correct 
separations, and decided the AEE signals were generated from EVC events only. 
After the EVC events, the algorithm can identify the combustion at Cylinders 2 and 
3. Thus, the combustion information of the first 20o CA at Cylinders 2 and 3 is not 
clear.  
By combining the proposed semi-BSS separation algorithm presented in this chapter 
and the AE signal normalisation technique developed in Chapter 6, the condition of 
the components in each cylinder of the engine can be quantitatively monitored. This 
will be examined by the separated AEE signals measured from the simulated fault 
experiment. The experiment consists of two abnormal exhaust valve lash clearance 
settings of minimum (10 mm) and maximum (30 mm) comparing to normal setting 
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of 20 mm in Cylinder 1. The detail description of the experiment can be found in 
Subsection 4.2.3 in Chapter 4.  
A modified diagram from the work of Li et al. [135] is shown in Fig. 7.12 to 
illustrate how the valve lash clearance affects the mechanism of valve lift and the 
energy of generating AE signals.  
 
Figure 7.12: Schematic diagram of valve lift profiles and AE signals 
 
By decreasing the lash clearance, the valve opens and closes earlier; whereas 
increasing the lash clearance the valve opens and closes later. Depending on the 
slope of valve opening and closing displacement, the impact force between the valve 
and the valve seat is different. It can also be seen from Fig. 7.12, as the lash 
clearance increases the amplitude of AE signal also increases, same as the amplitude 
of vibration in [135]. Again, it has shown that the valve opening events for the test 
engine did not generate noticeable AE signals from the basic analysis in Chapter 5. 
Therefore, only the valve closing events are considered in this subsection. 
To see the change of the valve impact force clearly, a cycle of averaged AEE signals 
for maximum and minimum exhaust valve lash settings at unload condition were 
passed to the semi-BSS algorithm to minimise the adjacent interferences. The results 
are shown in Fig. 7.13 and Fig. 7.14, respectively.  
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Figure 7.13: Comparison of the normalised AEE signals from the diesel engine 
at maximum exhaust valve lash setting for Cylinder 1 with unload condition 
and the enlarged view for each of the combustion regions 
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Figure 7.14: Comparison of the normalised AEE signals from the test engine at 
minimum exhaust valve lash setting for Cylinder 1 with unload condition and 
the enlarged view for each of the combustion regions 
 
It can be immediately seen that the EVC1 events in Fig. 7.1(a), Fig. 7.13(a) and Fig. 
7.14(a) show a clear indication of delay. On the contrary, the other mechanical 
events do not show noticeable difference, such as the peaks of the following IVC2 
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occurs at 44o CA, IVC1 occurs at 224o CA, IVC3 occurs at 404o CA, IVC4 occurs at 
584o CA, EVC4 occurs at 374o CA, COMB4 occurs at 20o CA and COMB1 occurs 
at 378o CA. For better observation of the change in EVC1 at different lash settings, 
Fig. 7.15 shows the locations and peak values for comparison.  
 
 
Figure 7.15: Comparison of the AEE signals of EVC1 for three lash settings 
with unload condition (a) maximum (30 mm), (b) normal (20 mm) and (c) 
minimum (10 mm) 
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Fig. 7.15 shows that the peak values of EVC1 for maximum, normal and minimum 
lash settings occur at 8.4o, 10.3o and 13.8o CA, respectively. This confirms that the 
delay trend of valve closing indicated in Fig. 7.12. It also shows that EVC1 at 
maximum lash setting has the largest amplitude amongst the three settings, and 
follows by normal and minimum lash settings. This also confirms that the impact 
energy decreases as the lash clearance is smaller. On the contrary, the AEE signals of 
COMB4 and IVC2 events remain almost the same at different lash settings. This 
indicates the change of the exhaust valve lash setting in Cylinder 1 does not affect 
the operations of the adjacent cylinders. Table 7.1 shows the total areas under the 
AEE signals of EVC1 at different lash settings. The unit of the total area is μbar•deg, 
which represents multiplying the surface pressure by the degrees of CA. The value is 
directly correlated to the total AE energy. 
 
Table 7.1: Total AE energy (μbar•deg) of EVC1 event at different lash settings 
with unload condition 
 EVC1 
Maximum (30 mm) 570 
Normal (20 mm) 523.6 
Minimum (10 mm) 195.5 
 
The results clearly indicate the energy decay from maximum towards minimum lash 
setting. Fig. 7.16 shows the relationship between the total areas and three lash 
clearance settings for exhaust valve in Cylinder 1. 
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Figure 7.16: Total AE energy of EVC1 event versus lash setting 
 
It can be seen that the energy does not have a linear relationship with the lash 
clearance. In order to establish a more comprehensive model, more lash setting 
experiments are required in the future. 
 
7.3.3 Result of different loads at normal engine condition 
In the previous subsection, it has shown that the normalised and separated AEE 
signals can be used to monitor the change of valve activities, such as location of 
occurrence and the impact energy. This subsection shows that the separated AEE 
signals after normalisation can also be used to correctly reveal the condition of 
internal combustion in each cylinder. Fig. 7.17 shows four channels of separated 
AEE signals of four different loads at normal condition.  
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Figure 7.17: Comparison for the separated results for normal condition but 
different load settings; (a) unload; (b) 5kW; (c) 10kW and (d) 15kW 
 
It shows that the majority of the peaks align very well at different load conditions, 
although the amplitudes of the peaks vary due to the randomness of the engine 
operation. In the last subsection, it discussed that the signals from Cylinders 2 and 3 
are seriously corrupted with each other due to their close geometry distance and the 
engine design such that EVC2 and EVC3 occurs in COMB3 and COMB2 regions, 
respectively. Therefore, only the separated AEE signals of COMB4 and COMB1 at 
four load settings are shown in Fig. 7.18 and Fig. 7.19, respectively. 
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Figure 7.18: Comparison of AEE signals of Sensor 4 for COMB4 event at four 
engine loads 
 
 
Figure 7.19: Comparison of AEE signals of Sensor 1 for COMB1 event at four 
engine loads 
 
The combustion process starts from the combustion TDC and lasts about 40o CA for 
both COMB4 and COMB1. It can be seen that the combustion signals of these two 
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combustion events are different at the same load. However, both figures show that 
the largest combustion peaks for unload condition occur at about 19o CA after 
combustion TDC. Table 7.2 compares the total areas (AE energies) under the first 
40o CA of the AEE signals for COMB4 and COMB1 at four different loads.  
 
Table 7.2: Total AE energies (μbar•deg) of COMB4 and COMB1 events at four 
engine loads 
 COMB4 COMB1 
unload 507.6 717.4 
5 kW 537.3 610.8 
10 kW 597.7 743.1 
15 kW 548.2 730.6 
 
Table 7.2 shows that the AE energies are very consistent for both COMB4 and 
COMB1 at different loads. There is no clear observation that the energy depends on 
the engine load. Nevertheless, the energy of COMB1 is greater than COMB4 at each 
engine load condition. This is believed as the surface pressure might reveal not only 
the dynamics of internal combustion but also the movement of the piston, such as the 
piston knock motion and sliding force. Therefore, further investigation is required to 
interpret these values due to a number of factors.  
Furthermore, the engine rotates at about 1556 RPM, 1532 RPM, 1523 RPM and 
1496 RPM at unload, 5 kW, 10 kW and 15 kW load conditions, respectively. It 
means that the rotational speed of the cam changes at different loads, which might 
affect the valve closing velocity. Therefore, the impact related AEE signal can 
possibly contain some information about the changes. Table 7.3 and Table 7.4 
compare the total AE energies of EVC and IVC events at each cylinder at different 
loads, respectively. It has been discussed that the AEE signals of EVC2 and EVC3 
events have serious corruptions from the COMB3 and COMB2 in the last 
subsection, therefore the AE energies of these two events will not give meaningful 
measurements and are not shown in the Tables 7.3.  
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Table 7.3: Total AE energies (μbar•deg) of EVC1 and EVC4 events at four 
engine loads 
 EVC1 EVC4 
unload 523.6 175.8 
5 kW 558.2 145.4 
10 kW 490.6 76.4 
15 kW 220.6 0 
 
Table 7.3 shows EVC1 has higher AE energy than EVC4 at the four load conditions. 
This can be caused by the lash setting of exhaust valve at Cylinder 4. The 
observations in Fig. 6.11(c) and Fig. 6.12(c) indicate that the peaks of the EVC4 
occur at 374o CA. This is later than the static measurement of 370o CA for EVC4 
shown in Table 5.1. The delay can be referred to the tight clearance in Fig. 7.12. 
Nevertheless, the value of EVC4 at unload condition is 175.8. It is close to the value 
of 195.5 for EVC1 at unload and minimum exhaust valve setting condition shown in 
Table 7.1. It is believed that the lash clearance for exhaust valve in Cylinder 4 is 
close to the minimum lash condition. However, this required precise measurement to 
give solid conclusion. A general decaying trend can be also been from unload 
towards to the 15 kW engine load for both EVC1 and EVC4.  
 
Table 7.4: Total AE energies (μbar•deg) of IVC events at four engine loads 
 IVC1 IVC2 IVC3 IVC4 
unload 581.3 594.3 538.2 656.3 
5 kW 448.7 517.4 505.9 572 
10 kW 457.3 470 533.9 492.2 
15 kW 353.8 314.9 427.7 329.9 
 
Table 7.4 shows that the energy values are very similar at the same load for all IVC 
events and have a general decaying trend from unload towards to the 15 kW engine 
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load. This observation indicates that the lash settings for the inlet value at different 
cylinder are similar, and the valve closing AE energy decreases as the load increases.  
Fig. 7.20 summaries those values in Tables 7.3 and Table 7.4 at the four engine 
loads.  
 
Figure 7.20: Total AE energies of valve closing events at different loads. (Note, 
EVC4 at 15 kW has zero reading) 
 
The general AE energy decaying trend can be seen from blue bar to purple bar in 
Fig. 7.20. The reduction of the AE energy can be due to the deceasing valve impact 
velocity and force. Some fluctuations in EVC1, IVC1, IVC3 at 5 kW and 10 kW 
loads do not follow the decaying trend. The energy of EVC1 is larger than EVC4 at 
each load. It is believed this is caused by the lash setting and a number of possible 
factors, such as the differences in valve condition, spring and pushrod.  
So far, the AE energy is a reasonable good parameter for condition monitoring the 
engine mechanical events. The AE energy changes corresponding to the dynamics 
changes in the valve and the engine load condition. Again, this requires more 
experimental work to give a comprehensive conclusion. 
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7.3.4 Results of different error tolerances to system parameters 
It has shown that the proposed semi-BSS algorithm works well for separating the 
baseline and the simulated fault data to improve the source identification in the last 
two subsections. However, the algorithm is based on prior knowledge of the system 
parameters. Incorrect estimation of the engine system parameters will lead to poor 
separation results. A sufficient number of PLB test should be done at all possible 
locations where the AE signals could be generated from in order to obtain the best 
system parameters. In the following, a 10% error and 1 step delay error were 
simulated to the attenuation (𝛂𝛂), and ATD (𝜷𝜷) given in Eq. (7.5a) and Eq. (7.5b), 
respectively. The new system parameters attenuation (𝛂𝛂𝛂𝛂) and ATD (𝛃𝛃𝛂𝛂) are shown 
in Eq. (7.14a) and Eq. (7.14b), respectively. The separation results of unload and 5 
kW engine loads are shown in Fig. 7.21 and Fig. 7.22, respectively. 
𝛂𝛂𝛂𝛂 = � 1 0.9 0.69 0.310.58 1 0.73 0.410.48 0.86 1 0.730.32 0.56 0.85 1 �       (7.14a) 
and 
𝛃𝛃𝛂𝛂 = � 0 2 4 101 0 0 94 1 0 312 4 1 0 �       (7.14b) 
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Figure 7.21: The separated AEE signals of unload with 10% error and 1 step 
delay error in attenuation constant and ATD, respectively, and the enlarged 
view for combustion regions: (a) 0o – 90o and (b) 180o – 270o CA 
 
It is obvious that Fig. 7.21 and Fig. 7.11 are identical. The mechanical events are 
separated to their corresponding sensor locations, such as the IVC2 in red dash line 
at 40o CA and IVC1 in blue solid line at 220o CA are identical to Figs. 7.11(a) and 
(b). The other mechanical events are separated in the same manner, which means a 
small amount of error in the system parameters is acceptable.  
The same as Fig. 7.21, Fig. 7.22 shows the identical separated result as Fig. 7.17(b) 
for the 5 kW engine load condition.  
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Figure 7.22: The separated AEE signals of 5 kW with 10% error and 1 step 
delay error in attenuation constant and ATD, respectively 
 
However, Fig. 7.23 shows the separated result of 20% error in attenuation and 1 step 
delay error in ATD (𝛃𝛃𝛂𝛂, refers to Eq. (7.14b)). The new attenuation constant (𝛂𝛂𝛂𝛂) is 
shown in Eq. (7.15). 
𝛂𝛂𝛂𝛂 = � 1 0.8 0.5 0.220.77 1 0.65 0.360.53 0.76 1 0.790.23 0.5 0.75 1 �      (7.15) 
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Figure 7.23: The separated AEE signals with 20% error and 1 step delay error 
in attenuation constant and ATD, respectively, and the enlarged view for 
combustion regions: (a) 0o – 90o and (b) 360o – 450o CA 
 
Fig. 7.23 clearly shows that 20% error in the attenuation constant leads to the 
unacceptable result. For instant the IVC2 event (40o – 50o CA) is separated as the 
combination of mechanical events in Cylinders 1 and 4 in Fig. 7.23(a), and IVC3 
(400o – 410o CA) is also separated as the combination of Cylinders 1 and 4 in Fig. 
7.23(b). The overall separated results indicate that only Cylinders 1 and 4 are in 
operation, because there is no mechanical related AEE signals in Cylinders 2 and 3. 
This produces incorrect results.  
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7.4 Conclusion 
This chapter has shown that the source identification using energy comparison 
method is not suitable for small size diesel engine and introduced the determination 
of system parameters (i.e., attenuation and ATD) using PLB test on the engine head 
at the beginning. The PLB test should be done at all possible places that could 
generate AE signals to obtain the best parameters. The error tolerance test showed 
that 20% error in the attenuation constant and 1 delay error in ATD could lead to an 
unacceptable result.  
The proposed algorithm was applied to separate the AEE signals of abnormal 
exhaust valve lash settings and showed significant improvement of the ability of 
identifying the sources. The total areas (AE energies) under the separated AEE 
signals of EVC events showed a good correlation with the valve impact velocity and 
force at different lash settings. A new unit (μbar•deg) for the AE energy is defined in 
Subsection 7.3.2. It also shows that the locations of the valve closing events related 
AE peaks indicate the clearance settings.  
In addition, the proposed algorithm also worked well for separating the baseline data 
at different engine loads. The results showed that although the fuel combustion 
related AE signals were different in each cylinder, the AE energies in the combustion 
region were similar. The AE energies for the valve closing events from baseline 
experiment were also compared at different loads. The results showed a general 
trend that as the load increases the AE energy would decrease. This is believed as the 
result of reduction of the valve impact velocity and force due to the increasing load 
and decreasing rotational speed. Overall, the AE energy is a reasonable good 
parameter for monitoring the engine mechanical events. 
In conclusion, the proposed semi-BSS improves the source identification by 
separating the interference signals from adjacent cylinders. Therefore, each cylinder 
of a small size diesel engine can be monitored separately. By comparing to the 
baseline data, condition changes and developing faults can be detected and located. 
Nevertheless, by combining with frequency normalisation process described in 
Chapter 6, one can correctly and quantitatively monitor the condition of the valve 
activities and combustion process and diagnose the faults in each cylinder of the 
engines.  
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CHAPTER 8.  
 
CONCLUSIONS AND FUTURE WORK 
 
 
 
 
 
 
Acoustic emission (AE) techniques have been employed in many engineering 
applications, particularly in non-destructive testing (NDT) applications such as 
monitoring the integrity of structures and locating the internal cracks. Recently, AE 
techniques have been found to be effective in condition monitoring (CM) and fault 
diagnosis (FD) of reciprocating engines. The benefits of AE measurements are their 
high signal-to-noise ratio (SNR) by limiting the low frequency background noise in 
comparison to conventional vibration and air-borne acoustic measurements. AE 
measurements also offer the ability of monitoring the mechanical events within the 
diesel engine as well as the internal combustion behaviours. 
The work presented in this thesis addressed the challenges of analysing and 
interpreting the AE signals generated from small size diesel engines. This work also 
enables a wider use of diesel engine CM applications using AE techniques. In this 
thesis, a number of experiments were conducted on a small four-stroke four-cylinder 
diesel engine to study the AE signals generated by the engine mechanisms, such as 
baseline test, pencil break lead (PLB) test and abnormal exhaust valve lash setting 
test. Due to the fact that high sampling frequency is required to record the raw AE 
signals, the requirement of data storage is a huge challenge. Thus, it is proposed that 
AE RMS energy (AEE) signals are used in the analysis. The work has shown that the 
AEE signals not only offer CM of diesel engines, but also have fewer requirements 
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for data storage and faster processing time. Furthermore, the AEE signals are less 
affected by the complexity of engine structure when comparing to the raw AE 
signals.  
 
8.1 Conclusions 
This section concludes the three main findings and contributions in this thesis. Each 
of them is described in the following subsections. The conclusion of each 
contribution has been presented in each individual chapter. These conclusions are 
brought together in this section to reinforce the contribution of this research to the 
body of knowledge.  
 
8.1.1 Signal averaging, mechanical event alignment and preliminary data 
analysis for AE signals (Chapter 5) 
Main findings and conclusions from the preliminary signal processing techniques 
and data analysis are as follows: 
• The modified signal averaging processes for vibration, pressure and AEE 
signals are found to be effective in removing the background noise and the 
signal fluctuations caused by the random property of engine operation, such as 
speed fluctuation and behaviours of engine moving components. The result 
from comparing the averaged vibration, pressure and AEE signals showed that 
the AEE signals contain the most useful information about the engine conditions 
and have the highest SNR.  
• The mechanical event alignment process includes the conversion from time 
domain to engine angular domain. It requires accurate measurements of the 
crankshaft angular position which can be acquired using a top dead centre 
(TDC) encoder. This process is found to be very useful for source identification, 
because the mechanical events have distinctive CA positions based on the 
engine design. The pulses of the averaged AEE signals showed good alignment 
with the mechanical events plot.  
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• Short time Fourier transform (STFT) analysis for the raw AE signals recorded 
from the small size diesel engine showed that two sequential events were 
temporally and spectrally overlapped due to short interval between their 
occurrences. Therefore, the AE signals cannot be directly correlated to the 
engine mechanical events unless the interference component is removed. 
 
8.1.2 Frequency normalisation technique (Chapter 6) 
The frequency normalisation technique overcomes the nonlinearity frequency 
response problem for AE sensors. Significantly, this technique allows direct 
comparison of the signals recorded from different AE sensors. 
This technique is easy to implement for practical AE signal analysis, but it requires 
the prior knowledge of the calibration chart of each AE sensor. The technique has 
been employed to normalise the signals recorded by four different AE sensors on the 
test engine under operation and PLB test.  
After the normalisation process, the amplitude of the AE signal is converted to a 
physical quantity (μbar). The mechanical activities can then be analysed 
quantitatively. For example in Fig. 7.15, the surface pressures of 76μbar, 82μbar and 
61μbar are caused by EVC1 events at maximum, normal and minimum exhaust 
valve lash settings, respectively. It also demonstrated that the total AE energies of 
combustion and valve closing events described in Subsections 7.3.2 and 7.3.3 can be 
compared quantitatively.  
Moreover, statistical analysis using the normalised PLB test data showed that the 
AEE signal is less affected by the complexity of engine structures than the raw AE 
signal. The analysis also showed that a small change in source location can lead to a 
totally different raw AE signal. Therefore, it is concluded that for CM of diesel 
engines should be based on the AEE signals. 
As a final note, the key contribution of this frequency normalisation process is that it 
enables direct comparison of different AE sensors for quantitative analysis, which is 
a fundamental step in successful CM applications using AE sensor arrays. 
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8.1.3 Semi-BSS algorithm (Chapter 7) 
The final contribution of this thesis is in proposing a practical semi-BSS algorithm 
for calibrated AEE signals. The proposed separation algorithm is based on the pre-
determined system parameters and the source separation is achieved by minimising 
the reconstituted error. The proposing model for this algorithm is using as many AE 
sensors as the numbers of the cylinders. Each cylinder can be monitored individually 
after separating the interferences from adjacent cylinders. The proposed algorithm 
has the following constraints: 
1. The properties of the AE wave propagation produced by the engine 
mechanical events follows the system parameters (i.e., attenuation and ATD) as pre-
determined experimentally by the PLB test on the engine head. 
2. The AEE signals are divided into a number of small time intervals. At each 
time interval, the maximum of two AE events are present. 
The majority of AE sources are due to the engine mechanisms (e.g., combustion and 
valve closing). Occurrences of these mechanisms are based on the engine design. 
According to the above constraints and the knowledge of the engine design, the AE 
sources are predictable. Thus, the proposed algorithm is suitable to solve the source 
separation problems for diesel engines and leads to an easier solution than the 
existing techniques.  
This research showed that the proposed algorithm has significantly eliminated the 
interferences from adjacent cylinders for a small size diesel engine, and enabled each 
cylinder’s activities to be monitored accurately. The semi-BSS technique was also 
evaluated on abnormal exhaust valve lash settings data. The results showed a 
significant improvement on the signal clarity for identifying the sources. The results 
also showed obvious changes in valve closing time. The AE energies of exhaust 
valve closing events showed a good correlation to the valve impact forces according 
to the lash clearance settings.  
This technique was also applied to the baseline test at different loads. The results 
showed a general decaying trend of the energies under the separated AEE signals of 
valve closing events as the load increases. This is due to the reduction of valve 
impact force when the engine speed is decreased. The combustion related AEE 
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signals revealed the internal combustion dynamics, for example the increasing 
amount of injected fuel in the cylinder tends to have a number of small combustions 
before the main one.  
Furthermore, by analysing the separated AEE signals using empirical engine related 
knowledge, the condition of the diesel engines can be monitored and the faults can 
be detected.  
 
8.2 Future Work 
The work presented in this thesis is the first stepping stone for development of 
practical approaches for condition monitoring system (CMS) for small size diesel 
engines. This work allows quantitative analysis and correct monitoring of the engine 
components using AE techniques. The following outlines the recommendations and 
suggestions for future research: 
• Fig. 7.15 has shown a clear correlation between the location of valve closing 
peak and lash setting which has been illustrated in Fig. 7.12. In Fig. 7.16, there 
appears to be a logarithmic relationship between the energies under the 
separated AEE signals of exhaust valve closing events and valve lash 
clearances. The energy is also affected by the engine rotational speed; therefore 
the energy is a function of lash setting and rotational speed. It is found that the 
inlet valve closing event occurs at the end of combustion region for the test 
engine, which has less corruption by the combustion events compares to exhaust 
valve closing. All the inlet valve closing events have been successfully 
separated by the proposed semi-BSS algorithm. Therefore, it is worth taking 
experiment at various inlet valve lash settings to establish a model for AE peak 
location and energy in terms of the lash setting and engine rotational speed. This 
model can be used to estimate the severity of the defects.  
• The next goal of the CMS is to provide automatic fault diagnosis, which means 
that it can identify and locate the faults in an unsupervised manner. Some 
machine learning (ML) techniques such as artificial neural network (ANN) and 
support vector machine (SVM) can diagnose the engine using the separated 
Chapter 8. Conclusions and Future Work 
152 
 
AEE signals. The training algorithms are able to search the pattern of the 
features and automatically classify the faults given a number of training data set; 
these faults include worn valve seat, valve leakage, misfire and diesel knock. 
Classifying the separated AEE signals enables the fault to be related to the 
corresponding cylinder immediately. If the simulated fault tests are conducted in 
a fault development manner close to the actual situations, successfully 
classifying the fault in each level will enable a fault prognosis application to be 
developed.  
• Because most engine owners will not allow the engine head to be removed to 
determine the parameters for the Semi-BSS technique, it is suggested that the 
engine manufactures determine the parameters before assembling. The method 
of initiating the sources on the surface of the engine needs to be further 
investigated to give a comprehensive conclusion. 
• Diesel engines are very complex systems and comprise a lot of subsystems. 
Each subsystem is interconnected by mechanical components and further 
affected by the operating conditions. The signals acquired by the AE sensor 
arrays are the results of these combinations. By analysing the AE signals using 
engine related expert knowledge, the abnormal events can be recognised. 
However, difficulty arises in identifying which particular component is 
responsible for creating the detected fault and this problem needs to be further 
investigated.  
• The investigation of the findings in this work can be applied to a wide range of 
small size diesel engines with similar configuration. This will likely involve the 
modification of the proposed signal processing techniques due the different 
numbers of cylinders and operation speeds. 
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