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In 1985, Razborov discovered a proof that the monotone circuit complexity of the clique problem is super-
polynomial. Alon and Boppana improved the result into exponential lower bound exp
(
Ω
(
(n/ logn)1/3
))
of
a monotone circuit C to compute cliques of size 1
4
(n/ logn)2/3, where n is the number of vertices in a graph.
Both proofs are based on the method of approximations and Erdo¨s and Rado’s sunflower lemma. There has
been an interest in further generalization of the proof scheme.
In this paper, we present a new approach to show the exponential monotone complexity. Unlike the
standard method, it dynamically constructs a counter example: Assuming a monotone circuit C of sub-
exponential size to compute k-cliques c, an algorithm finds an edge set t containing no c in the disjunctive
normal form constructed at the root of C. We call such t a shift. The proof shows that t is disjoint from an
edge set z whose removal leaves no k-cliques.
We explore the set theoretical nature of computation by Boolean circuits. We develop a theory by finding
topological properties of the Hamming space 2[n] where [n] = {1, 2, . . . , n}. A structural theorem is pre-
sented, which is closely related to the sunflower lemma and claims a stronger statement in most cases. The
theory lays the foundation of the above shift method. It also shows the existence of a sunflower with small
core in a family of sets, which is not an obvious consequence of the sunflower lemma.
Lastly, we point out that the new methodology has potential to apply to a general circuit computing cliques
due to the dynamic selection of t and z, and to improve the Alon-Boppana bound exp
(
Ω
(
(n/ logn)1/3
))
.
Categories and Subject Descriptors: F.1.1 [Models of Computation]
General Terms: Theory
Additional Key Words and Phrases: circuit complexity, monotone complexity, clique function, clique problem,
sunflower lemma, extremal set theory
1. INTRODUCTION
The monotone circuit complexity of the k-clique problem, or monotone complexity of
the clique function CLIQUEn,k, is the minimum size of a Boolean circuit with no logical
negation to compute the k-clique problem over n vertices. It was first proven super-
polynomial by Razbrov [1985a], and later improved by Alon and Boppana [1987] into
an exponential lower bound. The importance of the monotone complexity is that it
implies P 6= NP if we can generalize the claim for an arbitrary circuit.
The proof is based on the method of approximations developed by Razborov, and
Erdo¨s and Rado’s sunflower lemma [Razborov 1989] [Papadimitriou 1994]. It has been
the standard proof technique for intractability of the clique problem in the monotone
case. Razborov also proved with a similar scheme [1985b] that the bipartite perfect
matching problem has monotone complexity exp
(
Ω
(
log2 n
))
. Tardos noted in [1987]
that there exists a problem in P whose monotone circuit complexity is exponential,
i.e., the gap between the monotone and general complexity can be very large for some
problems. Alon and Boppana improved Razborov’s proof to show the monotone bound
exp
(
Ω
(
(n/ log n)
1/3
))
for k-cliques where k = 14 (n/ log n)
2/3, demonstrating that the
monotone complexity is actually exponential in n. Raz and Wigderson showed depth
Ω (n) of a monotone circuit computing perfect matching or cliques [1987]. In [Rossman
2008], it is shown that a possibly non-monotone circuit for k-cliques with constant
depth has size Ω
(
nk/4
)
.
The method of approximations considers some particular truth assignments to a
given circuit C to argue that after some modification, C correctly returns true/false
with high probability. The proof technique is generalized into a broader framework
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called natural proofs. A natural proof is characterized by its i) constructiveness: induc-
tive confirmation of a logical property P along the node structure of C, and ii) large-
ness: statistical significance P possesses to distinguish C ’s computational ability from
the pseudo-random case. In [Razborov 1989], strong evidence is posed that a natural
proof cannot prove a super-polynomial size lower bound of C. It means that if we de-
vise a proof of computational hardness for a general circuit C, it most probably does
not rely on both the constructiveness and largeness.
In this paper, we present a new methodology to show the exponential monotone cir-
cuit complexity of computing cliques. We explore the set theoretical nature of computa-
tion by Boolean circuits. This could add a new viewpoint to the above investigations on
the k-clique problem carried out so far. We develop a theory on topological properties
of the Hamming space 2[n] where [n] = {1, 2, . . . , n}. Our investigation creates general
tools on the l-extension of a family of m-sets as in [Fukuyama 2005], and its generator.
We will prove the existence of a small generator that produces a vast majority of l-sets
in a subspace of the Hamming space. It is a structural theorem closely related to the
sunflower lemma, which claims a stronger statement in most cases.
Based on the developed theory, we show:
(a) the exponential monotone complexity of CLIQUEn, 4√n with the structural theorem,
and
(b) the existence of a sunflower with small core in certain families of sets, which is not
an obvious consequence of the sunflower lemma.
Unlike the standard method for (a), the proof dynamically constructs a counter ex-
ample: Assuming a monotone circuit C of sub-exponential size to compute k-cliques c,
an algorithm finds an edge set t containing no c in the disjunctive normal form con-
structed at the root of C. We call such t a shift. It will be shown that t is disjoint from
an edge set z whose removal leaves no cliques of size k.
Lastly, we point out that the new methodology has potential to apply to a general
circuit to compute cliques due to dynamic selection of t and z, and to improve the Alon-
Boppana bound exp
(
Ω
(
(n/ log n)
1/3
))
.
The rest of the paper consists as follows: In Section 2, we develop basic tools in
the Hamming space. Section 3 shows the existence of a small generator, which is the
aforementioned structural theorem related to the sunflower lemma. Section 4 presents
the new approach to prove the monotone complexity. It is followed by discussions on
the new method in Section 5 and conclusions in Section 6.
2. THE HAMMING SPACE
2.1. Family of m-Sets And Its Extension
Let [n] = {1, 2, . . . , n} for a positive integer n. The family 2[n] of all subsets of [n] is called
the Hamming Space, or universal space, whose metric is the Hamming distance. We
also say that a subset X ⊆ [n] is a (sub)space of size |X|, treating it as 2X . The size n
of the universal space is a special positive integer, and we use it throughout the paper
without defining it.
For X ⊆ [n] and m ∈ [n], we denote by (Xm) the family of all subsets of X whose
cardinality is m. Such a subset is called an m-set1. The letter U denotes a given family
of m-sets in the universal space, i.e., U ⊆ ([n]m), whose size is its cardinality |U |. The
1In this paper, a parameter before an object denotes the number of elements unless defined otherwise. Also
A ⊂ B means that A is a proper subset/sub-family of B so A 6= B.
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sparsity of U is
κ (U) = ln
(
n
m
)
− ln |U |,
i.e., |U | = (nm)e−κ(U). We occasionally emphasize that it is defined in a space X. For
example, if X =
[⌊
n1/3
⌋] ⊂ [n] and U ⊆ (Xm) such that |U | = (|X|m )/2, the sparsity κ (U)
is ln 2 in the space X, but is much larger in the universal space in a general case.
We also say that the family
(
[n]
2
)
of 2-sets is the edge space over [n]: the set of all
possible edges for a graph with vertex set [n]. The family
(([n]2 )
m
)
consists of all the
possible edge sets of size m.
The complement U of U is
(
[n]
m
) \ U in the universal space. We say
κ
(
U
)
= − ln
(
1− e−κ(U)
)
is the complement sparsity of U . The l-extension of U is defined by
Ext (U, l) =
{
t ∈
(
[n]
l
)
: ∃s ∈ U, s ⊆ t
}
,
where the integer l ∈ [n] is its length. That is, it is the family of l-sets each of which
contains an m-set in U . If l < m, Ext(U, l) is empty. The letter V is used to express a
sub-family of the l-extension, i.e., V ⊆ Ext (U, l).
Example 2.1. If n = 7, m = 3, l = 5 and U = {{1, 2, 3} , {1, 4, 6}}, then
[n] = {1, 2, 3, 4, 5, 6, 7} ,
Ext(U, l) =
{ {1, 2, 3, 4, 5} , {1, 2, 3, 4, 6} , {1, 2, 3, 4, 7} , {1, 2, 3, 5, 6} , {1, 2, 3, 5, 7} ,
{1, 2, 3, 6, 7} , {1, 2, 4, 5, 6} , {1, 2, 4, 6, 7} , {1, 3, 4, 5, 6} , {1, 3, 4, 6, 7} , {1, 4, 5, 6, 7}}
κ(U) = ln
(
n
m
)
− ln |U | = ln
(
7
3
)
− ln 2 = ln 35/2, and
κ(Ext(U, l)) = ln
(
n
l
)
− ln |Ext(U, l)| = ln
(
7
5
)
− ln 11 = ln 21/11,
Ext(U, l) is the family of 5-sets each of which contains {1, 2, 3} ∈ U or {1, 4, 6} ∈ U .
The l-extension together with the l-shadow
{
t ∈ ([n]l ) : ∃s ∈ U, t ⊆ s} [Frankl 1991]
and l-neighborhood {s ⊆ [n] : ∃t ∈ U, |s \ t|+ |t \ s| ≤ l} of U [Frankl and Fu¨redi 1980]
forms a significant mathematical structure in the Hamming space2. Some facts are
found previously [Fukuyama 2003] [Fukuyama 2004]. Especially, the following claim
is shown with the l-extension [Fukuyama 2005]: An n-vertex graph G contains at most⌊(
n
l
) · 2 exp(− (l−1)k2n(n−1))⌋ cliques of size l, if the number of edges is n(n−1)2 −k in G. Thus
if k edges are removed from the complete graph of n vertices and l ∈ [n] is an integer
such that lk  n2, the number of l-cliques in the remaining graph is much smaller
than
(
n
l
)
.
A set s ⊆ [n] is said to generate t ⊆ [n] if s ⊆ t. Every l-set in Ext (U, l) is generated
by an m-set in U . We also say that U generates V if V ⊆ Ext (U, l).
2 The l-shadow contains all the l-sets that are subsets of some m-sets in U . So it is empty if l > m. The
l-neighborhood is the family of sets, each of which has Hamming distance l or less from an element in U .
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2.2. Useful Formulas
Assume that the size n of the universal space grows to infinity. Any objects such as
numbers, sets and families are actually functions of n. For example, if we say m ∈ [n],
it is a function m : Z>0 → Z>0 of n such that m(n) ∈ [n]. A constant is a positive real
number whose value is the same for all n. The letter γ denotes a constant, and  a
sufficiently small constant that may depend on γ.
For two non-negative real numbers f and g, write f = O (g) if there exists a constant
γ such that f ≤ γg for every sufficiently large n, and f = Ω (g) if g = O (f). Write
f = o (g) or f  g if limn→∞ f/g = 0. In addition, f = Θ (g) means f = O (g) and
f = Ω (g). Such an order notation may express a function of the specified growth rate.
For example, if we say that m =
√
n − o (√n), it means m equals √n − q for a non-
negative real number q  √n. An obvious floor or ceiling function is omitted.
A family U of m-sets is said to be a minority if κ (U) 1 in the considered space, and
majority if κ
(
U
) 1. We have the Taylor series
ln (1 + x) =
∑
j≥1
−(−x)j
j
, x ∈ (−1, 1] ,
of natural logarithm. If κ (U) ≥ λ for a real number λ 1,
κ
(
U
) ≤ − ln (1− e−λ) = e−λ +O (e−2λ) = e−λ+o(1)  1,
by the Taylor series, i.e., if U is a minority, its complement is a majority in [n].
The following two well-known identities on Binomial coefficients are especially use-
ful in this paper. (
p
r
)(
p− r
q − r
)
=
(
p
q
)(
q
r
)
(1)
∑
j
(
p− r
j
)(
r
q − j
)
=
(
p
q
)
(2)
For example, suppose U ⊆ ([n]m) generates V ⊆ Ext (U, l). Since each m-set in U gener-
ates at most
(
n−m
l−m
)
l-sets in V , we have with (1)
|U | ≥ |V |(n−m
l−m
) = (nl)e−κ(V )(n−m
l−m
) = (nl)(nm)e−κ(V )(n
m
)(
n−m
l−m
) = (nm)e−κ(V )(
l
m
) ,
⇒ κ (U) ≤ ln
(
l
m
)
+ κ (V ) . (3)
We express summations the same way as [Graham et al. 1994]. In (2), for instance,
regard
(
p−r
j
)
= 0 if j 6∈ [p − r] ∪ {0}, where the unconstrained index j denotes every
integer j ∈ Z.
2.3. Asymptotics on Binomial Coefficients
Define the function S : (0, 1)→ R by
S (x) =
∑
j≥1
xj
j(j + 1)
. (4)
The following lemma approximates the natural logarithm of the binomial coefficient(
p
q
)
. Its proof is found in Appendix.
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LEMMA 2.2.∣∣∣∣ln(pq
)
− q
(
ln
p
q
+ 1− S
(
q
p
))
− 1
2
ln
p
2piq(p− q)
∣∣∣∣ = O( 1min (q, p− q)
)
,
for p, q ∈ Z such that 0 < q < p.
It means
∣∣∣ln (pq)− q (ln pq + 1− S ( qp))− 12 ln pq(p−q) ∣∣∣ = O (1) . By our definition of or-
der notations, we may write it as
ln
(
p
q
)
= q
(
ln
p
q
+ 1− S
(
q
p
))
+
1
2
ln
p
q(p− q) ±O (1) .
Here±O (1) is r or−r for a non-negative real number r such that r = O (1). It expresses
a possibly negative error whose absolute value is bounded by a constant.
Also, if p and q are positive real numbers, omitted floor/ceiling functions may add an
extra ±O (ln(p+ q)) error. For example, it is straightforward to see
ln
(
n
b√nc
)
=
√
n
(
ln n√
n
+ 1− S
(√
n
n
))
±O (lnn) from the theorem since 0 ≤ √n−b√nc <
1.
Noting the above, we have:
COROLLARY 2.3.
ln
(
p+ q
r
)
= ln
(
p
rp
p+q
)(
q
rq
p+q
)
±O (ln (p+ q)) . (5)
PROOF.
ln
(
p
rp
p+q
)(
q
rq
p+q
)
=
(
rp
p+ q
+
rq
p+ q
)(
ln
p+ q
r
+ 1− S
(
r
p+ q
))
±O (ln (p+ q))
= ln
(
p+ q
r
)
±O (ln (p+ q)) .
We will also find the following lemmas useful.
LEMMA 2.4. (
n−m
l
)
=
(
n
l
)
e−
lm
n −o( lmn ),
for m, l ∈ [n] such that l +m n.
LEMMA 2.5.
ln
(
l −m
m− j
)(
m
j
)
≤ ln
(
l
m
)
− j ln jl
m2
+ j + ln j +O(1),
for l,m ∈ [n] and j ∈ [m] such that m2 ≤ l.
Their proofs are presented in Appendix also.
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Fig. 1. Relation between the Numbers of Marks and Double Marks
2.4. Some Properties of the l-Extension
2.4.1. Marks and Double Marks. Let U ⊆ ([n]m) and its l-extension V = Ext (U, l) be fixed
so that l > m. A mark is a pair (t, d) such that t ∈ U , d ∈ V and t ⊂ d, and a double
mark a triple (t, t′, d) such that t, t′ ∈ U , d ∈ V and t∪ t′ ⊂ d. The families of marks and
double marks are denoted byM and D, respectively. Their sparsities are defined as
κ (M) = − ln |M|(
n
l
)(
l
m
) and κ (D) = − ln |D|(
n
l
)(
l
m
)2 ,
resp., i.e., |M| = (nl)( lm)e−κ(M) and |D| = (nl)( lm)2e−κ(D).
Note. Both M and D are families of tuples of fixed cardinality subsets of [n]. As-
sume that the maximum size N of such a family F is clearly defined; for example,
the maximum number of double marks (t, t′, d) is N =
(
n
l
)(
l
m
)2
. The sparsity of F is
defined by κ (F) = lnN − ln |F|, which is consistent with the aforementioned defini-
tion κ (U) = ln
(
n
m
) − ln |U |. This leads to the above κ (M) and κ (D). The complement
sparsity of F is κ (F) = lnN − ln (N − |F|). The family F is a majority if κ (F) 1.
κ (M) is equal to κ (U). Since each m-set t ∈ U produces (n−ml−m) marks, there are
exactly
|M| = |U |
(
n−m
l −m
)
=
(
n
m
)
e−κ(U)
(
n−m
l −m
)
=
(
n
l
)(
l
m
)
e−κ(U),
marks by (1). It equals
(
n
l
)(
l
m
)
e−κ(M) so κ (M) = κ (U).
An l-set d ∈ V is incident3 to at most ( lm) marks. There must be (nl)e−κ(M) =(
n
l
)
e−κ(U) or more l-sets in V . Thus κ (V ) ≤ κ (U), i.e., the l-extension V is at least
as dense as U . We can improve the bound with κ (D). Let us observe the following
lemma.
LEMMA 2.6. κ (U) ≤ κ (D) ≤ 2κ (U)− κ (Ext(U, l)).
3Given a family of tuples s = (s1, s2, . . . , sq), let s′ be any si or tuple of some si (a projection of s), and s′′ be
the tuple of the remaining components. For these s, s′ and s′′, we say that s′ is incident to s and s′′.
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PROOF. Let V = Ext (U, l) = {d1, d2, . . . , dk}, and xi for i ∈ [k] be the number of
marks incident to di. Regarding xi as variables, solve the following optimization prob-
lem with a Lagrange multiplier: minimize
∑k
i=1 x
2
i subject to
∑k
i=1 xi = |M| (Fig. 1).
Conclude
∑k
i=1 x
2
i ≥
(∑k
i=1 xi
)2/
k. Thus,
|V | · |D| ≥ |M|2,
⇒ |V |
(
n
l
)(
l
m
)2
e−κ(D) ≥
((
n
l
)(
l
m
)
e−κ(U)
)2
,
⇒ |V | ≥
(
n
l
)
e−2κ(U)+κD ,
⇒ κ (V ) ≤ 2κ (U)− κ (D) .
The upper bound κ (D) ≤ 2κ (U)− κ (V ) = 2κ (U)− κ (Ext(U, l)) follows.
To show the lower bound κ (D) ≥ κ (U), we maximize ∑ki=1 x2i subject to ∑ki=1 xi =
|M| to conclude |D| ≤ (nl)( lm)2e−κ(U).
Put
κD
def
= κ (D)− κ(U),
to call it the proper sparsity of D. It satisfies
|D| =
(
n
l
)(
l
m
)2
e−κ(U)−κD . (6)
By the above lemma,
0 ≤ κD ≤ κ (U)− κ (Ext(U, l)) . (7)
The implied inequality κ (V ) = κ (Ext(U, l)) ≤ κ (U)− κD is the improvement over the
aforementioned simple bound κ (V ) ≤ κ (U).
2.4.2. Sub-Family of U in a Sphere. The sphere St,j of radius j ∈ [m] about an m-set t is
the family of t′ ∈ ([n]m) such that |t′ \ t| = j. The sub-family of U in the sphere St,j is
S(t, j) = U ∩ St,j .
Its sparsity κ (S(t, j)) satisfies |S (t, j)| = (n−mj )( mm−j)e−κ(S(t,j)).
The relationship between κ (S(t, j)) and κ (D) has an interesting property. For each
t ∈ U and t′ ∈ S (t,m− j), its union t∪ t′ has size 2m− j. They create exactly (n−2m+jl−2m+j )
double marks. With (1), we have
|D| =
∑
t∈U
0≤j≤m
|S (t,m− j)|
(
n− 2m+ j
l − 2m+ j
)
=
∑
t∈U,j
(
n−m
m− j
)(
m
j
)
e−κ(S(t,m−j))
(
n−m− (m− j)
l −m− (m− j)
)
=
(
n−m
l −m
) ∑
t∈U,j
(
l −m
m− j
)(
m
j
)
e−κ(S(t,m−j)).
Notice that
∑
j
(
l−m
m−j
)(
m
j
)
=
(
l
m
)
by (2). Let κS be the average of κ (S(t, j)) over all
t ∈ U and j ∈ [m] with respect to this summation, i.e., ∑t∈U,j (l−mm−j)(mj )e−κS(t,m−j) =
A:8 Fukuyama.
(
n
m
)
e−κ(U)
(
l
m
)
e−κS . Then
|D| =
(
n−m
l −m
)(
n
m
)
e−κ(U)
(
l
m
)
e−κS =
(
n
l
)(
l
m
)2
e−κ(U)−κS .
Therefore, κD = κS by (6), i.e., the proper sparsity of the double mark family D equals
the average sparsity of the sub-families of U in the spheres.
With (7), we have 0 ≤ κS ≤ κ(U) − κ (Ext(U, l)). The average sparsity κS is upper-
bounded by κ(U). As it approaches κ(U), the sparsity of the l-extension gets closer
to zero. In other words, we have a denser extension with sparser sub-families in the
spheres. This is the key observation to prove the main claim of Section 3: the extension
generator theorem.
2.4.3. Space-Augmenting Extension. Later, we will encounter a situation where we want
to expand the considered space containing a target l-extension. The following tech-
nique will be useful: Let U ⊆ ([n]m) and X be a set not intersecting [n]. The space-
augmenting extension V of U from the space [n] into [n] ∪X is the (m+ |X|)-extension
of U in [n] ∪X, i.e., V =
{
b ∈ ( [n]∪X
m+|X|
)
: ∃s ∈ U, s ⊂ b
}
. Show the following lemma.
LEMMA 2.7. (Space-Augmenting Extension) Let U ⊆ ([n]m), and X be a set not inter-
secting [n]. The sparsity of the space-augmenting extension V of U from the space [n]
into [n] ∪X is at least κ (U).
PROOF. Any element in V is constructed by concatenating t ∈ Ext (U,m+ j) in
the space [n] with an (|X| − j)-set in X, for some j ∈ [|X|] ∪ {0}. Thus |U | ≥∑
j
(
n
m+j
)
e−κ(U)
( |X|
|X|−j
)
=
(
n+|X|
m+|X|
)
e−κ(U) by (2). The lemma follows.
2.5. Split of a Family
A split 4 of U is a family W of q-tuples (s1, s2, . . . , sq) such that:
(i)
⋃q
j=1 sj ∈ U for every (s1, s2, . . . , sq) ∈W ,
(ii) s1, s2, . . . , sq are pairwise disjoint, and
(iii) for each j ∈ [q], the cardinality of sj is a fixed positive integer.
We also say that (s1, s2, . . . , sq) is a split of the set
⋃q
j=1 sj if sj are non-empty and
pairwise disjoint.
The maximum size of such W is
N =
(
n
|s1|
)(
n− |s1|
|s2|
)(
n− |s1| − |s2|
|s3|
)
· · ·
(
n− |s1| − |s2| − · · · − |sq−1|
|sq|
)
. (8)
This defines the sparsity of W as κ (W ) = lnN − ln |W |.
It can be shown that κ (W ) = κ (U) if W is the family of all (s1, s2, . . . , sq) such that
(i)–(iii). For example, if q = 2, there are
(
m
|s1|
)
=
(|s1|+|s2|
|s1|
)
splits (s1, s2) such that s1 ∪ s2
is a given fixed element in U ⊆ ([n]m). The total number of (s1, s2) ∈W is (|s1|+|s2||s1| ) |U | =(|s1|+|s2|
|s1|
)(
n
|s1|+|s2|
)
e−κ(U) = Ne−κ(U). Thus κ (W ) = κ (U).
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Fig. 2. An (l, λ)-Extension Generator g Such That λ 1
3. THE EXTENSION GENERATOR THEOREM
Let
Ug
def
= {s ∈ U : s ⊇ g} ,
for U ⊆ ([n]m) and g ⊂ [n], i.e., Ug is the family of m-sets in U generated by the set g. An
(l, λ)-extension generator of U is a set g ⊂ [n] such that
|Ext (Ug, l)| ≥
(
n− |g|
l − |g|
)(
1− e−λ) .
Here l ∈ [n] \ [m] is the extension length and λ ∈ R≥0 the complement sparsity of g.
Denote by y an (l − |g|)-set in the space [n]\g. We may write it as y ∈ ([n]\g
l−|g|
)
according
to the definition given in Section 2.1. We say that y is a valid set of g if g∪y ∈ Ext (Ug, l),
and error set of g otherwise.
Define
Uˆg
def
= {s \ g : s ∈ Ug} . (9)
It is a family of (m− |g|)-sets in the space [n] \ g. If g is an (l, λ)-extension generator of
U , ∣∣∣Ext(Uˆg, l − |g|)∣∣∣ ≥ (n− |g|
l − |g|
)(
1− e−λ) .
4 A split is a set of ordered tuples whose components are fixed cardinality subsets of [n]. A partition, well-
known in combinatorics and computer science, is a similar notion, which is an unordered family of sets
with no cardinality constraint. Despite their similarity, splits give different flavors from partitions in their
counting and operations with (8). We call such tuples splits in this paper.
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Its complement sparsity κ
(
Ext
(
Uˆg, l − |g|
))
is at least λ in the space [n] \ g. When
λ  1, the extension generator g is a set such that Ext
(
Uˆg, l − |g|
)
is a majority. It is
illustrated in Fig. 2.
In this section we develop a theorem that guarantees the existence of a small exten-
sion generator g for certain U , l and λ 1. It is the aforementioned structural theorem
that generalizes the sunflower lemma in most cases. Our process consists of two parts
to find such g: Phases I and II. We show them in the following subsections.
3.1. Phase I
For given U ⊆ ([n]m) such that m2  n, let an integer l0 ∈ [n] satisfy
m2 < l0. (10)
In Phase I, we prove the existence of an (l0, λ0)-extension generator g of size at most
κ (U)
/
ln l0m2 for a real number λ0 = Ω (1).
The faimly Uˆg in (9) and its sparsity κ
(
Uˆg
)
are defined in the space [n] \ g. Our g is
a maximal subset of [n] such that
κ
(
Uˆg
)
≤ κ (U)− r|g|, where r def= ln l0
m2
. (11)
Such a set g ⊂ [n] has a size bounded by
|g| ≤ κ (U)
r
, (12)
since κ
(
Uˆg
)
is non-negative. There exists a maximal set g ⊂ [n] such that (11) and
(12).
In the rest of the subsection, we prove that g is an (l0, λ0)-extension generator of U
for some λ0 = Ω (1). The arguments will not be affected by the set g. Assume
g = ∅ and Uˆg = U, (13)
for simplicity. The proof will use
ln
(
l0 −m
m− j
)(
m
j
)
≤ ln
(
l0
m
)
− j ln jl0
m2
+ j + ln j +O(1)
≤ ln
(
l0
m
)
− j (ln j + r) + j + ln j +O(1), (14)
for j ∈ [m], seen with Lemma 2.5. The inequality holds true5 whether it is in Case (13)
or not.
Observe the following lemma.
5 If g 6= ∅, we have Uˆg in place of U . This changes n, l0 and m into n− |g|, l0 − |g|, and m− |g|, respectively.
The real number l0/m2 is replaced by (l0 − |g|
/
(m − |g|)2 in (14), while r is independent of g defined by
(11). It is straightforward to show (l0 − |g|)
/
(m− |g|)2 ≥ l0/m2 = r for any non-negative integer |g| < m.
The inequality (14) is still true with the change.
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LEMMA 3.1. Assume (13). For each s ∈ U and j ∈ [m], let S(s,m − j) be the sub-
family of U in the sphere of radius m−j about s as defined in Section 2.4.2. The sparsity
of S (s,m− j) is more than κ (U)− jr − o(1).
PROOF. We are given an m-set s ∈ U ⊆ ([n]m) and j ∈ [m]. Let s′ be a subset of s of
size j, written as s′ ∈ (sj). Observe that
|Us′ | <
(
n− j
m− j
)
exp (−κ (U) + jr) ,
i.e., the number of t ∈ U such that t ⊇ s′ is upper-bounded as above. Otherwise,
κ
(
Uˆs′
)
≤ κ (U) − jr so that g = s′ satisfies (11). The existence of s′ ∈ (sj) such that
|Us′ | ≥
(
n−j
m−j
)
exp (−κ (U) + jr) would contradict the maximality of g.
The observation leads to
|S (s,m− j)| <
(
n−m
m− j
)(
m
j
)
exp (−κ (U) + jr + o(1)) . (15)
For each s′ ∈ (sj), the number of t′ ∈ S (s,m− j) such that t′ ⊇ s′ is no more than |Us′ |.
With Lemma 2.4 and the given condition6 m2  n, we have (n−mm−j) = ((n−j)−(m−j)m−j ) =(
n−j
m−j
)
exp
(
−O
(
(m−j)2
n−j
))
=
(
n−j
m−j
)
exp
(−O (m2/n)) = (n−jm−j) exp (−o(1)). There are less
than (
n− j
m− j
)
exp (−κ (U) + jr) =
(
n−m
m− j
)
exp (−κ (U) + jr + o(1))
elements t′ ∈ S (s,m− j) such that t′ ⊇ s′. Since there are (mj ) j-sets s′ ∈ (sj), the size
of S (s,m− j) is bounded by (15).
Therefore, the sparsity of S (s,m− j) exceeds κ (U)− jr − o(1).
Each s ∈ U and t ∈ S (s,m− j) create exactly (n−(2m−j)
l0−(2m−j)
)
double marks since |s ∪
t| = 2m − j. Due to the lemma, |S (s,m− j)| < (n−mm−j)(mj )e−κ(U)+jr+o(1). We have the
following upper bound on the size of D:
|D| =
∑
s∈U, 0≤j≤m
t∈S(s,m−j)
(
n− (2m− j)
l0 − (2m− j)
)
(16)
<
∑
s∈U,j
(
n−m
m− j
)(
m
j
)
e−κ(U)+jr+o(1)
(
n− 2m+ j
l0 − 2m+ j
)
(Lemma 2.6)
= e−κ(U)+o(1)
∑
s∈U,j
(
n−m
l0 −m
)(
l0 −m
m− j
)(
m
j
)
ejr (Remark (i) below)
=
(
n
m
)(
n−m
l0 −m
)
e−2κ(U)+o(1)
∑
j
(
l0 −m
m− j
)(
m
j
)
ejr
(
|U | =
(
n
m
)
e−κ(U)
)
6 The condition m2  n is used to see O
(
(m−j)2
n−j
)
= o(1). If it is not in Case (13), the value becomes
O
(
(m−j−|g|)2
n−j−|g|
)
. It is o(1) for any j and |g|.
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=
(
n
l0
)(
l0
m
)
e−2κ(U)+o(1)
∑
j
(
l0 −m
m− j
)(
m
j
)
ejr (By (1))
=
(
n
l0
)(
l0
m
)2
e−2κ(U)+O(1). (Remark (ii) below)
Here the two remarks are:
i)
(
n−m
m−j
)(
n−2m+j
l0−2m+j
)
=
(
n−m
m−j
)(
(n−m)−(m−j)
(l0−m)−(m−j)
)
=
(
n−m
l0−m
)(
l0−m
m−j
)
by (1), and
ii) ∑
j
(
l0 −m
m− j
)(
m
j
)
ejr <
(
l0
m
)
+
∑
j≥1
(
l0 −m
m− j
)(
m
j
)
ejr
≤
(
l0
m
)
+
∑
j≥1
(
l0
m
)
e−j(ln j+r)+j+ln j+O(1)+jr (by (14))
=
(
l0
m
)
+
∑
j≥1
(
l0
m
)
e−(j−1) ln j+j+O(1)
≤
(
l0
m
)
eO(1)
(
1 + e−0 ln 1+1 + e−1 ln 2+2 + e−2 ln 3+3 + e−3 ln 4+4 + · · ·)
=
(
l0
m
)
eO(1).
We have seen |D| < (nl0)(l0m)2e−2κ(U)+O(1), that is, κ (D) > 2κ (U)−O(1). By Lemma 2.6,
2κ (U)−O(1) < κ (D) ≤ 2κ (U)− κ (Ext(U, l0)) ,
⇒ κ (E(U, l0)) = O(1) ⇒ κ
(
Ext (U, l0)
)
= Ω (1) .
In other words, the complement sparsity of the obtained generator g is Ω (1) = λ0,
satisfying the desired property of Phase I.
In summary, we have proven the following lemma.
LEMMA 3.2. Let U ⊆ ([n]m) and l0 ∈ [n] such that m2  n and m2 < l0. There exists
an (l0,Ω (1))-extension generator of U whose size is at most κ (U)
/
ln l0m2 .
If l0  m2 and κ (U) is not large, the constructed generator g is small satisfying (12).
We also have:
|Ext (Ug, l0)| ≥
(
n− |g|
l0 − |g|
)(
1− e−λ0) in the space [n], and,∣∣∣Ext(Uˆg, l0 − |g|)∣∣∣ ≥ (n− |g|
l0 − |g|
)(
1− e−λ0) in the space [n] \ g.
The sparsity of D has played the central role to see it.
3.2. Phase II
We now show that the obtained (l0, λ0)-generator g is indeed an (l, λ)-generator for
l ∈ [n] and λ ∈ R>0 such that
1 λ n
m2
and m2λ ≤ l ≤ n.
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In this Phase II of the generator construction, we will improve the complement sparsity
from λ0 = Ω (1) into λ 1 by increasing the extension length from l0 to l.
We will prove that Ext
(
Uˆg, i (l0 − |g|)
)
for each i > 0 has complement sparsity at
least iλ0 in the space [n] \ g. Let us assume (10) such that l0 = O
(
m2
)
. The maximum
value of the index i is l−|g|l0−|g| = Ω
(
l
m2
)
. The claim means that the complement sparsity
is at least
l − |g|
l0 − |g|λ0 = Ω
(
l
m2
)
· λ0 = Ω
(
m2λ
m2
)
· Ω (1) = Ω (λ) .
Then our goal of finding an (l, λ)-generator is almost achieved. The (l0, λ0)-generator g
we found in Phase I will be shown as a desired (l, λ)-generator.
Let
Ui = Ext
(
Uˆg, i (l0 − |g|)
)
,
in the space [n] \ g, and prove κ (Ui) ≥ iλ0 by induction on i. The basis i = 1 is true by
Phase I. Assume true for i and prove true for i+ 1.
Once again, we assume g = ∅ for simplicity; regard that [n] instead of [n] \ g is the
space to include all the considered sets. This means Ui = Ext (U, il0) and that the given
induction hypothesis is κ
(
Ui
)
> iλ0 in the universal space [n].
To show the induction step κ
(
Ui+1
)
> (i + 1)λ0, consider the pairs (s, b) such that
b ∈ ([n]il0) and s ∈ ([n]\bl0 ), i.e., b is any il0-set and s is an l0-set disjoint from b. The pairs
are the splits of all the (i + 1)l0-sets. (Splits are defined in Section 2.5.) An il0-set b is
an element in either Ui or Ui. Observe the following lemma.
LEMMA 3.3. Suppose g = ∅ and fix any b ∈ Ui. The sparsity of the family of s ∈(
[n]\b
l0
)
such that s ∪ b ∈ Ui+1 is at most κ (U1) in the space [n] \ b.
PROOF. Let
Tj = {t \ b : t ∈ U1 and |t \ b| = j} .
We claim there exists j ∈ [l0]∪{0} such that Tj has sparsity at most κ (U1) in the space
[n] \ b. Suppose not. Then κ (Tj) > κ (U1) for every j ∈ [l0] ∪ {0}. Any l0-set t ∈ U1 is a
j-set in Tj joined with an (l0 − j)-set in the space b. By (2),
|U1| ≤
∑
j
|Tj |
( |b|
l0 − j
)
<
∑
j
(
n− |b|
j
)
e−κ(U1) ·
( |b|
l0 − j
)
=
(
n
l0
)
e−κ(U1) = |U1| .
A contradiction that |U1| < |U1|. There exists j ∈ [l0] ∪ {0} such that κ (Tj) ≤ κ (U1).
Extend this Tj from length j to l0 in the space [n] \ b, i.e., consider Ext (Tj , l0).
Since κ (Tj) ≤ κ (U1), its l0-extension satisfies the same sparsity upper bound. Thus
κ (Ext (Tj , l0)) ≤ κ (U1). Since every element s ∈ Ext (Tj , l0) meets the property
s ∪ b ∈ Ui+1, it proves the lemma.
If b ∈ Ui, every s ∈
(
[n]\b
l0
)
creates a split (s, b) of s ∪ b ∈ Ui+1. If b ∈ Ui, the sparsity
of s such that s ∪ b ∈ Ui+1 in the space [n] \ b is at most κ (U1) by the lemma. The total
number of splits (s, b) of s ∪ b ∈ Ui+1 is at least β
(
n
|b|
)(
n−|b|
|s|
)
where
β ≥
(
1− e−κ(Ui)
)
+ e−κ(Ui)
(
1− e−κ(U1)
)
= 1− e−κ(Ui)−κ(U1) > 1− e−(i+1)λ0 ,
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by induction hypothesis. It is equal to
β
(
n
|b|
)(
n− |b|
|s|
)
= β
(
n
|b|
)(
n− |b|
(|b|+ |s|)− |b|
)
= β
(
n
|b|+ |s|
)(|b|+ |s|
|s|
)
= β
(
n
(i+ 1)l0
)(
(i+ 1)l0
l0
)
,
by (1). An (i+ 1)l0-set in Ui+1 produces at most
(
(i+1)l0
l0
)
such splits (s, b). Therefore,
|Ui+1| ≥ β
(
n
(i+ 1)l0
)
≥
(
n
(i+ 1)l0
)(
1− e−(i+1)λ0
)
,
meaning κ
(
Ui+1
) ≥ (i+ 1)λ0. This proves the induction step.
We now have the main claim of this section:
THEOREM 3.4. (Extension Generator Theorem) Let
i) U ⊆ ([n]m) for m ∈ [n],
ii) λ ∈ R such that 1 λ nm2 ,
iii)  ∈ (0, 1) be a sufficiently small constant, and
iv) l ∈ [n] such that l > m2λ/.
There exists an (l, λ)-extension generator of U , whose size is at most κ (U)
/
ln lm2λ .
PROOF. Condition (iv) means 
′l
λ > m
2
/
′ where ′ =
√
 is a sufficiently small con-
stant. Set l0 = 
′l
λ > m
2
/
′. This satisfies (10) in addition tom2  n by (ii). The obtained
set g is an (l0,Ω (1))-extension generator of U , as well as (′l,Ω (λ))-generator by the
above Phase II. It is also an (l, λ)-generator by performing Phase II steps for extra 1/′
times.
3.3. Application to Circuit Complexity of the Clique Problem
We will apply Theorem 3.4 to a monotone circuit C to compute the clique function
CLIQUEn,k, which is expressed as
CLIQUEn,k ⇔
∨
c∈([n]k )
∧
e∈(c2)
Xe. (17)
Here we consider a graph with the vertex set [n] = {1, 2, . . . , n}, every k-clique c ∈ ([n]k )
also regarded as a k-set in the space [n], and edges e ∈ (c2), i.e., 2-sets in the clique c.
The Boolean variable Xe is true iff the edge e exists in the graph. The arrow denotes
the logical equivalence.
Let C be a circuit to compute CLIQUEn,k and α be any of its nodes. We say that a
k-clique c is generated at α if the existence of all the edges in
(
c
2
)
implies the truth of
α. Suppose that there are
(
n
k
)
e−λ k-cliques generated at α. This real number λ is the
sparsity of c, or of the set of c generated at α.
Our approach to show the exponential monotone complexity finds an extension gen-
erator g of c at each α. Related variables and their properties are:
k = 4
√
n : the clique size, (18)
 ∈ (0, 1) : a sufficiently small constant,
|C| ≤ exp
(
n
2
)
where |C| is the number of nodes in C, the circuit size,
Exponential Monotone Complexity of the Clique Function A:15
q = n5 : an integer parameter assumed to divide n,
g : (n/q, k)-extension generator of c generated at a node α,
y : valid set(s) of g, and,
λc = n
 : sparsity upper bound of c generated at α.
By Theorem 3.4, there exists an (n/q, k)-extension generator g of c at every node α
where
(
n
k
)
e−λc or more k-cliques c are generated.
The valid sets y of such a generator g are (l − |g|)-sets in the space [n] \ g where
l = n/q. They form a majority with complement sparsity at least k = 4
√
n, which is seen
by the theorem. Our construction on C will require a common scoped space for all the
nodes in C rather than [n] \ g that depends on g and α.
We extend the space [n] \ g into [n] with a space-augmenting extension defined in
Section 2.4.3: Apply Lemma 2.7 to the family of y ∈ ([n]\g
l−|g|
)
in such a way that [n]← [n]\g
and X ← g. After this, y have size exactly l forming a majority in the space [n]. By the
lemma, the family of y satisfies the same complement sparsity lower bound k. The
modified valid sets y still satisfy the same property that:
At a considered node α of C, for every valid y ∈ ([n]l ), there exists a k-clique
c generated at α such that g ⊂ c ⊂ g ∪ y.
After the application of space-augmenting extension, the generator g may intersect y.
Similar arguments lead to a more general statement.
COROLLARY 3.5. Let U ,m, l, λ and  be as given in Theorem 3.4. There exists g ⊂ [n]
of size at most κ (U)
/
ln lm2λ , and a family YU ⊂
(
[n]
l
)
with complement sparsity at least
λ, such that for every y ∈ YU , there exists s ∈ U satisfying g ⊆ s ⊆ g ∪ y.
The above modification is performed at one node α. Let Y be the family of l-sets y
valid for all g at any nodes in C. Its complement sparsity is Ω (k). For, there are no
more than
(
[n]
l
)
e−k error sets y of g at one particular α. The total number of error sets
is bounded by (
n
l
)
e−k · |C| =
(
n
l
)
e−n
1/4+n =
(
n
l
)
e−Ω(k),
since  ∈ (0, 1) is sufficiently small. The remaining (nl) (1− e−Ω(k)) l-sets y are valid for
all g. Thus
κ
(Y) = Ω (k) , (19)
i.e., the complement sparsity of Y is Ω (k).
We now consider
splits y = (y1, y2, . . . , yq) of [n] such that yi ∈ Y.
By the definition in Section 2.5, the n/q-sets y1, y2, . . . , yq in such a split y are mutually
disjoint so that their union is [n]. The fixed cardinality |yj | = n/q divides n as assumed
above7.
7 If q does not divide n, we disregard the n − bn/qc q largest numbered vertices in [n]. With q = n5, this
changes no asymptotic property discussed in the paper.
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Let F be the family of such splits y. Its maximum possible cardinality is N given in
(8). With |yj | = n/q, it is expressed as
N =
q∏
j=1
(
n− (j − 1)n/q
n/q
)
.
The sparsity and complement sparsity of F are defined by this N . We can see with
(19) that F forms a majority with complement sparsity Ω (k): The number of q-tuples
(y1, y2, . . . , yq) such that y1 6∈ Y and y1, y2, . . . , yq are pairwise disjoint is exactly
|Y|
q∏
j=2
(
n− (j − 1)n/q
n/q
)
=
(
n
n/q
)
e−κ(Y)
q∏
j=2
(
n− (j − 1)n/q
n/q
)
= Ne−κ(Y).
By symmetry, it is true for the other yj . The number of (y1, y2, . . . , yq) such that any yj is
not in Y is at most q ·Ne−κ(Y) = Ne−κ(Y)+ln q = Ne−Ω(k) by (19). Hence the complement
sparsity of F is also Ω (k).
In summary, we have constructed a family F of splits y from the given circuit C
computing CLIQUEn,k satisfying:
Property of y: Each y ∈ F is a split (y1, y2, . . . , yq) of [n] such that yj ∈ Y,
i.e.,
(i) y1 ∪ y2 ∪ · · · ∪ yq = [n],
(ii) yj are pairwise disjoint, and
(iii) every yj ∈
(
[n]
n/q
)
of y is a valid set of a generator g constructed at any
node α; thus, there exists a k-clique c generated at α such that
g ⊂ c ⊂ g ∪ yj .
In addition, the complement sparsity of F is Ω (k).
Theorem 3.4 allows for the construction of F . Our alternative proof of the exponential
monotone complexity of CLIQUEn,k will use a split y ∈ F .
3.4. Extension Generator and Sunflower
Let ∆ ∈ [n]. A ∆-sunflower in U ⊆ ([n]m) consists of m-sets s1, s2, . . . , s∆ ∈ U such that
sj = c ∪ pj for some pairwise disjoint c, p1, . . ., pq ⊂ [n] with pj 6= ∅ [Jukna 2011].
They are called the core c and petals pj of the sunflower, respectively. The well-known
sunflower lemma provides a size lower bound for U that contains a ∆-sunflower.
LEMMA 3.6. (Erdo¨s, Rado) Any U ⊆ ([n]m) whose size exceeds (∆− 1)mm! contains a
∆-sunflower.
Suppose m = 3
√
n and κ (U) ≤ m√ln lnn. In what follows, we construct with the
extension generator theorem a ∆-sunflower such that
∆ =
n
m2 ln2 n
=
n1/3
ln2 n
,
and its core has a small size |c|  m.
This is not easy to show by Lemma 3.6 alone. For example, suppose that we have
constructed a ∆/2-sunflower F of petal size |pj | = ∆/2 so far in an iterative applica-
tion of the sunflower lemma. This situation is possible because the sunflowers directly
produced by the lemma, denoted by F ′, could have small petal size |pj | = 1. A new F ′
meaningful for the update of F would have petals disjoint from those of F . We could
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need a Ω (m∆)-sunflower F ′ to guarantee this property. With m∆ = Ω
(
n2/3
/
ln2 n
)
, it
is difficult to have such F ′ with a straightforward application of the sunflower lemma.
Hence an extra observation is necessary.
Find a ∆-sunflower F in U with Theorem 3.4 as follows. Put
l =
n
∆
= n2/3 ln2 n and λ = 2 lnn.
By the theorem, there exists an (l, λ)-extension generator g of U such that
|g| ≤ κ (U)
ln lm2λ −O(1)
≤ m
√
ln lnn
ln n
2/3 ln2 n
m2 lnn −O(1)
=
m
Ω
(√
ln lnn
)  m.
Regard this g as the core c so its size |c|  m is small. Construct a split (y1, y2, . . . , y∆)
of [n] similar to y in Section 3.3. Here yj are i) valid (l − |g|)-sets of g in the space [n]\g,
ii) pairwise disjoint, and iii) such that each g ∪ yj contains an m-set sj ∈ U since g is
an extension generator.
The split (y1, y2, . . . , y∆) creates a ∆-sunflower F = {s1, s2, . . . , s∆} such that each
sj in contained in g ∪ yj . Since y1, y2, . . . , y∆ are pairwise disjoint, F is indeed a ∆-
sunflower with a small core c = g and disjoint petals pj = sj \ g ⊂ yj .
We have a more general statement below:
PROPOSITION 3.7. (Sunflower with a Small Core) Let positive real numbers m and
η satisfy m ∈ [n], η  1 and m2η  nlnn . A family of m-sets whose sparsity is o (m ln η)
contains an Ω
(
n
m2η lnn
)
-sunflower with a core of size o (m).
PROOF. Take an (l, 2 lnn)-extension generator of U such that l = m2η lnn, and follow
the same arguments as above.
The proposition suggests a tight relationship between extension generators and sun-
flowers. Theorem 3.4 implies the existence of a sunflower in most cases covered by
Lemma 3.6: One can verify that if |U | = (Ω (∆ ln ∆))mm!, there exists an n/∆-extension
generator g of size less than m. A q-sunflower is immediately constructible from such
g as above. This leads to non-trivial claims such as Proposition 3.7. With Theorem 3.4,
we have a stronger statement that if we extend m-sets to l-sets, almost every case of
disjoint y1, y2, . . . , y∆ with small g includes a ∆-sunflower.
4. A NEW APPROACH TO SHOW THE EXPONENTIAL MONOTONE COMPLEXITY OF
CLIQUE WITH EXTENSION GENERATORS
Despite no use of logical negations, it is a considerably large task to identify the mono-
tone complexity of the clique function (17). In this section, we demonstrate an alter-
native proof of its exponential lower bound with extension generators. The presented
shift method dynamically constructs a counter example, a truth assignment whose pos-
itive literal set includes no k-clique. We believe that the shift method has a noteworthy
difference from the standard Razborov-Alon-Boppana proof. We will discuss the differ-
ence and its possible applicability to a non-monotone circuit in the next section.
We prove the following proposition with extension generators in the rest of this sec-
tion:
PROPOSITION 4.1. A monotone circuit computing CLIQUEn, 4√n has size exp (Ω (n))
for a constant  > 0.
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Fig. 3. DNF (α) and Terms Included
4.1. Disjunctive Normal Form and Terms
In the alternative approach, we deal with the disjunctive normal form (DNF) of the
Boolean function fα associated with a node α in a circuit. The DNF is in the heart
of our effort to explore set theoretical properties of computation by Boolean circuits;
therefore, it is represented as a family of sets of literals. Below we define this feature
on a general circuit C.
A De Morgan circuit is a Boolean circuit consisting of the following four types of
nodes [Jukna 2012]: i) conjunction (non-leaf, AND), ii) disjunction (non-leaf, OR), iii) a
Boolean variable (leaf, positive literal) and iv) a negated Boolean variable (leaf, nega-
tive literal). A general Boolean circuit is converted into a De Morgan circuit of almost
the same size, by pushing negations toward leaves by De Morgan’s law. We consider a
Boolean circuit C of this form.
Denote by α any node of a De Morgan circuit C as before, and by r(C) the root of C.
A node α1 is a descendant of α if there is a directed path from α to α1 in C and α1 6= α.
Since C is directed and acyclic, we can align the nodes in a topological order, i.e., a
node order such that α is numbered before any descendant α1. The depth of α, denoted
by depth (α), is the maximum length of a directed path from r (C) to α.
Each node α of C is associated with a Boolean expression fα constructed inductively:
If α is a leaf, fα is logically equivalent to the literal associated with it. If α is a con-
junction α1 ∧ α2, then fα = (fα1) ∧ (fα2). Otherwise it is a disjunction α = α1 ∨ α2, so
fα = fα1 ∨ fα2 . Regard fα as a Boolean function also. The Boolean function computed
by C is fr(C).
A leaf of C to compute CLIQUEn,k is associated with a literal: either Xe or ¬Xe for
an edge e ∈ ([n]2 ). As in (17), we regard a 2-set e ∈ ([n]2 ) as an edge in a graph whose
vertex set is [n] = {1, 2, . . . , n}. For simplicity, write (i, j) for e = {i, j} ∈ ([n]2 ) and Xe,
and ¬(i, j) for ¬Xe. A truth assignment S is an input to C; it is a set of either (i, j) or
¬(i, j) but not both for every edge (i, j) ∈ ([n]2 ). The circuit C returns true or false to
each S.
Define the disjunctive normal form DNF (α) of α recursively:
i) If α is a leaf associated with a literal (i, j) or ¬(i, j), DNF (α) = { {(i, j)}} or{ {¬(i, j)}}, respectively.
ii) If it is a conjunction α = α1 ∧ α2, then DNF (α) = {t1 ∪ t2 : ti ∈ DNF (αi)}.
iii) Otherwise, it is a disjunction α = α1∨α2. Define DNF (α) = DNF (α1)∪DNF (α2).
Exponential Monotone Complexity of the Clique Function A:19
Fig. 4. Derivation Graph of t0 Where t Generates t0 in C
DNF (α) is a family (set) of terms, where a term t is a set of literals8 that means
their conjunction. We say that t is at α if t ∈ DNF (α). It may contain a contradiction
{(i, j),¬(i, j)} for an edge (i, j) ∈ ([n]2 ). A term at the root r(C) is said to be global. An
example of DNF (α) in a De Morgan circuit is given in Fig. 3.
Remarks.
(1) In the figure, we have the Boolean function fα also regarded as a Boolean expres-
sion. Apply the distributive law
x ∨ (y ∧ z) = (x ∧ y) ∨ (x ∧ z) ,
maximum times. Obtained is a disjunctive normal form of fα, and DNF (α) consists
of all the terms occurring in it. This can be shown by induction on depth(α).
(2) A circuit C returns true to an assignment S if and only if S contains a global term
of C. The root r(C) is logically equivalent to the disjunction of the global terms. If C
returns true to S, it means S must imply at least one t0 ∈ DNF (r(C)), i.e., S ⊇ t0.
If C returns false to S, it includes no global term.
(3) Such a global term t0 is free from a contradiction. This is because t0 ⊆ S for a truth
assignment S that is contradiction-free by definition.
(4) When C computes the clique function CLIQUEn,k, every contradiction-free global
term t0 contains a k-clique in its positive literal set. Otherwise, we could find S ⊇ t0
by adding negative literal ¬e for any edge e missing in t0. The circuit C returns true
to this S but it contains no l-clique. It is against r(C) ⇔ CLIQUEn,k. Thus each t0
of C contains a k-clique.
Here is our general scheme to show the impossibility of C to compute CLIQUEn,k:
We systematically construct a global term t0 that is free from both a k-clique and
contradiction. Such t0 is called a shift. In this paper, C is monotone so a shift is a
global term containing no k-clique.
8A literal is a Boolean variable or its negation. A conjunction of literals is called product term in logic.
When it is viewed in combinatorics as a product of variables in a polynomial over the binary finite field,
it is called monomial [Jukna 2011]. In this methodology, we especially emphasize its set theoretical side; a
literal conjunction is thought of as a set of edges (positive literals) and non-edges (negative literals) over the
vertices [n]. In this regard, we simply call it a term identifying it with the literal set.
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A k-clique c is also a k-set in the universal space [n] so we may write c ∈ ([n]k ). In Sec-
tion 3.3, we have defined that c is generated at α if its edges
(
c
2
)
imply α. Equivalently,
c is generated at α iff there exists a term t ⊆ (c2) at α.
For a given term t at α, construct a subgraph C ′ of C by the following process: Sup-
pose that α is a conjunction α1 ∧ α2. By the definition of t ∈ DNF (α), there exists a
term ti at αi (i = 1, 2) such that t = t1 ∪ t2. Then we visit both αi recursively. If α is
a disjunction α1 ∨ α2, the term t is included in DNF (αi) with i = 1 or 2. Visit this αi
recursively.
The subgraph C ′ of C, the set of nodes and edges traversed by the process, is called
a derivation graph of t. Observe that it constructs a term t′ at every visited node such
that t′ ⊆ t. We say that the term t′ generates t in C.
Notice that the process can visit a node α′ more than once, creating a possibly differ-
ent term at α′ per visit. We can reconstruct t into a minimal term by choosing a same
term t′ at any visited α′. The obtained term is a subset of t that belongs to DNF (α)
also. By our convention, a global term t0 means a minimal term at the root r (C) with a
specified derivation graph. There uniquely exists t at every node α in C that generates
t0 in C, or no such t exists at α.
4.2. Preprocess with Extension Generators
To prove Proposition 4.1, we falsely assume a monotone circuit C of size at most
exp
(
n
2
)
to compute CLIQUEn,k where k = 4
√
n. Below we describe a preprocess for
our shift construction.
4.2.1. Finding Generators for k-Cliques. As its first step, we find extension generators
g of generated cliques c at every node α. The algorithm given below generalizes the
construction described in Section 3.3. It holds a small set of cliques excluded from
consideration, the set of error cliques denoted by Cα ⊂
(
[n]
k
)
.
Arrange all α in a reverse topological order, and perform the algorithm at each α. If
α is a leaf, let Cα = ∅. Otherwise Cα = Cα1 ∪Cα2 where αi are the two children of α. Find
generators g by:
Algorithm CLIQUEGENERATORS
Collect all the k-cliques c 6∈ Cα generated at α. Regarding c as k-sets in
[n], find their (n/q, k)-extension generator g. (We defined q = n5 and k =
n1/4 in (18).) Exclude all c such that c ⊃ g. Repeat until the number of
remaining cliques c is less than
(
n
l
)
e−n

. When the loop is finished, add the
finally remaining k-cliques to Cα as the new error cliques at α.
We have
|g| = O
(
n
lnn
)
and κ (Cα) = Ω (n) . (20)
When we take g of c at α, there are at least
(
n
l
)
e−n

k-cliques. The sparsity of (the family
of k-sets) c is n or less. The size of g is O
(
n
lnn
)
by the extension generator theorem.
Since less than
(
n
l
)
e−n

cliques are added to Cα at each α, the final size of Cα is bounded
by |C| · (nl)e−n = en2 · (nl)e−n = (nl)e−Ω(n). These mean (20), i.e., generators g have
small sizes and error cliques are sufficiently few.
4.2.2. Splits y of [n]. In Section 3.3, we constructed the family Y of n/q-sets valid for g
at all α, and F of splits y = (y1, y2, . . . , yq) of [n] such that yj ∈ Y. Here we construct
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similar Y and F for possibly more than one generators at a node α. Use the same
notation as (18).
Consider one (n/q, k)-extension generator g found by CLIQUEGENERATORS at a par-
ticular α. By Corollary 3.5, there are
(
n
n/q
)
e−k valid sets y, for each of which g ∪ y
contains a k-clique generated at α.
Let Y ⊆ ( [n]
n/q
)
be the family of n/q-sets valid for all g. By Lemma 2.2 and (20), there
are at most
(
n
O( nlnn )
)|C| = eO(n) pairs of generators g and node α where g is found.
There are no more than (
n
n/q
)
e−k · eO(n) =
(
n
n/q
)
e−Ω(k)
n/q-sets y not valid for any detected g. Thus the complement sparsity of Y is Ω (k), i.e.,
(19) holds for more than one g at an α.
Now construct the family F of splits y = (y1, y2, . . . , yq) such that yj ∈ F the same
way as in Section 3.3. It satisfies the properties (i)–(iii) and κ
(F) = Ω (k). Also a k-
clique c contained in each g ∪ yj is not an error clique at α, i.e., c ∈ Cα =
(
[n]
k
) \ Cα. It is
due to the construction by CLIQUEGENERATORS.
4.2.3. Quadruples σ: Representation of Generated Cliques. Let σ = (g, g1, g2, α) be a quadru-
ple such that g, g1 and g2 are subsets of [n] and α is a node in C. It is said to be incident
to a k-clique c at α if it satisfies the following four conditions:
I. c a non-error k-clique is generated at α to contain some generator g found by
CLIQUEGENERATORS at α (so c ∈ Cα and c ⊃ g).
II. If α is a conjunction α1∧α2, each gi is a generator found by CLIQUEGENERATORS
at αi such that gi ⊂ c.
III. If α is a disjunction α1 ∨ α2, then g1 = g2, which is a generator found by CLIQUE-
GENERATORS at either αi where c ⊃ gi is generated.
IV. If α is a leaf of C, g = g1 = g2 is the vertex set of the positive literal (edge)
associated with α.
Denote by Q0 the set of all σ incident to any generated c at α. A quadruple σ inci-
dent to c is an abstraction of k-clique generated at α. All the operations in our shift
construction will perform with σ. Observe their basic properties.
LEMMA 4.2.
(i) |Q0| < eO(n)  eq.
(ii) For each k-clique c ∈ Cα generated at α, and g ⊂ c found by CLIQUEGENERATORS
at α, there exists σ = (g, g1, g2, α) ∈ Q0 incident to c.
PROOF. (i): Since |g| and |gi| are bounded as (20) and |C| ≤ en
2
, there are at most(
n
O(n/ lnn)
)3
en
2
= eO(n
) such σ = (g, g1, g2, α) ∈ Q0 by Lemma 2.2. We defined q = n5
in Section 3.3, so eO(n
)  eq.
(ii): Fix any such c and g. There exists a term t ∈ DNF (α) contained in (c2) since c is
generated at α. Suppose α is a conjunction α1 ∧ α2. The set DNF (αi) , i = 1, 2 contains
a term that is a subset of t, by the definition of DNF (·). The clique c is generated at
both αi. Algorithm CLIQUEGENERATORS finds gi ⊂ c at each αi since c 6∈ Cα ⊇ Cαi .
Thus there exists such a quadruple (g, g1, g2, α) ∈ Q0. It is shown similarly when α is a
disjunction or a leaf.
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4.3. Overview of the Shift Construction for Monotone C
For each σ = (g, g1, g2, α) ∈ Q0, we will construct a term t (σ) at α such that
t (σ) \
(
g
2
)
∩ z = ∅. (21)
Here z is an edge set of size n11/6q = n11/6+5 whose removal annihilates k-cliques in
the edge space
(
[n]
2
)
, called blocked edge set.
Our shift, denoted by t (y) for a given split y of [n] in F , is any t (σ) at the root
α = r(C). It satisfies
t (y) ∩ z = ∅ : (22)
All the k-clique are generated at r(C) so g = ∅. Then (21) means (22). Since z is chosen
so that its removal leaves no k-clique, the shift is free from a k-clique. Its existence is
the contradiction to prove Proposition 4.1.
We will show (21) by induction on depth(α). Suppose α = α1 ∧ α2. Inductively, two
terms t (σi) , i = 1, 2 at the children αi have been already constructed with the property
(21). Precisely speaking, let σ be incident to a k-clique c at α. There exists t (σi) ∈
DNF (αi) for each i = 1, 2 and some σi = (gi, gi,1, gi,2, αi) incident to c such that t (σi) \(
gi
2
) ∩ z = ∅. (This chain property will be later discussed with Lemma 4.2 (ii).)
We join the two terms t(σi) to construct t (σ) if α is a conjunction α1 ∧α2. It is a term
at α since
t (α) = t (α1) ∪ t (α2) ∈ DNF (α).
by the definition of DNF (α). To show (21) for t (σ), it is critical whether or not(
g1 ∪ g2
2
)
\
(
g
2
)
∩ z = ∅,
i.e., we already know the the disjointness between t (σ) and z outside the space g1 ∪ g2.
Put
d (σ)
def
=
(
g1 ∪ g2
2
)
\
(
g
2
)
. (23)
to restate it as
d (σ) ∩ z = ∅. (24)
Fix a split y = (y1, y2, . . . , yq) ∈ F obtained in Section 4.2.2. For any g at α, each
g∪yj contains a k-clique generated at α. We have q choices y1, y2, . . . , yq for a generated
clique. An algorithm will choose one of them yj for each σ ∈ Q0. Write
y (σ) = yj
to exress it. We achieve (24) by determining a good choice y (σ) ∈ {y1, y2, . . . , yq} for
every σ ∈ Q0. The quadruple σ = (g, g1, g2, α) is incident to some c ∈ Cα. There exists a
k-clique
c∗ ⊂ g ∪ y (σ) .
The choice y (σ) represents our systematic switch from c to c∗ to construct t (y).
By Lemma 4.2 (ii), there exists σ∗ = (g, g∗1 , g∗2 , α) incident to c∗. This quadruple occurs
after making the decision y (σ) ∈ {y1, y2, . . . , yq}, thus is our object for verifying the
property (24). We require σ∗ to satisfy d (σ∗) ∩ z = ∅. The mapping σ 7→ σ∗ is the
primary decision to switch from clique c to c∗. Let us denote it by σ∗ = f (σ) with the
function f : Q0 → Q0. As a result, we require
d (f (σ)) ∩ z = ∅. (25)
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for every σ ∈ Q0.
In summary, our construction will determine:
(a) a blocked edge set z of size n11/6q whose removal leaves no n1/5-cliques in the edge
space
(
[n]
2
)
, and
(b) y (σ) ∈ {y1, y2, . . . , yq} and f (σ) ∈ Q0 such that (25) for every σ ∈ Q0.
Based on the choice, we will find t (σ) such that (21) and t (y). Proposition 4.1 will be
proven by the confirmed existence of a shift.
4.4. The Main Algorithm
Our main algorithm SHIFT returns t (y) of C for each y = (y1, y2, . . . , yq) ∈ F . It con-
sists of the following 4 steps:
1. Initialization:
1-1. Put Q = Q0.
/* It is the set of all σ = (g, g1, g2, α) incident to any c at α. */
1-2. For every σ = (g, g1, g2, α) ∈ Q0 and yj ∈ {y1, y2, . . . , yq}, choose a k-clique
c∗ ∈ Cα such that c∗ ⊂ g ∪ yj . Let σ∗ ∈ Q0 be incident to c∗. Put
fj (σ) = σ
∗.
/* By Lemma 4.2, there exists such a σ∗ incident to c∗. This fj (σ) is f (σ) in case
yj is chosen as y (σ).*/
2. Call Algorithm BLOCKEDEDGES (Fig. 5) to determine z, y (σ) and f (σ) for σ ∈ Q0.
3. Call Algorithm LOCALSHIFT (Fig. 6) to construct a term t (σ) for each σ ∈ Q0.
4. Return t (σ) for any σ = (∅, g1, g2, r(C)) as t (y).
4.5. Algorithm BLOCKEDEDGES
Fix a given split y = (y1, y2, . . . , yq) ∈ F of [n]. Step 2 of SHIFT calls the algorithm
BLOCKEDEDGES to determine a blocked edge set z, and choices y (σ) and f(σ) for
σ ∈ Q0. It is described in Fig. 5.
We choose an edge set zj of size n11/6 in the space yj for each j ∈ [q]. Our notation
expresses it as
zj ∈
( (yj
2
)
n11/6
)
.
Step 3 constructs the blocked edge set z by
z =
q⋃
j=1
zj ∈
( ([n]
2
)
n11/6q
)
.
We require for each j ∈ [q] that the removal of zj leave no n1/5-clique in the space yj .
There are a majority of such zj . See it with the following general statement.
LEMMA 4.3. LetN0 =
(
n
2
)
, r ∈ [n] and L ∈ [N0] be integers such that r  n and rL
N0 ln
√
N0
r . The family
{
s ∈ ( ([n]2 )
N0−L
)
: edge set s contains no r-clique
}
forms a majority
in
( ([n]2 )
N0−L
)
with complement sparsity Θ
(
Lr2
/
N0
)
.
PROOF. Let R =
(
r
2
)
. The number of (N0 − L)-edge sets containing a particular
r-clique is
(
N0−R
N0−L−R
)
=
(
N0−R
L
)
=
(
N0
L
)
e
−Θ
(
LR
N0
)
=
(
N0
N0−L
)
e
−Θ
(
LR
N0
)
by Lemma 2.4.
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Algorithm BLOCKEDEDGES
Inputs:
1. Split y = (y1, y2, . . . , yq) of [n] input to SHIFT.
2. Set Q = Q0 of all σ = (g, g1, g2, α) constructed by Step 1-1 of SHIFT.
3. fj (σ) ∈ Q0 constructed by Step 1-2 of SHIFT for σ ∈ Q0 and j ∈ [q].
Outputs: (i) blocked edge set z of size n11/6q, (ii) y (σ) ∈ {y1, y2, . . . , yq}, and (iii) f (σ) ∈ Q0 such
that (25) for every σ ∈ Q0.
begin
1. for j ← 1 to q do
1-1. for each σ ∈ Q do y (σ)← yj and f (σ)← fj (σ);
/* yj is chosen as y (σ) and fj as f (σ) temporarily for the remaining σ in the current
Q. */
1-2. for each σ ∈ Q and edge set zj ⊂
(
yj
2
)
of size |zj | = n11/6 do
1-2-1. if i) removal of zj leaves no n1/5-cliques in
(
yj
2
)
, and ii) zj∩d (f(σ)) 6= ∅ then create
a pair (zj , σ);
1-3. end for
1-4. Find and fix zj incident to the minimum number of (zj , σ);
1-5. Q(zj)← {σ ∈ Q : d (f(σ)) ∩ zj 6= ∅};
1-6. Qj ← Q \Q(zj) and Q ← Q(zj);
2. end for
3. z = z1 ∪ z2 ∪ · · · ∪ zq;
end
Fig. 5. To Determine z, y (σ) and f (σ)
The number of (N0 − L)-edge sets containing any r-clique is
(
N0
N0−L
)
e
−Θ
(
LR
N0
)
· (nr) =(
N0
N0−L
)
e
−Θ
(
LR
N0
)
+ln (nr). The sparsity of such (N0 − L)-edge sets is
Θ
(
LR
N0
)
− ln
(
n
r
)
= Θ
(
Lr2
N0
)
−Θ
(
r ln
n
r
)
= Θ
(
Lr2
N0
)
 Θ
(
r ln
n
r
)
 1,
due to Lemma 2.2 and the given conditions rL  N ′ ln
√
N0
r and
n
r  1. Hence the
(N0 − L)-edge sets containing no r-cliques form a majority with complement sparsity
Θ
(
Lr2
/
N0
)
.
By the lemma, the family
Zj def=
{
zj ∈
( (yj
2
)
n11/6
)
: removal of zj leaves no n1/5-cliques in the space yj
}
forms a majority in
( (yj2 )
n11/6
)
. Put r ← n1/5, L ← |zj | = n11/6, and N0 ←
(|yj |
2
)
=
(
n/q
2
)
=
Θ
(
n2−10
)
. Apply them to the lemma. Since
rL
N0 ln
√
N0
r
=
n1/5 · n11/6
Θ (n2−10 lnn)
 1 ⇒ rL N0 ln
√
N0
r
,
the family of (N0 − L)-edge sets containing no r-clique forms a majority with comple-
ment sparsity Ω
(
Lr2
/
N0
)
= Ω
(
n7/30
)
. It means that Zj forms a majority with the
same complement sparsity in
( (yj2 )
n11/6
)
.
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Let us look at details in BLOCKEDEDGES. Loop 1 processes y1, y2, . . . , yj , . . . , yq in
the order. In its jth step, the set Q consists of all σ for which y (σ) and f (σ) are yet to
be determined. Step 1-1 temporarily sets y (σ) = yj and f (σ) = fj (σ) for the remaining
σ ∈ Q.
We require that zj , y (σ) and f (σ) satisfy
(A) : zj ∈ Zj and (B) : d (f(σ)) ∩ zj = ∅,
to meet (25). Steps 1-2 to 1-4 construct the pairs (zj , σ) such that (A) ∧ ¬(B), finding
zj ∈ Zj incident to the fewest σ. Fix this zj as z ∩
(
yj
2
)
. Step 1-5 stores them in Q(zj).
For the remaining Q \ Q (zj), the decisions are made as y (σ) = yj and f (σ) = fj (σ).
Step 1-6 puts
Qj = {σ ∈ Q0 : y (σ) = yj} . (26)
Also it updatesQ ← Q (zj), i.e., for σ violating the condition (B), the algorithm chooses
another y (σ) ∈ {yj+1, yj+2, . . . , yq}. Due to the disjointness between y1, y2, . . . , yq, the
construction of zj+1, zj+2, . . . , zq performs independently of jth step.
The three noteworthy features of the shift construction are:
I. the disjointness property (21) based on (25),
II. the independence property between y1, y2, . . . , yq as above, and
III. the convergence property ofQj , i.e., |Qj | decreases exponentially as j grows linearly.
We will discuss I and II in the next subsection. We show III by proving the following
lemma.
LEMMA 4.4. |Q(zj)|  |Q| right after Step 1-5 of BLOCKEDEDGES for j ∈ [q].
PROOF. Let e be an edge in zj ∩ d (f(σ)) for Step 1-2-1 (ii) of BLOCKEDEDGES. It
creates at most
((|yj |2 )−1
|zj |−1
)
pairs (zj , σ); choose |zj | − 1 edges of zj in the space
(
yj
2
) \ {e}.
The number of such e per σ ∈ Q is no more than |d (f(σ))| ≤ (|g∗1∪g∗2 |2 ) < n2 since we
know |g∗i | = O
(
n
lnn
)
< n

2 by (20). We have the identity
((|yj |2 )
|zj |
)
=
(|yj |2 )
|zj |
((|yj |2 )−1
|zj |−1
)
. As a
result, there are at most
M =
((|yj |
2
)− 1
|zj | − 1
)
|d (f(σ))| < |zj |n
2(|yj |
2
) ((|yj |2 )|zj |
)
such pairs (zj , σ) incident to each σ ∈ Q. The total number of (zj , σ) constructed by
Step 1 is M |Q| or less.
Therefore, there exists an edge set zj ∈ Zj incident to
M |Q|
|Zj | =
M |Q|((|yj |2 )
|zj |
)
e−o(1)
<
|zj |n2(|yj |
2
)
e−o(1)
|Q| = O
(
n−
1
6+12 |Q|
)
 |Q| ,
or less σ ∈ Q in the set of constructed pairs (zj , σ). Step 1-5 chooses these σ as Q(zj) so
|Q(zj)|  |Q|.
COROLLARY 4.5.
|Qj | < 2−j+1 |Q0| ,
for each j ∈ [q] after BLOCKEDEDGES terminates. As a result, Qq is empty.
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Algorithm LOCALSHIFT
Inputs:
1. Q0 constructed by Step 1-1 of SHIFT.
2. f (σ) determined by BLOCKEDEDGES.
Output: A term t (σ) for every σ ∈ Q0.
begin
/* Do the following for each σ = (g, g1, g2, α) ∈ Q0 in a reverse topological order of the nodes in
C. Inductively, we have constructed a term t (σi) for every σi ∈ Q0 incident to a k-clique at a
child of α. */
1. if α is a leaf of C associated with a positive literal e (i.e., edge e ∈ ([n]
2
)
) then t (σ) = {e};
2. else
2-1. σ∗ = (g, g∗1 , g∗2 , α)← f (σ);
2-2. if α is a conjunction α1 ∧ α2 then
2-2-1. for i← 1, 2 do σi ← (g∗i , gi,1, gi,2, αi) ∈ Q0 for some gi,1, gi,2 ⊂ [n];
/* There exists such σi by the chain property. */
2-2-2. return t (σ1) ∪ t (σ2);
2-3. else /* α is a disjunction α1 ∨ α2 */
2-3-1. Let g∗1 = g∗2 be a generator constructed by CLIQUEGENERATORS at αi for i = 1 or
i = 2;
2-3-2. σ1 ← (g∗1 , g1,1, g1,2, α1) ∈ Q0 for some g1,1, g1,2 ⊂ [n];
2-3-3. return t (σ1);
2-4. end if
3. end if
end
Fig. 6. To Construct a term t (σ) at α
PROOF. Every time Loop 1 of BLOCKEDEDGES increments j, it reduces |Q| to less
than its half by Lemma 4.4. Thus |Q| < 2−j+1 |Q0| after Step 1-6 with loop index j. The
first statement follows this and Qj ⊆ Q.
|Q0| = eO(n) by Lemma 4.2 (i). For every j ≥ n2,
|Qj | < 2−j+1|Q0| < e−n2+1+O(n) = e−Ω(n
2) < 1,
⇒ Qj = ∅.
So Qq = ∅ since q = n5.
Hence Qj quickly reduces its size to becomes empty before j reaches q. This is the
convergence property of the shift construction.
4.6. Algorithm LOCALSHIFT
Step 3 of SHIFT calls LOCALSHIFT to construct a term t (σ) for every σ ∈ Q0. It is
based on f (σ) output by BLOCKEDEDGES.
Let us now show the independence property. It is:
d (f (σ)) ∩
(
yj′
2
)
= ∅ for σ ∈ Qj such that j 6= j′. (27)
Because of the property, we can focus on the current yj to prove (25). The k-clique
problem in the universal space [n] has been partitioned into smaller problems in
y1, y2, . . . , yq this way; the existence of all the generated k-cliques c is reduced to the
independent existence of some c in each g ∪ yj at every α. The construction is a conse-
quence of Theorem 3.4.
See the following claim.
Exponential Monotone Complexity of the Clique Function A:27
LEMMA 4.6. d (f(σ)) ⊂ (g∪y(σ)2 ) \ (g2) for every σ ∈ Q0. Thus, each edge in d (f (σ))
has an endpoint in y (σ).
PROOF. Fix σ and let σ∗ = f (σ) = (g, g∗1 , g∗2 , α). Step 1-2-1 of SHIFT and Step 1-1 of
BLOCKEDEDGES together choose a k-clique c∗, such that σ∗ is incident is c∗ at α and
g ⊂ c∗ ⊂ g ∪ y (σ). The sets g∗i are included in c∗ since σ∗ is incident to c∗. Thus,
d(f(σ)) = d (σ∗) =
(
g∗1 ∪ g∗2
2
)
\
(
g
2
)
⊂
(
g ∪ y (σ)
2
)
\
(
g
2
)
.
The second statement follows the first.
An edge in
(yj′
2
)
have both endpoints in yj′ . The edge set d (f (σ)) for any σ such that
y (σ) = yj has at least one endpoint in yj by the lemma. Thus d (f(σ)) ∩
(yj′
2
)
= ∅ if
j 6= j′, i.e., the independence property (27).
We now show (25).
LEMMA 4.7. d (f (σ)) ∩ z = ∅ for every σ ∈ Q0.
PROOF. We claim d (f(σ)) ∩ zj = ∅ for each σ ∈ Q0 and j ∈ [q − 1]. Suppose to the
contrary d (f(σ)) ∩ zj 6= ∅. The independence property means y (σ) = yj since zj ⊂
(
yj
2
)
.
The choice y (σ) = yj is made by Step 1-1 of BLOCKEDEDGES when σ belongs to the
current Q. By Step 1-5, σ ∈ Q is stored in Q(zj) due to d (f(σ))∩ zj 6= ∅. Step 1-6 stores
it in the new Q so that y (σ) 6= yj by Step 1-1. A contradiction. The proves the claim
d (f(σ)) ∩ zj = ∅.
In addition, d (f(σ)) ∩ zq = ∅ for any σ ∈ Q0 due to the independence property and
Qq = ∅ in Corollary 4.5; there is no σ such that y (σ) = yq and zq ⊂
(
yq
2
)
.
Hence d (f(σ)) ∩ zj = ∅ for every σ ∈ Q0 and j ∈ [q], meaning (25).
We now show the disjointness property (21). Let us see how LOCALSHIFT constructs
a term t (σ) at α for σ = (g, g1, g2, α). Suppose α is a conjunction α1 ∧α2. The argument
is simpler when α is a disjunction or a leaf.
In the paragraph containing (25), we discussed that the function σ∗ = f(σ) repre-
sents the switch from a clique c to c∗ such that c∗ ⊂ g ∪ y(σ). Step 2-1 of LOCALSHIFT
retrieves this σ∗ = f(σ). Because c∗ ∈ Cα (a non-error clique generated at α due to Step
1-2 of SHIFT), and because of our construction by CLIQUEGENERATORS, the k-clique
c∗ is a non-error clique generated at both α1 and α2. There exists σi ∈ Q0 incident to
c∗ at each αi by Lemma 4.2 (ii). In other words, we have
The Chain Property of σ: Let σ∗ = f(σ) = (g, g∗1 , g∗2 , α) for any σ ∈ Q0 at a
conjunction α = α1 ∧ α2. There exists σi = (g∗i , gi,1, gi,2, αi) ∈ Q0 for each
i ∈ [2] and some gi,1, gi,2 ⊂ [n]. If α is a disjunction, there exists such σi at
one of αi, i ∈ [2].
This allows for our construction of t (σ) in LOCALSHIFT; previously, t (σi) has been
found at αi. Step 2-2-2 returns t (σ1) ∪ t (σ2) as t (σ). Since t (σi) ∈ DNF (αi), it is a
term is at α by the definition of DNF (α). Also by induction hypothesis for (21), t (σ) =
t (σ1)∪t (σ2) is disjoint from z outside
(
g∗1∪g∗2
2
)
. By Lemma 4.7 and d (f(σ)) =
(
g∗1∪g∗2
2
)\(g2),
t (σ) \ (g2) is disjoint from z, showing (21).
Find a formal proof of the disjointness property with the following lemma.
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LEMMA 4.8. For each σ ∈ Q0, LOCALSHIFT returns a term t (σ) at α such that
t (σ) \
(
g
2
)
⊆ Φ, where Φ def=
⋃
σ∈Q0
d (f(σ)) . (28)
PROOF. Prove by induction on depth(α). Fix a given quadruple σ = (g, g1, g2, α) ∈ Q0.
The basis occurs when α is a leaf of C associated with an edge e ∈ ([n]2 ). Algorithm
CLIQUEGENERATORS collects all c generated at α. Every such k-clique contains e in(
c
2
)
, so g contains the two vertices incident to e. LOCALSHIFT correctly returns t (σ) =
{e} ∈ DNF (α) such that (28).
For induction step, we consider a conjunction α = α1 ∧ α2 since a disjunctive case
is shown similarly. Assume true for αi and prove true for α. By the chain property,
there exists σi at each αi, i ∈ [2] for σ∗ = f (σ) found by Step 2-1 of LOCALSHIFT. By
induction hypothesis, LOCALSHIFT has constructed a term t (σi) at αi for each i = 1, 2
and some σi ∈ Q0 at αi. Step 2-2-2 returns t (σ1) ∪ t (σ2) as t (σ), so it is a term at α.
To verify (28), let f (σ) = σ∗ = (g, g∗1 , g∗2 , α). Observe
t (σ) \
(
g
2
)
=
2⋃
i=1
t (σi) \
(
g
2
)
=
2⋃
i=1
(
t (σi) ∩
(
g∗i
2
)
\
(
g
2
))
∪
2⋃
i=1
(
t (σi) \
(
g∗i
2
)
\
(
g
2
))
.
Since d (f(σ)) =
(
g∗1∪g∗2
2
) \ (g2),
2⋃
i=1
(
t (σi) ∩
(
g∗i
2
)
\
(
g
2
))
⊆
(
g∗1
2
)
∪
(
g∗2
2
)
\
(
g
2
)
⊆ d (f (σ)) ⊆ Φ.
By induction hypothesis,
⋃2
i=1 t (σi) \
(
g∗i
2
) ⊆ Φ. Thus t (σ) \ (g2) ⊆ Φ, proving the
lemma.
COROLLARY 4.9. The disjointness property (21) holds for every σ = (g, g1, g2, α) ∈
Q0.
PROOF. Φ ∩ z = ∅ by Lemma 4.7. Thus t (σ) \ (g2) ∩ z ⊆ Φ ∩ z = ∅.
Step 4 of SHIFT returns any t (σ) at r (C) as t (y). The only generator found by
CLIQUEGENERATORS at the root is g = ∅. The disjointness property (21) implies (22):
t (y) ∩ z = ∅. By Step 3 of BLOCKEDEDGES, z = z1 ∪ z2 ∪ · · · ∪ zq. Each zj is chosen
so that its removal leaves no n1/5-clique in the space [yj ]. As a result, the removal of
z annihilates the n1/5q-cliques in the universal space [n]. The shift t (y), disjoint from
z, thus includes no k-clique since k > n1/5q. It is a contradiction against the fact that
every global term of C contains a k-clique. This completes the proof of Proposition 4.1.
5. DISCUSSIONS
The presented shift method constructs a counter example for C to compute CLIQUEn,k.
It partitions the clique problem in [n] into y1, y2, . . . , yq in a way that each of g ∪ y1, g ∪
y2, . . . , g ∪ yq contains a k-clique at every α. As a result, we can independently find a
blocked edge set zj in yj to integrate them for the global impossibility of generating
all the k-cliques. This provides a new, set theoretical perspective of the hardness of
monotone computation of cliques.
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In this section, we compare the shift method with the standard proof based on the
method of approximations, also discussing its possibility to apply it to a non-monotone
circuit.
5.1. Summary of the Standard Proof
Let us review the standard proof of Proposition 4.1 [Papadimitriou 1994] in the same
setting as Section 4. Negative examples are special truth assignments S to which C
returns false. They are constructed by random coloring of vertices with k− 1 colors; an
edge (v1, v2) exists if and only if the colors of vi are distinct. Clearly, such S contains no
k-cliques due to k− 1 colors only. At a node α, take q-sunflowers of generated k-cliques
similarly to CLIQUEGENERATORS finding extension generators. Replace them by the
sunflower cores. Continue until we no longer find such a q-sunflower. The final vertex
sizes of the terms are O (n) as shown below.
A false positive S at α is a negative example to which the node α originally returns
false but the modified α returns true. A false positive may be newly created when we
reduce terms at α with the detected sunflowers. Argue that this occurs only if every
petal of a sunflower contains an edge missing in S. Its probability is sufficiently small,
so false positives are maintained as a minority among the (k − 1)n negative examples
throughout the process.
At the root of C, small terms of vertex size O(n) cannot say no to the majority of
remaining negative examples but the false positives: We find q-sunflowers of vertex(t)
where q = n5 and t are terms at α. (Here vertex(·) is the set of vertices incident to
the argument edge set.) The number of false positives has been inductively upper-
bounded by (k − 1)n times e−Ω(q lnn) by the above randomness argument. However, we
have t at the root of C such that |vertex(t)| = O (n). It falsely returns true to at least
(k − 1)n−|vertex(t)| = (k − 1)ne−O(n lnn) negative examples. This contradiction proves
the impossibility of such C.
Lastly, we verify |vertex(t)| = O (n) after the iterative application of the sunflower
lemma.
LEMMA 5.1. With the current terms t at α, let U be the family of vertex(t) such that
|vertex(t)| = m n. If U generates a set of k-cliques (family of k-sets) with sparsity at
most n, then U contains a q-sunflower.
PROOF. By (3) and Lemma 2.2, κ (U) is at most
ln
(
k
m
)
+ n = ln
(
n1/4
m
)
+ n < m ln
n1/4
m
+m+ n.
It means that the number of distinct vertex(t) is at least
(
n
m
)
e−m ln
n1/4
m −m−n . It is
straightforward to verify that this number is larger than the sunflower bound (q −
1)mm! = em lnmq−O(m) given by Lemma 3.6. Thus, such a family of vertex(t) contains a
q-sunflower.
We keep taking sunflowers of vertex(t) until it is no longer possible. Hence |vertex(t)| =
O (n) at the end of the process at each node α.
5.2. Toward Generalization of the Shift Method
The heart of the shift method is the dynamic construction of the global term t (y) that
is disjoint from the blocked edge set z. Here z is chosen so that if it is eliminated, there
exists no cliques of size n1/5q. In other words, the algorithm SHIFT finds z that can be
emptied in t (y).
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This gives some hope to obtain a super-polynomial size lower bound of a non-
monotone circuit C computing cliques. For example, the following strategy may be
possible: Given C, consider each edge set z′ ⊂ ([n]2 ) of a specified size such as n11/6q.
For every k-clique c, let S be the truth assignment such that the edges in z′ \ (c2) are
assigned negatively, and those in
(
[n]
2
) \ z′ ∪ (c2) positively. Represent this S by the pair
(c, z′).
For each fixed z′, run SHIFT on pairs (c, z′): Collect such c at each α and find genera-
tors as before. LOCALSHIFT constructs a global term t (y) such that there is no positive
literal in t (y) ∩ z ∩ z′ by the arguments for (21). In other words, the edge set z ∩ z′ is
emptied in t (y). Due to possible negative literals in C, the global term may contain a
contradiction, i.e., t (y) ⊃ {e,¬e} for an edge e.
If we can somehow find z′ such that SHIFT empties z ∩ z′, and such that z = z′, then
we have the impossibility of a non-monotone circuit C to compute cliques: There is no
positive literals in z∩z′ = z since SHIFT empties it. There is no negative literal outside
z, since every considered clique c comes from the pair (c, z′) such that z′ = z. Thus, the
construct shift would include no contradiction. It is also free from a k-clique since the
removal of z annihilates smaller cliques. This could imply the impossibility of C.
Such z′ could be chosen with a majority of l-sets in the Hamming space as BLOCKED-
EDGE chooses zj in
(
yj
2
)
. If so, z′ is essentially obtained by a counting argument rather
than inductive construction along the node structure of C. Such a method is probably
not a natural proof.
In addition to a chance of applicability to a non-monotone circuit, it may be possi-
ble to improve the Alon-Boppana bound eΩ((n/ logn)
1/3) if the theory on the Hamming
space is further developed. With a better extension generator, we could find a stronger
sunflower bound to help the improvement.
6. CONCLUSIONS
We developed a theory on set theoretical properties of the Hamming space, with the
emphasis on the l-extension of a family U of m-sets. The extension generator theorem
shows the existence of a small set g to generate almost all the (l − |g|)-sets in [n]\g. We
demonstrated its applicability to the monotone complexity bound of CLIQUEn,k: The
theorem is used to partition the k-clique problem in a way that each of y1, y2, . . . , yq
contains a k-clique generated at any node α, if joined with g. As a result, we can con-
struct a global term called shift containing no k-clique for a monotone circuit C of
sub-exponential size. We also showed the existence of a sunflower with small core,
which is not easy to construct by the sunflower lemma alone.
In addition, we discussed the possibility to apply the shift method to a non-monotone
circuit to compute cliques, and to improve the Alon-Boppana bound with a better ex-
tension generator.
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Appendix: Proofs of the Claims in Section 2.3
LEMMA 2.2∣∣∣∣∣ln
(
p
q
)
− q
(
ln
p
q
+ 1− S
(
q
p
))
− 1
2
ln
p
2piq(p− q)
∣∣∣∣∣ = O
(
1
min (q, p− q)
)
,
for p, q ∈ Z such that 0 < q < p.
PROOF. By Stirling’s series, k! =
√
2pik
(
k
e
)k (
1 +O
(
1
/
k
))
for k ∈ Z>0. It implies(
p
q
)
=
p!
q!(p− q)! =
√
2pip
(
p
e
)p (
1 +O
(
p−1
))
√
2piq
(
q
e
)p
(1 +O (q−1)) ·√2pi(p− q) ( p−q
e
)p−q
(1 +O ((p− q)−1))
=
√
p
2piq(p− q) ·
pp
qq(p− q)p−q · r,
where r =
1+O(p−1)
(1+O(q−1))(1+O((p−q)−1)) is a real number such that |r − 1| = O
(
1
/
min (q, p− q)
)
.
Thus it suffices to show
ln
pp
qq(p− q)p−q = q
(
ln
p
q
+ 1− S
(
q
p
))
.
Its left hand side is equal to
p ln p− q ln q − (p− q)
(
ln p+ ln
(
1− q
p
))
= q ln
p
q
− p
(
1− q
p
)
ln
(
1− q
p
)
.
The function S is defined by (4). With the Taylor series of the natural logarithm, we have
− (1− x) ln (1− x) = (1− x)
∑
j≥1
xj
j
=
∑
j≥1
xj
j
−
∑
j≥1
xj+1
j
= x+
∑
j≥2
xj
j
−
∑
j≥1
xj+1
j
= x+
∑
j≥1
(
xj+1
j + 1
− x
j+1
j
)
= x−
∑
j≥1
xj+1
j(j + 1)
= x− x
∑
j≥1
xj
j(j + 1)
= x− x · S (x) ,
for x ∈ (0, 1). Therefore,
ln
pp
qq(p− q)p−q = q ln
p
q
− p
(
1− q
p
)
ln
(
1− q
p
)
= q ln
p
q
+ p
(
q
p
− q
p
· S
(
q
p
))
= q
(
ln
p
q
+ 1− S
(
q
p
))
,
proving the claim.
LEMMA 2.4 (
n−m
l
)
=
(
n
l
)
e−
lm
n
−o( lmn ),
for m, l ∈ [n] such that l +m n.
PROOF. First we see ln
(
n−m
l
)
< ln
(
n
l
)− lm
n
. Its proof is found in [Fukuyama 2005] as follows:(
n−m
l
)(
n
l
) = l−1∏
i=0
n−m− i
n− i =
l−1∏
i=0
(
1− m
n− i
)
<
(
1− m
n
)l
,
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⇒ ln
(
n−m
l
)
− ln
(
n
l
)
≤ l ln
(
1− m
n
)
= −l
∑
i≥1
1
i
(m
n
)i
< − lm
n
.
The lower bound ln
(
n−m
l
) ≥ ln (n
l
)− lm
n
− o ( lm
n
)
is shown similarly:(
n−m
l
)(
n
l
) ≥ (1− m
n− l
)l
,
⇒ ln
(
n−m
l
)
− ln
(
n
l
)
≥ l ln
(
1− m
n− l
)
= −l
∑
i≥1
1
i
(
m
n− l
)i
.
We have n max (l,m) and l∑i≥1 1i (mn )i = l (mn + 12 (mn )2 + · · ·) = mln + o (mln ). Thus,
ln
(
n−m
l
)
− ln
(
n
l
)
≥ −l
∑
i≥1
1
i
(
m
n− l
)i
= −ml
n
− o
(
ml
n
)
,
proving the lemma.
LEMMA 2.5
ln
(
l −m
m− j
)(
m
j
)
≤ ln
(
l
m
)
− j ln jl
m2
+ j + ln j +O(1),
for l,m ∈ [n] and j ∈ [m] such that m2 ≤ l.
PROOF. Assume j < m. (The case j = m is proven in the footnote below9.) Note that
ln
(
l −m
m− j
)
= ln
(
l
m− j
)
−O
(
m2
l
)
= ln
(
l
m− j
)
−O(1),
due to Lemma 2.4 and l ≥ m2.
Approximate ln
(
l−m
m−j
)
= ln
(
l
m−j
)−O(1) and ln (m
j
)
by Lemma 2.2 as follows: For the former,
ln
(
l −m
m− j
)
= X1 + Y1 ±O(1),
where X1 = (m− j)
(
ln
l
m− j + 1− S
(
m− j
l
))
,
and Y1 =
1
2
ln
l
(m− j)(l −m+ j) .
For the latter,
ln
(
m
j
)
= X2 + Y2 ±O(1),
9When j = m, LHS of the desired inequality is zero. Its RHS is
R = ln
( l
m
)
−m ln l
m
+m+ lnm+ γ.
where γ is a sufficiently large constant we may choose. Lemma 2.2 meansR = 2m±o(m)+γ asm ≤ √l l.
The real number R is positive when m  1. If m = O(1), it is also positive with a choice of γ since
|2m± o(m)| = O(1).
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where X2 = j
(
ln
m
j
+ 1− S
(
j
m
))
,
and Y2 =
1
2
ln
m
j(m− j) .
Then it suffices to show:
X1 +X2 ≤ X3 − j ln jl
m2
+ j +O(1), (29)
and Y1 + Y2 ≤ Y3 + ln j +O(1), (30)
where
X3 = m
(
ln
l
m
+ 1− S
(m
l
))
,
and Y3 =
1
2
ln
l
m(l −m) .
First show (29). We have
S
(m
l
)
=
∑
k≥1
(
m
l
)k
k(k + 1)
= O
(m
l
)
,
⇒ S
(
m− j
l
)
= S
(m
l
)
−O
(m
l
)
.
by (4), j < m and m2 ≤ l. In addition,
ln
l
m− j = ln
l
m
− ln
(
1− j
m
)
= ln
l
m
+
∑
k≥1
1
k
(
j
m
)k
,
by the Taylor series of the natural logarithm. Thus,
X1 = (m− j)
(
ln
l
m− j + 1− S
(
m− j
l
))
= (m− j)
ln l
m
+
∑
k≥1
1
k
(
j
m
)k
+ 1− S
(m
l
)
+O
(m
l
)
= m
(
ln
l
m
+ 1− S
(m
l
)
+O
(m
l
))
− j
(
ln
l
m
+ 1− S
(m
l
)
+O
(m
l
))
+ (m− j)
∑
k≥1
1
k
(
j
m
)k
≤ X3 − j
(
ln
l
m
+ 1
)
+ (m− j)
∑
k≥1
1
k
(
j
m
)k
+O
(
m2
l
)
(
X3 = m
(
ln l
m
+ 1− S (m
l
))
and S
(
m
l
)
= O
(
m
l
))
.
Observe that
(m− j)
∑
k≥1
1
k
(
j
m
)k
= m · 1
1
(
j
m
)1
+m
∑
k≥2
1
k
(
j
m
)k
− j
∑
k≥1
1
k
(
j
m
)k
= j +
∑
k≥2
jk
kmk−1
−
∑
k≥1
jk+1
kmk
= j −
∑
k≥1
(
1
k
− 1
k + 1
)
jk+1
mk
< j.
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By the above two,
X1 < X3 − j ln l
m
+O
(
m2
l
)
= X3 − j ln l
m
+O(1).
On the other hand,
X2 = j
(
ln
m
j
+ 1− S
(
j
m
))
< j ln
m
j
+ j.
Therefore,
X1 +X2 < X3 − j ln l
m
+ j ln
m
j
+ j + o(1) = X3 − j ln jl
m2
+ j +O(1),
proving (29).
To show (30), see that
Y1 + Y2 − Y3 = 1
2
ln
l
(m− j)(l −m+ j) +
1
2
ln
m
j(m− j) −
1
2
ln
l
m(l −m)
= ln
m
m− j −
1
2
ln j +
1
2
ln
l −m
l −m+ j
≤ − ln
(
1− j
m
)
− 1
2
ln j.
If j ≤ m/2, the above is less than − ln (1− 2m
m
) ≤ ln 2 = O(1). Also, if m is bounded by a
constant, the maximum value of − ln (1− j
m
)
is − ln (1− m−1
m
)
= lnm = O(1), since j ≤ m− 1.
The remaining case occurs when both j > m/2 and m 1 are true. They mean
Y1 + Y2 − Y3 − ln j < lnm− 3
2
ln j < lnm− ln
(m
2
)3/2
< 0.
Hence, Y1 + Y2 ≤ Y3 + ln j +O(1), proving (30). This completes the proof.
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