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Examined here is a class of multivariate lifetime distributions generated by a physical model in 
which a group of like devices is simultaneously exposed to a random wear or damage nvironment. 
This random wear is represented by a nonnegative stocha4c process with independent increments. 
Associated with each device is a random threshold and the device fails when the wear attains this 
threshold. It is shown that tied failure times occur with positive probability. Algorithms are 
developed to obtain the probabilistic properties of various random variables associated with the 
joint failure time vector. In particular, these algorithms are used to find the probability of obtaining 
a specific tie configuration and the large sample behavior of the number of distinct failure times. 
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1. Introduction 
Several authors have proposed models for the lifetime of a device exposed to a 
wear or damage environment. Esary, Marshall and Proschan [5] have studied the life 
distributions generated by a shock model in which the environmental wear consists of 
shocks arriving according to a homogeneous Poisson process and the device fails 
when the cumulative damage caused by these shocks exceeds ome threshold level. 
A-Hameed and Proschan [l] extend these results to include nonhomogeneous 
Poisson processes. Gaver [7] has proposed a model in which the hazard function is a 
nonnegative stochastic process with independent increments. Typical examples for 
which a wear model might be appropriate include a sen!;itive electrical component 
which may occasionally experience damaging current surges and aircraft 
components which receive environmental stress due to atmospheric turbulence as 
well as te,ke-ofI and landing shocks. Other examples appear in the references. 
In life testing situations, one commonly tests identical lcomponeqts independently 
and then uses the i.i.d. failure times to make inferences concerning the life dis- 
tribution. However, even wi a simple shock model irl which shocks are asrivin 
according to a homogeneous isson process with intensity A and each shock causes 
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an identical amount of damage 8, the parameters A and 6 are not identifiable with 
i.i.d. failure times. Also, the component to be tested may be only a small part of a 
much larger system (e.g. a guidance component in a missile) and so the cost of testing 
each component separately may be very large compared with the cost of that 
component. In addition, the testing procedure itself may be very time-consuming. In 
these cases considerable savings in time and money may be achieved by testing all 
components imultaneously, i.e. all components imultaneously experience the same 
wear environment. Reynolds and Savage [12] have obtained estimates with simul- 
taneous testing of a time-scale parameter for a particular shock model in which each 
shock causes a known constant amount of damage. The aim of this paper is to 
develop the probabilistic properties of the joint failure time vector obtained by 
simultaneous testing which will enable statistical inference procedures to be 
developed for a broad class of wear models and wear processes. In addition these 
results can be used to model the behavior of systems which are composed of several 
components operating independently, all of which experience the same damage 
environment (e.g., a guidance system might contain three separate gyroscopes 
operating independently; an unmanned satellite may be controlled by a computer 
with two or three identical back-up computers). The main results are contained in 
Algorithms 1,2 and 3 which give simple computational formulas for the expectation 
of various random variables associated with the joint failure time vector. 
2. Wear models 
Esary, Marshall and Proschan [S] describe a model in which a device is exposed to 
environmental wear or damage. The device fails when the wear attains a critical 
threshold 6. The environmental wear is represented by a nonnegative stochastic 
process X(t), t 2 0, and 6 is in general assumed to be a T.v. with some d.f. G. If T 
represents the lifetime of a device, then the conditional survival probability given a 
realization of the wear process X is 
P(T>tlX(*))= G(X(t)), tao (1) 
where G =%-G,andso 
P( T > t) = Ee(X(t)). (2) 
The models given by (1) and (2) are referred to as wear models. 
Gaver [7] has discussed a wear model in which d(x) = e-‘, x 2 0. He has shown 
that this model, referrelj to here as a Gaver model, provides a generalization of the 
loss of memory propertlr of the exponential distribution. Conditioned on realizations 
of X, the probability that a device survives past time t + s given that the device has 
survived past time t is s’tochastically independ 
Two classes of wear processes are given by 
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Definition 1. S is the class of all nondegenerate, separable stochastic processes X(t), 
t 30, such that 
(i) X has independent increments and X(0) = 0 a.s., 
(ii: X is centered with no fixed points of discontinuity, 
(iii) P(X(t) < 0) = 0, t 2 0, 
(iv) the sample paths of X are right-continuous a.s. 
See [3, pp. 357, 4081 for precise definitions of centering and fixed points of 
discontinuity. Processes in S have infin:itely divisible increments and the Levy 
representation of the characteristic functions of processes in S is given in [ 12, p. 23 I]. 
Definition 2. S1 is the class of all processes X in S with moment generating function 
(m.g.f.) of the form 
logEe -u[X(t)-X(s)1 = --[a(t)-=(s)] jrn (1 -e-“) dQ(v), 
0+ 
where 
0 i 
(ii) 
. . . 
( ) 111 
(iv) 
use, ossst, (3) 
a(O)=0 and a(t)+00 as t+a, 
Q! (t) is co:?tinuous and nondecreas Ing, 
Q(v) is nondecreasing, -00 s Q(O> < 3 and Q(a) = 0, 
1; v/ (I - v*) dQ(v) < 00. 
In Sr, the measure determined by Q(v) is called the Levy measure and M(t) is 
called the time-scale function. Throughout, It is assumed that the ,region of integra- 
tion with respect to the L&y measure is a s;llbset of (0, a~). 
Processes in S1 include the Poisson process, for which Q(v) = - 1,O e v s 1, and 
Q(v) = 0, v 2 1, and the compound Poisson process, for which F(v) = 1 + Q(v) is a 
d.f. on (0,oo). Also, there exists a process X in S1 which has the gamma distribution 
p(X(t) sx) = Ix [r(CY(t))pU(r)]-lva(f)-l e-“’ do 
0 
where p > 0 and a! satisfies conditions (i) and (ii) of Definition 2. This process is called 
the gamma process and has Levy measure Q(v) = -1: x-l e--x” dx. Eote that 
Q(0) = --oo. 
For X in &, define M(u)=I,” (l-e-““)dQ(v), u 20. Then M(u) is a non- 
negative, continuous, nondecreasing function of u, and exp( -&Y(t)! = 
exp(-cr (t)M( u)). Thus, in a Gaver model, 
P(T> t) = e-a(r)M(l’, t >0. (4) 
Fcr any given Levy measure it is easily seen from (4) that Gaver models can generate 
any continuohls ma ‘nal lifetime distribution by choosing the appropriate ti 
function cy. Esary, arshall and Proschan [S, Theorem 5.11 show that the 
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distributions generated by wear models are exponential for all X in S1 with 
stationary increments iff G is exponential. 
If pt identical devices are simultaneously exposed to the wear process and if the 
thresholds of the devices are i.i.d. given a realization of the process, then the joint 
lifetime distribution generated by the wear model is given by 
T, > tn 1X( l 1) = fI G(x(tj)) 
j=l 
and 
P(Tlxl,..., Tn > tn) = E fi d(X(tj)). 
j=l 
(3 
(6)1 
3. Properties of the joint Failure time vector 
Throughout his section it is assumed that the wear process belongs to SI. A 
compound Poisson wear process corresponds to a physical situation in which shocks 
arrive according to a Poisson process and the damage caused by each shock is 
random, Since the sample paths of a gamma process are constant except for a 
countable number of jumps and since the jump times form a countable dense set in 
(0, OO), see [9, p. 81, then this process corresponds to a situation in which a device is 
almost continually experiencing shocks. However, the damage caused by each shock 
is relatively small. Since the sample paths of processes inS1 are constant except for at 
most a countable number of jumps, then the device can only fail at a jump (shock). 
When II devices are simultaneously exposed to a single realization of the wear 
process, itis possible to have more than one device fail at a jump. This is formalized in 
Theorem 1. It is assumed thrcughout this section that, given a realization of the wear 
process, the random thresholds of the n devices are mutually independent with 
common d.f. G. For a set of failure times t = ( tl, . . . , t,), let kn denote the number of 
distinct failure times. For convenience, k will often be used in place of kn. When the 
number of distinct failure times is to be treated as a random variable, then K, and K 
are used. Define D(t) = (TV,. . _, rk) to be the distinct ordering of t, where 70 = 0 and 
7j = minI,i4n (ti : ti > r/-l), 1 Tsi < k. Also, define C(t) = (cl, . . . , ck) to be the tie 
configuration of t, where Cj 1’3 the number of failures at 7j. Let Ck+j = 0, i 2 1, and 
Tyao Sj = &Li=j Ci. Then from (6), the joint lifetime distribution generated by a Gaver model 
is 
(Gw, l . l 9 Tit > tn) = fi exp(+_a (Tj) - a (Tj-l)W(sj))- 
j-l 
(7) 
From (7) it can be seen that , D(t), C(t) are sufficient statistics for the distribution 
of the failure times t. 
liminary lemmas are required before ain results of this 
efine tj,e to be the time of the jth jump than or equal to 
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g B 0, and define vi,, to be the size of that jump. Define X(t-) = limslo X(t - 6) and 
let qE = -Q(E) > 0, & =b 0. 
If X E §I, then for all E > 0 such that qE > C 
= ~(tj,,)-~(tj-~,,), j 2 1, are i.i.d. exponential r.~.‘s with mean qil, 
(ii) the r.v.3 vi,, and AXj,, =X(tj,E(-)-X(tj--l,e), ja 1, are independent with 
m.g.f.3 
Eexp(-ud(Xj,e)=[l+q;L [‘(l-e-““)dQ(v)]B’, uao, 
0 
J 
cl0 
EexP(-UVj,~) =qE1 ewuu dQ(u), u 20. 
& 
Proof. (i) This is a well-known result concerning the waiting times of a Poisson 
process, see [IO, p. 5481. 
(ii) From [ 10, pp. 550-5521, X may be represented as the sum Iof two independent 
processes in S1, X = YI + YZ, where YI has Levy measure Q(v) = Q(v)l(v < E), YZ 
has Levy measure Q2(v) = Q(v)l(v 3 E) and both have time-scale function 0. 
Furthermore tj,e, vie, j B 3, are the jump times and jump sizes of Yz, and AXi,, = 
Yl(tj,,)- Yl(tj-l,e).‘Thus, vi,=, j 2 1, are i.i.d. r.v.‘s with d.f. F(v) = qi’ (qe --q*#), v 3 E, 
and Aaj,E, vi,=, YI are mutually independent, whence 
and 
[ J 
-1 
E exp(-uAXj,B) = 1 + qL_l E(1-e-UU )dQ( )] 23 . 
0 
If X has Levy measure Q, denote by X0 the process in S1 with Levy measure Q and 
time-scale function a(t) = t. Also, define the function H(x) by 
H(x)=q,’ i P(X(tj,E-)sX), E ~0, ~20. 
j=l 
Lemma 2. If X E S1 and if F, denotes the d.f. of X0(s), then 
H(x)=J*Fs(x)dse 
0 
(8) 
roof. The result follows by using Lemma 1 to show that both sides of (8) have the 
same Laplace transform. 
Note that Lemma 2 implies that H(x) does not depend on E. Also, since X0 has 
stationary increments, it can be seen that ctio Z 
cro F :F Ff’ -where F(x) = 1: FJx) ds. 
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Algorithm 1 provides a computational formula for the expectation of various 
random variables associated with the joint failure time vector in a wear model. In 
particular, the probability of obtaining a specific tie configuration (Theorem 1) can be 
obtained. Further applications of Algorithm 1 follow. Let A, = limei A,(e), where 
im = !il, ’ . .,j,)andm isafi xe d positive integer. The indices jm refer to jumps of X 
at which specified events occur. Let n(i) = xi=, jr, 1 G i s m, n(0) = 0, and let 
Ai =X(fn(i),E)-X(fn(i--1),E)~ - 
lgorithm 1. If A, ( jm ; E) is an r.v. whose conditional distribution given Vn(i),E, Ai, 
1 G i s m, does not depend on &,, and E, and if EA, = lim,io EA,&), then 
43 
]EA,= J J l me om=gtt(~m, t)m) fi dH(ui) dQ(ui) (9) 0 i=l 
where gn(um, vm) = E(A,(j,,, ; B) 1 Ai = tii, vm(i),e = vi, 1 s i s m). 
Proof. The proof is exhibited for m = 1. From Lemma 2, 
EA,=liii $ 
43 00 JJ gdw)d~,(uh$ dQW i=le 0 0000 =lii JJ gnh vWW4 60(v) & o 
0000 - 
= J J gdu, 4 dH(u) dQ(u). 0 0 
The proof for m 2 2 is essentially the same and uses the additional fact (from Lemma 
1) that Ai, 1 s i G m, are independent with d.f. FiiVE. 
Define RF to be the set of all n-tuples I = (ti, . . . , t,) such that ti > 0, and define 
Cn,k, 1 c k G II, to be the set of all k-tuples c = (cl, . . . , ck) of positive integers such 
that zFzl cj = n. For c E Cn,k, define C-‘(c) = {t E RI: : C(t) = c}. Theorem 1 gives 
the probability of obtaining a specific tie configuration. 
heorem 1. In a wear model, for each c E Cn,k, 1 =Z k G n, 
V’(c)) z(z) Joa* l 0 Jomil (AGj)cidH(uj)dQ(vj) 
where 
AGj=d( i (ui+vi-l))-B(i$ (ui+vi)), vO=O i = 1 I 
‘(@)oP (n)HP u,_“[(R -t- “)Q + (n),3 - &.[(a + n)g - (n)g] - wJwK?=wN3 
‘lapour lzwhi v UI ‘2 ularoayg, 
)I?yJ UMOYS aq UB3 ,I ‘(6) IfJ!M suoyalnduro:, h3IZJWtUala CWIOS $hO.U.f~ l JOOJd 
=(n)Dp (al+%-)dxa !,(,_a- 1) 7 
W 
,_[(‘S)JV] ‘fi’ (u”) = ((+,_3)d 
Y 
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Large sample results for some of these r.v.‘s can be obtained through Algorithms 2 
and 3. The following notation is used: 
P(n) = Jo* Joa gnk, v) dH(u) dQ(v), 
co aD 
R(n) = JJ g& 4 du dQW, 0 0 
p J 
co = v dQW. 
0 
(10) 
(12) 
Note that since H is a renewal function, then H(u)/u + p-l as u + 00, see [6, p. 3471. 
Algorithm 2. If X E S1 and if g, (u, v) is a nonnegative function which is nonincreas- 
ing in u and satisfies 
(i) R(n)<a, 
(ii) (alat&(u, v) = gX(u, v) exists, u, v > 0, 
(iii) lim,,, ug,((u, v) = g,,(v) exists and 1: g,,(v) dQ(v) (00, 
(iv) jr gJ0, v) dQ(tl) = NW) as n -)- 30, 
ithen P(n)=P_‘R(n)+o(R(n)) as PZ+OO. 
Proof. Integrate (10) and (11) by parts to obtain 
P(n) =P J* g,(v) dW)-H(O) Ja gn(o, 4 dQW 
0 0 
(13) 
R(n) = Ja g,(v) dQ(v)- JW J* gk(u, v)u du dQ(v). (14) 
0 0 0 
Let e > 0 and let z be sufficiently large so that (M(u)/u -@-‘I CE for u > z. Then 
Ip(n)-FIWn)l~WO) Joa gn(o, v) dQ(d 0000 + J J - g:(u, v)lH(u)- up-‘l du dQ(u) 0 0 
s [H(O)+ H(r)+@-‘] J* gn(o, v)dQ(4 
0 
a0 00 
+& J J -gl,(u, v)u du dQb) 0 z 
J 
co 
<[H(O)-I-H(z)+zP-‘+a] g,,(O, vhK2b)+EJW, 
0 
which implies the desired result. 
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Note that under the conditions of Algorithm 2 it is not necessary to compute H to 
obtain the asymptotic behavior of P(n). The asymptotic behavior of R(n) can be 
determined in many cases with Lemma 3. The proof is elementary and so is omitted. 
a 3. If (xi] is a sequence of positive real numbers and if f is a real-valued 
function which satisfies 
(i) f has a positive derivative f’ on [a, 00) for some 0 < a < 00 and f is ultimately 
monotone, 
(ii) lim n-+oO x,/f’(n) = x for some 0 s x < 00, 
(iii) f(n)+~andf’(n)=0(1)asn+~, then 
lim [f(n)]-’ i Xi=X- 
n-20 j=l 
Theorem 3. In a Gaver model, if qO< 00, then 
EKn=P-lqOlogn+o(logn) asn+m. 
Pro& Note that I?(n) = XT=, j-%(j). Since lim,,, M(n) = qo, apply Lemma 3 
with f(n) := log n and x = q. to obtain the desired result. 
Theorem 1. In a Gaver model, if X has Levy measure of the form 
Q(v) = - x-* eVx dx + Ql(v), 
and if Q(O) > -00, then 
EKn = (2@)-‘log* n +o(log* n) as n + 00. 
Proof. Note that M(n) = log n + o(l). Apply Lemma 3 with f(n) = 2-l log* n and 
Algorithm 2 to obtain the desired result. 
A process which satisfies the conditions of Theorem 4 is called a gamma-type 
process. In particular, a gamma process satisfies these conditions. 
The following notation is used with Algorithm 3: 
g,(u, v)gn(U +X, Y) dX dQ(y! dH(U) dQ(V)v 
W(n)=2[m...J.a gn(u, v)gn(u +X, Y) dH(X) dQ(y) dH(u) dQ(V)* 
0 0 
Note that 
gn(u, v)g,(U +X, Y) dx dQ(Y) “U dQ(v). 
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Because of its similarity to Algorithm 2, the proof of Algorithm 3 is omitted. 
rgorishm 3. If g,(u, U) satisfies the conditions of Algorithm 2, then 
%(n) = pV1R2(n) + o(R2(n)) and W(n) = pw2R2(n) +o(R2(n)) 
as re+ax 
Theorem 5. In a Guver model, 
(9 !f qo < 00, then K&x n 3 K1qo (p), 
(ii) if X is a gamma-type process, then &/log2 n + (2@)-’ (p). 
Proof. Apply Algorithm 1 to Kz to obtain 
fnb, 21, x, Y) d.Mx) MI(y) d.Wu) dQ(di 
where 
f&4, V, x, y)= l-[l-e-“(S-e-“)]-[l-e-“-“~x(l-e-Y)]” 
+[I -e-“(1 -e-‘)-e-“-“-r(l -e-Y)]“. 
Since fn (u, v, x, y) 6 g,, (u, v)g, (u +x, y ), then from Algorithm 3, 
EKZ spM2R2(n)+o(R2(n)). 
Thus, var & = o(R2(n)) which impllies the required results. 
Example 1. Let X be a compound Poisson process with a Levy measure which is 
absolutely continuous with density q(v) = p-l e-“@, fl> 0. Then qo = 1 and the jump 
sizes of X are i.i.d. with an exponential distribution. Note that M(u I= z@( 1 + up)-‘. 
v /lAA u In a Ga%r mode& An/ 1Ulj f& + f# -1 e_,- Tl, A--A- L A l”, :r __I t.. ___I AL-A 110111 1 IlGurt;rIl J. kusu, 1L oan UC; Sc;G;n LmlI 
W(n) = 1 +p-‘x. Thus in a Gaver model, the probability of obtaining a specific tie 
configuration is, from Corollary. 1, 
The results given here illustrate the use of the algorithms to obtain probabilistic 
properties of the joint failure time vector. These algorithms are used in [2] to obtain 
estimates of a aarameter nf the 1 &vv meacnrp with simllltanenrln life tectino I =-_- ______ - -_ v--v c’- 1 J A.---v.&,-4 . . ___e wr---rrrrrrrr4ivrru -=-- e-Yw1aa6* 
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