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1Chapitre 1
Introduction
1 Pre´sentation du the`me de recherche
L’e´tude du comportement d’un plasma en pre´sence d’un champ magne´tique permet de
de´crire diffe´rents phe´nome`nes physiques apparaissant par exemple en fusion magne´tique
(voir [70]) ou en astrophysique (voir [45] ou [57]). Les plasmas constituent environ 99% de
l’univers. Ils sont par exemple pre´sents dans l’ionosphe`re et la magne´tosphe`re terrestre,
dans l’atmosphe`re des e´toiles (dont le soleil), dans le vent solaire et les vents provenant
des autres e´toiles, les come`tes, les milieux interstellaires, les disques d’accre´tion autour
des e´toiles... Ces milieux, souvent soumis a` des champs magne´tiques tels que le champ
magne´tique terrestre, ou le champ magne´tique dominant l’atmosphe`re solaire, font l’objet
de nombreuses attentions et recherches.
Dans cette the`se, nous nous inte´ressons plus particulie`rement aux plasmas de fusion. L’ob-
jectif de la fusion controˆle´e est de produire de l’e´nergie a` partir de re´actions de fusion ins-
pire´es de celles re´alise´es au coeur du soleil ou plus ge´ne´ralement des e´toiles. Les conditions
du coeur de soleil n’e´tant pas reproductibles sur terre, d’autres re´actions de fusion sont
envisage´es. Elles ne´cessitent le chauffage du combustible (du Deute´rium et du Tritium) a`
une tempe´rature supe´rieure a` un million de degre´s. A ces tempe´ratures, le combustible est
ionise´ et se trouve a` l’e´tat de plasma. Au sein d’un plasma, les trajectoires des particules
sont souvent ale´atoires. Celui-ci est toutefois confine´ par un champ magne´tique dans un
volume a` ge´ome´trie toro¨ıdale, dans des re´acteurs appele´s tokamaks (voir [70]).
L’e´tude de la stabilite´ des plasmas (de laboratoire ou de l’espace) est l’un des aspects
les plus importants dans la compre´hension de leur physique. Contrairement a` l’astrophy-
sique ou` les e´tudes portent essentiellement sur les instabilite´s du syste`me, l’objectif pour
des plasmas de laboratoire tels que les plasmas de fusion, est d’obtenir des configurations
stables (voir [54]).
Le plasma peut eˆtre de´crit de deux manie`res. La premie`re consiste e´tudier le comporte-
ment de chacune des particules le constituant en utilisant une description cine´tique du type
Vlasov (voir par exemple [152]). La deuxie`me description consiste a` regarder le plasma de
manie`re macroscopique et a` le de´crire par des e´quations de type Navier-Stokes couple´es
avec les e´quations de Maxwell. C’est cette deuxie`me approche qui est utilise´e en magne´to-
hydrodynamique (ou MHD). Elle permet de s’inte´resser a` des phe´nome`nes sur des grandes
e´chelles de temps et d’espace. Le domaine de validite´ des e´quations de la MHD est de´crit
par exemple dans [146]. Plus pre´cise´ment, le fluide est de´crit par sa densite´ ρ, sa vitesse
u, et sa pression p, qui sont des fonctions du temps et de l’espace. Si le champ magne´tique
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et la densite´ de courant sont note´s respectivement B et j avec j = rotB, le syste`me
de la MHD ide´ale auquel nous nous inte´ressons dans cette the`se et dont la de´rivation est
de´taille´e dans le chapitre 2, s’e´crit
∂ρ
∂t










+ u.∇p = −γpdivu,
ou` γ est l’exposant adiabatique. Le champ magne´tique doit e´galement satisfaire l’e´quation
divB = 0.
Le syste`me de la magne´tohydrodynamique peut eˆtre re´e´crit sous la forme d’une loi de
conservation hyperbolique. Cette loi de conservation n’est pas strictement hyperbolique,
ni convexe (voir [13]).
Il est e´galement important de s’inte´resser a` certains e´quilibres provenant des e´quations de
la MHD. Ces configurations, dans lesquels le champ magne´tique ne de´pend pas du temps et
le plasma est suppose´ avoir une vitesse nulle, sont connus sous le nom d’e´quilibres magne´-
tostatiques. Ils sont souvent utilise´s comme conditions initiales pour l’e´tude de proble`mes
d’e´volution magne´tohydrodynamique.
Les e´quations de la magne´tostatique (ou MS) (voir [146], [152]) sont de´finies par
j ×B = ∇p, (1.1)
j = rotB, (1.2)
divB = 0. (1.3)
Leur existence en ge´ome´trie toro¨ıdale a e´te´ de´montre´e par Bruno et Laurence dans [111].
Dans certains cas, la pression du plasma est ne´gligeable devant la pression exerce´e par le
champ magne´tique sur le plasma. L’e´quation (1.1) devient alors
rotB ×B = 0. (1.4)
Un champ vectoriel de R3 satisfaisant (1.4) est dit de Beltrami ou force-free. L’e´quation
(1.4) traduit le fait que le champ magne´tique et le courant sont paralle`les, et est souvent
re´e´crite sous la forme
rotB = λB (1.5)
ou` λ est une fonction scalaire. Si la fonction λ est constante, on parle de champ de Bel-
trami line´aire. Si λ de´pend de la variable d’espace x, le champ est dit non line´aire. Dans le
cas particulier ou` λ ≡ 0, le champ B est irrotationel, et est appele´ champ potentiel (voir
[123]). Les proble`mes d’existence de champs de Beltrami ont e´te´ traite´s par exemple dans
[131, 132], [133] et [104] pour les champs line´aires, et dans [97] et [101] pour les champs
non-line´aires.
Le caracte`re non-line´aire des e´quations de la magne´tohydrodynamique et de la magne´to-
statique ne´cessite l’utilisation de me´thodes nume´riques sophistique´es pour leur re´solution.
1. Pre´sentation du the`me de recherche 3
Les simulations M.H.D meˆme faiblement re´alistes requierent l’utilisation des supercalcu-
lateurs les plus puissants en meˆme temps que les me´thodes les plus ade´quates. Plusieurs
travaux ont e´te´ et sont toujours de´veloppe´s a` ce sujet en dimension 1, 2 et 3. En effet,
les moyens de calcul actuels permettent de traiter des proble`mes de plus en plus com-
plexes. De nombreux solveurs de Riemann approche´s ont e´te´ propose´s en dimension 1
pour la MHD, comme par exemple celui de Brio et Wu dans [13] ou de Cargo et Gallice
dans [15]. Dans [32], [50], [36] et [55] les auteurs ont de´veloppe´ des solveurs line´arise´s de
type HLL. Des solveurs non-line´aires ont e´galement e´te´ propose´s par exemple par Dai et
Woodward dans [79]. Dans [74], Thorillon et Balsara adaptent les sche´mas de type WENO
aux e´quations de la MHD permettant d’obtenir des sche´mas d’ordres e´leve´s. En 2D et en
3D, la` aussi de nombreux sche´mas ont e´te´ mis en oeuvre. Les calculs de flux a` travers
les interfaces des cellules sont ge´ne´ralement obtenus a` partir de solveurs 1D. Toutefois,
en dimension supe´rieure, une difficulte´ supple´mentaire apparaˆıt par rapport au cas 1D.
En effet, pour de multiples raisons physiques, il est impe´ratif de proposer des sche´mas
satisfaisant nume´riquement exactement la condition




= 0 en dimension 1, ce qui signifie que Bx est constant. Dans
[12], Brackbill et Barnes ont montre´ que le mise en de´faut de (1.6) pouvait donner des
solutions non-physiques.
Afin de satisfaire la contrainte (1.6), diffe´rentes me´thodes ont e´te´ propose´es. La premie`re
consiste a` re´e´crire le champ mangne´tique sous la force d’un potentiel vecteur
B = rotA.
Cette ide´e, bien que permettant de satisfaire la contrainte (1.6) automatiquement, pre´sente
d’une part l’inconve´nient d’augmenter l’ordre de de´rivation (voir [27]) et d’autre part de
perdre le caracte`re conservatif des e´quations. Dans [60], Powell propose de re´e´crire les
e´quations de la MHD en supposant que divB 6= 0. Il fait apparaˆıtre un terme source
aux e´quations de la MHD ide´ale proportionnel a` divB qui brise le caracte`re conservatif
des e´quations. Bien que par cette me´thode (1.6) reste ve´rifie´e au cours du temps apre`s
discre´tisation, To´th met en e´vidence dans [77] l’apparition de solutions non physiques
en pre´sence de chocs importants. Dans [12], Brackbill et Barnes proposent de projeter le
champ magne´tique calcule´ par un sche´ma de base sur l’espace des fonctions a` divergence
nulle. Cette me´thode de projection se rame`ne a` re´soudre un proble`me de Poisson a` chaque
pas de temps. Bien qu’efficace (voir [77]), cette de´marche s’ave`re extreˆmement couˆteuse.
La dernie`re technique, propose´e par Evans et Hawley dans [27] consiste a` utiliser des
maillages de´cale´s. Le champ magne´tique est calcule´ sur les interfaces des cellules d’un
maillage uniforme a` partir du champ e´lectrique E = −u ×B interpole´ sur les areˆtes (en




Cette me´thode, reprise par diffe´rents auteurs (voir Chapitre 5), permet d’obtenir un champ
magne´tique a` divergence nulle aux erreurs machines pre`s, et s’ave`re peu couˆteuse. Plus
pre´cise´ment, la divergence du champ magne´tique initial est conserve´e au cours du temps.
4 1. Introduction
Malheureusement, cette me´thode ne´cessite l’utilisation de mailles cubiques.
En ce qui concerne les e´quations re´gissant les e´quilibres, leur approximation est aussi tre`s
importante. En effet, le calcul des e´quilibres est indispensable pour obtenir des conditions
initiales ne´cessaires aux e´quations de la dynamique. Ces e´quilibres peuvent eˆtre potentiels,
ou force-free line´aires, ou force-free non-line´aires, ou magne´tostatiques non-linaires avec
pression. La manie`re de re´soudre nume´riquement ces e´quations d’e´quilibre est elle meˆme
un proble`me qui est loin d’eˆtre simple en raison des non-line´arite´s et des caracte`res mixtes
(elliptiques ou hyperboliques) de ces e´quations. Nous reviendrons sur ces proble`mes dans
les chapitres 3 et 4.
Dans ce travail, nous nous inte´ressons a` la mise en place de me´thodes nume´riques
pour la re´solution des e´quations de la magne´tostatique et de la MHD dans des domaines
tridimensionnels sur des maillages non uniformes. Nous avons e´crit plusieurs codes 3D
fonctionnant pour diverses ge´ome´tries pour re´pondre a` ces questions.
2 Pre´sentation du travail.
Le travail pre´sente´ est organise´ de la manie`re suivante :
Chapitre 2 : Contexte physique et pre´sentation des e´quations de la MHD
et de la MS.
Apre`s avoir introduit le contexte physique de ce travail, nous pre´sentons les e´qua-
tions de la magne´tohydrodynamique dans un cadre ge´ne´ral. Nous nous inte´ressons ensuite
plus en de´tails aux e´quations de la magne´tohydrodynamique ide´ale dont nous de´taillons
quelques proprie´te´s (valeurs et vecteurs propres, conditions de Rankine-Hugoniot...). Nous
terminons ce chapitre par une pre´sentation plus de´taille´e des e´quations de la magne´tosta-
tique.
Chapitre 3 : Approximation des champs de Beltrami.
Dans ce chapitre, nous proposons une me´thode ite´rative associe´e a` une me´thode d’e´le´-
ments finis pour approcher les champs de Beltrami non-line´aires. Des algorithmes de ce
type ont de´ja` e´te´ utilise´s dans [102] et [103].
Avant de pre´senter cette me´thode, notons qu’en prenant la divergence de l’e´quation (1.5),
on obtient l’e´quation de transport
B.∇λ = 0. (1.8)
Dans ce processus ite´ratif, l’approximation des champs de Beltrami se rame`ne a` l’e´tude
de trois sous-proble`mes : le proble`me du champ potentiel, un proble`me de transport du
type (1.8) et un proble`me de potentiel vecteur (1.3)+(1.5). Le champ potentiel permet de
calculer le champ magne´tique initial de l’algorithme. On re´sout ensuite successivement a`
chaque ite´ration un proble`me sur λ du type (1.8), puis le proble`me rot-div (1.3)+(1.5) sur
B.
Dans le chapitre 3, apre`s avoir de´taille´ les diffe´rents aspects de l’algorithme utilise´, nous
proposons une me´thode d’approximation pour chacun des trois proble`mes apparaissant
dans l’algorithme. Le champ potentiel est re´solu par une me´thode d’e´le´ments finis mixtes
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hybrides (voir [146]), le potentiel vecteur par une formulation mixte (voir [119]) et l’e´qua-
tion de transport par une me´thode de streamline diffusion (voir [110]). Quelques tests, ob-
tenus avec notre code tridimensionel, permettent de de´montrer nume´riquement la conver-
gence de la me´thode.
Chapitre 4 : Approximation des e´quations de la magne´tostatique.
Dans cette partie, nous e´tendons la me´thode utilise´e pour les champs de Beltrami aux
e´quations de la magne´tostatique (1.1)+(1.3). Cette extension se rame`ne a` e´tudier une
e´quation de transport supple´mentaire. L’ide´e principale repose sur la de´composition de
la densite´ de courant j en une somme d’une composante paralle`le j|| et une composante
perpendiculaire j⊥ au champ magne´tique B. En e´crivant j|| sous la forme j|| = µB, ou` µ
est une fonction scalaire inconnue, on peut montrer que








|B|2 + p(rot (pB)− pj||). (1.11)
D’autre part, en multipliant (1.1) par B, on a
B.∇p = 0. (1.12)
Le processus ite´ratif propose´ pour la re´solution des e´quations de la magne´tostatique de´-
marre d’un champ potentiel comme dans le cas des champs de Beltrami et consiste ensuite
a` re´soudre successivement
– l’e´quation de transport (1.12) pour le calcul de la pression p,
– l’e´quation de transport (1.9) sur µ apre`s avoir calcule´ j⊥ par (1.10) ou (1.11)
– un syste`me rot-div
rotv = w,
div v = 0.
Dans ce chapitre, apre`s avoir pre´cise´ les diffe´rents aspects de l’algorithme utilise´, nous
pre´sentons quelques re´sultats nume´riques d’applications a` la fusion calcule´s par notre code
d’e´quilibre.
Chapitre 5 : Sche´mas nume´riques existants en Magne´toHydrodynamique.
De nombreux sche´mas, ge´ne´ralement inspire´s de ceux issus de la me´canique des fluides
ont e´te´ de´veloppe´s pour la MHD. Dans ce chapitre, apre`s avoir effectue´ quelques rappels sur
l’approximation des lois de conservation, nous pre´sentons un aperc¸u des sche´mas existant
en MHD.
6 1. Introduction
Chapitre 6 : Approximation des e´quations de la magne´tohydrodynamique.
L’objectif de cette partie est de construire un sche´ma nume´rique conservatif, permet-
tant de re´soudre nume´riquement les e´quations de la MHD sur des maillages non-structure´s
te´trae´driques.
Nous choisissons une approche de type volumes finis conc¸ue pour satisfaire la condition sur
la divergence du champ magne´tique de manie`re exacte nume´riquement. Les flux a` travers
les faces des te´trae`dres sont calcule´s par des solveurs de Riemann line´arise´s de type Roe
([15]) ou HLL ([55]). Le calcul de ces flux se rame`ne a` re´soudre un proble`me de Riemann
approche´ 1D sur chaque face. Afin de satisfaire la condition (1.6), le calcul du champ ma-
gne´tique revient a` re´soudre une loi de conservation surfacique. Pour cela, on approche les
composantes normales de B sur chaque face, calcule´es a` partir de l’e´quation d’induction
(1.7).
Afin d’e´valuer le terme
rotE = rot (u×B),
le champ e´lectrique est approche´ dans l’espace H(rot ) par une interpolation de type e´le´-
ments finis de´veloppe´s par Ne´de´lec (voir [140]). Cette approximation se rame`ne a` inte´ger
la composante tangentielle du champ e´lectrique sur chaque areˆte. Une dualite´ entre les
flux MHD et le champ e´lectrique, mise en e´vidence par Balsara et Spicer dans [8], permet
d’approcher localement les composantes tangentielles du champ e´lectrique a` partir des flux
nume´riques obtenus par le solveur 1D utilise´ sur chaque face.
L’inte´grale des composantes normales du champ magne´tique sont alors obtenues sur les
faces graˆce au the´ore`me de circulation de Stokes. Le champ magne´tique peut eˆtre recons-
truit au centre des cellules soit par une interpolation de type e´le´ments finis de Raviart-
Thomas (voir par exemple [146]) de bas degre´s, soit en calculant directement le rotationnel
nume´rique du champ e´lectrique a` partir des e´le´ments finis de Ne´de´lec. La divergence du
champ magne´tique est nume´riquement nulle (aux erreurs machine pre`s) a` condition que
le champ initial ve´rifie (1.6) nume´riquement.
Nous pre´sentons quelques re´sultats nume´riques classiques obtenus avec notre code 3D a` la
fin du chapitre 6 afin de valider la me´thode propose´e.
3 Inte´gration des sche´mas pre´sente´s dans un code.
Au cours de cette the`se deux codes, appele´s TETRAFFF et TETRAMHD, ont e´te´ de´-
veloppe´s. TETRAFFF permet de calculer toutes les configurations d’e´quilibres e´voque´es :
champs potentiels, champs de Beltrami line´aires et non-line´aires, et configurations magne´-
tostatiques. TETRAMHD correspond a` l’implantation du sche´ma nume´rique de´veloppe´
pour la MHD.
Ces deux codes ont e´te´ e´crits en C++. Ils s’appuient sur une partie commune que nous
avons e´galement implante´e. Cette base de code est constitue´e de classes C++ permettant
de ge´rer des maillages te´trae´driques. Elle permet de ge´ne´rer des maillages te´trae´driques
dans diffe´rentes ge´ome´tries : paralle´le´pide`des, sphe`res, cylindres, tores a` section circulaire,
ou encore tores a` section non circulaire. Elle inte`gre e´galement des algorithmes de recherche
de bord du domaine, d’areˆtes et de faces des e´le´ments du maillage, et permet e´galement
d’obtenir de nombreuses informations sur la connectivite´ des noeuds, areˆtes et faces. Nous
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avons e´galement e´crit diffe´rentes classes facilitant l’utilisation des e´le´ments finis utilise´s







Les e´quations de la magne´tohydrodynamique permettent de de´crire le comportement
d’un plasma en pre´sence d’un champ magne´tique. Ce syste`me hyperbolique joue un roˆle
important dans des domaines tels que la fusion controˆle´e ou encore l’astrophysique et
plus particulie`rement la physique solaire. Les me´thodes nume´riques mises en oeuvre dans
cette the`se ayant pour but principal d’eˆtre applique´es a` la fusion controˆle´e, nous en pre´-
sentons dans un premier temps les grands principes. Nous e´voquons e´galement a` titre
indicatif la proble´matique ge´ne´rale apparaissant en physique solaire. Nous consacrons la
suite de ce chapitre a` la pre´sentation des e´quations de la magne´tohydrodynamique dans
le cadre ge´ne´ral. Nous nous limitons ensuite au syste`me de la MHD ide´ale pour lequel
nous de´taillons un certain nombre de proprie´te´s (forme conservative, valeurs propres et
vecteurs propres, conditions de Rankine Hugoniot, chocs, discontinuite´s et line´arisation
autour d’un e´quilibre). Enfin, dans une dernie`re partie, nous introduisons les e´quilibres de
la magne´tostatique, et le cas particulier des champs de Beltrami.
1 Introduction a` la fusion controˆle´e
Les besoins e´nerge´tiques des hommes ne cessent de croˆıtre depuis quelques anne´es alors
que les ressources d’e´nergie fossile (gaz, pe´trole, charbon) qui fournissent actuellement 87%
de l’e´nergie mondiale (sachant qu’environ un tiers de la population mondiale n’a pas acce´s
a` l’e´lectricite´) s’amenuisent. D’autre part, les rejets de gaz a` effets de serre et notamment
du carbone accumule´ dans les re´serves terrestres pendant des dizaines de millions d’anne´es
semblent avoir un impact de plus en plus important et de plus en plus clair sur notre
environement et notre climat. Il devient donc plus que ne´cessaire de trouver de nouvelles
sources d’e´nergies propres et durables. Diffe´rentes solutions sont a` l’e´tude (e´nergie solaire,
e´nergie e´olienne...). Une nouvelle source d’e´nergie pourrait provenir de la fusion thermonu-
cle´aire controˆle´e. Inspire´e des re´actions qui permettent au soleil et autres e´toiles de fournir
de la chaleur et de la lumie`re, l’e´nergie de fusion pre´senterait de nombreux avantages. Les
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re´serves de combustible se trouvant dans l’eau de mer, cette e´nergie serait disponible pour
tous. Seulement 300 Kg de combustible, dont la disponibilite´ est estime´e a` plusieurs mil-
lions d’anne´es, seraient ne´cessaires pour fournir de l’e´lectricite´ a` un million de personnes
pendant un an (contre un train de 400 Km avec du charbon). D’autre part, les de´chets
rejete´s dans l’atmosphe`re sont inexistant. La seule source de pollution proviendrait de de´-
chets radiactifs d’une dure´e de vie de seulement 100 ans (contre plusieurs millions d’anne´e
pour certains de´chets issus de centrales nucle´aires a` fission). Enfin, c’est l’e´nergie de fusion
serait sure dans la mesure ou` les re´actions s’arreˆtent tre`s facilement. Depuis les anne´es
50, des recherches sur la fusion sont mene´es, en particulier apre`s 1968 date a` laquelle une
e´quipe de chercheurs russes ouvrent la voie du tokamak.
Comme on a pu l’e´voquer pre´ce´demment, l’e´nergie de fusion est inspire´e des re´actions
re´alise´es au coeur du soleil ou` de l’hydroge`ne est transforme´ en he´lium. Il n’est malheureu-
sement pas possible de reproduire ce type de re´actions sur terre particulie`rement a` cause
des conditions de pressions extreˆmes ne´cessaires a` ce processus. Cependant, de nombreux
autres types de re´actions de fusion existent et notamment la re´action entre le deute´rium
et le tritium appele´e re´action D-T
D + T −→ He4 + n+ 17.59MeV
convertissant deux isotopes de l’hydroge`ne en he´lium, neutron et e´nergie (1 eV = 1.6 10−9J).
La re´action de fusion est donc un processus dans lequel deux noyaux le´gers s’assemblent
pour former un e´le´ment plus lourd. Une diffe´rence de masse apparaˆıt au cours de la re´ac-
tion et se traduit par une cre´ation d’e´nergie.
Afin que deux noyaux charge´s positivement puissent fusionner, ils doivent avoir une e´nergie
cine´tique suffisamment grande leur permettant de vaincre les forces de re´pulsion e´lectrosta-
tique s’exerc¸ant entre eux. Cette e´nergie cine´tique est obtenue en chauffant le combustible
a` tre`s haute tempe´rature. Pour la re´action D-T, la tempe´rature requise doit eˆtre de l’ordre
de 100 a` 150 millions de Kelvin. Le plasma ainsi obtenu est un fluide e´lectriquement
conducteur dans lequel les trajectoires des particules le composant (ions et e´lectrons) sont
comple`tement ale´atoires. Un moyen de controˆler ce plasma consiste a` le confiner a` l’aide
d’un champ magne´tique permettant de le maintenir dans un volume limite´.
1.1 Bilan e´nerge´tique, conditions ne´cessaires aux re´actions de fusion et
bilan e´nerge´tique
Le plasma, lors d’une re´action de fusion, est soumis a` des sources d’e´nergie et a` des
pertes d’e´nergies. Les re´actions de fusion fournissent des particules alpha (l’he´lium) et des
neutrons. Les particules alpha transportent 20% de l’e´nergie restitue´e par la re´action alors
que les neutrons en emportent 80%. Les particules alpha, e´tant charge´es, sont confine´es
par le champ magne´tique et ce`dent cette e´nergie au plasma par collisions. Ce processus
interviendra dans le chauffage du plasma. Les neutrons e´lectriquement neutres ne sont pas
soumis au champ magne´tique. Ils quittent rapidement le plasma et partent bombarder les
parois du tokamak (leur e´nergie sera re´cupe´re´e et re´utilise´e pour produire du tritium a`
partir de litium et pour fabriquer de l’e´lectricite´).
Dans la mesure ou` les re´actions de fusion ne suffisent pas a` l’auto-entretien du plasma,
une puissance exte´rieure peut eˆtre fournie par des syste`mes de chauffage.
Le plasma est e´galement soumis a` des pertes e´nerge´tiques dues principalement a` des phe´-
nome`nes de convection et de conduction ou encore par des processus de rayonnement.
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D’autre part, des pollutions du plasma provenant d’impurete´s e´mises par la paroi peuvent
eˆtre sources de pertes d’e´nergie, pouvant meˆme aller jusqu’a` la perte du confinement du
plasma : c’est la disruption.
On note Pf la puissance de fusion qui s’e´crit sous la forme
Pf = Pa + Pn (2.1)
ou` Pa est la puissance porte´e par les particules alpha et Pn celle qui est porte´e par les neu-
trons. On de´finit respectivement Pe et Pp la puissance exte´rieure apporte´e par le chauffage
et la puissance des pertes. On peut faire un bilan e´nerge´tique et dire que la variation de
l’e´nergie du plasma est de´finie par
dW
dt
= Pa + Pe − Pp
la puissance porte´e par les neutrons n’e´tant pas ce´de´e au plasma.
On de´finit τε, appele´ temps de confinement, le temps que met le plasma a` se vider de son




On appelle, et on note Q, facteur d’amplification de l’e´nergie le rapport entre la puis-





Lorsque Q = 1, on parle de breack-even. Dans ce cas, la quantite´ d’e´nergie provenant de
la re´action de fusion et celle apporte´e de l’exte´rieur au plasma sont e´gales. Cet e´tat est
approche´ par les machines expe´rimentales actuelles.
Lorsque Q = ∞, c’est l’ignition. La puissance apporte´e au plasma est nulle. Il s’auto-
entretient. Le crite`re de Lawson donne les conditions ne´cessaires a` remplir pour que la
fusion soit e´nerge´tiquement rentable. Les pertes d’e´nergies doivent eˆtre compense´es par
l’e´nergie de fusion.
Le crite`re de Lawson impose une borne infe´rieur au produit de la densite´ ρ par le temps
de confinement τε
ρτε > g(T ).f(Q)
ou` g est la fonction e´tablissant une relation entre le taux de re´actions et la tempe´rature.
En pratique, il faut
ρτε > 1021 (V m−3s)
a` une tempe´rature de 10 a` 20 KeV (1KeV = 11, 6.106 Kelvin).
Deux possibilite´s apparaissent :
La premie`re consiste a` porter a` tre`s haute pression et a` haute tempe´rature un petit volume
de matie`re pendant des temps tre`s courts : c’est la fusion inertielle. La seconde consiste a`
essayer d’avoir des temps de confinement long permettant d’avoir des densite´s plus faibles.
C’est la fusion magne´tique. Le plasma est confine´ par un champ magne´tique. Dans ce cas
la densite´ du plasma doit eˆtre faible, car les tempe´ratures e´tant tre`s e´leve´es, la pression
du plasma devient vite importante. Cette pression ne doit pas de´passer la pression exerce´e
par le champ magne´tique sur le plasma.
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Fig. 2.1 – Trajectoires de particules autour d’une ligne de champ magne´tique.
Fig. 2.2 – Champ magne´tique toroidal
1.2 Confinement magne´tique
Afin de controˆler le mouvement des particules, le plasma est confine´ par un champ
magne´tique. Les ions et les e´lectrons constituant le plasma suivent alors des trajectoires en
forme d’he´lices (he´lico¨ıdales) autour des lignes de champ magne´tique. Elles sont soumises
a` la force de Lorentz (Figure 2.1).
Dans un premier temps, des topologies cylindriques ont e´te´ e´tudie´es ayant comme principal
inconve´nient la perte de particules aux extre´mite´s du cylindre. En refermant le cylindre
sur lui meˆme (ge´ome´trie toro¨ıdale), les lignes de champ magne´tique deviennent circulaires
(Figure 2.2). Il n’y a plus de pertes de particules. Le champ magne´tique est toro¨ıdal. Sa
courbure (force centrifuge) et son inhomoge´ne´ite´ (apparition d’un gradient magne´tique) qui
plus e´leve´ sur l’inte´rieur du tore que sur l’exte´rieur engendre une le´ge`re de´rive des particules
(Figure 2.3). Au bout d’un certain temps les particules quittent le pie`ge magne´tique.
Le fait de rajouter une composante polo¨ıdale au champ magne´tique (Figure 2.4) permet de
compenser cette de´rive. Les lignes de champ ont alors des formes he´lico¨ıdales (Figure 2.5)
qui s’enroulent autour des surfaces toriques emboˆıte´es appele´es surfaces magne´tiques. Lors
de leurs de´placements autour des lignes de champ magne´tique, les particules se rapprochent
et s’e´loignent alternativement de celles-ci en fonction de l’endroit ou` elles se trouvent
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Fig. 2.3 – De´rive d’une particule autour d’une ligne de champ magne´tique toro¨ıdale.
Fig. 2.4 – Le champ magne´tique polo¨ıdal est induit par un courant circulant dans le
plasma.
dans le tore. La de´rive est compense´e lorsqu’une particule parcourt un tour polo¨ıdal. La
composante polo¨ıdale du champ magne´tique est induit par un courant circulant dans le
plasma lui meˆme induit par les bobines ohmiques agissant comme un transformateur dont
le secondaire est le plasma et par les bobines polo¨ıdales.
Instabilite´s et Magne´toHydroDynamique
Le confinement d’un plasma par un champ magne´tique est possible. Pour cela, il suffit
d’avoir un champ magne´tique suffisamment intense capable de compenser la pression du
plasma. Cependant, un plasma est soumis a` des instabilite´s pouvant conduire a` une disrup-
tion suivie des conse´quences qui l’accompagne (alte´ration des parois, efforts me´caniques de
la structure, rede´marrage du tokamak long...). Il est donc important de pouvoir controˆler
la stabilite´ du plasma. C’est essentiellement dans le cadre de l’e´tude de ces instabilite´s
qu’intervient la magne´tohydrodynamique.
Deux grandeurs caracte´ristiques apparaissent en MHD pour les tokamaks. Le premier, ap-
pele´ facteur de se´curite´, et note´ q correspond au nombre de tours toro¨ıdaux ne´cessaires a`
une ligne de champ magne´tique pour effectuer un tour polo¨ıdal. Si on note m le nombre de
tours par une ligne de champ dans la direction toro¨ıdale et n le nombre de tours effectue´
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Fig. 2.5 – Les lignes de champ magne´tique re´sultant ont une forme he´lico¨ıdale s’enroulant
autour de surfaces toriques emboˆıte´es appele´es surfaces magne´tiques.
Fig. 2.6 – Bobines servant a` cre´er le champ magne´tique. Les bobines toro¨ıdales permettent
de cre´er le champ magne´tique du meˆme nom. Le champ polo¨ıdale est cre´e´ par les bobines
ohmiques et les bobines polo¨ıdales. Les bobines de champ polo¨ıdales permettent e´galement
d’agir sur la position du plasma.
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En pratique le parame`tre de se´curite´ est de l’ordre de 1 au centre du plasma a` quelques
unite´s au bord du plasma. Une ligne de champ magne´tique de´crit une surface magne´tique
autour de laquelle elle s’enroule. La variation de q d’une surface magne´tique a` l’autre
cre´e alors un cisaillement du plasma. Des instabilite´s peuvent apparaˆıtre lorsque q est un
nombre rationnel, c’est a` dire lorsque q est e´gal au rapport de deux entiers. Dans ce cas
une particule passe toujours au meˆme endroit et une ligne de champ ne de´crit pas toute
la surface magne´tique.
Le second parame`tre caracte´ristique apparaissant en MHD est le nombre β du plasma. β





Pour pouvoir confiner un plasma, on voit facilement que β doit eˆtre infe´rieur a` 1. En
pratique, β doit eˆtre bien plus petit. En effet, s’il est supe´rieur a` 10% des instabilite´s tour-
billonaires se de´veloppent. Cette contrainte se traduit par des restrictions sur la densite´
du plasma a` laquelle est lie´e la pression cine´tique.
1.3 Autres aspects des tokamaks
Chauffage
Le plasma est chauffe´ par diffe´rentes techniques. Le courant qui circule dans le plasma
permet de chauffer celui-ci par effet Joule. Les performances de chauffage sont propor-
tionnelles a` la re´sistance du plasma qui diminue lorsque la tempe´rature augmente. Cette
technique permet d’atteindre les 10 millions de Kelvin.
Une me´thode de chauffage additionnel consiste a` injecter des particules e´nerge´tiques
neutres dans le plasma. Le chauffage du plasma est alors la conse´quence des collisions
entre les particules du plasma et celles injecte´es. Les particules injecte´es doivent ne´cessai-
rement eˆtre neutres afin de pouvoir pe´ne´trer suffisamment loin vers le coeur du plasma.
Des particules charge´es seraient imme´diatement pie´ge´es par le champ magne´tique.
Le plasma peut e´galement eˆtre chauffe´ a` l’aide d’ondes e´lectromagne´tiques de fre´quences
bien choisies en fonction des espe`ces a` chauffer. L’e´nergie de ses ondes est transfe´re´e sous
forme de chaleur au plasma. Cette me´thode permet de plus de ge´ne´rer du courant.
Enfin, la dernie`re source de chauffage est le produit des re´actions de fusion dont les parti-
cules alpha ce`dent leur e´nergie au plasma. Ce moyen de chauffage devra repre´senter 90%
du chauffage dans un re´acteur.
Interactions plasma-paroi
La premie`re paroi (la premie`re face au plasma) est soumise a` de nombreux bombarde-
ments de neutrons et de particules charge´es. Les particules charge´es redeviennent neutres.
Leur trajectoire n’est plus controˆle´e par le champ magne´tique jusqu’a` ce qu’elle rede-
viennent charge´es au contact du plasma. La paroi doit eˆtre capable de supporter de forts
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Fig. 2.7 – Sche´ma d’un re´acteur.
flux de chaleur. Il est important de trouver des mate´riaux suffisamment re´sistants a` ces flux
de chaleur, capables de d’e´vacuer la chaleur pour la transformer en e´nergie et ne libe´rant
pas d’impurete´s qui peuvent affecter le confinement.
Fonctionnement d’un re´acteur
La figure 2.7 pre´sente un sche´ma de ce que pourrait eˆtre un re´acteur de fusion. Le
confinement magne´tique est re´alise´ comme ce qui a e´te´ de´crit pre´ce´demment. Les bobines
sont construites dans des mate´riaux supraconducteurs afin de limiter la consommation
d’e´nergie. Les moyens de chauffage restent e´galement les meˆmes. En 1, on injecte le me´-
lange Deute´rium-Tritium au coeur du tokamak ou` le me´lange est chauffe´ et amene´ a` l’e´tat
de plasma dans une chambre a` vide ( en 2). Les produits du plasma (particules alpha
et rayonnement) ainsi que des particules charge´es ce`dent leur e´nergie a` la premie`re paroi
suite a des collisions (en 3). L’e´nergie des neutrons est convertie en chaleur dans la cou-
verture tritige`ne. Cette couverture, situe´e elle aussi dans la chambre a` vide, joue un roˆle
tre`s important (en 4). C’est tout d’abord elle qui re´cupe`re l’e´nergie a` l’aide d’un fluide
caloporteur. Ce fluide emme`ne la chaleur vers un ge´ne´rateur de vapeur destine´ a` faire
tourner une turbine pour fournir de l’e´lectricite´ a` l’aide d’un alternateur (en 5). Le second
roˆle de la couverture est de prote´ger tous les composants exte´rieurs (chambre a` vide, bo-
bines magne´tiques...) des flux neutroniques en re´duisant leur e´nergie cine´tique. Enfin, le
tritium, rare sur terre, est produit dans la couverture contenant du lithium a` l’aide les
bombardements neutroniques. En effet, en faisant re´agir du lithium avec un neutron on
obtient du tritium, de l’he´lium et dans certains cas de l’e´nergie qui pourrait fournir 20%
du rendement du re´acteur.
Un syste`me de pompage permet d’e´vacuer les de´chets (particules alpha). Ce syste`me de
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pompage ne pouvant se´lectionner uniquement les particules alpha, le Deute´rium et Tritium
pompe´s sont re´injecte´s dans le plasma.
Toutes les interventions sur le re´acteur sont robotise´es.
Plus de pre´cisions concernant les diffe´rents aspects pre´sente´s dans cette section d’in-
troduction aux proble`mes lie´s a` la fusion peuvent eˆtre trouve´s par exemple dans [70].
2 Un peu de physique solaire
Le soleil est une e´toile de notre galaxie parmi des millions d’autres. Cette e´toile naine
est semblable a` beaucoup d’autres. Cependant elle a suscite´ et suscite toujours un grand
inte´reˆt notamment des astronomes et des astrophysisiens. En effet, cette proximite´ permet
une observation dans tous les de´tails de son atmosphe`re. Ainsi son rayonnement suffisam-
ment intense permet une analyse spectrale a` toutes les longueurs d’onde, l’observation des
taches solaires a mis en e´vidence l’existence d’un champ magne´tique intense,...
Le soleil constitue ainsi un ve´ritable laboratoire permettant l’e´tude de phe´nome`nes phy-
siques de base dans des conditions non reproductibles sur Terre. De plus le soleil est la
seule e´toile pour laquelle ont peut mesurer directement sa masse, son rayon, et sa lumi-
nosite´. L’observation des autres e´toiles a aussi donne´ des informations sur son histoire et
son avenir.
Age´ de 4,6 milliards d’anne´es, le soleil est une boule de gaz qui se maintient graˆce a`
Fig. 2.8 – Structure du soleil.
sa propre gravitation. Sa partie interne (Figure Fig.2.8) est constitue´e de trois zones. Au
centre, dans le noyau d’un rayon de 250 000 Km, ayant une tempe´rature de l’ordre de 15
millions de degre´s celsius, l’hydroge`ne est transforme´ en he´lium par une re´action thermo-
nucle´aire libe´rant de la quasi totalite´ de son e´nergie. Cette e´nergie est transporte´e vers
l’exte´rieur du soleil. Elle doit pour cela traverser la couche radiative tre`s dense, d’une
e´paisseur de 244 160 Km entourant le noyau, puis la couche convective situe´e a` 494 160
Km du centre de l’e´toile, et d’une e´paisseur de 199 752 Km.
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L’atmosphe`re qui entoure la partie interne du soleil est constitue´e elle aussi de trois
couches : la photosphe`re, la chromosphe`re et la couronne. La photosphe`re, couche tre`s
brillante qui repre´sente la partie visible du soleil a une e´paisseur de 500 Km, et une tem-
pe´rature de l’ordre de 6000 degre´s. Entourant la photosphe`re, la chromosphe`re atteint une
e´paisseur de 10 000 Km et sa tempe´rature varie de 10 000 degre´s a` l’interface avec la pho-
tosphe`re a` un million de degre´s dans sa partie haute. Enfin la couche exte´rieure du soleil,
appele´e couronne solaire, est une zone tre`s peu dense dont la tempe´rature varie entre un
et deux millions de degre´s, et envahie un grand espace pouvant aller au dela` de l’orbite
terrestre.
La champ magne´tique solaire est essentiellement ge´ne´re´ dans la zone de convection. En
effet, c’est au dela` de cette zone qu’apparaˆıt la rotation diffe´rentielle du soleil. Les re´gions
polaires du soleil ont une vitesse de rotation moins importante que les re´gions proches de
l’e´quateur cre´ant un fort cisaillement qui semble jouer un roˆle fondamental dans la forma-
tion du champ magne´tique. Il e´merge ensuite a` sa surface pour occuper progressivement
toute l’atmosphe`re exte´rieure remplie d’un plasma. Ce champ magne´tique semble eˆtre a`
l’origine de toutes les structures et phe´nome`nes de la couche la couronne : protube´rances
(Figure Fig.2.10), e´ruptions, taches solaires, tempe´rature anormalement e´leve´e de la cou-
ronne (deux millions de Kelvin, alors que la surface n’est qu’a` 6000 Kelvin).
Les taches solaires (Figure Fig.2.9) apparaissent de manie`re plus sombre que les zones
qui les entourent. Leur pre´sence semble s’expliquer par la forte activite´ magne´tique qui
empeˆcherait les remonte´es de matie`re chaude depuis la zone de convection. La quantite´ de
ces taches permet de mesurer l’activite´ magne´tique du soleil.
Fig. 2.9 – Taches solaires et autres phe´nome`nes associe´s.
Les protube´rances (voir Figure Fig.2.10) sont des poches de plasma dense et froid for-
mant des arches. De la matie`re est e´jecte´e lorsque les forces magne´tiques sont suffisamment
fortes pour vaincre les forces gravitationnelles : on parle d’e´ruptions solaires ou d’e´jections
de masse coronale.
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Des e´missions permanentes de flux de particules charge´es transporte´es essentiellement
Fig. 2.10 – Protube´rances.
par le champ magne´tique ont lieu vers l’exte´rieur du soleil, et notamment vers la terre.
Ces e´missions ont de nombreuses conse´quences sur notre plane`te et sur les activite´s de
l’homme : perturbations des ondes de te´le´communications, source d’erreurs sur le calcul
des orbites des satellites, risque d’irradiation (faible) des personnes embarque´es dans les
avions, ou sur les astronautes, perturbations des dispositifs e´lectroniques, cre´ation de cou-
rant induit dans les re´seaux de distribution d’e´lectricite´ ou des caˆbles te´le´phoniques... Les
effets que peut avoir le champ magne´tique solaire sur la terre ont motive´ les surveillances
de l’activite´ solaire et l’e´laboration de mode`les, tels que la magne´tohydrodynamique, qui
permettraient de mieux comprendre ces phe´nome`nes.
3 Equations de la magne´tohydrodynamique
Nous allons maintenant de´crire les e´quations de la MHD. On conside`re un ensemble de
particules charge´es, c’est-a`-dire un plasma, en interaction avec son propre champ e´lectro-
magne´tique, et soumis e´ventuellement a` une force de gravitation. Le comportement d’un
tel plasma, vu comme un fluide charge´ en mouvement, peut eˆtre de´crit par des e´quations
macroscopiques. Bien qu’un tel fluide contienne en ge´ne´ral au moins deux espe`ces de par-
ticules charge´es, les e´quations re´gissant le mouvement de chacune de ces espe`ces peuvent
eˆtre combine´es sous certaines hypothe`ses (neutralite´ e´lectrique du fluide par exemple) et
ramene´es a` des e´quations re´gissant le mouvement d’une seule espe`ce fictive. C’est le mo-
de`le 1-fluide. Si de plus on suppose que le fluide se comporte comme un milieu conducteur,
et qu’il est re´gi, d’un point de vue thermodynamique, par une e´quation d’e´tat, alors on
obtient un syste`me ferme´ d’e´quations re´gissant a` la fois le mouvement du fluide et l’e´vo-
lution du champ e´lectromagne´tique. Ce sont les e´quations de la magne´tohydrodynamique
d’un mode`le 1-fluide que nous allons de´tailler par la suite.
On suppose dans tout le chapitre qu’un tel ensemble de particules occupe un domaine Ω
de R3. On note ρ la densite´ de masse du fluide, u sa vitesse, p la pression exerce´e au sein
du fluide, E le champ e´lectrique dans le fluide, B le champ magne´tique, j la densite´ de
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courant e´lectrique dans le fluide, et ε l’e´nergie interne par unite´ de masse. Les e´quations
de la MHD re´gissant toutes ces quantite´s se de´composent essentiellement en deux familles
couple´es entre elles : les e´quations re´gissant le mouvement du plasma et les e´quations
re´gissant le champ e´lectromagne´tique.
3.1 E´quations re´gissant le fluide.
Le fluide est de´crit par les e´quations suivantes.




+ div (ρu) = 0 (2.2)
E´quation du mouvement de fluide.




+ ρu.∇u = j ×B −∇p+ ρ∇Φ+ νρ∆u (2.3)
ou` ∇Φ de´signe ici le champ de gravitation, tandis que ν ≥ 0 est la viscosite´ cine´matique
du fluide. On note la pre´sence du terme j×B qui est duˆ a` la force de Lorentz exerce´e par
le champ magne´tique sur les particules. Ce dernier terme va eˆtre a` l’origine du couplage





+ ρu.∇ε = −pdivu+H (2.4)
ou` H = Qr −Qµ + div (κ∇T ) avec
– K : tenseur de conductivite´ thermique,
– Qµ : l’e´chauffement par dissipation par viscosite´,
– Qr : la perte d’e´nergie radiative. Dans de nombreuses applications, ce dernier terme
est de la forme Qr = ρ2Q(T ).
E´quation d’e´tat et entropie
L’e´quation d’e´tat s’e´crit en ge´ne´ral sous la forme :
p = p(ρ, ε), (2.5)








(ρ, ε) > 0.
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Le deuxie`me principe de la thermodynamique nous apprend l’existence d’une fonction
S(τ, ε), appele´e l’entropie, de classe C 2 et strictement concave, et une fonction T (τ, ε)
strictement positive, telles que
Tds = dε+ pdτ
ou` S = ρs, et ou` s est l’entropie spe´cifique. L’entropie est une quantite´ thermodynamique
fondamentale qui, intuitivement, mesure le de´sordre dans le syste`me.
Notons alors que parmi les quatres variables thermodynamiques ρ (ou τ), S, ε, et p, on peut
en choisir deux comme variables fondamentales, et exprimer les deux autres en fonction
des premie`res. Ainsi, on peut e´crire par exemple p = p(ρ, ε), S = S(ρ, ε) si on choisit ε
et ρ comme variables fondamentales. On peut aussi conside´rer S et τ comme variables
fondamentales et e´crire p = p(τ, S) et ε = ε(τ, S). Dans ce dernier cas, on rajoute les








(τ, S) > 0.





ou` ρε est l’e´nergie interne, ε l’e´nergie spe´cifique interne. On suppose que le plasma est
dans un e´tat d’e´quilibre chimique et thermodynamique interne. L’e´quation d’e´tat peut
alors s’e´crire sous la forme
ε = ε(p, ρ).
Quand l’e´nergie interne est tout simplement proportionelle a` la tempe´rature, on a
ε = CvT






ou` Cp est la capacite´ calorifique a` pression constante (constante pour un gaz polytropique).
Dans le cas d’un gaz parfait, l’e´nergie interne est fonction de la tempe´rature uniquement,
ε = ε(T ), et
p = RρT.
On a donc,
R = Cp − Cv


















Dans le cas d’un gaz monoatomique, γ =
5
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L’entropie spe´cifique est donne´e par









et on ve´rifie que les hypothe`ses (G1) a` (G4) sont satisfaites.
3.2 E´quations re´gissant le champ e´lectromagne´tique.
Les champs E et B sont re´gis par les e´quations de Maxwell et la loi d’Ohm.
E´quations de Maxwell.








= −rotE (loi de Faraday),




div j = 0 (conservation de charge),
avec
– ρe : densite´ de charge totale,
– µ : perme´abilite´ magne´tique,
– ε0 : perme´abilite´ e´lectrique.
Loi d’Ohm.
Elle s’e´crit
j = σ(E + u×B) (2.6)
ou` σ est la conductivite´ e´lectrique.
Dans le cas des e´quations de la MHD, les e´quations de Maxwell peuvent eˆtre simplifie´es
car des arguments physiques (voir [21]) montrent que la densite´ de charges e´lectriques ρe
ne joue pas un roˆle significatif sauf dans la loi de Gauss. Il en est de meˆme pour le courant




qui peut eˆtre ne´glige´ par rapport a` la densite´ de courant j. En
omettant la loi de Gauss, on obtient les e´quations d’e´lectromagne´tisme utilise´es en MHD :




divB = 0, (2.9)
j = σ(E + u×B). (2.10)
L’e´quation div j = 0 re´sulte de la loi d’Ampe`re (2.7). En e´liminant le champ e´lectrique
et la densite´ de courant dans ces e´quations, on obtient l’e´quation d’advection-diffusion
re´gissant le champ magne´tique :
∂B
∂t




est appele´ diffusivite´ (ou viscosite´) magne´tique. Cette e´quation est souvent
appele´e e´quation d’induction. On remarque qu’elle est analogue a` l’e´quation classique
re´gissant la vorticite´ en me´canique des fluides incompressibles
∂ω
∂t
= rot (u× ω) + µ∆2ω (2.12)
Toutefois, cette analogie n’est pas parfaite, car en me´canique des fluides ω et u sont relie´s
par la relation ω = rotu, ce qui n’est pas le cas pour u et B ici (observons par ailleurs
que l’e´quation qui re´git la vorticite´ ω = rotu dans le cas de la MHD n’est pas exactement
(2.12) car il manque des termes dus a` la force de Lorentz et a` la compressibilite´). Ce-
pendant, cette analogie a plusieurs inte´reˆts, notamment au niveau de deux the´ore`mes : le
1er the´ore`me d’Helmholtz et le the´ore`me de Kelvin (ou deuxie`me the´ore`me d’Helmholtz),
quand on ne´glige la viscosite´ magne´tique. L’analogie avec le the´ore`me de Kelvin est la
suivante :
Le flux du champ magne´tique a` travers une ”boucle” en mouvement avec le fluide est
constant .
L’analogie avec le premier the´ore`me d’Helmholtz affirme que :
Les e´le´ments du fluide qui sont sur une ligne du champ magne´tique a` un instant donne´
resteront gele´s sur cette ligne pour toute la suite.
3.3 Syste`me complet de la MHD
Le syste`me complet de la magne´tohydrodynamique s’e´crit
∂ρ
∂t




+ ρu.∇u = µ−1rotB ×B −∇p+ ρ∇Φ+ νρ∆u, (2.14)
∂B
∂t




+ ρu.∇ε = −p(ρ, ε)divu, (2.16)
avec B ve´rifiant divB = 0.
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Remark 3.1. Une autre remarque concernant l’e´quation d’induction dans le cas ide´al
(η = 0), est que si Φ et Ψ sont deux solutions de l’e´quation
∂r
∂t
+ u.∇r = 0




Adimensionnement et validite´ des e´quations de la MHD
L’adimensionnement des e´quations de la MHD fait apparaˆıtre les nombres suivants :





ou` u0 et L sont la vitesse et l’e´chelle de longueurs caracte´ristiques. Ce nombre est
repre´sentatif du rapport entre les forces d’inertie u.∇u et le terme de viscosite´ ν∆u.
– Nombre de Reynolds magne´tique :







Ce nombre repre´sente la relation entre le terme d’advection et le terme de diffusion









Il repre´sente clairement le rapport de la force de Lorentz et des forces de viscosite´
magne´tique.
















donne alors le rapport entre la force d’inertie ρu.∇u et la force de
Lorentz j ×B.
Le mode`le de la MHD est valide sous certaines conditions. Une premie`re hypothe`se
consiste a` supposer que le milieu est continu c’est a` dire
LÀ Rg
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ou` Rg est le rayon gyromagne´tique. Par exemple, dans le cas d’une tache solaire L ' 106m
et Rg = 10−4m.
De plus, le plasma doit eˆtre en e´quilibre thermodynamique, ce qui se traduit par
τ À τc et LÀ `
ou` τ est le temps caracte´ristique, τc le temps de collision, et ` le libre parcours moyen.








= 10−5 et R1/2m = 10
2.5.
Dans le vent solaire, la diffusivite´ magne´tique η est de l’ordre de η ' 10 m2.s−1 et le
nombre de Reynolds magne´tique vaut Rm ' 3.108.
Dans le cas de la fusion, Rm est de l’ordre de 107. Le nombre β au coeur du plasma d’ITER
devrait eˆtre de l’ordre de 10−2.
Les nombres σ et µ sont isotropes et le re´fe´rentiel choisi est inertiel. Pour les phe´nome`nes
a` grandes e´chelles, il faut rajouter le terme de Coriolis (par exemple pour le champ ma-
gne´tique terrestre). Enfin, a` cause des collisions, les comportements des diffe´rentes espe`ces
ne sont pas se´pare´es : le mode`le est suppose´ 1-fluide.
Introduisons maintenant quelques nombres caracte´ristiques dans le cas du soleil












3 1 10−3 10−4
ou` cs est la vitesse du son. Dans la photosphe`re β ' 1 et on est dans le cadre de la dynamo
MHD alors que dans la zone convective β À 1 : la dynamo cine´matique est plus approprie´e.
Dans la couronne, comme β ¿ 1, on peut supposer la pression cine´tique ne´gligeable. Dans
ce cas, les e´quilibres peuvent eˆtre approche´s par des champs sans-force introduits dans la
suite (voir Chapitre 3). De plus, on a Ha ' 1025 À 1.
Le syste`me de la MHD permet e´galement de mode´liser le champ magne´tique terrestre.
L’atmosphe`re terrestre est compose´e de cinq couches
– la troposphe`re : de 0 a` 12 km (tempe´rature de´croissante),
– la stratosphe`re : de 12 a` 50 km (isotherme ' 280˚ K),
– la me´sosphe`re : de 50 a` 90 km,
– la thermosphe`re : de 90 a` 600 km,
– l’exosphe`re : de 600 km a` 10 Rt (rayon terrestre).
D’autre part, on a la superposition de deux autres couches : l’ionosphe`re et la magne´to-
sphe`re. L’ionosphe`re va de 60 a` 800 km d’altitude. Elle est constitue´e de gaz fortement
ionise´s a` tre`s faible pression et a` haute tempe´rature. La densite´ e´lectronique y est de
l’ordre de 109 m−3 et σ ' 10−7 S.m−1. La magne´tosphe`re est l’ensemble des lignes de
champ magne´tique terrestre situe´es au-dela` de l’ionosphe`re, au dessus de 800 a` 1000 km
d’altitude.
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4 Equations de la MHD ide´ale et quelques proprie´te´s
Dans cette partie, nous nous inte´ressons aux e´quations de la magne´tohydrodynamique
ide´ale et a` certaines de leurs proprie´te´s. Dans toute la suite, on suppose que µ la constante
perme´abilite´ magne´tique vaut 1.
Les e´quations de la MHD ide´ale correspondent au cas ou` les viscosite´s cine´matiques et
magne´tiques sont nulles : η = ν = 0, autrement dit Rm = Re = +∞. En ne´gligeant le
terme de chauffage dans l’e´quation d’e´nergie et le terme de gravitation dans l’e´quation du
mouvement, les e´quations de la MHD ide´ale s’e´crivent :
∂ρ
∂t




+ ρu.∇u = rotB ×B −∇p, (2.18)
∂B
∂t




+ ρu.∇ε = −pdivu, (2.20)
avec p = p(ε, ρ) (e´quation d’e´tat).
En plus de ces e´quations, le champ magne´tique B doit ve´rifier l’e´quation
divB = 0. (2.21)
Cette dernie`re e´quation sur B va jouer un roˆle particulier et va eˆtre souvent conside´re´e




Cela signifie, inde´pendamment de (2.21) que divB est constant par rapport temps, ce
qui explique partiellement pourquoi la condition (2.21) est conside´re´e a` part. En effet, le
fait de la rajouter au syste`me (2.17)-(2.20) conduit a` une surde´termination. Notons par




On ve´rifie aussi que, pour une solution re´gulie`re de (2.17)-(2.20) et sans tenir compte
de la relation divB = 0, on a
∂S
∂t
+ u.∇S = 0 (2.22)
ce qui signifie que la de´rive´e particulaire de S est nulle. En d’autres termes, les solutions
re´gulie`res du syste`me de la MHD ide´ale conservent l’entropie le long des lignes de courant.











)(ρ, ε)divu = 0 (2.23)
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et peut eˆtre obtenue a` partir de (2.17) et (2.20). Dans le cas ou` on choisit ρ et S comme





(ρ, S)divu = 0. (2.24)






















On montre facilement que
∂E
∂t
+ div (Eu) = −div (Pu− (B.u)B) (2.27)
ou` P = p+
B2
2
est la pression totale.
En conclusion, les syste`mes d’e´quations de la MHD ide´ale sont souvent forme´s des e´qua-
tions (2.17), (2.18), (2.19) et de l’une des e´quations (2.20), (2.22) ou (2.27) (la densite´ ρ
est souvent conside´re´e comme une variable fondamentale). Ce syste`me est comple´te´ par
les relations donnant les deux variables thermodynamiques manquantes et de l’e´quation
divB = 0 sur le champ magne´tique. En re´sume´, on peut e´crire les e´quations de la MHD










ou` V = (ρ,u,B, p)T est le vecteur des variables primitives. On montre facilement que
C1 =

u1 ρ 0 0 0 0 0 0


















0 0 0 0 0 0 0 0
0 B2 −B1 0 −u2 u1 0 0
0 B3 0 −B1 −u3 0 u1 0
0 χ 0 0 θ 0 0 u1

,
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C2 =

u2 0 ρ 0 0 0 0 0



















0 −B2 B1 0 u2 −u1 0 0
0 0 0 0 0 0 0 0
0 0 B3 −B2 0 −u3 u2 0





u3 0 0 ρ 0 0 0 0



















0 −B3 0 B1 u3 0 −u1 0
0 0 −B3 B2 0 u3 −u2 0
0 0 0 0 0 0 0 0
0 0 0 χ 0 0 θ u3






(ε, ρ) + ρ
∂p
∂ρ
















f i(U) = 0.
Nous reviendrons sur cette e´criture et son e´tude dans le paragraphe (4.1) ci-dessous.
Nous allons conside´rer maintenant quelques quantite´s invariantes pour les solutions re´gu-
lie`res des e´quations de la MHD.
Parmi les proprie´te´s des e´quations de la MHD ide´ale, nous pouvons citer la conservation
de l’he´licite´.
Conservation de l’he´licite´ magne´tique :
Soit Ω un domaine connexe de R3, et B un champ magne´tique de´finie sur Ω, suffi-
samment re´gulier tel que B.n = 0 sur ∂Ω. Soit A un potentiel vecteur de B, c’est a` dire






Cette inte´grale ne de´pend pas du choix du potentiel vecteur A de B car si A′ est un
autre potentiel vecteur de v, alors rotA = rotA′ = B, ce qui signifie formellement que
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A B
Fig. 2.11 – Interconnexion de deux tubes de courant.
L’he´licite´ est une quantite´ globale qui de´crit la complexite´ topologique des lignes de champs
de B, et plus particulie`rement l’interconnexion des lignes ferme´es. Ainsi, si on suppose que
le domaine B est confine´ dans deux tubes de courant comme dans la figure alors on peut
montrer par un simple argument que H(B) 6= 0 dans le cas A tandis que H(B) = 0 dans
le second cas.
Montrons que dans le cas de la MHD ide´ale, l’he´licite´ du champ magne´tique est un
invariant qui reste conserve´. Soit (ρ,u,B, p) solution re´gulie`re de (2.17)-(2.20) et soit A





En conse´quence, si on pose











= ∇Φ.B + rot (u×B).A
= div (ΦB) + div [(u×B)×A]
= div [(Φ +A.u)B − hu]
ou` on a utilise´ la relation div (a× b) = rota.b− rot b.a. Il en re´sulte que
∂h
∂t
+ div (hu) + div [(Φ +A.u)B] = 0.
En supposant que u.n = 0 et B.n = 0 sur le bord du domaine, ce qui signifie que le fluide




et donc H(B) reste constante au cours du temps.






hc(x, t) = u(x, t).B(x, t),
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on montre alors que
∂hc
∂t






Il en re´sulte que dans le cas de la MHD ide´ale et incompressible, on a aussi une conservation
de cette he´licite´ croise´e quand B.n = 0 sur ∂Ω et u.n = 0 sur ∂Ω.
On e´tablit maintenant la proprie´te´ suivante :
Remark 4.1. Les e´quations de la MHD ve´rifie la curieuse proprie´te´ suivante : soit
(ρ,u,B, p) une solution de classe C 1 du syste`me (2.17)-(2.19)+(2.23) avec ρ > 0. Si
χ une fonction re´gulie`re ve´rifiant l’e´quation
∂v
∂t




∇χ.B est aussi solution de (2.29).
4.1 Ecriture sous forme conservative









f i(U) = 0.
On commence par rappeler les notations
A⊗B =







On a les relations
rot (a× b) = div (b⊗ a− a⊗ b),
rota× a = a.∇a−∇|a|
2
2




En utilisant toutes les relations pre´ce´dentes et la relation divB = 0, on peut re´e´crire les
e´quations de mouvement du fluide (2.18) et d’induction (2.19) sous la forme
∂(ρu)
∂t
+ div [ρu⊗ u−B ⊗B + ( |B|
2
2
+ p)I] = 0,
∂B
∂t
+ div (u⊗B −B ⊗ u) = 0. (2.30)
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 = 0 (2.31)
Inversement, si (ρ, ρu,B, E) est solution re´gulie`re du syste`me conservatif (2.31), et si on
ne tient pas compte de l’e´quation divB = 0, on peut montrer facilement que l’e´nergie
interne











+ ρ∇ε.u+ pdivu = −(B.u)divB.




+ u.∇S) = −1
ρ
(B.u)(divB),
ce qui signifie que le syste`me conservatif (2.31) ne conserve pas l’entropie si on ne tient
pas compte de la condition divB = 0. Cette remarque aura une importance particulie`re
quand il s’agira de discre´tiser les e´quations de la MHD ide´ale car il est difficile d’obtenir
nume´riquement divB = 0 exactement et, en conse´quence de construire des sche´mas dits
entropiques.




























qui ne diffe`re du syste`me (2.17), (2.18), (2.19) et (2.27) que par l’e´quation d’induction. On
montre alors que l’entropie associe´e a` ce syste`me est conserve´e (sans tenir compte de la
condition divB = 0). Toutefois, cette affirmation ne constitue pas la raison essentielle de
son introduction. En effet, ce syste`me a e´te´ introduit afin d’avoir un syste`me hyperbolique,
en e´liminant en particulier une valeur propre non physique de la matrice associe´e. Bien
e´videmment, l’inconve´nient majeur du syste`me est qu’il n’est pas conservatif.
Revenons maintenant au syste`me conservatif (2.31). Soit U = (ρ,w,B, E)T le vecteur des








Fi(U) = 0. (2.32)



















































































ou` les (Ai)1≤i≤3 sont les matrices jacobiennes de (Fi)1≤i≤3 donne´es par
















w3 −(ρ+ α)B1 (ρ− α)B2 (ρ− α)B3 α
−w1w2
ρ
w2 w1 0 −ρB2 −ρB1 0 0
−w1w3
ρ
w3 0 w1 −ρB3 0 −ρB1 0
0 0 0 0 0 0 0 0
−w1B2 − w2B1
ρ
B2 −B1 0 −w2 w1 0 0
−w1B3 − w3B1
ρ
B3 0 −B1 −w3 0 w1 0







0 0 ρ 0 0 0 0 0
−w2w1
ρ











w3 (ρ− α)B1 −(ρ+ α)B2 (ρ− α)B3 α
−w2w3
ρ
0 w3 w2 0 −ρB3 −ρB2 0
−w2B1 − w1B2
ρ
−B2 B1 0 w2 −w1 0 0
0 0 0 0 0 0 0 0
−w3B2 −B3w2
ρ
0 B3 −B2 0 −w3 w2 0








0 0 0 ρ 0 0 0 0
−w3w1
ρ
w3 0 w1 −ρB3 0 −ρB1 0
−w3w2
ρ











)w3 (ρ− α)B1 (ρ− α)B2 −(ρ+ α)B3 α
−w3B1 −B3w1
ρ
−B3 0 B1 w3 0 −w1 0
−w3B2 −B3w2
ρ
0 −B3 B2 0 w3 −w2 0
0 0 0 0 0 0 0 0
h31 h32 h33 h34 h35 h36 h37 h38

,






, δ = (ρβ − αε) + α
2ρ2
|w|2. Les hij , 1 ≤ i ≤ 3, 1 ≤ j ≤ 8
sont de´fini par
– hi1 = −1
ρ
[E + p∗ +
|B|2
2
]wi + δwi − 1
ρ
(B.w)B1,
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– pour 5 ≤ j ≤ 7, hij = −Biwj−4δi,j−4 + [Bj−4wi −Biwj−4](1− δi,j−4)− α
ρ
Bj−4wi,




En conside´rant le vecteur des variables primitives V = (ρ,u,B, p)T , on peut montrer
que les matrices C1, C2, et C3 de´finies pour le syste`me (2.28) sont relie´es aux matrices A1,
A2, et A3 par la relation
Ci(V ) =M(V )−1Ai(U(V ))M(V ), (2.34)
ou` M(V ) est la matrice jacobienne
M(V ) = ∇V U(V ). (2.35)
4.2 Valeurs propres et vecteurs propres du syste`me
On s’inte´resse dans cette partie au calcul des valeurs propres et vecteurs propres du
syste`me MHD. Soit ω = (ω1, ω2, ω3) ∈ R3, on conside`re la matrice
C = C(ω) = ω1C1 + ω2C2 + ω3C3
ou` les matrices C1, C2 et C3 ont e´te´ introduites en meˆme temps que le syste`me (2.28).
C(ω) est de´finie par
C(ω) =

u.ω ρω1 ρω2 ρω3 0 0 0 0












0 −B.ω +B1ω1 B1ω2 B1ω3 u.ω − u1ω1 −u1ω2 −u1ω3 0
0 B2ω1 −B.ω +B2ω2 B2ω3 −u2ω1 u.ω − u2ω2 −u2ω3 0
0 B3ω1 B3ω2 −B.ω +B3ω3 −u3ω1 −u3ω2 u.ω − u3ω3 0















B × (ω ×B∗) + p∗ω
ρ






la vitesse d’Alfve`n et v2T =
χ
ρ
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Le polynoˆme caracte´ristique de C(ω) est :




Les valeurs propres de C sont :
– λ0 = 0
– λ1 = u.ω
– λ2,i = u.ω + εicA|ω|, i = 1, 2,
– λ3,i = u.ω + εicF |ω|, i = 1, 2,
– λ4,i = u.ω + εicS |ω|, i = 1, 2,
ou` ε1 = −1, ε2 = 1 et c2S , c2F (c2S ≤ c2F ) sont les deux racines de l’e´quation du second degre´





















Puisque cA(ω) ≤ vA, on a
– c2S ≤ c2A ≤ c2F
– c2S ≤ min(v2A, v2T ) ≤ max(v2A, v2T ) ≤ c2F .
Si on cherche des vecteurs propres associe´s a` ces valeurs quand B.ω 6= 0 et B × ω 6= 0 et
quand toutes ces valeurs propres sont diffe´rentes, on trouve
– V 1 = (1, 0, 0, 0, 0, 0, 0, 0)T associe´ a` la valeur propre λ = u.ω.
– V 2,i = (0,B × ω,−εi√ρB × ω, 0)T associe´ a` la valeur propre λ2,i, i = 1, 2 (on re-
marque que ces deux vecteurs propres sont nuls si B ×ω = 0 et ils correspondent a`
la meˆme valeur propre si B.ω = 0).













avec k`,i = u.ω − λ`,i, ` = 3, 4 et i = 1, 2.
Dans certains cas, deux valeurs propres peuvent eˆtre e´gales. Par conse´quent, le sys-
te`me de la MHD n’est pas strictement hyperbolique. Dans le tableau de l’annexe A, nous
re´sumons les cas pour lesquelles l’e´galite´ apparaˆıt. Dans [13], Brio et Wu montrent que les
e´quations de la MHD ne sont pas convexe en prouvant que dans certains cas les champs
caracte´ristiques peuvent eˆtre ni vraiment non line´aire ni line´airement de´ge´ne´re´.
4.3 Conditions de Rankine-Hugoniot - Chocs et discontinuite´s
Soit Σ une surface de discontinuite´. Soit n la normale unitaire a` cette surface et σ la
vitesse de propagation de la discontinuite´.
Dans toute la suite, les quantite´s a` droite et a` gauche de la discontinuite´ seront indexe´es











Ainsi, {A} de´signe la moyenne des valeurs des deux cote´s de Σ tandis que [A] de´signe la
moitie´ du saut. On a
A2 = [A] + {A},
A1 = {A} − [A]
et de fac¸on ge´ne´rale
[AB] = {A}[B] + [A]{B},




} = {A}{B} − [A][B]{B}2 − [B]2 .
Les conditions de Rankine-Hugoniot s’e´crivent :
−σ[ρ] + [ρu].n = 0,
−σ[ρu] + [ρu⊗ u−B ⊗B + ( |B
2|
2
+ p)I].n = 0,
−σ[B] + [u⊗B −B ⊗ u].n = 0,
−σ[E] + [(E + p+ B
2
2
)u− (B.u)B].n = 0,
(2.36)






+ p)n− (B.n)B] = 0,




)u.n− (B.u)(B.n)] = 0.
(2.37)
A ces conditions s’ajoute celle sur la continuite´ de la composante normale du champ
magne´tiquer :
[B.n] = 0 (2.38)
provenant de (2.21).
Afin d’e´tudier plus pre´cise´ment les diffe´rents chocs (et discontinuite´s) intervenant en MHD,
on se place maintenant dans un re´fe´rentiel ou` le choc est stationnaire. L’axe des x est choisi
tel qu’il soit aligne´ avec la normale du choc. Ainsi le plan du choc est paralle`le au plan
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les conditions (2.37) et (2.38) deviennent alors :
[Bx] = 0, (2.39)




] = 0, (2.41)
[ρuxut −BxBt] = 0, (2.42)




ρ|u|2ux + (ρε+ p)ux + |B|2ux − u.BBx] = 0, (2.44)
ou` Bt et ut sont les composantes tangentielles respectives du champ magne´tique B et de
la vitesse v.
D’apre`s (2.40) et (2.39), il est e´vident que ρux et Bx sont constants a` travers la dis-
continuite´. On pose m = ρux et on convient par la suite que la direction de l’axe des x est
tel que m ≥ 0. Pour toute quantite´ A, les valeurs A1 et A2 de´signent respectivement sa
valeur avant et apre`s la discontinuite´. Les e´quations (2.40) a` (2.44) se re´e´crivent
[ux] = m[τ ], (2.45)
m[ux] + [p] + {Bt}[Bt] = 0, (2.46)
m[ut]−Bx[Bt] = 0, (2.47)
Bx[ut]− {ux}[Bt]− [ux]{Bt} = 0, (2.48)
m
(
[e] + ({p}+ [Bt]2)[τ ]
)
= 0, (2.49)
ou` la dernie`re e´quation (2.49) est obtenue a` partir de (2.44) apre`s des simplifications dues
aux e´quations (2.46)- (2.48). A ces e´quations, il faut rajouter la condition sur l’entropie
[S] ≥ 0. (2.50)
Contrairement a` la dynamique des fluides ou` les solutions entropiques sont conside´re´es
comme e´tant des solutions physiques, en MHD les solutions satisfaisant la condition (2.50)
sont admissibles mais pas ne´cessairement physiques. Afin d’obtenir des solutions physiques
il semble ne´cessaire de rajouter des conditions supple´mentaires sur les discontinuite´s. Ces
conditions sont souvent appele´es les conditions d’e´volution. Le lecteur peut consulter le
livre de Jeffrey et Taniuti ([38]) ou` figure une fac¸on de les introduire.
On peut distinguer essentiellement trois types de discontinuite´s
Les discontinuite´s de contact et tangentielles pour lesquellesm = 0 (le flux de masse
a` travers la discontinuite´ est nulle).
Les chocs non compressifs pour lesquels m > 0 et [τ ] = 0,
Les chocs compressifs pour lesquels m > 0 et [τ ] 6= 0 (on verra que ne´cessairement
[τ ] > 0).
Dans le cas de chocs (compressifs ou pas), on a m 6= 0 et par conse´quent l’e´quation (2.49)
se re´duit a`
[e] + ({p}+ [Bt]2)[τ ] = 0. (2.51)
On a le lemme suivant de´montre´ dans [38].
Lemme 1. Sous les hypothe`ses (G1), (G2), (G3) et (G4) (voir chapitre 2), on a
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– Si [τ ] < 0 alors [S] > 0,
– Si [τ ] = 0 alors [S] = 0,
– Si [τ ] > 0 alors [S] < 0.
En d’autres termes, l’entropie S croit a` travers un choc si et seulement si ρ croit a` travers
le choc, c’est a` dire si et seulement si le choc est compressif. Cette affirmation reste vraie
si ρ est remplace´ par p ou ε.
Discontinuite´ de contact et discontinuite´ tangentielle
Dans ce cas m = 0 et [τ ] = 0. Il en re´sulte que [S] = 0. Les e´quations ci-dessus se
re´duisent a`
[ux] = {ux} = 0,
[p] + {Bt}[Bt] = 0,
Bx[Bt] = 0,
Bx[ut] = 0.
Contrairement au cas de la dynamique des gaz, une discontinuite´ dans la composante
tangentielle de la vitesse u n’est pas possible si Bx 6= 0. On a donc deux cas
– Si Bx 6= 0, on obtient
[p] = 0 et [ut] = 0, [B] = 0.
Le saut de la densite´ [ρ] a` travers Σ est arbitraire dans ce cas. On parle de disconti-
nuite´ de contact.
– Si Bx = 0, les composantes transverses de u et B peuvent avoir des sauts arbitraires





Il s’agit d’une discontinuite´ tangentielle. Dans ce cas les sauts a` travers Σ de ρ et
u = ut sont arbitraires ainsi que la re´partition entre la pression du fluide et la
pression magne´tique.
On montre que dans les deux cas, la discontinuite´ ve´rifie les conditions d’e´volution (voir
Jeffrey et Taniuti [38]).
Les chocs non compressifs
Il s’agit du cas ou` m > 0 et [τ ] = 0. Dans ce cas on a [S] = [e] = [p] = 0 et
Bt.[Bt] = 0,
m[ut]−Bx[Bt] = 0,
Bx[ut]−mτ [Bt] = 0.





A partir de la premie`re e´quation, on a
[|B|2] = 0, (2.53)
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ce qui signifie que le champ magne´tique tourne d’un angle quelconque dans le plan tan-
gentiel sans changer de magnitude. C’est pourquoi ce type de choc est souvent appele´
discontinuite´ rotationelle ou choc transverse (ou perpendiculaire). Si {Bt} 6= 0, l’angle de
rotation est diffe´rent de 180o et d’apre`s (2.53) on peut e´crire
[Bt] = α{B} × n et ut = αsgn(Bx){Bt} × n,
ou` α est un facteur re´el de proportionnalite´. Dans ce cas, le choc satisfait les conditions
d’e´volution (voir Jeffrey et Taniuti [38]). Ce n’est pas le cas si l’angle de rotation est de
180o.
Chocs compressifs
On suppose de´sormais que m 6= 0 et [τ ] 6= 0. D’apre`s le lemme 1 et la condition
d’entropie (2.50) on a
[τ ] < 0, (2.54)
























(m2 −m22)Bt,2 = r(m2 −m21)Bt,1. (2.58)











(r + 1− γ(r − 1)) p2
p1
− (r + 1 + γ(r − 1))− (γ − 1)r − 1
p1
[Bt]2 = 0, (2.60)





On distingue plusieurs cas
Cas 1 : Bt,1 = 0 et Bt,2 = 0 : puisque Bx est continu, le champ magne´tique B reste
inchange´e au cours du choc. Il y a une compression dans le plasma, mais pas dans
le champ magne´tique. Le choc est identique a` un choc de fluide ordinaire. On parle
de choc paralle`le.
Cas 2 : Bt,1 6= 0 et Bt,2 = 0 : Ne´cessairement ux,1 = va,1. Ce choc est connu sous le
nom de“switch-off shock”. Il se propage a` la vitesse d’Alfve`n et le champ magne´tique
tangentiel aval disparaˆıt. C’est un choc lent.













Choc switch-off Choc switch-on
Fig. 2.12 – Chocs swich-on et switch-off
Cas 3 : Bt,1 = 0 et Bt,2 6= 0 : Ne´cessairement ux,1 = va,1. Ce choc est connu sous le
nom de “switch-on shock”.
Cas 4 : Bt,1 6= 0 et Bx = 0 Dans ce, le choc est dit perpendiculaire car le champ magne´-
tique B est orthogonal a` la normale du choc.
La condition (2.57) implique que la vitesse tangentielle ut est continue a` travers le
choc.
La condition (2.58) donne
Bt,2 = rBt,1. (2.61)
Le champ magne´tique est donc compresse´ avec le meˆme rapport que la densite´ tout
en gardant sa direction.
En e´liminant le rapport
p2
p1
des deux e´quations (2.59) et (2.60) on obtient l’e´quation
du second degre´ en r





Si γ < 2, cette e´quation n’admet qu’une seule racine positive r = r0. Or, comme
r ≥ 1, on en de´duit la condition suivante sur le nombre de Mach
M2s = γ





u2x,1 ≥ c2s + v2A.
Le choc perpendiculaire est donc un choc magne´tosonique rapide si γ < 2.
Cas ge´ne´ral : Bt,1 6= 0, Bt,2 6= 0 et Bx 6= 0
Dans ce cas la condition (2.58) conduit au lemme suivant
Lemme 2 (Lemme de coplanarite´). Les champs magne´tiques B1 et B2 et le vecteur nor-
mal au choc sont coplanaires. Les composantes tangentielles Bt,1 et Bt,2 sont coline´aires.










Fig. 2.13 – Chocs paralle`les et perpendiculaires
En effet, on ne peut avoir les e´galite´s m2 −m21 = m2 −m22 = 0 car m21 6= m22. De plus,





















On peut alors choisir, sans perdre de ge´ne´ralite´, un syste`me de coordonne´es tel que le










Il en re´sulte qu’on a deux types de chocs
– Si u2x,1 < v
2
a,1, alors [By] ≥ 0 : c’est un choc lent.
– Si u2x,1 > rv
2
a,1, alors [By] ≤ 0 : c’est un choc rapide.
Nous allons montrer que les quantite´s apre`s le choc (ρ2, u2, B2, p2) et la vitesse du
choc s’expriment en fonction des quantite´s avant le choc (ρ1, u1, B1, p1) et du saut de
l’une d’elles.
En e´liminant le rapport
p2
p1
des deux e´quations (2.59) et (2.60) on obtient l’e´quation
en r
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D’apre`s Jeffrey et Taniuti ([38]), les conditions dites d’e´volution impliquent que
By,2 ≥ 0. (2.68)
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4.4 Equations de la MHD line´arise´es autour d’un e´quilibre








(Fj(U)) = 0, U ∈ Rm.










































P.∇UFj +∇UFj .P = ∇UFj .
P est la matrice de projection sur l’espace
E1 = {(α1, · · · , αm), αp+1 = 0, · · · , αm = 0}
W se de´compose de fac¸on unique sous la forme
W =W 1 +W 2, W 1 ∈ E1, W 2 ∈ E2 = E⊥1
W 1 = PW , W 2 = (I − P )W .








(P∇UFj(U0).W ) = 0
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(Lj(U0).W 1)) = 0.



































(Li(U0)W 1)) = 0.











(Ki(U0)W 2)) = 0.
On s’inte´resse maintenant au cas de la MHD ide´ale. On conside`re une configuration d’e´qui-
libres statiques qui sont des solutions des e´quations de la MHD pour lesquelles la vitesse
est nulle et qui ne de´pendent pas du temps. Les variables a` l’e´quilibre sont identifie´es par
un indice 0. En utilisant (2.17)-(2.18) et (2.21), on obtient facilement
rotB0 ×B0 = ∇p0 (2.71)
et
divB0 = 0. (2.72)
Les e´quations (2.17), (2.18) et (2.20) sont automatiquement ve´rifie´es a` l’e´quilibre. On
conside`re maintenant un petit de´placement autour de l’e´quilibre. On note par l’indice 1
ce de´placement. On de´finit ρ = ρ0 + ρ1, B = B0 +B1, u = 0+ u1, E = E0 + E1 et p =
p0+p1. On peut line´ariser le syste`me MHD (2.33) autour de l’e´quilibre (ρ0,0,B0, E0), en se
ramenant au cadre ge´ne´ral du syste`me (2.69). Les matrices jacobiennes du syste`me peuvent
eˆtre e´crites sous la forme (2.70) a condition de modifier l’ordre des variables conservatives
des e´quations de la MHD par rapport a` celle utilise´e dans (2.33). En choisissant comme
ordre de variable W = (ρu, ρ,B, E) on peut montrer que W 1 et W 2 sont de´finis par
W 1 = ρu
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et
W 2 = (ρ,B, E)T .
Les matrices Lj , et Kj , 1 ≤ j ≤ 3 sont respectivement de tailles 5× 3 et 3× 5. On ommet
les indices 0 dans les matrices afin d’alleger les notations, et on utilise les meˆmes notations






























 δ −(ρ+ α)B1 (ρ− α)B2 (ρ− α)B3 α0 −ρB2 −ρB1 0 0





 0 −ρB2 −ρB1 0 0δ (ρ− α)B1 −(ρ+ α)B2 (ρ− α)B3 α






 0 −ρB3 0 −ρB1 00 0 −ρB3 −ρB2 0
δ (ρ− α)B1 (ρ− α)B2 −(ρ+ α)B3 α
 .
On pose Ω =
ρ1v1 ×B0
ρ0
















+div (B0 ⊗ rotΩ+ rotΩ⊗B0).
Dans le cas particulier d’un gaz polytropique, la pression est de´finie par
p = (γ − 1)ρε.




















agit sur la variable conservative ρu. Dans la litte´rature (voir par
exemple [1], [46] ou [46]), un ope´rateur e´quivalent note´ L agissant sur la variable non






+ rot rot (v ×B0)×B0 + rotB0 × rot (v ×B0)} (2.73)
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L’e´quation line´arise´e correspondante s’e´crit
∂p1
∂t
= −u1.∇p0 − γp0divu1




{∇(v.∇p0 + γp0div v)
+ rot rot (v ×B0)×B0 + rotB0 × rot (v ×B0)}
(2.74)
On montre que l’ope´rateur L est auto-adjoint (voir Annexe C).
Cette ope´rateur joue un roˆle important dans la discre´tisation en temps de sche´mas nume´-
riques MHD. En effet, pour les proble`mes e´tudie´s, il faut pouvoir de´crire une e´volution
tre`s lente pendant des temps tre`s longs de l’ordre de plusieurs centaines voir du millier de
temps d’Alfven avant d’arriver a` la phase inte´ressante physique de l’e´volution. Les sche´mas
de types explicites pour l’e´quation d’impulsion de´terminent la vitesse a` un instant n+1
comme solution de (vn+1−vn)/∆t = F(vn,bn, pn, ρn) en fonction des valeurs de la vitesse
et des autres champs, magne´tique, de pression et de densite´, a` l’instant n. Ces sche´mas
sont ge´ne´ralement conditionnellement stables. Le pas de temps ∆t doit eˆtre tel qu’une
onde se propageant a` la vitesse c ne parcourt pas plus d’un pas d’espace en un pas de
temps. Cette condition dite CFL (Courant-Friedrichs-Levy) impose, dans le cas MHD ou`
la vitesse des ondes les plus rapides est celles des modes magne´toaccoustiques rapides, des
pas de temps tre`s petits et ne semble donc pas ade´quat pour la description de l’e´volution
lente caracte´ristique de ce type de proble`me.
Dans [33], Harned et Kerner ont introduit une classe de sche´mas dits semi-implicites.
Dans ces sche´mas, L est utilise´ comme un ope´rateur de stabilisation nume´rique. Il permet
d’augmenter les pas de temps du sche´ma.
5 Equations de la magne´tostatique
Les e´quations de la MHD de´crivent l’e´volution d’un plasma. Dans les situations d’e´qui-
libres auxquels on s’inte´resse la vitesse hydrodynamique du fluide est souvent ne´gligeable
face aux termes magne´tiques. Les e´quations se re´duisent a`
rotB ×B = ∇p (2.75)
divB = 0. (2.76)
Les e´quations de la magne´tostatique (2.75)-(2.76) ainsi obtenues traduisent le fait qu’a`
l’e´quilibre la pression cine´tique compense les forces magne´tiques. Ces e´quilibres jouent un
roˆle important en fusion magne´tique et peuvent eˆtre re´e´crits sous la forme
j ×B = ∇p, (2.77)
divB = 0. (2.78)
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ou` j = rotB.




ce qui signifie que les lignes de champ magne´tique et les lignes de courant sont inscrites
sur des surfaces isobares (ie des surfaces sur lesquels la pression cine´tique est constante).
Les surfaces ge´ne´re´es par les lignes de champ magne´tique sont des surfaces magne´tiques.
On se place ici dans des situations ou` la densite´ d’e´nergie magne´tique domine largement
l’e´nergie cine´tique et l’e´nergie interne du syste`me, c’est-a`-dire lorsque le nombre β ¿ 1.
Dans ce cas, la pression p devient ne´gligeable devant la force de Lorentz. Le syste`me
(2.75)-(2.76) se re´duit alors a`
rotB ×B = 0, (2.79)
divB = 0. (2.80)
Un champ vectoriel de R3 satisfaisant le syste`me non-line´aire (2.79)-(2.80) est appele´
champ de Beltrami ou champ sans force. D’apre`s l’e´quation (2.79),B et rotB sont partout
paralle`les. Ils mode´lisent les e´quilibres d’un plasma parfaitement conducteur, en pre´sence
d’un champ magne´tique important, dans lequel la pression est ne´gligeable. Les champs
de Beltrami apparaissent dans diffe´rents domaines. Ils interviennent notamment en phy-
sique des plasmas. Ils jouent un roˆle particulie`rement important en physique solaire ou`
ils permettent de reconstruire le champ magne´tique de la couronne a` partir de donne´es
satellites. En effet, les mesures les plus pre´cises du champ magne´tique solaire effectue´es
par des satellites tels que SOHO sont prises sur la photosphe`re. Le champ magne´tique co-
ronnal reste lui tre`s difficile a` mesurer. Il est conside´re´ comme force-free. Sa reconstruction
a` partir des donne´es satellites prises comme conditions de bord apparaˆıt donc comme un
enjeu important dans la connaissance du soleil.
On trouve e´galement les champs de Beltrami en me´canique des fluides ou` ils sont solutions
des e´quations d’Euler stationnaires, en the´orie du chaos, et en e´lectromagne´tisme.
D’un point de vue mathe´matiques, l’e´quation (2.79) est souvent re´e´crite sous la forme
rotB = λB (2.81)
ou` λ est une fonction scalaire inconnue. Cette e´criture traduit le fait que B et son rota-
tionnel sont coline´aires. 0n distingue alors deux cas :
– λ est une fonction constante ne de´pendant pas de la variable x. On parle de champ
de Beltrami (ou de champ sans-force) line´aire par analogie au caracte`re line´aire de
l’e´quation (2.81). Dans le cas particulier ou` λ = 0, le syste`me (2.81)-(2.80) s’e´crit
rotB = 0, (2.82)
divB = 0. (2.83)
Le champ vectoriel B est appele´ champ potentiel. Ce cas correspond a` la situation
ou` le courant j = rotB est nul. Enfin, en prenant le rotationnel de l’e´quation (2.81),
on obtient ∆B + λ2B = 0. Les champs de Beltrami sont des solutions particulie`res
de l’e´quation d’Helmhotz.
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– λ est une fonction inconnue de´pendant de la variable x. Le proble`me est alors dit
non-line´aire.
Sous certaines hypothe`ses d’invariance, il peut s’ave´rer inte´ressant de re´e´crire le sys-
te`me (2.75)-(2.76) sous une forme simplife´e. Diffe´rents types d’invariances peuvent eˆtre
conside´re´es : invariance par translation dans une direction donne´e, invariance he´lico¨ıdale,
invariance rotationnelle. Dans la suite, nous de´taillerons le cas de l’invariance rotationnelle.
La de´rivation d’un syste`me axisyme´trique est particulie`rement inte´ressante dans le cas de
la fusion.
En coordonne´es cylindriques (r, θ, z), dont la base usuelle est note´e (er,eθ, ez), l’hypothe`se
d’axisyme´trie consiste a` supposer que les composantes (Br, Bθ, Bz) du champ magne´tique
sont inde´pendante de l’angle θ. On suppose donc dans la suite
∂
∂θ


























On voit facilement que
B.∇Ψ = 0.










d’ou` p peut s’e´crire sous la forme
p = F (Ψ(r, z)).
On a alors que





















Apre`s calcul de (j×B)θ, et en utilisant (2.77), et le fait que ∇p = dp
dΨ


















la composante θ de ∇Ψ e´tant nulle. On note ξ(r, z) = rBθ(r, z). Comme pour la pression
p, on peut montrer que ξ de´pend de Ψ et peut s’e´crire sous la forme
ξ(r, z) = G(Ψ(r, z)).
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Cette e´quation rame`ne le syste`me de la magne´tostatique a` la re´solution d’un proble`me
elliptique. La pression p et la fonction ξ sont dans ce cas suppose´es connues. Pour plus
de de´tails sur les syste`mes axisyme´triques de la magne´tostatique, le lecteur pourra lire





Summary. For solving the non-linear equations governing force-free fields, an iterative
methodology based on the splitting of the problem is described. On the basis of this
splitting, three families of subproblems have to be solved numerically. The first problem
consists to find a potential field. A mixed hybrid method is used to solve it. The second
problem, which is a curl-div system, is solved by means of a mixed method. The last prob-
lem is a transport equation which is approximated using a streamline diffusion technique.
Numerical 3D experiences and results are given to illustrate the efficiency of the method.
Keywords: Beltrami flows, force-free fields, magnetostatics, steady Euler’s equations.
1 Introduction
A three-dimensional vector field B is said Beltrami if
curlB ×B = 0 (3.1)
and
divB = 0. (3.2)
The non-linear equation (3.1) means that B and its curl are everywhere colinear. In
astrophysics and in plasma fusion Beltrami fields are known as force-free fields. They
describe the equilibrium of a perfectly conducting pressureless plasma in the presence of a
strong magnetic field. In that case, B corresponds to the magnetic field, while j = curlB
is nothing but the current density. Equation (3.1) means that the only significant force
acting on the plasma, say the Lorentz force, vanishes in equilibrium. It corresponds to the
pressureless (p = 0) case of the magnetostatic equations
j ×B = ∇p,
j = curlB,
divB = 0.
The magnetostatic equations appears for example in magnetized thermonuclear fusion
in toroidal geometries. They describe the balance between the magnetic pressure and the
kinetic pressure of a magnetized confined plasma.
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In the astrophysical context, such Beltrami fields are often encountered to describe
magnetic models of outer atmospheres above accretion disks or the low solar corona. It is
indeed well known that a large part of the solar atmosphere (low corona below three solar
radius) is dominated by the magnetic field which is created inside the sun by a dynamo
process, and then emerges in the above atmosphere. This magnetic field is responsible
for most of the structures and phenomena observed in various wavelengths in the corona
such as : prominences, small scale and large scale eruptive events which may release large
amount of energy and whose consequences may propagate up to the earth environment, as
well as probably heating of the solar corona. Unfortunately, the magnetic field is difficult
to measure locally in the hot and tenuous corona, whereas it is important to understand
its three dimensional properties to elaborate models of such structures and phenomena,
at the basis of any theoretical model. However, the magnetic field is measurable in the
cooler and denser plasma that represent the ”surface” of the sun (called the photosphere).
Therefore astrophysicists have developed an approach which consists in Reconstructing
the three-dimensional coronal magnetic field above the photosphere, from boundary data
given on the photosphere. The problem then consists in solving equations (3.1-3.2) for
given boundary conditions. As we will discuss later, although the three components of the
magnetic fields are known on the sun surface, in order to have a well set problem for the
mixed elliptic-hyperbolic problem above, only part of this information can be imposed on
the boundary. The reader can refer to [83, 104] and references therein for more details
about Beltrami fields in solar physics.
In fluid dynamics, experience shows that flows in which vorticity is roughly aligned
to velocity, as the case of a Beltrami fields, could develop some instabilities. Moreover,
Beltrami flows are solutions of the steady Euler equations describing a 3D steady inviscid
and incompressible flows
u.∇u+∇p = f , divu = 0 in Ω. (3.3)




) = f , divu = 0 in Ω.




solution to (3.3). Here curlu is nothing but the vorticity.
It is worth noting that Beltrami 3D fields are also linked to two dimensional steady
Euler’ equations in a different and surprising manner. More precisely, to each solution
((u1(x, y), u2(x, y)), p(x, y))
of the 2D Euler’s equations (3.3), one can associate a 3D Beltrami field B = (v1, v2, v3)
defined as
v1(x, y) = u1(x, y)
v2(x, y) = u2(x, y)
v3(x, y) = ψ(x, y),
(3.4)
where ψ(x, y) is chosen such as
ψ2(x, y) + 2p(x, y) + u21(x, y) + u
2
2(x, y) = constant.
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The reader can refer to Bruno and Laurence [111] and Alber [82] for the proof of
existence of smooth solutions to 3D steady Euler’s equations (see also Glass [120] for some
consideration concerning the two dimensional case).
From a mathematical viewpoint, equation (3.1) can be roughly rewritten in the form
curlB = λ(x)B, (3.5)
where λ(x) is a scalar function which varies in general with position. It turned out to
be more convenient to work with (3.5) than (3.1). A common way to study (3.5) is to
distinguish three categories of Beltrami’ flows.
• Potential fields. It corresponds to λ ≡ 0. In that case, B is irrotational and derives
from a potential. Namely, B is of the form B = ∇ϕ with ∆ϕ = 0 (when Ω is
simply-connected). This is the simpler and the more popular model.
• Linear Beltrami fields for which λ is a constant function. The existence of linear
force-free fields when λ and B.n|∂Ω are prescribed was treated in the literature in
several geometries (simply or multiply connected bounded or unbounded domains).
The reader can refer to [131, 132], [133], [104] and references therein.
• Non-linear Beltrami fields for which λ(x) is a variable function. It is much less
obvious whether non-linear Beltrami field with prescribed data on the boundary of
Ω exists. Bineau [97] gives a proof of the existence of non-linear force-free fields
under some restrictive assumptions including the requierements that the vector field
is regular and has a simple topology and that λ is small. In [101] Boulmezaoud and
Amari have proven under few assumptions the existence of H1 Beltrami fields with
λ ∈ L∞(Ω) and in bounded but not necessarily simply-connected domains (see also
[100] and Section 2 hereafter).
There are several explicit examples in the literature of linear Beltrami fields. Among
these examples, let us quote the celebrated ABC flows (after V. Arnold, E. Beltrami and
S. Childress) and for which Arnold [87], and independently Childress [112], conjuctured
the existence of chaotic paths. ABC flows were studied by Dombre et al. [115] and are
today a classical example of 3D chaotic phenomena and lagrangian turbulence (see also
He´non [124]). They are defined in the cartesian coordinates as follows
u1 = A sin z + C cos y,
u2 = B sinx+A cos z,
u3 = C sin y +B cosx.
(3.6)
On the contrary, there are few analytical examples of Beltrami fields available in the littera-
ture with non-constant proportionality factor λ. Examples of Beltrami fields in cylindrical
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geometry can be found in [143, 144]. In spherical geometry, the reader can refer to Low
(1982-1988) for an explicit Beltrami flow. Without breaking down the corresponding cal-
culus, we give here two great families of non-linear Beltrami fields.
Example 1 (spherical force-free fields). Let f : C → C be an holomorphic function and let
χ : ]0,+∞[→ R be a real function of class C 1. Let (r = |x|, θ, ϕ) be the classical spherical
coordinates and set
ξ = ln tan
θ
2




Then, the vector field
B =
x
|x| × ∇Ψ, (3.7)
is Beltrami and satisfies
curlB = −χ′(|x|)B.
We call these fields ”spherical force-free fields” since their fieldlines are inscribed on the
spherez |x| = constant. Indeed, since
x.B = 0.
Notice that the well known solution due to Low [137] corresponds to particular case f(z) =
−iz.
Example 2 (cylindrical force-free fields). Let (ρ, θ, z) be the cylindrical coordinates and
let η a positive real functions such that 0 ≤ η′(t) ≤ 1 for each t ∈ R. Then, the vector
field







is Beltrami and satisfies
curlB = ±1
ρ





1− η′(ln ρ) B.
The fieldlines of such cylindrical force-free fields are inscribed on cylinders ρ = constant.
In general, the computation of non-linear Beltrami fields is more difficult since the equa-
tion (3.5) is nonlinear. Existing methods proposed for solving the problem (3.5)+(3.2) can
be distinguished mainly into four kinds: MHD or CFD relaxation methods, vertical inte-
gration methods and iterative methods. The idea of MHD relaxation approaches consists
to start with an adequate vector field and to relax it into a force-free state by means of
magnetohydrodynamic equations (see, e.g., Priest [144] and Friedberg [118]). Among CFD
relaxation methods one can notice the artificial compression method which was proposed
by Chorin [114] and improved by some other authors (see [135] for its use in computing Bel-
trami fields). Vertical integration methods consists to rewrite the problem (3.5)+(3.2) as
an evolution problem in the z-direction and then integrating in the direction of increasing
z (see [84]). Iteratives method are often based on a fixed point scheme.
The purpose of this paper is to propose an iterative algorithm and a finite element
method for computing Beltrami flows. The emphasis is put on the accuracy of the ap-
proximation and also on some properties of beltrami fields, like their energy and their
helicity.
The paper is organized as follows
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• Section 2 is devoted to a review of the functional framework we use here. We recall
some results concerning the existence of linear and non-linear Beltrami flows.
• In Section 3 we expose a fixed-point strategy for computing Beltrami flows in bounded
domains.
• In Section 4, we deal with discretization of the three subproblems involved in the
fixed point algorithm. An appropriate finite element method is used for solving
each one of these problems. After exposing the features of the method, we analyze
carefully its convergence.
• In Section 5, we present some 3D computational results obtained by a 3D code
based on the iterative algorithm exposed in Section 2 and on the discretization
methods developped in Section 4. Some global properties (energy, helicity,...etc) are
emphasized by the way.
2 Notations. Mathematical statement of the problem
Let Ω be a bounded open set of R3, simply connected, with a lipschitzian boundary. We
use bold characters for vector functions or distributions. For any k ∈ N, Pk stands for
the space of polynomial of degree lower than k, and Hk is the space of the homogeneous
polynomials of degree equal to k. If k is a non positive integer, we set by convention
Pk = Hk = {0}. Let D(Ω) be the well-known space of C∞ functions with a compact
support on Ω, and let D ′(Ω) be its dual space, namely the space of distributions. We
denote by 〈., .〉 the duality. For 1 ≤ p ≤ +∞, Lp(Ω) stands for the space of (equivalence
classes of) all measurable functions that are pth power integrable on Ω . This space is






(with the usual modification when p = +∞). We denote by L20(Ω) the subspace of L2(Ω)
composed of those functions v ∈ L2(Ω) satisfying∫
Ω
vdx = 0.
Given an integer m ≥ 0, Hm(Ω) refers to classical Sobolev space of all the functions u
whose generalized derivatives satisfy
∀µ ∈ N3; Dµu ∈ L2(Ω).
This space is equipped with the norm ‖v‖m = (
∑
|µ|≤m
‖Dµu‖20,Ω)1/2. We define also the
spaces
H(curl ; Ω) = {v ∈ L2(Ω)3; curlv ∈ L2(Ω)3},
H(div ; Ω) = {v ∈ L2(Ω)3; div v ∈ L2(Ω)},
equipped respectively with the norms
‖v‖H(curl ; Ω) = (‖v‖20,Ω + ‖curlv‖20,Ω)1/2,
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‖v‖H(div ; Ω) = (‖v‖20,Ω + ‖div v‖20,Ω)1/2.
Finally, consider the space
U = {v ∈ H(div ; Ω) ∩H(curl ; Ω), v.n = 0 on ∂Ω},
equipped with the norm :
‖u‖U = (‖u‖20,Ω + ‖divu‖20,Ω + ‖curlu‖20,Ω)1/2.
It is well known that
U ↪→ H1(Ω)3
provided that Ω has a smooth boundary or is a convex polyhedron (see, e. g., [119] and
references therein). In that case, the semi-norm
u→ |u|U = (‖divu‖20,Ω + ‖curlu‖20,Ω)1/2
is a norm on U , equivalent to the norm ‖.‖U .





We have the following estimate (see [104])
µ20 ≤ λ1,N , (3.8)
where λ1,N is the first eigenvalue of −∆ with an homogeneous Neumann condition.
Now, let us consider the system
curlB = λ(x)B, divB = 0. (3.9)
This system of equations must be completed with some boundary conditions on the
vector field B and on the scalar function λ(x). To see what these boundary conditions
should be, observe that applying the divergence operator to (3.9) yields
B.∇λ = 0. (3.10)
Equation (3.10) can be viewed as a first order hyperbolic equation the characteristics of
which are the field lines of B (see Section 3 hereafter). In other words, (3.10) means that
λ is constant along those field lines. Hence, it is a natural idea to prescribe λ on the inflow
boundary, namely
λ = α0 on Γ−, (3.11)
where
Γ− = {x ∈ ∂Ω; B(x).n(x) < 0}.
We prescribe also the normal component of B on whole the boundary ∂Ω
B.n = g on ∂Ω.
Here, g satisfies the compatibility condition∫
∂Ω
gdσ = 0 (3.12)
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since B is divergence free in Ω.
In the sequel, B0 will be the irrotational field whose normal component on ∂Ω is g. This
field is the unique solution of the system
curlB0 = 0 in Ω,
divB0 = 0 in Ω,
B0.n = g on ∂Ω.
(3.13)
At this stage, two situations are distinguished
1. Potential fields or linear Beltrami fields
In this case, λ is a known constant. The boundary condition (3.11) is dropped since
λ is given and one can cosider the typical problem:
Find B such as
curlB = λB in Ω,
divB = 0 in Ω,
B.n = g on ∂Ω.
(3.14)
This problem was completely treated in [104] in more general geometries. The fol-
lowing result is stated
Theorem 2.1. There exists a countable sequence of reals (µi)i≥N satisfying





• If λ 6∈ {µ0, µ1, ...}, then the problem (3.14) admits one and only one solution
v ∈ H1(Ω)3 for each g ∈ H1/2(∂Ω) satisfying (3.12).
• If λ ∈ {µ0, µ1, ...}, the problem (3.14) has at least one solution if and only if g
satisfies some additional compatibility conditions (see [104]). In that case, the
solution is unique, up to elements of a finite dimensional space.
Moreover, if |λ| < µ0, then




2. Non-linear Beltrami fields
This is the most general case and the problem we consider is the following :
Find the pair (B, λ) such as:
curlB = λ(x)B in Ω,
divB = 0 in Ω,
B.n = g on ∂Ω,
λ = α0 on Γ−.
(3.16)
In [101] and [100] the authors proved the following existence results
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Theorem 2.2. Assume that g is of class C 1, and that α0 ∈ L∞(Γ−) with
supessx∈Γ− |α0(x)| = ‖α0‖∞,Γ− < µ0. (3.17)
Then the problem (3.16) has at least one solution (B, λ) ∈ H1(Ω)3 × L∞(Ω). This
solution satisfies the estimate
‖λ‖∞ ≤ ‖α0‖∞,Γ− , (3.18)
E0 ≤ ‖B‖20,Ω ≤ τE0. (3.19)




Theorem 2.3. Let g ∈ H1/2(∂Ω) and α0 ∈ H3/2(Γ−) ∩ L∞(Γ−) with α0 satisfying
(3.17). Then, the problem (3.16) has at least one solution (B, λ) ∈ H1(Ω)3×L∞(Ω).
Moreover, this solution satisfies also the estimates (3.18) and (3.19).
In the remaining paper of this paper, we will be mainly concerned by the numerical solving
of equation (3.16).
3 An iterative strategy
Our aim in this section is to propose a fixed point strategy for computing solutions of the
equations (3.16). The main idea consists to split the problem into two subproblems: a
first order hyperbolic equation on λ and a first order elliptic problem on B. Let (B, λ(x))
be solution of (3.16) and set ω = curlB. Suppose that B is well known and is force-free.
Then, another manner for computing ω consists to set ω = λ(x)B and then to calculate
λ(x) by solving the transport equation
B.∇λ(x) = 0 in Ω, λ = α0(x) on Γ−. (3.20)
Conversely, if ω(x) is given and satisfies divω = 0, then B can be obtained by solving
the curl-div system
curlB = ω in Ω, divB = 0 in Ω,B.n = g on Γ−. (3.21)
Combining these remarks one is lead to consider the fixed point scheme: we start from an
initial guess B0 and we construct the sequence (Bn, λn) as follows
• For n ≥ 0, λn is solution to the transport equation{
Bn.∇λn = 0 in Ω,
λn = α0 on Γ−
(3.22)
• For n ≥ 0, Bn+1 is solution of the curl-div vectorial system
curlBn+1 = λnBn in Ω,
divBn+1 = 0 in Ω,
Bn+1.n = g on ∂Ω.
(3.23)
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At each iteration of this process, one should therefore solve a usual vector potential problem
(3.23) and a hyperbolic first order problem (3.22). The initial guess B0 can be taken as
the irrotationnal vector field associated to g. In other words, B0 satisfies
curlB0 = 0 in Ω, divB0 = 0 in Ω, B0.n = g on ∂Ω. (3.24)
A more general algorithm can be obtained. This algorithm is based on a perturbation
of the transport equation (3.22) by adding an artificial reaction term in the iterative
process. More precisely, we consider the singularly perturbed algorithm: starting from
B0, we construct a sequence (Bn, λn) as follows
• For n ≥ 0, λn is solution of the system{
Bn.∇λn + σnλn = fn−1 in Ω,
λn = α0 on ∂Ω,
(3.25)
where fn−1 = σnλn−1 if n ≥ 1 and f−1 = 0. Here (σn)n≥0 is a sequence of parameters
chosen such that, σn > 0, for all n.
• For n ≥ 1, Bn is solution of the curl-div problem
curlBn = j∗n−1 in Ω,
divBn = 0 in Ω,
Bn.n = g on ∂Ω,
(3.26)
where j∗n−1 = λn−1Bn−1+∇qn−1. Here qn−1 is chosen such that the right hand side
is divergence free. Namely, q is solution of the Poisson problem
−∆qn−1 = div (λn−1Bn−1) in Ω, and qn−1 = 0 on ∂Ω. (3.27)
In this modified algorithm, the starting guess B0 is chosen as the irrotational field associ-
ated to g defined by the system (3.24).
Moreover, setting bn = Bn −B0, the system (3.26) is reduced to the div-curl system
curl bn = λn−1Bn−1 +∇qn−1 in Ω,
div bn = 0 in Ω,
bn.n = 0 on ∂Ω.
(3.28)
In summary, this iterative process needs the solving of three problems. At each iteration
of the algorithm one should solve two problems:
(a) A reaction-convection problem of the form: find λ solution of{
div (λB) + σλ = f in Ω,
λ = h on Γ−. (3.29)
(b) A vector potential problem: find the pair (b, q) satisfying
curl b−∇q = j in Ω,
div b = 0 in Ω,
b.n = 0 on ∂Ω,
q = 0 on ∂Ω.
(3.30)
58 3. Computing Beltrami fields.
The system (3.29) is a first order hyperbolic system. A general approach to that kind
of problems can be found in Bardos [92] where the author proved, among other results,
the existence of a solution to (3.29) when σ > 0, divB = 0 and λ sufficiently small.
The convergence of this iterative process is not an easy matter. We conjecture that it
converges if |α0|∞ < µ0. Nevertheless, in the case of linear Beltrami flows (α is fixed and
known), Boulmezaoud and Amari [102] proved that this process is super-convergent: the
distance between B(n) and the solution B is exponentially decreasing with n. It is worth
noting that the convergence could be lost if |α0|∞ ≥ µ0.
4 The finite elements discretization
The computation of the force free fields needs the solving of the problem (3.24), and, at
each iteration, the hyperbolic problem (3.22) and the elliptic problem (3.23). Our task
line here is to discuss the approximation of the systems (3.22) and (3.23) respectively.
Throughout this paragraph, we assume that Ω is a bounded polyhedron in R3. We
consider a family of triangulations (Th) where each (Th) is a set of tetrahedron K ⊂ Ω
such that
(a) Ω = ∪K∈ThK¯.
(b) The intersection of two different tetrahedra is either empty or a corner or a face or
an edge of both of them.
Here h stands for the usual discretization parameter defined as the largest diameter of
all the tetrahedra K ∈ Th. We assume in addition that all the tringulations (Th) satisfies
the usual regularity asumptions (see [113]).
4.1 The discretization of the potential field problem
This section is devoted to the approximation of the potential field problem (3.13). Of
course, rewritting B0 into the form B0 = ∇Φ (if Ω is simply connected) one is lead to
solve the Laplace equation
−∆Φ = f in Ω ∂Φ
∂n
= g on ∂Ω (3.31)
with f = 0 in our case. Of course, literature concerning the equation (3.31) is flourishing.
In our context, several constraints must be taken into account. For example, we need an
accurate approximation of ∆Φ since it represents the divergence of B0. In particular, the
normal traces of the discretized potential field B0h = ∇Φh must be continuous at the
interfaces between any two adjoining elements. In summary, emphasis must be put not
only on the approximation of Φ, but also on the approximation of B0 = ∇Φ. We also need
to keep the boundary condition B0.n = g after discretisation: in other word, we would
like to have
divB0h = 0 in Ω and B0h.n = gh on ∂Ω
where gh is the interpolated boundary function g. Lastly, one must keep in mind that the
used method has to be efficient and practical, since we are dealing with a 3D problem.
For all these reasons, the used standard finite element approximation of problem (3.31)
(called the primal formulation) is not adequate, unless that high order methods, with
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a huger number of degrees of freedom are used. At the contrary, mixed methods could
be prefered precisely because their emphasis on the approximation of both of Φ and its
gradient.
Define
W g(Ω) = {w ∈ H(div ,Ω); w.n = g in H−1/2(∂Ω)},
Then,
W 0(Ω) = H0(div ,Ω).
We set p = ∇Φ. Since the map
v ∈ H(div ; Ω)→ v.n ∈ H−1/2(∂Ω)
is onto, we can find pg ∈ H(div ; Ω) such that pg.n = g in H−1/2(∂Ω). We can write p in
the form p = pg + p0 with p0 ∈W 0(Ω). we can write the problem (3.31) in to the mixed
form 






















We have the following lemma
Lemma 4.1. The problem (3.32) has one and only one solution (p0,Φ) ∈ W 0 × L20(Ω)
and p = ∇φ.
The proof can be found in [147] or in Appendix B
Now, we interest in the discretization of the problem (3.32). Consider W 0h and L
0
h two
finite-dimensional subspace of W 0(Ω) and L20(Ω) respectively, and RTk the polynomial
space defined for each integer k ≥ 0 by
RTk = Pnk ⊕ xPk,
where Pk is the space of homogeneous polynomial space function. Define
W 0h = {q ∈W 0(Ω),∀K ∈ Th, q|K ∈ RTk(K)},
et
L0h = {v ∈ L20(Ω), v|K ∈ Pk(K)}.
The discrete form of (3.32) writes
Find (p0h,Φh) ∈W 0h × L0h such that





















In [147], Roberts and Thomas prove that the discret inf-sup condition is uniformaly stat-
isfied and that the problem (3.33) has one and only one solution. However, the matrix
arising from (3.33) is not positive definite although it is invertible.
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Here, we propose to use the mixed hybrid finite element method (see [147], [107]).
The main idea in this method is to remove the stress on the inter-element continuity by
introducing a Lagranger multiplier. Denote by ∂Th the set of all faces of the mesh, and
consider the spaces
Wh
∗ = {vh ∈ L2(Ω)3, ∀K ∈ Th, vh|K ∈ RTk(K)},
Lh
∗ = {vh ∈ L20(Ω), ∀K ∈ Th, vh|K ∈ Pk(K)},
and
Λ∗h = {vh ∈ L2(∂Th), ∀T ∈ ∂Th, vh|T ∈ Pk(T )},






h) ∈W ∗h × L∗h × Λ∗h such that













∀K ∈ Th, ∀v ∈ Pk(K),
∫
K
















where GK is defined for each K ∈ Th by
GK(µh) =







The inter-element stress is imposed by the last equation of (3.34), and we have the following
lemma




h) ∈ W ∗h ×
M∗h×Λ∗h. Moreover, the solution (p∗h,Φ∗h) of the problem (3.34) is the same as the solution
(ph = p0h + pg,Φh) of (3.33).
Proof. If we choose f = 0 and g = 0 in the square system (3.34), and we take the test
function in the space W 0h ⊂ W˜h, we get the problem (3.33). As (3.33) as one and only one
solution, we get that ph = 0 and Φh = 0, and with the first equation of (3.34) we have
λh = 0.
From a practical point of view, we follow the ideas proposed in [94]. The authors prove
that
RTk = {p ∈ (Pk)3; divp = 0} ⊕ xPk.
Consider the space
RT 0k = {p ∈ RTk(K); div p = 0}.
According to [140], we have
RT 0k = {v ∈ (Pk)3, div p = 0}.
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We consider now the particular case where k = 0. Choosing the test functions in
RT 00 (K), the system (3.34) writes


























for all K ∈ Th.
Taking ph|K = αKx+ βK , and using the equality
∫
K
div p = −
∫
K
f , one gets












′ = 0, ∀q ∈ RT 00 . (3.36)
Denote by qK , λK and µK the vector column corresponding to q ∈ RT 00 (K), {λh|T ′}T ′⊂∂K ,
and {µh|T ′}T ′⊂∂K respectively. The equation (3.36) writes
|K|qTKβK − qTKCKλK = −qTK{f (1)K }
where CK id the matrix of size 3× 4 defined by
CK =
 n11|T1| n21|T2| n31|T3| n41|T4|n12|T1| n22|T2| n32|T3| n42|T4|
n13|T1| n23|T2| n33|T3| n43|T4|

where nij is the jth component of the unit exterior normal to the ith face of the tetrahedron
K (where the four faces a K are denoted by {T1, T2, T3, T4}). The term qTKf (1)K satisfy




= αKqTK .xGK |K|
where xGK is the center of gravity of K.
We deduce that
|K|βK − CKλK = −f (1)K . (3.37)
The last equation of (3.35) writes
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where
















Multiplying (3.37) by µTKC
T
















K{f (1)K } − {f (2)K }+ {GK}.
The problem (3.34) reduce solving a square system (3.38), which solution enable to con-
struct solution of (3.34). Particularly, with f = 0, we get an approximation of the problem
(3.13).
4.2 The discretization of the div-curl problem
Our purpose here is to discuss in details the finite elements discretization of the vector-
potential problem (3.30). We start with the following properties which assert that the
problem (3.30) can be broken down into two decoupled subproblems: a variational problem
(Q) in terms of b and a fictitious unknown θ = 0, and a Poisson like equation (3.39) in
terms of q. The remaining M denotes the space of functions give by M = H1(Ω)∩L20(Ω).
Proposition 1. The pair (b, q) is solution of (3.30) if and only if the pair (b, 0) is solution
in H(curl ; Ω)×M of the problem
(Q)















while q ∈ H10 (Ω) is solution of
−∆q = div j in H−1(Ω). (3.39)
Moreover, the problem (Q) admits one and only one solution (b, θ = 0) ∈ H(curl ; Ω)×M ,
with div b = 0 and
‖b‖H(curl ; Ω) ≤ c1‖j‖L2(Ω) (3.40)
Here c1 is a constant depending only on Ω.
Proof. (of Proposition 1)
• Let (b, q) be solution of (3.30). Multiplying the first equation of (3.30) by curlw
with w ∈ H(curl ; Ω), the second by µ ∈ M gives the identities of (Q). To get the
equation on q, we multiply the first equation of (3.30) by ∇φ, φ being an arbitrary
function in H10 (Ω), and we integrate by parts.
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• Conversely, let (b, θ) be solution of (Q) and q solution of (3.39). Obviously div b = 0.
Next, consider the space
V = {v ∈ D(Ω)3; div v = 0}
For each ϕ ∈ V , there exists a vector potential A in H1(Ω)3 (see [119]) such that
ϕ = curlA. Replacing w by A in (Q) gives
(curl b− j,ϕ) = 0, ∀ϕ ∈ V .
Hence, there exists a unique function q1 ∈ L20(Ω) such that ∇q1 = curl b − j.
Moreover, q1 is in H1(Ω) since curl b − j ∈ L2(Ω)3. The first equation of (Q) (see
[119]) gives
∀w ∈ H(curl ; Ω), (∇q1, curlw) = 0.
According the Green’s formula, we get
∀w ∈ H(curl ; Ω), 〈curlw.n, q1〉∂Ω = 0. (3.41)
Let z = ∇χ, with χ solution to the Neumann problem
∆χ = 0 in Ω and
∂χ
∂n
= q1 on ∂Ω.
Since div z = 0, there exists a vector functionw inH(curl ; Ω) such that curlw = z.
Replacing in (3.41) implies that q1 = 0 on ∂Ω. Since −∆q1 = div j, we deduce that
q1 = q.








v.∇θdx for w ∈ H(curl ; Ω) and θ ∈M.
On one hand, notice that a(., .) is a positive nondefinite, symmetric and continuous
bilinear form on H(curl ; Ω)×H(curl ; Ω). Notice also that the bilinear form c(., .)
is continuous on H(curl ; Ω)×M . On the other hand, consider the space
V = {v ∈ H(curl ; Ω), c(v, θ) = 0, ∀θ ∈M}
=
{
v ∈ H(curl ; Ω),
∫
Ω
v.∇θdx = 0, ∀θ ∈M
}
.
According to Green’ formula






∇θ.vdx = 〈v.n, θ〉∂Ω,
one can prove easily that
V = {v ∈ U, div v = 0} . (3.42)
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Next, we have
∀v ∈ V, a(v,v) = ‖curlv‖20,Ω
= |v|2U
≥ C‖v‖2H(curl ; Ω).









Thus, according to the celebrated Babuska-Brezzi theorem (see [90] and [105]. See
also [119]), the problem (Q) has a single solution (b, θ), and we know that θ = 0.
The solving of the latter is completely useless for the unrolling of the algorithm. Hence,
we only deal with the approximation of the former. The statement of problem (Q) suggests
clearly the use of an H(curl ; Ω) approximation.
Let Xh be a finite-dimensional subspace of H(curl ; Ω), Mh a finite-dimensional sub-
space of M and define the space
Vh = {wh ∈ Xh, (wh,∇µh) = 0, ∀µh ∈Mh}.
Assume that
(H1) {∇µh, µh ∈Mh} ⊂ Xh.
Assume also that there exists a constant C > 0, independent of h such as :
(H2) ‖wh‖0,Ω ≤ C‖curlwh‖0,Ω, ∀wh ∈ Vh.
Next, consider the problem
(Qh)
















The reader can refer to Amrouche and al. [86] for a proof of the following assertion.
Proposition 2. The problem (Qh) has a single solution (bh, θh). Furthermore, θh = 0
and,
‖b− bh‖V ≤ C inf
wh∈Xh
‖b−wh‖V . (3.43)
where the constant C does not depend on h.
4. The finite elements discretization 65
A simple manner for constructing the finite-dimensional spaces Xh and Mh satisfying
the assumptions (H1) and (H2) is the use of H(curl ) conforming elements developed by
Ne´delec [140] (see, e. g., [119]). More precisely, let ` ≥ 1 be an integer and consider the
subspace of (P`)3 {
S` = {p ∈ H3` , p(x).x ≡ 0, x = (x1, x2, x3)}
R` = P`−1 ⊕S`
Then, the spaces Xh and Mh can be defined as
Xh = {wh ∈ H(curl ; Ω), wh|K ∈ R`, ∀K ∈ τh},




In that case, the following estimate on the upper bound of the interpolation error holds
inf
wh∈Wh
‖v −wh‖H(curl ; Ω) ≤ Ch`{|v|`,Ω + |v|`+1,Ω}, for all v ∈ H`+1(Ω).
Combining the latter with (3.43) yields an estimate of the error between b and bh
‖b− bh‖V ≤ Ch`{|u|`,Ω + |u|`+1,Ω}, (3.44)
which is valid if b ∈ H`+1(Ω).
An important feature of the discrete system (Qh) is that only the discrete vector field
bh is really unknown. Actually, the discrete function θh is a priori known since θh = 0. As
we will see hereafter, this property can exploited from a practical viewpoint; we will prove
that the linear system obtained from (Qh) can be reduced to a smaller definite, positive
and symmetric linear system in which θh is eliminated.
Let N1 = dimXh and N2 = dimMh. Consider a basis (ωi)1≤i≤N1 of Xh and a basis





























ωi.∇χjdx, 1 ≤ i ≤ N1, 1 ≤ j ≤ N2,
C = (c1, ..., cN1)




j.curlωidx, 1 ≤ i ≤ N1.
and X = (α1, ..., αN1)
T and Y = (β1, ..., βN2)
T are the unknowns.
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Lemma 4.3. Let Λ be a square positive, definite and symmetric of size N2 ×N2. Then,
the pair (X,Y ) is solution of the system (3.45) if and only if Y = 0 and X is solution of
symmetric, definite and positive system
(A+BTΛB)X = C. (3.46)
It is worth nothing that the matrix A is symmetric, positive but Λ is not definite
neither invertible.
Proof. Firstly, let us prove that the matrix A + BTΛB is invertible. Let Z ∈ RN1 such
that ZT (A+BTΛB)Z = 0. Then, necessarily ZTAZ +(BZ)TΛ(BZ) = 0. Since both the
terms in the last identity are positive, we deduce that ZTAZ = 0 and (BZ)TΛ(BZ) = 0.
Thus BZ = 0 since Λ is positive and definite, and necessarily AZ = 0. Namely, Z is
solution of (3.45) with C = 0. Thus Z = 0.
Now, observe that if (X,Y ) is the unique solution of (3.45), then Y = 0 thanks to Propo-
sition 2 and therefore AX = C and BX = 0. Hence, X is also the unique solution to
(3.46).
The first advantage of the new system (3.46) is that number of unknowns is reduced.
On the other hand, replacing Λ by ρΛ in (3.46), ρ > 0 being a real, one can notice that
the larger the coefficient ρ the faster is the convergence. However, it must be noticed
also that the larger coefficient ρ the larger is the spectral condition number of the matrix
A+ ρBTΛB.
Remark 4.1. Now, let us break up the composition of the matrices A, B and C as follows.
Let Lh be a finite dimensional subspace of L2(Ω)3 such that Xh ⊂ Lh and curlwh ∈ Lh




zi.zjdx. Let R and G be the matrices of the operators curl : Xh −→ Lh
and ∇ : Mh −→ Xh respectively. We have RG = 0, thanks to assumption (H1). Let
I∗ be the matrix of the injection Xh ↪→ Lh. One can easily prove that A = RTKR,
B = GT IT∗ KI∗, C = R
TKJ where J is the coordinate vector of jh ∈ Lh. Notice that
GTA = 0, AG = 0 and GTC = 0.
Remark 4.2. Notice that div bh 6= 0 in general since we use an H(curl ; Ω) approxima-
tion. However, it is possible to construct a divergence-free approximation of b by projecting
bh on the space H00(div ;ω) = {v ∈ L2(Ω)3; div v = 0}. This projection can be constructed
as follows; let T be the operator which associates to each function j ∈ L2(Ω)3 the function
b ∈ H(curl ; Ω) solution of (Q). Consider also the operator
Π : L2(Ω)3 −→ H00(div ;ω),
j 7→ curl (Tj).
Notice that Πj = j if j ∈ H00(div ;ω), thanks to Proposition 1. Moreover, for all j ∈
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Thus, ∫
Ω
(Πj − j).vdx = 0 for all v ∈ H00(div ;ω).
It follows that Π is the projection operator from L2(Ω)3 into H00(div ;ω). Moreover,
according to Proposition 1, there exists a function θ ∈ H10 (Ω) such that Πj = j −∇θ and
∆θ = div j. (3.47)
An approximation of the projector Π can be deduced easily from the discretization of the
operator T exposed above. From a practical viewpoint the matrix of the projection Πh which
approximates Π is given by
P = R(A+BTΛB)−1RTK.
Here R and K are the matrices introduced in Remark 4.1, while Λ is an arbitrary square,
positive, definite and symmetric matrix. It is worth noting that P does not depend on Λ,
thanks to Lemma 4.3. Another method for approximating the projector Π consists to solve
equation (3.47).
4.3 A streamline diffusion method for the hyperbolic problem on λ
Our task in this paragraph is to approximate the first order hyperbolic system{
B.∇λ+ σλ = f in Ω
λ = α0 on Γ−.
(3.48)
When σ = 0, equation (3.48) means that the stream derivative of λ vanishes, and λ is
constant along the field lines of B. Such an equation could be solved by using the method
of characteristics. Namely, suppose that B is sufficiently smooth, and let x an arbitrary
point in Ω. Define the field line (X(s,x))s≥0 by
dX(s,x)
ds
= −B(X(s,x)), X(0,x) = x.
Let s0(x) be the maximum time of existence of X(s,x) in Ω. If s0(x) is finite, i. e. if the
field line (X(s,x))s≥0 is not confined in Ω but encounters the boundary, then necessarly
X(s0(x),x) belongs to Γ− and one can write
λ(x) = α0(X(s0(x),x)).
In other words, λ(x) is computed by going back the fieldlines of B originating from x
until the boundary. In [83, 85], Amari and al. used the method of characteristics for
solving the problem on λ(x) and finite difference method for solving (3.20).. Since the
fact that the obtained numerical results are quite accurate, this algorithm has drawbacks.
The first drawback is the high cost of computation which is mainly due to the integration
of the field lines at all the nodes of the mesh and at each iteration of the algorithm.
Secondly, the method of characteristics rests on the assumption that the vector field B is
sufficiently smooth (unless the concept of field lines is meaningless) and that all its fields
lines encounter the boundary; namely s0(x) < +∞ for all x ∈ Ω. From a theoretical
viewpoint, the last assumption is not always valid since lines of force may have be never
ending, or close on themselves or have a finite length and point to a neutral point where
B = 0.
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Remark 4.3. If a vector field B satisfies a condition of the form
B.κ ≥ β > 0 for each x ∈ Ω, (3.49)
where κ is constant vector and β is a real, then necessarily almost its field lines encounter
the boundary. Indeed, in that case, one can prove that the set {x ∈ Ω; s0(x) = +∞} is a
null set (see, e. g., [89]).
It is well known that the direct application of a Galerkin finite elements method to the
singularly perturbed problem (3.48) may lead to the appearance of spurious oscillations
and instabilities. In the two last decades, several methods were proposed to remove this
drawback (especially when a diffusion term−ε∆λ is added). Most of the proposed methods
concern the 2D case and are based on adding a stabilization term to the discrete problem.
Among these methods, one can recall the SUPG method (Streamline Upwind Galerkin
Stabilization), called also the streamline diffusion method (see Brookes and Hughes [110]),
the discontinuous Galerkin method (see Lesaint [134]) and the finite elements methods
enriched with so-called bubble functions (see, e. g., Brezzi et al. [106]).
Here we shall use the method of streamline diffusion due to Brookes and Hughes [110]
(see also, e. g., Johnson et al. [130]) which is based on a modification of the usual
Galerkin. The discrete problem we consider is
(Ph)
{
Find λh ∈Wh such that
















Here Wh stands for the finite elements space
Wh = {vh ∈ H1(Ω); v|K ∈ Pk(K), ∀K ∈ Th},
where for each K ∈ Th, Pk(K) denotes the space of polynomials of degree less or equal k.
After few calculation, one can prove that
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Hence,
ah(wh, wh) ≥ 1− σδh2 ‖|wh‖|
2
Ω, (3.50)
if σδh < 1. Here
‖|wh‖|2Ω = δh‖B.∇wh‖2L2(Ω) + σ‖wh‖2L2(Ω) + ‖wh‖2L2∗(∂Ω).
The reader can refer to Appendix B for the proof of the following lemma:
Lemma 4.4. Assume that if δhσ < 1. Then, the problem (Ph) has a single solution
λh ∈ Vh. Moreover, if δh = ch for some constant c, B ∈ L∞(Ω)3 ∩ H(div ; Ω) and
λ ∈ H`+1(Ω) for some ` ≥ 1, then
(1− δhσ)‖|λ− λh‖| ≤ Ch`+1/2‖λ‖H`+1(Ω). (3.51)
5 Computational results.
Our task in this section is to display some three-dimensional computational results, ob-
tained with a three-dimensional code containing a force-free fields solver. This solver uses
the iterative algorithm of Section 3 and the finite elements method exposed in Sections
4.2 and Section 4.3 respectively. Ne´delec’ edge elements of degree ` = 1 are used for solv-
ing the div-curl problem on B. The hyperbolic problem on λ is solved by means of P 1
conforming elements (see, e. g., Ciarlet [113]). The tests we made are divided into four
categories. The objective of the first experiences is to check seperately the convergence
of the finite elements methods used for solving the vector-potential problem on B and
the hyperbolic problem on λ. The second family of tests concerns the convergence of the
iterative fixed-point algorithm. In the third tests, the emphasis is put on some particular
properties of Beltrami flows. More precisely, we investigate the behavior of the the energy
and the relative helicity of a Beltrami flow when it moves away from the irrotational one.
In the fourth tests, we propose to compute force-free fields in a cylindrical geometry, and
to compare the non-linear solution with linear and irrotationnal solutions computed with
the same boundary data. In the last tests, we compare results obtained with our 3D code
with the one obtained with the 2D axisymetric code for toroidal magnetohydrodynamic
equilibria (CHEASE) (see [139]) in toroidal geometry.
5.1 Preliminary experiences on convergence of the finite element meth-
ods
Here we test separately the convergence of the three problems involved in our algorithm
: the mixed hybrid finite element method for solving the potential field problem, the
H(curl ) elements method used to solve the div-curl problem solutions (3.30) and the
streamline diffusion method used to approximate the hyperbolic problem (3.48).
Preliminary test 1: Computation of the potential field
In the first test, we consider the potential field created by a dipole situated under the
surface {z = 0} in z = L0. The magnetic field B0, introduced by Jackson (see [129]), is














where x1 = x− Lx2 , y1 = y −
Ly
2






1 . We chose Lx =
Ly = 5L0. The domaine Ω is defined by Ω = [−1, 2] × [−1, 2] × [0, 1]. We compute
numerically the field B0 using B0.n as boundary condition on ∂Ω. In Table 3.1, we
display the L2 relative error between the exact and the numerical solution. The errors








Table 3.1: L2 relative error between the exact potential field and the numerical one ob-
tained with the mixed hybrid finite element method.
In figure Fig.3.1, we display on the same figure some field lines of the magnetic field
for the exact and a numerical solution obtained for h = 0.0866025. The two solutions are
in good agreement.
Figure 3.1: Magnetic field lines of the exact solution (in white) and the numerical solution
(in red) for the dipole test.
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Preliminary test 2: the discretized curl-div system.
In all this second experience,Ω = B2 − B¯1, where is B2 (resp. B1) is the 3D sphere of
radius 2 (resp. 1). In Table 3.2, we display L2 and H(curl ) errors between a known exact




x ∧ (x ∧ a)− 2ψ(r)a, (3.52)
and corresponds to the current density
j = − 1
r2








3), a = (−2, 3, 1) and
ψ(r) = (r − 1)(r − 2).
One can observe that the L2-error on the curlB decreases linearly with h, while the L2
error on B decreases as h1.8.
h DOF (edges)




0.5076 15012 0.0727 0.0707
0.4108 29802 0.0580 0.0489
0.3454 52032 0.0482 0.0360
0.2622 124860 0.0361 0.0217
0.2116 245592 0.0289 0.0149
Table 3.2: The div-curl problem on B: the relative L2 and H(curl ) errors obtained with
Ne´delec’ edge elements of degree 1.
Preliminary test 3: the transport equation on λ.
In this test, Ω = [0, 1] × [0, 1] × [0, 1]. In Table 3.3 we display the L∞ and the L2 errors
between the exact solution of the hyperbolic problem (3.48) and the approximated one.
The former is given by
λ(x) = xyz,




 and f = 0.
We choose in this test σ = 0.0001 and δh = 0.1h.
Notice that both the errors are decreasing with h. Nevertheless, a simple investigation
of these numerical results shows that L2 error decreases as h2.06 while the L∞ error is
decreasing as h1.5.






0.34641 216 0.03116 0.01994
0.17322 1331 0.01163 0.00459
0.08660 9261 0.00407 0.00109
0.05773 29791 0.00175 0.00048
0.04330 68921 0.00088 0.00027
Table 3.3: The hyperbolic problem on λ: the relative L2 and L∞ errors obtained by the
use of streamline diffusion method and P 1 conforming elements.
5.2 The convergence of the iterative algorithm
Our task now is to check convergence of the iterative algorithm exposed in Section 3. The
experience is realized in the domain Ω = B2 − B¯1. We also compare the approximated
pair (Bh, λh) obtained after convergence of the process with the exact Beltrami (B, λ).








This is a cylindrical Beltrami flow obtained by choosing η(t) = t/2 (see Example 2 in the
introduction). Here (r, θ, z) denote the cylindrical coordinates with respect to the point
(−3,−2, 0). The initial guess B0 is obtained by solving a Neumann problem using P 1
elements.
Table 3.4 shows the rates of convergence of the sequence (B(n)h , λ
(n)
h ) and the L
∞
norm of curlB(n)h × B(n)h versus n, the number of iterations. In Table 3.5, the error
between the computed Beltrami flow (Bh, λh), obtained after convergence of the process,
and the exact one is displayed. Observe the following points. On one hand, the iterative
algorithm seems to be super-convergent since the sequence (curlB(n)h , λ
(n)
h ) reaches the
approximated solution (Bh, λh) after few iterations. Let us remark that the proof of
this super-convergence is not an easy matter unless the flow is linear (see Boulmezaoud
and Amari [102]). On the other hand, the error between the approximated pair (Bh, λh)
and the exact one decreases strongly with h. Indeed, Table 3.5 shows that the errors
‖Bh −B‖H(curl ), ‖Bh −B‖L2 and ‖λ− λ‖∞ decrease as h, h2 and h1.5 respectively. All
these observations indicate the efficiency of the method and its actual performance.
5.3 Numerical properties of force-free fields
In this paragraph, the emphasis is on some properties of non linear Beltrami flows. Ω is
again chosen as the domain Ω = B2 −B1. We are in particular interested in the behavior
of the energy and the relative helicity when the flow moves away from the irrotational one.
Both of these quantities are computed numerically. Recall that the energy of a vector field






E(B) = E0 + E(b), (3.53)
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Iteration (n)
‖B(n+1)h −B(n)h ‖H(curl )
‖B(n)h ‖H(curl )
‖λ(n+1)h − λ(n)h ‖∞
‖λ(n)h ‖∞
|curlB(n)h ×B(n)h |∞
1 0.13695 - 1.3e-14
2 0.00764 0.02490 0.01217
3 0.00022 0.00026 0.00677
4 8.13e-06 6.0e-05 0.00676
5 1.42e-06 0. 0.00676
Table 3.4: The residual difference ‖(B(n+1)h , λ(n+1)h ) − (B(n)h , λ(n)h )‖H(curl )×L∞ and the
norm |curlB(n)h × B(n)h |∞ versus the number of iterations n. The strong decay of the








0.5459 0.0461 0.00988 0.00543
0.3732 0.0297 0.00426 0.00356
0.2839 0.0219 0.00237 0.00197
0.2536 0.0194 0.00187 0.00162
0.2293 0.0174 0.00150 0.00134
Table 3.5: TheH(curl ) and L2 errors onB and the L∞ error on λ versus the discretization
h.
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Here E0 = E(B0) and b = B − B0 where B0 stands for the irrotational vector field
corresponding to g, given by B0 = ∇χ with












where A is a vector potential of v (i. e., curlA = B), B0 is the potential field associated
to B (i. e. curlB0 = 0, divB0 = 0 and B0.n = B.n on ∂Ω) and A∗0 is solution to the
system 
curl curlA0 = 0 in Ω, divA0 = 0 in Ω,





A.ndσ, for all i = 0, ..., p,
where Γ0, ...,Γp are the connected components of ∂Ω. The relative helicity H is jauge
invariant and describes the linkage of the field lines of B with one another (see [96]). It
is also an invariant of any perfect MHD motion of the plasma (see, e. g., [153] and [151]).
Observe that the relative helicity of an irrotational field is zero.
Another point worth noting is that curlA0 = B0 since
curlA0.n = div T (A0 × n) = curlA.n = B0.n.
Moreover, choosing A such that A.n = 0 on ∂Ω and introducing the vector function A∗0
defined as the unique element of U satisfying curlA∗0 = B0 and divA
∗




























and (3.54) is easily obtained. Now, using the inequalities
‖b‖L2(Ω) ≤ µ−10 ‖curl b‖L2(Ω) ≤
‖α‖∞
µ0
‖B‖L2(Ω), ‖A+A∗0‖L2(Ω) ≤ µ−10 ‖B +B0‖L2(Ω),
identities (3.53) and (3.54) we get the estimates
Epot ≤ E(B) ≤ Emax, (3.55)
|H(v)| ≤ Hmax, (3.56)
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with








Estimates (3.56) suggests that energy and relative helicity of a Beltrami field B increase
with λ. This fact will be confirmed by the forthcoming numerical results.
In the all the tests, the normal componentB.n = g is fixed and is given by g = Bdip.n,




(2 cos(θ)er + sin(θ))eθ.
Here (r, θ, φ) denotes the spherical coordinates.
The function α0(x) is taken into the form
α0(x) = βλ00(x),
where β ∈ R is a free parameter which describes the strength of λ(x), and λ00(x) is such
that
|λ00|L∞(Γ−) = 1.





Note that α0 is equal to β on the equator of the interior sphere and is minimal at the
poles.
We are also interested in comparing the non-linear Beltrami field B with the linear
force-free field vl solution of
curlvl = βvl in Ω, div vl = 0 in Ω; vl.n = g on ∂Ω.
This problem is also solved using the iterative algorithm of Section 3 and H(curl ) el-
ements. The reaction-convection problem on λ is dropped since λ is known in this last
case. Table 3.6 contains the values of the quantities H(B), E(B), H(vl), E(vl) for several
values of β.
5.4 Cylindrical test
Here we propose to compute force free fields in cylindrical geometries. Denote (ρ, θ, z) the















where η0(ρ) is a given function depending only on ρ, and c(ρ) is defined by











0 0 0 1 1
1 2.21 10.30 1.006 1.088
2 4.60 30.51 1.025 1.611
2.5 5.90 60.77 1.041 2.744
3 7.33 210.08 1.063 9.660
Table 3.6: The helicity and the energy of the linear and non-linear force-free fields B and
vl for several values. Notice that these quantities increase in both cases with β.
with C0 ∈ R. λ is defined by





Magnetic field lines live on isosurfaces of λ which are nothing else than cylinders.
Here, we choose η0(ρ) of the form




















We show numerical solution obtained in the cylinder of diameter equal to ρmax = 1.6 and
of height Zmax = 4. The size of the mesh is h = 0.120343 with 124416 elements. The
relative error in norm L2 on B between the exact solution and the numerical one is equal
to 0.01623 . For λ the relative error is equal to 7.43.10−3. In Figures 3.2 we display a
cut at y = 0 of the profile of λ for the exact and the numerical solutions. The field lines
are shown in Figures 3.3. In Figures 3.4, we visualize field lines enclosing the cylindrical
isosurface on which λ = −2.9. Now, we propose to compare linear and non-linear force-
free field using the same boundary values than ones used before in this section. In Fig 3.5,
we display a potential field (or a linear force-free field with λ = 0) and a linear force-free
field with λ = 1. In Fig 3.6, we present an other linear force-free field with λ = 3 and the
non-linear force-free field studied in this section. We can see the influence of the value of
λ on the topology of magnetic field lines comparing the cases λ = 0, 1, 3. The complexity
of topology of field lines increase with lambda.
5.5 Beltrami field in toroidal geometry
In termonuclear fusion, equilibrium are described by the full magnetostatic system. The β
number referring to the ratio of the plasma pressure over the magnetic pressure is generally
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Figure 3.2: Profil of λ on Ω∩ {y = 0}. The exact solution is presented on the left and the
numerical one on the right.
Figure 3.3: Visualisation of field lines of the exact (left) and the numerical (right) solution
colored by λ
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Figure 3.4: Presentation of field lines enclosing an isosurface which is nothing else than a
cylinder. We choose to represent the isosurface corresponding to λ = −2.9.
Figure 3.5: Potential field and (on the left) and linear force-free field in the case λ = 1 (on
the right).
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Figure 3.6: Linear force-free field in the case λ = 3 (on the left) and non-linear force-free
field (on the right) described before.
small. In order to show the efficiency of the method on more complicated cases and in view
to extend our method to the full magnetostatic system, we propose to test our 3D code on
force-free configurations comparing our results with pressureless solutions obtained by the
2D axysymetric code CHEASE developped by H. Lutjens. and al (see [139]). In this test,
we choose to compute the solution in a half torus. The mesh size is equal to h=0.0389541
with 428064 elements. The relative difference on B between the CHEASE solution and
our numerical solution in norm L2 is equal to 0.00918812.
In Figure 3.3 we display field lines obtained with the CHEASE code on the left and with
our code on the right. Figure 3.8 shows an isosurface (λ = 1.25) on which lie magnetic
field lines. In Tokamak, those surfaces are called magnetic surfaces. In 3.9, we present
a cut magnetic surfaces corresponding to constant values of λ. This illustrate the well
known property of Tokamak plasmas which magnetic surfaces form stacked toric surfaces.
6 Conclusion
From a mathematical view point, we have shown numerically the convergence of our
method. The theoretical convergence has not been proved and remains an open question.
However, as conjectured in section 3, we can verify numerically that convergence can be
lost for boundary data on λ too large. In spite of these limits, the algorithm allows to test
a very great number of interesting cases.
The method proposed has been tested in several geometries, on several more or less com-
plicated cases. Now, the goal is to apply this method in domain such as astrophysics to
reconstruct the coronal magnetic field. An other perspective of this work is to extend this
method to solve the full magnetostatic equations in order to apply the algorithm in fusion
domain, and particularly in tokamaks. This will be done in a forcoming paper.
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Figure 3.7: Equilibria obtained by CHEASE on the right and our code on the left.
Figure 3.8: Field lines around a magnetic surface.
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Figure 3.9: Cut of the stacked toric magnetic surfaces.
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Chapitre 4
An algorithm for solving the
Magnetostatic equations.
A soumettre
Summary We present an iterative method for the solution of magnetostatic equations.
Our approach is based on splitting the mixed elliptic-hyperbolic magnetostatic equations
into three boundary value problems. We propose an adequate finite element method for
solving each one of these problems. Numerical results are presented in several geometries
to illustrate the efficiency and the potential advantages of our approach.
Keywords: magnetostatic, mhd equilibria
1 Introduction
The magnetohydrostatic equations describing the equibrium of a plasma of an infinite
conductivity are
curlB ×B −∇p− ρg = 0 (4.1)
and
divB = 0. (4.2)
where B is the magnetic field, p is a plasma pressure, ρ is the density and g is the gravity
acceleration. When the gravity term is neglected, these equations are reduced the so-called
magnetostatic equations
curlB ×B −∇p = 0, divB = 0. (4.3)
and
divB = 0. (4.4)
This type of equations is encountered in Plasma physics laboratory and Astrophysical as
well as in fluid dynamics. In the latter case, B denotes the magnetic field, and curlB is
nothing else than the current density.
Confining a plasma by an external magnetic field in cylindrical or toroidal geometry
has received a great attention since decades. In fact, the computation of the equilibrium
solution and its stability are important issue for the next generation of Tokamaks, as well






Figure 4.1: Toroidal geometry.
as for other geometries such as Spheromaks (see [91, 118]). In general for the Tokamak
configurations the magnetic pressure exceeds the kinetic one and we talk of low β plasma
(referring to the ratio of the plasma pressure over the magnetic pressure) which is very
small compared to 1.
In Tokamaks, a plasma is confined by a strong magnetic field in a toroidal geometry.
The magnetic field is produced by coils surrounding the torus and by an intense current flow
in the plasma. The resulting field lines are helicoidal turning around toroidal isosurfaces
called magnetic surfaces ( see [98]). In axisymmetric configurations B is often represented
in the form
B = curl (Ψ∇Φ) +G(Ψ)∇Φ, (4.5)








where Φ is the ignorable toroidal angle and R the major radius of the torus (see figure
Fig.4.1). The unknown Ψ called poloidal magnetic flux function is highly related to the
magnetic surfaces. The pressure p and the poloidal flux current function G are functions
depending only on Ψ and are the two degrees of freedom of a plasma equilibrium in a
tokamak. Different methods have been developed to solve the Grad-Shafranov equation.
One of the most used Grad-Schafranov solver code, named CHEASE, developed by Lu¨tjens
and al, is based on bicubic Hermite finite element method (see [139]). The interested reader
can refer to the review paper of Takeda and Tokuda (see [150]).
The purpose of this paper is to compute the full 3D magnetostatic system (4.3-4.4)
without any assumption of the axial symmetry. The non linearity of equation (4.3) is
one of the main difficulties to solve the magnetostatic system. In toroidal geometries,
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several code, based on spectral methods have been developped by Hirshman and al (see
[125], [126], [127]). To compute such solutions, iterative process have also been use. For
example, Reiman and al have proposed a Picard method in [145], extended to a Newton
method (see [142]) in a more recent paper.
The particular case of zero pressure solution corresponds to the well known class of
Beltrami field. In [109], we have proposed an iterative method to compute this type of
flows. The main idea of this paper was to decouple the equations governing Beltrami
fields into three problems and to solve the three problems using an adequate finite element
method. In this paper, we propose an extension of this algorithm to solve the full 3D
magnetostatic equations working in several geometries.
The remaing of this paper is organized as follows. In Section 2, we present the func-
tional framework and results concerning the existence of magnetostatic fields. The Section
3 is devoted to desribe the iterative method we propose to use to compute magnetostatic
configurations. In section 4, we brievely recall the finite elements method used to solve the
involved problems of the algorithm. Finally, in Section 5 numerical test are presented in
order to show the convergence of the method. The method is applied to fusion equilibrium
in Tokamak configurations.
2 Notations. Statement of the problem
As in [109], consider Ω a bounded open set of R3, simply connected, with a lipschitzian
boundary. For any k ∈ N, Pk stands for the space of polynomial of degree lower than k,
and Hk is the space of the homogeneous polynomials of degree equal to k. If k is a non
positive integer, by convention Pk = Hk = {0}. For 1 ≤ p ≤ +∞, Lp(Ω) stands for the
space of (equivalence classes of) all measurable functions that are pth power integrable on







Given an integer m ≥ 0, Hm(Ω) refers to Sobolev space of all the functions u whose
generalized derivatives satisfy
∀µ ∈ N3; Dµu ∈ L2(Ω).
equiped with the usual norms. We consider L20(Ω) the subspace of L
2(Ω) defined by




We define also the spaces
H(rot ; Ω) = {v ∈ L2(Ω)3; curlv ∈ L2(Ω)3},
H(div ; Ω) = {v ∈ L2(Ω)3; div v ∈ L2(Ω)},
equipped respectively with the norms
‖v‖H(rot ; Ω) = (‖v‖20,Ω + ‖curlv‖20,Ω)1/2,
‖v‖H(div ; Ω) = (‖v‖20,Ω + ‖div v‖20,Ω)1/2.
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In order to study the problem (4.3-4.4), we have to complete the sytem with boundary
conditions on the magnetic field B, the curent density j = curlB and the pressure p.
Following [82], we propose the boundary conditions hereafter. As in the case of Beltrami
fields, we prescribe the normal component of B on ∂Ω,
B.n = g on ∂Ω, (4.6)
where n is the unit exterior normal to ∂Ω. As a consequence of the equation (4.4), g have
to satisfy the compatibility condition ∫
∂Ω
g = 0. (4.7)
Multiplying (4.3) by B, we get
B.∇p = 0. (4.8)
The transport equation (4.8) means that p is constant along the field lines of B. So, it is
natural to impose p on the inflow boundary
p = p0 on Γ−, (4.9)
where
Γ− = {x ∈ ∂Ω; B(x).n(x) < 0}.
We prescribe also the normal component of the curent density on Γ−
curlB.n = h on Γ−. (4.10)
From a theorical viewpoint, existence results have been proved in [82] or in [133].
The particular case of Beltrami fields, where the pressure is negligeable, has been treated
in [104] and [101].
3 An iterative algorithm
The purpose of this section is to propose an iterative algorithm to compute numericaly
magnetostatic configurations. The idea is to split the problem (4.3-4.4) into four problems.
In the case of Beltrami fields, the equation
curlB ×B = 0,
is rewritten in the form
curlB(x) = λ(x)B(x),
where λ is a function depending or not on the position x. In that case, the current density
is completly parrallel to the magnetic field. Here, we propose to rewrite j in a more general
manner. The current density is split into the sum
j = j|| + j⊥, (4.11)
where j|| and j⊥ are respectively colinear and perpendicular to B. The component j||(x)
is written into the form
j||(x) = µ(x)B(x),
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where µ is an unknown scalar function. The same decomposition of j has been used in
[142]. Formally, the divergence of the equation (4.11) give us
B.∇µ = −div j⊥ (4.12)
because divB = 0 and div j = 0.
Moreover, using (4.11), the equation (4.3) becomes
j⊥ ×B = ∇p. (4.13)




Note that |B(x)| have to be nonzero. We can also prove that j⊥ satisfy
j⊥(x) =
1
|B(x)|2 + p(x)(curl (p(x)B(x))− p(x)j||(x)), (4.15)
if p(x) + |B(x)|2 6= 0. In view of these remarks, and using (4.8), we are able to propose
an iterative process to solve the non-linear system (4.3-4.4) completed with the boundary
conditions (4.7), (4.9) and (4.10). Thus, we construct the sequence (Bn, pn) in the iterative
process
• For n = 0, p0 = 0, and B0 solution of
curlB0 = 0 in Ω, divB0 = 0 in Ω, B0.n = g on ∂Ω. (4.16)
This problem can be reduced to a Neumann problem in a simply-connected domain
(see [119]).
• For n ≥ 0,
– pn solution of {
Bn.∇pn = 0 in Ω,





– µn solution of {
Bn.∇µn = −div j⊥,n in Ω,
µn = µ0 on Γ−,
(4.18)
where µ0 satisfy µ0g = h− j⊥,n on Γ−.
– jn = µnBn + j⊥,n.
– Bn solution of 
curlBn+1 = jn in Ω,
divBn+1 = 0 in Ω,
Bn+1.n = g on ∂Ω.
(4.19)
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In that algorithm, at each step, we have to solve two first order hyperbolic system
(4.17) and (4.18) which are of the form{
B.∇λ = f in Ω,
λ = λ0 on Γ−,
(4.20)
and the curl − div system (4.19). In practice, we perturbe the problem (4.20) by adding
an artificial reaction term. Moreover, setting Bn = B0 + bn, the system (4.19) reduce to
a problem on bn.
Thus, we get the algorithm
• For n ≥ 0,
– Find pn solution of {
Bn.∇pn + σnpn = σnpn−1 in Ω,
pn = p0 on Γ−,
(4.21)




– Find µn solution of{
Bn.∇µn + εnµn = εnµn−1 − div j⊥,n in Ω,
µn = µ0 on Γ−,
(4.22)
where µ0 satisfy µ0g = h− j⊥,n on Γ− and εn is a small positive parameter.
– jn = µnBn + j⊥,n.
– Find bn solution of 
curl bn+1 = jn +∇qn in Ω,
div bn+1 = 0 in Ω,
bn+1.n = g on ∂Ω.
(4.23)
where qn appears due to the fact that div jn is not exacly zero in general. The
term qn is solution to the Laplace problem
−∆qn = div (jn) in Ω, and qn = 0 on ∂Ω. (4.24)
In this algorithm, the computation of the magnetic field can be viewed as a perturbation
of the potential field B0. We have to solve numerically three types of problem : a first
order hyperbolic sytem of the form
Find λ satisfying {
B.∇λ+ σλ = f in Ω,
λ = λ0 on Γ−,
(4.25)
and a potential vector system
Find the pair (b, q) satisfying
curl b−∇q = j in Ω,
div b = 0 in Ω,
b.n = 0 on ∂Ω,
q = 0 on ∂Ω.
(4.26)
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and the potential field problem (4.16). The proof of the convergence of the algorithm is
not an easy matter and remains an open question. Only numerical convergence can be
shown (see Section 5).
4 Variational formulation and finite element discretization
The aim of this section is to recall the finite element discretisation used to solve problems
(4.16), (4.25) and (4.26) and recall the most important results obtained in our recent paper
(see [109]).
Assume that Ω is a bounded polyhedron in R3. Consider a family of triangulations (Th)
satisfying the usual regularity assumptions. Here h stands for the usual discretization
parameter defined as the largest diameter of all the tetrahedra K ∈ Th.
4.1 The potential problem
In this part, we interest in the approximation of the potential field problem (4.16). Setting
B0 = ∇Φ, when Ω is simply connected, (4.16) reduce to solve
−∆Φ = f in Ω ∂Φ
∂n
= g on ∂Ω. (4.27)
We use mixed hybrid finite element method to approximate solutions of (4.27) (see [147]).
One of our motivations is that this method enable to approximateB0 inH(div ; Ω). In this
method the stress on the inter-element continuity is realized by introducing a Lagranger
multiplier. Define ∂Th the set of all faces of the mesh, and introduce the spaces
Wh
∗ = {vh ∈ L2(Ω)3, ∀K ∈ Th, vh|K ∈ RTk(K)},
Lh
∗ = {vh ∈ L20(Ω), ∀K ∈ Th, vh|K ∈ Pk(K)},
and
Λ∗h = {vh ∈ L2(∂Th), ∀T ∈ ∂Th, vh|T ∈ Pk(T )},
where k ≥ 0 in an integer and
RTk = Pnk ⊕ xPk,






h) ∈W ∗h × L∗h × Λ∗h such that
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where GK is defined for each K ∈ Th by
GK(µh) =











h) ∈ W ∗h ×M∗h × Λ∗h and that B∗0,h is an ap-
proximation of the solution of the problem (4.16). Moreover, the problem (4.28) reduce
to invert a square linear system. The size of the system is equal to the number of faces
(see [109]).
4.2 The transport equation
The problem first hyperbolic system (4.25) has been studied by Bardos in [92] where he
proved the existence of a solution when σ > 0, divB = 0 and λ is sufficiently small.
Consider the finite dimensional space
Wh = {vh ∈ H1(Ω); v|K ∈ Pk(K), ∀K ∈ Th}.




Find λh ∈Wh such that
ah(λh, wh) = `h(wh), ∀wh ∈Wh,
where





























Here, δh is a small positive parameter. One can prove (see [109]) that the problem (Ph)
has a unique solution uh ∈ Wh when δhσ < 1. Moreover, if δh = ch for some constant c
and if ~B ∈ L∞(Ω)3 ∩H(div ; Ω) and u ∈ H`+1(Ω) for some ` ≥ 1, then
(1− δhσ)‖|u− uh‖| ≤ Ch`+1/2‖u‖H`+1(Ω), (4.29)
where ‖|w‖|2Ω = δh‖ ~B.∇w‖2L2(Ω) + σ‖w‖2L2(Ω) + ‖| ~B.~n|1/2w‖2L2(∂Ω).
4.3 The curl-div system
Now, we interest in the approximation of (4.26). In [109], we have proved that (4.26) can
be dispached into a variational problem on b and a fictuous unknown θ = 0 and a Laplace
problem of the form (4.24) on q. Let us interest in the discretization of the curl − div
system. Let Xh be a finite-dimensional subspace of H(rot ; Ω), Mh a finite-dimensional
subspace of M defined by
M =
{
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Introduce the space
Vh = {wh ∈ Xh, (wh,∇µh) = 0, ∀µh ∈Mh}.
Assume that
(H1) {∇µh, µh ∈Mh} ⊂ Xh,
and that there exists a constant C > 0, independent of h such as :



















It can be proved (see Amrouche and al. [86]) the following assertion.
Proposition 3. The problem (Qh) has a single solution (bh, θh). Furthermore, θh = 0
and,
‖b− bh‖H(curl ,Ω) ≤ C inf
wh∈Xh
‖b−wh‖H(curl ,Ω). (4.30)
where the constant C does not depend on h.
To construct Xh andMh, we choose to use the usual H(curl ) finite element introduced
by Ne´delec (see [140]) and








‖v −wh‖H(rot ; Ω) ≤ Ch`{|v|`,Ω + |v|`+1,Ω}, for all v ∈ H`+1(Ω).
We can also prove
‖b− bh‖V ≤ Ch`{|u|`,Ω + |u|`+1,Ω}, (4.31)
for b ∈ H`+1(Ω).
An important remark enables us to reduce the size of the matricial system. Let N1 =
dimXh and N2 = dimMh. Consider a basis (ωi)1≤i≤N1 of Xh and a basis (χi)1≤i≤N2
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ωi.∇χjdx, 1 ≤ i ≤ N1, 1 ≤ j ≤ N2,
C = (c1, ..., cN1)




j.curlωidx, 1 ≤ i ≤ N1.
and X = (α1, ..., αN1)
T and Y = (β1, ..., βN2)
T are the unknowns. As θh is a priori known
to be zero, only the vector field bh is unknown. This yelds to the following lemma
Lemma 4.1. Let Λ be a square positive, definite and symmetric of size N2 ×N2. Then,
the pair (X,Y ) is solution of the system (4.32) if and only if Y = 0 and X is solution of
symmetric, definite and positive system
(A+BTΛB)X = C. (4.33)
The proof of this theorem can be found in [109].
Remark 4.1. Note that this lemma is only true in the particular case of the problem
(4.26). We can not affirm in general that solving a system of the form (4.32) can resume
to find X solution of (4.33).
5 Computational results.
In this section, we display some three-dimensional results obtained with our three-dimensional
code. The magnetostatic solver contained in this code has been implemented following the
iterative method and the finite element methods proposed respectively in Section 3 and
Section 4. First tests are used to show the convergence of the method and its efficiency
by comparing an exact and the numerical solution obtained in cylindrical geometries. In
second tests, we compare solutions obtained by our code and by the CHEASE code on
toroidal equilibria. Results concerning the convergence of the finite elements method, the
interested reader can refer to [109]. Ne´delec’ edge elements of degree ` = 1 are used for
solving the div-curl problem on B. The hyperbolic problems on p and µ are solved by
means of P 1 conforming elements (see, e. g., Ciarlet [113]).
5.1 The convergence of the iterative algorithm
Denote by (ρ, θ, z) the usual cynlindrical coordinates. Consider the cylindrical tube of
height Zmax = 3.5, and of radius ρmax = a of conducting fluid.









 , ρ < a.
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where Bθ and Bz are two functions depending on ρ. This current induces a magnetic field















 , ρ < a.
Choosing











where p0 is constant, (B, p) is solution of the system (4.3-4.4) (see [146]). In the sequel, we
take Bθ of the form Bθ = ρr, r ∈ N, and Bz = c+ ρ2 where c is constant. Magnetic field
lines form helixes and live on isosurfaces which are nothing else than stacked cylinders. In
this tests, we choose a = 0.5, p0 = 1.5 and c = 1.
Table 5.1 present the rates of convergence of (pn,Bn) versus the number of iterations in
norm L2. The residual difference used is defined by



























versus the number of
iteration.
In Table 4.2, we display the relative errors between the excact solution (B, p) and the
numerical solution (B, p) in several norms. Table 4.2 shows the decrease of the relative
errors ‖B −Bh‖L2(Ω), ‖p− ph‖L2(Ω) and ‖p− ph‖L∞(Ω) as h, h1.9 and h1.8 respectively.








0.145403 0.015375 0.003183 0.0153765
0.089667 0.009456 0.001119 0.005806
0.064768 0.006812 0.000647 0.003471
0.050668 0.005321 0.000425 0.002381
Table 4.2: TheH(curl ) and L2 errors onB and the L∞ error on λ versus the discretization
h.
In figure Fig.4.2 and 4.3, we present some visualisations of the exact and the numerical
solutions in the case c = 0.6. It shows the quite good agreements of the results.
Figure 4.2: Magnetic field lines of the exact solution (on the left) and the numerical
solution (on the right).
5.2 Test in toroidal geometry
Our aim in that section is to test our method on toroidal MHD equilibria. This is done by
comparing our results with the ones obtained with the CHEASE code (see [139]) including
a Grad-Shafranov solver.
We propose two tests. The first one is done in a torus with circular section whereas in the
second one the section is not circular. We solve the magnetostatic system on an half torus
to have a simply-connected domain. The magnetic field normal component is everywhere
equal to zero except on the two sections of the torus where the magnetic field normal
component is given by CHEASE. The pressure and the current density normal component
are given on the section corresponding to Γ−.
In figures Fig.4.4, we display the safety factor profile in the first case at z = 0 versus
the radius R. The safety factor, generally noted q, is a function depending on the flux
function presented in the introduction. This factor, related to the plasma stability and to
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Figure 4.3: Cut of the pressure profile on Ω ∩ {x ≤ 0}. The exact solution is present on
the left and the numerical one on the right.
the field lines topology, measures the ratio between the lap number done by a field line in








The mesh used for this test was composed of 428064 tetraedra, with a mesh size h = 0.039.
The relative errors between the CHEASE solution and ours are equal to 0.009 for the
magnetic field and 0.005 for the pressure in norm L2. Figure Fig.4.5 represents the pressure
profile given by CHEASE and the one obtained with our method versus the radius R at
z = 0.
In figures Fig.4.6, we present a general plot of the solution obtain with our code. We
plot three isobars on which lie magnetic field lines. Isobars, whic are magnetic surfaces,
form stacked torus. We do not present visualisations of CHEASE solution because the
plot would be exactly the same as the one shown in figure Fig.4.6.
As in the last case, in figure Fig.4.7 displays the safety factor for the non-circular case.
Here, the solution is computed on a domain with 428064 with a mesh size h = 0.0606.
The relative difference between our solution and CHEASE one is equal to 0.011 for B and
0.006 for p. The pressure profil of the CHEASE solution and ours are plotted in figure
Fig.4.8 on the left. On the right of the same figure, we show a cut of the pressure at
Φ = constant. The pressure profile presente on the left has be readed along the whith line
of the left figure.
In figure Fig.4.9, on the right we show some stacked magnetic surfaces corresponding
to different values of p. On the left, we present field lines coiling up the magnetic surface
associated to the isobar p = 0.021. In this case, the solution is computed in part of torus
for which the angle Φ (see figure Fig.4.1) varies from 0 to 2pi − ε where ε is a small real
positive parameter (ε = 1e − 9). A visualisation to the field lines in the “full” torus is
presented in figure Fig.4.10.
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Figure 4.4: Safety factor profile versus the major radius R.















Figure 4.5: On the left, we display the numerical and CHEASE pressure profiles at {z = 0}.
On the right, a cut of the numerical pressure and the same pressure profil than on the left
are presented. The pressure is read along the white line.
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Figure 4.6: General visualisation of magnetic field lines, magnetic surfaces and pressure.











Figure 4.7: Safety factor of the non-circular case.
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Figure 4.8: Pressure profile along the line {z = 0} given by CHEASE and by our method
(on the right) and cut of the pressure on our solution on the right.
Figure 4.9: Stacked toroidal magnetic surfaces (on the right) and field lines lying on the
magnetic surface corresponding to the isobar {p = 0.021}
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Figure 4.10: Field lines in the full torus.
100 4. An algorithm for solving the Magnetostatic equations.
101
Chapitre 5
Sche´mas nume´riques existants en
MHD
Dans ce chapitre, nous proposons quelques rappels sur l’approximation des lois de
conservation et sur les sche´mas existants en magne´tohydrodynamique.
1 Approximation des syste`mes de lois de conservation
Soient Ω un ouvert de Rp, on s’inte´resse dans cette partie, a` l’approximation nume´rique
des lois de conservation de la forme
∂u
∂t
+∇.f(u) = 0, (5.1)
ou` t > 0, et u : Rd × [0,+∞[→ Ω. Les fonctions de flux fj , 1 ≤ j ≤ p, sont re´gulie`res de

















fij(u) = 0 (5.2)
ou` fj(u) = (f1j(u), ..., fpj(u))T appartient a` Rp.
On conside`re une fonction u0 : Rd → Ω donne´e et on pose
u(x, 0) = u0(x). (5.3)
On cherche a` re´soudre nume´riquement un proble`me du type (5.1)+(5.3). Diffe´rentes
me´thodes de re´solution existent comme la me´thode des diffe´rences finies par exemple ou
encore la me´thode des volumes finis a` laquelle nous nous inte´ressons dans cette partie. La
me´thode des volumes finis permet d’obtenir des sche´mas conservatifs permettant d’obtenir
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des solutions physiques. On se donne un ensemble de cellules (intervalles, triangles, carre´s,








f(u).ni = 0, (5.4)





















f(u).nij = 0. (5.5)









ou` Γij est la frontie`re commune (un noeud en 1D, une areˆte en 2D et une face en 3D) aux
deux e´lements voisins Ωi et Ωj , et nij est la normale unitaire a` Γij dirige´e de Ωi vers Ωj .
Lorsque le flux nume´rique, note´ f (num), a` travers chacune des faces Γij de´pend uniquement
de e´tats moyens ui(t) et uj(t), cela donne une approximation du type∫
Γij
f(u).nijdσ ∼= |Γij |fnum(ui(t),uj(t),nij). (5.7)
Le calcul du flux nume´rique peut faire intervenir un stencil plus grand c’est a` dire un plus
grand nombre de valeurs ui. Il doit ve´rifier certaines conditions :
– Conservation :
f (num)(ui,uj ,nij) = −f (num)(uj ,ui,−nij)
qui traduit le fait que le flux approche´ a` travers la frontie`re se´parant deux cellules
Ωi et Ωj est le meˆme que celui se´parant Ωj et Ωi.
– Consistance :
f (num)(u,u,n) = f(u).n.
D’apre`s le the´ore`me de Lax-Wendroff (voir [31]), dans le cas scalaire, si un sche´ma de








et une suite δk qui tend vers 0 telle que
– ‖uδk‖L∞(Rd×[0,∞[) ≤ C,
– uδk converge dans L
1
loc(Rd × [0,∞[) partout vers une fonction u,
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alors u est une solution faible de (5.1).







f(u) = 0 (5.8)
On conside`re les intervalles Ci = [xi−1/2, xi+1/2] de taille hi = xi+1/2 − xi−1/2. On peut
alors e´crire le sche´ma volumes finis sous la forme conservative
un+1i − uni +
∆t
hi
(fni+1/2 − fni−1/2) = 0 (5.9)
avec fni+1/2 est un flux nume´rique de la forme f
(num)(ui,ui+1) ou f (num)(ui−1,ui,ui+1,ui+2)
par exemple. Le flux f (num) doit satisfaire la proprie´te´ de consistance
f (num)(u,u, ...u) = f(u).






Avant de pre´senter les principaux sche´mas existants, on rappelle brie`vement quelques
re´sultats concernant la notion d’entropie discre`te. Pour plus de de´tails sur cette notion
peuvent eˆtre trouve´s dans [68], [30] ou [31].
On suppose qu’il existe une fonction d’entropie convexe U(u). On de´finit les variables
entropiques
v ≡ v(u) = ∇uU(u).






g(v) = 0, g(v) = f(u(v))
ou` les matrices Jacobiennes H et G de u(v) et de g(v) ve´rifient
H(v) = uv(v) = HT (v) et G(v) = gv(v) = GT (v).
La fonction d’entropie U(u) ve´rifie
UuuA(u) = ((Uuu)A(u))T , ou` A(u) = fu(u)
si et seulement s’il existe un flux d’entropie F = F (u) tel que
UTu fu = F
T
u .
D’un point de vue discret, on conside`re le sche´ma conservatif semi-discret de la forme
d
dt




− f i− 1
2
], (5.10)
ou` ui(t) repre´sente la solution discre`te sur le maillage (xi, t) et f i+ 1
2
est un flux nume´rique
consistant qui s’e´crit sous la forme
f i+ 1
2
= f(ui−p+1, ....,ui+p), f(u,u, ...u) = f(u).
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On conside`re une paire d’entropie (U,F ). On dit que le sche´ma (5.10) est entropiquement










] ≤ 0. (5.11)
Fi+ 1
2
est le flux nume´rique entropique consistant associe´ a` F
Fi+ 1
2
= F (ui−p+1, ...,ui+p), F (u,u, ...u) = F (u).
Si on a l’e´galite´ dans (5.11), le sche´ma conserve l’entropie.
Lorsqu’on passe a` l’e´tude de sche´mas discrets (et non plus semi-discrets), l’entropie n’est
ge´ne´ralement pas conserve´e (hormis dans le cas des sche´mas en temps de Crank-Nicolson).
Le sche´ma d’Euler implicite, responsable d’une augmentation de la dissipation d’entropie
est entropiquement stable. Le sche´ma d’Euler explicite produise de l’entropie ce qui a pour
conse´quence l’obligation de trouver un e´quilibre entre la production d’entropie temporelle
et la dissipation entropique due a` la discre´tisation spatiale. Pour plus de de´tails et de
proprie´te´s sur la notion d’entropie discre`te, le lecteur inte´resse´ pour lire [68].
On distingue en ge´ne´ral deux types de sche´mas : les sche´mas centre´s et de´centre´s. On note




Sche´mas centre´s type diffe´rences finies
On s’inte´resse aux sche´mas de type centre´s, simples a` imple´menter.
Sche´ma de Lax-Friedrichs










Dans ce cas le flux nume´rique g(num)(u,v) =
1
2
(f(u) + f(v))− 1
2λ
(v − u). Ce sche´ma est
d’ordre 1. Ce sche´ma est stable sous la condition de stabilite´, appele´ condition CFL,
λmaxu|f ′(u)| ≤ 1.
Sche´ma de Lax-Wendroff
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i ) ou` la matrice A = A(u,v)
de taille p× p satisfait {
f(v)− f(u) = A(u,v)(v − u)
A(u,u) = f(u).




(f(u) + f(v))− λ
2
A2(u,v)(v − u).
Le sche´ma de Lax-Wendroff est d’ordre 2 en espace et en temps.
Une fac¸on d’e´viter l’utilisation de la matrice A a e´te´ propose´e par Richtmyer et consiste














i − λ[f(un+1/2j+1/2 )− f(u
n+1/2
j−1/2 )].
Une autre me´thode du meˆme type a e´te´ propose´e par MacCormack. Le sche´ma s’e´crit
u∗i = u
n










Les sche´mas de type Lax-Friedrichs et Lax-Wendroff sont simples, robustes, mais a` forte
dissipation se traduisant par un e´talement de discontinuite´s. Le sche´ma de Lax-wendroff
peut e´galement osciller a` proximite´ des discontinuite´s (voir par exemple [47]).
Me´thodes de´centre´es ou upwind










donne des solutions oscillantes et parfois des re´sultats inacceptables.
Une ide´e pour reme´dier a` ce proble`me consiste a` de´centrer le sche´ma en utilisant le sens
de propagation de ondes. Ceci est relativement simple a` faire lorsque les vitesses de pro-
pagations sont toutes de meˆmes signes. Lorsque les sens de propagations sont diffe´rents, il





ou` d(u,v) est un terme de de´centrage ou de viscosite´ nume´rique qui doit satisfaire d(u,u) =
0.
Parmi les sche´mas upwind les plus ce´le`bres, on peut citer les sche´mas suivants.
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Sche´ma de Godunov
Le sche´ma de Godunov consiste a` re´soudre a` chaque interface un proble`me de Riemann
sur un intervalle de temps suffisamment court. Soit (uni )i∈Z une approximation de u(., t
n).
Le sche´ma est constitue´ de 3 e´tapes :
1. On associe a` (uni )i∈Z une fonction constante par morceaux u∆(., t
n) telle que
u∆(., tn) = uni si xi−1/2 < x < xi+1/2.







w(x, 0) = u∆(., tn).
(5.13)








La re´solution du proble`me (5.13) se rame`ne a` la re´solution d’une juxtaposition de proble`me




soit satisfaite afin que les ondes issues des points xi+1/2 et xi−1/2 n’interagissent pas. La
solution w est donne´e par






ou` wR est la solution du proble`me de Riemann dont les e´tats constants sont unj et u
n
j+1.
On peut montrer facilement que le sche´ma de Godunov s’e´crit
un+1i = u
n
i − λ[f(wR(0,uni ,uni+1))− f(wR(0,uni−1,uni ))],
et que son flux nume´rique est donne´ par
f (num)(u,v) = f(wR(0,u,v)).
Le sche´ma de Godunov est d’ordre 1 et il est particulie`rement efficace et robuste pour
des proble`mes de chocs. Il est a` la base de nombreux sche´mas en hydrodynamique ou en
magne´tohydrodynamique comme on pourra le voir dans la suite. Le principal inconve´nient
du sche´ma de Godunov est qu’il utilise les solutions exactes des proble`mes de Riemann
qui peuvent s’ave´rer difficiles et couˆteux a` re´soudre. Par exemple en MHD, sous certaines
conditions, il n’y a pas unicite´ de la solution du proble`me de Riemann (voir [72]). Afin
de simplifier cette e´tape, de nombreux solveurs de Riemann approche´s ont e´te´ de´veloppe´s
comme par exemple le sche´ma de Roe ([62]), le sche´ma HLL ([36]), le sche´ma de Van Leer
([78]) peut eˆtre vu comme une ge´ne´ralisation du sche´ma de Godunov a` l’ordre 2.
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Sche´ma de Roe
La me´thode de Roe consiste a` line´ariser localement le flux en re´solvant a` chaque pas










uni , si x < xi+1/2
uni+1, si x > xi+1/2,
(5.17)
de fac¸on a` ce que les diffe´rences de flux soient conserve´es dans chaque cellule. On pose
f i = f(ui). La matrice de Roe Ai+1/2 doit ve´rifier
1. f i+1 − f i = Ai+1/2(ui+1 − ui) pour tout ui et ui+1 dans Rp,
2. Les valeurs propres de Ai+1/2 sont toutes re´els et Ai+1/2 a un ensemble complet de
vecteurs propres,
3. Ai+1/2(ui+1,ui)→ A(u0) =
∂f
∂u
(u0) lorsque ui+1 → u0 et ui → u0.
Chaque proble`me (5.16)-(5.17) est re´solu par un sche´ma de la forme (5.9) ou` les flux
f
(num)





















respectivement les vecteurs propres a` droite et a` gauche de la matrice de Roe.
Le principal de´faut de la me´thode de Roe est qu’elle peut donner des solutions nume´-
riques qui sont des solutions faibles non entropiques (voir [68], [31]) lorsque une valeur
propre s’approche de 0 (points soniques). Des corrections d’entropie ont e´te´ propose´es.
Par exemple, dans [34], Harten propose de rajouter de la viscosite´ nume´rique dans le flux
du sche´ma de Roe en modifiant les valeurs propres de la matrice au voisinage des points so-
niques. Il n’est pas toujours facile de calculer une matrice de Roe. De coutume, on cherche
une matrice e´gale a` la jacobienne du syste`me calcule´e en un e´tat moyen, de fac¸on a` garder
les meˆmes valeurs propres et vecteurs propres, mais cela n’est pas toujours possible.
Sche´ma HLL
Le sche´ma HLL, introduit par Lax, Harten et van Leer dans [36], consiste a` approcher
les solutions des proble`mes de Riemann du sche´ma de Godunov par des solutions compose´es
de seulement un e´tat interme´diaire constant. Si on note VL et VR les vitesses d’ondes les




uL si VL > 0,
um si VL ≤ 0 ≤ VR,
uR si VR < 0.
ou` um est l’e´tat interme´diaire donne´ par
um =
VRuR − VLuL − (fR − fL)
VR − VL ,
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ou` fL = f(uL) et fR = f(uR). Le flux nume´rique est donne´ par
f (num) =

fL si VL > 0,
fm si VL ≤ 0 ≤ VR,
fR si VR < 0.
avec fm =
VRfL − VLfR − VLVR(uR − uL)
VR − VL . Diffe´rentes manie`res de calculer VL et VR
ont e´te´ propose´es dans la litte´rature (voir par exemple [22, 26, 55]). Le sche´ma est robuste
et entropique.
Sche´ma de Van Leer
Le sche´ma de Van Leer est une ge´ne´ralisation du sche´ma de Godunov a` l’ordre 2 qui
se de´compose en 3 e´tapes
1. Reconstruction :
Cette e´tape consiste a` construire une fonction u˜ line´aire par morceaux a` partir des
solutions uni moyennise´es sur chaque cellules.
u˜n = uni +
sni
h
(x− xi), xi−1/2 < x < xi+1/2
ou` sni est la pente de la droite pouvant eˆtre calcule´e de diffe´rente manie`res (voir
[31]).
2. On re´sout le proble`me de Riemann ge´ne´ralise´ (la donne´e initiale n’est plus constitue´e
de deux e´tats constants mais de deux e´tats line´aires) ∂w∂t + ∂f(w)∂x = 0,w(x, 0) = u˜n(x),
dont la solution est note´e w(.,∆t).







En utilisant un sche´ma pre´dicteur-correcteur, il est possible de remplacer la re´solution
d’un proble`me de Riemann ge´ne´ralise´ par celle d’un proble`me de Riemann classique (voir
[31]). Le correcteur s’e´crit sous la forme d’un sche´ma de Godunov.
Sche´mas TVD
Certains sche´mas d’ordres e´leve´s peuvent conduire a` l’apparition d’oscillations de la
solution au niveau des discontinuite´s. Afin de limiter ces oscillations, Harten (voir [34])
introduit la notion de sche´mas a` variation totale de´croissante ou TVD (Total Variation
Diminishing) dans le cas des e´quations non line´aires scalaires. Cette notion est en pratique
utilise´e dans le cadre des syste`mes de loi de conservation.
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De´finition 1.1. Dans le cas scalaire, la variation totale de´croissante de u solution de
(5.1) au temps t, note´e TV (u, t) est de´finie par






|u(x+ τ, t)− u(x, t)|dx.
On dit que u ve´rifie la proprie´te´ TVD si pour t2 ≤ t1,
TV (u, t2) ≤ TV (u, t1).
On peut de´finir cette notion d’un point de vue discret.
De´finition 1.2. La variation totale discre`te de la solution discre`te (uni ) au temps tn, note´e




|uni+1 − uni |.
La solution discre`te (uni ) ve´rifie la proprie´te´ TVD discre`te si
TV (un+1) ≤ TV (un),
pour deux instants tn et tn+1.
De´finition 1.3. Un sche´ma est dit TVD si la solution obtenue ve´rifie la proprie´te´ TVD.
De´finition 1.4. Un sche´ma est dit monotone si pour deux suites un = (unj ) et v
n = (vnj )
au temps tn
un ≥ vn ⇒ un+1 ≥ vn+1
ou` u ≥ v signifie que pour tout j, uj ≥ vj.
La proprie´te´ TVD d’un sche´ma assure sa monotonie dans le sens ou` il transforme une
suite monotone en une suite monotone. Le sche´ma ne produit pas d’oscillations, et peut
eˆtre d’ordre e´leve´. Cette notion s’e´tend mal aux dimensions supe´rieures.
Sche´mas ENO et WENO
Dans le but des sche´mas d’ordres e´leve´s meˆme au niveau des discontinuite´s, Harten et
al dans [35], ont introduit les sche´mas ENO (Essentially Non-Oscillatory). La principale
ide´e de ce type de sche´mas est d’utiliser le stencil le plus re´gulier parmi plusieurs afin
d’approcher les flux par une interpolation polynomiale au bord des cellules a` un ordre
e´leve´ et en meˆme temps d’e´viter les oscillations au niveau des discontinuite´s.
Alors que les sche´mas ENO se´lectionnent un stencil particulier dans le calcul du flux,
les sche´mas WENO calculent le flux comme une moyenne ponde´re´e des flux calcule´s aux
diffe´rents stencils possibles. Les poids sont ajuste´s en fonction de la re´gularite´ de la solution
de fac¸on que les stencils pour lesquelles la solution n’est pas re´gulie`re aient un poids nul. Les
sche´mas WENO se comporte alors comme les sche´mas ENO au niveau des discontinuite´s
(voir [51],[40].
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2 Cas multidimensionnel
Certains sche´mas permettant de re´soudre le syste`me (5.1) peuvent eˆtre e´tendus au cas
multidimensionnel (d ≥ 2). C’est notamment le cas du sche´ma de Lax Friedrich ou de Lax
Wendroff.
Une autre fac¸on de re´soudre un proble`me de lois de conservation en dimension multiple
sur des maillages carte´siens consiste a` de´composer le proble`me dans chacune des direc-
tions x, y, et z en 3D et se ramener ainsi a` la re´solution de proble`mes 1D. La solution
multidimensionnelle est alors reconstruite a` l’aide d’un ope´rateur dit de splitting.
Enfin, d’autres sche´mas du type sche´ma de Roe peuvent eˆtre e´tendus au cas multidimen-
sionnel via la me´thode des volumes finis.
Comme dans le cas 1D, il est e´galement inte´ressant de pouvoir construire des sche´mas
d’ordres e´leve´s (au moins 2). Une fac¸on d’obtenir de tels sche´mas consiste a` utiliser la me´-
thode MUSCL (monotonic upstream schemes for conservation laws) introduite par Van
Leer. On a vu que dans le cas des volumes finis, le flux s’e´crit sous la forme
f (num)(ui,uj ,nij)
ou` ui et uj sont des e´tats constants de part et d’autre de la frontie`re Γij commune aux
cellules Ci et Cj . Dans l’approche MUSCL, le flux est remplace´ par un flux du type
f (num)(uij ,uji,nij)
ou` uij et uji sont des approximations d’ordres 2 de la solution de chaque cote´ de la frontie`re
Γij . Ces approximations d’ordre 2 sont calcule´es en suivant les 3 e´tapes suivantes
1. Pre´diction du gradient ∇ui = (∇xui,∇yui) en 2D.
2. Extrapolation line´aire de´finissant les valeurs uij et uji de chaque cote´ de Γij .
3. Proce´dure de limitation. Cette e´tape a pour but de limiter la pente du gradient qui, si
elle est trop importante, peut cre´er des oscillations dans le sche´ma. Cette proce´dure
qui consiste a` multiplier le gradient par une matrice diagonale corrige l’extrapolation
obtenue a` l’e´tape pre´ce´dente.
Les sche´mas ENO et WENO peuvent e´galement eˆtre e´tendus au cas multidimensionel.
Nous n’avons pre´sente´ qu’une partie infime des sche´mas existants. Tous les de´crire
serait trop long, voir impossible. En effet, un grand travail de de´veloppement de sche´mas
robustes donnant des solutions entropiques et d’ordre au moins e´gale a` 2 a e´te´ re´alise´ durant
ces dernie`res anne´es aussi bien en hydrodynamique qu’en magne´tohydrodynamique, en 1D
ou en multiD.
3 Cas des e´quations de la MHD.
Durant ces dernie`res anne´es les e´quations de la magne´tohydrodynamique ont suscite´
un grand inte´reˆt. De nombreux travaux portant sur l’approximation nume´rique de ces
e´quations ont de´bute´ notamment dans les anne´es 80 aussi bien dans le cas de la dimension
1 que dans des domaines multidimensionnels (2D et 3D).
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 = 0 (5.18)
Ce syste`me est comple´te´ avec l’e´quation
divB = 0 (5.19)




























(E + p)vx −Bx(Bxvx +Byvy +Bzvz)

(5.22)














Notons qu’en dimension 1, l’e´galite´ (5.19) en dimension 1 s’e´crit
∂Bx
∂x
= 0 c’est a` dire
que Bx = constante. Bx est conside´re´ comme connu et n’apparaˆıt pas dans le vecteur des
inconnues (5.21).
Les e´quations de la MHD sont bien plus complique´es que les e´quations de l’hydrodyna-
mique. Elles forment un syste`me non-strictement hyperbolique (dans certains cas, certaines
valeurs propres peuvent eˆtre e´gales), non-convexe (certains champs caracte´ristiques pou-
vant eˆtre ni vraiment non line´aire, ni line´airement non de´ge´ne´re´) (voir [13], [38], [63]).
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Cette complexite´ a pour conse´quence l’existence d’ondes et de chocs (appele´s chocs in-
terme´diaires) non-re´guliers. Il donne e´galement des crite`res que doit ve´rifier la conditions
initiale du proble`me de Riemann afin d’avoir unicite´ de la solution. Ces crite`res permettent
d’e´viter l’apparition de solutions non-re´gulie`res. Dans [71], Torrilhon e´tudie le comporte-
ment de diffe´rents sche´mas nume´riques sur des proble`mes de Riemann avec des conditions
initiales proches de celles pour lesquelles il n’y a pas unicite´. Il met en e´vidence que tous
les sche´mas convergent vers une mauvaise solution sauf pour des maillages tre`s fin. Ce phe´-
nome`ne, appele´ convergence non-uniforme, peut eˆtre limite´, selon l’auteur, en minimisant
la diffusion nume´rique. Dans [74], Torrilhon et al utilisent des sche´mas d’ordres e´leve´s (de
type WENO d’ordres 5 et 9). Ils observent le meˆme type de comportement des solutions
nume´riques. Cependant, la convergence vers la bonne solution nume´rique est obtenue avec
un maillage moins fin que dans le cas des sche´mas d’ordre 2.
De nombreux sche´mas mono et multi-dimensionnels ont e´te´ de´veloppe´s afin de tenter de
re´soudre nume´riquement les e´quations de la magne´tohydrodynamique. Dans le cas 1D,
de nombreux solveurs de Riemann approche´s ont e´te´ e´crits dans le but de concevoir des
sche´mas de type Godunov robustes, et adapte´s a` la re´solution de proble`mes faisant in-
tervenir des chocs. Dai et Woodward ont propose´ plusieurs sche´mas 1D et multiD, base´s
sur des solveurs de Riemann approche´s dans [79], [17], [18], [20], [19]. Les solveurs utilise´s
sont essentiellement base´s sur des de´compositions de caracte´ristiques. Dans [17], [20] et
[19], les auteurs utilisent une me´thode de splitting, conc¸ue pour des maillage carte´siens,
pour passer d’un sche´ma 1D a` un sche´ma multidimensionnel. Cette me´thode consiste a`
de´composer le proble`me multidimensionnel en plusieurs proble`mes 1D. Chaque proble`me
1D est associe´ a` une direction et les de´rive´es dans les autres directions sont suppose´es
nulles. Cette technique s’e´crit sous la forme











Lx∆t est un ope´rateur 1D dans la direction x avec le pas de temps ∆t. Les flux a` travers les
interfaces pour les proble`mes 1D sont calcule´s a` l’aide d’un solveur de Riemann approche´
propose´ par les meˆmes auteurs dans [18] et dans [20]. Dans [64], les auteurs proposent un
solveur de Riemann non line´aire proche de celui propose´ par Dai et Woodward dans [17].
L’ide´e du solveur est de reconstruire la solution du proble`me de Riemann a` partir des e´tats
constants initiaux et des conditions de sauts a` travers un processus ite´ratif.
Dans [13], Brio et Wu proposent un sche´ma de Roe d’ordre 2. Ils construisent une matrice
de Roe dans le cas d’un gaz polytropique avec γ = 2. La matrice de Roe propose´e est la
jacobienne du syste`me MHD calcule´e a` un e´tat moyen de´pendant de deux e´tats constants
V i+1/2(U i,U i+1) ou` les V i+1/2 ve´rifient
1. V i+1/2(U i+1,U i) = V i+1/2(U i,U i+1),
2. V i+1/2 continue et V i+1/2(U ,U) = U ,
3. V i+1/2 est tel que les valeurs propres de A(V i+1/2) soient re´elles.
et tel que
F (U i+1)− F (U i) = A(V i+1/2)(U i+1 −U i). (5.23)
Dans le cas γ = 2, Brio et Wu obtiennent
V i+1/2(U l,U r) = (ρ,u, By, Bz, H
∗)




, p∗ = p+
1
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Dans le cas γ 6= 2, la matrice Ai+1/2 est e´gale a` la jacobienne calcule´e a` un e´tat moyen
satisfaisant les proprie´te´s de V i+1/2 mais ne ve´rifiant pas force´ment la condition
F (U i+1)− F (U i) = A(V i+1/2)(U i+1 −U i).
Le sche´ma ainsi construit permet d’obtenir une bonne re´solution des discontinuite´s. Les
auteurs mettent aussi en e´vidence la non-convexite´ des e´quations de la MHD en montrant
que certains champs caracte´ristiques ne peuvent eˆtre ni line´airement de´ge´ne´re´s, ni vraiment
non-line´aires. Ceci a pour conse´quence la complexite´ des ondes MHD. Brio et Wu illustrent
leur propos par la mise en e´vidence de l’existence d’une onde compose´e constitue´e d’un
choc rattache´ a` une onde de rare´faction de la meˆme famille. Ils proposent e´galement une
renormalisation des vecteurs propres a` droite de la jacobienne du syste`me, ceux-ci n’e´tant
pas bien de´finis dans certains cas (voir aussi [63]). Dans [15], Cargo et Gallice proposent de
calculer une matrice de Roe pour la MHD, valable pour n’importe quelle valeur de γ, e´gale
a` celle obtenue par Brio et Wu dans le cas γ = 2. Ils e´crivent que le saut de la pression
magne´tique entre deux e´tats ne de´pend pas uniquement de la moyenne sur B mais aussi
des variations de chacune des composantes conservatives. Ils montrent que le saut de la




ou` ∆ξ = ξl − ξr, ξl et ξr repre´sentant un e´tat a` gauche et ξl un e´tat a` droite. La scalaire







. Dans [58], les auteurs utilisent la matrice de Roe
de Cargo et Gallice afin de construire un sche´ma en dimension 2. Ils utilisent la me´thode
MUSCL et un sche´ma explicite du type Runge-Kutta afin d’obtenir un sche´ma d’ordre 2
en temps et en espace, ainsi que la correction d’entropie d’Harten ([34]) permettant d’e´car-
ter les chocs violant les conditions d’entropie pouvant apparaˆıtre dans sche´mas de Roe.
Dans [59], les auteurs proposent une famille de proble`mes de Riemann approche´s line´arise´s
afin de construire des sche´mas de Roe. Cette famille de´pend de plusieurs parame`tres et
conserve les relations de discontinuite´s. D’autres auteurs ont aussi utilise´ des sche´mas de
Roe (voir [60], [61], [63], [65], [5], [53]...).
Dans [49] et [32], les auteurs utilisent un sche´ma de type HLL. Plus pre´cise´ment, ils utilisent
un sche´ma connu sous le nom de HLLC, dans lequel le proble`me de Riemann approche´
ne contient pas un e´tat interme´diaire mais 2. Il permet de capturer les discontinuite´s de
contact. Le sche´ma est adapte´ a` la MHD. Les sche´mas de type HLL, bien qu’un peu moins
pre´cis et plus diffusifs que le sche´ma de Roe, pre´sentent l’avantage de ne pas ne´cessiter
de de´composition de valeurs et vecteurs propres, et d’eˆtre positifs. Janhunen ([37]) utilise
un solveur de Roe qu’il remplace par un solveur HLL lorsque la de´composition de Roe est
en passe de violer les conditions d’entropie. La me´thode utilise un sche´ma de Roe dans
les parties ou` il ne risque pas de donner une pression ne´gative. Un sche´ma HLL est e´gale-
ment utilise´ dans [53]. Un sche´ma contenant 4 e´tats constants, capable de capturer toutes
les discontinuite´s est propose´ dans [55]. La pre´cision du sche´ma est proche de celle d’un
sche´ma de Roe avec l’avantage d’eˆtre positif.
Dans [9], Barmin et al proposent un sche´ma 1D pre´dicteur correcteur, ve´rifiant la pro-
prie´te´ TVD, de type Lax-Friedrichs d’ordre 2. Le sche´ma ne ne´cessite que le calcul du
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rayon spectral de la matrice Jacobienne du flux. L’e´tape de reconstruction de la solution
aux interfaces des cellules utilise les limiteurs de pente permettant d’empe´cher le sche´ma
d’osciller a` proximite´ des discontinuite´s. Les auteurs proposent aussi une discussion sur les
ondes non e´volutives. Ils e´mettent l’ide´e que l’apparition de telles ondes peut eˆtre lie´e a` la
re´duction de la dimension du proble`me changeant les caracte´ristiques du proble`me. Ryu
et al proposent dans [64] un sche´ma 1D d’ordre 2 base´ sur le sche´ma TVD introduit par
Harten dans [34]. Ce sche´ma est e´tendu au cas multidimensionnel dans [65] et [66]. Dans
[65], l’extension se fait par une me´thode splitting et la condition divB = 0 est maintenue
par une proce´dure de projection effectue´e apre`s chaque pas de temps (voir Section 3). Dans
[66], les variables hydrodynamiques sont calcule´es par une me´thode de splitting. Le champ
magne´tique est obtenu par une me´thode appele´e constrained transport pre´sente´e dans la
Section 3. Un autre sche´ma de type TVD est e´galement teste´ par To´th dans [76] ou` il est
compare´ au sche´ma de Lax-Friedrichs et a` deux sche´mas de type FCT. Dans les me´thodes
FCT, dont le but e´tait principalement de construire un sche´ma maintenant la positivite´
de l’e´nergie dans les e´quations de l’hydrodynamique, une diffusion nume´rique importante
est ajoute´e au sche´ma, garantissant la positivite´ de la solution. Cette diffusion excessive
est corrige´e par un flux anti-diffusif dans un sche´ma pre´dicteur-correcteur (voir [11], et
[25] pour la MHD). Les sche´mas teste´s ont des performances similaires chacun ayant ses
avantages et ses inconve´nients en fonction des tests effectue´s.
Dans [42], les auteurs utilisent un sche´ma du type WENO d’ordre 5 avec un sche´ma de
type Runge-Kutta d’ordre 4 en temps. Les auteurs mettent e´galement en avant la ne´cessite´
de maintenir la condition (5.19) nume´riquement.
La proce´dure du sche´ma WENO de reconstruction d’une solution constante par morceau
en une solution polynomiale par morceau est utilise´e par diffe´rents auteurs ([14], [2], [4],
[3], [81]) dans des sche´mas centre´s d’ordres r e´leve´s. Ce type de sche´mas, ne ne´cessitant pas
de re´soudre un proble`me de Riemann, se de´compose en deux e´tapes. La premie`re consiste
a` reconstruire une solution polynomiale par morceaux non oscillante, d’ordre r, conservant
la valeur moyenne sur chaque cellule, en utilisant la proce´dure des sche´mas WENO. La
solution est alors calcule´e au pas de temps suivant en utilisant un maillage de´cale´. Les
flux ne font intervenir que des inte´grations re´gulie`res et peuvent eˆtre approche´s par des
formules de quadrature. Ce sche´ma s’e´tend au cas multidimensionnel (voir [41], [56] par
exemple).
Dans le cas multidimensionnel, plusieurs sche´mas de type Godunov, n’utilisant pas de
me´thode de splitting ont e´te´ propose´s, comme le sche´ma d’ordre 2 de´veloppe´ par Crockett
et al dans [16]. Le sche´ma est de type pre´dicteur-correcteur. Il utilise des solveurs de
Riemann afin de calculer les flux aux interfaces des cellules. On peut e´galement citer les
travaux de Gardiner et al. dans [29], ou encore de Londrillo et al. [52]...
Maintien de la condition divB = 0
Dans l’e´tude multidimensionnelle des e´quations de la MHD l’e´quation (5.19) apparaˆıt
comme une contrainte supple´mentaire. Si on re´e´crit l’e´quation d’induction
∂B
∂t




+ rot (B × v) = 0 (5.24)
3. Cas des e´quations de la MHD. 115




et donc divB est constant en temps. Le maintien de cette contrainte au cours du temps
d’un point de vue nume´rique n’est ge´ne´ralement pas satisfait par un sche´ma de type
volumes finis ou bien diffe´rences finies meˆme si le sche´ma utilise´ est conservatif. Dans
la litte´rature actuelle, une des principales pre´occupations est de construire des sche´mas
multidimensionnels satisfaisant (5.19) nume´riquement le plus pre´cise´ment possible. En
effet, le violation de cette contrainte peut mener a` des solutions non-physiques comme
cela a pu eˆtre montre´ par Brackbill et Barnes dans [12]. Les auteurs ont mis en e´vidence
que dans le cas ou` divB 6= 0, la force de Lorentz et le champ magne´tique ne sont pas
orthogonaux. Plusieurs approches ont e´te´ propose´e afin de maintenir une divergence nulle
au moins aux erreurs machines pre`s. La premie`re consiste a e´crire le champ magne´tique
sous la forme d’un potentiel vecteur A (voir [27])
B = rotA
et d’utiliser le potentiel vecteur a` la place du champ magne´tique. Avec cette e´criture,
l’ordre des de´rive´es spatiales est augmente´ d’une unite´, et l’ordre de pre´cision diminue´
d’autant. De plus le syste`me ne s’e´crit plus sous forme conservative, comme il l’e´tait avec
B. Ainsi cette approche n’est pas ou que tre`s peu utilise´e. Une autre approche consiste a`
projeter la solution sur l’espace des fonctions a` divergence nulle apre`s chaque pas de temps
(voir par exemple [4],[16],[69] ou [65]). Pour cela, on de´compose le champ magne´tique B∗
obtenu par un sche´ma quelconque a` un pas donne´
B∗ = rotA+∇Ψ.
En appliquant l’ope´rateur divergence a` l’e´quation ci-dessus, on obtient
∆Ψ = divB∗.
Le champ magne´tique est ensuite calcule´ en rajoutant une correction
Bn+1 = B∗ −∇Ψ.
Le champ Bn+1 ve´rifie bien la condition (5.19). Le fait de devoir re´soudre un proble`me de
Poisson a` chaque pas de temps apparaˆıt comme un inconve´nient car cette me´thode propo-
se´e augmente conside´rablement le temps de calcul. La divergence du champ magne´tique
est corrige´e a` une pre´cision e´gale a` celle du solveur de Poisson d’apre`s [77]. Le sche´ma est
plus robuste que le sche´ma de base.
Un autre approche propose´e par Powell dans [60] consiste re´e´crire les e´quations de la MHD
sans tenir compte de la condition divB = 0. Il modifie en re´alite´ le syste`me MHD e´crit
en utilisant les variables primitivesW = (ρ,v,B, p) et propose une fac¸on de supprimer la
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Fig. 5.2 – Placement du champ magne´tique b et de la composante z du champ e´lectrique
Ω en 2D.
ayant huit valeurs propres, la huitie`me e´tant associe´e a` la propagation de divB. Le syste`me
associe´ est appele´ ’8-wave formulation’ en anglais. Le solveur de Riemann associe´ a` cette
formulation s’ave`re eˆtre robuste, la divergence de champ magne´tique reste petite et la
conservation des quantite´s n’est pas trop de´te´riore´e d’apre`s l’article comparatif de To´th
[77]. Cependant, To´th montre e´galement que lorsque le proble`me e´tudie´ contient des chocs
importants, la nouvelle formulation peut fournir des solutions contenant des conditions de
sauts incorrects.
Une autre me´thode, appele´e ’Constrained Method (CT)’, introduite par Evans et Hawley
dans [27] utilise un maillage de´cale´ carte´sien (voir Figure 5.1) afin de maintenir la condition
(5.19) en diffe´rences finies. Cette me´thode a suscite´ un ve´ritable engouement et a e´te´ reprise
dans un tre`s grand nombre de sche´mas (par exemple [53], [29], [8], [6], [7], [20], [19], [2],
[77], [49], [23]...)
Contrairement aux sche´mas s’inspirant de l’hydrodynamique, le champ magne´tique est
calcule´ aux interfaces des cellules et non au centre comme c’est le cas pour les autres va-
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riables ρ, ρu et E.
Nous de´tailler un peu ce sche´ma car il est assez proche de celui que nous allons proposer.
Pour e´viter toute confusion dans la suite, on notera par b le champ magne´tique de´cale´
(calcule´ aux interfaces de cellules) et B le champ magne´tique centre´. B peut aussi repre´-
senter la valeur moyenne du champ magne´tique sur la cellule et b la valeur moyenne du
champ magne´tique sur l’interface (voir Figure 5.2). Dans un premier temps on se restreint
au cas 2D pour plus de clarte´ dans les notations. Cette me´thode s’e´tend imme´diatement
a` la 3D en rajoutant la direction z. La composante bx du champ magne´tique dans la di-
rection x est place´ au point (xi+1/2, yj) et la composante dans la direction y note´e b
y est
place´e au point (xi, yj+1/2). En 3D, les composantes du champ magne´tiques seront place´es
aux centres des faces. On note Ω la composante dans la direction z du champ e´lectrique
E = rot (v×B). Ω est calcule´ aux sommets des cellules (xi+1/2, yj+1/2) (en 3D, on calcule
la composante approprie´e du champ e´lectrique sur chaque areˆte des cellules). L’e´quation













ou` ∆x = xi+1/2 − xi−1/2, ∆y = yi+1/2 − yi−1/2, et ∆t est le pas de temps.








Il est facile de montrer que si div bn = 0 alors div bn+1 = 0. La divergence est conserve´e a`
chaque pas de temps.
La me´thode CT est reprise notamment par Dai et Woodward dans [20] et [19]. Les auteurs
calculent tout d’abord les diffe´rentes variables MHD au centre des mailles graˆce a` un
ope´rateur de splitting (voir Section 3). Les solutions aux centres des mailles respectent
le caracte`re conservatif de la MHD mais malheureusement le champ magne´tique n’est
pas a` divergence nulle. Pour cela, les auteurs proposent un moyen de calculer le champ
magne´tique aux interfaces des cellules afin de maintenir la condition (5.19) en reprenant la
me´thode CT. Dans le cas 3D, le champ magne´tique aux interfaces est obtenu en inte´grant
les e´quations de Bx, By, et Bz respectivement sur les interfaces x = xi−1/2, y = yj−1/2et


















[Exi−1/2(yi−1/2, zj+1/2)− Exi−1/2(yi−1/2, zj−1/2)]
− ∆t
∆x
[Ezk−1/2(xi+1/2, yj−1/2)− Ezk−1/2(xi−1/2, yj−1/2)],
(5.29)







[Exi−1/2(xi+1/2, zj−1/2)− Exi−1/2(xi−1/2, zj−1/2)]
− ∆t
∆z



























(On rappelle que E = v ×B.)
On note u le vecteur contenant les variables hydrodynamiques (ρ, ρv, e). En pratique, les
formules Exi, Eyj , et Ezk sont approche´es par
Exi−1/2 ≈ Ex[u˜∗i−1/2(yj−1/2, zk−1/2), B˜
∗
i−1/2(yj−1/2, zk−1/2)]
Eyi−1/2 ≈ Ey[u˜∗j−1/2(xi−1/2, zk−1/2), B˜
∗
j−1/2(xi−1/2, zk−1/2)]





















[B˜i−1/2(xi−1/2, yj−1/2,∆t) + B˜i−1/2(xi−1/2, yj−1/2, 0)],
et ou` B˜i−1/2(yj−1/2, zk−1/2,∆t) est la moyenne de B(∆t) le long de l’intervalle xi−1/2 <
x < xi+1/2, y = yj−1/2, z = zk−1/2. Les valeurs de u˜∗ sont calcule´es de fac¸on similaire. Ce
sche´ma conserve bien la divergence discre`te (5.27) e´tendue a` la dimension 3. La moyenne













En dimension 2, le sche´ma de Dai et Woodward se rame`ne a` calculer le champ e´lectrique
aux sommets des cellules. Ce calcul est effectue´ en interpolant les valeurs du champ ma-
gne´tique au centre des 4 cellules ayant le sommet en question en commun au pas de temps
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tn et les valeurs du champ magne´tique toujours dans ces 4 cellules au pas de temps tn+1
calcule´es a` l’aide du solveur de Riemann e´voque´ pre´ce´demment.
Dans [8], Balsara et Spicer reprennent aussi une me´thode de type CT. L’ide´e principale de
leur me´thode est que les variations du champ B sur une face de cube n’est rien d’autre que
la circulation du champ e´lectrique. La divergence est maintenue nulle aux erreurs machine
pre`s. Dans [7], Balsara propose un nouveau sche´ma le´ge´rement modifie´ pour des maillage
carthe´sien mais extensible pour des mailles te´trae´driques. Une comparaison de la me´thode
de Balsara et Spicer [8] et celle de Balsara [7] effectue´e par Li dans [49] montre que la
diffe´rence en terme de pre´cision entre les deux me´thodes n’est pas significative.
Dans [77], To´th propose une interpre´tation en terme de volumes finis de la me´thode CT. Il
montre qu’il est possible de se de´barrasser des variables b aux interfaces et de ne se servir
que B le champ magne´tique moyen sur la cellule en augmentant le stencil du sche´ma afin
de maintenir une divergence nulle discre´tise´e aux sommets des carre´s (en 2D). To´th pro-
pose e´galement un nouveau sche´ma consistant a` calculer le champ e´lectrique au centre des


















alors la contrainte (5.19) est conserve´e au cours du temps. Dans les sche´mas pre´sente´s, pour
des plasmas a` β faible, il arrive que l’e´nergie devienne ne´gative. Balsara et Spicer proposent
dans [8] de re´soudre ce proble`me en corrigeant l’e´nergie en lui ajoutant la diffe´rence entre
la pression magne´tique obtenu sur le maillage de´calle´ et celle obtenu par le sche´ma de base.
Dans [77], To´th pre´sente un comparatif de diffe´rentes me´thodes permettant de maintenir la
divergence nulle. Il compare la me´thode de Powell, la me´thode de projection et la me´thode
CT sur une se´rie de tests 2D. Il en tire les conclusions suivantes :
– La formulation a` 8 ondes de Powell est non-conservative et peut dans certain cas
donner des solutions avec des sauts incorrects.
– Le sche´ma de projection est consistant et a le meˆme ordre que le sche´ma de base
meˆme pour les discontinuite´s.
– Toutes les me´thodes peuvent eˆtre vues comme des modifications d’un sche´ma de
base.
– Tous les sche´mas sont d’ordre 2 sur des solutions re´gulie`res.
– Le sche´ma de Powell de´te´riore la conservation alors que les autres restent conservatifs.
– Le sche´ma de projection conserve la divergence du champ magne´tique avec la meˆme
pre´cision que celle du solveur de Poisson. La me´thode CT et la me´thode de To´th
maintiennent la divergence a` l’erreur machine.
– Les sche´mas de base sont moins robustes que les sche´mas modifie´s.
– Le sche´ma de Dai et Woodward peut produire des oscillations dans certains cas et
ainsi de´grader la pre´cision de la solution.
– Le sche´ma de projection, le sche´ma de Balsara et Spicer et le sche´ma de To´th sont
les plus pre´cis pour les tests pre´sente´s.
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Plus re´cemment, De Sterck a propose´ dans [23] une extension de la me´thode CT pour des
maillages non-structure´s et notamment pour des mailles te´trae´driques.
Une autre me´thode pour tenter de re´soudre le proble`me du maintien de la contrainte
(5.19) a e´te´ de´veloppe´e par Dedner et al. dans [24]. Ici, les auteurs modifient le syste`me
en couplant la contrainte (5.19) aux lois de conservation en introduisant un multiplicateur
de Lagrange ge´ne´ralise´. Ils introduisent pour cela une nouvelle variable Φ qui est couple´
au syste`me MHD par
∂B
∂t
+ rot (B × v) +∇Φ = 0 (5.31)
DΦ+ divB = 0 (5.32)
ou` D est un ope´rateur line´aire. Les auteurs pre´sentent plusieurs choix de D dont celui
correspondant au sche´ma de projection.
Enfin, toujours pour maintenir un champ magne´tique a` divergence nulle Torrilhon et al.
ont propose´ dans [75], [73] et [39] une autre manie`re d’imposer directement la condition
divB = 0 dans le flux. Contrairement aux autres travaux dans lesquels le champ magne´-
tique est modifie´ pour obtenir une divergence nulle, ils proposent de redistribuer les flux
afin de maintenir cette condition.
Re´cemment, dans le but d’utiliser d’effectuer des raffinements de maillage, des me´thodes
de reconstruction ont e´te´ propose´es notamment dans [6], [7], [53], [49]. Le but de ces me´-
thodes est de reconstruire des solutions polynomiales par maille et conservant la condition
divB = 0 nume´riquement sur des maillages carte´siens. Dans [7], Balsara donne des de´tails
pour reconstruire le champ magne´tique dans le cas de maillages te´trae´driques. De plus,
avec cette me´thode de reconstruction, Balsara propose d’utiliser des sche´mas en temps
d’ordre 2, 3 ou supe´rieur du type Runge-Kutta tout en maintenant la condition sur la
divergence du champ magne´tique.
Discre´tisation temporelle
Dans ce qui pre´ce`de les sche´mas cite´s s’inte´ressaient particulie`rement a` la discre´tisation
spatiale des e´quations et au maintien de la contrainte (5.19). La discre´tisation en temps doit
e´galement eˆtre prise en compte dans la conception d’un sche´ma. En effet, les phe´nome`nes
physiques de´crits par les e´quations de la MHD sont soumis a` une e´volution lente sur des
e´chelles de temps longues. Avant d’arriver a des phases physiquement inte´ressante, il est
ge´ne´ralement ne´cessaire d’atteindre des temps de l’ordre de 100 voir 1000 temps d’Alfve`n.
L’utilisation de sche´mas explicites semble peu adapte´e a` l’e´tude de tels phe´nome`nes lents.
En effet, ces types de sche´mas sont soumis a` la contraignante condition CFL sur les pas
de temps impose´e par les modes rapides (ondes magne´toaccoustiques rapides). Harned
et Kerner (voir [33]) ont introduit une classe de sche´mas semi-implicites plus approprie´e.
L’e´quation d’e´volution discre`tise´e pour la vitesse est e´crite sous la forme
(I − L)(vn+1 − vn)/∆t = F(vn,bn, pn, ρn)
. L’ope´rateur L est introduit comme ope´rateur de stabilisation nume´rique et permet l’acce`s
a` des pas de temps plus grands. De fac¸on ge´ne´rale Lerbinger et Luciani (voir [46]) (dans
le cadre de la fusion controˆle´e) et Amari et al. (voir [1]) choisissent l’ope´rateur elliptique
anisotrope L = c∆∆ + cLoLo ou ∆ est le laplacien et L0 est l’operateur MHD line´arise´
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autour d’un equilibre introduit au chapitre 2. La conse´quence est que dans la phase line´aire
le sche´ma est purement implicite (donc inconditionellement stable) et semi-implicite au
cours de la phase non line´aire entrainant alors une stabilite´ conditionelle. Un point essen-
tiel est le crite`re de choix de c∆ qui est e´troitement lie´ a` la re´solution spatiale. Tous les
auteurs cite´s pre´ce´demment qui utilisent un sche´ma semi-implicite choisissent le sche´ma
correspondant au cas L = c∆∆, ope´rateur comple`tement isotrope dont le roˆle peu se´lectif
est d’amortir tous les modes de fac¸on “isotrope”, les modes rapides ge`nant (car corres-
pondant a` des occillations rapides mais stables) mais aussi les autres modes utiles. Ainsi,
pour permettre une avance avec des pas de temps e´leve´s ces auteurs utilisent des valeurs
importantes de c∆ qui repre´sente un obstacle a` l’obtention d’une bonne re´solution spatiale
dans la phase non line´aire. Avec le choix plus ge´ne´ral de L dans Lerbinger et Luciani (voir
[46]) et Amari et al (voir [1]), c∆ est choisi des le de´part pour donner une bonne re´solution
spatiale. Un effort conside´rable doit cependant eˆtre re´alise´ du point de vue de l’alge`bre
line´aire pour obtenir un gain implicite/explicite en temps calcul machine, conside´rable.
Cette approche est de´veloppe´e tant pour les cas 2D + 1/2 que 3D.





e´quations de la MHD ide´ale
Dans les parties pre´ce´dentes, nous avons pre´sente´ quelques proprie´te´s des e´quations
de la magne´tohydrodynamique, quelques aspects the´oriques de l’approximation des lois de
conservation hyperboliques, ainsi qu’un re´capitulatif de sche´mas de´ja` de´veloppe´s en MHD.
La plupart des sche´mas MHD existant dans la litte´rature ont e´te´ e´crits sur des maillages
structure´s. Bien qu’attractifs par leur simplicite´ d’utilisation, ce type de maillage a pour
principal inconve´nient de ne pas permettre de mailler facilement des ge´ome´tries de type
sphe`re, tore, cylindre, ou des ge´ome´tries plus complexes. De plus la quasi totalite´ de codes
disponibles sont mono ou bidimensionnels et rarement tridimensionnels. En MHD, les
maillages non structure´s semblent eˆtre peu utilise´s. Ici, nous proposons et nous implantons
un nouveau sche´ma conduisant a` une divergence exactement nulle nume´riquement. Son
ide´e principale repose sur la modification du flux obtenu avec un sche´ma de type Roe, et
cela afin de maintenir exactement la condition divB = 0. Ce sche´ma est mis en oeuvre dans
un code 3D appele´ TETRAMHD. Nous montrons l’efficacite´ et la performance nume´rique
de notre code a` travers divers tests.
Deux autres me´thodes reposant sur une correction du champ magne´tique a` chaque pas
de temps sont aussi propose´es ici. Toutefois, elles ne sont pas implante´es nume´riquement.
1 Les sche´mas propose´s
Soit Ω un polye`dre de R3 borne´ et (Th) une famille de triangulations ve´rifiant les
hypothe`ses classiques de re´gularite´. Les approches volumes finis propose´es ici consistent
a` utiliser un solveur de Riemann 1D approche´ pour calculer les flux nume´riques a` travers
chaque face du maillage. Notons que la possibilite´ d’utiliser un tel solveur 1D est due au fait
que les e´quations de la MHD sont invariantes par rotation. Ainsi, le flux a` travers chaque
face se rame`ne au calcul d’une solution d’un proble`me de Riemann approche´ obtenu par
projection des e´quations MHD dans la direction normale n a` la face. Plus pre´cise´ment,
soit K un e´le´ment quelconque du maillage et ∂K le bord de K. On note Kf le voisin de
K a` travers la face f et nK,f la normale a` la face f dirige´e de K vers Kf (voir figure Fig
6.1). On conside`re le repe`re orthonorme´ direct (n, τ 1, τ 2) ou` τ 1 et τ 2 sont deux tangentes





Fig. 6.1 – Repre´sentation d’un e´le´ment K et de son voisin Kf ayant en commun la face
f .
a` la face ve´rifiant τ 2 = n× τ 1. En supposant U constant dans chacun des e´le´ments K, le

















ρu.nu.τ 1 −B.nB.τ 1
ρu.nu.τ 2 −B.nB.τ 2
u.nB.τ 1 − u.τ 1B.n
















ou` |K| est la mesure de l’e´le´ment K, Uh(x, tn) est la solution approche´e du syste`me MHD



























Φ(UnK ,UKnf ,nK,f )|f | (6.4)
ou` Φ est le flux nume´rique dans la direction de la normale nK,f .
Montrons maintenant comment effectuer la rotation pour se ramener aux composantes
multidimensionnelles. On note respectivement R la matrice orthogonale de rotation trans-
formant le repe`re (n, τ 1, τ 2) en la base canonique du repe`re carte´sien usuel de R3. Les
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2 . Les colonnes de R
−1 sont les
vecteurs colonnes nK,f , τ 1 et τ 2.
Afin d’expliciter les flux calcule´s a` travers chaque face, on introduit l’application
Ψf : R8 → R8
agissant sur les variables conservatives MHD qui exprime les variables MHD dans le repe`re
local (n1, τ1, τ2) et qui place la composante normale de B en dernie`re position. L’applica-
tion Ψf est de´finie par































Ψ−1f [Φ(S ◦Ψf (UnK), S ◦Ψf (UnKf ))]|f | (6.5)
Les flux sont donc calcule´s a` partir de flux 1D. En pratique, nous proposons d’utiliser
un solveur de Roe dont nous rappelons brie`vement les principaux aspects dans la section
suivante. Un sche´ma de type HLL propose´ par Miyoshi et Kusano dans [55] a e´galement
e´te´ teste´.
Les deux premie`res me´thodes que nous proposons ici consistent a` corriger le champ
magne´tique obtenu a` chaque pas de temps, apre`s calcul des flux, et cela afin qu’il soit
exactement a` divergence nulle. Autrement dit, il s’agit de me´thodes de type pre´dicteur-
correcteur. L’avancement de toutes les variables MHD se re´sume dans les trois cas aux
e´tapes suivantes a` chaque pas de temps.
1. Etape 1 : Avancement des variables hydrodynamiques et calcul du champ magne´-
tique interme´diaire.
Dans cette premie`re e´tape, l’objectif est d’avancer en temps les variables hydro-
dynamiques par le solveur de Roe, explique´ dans un paragraphe ci-dessous. Ainsi,














,nK,f )|f | (6.6)
Les variables hydrodynamiques au pas de temps n+1 sont alors extraites directement
de Un+1/2K . Uniquement le champ magne´tique B
n+1/2 ne´cessite une correction afin
qu’il devienne a` divergence nulle.
2. Etape 2 : Avancement du champ magne´tique.
Soit Lh un sous espace de dimension finie de L2(Ω). Dans deux des trois me´thodes
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propose´es ici Bn+1 est calcule´ en corrigeant Bn+1/2 directement. Ainsi, le champ
Bn+1h s’e´crit sous la forme
Bn+1 = ChBn+1/2,
ou` Ch est un ope´rateur discret de (Lh)3 dans W 0h = (Lh)
3 ∩H(div ; Ω). Notons que
W 0h n’est rien d’autre que l’espace des fonctions vectorielles constantes par morceaux
dont les composantes normales a` travers les faces entre les e´le´ments sont continues
(les e´le´ments de W 0h sont donc a` divergence nulle exactement).
La diffe´rence entre les deux me´thodes se situe au niveau de la fac¸on de construire
l’ope´rateur discret Ch. De´taillons un peu plus cette construction.
Me´thode 1 : projection par utilisation du potentiel vecteur. Notons par
C l’ope´rateur de projection de L2(Ω)3 dans H00(div ;ω). Dans le chapitre 3, on a
montre´ que
∀w ∈ L2(Ω), Cw = rot (Tw),
ou` T est l’ope´rateur qui associe a` chaque champ w ∈ L2(Ω)3 l’unique champ v de
H(rot ; Ω) ∩H0(div ; Ω) solution ve´rifiant







Quand w est a` divergence nulle, v = Tw n’est autre que le potentiel vecteur associe´
a` w et ve´rifiant
curlv = w, div v = 0 et v.n = 0 sur ∂Ω.
Dans le chapitre 3, on a propose´ aussi une approximation de l’ope´rateur Th en utili-
sant les e´le´ments H(rot) de Ne´de´lec qui sont affines par morceaux. L’approximation
Ch correspondante de l’ope´rateur C s’e´crit
Chwh = rot (Thwh),
pour toute fonction wh ∈ Lh. Il est e´vident que Chwh ∈W 0h pour tout wh ∈ (Lh)3.
On renvoie au chapitre 3 pour tous les de´tails de cette approximation.
Me´thode 2 : Projection par une formulation mixte hybride. SoitWh l’espace
de dimension finie des fonctions vectorielles affines par morceaux et appartenant a`
H(div ; Ω). Cet espace est construit avec les e´le´ments de Raviart-Thomas de plus bas
degre´
Wh = {q ∈W 0(Ω),∀K ∈ Th, q|K ∈ RT0(K)}.
L’ide´e principale de cette deuxie`me technique consiste a` construire l’ope´rateur discret
de correction Ch en utilisant une approximation mixte hybride comme celle utilise´e
dans le chapitre 3 pour approcher le champ potentiel.
Soit donc wh de (Lh)3. On souhaite ajouter une correction au champ wh afin d’ob-
tenir un champ zh dans W 0h . Par analogie avec l’approximation du champ potentiel
dans le chapitre 3, zh est solution d’un proble`me de la forme
Trouver (zh,Φh) ∈W 0h × L0h tel que












uhdiv zh = 0.
(6.7)
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ou` Φh est une inconnue discre`te appartenant a` L0h. Autrement dit, la difference
zh−wh est obtenue a` partir de wh en re´solvant le proble`me de Poisson ∆u = divwh
discretise´ par une me´thode mixte. D’un point de vue nume´rique, ce proble`me se sim-
plifie e´norme´ment une fois re´e´crit avec une formulation mixte hybride en introduisant
des multiplicateurs de Lagrange. Tous les de´tails concernant cette question ont e´te´
pre´sente´s dans le chapitre 3. Notons que le champ zh ainsi est obtenu est a` divergence
exactement nulle et appartient a` l’espace W 0h . On montre facilement que zh = wh si
divwh = 0.
L’ope´rateur de correction Ch est celui qui associe a` wh le champ zh. Cette me´thode
est utilisable uniquement pour des choix de conditions aux limites ade´quates sur le
champ magne´tique.
Dans le code TETRAMHD que nous avons e´crit, ces deux me´thodes ne sont pas encore
implante´es en raison des temps de calcul qu’elles ne´cessitent. En effet, a` chaque pas de
temps, il est ne´cessaire d’inverser un grand syste`me line´aire de taille e´gale au nombre
des faces. Toutefois, nous envisageons d’inte´grer ces deux me´thodes dans ce code tre`s
prochainement, apre`s un travail sur le pre´conditionnement des matrices associe´s.
Nous privile´gierons l’implantation dans TETRAMHD d’une troisie`me me´thode qui ne
repose pas sur une correction du champ magne´tique, mais plutoˆt sur celle du flux sur les
faces. Son ide´e principale consiste a` modifier le flux correspondant au champ magne´tique
afin que ce dernier soit a` divergence nume´rique nulle. Nous de´taillerons par la suite le calcul
de ce flux dans les deux paragraphes qui suivent. A chaque pas de temps, il se de´compose
en deux e´tapes : une e´tape de calcul des flux par un sche´ma de type Roe permettant
d’avancer les variables hydrodynamiques. La deuxie`me e´tape consiste a` modifier la partie
du flux surfacique correspondant au champ magne´tique.
1.1 Calcul des variables hydrodynamiques : sche´ma de Roe 1D
Le principe des sche´mas de type Roe pour les lois de conservation a e´te´ expose´ au
chapitre 5. Rappelons brie`vement les caracte´ristiques principales de ce type de me´thodes.
Dans les sche´mas de Godunov, les flux sont calcule´s a` travers chaque face par la re´solution
de proble`me de Riemann, la solution sur la face e´tant utilise´e pour calculer les flux. Les
solveurs de Riemann exact sont ge´ne´ralement couˆteux. D’autre part, en MHD, le proble`me
de Riemann n’est pas encore bien re´solu. L’ide´e propose´e par Roe (voir par exemple [31])
consiste a` line´ariser le flux se ramenant ainsi a` un proble`me de Riemann. Ceci se rame`ne
a` construire une matrice A(UL, UR) calcule´e en un e´tat interme´diaire de´pendant des deux
e´tats constants UL et UR du proble`me de Riemann. Cette matrice doit eˆtre consistante
avec la jacobienne du syste`me, posse´der des valeurs propres et des vecteurs propres re´els,
et ve´rifier la relation
F (UR)− F (UL) = A(UL, UR)(UR − UL).
Dans [13], Brio et Wu proposent une line´arisation de Roe pour les e´quations de la MHD
dans le cas particulier γ = 2. Dans les cas γ 6= 2, les auteurs sugge`rent de remplacer la
matrice de Roe par une jacobienne calcule´e en un e´tat moyen. Dans Cargo et Gallice, [15],
les auteurs construisent une matrice de Roe sans contraintes sur γ qui de´pend des deux
e´tats. La construction de cette matrice est base´e sur l’ide´e originale consistant a` e´tablir
une relation entre les sauts de pression magne´tique et les sauts de densite´. Enfin, dans [59],
Pogorelov et Semenov proposent une famille de matrices de Roe de´pendant de plusieurs
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parame`tres. Dans la suite nous rappelons la matrice de Roe construite par Cargo et Gallice
que nous utiliserons dans notre sche´ma.











































∆ξ = ξr − ξl.




0 1 0 0 0 0 0
δ21 δ22 δ23 δ24 δ25 δ26 δ27
−uv v u 0 −Bx 0 0




























δ21 = −u2 + (2− γ)X + γ − 12 |u|
2,
δ22 = 2u− (γ − 1)u,
δ23 = −(γ − 1)v,
δ24 = −(γ − 1)w,
δ25 = (2− γ)By,
δ26 = (2− γ)Bz,
δ27 = γ − 1,
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et
δ71 = −uH + u(δ21 + u2) + Bx
ρ
(u).(B)




δ73 = uδ23 − Bx
ρ
By,
δ74 = uδ24 − Bx
ρ
Bz,
δ75 = uδ25 −Bxv,
δ76 = uδ26 −Bxw,
δ77 = u+ uδ27.
Les valeurs propres et les vecteurs propres de la matrice A sont de´taille´s dans [15].
Les sche´mas de Roe ont comme principal de´faut de pouvoir produire des chocs non
entropiques au voisinage des points soniques. Dans [34], Harten propose d’introduire une
correction d’entropie qui consiste a` ajouter de la viscosite´ artificielle aux valeurs propres
s’approchant de 0. En pratique, si λ est une telle valeur propre, |λ| est remplace´ par la
fonction Ψ ve´rifiant
Ψ(λ) =
 |λ|, si |λ| ≥ δλ2 + δ2
2δ
si |λ| < δ.
ou` δ > 0 est un parame`tre ajustant l’amplitude de la viscosite´ ajoute´. δ est ge´ne´ralement
de´termine´ de manie`re empirique.
1.2 Maintien de la divergence de B par modification du flux
Le sche´ma que nous proposons a pour ambition de satisfaire
divB = 0. (6.11)
Expliquons le calcul de flux dans ce sche´ma et cela pour un maillage te´trae´drique non
uniforme. Pour cela, conside´rons une surface plane S quelconque de normale exte´rieure
note´e n (voir Fig.6.2). En multipliant l’e´quation d’induction (2.19) par n, on a
∂B
∂t
.n = rot (u×B).n.
Or
rot (u×B).n = div T [(u×B)× n]
= div T [u.nB −B.nu]
ou` div T est l’ope´rateur de divergence tangentielle a` la face.
En conse´quence, on a
∂B.n
∂t
+ div T [B.nu− u.nB] = 0. (6.12)














Fig. 6.3 – Exemple de notations sur une face de te´trae`dre.
L’e´quation (6.12) peut ainsi eˆtre vue comme une loi de conservation surfacique. En inte´-








((B.n)u− (u.n)B).νS = 0, (6.13)
ou` νS est la normale (tangentielle a` S) exte´rieure a` ∂S.
Supposons de´sormais que S est la face d’un te´trae`dre T dont les areˆtes sont note´es ti,











ou` νS,ti est la normale a` ti tangentielle a` S (voir Fig.6.3).
Soit τ un vecteur tangent a` l’areˆte t. On a
νS,t = εS,tn× τ




























Ainsi, le calcul des flux ΦSt se rame`ne au calcul de l’inte´grale de la composante tangentielle
du champ e´lectrique sur chaque areˆte.










Ainsi le calcul de ΦSt ne de´pend que des composantes de B et u dans les directions n1 et
n2. En particulier, si on conside`re deux faces S et S′ du te´trae`dre T telles que S ∩ S′ = t,
le calcul de ΦSt de´pend uniquement des composantes normales de B et u sur les faces S
et S′.
Dans [8], les auteurs mettent en e´vidence une dualite´ entre les flux MHD et le champ
e´lectrique. Dans notre approche, nous proposons de reprendre cette ide´e sur des maillages
te´trae´driques. En inte´grant le syste`me (2.32) sur un e´le´ment K, on obtient que le flux





(u.n)B − (B.n)u. (6.19)
pour les composantes du champ magne´tique. Nume´riquement, au temps n, si on pose
nτ = τ × n, et si on multiplie (6.19) par nτ , en vertu de (6.18), comme τ = n × nτ on














ou` |t| et S repre´sentent respectivement la mesure de l’areˆte t et de la face S. Il est ainsi
possible de calculer une approximation de l’inte´grale de la composante tangentielle du
champ e´lectrique a` partir des flux nume´riques sur les faces. En pratique, pour une areˆte t
donne´e, la composante tangentielle du champ e´lectrique est calcule´e sur chacune des faces
contenant l’areˆte, puis moyennise´e.
La me´thode propose´e ici permet d’avancer les composantes normales du champ magne´-
tique sur chaque face. Il est ne´cessaire de connaˆıtre le champ magne´tique au centre des






calcule´s sur chaque face du maillage peuvent eˆtre vus comme les composantes normales de
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la variation par rapport au temps du champ magne´tique, qui ne sont rien d’autre que les
degre´s de liberte´ des e´le´ments de Raviart-Thomas de bas degre´s. Provenant d’un rotation-
nel, ce champ appartenant a` l’espace H(div ; Ω), est a` divergence nume´riquement nulle. Il




centre est alors constant par maille a` composantes normales continues a` travers les faces
des e´le´ments. Le sche´ma propose´ conserve ainsi la divergence du champ magne´tique initial.
La deuxie`me approche consiste a` voir les composantes tangentielles du champ e´lectrique
comme les degre´s de liberte´ des e´le´ments de Ne´de´lec de bas degre´s dans H(rot ; Ω). Il est
alors possible d’avancer directement le champ magne´tique en temps au centre des mailles
en calculant le rotationel discret de E. Le champ ainsi obtenu est e´galement a` divergence
nulle, constant par maille et a` composante normale continue a` travers les faces des e´le´ments.
2 Re´sultats nume´riques du code TETRAMHD
En re´sume´, le sche´ma propose´ ne ne´cessite que quelques modifications du sche´ma de
base (ici un sche´ma de Roe), et l’ajout d’une e´tape supple´mentaire. Cette modification
est peu couˆteuse en terme de temps de calcul, et elle est relativement simple a` mettre en
oeuvre. Cette me´thode est tre`s facilement adaptable a` d’autres discre´tisations temporelles
et laisse e´galement une grande liberte´ du choix des solveurs servant a` calculer les flux a`
travers les faces. Le code tridimensionnel TETRAMHD, e´crit en C++, permet de traiter
diffe´rentes ge´ome´tries.
Dans cette partie, diffe´rents tests nume´riques issus de la litte´rature sont pre´sente´s.
Ces re´sultats ont e´te´ obtenus a` l’aide de notre code 3D TETRAMHD associe´ au sche´ma
propose´.
Test 1 : Tube monodimensionnel a` choc de Brio et Wu
Ce test standard en MHD, propose´ par Brio et Wu ([13]) permet de de´montrer la ca-
pacite´ d’un code MHD a` capturer des chocs et des discontinuite´s. On conside`re l’intervalle
1D I = [0, 800]. Ce test consiste a` re´soudre un proble`me de Riemann sur I. La condition
initiale est donne´e par les deux e´tats constants,{
UL = (ρL, ρuL, ByL, pL) = (1,0, 1, 1)
UR = (ρR, ρuR, ByR, pR) = (0.125,0,−1, 0.1)
avec Bx = 0.75, et Bz = 0. L’indice γ est choisit e´gal a` 2. Une solution 1D servant de re´-
fe´rence est calcule´e avec le solveur de Roe 1D de Cargo et Gallice (voir [15]). Une solution
obtenue avec notre code 3D dans le domaine [0, 800] × [0, 4] × [0, 4] est compare´e a` cette
solution de re´fe´rence. Des conditions aux limites pe´riodiques sont utilise´es sur les parois
{y = 0}, {y = 4}, {z = 0} et {z = 4}..
Dans les figures Fig.6.4 a` 6.6, la solution de re´fe´rence (trait continu rouge) et la solution
obtenue par le code 3D (croix bleus) sont concordantes. De la gauche vers la droite, la
solution est compose´e d’une onde de rare´faction rapide, d’une onde compose´e lente, d’une
discontinuite´ de contact, d’un choc lent et d’une onde de rare´faction rapide. L’onde com-
pose´e, conse´quence de la non-convexite´ du syste`me MHD ide´ale (voir [13]) est relativement
bien capture´e par le sche´ma propose´.
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Fig. 6.4 – Comparaison de la solution 1D de re´fe´rence avec la solution calcule´e par le code
3D pour la pression a` gauche et la densite´ a` droite en fonction de x a` t = 80.












Fig. 6.5 – Comparaison de la solution 1D de re´fe´rence avec la solution calcule´e par le
code 3D pour la premie`re (a` gauche) et la deuxie`me (a` droite) composante de la vitesse
en fonction de x a` t = 80.
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Fig. 6.6 – Comparaison de la solution 1D de re´fe´rence avec la solution calcule´e par le code
3D pour la deuxie`me composante du champ magne´tique en fonction de x a` t = 80.
Test2 : Proble`me d’Orszag-Tang
Ce test 2D a e´te´ e´tudie´ par de nombreux auteurs (voir par exemple [77, 42, 48, 65, 52])
aux e´chelles de temps et d’espace pre`s. Il permet d’e´valuer le comportement d’un code
MHD face a` la formation de chocs et a` leurs interactions. Les conditions initiales du test
pre´sente´ ici sont
ρ0(x, y, z) =
25
36pi
, u0(x, y, z) = sin(2piy), v0(x, y, z) = sin(2pix)
p0(x, y, z) =
5
12pi
, Bx0(x, y, z) = − sin(2piy), By0(x, y, z) = sin(4pix),
et γ = 5/3. La solution est calcule´e dans le domaine [0, 1] × [0, 1] × [0, 0.06] avec une
condition CFL de 0.1. Nous utilisons des conditions aux limites pe´riodiques dans toutes
les directions.
Dans la figure Fig. 6.7 , nous pre´sentons la solution obtenue pour la pression au temps
t = 0.1 avec un maillage contenant respectivement 64, 64 et 4 noeuds dans les directions
ex, ey et ez. Cette solution est compare´e a` la solution 2D obtenu par Gardiner et Stone
([28]) sur un maillage 2D contenant 512 noeuds dans les directions ex et ey par un sche´ma
d’ordre 3. Dans les figures Fig. 6.8 et Fig. 6.9 nous comparons la pression et la pression
magne´tique obtenues par notre code 3D au temps t = 0.48 avec la solution propose´e par
Ryu et al dans [66] qui sert ici de solution de re´fe´rence. La solution est pre´sente´e en noir
et blanc afin de faciliter la comparaison. Les profils de pression et de pression magne´tique
sont repre´sente´s le long de la droite y = 0.4277. Les profils obtenus par notre code sont
globalement concordant avec ceux de Ryu et al. Le maillage utilise´ pour le calcul de notre
solution e´tant moins fin (90 points en x et en y et 4 en z) que celui de Ryu et al (257 points
en x et en y), certaines discontinuite´s ou certains chocs sont un peu atte´nue´s par rapport a`
la solution de re´fe´rence. Cependant, les solutions obtenues sont e´galement en accord avec
les re´sultats obtenus dans [28] pour des tailles de maillage similaires aux noˆtres. Les figures
Fig.6.10 et Fig.6.11 repre´sentent des coupes dans le plan {z = 0.03} du profil de densite´
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ainsi que des isocontours de la densite´, de la pression et de la pression magne´tique.
Afin de valider la capacite´ de notre code a` satisfaire nume´riquement la condition (6.11),
nous avons trace´ dans la figure Fig.6.12 l’e´volution de ‖divB‖0,Ω en fonction du temps
jusqu’a` t = 0.5. Bien que la divergence du champ magne´tique augmente au cours du temps,
elle reste tre`s petite, montrant l’efficacite´ de la me´thode utilise´e.
Fig. 6.7 – Pression a` t = 0.1 obtenue par Gardiner et Stone (source de l’image :
http ://www.astro.princeton.edu/ jstone/tests/index.html) a` gauche et par notre code
a` droite visualise´e sur le plan {z = 0.03}.
Test 3 : advection d’une boucle magne´tique
Dans ce proble`me de´crit dans [28], une boucle magne´tique est advecte´e pendant un
certain temps, permettant de faire apparaˆıtre d’eventuelles oscillations ou un exce`s de






condition CFL e´gale a` 0.1. La densite´ et la pression sont e´gales a` 1, avec γ = 5/3. La
vitesse est donne´e par u = sin(pi/3) et v = cos(pi/3). et w = 0. Le champ magne´tique est
initialise´ par un potentiel vecteur A ou` A est de´fini par
A = max(C(R0 − r), 0)ez.
C est une constante e´gale a` 1e−3, R0 est un re´el e´gal a` 0.3 et r =
√
x2 + y2. Les figures
Fig.6.13 repre´sentent les valeurs de |B|2 au temps t = 0 a` gauche et au temps t = 2 a`
droite. Au temps t = 2, on peut observer une le´ge`re de´formation des contours de |B|2,
alors qu’ils devraient rester circulaires. Ceci peut s’expliquer par le fait que le sche´ma
propose´ n’e´tant que d’ordre 1 en temps et en espace, il est diffusif. D’autre part, d’apre`s
le graphique de la figure Fig.6.14, il semblerait que la perte l’e´nergie magne´tique de´croisse
un peu plus rapidement que dans [28]. Entre t = 0.8 et t = 1.4, deux oscillations appa-
raissent. Ces oscillations ne correspondent pas a` un mauvais comportement de notre code.
Elles apparaissent au moment ou` les boucles magne´tiques atteignent le bord et sont la
conse´quence de la fac¸on dont ont e´te´ imple´mente´es les conditions de bord pe´riodiques.
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Fig. 6.8 – Pression a` t = 0.48 obtenue par Ryu et al (source de l’image :
http ://www.journals.uchicago.edu) a` gauche et par notre code a` droite visualise´e sur
le plan {z = 0.03}. Les abscisses de la coupe de p repre´sentent le nombre de points utilise´s
dans la repre´sentation de la solution.
Fig. 6.9 – Pression magne´tique a` t = 0.48 obtenue par Ryu et al (source de l’image :
http ://www.journals.uchicago.edu/) a` gauche et par notre code a` droite visualise´e dans
le plan {z = 0.03}. Les abscisses de la coupe de |B|
2
2
repre´sentent le nombre de points
utilise´s dans la repre´sentation de la solution.
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Fig. 6.10 – Visualisation de la densite´ et des contours de la densite´ dans le plan {z = 0.03}
a` t = 0.48
Fig. 6.11 – Visualisation des contours de la pression (a` gauche) et de la pression magne´-
tique (a` droite) dans le plan {z = 0.03} a` t = 0.48.
138 6. Sche´mas pour la MHD ide´ale













Fig. 6.12 – Variation de ‖divB‖0,Ω en fonction du temps t.
Fig. 6.13 – Visualisation de |B|2 a` t = 0 a` gauche et a` t = 2 a` droite.
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Fig. 6.14 – Variation de ‖B‖2 en fonction du temps t.
Test 4 : Blast Wave Test
Dans cet exemple e´tudie´ par diffe´rents auteurs ([8, 28, 52, 80]), on conside`re une zone
circulaire a` pression e´leve´e d’un plasma plonge´ dans un champ magne´tique uniforme faisant
naˆıtre une explosion. Nous utilisons ici les meˆme conditions que Londrillo et Del Zanna
([52]). L’explosion est ici e´tudie´e dans un cylindre de rayon 1 et de hauteur 1, d’axe l’axe
z. La densite´ est e´gale a` 1 dans tout le domaine. La vitesse est nulle. Le champ magne´tique
est uniforme, de norme (euclidienne) e´gale a` 10. On choisit Bx = By =
10√
2
, et Bz = 0.
La pression est e´gale a` 1 dans tout le domaine sauf a` l’inte´rieur d’un cylindre de rayon
r = 0.125 d’axe z ou` p = 100. La solution est avance´e au temps t = 0.02 avec une condition
CFL de 0.1. Des conditions de bord pe´riodiques sont utilise´es pour les deux sections du
cylindre. Les parois late´rales du cylindre ne sont pas atteintes par les ondes durant la
simulation. Les re´sultats obtenus sont comparables a` ceux propose´s dans [52]. Dans les
figures Fig. 6.15-6.17, nous pre´sentons une vue en coupe suivant le plan {z = 0.5} de
la pression, la densite´, et |B|2 sur la partie gauche , et 40 isocontours de chacune de ces
quantite´s sur les parties droites. Ce test fait apparaˆıtre des discontinuite´s et des chocs MHD
forts de´montrant la robustesse de notre code face a` ce type de proble`mes repre´sentatif de
certains cas d’astrophysique, domine´s par une e´nergie magne´tique. La syme´trie par rapport
au champ magne´tique initial est e´galement bien pre´serve´e traduisant l’absence d’effet de
maillage sur la solution.
Dans la figure Fig.6.18, nous pre´sentons a` gauche une visualisation de la divergence
sur le demi-cylindre infe´rieur, et a` droite l’e´volution de la norme L2 de la divergence en
fonction du temps. Bien que la divergence augmente au cours du temps, celle-ci reste
relativement petite, e´tant de l’ordre de 1e−12.
Test 5 : test 3D
Dans la litte´rature, les tests MHD tridimensionnels sont rares. La plupart des cas
sont traite´s en 2D. Dans [44], Keppens et al proposent un test MHD dans le cube Ω =
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Fig. 6.15 – Visualisation de la pression a` t = 0.02.
Fig. 6.16 – Visualisation de la densite´ a` t = 0.02.
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Fig. 6.17 – Visualisation de |B|2 a` t = 0.02.

















Fig. 6.18 – A gauche, visualisation de divB au temps t = 0.085 et a` droite e´volution de
‖divB‖L2(Ω) en fonction du temps t.
142 6. Sche´mas pour la MHD ide´ale
[−0.5, 0.5]3 afin de tester leur me´thode de raffinement de maillages. Nous proposons de
reproduire ce test bien qu’il n’ait pas e´te´ teste´ a` notre connaissance dans d’autres travaux.




La pression et la densite´ sont de´finies par
p0 =
{




10 si (x+ 0.1)2 + y2 + z2 < 0.0016,
1 sinon.
La vitesse initiale est nulle. Les conditions aux limites sont pe´riodiques dans les trois
directions de l’espace. Dans la figure Fig 6.19, nous pre´sentons un profil de pression et de
densite´ au temps t = 0.4 dans le plan {x = 0} pour une solution calcule´e avec un maillage
constitue´ de 90 points dans chacune des directions. La solution obtenue et les e´chelles de
grandeur sont similaires a` celles propose´es par Keppens et al. Deux pics, que nous ne
retrouvons pas dans notre solution, apparaissent dans la solution de Keppens et al. Ceci
pourrait eˆtre explique´ par le fait que la re´solution que nous utilisons ici est bien moins
importante que celle utilise´e par Keppens et al qui re´alisent ce test utilisant des me´thodes
de raffinement de maillage adaptatif.
Fig. 6.19 – Profils de densite´ (a` gauche) et de pression (a` droite) au temps t = 0.4 dans
le plan {x = 0}.
3 Conclusion
Dans ce chapitre, nous avons propose´ une me´thode de type volumes finis permettant
d’approcher nume´riquement les solutions des e´quations de la magne´tohydrodynamique.
Cette me´thode, base´e sur des solveurs de Riemann 1D et construite pour des maillages
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te´trae´driques, est associe´e a` une approximation par e´le´ments finis du champ magne´tique.
Le champ magne´tique est maintenu a` divergence nulle par une approche de type transports
contraints intensivement utilise´e sur des maillages uniformes. Les composantes normales
du champ magne´tique calcule´es sur les faces des te´trae`dres permettent d’obtenir une ap-
proximation au centre des maillages de manie`re naturelle. Meˆme au centre, le champ
magne´tique est composante normale continue et a` divergence nulle (aux erreurs machines
pre`s) contrairement a` ce que l’on peut ge´ne´ralement obtenir dans le cas de maillages uni-
formes.
Les diffe´rents tests nume´riques issus de la litte´rature de´montrent la capacite´ de notre me´-
thode a` re´soudre diffe´rents proble`mes faisant intervenir des chocs ou des discontinuite´s.
Les re´sultats obtenus sont satisfaisants bien que le sche´ma ne soit, pour le moment, que
d’ordre 1 en temps et en espace.
Un des objectifs finaux de ce travail est d’appliquer la me´thode pre´sente´e a` des e´tudes de
stabilite´ MHD dans les tokamaks. Dans ce cas, les conditions initiales sont des e´quilibres
magne´tostatiques. Les premiers calculs font apparaˆıtre un certain nombre de difficulte´s
a` re´soudre avant d’aboutir a` cet objectif. En effet, au bout de quelques pas de temps,
la pression croit assez rapidement et vraisemblablement de manie`re anormale sur le bord
inte´rieur du tore. Deux sources de proble`mes sont pour le moment envisage´es. Le nombre
β du plasma dans ce type de proble`me est relativement faible (de l’ordre de 10e−5 pour
le cas e´tudie´) ne´cessitant une correction d’e´nergie pour maintenir une pression positive
et assurer le bon de´roulement du calcul. Il s’agit de ve´rifier ici si cette correction peut
eˆtre suffisamment importante pour pouvoir modifier de manie`re significative la pression.
La deuxie`me source de proble`me pourrait re´sider dans le choix de conditions aux limites
ade´quates pour ce type de proble`me. En effet, sur le bord du tore, les conditions impose´es
sont B.n = 0 et u.n = 0. Or, les sche´mas de type Godunov ne´cessitent le calcul de flux
sur le bord. En pratique, cela se fait par l’utilisation de cellules fictives sur le bord dans
lesquels les variables conservatives sont impose´es afin de satisfaire les conditions aux li-
mites impose´es. Dans notre cas, la seule e´quation MHD pour laquelle nous devons calculer
un flux est l’e´quation du mouvement faisant apparaˆıtre un terme de´pendant de la pression
magne´tique. Cette pression ne´cessite d’avoir une information sur le champ magne´tique
tangentiel sur le bord. Les donne´es des conditions initiales proviennent du code axisy-
me´trique CHEASE (voir [139]). Les e´quilibres magne´tostatiques sont exactement ve´rifie´s,
notamment sur le bord du domaine. Une comparaison des re´sultats doit eˆtre effectue´e
avec les re´sultats fournis par le code XTOR. Ce code non-conservatif pre´sente l’avantage
de traiter les conditions aux limites de manie`re naturelle.
Il reste donc dans ce travail a` identifier la principale source d’erreur et essayer de trouver
une solution efficace a` la re´solution de ce proble`me.




Nous avons propose´ une me´thode permettant de calculer des champs de Beltrami et des
configurations d’e´quilibres magne´tostatiques. L’efficacite´ de la me´thode a e´te´ de´montre´e
a` travers les diffe´rents tests nume´riques pre´sente´s. Les re´sultats obtenus avec notre code
3D sont en accord avec les re´sultats attendus, aussi bien sur des solutions analytiques que
pour les applications en fusion. Cependant, quelques ame´liorations destine´es a` diminuer
le temps de calcul peuvent eˆtre apporte´es a` la me´thode propose´e. En effet, le syste`me
rot-div et l’e´quation de transport sont re´solus plusieurs fois dans l’algorithme. Un pre´con-
ditionnement des syste`mes matriciels associe´s a` ces deux proble`mes pourrait s’ave´rer tre`s
be´ne´fique a` l’ame´lioration de la rapidite´ du code TETRAFFF.
Le sche´ma conservatif mis en oeuvre pour la re´solution des e´quations de la magne´tohydro-
dynamique permet de maintenir un champ magne´tique a` divergence nume´riquement nulle.
Le champ magne´tique calcule´ au centre dans notre me´thode est naturellement a` divergence
nulle et a` composantes normales continues. Les tests pre´sente´s de´montrent bien la capacite´
de notre code a` capturer des chocs et des discontinuite´s. Les premiers re´sultats pre´sente´s
ici sont par conse´quent tre`s encourageants. Diffe´rentes ame´liorations peuvent e´galement
eˆtre apporte´es a` notre code. Il pourrait eˆtre inte´ressant d’ame´liorer le calcul du champ
e´lectrique sur les areˆtes du maillage par des me´thodes plus e´labore´es faisant intervenir
moins d’interpolation ou une interpolation ponde´re´e. Une fois re´gle´e les proble`mes lie´s aux
applications en fusion e´voque´s au chapitre 6, il serait e´galement inte´ressant d’augmenter
l’ordre du sche´ma en temps et en espace. Un autre aspect important a` prendre en compte
dans ce type de proble`mes est la discre´tisation en temps. Les phe´nome`nes e´tudie´s sont
lents et les pas de temps sont soumis a` la contraignante condition CFL. L’adaptation
des me´thodes semi-implicites propose´es dans [1] ou [46] a` notre sche´ma permettrait de




Egalite´ des valeurs propres
Dans le tableau Tab.A.1, nous pre´sentons un re´capitulatif des cas pour lesquels deux
valeurs propres peuvent eˆtre e´gales.
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λ0 λ1 λ2,1 λ2,2 λ3,1 λ3,2 λ4,1 λ4,2
λ0 = u.ω = 0
λ1 = B.ω = 0 B.ω = 0 B.ω = 0 B.ω = 0
λ2,1
=










= B × ω = 0
et χ ≤ |B|2
B.ω = 0 B.ω = 0 ou




= B × ω = 0
et |B|2 = χ
λ3,2
= B × ω = 0
et |B|2 = χ
λ4,1
= B.ω = 0
λ4,2
=




Annexe du chapitre 3
1 Proof of Lemma 4.1.
The existence and the unicity of a solution to the problem (3.32) can be proved by
mean of Babuska-Brezzi theorem. Consider the subspace V of W 0 defined as
V = {p ∈W 0(Ω),
∫
Ω
vdiv pdx = 0, ∀v ∈ L20(Ω)},
= {p ∈W 0(Ω), divp = cte},
= {p ∈W 0(Ω), divp = 0}.




p.q, (p, q) ∈W 0(Ω)×W 0(Ω)
is V-elliptic.





with q ∈W 0 and u ∈ L20(Ω).
We can prove that the inf-sup condition is statisfied for b(., .). Let us introduce the map
R defined on L20(Ω) by
Rv = ∇φv, ∀v ∈ L20(Ω)
where φv ∈ H1(Ω) with
∫
Ω
φv = 0 is solution of
{
∆φv = v dans Ω,
∂φv
∂n
= 0 sur ∂Ω.
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≥ 1‖R‖ > 0.
2 Proof of Lemma 4.4
Existence and uniqueness are straightforward consequences of (3.50). It remains to
prove the error estimate. We set ξ = λ− λh. Then,
ah(ξ, ξ) = ah(ξ, λ− wh) for all wh ∈Wh.
Let wh ∈Wh and set ϕ = λ− wh. Then,





















where we used the inequality (see, e. g., Grisvard [122], Th. 1.5.1.10)
‖v‖2L2(∂Ω) ≤ K0(δ−1h ‖v‖2L2(Ω) + δh‖v‖2H1(Ω)),
which is valid for if 0 < δh < 1. The constant K0 depends neither on δh nor on v. Thus,
since δhσ < 1, we get
(1− σδh)‖|ξ‖| ≤ C(δ1/2h ‖ϕ‖H1(Ω) + δ−1/2h ‖ϕ‖L2(Ω)).





Dans cette partie, nous donnons le de´tails des calculs permettant de de´montrer que
l’ope´rateur MHD line´arise´ L de´fini par (2.74) dans le chapitre 2 est autoadjoint. On rappelle




{∇(v.∇p0 + γp0div v)
+ rot rot (v ×B0)×B0 + rotB0 × rot (v ×B0)}
(C.1)
Soient ξ et ξ′ deux vecteurs de R3. On peut montrer [10] que
∇(ξ.∇p) + rotB ×Q = B × {rot (ξ × rotB)} − div ξ∇p. (C.2)
ou` Q = rot (ξ ×B).





{ξ′.[∇(γpdiv ξ + ξ.∇p) + rotQ×B + rotB ×Q]
= ξ′.[∇(γpdiv ξ) +B × rot (ξ × rotB)− div ξ∇p+ rotQ×B}
(C.3)
en utilisant l’e´galite´ (C.2).
On a
ξ′.[∇(γpdiv ξ)] = ∇(ξ′γpdiv ξ)− div ξ′γpdiv(ξ)
A l’aide des e´galite´s
a.(b× c) = b.(c× a) = c.(a× b) (C.4)
et
div (a× b) = b.rota− a.rot b (C.5)
on montre que
ξ′.(rotQ×B) = −(ξ′ ×B).rotQ
= −div (Q× (ξ′ ×B))−QQ′.
De la meˆme fac¸on, on obtient
ξ′.B × {rot [ξ × rotB]} = rot {ξ × rotB}.(ξ′ ×B)
= div ((ξ × rotB)× (ξ′ ×B)) + (ξ × rotB).Q′
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{div {ξ′γpdiv ξ −Q× (ξ′ ×B)
+ [ξ × rotB]× [ξ′ ×B]} − γpdiv ξdiv ξ′
−Q.Q′ + [ξ × rotB].Q′ − div ξξ′.∇p.}
(C.6)
En utilisant l’e´galite´
(a× b)× (c× d) = [(a× b).× d]c− [(a× b).c]d
on montre que
(ξ × rotB)× (ξ′ ×B) = [(ξ × rotB).B]ξ′ − [(ξ × rotB).ξ′]B





{div {ξ′γpdiv ξ −Q× (ξ′ ×B) + ξ′ξ.(rotB ×B)−B(ξ′ × ξ).rotB}
−Q.Q′ + ξ.(rotB ×Q′)− div ξ(γpdiv ξ′ + ξ′.∇p)}.




{div {ξ′γpdiv ξ − ξγpdiv ξ′ −Q× (ξ′ ×B)
+Q′ × (ξ ×B) + ξ′ξ.∇p− ξξ′.∇p−Bξ′ × ξ.rotB}
+ div {ξ(γpdiv ξ′ + ξ′.∇p)−Q′ × (ξ ×B)}
−Q.Q′ + ξrotB ×Q′ − div (ξ)(γpdiv ξ′ + ξ′.∇p)}
(C.7)
On montre facilement que
div {ξ(γpdiv ξ′ + ξ′.∇p)−Q′ × (ξ ×B)}
−Q.Q′ + ξrotB ×Q′ − div (ξ)(γpdiv ξ′ + ξ′.∇p) = ρξ.L(ξ′) (C.8)
Enfin, en utilisant la relation





{ρξL(ξ′) + div (ξ′[γpdiv ξ + ξ.∇p−Q.B])
+ div (ξ[Q′.B − γpdiv ξ′ − ξ′.∇p])
+ div (B[(ξ′ × ξ).rotB +Q.ξ′ −Q′.ξ)}
(C.9)
En inte´grant sur un volume V et en supposant que B.n = 0, ξ.n = 0 et ξ′.n = 0 sur le
bord de V on obtient ∫
V
ρξ′.L(ξ)− ξ.L(ξ′)dV = 0
et on e´tablit ainsi que l’ope´rateur L est formellement autoadjoint.
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Annexe D
Quelques rappels sur les lois de
conservation
Nous rappelons quelques re´sultats the´oriques sur l’e´tude des lois de conservation hy-
perboliques. Pour plus de de´tails, le lecteur pourra par exemple lire [30], [31], [47], [43],
[68]...
Soit Ω un ouvert de Rp. Un syste`me d’e´quations aux de´rive´es partielles est dit syste`me de
lois de conservation en dimension d s’il s’e´crit sous la forme
∂u
∂t
+∇.f(u) = 0, (D.1)
ou` t > 0, et u : Rd×[0,+∞[→ Ω. Les fonctions fj , 1 ≤ j ≤ p, appele´es flux, sont re´gulie`res

















fij(u) = 0, (D.2)
ou` fj(u) = (f1j(u), ..., fpj(u))T appartient a` Rp.
1 Ge´ne´ralite´s
On note Aj(u) = f ′j(u), la matrice jacobienne de f j . Pour tout vecteur unitaire
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Le syste`me (D.2) est dit hyperbolique si pour tout u ∈ Ω, et pour tout ω ∈ Rd la ma-
trice A(u,ω) admet p valeurs propres re´elles λ1(u,ω), λ2(u,ω), ..., λp(u,ω) et p vecteurs
propres re´els correspondants.
Si les valeurs propres sont toutes distinctes, le syste`me (D.2) est dit strictement hyperbo-
lique.
Un champ caracte´ristique est dit vraiment non line´aire s’il ve´rifie
∀u, ∇λk(u,ω).rk(u,ω) 6= 0.
Un champ caracte´ristique est dit line´airement de´ge´ne´re´ s’il ve´rifie
∀u, ∇λk(u,ω).rk(u,ω) = 0.
Le syste`me (D.2) est dit convexe si tous les champs sont line´airement de´ge´ne´re´s ou vraiment
non line´aires.
Conside´rons maintenant le proble`me (D.2) associe´ a` la condition initiale
u(x, 0) = u0(x), (D.3)
ou` u0 : Rd → Ω est une fonction donne´e. Une fonction u : Rd → [0,+∞[ est une solution
classique du proble`me de Cauchy (D.2)+(D.3) si u est une fonction de classe C1 qui satisfait
(D.2) partout.
En ge´ne´rale une telle solution n’existe pas au dela` d’un temps fini meˆme si u0 est une






f(u) = 0 (D.4)







ou` a(u) = f ′(u). En introduisant les courbes caracte´ristiques associe´es a` (D.4) de´finies
comme les courbes inte´grales de l’e´quation diffe´rentielle
dx(t)
dt
= a(u(x(t), t)), x(0) = x0
on peut montrer ces courbes caracte´ristiques sont des droites le long desquelles u est
constant (voir par exemple [31]). La vitesse de propagation des ondes est a(u). Au bout
d’un certain temps ces droites peuvent se couper en un point ou plusieurs points auxquels
u peut prendre plusieurs valeurs. Il est donc ne´cessaire d’introduire une notion de solution
faible.
Soit C10(Rd × [0,+∞[) l’espace des fonctions vectorielles de classe C1 a` support compact.
On suppose que la donne´e initiale u0 du proble`me de Cauchy (D.2)+(D.3) appartient a`
L∞loc(Rd)p. Une fonction u ∈ L∞loc(Rd × [0,+∞[)p est une solution faible du proble`me de
Cauchy (D.2)+(D.3) si u(x, t) ∈ Ω presque partout et satisfait
















u0(x).φ(x, 0)dx = 0.
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Si la solution faible est re´gulie`re, alors c’est une solution classique.
Les solutions faibles contiennent ge´ne´ralement des discontinuite´s. Notons Σ une surface de
discontinuite´ et n = (nt,nx) un vecteur normal a` Σ. A travers la discontinuite´, la solution




[f j(u)]nxj = 0
ou` [w] = wR −wL, et wR et wL repre´sentent respectivement les valeurs w a` droite et a`
gauche de la discontinuite´.
Les proble`mes du type (D.2)+(D.3) admettent en ge´ne´ral des solutions au sens faible mais
malheureusement ces solutions ne sont pas uniques. Un crite`re permet de se´lectionner une
solution re´pondant au proble`me physique e´tudie´ : c’est l’entropie. On suppose que Ω est
convexe. Une fac¸on d’obtenir le crite`re d’entropie consiste a` passer a` la limite (lorsque








f j(uν)− ν∆uν = 0.
2 Notion d’entropie
Rappelons maintenant la notion d’entropie (voir par exemple [68]). On se place dans






f(u) = 0 (D.5)
avec u = (u1, ..., up). On appelle paire d’entropie (U,F (U)) toute paire de fonctions ve´ri-
fiant







pour k = 1, ..., p. Cela s’e´crit
∇uF = (∇uU)T .∇uf . (D.6)
On montre (voir [68]) alors que l’e´galite´ (D.6) est e´quivalente, en posant A(u) = ∇uf , a`
(∇2uU.A(u))T = ∇2uU.A(u). (D.7)
Inversement, si on (D.7), on a (D.6).






F (U) = 0. (D.8)






F (U) ≤ 0. (D.9)
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La perte de l’e´galite´ d’entropie se fait au niveau des discontinuite´s.
Dans le cas multidimensionnel, U : Ω→ R convexe est une entropie pour le syste`me (D.1)
























pour les solutions faibles. En 1D (p = 1), (D.7) est automatiquement ve´rifie´e. Toute
fonction convexe peut servir d’entropie.










































Si p ≥ 3, (D.7) est un syste`me de p(p− 1)
2
e´quations pour une inconnue. Le syste`me
est surde´termine´. Le syste`me n’admet pas force´ment de solution mais pour beaucoup de
proble`mes physiques, on a une entropie associe´e (ex : Euler 3D, MHD...).









satisfait (D.7) car ∇2uU = id.
Lorsque A(U) est syme´trique, alors le syste`me est dit syme´trique. Le cas syme´trique est





obtenue par inte´gration de (D.9). Dans ce cas, avec U(u) =
1
2
|u|2, cette ine´galite´ traduit
la stabilite´ L2.
Revenons au cas ge´ne´ral non syme´trique. Si il existe une entropie U , alors en posant
v = ∇uU(u),
3. Proble`me de Riemann 157
on montre que l’application
u→ v







avec g(v) = f(u(v)) et on a
(∇vg)T = ∇vg.
Un syste`me est donc symetrisable si et seulement si il admet une entropie strictement
convexe.
3 Proble`me de Riemann






f(u) = 0 (D.10)
associe´ a` la condition initiale u0(x) de la forme
u0(x) =
{
uG si x < 0,
uD si x < 0.
(D.11)
uL et uD sont deux e´tats constants. La re´solution du proble`me de Riemann est importante
dans le sens ou` la connaissance de la solution de ce type de proble`me est ne´cessaire dans
la construction de sche´mas nume´riques (du type Godunov par exemple).
Avant de rappeler le principal re´sultat concernant la re´solution du proble`me de Riemann,
de´taillons les ondes simples permettant d’en construire une solution. Dans la suite, on
suppose que tous les champs caracte´ristiques sont soit vraiment non line´aires, soit line´ai-
rement de´ge´ne´re´s.
Ondes de rare´factions
On conside`re uniquement les solutions du proble`me de Riemann de la forme
























(A(v(ξ))− ξI)v′(ξ) = 0.
Alors, soit v′(ξ) = 0 ou soit ξ est une valeur propre de A(v(ξ)) et v′(ξ) un vecteur propre
associe´, c’est a` dire qu’il existe un indice k tel que λk(v(ξ)) = ξ et v′(ξ) = αk(ξ)rk(v(ξ)).
Dans le cas ou` v′(ξ) 6= 0, on a
Dλk(v(ξ).v′(ξ) = 1
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en diffe´renciant l’e´quation portant sur λk. Si le k-ie`me champ caracte´ristique est vraiment






Si le k-ie`me champ caracte´ristique est vraiment non line´aire et v ve´rifie (D.12) avec


















est une solution faible du proble`me (D.10) + (D.11). Une telle solution est appele´e k-onde
de rare´faction reliant les e´tats uL et uR qui doivent appartenir a` la meˆme courbe inte´grale
de rk, λk devant passer de uL a` uR le long de cette courbe.
Chocs et discontinuite´s de contact
Etant donne´s deux e´tats constants uL et uR appartenant a` Ω, on conside`re les solutions
constantes par morceaux. Soit la discontinuite´ d’e´quation x = ξ(t), la solution recherche´e
est discontinue, elle doit donc satisfaire les conditions de Rankine-Hugoniot qui s’e´crivent
en dimension 1
σ[u] = [f(u)] (D.13)
ou` σ = ξ′ est la vitesse de propagation de la discontinuite´. Une fonction de la forme
u(x, t) =
{
uL, si x < σt,
uR, si x > σt,
(D.14)
est une solution faible du proble`me de Riemann si σ ve´rifie (D.13). Cette solution est
appele´e onde de discontinuite´. Etant donne´ un e´tat u0 ∈ Ω, on souhaite connaˆıtre tous les
e´tats u ∈ Ω pouvant eˆtre relie´s a` u0 par une onde de discontinuite´.
De´finition 3.1. L’ensemble de Rankine-Hugoniot de u0 est l’ensemble des e´tats u ∈ Ω
tels qu’il existe σ(u0,u) ∈ R avec
σ(u0,u)(u− u0) = f(u)− f(u0).
L’ensemble de Rankine-Hugoniot est caracte´rise´ par le the´ore`me
The´ore`me 3.1. Soit u0 ∈ Ω ∈ Ω. L’ensemble de Rankine-Hugoniot est localement com-
pose´ de p courbes re´gulie`res Sk(u0), 1 ≤ k ≤ p. De plus, pour chaque k, il existe une
parame´trisation de Sk(u0) : ε → Ψk(ε) de´finie pour |ε| ≤ ε1, avec ε1 suffisamment petit,
telle que









3. Proble`me de Riemann 159
Dans le cas ou` le k-ie`me champ caracte´ristique est vraiment non line´aire la courbe
Sk(u0) est appele´e k-courbe de choc.
Si uR appartient a` la k-courbe de choc de Sk(uL) ou si uL appartient a` la k-courbe de
choc de Sk(uR), une solution du proble`me de Riemann de la forme (D.14) est appele´e
k-onde de choc.
Dans le cas ou` le k-ie`me champ caracte´ristique est line´airement de´ge´ne´re´, on a le the´ore`me
The´ore`me 3.2. Si le k-ie`me champ caracte´ristique est line´airement de´ge´ne´re´, la courbe
Sk(u0) est une courbe inte´grale du vecteur rk, et
σ(u0,Ψ(ε)) = λk(Ψ(ε)) = λk(u0).
Si le k-ie`me champ caracte´ristique est line´airement de´ge´ne´re´ et si uR appartient a` la
k-courbe de choc de Sk(uL) ou si uL appartient a` la k-courbe de choc de Sk(uR), une
solution faible du proble`me de Riemann de la forme (D.14) est appele´e k-discontinuite´ de
contact.
En utilisant les ondes simple pre´sente´es pre´ce´demment, le the´ore`me de Lax nous donne
un re´sultat d’existence et d’unicite´ au proble`me de Riemann (dans le cas d’un syste`me
convexe).
The´ore`me 3.3. On suppose que tous les champs caracte´ristiques sont soit line´airement
de´ge´ne´re´s, soit vraiment non line´aires. Alors pour tout uL ∈ Ω, il existe un voisinage W
de uL dans Ω tel que si uR ∈ W, le proble`me de Riemann (D.10)+ (D.11) admet une
solution faible entropique forme´e d’au plus (p + 1) e´tats constants et se´pare´s par au plus
p ondes simples : chocs, rare´factions, discontinuite´s de contact. De plus cette solution est
unique. Elle est note´e wR(x/t,uL,uR).







ou` A est une matrice constante de taille r × r.
On note λi, 1 ≤ i ≤ p les valeurs propres de A et ri un vecteur propre associe´. On ordonne
les valeurs propres telles que
λ1 ≤ λ2 ≤ .... ≤ λr.
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Contribution a` la re´solution des e´quations de la magne´tohydrodynamique et
de la magne´tostatique.
Resume´ : L’e´tude des interactions entre un plasma et un champ magne´tique joue un roˆle im-
portant dans diffe´rents domaines tels que la fusion thermonucle´aire par confinement magne´tique,
les plasmas astrophysiques. En e´volution, ces interactions sont de´crites par les e´quations de la ma-
gne´tohydrodynamique (MHD). A l’e´quilibre, les e´quations de la MHD se re´duisent a` celles de la
magne´tostatique. Les e´quations de la magne´tostatique forment un syste`me d’e´quations aux de´ri-
ve´es partielles non line´aires en dimension 3 faisant intervenir le champ magne´tique et la pression
cine´tique du plasma. Quand on ne´glige la pression, le champ magne´tique est alors dit de Beltrami.
Nous proposons de re´soudre nume´riquement les e´quations re´gissant les champs de Beltrami par
un algorithme ite´ratif de type point fixe associe´ a` des me´thodes d’e´le´ments finis. Cette strate´gie
ite´rative est e´tendue au cas des configurations d’e´quilibres avec pression. On s’inte´resse ensuite a`
l’approximation des e´quations de la MHD ide´ale instationnaires. Il s’agit d’un syste`me de loi de
conservation hyperbolique non line´aire. Nous proposons une approche de type volumes finis dans
laquelle les flux sont calcule´s par une me´thode de Roe sur un maillage te´trae´drique et ou` les flux
du champ magne´tique sont modifie´s afin de satisfaire la contrainte de divergence nulle qui lui est
impose´e. Les me´thodes propose´es ont e´te´ implante´es dans deux nouveaux codes tridimensionnels
TETRAFFF pour les e´quilibres, et TETRAMHD pour la MHD. Les re´sulats nume´riques obtenus
par ces codes montrent la performance des me´thodes employe´es.
Mots cle´s : magne´tohydrodynamique, magne´tostatique, champs de Beltrami, champs sans force,
fusion magne´tique, e´le´ments finis, volumes finis
Contribution to the resolution of magnethydrodynamic and mangetostatic equations.
Abstract : Interaction between a plasma and a magnetic field appears and has an important role in
various domains such as thermonuclear fusion by magnetic confinement or astrophysical plasmas for
example. In evolution, these interactions are described by the equations of magnetohydrodynamics
(MHD). At equilibrium, the MHD equations reduce to the magnetostatic equations involving the
magnetic field and the kinetic pressure of the plasma. The magnetostatic equations form a system
of 3D non linear partial differential equations involving a magnetic field and a kinetic plasma
pressure. When the pressure is supposed negligible, the magnetic field is known as Beltrami field.
In a first time, we propose to solve numerically the Beltrami fields problem using a fixed point
iterative algorithm associated with finite element methods. This iterative strategy is extended in
a second time to the computation of magnetostatic configurations with pressure. In the sequel, we
interest in the approximation of ideal MHD equations. This system forms a nonlinear hyperbolic
conservation law. We propose to use a finite volume approach, in which fluxes are calculated by a
Roe’s method on a tetrahedral mesh. Fluxes of the magnetic field are modified in order to satisfy
the constraint of divergence free imposed on it. The proposed methods have been implemented in
two new three dimensional codes called TETRAFFF for equilibrium, and TETRAMHD for MHD.
The obtained numerical results confirm the high performance of these methods.
Keywords magnetohydrodynamic, magnetostatic, Beltrami fields, force free fields, finite elements,
finite volume
