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Y. Chitour‡, M. Gaye†, P. Mason†‡
December 17, 2014
Abstract
Consider a continuous-time linear switched system on Rn associated with a compact
convex set of matrices. When it is irreducible and its largest Lyapunov exponent is zero
there always exists a Barabanov norm associated with the system. This paper deals
with two types of issues: (a) properties of Barabanov norms such as uniqueness up to
homogeneity and strict convexity; (b) asymptotic behaviour of the extremal solutions
of the linear switched system. Regarding Issue (a), we provide partial answers and
propose four related open problems. As for Issue (b), we establish, when n = 3, a
Poincare´-Bendixson theorem under a regularity assumption on the set of matrices. We
then revisit a noteworthy result of N.E. Barabanov describing the asymptotic behaviour
of linear switched system on R3 associated with a pair of Hurwitz matrices {A, A+bcT }.
After pointing out a fatal gap in Barabanov’s proof we partially recover his result by
alternative arguments.
1 Introduction
A continuous-time switched system is defined by a family F of continuous-time dynamical
systems and a rule determining at each time which dynamical system in F is responsible for
the time evolution. In more precise terms, if F = {fu, u ∈ U}, where U is a subset of R
m,
m positive integer, and the fu’s are sufficiently regular vector fields on a finite dimensional
smooth manifold M one considers the family of dynamical systems x˙ = fu(x) with x ∈ M
and u ∈ U . The abovementioned rule is given by assigning a switching signal, i.e., a function
u(·) : R+ → U , which is assumed to be at least measurable. One must finally define
the class of admissible switching signals as the set of all rules one wants to consider. It
∗This research was partially supported by the iCODE institute, research project of the Idex Paris-Saclay.
†M. Gaye is with Centre de Mathe´matiques Applique´es, E´cole polytechnique, Palaiseau, France, Labo-
ratoire des Signaux et Syste`mes, Supelec, Gif-sur-Yvette, France, and Team GECO, INRIA Saclay, France.
moussa.gaye@cmap.polytechnique.fr, moussa.gaye@lss.supelec.fr.
‡Y. Chitour and P. Mason are with the Laboratoire des Signaux et Syste`mes, Univer-
site´ Paris-Sud, CNRS, Supe´lec, Gif-sur-Yvette, France. yacine.chitour@lss.supelec.fr,
paolo.mason@lss.supelec.fr.
1
can be for instance the set of all measurable U -valued functions or smaller subsets of it:
piecewise continous functions, piecewise constant functions with positive dwell-time, i.e.,
the minimal duration between two consecutive time discontinuities of u(·) (the so-called
switching times) is positive, etc... It must be stressed that an admissible switching signal is
not known a priori and (essentially) represents a disturbance which is not possible to handle.
This is why switched systems also fall into the framework of uncertain systems (cf [11] for
instance). Switched systems are also called “p-modal systems” if the cardinality of U is equal
to some positive integer p, “dynamical polysystems”, “input systems”. They are said to be
multilinear, or simply linear, when the state space is equal to Rn, n positive integer, and all
the vector fields fu ∈ F are linear. The term “switched system” was originally given to cases
where the switching signal is piecewise constant or the set U is finite: the dynamics of the
switched system switches at switching times from one mode of operation fu to another one
fv, with u, v ∈ U . For a discussion of various issues related to switched systems, we refer to
[19, 20, 25].
A typical problem for switched systems goes as follows. Assume that, for every fixed
u ∈ U , the dynamical system x˙ = fu(x) satisfies a given property (P ). Then one can
investigate conditions under which Property (P ) still holds for every time-varying dynamical
system x˙ = fu(·)(x) associated with an arbitrary admissible switching signal u(·). The basic
feature rendering that study non trivial comes from the remark that it is not sufficient for
Property (P ) to hold uniformly with respect to (let say) the class of piecewise constant
switching signals that it holds for each constant switching signal. For instance, one can find
in [19] an example in R2 of a linear switched system where admissible switching signals are
piecewise constant and one switches between two linear dynamics defined by two matrices
A,B. Then, one can choose A,B both Hurwitz and switch in a such a way so as to go
exponentially fast to infinity. Note also that one can do it with a positive dwell-time and
therefore the issue of stability of switched systems is not in general related to switching
arbitrarily fast.
In this paper, we focus on linear switched systems and Property (P ) is that of asymptotic
stability (with respect to the origin). Let us first precise the setting of the paper. Here and
after, a continuous-time linear switched system is described by a differential equation of the
type
x˙(t) = A(t)x(t), t ≥ 0, (1)
where x ∈ Rn, n is a positive integer and A(·) is any measurable function taking values in a
compact and convex subset M of Rn×n (the set of n× n real matrices).
There exist several approaches to address the stability issue for switched systems. The
most usual one consists in the search of a common Lyapunov function (CLF for short), i.e,
a real-valued function which is a Lyapunov function for every dynamics x˙ = fu(x), u ∈ U .
For the case of linear switched systems, that CLF can be chosen to be a homogeneous
polynomial but, contrarily with respect to the case where M is a singleton and one can
choose the Lyapunov function to be a quadratic form, the degree of the polynomial CLF
could be arbitrarily large (cf. [21]). More refined tools rely on multiple and non-monotone
Lyapunov functions, see for instance [9, 25]. Let us also mention linear switched systems
technics based on the analysis of the Lie algebra generated by the matrices of M, cf. [1].
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The approach we follow in this paper for investigating the stability issue of System (1) is
of more geometric nature and is based on the characterization of the worst possible behaviour
of the system, i.e., one tries to determine a restricted set of trajectories corresponding to some
admissible switched signals (if any) so that the overall asymptotic behaviour of System (1) is
dictated by what happens for these trajectories. It may happen that the latter reduces to a
single one and we refer to it as the worst-case trajectory. This approach completely handles
the stability issue for continuous-time two-dimensional linear switched systems when the
cardinality ofM is equal to two, cf. [2, 8]. In higher dimensions, the situation is much more
complicated. One must first consider the largest Lyapunov exponent of System (1) given by
ρ(M) := sup
(
lim sup
t→+∞
1
t
log ‖x(t)‖
)
, (2)
where the supremum is taken over the set of solutions of (1) associated with any non-zero
initial value and any switching law. Then, System (1) is asymptotically stable (in the sense of
Lyapunov) if and only if ρ(M) < 0. In that case, one actually gets more, namely exponential
asymptotic stability (i.e., there exist α > 0 and β > 0 such that ‖x(t)‖ ≤ α exp(−βt)‖x(0)‖
for every t ≥ 0 and for every solution x(·) of System (1)) thanks to Fenichel lemma (see [13]
for instance). On the other hand, (1) admits a solution which goes to infinity exponentially
fast if and only if ρ(M) > 0. Finally when ρ(M) = 0 then either every solution of (1)
starting from a bounded set remains uniformly bounded with one trajectory not converging
to zero or System (1) admits a trajectory going to infinity. The notion of Joint Spectral
Radius plays an analogous role for the description of the stability properties of discrete-time
switched systems (cf. [17] and references therein). Note that when M reduces to a single
matrix A, ρ(A) is equal to the maximum real part of the eigenvalues of A. In the general
case the explicit computation of ρ(M) is a widely open problem except for particular cases
of linear switched systems in dimension less than or equal to 2 (see e.g. [2, 8]).
Let us consider the subset M′ := {A − ρ(M)In : A ∈ M} of R
n×n, where In denotes
the identity matrix of Rn×n and the continuous-time switched system corresponding to M′.
Notice that trajectories associated with M and trajectories associated with M′ only differ
at time t by a scalar factor eρ(M)t and thus, in order to understand the qualitative behaviour
of trajectories of System (1), one can always assume that ρ(M) = 0, by eventually replacing
M with M′. Thus, this paper only deals with the case ρ(M) = 0.
The fundamental tool used to analyze trajectories of System (1) is the concept of Bara-
banov norm (see [3, 26] and Definition 2 below), which is well defined for irreducible sets
of matrices. In that case recall that the value of a Barabanov norm decreases along trajec-
tories of (1) and, starting from every point x ∈ Rn, there exists a trajectory of (1) along
which a Barabanov norm is constant and such a trajectory is called an extremal trajectory
of System (1). Notice that the concept of Barabanov norm can be extended to the case of
discrete-time systems with spectral radius equal to 1 (cf. [4, 26]).
By using the Pontryagin maximum principle, we provide a characterization of extremal
trajectories first defined on a finite interval of time and then on an infinite one. Note that for
the latter, this characterization was also derived in [3] by means of other technics. Moreover,
characterizing the points where a Barabanov norm v is differentiable is a natural structural
question. In general, we can only infer from the fact that v is a norm the conclusion that
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v is differentiable almost everywhere on its level sets. We will provide a sufficient condition
for differentiability of v at a point x ∈ Rn in terms of the extremal trajectories reaching x.
Another interesting issue is that of the uniqueness of Barabanov norms up to homogeneity
(i.e., for every Barabanov norms v1(·) and v2(·) there exists µ > 0 such that v1(·) = µv2(·)).
For discrete-time linear switched systems, the uniqueness of the Barabanov norms has been
recently addressed (cf. [22, 23] and references therein). Regarding continuous-time linear
switched systems we provide a sufficient condition for uniqueness, up to homogeneity, of
the Barabanov norm involving the ω-limit set of extremal trajectories. We also propose an
open problem which is motivated by an example of a two-dimensional continuous-time linear
switched system where one has an infinite number of Barabanov norms.
Recall that the Barabanov norm defined in [3] (see Equation (3) below) is obtained at
every point x ∈ Rn by taking the supremum over all possible trajectories γ of System (1)
of the limsup, as t tends to infinity, of ‖γ(t)‖, where ‖ · ‖ is a fixed vector norm on Rn. It
is definitely a non trivial issue to determine whether this supremum is attained or not. If
this is the case then the corresponding trajectory must be extremal. We provide an example
in dimension two where the above supremum is not attained and propose an open problem
in dimension three which asks whether the supremum is always reached if M is made of
non-singular matrices. The above mentioned issue lies at the heart of the gap in the proof
of the main result of [5]. In that paper, one considers the linear switched system on R3
associated with a pair of matrices {A,A+bcT} where A is Hurwitz, the vectors b, c ∈ R3 are
such that the pairs (A, b) and (AT , c) are both controllable and moreover the corresponding
maximal Lyapunov exponent is equal to zero (see for instance [20] for a nice introduction to
such linear switched systems and their importance in robust linear control theory). In the
sequel, we refer to such three dimensional switched systems as Barabanov linear switched
systems. Then, it is claimed in [5] that every extremal trajectory of a Barabanov linear
switched system converges asymptotically to a unique periodic central symmetric extremal
trajectory made of exactly four bang arcs. In the course of his argument, N. E. Barabanov
assumes that the supremum in the definition of a semi-norm built similarly to a Barabanov
norm is actually reached (cf. [5, Lemma 9, page 1444]). Unfortunately there is no indication
in the paper for such a fact to hold true and one must therefore conclude that the main
result of [5] remains open.
We conclude the first part of the paper by mentioning another feature concerning the
geometry of Barabanov balls, namely that of their strict convexity. Indeed that issue is
equivalent to the continuous differentiability of the dual Barabanov norm and it also has
implications for the asymptotic behavior of the extremal trajectories. We prove that Bara-
banov balls are stricly convex in dimension two if M is made of non-singular matrices and
in higher dimension in case M is a C1 domain of Rn×n. We also propose an open problem
still motivated by the example provided previously for the “supremum-maximum” issue and
we ask whether Barabanov balls are strixtly convex under the assumption that M is made
of non-singular matrices for n > 2. Note that several issues described previously have been
already discussed with less details in [15].
The second part of the paper is devoted to the analysis of the asymptotic behaviour
of the extremal solutions of System (1) in dimension three. Our first result consists in a
Poincare´-Bendixson theorem saying that every extremal solution of System (1) tends to a
periodic solution of System (1). This result is obtained under a regularity assumption on the
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set of matrices M (Condition G) which is slightly weaker than the analogous Condition C
considered in [6]. Note that [5, Theorem 3] contains the statement of a result of Poincare´-
Bendixson type similar to ours but the argument provided there (see page 1443) is extremely
sketchy.
We then proceed by trying to provide a valid argument for Barabanov’s result in [5]. We
are not able to prove the complete statement but we can provide partial answers towards
that direction. The first noteworthy result we get (see Corollary 5) is that every periodic
trajectory of Barabanov linear switched system is bang-bang with either two or four bang
arcs. That fact has an interesting numerical consequence namely that, in order to test the
stability of the previous linear switched system, it is enough to test products of at most four
terms of the type etA or et(A+bc
T ). Moreover, our main theorem (cf. Theorem 7 below) asserts
the following. Consider a Barabanov linear switched system. Then, on the corresponding
unit Barabanov sphere, there exists a finite number of isolated periodic trajectories with
at most four bangs and a finite number of 1-parameter injective and continuous families of
periodic trajectories with at most four bang arcs starting and finishing respectively at two
distinct periodic trajectories with exactly two bang arcs. We actually suspect that such
continuous families of periodic trajectories never occur, although at the present stage we
are not able to prove it. We also have a result describing the ω-limit sets of any trajectory
of a Barabanov linear switched system. We prove (see Proposition 7) that every trajectory
of a Barabanov linear switched system either converges to a periodic trajectory (which can
reduce to zero) or to the set union of a 1-parameter injective and continuous family of
periodic trajectories.
The structure of the paper goes as follows. In Section 2, we recall basic definitions of
Barabanov norms and we provide a characterization of extremal trajectories (similar to that
of [3]) by using the Pontryagin maximum principle. In Section 3, several issues are raised
relatively to geometric properties of Barabanov norms and balls such as uniqueness up to
homogeneity of the Barabanov norm and strict convexity of its unit ball. We also propose
open questions. We state our Poincare´-Bendixson result in Section 4 and we collect in
Section 5 our investigations on Barabanov linear switched systems.
Acknowledgements The authors would like to thank E. Bierstone and J. P. Gauthier
for their help in the argument of Lemma 14.
1.1 Notations
If n is a positive integer, we use Rn×n to denote the set of n-dimensional square matrices
with real coefficients, AT the matrix transpose of an n × n matrix A, In the n-dimensional
identity matrix, xTy the usual scalar product of x, y ∈ Rn and ‖ · ‖ the Euclidean norm on
R
n. We use R+, R
∗ and R∗+ respectively, to denote the set of non-negative real numbers,
the set of non zero real numbers and the set of positive real numbers respectively. If M
is a subset of Rn×n, we use conv(M) to denote the convex hull of M. Given two points
x0, x1 ∈ R
n we will indicate as (x0, x1) the open segment connecting x0 with x1. Similarly,
we will use the bracket symbols “[” and “]” to denote left and right closed segments. If
x ∈ R, we use sgn(x) to denote x/|x| if x is non zero (i.e. the sign of x) and [−1, 1] if x = 0.
If A : R+ → R
n×n is measurable and locally bounded, the fundamental matrix associated
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with A(·) is the function R(·) solution of the Cauchy problem defined by R˙(t) = A(t)R(t)
and R(0) = In.
2 Barabanov norms and adjoint system
2.1 Basic facts
In this subsection, we collect basic definitions and results on Barabanov norms for linear
switched system associated with a compact convex subset M⊂ Rn×n.
Definition 1. We say that M (or System (1)) is reducible if there exists a proper subspace
of Rn invariant with respect to every matrix A ∈M. Otherwise, M (or System (1)) is said
to be irreducible.
We define the function v(·) on Rn as
v(y) := sup
(
lim sup
t→+∞
‖x(t)‖
)
, (3)
where the supremum is taken over all solutions x(·) of (1) satisfying x(0) = y. From [3], we
have the following fundamental result.
Theorem 1 ([3]). Assume that M is irreducible and ρ(M) = 0. Then the function v(·)
defined in (3) is a norm on Rn with the following properties:
1. for every solution x(·) of (1) we have that v(x(t)) ≤ v(x(0)) for every t ≥ 0;
2. for every y ∈ Rn, there exists a solution x(·) of (1) starting at y such that v(x(t)) =
v(x(0)) for every t ≥ 0.
Definition 2. In the following, we list several definitions (see for instance [26]).
- A norm on Rn satisfying Conditions 1. and 2. of Theorem 1 is called a Barabanov norm.
Given such a norm v(·) we denote by S := {x ∈ Rn : v(x) = 1} the corresponding
Barabanov unit sphere.
- Given a Barabanov norm v(·) a solution x(·) of (1) is said to be v-extremal (or simply
extremal whenever the choice of the Barabanov norm is clear) if v(x(t)) = v(x(0)) for
every t ≥ 0.
- For a norm w(·) on Rn and x ∈ Rn, we use ∂w(x) to denote the sub-differential of w(·)
at x, that is the set of l ∈ Rn such that lTx = w(x) and lTy ≤ w(y) for every y ∈ Rn.
This is equivalent to saying that lT (y − x) ≤ w(y)− w(x) for every y ∈ Rn.
- We define the ω-limit set of a trajectory x(·) as follows:
ω(x(·)) := {x¯ ∈ Rn : ∃(tn)n≥1 such that tn → +∞ and x(tn)→ x¯ as n→ +∞}.
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Remark 1. It is easy to show that, given any trajectory of (1), its ω-limit set ω(x(·)) is
a non empty, compact and connected subset of R3. Indeed the argument is identical to the
standard reasoning for trajectories of a regular and complete vector field in finite dimension.
In this paper we will be concerned with the study of properties of Barabanov norms and
extremal trajectories. Thus we will always assume that M is irreducible and ρ(M) = 0.
As stressed in the introduction, the study of extremal trajectories in the case ρ(M) = 0
turns out to be useful for the analysis of the dynamics in the general case. Note that in
the case in which ρ(M) = 0 and M is reducible the system could even be unstable. A
description of such instability phenomena has been addressed in [12].
In the next proposition, we consider a norm which is dual to v and gather its basic
properties.
Proposition 1. (see [24]) Consider the function v∗ defined on Rn as follows
v∗(l) := max
y∈S
lTy. (4)
Then, the following properties hold true.
(1) The function v∗(·) is a norm on Rn.
(2) S0 = ∪
x∈S
∂v(x), where we use S0 to denote the unit sphere of v∗ (i.e. the polar of S).
(3) For x ∈ S and l ∈ S0, we have that l ∈ ∂v(x) if and only if x ∈ ∂v∗(l).
Remark 2. If v (respectively v∗) is not differentiable at some x ∈ S (respectively l ∈ S0)
then S0 (respectively S) is not strictly convex since it contains a nontrivial segment included
in ∂v(x) (respectively in ∂v∗(l)).
2.2 Characterization of extremal trajectories
In this section we characterize extremal trajectories by means of the Pontryagin maximum
principle. Many of the subsequent results have been already established using other tech-
niques (see for instance [3, 20]).
Definition 3. Given a compact convex subset M of Rn×n, we define the adjoint system
associated with (1) as
l˙(t) = −AT (t)l(t), (5)
where A(·) is any measurable function taking values in M.
Lemma 1. For every solution l(·) of (5) and t ≥ 0, one has that v∗(l(0)) ≤ v∗(l(t)).
Proof. Let l(·) be a solution of System (5) associated with a switching law A(·). By definition
of v∗(l(0)) there exists z0 ∈ S such that v
∗(l(0)) = l(0)T z0. Consider the solution z(·) of
System (1) associated with A(·) and such that z(0) = z0. Then l(t)
T z(t) = l(0)T z0 for every
t ≥ 0. Therefore, we get that v∗(l(0)) = l(t)T z(t) = l(t)T
( z(t)
v(z(t))
)
v(z(t)) for every t ≥ 0.
Since v(z(t)) ≤ v(z0) = 1 and l(t)
T
(
z(t)
v(z(t))
)
≤ v∗(l(t)), we conclude that v∗(l(0)) ≤ v∗(l(t))
for every t ≥ 0.
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Theorem 2. Let x(·) be an extremal solution of (1) such that x(0) = x0 and associated with
Aˆ(·), T ≥ 0 and lˆ ∈ ∂v(x(T )). Then there exists a non-zero solution l(·) of (5) associated
with Aˆ(·) such that the following holds true:
l(t) ∈ ∂v(x(t)), ∀t ∈ [0, T ],
max
A∈M
lT (t)Ax(t) = lT (t)Aˆ(t)x(t) = 0, a.e. t ∈ [0, T ],
l(T ) = lˆ.
Proof. Let x(·) be as in the statement of the theorem and fix T ≥ 0 and lˆ ∈ ∂v(x(T )).
Define ϕ(z) := lˆT z for z ∈ Rn. We consider the following optimal control problem in Mayer
form (see for instance [10])
maxϕ(z), (6)
among trajectories z(·) of (1) satisfying z(0) = x0 and with free final time τ ≥ 0. Then,
the pair (x(·), Aˆ(·)) is an optimal solution of Problem (6). Indeed, let z(·) be a solution
of (1) defined in [0, τ ] such that z(0) = x0. Since lˆ ∈ ∂v(x(T )), then v(z(τ)) − v(x(T )) ≥
lˆT (z(τ)− x(T )). Since v(z(τ)) ≤ v(z(0)) = v(x0) = v(x(T )), one gets lˆ
T z(τ) ≤ lˆTx(T ).
Consider the family of hamiltonians hA(z, l) = l
TAz where (z, l) ∈ Rn×Rn and A ∈M.
Then the Pontryagin maximum principle ensures the existence of a nonzero Lipschitz map
l(·) : [0, T ]→ Rn satisfying the following properties:
1) l˙(t) = −
∂h
Aˆ(t)
∂z
(x(t), l(t)) = −AˆT (t)l(t), a.e. t ∈ [0, T ]
2) lT (t)Aˆ(t)x(t) = maxA∈M l
T (t)Ax(t) = 0, a.e. t ∈ [0, T ],
3) l(T ) = lˆ.
To conclude the proof of Theorem 2, it is enough to show that l(t) ∈ ∂v(x(t)) for all
t ∈ [0, T ]. Indeed fix t ∈ [0, T ], x ∈ Rn and let y(·) be a solution of System (1) such that
y˙(τ) = Aˆ(τ)y(τ) with initial data y(t) = x. Then one has
v(x)− v(x(t)) ≥ v(y(T ))− v(x(t)) = v(y(T ))− v(x(T ))
≥ lT (T )(y(T )− x(T )) = lT (t)(y(t)− x(t)),
since v(y(T )) ≤ v(y(t)) = v(x), l(T ) ∈ ∂v(x(T )) and the function lT (t)(y(t) − x(t)) is
constant on [0, T ]. Hence, v(x)− v(x(t)) ≥ lT (t)(x− x(t)). Since t ∈ [0, T ] and x ∈ Rn are
arbitrary, one deduces that l(t) ∈ ∂v(x(t)) for all t ∈ [0, T ].
A necessary condition for being an extremal for all non negative times is given in the
following result, which has already been established in [3, Theorem 4]. We provide here an
argument based on Theorem 2.
Theorem 3. For every extremal solution x(·) of (1) associated with a switching law A(·),
there exists a nonzero solution l(·) of (5) associated with A(·) such that
l(t) ∈ ∂v(x(t)), ∀t ≥ 0, (7)
max
A∈M
lT (t)Ax(t) = lT (t)A(t)x(t) = 0, a.e. t ≥ 0. (8)
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Proof. Let x(·) be an extremal solution of System (1) with some switching law A(·). For
every k ∈ N, let lˆk ∈ ∂v(x(k)) and lk(·) solution of (5) associated with A(·) defined in
Theorem 2. Since the sequence lk(0) ∈ ∂v(x(0)) for all k and ∂v(x(0)) is compact then up
to subsequence lk(0) → l∗ ∈ ∂v(x(0)). We then consider the solution l(·) of (5) associated
with A(·) and such that l(0) = l∗. The sequence of solutions lk(·) converges uniformly to l(·)
on every compact time interval of R+. Hence by virtue of the compactness of ∂v(x(t)) and
the fact that lk(t) ∈ ∂v(x(t)) for every t and k sufficiently large, we get l(t) ∈ ∂v(x(t)).
For what concerns Eq.(8) notice that for k sufficiently large, for every t and for every A ∈M
we have lk
T (t)Ax(t) ≤ lk
T (t)A(t)x(t) = 0. Then passing to the limit as k → +∞ we get
that lT (t)Ax(t) ≤ lT (t)A(t)x(t) = 0, which concludes the proof of the theorem.
Remark 3. Note that along an extremal trajectory x(·), the curve l(·) defined previously
takes values in S0 thanks to Item (2) of Proposition 1.
We now introduce an assumption on the set of matrices that will be useful in the sequel.
Definition 4 (Condition G). For every non-zero x0 ∈ R
n and l0 ∈ R
n, the solution(
x(·), l(·)
)
of (1)-(5) such that x˙(t) = A(t)x(t), l˙(t) = −AT (t)l(t),
(
x(0), l(0)
)
= (x0, l0) for
some A(·) and satisfying maxA∈M l
T (t)Ax(t) = lT (t)A(t)x(t) for every t ≥ 0 is unique.
Remark 4. Barabanov introduced in [6] a similar but slightly stronger condition referred as
Condition C. Indeed, this condition requires a uniqueness property not only for solutions of
(1)-(5) (as in Condition G above) but also when M is replaced by MT := {AT : A ∈M}.
In the remainder of the section, we establish results dealing with regularity properties
of Barabanov norms and the uniqueness of an extremal trajectory associated with a given
initial point of S. Note that most of these results are either stated or implicitly used in [6]
without any further details.
Proposition 2. Let x(·) be an extremal solution of (1) starting at some point of differen-
tiability x0 of v(·). Then the following results hold true:
1. The norm v(·) is differentiable at x(t) for every t ≥ 0.
2. The solution l(·) of (5) satisfying Conditions (7)-(8) of Theorem 3 is unique and l(t) =
∇v(x(t)) for t ≥ 0.
3. If Condition G holds true, then x(·) is the unique extremal solution of (1) starting at
x0.
Proof. We first prove Item 1. Let x(·) be an extremal solution of System (1) associated with
a switching law A(·) such that x(0) = x0. Assume that v is differentiable at x0. Let T > 0,
lˆ1 and lˆ2 ∈ ∂v(x(T )). By virtue of Theorem 2, there exist non-zero Lipschitz continuous
solutions l1(·) and l2(·) of System (5) such that
l˙k(t) = −A
T (t)lk(t), a.e. t ∈ [0, T ],
lk(t) ∈ ∂v(x(t)), ∀t ∈ [0, T ],
lk(T ) = lˆk,
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for k = 1, 2. Since the norm v is differentiable at x0, then lk(0) = ∇v(x0) for k = 1, 2.
Therefore by uniqueness of the Cauchy problem l˙(t) = −AT (t)l(t) with l(0) = ∇v(x0) we
have l1(T ) = l2(T ), i.e., lˆ1 = lˆ2. Hence v is differentiable at x(T ).
We now prove Item 2. Notice that the solutions l(·) of (5) satisfying Theorem 3 verify
l(t) ∈ ∂v(x(t)) for every t ≥ 0. According to Item 1, we have ∂v(x(t)) = {∇v(x(t))} for all
t ≥ 0. Hence, l(·) is unique and l(t) = ∇v(x(t)) for all t ≥ 0.
To conclude the proof of Proposition 2, we assume that Condition G holds true. Let
y(·) be an extremal solution starting at x0. By Theorem 3 and by Condition G applied to
(x0,∇v(x0)), we get x(·) = y(·).
Regularity of Barabanov norms is an interesting and natural issue to address. For x0 ∈ S
we define the subset Vx0 of R
n by
Vx0 :=

l ∈ Rn :
∃t0 > 0,∃x(·) extremal with x(t0) = x0,
(tj)j≥1s.t. lim
j→+∞
tj = t
−
0 and l = lim
j→+∞
x(tj)− x0
tj − t0

 . (9)
Remark 5. The set Vx0 can be empty since Theorem 1 does not guarantee the existence of
extremal trajectories reaching x0.
The next proposition provides a sufficient condition for the differentiability of v(·) at a
point x0.
Proposition 3. Let x0 ∈ S. Assume that Vx0 is not empty and contains (n − 1) linearly
independent elements. Then v(·) is differentiable at x0.
Proof. We first show that Vx0 ⊂Mx0 := {Ax0 : A ∈ M}. Indeed, assume by contradiction
that there exists y ∈ Vx0 and y /∈ Mx0. Thus, by virtue of Hahn-Banach theorem, there
exist w ∈ Rn and η ∈ R such that wTy < η < wTAx0 for all A ∈ M. Thanks to the
definition of Vx0 there exist t0 > 0 and an extremal solution x(·) of (15) for some switching
law A(·) such that x(t0) = x0 and a sequence (tj)j≥1 such that tj → t
−
0 as j goes to infinity
satisfying y = limj→+∞
x(tj)−x0
tj−t0
. We also have
x(tj)− x0
tj − t0
=
1
tj − t0
∫ tj
t0
A(τ)x(τ)dτ =
1
tj − t0
∫ tj
t0
A(τ)(x(τ)− x0)dτ+
1
tj − t0
∫ tj
t0
A(τ)x0dτ ,
and
lim
j→+∞
1
tj − t0
∫ tj
t0
A(τ)(x(τ)− x0)dτ = 0,
so that y = limj→+∞
1
tj−t0
∫ tj
t0
A(τ)x0dτ . Notice that for each τ ∈ (tj, t0), w
TA(τ)x0 > η.
Hence, by integrating and passing to the limit as j goes to infinity, we get wTy ≥ η, leading
to a contradiction. Thus Vx0 ⊂Mx0.
Let us now check that if l0 ∈ ∂v(x0) and y ∈ Vx0 then l
T
0 y = 0. By Theorem 2 one has
that lT0 Ax0 ≤ 0 for each A ∈M, and in particular l
T
0 y ≤ 0. For the opposite inequality it is
enough to observe that lT0 (x(t)− x0) ≤ v(x(t))− v(x0) = 0 for any extremal trajectory x(·)
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and thus lT0
(
x(t)−x0
t−t0
)
≥ 0 for t < t0. The desired inequality is obtained passing to the limit
along the sequence (tj)j≥1.
Finally, under the assumptions of Proposition 3, there is a unique vector l0 satisfying
lT0 y = 0 for every y ∈ Vx0 and such that l
T
0 x0 = v(x0) = 1. Hence ∂v(x0) = {l0} and the
differentiability of v(·) at x0 is proved.
Notice that in the particular case n = 2 the previous result states that v(·) is differentiable
at any point reached by an extremal trajectory. For n = 3 differentiability at x0 is instead
guaranteed as soon as two extremal trajectories reach x0 from two different directions. If
the two incoming extremal trajectories reach x0 with the same direction, we can still prove
differentiability of v at x0 under the additional assumption that M is made of non-singular
matrices, as shown below.
Definition 5. We say that two extremal solutions x1(·) and x2(·) of System (1) intersect
each other if there exist t1, t2 > 0 and ǫ > 0 such that x1(t1) = x2(t2) and x1(s1) 6= x2(s2)
for every s1 ∈ [t1 − ǫ, t1) and s2 ∈ [t2 − ǫ, t2).
Proposition 4. Assume that n = 3 and every matrix of M is non-singular. If two extremal
solutions x1(·) and x2(·) of (1) intersect each other at some z ∈ R
3, then v(·) is differentiable
at z. If Condition G holds, one has forwards uniqueness for extremal trajectories starting
from z.
Proof. Let x1(·) respectively x2(·) be two extremal solutions of (1) associated with A1(·)
respectively A2(·), t1 > 0 and t2 > 0 such that z:=x1(t1)=x2(t2). Since ρ(M) = 0, we claim
that Mz ∩ R+z = ∅. If it were not the case, then there would exist λ ≥ 0 and A ∈ M
such that Az = λz. Notice that λ > 0 since A is non-singular. Consider the solution of
System (1) eAtz = etλz for all t ≥ 0. Then ρ(M) ≥ λ > 0 contradicting ρ(M) = 0. This
proves the claim. Notice that the set Mz is compact and convex while R+z is closed and
convex, then there exist w ∈ Rn, β ∈ R such that λwT z < β < wTAz for all A ∈ M and
λ ∈ R+. In particular β > 0, w
T z ≤ 0 and wTAz > β > 0 for all A ∈M.
Since M is compact, one deduces by a standard continuity argument that, for i = 1, 2,
there exists 0 ≤ ηi ≤ ti such that the map t ∈ (ti − ηi, ti) → w
Txi(t) is strictly increasing.
Let ξ > 0 be sufficiently small such that wT z − ξ > wTxi(ti − ηi) for i = 1, 2. Then, there
exists a unique (τ1, τ2) ∈ (t1− η1, t1)× (t2− η2, t2) such that w
T z− ξ = wTxi(τi) for i = 1, 2.
Denote by I := {x ∈ S : wTx = wT z − ξ}, C the shortest arc in I joining x1(τ1) and x2(τ2),
Γ the closed curve constituted of C, P1 and P2 where Pi := {xi(t) : t ∈ [τi, ti]} for i = 1, 2
and finally we denote by T the union of Γ and its interior.
We next claim that if x¯ is a point of differentiability of v(·) in T \ Γ and γ¯(·) is an
extremal solution of System (1) such that γ¯(0) = x¯, then γ¯ intersects P1∪P2 (see Figure 1).
To see that, first notice that there exists some t¯ > 0 such that γ¯(t¯) ∈ Γ. (Indeed, otherwise
γ¯(t) ∈ T \ Γ for all t ≥ 0, which is not possible since the map t → wT γ¯(t) is uniformly
strictly increasing in T \Γ.) Finally γ¯(t¯) /∈ C since wT γ¯(t¯) > wT γ¯(0) ≥ wT z− ξ. This proves
that γ¯(t¯) ∈ P1 ∪ P2.
We conclude the proof of Proposition 4 by assuming that γ¯(t¯) ∈ P1. Then γ¯(t¯) =
x1(t¯1) for some t¯1 ∈ (τ1, t1). Since v(·) is differentiable at x¯ then by Proposition 2 v(·) is
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Figure 1: Proof of Proposition 4
differentiable at γ¯(t¯). In others word v(·) is differentiable at x1(t¯1) implying again that v(·)
is differentiable at x1(t1) = z.
We deduce from the above proposition the following corollary, which will be used several
times in the sequel.
Corollary 1. Assume that the hypotheses of Proposition 4 and Condition G hold true. Let
Γ be a cycle on S (i.e. the support of a periodic trajectory of System (1)) and let S1 and S2
denote the two connected components of S \Γ. If z(·) is an extremal solution on S such that
z(0) ∈ S1 then z(t) ∈ S1 ∪ Γ for all t ≥ 0. Moreover if z(t∗) ∈ Γ for some t∗ then z(t) ∈ Γ
for t ≥ t∗.
Proof. We first assume that {z(t) : t ≥ 0} ∩ Γ = ∅. Then {z(t) : t ≥ 0} ⊂ S1 ∪ S2. Since
{z(t) : t ≥ 0} is a connected subset of S and S1, S2 are two open disjoints subset of S then
either {z(t) : t ≥ 0} ⊂ S1 or {z(t) : t ≥ 0} ⊂ S2. The second case is not possible since
z(0) ∈ S1 which implies that z(t) ∈ S1 for all t ≥ 0.
We next assume that {z(t) : t ≥ 0}∩Γ 6= ∅. Then z(t0) ∈ Γ for some t0. Denote by {x(t); t ∈
[0, T ]} a parametrization of Γ with T its period and by t∗ = min{t ∈ [0, t0] : z(t) ∈ Γ}. Since
z(t∗) = x(t1) for some t1 then by Proposition 4 we have z(t∗ + t) = x(t1 + t) for all t ≥ 0.
Therefore z(t) ∈ S1 for t ∈ [0, t
∗) and z(t) ∈ Γ for all t ≥ t∗, which concludes the proof.
3 Open problems related to the geometry of Bara-
banov balls
In this section, we present some open problems for which we provide partial answers. For
simplicity of notations, we will deal with the Barabanov norm v(·) defined in (3), although
the results do not depend on the choice of a specific Barabanov norm.
3.1 Uniqueness of Barabanov norms
According to Theorem 1, there always exists at least one Barabanov norm. Moreover, it is
clear that if v(·) is a Barabanov norm, then λv(·) is a Barabanov norm as well for every
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positive λ. Therefore, uniqueness of Barabanov norms can only hold up to homogeneity.
Our first question, for which a partial answer will be given later, is the following.
Open problem 1:Under which conditions the Barabanov norm is unique up to homo-
geneity, i.e., for every Barabanov norm w(·) there exists λ > 0 such that w(·) = λv(·) where
v(·) is the Barabanov norm defined in (3)?
In the following we provide some sufficient conditions for uniqueness. In order to state
them, we need to consider the union of all possible ω-limit sets of extremal trajectories on
S,
Ω := ∪
{x(·):x(t)∈S}
ω(x(·)). (10)
Theorem 4. Assume that there exists a dense subset Ωˆ of Ω such that for every z1, z2 ∈
Ωˆ , there exists an integer N > 0 and extremal trajectories x1(·), . . . , xN(·) with z1 ∈
ω(x1(·)), z2 ∈ ω(xN(·)) and ω(xi(·))∩ω(xi+1(·)) 6= ∅ for i = 1, . . . , N−1. Then the Barabanov
norm is unique up to homogeneity.
Proof. Let v1(·) and v2(·) be two Barabanov norms for System (1). Without loss of generality
we identify v1(·) with the Barabanov norm v(·) defined by (3). We define
λ¯ := min{λ > 0 : v1
−1(1) ⊂ v2
−1([0, λ])}. (11)
Standard compactness arguments show that λ¯ is well defined and v1
−1(1) ∩ v2
−1(λ¯) is non-
empty. Then consider x0 ∈ v1
−1(1) ∩ v2
−1(λ¯) and xˆ(·) a v2-extremal starting at x0. By (11)
and monotonicity of v1(xˆ(·)) the support of xˆ(·) must be included in the set v1
−1(1)∩v2
−1(λ¯).
One therefore gets that ω(xˆ(·)) ⊂ v1
−1(1) ∩ v2
−1(λ¯). On the other hand by monotonicity
of v2(x(·)) along any trajectory x(·) of the system one has that v2(·) is constant on ω(x(·)).
Thus, under the hypotheses of Theorem 4, v2(·) is constant on Ω and, since ω(xˆ(·)) ⊂ Ω,
its value is λ¯. Now, given a point x ∈ v−11 (1), one can consider a v1-extremal trajectory
starting from x and, since the value of v2(·) at the corresponding ω-limit is λ¯, it turns out
that v2(x) ≥ λ¯. Equation (11) then implies that v2(x) = λ¯. Hence we have proved that
v−11 (1) = v
−1
2 (λ¯), which concludes the proof.
From the previous result one gets the following consequence.
Corollary 2. Assume that there exists a finite set of extremal trajectories x1(·), · · · , xN(·)
on S such that Ω = ∪i=1,··· ,Nω(xi(·)) is connected. Then the Barabanov norm is unique up
to homogeneity.
Proof. Let us observe that for any I ⊂ {1, . . . , N} different from ∅ and {1, . . . , N} one
has
(
∪j∈I ω(xj(·))
)
∩
(
∪j /∈I ω(xj(·))
)
6= ∅. It is a consequence of the connectedness of
Ω and the fact that each ω(xj(·)) is closed. In particular there exists i /∈ I such that(
∪j∈I ω(xj(·))
)
∩ ω(xi(·)) 6= ∅. Let z1, z2 be arbitrary points of Ω. By what precedes
we can inductively construct a reordering i1, . . . , iN of 1, . . . , N such that z1 ∈ ω(xi1(·)) and(
∪j=1,...,k−1ω(xij(·))
)
∩ω(xik(·)) 6= ∅ for k = 2, . . . , N . In particular, without loss of generality,
z2 ∈ ω(xik1 (·)) for some k1 > 1, and there exists k2 < k1 such that ω(xik2 (·)) ∩ ω(xik1 (·)) 6=
∅. Thus we can inductively construct a finite sequence k1, . . . , kL such that kj+1 < kj,
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ω(xikj+1 (·)) ∩ ω(xikj (·)) 6= ∅ and kL = 1, and the assumptions of the proposition are then
verified.
Remark 6. The assumptions of the previous result are verified for instance when the set
Ω is formed by a unique limit cycle (but this is not the only case, as shown in the example
below).
Example 1. As in [6, Example 1], let M := conv{A1, A2}
A1 =

 0 1 0−1 0 0
0 0 −1

 A2 =

 0 0 10 −1 0
−1 0 0

 .
The system is irreducible and stable but not asymptotically stable (it admits ‖x‖2 as a Lya-
punov function and there are periodic trajectories). Thus the Barabanov norm in (3) is well
defined. Note that the Barabanov sphere S must contain the two circles
{(x1, x2, x3) ∈ R
3 : x21 + x
2
2 = 1, x3 = 0} and {(x1, x2, x3) ∈ R
3 : x21 + x
2
3 = 1, x2 = 0}.
Let us see that the Barabanov norm is unique up to homogeneity. We claim that the
ω-limit set of any extremal trajectory is contained in the union of the circles defined above.
Since these circles coincide with the intersection of the sphere S with the planes defined
by x3 = 0 and x2 = 0 it is enough to show that min{|x2(t)|, |x3(t)|} converges to 0 as t
goes to infinity. Indeed, let V (x) := ‖x‖2. Then a simple computation leads to V˙ (x(t)) ≤
−min{x2(t)
2, x3(t)
2} and, since V is positive definite, F (t) :=
∫ t
0
min{x2(τ)
2, x3(τ)
2}dτ is
a (monotone) bounded function. Since ‖x(t)‖ ≤ 1 for all positive times, then x(·) is uni-
formly continuous as well as F ′(t) = min{x2(t)
2, x3(t)
2} is uniformly continuous. Hence by
Barbalat’s lemma we have that limt→∞min{x2(t)
2, x3(t)
2} = 0, which proves the claim. The
hypotheses of Theorem 4 are then satisfied.
Remark 7. An adaptation of the above result can be made under the weaker assumption
that the union of all possible ω-limit sets of extremal trajectories on a Barabanov sphere is a
union Ω∪−Ω where Ω is a connected set satisfying the assumptions of the theorem. However
up to now we do not know any example satisfying this generalized assumption.
At the light of the previous proposition the following variant of the Open Problem 1
is provided.
Open problem 2: Is it possible to weaken the assumption of Theorem 4, at least when
n = 3, by just asking that Ω is connected?
Besides the cases studied in this section, the uniqueness of the Barabanov norm for
continuous-time switched systems remains an open question. The main difficulty lies in
the fact that Barabanov norms are usually difficult to compute, especially for systems of
dimension larger than two. For n = 2 a simple example of non-uniqueness of the Barabanov
norm is the following.
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Example 2. Let M := conv{A1, A2, A3} with
A1=
(
−1 0
0 0
)
, A2=
(
0 0
0 −1
)
, A3=
(
−α 1
−1 −α
)
.
It is easy to see that, taking α ≥ 1, any norm vβ(x) := max{|x1|, β|x2|} with β ∈ [
1
α
, α] is a
Barabanov norm of the system. Moreover, one can show that the Barabanov norm defined in
Eq. (3) is equal to v1(·) and the corresponding ω-limit set defined in Eq. (10) reduces to the
four points (−1, 0), (0, 1), (1, 0) and (0,−1), which is clearly disconnected. Note that vβ(·)
is a Barabanov norm even for the system corresponding to conv{A1, A2}, which is reducible.
3.2 Supremum versus Maximum in the definition of Barabanov
norm
An important problem linked to the definition of the Barabanov norm given in (3) consists in
understanding under which hypotheses onM one has that, for every y ∈ Rn, the supremum
in (3) is attained by a solution x(·) of System (1). If this is the case, these solutions must
trivially be extremal solutions of System (1) and then the analysis of the Barabanov norm
defined in (3) would only depend on the asymptotic behaviour of extremal solutions of
System (1). As shown by the example and the discussion below, the above issue is not
trivial at all and it was actually overlooked in [5], yielding a fatal gap in the main argument
of that paper.
Example 3. Suppose that M := conv{A,B} with
A =
(
0 0
0 −1
)
B =
(
α 3
−0.6 0.7
)
,
where α ∼ 0.8896 is chosen in such a way that ρ(M) = 0. The latter condition is equivalent
here to the fact that the trajectory of B starting from the point (−1, 0) “touches” tangentially
the line x1 = 1. In this case, it is easy to see that the closed curve constructed in Figure 2
by gluing together four trajectories of the system is the level set V of a Barabanov norm.
Moreover, the extremal trajectories of the system tend either to (1, 0)T or to (−1, 0)T . On
the other hand it is possible to construct trajectories of the system starting from V , turning
around the origin an infinite number of times and staying arbitrarily close to V . One deduces
that the Barabanov norm on V defined in (3) is equal to the maximum of the Euclidean norm
on V , which is strictly bigger than 1.
Note that the matrix A in the previous example is singular. It is actually possible to
see, by using for instance the results of [2, 8], that for n = 2, whenever M := conv{A,B},
A,B are non-singular and ρ(M) = 0, the supremum is always reached. This justifies the
following question.
Open problem 3: Assume that M is made of non-singular Rn×n matrices. Is it true
that for every y ∈ Rn the supremum in (3) is achieved?
At the light of the above discussion, we can explain why the argument of [5, Lemma 9,
page 1444] presents a gap serious enough to prevent the main result of that paper to have a
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Figure 2: Example where the supremum in (3) is not attained and the Barabanov norm is
not strictly convex.
full valid proof. Recall first of all that [5] deals with the linear switched system (1) associated
withM = conv{A,A+ bcT} where A and A+ bcT are 3× 3 Hurwitz matrices, b, c ∈ R3 such
that (A, b) and (AT , c) are controllable and ρ(M) = 0. These assumptions imply that M is
irreducible. The main result of [5] states that, under the previous assumptions, there exists
a central symmetric bang-bang trajectory γ with four bang arcs (i.e. arcs corresponding to
A(t) ≡ A or A(t) ≡ A + bcT ) such that every extremal trajectory of (1) converges to γ. In
the course of the argument, N. E. Barabanov cleverly introduces auxiliary semi-norms vm
defined for every non zero m ∈ R3 as follows: for x ∈ R3,
vm(x) = sup
(
lim sup
t→∞
mTx(t)
)
, (12)
where the sup is taken over all trajectories x(·) of (1) starting at x. It can be shown easily
(cf. [5, Theorem 3, page 1444]) that, for every non-zero m ∈ R3, (i) vm is a semi-norm; (ii)
its evaluation along any trajectory of (1) is non-increasing; (iii) for every x0 ∈ R
3, there
exists a trajectory x(·) of (1) starting at x0 along which vm is constant (and thus called
vm-extremal) as well as a trajectory l(·) of the adjoint system associated with M such that
the contents of Theorem 3 hold true with vm instead of v and similarly for Proposition 2 if
vm(x0) > 0.
Then comes Lemma 9, page 1444 in [5]. Since, on the one hand, this lemma is instrumen-
tal for the rest of Barabanov’s argument but with a gap in the proof, and the other hand,
the proof given in [5] is rather short, we fully reproduce both the statement and the proof
below.
Lemma 2 (Lemma 9 in [5]). Let n = 3, M = conv{A,A + bcT} with b, c ∈ R3 such that
(A, b) and (AT , c) are controllable and ρ(M) = 0. Let m be a non-zero vector of R3. For
every periodic trajectory (x(·), l(·)) of (1), vm is constant along x(·) and
vm(x(·)) = max{0,max{m
Tx(t), t ≥ 0}}. (13)
Here is the argument of N. E. Barabanov, quoted verbatim:
Suppose that the assertion fails to be valid for some periodic solution (x(·), l(·)). Then
vm(x(0)) > 0 and vm(x(·)) > max{0,max {m
Tx(t), t ≥ 0}}. Let V and W denote the
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closed domains into which the unit sphere S is divided by the curve x(·). Specifically, let
W be the domain for which max{mTy, y ∈ W} ≥ vm(x(0)). Then max{m
Ty, y ∈ V } =
max{mTx(t), t ≥ 0} < vm(x(0)), since the function vm is convex. Let (yk), k ≥ 0, be a
sequence of points of V where vm is differentiable and converging to x(0); let (xk(·), lk(·))
be the extremal solutions starting at yk such that vm(xk(·)) is constant. Then vm(yk) tends
to vm(x(0)). Moreover, we have lk(t) = ∇vm(xk(t)); hence xk(t) ∈ V for all t ≥ 0. Thus
sup{mTxk(t), t ≥ 0} ≤ max{m
Ty, y ∈ V } < vm(x(0)). The contradiction obtained proves
the assertion.
One can easily see that everything above is correct except the very last statement. The
only way to get a contradiction is that vm(xk(·)) = sup{m
Txk(t), t ≥ 0} along the sequence
of trajectories (xk(·))k≥0. It therefore implicitely assumes a positive answer to the Open
problem 3 at yk (with v replaced by vm), maybe because there is a unique vm-extremal
trajectory starting at yk. However, there is no argument in [5] towards that conclusion.
3.3 Strict convexity of Barabanov balls
In this section, we focus on the strict convexity of Barabanov balls. There is another notice-
able feature of Example 1 given previously: the Barabanov unit ball (or, equivalently, the
Barabanov norm) is not strictly convex since the Barabanov unit sphere contains segments.
For that particular example, this comes from the fact that the matrix A is singular. Hence
we ask the following question, for which partial answers are collected below.
Open problem 4: Assume that M is made by non-singular Rn×n matrices. Is it true
that the Barabanov balls are strictly convex?
We next provide a technical result needed to establish the main result of this section,
Proposition 5 below.
Lemma 3. Let x0, x1 ∈ S such that x0 6= x1 and R(·) be the fundamental matrix associated
with some switching law A(·). Suppose that the open segment (R(t)x0, R(t)x1) intersects S
for some t ≥ 0. Then the whole segment [R(t)x0, R(t)x1] belongs to S.
Moreover, letting xβ := βx1 + (1− β)x0, if R(·)xα is an extremal solution of System (1)
for some α ∈ (0, 1) then R(·)xβ is also an extremal solution for every β ∈ [0, 1].
Proof. For β ∈ (0, 1) let us define zβ := βR(t)x1+(1−β)R(t)x0. If z ∈ S ∩ (R(t)x0, R(t)x1)
then z = zα for some α ∈ (0, 1). By convexity of v we have that v(zβ) ≤ 1 for each β ∈ (0, 1)
Let us prove that v(zβ) ≥ 1. Since zβ ∈
(
R(t)x0, R(t)x1
)
, then either z ∈ [zβ, R(t)x1) or
z ∈ (R(t)x0, zβ]. If z ∈ [zβ, R(t)x1), then
1 = v(z) ≤ δv(zβ) + (1− δ)v(R(t)x1) ≤ δv(zβ) + 1− δ,
for some δ ∈ (0, 1] implying that v(zβ) ≥ 1. The second case can be treated with the
same arguments. This proves the first part of the lemma. The second part is then a trivial
consequence of the first one.
We can now state our main result related to the strict convexity of Barabanov balls.
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Proposition 5. Assume that M is a convex compact irreducible subset of Rn×n, not con-
taining singular matrices and ρ(M) = 0. Then, the intersection of the Barabanov unit sphere
S with any hyperplane P has empty relative interior in P .
Proof. The conclusion is clearly true if 0 ∈ P . So assume that the conclusion is false for
some hyperplane P not containing 0. Let x0 be a point in the interior of S ∩ P admitting
an extremal trajectory R(·)x0 where R(·) is the fundamental matrix associated with some
switching law A(·). Without loss of generality we assume that R(·) is differentiable at t = 0
with R˙(0) = A(0) ∈ M. By assumption and by Lemma 3 for any x ∈ S ∩ P there exists
a segment in S ∩ P connecting x and x0 and containing x0 in its interior. Then, again by
Lemma 3, R(t)x ∈ S ∩P for small t and for all x in the interior of S ∩P , which implies that
A(0)x is tangent to P , that is lTA(0)x = 0 where l is orthogonal to P . But then this is also
true on a cone of Rn with non-empty interior and thus on the whole Rn, which is impossible
since A(0) is non-singular.
The following corollary of Proposition 5 provides an answer to the Open Problem 4
when n = 2.
Corollary 3. If n = 2 and the hypotheses of Proposition 5 hold true, then the Barabanov
balls are strictly convex.
Addressing the issue of strict convexity of Barabanov balls appears to be a complicated
task in the general case. The following result shows that the Barabanov unit ball is strictly
convex under some regularity condition on M.
Theorem 5. If M is a C1 convex compact domain of Rn×n, irreducible and with ρ(M) = 0,
then Barabanov balls are strictly convex.
Proof. By contradiction assume that there exist two distinct points x0, x1 ∈ S and λ ∈ (0, 1)
such that xλ = λx1 + (1 − λ)x0 ∈ S. For every (x, l) ∈ S × (R
n \ {0}), we define the
linear functional φ(x,l)(A) = l
TAx on Rn×n. Notice that ∀A ∈ M there exists at most one
supporting hyperplane H of M at A given by
H =
{
B ∈ Rn×n : φ(x¯(A),l¯(A))(B) = 0
}
,
for some point (x¯(A), l¯(A)) ∈ S×(Rn\{0}). One has also that (x¯(A), l¯(A)) is uniquely defined
if it exists. Let xλ(·) = R(·)xλ be an extremal solution. Then xµ(·) := R(·)xµ is extremal
for all µ ∈ [0, 1], where xµ = µx1 + (1 − µ)x0. By using (8), one gets xµ(t) = ±x¯(A(t)) for
a.e. t and every µ ∈ [0, 1] which implies that x0(t) = ±x1(t) for t sufficiently small. Since
[x0, x1] ⊂ S, then x0 = x1. Hence the contradiction proves Theorem 5.
4 A Poincare´-Bendixson Theorem for extremal solu-
tions
In this section we first show a characterization of the extremal flows in the framework of
linear differential inclusions in Rn. Then, for n = 3, we prove a Poincare´-Bendixson theorem
18
for extremal solutions of System (1). Similar results have been implicitly assumed and used
in [5, 6].
Recall that an absolutely continuous function is a solution of Equation (1) if and only if
it satisfies the differential inclusion
x˙(t) ∈ FM(x),
where FM(x) := {Ax : A ∈ M} is a multifunction defined on R
n and taking values on
the power set of Rn. In particular it is easy to see that, for every x ∈ Rn, FM(x) is non-
empty, compact and convex. Moreover, FM(·) turns out to be upper semicontinuous on
R
n. Let us briefly recall, as it will be useful later, the definition of upper semicontinuity for
multifunctions. We say that a multifunction F (·) defined on D ⊂ Rk and taking (closed)
values on the power set of Rh is upper semicontinuous at x ∈ D if limy→x β(F (y), F (x)) = 0.
If F (·) is upper semicontinuous at every x ∈ D, we say that F (·) is upper semicontinuous
on D. Here β(A,B) = supa∈A d(a,B), where d(a,B) is the Euclidean distance between the
point a ∈ A and the set B. (Note that β(·) is not formally a distance since it is not symmetric
and β(A,B) = 0 just implies A ⊂ B.)
Extremal trajectories can also be described as solutions of a suitable differential inclusion,
as we will see next. Let x ∈ Rn and A ∈ Rn×n. We say that A verifies P(x) if there exists
l ∈ ∂v(x) such that lTAx = maxB∈M l
TBx = 0. Consider now the linear differential inclusion
x˙ ∈ FˆM(x) := {Ax : A ∈M, A verifies P(x)}. (14)
Definition 6. A solution x(·) of System (1) is said to be solution of System (14) if it is
associated with a switching law A(·) such that A(t) satisfies P(x(t)) for a.e. time t in the
domain of x(·).
Based on Theorem 3, the following result provides a necessary and sufficient condition
for a solution of System (1) to be extremal.
Proposition 6. The solutions of System (14) coincide with the extremal solutions of Sys-
tem (1).
Proof. By virtue of Theorem 3, if x(·) is extremal then it is clearly a solution of System (14).
On the other hand, let x(·) be a solution of (14) associated with some switching law A(·)
such that A(t) verifies P(x(t)) for a.e. t. We prove that x(·) is extremal. Notice that the
map ϕ : t 7→ v(x(t)) is absolutely continuous on every compact interval [a, b] ⊂ R+ since
v(·) is Lipschitz and x(·) is absolutely continuous. Therefore, to prove that ϕ(·) is constant
on [a, b], it is enough to show that ϕ(·) has zero derivative for a.e. t ∈ [a, b]. Let t0 ∈ [a, b]
be a point of differentiability of ϕ(·), x(·) and such that A(t0) verifies P(x(t0)). Then there
exists l0 ∈ ∂v(x(t0)) such that l
T
0 A(t0)x(t0) = 0. Since ϕ(t) − ϕ(t0) ≥ l
T
0 (x(t) − x(t0)) for
every t ∈ [a, b], one deduces that ϕ(t)−ϕ(t0)
t−t0
≥ lT0
(
x(t)−x(t0)
t−t0
)
for t > t0. Passing to the limit
as t → t+0 , we get ϕ˙(t0) ≥ l
T
0 x˙(t0) = l
T
0 A(t0)x(t0) = 0. On the other hand, since v(·) is non
increasing along x(·) then ϕ˙(t0) ≤ 0. Hence ϕ˙(t) = 0 for a.e. t ∈ [a, b]. This proves that x(·)
is extremal.
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Figure 3: Transverse section and proof of Poincare´-Bendixson theorem.
In the last part of this section, we focus on the asymptotic behaviour of the extremal
solutions of System (1), and in particular we state a Poincare´-Bendixson theorem for extremal
trajectories. From now on we will assume n = 3, so that extremal trajectories live on a two-
dimensional (Lipschitz) surface.
Remark 8. The classical Poincare´-Bendixson results for planar differential inclusions (see
e.g. [14, Theorem 3, page 137]) do not apply in our case, since, besides the fact that our
system is defined on a non-smooth manifold instead of R2, we cannot ensure that some
usual requirements such as the convexity of FˆM(x) or the upper semicontinuity of FˆM(·) are
satisfied.
Definition 7. A transverse section Σ of S for System (14) is a connected subset of the
intersection of S with a plane P such that for every x ∈ Σ and y ∈ FˆM(x) we have w
Ty > 0
where w is an orthogonal vector to P (see Figure 3).
Definition 8. We say that z ∈ S is a stationary point of System (1) if 0 ∈ FM(z). Other-
wise, we say that z is a nonstationary point.
The following lemma allows one to follow a strategy which is similar to the classical one
in order to prove a Poincare´-Bendixson result.
Lemma 4. For every nonstationary point z ∈ S, there exists a local transverse section Σ of
S containing z.
Proof. Let z be a nonstationary point of System (1). Since the set FM(z) is convex and
compact, by Hahn-Banach theorem, there exists a plane P which strictly separate 0 and
FM(z). Define P := {x ∈ R
3 : wTx = ν} for some w ∈ R3 and ν ∈ R. Without loss of
generality, assume that ν > 0. Then, the point 0 lies in the region {x : wTx < ν}, and the set
FM(z) lies in the region {x : w
Tx > ν}. Since P is closed, FM(z) is compact and P∩FM(z) =
∅, then d0 := miny∈FM(z) d(y, P ) > 0. By the fact that FM is upper semicontinous, there
exists ε0 > 0 so that if x verifies ‖x − z‖ < ε0, one has β(FM(x), FM(z)) < d0. It results
that, for every x ∈ R3 such that ‖x − z‖ < ε0, FM(x) is a subset of {y ∈ R
3 : wTy > ν}.
Hence, for every x ∈ P ∩ {x ∈ S : ‖x − z‖ < ε0} and y ∈ FˆM(x) we have w
Ty > 0, which
proves the lemma.
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We now state our Poincare´-Bendixson result for extremal solutions of System (1).
Theorem 6. Assume that n = 3, Condition G holds true and every matrix of M is non-
singular. Then every extremal solution of System (1) tends to a periodic solution of (1).
If x(·) is a non-injective solution of (14) starting at x0 ∈ S and associated with A(·),
then, by Proposition 4, x(·) is periodic on [T,+∞) for some T ≥ 0 implying that ω(x(·)) is a
periodic trajectory, and the conclusion of Theorem 6 holds. Thus, without loss of generality,
we will prove the theorem under the assumption that the trajectory x(·) does not intersect
itself, that is x(t1) 6= x(t2) if t1 6= t2. We give the following lemma without proof because
the results contained in it are standard and can be either found in [14] or easily derived from
Proposition 4.
Lemma 5. Given an extremal trajectory x(·) the following results hold true.
• The ω-limit set ω(x(·)) is a compact and connected subset of S.
• If x(·) intersects a transverse section Σ several times, the intersection points are placed
monotonically on Σ, i.e., for any increasing sequence of positive numbers (ti)i≥0 such
that x(ti) ∈ Σ for every i ≥ 0, x(ti) belongs to the arc in Σ between x(ti−1) and x(ti+1)
for every i ≥ 1.
• The ω-limit set ω(x(·)) of the trajectory x(·) can intersect a transverse section Σ at no
more than one point. Moreover, if z is the point of intersection of ω(x(·)) and Σ then
x(·) intersects Σ only at some points
zi = x(ti), ti < ti+1, for i ≥ 1, ti → +∞,
such that the sequence (zi)i≥1 tends to z monotonically on Σ.
The following two lemmas are crucial in the proof of Theorem 6
Lemma 6. The ω-limit set ω(x(·)) of x(·) is a union of extremal trajectories.
Proof. Let z ∈ ω(x(·)) and ti → +∞ a sequence of times such that x(ti) → z. By Banach-
Alaoglu theorem up to subsequences A(ti + ·)
w∗
⇀ A¯(·) ∈ L∞(R+,M). Therefore, x(ti + ·)
converges uniformly on compact time intervals to a solution x¯(·) associated with A¯(·) and
such that x¯(0) = z. Notice that since x(·) is extremal then passing to the limit, x¯(·) is also
extremal. This proves that ω(x(·)) is the union of extremal trajectories.
Remark 9. By the same argument of the previous lemma, if z(·) is a solution of System (1)
and if we use vz(·) to denote limt→∞ v(z(t)), then the ω-limit set of z(·) is the union of
extremal solutions on v−1(vz(·)).
Lemma 7. For any z ∈ ω(x(·)) there exists, in ω(x(·)), a periodic extremal solution xz(·)
with xz(0) = z.
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Proof. Consider an extremal trajectory xz(·) starting at z as given by Lemma 6. Since
{xz(t) : t ≥ 0} is a subset of the compact set ω(x(·)), it admits an accumulation point
z¯ ∈ ω(xz(·)). Let Σ be a transverse section at z¯. Note that all the points of intersection
of xz(·) with Σ are in ω(x(·)). Therefore, by Lemma 5, all these points coincide with z¯ so
that we deduce that xz(·) is periodic on [t
∗,+∞) for some t∗ ≥ 0. Since, whenever t∗ > 0
and ε ∈ (0, t∗] is small enough, any transverse section at xz(t
∗ − ε) has a unique point of
intersection with xz(·), one easily deduces that xz(·) is periodic on R+.
Proof of Theorem 6. Let xz(·) be as in Lemma 7 and Tz be its period. We define
Γz := {xz(t) : t ∈ [0, Tz]}, Γ := {x(t) : t ≥ 0}.
Without loss of generality we assume that Γ∩Γz = ∅ for every z. Indeed if it is not the case,
we get ω(x(·)) = Γz by Corollary 1. Hence Theorem 6 is proved.
Assume now that there exists an infinite number of two by two disjoint cycles. We select
among them a countable sequence (Γn)n≥1 and, for each n, we pick a point xn ∈ Γn. Since
Γn ⊂ ω(x(·)), then up to a subsequence one has that xn → x¯ ∈ ω(x(·)) as n→ +∞. Let Γx¯
be a periodic trajectory passing through x¯ and Σ a local transverse section passing through
x¯. Then for n large enough Γn intersects Σ at some yn ∈ ω(x(·)). By virtue of Lemma 5,
ω(x(·)) intersects Σ at only one point which implies that for n sufficiently large, yn = x¯.
Hence Γn = Γx¯ contradicting the fact that the Γn are two by two disjoint.
We thus get that there exists a finite number of distinct periodic trajectories in ω(x(·)).
Since ω(x(·)) is connected and the supports of these periodic trajectories are pairwise disjoint
and closed, we conclude the proof of Theorem 6.

5 Asymptotic properties of Barabanov linear switched
systems
In this section we analyze a special case of System (1) introduced by Barabanov in [5].
5.1 Definition and statement of the main results
Definition 9 (Barabanov linear switched system). A Barabanov linear switched system
is a linear switched system associated with the convex and compact set M of matrices defined
as
M := conv{A,A+ bcT} = {A+ ubcT : u ∈ [0, 1]},
where A ∈ R3×3 and b, c ∈ R3 verify the following: A and A + bcT are Hurwitz, the pairs
(A, b) and (AT , c) are controllable and ρ(M) = 0. Trajectories of this switched system are
solutions of
x˙(t) = Ax(t) + u(t)bcTx(t), (15)
where x(·) takes values in R3 and u(·) is a measurable function taking values on [0, 1].
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Note that with the above assumptions, it is easy to see that the set M defining a Bara-
banov linear switched system must be irreducible. We use v(·) and S to denote the Barabanov
norm defined in Eq. (3) and the corresponding unit sphere, respectively.
Associated with System (15), we introduce its adjoint system
l˙(t) = −AT l(t)− u(t)cbT l(t). (16)
In this section, we study the asymptotic behaviour of the extremal solutions of the above
switching system. To describe our results, we need the following definitions.
Definition 10. Consider an extremal trajectory x(·) : R+ → R
3 and the corresponding
matrix function A(·) : R+ →M.
• A time t ≥ 0 is said to be regular if there exists ε > 0 such that A(·) is constant on
(t− ε, t+ ε) ∩ R+. A time t ≥ 0 which is not regular is called a switching time.
• A switching time t > 0 is said to be isolated if there exists ε > 0 such that A(·) is
constant on both (t− ε, t) and (t, t+ ε) (with different values for the constants in M).
• A bang arc is a piece of extremal trajectory defined on a time interval where A(·) is
constant. If all the switching times of an extremal trajectory are isolated, then the
trajectory is made of bang arcs and is said to be a bang-bang trajectory.
Note that these definitions can still be introduced for linear switched systems in any
dimension n ≥ 2.
We now state the main results of this section.
Theorem 7. Consider a Barabanov linear switched system defined in (15) and S its unit
Barabanov sphere. The following alternative holds true:
(a) either there exists on S a 1-parameter family of periodic trajectories s 7→ γs(·) defined
on a closed interval [0, s∗] which is injective and continuous as a function with values
in C0([0, τ ]) for any τ > 0 and each curve γs(·) has, on its period, four bang arcs for
s ∈ (0, s∗) and two bang arcs for s ∈ {0, s∗};
(b) or there exists a finite number of periodic trajectories on S, each of them having four
bang arcs.
In the previous result we actually suspect that the alternative described by Item (a) never
occurs.
Proposition 7. Every trajectory of a Barabanov linear switched system of the form (15)
converges either to zero or to a periodic trajectory or to the set union of a 1-parameter
family of periodic trajectories (as described in Item (a) in Theorem 7).
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5.2 Preliminary results
We will make use several times in the sequel of the following lemma.
Lemma 8. The set M = conv{A,A + bcT} associated with a Barabanov linear switched
system is made of non-singular matrices and 1 + bT (AT )−1c > 0.
Proof. For every u ∈ [0, 1], we denote by δu := det(A+ ubc
T ). Then we have
δu = det(A) det(I3 + uA
−1bcT ) = (1 + ubT (AT )−1c) det(A).
It implies that u 7→ δu is linear. Since both values at u = 0 and u = 1 are negative, δu must
be negative as well for every u ∈ [0, 1], hence the conclusion.
We define the following functions on R+:
φb(t) := b
T l(t), φc(t) := c
Tx(t) and φ(t) := φb(t)φc(t).
The function φ(·) is called the switching function associated with the switching law A(·).
Remark 10. The maximality condition Eq.(8) is equivalent to the following,
max
u∈[0,1]
uφ(t) = u(t)φ(t) = −lT (t)Ax(t) a.e. t ≥ 0. (17)
Notice that if φ(t¯) 6= 0 for some t¯ ≥ 0 then there exists ǫ > 0 such that φ(·) never vanishes
on (t¯− ǫ, t¯+ ǫ) ∩ R+ since φ(·) is continuous. Therefore we have that
u(t) =
(
1 + sgn(φ(t))
)
/2 =
(
1 + sgn(φ(t¯))
)
/2, ∀t ∈ (t¯− ǫ, t¯+ ǫ) ∩ R+.
Hence A(·) is constant (equal either to A or A + bcT ) on (t¯ − ǫ, t¯ + ǫ) ∩ R+ which implies
that t¯ is a regular time of A(·).
We then must consider the following differential inclusion
x˙(t) = Ax(t) + u(t)bcTx(t),
l˙(t) = −AT l(t)− u(t)cbT l(t),
u(t) ∈
(
1 + sgn(φ(t))
)
/2.
(18)
We will say in the sequel that a solution (x(·), l(·)) of System (18) is extremal if x(·) is
extremal in the sense of Definition 2 and l(t) ∈ ∂v(x(t)) for every t ≥ 0. In the following we
study the structure of the zeros of the switching function φ(·).
Lemma 9. Let t¯ ≥ 0 be such that φb(t¯) = 0. Then φb(·) is differentiable at t¯ and we have
that φ˙b(t¯) = −b
TAT l(t¯). Moreover the following statements hold true:
(a) If φ˙b(t¯) 6= 0 then there exists ǫ > 0 such that |φb(t)| > 0 for t ∈ (t¯− ǫ, t¯+ ǫ)∩R+, t 6= t¯
and sgn
(
φb|(t¯−ǫ,t¯)∩R+
)
= −sgn
(
φb|(t¯,t¯+ǫ)
)
.
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(b) If φ˙b(t¯) = 0 then φb(·) is twice differentiable at t = t¯ and φ¨b(t¯) 6= 0. In particular, there
exists ǫ > 0 such that |φb(t)| > 0 for t ∈ (t¯−ǫ, t¯+ǫ)∩R+, t 6= t¯ and sgn
(
φb|(t¯−ǫ,t¯)∩R+
)
=
sgn
(
φb|(t¯,t¯+ǫ)
)
.
Proof. Since l(·) is absolutely continuous and by Equation (18), φ˙b(t) is well-defined and
equal to −bTAT l(t) − u(t)(bT c)φb(t) for almost every t > 0. In particular if φb(t¯) = 0 then
φ˙b(t¯) = −b
TAT l(t¯) and φ˙b(t) keeps the same sign as φ˙b(t¯) in a neighborhood of t¯, if the latter
derivative is nonzero, proving Item (a).
Let us prove Item (b). Since φ˙b(t¯) = 0, one has that φb(t) = o(t − t¯) in a neighborhood
of t¯. Therefore φ˙b(t) = b
T (AT )2l(t¯)(t− t¯) + o(t− t¯) in a neighborhood of t¯. If bT (AT )2l(t¯) =
0 then the vectors b, Ab and A2b would all be perpendicular to the non zero vector l(t¯),
contradicting the fact that the pair (A, b) is controllable. Therefore φ˙b(t) is equivalent to
bT (AT )2l(t¯)(t − t¯) in a neighborhood of t¯, implying that φ¨b(t¯) is defined and different from
zero. If µ = sgn(bT (AT )2l(t¯)), then there exists ε > 0 such that µφ˙b(s) < 0 for s ∈ (t¯− ǫ, t¯)
and µφ˙b(s) > 0 for s ∈ (t¯, t¯+ ǫ). Hence µφb(s) > φb(t¯) = 0 for s ∈ (t¯− ǫ, t¯+ ǫ) ∩ R+, s 6= t¯.
The previous result tells us in particular that the zeros of the function φb(·) are isolated.
A result analogous to Lemma 9 holds when one replaces the function φb(·) by φc(·), since the
pair (AT , c) is controllable, and consequently the zeros of the function φb(·) are also isolated.
We then have the following proposition.
Proposition 8. The zeros of the switching function φ(·) are isolated and, in a neighborhood
of any such zero t¯, the sign of φ(·) solely depends on the value (x(t¯), l(t¯)). Moreover the
functions bT l(·) and cTx(·) change sign infinitely many times.
Proof. The first part of the proposition is an immediate consequence of what precedes.
Regarding the second part, we only provide an argument for bT l(·) since the corresponding
one for cTx(·) is identical. Let (x(·), l(·)) be an extremal solution of System (18). We assume
by contradiction that the function bT l(·) has a constant sign on [T,+∞) for some T ≥ 0.
Without loss of generality, suppose that bT l(·) is positive and let us prove that bT l(t) → 0
as t→ +∞.
Define on [T,+∞) the increasing C1 function F (t) :=
∫ t
T
bT l(s)ds for t ≥ T . We now
claim that limt→+∞ F (t) exists and is finite. Notice that we have for almost every s,
bT (AT )−1l˙(s) = bT (AT )−1(−AT l(s)− u(s)cbT l(s)) = −bT l(s)(1 + u(s)bT (AT )−1c). (19)
By Eq. (19), we have −bT (AT )−1l˙(s) ≥ αbT l(s) where α := min{1, 1 + bT (AT )−1c} > 0,
thanks to Lemma 8. This implies that
F (t) ≤ −
1
α
∫ t
T
bT (AT )−1l˙(s)ds =
1
α
bT (AT )−1(l(T )− l(t)).
Hence F (·) is bounded since l(·) is uniformly bounded. This shows the claim.
Notice that F ′(·) is absolutely continuous with bounded derivative. By Barbalat’s lemma
we conclude that F ′(t)→ 0 as t→ +∞, i.e., bT l(t)→ 0 as t→ +∞.
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Consider the sequence of solutions ln(·) := l(n + ·). Then ln(·) converges uniformly on
every compact to some solution l∗(·) of System (16). Notice that l∗(·) is contained in S
0
since the sequence (ln(·))n≥0 is entirely contained in S
0. Thus, by the fact that bT l(s) → 0
as s → +∞ we deduce that bT l∗(s) = 0 for every s ≥ 0. Therefore l˙∗(s) = −A
T l∗(s) for
every s ≥ 0. Hence, since AT is Hurwitz we conclude that ‖l∗(s)‖ → +∞ as s→ +∞ which
contradicts the boundedness of l∗(·).
As a consequence, there is no chattering phenomenom for the solutions of the linear
differential inclusion defined by Eq.(18). Another interesting consequence of Proposition 8
is the following generalization of Lemma 8.
Corollary 4. The set M = conv{A,A + bcT} associated with a Barabanov linear switched
system is made of Hurwitz matrices.
Proof. The argument goes by contradiction. By a standard continuity argument, if the con-
clusion of the lemma does not hold true, then there exists u¯ ∈ (0, 1) such that Au¯ := A+u¯bc
T
admits a purely imaginary eigenvalue, which is non zero since Au¯ is non-singular according
to Lemma 8. Therefore, there exists x¯ ∈ S such that the curve γ : t 7→ etAu¯ x¯ defined for
t ≥ 0 is periodic. As a consequence γ(·) must be extremal since it is an admissible trajec-
tory of System (15). Moreover, there exists an adjoint trajectory l(·) such that (γ(·), l(·)) is
solution of System (18). Since the corresponding function u(·) remains constant and equal
to u¯ ∈ (0, 1), the function (cTγ(·))(bT l(·)) must be identically equal to zero, which is not
possible by Proposition 8.
The following result allows us to apply Theorem 6 to Barabanov linear switched systems.
Proposition 9. The set M satisfies Condition G introduced in Definition 4.
Proof. Let x0, l0 be non zero vectors in R
3 and assume that there exist two solutions
(x1(·), l1(·)) and (x2(·), l2(·)) of Systems (15)-(16) starting at (x0, l0), associated with the
switching laws A+ui(·)bc
T and satisfying maxu∈[0,1] uφi(t) = ui(t)φi(t) for i = 1, 2 and a.e. t,
where φi(t) = (b
T li(t))(c
Txi(t)).
We prove that (x1(·), l1(·)) = (x2(·), l2(·)). Notice that it is enough to show the latter
equality on some (0, ǫ) with ǫ > 0 sufficiently small.
If (bT l0)(c
Tx0) = 0 then by Proposition 8 there exists a small ǫ > 0 such that ui(t) =(
1 + sgn(φi(t))
)
/2 on (0, ǫ) where sgn(φi(t)) has a common value for i = 1, 2. This proves
that (x1(·), l1(·)) = (x2(·), l2(·)) on (0, ǫ).
Assume now that 0 6= (bT l0)(c
Tx0) = φ1(0) = φ2(0). Then ui(t) =
(
1 + sgn(φi(0))
)
/2 on
(0, ǫ) for some ǫ > 0 sufficiently small. Hence (x1(·), l1(·)) = (x2(·), l2(·)) on (0, ǫ).
We give below a technical result (Proposition 10) which turns out to be instrumental for
many subsequent results of the paper. To proceed, we start with a preliminary lemma and
the following convention. Given a vector z ∈ R3 from now on we use Pz to denote the plane
perpendicular to z.
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Lemma 10. Let M = etpAp . . . et1A1 with an alternating choice of the Ai’s in {A,A+ bc
T},
A1 6= Ap and ti > 0 for i = 1, . . . , p. Assume that 1 is a double eigenvalue of M . Then either
ker((M−1)T − I3) = Pb or ker(M − I3) = Pc and in the latter case e
t1A1Pc 6= Pc. Moreover
there exists k ∈ {1, . . . , p} such that e−tkA
T
k Pb 6= Pb.
Proof. Since supk≥0 ‖M
k‖ is finite, the Jordan blocks corresponding to the eigenvalue 1 must
be trivial. Therefore, both ker((M−1)T − I3) and ker(M − I3) are two-dimensional subspaces
of R3. Notice next that for every x ∈ ker(M − I3) ∩ S there exists a periodic trajectory
starting at x and all such trajectories have the same switching law. In particular t = 0
is a common switching time. Moreover each such periodic trajectory is a solution of (18)
with initial condition (x, l) for some adjoint vector l ∈ ker((M−1)T − I3). Assume that
ker(M − I3) 6= Pc. Then ker(M − I3)∩Pc = Rx0 and for every x ∈ ker(M − I3) non collinear
with x0 one has c
Tx 6= 0. Therefore for every x non collinear with x0, there exists an adjoint
vector l associated with x such that bT l = 0. If there exists x non collinear with x0 with
two non collinear adjoint vectors as above, one gets at once that ker((M−1)T − I3) = Pb.
Otherwise one can define a map x 7→ l(x) such that l(x) is the adjoint vector associated
with x such that bT l(x) = 0. It remains to show that there exist x1, x2 ∈ ker(M − I3) non
collinear with x0 such that the corresponding adjoint vectors l(x1), l(x2) are themselves non
collinear. If it were not the case then all the considered l(x) would be collinear with some
fixed l∗ ∈ S
0. Since S0 is the unit sphere of the norm v∗ and every l(x) belongs to S0,
one would get that l(x) = ±l∗. One would deduce that for every x ∈ ker(R(T ) − I3) ∩ S
and not collinear with x0, one has that lT∗ x = ±1 and, by continuity l
T
∗ x0 = ±1. Since
ker(R(T )− I3) ∩ S is connected and the closed sets {x : l
T
∗ x = 1} and {x : l
T
∗ x = −1} are
disjoint, ker(R(T )− I3)∩ S must be contained inside one of them, contradicting the central
symmetry of ker(R(T )− I3) ∩ S.
Assume now that et1A1Pc = Pc then e
kt1A1x belongs to Pc ∩ S for every k ≥ 0 and
x ∈ Pc ∩ S, contradicting the fact that A1 is Hurwitz.
It remains to prove the last statement of the lemma. If it is not the case, then for every
k ∈ {1, . . . , p} one has e−tkA
T
k Pb = Pb, that is e
−tkA
T
k restricts to an endomorphism Bk on Pb
with det(Bk) > 1. Moreover Bp . . . B1 is equal to the restriction of (M
T )−1 on Pb which is
by assumption the identity on Pb. Hence a contradiction.
Proposition 10. Let x0(·) be a periodic solution of System (15) with period T > 0 and
associated with some switching law A0(·). Let R(·) the fundamental matrix associated with
A0(·). Then the eigenvalue 1 of R(T ) is simple and the two other eigenvalues have modulus
strictly less than 1.
Proof. We argue by contradiction. Then either 1 is a double eigenvalue of R(T ) or both
1 and −1 are eigenvalues of R(T ). In both cases there exists a finite concatenation M =
etpAp . . . et1A1 with Ai ∈ {A,A + bc
T} for i = 1, . . . , p, A1 6= Ap and ti > 0 such that 1 is a
double eigenvalue. We apply Lemma 10 and, using the last part of it, one can always assume
that ker(M − I3) = Pc and e
t1A1Pc 6= Pc, up to changing the initial switching time. We
first remark that Pc ∩ PAT1 c ∩ S is made of two antipodal points ±x∗ since the pair (A
T , c)
is controllable. Then we choose x∗ such that c
TA21x∗ > 0. Observe that Pc ∩ S \ {x∗,−x∗}
is the disjoint union of two open subsets U+, U− in Pc ∩ S such that c
TA1x > 0 on U
+ and
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Figure 4: Proof of Proposition 10
cTA1x < 0 on U
−. Consider the trajectories t 7→ etA1x where x ∈ U− is close enough to x∗
in such a way that cTA21x > 0.
We claim that there exists a small enough open neighborhood V of x∗ such that for every
y ∈ V − := V ∩ U− there exists t(y) > 0 and x(y) ∈ U+ such that x(y) = et(y)A1y and t(·)
is continuous with limy→x1 t(y) = 0. The claim is an immediate consequence of the implicit
function theorem applied at the point (0, x∗) to the function F : R× Pc → R defined by
F (t, x) =
{
cT e
tA1−Id
t
x t 6= 0,
cTA1x t = 0,
and the fact that etA1y stays on S for t ∈ [0, t1]. By definition of M we deduce that
e−tpAp(Pc ∩ S) ⊂ S and then every point x(y) with y ∈ V
− is reached by an extremal
trajectory etpApz for some z ∈ S. Since Ap 6= A1 every point x(y) with y ∈ V
− is reached
by two extremal trajectories corresponding to A and A+ bcT (see Figure 4). This also holds
for points of the type e−tA1x(y) with t ∈ (0, t(y)) small enough and y ∈ V −. We have then
reached a contradiction with Proposition 4.
Proposition 11. Every extremal solution (x(·), l(·)) of System (18) converges to a periodic
solution (x¯(·), l¯(·)) of System (18), where x¯(·) and l¯(·) have the same minimal period T and
the corresponding switching law is of minimal period T/2 or T .
Proof. Let (x(·), l(·)) be defined as above and associated with a switching law A(·). By
Theorem 6, x(·) tends to a periodic solution x¯(·) of System (15) with minimal period T > 0
and associated with some switching law A¯(·) such that A(·)⇀ A¯(·) in the weak-∗ topology.
One first deduces that A¯(·) is periodic of period T since ˙¯x(·) and the zeros of cT x¯(·) are
isolated. We next claim that the minimal period of A¯(·) is T/2 or T . To see that, first recall
that the set of positive periods of A¯(·) is a subgroup G of (R,+) and not reduced to zero
since T ∈ G. Therefore either G = R or it is generated by some positive T¯ which is the
minimal period of A¯(·) and T = pT¯ with p positive integer. In the first case, A¯(·) must be
constant and, according to Corollary 4, this contradicts the fact that x¯(·) is periodic. In the
second case, one has R(T ) = R(T¯ )p where R(·) is the fundamental matrix associated with
A¯(·). Let ω be an eigenvalue of R(T¯ ) of modulus equal to one. According to Proposition 10,
28
1 is a simple eigenvalue of R(T ). Then ω must be real, equal to 1 or −1. Recalling now that
T is the minimal period of x¯(·), we get at once that T¯ = T or T/2.
The trajectory l(·) belongs to S0 which is compact. Therefore its ω−limit set is made of
solutions of System (16) and associated with A¯(·). Proving the proposition amounts to show
that this ω-limit set reduces to a unique periodic solution l¯(·) of System (16) with minimal
period T .
Setting x0 = x¯(0), l0 = l¯(0) and S(·) =
(
R(·)T
)−1
we have that R(T )x0 = x0 and that
1 is a simple eigenvalue of S(T ), while the other eigenvalues have modulus strictly larger
than 1. Let l1 be an eigenvector of S(T ) associated with 1. Then l0 = αl1 + w where
w ∈ ker(S(T )− I3)
⊥ and S(nT )l0 = S(nT )αl1 + S(nT )w = αl1 + S(T )
nw for every integer
n. Since the sequence (S(nT )l0)n≥1 is uniformly bounded we deduce that w = 0 and l¯(·) is
periodic of period T . If T¯ = T , we are finished. Otherwise we have that S(T¯ )l0 is either
equal to l0 or −l0. In the first case, l0 belongs to both ∂v(x0) and ∂v(−x0), which is a
contradiction. The proof of the proposition is complete.
Remark 11. Assume that there exists a T -periodic trajectory x(·) with support Γ such that
Γ ∩ (−Γ) 6= ∅. Then, necessarily Γ = −Γ, x(·) is T
2
-antiperiodic and such a trajectory must
be unique.
In the following, we use w(·) to denote a Barabanov norm (i.e., a norm on R3 satisfying
Conditions 1 and 2 of Theorem 1) for the following linear switched system
m˙(t) = ATm(t) + u(t)cbTm(t), (20)
where u(·) is a measurable function taking values on [0, 1].
Lemma 11. The trajectory l¯(·) defined in Proposition 11 cannot intersect itself.
Proof. Consider the trajectory m¯(·) of System (20) defined as m¯(t) = l¯(T − t) for every
t ∈ [0, T ]. Then w(m¯(t)) = w(m¯(0)) for every t ∈ [0, T ] since w(·) is a Barabanov norm for
System (20) and l¯(·) is T -periodic. Since ρ(MT ) = ρ(M) = 0 and by using w(·) instead of
v(·) in Proposition 4, we deduce that l¯(·) cannot intersect itself.
For t ≥ 0, we use x˙+(t), x˙−(t), respectively to denote the right and the left derivative
of x(·) at t ≥ 0 respectively. Similarly, we use l˙+(t) and l˙−(t) respectively to denote the
right and the left derivative of l(·) at t ≥ 0 respectively. The latter are well-defined since
(x(·), l(·)) is a bang-bang trajectory. In that context, the definition of tranverse section to
trajectories x(·) as given in Definition 7 is equivalent to the following one, which also extends
to the component l(·): a transverse section Σ in S (S0 respectively) for System (18) is a
connected subset of the intersection of S (S0 respectively) with a plane P such that for every
trajectory (x(·), l(·)) of System (18) and t > 0 satisfying x(t) ∈ Σ (l(t) ∈ Σ respectively) we
have qT x˙+(t) > 0 and q
T x˙−(t) > 0 (v
T l˙+(t) > 0 and v
T l˙−(t) > 0 respectively) where q (v
respectively) is a given vector orthogonal to P .
We next provide the counterpart of Lemma 5 when replacing x(·) by l(·).
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Lemma 12. Let (x(·), l(·)) be an extremal solution of System (18) and Σ a transverse section
in S0 for System (18). If l(·) does not intersect itself then ω(l(·)) intersects Σ at no more
than one point.
We now provide a crucial property regarding the switching function φ(·).
Proposition 12. Under the assumptions and notations of Proposition 11, the functions
cT x¯(·) and bT l¯(·) change sign exactly twice on each minimal period.
Proof. We only deal with the function bT l¯(·). By the same arguments the conclusion can
also be obtained for the function cT x¯(·).
Notice first by virtue of Lemma 9 that the function bT l¯(·) changes sign at some time
t¯ > 0 if and only if bT l¯(t¯) = 0 and bT ˙¯l(t¯) 6= 0. By Proposition 8 the function bT l¯(·) changes
sign infinitely many times. Then with no loss of generality, we assume that bT l¯(0) = 0
and bT ˙¯l(0) > 0 which implies that bT l¯(t) > 0 for t sufficiently small. Define now the
set Σ− := Pb ∩ {l ∈ S
0 : bTAT l < 0}. We claim that Σ− is a transverse section passing
through l¯(0). Indeed observe first that l¯(0) ∈ Σ− since b
T ˙¯l(0) = −bTAT l¯(0). On the other
hand any trajectory l˜(·) such that l˜(σ) ∈ Σ− for some σ ≥ 0 satisfies b
T l˜(σ) = 0 and
bT ˙˜l(σ) = −bTAT l˜(σ) > 0, which proves the claim. By applying Lemmas 11 and 12, we
conclude that {l¯(t) : t ∈ [0, T ]} ∩Σ− = {l¯(0)}. Also by Proposition 8 there exists t
∗ ∈ (0, T )
such that bT l¯(t∗) = 0 and bT ˙¯l(t∗) < 0. Otherwise the function bT l¯(·) does not change sign.
Thus, we have that bTAT l¯(t∗) > 0. By defining the set Σ+ := Pb ∩ {l ∈ S
0 : bTAT l > 0}
and by using the same techniques as what precedes, one can show that Σ+ is a transverse
section passing through l¯(t∗). Thus, we have that {l¯(t) : t ∈ [0, T ]} ∩ Σ+ = {l¯(t
∗)}. Hence,
the function bT l¯(·) changes sign only twice on each minimal period.
By the same techniques, one can prove that the function cT x¯(·) also changes sign exactly
twice on each minimal period.
We deduce from the previous results the following.
Corollary 5. Every periodic trajectory (x(·), l(·)) of (18) of minimal period T > 0 is formed
either by two bang arcs or by four bang arcs. The first case happens whenever bT l(·) and
cTx(·) have common zeroes.
We close this section with a technical result which will be repeatedly used in the final
part of the paper.
Lemma 13. Let (x∗,−x∗) be the unique pair of antipodal points on S such that c
Tx∗ =
cTAx∗ = 0. Then, there does not exist a periodic trajectory of System (15) passing through
x∗ or −x∗.
Proof. Consider x∗ so that c
Tx∗ = c
TAx∗ = 0 and c
TA2x∗ > 0. The argument of the lemma
goes by contradiction. Let then x(·) be a periodic trajectory of System (15) with x(t0) = x∗
for some t0 (the case x(t0) = −x∗ is treated similarly). With no loss of generality, we assume
that cTx(0) = 0 and cTx(t) > 0 for t ∈ (0, t0). Indeed, c
T x˙(t0) = c
TAx∗ = 0 and c
Tx(·) is
twice differentiable at t = t0 with second derivative equal to c
TA2x∗.
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Figure 5: Proof of Lemma 13
Consider the closed curve γ on S defined as the union of the trajectory x(t), t ∈ [0, t0]
and the arc ξ ⊂ S ∩ Pc connecting x(0) and x(t0) and not containing −x∗. Note that γ is a
Jordan curve on S dividing S \ γ into two open and disjoint subsets S±∗ , with S
−
∗ containing
−x∗. Moreover, c
TAx ≥ 0 for x in the arc ξ since cTAx(0) = cT x˙(0) > 0, cTAx∗ = 0 and −x∗
does not belong to ξ. In addition any regular parameterisation of S ∩ Pc in a neighborhood
of x∗ results into a Lipschitz curve differentiable at x∗ with a tangent vector at x∗ which
is collinear with Ax∗ (see Figure 5). Two possibilities may occur: either Ax∗ points in the
direction of ξ or not. If it does, the piece of trajectory x(t) for t > t0 close to t0 is contained
in S+∗ . Then, S
+
∗ must be a positive time invariant set for the dynamics defined by (15)
since cTAx ≥ 0 for x on the arc ξ. However, the invariance of S+∗ implies that c
Tx(t) keeps
a constant sign for every positive t, which contradicts Proposition 8.
Assume now that Ax∗ does not point in the direction of ξ. Consider the regular param-
eterization η(·) of S ∩ Pc in a neighborhood of x∗ given by
η(s) =
x∗ + Ax∗(s− t0)
v(x∗ + Ax∗(s− t0))
,
for s close to t0. According to the assumption on Ax∗, the arc ξ (in a neighborhood of x∗)
corresponds to values η(s) for s smaller than t0, and by a direct evaluation, c
TAη(s) < 0
there, which contradicts the fact that cTAx ≥ 0 for x in the arc ξ.
Remark 12. The conclusion of the above lemma holds with S, c, x∗ and System (15) replaced
by S0, b, l∗ and System (16), where (l∗,−l∗) is the the unique pair of antipodal points on S
0
such that lT∗ b = l
T
∗ Ab = 0.
5.3 Proofs of Theorem 7 and Proposition 7
We start this section by proving Theorem 7. The argument proceeds by considering the
alternative of having or not an infinite number of distinct periodic trajectories on the unit
Barabanov sphere.
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Note that Corollary 5 provides an algebraic criterion for an extremal trajectory of Sys-
tem (15) to be periodic. Indeed, given such a trajectory γ(·) there exist (t∗1, t
∗
2, t
∗
3, t
∗
4) ∈ R
4
+
and x∗ ∈ Pc ∩ S such that γ(0) = x
∗, the t∗i ’s are the time durations between the switchings
(the first switching time being at time t = 0) and γ(·) is periodic of period
∑4
i=1 t
∗
i . Then
x∗ is an eigenvector associated with the simple eigenvalue 1 for the matrix
M(t∗1, t
∗
2, t
∗
3, t
∗
4) = e
t∗4A2et
∗
3A1et
∗
2A2et
∗
1A1 .
We can reformulate the above by introducing the functions M : R4 → R3×3 and f : R4 → R
defined by
M(t1, t2, t3, t4) = e
t4A2et3A1et2A2et1A1 , f(t1, t2, t3, t4) = det(M(t1, t2, t3, t4)− I3). (21)
It is trivial to see that M and f are real analytic functions and we use Zf to denote the zero
set of f . Setting z∗ := (t∗1, t
∗
2, t
∗
3, t
∗
4), one gets that z
∗ ∈ Zf .
We next provide the following lemma.
Lemma 14. Assume there exists an infinite sequence (γn)n≥0 of distinct periodic extremal
trajectories. Then there exists a non trivial interval I ⊃ [0, s∗] and a non constant continuous
injective curve admitting a piecewise analytic parameterization z : I → R4 such that,
(i) for every s ∈ I, f(z(s)) = 0;
(ii) for every s ∈ I ∩ [0, s∗], z(s) ∈ (R+)
4;
(iii) for s ∈ {0, s∗}, there exists 1 ≤ i ≤ 4 such that ti(·) changes sign at s while tj(s) > 0
for some j 6= i.
Proof. For every n ≥ 0, let zn = (t
(1)
n , t
(2)
n , t
(3)
n , t
(4)
n )T ∈ R4+ be the 4-tuple of switching times
corresponding to γn and Mn :=M(zn). In addition, if xn is an eigenvector of Mn associated
with the eigenvalue 1 for n ≥ 0, we can assume that cTAxn > 0 according to Lemma 13.
In that case, for every n ≥ 0, xn is the unique vector of Pc ∩ S such that Mnxn = xn.
Moreover, the points zn, n ≥ 0, are two by two distinct. Indeed, one would have otherwise
that Mn1 =Mn2 for two distinct indices n1 and n2, which would imply that xn1 = xn2 since
1 is a simple eigenvalue of the Mn’s and leading to γn1 = γn2 .
Due to the fact that the matrices of the form A + ubcT , 0 ≤ u ≤ 1, are Hurwitz (cf.
Corollary 4), the times tin are uniformly bounded for n ≥ 0 and 1 ≤ i ≤ 4, yielding that
there exists a compact subset K ⊂ R4+ such that zn ∈ K for every n ≥ 0, the set Zf ∩ (R+)
4
is compact and 0 ∈ Zf is isolated in Zf ∩ (R+)
4. Up to a subsequence, we also have that the
sequence (zn)n≥0 converges to some z∗ ∈ Zf ∩ (R+)
4. For later use, we consider Z+f the set
Zf ∩ (R+)
4 minus its isolated points.
We first prove that Z+f does not contain any non trivial Jordan curve. Reasoning by
contradiction, there exists a non trivial curve Γ : S1 → Z+f such that one can associate with
any of its point Γ(θ) an eigenvector x(θ) of M(Γ(θ)) in Pc ∩ S. The curve x : S
1 → Pc ∩ S
can be chosen to be continuous (except possibly at a single point) and it is clearly injective,
since otherwise there would exist distinct periodic trajectories starting from the same point.
It implies that θ 7→ cTAx(θ) keeps a constant sign according to Lemma 13. Moreover, the
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closure of the support of x must contain an arc joining a pair of antipodal points and thus
there exists θ¯ ∈ S1 so that x(θ¯) = ±x∗, contradicting Lemma 13.
As a consequence of the Lojasiewicz’s structure theorem for varieties ([18, Theorem 6.3.3,
page 168]) and the fact that z∗ ∈ Z
+
f , there must exist an analytic submanifold in Zf \{0} of
dimension m with 1 ≤ m ≤ 3 whose closure contains z∗. The non existence of a non trivial
Jordan curve in Z+f implies at once that Z
+
f does not contain any stratum of dimension
m ≥ 2 and thus Z+f only contains strata of dimension zero and one. In that case, by using
the theorem of resolution of singularities (see for instance [7]), the conclusion of Lojasiewicz’s
structure theorem can be strengthened as follows: every stratum of dimension zero in Z+f
is in the interior of a continuous injective curve contained in Zf and admitting an analytic
parameterization. One further notices that there must exists only one such curve going
through any stratum of dimension zero z¯ otherwise, if x¯ ∈ Pc ∩ S denotes the eigenvector of
M(z¯) associated with the eigenvalue 1 with cTAx¯ > 0, there would exists a neighborhood X¯
of x¯ open in Pc ∩ S such that every y ∈ X¯ ∩ (Pc ∩ S) is the eigenvector associated with 1 of
at least two distinct values of M(·), which is impossible. From this fact we also deduce that
Z+f ∩ (R
∗
+)
4 has a structure of a topological one-dimensional manifold (embedded in (R∗+)
4),
and by a simple adaptation of the previous arguments Z+f is itself a compact one-dimensional
manifold (with or without boundary). By applying standard results (see e.g. Exercises 1.2.6
and 1.4.9 in [16]) we deduce that each connected component of Z+f is either homeomorphic
to a circle or to a closed segment. The first possibility has been previously ruled out and
since the arguments above imply that the extremities of each connected component belong
to the boundary of (R+)
4, we get the thesis.
Theorem 7 easily follows from the previous lemma. Indeed, assume that Item (b) of
Theorem 7 does not hold, i.e. there exists an infinite number of periodic trajectories for
System (15). Then, Item (iii) of Lemma 14 immediately implies that there exists a 1-
parameter family of periodic trajectories s 7→ γs(·) with at most four bang arcs bounded at
its extremities by periodic trajectories with exactly two bang arcs. Moreover the mapping
s 7→ γs(·) is injective and continuous as a function with values in C
0([0, T ]) for T > 0, which
concludes the proof of Item (a) of Theorem 7. The theorem is proved.
We now prove Proposition 7. We start the argument by making the following remark.
Remark 13. By the same reasoning which proved that the accumulation of periodic trajecto-
ries yields the existence of a continuum of periodic trajectories (i.e. Item (a) of Theorem 7),
one can show that there exists only a finite number of such continua of periodic trajectories
on the unit Barabanov sphere. Thus there exists a finite number of isolated periodic tra-
jectories and isolated continua of periodic trajectories (Γi)i=1,...,p. It is useful to define an
order on the set (Γi)i=1,...,p. For this purpose let us call Γˆi the intersection of Γi with the arc
Λ+c = {x ∈ Pc ∩ S : c
TAx > 0} (Γˆi reduces to a point if Γi is a single periodic trajectory); if
x∗ is the point of Pc ∩ S satisfying c
TAx∗ = 0 and c
TA2x∗ > 0 then we say that Γi < Γj if
Γˆi is contained in the interior of the arc of Λ
+
c joining Γˆj and x∗. Equivalently Γi < Γj if Γi
is contained in the connected subset of S enclosed by Γj which contains x∗.
We will need the following lemma.
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Figure 6: Periodic trajectories in the ω-limit set ω(x(·)).
Lemma 15. Consider Γ as defined previously. It divides S\Γ into two connected components
whose closures will be denoted by S1 and S2. Then, for i = 1, 2, there exists an open
neighborhood Ui of Γ such that either all extremal trajectories starting in Si ∩Ui converge to
Γ or no one does.
Proof. To prove the lemma we will show that if there exists a single trajectory x(·) converging
to Γ from one of the two corresponding connected components, say S1, then it is possible
to define an open neighborhood U1 of Γ in S1 such that all extremal trajectories starting in
U1 converges to Γ. According to Lemma 13, if x¯ ∈ Pc ∩ Γ then there exists a neighborhood
O of x¯ in S such that Pc ∩ O is a transverse section for System (18). In particular, by
Lemma 5, x(·) intersects Pc ∩ O at a sequence of points (x(tk)), k ≥ 0, such that tk < tk+1
and liml→∞ x(tk) = x¯ monotonically. Consider the open set U of S1 whose boundary is equal
to the union of ∂S1, of {x(t), t0 ≤ t ≤ t1} and the open arc in Pc ∩ O connecting x(t0)
and x(t1), denoted by (x(t0), x(t1)). Then, following the classical arguments in the proof of
Poincare´-Bendixson Theorem, together with Proposition 4 and Corollary 1, it turns out that
U is invariant and it does not contain periodic trajectories. Thus every extremal trajectory
starting in U converges to Γ, concluding the proof.
Let x(·) be a non trivial trajectory of System (15) which does not converge to zero as
t tends to infinity. Then, as v(x(·)) is non-increasing, V := limt→∞ v(x(t)) exists and is
strictly positive. Assuming without loss of generality V = 1 we deduce that the ω-limit
set ω(x(·)) of x(·) is included in S. Moreover, by standard arguments, given a point z of
ω(x(·)) there exists an extremal trajectory starting from z contained in ω(x(·)) and thus the
ω-limit set of this trajectory, which is, by Theorem 6, a non trivial periodic trajectory γ of
System (15), also belongs to ω(x(·)). By connectedness of ω(x(·)) it turns out that there exist
two possibly coinciding periodic trajectories γ− ≤ γ+ on S (according to the order defined
in Remark 13) such that ω(x(·)) coincides with the set of periodic trajectories γ of (15) on S
with γ− ≤ γ ≤ γ+. These trajectories can be arranged in a finite number of isolated periodic
trajectory or isolated continua of periodic trajectories denoted by Γ˜i ⊂ ω(x(·)), 1 ≤ i ≤ q,
and we assume that Γ˜1 < · · · < Γ˜q (see Figure 6).
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By Lemma 15 for 2 ≤ i ≤ q the sets Γ˜i−1 and Γ˜i may only be locally attractive or repulsive
on the region of S enclosed by them. Also, according to Theorem 6, they cannot be both
repulsive in that region. In addition, again by Theorem 6, in the connected component of
S \ Γ˜1 containing x∗, the point of S satisfying c
Tx∗ = c
TAx∗ = 0 and c
TA2x∗ > 0, one has
that either Γ˜1 is locally attractive or ω(x(·)) is empty. An analogous statement holds for the
connected component of S \ Γ˜q not containing x∗. Taking into account the previous remarks
it is thus easy to see that there exists Γ˜i such that, on each connected component of S \ Γ˜i,
either Γ˜i is locally attractive or ω(x(·)) is empty.
Notice that the set Pc∩Γ˜i is the union of two arcs in Pc∩S (which reduce to points if Γ˜i is
a single periodic trajectory). Let C be one of these arcs, then any small enough neighborhood
of C in Pc is a transverse section of System (15). Moreover, let T1, T2 be positive times such
that each periodic trajectory γ in Γ˜i has period Tγ satisfying T1 < Tγ < T2 (the existence of
these bounds relies on the continuity of the period of the trajectories of Γ˜i with respect to
the initial datum). The following lemma holds.
Lemma 16. For every small enough ε > 0 let Bε be the open neighborhood of C in Pc of
the points whose distance from C is less than ε. Then there exists τ > 0 such that, for every
time t ≥ τ with x(t) ∈ Bε, the smallest t
′ > 0 with x(t+ t′) ∈ Bε satisfies t
′ ∈ (T1, T2).
Proof. Let B¯ε be the closure of Bε. By the properties of Γ˜i the conclusion is obviously true if,
instead of x(·), one considers any extremal trajectory on S starting in S ∩ B¯ε and contained
in ω(x(·)). The only thing to precise here is that if one starts at the boundary of S ∩ B¯ε,
then, the next intersection of the extremal trajectory with S∩B¯ε must actually lie in S∩Bε.
For the general case the argument goes by contradiction. Let us fix ε > 0 small and
consider an increasing sequence of times (tn)n≥0 such that x(tn) ∈ Bε and the smallest
t′n > 0 with x(tn + t
′
n) ∈ Bε does not satisfy t
′
n ∈ (T1, T2). Up to a subsequence, x(tn + ·)
converges on [0, T2] to an extremal trajectory on S starting at x˜ ∈ S ∩ B¯ε and contained
in ω(x(·)) which, as explained above, must re-intersect for the first time S ∩ Bε at some
t ∈ (T1, T2). We have reached a contradiction and that concludes the proof of the lemma.
To conclude the proof of Proposition 7 it is enough to observe that, given Bε as in
Lemma 16, the sequence (tn)n≥0 of times such that x(tn) ∈ Bε is infinite and satisfies, for
every n large enough, tn+1 − tn ∈ [T1, T2]. In particular up to taking n large enough x(·)
can be considered as arbitrarily close to an extremal trajectory on the interval [tn, tn+1] and
the latter must be confined on a neighborhood of Γ˜i that can be made arbitrarily small by
letting ε go to zero. This proves that ω(x(·)) ⊂ Γ˜i (and in particular i = q = 1), concluding
the proof of the proposition.
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