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Transition of molecular hydrogen to atomic ionized state with increase of temperature and pres-
sure poses still unresolved problems for experimental methods and theory. Here we analyze the
dynamics of this transition and show its nonequilibrium non-adiabatic character overlooked in both
interpreting experimental data and in theoretical models. The non-adiabatic mechanism explains
the strong isotopic effect [Zaghoo, Husband, and Silvera, Phys. Rev. B 98, 104102 (2018)] and
the large latent heat [Houtput, Tempere, and Silvera, Phys. Rev. B 100, 134106 (2019)] reported
recently. We demonstrate the possibility of formation of intermediate exciton-like molecular states
at heating of molecular hydrogen that can explain puzzling experimental data on reflectivity and
conductivity during the insulator-to-metal transition.
Introduction. The nature of the molecular-to-atomic
transition in fluid hydrogen and deuterium is a funda-
mental problem1,2 that has been drawing increasing at-
tention for more than two decades since the first reli-
able experiments on electrical conductivities of fluid H2
and D2 at shock pressures
3. In the subsequent dynamic
and static experiments a large amount of experimen-
tal data has been collected on the revealed insulator-to-
metal transition (IMT) (e.g., see4–7 and8–12). However at
the moment, there are inconsistencies between different
experimental results and there is no complete theoretical
understanding of this transition.
Theoretical approaches to IMT were based on chem-
ical models but later switched to ab initio methods13.
The first-principles molecular dynamics (FPMD) based
on density functional theory (DFT) and the quantum
Monte-Carlo (QMC) methods are considered as the most
accurate theoretical tools for calculations of IMT in hy-
drogen (e.g. see14–18 and19–23). These methods have
been systematically improved and are able to consider
such factors as the coupling of electrons and ions in
QMC19, the nuclear quantum effects15, the influence of
a particular choice of xc-functional in DFT16,17 and xc-
functional dependence on electronic temperature24.
Two important common features for all these methods
are the assumption of the thermodynamic equilibrium of
the nuclear and electronic subsystems and the adiabatic
Born-Oppenheimer approximation. In QMC the ground
state of the many-electron system is calculated for in-
dependent nuclear configurations sampling canonical en-
semble19. In FPMD DFT methods the Fermi-Dirac dis-
tribution is assumed for Kohn-Sham electron states that
corresponds to the Mermin finite-temperature DFT (FT-
DFT) formalism25. Correspondingly, the experiments on
IMT are interpreted within the thermodynamic equilib-
rium framework. However, as far as we are aware of,
there has been no careful analysis of the possible non-
equilibrium effects on IMT in fluid H2/D2. Low electron-
ion recombination and temperature relaxation rates in
warm dense hydrogen26,27 have pointed to the impor-
tance of the non-equilibrium effects but in the atomic
state of fluid H2/D2 at temperatures higher than IMT.
In this Rapid Communication we would like to put
the focus on the non-equilibrium non-adiabatic processes
accompanying this IMT at heating in shock-wave or di-
amond anvil cell (DAC) experiments that have not been
considered previously in its theoretical assessments.
Models and calculations. The main subject of our
study is the process of transition of molecular hydrogen
heated under pressure to the plasma-like state. The com-
plex nature of many-body electron-ion interactions re-
quires models that are able to take into account possible
non-adiabatic effects. For this purpose, in this work we
consider the wave-packet molecular dynamics (WPMD)
method using the electron force field (eFF) model28
and the restricted open-shell Kohn-Sham (ROKS) DFT
method for non-adiabatic ab initio MD calculations with
surface hopping (SH)29,30.
The WPMD Hamiltonian has terms that can be in-
terpreted as the separate kinetic energy contributions
from nuclear and electron degrees of freedom. There-
fore, we are able to consider the temperatures of nu-
clear and electron subsystems independently. eFF pro-
vides a WPMD description of dense hydrogen27,28 us-
ing a non-antisymmetric Hartree wavefunction for the
many-electron system and representing nuclei as classi-
cal particles. A special term in the eFF Hamiltonian
takes into account the energy contribution due to ex-
change interactions of electrons that makes eFF realistic
but less computationally demanding approach than the
fully anti-symmetrized WPMD formalism31.
MD calculations with eFF are performed using
LAMMPS32 with periodic boundary conditions in a cu-
bic simulation box. Rapid isochoric heating is modelled
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FIG. 1. Temperatures and composition in the eFF model of
fluid H2 under isochoric heating (ρ = 0.3 g/cc).
by rescaling velocities of nuclei. Fig. 1 shows the depen-
dence of the ionic and electronic temperatures on time
during isochoric heating (0.09 K/fs) of 1000 H2 molecules
at 0.3 g/cc (see the Supplemental Material33 for 0.6 g/cc
and other heating rates). The component analysis34 is
performed along the MD trajectory. We see that ini-
tially the system evolves in its ground electronic state
with the increasing temperature of molecules. Then, at
each of the heating rates there are well defined maxi-
mum temperatures when the electrons in H2 molecules
becomes excited. Shortly after, the nuclear temperature
of the system gets to the new twice lower value that is
the same both for electrons and for nuclei. The fact that
the new nuclear temperature becomes two times lower is
determined by the artificial purely classical heat capacity
of the eFF model system (since the number of degrees of
freedom doubles).
Analysis of this excitation process shows that its na-
ture corresponds to the non-adiabatic vibronic energy
transfer from ionic to electronic degrees of freedom (see
the animation in the Supplemental Material33). eFF
is able to give a qualitative description of excited H2
molecules33 and we conclude that the formation of the
excitonic molecular phase is observed. The component
analysis shows that this phase remains stable under fur-
ther isochoric heating. Fig. 1 illustrates that in the eFF
model dissociation proceeds gradually from this excitonic
phase at higher temperatures. Here we should mention
that an evident artifact of the eFF model is the irre-
versibility of the formation of this excitonic phase. Un-
der cooling it does not become spontaneously the initial
molecular phase in the ground state (with both electron
wave packets centered at the middle of each H2 molecule).
The physical limitations of eFF do not allow us to ac-
cept as necessarily realistic all the effects observed in the
eFF MD simulations. But the formation of the excitonic
molecular phase deserves careful consideration and trial
by another less approximate non-adiabatic method.
ROKS DFT allows us to calculate the electronic
structure of the first singlet exited state (S1). We
perform ROKS DFT calculations using CPMD35 with
the BLYP exchange-correlation functional, a Troullier-
Martins pseudopotential for H with a 70 Ry plane wave
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FIG. 2. The scheme of the Kohn-Sham orbitals occupations
in the DFT models for the finite temperature case, for the
ground state case and for the ROKS case.
cutoff and Γ-point sampling of the Brillouin zone.
Within the ROKS DFT model, it is assumed that the
ground state of the many-electron system has been ex-
cited to the lowest excited state S1 via the transfer of a
single electron from the HOMO orbital to the LUMO or-
bital. As a results, there are two singly occupied molecu-
lar orbitals in the system (SOMO-1/SOMO-2, see Fig. 2).
For each density and temperature considered the fol-
lowing equilibration procedure is implemented: initially
a system with 60 atoms evolves in the electronic ground
state with the Nose-Hoover thermostat for 100 thousand
MD steps and then 200 thousand steps more are calcu-
lated in the NVE ensemble to ensure the stability of the
temperature (the timestep equals 0.0234 fs). Then the
system is replicated to 480 atoms, velocities are random-
ized and the system equilibrates for 7000 steps more.
It is instructive to analyze the shape of SOMOs in
ROKS DFT for the equilibrated structures of fluid H2.
The shape of these orbitals shows the spatial extent of
the excitons at different densities (Fig. 3). We see that
at lower densities the S1 state is located on a cluster of
molecules. The size of such a cluster becomes bigger at
higher densities. In order to check the system size ef-
fects we have considered the system with 3840 atoms.
Equilibration of this system is performed in VASP36–39
since CPMD is computationally very demanding for such
a large size. The comparison of the systems with 480
and 3840 atoms shows that the excitons are localized for
densities up to 0.9 g/cc (see the animation in the Sup-
plemental Material33). The dependence of their visible
spacial extension on the system size seems to be negli-
gible. For higher densities the SOMO-1 and SOMO-2
orbitals cover the whole simulation box for both systems
sizes that could be a sign of abrupt delocalization of elec-
trons during IMT.
3SOMO-1 SOMO-2
0.6
g/cc
1.0
g/cc
FIG. 3. Electron density distributions in the ROKS DFT
model for the S0-equilibrated fluid structures at two densities
(480 particles at 1300 K).
The excitonic phase in fluid hydrogen discussed here is
not a completely new physical object. Excitons in liquids
have been studied before, e.g. the results on the kinetics
of formation of Xe∗2 eximers have been reported
40.
It is important to estimate typical lifetime values of
this excitonic phase in fluid H2. For this purpose, we
use the surface hopping MD within the same ROKS
DFT framework. From different initial conditions the
ensemble of trajectories can be calculated starting from
the ground state (S0) of the hydrogen system (0.8 g/cc,
1300 K). Along these trajectories the system can transfer
spontaneously to S1 and after that it can return back to
S0. These non-adiabatic transitions along the MD tra-
jectory are determined at each MD step by the transition
probability calculated using the the wave-functions of S0
and S1 states for the current ionic configuration30. Since
the convergence of the system in S1 is much slower than
in the ground state, we are able to use only the small
system with 60 atoms for SH-MD calculations. The ex-
ample of such trajectory is shown on Fig. 4. Along this
MD trajectory, we see two events of the spontaneous for-
mation and recombination of excitons that have lifetimes
on the time scale of 10-100 fs that is greater than the
typical molecular vibration period.
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FIG. 4. The parameters along the example ROKS DFT SH-
MD trajectory for fluid H2 (the state of the electronic subsys-
tem, the S1-S0 energy gap, the concentrations of molecules
and single atoms/ions, the temperature of the nuclear sub-
system).
Result (1): The vibronic mechanism of electronic ex-
citations and exciton-like states in molecular fluid. The
calculations show the non-adibatic mechanism of energy
transfer from molecular vibrations to electronic excita-
tions. This mechanism takes place before dissociation of
molecules into atoms. As a results exciton-like states ap-
pear in molecular fluid H2/D2. This states are relatively
stable with the lifetime values much larger than several
molecular oscillations. The energy gap in these exciton-
like states are smaller than in the ground state but still
does not vanish. At the level of theory considered these
excitons are spatially localized at ρ < 0.9 g/cc.
One major limitation of the ROKS DFT method is
that it gives no possibility to access other excited states
higher than S1. However even at this level of theory we
see that the electron-ion dynamics during IMT in fluid
hydrogen is characterized by the formation of relatively
long-living excitonic structures. Here we should mention
that even the proper description of the excited states of
a single H2 dimer is a complicated quantum mechanical
problem that requires multi-reference methods41. ROKS
DFT serves in this study as a computationally feasible
approximation that is more realistic than the eFF model
(eFF suffers from the lack of proper anti-symmetrization
of the many-electron wavefunction and from the ambigu-
ity of effective electron mass that affects the rates of non-
adiabatic processes42). Even this level of theory gives
4the possibility to justify at the semi-quantitative level
the non-adiabatic nature of IMT and discuss the conse-
quences of this thesis.
Result (2): The isotope effect. The proposed non-
adiabatic mechanism of IMT explains the strong isotopic
effect observed in the DAC experiments for fluid H2/D2
12. Qualitatively, the probability of non-adiabatic tran-
sitions in a dimer is lower when the Massey parameter
ξ ∼ ∆/R˙ is higher (∆ is the energy gap and R˙ is the
relative velocity of atoms43). The H/D mass difference
results in the significant difference of average atomic ve-
locities in H2/D2. Therefore at the same temperature
the probability of vibronic excitations in fluid D2 is lower
than in fluid H2. The eFF calculations show the isotopic
effect ∼ 400 K33 that is close to experimental data12
and much larger than the isotopic effect based on nu-
clear quantum effects in equilibrium FPMD and QMC.
The absence of the isotopic effect in the experimental re-
sults in DAC of Goncharov et al.44 can be explained by
measuring fluid H2/D2 properties during µs-long cooling
contrary the DAC experiments of Silvera et al.12 that re-
ports measurements done during heating. The relaxation
of atomic fluid to the state with molecules in their elec-
tronic ground state proceeds during cooling differently
and non-adiabatic radiationless internal conversion can
not be expected to play a major role.
Result (3): The latent heat of transition. During the
ROKS DFT SH-MD runs the total energy of the system
is conserved. It is implemented in CPMD via velocity
rescaling of nuclei in the direction of the nonadiabatic
coupling vector that compensates the energy changes
in the electronic subsystem caused by S0-S1 and S1-S0
transitions. This means that after the vibronic excita-
tion from S0 to S1 the system lowers its temperature
(see Fig. 4). Such a cooling effect can help to stabilize
the excitonic phase. Moreover, the (ES1 − ES0) gap in
the S1 state after initial relaxation can serve as an esti-
mate for the detected latent heat of IMT reported in the
shock-wave experiments45 and recently in the DAC ex-
periments46: the analysis of experiments gives the value
of 1-2 eV/atom and the example of Fig. 4 corresponds
to (ES1 −ES0) ∼ 2 eV that results in ∼ 1 eV/atom and
matches experimental values much better than the la-
tent heat values deduced from the equilibrium DFT and
QMC calculations of IMT (∼ 0.04 − 0.05 eV/atom47).
The proper comparison should be made for more specific
density and temperature values. Besides, ROKS DFT is
known to lower S0-S1 energy gaps29.
Discussion. Experiments on IMT in fluid hydrogen
are usually considered in the framework of the band gap
closure mechanism. This mechanism works well for semi-
conductors that are solids with nearly static ionic struc-
ture forming well-defined stable bands of electron states.
Contrarily, fluid hydrogen is a state of matter with highly
dynamic ionic structure. And we can speak of its elec-
tronic band structure only assuming an averaging over
an ensemble of independent ionic configurations. This
is the fundamental assumption that stands behind the
FPMD/QMC based DFT calculations of conductivity,
reflection and absorption coefficients23.
The possible existence of the excitonic phase makes
such an averaging questionable at the timescale of exci-
ton lifetimes. We can hypothesise that the absorption of
fluid H2 during heating proceeds via formation of sepa-
rated excitons. Later these excitons form clusters com-
parable with the probing pulse wavelength that results
in reflectivity increase. Due to the finite time of exciton
cluster nucleation and growth, experimentally measured
IMT temperature for hydrogen could depend significantly
on the corresponding heating rate. Therefore, there could
be two reasons for the onset of reflectivity: the first is the
formation of excitonic clusters and the second is the dis-
sociation of molecules (both in the ground state phase
and in the exciton clusters) and ionization. Different
timescales in different experiments could be the reasons
of different data on the onset of absorption and reflectiv-
ity increase (e.g. ∼ 3 ns for probing wide temperature
range in the NIF experiments7 and ∼ 200 ns for each
temperature in the DAC experiments12). This IMT pic-
ture can supplement the analysis of dynamic conductiv-
ity in dense fluid hydrogen48 where the author concluded
‘that the non-free-electron nature of the fluid could be ex-
plained by an increasing atomic polarizability’: exciton
clusters fit well to this description.
Recently, the intriguing results have been published
that reveal metastable states in fluid H2
49. The nature
of these metastable states is not clear since they were
found using the equilibrium FT-DFT approach. How-
ever the inclination of the fluid H2 to the formation of
the exitonic phase near IMT can explain this effect as
a result of a specific averaging in FT-DFT50. The exci-
tonic phase suggested in this work should be a metastable
phase. Therefore the transition between two molecular
phases can be envisaged: between the fluid of molecules
in the ground state and the growing fluid clusters of ex-
cited molecules. This that can qualitatively explain re-
sults of49. Thus the concept of the plasma phase transi-
tion51–53 should be probably reserved for the transition
at ultrahigh temperature as has been suggested recently
after careful equilibrium analysis of this IMT18.
Conclusions and Outlook. The mechanism of the
IMT in fluid H2/D2 has been studied beyond the Born-
Oppenheimer approximation using non-abiabatic ab ini-
tio methods. The possibility of formation of relatively
long-living exciton-like states has been revealed. The
proposed transition mechanism is the spontaneous vi-
bronic excitation of molecules in fluid H2/D2 at heating.
This mechanism gives a natural explanation of the iso-
topic difference of IMT in fluid H2/D2 and of its detected
latent heat. The proposed excitonic states in fluid H2/D2
can be similar to excitons in rare gas liquids40.
These non-adiabatic non-equilibrium effects are not ex-
pected to change the thermodynamic results predicted by
equilibrium FPMD DFT and QMC calculations relevant
to the interiors of giant planets. However as we have
discussed, these effects are able to explain discrepancies
5of the results obtained in modern experimental studies
of IMT in fluid H2/D2. Therefore, the important con-
sequence is that, presumably, these experiments should
not be interpreted using purely equilibrium theories.
Another interesting consequence is the possibility of
exciton-like states in solid hydrogen54–57.
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ISOHORIC HEATING OF FLUID H2 IN THE EFF MODEL AT DIFFERENT
RATES
To calculate the instantaneous temperatures of nuclei (Tn) and electrons (Te) in the eFF
model, we consider electron and nuclei degrees of freedom separately that results in the
following expressions for the total kinetic energies of nuclear and electron subsystems:
Kn =
∑ 1
2
mnx˙
2
n, (1)
Ke =
∑ 1
2
mex˙
2
e +
∑ 1
2
3
4
mes˙
2
e, (2)
where se corresponds to the size of the electron wave packet, x˙n and x˙e are the translational
velocities of nuclei and electrons. The instantaneous temperatures are calculated as the
measures of the average kinetic energy of motion:
Tn =
2
3kbNn
〈Kn〉 , Te = 2
4kbNe
〈Ke〉 . (3)
The isochoric heating of the system of 2000 nuclei and 2000 electrons is performed by
rescaling the speeds of the nuclei every 50 MD steps. The timestep is 0.005 fs.
Fig. 1 shows the isochores of fluid H2 in the eFF model. Isochoric heating starts from the
states at ρ = 0.3 g/cc and ρ = 0.6 g/cc with the molecules in the ground state. Different
heating rates are considered.
The first kink at each isochore corresponds to the beginning of the vibronic excitation
of electrons. These points are the beginning of IMT at each of the isochores. The second
kink at each isochore corresponds to the end of the energy transfer from nuclei to electrons
when their temperatures become equal Tn = Te. The temperature of IMT (the first kink)
decreases for lower heating rates.
Here we would like to emphasize that in the eFF model after the vibronic excitation
of the first molecule all the molecules in the system become excited very rapidly (in the
“avalanche” mode). Presumably, it should be assumed to be an artifact of eFF since the
rate of the spontaneous de-excitation (the radiationless non-adiabatic internal conversion)
in eFF seems to be zero.
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FIG. 1: The temperature of nuclei along the isochores during heating of the fluid H2 eFF
model. The melting line of solid hydrogen is shown for the reference.
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FIG. 2: The temperature of nuclei along the isochores during heating of the fluid H2/D2
eFF model for ρ = 0.3 g/cc (left) and ρ = 0.6 g/cc (right).
ISOTOPIC EFFECT IN EFF MODEL
Fig. 2 shows the results of calculations that illustrate the isotopic effect in the eFF
model. At ρ = 0.6 g/cc the isotopic effect is about 400 K that is close to the experimental
observations [Zaghoo, Husband, and Silvera, Phys. Rev. B 98, 104102 (2018)].
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FIG. 3: The dependence of the potential energy of an isolated H2 molecule during
oscillations in the ground state and in the excited state. Two sets of color points show the
probability distributions for finding a molecule with a certain value of its potential energy
at a certain H-H distance (the color corresponds to the count values, see the colormap).
The lower distribution shows a molecule in the ground state when the electron kinetic
energy is close to zero. The upper distribution shows a molecule in the excited state with
the effective temperature of electrons is 3000 K. Two insets show the corresponding
trajectory fragments (250 fs each) for the nuclei and for the centres of electron wave
packets.
THEGROUND STATE AND THE EXCITED STATE OF AHYDROGENMOLECULE
IN THE EFF MODEL
In order to clarify the meaning of the excited states of H2 molecules in the eFF model,
we put on the plot (Fig. 3) the values of the potential energy of the molecule and the
corresponding values of H-H distances for the ground state case and for the excited case.
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Electrons, being significantly lighter than nuclei, move much faster than nuclei and create
some averaged field (the effective potential between ions). This analysis shows two distinct
states of the isolated H2 molecule. It is interesting that in the excited state we see a clear
minimum that justifies the stability of the molecule. Remarkably, the energy difference
between the ground state and the excited state (at Te = 3000 K) is ∼ 2 eV that is quite
close two the energy gap in FT-DFT and to the S0-S1 gap in ROKS DFT. Our calculations
show that this effective gap in the eFF model does not change much for higher densities.
VIBRONIC EXCITATION OF THE FIRST MOLECULE IN THE SYSTEM
An animation that illustrates the vibronic excitation of the first molecule in the system
at ρ = 0.3 g/cc during isochoric heating presented in the file h2_excitation.mp4. The large
green balls represent the hydrogen nuclei. The centers of the electronic wave-packets are
shown as the small green balls that are green at low kinetic energy. They become red when
the kinetic energy of the corresponding electron becomes higher than the threshold value.
VISUALIZATION OF THE EXCITONS REVEALED VIA ROKS DFT
The isosurfaces of the HOMO, SOMO-1 and SOMO-2 orbitals for the examples of fluid
H2 structures with 480 atoms at 1300 K and ρ = 0.3−1.1 g/cc are presented as the animated
gif images: rho_03.gif for ρ = 0.3 g/cc etc.
In order to illustrate the size effects on Fig. 4-7 we present the comparisons of SOMO-1/2
orbitals at different densities in the systems of 480 atoms and in the systems of 3840 atoms
(8 time larger). The systems with different sizes have been equilibrated independently that
is why the excitons are different. It is only their visible size that we compare.
One can see that the excitons at ρ = 0.7− 0.8 g/cc are localized and there is no evident
dependence of their spacial extention on the system size. At ρ = 1.0 g/cc the exciton is
delocilized for both system sizes (due to the spreading of the orbitals in the larger system the
exciton visualisation needs a lower isolevel value). At ρ = 0.9 g/cc we observe a threshold
situation between the localized and delocalized cases.
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FIG. 4: Isosurfaces of SOMO-1 and SOMO-2 orbitals for ρ = 0.7 g/cc.
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FIG. 5: Isosurfaces of SOMO-1 and SOMO-2 orbitals for ρ = 0.8 g/cc.
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FIG. 6: Isosurfaces of SOMO-1 and SOMO-2 orbitals for ρ = 0.9 g/cc.
8
(a) 480 nuclei, isolevel 0.00013
(b) 3840 nuclei, isolevel 0.0013
(c) 3840 nuclei, isolevel 0001625 = 0.0013/8
FIG. 7: Isosurfaces of SOMO-1 and SOMO-2 orbitals for ρ = 1.0 g/cc.
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