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Abstract
This paper considers the bilinear minimax control problem of an important class of parabolic systems
with Robin boundary conditions. Such systems are linear on state variables when the control and disturbance
are fixed, and linear on the control or disturbance when the state variables are fixed. The objective is to
maintain target state variables by taking account the influence of noises in data, while a desired power level
and adjustment costs are taken into consideration. Firstly we introduce some classes of bilinear systems
and obtain the existence and the uniqueness of the solution, as well as stability under mild assumptions.
Afterwards the minimax control problem is formulated. We show the existence of an optimal solution,
and we also find necessary optimality conditions. Finally, to illustrate the abstract results, we present two
examples of neutron fission systems.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
This paper is concerned with the mathematical analysis of bilinear minimax (or robust) control
systems of an important class of parabolic equations. Such systems are linear on state variables
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state variables are fixed.
The objective of a minimax control is to compensate the undesirable effects of system dis-
turbances through control actions such that a cost function achieves its minimum for the worst
disturbances, i.e., to find the best control which takes into account the worst-case disturbance.
More recently minimax control frameworks have been the object of numerous studies either from
a theoretical or from a numerical point of view to some classes of infinite- (or finite)-dimensional
linear or nonlinear systems see, e.g., the books of Foias et al. [16], Green and Limebeer [19],
Lasiecka and Triggiani [22], Li and Yong [25], Zhou et al. [40] and the references therein. We
can mention also Barron [7] for optimal problems governed by ordinary differential equations;
Ahmed and Xiang [2], Arada and Raymond [3], Belmiloudi [10,11], Mordukhovich and Zhang
[32,33], Papageorgiou and Yannakakis [35] and McMillan and Triggiani [28–31], in which the
authors have optimal results for problems governed by partial differential equations in linear,
nonlinear and time-varying delays cases; Georgiou et al. [17,18] and Reinschke et al. [36], in
which the authors studied robust control by using an input–output approach; Belmiloudi [8,9], in
which the author investigate robust control problems associated with matter sciences in the case
of solidification and superconductivity models.
A solution of bilinear control problems was proposed at first for the investigation of the dy-
namic processes of nuclear reactors, kinetics of neutrons and heat transfer, see, e.g., the book of
Mohler and Shen [34]. Further investigations show that many processes in engineering, biology,
ecology, medicine, chemical reactions, growth of the human population and other areas can be
described by bilinear systems (the literature on such model and methods such as controllability,
observability and stabilization is vast, see, e.g., the books of Baciotti [4], Christensen et al. [14],
Isidori [20], Khapalov [21] and the references therein). We can mention also Ball et al. [5], in
which the authors studied controllability for wave equations; Lenhart et al. [12,13,23] in which
the authors treated bilinear control for the Kirchhoff plate equation and for a wave equation with
viscous damping; Sachkov [37] for controllability of the bilinear systems governed by ordinary
differential equations; Leung and Chen [24] and Sadek and Vedentham [38], in which the authors
consider the optimal control problem of nuclear fission reactors.
The new feature introduced in this works concerns the study of bilinear minimax control
problems of a class of parabolic systems with a Robin boundary condition, in order to take
account the influence of noises in data. The bilinear minimax control problem and the necessary
optimality conditions are new for these type of equations studied here, that is motivated by the
applications, for example, to nuclear reactors and chemotherapy models. Our approach is based
on the results of the existence and characterization of saddle points in infinite-dimensional as
given for example in Barbu and Precupanu [6] and Ekeland and Temam [15]. In this work it is
not assumed that the system is stabilizable or detectable (compared with the works, for example,
of Triggiani in which min-max controls are solved in terms of an algebraic Riccati operator),
a hypothesis that is difficult to verify in practice. Moreover, in the more general case, numerical
realizations based on the adjoint control optimization are preferred over techniques based on
Riccati approaches. Finally, our work treats at the same time minimax controls and bilinear
systems in different situations, that require then the use of the techniques of nonlinear problems
in order to get estimates on the regularity and on the differentiability of the system required, in
order to be able to study minimax control problems.
The main result of the paper includes the existence, the first-order necessary conditions of
optimality (for the worst disturbance and optimal controllers) and some applications to control
the nuclear fission reactor systems.
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Consider the following parabolic systems that can be described in the form:
∂u
∂t
− F(x)u = H(x)u − (f + g)B(x)u a.e. in Q= Ω × (0, T ),
subjected to the boundary conditions
Lu = 0 in Σ = ∂Ω × (0, T )
and the initial condition
u(0) = u0 in Ω, (1.1)
under the pointwise constraint
a  f (x, t) b a.e. (t, x) ∈Q,
c g(x, t) d a.e. (t, x) ∈Q. (1.2)
Here, u(x, t) = (ui(x, t))i=1,n is an n-dimensional state vector, Ω is an open bounded domain
in RN , N  3 with a smooth boundary ∂Ω of class C∞ and each of the interval [a, b] and
[c, d] contains 0. The matrix B = (bij ) = 0 and H = (hij ) are n-dimensional matrix with space
dependent entries, the coefficients bij , hij : Ω¯ →R are L∞ functions.
Remark 1.1. According to the hypothesis satisfied by H and B , we have that the Euclidean norm
of H and B , i.e., ‖H‖2 and ‖B‖2 are bounded.
Example 1.1. (1) In nuclear reactor models, u contains the neutron flux at different energies,
delayed neutron precursor densities, fission product and temperature feedback. The couple (f, g)
represents the effect induced by the control rods.
(2) In cancer chemotherapy models, ui (i = 1, n) describes the number of cancer cells in the
ith compartment. The couple (f, g) represents the drug dosage administered.
The operator F is a spatial differential operator of the form
F(x)u =
n∑
i,j=1
∂
∂xi
(
aij (x)
∂u
∂xj
)
,
where the coefficients aij : Ω¯ → R are C∞ functions and the matrix (diffusion matrix) A(x) =
(aij (x))1i,jn is symmetric and satisfies the ellipticity conditions:
μ
n∑
i=1
y2i 
n∑
i,j=1
aij (x)yiyj  ν
n∑
i=1
y2i , ∀x ∈ Ω¯, (yi)i=1,n ∈Rn, ν,μ > 0, (1.3)
and there exists a C∞ function σ : Ω¯ →Rn×n, such that
A(x) = σ ∗(x)σ (x), x ∈ Ω¯, (1.4)
with σ ∗ the dual of the matrix σ .
The boundary operator L is defined by (Robin type)
Lu = γu + δ ∂u , where γ δ  0 and 0 < γ0  γ 2 + δ2  δ0 in Σ,
∂n
A. Belmiloudi / J. Math. Anal. Appl. 327 (2007) 620–642 623where ∂.
∂n
= (σ ∗σ∇.).n, n being the outward normal to Γ and δ0, γ0 are two nonnegative con-
stants.
Next, let us define a Hilbert space Hσ (Ω) to be the completion of C∞0 (Ω) in case of Dirichlet
boundary conditions (in case of δ = 0),
‖v‖Hσ = ‖σ∇v‖L2(Ω), (1.5)
which is equivalent to the standard H 10 (Ω)-norm, and the completion of C∞(Ω¯) in case of Robin
boundary conditions (in case of δ = 0), under norm
‖v‖Hσ =
(‖v‖2
L2(Ω) + ‖σ∇v‖2L2(Ω)
)1/2
, (1.6)
which is equivalent to the standard H 1(Ω)-norm.
We denote its dual by H ∗σ (Ω) and by 〈 , 〉σ ∗,σ the duality product between H ∗σ (Ω) and Hσ (Ω).
Then the embedding Hσ (Ω) ⊂ L2(Ω) ⊂ H ∗σ (Ω) are continuous.
For any pair of real number r, s  0, we introduce the Sobolev space Hr,s(Q) defined by
Hr,s(Q) = L2(0, T ,Hr(Ω)) ∩Hs(0, T ,L2(Ω)), which is a Hilbert space normed by( T∫
0
‖v‖2Hr(Ω) dt + ‖v‖2Hs(0,T ,L2(Ω))
)1/2
,
where Hs(0, T ,L2(Ω)) denotes the Sobolev space of order s of functions defined on (0, T )
and taking values in L2(Ω), and defined by Hs(0, T ,L2(Ω)) = [Hm(0, T ,L2(Ω)),L2(Q)]θ ,
where θ ∈ (0,1), s = (1 − θ)m, m is an integer and Hm(0, T ,L2(Ω)) = {v ∈ L2(Q) | ∂j v
∂tj
∈
L2(Q), ∀j = 1,m}.
Remark 1.2. (a) For v ∈ Hr,s(Q) the trace functions of v: ∂j v
∂nj
on Σ = ∂Ω × (0, T ) for an
integer j such that j ∈ [0, r − 12 ], exist and satisfy ∂
j v
∂nj
∈ Hrj ,sj (Σ) where rj = r − j − 12 and
sj = s(r−j−1/2)r . Moreover, the functions v → ∂
j v
∂nj
are continuous linear mappings from Hr,s(Q)
into Hrj ,sj (Σ) (see, e.g., Lions and Magenes [27]).
(b) Let Ω ⊂ RN , N  1, be an open and bounded set with a smooth boundary and q be a
nonnegative integer. We have the following results (see, e.g., Adams [1]):
(i) Hq(Ω) ⊂ Lp(Ω), ∀p ∈ [1, 2N
N−2q ], with continuous embedding (with the exception that if
2q = N , then p ∈ [1,+∞[ and if 2q >N , then p ∈ [1,+∞]).
(ii) (Gagliardo–Nirenberg inequalities) There exists C > 0 such that
‖v‖Lp  C‖v‖θHq‖v‖1−θL2 , ∀v ∈ Hq(Ω),
where 0  θ < 1 and p = 2N
N−2θq (with the exception that if q − N/2 is a nonnegative integer,
then θ is restricted to 0).
We can now introduce the following spaces:
EI (Ω) = H 10 (Ω) in case of the Dirichlet boundary conditions and EI (Ω) = H 1(Ω) in
case of the Robin boundary conditions, H(Q) = L∞(0, T ,L2(Ω)), Vσ (Q) = L2(0, T ,Hσ (Ω)),
Wσ (Q) = L2(0, T ,Hσ (Ω)) ∩ H 1(0, T ,H ∗σ (Ω)); it is well known that Wσ is continuously em-
bedded in C([0, T ],L2(Ω)) (see, e.g., Lions [26]).
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Uad =
{
f ∈ L2(Q) | a  f  b a.e. in Q}.
Similarly we define the set of admissible disturbances or noises
Wad =
{
g ∈ L2(Q) | c f  d a.e. in Q}.
Although Uad and Wad are a subset of L∞(Q), we prefer to use the standard norms of the space
L2(Q). The reason is that we would like to take advantages of the differentiability of the latter
norm away from the origin to perform our variational analysis.
Now we introduce the following objective (or cost) functional:
J (f,g) = 1
2
∫ ∫
Q
K(u − uobs).(u − uobs) dx dt + α2 ‖f ‖
2
L2(Q) −
β
2
‖g‖2
L2(Q), (1.7)
where K is an n-dimensional, symmetric positive-definite matrix with space dependent entries
and L∞(Ω¯) coefficients. The constants α > 0 and β > 0 are chosen as constants to establish
the relative weight of the second and the third term in (1.7). The coefficient α (respectively, β)
may be interpreted as a measure of the price of the control (respectively, of the disturbance). The
function uobs is the target profile for the state vector where the corresponding weight factor is the
matrix K .
The paper is concerned with the following minimax control problem (P):
Find an admissible control f ∗ ∈ Uad and a disturbance g∗ ∈ Wad such that
(f ∗, g∗) is a saddle point for the functional J (f,g) subject to system (1.1)
and state constraints (1.2).
Clearly, if (f ∗, g∗) is a saddle point for the functional J , the following system of inequalities
must hold:
J (f ∗, g) J (f ∗, g∗) J (f,g∗), ∀(f, g) ∈ Uad ×Wad, (1.8)
subject to the problem (1.1) under the relations (1.2). Such a pair (f ∗, g∗) is called an optimal
solution to (or an optimal strategy pair for) the problem (P).
1.2. Outline of paper
The rest of the paper is organized as follows. In the next section, we prove the existence and
the uniqueness of the solution of the problem (1.1) and obtain a stability result. In Section 3, we
study the differentiability of the solution operator of the state problem and obtain some prop-
erties of its derivative operator. Theses properties are necessary to develop the minimax control
problem. In Section 4, we study the minimax control problem corresponding to obtain the saddle
point of the objective functional J . The functional J is depending on the disturbance, the control
and the solution in the domain Ω over the time interval under consideration [0, T ]. We prove
the existence of an optimal solution and give necessary optimality conditions. Afterwards, an
example of nuclear fission reactors is presented by taking account the neutrons (divided into two
energy groups) and the temperature feedback (this type of model has been studied in Christensen
et al. [14] and Leung and Chen [24]). In Section 5, we bring into general the method to a more
important class of parabolic systems. As in previous section, the existence and the uniqueness of
the solution are presented, a minimax control problem is reformulated and the existence of an op-
timal solution is derived. Afterwards, first-order necessary conditions of optimality are obtained.
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reactor model (see, e.g., Christensen et al. [14] and Sadek and Vedentham [38] for this type of
model).
2. Existence and stability results
Definition: A function u ∈Wσ is a weak solution of system (1.1) provided (∀v ∈ Hσ and a.e.
in (0, T ))〈
∂u
∂t
,v
〉
σ,σ ∗
+
∫
Ω
σ∇u.σ∇vdx =
∫
Ω
Hu.vdx −
∫
Ω
(f + g)Bu.vdx −
∫
Γ
θu.vdΓ
and the initial condition
u(0) = u0 in Ω, (2.1)
with θ = γ
δ
if γ δ = 0 and θ = 0 else.
Theorem 2.1. (i) Given the initial condition u0 in EI (Ω) and source terms (f, g) in Uad ×Wad,
there exists a unique solution u in H 2,1(Q) of (1.1) which satisfies the following estimate:
‖u‖2
H 2,1(Q)  c
(‖u0‖2H 1(Ω) + ‖f ‖2L2(Q) + ‖g‖2L2(Q)).
(ii) Let (u0i , fi, gi), i = 1,2, be two couples of EI (Ω) × Uad × Wad. If ui ∈ H 2,1(Q) is the
solution of (1.1) with the data (u0i , fi, gi), i = 1,2, then we have the following estimate:
‖u1 − u2‖2H 2,1(Q)  c
(‖u01 − u02‖2H 1(Ω) + ‖f1 − f2‖2L2(Q) + ‖g1 − g2‖2L2(Q)).
Proof. (i) Prove now the existence result.
We will just sketch the proof based on suitable a priori estimates. Taking v = u in (2.1) gives
1
2
∂‖u‖2
L2
∂t
+ ‖σ∇u‖2
L2 =
∫
Ω
Hu.udx −
∫
Ω
(f + g)Bu.udx −
∫
Γ
θ |u|2 dΓ,
u(0) = u0 in Ω. (2.2)
Hence (according to the boundedness of ‖H‖2 and of ‖B‖2) we find
1
2
∂‖u‖2
L2
∂t
+ ‖σ∇u‖2
L2 +
∫
Γ
θ |u|2 dΓ  c1‖u‖2L2 + c2
(‖f ‖L∞(Q) + ‖g‖L∞(Q))‖u‖2L2,
u(0) = u0 in Ω. (2.3)
Using Gronwall’s formula, we can deduce that
‖u‖2H(Q)∩Vσ (Q)  c
(‖u0‖2L2(Ω) + ‖f ‖L∞(Q) + ‖g‖L∞(Q)).
Using (2.1), Green’s formula and the previous estimate, we can deduce the following result:
‖u‖H(Q)∩Wσ (Q)  c.
The proof of the existence can be completed by implementing the Galerkin method, by taking
advantage of the above estimate and by using the continuous mapping from H 1/2+s(Ω) into
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term).
To obtain the regularity result, we apply the parabolic estimate to (1.1), the previous estimates
and the regularity of u0, and we obtain ‖u‖H 2,1(Q)  c.
The estimate given in (i) and the uniqueness result are the consequence of the estimate given
in (ii). Prove now the result of (ii).
(ii) Let (ui , fi, gi,u0i )i=1,2 be two solutions of (2.1), with the given data (fi, gi,u0i )i=1,2,
respectively. We denote by u = u1 − u2, u0 = u01 − u02, f = f1 − f2 and g = g1 − g2. Then u
is the solution of (∀v ∈ Hσ and a.e. in (0, T ))〈
∂u
∂t
,v
〉
σ,σ ∗
+
∫
Ω
σ∇u.σ∇vdx =
∫
Ω
Hu.vdx −
∫
Ω
(f2 + g2)Bu.vdx −
∫
Γ
θu.vdΓ
−
∫
Ω
(f + g)Bu1.vdx,
u(0) = u0 in Ω. (2.4)
Taking now v = u in (2.4), we have then
1
2
∂‖u‖2
L2
∂t
+ ‖σ∇u‖2
L2 =
∫
Ω
Hu.udx +
∫
Ω
(f2 + g2)Bu.udx −
∫
Γ
θ |u|2 dΓ
+
∫
Ω
(f + g)Bu1.udx,
u(0) = u0 in Ω (2.5)
and then (according to the boundedness of ‖H‖2 and of ‖B‖2),
1
2
∂‖u‖2
L2
∂t
+ ‖σ∇u‖2
L2 +
∫
Γ
θ |u|2 dΓ  c1‖u‖2L2 + c2
(‖f2‖L∞(Q) + ‖g2‖L∞(Q))‖u‖2L2
+ c3
∫
Ω
(|f | + |g|)|u1||u|dx,
u(0) = u0 in Ω. (2.6)
Hence
1
2
∂‖u‖2
L2
∂t
+ ‖σ∇u‖2
L2 +
∫
Γ
θ |u|2 dΓ  c4‖u‖2L2 + c5
(‖f ‖L2 + ‖g‖L2)‖u1‖L4‖u‖L4 .
(2.7)
Since u1 ∈ H 2,1(Q) then u1 ∈ L∞(0, T ,H 1) ⊂ L∞(0, T ,L4) and consequently ‖u1‖L4 is
bounded. Using Gagliardo–Nirenberg result, we have that ‖u‖L4  C‖u‖N/4H 1 ‖u‖
1−N/4
L2
(N  3),
and then (by using Young’s inequalities)
1
2
∂‖u‖2
L2
∂t
+ ‖σ∇u‖2
L2 +
∫
Γ
θ |u|2 dΓ  c6‖u‖2L2 + c7
(‖f ‖2
L2 + ‖g‖2L2
)
. (2.8)
Integrating over (0, t), for t ∈ (0, T ), we can deduce that
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L2(Ω) +
t∫
0
‖σ∇u‖2
L2 +
t∫
0
∫
Γ
θ |u|2 dΓ
 c8
t∫
0
‖u‖2
L2 + ‖u0‖2L2 + c9
( t∫
0
‖f ‖2
L2 +
t∫
0
‖g‖2
L2
)
. (2.9)
Gronwall’s formula implies
‖u‖2H(Q)∩Vσ (Q)  c
(‖u0‖2L2(Ω) + ‖f ‖2L2(Q) + ‖g‖2L2(Q)).
By using (2.1), Green’s formula and the previous estimate, we can deduce the following result:
‖u‖2H(Q)∩Wσ (Q)  c
(‖u0‖2L2(Ω) + ‖f ‖2L2(Q) + ‖g‖2L2(Q)). (2.10)
By applying the parabolic estimate to (1.1) and according to the estimate (2.10) and to the regu-
larity of u0, we can deduce that
‖u‖2
H 2,1(Q)  c
(‖u0‖2H 1(Ω) + ‖f ‖2L2(Q) + ‖g‖2L2(Q)).  (2.11)
3. Solution operator and differentiability
Introduce now the following mapping: F :Uad × Wad → H 2,1(Q), which maps the source
term (f, g) ∈ Uad ×Wad of (1.1) into the corresponding solution u in H 2,1(Q).
Before proceeding with investigation of the differentiability of the function F , we study the
following problem, for (h, k) ∈ (L∞(Q))2:
∂w
∂t
− Fw = Hw − (f + g)Bw − (h + k)Bu a.e. in Q,
subjected to the boundary conditions
Lw = 0 in Σ,
and the initial condition
w(0) = 0 in Ω. (3.1)
Theorem 3.1. Suppose that u is in H 2,1(Q).
(i) For any (h, k) ∈ (L∞(Q))2, there exists a unique function w ∈ H 2,1(Q) solution of prob-
lem (3.1), such that ‖w‖2
H 2,1(Q) Ce(‖h‖2L2(Q) + ‖k‖2L2(Q)).
(ii) Let (hi, ki), i = 1,2, be two couples of (L∞(Q))2. If wi is the solution of (3.1), where the
source condition is (hi, ki), i = 1,2, then
‖w1 − w2‖2H 2,1(Q)  Ce
(‖h1 − h2‖2L2(Q) + ‖k1 − k2‖2L2(Q)).
Proof. By using a similar argument as in the proof of Theorem 2.1 and the regularity of u, we
can obtain the results (i) and (ii) of Theorem 3.1. So we omit the tedious details. 
We are now going to show the differentiability result of the operator solution F .
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ferentiable from Uad × Wad to H 2,1(Q) with the derivative F ′(f, g) : h(h, k) ∈ (L∞(Q))2 → w
given by the linear problem (3.1). Moreover, we have the estimates (∀(fi, gi) ∈ Uad × Wad,
i = 1,2)
(i) ‖F(f1 + h,g1 + k)−F(f1, g1)−F ′(f1, g1).h|H 2,1(Q) C‖h|3/2L2(Q),
where (h, k) such that (f1 + h,g1 + k) ∈ Uad ×Wad,
(ii) ‖F ′(f1, g1).hF ′(f2, g2).h|2H 2,1(Q)  C(‖f‖L2(Q)‖h|2L2(Q) + ‖f‖2L2(Q)‖h|L2(Q)),
where f = (f, g) = (f1 − f2, g1 − g2).
Proof. According to Theorem 3.1 the problem (3.1) admits a unique solution in H 2,1(Q).
(i) Let (f, g,h, k) be in Uad × Wad × (L∞(Q))2 such that (f + h,g + k) ∈ Uad × Wad; set
u = F(f, g), uh = F(f + h,g + k), Uh = uh − u. From the stability estimate in Theorem 2.1
we know that
‖Uh‖2H 2,1(Q) C
(‖h‖2
L2(Q) + ‖k‖2L2(Q)
)
. (3.2)
Denote u∗ = Uh − w. It is easy to see that u∗ satisfies the following problem:
∂u∗
∂t
− Fu∗ = Hu∗ − (f + g)Bu∗ − (h + k)BUh a.e. in Q,
subjected to the boundary conditions
Lu∗ = 0 in Σ
and the initial condition
u∗(0) = 0 in Ω. (3.3)
Multiplying (3.3) by u∗ and integrating over Ω (by using Green’s formula), this gives
∂‖u∗‖2
L2
2∂t
+ ‖σ∇u∗‖2
L2 +
∫
Γ
θ |u∗|2 dΓ =
∫
Ω
Hu∗.u∗ dx −
∫
Ω
(f + g)Bu∗u∗ dx
−
∫
Ω
(h+ k)BUh.u∗ dx,
u∗(0) = 0 in Ω
and then (since f , g, h, k are in L∞(Q), ‖H‖2, ‖B‖2 are bounded and by using Young’s in-
equalities)
∂‖u∗‖2
L2
2∂t
+ ‖σ∇u∗‖2
L2 +
∫
Γ
θ |u∗|2 dΓ  c1‖u∗‖2L2 + c2
(‖h‖2
L2 + ‖k‖2L2
)1/2‖Uh‖2L4 ,
u∗(0) = 0 in Ω.
Since Uh is in H 2,1(Q) then Uh is in L∞(0, T ,H 1(Ω)) ⊂ L∞(0, T ,L4(Ω)) and consequently
(by using the stability result (3.2))
∂‖u∗‖2
L2
2∂t
+ ‖σ∇u∗‖2
L2 +
∫
θ |u∗|2 dΓ
Γ
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(‖h‖2
L2 + ‖k‖2L2
)1/2(‖h‖2
L2(Q) + ‖k‖2L2(Q)
)
,
u∗(0) = 0 in Ω. (3.4)
Gronwall’s formula implies
‖u∗‖2H(Q)∩Vσ (Q)  c
(‖h‖2
L2(Q) + ‖k‖2L2(Q)
)3/2
.
By using the weak formulation associate to (3.3), Green’s formula and the previous estimate, we
can deduce the following result:
‖u∗‖2H(Q)∩Wσ (Q)  c
(‖h‖2
L2(Q) + ‖k‖2L2(Q)
)3/2
. (3.5)
By applying the parabolic estimates to (3.3) and according to the estimate (3.5), we can deduce
that
‖u∗‖2
H 2,1(Q)  c
(‖h‖2
L2(Q) + ‖k‖2L2(Q)
)3/2
.
Prove now the second part of the theorem.
(ii) Let, for i = 1,2, (fi, gi) be in Uad × Wad , ui = F(fi, gi) and wi =F ′(fi, gi).h solution
of (3.1). Set (f, g) = (f1 − f2, g1 − g2) and u = u1 − u2. According to the system satisfied by
wi , i = 1,2, we have that w satisfies
∂w
∂t
− Fw = Hw − (f1 + g1)Bw − (f + g)Bw2 − (h + k)Bu a.e. in Q,
subjected to the boundary conditions
Lw = 0 in Σ
and the initial condition
w(0) = 0 in Ω. (3.6)
Multiplying (3.6) by w and integrating over Ω (by using Green’s formula), this gives
∂‖w‖2
L2
2∂t
+ ‖σ∇w‖2
L2 +
∫
Γ
θ |w|2 dΓ =
∫
Ω
Hw.wdx −
∫
Ω
(f1 + g1)Bw.wdx
−
∫
Ω
(f + g)Bw2.wdx −
∫
Ω
(h + k)Bu.wdx,
w(0) = 0 in Ω. (3.7)
Hence
∂‖w‖2
L2
2∂t
+ ‖σ∇w‖2
L2 +
∫
Γ
θ |w|2 dΓ

∫
Ω
‖H‖2|w|2 dx +
∫
Ω
(|f1| + |g1|)‖B‖2|w|2 dx
+
∫
Ω
(|f | + |g|)‖B‖2|w2||w|dx +
∫
Ω
(|h| + |k|)‖B‖2|u||w|dx,
w(0) = 0 in Ω.
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we can deduce that
∂‖w‖2
L2
2∂t
+ ‖σ∇w‖2
L2 +
∫
Γ
θ |w|2 dΓ  c1‖w‖2L2 + c2
∫
Ω
(|f |2 + |g|2)|w2|2 dx
+ c3
∫
Ω
(|h|2 + |k|2)|u|2 dx,
w(0) = 0 in Ω.
Since w2, u are in H 2,1(Q) ⊂ L∞(0, T ,H 1(Ω)) ⊂ L∞(0, T ,L4(Ω)) and h, k are in L∞(Q)
then
∂‖w‖2
L2
2∂t
+ ‖σ∇w‖2
L2 +
∫
Γ
θ |w|2 dΓ
 c1‖w‖2L2 + c4
(‖f ‖2
L2 + ‖g‖2L2
)1/2‖w2‖2L∞(0,T ,L4)
+ c5
(‖h‖2
L2 + ‖k‖2L2
)1/2‖u‖2
L∞(0,T ,L4),
w(0) = 0 in Ω.
We infer from the stability results given in Theorems 2.1 and 3.1, that
∂‖w‖2
L2
2∂t
+ ‖σ∇w‖2
L2 +
∫
Γ
θ |w|2 dΓ
 c1‖w‖2L2 + c6
(‖f‖L2‖h‖2L2(Q) + ‖f‖2L2(Q)‖h‖L2), (3.8)
where f = (f, g) and h = (h, k).
Gronwall’s formula implies
‖w‖2H(Q)∩Vσ (Q)  c
(‖f‖L2(Q)‖h‖2L2(Q) + ‖f‖2L2(Q)‖h‖L2(Q)).
By using the weak formulation associate to (3.6), Green’s formula and the previous estimate, we
can deduce that
‖w‖2H(Q)∩Wσ (Q)  c
(‖f‖L2(Q)‖h‖2L2(Q) + ‖f‖2L2(Q)‖h‖L2(Q)). (3.9)
By applying the parabolic estimates to (3.3) and according to the estimate (3.9), we can deduce
that
‖w‖2
H 2,1(Q)  c
(‖f‖L2(Q)‖h‖2L2(Q) + ‖f‖2L2(Q)‖h‖L2(Q))
and then the result (ii) of theorem. 
We can now study a minimax control problem for which we establish the existence of optimal
controls. Also we derive the necessary optimality conditions.
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The object of this study is to maintain target state variables by taking account influence of
noises in data, while a desired power level and adjustment costs are taken into consideration (but
other situations may be considered). The optimal criteria is expressed by the following objective
functional:
J (f,g) = 1
2
∫ ∫
Q
K(u − uobs).(u − uobs) dx dt + α2 ‖f ‖
2
L2(Q) −
β
2
‖g‖2
L2(Q), (4.1)
where K is an n-dimensional, symmetric positive-definite matrix with space dependent entries
and L∞(Ω¯) coefficients. The constants α > 0 and β > 0 are chosen as constants to establish the
relative weight of the second and the third term in (4.1). The function uobs is the target profile
for the state vector with the corresponding weight factor matrix K .
4.1. Existence and optimality conditions
Before to prove the existence of the optimal solution, we study the following result.
Proposition 4.1. The map F defined by (1.1) is continuous from the weak topology of (L2(Q))2
to the strong topology of L2(Q).
Proof. Let f = (f, g) be given in Uad × Wad and let be a sequence fk = (fk, gk) ∈ Uad × Wad
such that fk is weakly convergent in (L2(Q))2 to f.
Set u = F(f, g) and uk = F(fk, gk). Since fk ⇀ f weakly in (L2(Q))2 then fk is uniformly
bounded in (L2(Q))2. In view of Theorem 2.1, we can deduce that the sequence uk is uniformly
bounded in H 2,1(Q). Therefore we can extract from (fk,uk) a subsequence also denoted by
(fk,uk) and such that
fk ⇀ f weakly in
(
L2(Q))2,
uk ⇀ u˜ weakly in H 2,1(Q),
uk → u˜ strongly in L2(Q).
We proof easily that u˜ = F(f, g) and according to the uniqueness of the solution of (1.1), we
have then u˜ = u. 
Now, let us study the following existence of an optimal solution.
Theorem 4.1. For α and β sufficiently large (i.e., there exists (αl, βl) such that α  αl and
β  βl) there exists (f ∗, g∗) ∈ Uad × Wad and u∗ ∈ H 2,1(Q) such that (f ∗, g∗) is defined
by (1.8) and u∗ =F(f ∗, g∗) is the solution of (1.1).
Proof. Let Pg be the map: f → J (f,g) and Qf be the map: g → J (f,g). To obtain the exis-
tence of the minimax control problem we prove that Pg is convex and lower semicontinuous for
all g ∈ Wad , and Qf is concave and upper semicontinuous for all f ∈ Uad and we use the classi-
cal minimax theorem in infinite dimensions (see, e.g., Barbu and Precupanu [6] and Ekeland and
Temam [15]).
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of the map Qf . In order to prove the convexity, it is sufficient to show that for all (f1, f2) ∈ Uad
we have: (P ′g(f1) − P ′g(f2)).f  0, where f = f1 − f2. According to the definition of J , we
have that(
P ′g(f1)− P ′g(f2)
)
.f =
∫ ∫
Q
Ku.w2 dx dt +
∫ ∫
Q
K(u1 − uobs).wdx dt + α‖f ‖2L2(Q),
(4.2)
where ui =F(fi, g), wi =F ′(fi, g).(f,0), for i = 1,2, u = u1 −u2 and w = w1 −w2. Accord-
ing to Theorem 2.1 and Proposition 3.1 we have∣∣∣∣
∫ ∫
Q
Ku.w2 dx dt +
∫ ∫
Q
K(u1 − uobs).wdx dt
∣∣∣∣
 C0(K)‖u‖L2(Q)‖w2‖L2(Q) +C1(K,uobs)‖w‖L2(Q)
 C2(K)‖f ‖2L2(Q) +C3(K,uobs)‖f ‖3/2L2(Q). (4.3)
From (4.2) and (4.3) we can deduce that for α  αl(Uad,K,uobs) we have (P ′g(f1) −
P ′g(f2)).f  0 and then the convexity of Pg . In the same way, we can find βl(Wad,K,uobs)
such that for β  βl we have the concavity of Qf .
We prove now that Pg is lower semicontinuous for all g ∈ Wad and Qf is upper semi-
continuous for all f ∈ Uad . Let fk be a minimizing sequence of J , i.e., lim infk J (fk, g) =
minf∈Uad J (f,g) (∀g ∈ Wad). Then fk is uniformly bounded in Uad and we can extract from
fk a subsequence also denoted by fk such that fk ⇀ fg weakly in Uad . By using Proposition 4.1
we have then
F(fk, g) → ug strongly in L2(Q).
Therefore, since the norm is lower semicontinuous we have that the map Pg :f → J (f,g) is
lower semicontinuous for all g ∈ Wad . By using the same technique we obtain then Qf is upper
semicontinuous for all f ∈ Uad . 
We now turn to necessary optimality conditions which have be satisfied by each solution of the
minimax control problem. For this, we introduce the following adjoint problem corresponding to
the primal problem (1.1) (we denote by u =F(f, g)):
−∂u˜
∂t
− F u˜ = H ∗u˜ − (f + g)B∗u˜ +K(u − uobs) a.e. in Q,
subjected to the boundary conditions
Lu˜ = 0 in Σ
and the final conditions
u˜(T ) = 0 in Ω, (4.4)
where H ∗ (respectively, B∗) is the adjoint matrix of H (respectively, of B).
Remark 4.1. To prove the existence of a unique solution u˜ ∈ H 2,1(Q), we change the variables
of problem (4.4) by reversing the sense of time, i.e., t := T − t , and we apply a similar argument
as in the proof of Theorem 2.1.
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Theorem 4.2. Let α and β be sufficiently large, (f ∗, g∗) be an optimal control and u∗ ∈ H 2,1(Q)
such that (f ∗, g∗) is defined by (1.8) and u∗ =F(f ∗, g∗) is solution of (1.1). Then
f ∗ = max
(
a,min
(
Bu∗.u˜∗
α
,b
))
and g∗ = max
(
c,min
(−Bu∗.u˜∗
β
,d
))
,
where u˜∗ is the solution of the adjoint problem (4.4), corresponding to the primal solution u∗.
Moreover, the gradients of the cost functional J at (f ∗, g∗) are given by
∂J
∂f
(f ∗, g∗) = −Bu∗.u˜∗ + αf ∗ and ∂J
∂g
(f ∗, g∗) = −Bu∗.u˜∗ − βg∗.
Proof. Let (f ∗, g∗) ∈ Uad × Wad be an optimal solution, i.e., the corresponding solution of the
problem (1.8) and u∗ =F(f ∗, g∗) the solution of problem (1.1). From Proposition 3.1 we know
that F is differentiable. Therefore, by choosing (φ,ψ) ∈ L∞(Q) such that, for λ > 0 small
enough, (f + λφ,g + λψ) ∈ Uad ×Wad , we have
J ′(f, g).(φ,ψ) = d
dλ
J (f + λφ,g + λψ)|λ=0
=
∫ ∫
Q
K(u − uobs).wdx dt + α
∫ ∫
Q
f φ dx dt − β
∫ ∫
Q
gψ dx dt,
where w =F ′(f, g).(φ,ψ) is the solution of problem (3.1).
Multiplying (3.1) by u˜, using Green’s formula and integrating by time we obtain (according
to the second and third parts of (3.1))
−
∫ ∫
Q
∂u˜
∂t
.wdx dt −
∫ ∫
Q
F u˜.wdx dt =
∫ ∫
Q
H ∗u˜.wdx dt −
∫ ∫
Q
(f + g)B∗u˜.wdx dt
−
∫ ∫
Q
(φ +ψ)Bu.u˜dx dt −
∫
Ω
u˜(T ).w(T ) dx.
Since u˜ is a solution of (4.4) we have that∫ ∫
Q
K(u − uobs).wdx dt = −
∫ ∫
Q
(φ +ψ)Bu.u˜dx dt.
According to the expression of J ′(f, g) we can deduce that
J ′(f, g).(φ,ψ) =
∫ ∫
Q
(−Bu.u˜ + αf )φ dx dt +
∫ ∫
Q
(−Bu.u˜ − βg)ψ dx dt.
Since (f ∗, g∗) is an optimal solution we have
∂J
∂f
(f ∗, g∗).φ  0 and ∂J
∂g
(f ∗, g∗).ψ  0, for (φ,ψ) ∈ L∞(Q)
and so we obtain
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∫ ∫
Q
(−Bu∗.u˜∗ + αf ∗)φ dx dt  0 and
∫ ∫
Q
(−Bu∗.u˜∗ − βg∗)ψ dx dt  0. (4.5)
By using a standard control argument concerning the sign of the variations φ and ψ (depending
on the size of f ∗ and g∗, respectively), we obtain
f ∗ = max
(
a,min
(
Bu∗.u˜∗
α
,b
))
and g∗ = max
(
c,min
(−Bu∗.u˜∗
β
,d
))
.
This completes the proof. 
4.2. Application: multigroup neutron fission equations
We present here a more practical example of multigroup neutron fission systems, by taking
account the neutrons (divided into fast and thermal groups) and the temperature feedback. The
two-group neutron system is representing by two equations describing the interaction and fission
between the two neutrons and a third equation describes the temperature in the reactor. So n = 3
and u = (ui)i=1,3, where u1 and u2 are the fast and the thermal neutron fluxes, respectively, and
u3 is the temperature function. The diffusion matrix A is A = diag{σ1, σ2, σ3}, where σi , i = 1,3
are nonnegative constants and represent the group coefficient in group i, respectively. The matrix
H is
H =
⎛
⎝ h11 h12 0h21 h22 0
h31 h32 h33
⎞
⎠ ,
where, h12, h21, h31 and h32 are positives and h33 is negative; h11, h22 can be any sign. The
coefficients h12, h21 are representing the group-transfer between the two neutron groups. The
constant h33 is representing the cooling constant and the constants h31, h32 are related to rates of
energy released due to fission in the two neutron groups. The parameters h11, h22 are related to
fission and absorption rates of each neutron group. The matrix B is
B =
⎛
⎝ 0 0 00 1 0
0 0 0
⎞
⎠ .
So, the two-group neutron system is modeled by the following parabolic equations:
∂u1
∂t
− σ1u1 = h11u1 + h12u2 a.e. in Q= Ω × (0, T ),
∂u2
∂t
− σ2u2 = h21u1 +
(
h22 − (f + g)
)
u2 a.e. in Q,
∂u3
∂t
− σ3u3 = h31u1 + h32u2 + h33u3 a.e. in Q,
subjected to the Dirichlet boundary conditions
(u1, u2, u3) = 0 in Σ = ∂Ω × (0, T )
and the initial condition
(u1, u2, u3)(.,0) =
(
u
(1)
0 , u
(2)
0 , u
(3)
0
)
in Ω. (4.6)
We suppose that the coefficient for the thermal neutron is controlled by the functions f and g
(g is the noise, which can generate potential instabilities) through the use of control rods in the
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objective functional the matrix K representing the weight factor is K = diag{k1, k2, k3}, ki > 0,
for i = 1,3. The observation uobs = (u(1)obs, u(2)obs, u(3)obs) denotes the target profile for the neutron
fluxes and the temperature. So the objective functional becomes
J (f,g) =
∑
i=1,3
∫ ∫
Q
ki(x)
∣∣ui − u(i)obs∣∣2 dx dt + α
∫ ∫
Q
|f |2 dx dt − β
∫ ∫
Q
|g|2 dx dt.
Since all the assumptions of our abstract result are satisfied by the application in this particular
case, therefore we can apply the previous results. We obtain the optimal solution (f, g):
f = max
(
a,min
(
u2u˜2
α
,b
))
and g = max
(
c,min
(−u2u˜2
β
,d
))
.
Moreover, the gradients of the cost functional J are
∂J
∂f
(f,g) = αf − u2u˜2, ∂J
∂g
(f,g) = −βg − u2u˜2,
where u˜ = (u˜1, u˜2, u˜3) is the solution of following adjoint problem:
−∂u˜1
∂t
− σ1u˜1 = h11u˜1 + h21u˜2 + h31u˜3 + k1
(
u1 − u(1)obs
)
a.e. in Q= Ω × (0, T ),
−∂u˜2
∂t
− σ2u˜2 = h12u˜1 +
(
h22 − (f + g)
)
u˜2 + h32u˜3 + k2
(
u2 − u(2)obs
)
a.e. in Q,
−∂u˜3
∂t
− σ3u˜3 = h33u˜3 + k3
(
u3 − u(3)obs
)
a.e. in Q,
subjected to the Dirichlet boundary conditions
(u˜1, u˜2, u˜3) = 0 in Σ = ∂Ω × (0, T )
and the final condition
(u˜1, u˜2, u˜3)(., T ) = 0 in Ω.
5. Generalization of the method
In this section, we present a generalization of our method to an important class of parabolic
systems given by the form
∂u
∂t
− Fu = Hu − f.Bu − g.Cu a.e. in Q= Ω × (0, T ),
subjected to the boundary conditions
Lu = 0 in Σ = ∂Ω × (0, T )
and the initial condition
u(0) = u0 in Ω, (5.1)
under the pointwise constraints (for i = 1, l and j = 1,m)
ai  fi(x, t) bi a.e. (t, x) ∈Q,
cj  gj (x, t) dj a.e. (t, x) ∈Q, (5.2)
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and j = 1,m. Here, the operators B and C are linear operators defined by
Bv = (Biv)i=1,l , f.Bv =
∑
i=1,l
fiBiv, where f = (fi)i=1,l ,
Cv = (Cjv)j=1,m, g.Cv =
∑
j=1,m
gjCjv, where g = (gj )j=1,m, (5.3)
where, the matrix (Bi , i = 1, . . . , l) and (Cj , j = 1, . . . ,m), are n-dimensional matrix with space
dependent entries and with coefficients in L∞(Ω¯). The other parameters satisfy the same as-
sumptions as in previous section. Let us introduce the following objective functional J by
J (f,g) = 1
2
∫ ∫
Q
K(u − uobs).(u − uobs) dx dt + α2
∫ ∫
Q
Rf.fdx dt − β
2
∫ ∫
Q
Sg.gdx dt,
(5.4)
where R, S are nonnull, l-dimensional and m-dimensional, respectively, symmetric semidefinite
positive constant matrix and K is an n-dimensional symmetric definite-positive matrix with space
dependent entries. The constants α > 0 and β > 0 are chosen as constants to establish the relative
weight of the second and the third term in (5.4). Denote by
Uad =
{
f = (fi)i=1,l ∈ L2(Q) | for i = 1, l, ai  fi  bi a.e. in Q
}
the set of the admissible controls.
Similarly we define the set of admissible disturbances
Wad =
{
g = (gj )j=1,m ∈ L2(Q) | for j = 1,m, cj  gj  dj a.e. in Q
}
.
5.1. Existence and optimality conditions
We want to minimize the functional J with respect to f and maximize J with respect to g,
i.e., to find (f∗,g∗) ∈ Uad × Wad solution of (1.8), subject to the problem (5.1) under the rela-
tions (5.2).
By using a similar argument as in the proof of Theorems 2.1, 4.1 and Proposition 3.1, we have
the following results (with no further estimates required).
Theorem 5.1. (i) Given the initial condition u0 in EI (Ω) and source terms (f,g) in Uad × Wad,
there exists a unique solution u in H 2,1(Q) of (5.1) which satisfies the following estimate:
‖u‖2
H 2,1(Q)  c
(‖u0‖2H 1(Ω) + ‖f‖2L2(Q) + ‖g‖2L2(Q)).
(ii) Let (u0i , fi ,gi ), i = 1,2, be two couples of EI (Ω) × Uad × Wad. If ui ∈ H 2,1(Q) is the
solution of (1.1) with the data (u0i , fi ,gi ), i = 1,2, then we have the following estimate:
‖u1 − u2‖2H 2,1(Q)  c
(‖u01 − u02‖2H 1(Ω) + ‖f1 − f2‖2L2(Q) + ‖g1 − g2‖2L2(Q)).
Proposition 5.1. Given the initial condition u0 in EI (Ω), then the function F (which maps the
source term (f,g) ∈ Uad × Wad of (5.1) into the corresponding solution u in H 2,1(Q)) is con-
tinuously differentiable from Uad × Wad to H 2,1(Q) with the derivative F ′(f,g) :h = (h,k) ∈
(L∞(Q))2 → w given by the following problem:
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∂t
− Fw = Hw − f.Bw − h.Bu − g.Cw − k.Cu a.e. in Q,
subjected to the boundary conditions
Lw = 0 in Σ
and the initial condition
w(0) = 0 in Ω. (5.5)
Moreover, we have the estimates (∀(fi ,gi ) ∈ Uad ×Wad, i = 1,2)
(i) ‖F(f1 + h,g1 + k)−F(f1,g1)−F ′(f1,g1).h‖H 2,1(Q)  C‖h‖3/2L2(Q),
where (h,k) such that (f1 + h,g1 + k) ∈ Uad ×Wad,
(ii) ‖F ′(f1,g1).h −F ′(f2,g2).h‖2H 2,1(Q)  C(‖f‖L2(Q)‖h‖2L2(Q) + ‖f‖2L2(Q)‖h‖L2(Q)),
where f = (f,g) = (f1 − f2,g1 − g2).
Theorem 5.2 (The existence of an optimal solution). For α and β sufficiently large, there exists
(f∗,g∗) ∈ Uad ×Wad and u∗ ∈ H 2,1(Q) such that (f∗,g∗) is defined by (1.8) and u∗ =F(f∗,g∗)
is the solution of (5.1).
We can now give the first-order optimality conditions for the minimax control problem (1.8).
Theorem 5.3 (The optimality conditions). Let α and β be sufficiently large, (f∗,g∗) be an optimal
solution of (1.8) and u∗ ∈ H 2,1(Q) such that u∗ =F(f∗,g∗) solution of (5.1). Then
∫ ∫
Q
(−Bu∗u˜∗ + αRf∗)Φ dx dt  0 and
∫ ∫
Q
(−Cu∗u˜∗ − βSg∗)Ψ dx dt  0
for (Φ,Ψ ) ∈ L∞(Q),
where u˜∗ is the solution of the following adjoint problem:
−∂u˜
∂t
− F u˜ = H ∗u˜ − f∗.B∗u˜ − g∗.C∗u˜ +K(u∗ − uobs) a.e. in Q,
subjected to the boundary conditions
Lu˜ = 0 in Σ
and the final conditions
u˜(T ) = 0 in Ω, (5.6)
where H ∗, B∗ and C∗ are the adjoint of H , B and C, respectively, and Bu∗u˜∗ (respec-
tively, Cu∗u˜∗) is the l-dimensional vector (Biu∗.u˜∗)i=1,l (respectively, the m-dimensional vector
(Cju
∗.u˜∗)j=1,m). Moreover, the gradients of the cost functional J at (f∗,g∗) are given by
∂J
∂f
(f∗,g∗) = −Bu∗u˜∗ + αRf∗ and ∂J
∂g
(f∗,g∗) = −Cu∗u˜∗ − βSg∗.
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lem (1.8) and u∗ = F(f∗,g∗) the solution of problem (5.1). From Proposition 5.1 we know that
F is differentiable. Therefore (for (Φ,Ψ ) ∈ L∞(Q))
J ′(f,g).(Φ,Ψ ) =
∫ ∫
Q
K(u − uobs).wdx dt + α
∫ ∫
Q
Rf.Φ dx dt − β
∫ ∫
Q
Sg.Ψ dx dt,
where w =F ′(f,g).(Φ,Ψ ) is the solution of problem (5.5).
Multiplying (5.5) by u˜, using Green’s formula and integrating by time we obtain (according
to the second and third parts of (5.5) and that u˜ is a solution of (5.6))∫ ∫
Q
K(u − uobs).wdx dt = −
∫ ∫
Q
Φ.Buu˜dx dt −
∫ ∫
Q
Ψ.Cuu˜dx dt.
According to the expression of J ′(f,g) we can deduce that
J ′(f,g).(Φ,Ψ ) =
∫ ∫
Q
(−Buu˜ + αRf).Φ dx dt +
∫ ∫
Q
(−Cuu˜ − βSg).Ψ dx dt.
Since (f∗,g∗) is an optimal solution we have
∂J
∂f
(f∗,g∗).Φ  0 and ∂J
∂g
(f∗,g∗).Ψ  0.
Hence∫ ∫
Q
(−Bu∗u˜∗ + αRf∗).Φ dx dt  0 and
∫ ∫
Q
(−Cu∗u˜∗ − βSg∗).Ψ dx dt  0.
This completes the proof. 
Remark 5.1. In the case where we take account the final observation, we obtain the same results.
Indeed, in this case the cost functional is given by
J (f,g) = 1
2
∫ ∫
Q
K0(u − uobs).(u − uobs) dx dt + 12
∫
Ω
K1
(
u(T )− vobs
)
.
(
u(T )− vobs
)
dx
+ α
2
∫ ∫
Q
Rf.fdx dt − β
2
∫ ∫
Q
Sg.gdx dt,
where R, S and K1 are nonnull, l-dimensional, m-dimensional and n-dimensional, respectively,
symmetric semidefinite positive constant matrix and K0 is an n-dimensional symmetric definite
positive matrix with space dependent entries. The constants α and β are fixed such that α,β > 0.
The functions (uobs,vobs) are given sufficiently regular and represent the observation.
We can prove also an existence theorem of the minimax control problem and obtain necessary
optimality conditions for its solution by using the same method.
For α and β sufficiently large, there exists an optimal solution (u∗, u˜∗, f∗,g∗) such that u∗ =
F(f∗,g∗) is the solution of (5.1), u˜∗ is the solution of the following adjoint problem:
−∂u˜ − F u˜ = H ∗u˜ − f∗.B∗u˜ − g∗.C∗u˜ +K0(u∗ − uobs) a.e. in Q,
∂t
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u˜(T ) = K1
(
u(T )− vobs
)
in Ω
and (f∗,g∗) satisfies (for (Φ,Ψ ) ∈ L∞(Q))∫ ∫
Q
(−Bu∗u˜∗ + αRf∗)Φ dx dt  0 and
∫ ∫
Q
(−Cu∗u˜∗ − βSg∗)Ψ dx dt  0.
5.2. A special case of pointwise controllers
In this section, we will treat the case when the controls and disturbance are only functions
of time. We take then for the sets of the admissible controls and the admissible disturbances,
respectively the following sets:
Uad =
{
f = (fi)i=1,l ∈ L2(0, T ) | for i = 1, l, ai  fi  bi a.e. in (0, T )
}
,
Wad =
{
g = (gj )j=1,m ∈ L2(0, T ) | for j = 1,m, cj  gj  dj a.e. in (0, T )
}
.
The objective functional J is given by
J (f,g) = 1
2
∫ ∫
Q
K(u − uobs).(u − uobs) dx dt + α2
T∫
0
Rf.fdt − β
2
T∫
0
Sg.gdt. (5.7)
We can prove also an existence theorem of the minimax control problem and obtain necessary
optimality conditions for its solution by using the same method as previous subsection. Then we
have:
for α and β be sufficiently large, there exists an optimal solution (f∗,g∗,u∗) ∈ Uad × Wad ×
H 2,1(Q), such that (f∗,g∗) is defined by (1.8), u∗ = F(f∗,g∗) solution of (5.1) and for
(Φ,Ψ ) ∈ L∞(0, T )
T∫
0
(
αRf∗ −
∫
Ω
Bu∗u˜∗ dx
)
Φ dt  0 and
T∫
0
(
−βSg∗ −
∫
Ω
Cu∗u˜∗ dx
)
Ψ dt  0,
(5.8)
where u˜∗ is the solution of the adjoint problem (5.6).
Remark 5.2. When pointwise controllers are applied at locations x(j) = (x(j)i )i=1,n ∈ Ω , j =
1, . . . , l and pointwise disturbance are applied at locations y(k) = (y(k)i )i=1,n ∈ Ω , k = 1, . . . ,m,
the bilinear terms are of the form
f.Bv =
∑
j=1,l
fj (t)δx(j)Bj (x)v and g.Cv =
∑
k=1,m
gk(t)δy(k)Ck(x)v, (5.9)
where δx is the usual Dirac function.
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Here, we present an example illustrative of the abstract result of this section. So, we consider
an homogeneous one-neutron diffusion equation, describing neutron reaction inside a nuclear
fission reactor. We suppose that the reactor core is a slab geometry with length L. The system
that we consider is then
∂u
∂t
−μ∂
2u
∂x2
= νu −
∑
i=1,l
fi(t)φ0(x)δxi u−
∑
j=1,m
gj (t)φ1(x)δyj u in Q,
subjected to the boundary conditions
u(0, t) = u(L, t) = 0 (t ∈ (0, T ))
and the initial condition
u(x,0) = u0
(
x ∈ (0,L)),
where Q= (0,L) × (0, T ) (φk, k = 0,1) are given positive functions, μ = VD, ν = V (rσf −
σa), D is the neutron diffusion coefficient, σf and σa denote the fission and absorption macro-
scopic cross-sections, respectively. The parameter V is the average neutron velocity and r
denotes the number of neutrons generated per nuclear fission (for more details see, e.g., Chris-
tensen et al. [14]). The control (respectively, disturbance) absorption cross-section at location xi
(respectively, yj ) is represented by fi(t) (respectively, gj (t)).
We propose the following objective functional:
J (f,g) = k0
2
T∫
0
L∫
0
|u− uobs|2 dx dt + α2
∑
i=1,l
T∫
0
|fi |2 dt − β2
∑
j=1,m
T∫
0
|gj |2 dt.
Since all the assumptions of our abstract result are satisfied by the model in this particular case,
therefore we can apply the previous result and conclude the existence and the optimality condi-
tions. Moreover, the gradients of J are
∂J
∂f
(f,g) = [αf1(t)− φ0(x1)u(x1, t)u˜(x1, t), . . . , αfl(t)− φ0(xl)u(xl, t)u˜(xl, t)]T ,
∂J
∂g
(f,g) = [−βg1(t) − φ1(y1)u(y1, t)u˜(y1, t), . . . ,
− βgm(t)− φ1(ym)u(ym, t)u˜(ym, t)
]T
,
where u˜ is the solution of following adjoint problem:
−∂u˜
∂t
−μ∂
2u˜
∂x2
= νu˜−
∑
i=1,l
fi(t)φ0(x)δxi u˜
−
∑
j=1,m
gj (t)φ1(x)δyj u˜+ k0(u− uobs) in Q,
subjected to the boundary conditions
u˜(0, t) = u˜(L, t) = 0 (t ∈ (0, T ))
and the final condition
u˜(x, T ) = 0 (x ∈ (0,L)).
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In this article we have discussed the problem of a minimax control of a class of multivalued
parabolic systems with Robin boundary conditions. The main motivation has been to calculate
the optimal functions that transfer the state of the system from an initial state to a desired state, in
a given space–time domain, and to optimize the objective functional that penalizes the deviations
from the balance, by taking account the influence of noises in data, which can generate potential
instabilities.
The existence of a solution of the governing nonlinear system of equations is established and
the Lipschitz continuity of the map solution is obtained. The differentiability and some properties
of the map solution are proved. Afterwards, a minimax control problem has been formulated.
Under suitable hypotheses, it is shown that one has the existence of an optimal solution, and
the appropriate necessary conditions for saddle point optimality are derived. These conditions
are obtained in a Lagrangian form. Finally two examples of nuclear fission reactor models are
presented, which illustrate the abstract results.
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